Hot subdwarf stars are core He burning stars located at the blue end of the horizontal branch, also known as the extreme horizontal branch. The properties of hot subdwarf stars are important for our understanding of the stellar astrophysics, globular clusters and galaxies. The spectra of hot subdwarf stars can provide us with the detailed information of the stellar atmospheric parameters (such as effective temperature, gravity, and helium abundances), which is important to clarify the astrophysical and statistical properties of hot subdwarf stars. These properties can provide important constraint on the theoretical models of hot subdwarf stars. Searching for hot subdwarf stars from the spectra data obtained by the Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST) can significantly enlarge the sample size of hot subdwarf stars, and help us better study the nature of hot subdwarf stars. In this paper we study a new method of searching for hot subdwarf stars from LAMOST spectra using convolutional neural networks and support vector machine (CNN+SVM). The experiment on the spectra from LAMOST DR4 shows that CNN+SVM can classify the hot subdwarf stars accurately: the accuracy is 88.98% and the recall is 94.38 %. Our research provides a new machine learning tool for searching for hot subdwarf stars in large spectroscopic surveys.
INTRODUCTION
Hot subdwarf stars are a special type of stars lying between the main sequence and the white-dwarf sequence, and have evolved far beyond the main sequence in H-R diagram. The study of hot subdwarf stars can help us better understand the galaxies (O'Connell 1999; Han et al. 2007 ), globular clusters (Lei et al. 2015 (Lei et al. , 2016 , stellar astrophysics (Fontaine et al. 2012) , and supernova type Ia progenitors (Geier et al. 2007 ). The spectra of hot subdwarf stars can provide us with detailed information of hot subdwarfs, which can help us better understand the properties of hot subdwarf stars. For example, Edelmann et al. (2003) showed that helium abundances of sdB stars tend to increase with the increasing of effective temperature. The explanation of this trend is still unclear. Thus, the element abundance of hot subdwarfs derived from the spectra can give the statistical properties of the hot subdwarfs. These properties provide important constraint on future studies.
It is desirable to have as many samples of hot subdwarf stars as possible. However, until now the known number of hot subdwarf stars is very limited. The large surveys such as Hamburg Quasar Survey (HS, Hagen et al. 1995) , the Hamburg ESO survey (HE, Wisotzki et al. 1996) and the Edinburgh-Cape Survey (EC, Stobie et al. 1997 ) has provide us with large number of hot subdwarf stars. Since 2006 the number of known hot subdwarfs increased by a factor of more than two. The Sloan Digital Sky Survey (SDSS), which is considered as one of the most successful spectra survey in the history, has provided spectra of almost 2000 sdO/Bs (Kleinman et al. 2004; Eisenstein et al. 2006; Kleinman et al. 2013; Geier et al. 2015; Kepler et al. 2015 Kepler et al. , 2016 , reaching down to much fainter magnitudes than previous surveys.
The Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST, also named as the "Guo Shoujing Telescope"; Cui et al. 2012 )) provides a good chance for further enlarge the sample size of hot subdwarf stars. Until 2018, the LAMOST has obtained more than 9,000,000 spectra and has present the fourth data release (LAMOST DR4). This is the largest spectra data set that the scientist has ever owned in the history. Because it contains much more stellar spectra than SDSS, it has potential to find more hot subdwarf stars than SDSS, and may significantly increase the number of hot subdwarf stars. However, it is worth noting that we can not use traditional method such as color cuts to search for hot subdwarf stars in LAMOST. This is because LAMOST does not have homogeneous colors (Luo et al. 2015) . Thus, we should find new methods beside the color method to search for hot subdwarf stars from LAMOST. Bu et al. (2017) have explored the method of searching for hot subdwarf stars from LAMOST by using machine learning method. They used the hierarchical extreme learning machine (HELM) to search for hot subdwarf stars from LAMOST DR1, and have given lots of candidates of hot subdwarf stars. From these candidates they identify 67 hot subdwarf stars (Lei et al. 2018) . However, we find that the HELM does not perform very well on LAMOST DR4. The main reason may be that the spectra in DR4 have many changes compared to the spectra in DR1, such as the flux calibration, sky lines subtraction, and so on. Thus, we should explore new method to efficiently find the hot subdwarf stars. This paper, Paper III in the series of searching for hot subdwarf stars from LAMOST, presents the machine learning method of searching for hot subdwarf stars from LAMOST DR4. In this study, we present the method of searching for hot subdwarf stars from LAMOST DR4 by using convolutional neural network (CNN) and support vector machine (SVM) algorithm. The results show that CNN+SVM is a good algorithm in classifying the hot subdwarf stars.
The layout of this paper is as follows. In section 2, we briefly describe data used in experiment. In section 3 we describe the algorithm CNN and SVM. In section 4, we describe the model of our algorithm used in experiment. In section 5, we present the experimental result, followed by the conclusion of our study in section 6.
DATA USED IN EXPERIMENT
LAMOST has both a wide field (5
• in diameter) and a large effective aperture (4-6 m, depending on the pointing altitude and hour angle). It is the most powerful spectroscopic survey telescope for researches of wide field and large sample astronomy, which is able to collect 4000 spectra with resolution (R ∼ 1800) simultaneously in a single exposure. The survey has two major components: the LAMOST ExtraGAlactic Survey (LEGAS) and the LAMOST Experiment for Galactic Understanding and Exploration (LEGUE; Zhao et al. 2012; Deng et al. 2012) . In addition to the main surveys, there are projects targeting specific sky areas, such as the LAMOST-Kepler fields (De Cat et al. 2015) . After the pilot survey which was from 2011 to 2012 and five-year regular survey which was from 2012 to 2017, LAMOST has obtained more than 9 000 000 spectra.
The LAMOST DR4 containes the spectra obtained by the pilot survey from 2011 to 2012 and four year regular survey 3000 4000 5000 6000 7000 8000 9000 10000
Wavelength ( from 2012 to 2016. It consists of 7,681,185 spectra, including 6,898,298 stars, 118,743 galaxies, and 41,352 quasars. The data provides a homogeneous processed spectra data, and is a rich source of hot subdwarf stars. However, it is worth noting that the data set of LAMOST DR4 is much larger than that of LAMOST DR1 which contains 2 204 696 spectra. With the increase of the number of the spectra, the spectral type and feature in LAMOST DR4 become more complex than those in LAMOST DR1. Thus, it is significantly more difficult to determine the candidate of hot subdwarf stars accurately in LAMOST DR4 than in LAMOSR DR1. We use supervised machine learning algorithm to search for hot subdwarf stars from LAMOST DR4. To search for hot subdwarfs accurately and efficiently, we have to train and test the algorithms to improve the accuracy of the algorithm. The data we used in experiment consists of 5968 spectra selected from LAMOST DR4. The spectra include: 4000 star, 1000 unknown, 89 galaxy, 242 QSO, 127 blue horizontal branch (BHB) stars, and 510 hot subdwarf stars. The 510 hot subdwarf stars are obtained by cross-matching the LAMOST DR4 catalogue with the catalogue given by Geier et al. (2017) . It is worth noting that the data we used contains 127 BHB stars because we find that the features of BHB are similar to those of hot subdwarf stars. To better classify the hot subdwarfs from BHB, we add the BHB stars into the data set to train the algorithm. These BHB stars are obtained by cross-matching the BHB stars given in Xue et al. (2008) with LAMOST DR4 catalogue. The signal to noise ratios of the spectra are all larger than 10. This is because the spectra with low signal to noise ratios are difficult to identify, both for algorithms and the human expert.
The spectra cover the wavelength range from 3800 to 9000Å, and the dimension of the data is 3909. We normalize the spectra to eliminate the influence of varying size and range. Then, we extend each row to a 4096 dimension vector by adding 0 element at the end of each row. Finally, we reshape each row into 64×64 matrix just like an image data and take it as an input of convolution neural network. The preprocessing procedure is shown in Figure 3 .
METHOD
The CNN algorithm, which becomes increasingly popular in recent years, was proposed in Lecun et al. (1998) . His deep convolutional neural network architecture (LeNet) is still being used today. The main advantage of CNN over other algorithms is that it can get good results just by inputting raw data and training optimization network parameters. It is not necessary to preprocess the data in a complex way. Thus, it is a good choice for large-scale data processing. The SVM is one of the most widely used classifiers with excellent generalization ability (Burges 1998 ). For the problem on which SVM performs worse caused by less obvious features, we can apply CNN to preprocess the data and then make a classification by feeding the results of CNN into SVM. The results show that for our problem it can significantly improve the performance of SVM. Thus, in our experiment CNN will be used to extract features from the spectra and SVM will be used to classify the spectra. This CNN+SVM method is proved efficiently in classifying the hot subdwarf stars.
Feature extraction based on CNN.
The typical architecture of CNN consists of three parts. The first part is the input layer which receive the data. The second part is comprised of n convolution layers and subsampling layers, and the third part is a fully-connected layer. In our experiment we set up a 5-layer CNN to extract the features of high-dimensional spectral data. The input is processed in a feedforward manner through two stage of convolutions and subsampling, and finally classified with SVM. The architecture of CNN used in our experiment is shown in Figure 4 . Input layer. Similar to other neural networks, the input layer reads the spectra data into the networks. Convolution layer. In convolutional layer each neuron in output layer is connected to local regions of the input layer, and connections between the input and the output have different weights. The value of each output layer is obtained by calculating the scalar product between the weights and the input region connected to the corresponding output neuron. A process of convolution is shown in Figure 5 .
After the convolution operation, we can get an output matrix of the next layer by using activation function. Using the following formula, we can get the value of kth layer C
represents the first feature map in the (k − 1)th layer, W k ij denotes the convolution kernel matrix corresponding to the ith feature graph in the (k − 1)th layer and the jth feature map in the kth layer, b k j is the bias of the jth feature graph in the kth layer, and f (x) is the activation function. Pooling layer. Pooling layer is also called subsampling layer. It samples the images and preserves the useful information while reducing the size of the data. Subsampling can be regarded as a special convolution process. Figure  6 shows the specific process of subsampling. The methods of pooling include max pooling, average pooling, mixed pooling and so on. In our experiment we employ the max pooling to obtain the most important features of the pooled objects. In max pooling step we partition the input image into a set of non-overlapping rectangles and, for each such sub-region, output the maximum value. Max pooling can reduce the computational complexity and extract the most important features. Fully connected layer. The fully connected layer takes the features extracted from pooling layer as the input. It is often the linear function where each output unit depends on all the input units. The output of this layer can be computed as follows
Here y is the output values, g is the output activation function, w represents weight matrix, x denotes output matrix in pooling layer, and b is the bias vector. Considering that the feature matrix obtained by this layer is the input matrix of the classifier, the fully connected layer is also called the feature extraction layer. The output of this layer will be provided to a classifier, for our problem is the SVM.
Classification based on SVM
Support vector machine (SVM) is a two-class classification model that has been widely used in spectral classification (Gao et al. 2008; Huertas-Company et al. 2008; Fadely et al. 2012; Peng et al. 2012; Shi et al. 2015; Bu et al. 2014) . Its basic idea is to find a hyperplane that divides the samples into two classes. We only introduce the basic idea of linear SVM. For more detailed introduction of SVM, we refer the reader to Burges (1998) . We denote the training data as {x i , y i }, i = 1, · · · ,ℓ. y i ∈ {−1, 1}, x i ∈ R d . Suppose we have a hyperplane which separates the positive examples from the negative ones. The points x which lie on the hyperplane satisfy w·x + b =0, where w is normal to the hyperplane, | b | / w is the perpendicular distance from the hyperplane to the origin, and w is the Euclidean norm of w. Then, mathematically, the SVM can be formulated as
This problem is equivalent to a convex quadratic programming:
This problem can be transformed into the following Lagrangian
We have to minimize the ϕ ( w, b, α ) . Let the partial derivative of w and b equal to 0 to minimize ϕ. Put the result into formula (7) : Figure 7 . SVM Classification by using the kernel trick Then, maximize α :
where α i is the Lagrange multipliers α for each sample. After utilizing SMO to find the unique variable α in the target function, we can get optimal classification results. When the features of data set are nonlinear, we can't classify the data by using a linear classifier. SVM solves this problem by introducing the kernel function κ(·, ·) to map the data into the high-dimensional space. That is, transform the data to a high-dimensional space with a mapping, and then make a classification in the high dimensional space by the linear classifier. Figure 7 describes this idea. Mathematically, we just need to compute the sign of following function to give the label of the test point x
where φ(x) denotes a map for X to high dimensional space, κ(
> is a kernel function, x i are support vectors. Using this formula, we avoid to computing the explicit value of φ(x), and instead we just need to compute the kernel κ(
Measure of results
Similar to Bu et al. (2017) , we use the accuracy and recall to quantify the results of experiments. Set • N : the number of hot subdwarf stars in the sample.
• N c : the number of true hot subdwarf stars classified by algorithms. The true hot subdwarf stars are the hot subdwarf stars which are correctly labeled by algorithms.
• N n : the number of false hot subdwarf stars classified by algorithms. The false hot subdwarf stars are the objects which are incorrectly labeled as the hot subdwarf stars by algorithms. Then the accuracy is defined as
and the recall is defined as Recall = N c N .
Note that it may not be convenient to use the conventional definition of prediction accuracy, because the number of hot subdwarf stars is relatively small and constitute a very small fraction of the sample. If we use the traditional definition, the accuracy will be very high even if all hot subdwarf stars are mis-classified. We have to determine the optimal parameter in CNN+SVM model to give the best results. For CNN, the experiments show that four parameters have a significant impact on the results: convolution kernel size, pooling window size, convolution layers and pooling layers. For SVM, the most important parameters are penalty coefficient C and the kernel function κ(x, x ′ ). In following experiments we will demonstrate the process of determining the optimal parameters.
Determine the optimal parameters of CNN
The first parameter we should determine is the size of the convolutional kernel. Generally, the size of convolution kernel is n*n. However, the shape of convolution kernel is not limited to a square, it can also be a rectangle or even an arbitrary shape. By controlling the size of convolution kernel, we can reduce the model parameters and normalize the dimensions of different features. The number of the dimensions of the convolution kernel corresponds to the output channels. Usually, the features extracted will increase with the increasing of the dimension of the convolution kernel.
The second parameter we should determine is the size of pooling window. It has a great impact on pooling results. The larger the size of pooling window is, the more features it blends, and the less feature dimension is extracted. Hence, by changing this parameter, the dimension of training sets can be reduced significantly. But if the parameter is too large, we will loss a lot of information in the data, which will reduce the accuracy of CNN.
The third parameter we should determine is the number of convolution layer and pooling layer. It has been proved that the ability to express the data will increase with the increasing of the layers of CNN. However, too many layers not only increase the training time greatly, but also increase the computational cost. Thus, we have to select suitable number of layers to balance the training time and the classification accuracy.
Determine the optimal parameter of SVM
The first parameter of SVM is the penalty factor C. Usually, the larger C can improve the accuracy, but reduce the generalization ability. Thus, we should determine a suitable C to give both high accuracy and good generalization ability.
The second parameter we should determine is the type of the kernel function. The selection of kernel function plays an important role in the performance of SVM. The popular kernel functions κ(x, x ′ ) and the corresponding hyperparameters are listed in Table 1 .
EXPERIMENT AND RESULT ANALYSIS
In this paper, the data collected is randomly divided into two equal parts, one for training set and the other for testing. The numbers of training sets and test sets are both 2984. The code we used is Tensorflow (Abadi et al. 2016) . It provides implementations for many of the state of the art machine learning algorithms, such as CNN, SVM, decicion tree, and so on. Since that the parameters influence the accuracy of feature extraction and classification significantly, we apply the control variable method to study the influence of the following five parameters: the size of convolution kernel, the size of the pooling window, the number of convolution and pool layers in CNN, the penalty coefficient C and kernel function in SVM. That is, varying one parameter while fixing other four parameters. Considering the robustness of classifier, we repeat each experiment 10 times. Then, we remove the maximum and minimum value and take the average of remaining values as the result. We use them to measure the results of each model and then determine the optimal parameters. Table 3 . Impact of varying the size of convolution kernel in C1 layer.
Experiment one: Influence of convolution layer and pool layer on feature extraction of CNN
When implementing CNN, we set the size of convolution layer kernel as 3*3 , and the size of pooling layer window as 2*2. Besides, we suppose that the step of size is 1, the first layer convolution input channel number is 1, the output channel number is 8, the second layer convolution layer input channel number is 8, and the output channel number is 16. When making classification in SVM, we set penalty coefficient c as 0.96, gamma as 20, kernel function as polynomial kernel function, the decide function type as ' Ovo '. We vary the layers of convolution layer and pooling layer respectively with the values of the other parameters be fixed. The classification accuracy, the recall and the training time of the classification are shown in Table 2 . Table 2 shows that although the increase on the layer of convolution layer and pooling layer reduces the number of features and the classification accuracy, it saves a lot of time. Despite the fact that the accuracy of the single-layer convolution and pooling layer (C1+P1) is the highest, the double-layer of the convolution layer (C1+P1+C2+P2) saves nearly 25% training time, ensuring a good accuracy and recall. Considering the huge computational cost when training large data, a double layer of convolution (c1+p1+c2+p2) is the most ideal choice.
Experiment two: Effect of the size of convolution kernel on the feature extraction of CNN
As shown in Figure 4 , we set up a convolution neural network with alternate two layers of convolution layer and two layers of pooling layers. In this experiment, the penalty coefficient C of SVM is 0.96, the value of gamma is 20, the kernel function is polynomial kernel function and the function type is 'Ovo'. Making sure that the other parameters are the same, we get the accuracy, recall and training time .
We then change the volume of convolution kernel in C1 layer with the size of convolution kernel in C2 layer being set to 5*5. Due to the fact that convolution kernel is square in general, we select square kernel with a side length changing from 1 to 9.The experimental results are shown in Table 3 . As shown in Table 3 , the results will decrease with the increasing of the size of convolution kernel in C1 layer. This is because large kernel acquires large visual range and lots of output information at the cost of the more parameters to learn, which needs more training time. Consequently, it gives bad results on the computational performance. However, in the case of constant connectivity, the small convolution kernel greatly reduce the number of parameters and the computational complexity. In Table 3 , we can find that 1*1 kernel not only has the highest accuracy, but also takes the shortest training time. Table 6 . Impact of changing the size of pooling window on CNN feature extraction
After setting the size of convolution kernel in C1 layer as 1*1, we change the size of convolution kernel in C2 layer by the n*n dimension model. The result is shown in Table 4 . Table 4 shows that the 5*5 convolution kernel in C2 layer is the best choice, which proves the previous conclusion: the results will increase with the decreasing of the size of convolutional kernel.
In order to investigate the impact of the shape of convolutional kernel on CNN's accuracy, we fix the length of convolution kernel in C2 layer on 5 and change its width, with the other parameters consistent with the previous experiments. The results are shown in Table 5 . Since that a series of meaningless 0 vector are added in the last few rows of the data to make the feature piece into a "image" matrix, the lateral information density is higher than vertical information density. It follows that the asymmetrical feature shapes makes the rectangular convolution kernel more applicable to the CNN feature extractor than the square convolution kernel. However, too long convolution kernel increases the computational time, resulting in a counterproductive effect. As can be seen in Table 5 , 20*5 is the most suitable size for the C2 layer convolution kernel.
5.3. Experiment 3: Impact of the size of pooling window on feature extraction of CNN.
In experiment 3, we change the size of pooling window in layer C1 and layer C2, and set the size of convolution kernel in C1 layer as 1*1 and the size of convolution kernel in C2 layer as 20*5. The rest of the parameters are same to those in experiment 2. We summarize the results in Table 6 . According to Table 6 , we find that with the size of pooling windows increasing, the cost on training time decreases. But at the same time, the accuracy and recall also decrease. In order to give high accuracy, we should use small size of pooling windows, such as 2*2.
Experiment 4: The influence of kernel function on SVM classification
This experiment we fix the size of convolution kernel in C1 layer and C2 layer as 1*1 and 20*5 respectively. The other parameters are same to those in experiment 2. Then, we use linear kernel function, polynomial kernel function, The results are shown in Table 7 . It can be seen in Table 7 that the polynomial kernel function gives the best results. Thus, we will use polynomial kernel in experiments.
Experiment 5: the impact of varying penalty coefficient C on the classification results
We set the size of convolution kernel in C1 and C2 layer as 1*1 and 20*5 respectively, and the other parameters are consistent with those in experiment 2. After changing the penalty coefficients from 0 to 1 with step 0.1, we get results shown in Figure 8 . Figure 8 gives the trend of the classification accuracy changing with different coefficient C. From the figure, we find that accuracy will decrease with the increasing of C. However, the variation of recall with the changing of C is more complex. When C changes from 0 to 0.5, the recall will increase from 92.81% to 94.38%. However, when C is larger than 0.5, the recall will decrease. Considering that for our problem the recall is more important than accuracy, we will set C to be 0.5 in experiment.
For convenience, we list the optimal parameters used in experiments in Table 8 .
Comparison between CNN+SVM and other algorithms
To better show the accuracy of CNN+SVM, we compare CNN+SVM with other widely used classifiers. The results are shown in Table 9 . From Table 9 , we find that CNN+SVM model combines the advantages of CNN and SVM. Comparing with other classification algorithms, classification accuracy of CNN+SVM is the highest, although it needs more computational time. Overall, CNN+SVM is a good method to search for hot subdwarfs from LAMOST spectra.
It is worth noting that the experiments about HELM are carried out in Matlab 2016a because we do not have the python implementation of HELM. From the table, we find that the accuracy of HELM is a little higher than CNN+SVM. However, the recall of HELM is much lower than CNN+SVM. This means that HELM will miss lots of hot subdwarfs candidates, which are very important for us because our aim is to find as many candidates as possible. Thus, for our problem, CNN+SVM performs better than HELM, and we prefer to use CNN+SVM in experiments.
The combination of CNN with other classifiers
Furtherly, we take CNN as the feature extractor and use different classifiers to classify the spectra. The result is shown in Table 10 . From Table 10 , we find that CNN+SVM gives the best classification results. We can also find that SVM and linear discriminant analysis have improved a lot when implementing CNN to preprocess the spectra. The improvement in classification accuracy is 8.43% and 14.82%, respectively. But notice that CNN not always improve the performance of classifier. We find that CNN+decesion tree and CNN+k nearest neighbor is not as good as decision tree and k nearest neighbor. The main reason may be that it will loss some information in the process of feature extraction of CNN, which is very important for the classification of decision tree and k nearest neighbor.
DISCUSSION AND CONCLUSION
In this study, we present a novel method of classifying hot subdwarf stars from LAMOST DR4 by using a machine learning method, CNN+SVM method. CNN is a widely used deep learning method that has been used in image classification, and SVM is a good classifier in many classification problems. Instead of using color information, in this study we use the spectra as the input to classify the hot subdwarf stars. We applied CNN+SVM to the LAMOST spectra and the results show that CNN+SVM can classify the hot subdwarf stars accurately. This provides another approach to classify the hot subdwarf stars in large sky surveys. Our method is especially suitable for the LAMOST spectra which do not have homogeneous photometric information. Furthermore, we have also investigated the impact of the parameter variation and present the method of determining the optimal parameters of the algorithms.
In our experiments, CNN is used to extract the spectral features. In data processing, principal component analysis (PCA) is one of the most widely used feature extraction method (Singh et al. 1998; Bu & Pan 2015; Leach 2006; Hajdu et al. 2018) . However, PCA is a linear method. Thus, it often perform poorly on the data with nonlinear features. CNN overcomes this drawback. It is a deep learning method, which can extract high level and nonlinear feature within the data. We have used PCA+SVM to classify the hot subdwarf stars, and the accuracy is 61.42% and the recall is 84.83%. This is significantly lower than the results of CNN+SVM. This result illustrates that CNN can extract more features than PCA. Thus, CNN perform better than PCA in hot subdwarf stars classification problems.
SVM is a widely used classification algorithm. However, it contains only one layer and is a shallow algorithm. Thus, it is often performs poorly on the problem which the features are difficult to extract. To solve this problem, we use CNN to extract features primarily. This method provides a new way to implement the shallow algorithm: using deep learning method to extract the spectral features, and using the shallow algorithm to classify. This can improve the performance of shallow algorithms on classification problems.
