ABSTRACT Underwater wireless sensor networks (UWSNs) based on magnetic induction (MI) have been recently proposed as a promising candidate for underwater networking due to its benefits, such as small transmission delay, low vulnerability to environment changes, multipath fading negligibility, and high bandwidth. Most of the UWSN applications are location dependent and, thus, localization plays an important functionality for obtaining sensor positions. In this paper, we first study an MI-based monitoring network in shallow sea, then focus on how to design an optimal node deployment strategy and a clustering algorithm to prolong network lifetime for a 3D-UWSN by reducing the network energy consumption. Using the Voronoi diagram, we propose a high-energy node priority clustering algorithm, in which a cluster head would be selected according to the remaining energy of sensor nodes and the geometry distance among them. Moreover, in order to improve the efficiency of data collection, we use the ant colony optimization to find the shortest path for autonomous underwater vehicle. The simulation results show that the proposed approach outperforms other conventional protocols in some certain scenarios.
I. INTRODUCTION
Recently, with the task of accelerating ocean exploration, underwater wireless sensor networks (UWSNs) have been greatly attributed to a variety of applications such as marine resource detection, environmental monitoring, and military defense, to name a few [1] . Comparing to terrestrial WSN, deployment and management for UWSN are more challenging because of its complex environments, expensive and high power consumption devices. A UWSN consists of several sensors and each node has a battery of limited capacity and energy, thus the lifetimes of the network are extremely restricted by the total energy available in the batteries. Thus, to maximize the network lifetime, one has to address the following two challenges: reducing the network communication cost, and dealing with the unbalance of energy consumption throughout the network. By now, we can classify the UWSN communication technologies into four categories: underwater magnetic induction (MI) communication, underwater optical communication, underwater electromagnetic (EM) wave, and acoustic wave communication. Different to other techniques, MI based UWSN communication relies on time-varying magnetic field to transmit information between sender and receiver, therefore exhibits highly reliable and stable channel conditions, negligible multi-path fading, long communication range, large system bandwidth, and small-size coil antennas [2] . While EM-based, optical-based, and EM-based communications have been widely studied, only a few research on MI based communication (including MI channel modeling) has been considered [3] , [4] . Therefore, utilizing the promising features of MI channels and optimizing localization solution with revealing the impact of environments are needed.
To guarantee coverage and connectivity as well as to reduce the energy consumption and prolong the network lifetime, the node deployment strategy for MI based UWSNs must be well-designed. In [3] and [4] , the problem of MI waveguide deployment in 1D MI-based UWSNs was investigated, where the MI nodes were located along a polygonal line. This type of topology is specially suitable for the networks whose MI nodes are placed along a chain such as underground pipeline systems. In [5] , the authors proposed optimal MI waveguide deployment strategies for both 1D and 2D MI-based networks, where sensor nodes were distributed according to either random or deterministic distributions. For the deterministic approach, since the nodes are placed at fixed positions, it achieves high energy saving and has a simplicity of design, but is impractical to keep the sensor nodes placed at certain positions in UWSNs due to the environment characteristics. Thus, we focus on the node deployment problem in general case, where the sensor nodes are randomly distributed. It is shown that the Voronoi diagrambased deployment route is optimal [5] because the MI-based network constructed according to the diagram is planar and geometrical spanner. In particular, the geometry spanner property indicates that the constructed MI-based network is a sparse subgraph with low stretch, thus the pairwise distances among the sensor nodes are almost preserved. Mathematically, a subgraph G is a spanner of a graph G if the length of the shortest path connecting any two nodes is almost k (k < ∞) times the length of the shortest path connecting them in G. This sparseness of the network topology conducts lower power consumptions on communications compared to the complete graph. The planar property indicates that the network has ability to maintain the subgraph efficiently when sensor nodes move, join or leave without distorting the distances much. Indeed, the total power consumption along the shortest path between two sensor nodes in the constructed MI-based network is not much larger than the power consumption of transmission along the shortest path between them in the Euclidean complete graph.
The complex and changeable seafloor may bring a certain difficulty level to node deployment procedure. For instance, UWSN nodes typically use irreplaceable power and their capacity for computing, communicating, and storage are limited. In practice, to simulate the influence of seafloor topography, we need to consider the UWSN in a 3D space associated with nodes deployment strategy and data collection process. To address this issue, we first distribute sensor nodes in an informal hexagonal topology, then derive the path loss and channel capacity under the defined network structure. Second, we propose a priority-based clustering algorithm. The key idea is based on three facts: (i) sensor node with high remaining energy will have a priority to be selected as cluster head (CH); (ii) CH is located at the center of the cluster, and (iii) the shortest path of autonomous underwater vehicle (AUV) data collection is obtained by using the ant colony optimization (ACO).
The main contributions of this paper are summarized as follows.
1) We first introduce a channel modeling of MI communication in UWSNs (e.g., for shallow sea environment). 2) In order to reflect the characteristics of seafloor environment, we present a modified 3D random distribution based on the hexagonal topology and estimate some related network values such as node connection rate, path loss model and channel capacity.
3) Using the available energies and the location information of sensor nodes, we propose a new clustering algorithm to select CHs based on energy priority. The selected CHs will receive data from other member nodes within the cluster and then send fusion data to AUV directly. 4) For data gathering at the AUV, we reduce the energy usage of sensor nodes by optimizing its route selection. In this case, a diffusion scheme is performed based on the ACO that uses two quality assessment functions for hop and path to select the best next hop and update the routing tables efficiently. The rest of the paper is organized as follows. Section II introduces the related works. Section III presents the MI based UWSN system model. The section IV describes our MI-based clustering algorithm which is called high energy node priority clustering (HENPC). Section V evaluates the performance of the proposed algorithm in a simulation setting that reflects actual practice and genuine scenarios. Section VI concludes the paper with future direction.
II. RELATED WORKS
To reduce the amount of data to be transmitted and the overall energy consumption loads in the communication system, two main tasks in data aggregation should be considered: designing clustering protocol and establishing data collection method. For clustering task, the network is divided into several clusters, thus can reduce the number of packets forwarding and effectively balance energy consumption throughout the network. A very first clustering algorithm is low energy adaptive clustering hierarchy (LEACH) protocol proposed in [6] . This technique uses the randomization to distribute the energy load among sensor nodes, thus each node has an equal opportunity to be elected as the CH. Although this method improves the utilization of network energy, it is still limited because randomly chosen CHs cannot guarantee that the selected nodes are suitable.
LEACH-centralized (LEACH-C) algorithm [7] is an improved version of LEACH based on the remaining network energy and node locations. It further reduces the energy consumption of nodes intercommunication, but the CHs are still randomly selected with a certain blindness. In [8] , the authors proposed an energy dissipation model and an optimal clustering for the free space optical and the EM wave-based UWSNs. To enhance the network lifetime, they derived a closed form mathematical expression to find an optimal number of clusters in which CH was selected based on the residual energy, heterogeneity, and dynamics of node deployment. All the CHs send all the received signals to the base station (BS) and the BS forwards the signals to a man-controlled computer via satellite communication. In [9] and [10] , the authors propose an enhancement algorithm based on LEACH-C in which CHs are selected in a candidate CH set according to the remaining energy and geometry distances among them. In [11] , a new routing protocol called balanced energy adaptive routing (BEAR) was VOLUME 6, 2018 proposed to solve the problem of imbalanced energy utilization by computing the optimal number of zones in UWSNs. Accordingly, BEAR avoids long distance transmissions by defining the concept of successor nodes (neighbor nodes with minimum cost function values) and facilitating nodes (nodes within the transmission range of successor nodes) to reduce the energy consumption. On the other hand, the authors in [12] proposed three energy-efficient routing protocols for UWSNs with square and circular geometries. For a given network field, they first find the sparse regions by exploiting a sparsity search algorithm, then perform a clustering algorithm for dense regions to minimize the redundant transmission. However, those aforementioned protocols also have many drawbacks. First, they only perform well in short range underwater medium (1-10 m), thus they are not suitable for MI based UWSNs because the MI sensors have larger communication ranges (10-100 m). Second, there are no efficient routing protocols for data aggregation process at the AUV, especially when considering multi-hop routing. In terms of AUV data collection process, the authors in [13] proposed a hierarchical network in which fixed nodes are placed at the bottom and mobile nodes are placed at the upper layer. The mobile sensor nodes collect data from fixed nodes, thus can reduce the number of sensor nodes forwarding data without performing clustering protocol while improving the transmission rate. In [14] , optimal paths for the AUV were obtained by maximizing the value of information of the data delivered to the sink. When a new event occurs, the AUV follows a greedy heuristic algorithm for visiting several nodes to collect their data. The event packet is transmitted to the AUV through single hop or through a flooding mechanism. However, this method is only used for the AUV in short range communication. In [15] , the authors proposed a scheme that combines the AUV data collection with multihop transmission to improve the efficiency of data collection and to equalize the remaining energy of nodes. The multihop transmission is built on hierarchical and grouped network structure. This scheme works well in the deep sea, but not suitable for the shallow sea. Because of the fixed cluster, it is impractical to assume that sensor nodes are always in this communication range.
III. MI COMMUNICATION NETWORK MODEL
An example of MI based UWSN is illustrated in Fig. 1 . In this scenario, MI sensor nodes are randomly deployed in a 3D seafloor area for data sensing, receiving and transmitting. These sensor nodes are considered static as they are anchored to the seafloor. Also, they have the same transmission range and communicate with other nodes within their ranges. In cluster based USWNs, several nodes form a cluster, one of them is elected as a CH, and the rest of them are normal nodes. The task of a normal node is to sense the environmental information and transmit them to a CH. The CH collects information from normal nodes and sends the aggregated data to the AUV or to other CHs. Thus, CHs consume considerably more energy than normal nodes and have a shorter lifetime. On the other hand, AUV is aimed to collect the data and the information on the remaining energy of sensor nodes, and then to inform the system which are the CHs for the next round of data aggregation. Since the AUVs can operate without ropes, cables or remote controls, they are widely used in oceanography, environmental monitoring, and underwater resource research [16] . In this paper, it is utilized for data collection among CHs. By using AUV, we can reduce the amount of data to be transported, and hence significantly reduces overall energy consumption load. The entire procedure is described as follows. For a given area, the CH is first selected, and then the UWSN network is divided into several clusters based on the selected CHs and the Voronoi diagram. Normal nodes transmit the sensing data by single hop to the CH within its cluster. Finally, the AUV will traverse all the CHs for gathering data in collaborative monitoring mission. The AUV can also process and store a large amount of data for later usage.
A. NETWORK TOPOLOGY
The network topology plays a vital role in energy consumption, capacity and reliability of the entire network. Thus, in order to maintain the network connectivity and prolong network lifetime, it should be carefully designed and the post-deployment topology should be optimized when possible [16] . For node scheduling, a partition scheme could be used to separate deployed sensors into groups based on their geographical locations. The partition consists of consecutive cells in any shape (e.g., equilateral triangle, hexagon or square). In this paper, we use a hexagonal topology for node deployment in MI-based UWSN since it has overall better coverage and connectivity, and convex nonoverlapping regions. Thus, it is conductive to scalability and robustness in the networks with the cluster information. Also, it balances the remaining energy of each node and increases the channel capacity. At the same time, any node failure will not affect the data collection process of the entire network.
B. NODE POSITIONING
For data collection, the AUV needs to travel across the CHs, thus it requires those node locations. Since the global positioning system does not work well in UWSN environment, there are several approaches to provide location information of the CHs. They can be placed in pre-configured locations, or they can learn their locations from a location server, where the reference nodes consist of the locations of the unknown nodes and the initial anchor nodes [1] . To simplify the problem, in this paper, the sensor nodes are configured with different locations before deployment. After network connection is attempted, each node will adjust its position according to the preset settings. Then, the AUV will determine its position in the UWSN by applying triangulation method when traversing CHs.
C. MI CHANNEL CHARACTERISTICS
In this section, we first introduce some basic MI channel characteristics including path loss, transmitted and received powers, and channel capacity [17] - [19] . Assuming no losses on either antenna of the dual antenna system, the transmitted and received powers for a given transmission ranges r, are given as
where U s is the voltage of the transmitter battery, Z t and Z r are the corresponding self-impedances of the transmitter coil and the receiver coil, Z rt is the influence of the receiver on the transmitter while Z tr is the influence of the transmitter on the receiver, U M is the induced voltage on the receiver coil, and Z L is the load impedance of the receiver. The MI waveguide path loss and the channel capacity can be calculated as the following.
where f 0 is the center frequency, B is the operating bandwidth, and the ambient noise level N noise is constant.
IV. PROPOSED MI BASED HENPC ALGORITHM: BASIC CONCEPT
To find an optimal set of clusters for network covering problem in WSNs, the Voronoi diagram is often applied to compute geometry structure [20] . In this way, a given area is divided into a number of non-overlapping Voronoi cells in which only one point in each cell can take responsibility for the data communication of the cell. Let S = {p 1 , · · · , p N } be a set of network points, where p i = p j for all i, j = 1, · · · , N and i = j. We denote V (p i ) as the i-th Voronoi region, which can be calculated as follows.
If we treat CH as the network point in this partitioned area, each cell contains a CH and several normal nodes. Thus, all sensor nodes are gathered in many clusters. In this process, the key is how to select the CH, which will be discussed in the next section.
A. CLUSTER HEAD SELECTION ALGORITHM
Apparently, clustering technique is often used for designing an energy-aware and scalable UWSN. A clustering algorithm aims to organize sensor nodes in a network of interest into clusters based on their local information. One of critical challenges of the approach is to reduce the clustering overheads. In [21] and [22] , the authors presented a distributed clustering scheduling policy by using the fuzzy logic. The network operations are split into several hyper rounds (HRs). Then, a CH node with low energy budget and short distance to the sink generates a small HR. The smallest HR will be chosen at the global HR length in the network. However, the energy consumed by clustering in every round was ignored. We observe that optimum CH selection and cluster size are two important factors that can reduce the energy consumed during the network operations. Since clusters are formed based on the CHs, the CH selection algorithm will affect the overall performance. In our proposed approach, after the deployment stage each node determines its location and the residual energy during each round. The AUV visits the CHs to collect the data and executes the HENPC algorithm to select the CHs for the next round. During the clustering process, the communication range of all nodes is limited to a predefined fixed cluster radius. Thus, by treating the AUV as the mobile sink we can effectively reduce the transmission range, thus can save energy for sensor nodes during the transmission operations. The main idea of the HENPC algorithm is that we first run a sorting algorithm to obtain a list of CH candidates in descending values of their residual energy. After examining the candidates, we select those nodes with maximum residual energy as the CHs. For example, in the first round, by sorting the remaining energy of nodes in descending order, we obtain a sensor list P 0 , then we select the first node as the first CH candidate CH 1 . Meanwhile, let R (1) com be the cluster radius, it forms a circular region D 1 = {p : ||p − CH 1 || ≤ R (1) com }. We denote P 1 as the of sensor nodes that fall inside the region D 1 . If those nodes belong to the list P 0 , they will be removed from it, i.e., P 1 = P 0 \P 1 . Then, we keep selecting the first node of the list P 1 as the second CH CH 2 , and repeat the procedure until all the sensor nodes are examined. In summary, we write
VOLUME 6, 2018
Here, P m represents the list after the m-th cluster is selected, i.e., the set of unallocated nodes, E residual is the remaining energy of each node. When all the CHs are examined, P N = ∅. P m represents the set of sensor nodes belonging to
com }, which are selected from the previous list P m−1 when the m-th CH is selected. Note that we must to pick the candidate CH m in P m with highest remaining energy. The detail of HENPC algorithm is described in the Algorithm 1.
Algorithm 1 HENPC Algorithm
Input: Sensor nodes set {p 1 , · · · , p N } and remaining energy for the given area Output: Cluster head C Initialization : Sort amount of residual energy of each node in descending order 1: Select preset cluster radius R com and m = 1 2: while P = ∅ do 3: Take CH m as the center and R The HENPC algorithm not only keeps the nodes with high remaining energy have a priority to be elected as the CH, but also guarantees that the CH is located in the center of a local cluster, which leads to the shortest distance. Thus, it balances the total energy consumption and thus prolongs the network lifetime. This is because the random distribution with hexagon clustering can guarantee a cluster formation with equal number of cluster members in each of them. With a fixed circle radius, it also ensures that the node with highest energy will have a chance to become a CH. However, since we do not consider whether the distance between CHs exceeds the communication range between nodes, the HENPC algorithm is still limited for multi-hop aggregation networks with random distribution. To solve this issue and to keep the network with high coverage and connectivity, we propose a 3D random distribution with hexagonal characteristics and the use of AUV for data collection in the next section.
B. 3D RANDOM DISTRIBUTION FOR NODE DEPLOYMENT WITH HEXAGONAL CHARACTERISTICS
In this section, we investigate the deployment strategy for MI sensor nodes in a 3D-UWSN. The node deployment is also influenced by the topology of the sensors in the UWSNs, which is determined by specific applications. It has been shown that the regular hexagon pattern of deployment can achieve a full coverage and connectivity for the whole network, and is the most efficient in terms of the density of sensors compared to other patterns such as square and equilateral triangle [23] . Also, with the same number of sensor nodes, a heterogeneous WSN based on regular hexagonal pattern survives much longer with an optimal deployment strategy.
1) CONVENTIONAL HEXAGONAL DISTRIBUTION
The entire network is divided into many regular hexagonal cells. Each contains one network node, and each non-edge node is connected to the nearest six equidistant nodes around it, i.e., six connections. As illustrated in Fig. 2(a) , if we denote the side length of a cell as d and the sensor communication range as R com , the distance between two neighbor nodes is √ 3d. To ensure the coverage and connectivity of the network, it requires 
Definition 1 (Connection Rate of a 6-Connected Network):
where N 0 = 6, N k is the number of other nodes within the communication range of the k-th node, ρ k is the connection rate of the k-th node, and ρ c is the network average connection rate of M nodes.
2) MODIFIED HEXAGONAL NETWORK DISTRIBUTION FOR 3D UWSNs
Due to the influence of the seafloor terrain [24] , it is difficult to achieve consistent sensor positions even if the nodes are deployed manually. Thus, this effect has to be taken into account in the node deployment process. A random vector (x, y, z) is generated, where its values drawn from the standard uniform distribution on a given range of [−b, b] . Here, b is the maximum deployment error. If we denote the preset node coordinate as [X , Y , Z ] T , the actual node coordinate given by [X + x, Y + y, Z + z] T . By using the Voronoi diagram, we can see that the shape of sensing range has six edges. Note that hexagonal topology can be viewed as a special case of the random one. As illustrated in Fig. 2(b) , we denote r is the distance between the nodes in the regular hexagonal distribution and the largest distance between two sensor nodes in the network space as t. The parameter t is a function of b and r, satisfying the connectivity condition, i.e., t = √ 12b 2 + 4br + r 2 ≤ R com . To keep every sensor node locations coincide with the centroid of its own optimal sensing region, the distance r should be larger than 2 √ 2b.
C. CLUSTER FORMATION
After the selection, all CHs broadcast their own information within a period. Each normal node indicates which CH is closest to itself. After receiving the hello message, the normal node will send a confirmation message to the nearest CH with its own registry. In the data collection process, the normal node sends not only the data information, but also its remaining energy to the CH. When the current data is collected, the next step is to select CHs according to those information. Fig. 3 shows an example of partitioning a network into clusters, where the red nodes represent the selected CHs and the green nodes represent the normal ones.
The clustering process will be done by following the procedure.
Algorithm 2 Clustering Process
Input: Normal nodes, CHs, and presetting cluster radius Output: Voronoi area cluster Initialization : CHs negotiates the time of clustering 1: Each CH broadcasts a hello packet over a period 2: Each normal node receives several hello messages within communication range, compares the distance between itself and among the CHs, then finds the nearest CH 3: Normal node sends a request that joins the cluster to the nearest CH 4: CH registers the node information in its own registry, and returns the confirmation information to the normal node 5: When each normal node finds its nearest CH, all CHs will determine the time of data and energy collection Note that each node broadcasts the first round of the hello message to its neighbors at least three times. When every node gets its status in the network, the CHs will broadcast their status to their member nodes within communication range. Once receiving the status message from neighboring CHs, a normal node sends an association request message to the closest CH. The CH will reply with an acknowledge message. When the AUV collects data at the CHs, it will confirm which nodes will become the CHs in the next round. Thus, before executing the next round, each CH has to find their associated member nodes with their local information. At the end of each round, each CH knows the level of remaining energy of its member node(s) in the cluster. The information regarding the new CHs is also broadcast to member nodes at the beginning of the next round. 
D. DATA GATHERING PATH OF THE AUV
The data collection by the AUV is very slow when performing multi-hop transmission. Therefore, the long traveling path of the AUV may bring a huge end-to-end delay [15] . In order to reduce the delay of data collection, we must find the shortest traveling path for the AUV, which is addressed as the traveling salesman problem (TSP): traveling all CHs to collect data, communicating only once for each CH, traveling back to the starting point after collecting all the data. To solve this issue, we apply ACO to find the shortest traveling path for the AUV. ACO is a well-known intelligent algorithm where collective behavior comes from the behavior of ants [25] . In the ACO-based routing protocol, a colony of artificial ant travel through the network and look for paths between source node and a destination node. It has strong robustness and the result does not depend on the choice of initial route, thus easy to combine it with other intelligent algorithms. However, it takes a huge computational cost, i.e., long running time, when planning the traveling path in large-scale networks. Therefore, we just consider medium-sized UWSNs, thus the ACO can perform shortest traveling path of the AUV in a short time.
V. SIMULATION RESULTS AND ANALYSIS

A. NETWORK PERFORMANCE METRICS
In order to evaluate the performance of our approach, following metrics are considered in this section.
Definition 2: The path loss of each cluster head is expressed as
where L CH (i) is the average path loss in the i-th cluster, N i is the number of normal nodes in the i-th cluster, and L p (j) is the path loss between the normal node and the CH.
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Definition 3: The average throughout of each cluster in a UWSN is calculated as
Here, T i is the time of a normal node forwarding its collected data to the CH, C packet is the amount of data collected by the normal node itself, C MI (j) is the channel capacity between the normal node and the CH, N i , M are the numbers of nodes in a cluster and the number of clusters, respectively, and C ave is the average throughout of each cluster in the network. Definition 4: The remaining energy of a sensor node is defined as
where E node (n) is the remaining energy of nodes in the n-th round data collection, E 0 is the initial energy of the node, and P jn is the power consumed by the j-th node in the n-th round.
B. SIMULATION SETTING
The network field is a 3D block of 250 m×250 m×30 m. Sensor nodes are placed on the seafloor in the form of honeycombs. Due to the influence of the actual seafloor terrain, the distribution of sensors can be obtained according to the model discussed in Section IV-B 2). The AUV is used to collect data at a height of about 30 m from the seafloor. The parameters of communication index under two MI coils are set in [2] , [4] , and [19] . Other simulation parameters are given in Table 1 . Note that the distance between nodes r and the node position offset b should meet the connectivity and coincide conditions as we presented in Section IV-B. 2), i.e., √ 12b 2 + 4br + r 2 ≤ R com and r ≥ 2 √ 2b. The optimal minimum CH spacing δ can be obtained by minimizing the normalized energy consumption of the network [8] . We compare the proposed HENPC algorithm with the EELEACH-C algorithm [9] and the cluster-chain mobile agent routing (CCMAR) algorithm [26] with respect to the network lifetime and the remaining energy of the sensor nodes. In fact, the EELEACH-C sets a simple restriction for CH candidate: only the sensor nodes that have more energy than average value can participate in the CH election process. In [26] , the authors proposed the CMMAR protocol, which combines the LEACH protocol and a power-efficient gathering in sensor information systems (PEGASIS). By this way, the CH selection is first performed by LEACH and then the CH overheads are reduced by the PEGASIS. The algorithm forms a chain among CHs, where the chain leader, transmit the data directly to the AUV. Unlike [9] and [26] , we define a minimum distance among CHs to classify clusters, which is consistent with the node location information. We set this distance to 36 m, δ = 36. The EELEACH-C algorithm is only applied for the CH selection, and the data aggregation is performed by the AUV. We also consider the relationship between the number of residual nodes and the network lifetime. For the remaining energy of sensor nodes, we compare the remaining energy of each node when the number of invalid nodes is up to 10%. Fig. 4 shows the relationship between cluster radius and the number of average nodes in each cluster. We observe that the number of normal nodes in a cluster grows linearly with the cluster radius. When the cluster radius is 45 m, each CH can connect six normal nodes, thus the network can have a hexagonal cellular feature. 5 shows the impact of cluster radius to the average channel capacity per cluster. We can see that the relationship between channel capacity and the cluster radius is inversely proportional, i.e., the channel capacity linearly decreases when the cluster radius increases. Fig. 6 summarizes statistics of the path loss among different clusters. The path loss reflects how close between normal nodes and CHs in each cluster. We observe that the average path loss values is around 93 dB. The large path loss value (e.g., cluster 1 and 4) indicates that the average distance between normal nodes and the CH in the cluster is far. Conversely, the small path loss value (e.g., cluster 6) indicates that the average distance between normal nodes and the CH in a cluster is relatively close. 7 shows an example of a shortest traveling path for a AUV. We perform ACO to find the shortest data collection path for CHs. This path is a closed loop, which adapts efficiently to the AUV for data collection. For different round, the traveling paths of AUV may be different because of different CH locations. We numerically evaluate the remaining energy of each node of the EELEACH-C algorithm and the HENPC algorithm with hexagonal topology in Fig. 8 . As in Fig. 8(a) , in EELEACH-C approach, the remaining energy range from 0.2 J to 1.2 J. The CCMAR approach achieves a better balance in the remaining energy range, e.g., 0.2 J to 0.8 J as Fig. 8(b) illustrated. In both algorithms, the locations of the nodes with high remaining energy are distributed uniformly, which can basically cover whole network area. However, in EELEACH-C and CCMAR protocols, when the average energy of nodes is low, it is still possible that the node would die after selection round, even if the residual energy level of nodes is higher than the average value. A node with low energy once becomes CH, it leads to premature death of cluster and the energy hole occurs. On the contrary, as in Fig. 8(c) illustrated, the remaining energy ranges from 0.2 J to 0.34 J with the HENPC algorithm, which shows that the HENPC algorithm can balance the network nodes energy more efficiently. CHs are mostly located in the center of the clusters, i.e., the nodes with low energy are concentrated in the central location. Fig. 9 shows comparison of network lifetime among the EELEACH-C, CCMAR, HEPNC protocols. From this figure, we observe that death time of the first node in the HENPC algorithm is later than the EELEACH-C and CCMAR algorithms. The lifetime of the network adopting the the HENPC is about 38.3% higher and 21.2% than the EELEACH-C. This is because we make the use of the clustering concept and member nodes' information dynamically. In fact, the clustering phase will select appropriate CHs which are responsible for collecting data from their member nodes and transmitting them to the AUV. In order to avoid making the CHs die early after undergoing certain communication time, we reorganize the nodes into clusters and reselect the CHs at the beginning of a new round. Unlike the EELEACH-C and CCMAR protocols, CHs are uniformly distributed and located at the centers of the clusters. We can infer that the sensor node which has more energy will have a bigger probability to become the CH at the current round. Thus, it can establish more efficient clusters that require less energy to transmit data and to prolong the life span of the network. 
C. SIMULATION RESULTS
VI. CONCLUSION
In this paper, we present a clustering-based routing protocol called the HENPC for MI monitoring in UWSNs. The proposed scheme determines CHs according to the remaining energy level of sensor nodes for equalizing the distribution of energy of the entire network. Moreover, we also use the Voronoi diagram to partition the whole network into several clusters. Then, the network constructed by the hexagonal topology is connected and robust to sensor failures.
Simulation results indicate that the proposed approach can provide a longer lifetime than others with the same number of sensor nodes
In the future, we will study how to adopt multi-AUVs for data collection in a large-scale UWSN, as well as to improve energy efficiency of network data collection and to reduce network delay.
