Global Navigation Satellite System (GNSS) encompass those positioning systems which are based on a constellation of satellites. In GNSS, there are sometimes strong jamming signals which would overwhelm the much weaker GNSS signals. There are many ways to mitigate the influence of those interferences and improve the performance of the receiver. In this thesis, a number of interference mitigation methods are investigated and compared. Particularly, adaptive notch filtering is used as a benchmark method which is representative of state-of-the-art Interference Cancellation (IC) methods. The thesis investigates robust statistics and its use in the context of GNSS jamming mitigation. The main hypothesis taken is that jammers can be considered as outliers (either in time of frequency domain) to the received GNSS signal. This is the case of most common jammers. The set of robust methods analyzed include Maximum Likelihood (ML) typeestimators and Huber M-estimator. Two kinds of interferences are analyzed: Continuous Wave (CW) signal and Saw-tooth (ST) signal. In this thesis, we discuss how different robust methods compare to adaptive notch filtering, when dealing with CW and ST signals. The performance of those methods is demonstrated in both acquisition and tracking stages of the receiver. Besides the increased performance in mitigating the jamming signal, robust methods have the feature of avoiding the need for detecting and estimating the interference waveform, as is typical in IC schemes, which makes it particularly appealing for implementation.
Introduction
Global Navigation Satellite System (GNSS) is a satellite system used to pinpoint the geographic location of a user's receiver anywhere in the world. It has been widely applied as positioning system due to its Earth coverage and medium to high accuracy.
For example, many applications we download on our smartphones are in fact Location
Based Services (LBS) that needs GNSS to start work. Considering the reliance of GNSS in our daily life, we need to mitigate the potential threats towards the performance of it.
The jamming threat, a specific form of intentional interference, is real and its occurrence has been documented in many occasions. Although jamming devices are illegal in most countries, they are still easy and cheap to buy. Simple jammers can disrupt GNSS-based services in wide geographical areas, and that's why research on anti-jamming techniques becomes important [7] .
In this thesis, two kinds of jamming signals are considered: CW signal, whose frequency is fixed; ST signal, whose frequency changes with time following a saw-tooth pattern [7, 12] . Generally, there are basically two ways of dealing with interferences: one way is IC method, which is to detect and mitigate the interference directly; the other way is Robust Interference Mitigation (RIM). The word "robust" means insensitivity to small deviations from assumptions and that large deviations would not cause a catastrophe, as agreed in the robust statistics literature [18] . Therefore, by using RIM methods, we can eliminate the influence of interferences on our estimation. Within IC methods, a common approach is adaptive notch filter, which is used in this thesis. Within robust estimation, there are several estimators that can be used and in this thesis, three estimators are used: Maximum Likelihood (ML) estimator based on Laplacian distribution and Cauchy distribution as well as Huber M-estimator. The ML estimator infers parameters by maximizing the likelihood function, while M-estimator infers parameters by maximizing certain objective function that is less sensitive to model deviations.
The notch filter has been widely used for interference removal in different contexts, such as biomedical applications and Direct Sequence Spread Spectrum (DSSS) communications [6] . A widely spread class of notch filters is represented by Infinite Impulse
Response (IIR) filters with constrained poles and zeros. The notch filter used in this thesis is an IIR one-pole notch filter analyzed in [5, 12] . With this filter, interferences can be canceled effectively under certain benevolent scenarios.
However, there are some disadvantages of the adaptive notch filter. For instance, contraction factor needs to be adapted to suit different kinds of interferences. Besides, to detect the CW interferences accurately, the step size of adaptive notch filter needs to be pretty small, which then leads to a period of transient time for filter to catch up with the CW interference.
RIM is a novel approach in anti-jamming that leverages on robust statistics to mitigate jamming effects by treating those signals as outliers of the nominal model. Compared to the classical Gaussian assumptions, RIM satisfies insensitivity to small deviations from the nominal model [18] . There are several approaches to RIM, each yielding different solutions where the weighting of outliers differ. In this thesis, robust estimation of GNSS signals is used in Cross Ambiguity Function (CAF) in Frequency Domain (FD), where GNSS signal is further processed by a Zero Memory Non-Linearity (ZMNL) function.
In this way, the influence of interferences on the estimator would be lowered, which can bring robustness. The CAF is a correlation between GPS signal and the spreading code of the i-th satellite at a given delay and Doppler shift, which can thus be used to estimate the value of time-delay and Doppler shift for that specific satellite.
This thesis shows the performance of different signal processing anti-jamming methods.
The performance is evaluated in terms of number of acquired satellites versus Jamming 
GNSS Signal Model
GNSS is a system that relies on a constellation of satellites to provide positioning under global coverage. Right now, there are many kinds of GNSS, such as GPS, GLONASS, BeiDou Navigation Satellite System (BDS) and Galileo [15] . In this thesis, without loss of generality, we focus on GPS signals and use those in the experimental validation of Chapter 5. The GPS signal used in this thesis is L1 C/A signal, thus the local replica of the carrier signal is:
Structure of Receiver Device
After mixing with the local replica of the carrier signal, the GPS signal is down-converted to baseband. This process is discussed in this Chapter.
GPS Signal Model
This section presents the noiseless signal model of the received signal at the GNSS receiver. First, the noiseless signal model is considered for the sake of clarity, which is later extended to incorporate random noise and interferences.
Noiseless received signal model
For the i-th satellite, the signal collected by the antenna of a GNSS receiver can be modeled as [19] :
In (2.6), A i is the signal amplitude, d(·) is navigation message and c i (·) is a pseudorandom code from a family of quasi-orthogonal sequences. In addition, this unique PRN sequences are used to compute time-of-arrival (TOA) estimates to each satellite, a quantity of crucial importance for PVT calculation as described in Section 2. The receiver amplifies, filters, and down-converts x i (t) producing the baseband equation:
After sampling at a f s that satisfies the Nyquist criterion, the resulting complex sequence is:
where n is the time index and square brackets are used to denote discrete-time sequences sampled at the frequency f s = 1 Ts .
Noisy Signal Model
In practice, the received signal contains disturbances such as thermal noise or interferences. Therefore, the signal at baseband can be modeled as follows:
where
is the useful signal, combination of different signals coming from N GNSS satellites x i (·), and w(t) is a zero-mean Additive White Gaussian Noise (AWGN); jamming signal i(t) can assume several forms [11, 20] depending on the type of interference considered. Notice that x θ (t) is parameterized by θ, a vector containing the unknown parameters of the received signals such as their amplitude, time-delay, Dopplershift, or carrier-phase. For the i-th satellite signal, the parameters in θ are defined as
, and φ i respectively. Generally speaking, the estimates of θ are used to solve the position at the receiver side. [7] We model the interference signal generically as a complex exponential, whose frequency is time-varying, defined as f I (t).
This model encompasses most common jamming signals such as CW or ST. Thus the interference is
where A I is the amplitude of the interfering signal, f I (t) is the time-varying interference frequency, and φ I represents its phase. With different jamming signals, f I (t) can have different forms. For example, with CW jamming signal, the interference frequency f I (t) is a constant, but with ST signal, f I (t) would evolve over time following a saw-tooth pattern. Intuitively, the faster the f I (t) changes, the harder it is to mitigate interference at the receiver side [7] .
After receiver samples the signal with sampling frequency (f s = 1/T s ), we can get a discrete-time version for the following digital processing:
Noise w[n] is modelled as an AWGN with independent and identically distributed (i.i.d.)
real and imaginary parts each with variance σ 2 . A model commonly adopted for σ 2 is
where B Rx is the front-end one-sided bandwidth and N 0 is the PSD of the input noise, w(t). The ratio between the carrier power, C, and the noise PSD, N 0 defines the Carrierto-Noise power spectral density ratio (C/N 0 ). Therefore, the C/N 0 for i-th satellite is defined as:
Similarly, the ratio between the power of jamming signals and the power of noise defines J/N, which will be discussed in the later section.
Components of DSP block
The Digital Signal Processing block considered in this thesis in Figure 2 .1 consists of three parts:
• Pre-processing, this part cleans the data prior to standard receiver operation by eliminating the influence of interferences, which is our propose in this thesis. Here two kinds of processing methods are used: IC method and RIM method.
• Acquisition part, in this part, the receiver detects the presence of satellites and gets the rough estimation of time-delay and Doppler shift for the upcoming tracking part. Typically, the estimation of parameters is implemented through a LS solution where the input samples are compared with locally generated signal replicas for different satellites. In particular, the estimation of time-delay and Doppler shift as well as the amplitude results in solving the optimization problem:
(2.14) which can then be rearranged as follows:
Since navigation message is either −1 or +1 over the duration of the code c i (i.e., N samples), the equation can be expressed as:
is the CAF we mentioned in previous Chapter. Therefore, CAF is important to estimate Doppler shift f d,i and time-delay τ i as it calculates the correlation of the signal and the local code for a given pair. Figure 2 .2 is an example of a CAF representation using real data, from which we can see a peak that determines corresponding time-delay and Doppler shift estimation.
• Tracking part, this part can be seen as a pretty similar, but improved, acquisition part, where PLL and DLL is used to continuously adjust local replica to match the received signal. In this way, precise estimation of time-delay, Doppler shift and the navigation message are acquired for the navigation solution block to compute PVT solution. Again, the computation of the CAF is of crucial importance also in the tracking part of the receiver.
Introduction to Navigation solution block
After the DSP block, time-delay, Doppler shift and navigation message containing orbit information is acquired, with these parameters, we can do positioning using navigation solution, which has been studied in [21] . With Doppler shit estimationf i , velocity of receiver can be calculated using following formula:
T is the velocity vector of the i-th satellite, which is know from
T is the velocity vector of receiver which is needed to be calculated; f c represents the corresponding carrier frequency used in navigation systems; c represents speed of light; u i represents the unitary direction vector of the i-th satellite relative to the user, defined as:
T is the position of the i-th satellite in the Earth Centered EarthFixed (ECEF) coordinate system, which can be computed from navigation message;
T is the position of receiver in the same system, which is needed to be estimated.
As for position estimation, time-delayτ i is needed to calculate the pseudorange ρ i = cτ i at fist, and then the nonlinear relationship between pseudorange and position of receiver is acquired as follows:
where δt is the bias of the receiver clock with respect to GPS time, which is unknown; δt i is the clock bias of the i-th satellite with respect to GPS time, known from the navigation message; i (p) = p i − p is the geometric distance between the receiver and the i-th satellite. i includes errors from various sources such as atmospheric delays, multipath biases, ephemeris mismodeling and relativistic effects among others.
After move all unknown parameters to one side, (2.20) can be transmitted into:
Since there are 4 unknown parameters here (p = [x, y, z] T and δt), 4 equations are needed at least:
To linearize i (p), Taylor extension is used to get:
Substituting (2.23) into (2.21) and (2.22), we can get LS estimation:
then, the solution is as follows:δ
Thus, classical position estimationp = p o +δ is acquired. Now, an improved estimation is introduced, the weighted Least Square (WLS) estimation. Since signals from different satellites have different C/N 0 , if we can weight signals according to their C/N 0 , the solution can be much more accurate, therefore, weight matrix w is introduced:δ = arg min
In general, the optimal w is not known. According to the Gauss-Markov theorem, the optimal solution would be when weight equals to the reciprocal of the variance of the measurements in theory [22] . the solution of WLS estimation would be:
Description of the experimental dataset
Anti-jamming processing methods including IC and RIM methods are validated using a real GPS L1 C/A capture, which will be discussed in Chapter 3 and Chapter 4. This dataset did not contain any interference, although some outliers can be observed in where A is the jammer's amplitude, f I = 1 kHz is the jamming frequency. On the other hand, the second interference generated was a saw-tooth jamming signal with frequency sweeping from 0 MHz to 4 MHz periodically in 10 µs, which is defined as:
where f I is the current frequency changing from 0 MHz to 4 MHz periodically in 10 µs.
Therefore, the J/N is defined as:
where B Rx is the front-end one-sided bandwidth in (2.12). Thus, (2.16) is transformed into:
Since theȳ[n] in (3.1) has mitigated the contribution of the interference (if appropriately operating) from received signal y[n], the visible satellites and the estimation of Doppler shift as well as time-delay would be much more accurate than using y[n] in (2.16).
One of the common ways for IC methods is the adaptive notch filter. By filtering the jamming signal, we can obtain our useful signal by systematic use of digital signal processing. For notch filters, the zero of filter adjusts the frequency of interferences to cancel, and the pole of filters adjusts contraction factor, that regulates the notch width.
The notch filter used in this thesis is an adaptive one-pole notch filter.
General Notch filter structure
To generate the notch at a specific frequency, Moving Average (MA) and Auto-regressive (AR) parts are required. To show them in quantity, transfer function is needed and since it's in DSP part, the transfer function should be in Z-transform:
where z 0 is the filter zero placed in correspondence of the interfering frequency:
To synthetize the notch filter, an AR part is also needed:
where 0 < k α < 1 is the pole contraction factor, which regulates the width of notch.
Thus, the transfer function of the one-pole notch filter would be: However, to track jamming signals, the filter zero needs to be adjusted automatically, since we do not know their exact frequency, f I . Therefore, we need adaptive part.
According to [3] , the MA part is to eliminate the interference while AR is used to minimize the impact of the MA part of the filter on the useful signal component. Thus, filter zero should be adjusted in MA block to filter interferences. If Least Mean Square (LMS) technique is used to minimize the energy of output of the filter, the MA block should be near the final output. Therefore, the structure of adaptive notch filter is rearranged into Figure 3 .4. Thus we can know from (3.2) that:
Adaptive estimation of interference parameters
The core of the notch filter is that the adaptive part can track the interference frequency and adjusts filter zero z 0 to minimize a specific cost function [6] . In this section, the adaptive technique is a LMS that minimize the cost function as following:
whereȳ[n] is the output of filter and E{|ȳ[n]| 2 } is the total energy ofȳ[n]. Therefore, by minimizing the cost function, we are in fact minimizing the energy of output signal after filter. The minimization is performed with respect to the complex parameter z 0 , using the following equation:
where g(f c [n]) is the gradient of the cost function f c [n]:
and µ[n], which is the algorithm step, is set as following:
where the E y AR [n] is an estimate of E{|y AR [n]| 2 }, the power of AR block output y AR [n].
δ is the unnormalized LMS algorithm step that controls the convergence properties of the algorithm and it should be accurately chosen in order to guarantee fast convergence and reduced mis-adjustment in different situations. Since z 0 is a complex variable, the complex generalized derivative rules should be used in order to correctly evaluate the gradient (3.10) [16] :
Therefore, the g(f c [n]) in (3.9) can be calculated as following according to (3.6):
Thus z 0 can update itself using (3.9), (3.11) and (3.13) to track jamming signal and filter it to provide cleaner data. The contraction factor k α chosen for ST signal is 0.7 to get a larger step size to fit the changing period of ST jamming signal, while the k α chosen for CW is 0.99 to keep the step size small enough to track CW signal precisely. However, for the same reason, filter takes a notable amount of time to track CW signal because of the small step size. 
Preliminary results of adaptive notch filtering implementation

Background on Robust estimation
Before talking about application of robust estimation in GNSS signal, let's see one simple example at first.
Assume here is a location model:
where X n is the observable process; γ is the true value which is unknown and V n is random noise. Given i.i.d. observations X n , n = 1, ..., N , we will use M-estimators now to estimate γ.
At first, γ can be estimated using ML estimator:
log f x (X n |γ) (4.2) (4.2) is equivalent to the following:
where ψ(e) = −
fx(e) is called score function, which represents the influence of the deviations and outliers on the estimation. If X n is Gaussian distributed, the estimation is defined as LS estimation, and the score function is ψ(e) = e, thusγ M L estimation can If we use M-estimator to estimate γ, a similar estimation method is define as:
where the ρ(·) is the cost function. (4.5) is equivalent to the following:
where ψ(e) = ρ (e) is the score function. If Huber M-estimator is used, the cost function would be:
Therefore, score function would be:
Considering ρ(e) and ψ(e) in Figure 4 .2, we can see that, intuitively, the effect of outliers is limited by the constant K, which provides robustness against model mismatch and this is the robustness.
Application of Robust estimation in GNSS signal
Classical estimation is based on the assumption of certain distributions and the performance of those estimations would deteriorate when assumptions deviate from actual ones. To solve this problem, we need estimation to be robust and we say that an estimator or statistical procedure is robust if it still works even if some of the assumptions used to justify the estimation method has some deviations from the actual one. We can apply RIM method in both Time Domain (TD) and Frequency Domain (FD). In particular, the processing in Frequency Domain (FD) is the topic in thesis. The following subsections describe Time Domain (TD) and FD RIM processing.
RIM processing in TD
With robust processing, we can get the cost function to minimize under M-estimator frame similarly as in (2.14):
where ρ(·) is is a Zero Memory Non-linear (ZMNL) function, which is a design parameter that depends on the modeling assumptions. For instance, if ρ(·) is |·| 2 , we obtain the classical least squares solution discussed before.
According to the fact that received GNSS signals are weak and the signal amplitude A i can be assumed to be small compared to the noise term, ρ(·) can be expanded in Taylor series [4] . Function ρ(·) can be regarded as a real function of two real variables, the real and imaginary parts of a complex number z:
Thus, for a small increment, ∆z = ∆z
where (·) * means complex conjugate and
Considering navigation message d(·) is either −1 or +1 over all the duration of the code c i (i.e., N samples), (4.9) can be transformed into (4.13) using (4.11).
where C ρ (τ i , f d,i ) is the robust version of CAF define as:
Therefore, the time-delay τ i and Doppler shift f d,i would be estimated as:
Different alternatives for the cost function ρ(z) exists under ML estimation, one uses [17, 18] :
where f (z) is the probability density function (pdf) of assumed distribution for the random noise w[n] in (2.11). In general, the assumed distribution of noise is the normal distribution, whose pdf is:
Therefore, according to (4.16) , the cost function ρ(z) is:
According to (4.12), (4.18) is transformed into:
Thus, under Gaussian assumption, (4.14) is the same as (2.17), other pdfs can be considered in Chapter 4, providing robustness to outliers. If we consider the same processing in FD, similar thing happens because of (4.19), whose reason will be clear in the following section.
RIM processing in FD
Now, let's see robust processing in FD, which is the topic in this thesis. The three steps for robust processing in FD are depicted in Transform T 1 produces the FD samples
The change of index, from n to k, is a notational convention adopted to indicate that the input samples, y[n], have been brought to a different representation domain. When T 1 is the identity operator, the change of index used for the enumeration of FD samples is no longer required.
Following T 1 , a ZMNL is used to reduce the impact of outliers in the FD, which is similar to the ZMNL in TD. A generic non-linearity is denoted here as ψ(·) and produces the samples The output of T 2 is denoted here as 
In this respect, after RIM, a standard receiver architecture can be adopted whereȳ [n] are used instead of the original samples, y[n].
To see details about robust estimations in FD, please check Chapter 4.
As introduced in Chapter 2, RIM in this thesis is implemented in FD at pre-correlation part. As for ML estimation, the assumption of Laplacian distribution [12] and Cauchy distribution [4] for the noise model is suggested. As for Huber estimation, the cost function will also be discussed afterwards.
Selection of the cost functions
ML estimation based on Laplacian model
For ML estimation, we introduces two assumptions on the distributions, Laplacian model and Cauchy model. For Laplacian distribution model, the pdf for complex variable is:
where λ in this thesis is chosen as 1 and µ is chosen as 0 according to [8] . Thus, with (4.16), cost function ρ(z) is as follows:
Then, ZMNL function ψ(z) in (4.22) can be computed using (4.12):
The non-linearity in (4.26) is referred to as complex signum non-linearity according to [8] .
ML estimation based on Cauchy model
For Cauchy distribution model,which has been studied in [4] , the pdf for complex variable is:
where z is the random variable and K is called linearity parameter [2] , which will be talked later. With (4.27) and (4.16), ρ(z) can be as follows:
and using (4.12), ZMNL function ψ(z) in (4.22) can be gotten as follows:
Note that any scaled version of (4.29) provides equivalent results with respect to the maximization process of (4.14). In this respect, it is convenient to adopt the normalized ZMNL:
The non-linearity in (4.30) is called Myriad non-linearity according to [4] .
In this way, ψ(z) → z for large K. This justifies the term, 'linearity parameter', used to denote K: as K increases ψ(z) becomes more and more linear. In the limit case,
is the identity and the system becomes linear [4] .
Huber estimation
In Huber's M-estimation, a distribution is no longer assumed to determine cost function, and the ρ(z) is defined as (4.7). By using (4.12), ZMNL function ψ(z) in (4.22) can be gotten as follows:
where T h is a decision threshold, called tunning constant [18] , and csign(z) is defined as: 
The cost function of ML estimation under Gaussian model is defined using (4.16) as:
where µ is mean and σ is variance. When µ = 0 and σ = 1 [8] , the corresponding ZMNL is defined as follows using (4.12):
Besides, the cost function and corresponding ZMNL of ML estimation under Laplacian model can be found above from (4.2.1) and (4.26) Thus, we can conclude that robustness method is a promising anti-jamming scheme for However, if robust techniques are applied, as shown in Figure 5 .4, the peak of the useful signal can be clearly observed.
Preliminary results of RIM implementation
Acquisition of satellites
To have more quantitative results, Figure 5 .5 shows acquisition results obtained when considering the case of CW interference, while the "H1.345" in legend represents that the Huber's threshold is set to T h = 1.345σ, which is known to be optimal for the real-valued signal case [14] . Considering the trend for number of available satellites to decrease, performance of standard processing decreases at first. Adaptive notch filter follows but where σ P LL is the standard deviation of phase error in PLL tracking loop using atan discriminator. When σ P LL is larger than the threshold, then PLL begins to lose lock and cannot track the signal again. For low J/N conditions, Huber's non-linearity and myriad ZMNL perform similarly to standard processing, which is optimal in the absence of interference. As the J/N increases, the variance of the discriminator output, obtained in the absence of mitigation, progressively increases leading to loss of lock for a J/N around 15 dB. At low J/N, the adaptive notch filter introduces a small variance degradation. This is due to the fact that the jamming signal is too weak and the notch filter is unable to estimate its frequency. Note that the adaptive notch filter removes a portion of the signal spectrum. In this respect, also a part of the useful signal component is removed. When the CW interference is characterized by a J/N greater than 5 dB, the adaptive notch filter is able to track it and effectively remove it. For J/N greater than 20 dB, the notch filter effectively estimates the interference frequency and the variance of the discriminator output remains almost constant. The notch filter allows the receiver to operate for large J/N. In this respect, the receiver does not lose lock under the tested conditions. Robust approaches operate differently from the notch filter and, in particular, they do not need to estimate the frequency of the CW interference. In the bigger than the threshold, then DLL begins to lose lock and can never track the signal again. In Figure 5 .9, similar trend can be seen as in Figure 5 .7, the only difference is that the receiver for standard processing would lose lock of GPS signal before threshold, that is because the receiver begins to track on jamming signal. From Figure 5 .9, we can see that Huber ZMNL always holds the best. losses. The RIM approach has the desirable feature of avoiding the estimation of the jamming signal waveform, which drastically reduces its usability. Performance is analysed using both synthetic data and an experimental dataset, validating the remarkable mitigation results with respect to state-of-the-art techniques.
Tracking Part
Particularly, different methods of digital signal processing for anti-jamming used in this thesis are itemized as follows:
• IC method: Adaptive notch filter;
• RIM methods:
-ML estimation based on Laplacian distribution;
-ML estimation based on Cauchy distribution; -Huber M-estimation.
