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Abstract. In this paper we study the relation between the performance
of use and user preferences for a robotic arm control interface. We are in-
terested in the user preference of non-experts after a one-shot evaluation
of the interfaces on a test task. We also probe into the possible relation
between user performance and individual factors. After a focus group
study, we choose to compare the robotic arm joystick and a graphical
user interface. Then, we studied the user performance and subjective
evaluation of the interfaces during an experiment with the robot arm
Jaco and N=23 healthy adults. Our preliminary results show that the
user preference for a particular interface does not seem to depend on
their performance in using it: for example, many users expressed their
preference for the joystick while they were better performing with the
graphical interface. Contrary to our expectations, this result does not
seem to relate to the user’s individual factors that we evaluated, namely
desire for control and negative attitude towards robots.
Keywords: Human-robot interfaces, user evaluation, individual factors, non-
experts
1 INTRODUCTION
In this paper, we address the question of the preference for a robotic interface
by non-experts (or naive users without training in robotics), after one single
evaluation of such an interface on a simple task. This refers to situations when
non-experts face the decision of adopting a robot for episodic use (i.e., not a
regular continuous use as workers in factories): the ease of use of an interface
is crucial for the robot acceptance. We do not target users that could have or
will have the time to receive a proper training on how to use a robot. While in
manufacturing, robots are used by skilled workers that receive a proper training
for operating the robots, this training is not likely to happen for many assistance
and service scenarios: for example, inside an healthcare facility it is likely that
the nurses or the patients will never receive a proper training for operating and
interacting with the robots. The question arises on how to make the robot easily
2controllable by such users and facilitate their interaction with the robot. As the
interface for controlling the robot is an essential part of the robotics system,
this question impacts not only the interaction performance, but also the user
acceptance and final adoption of the technology.
Fig. 1. The experimental setup
with the Kinova Jaco arm. The par-
ticipant moves the arm using (A)
the joystick and (B) the graphical
interface on the laptop.
In this study, we focus on the Kinova Jaco
(see Fig. 1), a lightweight robotic arm which
can be controlled with a built-in joystick. It
was designed for a daily and regular use for
ordinary people after some training: the joy-
stick is easy to manipulate but it has several
buttons and control modes that require prac-
tice to achieve a fluent interaction. Here, we
target a different use and a one-shot evalu-
ation: if the control interface is an obstacle
to the use of the robot, the users will not
likely adopt the robot even for sporadic use.
Several interfaces for robot control have been
investigated in HRI. For example [17] investi-
gated touch, speech and gestures for teaching
a robot a nursery rhyme, finding that users
do not prefer a particular modality but en-
joy less touching the robot. In [16] the au-
thors compared haptic interfaces with but-
tons, finding that users preferred buttons for
simple tasks and physical command for com-
plex tasks requiring high precision. Here, We
compare the joystick with a ad-hoc graphical
user interface (GUI) with buttons.
We are here interested in (i) probing the
relation between individual factors and user performances for robot interfaces,
and (ii) studying the relation between the performances that the user achieve
with such interfaces and their preference.
Our main hypothesis is that the preference of an interface is related to the
performance of using it. This premise is evident from other studies focused on
interfaces evaluation. Guo & Sharlin noted that preferences for a tangible in-
terface was related to a stronger performance in using it [15]. Many studies on
control interfaces for robots focused on graphical user interfaces for their better
acceptance by non-experts, for example [6] for teaching objects to a robot, [4] for
applications in rehabilitation and medicine. In [5] the authors proposed an An-
droid interface for moving the Jaco arm, but unfortunately it was not thoroughly
evaluated by final users.
Our second hypothesis is that individual factors, such as traits and attitudes,
may influence the user performances with the robot interfaces. There is indeed
prior evidence that some personality traits have significant effects on the per-
ceived ease of use of new technologies, such as smartphones [7]. There is also
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the context of social robotics [1]. It seems therefore rational to explore the re-
lation between individual factors and the user perception and performance in
controlling a robot. Two attitudes seems particularly relevant for our study: the
Negative Attitude towards robots (NARS) [3], which captures the anxiety of an
imagined interaction with a robot, and the Desire For Control (DFC) [8], which
captures the attitude to be in control or control situations. The first could in-
fluence for example the time spent on using the robot, while the second could
influence the preference for an interface that provides a stronger sensation of
controlling the robot.
Our study was split in two phases. In the first, we carried out a focus group
study to identify the main concerns of people interacting with a robotic arm,
the key elements underlying their imagined interaction and the imagined inter-
faces to control the robot movement. This set enabled us to formulate the first
hypothesis and choose a graphical user interface (GUI) as an intuitive interface
alternative to the Kinova joystick. The second phase concerned the experiments
with the Jaco robot and the two interfaces. We first performed a pilot study
with University students to test the experimental setup and gain preliminary
insights for the later final experiments with ordinary adults. The analysis of the
pilot study and the outcome of the focus group enabled us to refine the eval-
uation questionnaires to be used for the final experiments and formulate new
hypothesis.
We studied the user performance and subjective evaluation of the interfaces
during an experiment with the robot arm Jaco and N=23 healthy adults. We
provide quantitative evidence of the different performances obtained by non-
experts, using both interfaces for the first time to realize some tasks. We also
report on the user feedback in using the two interfaces, which provides us useful
information to inform future interface designers.
Our preliminary results show that the user preference for a particular in-
terface does not seem to depend on their performance in using it: for example,
many users expressed their preference for the joystick whereas they were better
performing with the graphical interface. Also, contrary to our expectations, this
result does not seem to relate to the user’s aforementioned individual factors.
Research Hypothesis - Given the previous results in the literature, we
expect that the GUI will be easier to use than the joystick, for non-trained
users. The GUI has the advantage to not require too much training, and it
provides some graphical shortcuts to the main robot configurations. To provide
a quantitative measure of the ease of use, we use the duration of execution of
tasks performed with an interface, and the number of errors done while using it.
We formulate the hypothesis as:
H1) The time necessary to complete the tasks with the GUI is shorter than with
the joystick.
H2) The number of precision errors with the GUI is lower than with the joystick.
H3) The number of mapping errors with the GUI is lower than with the joystick.
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Fig. 2. The two interfaces used for the evaluation: (A) the Kinova joystick and (B) our
ad-hoc graphical interface on the laptop. (C) The Activities of Daily Living setup: click
the three buttons (task 1 ), open a drawer (task 2 ), take an object inside the drawer
(task 3 ), open the door (task 4 ).
We also hypothesize that the user personality, attitudes and their prior ex-
perience with related technologies may influence the user acceptance of the pro-
posed technologies and the performance in using it. The desire for control could
play a crucial role in the preference for the joystick to the GUI, as the users
could have the impression to be more in control of the robot while moving it.
The negative attitude towards robots could influence the user perception of the
interaction and the perceived ease of use. We formulate therefore the following
hypothesis:
H4) Participants with high score of DFC will prefer the joystick to the GUI.
H5) Participants with a high negative attitude towards robots score will make
more errors and have a lower perceived ease of use and user satisfaction.
2 METHODS
Participants
The participants were all French, healthy adults that volunteered to take part
in the study. The focus group study was carried out with 6 adults (age: 39.16 ±
15.71, 3 males, 3 females) without or with little robotics experience (1 partici-
pant). The pilot study was carried out with 7 University students in cognitive
sciences (age: 23.14 ± 1.46, 2 males, 5 females). The final experiments with the
robot were carried out with 23 adults (age: 35.13 ± 11.98, 12 males, 11 females)
without robotics experience.
Experimental setup
The experiments were carried out at the LARSEN laboratory of INRIA (Nancy,
France). The experimental setup was organized as shown in Fig. 1. A desk with
a laptop was placed in front of the Kinova Jaco arm, fixed on a table. The arm
was positioned in such a way to be able to perform some manipulations on the
ADL setup (Fig. 2C), made of two boxes: one with a door handle, one with
three buttons and a drawer containing a small object. A video camera, placed
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Fig. 2A-B) for controlling the robot were used: the native joystick by Kinova
and our own ad-hoc graphical user interface (GUI). The joystick can move the
hand in the Cartesian space (position and rotation), open and close the fingers.
Two buttons are used to select whether to move the hand position (mode 1), its
orientation (mode 2) or the fingers (mode 3). The GUI was developed with Qt
and is open-source4. Both interfaces use the same Kinova API for robot control
and inverse kinematics solving.
Questionnaires
To probe into the influence of individual factors, we asked the participants to
the robot experiment to fill out some questionnaires before the experiments: the
Negative Attitude Towards Robots Scale (NARS) [3] and the Desire For Con-
trol scale (DFC) [8]. Our French adaptation was used [1]. The participants also
filled two post-experimental questionnaires consisting of questions/affirmations
adapted from usability and technology acceptance models to a robotic context
as it was done in previous works [12, 9]. The post-block questionnaire, at the end
of each experimental condition (block when one interface is used), was based on
the USE questionnaire [13] (typical questions were ”How good will you rate the
movement you achieved in the ’open the drawer’ task?”). The post-experimental
questionnaire consisted of a set of affirmations to be rated on a 7-points Likert
scale, targeting constructs typical of the UTAUT [11] and TAM 3 models [14]
(typical questions were ”Controlling the robot with the GUI is easy”).
Experimental protocol
The study consist of a focus group and two robot experiments: a pilot study with
University students, then experiments with ordinary adults. All the data were
recorded in anonymous form through a random numerical id attributed to each
participant. All participants were equally informed by the experimenter about
the purpose of the study and their rights, according to the ethics guidelines of
our institute. An informed consent form was signed by each participant. The
protocol received the positive approbation of the local Ethics Committee.
Focus group study - We asked a group of 6 adults without or with little
experience in robotics to imagine how they would interact with the robot and
control it to do some tasks. The group gathered in a closed room around a table.
One moderator led the group, while two recorders took notes and annotated sen-
tences and body language. The session lasted about 2 hours and was recorded for
analysis purposes. The experimenter asked to the group six warm-up questions,
such as “Tell us about your overall experience with robots ”, “In which situa-
tion(s) do you imagine that a robotic arm such as the Kinova would be useful?”.
In a work in pairs, participants had to present their ideas about interfaces for
controlling a robot arm.
Pilot study with the robot - We carried out a pilot study with the Jaco
robot and 7 University students. Each participant had to perform the 4 tasks
(see Figure 2C) with the robot, using the joystick and the GUI. The order of the
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6interfaces was randomized across the participants. After the experiment with
the robot, we asked the participant to express their preference for one of the two
interfaces and provide their feedback and personal evaluations.
Experimental study with the robot - The experiments with the Jaco
robot were carried out with 23 adults without expertise in robotics. Each partici-
pant filled in the questionnaires NARS and DFC one week before the experiment.
The day of the experiment, the participant was welcomed to the laboratory room
by the experimenter and seated on a table with a laptop (see Fig. 1) in front of
the robot. There were two blocks corresponding to the two experimental condi-
tions: one with the joystick and one with the GUI. In each block, the participant
had to perform the 4 tasks with the robot (see Fig.2C). The order of use of
the interface was randomized and balanced across the participants. To ensure
that all the participants received an equal set of instructions, we provided them
with the same instructions, either in paper format and in video format (tuto-
rial). The participant started by reading some paper instructions explaining the
4 tasks to be performed with the robot. After reading the instructions, they had
to rate some statements on a 7-items Likert scale, such as “The required tasks
are difficult” and “The instructions were difficult to read”. We also added two
trick questions to check if they were attentive and had carefully read the instruc-
tions. Before each block, the participant watched a 2/3 minutes video tutorial
explaining how to use each interface, then he/she could familiarize and try it
for about 1 minute. We instructed the participants to follow a think-aloud pro-
tocol. When the participant was ready to start, he/she began performing the 4
tasks in sequence. Two experimenters monitored and annotated the experiment.
After completion, the participant filled in a questionnaire evaluating the ease
of use of the interface. The sequence tutorial-test-tasks-evaluation was repeated
for the second interface. After the experiment with the robot, the participant
filled in the post-experimental evaluation questionnaire, then answered to some
semi-directed questions during an interview with the two experimenters.
Measures and data analysis
During the focus group, two recorders annotated the discussion. Video recordings
were used to complete the annotation offline. In the pilot study, we measured
the duration of each task and the user preference for each interface. In the
robot experiments, we employed both objective and subjective measures. Two
experimenters annotated: the duration of each task ; the numbers of precision
errors, represented by the number of times the robot hit the ADL board; the
number of mapping errors, represented by the number of times the robot was
moved in the opposite direction with respect to the desired (we could identify this
by the explicit verbalization of the participant, or by two consecutive movements
in opposite directions where the first was clearly in the wrong direction with
respect to the goal of the movement). The questionnaires’ score for NARS and
DFC were computed according to the authors’ recommendations. The subjective
measures retrieved from the post-experimental questionnaires are the perceived
ease of use (PEOU, typical question: ”Controlling the robot with the GUI is
easy”)), the user satisfaction (US, ”How good will you rate the movement you
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”The time to test the Joystick before the experiment was enough”) related to
each interface, computed by the sum of the score of the questionnaire items for
each construct. The expertise in using joysticks was a self-reported score on a
10-item scale.
Unless otherwise stated, we computed median and standard deviation of all
the measured variables; we used Spearman’s correlation and verified the statis-
tical significance of the different conditions with a Wilcoxon signed ranked test
with continuity correction in R.
3 RESULTS
Focus group - The focus group participants did not have a particular affinity
with robotics, and were generally worried about the possibility of robots replac-
ing humans. When asked about the possible use for the Jaco arm, they indicated
grabbing objects on very high shelves, assisting people with impairments or arm
troubles, doing manual tasks like laundry, ironing and painting walls. Almost all
the participants agreed that the robot should not be completely autonomous:
they need to be in control of the situation when the robot is acting. They said
that they should “teach the robot to do the things the way we want” and “be able
to stop the robot anytime”. When we asked how to control the robot, the partici-
pants mostly indicated panels with buttons (3/6). In particular, one participant
explained that there should be a button for each possible robot gesture.
Pilot study - The only significant difference in terms of task duration with
the two interfaces is on the second task (opening the drawer, V=0 p=0.0156<0.05).
We did not find any significant correlation between the task duration and the
participants’ self-report expertise with joysticks.
Concerning the joystick, the negative points were: the difficulty in controlling
the hand orientation and the way to change the modes with the buttons. Positive
points were that it was more intuitive to move in the x-y-z space, especially for
the students used to play video-games, and that it felt like an “extension of
their arm”. Concerning the GUI, the negative point was that it required to
switch continuously the attention from the laptop to the robot. The positive
points were its clearer design that made the actions explicit and the ease of use
when choosing pre-determined orientations of the hand for manipulation.
We asked the 7 participants to choose the interface that was easier to use
and more intuitive for them: 2 preferred the joystick and 5 the GUI (”it can be
mastered, one makes more errors with the joystick”).
Robot experiments - After reading the instructions, the participants evalu-
ated the tasks to be not difficult (on a 7-item Likert scale, median=2, stdev=1.67)
and the instructions easy to read (median=1, stdev=2.03). We found a significant
difference in the overall duration of the tasks (V=25 p=0.0006<0.001) for the two
conditions, in particular for Task 2 (opening the drawer, V=10 p=0.0002<0.001)
and Task 3 (grabbing the object, V=28.5 p=0.0009<0.001), a fair difference for
Task 4 (opening the door, V=51.5 p=0.0089<0.01). We also compared the dura-
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in order of execution: we did not find difference in the execution for the GUI
(Mann-Whitney, W=82 p=0.347 (N.S.)), whereas there is a weak evidence for
a difference in the execution time of the joystick if it is used as first or sec-
ond (Mann-Whitney, W=27.5 p=0.0193<0.05). In terms of use of the interface,
there is a marginal difference in terms of precision (V=53 p=0.0531 (N.S.)),
while there is a strong difference in terms of mapping errors (V=0 p=2.85e-
05<0.001) - the median number of mapping errors with the joystick is also quite
elevated (10). Regarding the subjective measures retrieved by the questions, we
found a significant difference in the ratings in terms of ease of use (V=251.5
p=5.23e-05<0.001), satisfaction (V=239 p=0.0022<0.005) and facilitating con-
ditions (V=159 p=0.0013<0.005): the GUI has higher ratings than the joystick
on all the three items. We did not find a significant correlation between the
users’ performance and their prior expertise in using joysticks nor between the
user performance and their NARS.
Among the 23 participants, 11 expressed preference for the joystick and 12
for the GUI. However, in terms of usability, the joystick was favored by 6 partic-
ipants, while the GUI by 16 (one participant said they were equal). We tested if
the interface preference was related to the DFC score of the participants but we
did not find any significant difference (Mann-Whitney, W=48, p=0.279 (N.S.)).
We asked the participants to provide their feedback in the post-experimental
interview. Many participants highlighted that the joystick made them feel more
“in control” when moving in the main Cartesian directions (x,y,z - the first
mode of the joystick) and that they could achieve more precise movements with
it. Almost all the participants reported that switching the mode with the joystick
was very difficult. However, some thought that they could become good users
with a dedicated training. One participant, for example, said ”my son is very
good with the video-games pad, he will learn in 10 minutes; for me, I will need
some hours”. Many participants appreciated the GUI because of the intuitive
buttons where each command/action was explicit.
4 DISCUSSION
In this study we focused on non-expert users controlling a robot for their first
time: if the robot-user does not have a proper training, or if he is using the robot
only once in a while, which interface could be easier to use and facilitating the
robot adoption? From the focus group study, we learned that people imagine to
interact with the robot in a structured way (e.g., buttons) that allows them to
be in control of the robot decisions (e.g., when to start, when to stop).
To make the robot controllable by non-experts, our conclusion is that we
need a very reliable control interface that they can understand and use eas-
ily/intuitively, that is robust and that gives them the impression to be in control.
From the participants suggestions, a panel with buttons seems appropriate as a
control interface: it gives the user the impression that the robot can act upon
their orders. For the purpose of this study, we decided that the most appropriate
9control interface to test against the joystick of the Jaco arm was a GUI with
buttons.
Is a GUI really better than a joystick? - From the pilot study with
students, we could not strongly conclude that the GUI brings notable improve-
ments over the joystick. In the experiments with ordinary adults, the GUI is
better than the joystick in terms of objective performance measures and subjec-
tive user evaluation. We found significant difference in the duration of tasks and
mapping errors, but not in the precision errors: therefore we accept H1 and H3
but reject H2. Almost all participants found the GUI easier to use, more under-
standable and straightforward. Many participants appreciated moving the robot
with the joystick as they felt it an “extension of their hand”. Interestingly, while
most participants appreciated the pre-programmed orientations/configurations
of the hand, that were quite difficult to obtain with the joystick, some partici-
pants reported them as a constraint that was limiting their freedom to choose
different orientations of the hand to realize the tasks. These participants sug-
gested that the two interfaces should be combined to give the user more freedom.
It is however important to notice that the GUI performs better than the joy-
stick in our particular experimental conditions, where the participants have a
very limited training for using the interfaces (a video tutorial and 1 minute to
familiarize with the interface and try it). The results could be very different in a
case where the participant uses the robot on a regular basis or receives a proper
training. We will address this case in future experiments.
Do individual factors play a role in the user performance with
an interface? - Our preliminary results show that the user preference for a
particular interface does not seem to relate to their performance in using it:
for example, many users expressed their preference for the joystick whereas they
were better with the GUI. Contrary to our expectations, this result does not seem
to relate to the user’s individual factors, as we did not find a strong evidence to
support our hypothesis. We did not find significant correlations between the user
preferences or performances with both NARS and DFC. We therefore reject H4
and H5. Nevertheless, in the post-experimental interviews many participants
reported to feel more comfortable with the joystick despite being better with
the GUI: this may seem counter-intuitive, but in fact suggests that there may
be other individual criteria that drive their choice.
5 CONCLUSIONS
Two main questions emerge for future work: Which are the key factors that
determine user preference for a robot control interface and if the preference and
performance in using an interface would change in a long term scenario (i.e., a
scenario where users receive a training for operating the robot with the interface
and use such an interface more frequently or on a daily basis). We plan more
experiments to investigate more thoroughly all these questions.
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