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Abstract
We prove that the Cauchy problem for a class of weakly hyperbolic equations with non-Lipschitz
coefficients is well-posed in Gevrey spaces.  2002 Éditions scientifiques et médicales Elsevier SAS.
All rights reserved.
Résumé
On démontre que le problème de Cauchy pour des opérateurs faiblement hyperboliques à
coefficients non Lipschitziens est bien posé dans les classes de Gevrey.  2002 Éditions scientifiques
et médicales Elsevier SAS. All rights reserved.
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1. Results and remarks
We are concerned here with the Cauchy problem for a class of weakly hyperbolic
operators having coefficients which depend only on time. We consider the equation:
utt −
n∑
i,j=1
aij (t)uxixj = 0 in [0, T ] ×Rn, (1.1)
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with initial data
u(0, x)= u0(x), ut (0, x)= u1(x) in Rn. (1.2)
The matrix (aij ) is supposed to be real and symmetric and it satisfies the following weak
hyperbolicity condition:
a(t, ξ)=
n∑
i,j=1
aij (t)ξiξj /|ξ |2  0 for all (t, ξ) ∈ [0, T ] ×
(
R
n \ {0}). (1.3)
Denoting by γ (s) the Gevrey space of index s, we will say that Cauchy problem (1.1)
and (1.2) is γ (s)-well-posed if for all pair of functions u0, u1 ∈ γ (s) there exists a
unique solution u to (1.1) and (1.2) in W2,1([0, T ];γ (s)). It is well known that if the
coefficients aij are Lipschitz-continuous then Cauchy problem (1.1) and (1.2) is γ (s)-well-
posed for all 1  s < 3/2. If the aij are Hölder-continuous of exponent α (we will write
aij ∈ C0,α([0, T ])) then (1.1) and (1.2) is γ (s)-well-posed for all 1 s < 1+α/2 (see [5]).
In the present paper we assume that, for a fixed t¯ ∈ [0, T ], aij ∈ C1([0, T ] \ {t¯}) ∩
L1(0, T ) for all i, j = 1, . . . , n, and we suppose that condition (1.3) holds for all
(t, ξ) ∈ ([0, T ] \ {t¯}) × (Rn \ {0}). The counter examples constructed in [5, Theorem 2]
show that in this situation we cannot hope to prove the γ (s)-well-posedness for s > 1; we
are forced to introduce some other hypotheses: we will impose a control on the growth of
the derivatives of the aij near t¯ . The first results are collected in the following theorems:
Theorem 1. Let 1 q < 3. Suppose that there exists C > 0 such that∣∣a′(t, ξ)∣∣ C∣∣t − t¯∣∣−q (1.4)
for all (t, ξ) ∈ ([0, T ] \ {t¯}) × (Rn \ {0}) (here and in the following will denote the
derivative with respect to t). Then Cauchy problem (1.1) and (1.2) is γ (s)-well-posed for
all 1 s < 3/2.
Theorem 2. Let q  3 and 0  p < 2. Suppose that condition (1.4) is satisfied and
moreover there exist C′ > 0 such that
a(t, ξ) C′
∣∣t − t¯∣∣−p for all (t, ξ) ∈ ([0, T ] \ {t¯})× (Rn \ {0}). (1.5)
Then (1.1) and (1.2) is γ (s)-well-posed for all 1 s < (q − 3p/2)/(q − p− 1).
Theorems 1 and 2 have an easy consequence. If the coefficients aij are bounded then
condition (1.5) is verified with p = 0, so that we have the following.
Corollary 1. Let q  1. Suppose that a is bounded and that (1.4) holds. Then (1.1) and
(1.2) is γ (s)-well-posed for all 1 s < min {3/2, q/(q − 1)}.
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Corollary 1 considers the case in which the function a is bounded; this occurs, in
particular, when aij ∈ C0,α for all i, j = 1, . . . , n. Nevertheless, in such a situation, a better
result is stated in the following theorem.
Theorem 3. Let q  3 and 0 < α < 1. Suppose that aij ∈ C0,α([0, T ]) for all
i , j = 1, . . . , n. Suppose moreover that condition (1.4) holds. Then (1.1) and (1.2) is γ (s)-
well-posed for all 1 s < q(1+ α/2)/(q + α − 1).
Remark 1. It is interesting to compare all these results with those ones obtained in the
strictly hyperbolic case. Supposing that
a(t, ξ) λ0 > 0 (1.6)
for all (t, ξ) ∈ [0, T ]×Rn\{0}, if the coefficients are Lipschitz-continuous then the Cauchy
problem is C∞-well-posed while if the coefficients are Hölder-continuous of exponent
α then the Cauchy problem is γ (s)-well-posed for all 1  s < 1/(1 − α) (see [2]). On
the other hand, if aij ∈ C1([0, T ] \ {t¯}) ∩ L1(0, T ) for all i, j = 1, . . . , n, supposing that
condition (1.6) holds for all (t, ξ) ∈ ([0, T ]\{t¯})×(Rn\{0}), we have the following results:
• if hypothesis (1.4) holds with q = 1 then the Cauchy problem is C∞-well-posed;
• if hypothesis (1.4) holds with 1 < q < 3 then γ (s)-well-posedness is shown for all
1 s < q/(q − 1);
• if (1.4) and (1.5) hold with q  3 and 0 p < 2 then γ (s)-well-posedness follows for
all 1 s < (q − 3p/2)/(q − p− 1);
• if condition (1.4) holds with q > 1 and the coefficients are Hölder-continuous of expo-
nent α then the Cauchy problem is C∞-well-posed for all 1 s < q/((q − 1)(1− α))
(see [3,4]).
The results stated in Theorems 1–3 cannot be improved, at least from the point of
view of the Gevrey index. Concerning Theorem 1, the counter-example constructed in [5,
Theorem 2] it is enough to show that s = 3/2 is sharp. For Theorems 2 and 3, the counter
examples are given in the following theorems.
Theorem 4. Let q0  3 and 0  p0 < 1. There exists a function a : [0,1)→ [1/2,+∞)
such that a ∈ C∞([0,1)) and
sup
t∈[0,1)
(1− t)q0∣∣a′(t)∣∣<+∞, (1.7)
sup
t∈[0,1)
(1− t)p0 ∣∣a(t)∣∣<+∞, (1.8)
and there exist u0, u1 ∈ γ (s)(R) for all s > s0 = (q0 − 3p0/2)/(q0 − p0 − 1) such that
Cauchy problem
utt − a(t)uxx = 0, u(0, x)= u0(x), ut (0, x)= u1(x) (1.9)
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has no solution in W2,1([0,1];D′(s)(R)), for all s > s0 (D′(s) denotes the space of the
Gevrey ultradistributions of index s).
Theorem 5. Let q0  3 and 0 < α0 < 1. There exists a function a : [0,1] → [0,3/2]
from C∞([0,1)) ∩ C0,α0([0,1]) satisfying (1.7) and there exist u0, u1 ∈ γ (s)(R) for all
s > s0 = q0(1+ α0/2)/(q0 + α0 − 1) such that Cauchy problem (1.9) has no solution in
W2,1([0,1];D′(s)(R)), for all s > s0.
Remark 2. The example constructed in the proof of Theorem 4 is strictly hyperbolic; on
the other hand, we are able to construct such an example only if p0 < 1. Consequently the
result of Theorem 2 is sharp also in the case of strictly hyperbolic operators but only for
p < 1.
Remark 3. The results of [2,5] have been extended to the case of coefficients depending
also on the space variables by Nishitani (see [7]) and Jannelli (see [6]). Results of C∞ and
Gevrey-well-posedness under a condition similar to (1.4) for strictly hyperbolic operators
with principal part depending also on x have been recently obtained by Cicognani (see [1]).
It would be very interesting, also in view of the possible applications to non-linear prob-
lems, to extend the results of Theorems 1–3 to the case of coefficients depending also on x .
2. Proofs of Theorems 1–3
In this section we prove Theorems 1–3. First of all we remark that in the hyperbolic
framework the fact that the coefficients aij are real integrable functions has two important
consequences. On one side, we have that the Cauchy problem is well-posed in A′(Rn), the
space of the real analytic functionals. On the other one, if the initial data are identically
equal to 0 in a ball then the solution is 0 in a cone, the slope of which is determined by the
L1-norm of the aij , i.e. the finite speed of propagation phenomenon takes place (see [2]).
As a consequence, the strategy of the proof of our results will be the following: we will
consider u0, u1 having compact support and we will show that under the hypotheses of
each theorem the corresponding solution is not only in W2,1([0, T ];A′(Rn)) but actually
belongs to a Gevrey space in the x variable. In doing this the main tools will be an energy
estimate and the Paley–Wiener theorem.
Let us start with the proof of Theorem 1. We consider first the case of t¯ = T . Denoting
by v the Fourier transform of u with respect to x , the equation (1.1) reads:
v′′(t, ξ)=−a(t, ξ)|ξ |2v(t, ξ).
Since u0, u1 ∈ γ (s)∩C∞0 , the Paley–Wiener theorem ensures that there exist M , δ > 0 such
that ∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2 M exp(−δ|ξ |1/s) (2.1)
for all ξ ∈ Rn, |ξ |  1. To verify that u ∈W2,1([0, T ];γ (s)) it will be sufficient to show
that there exist M ′, δ′ > 0 such that
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∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2 M ′ exp(−δ′|ξ |1/s) (2.2)
for all t ∈ [0, T ] and for all ξ ∈Rn, |ξ | 1.
Let ε ∈ (0, T ]; we set:
aε(t, ξ)=
{
ε3−q(T − t)−2 + a(t, ξ) for t ∈ [0, T − ε],
ε1−q + a(T − ε, ξ) for t ∈ [T − ε,T ], (2.3)
and
Eε(t, ξ)= aε(t, ξ)|ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2. (2.4)
Eε is the approximate energy of the solution u. Differentiating Eε with respect to t and
using the equation we obtain:
E′ε(t, ξ) = a′ε(t, ξ)|ξ |2
∣∣v(t, ξ)∣∣2 + 2aε(t, ξ)|ξ |2(v′(t, ξ)v¯(t, ξ))
+ 2(v′′(t, ξ)v¯′(t, ξ))

( |a′ε(t, ξ)|
aε(t, ξ)
+ |aε(t, ξ)− a(t, ξ)||ξ |
aε(t, ξ)1/2
)
Eε(t, ξ).
Hence, by Gronwall’s lemma we deduce:
Eε(t, ξ)Eε(0, ξ) exp
( T∫
0
|a′ε(t, ξ)|
aε(t, ξ)
dt + |ξ |
T∫
0
|aε(t, ξ)− a(t, ξ)|
aε(t, ξ)1/2
dt
)
(2.5)
for all t ∈ [0, T ] and for all ξ ∈Rn, |ξ | 1.
From (1.4) and (2.3) we have:
T∫
0
|a′ε(t, ξ)|
aε(t, ξ)
dt 
T−ε∫
0
2ε3−q(T − t)−3 + |a′(t, ξ)|
ε3−q(T − t)−2 dt
 C
T−ε∫
0
(
(T − t)−1 + εq−3(T − t)2−q)dt
 C′εq−3
(
1+ | logε|).
On the other hand, we remark that
a(t, ξ)
{
C
(∣∣ log(T − t)∣∣+ 1) if q = 1,
C(T − t)1−q if 1 < q < 3, and
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T∫
T−ε
a(t, ξ)dt 

Cε
(| logε| + 1) if q = 1,
Cε2−q if 1 < q < 2,
‖a‖L1(0,T ) if 2 q < 3,
hence, we deduce:
T∫
0
|aε(t, ξ)− a(t, ξ)|
aε(t, ξ)1/2
dt  ε(3−q)/2
T−ε∫
0
(T − t)−1 dt
+
T∫
T−ε
ε1−q + a(T − ε, ξ)+ a(t, ξ)
ε(1−q)/2
dt
 Cε(3−q)/2
(| logε| + 1)+ ε(q+1)/2a(T − ε, ξ)
+ ε(q−1)/2
T∫
T−ε
a(t, ξ)dt
 C′ε(3−q)/2
(| logε| + 1).
Consequently,
Eε(t, ξ)Eε(0, ξ) exp
(
C′
(
εq−3 + |ξ |ε(3−q)/2)(1+ | logε|)) (2.6)
for all t ∈ [0, T ] and for all ξ ∈Rn, |ξ | 1. By (2.3) and (2.4) we have:
Eε(0, ξ)
(
T 1−q + a(0, ξ))|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2 and
Eε(t, ξ) T −2ε3−q |ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2.
Then taking ε = |ξ |−2/(3(3−q)) we deduce that
T −2|ξ |4/3∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2

(
C|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2) exp(C′|ξ |2/3(1+ ∣∣ log |ξ |∣∣))
and from this and (2.1) we deduce (2.2) for s < 3/2 and the result of Theorem 1 follows in
this particular case.
If t¯ = 0 we set:
aε(t, ξ)=
{
ε1−q + a(ε, ξ) for t ∈ [0, ε],
ε3−q t−2 + a(t, ξ) for t ∈ [ε,T ].
Arguing as before, we obtain (2.6). Remarking that in this case a(ε, ξ) C(| logε| + 1) if
q = 1 and a(ε, ξ) Cε1−q if 1 < q < 3, we have:
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Eε(0, ξ) C
(| logε| + 1)|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2 and
Eε(0, ξ) Cε1−q |ξ |2
∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2,
respectively. Hence, taking ε = |ξ |−2/(3(3−q)) we obtain:
T −2|ξ |4/3∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2

(
C
(| logε| + 1)|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2) exp(C′|ξ |2/3(1+ ∣∣ log |ξ |∣∣))
if q = 1, and
T −2|ξ |4/3∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2

(
C|ξ |(4(4−q))/(3(3−q))∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2) exp(C′|ξ |2/3(1+ ∣∣ log |ξ |∣∣))
if 1 < q < 3. As before (2.2) follows for s < 3/2.
If t¯ ∈ (0, T ) it will be sufficient to solve first the Cauchy problem in [0, t¯], then to solve
the problem in [t¯ , T ] with the initial data obtained from the previous one and finally to glue
together the two solutions.
The proofs of Theorems 2 and 3 are similar to the preceding one. Let us sketch them,
detailing only the main points in the case t¯ = T . To prove Theorem 2 we set:
aε(t, ξ)=
{
ε2−p(T − t)−2 + a(t, ξ) for t ∈ [0, T − ε],
ε−p + a(T − ε, ξ) for t ∈ [T − ε,T ].
We have:
T∫
0
|a′ε(t, ξ)|
aε(t, ξ)
dt 
T−ε∫
0
2ε2−p(T − t)−3 + |a′(t, ξ)|
ε2−p(T − t)−2 dt
 C
T−ε∫
0
(T − t)−1 + εp−2(T − t)2−q dt  C′ε1+p−q .
From (1.5) we deduce that a(T − ε, ξ) Cε−p and
T∫
T−ε
a(t, ξ)dt 
{
Cε1−p if 0 p < 1,
‖a‖L1(0,T ) if 1 p < 2.
Consequently,
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T∫
0
|aε(t, ξ)− a(t, ξ)|
aε(t, ξ)1/2
dt  ε1−p/2
T−ε∫
0
(T − t)−1 dt
+
T∫
T−ε
ε−p + a(T − ε, ξ)+ a(t, ξ)
ε−p/2
dt
 Cε1−p/2
(
1+ | logε|)
+ εp/2
T∫
T−ε
a(t, ξ)dt  C′ε1−p/2
(
1+ | logε|),
hence,
Eε(t, ξ)Eε(0, ξ) exp
(
C′
(
ε1+p−q + |ξ |ε1−p/2)(1+ | logε|)).
We have
Eε(0, ξ)
(
T −p + a(0, ξ))|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2,
Eε(t, ξ) T −2ε2p|ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2.
Choosing ε = |ξ |−1/(q−3p/2), we deduce:
T −2|ξ |2−2p/(q−3p/2)∣∣v(t, ξ)∣∣2 + ∣∣v′(t, ξ)∣∣2

(
C|ξ |2∣∣v(0, ξ)∣∣2 + ∣∣v′(0, ξ)∣∣2) exp(C′|ξ |(q−p−1)/(q−3p/2)(1+ ∣∣ log |ξ |∣∣)),
and, using the Paley–Wiener theorem, the well-posedness follows for all
1 s < (q − 3p/2)/(q − p− 1).
Let us come briefly to the proof of Theorem 3. We consider a real non-negative
C∞ function ρ defined on R such that supp(ρ) ⊂ [−1,1] and ∫ ρ(x)dx = 1. We set
ρε(τ ) = ρ(τ/ε)/ε. We extend the domain of a to R × Rn \ {0}, putting, for t  0,
a(t, ξ)= a(0, ξ) and, for t  T , a(t, ξ)= a(T , ξ). We finally define:
aε(t, ξ)=
{
εα+2σ (T − t)−2 + a ∗ ρε(t) for t ∈ [0, T − εσ ],
εα + a ∗ ρε(t) for t ∈ [T − εσ , T ],
where σ = (1− α)/q . We have:
T−εσ∫
0
|a′ε(t, ξ)|
aε(t, ξ)
dt 
T−εσ∫
0
2(T − t)−1 dt
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+
T−εσ∫
0
(T − t)2
ε2+α+2σ
∫ ∣∣a(t − τ, ξ)− a(t, ξ)∣∣∣∣∣∣ρ′(τε
)∣∣∣∣dτ dt
 C
(
1+ | logε| +
T−εσ∫
0
(
T − t)2
ε2+α+2σ
∫ (
T − (t + ε))−q ∣∣∣∣ρ′(τε
)∣∣∣∣dτ dt
)
 C
(
1+ | logε| + ε−α−2σ
T−εσ∫
0
(
T − (t + ε))2−q dt ∫ ∣∣ρ′(η)∣∣dη)
 C
(
1+ | logε| + εσ−1) C′εσ−1.
On the other hand, since a ∈ C0,α,
T∫
T−εσ
|a′ε(t, ξ)|
aε(t, ξ)
dt 
T∫
T−εσ
1
ε2+α
∫ ∣∣a(t − τ, ξ)− a(t, ξ)∣∣∣∣∣∣ρ′(τε
)∣∣∣∣dτ dt

T∫
T−εσ
1
ε2+α
∫
‖a‖C0,α |τ |α
∣∣∣∣ρ′(τε
)∣∣∣∣dτ dt
 ‖a‖C0,α
T∫
T−εσ
ε−1 dt
∫
|η|α∣∣ρ′(η)∣∣dη C′εσ−1.
Hence,
T∫
0
|a′ε(t, ξ)|
aε(t, ξ)
dt  C′εσ−1.
In a similar way we obtain:
T∫
0
|aε(t, ξ)− a(t, ξ)|
a(t, ξ)1/2
dt  C′εσ+α/2
(
1+ | logε|),
and finally,
Eε(t, ξ)Eε(0, ξ) exp
(
C′
(
εσ−1 + |ξ |εσ+α/2)(1+ | logε|)).
We choose ε = |ξ |−1/(1+α/2). Arguing as in the previous proofs, we have that the Cauchy
problem is γ (s)-well-posed for all 1 s < (q(1+ α/2))/(q + α− 1).
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3. Proofs of Theorems 4 and 5
This section contains the proofs of Theorems 4 and 5. We begin with the proof of
Theorem 4. We consider a C∞ real non-negative 2π -periodic function η such that η(τ)= 0
for all τ in a neighborhood of 0 and
2π∫
0
η(τ) cos2 τ dτ = π.
We define, for all τ ∈R and for all ε ∈ ]0, ε¯],
αε(τ )= 1+ 4εη(τ ) sin 2τ − 2εη′(τ ) cos2 τ − 4ε2η2(τ ) cos4 τ,
w˜ε(τ )= cosτ exp
(
−ετ + 2ε
τ∫
0
η(s) cos2 s ds
)
, wε(τ )= eετ w˜ε(τ ).
The functions αε and w˜ε are 2π -periodic; moreover there exists M > 0, such that for all
τ ∈R and for all ε ∈ ]0, ε¯],∣∣αε(τ )− 1∣∣Mε, ∣∣α′ε(τ )∣∣Mε.
The function wε is the solution of the following Cauchy problem:
w′′ε + αε(τ )wε = 0 in R, wε(0)= 1, w′ε(0)= 0.
Next we choose a C∞ real non-negative function µ such that 0 µ(τ) 1 for all τ ∈ R,
µ(τ) = 0 for all τ  −1/3 and µ(τ) = 1 for all τ  1/3. Finally we consider three
monotone sequences {δk}, {νk} and {ρk} of positive real numbers such that
δ0 = 1; (3.1)
νk →+∞, ρk → 0; (3.2)
νk/
(
ρkδ
1/2
k
)→+∞; (3.3)
νk/
(
ρkδ
1/2
k
)
, νk/(4π) ∈N for all k ∈N; (3.4)
+∞∑
k=0
ρk  1/2. (3.5)
We set, for all k ∈N,
F. Colombini et al. / J. Math. Pures Appl. 81 (2002) 641–654 651
tk = 1−
(
3
2
ρk + 2
+∞∑
j=k+1
ρj
)
, t ′k = 1−
(
ρk
2
+ 2
+∞∑
j=k+1
ρj
)
,
Ik =
[
tk − ρk2 , tk +
ρk
2
]
, I ′k =
[
t ′k −
ρk
2
, t ′k +
ρk
2
]
.
We define:
a(t)=

1 for t ∈ [0, t0 − ρ0/2],
δkαε0
(
νk
ρk
(t − tk)
)
for t ∈ Ik ,
δk + (δk+1 − δk)µ
((
t − t ′k
)
/ρk
)
for t ∈ I ′k ,
where ε0  min{ε¯, (2M)−1}. It is easy to verify that a ∈ C∞ and a(t)  1/2 for all
t ∈ [0,1). Moreover, requiring that
sup
k∈N
δk+1
νk
ρk
(+∞∑
j=k
ρj
)q0
<+∞, (3.6)
sup
k∈N
δk+1
(+∞∑
j=k
ρj
)p0
<+∞, (3.7)
conditions (1.7) and (1.8) are satisfied. Let us remark that since p0 < 1, (1.7) implies that
a ∈ L1(0,1).
We construct now the functions u0, u1 and u. Let ϕk be the solution of the following
Cauchy problem:
ϕ′′k + h2ka(t)ϕk = 0, ϕk(tk)= 1, ϕ′k(tk)= 0, (3.8)
where hk = νk/(ρkδ1/2k ). The functions ϕk are in C∞([0,1)) and
ϕk(t)=wε0
(
νk
ρk
(t − tk)
)
= eε0(νk/ρk)(t−tk)w˜ε0
(
νk
ρk
(t − tk)
)
for all t ∈ Ik . The fact that the function w˜ε is 2π -periodic implies:
ϕk
(
tk − ρk2
)
= exp
(
−ε0
2
νk
)
, ϕ′k
(
tk − ρk2
)
= 0,
ϕk
(
tk + ρk2
)
= exp
(
ε0
2
νk
)
, ϕ′k
(
tk + ρk2
)
= 0. (3.9)
Considering the energy of ϕk defined as Eϕk(t)= h2ka(t)|ϕk(t)|2 + |ϕ′k(t)|2, we have
E′ϕk (t)
|a′(t)|
a(t)
Eϕk (t),
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for all t ∈ [0,1), so that by Gronwall’s lemma
Eϕk(t)Eϕk
(
tk − ρk2
)
exp
( tk−ρk/2∫
0
|a′(t)|
a(t)
dt
)
for all t ∈ [0, tk − ρk/2]. Since for all j ∈N
tj+1−ρj+1/2∫
tj−ρj /2
|a′(t)|
a(t)
dt =
∫
Ij
|a′(t)|
a(t)
dt +
∫
I ′j
|a′(t)|
a(t)
dt  2Mνj + logδj+1 − log δj ,
we deduce that
Eϕk (t) δkh2k exp
(
−ε0νk + 2M
k−1∑
j=0
νj
)
for all t ∈ [0, tk − ρk/2]. Supposing that
2M
k−1∑
j=0
νj 
ε0
2
νk (3.10)
for all k ∈N, we have that
Eϕk(t) δkh2k exp
(
−ε0
2
νk
)
(3.11)
for all k ∈ N and for all t ∈ [0, tk − ρk/2]. Supposing finally that, for all
s > s0 = (q0 − 3p0/2)/(q0 − p0 − 1),
lim
k→+∞h
1/s
k + log δk − νk =−∞, (3.12)
we deduce from (3.11) that for all s > s0 there exists Cs > 0 such that∣∣ϕk(t)∣∣+ ∣∣ϕ′k(t)∣∣ Cs exp(−h1/sk ) (3.13)
for all k ∈N and for all t ∈ [0, tk − ρk/2]. We define:
u0(x)=
+∞∑
k=0
ϕk(0)eihkx, u1(x)=
+∞∑
k=0
ϕ′k(0)eihkx and (3.14)
u(t, x)=
+∞∑
k=0
ϕk(t)e
ihkx. (3.15)
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In view of the Paley–Wiener theorem, the inequality (3.13) implies that u0, u1 ∈ γ (s)(R)
for all s > s0 and
u ∈ C1([0,1− δ]; γ (s)(R)) for all s > s0 and for all δ ∈ (0,1);
moreover, u is the (unique) solution to{
utt − a(t)uxx = 0,
u(0, x)= u0(x), ut (0, x)= u1(x). (3.16)
Finally, (3.9) and (3.12) imply that for all s > s0 there exists Cs > 0 such that
ϕk(tk + ρk/2) Cs exp
(
h
1/s
k
)
and consequently u /∈ C([0,1];D′(s)(R)) for all s > s0.
To complete the proof it is sufficient to choose the sequences {δk}, {νk} and {ρk} such
that (3.1)–(3.7), (3.10), (3.12) are verified. A good choice is:
δk =Np0k/(q0−p0−1), νk = 4πNk+1, ρk = νkδ
−1/2
k
L
[
νkδ
−1/2
k N
k/(q0−p0−1)] ,
where N and L are integers sufficiently large and [x] denotes the maximum integer less
than or equal to x .
The proof of Theorem 5 is similar to the previous one. We introduce three monotone
sequences {δk}, {νk} and {ρk} such that
δ0 = 1, δk → 0 (3.17)
and (3.2), (3.4) and (3.5) are satisfied. Using the same notations of the proof of Theorem 4,
we define:
a(t)=

1 for t ∈ [0, t0 − ρ0/2],
δkαε0
(
νk
ρk
(t − tk)
)
for t ∈ Ik ,
δk + (δk+1 − δk)µ
((
t − t ′k
)
/ρk
)
for t ∈ I ′k ,
0 for t = 0.
It is immediate to verify that a ∈ C∞([0,1)) and a(t)  0 for all t ∈ [0,1]; moreover,
condition (3.17) implies that a is in C([0,1]). Requiring (3.6) condition (1.7) is satisfied.
On the other hand, if
sup
k∈N
δk
(
νk
ρk
)α0
<+∞, (3.18)
then the function a is C0,α0([0,1]).
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Arguing as before proof, we deduce that under condition (3.10)
Eϕk (t) δ−1k h
2
k exp
(
−ε0
2
νk
)
for all k ∈N and for all t ∈ [0, tk − ρ − k/2], where ϕk is the solution of (3.8),
hk = νk/
(
ρkδ
1/2
k
)
and Eϕk (t)= h2ka(t)
∣∣ϕk(t)∣∣2 + ∣∣ϕ′k(t)∣∣2.
Supposing that, for all s > s0 = q0(1+ α/2)/(q0 + α0 − 1),
lim
k→+∞h
1/s
k − log δk − νk =−∞, (3.19)
we obtain that u0 and u1 defined in (3.14) are in γ (s) for all s > s0, while the function u
defined in (3.15) is the solution to (3.16) and u /∈ C([0,1];D′(s)(R)).
Again it will be sufficient to perform a choice of {δk}, {νk} and {ρk} such that (3.2),
(3.4)–(3.6), (3.10) and (3.18)–(3.19) are satisfied. We take
δk =N−q0α0k/(q0+α0−1), νk = 4πNk+1,
ρk = νkδ
−1/2
k
L
[
νkδ
−1/2
k N
(1−α0)k/(q0+α0−1)] ,
where N and L are integers sufficiently large. The proof of Theorem 5 is complete.
References
[1] M. Cicognani, The Cauchy problem for strictly hyperbolic operators with non-absolutely continuous
coefficients, Tsukuba J. Math., in print.
[2] F. Colombini, E. De Giorgi, S. Spagnolo, Sur les équations hyperboliques avec des coefficients qui ne
dépendent que du temps, Ann. Scuola Norm. Sup. Pisa 6 (1979) 511–559.
[3] F. Colombini, D. Del Santo, T. Kinoshita, On the Cauchy problem for hyperbolic operators with non-regular
coefficients, in: M. de Gosson, J. Vaillant (Eds.), Proceedings of the Conference “À la mémoire de Jean
Leray”, Karlskrovna 2000, Kluwer, New York, in print.
[4] F. Colombini, D. Del Santo, T. Kinoshita, Well-posedness of the Cauchy problem for a hyperbolic equation
with non-Lipschitz coefficients, Ann. Scuola Norm. Sup. Pisa, in print.
[5] F. Colombini, E. Jannelli, S. Spagnolo, Well-posedness in the Gevrey classes of the Cauchy problem for a
non-strictly hyperbolic equation with coefficients depending on time, Ann. Scuola Norm. Sup. Pisa 10 (1983)
291–312.
[6] E. Jannelli, Regularly hyperbolic systems and Gevrey classes, Ann. Mat. Pura. Appl. 140 (1985) 133–145.
[7] T. Nishitani, Sur les équations hyperboliques à coefficients höldériens en t et de classe de Gevrey en x, Bull.
Sci. Math. 107 (1983) 113–138.
