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1.2 Thesis Contents 
  This Chapter introduces the main objectives of the thesis, the thesis contents, along 
with the main achievements. The summary of the thesis contents that follows is given on a 
chapter basis. 
 
  Chapter 2 presents a  brief review about parallel systems describing the technologies 
currently available. It then describes the hardware to be used to implement the tracking 
system  to  be  developed  in  this  thesis.  This  is    followed  by  a  brief  presentation  of  the 
available message passing systems and our selection to perform the parallel implementation 
using the target hardware system. 
 
  Chapter 3 presents a summarized review about tracking systems explaining the main 
problems found in this area of application, starting with a very simple explanation of the 
overall tracking problem. The objective is to provide a precise understanding and overview 
about the problem to be tackled and the complexities that may be involved in tracking 
system. It summarizes the main elements currently in use to solve the tracking problem.  
This is followed by a description of ATM systems and how they make use of tracking 
systems. This description establishes the basic elements of any ATM system. 
 
  Chapter 4 describes and investigates a parallel implementation of a state-of-the-art 
tracking algorithm, the Interacting Multiple Model (IMM). The IMM algorithm is inherently 
parallel because it is based on multiple models. A first parallel implementation explores the 
IMM filter characteristics to determine the filter dependencies with relation to an increase in 
the number of models supported by the filter and the  scalability. The IMM is implemented 
(parIMM) on a number of different parallel architectures and the results are presented in 
terms of speed-up and efficiency. 
 
  Chapter  5  also  describes  and  investigates  a  parallel  implementation  obtained  by 
coupling IMM with the Probabilistic Data Association technique. The PDA technique is a 
well-known and effective compromise for the tracking of targets in a clutter environment. In 
fact the PDA technique can be subdivided into two  basic algorithms : single target (or Chapter 1:Introduction 
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simply  Probabilistic  Data  Association  -  PDA)  and  multitarget  (Joint  Probabilistic  Data 
Association). A single target version is implemented by taking IMM coupled with PDA. 
 
  Chapter 6 presents a summarized review of the main achievements obtained in the 
thesis, followed by a general overview of the main results of the work carried out along with 
suggestion for future developments. 
 
  The thesis contain also the following appendices : 
 
·  Appendix A presents all filter algorithms used in the thesis. It starts by giving 
the Kalman algorithm and the Extended Kalman algorithm. 
·  Appendix B presents the Interacting Multiple Model algorithm. The objective 
of  this  appendix  is    to  present  the  necessary  formulae  to  make  the 
understanding of the thesis easier. 
·  Appendix  C presents all the equations for the data association algorithm. It 
presents  the  Probabilistic  Data  Association  equations  for  single  target  in  a 
clutter environment. 
 
1.3 Main Achievements 
  The main achievements of the thesis are described in Chapter 4 and Chapter 5. In 
Chapter  4  an  IMM  parallel  implementation  is  made  over  a  MIMD  distributed  memory 
architecture. The main achievement in this chapter is the simplicity of the implementation 
which is done using an Single Program Multiple Data (SPMD) strategy. It determines in a 
clear manner the minimum data set to be exchanged amongst processors. It introduces an 
optimization that will reduce the computational algorithm overhead by up to 50% as the 
number of models increases. In Chapter 5 a parallel implementation of the IMMPDA is 
shown. As far as it is known this is the first parallel implementation of the filter. It also 
shows the coupling of a two well-accepted models using the IMM algorithm in conjunction 
with PDA. Chapter 2: Parallel Processing 
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nevertheless it is a very powerful mathematical development tool. All of the algorithms 
shown in this thesis have been developed and tested for correctness and effectiveness by 
making  use  of  MATLAB.  The  chosen  language  for  the  parallel  implementation  of  the 
algorithms  obtained  was  the  ANSI-C  language  [Kernighan88],  to  facilitate  migration to 
different platforms. Obviously, this does not mean that the identical program written in 
ANSI-C  for  a  transputer  architecture  would  run  without  any  modifications  in  a  CS-2 
architecture. All of the message-passing constructs have to be replaced as part of the porting 
process.  However  by  using  ANSI-C  these  modifications  were  reduced  to  the  message-
passing constructs and corresponding connections. In this manner most of the algorithms 
developed  here  were  carefully  designed  to  indicate  or  isolate  the  machine  or  message-
passing dependent components, to make porting a relatively straightforward task. Chapter 3: Tracking Systems 
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problems discussed above. There are two other related problems in data association, initiation 
and deletion of tracks. Initiation determines whenever a new track has to be established and 
hence a new tracking filter initiated.  Deletion is the opposite problem  when tracks cease to 
exist and hence their tracking filter should be terminated. As in the continuation case there are 
a number of different possibilities that can complicate  these two processes. In practice these 
three  data  association  problems  cannot  be  considered  independently  because  they  are 
dependant on each other. 
 
  A number of different techniques have been employed to track targets [BarShalom88], 
[BarShalom78]. Each one of these techniques is adequate and possesses its own drawbacks. 
Initially the whole process was manual [Shaw86], but this can only permit the supervision and 
control of a few tracks and it also makes the system extremely limited. The first attempt to 
make an automatic tracking system dates from 1964 [Sittler64] and was a major breakthrough, 
establishing the data association process and the taxonomy currently used. The theory was 
based  on  a  probabilistic  approach,  to  make  the  association  measurement  process  a  more 
tractable one for implementation on digital computers. Bayesian  probabilistic theory  has been 
used  in  most  of  the  more  recent  developments  to  determine  the  probability  of  each 
measurement association. Because no "a priori" information is known about the trajectories, 
in the case of  an optimal solution, it is necessary to determine all possible associations and 
to store them until further  measurements arrive. As they arrive, some associations can be 
discarded due to their low probabilities. At the same time, some of these associations have 
to be maintained while new ones are generated [Blackman86]. This method, if fully applied, 
results  in  a  computer  implementation  that  is  not  practical  because  of  the  exponential-
increasing number of associations. A number of techniques have already been developed to 
reduce  the  increasing  number  of  associations  or  hypotheses.  These  hypothese-reduction 
techniques are based on either merge or pruning of some of the hypotheses. Amongst these 
there  are  the  Multiple  Hypothesis  Tracker  [Reid79],  Probabilistic  Data  Association 
[BarShalom78] and Joint Probabilistic Data Association [Fortmann83], see also Appendix 
C. 
 Chapter 3: Tracking Systems 
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  The multiple sensors depicted in Figure 6  permit the implementation of mechanisms 
to  improve  the  information  provided  by  each  sensor  individually  at  the  centre  level 
[Gertz89]. The subject that studies sensor interconnection is known as multisensor Data 
Fusion [Blackman90]. Data Fusion in turn utilizes a number of different mechanisms to 
achieve  a  multiple-system  synergy.  For  example,  in  the  (already  ageing)  current  ATM 
systems  this  synergy  is  achieved  by  combining  many  mental  reasoning  methods  using 
manual aids [Waltz90] with automated tasks. On the other hand in a more modern and up-
to-date  ATM  environment  these  mental  reasoning  and  manual  aids  are  expected  to  be 
automated and consequently transferred to computers. There are a vast list of possibilities to 
achieve such a fully automated system by employing state-of-the-art techniques. Again this 
will require a more open mind by ATM senior management to understand and to realize that 
these techniques will be introduced into the ATM environment in the near future. Because 
of the wideness and richness of this subject it goes far beyond the objectives of this thesis 
and therefore it will not be treated in detail here. Nonetheless it is important to note that any 
improvements that can be made in any of the stages in the ATM chain is beneficial to the 
overall system. It is also important to stress that multisensor data fusion along with high 
performance computing using parallel computers are two of the elements at the leading edge 
of ATM and will probably enable the next technological breakthrough for ATM systems.  
 
  This  multiplicity  consequently  has  resulted  in  a  number  of  different  logical 
architectures  to  make  best  use  of  all  of  the  information  provided by ATM subsystems.  
Amongst  potential  logical  solutions,  a  possible  one  would  be  each  radar  system 
implementing a local tracking subsystem to improve the quality of the data received. This 
improved information would then be sent to a ATM centre where fusion of the information 
would be done. This fused data would require more sophisticated tracking filters and other 
mechanisms in order to take advantage of the diversity of information being obtained from 
several different sensors. A typical arrangement is illustrated in Figure 7 and before the 
logical distribution of ATM tasks is discussed, it is first necessary to establish the main 
reason why ATM systems possesses such a wide diversity. The main reason for such variety 
in ATM is the wide range of sensors being used, each presenting considerable diversity and 
at the same time having different geographical locations. In more concrete terms, radars can Chapter 3: Tracking Systems 
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local system co-ordinates. Now if each local radar information is sent to a ATM centre a co-
ordinate transformation is required [Shank86] to bring all the sensors target information to a 
common co-ordinate system (e.g. stereographic projection [Mulholland82]). The illustration 
in Figure 7 does not give any details about this but as an example imagine that each radar 
measures the targets in its own local co-ordinate system. Each radar performs its own local 
tracking operation by using the local co-ordinate information in order to improve the target 
information. It would then send this improved filtered information in their local co-ordinates 
to the ATM centre. The ATM centre would then need to bring all local co-ordinates of each 
radar to a global co-ordinate system and then project these global measurements avoiding 
any geometric distortion. After that it will need to align all radar measurements which will 
then be sent to a global tracking system. A different arrangement is possible if after filtering 
the local co-ordinate measurements, each radar system converts this estimate into the global 
co-ordinate system prior to sending the data to the ATM centre. In that case the ATM centre 
would have only to perform the co-ordinate projection and sensor alignment.  This task 
division can vary from different ATM  systems depending on many factors. The list of 
factors is extensive, and sometimes the decision is not only guided by the best technological 
options, but will take into account other constrains that can limit the final resolution of the 
overall ATM system. 
 
  In  any  case,  the  central  tracking  system  at  the  ATM  centre  is  usually  far  more 
complicated and requires a more concrete and pragmatic approaches to achieve good results 
than isolated local radar tracking systems. Because the tracking system at each individual 
radar  site  is  significantly  simpler,  such  systems  are  the  most  logical  candidate  tracking 
system for the initial development of the generic parallel  tracking algorithms in this thesis. 
Before discussing these tracking system, it is necessary to provide a brief introduction to 
radar systems in general. Chapter 3: Tracking Systems 
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clutter, JEM (jet engine modulation), and ECM (electronic countermeasures) [Blackman86]. 
A number of techniques have been incorporated in the system in order to provide more 
reliable measurements, such as pulse compression, moving target indicator, pulse Doppler 
processing,  moving target detector,  constant false alarm rate, etc. [Barton88]. The main 
function of the signal processor is to process the obtained raw information from the receiver 
and to transform it into a more coherent form by means of digital signal processing. The 
scope of this activity is too large to be discussed here (a concise description of the main 
components and techniques for radar signal processing can be found in [Oppenheim78]). It 
is  also  important  to  point  out  that  radar  signal  processors  have  been  using  parallel 
processing for some considerable time [Bergland72]. Until recently these techniques were 
based  upon  building  relatively    expensive    dedicated  hardware  to  cope  with  the 
computational  demands  of  signal  processing.  Recently,  more  advanced  and  less  costly 
parallel  techniques  have  been  used  to  implement  these  signal  processing  capabilities 
[Edward92]  (in  particular  for  Synthetic  Aperture  Radar  (SAR)  as  described    in 
[Franschetti90] and [Turner92]). 
  
  The information delivered by the signal processor still contains a large amount of 
data, which has to be further reduced in order to be processed by the radar data processor. At 
this stage, for example, a aircraft target will be seen as a sequence of detections from the 
same object, due to the discrete nature (pulsed) and antenna rotation of most Track-While-
Scan (TWS) radars [Hovanessian73]. The next stage, the data extractor, is responsible for 
all necessary packing of related measurements into a smaller form, or "plot". In the aircraft 
example  that  information  will  be  reduced  to  a  single  plot,  referred  to  as  a  "target". 
Obviously some spurious information will also be contained in a plot, this will be referred to 
as "clutter". The data extractor attaches radar information to the plots. This information 
refers  to  range,  azimuth,  elevation  (when  available),  radial  velocity,  and  possibly  other 
details (target signature). These plots together with the attached information are then passed 
onto the radar data processor [Farina85]. 
 
  The radar data processor or tracking system, which is the main object of the present 
study, is responsible for all tasks related to interpreting and translating plot information into 
a coherent set that can be used by other computers/display systems/humans operators to Chapter 4: parIMM 
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review is not intended to be either complete or rigorous, being restricted to the introduction 
of  the  basic  problems  that  have  led  to  the  development  of  a  range  of  multiple  model 
algorithms and in particular the most cost-effective in this class, the IMM algorithm. 
 
  The structure of this chapter is firstly to introduce the parallel model to be assumed 
for  the  parIMM  implementation.  It  describes  the  correct  selection  and  matching  of  the 
algorithm granularity to the architecture granularity. With a particular granularity selected it 
will show the minimum set of variables that are necessary to be exchanged amongst the 
parallel components. It will also show that more than one strategy exists to communicate 
this minimum set of variables amongst processors. The communication strategies are then 
explained taking as a reference the chosen architecture, granularity and minimum data set. 
Next an application based on air traffic control is described to test and validate the parIMM. 
The description gives the IMM filter parameters set-up followed by a description of the data 
test  set  simulator  generation.  After  implementing  the  filter,  the  testing  of  parIMM    is 
undertaken on different architectures with an increased number of processors. Therefore, the 
results are classified according to the architectures and presented in terms of the speed-up 
and efficiency achieved on each architecture. Also once the best communication strategy is 
determined for each architecture they are further analysed in terms of each of the internal 
computational  elements  to  determine  their  computational  load  on  the  overall  parallel 
implementation. Finally the conclusion gives a general overview about the achievements 
and drawbacks found during the development of the parIMM implementation. 
 
4.2 Parallelizing the Interacting Multiple Model 
  A  parallel  implementation  of  the  Interacting  Multiple  Model  filter  (parIMM) 
requires a number of different steps. Firstly, it requires the selection of the appropriate grain 
size  for  parallelization  i.e.  small,  medium  or  larger  grain.  Secondly,  depending  on  the 
selected grain size a strategy to obtain a parallel algorithm has to be determined from the 
original sequential algorithm. This section describes the criteria used to select the grain size 
and the approach to parallel implementation of the Interacting Multiple Model.  
 Chapter 4: parIMM 
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implemented  using  MATLAB [Matlab93].  This  software  takes  as  input  the  trajectory 
segments,  such  as  straight-line  constant-velocity,  straight-line  constant-acceleration  and 
co-ordinate turns, and sensor information such as sensor sample time, sensor error azimuth 
error, maximum range. The trajectory comprises a number of different input kinematics 
segments as described below. 
 
1. Initial conditions: Position = (10000m,25000m); Velocity = (1.0m/s,1.0m/s). 
2. Straight Line Constant Acceleration: Acceleration=(8.0m/s
2, 8.0m/s
2 ); Distance=2400m. 
3. Straight Line Acceleration: Acceleration=(4.0m/s
2, 4.0m/s
2 ); Distance=1200m. 
4. Coordinate Turn: Turn Angle=(45
o ); Turn Rate=(1.0
o /s). 
5. Straight Line Constant Velocity: Distance=10000m. 
6. Coordinate Turn: Turn Angle=90 ; Turn Rate=3.0/s). 
7. Straight Line Constant Velocity: Distance=5000m. 
8. Coordinate Turn: Turn Angle=45° ; Turn Rate=3.0°/s. 
9. Straight Line Constant Velocity: Distance=10000m 
10. Coordinate Turn: Turn Angle=45° ; Turn Rate=-3.0°/s. 
11. Straight Line Constant Acceleration: Acceleration=-2.0m/s2 ; Distance=10000m. 
12. Straight Line Constant Acceleration: Acceleration=2.0m/s2 ; Distance=10000m. 
13. Straight Line Constant Velocity: Distance=10000m. 
14. Coordinate Turn: Turn Angle=270° ; Turn Rate=3.0°/s. 
15. Straight Line Constant Velocity: Distance=5000m. 
16. Coordinate Turn: Turn Angle=45°; Turn Rate=2.0°/s. 
17. Straight Line Constant Acceleration: Acceleration=-6.0m/s2 ; Distance=6000m. 
 
 
The trajectory simulator software generates two files: 
·  Cartesian Co-ordinates (x, y) real data, containing the x and y position and Vx and Vy 
velocities and the Ax and Ay accelerations. This data is uncontaminated or has noise 
added. 
·  Measurement data file containing Polar co-ordinates obtained from the real Cartesian 
position  according  to  the  prescribed  conversion  equation.  Measurements    are  then Chapter 4: parIMM 
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  Amongst the communication strategies the block mechanism has been shown to be 
the  most  effective,  particularly  when  the  number  of  models  is  high.  Therefore  this 
mechanism was chosen to be analysed further and to determine the computational cost of 
each IMM component as a function of the number of models and number of processors. 
Figure  14  shows  the  contribution  of  each  IMM  component  per  processor  for  each 
implementation using different numbers of models. For instance in the single processor case 
for a 9 model IMM implementation, the Interaction and Mixing component is responsible 
for  68%  of  the  overall  processing  which  is  consistent  with  the  results  presented  in 
[Atherton94].  The  graphs  confirm  the  results  previously  shown  in  the  efficiency  and 
speed-up  graphs  for  implementations  with  a  small  number  of  models.  It  is  the  Data 
Exchange component which is responsible for the loss in efficiency. The increase of the 
number of models minimises this problem, but there is an increased contribution from the 
Interaction and Mixing component. Because of this the optimisation discussed in Section 
4.3.3 was introduced to reduce the number of floating point operations. Chapter 4: parIMM 
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implement the IMM filter.  In particular, for model implementations with a small number of 
filters, less than 121, there is a strong loss of efficiency when the implementation goes from  
monoprocessing to  dual processing (e.g. in the case of 9 models the efficiency drops on 
almost 70%). It is also interesting to observe the results for implementations with 81 models 
or more, which show that whenever a parallel implementation goes from 4 to 5 processors, 
there is a noticeable drop in efficiency. This loss in efficiency is probably caused by the 
unevenness of  the  processors in the CS-2 architecture (scalar and vector processors). A 
similar analyses can be made by looking at the speed-up graphs in Figure 16.  It clearly 
shows that now reasonable speed-up is achieved independent of the number of models used 
to implement the IMM filter. The situation is only minimised for the 441 models case until 
the fifth processor is introduced, when by the introduction of the vector processors the drop 
in efficiency is noticeable. 
 
  Despite the poor quality of the parallel implementation of IMM using the Meiko 
CS-2, the block strategy has been shown to be the best of the communication strategies. 
Therefore as in the previous case, it was chosen to be analysed further  in terms of the 
computational  load  for  each  of  the  IMM  algorithm  components.  Figure  17  shows  the 
contribution of each IMM component per processor for each different number of model 
implementations.  Chapter 4: parIMM 
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   For instance in the single processor case for a 9 model IMM implementation the 
Interaction and Mixing component is responsible for 61% of the overall processing which 
again  is  in  accordance  with  the  results  presented  in  [Atherton94].  There  is  in  fact  a 
difference between the contribution  of each component for a single processor in each of the 
architectures  (Transputers  and  CS-2).  For  example  in  the  above  mentioned  9  model 
implementation  the  contribution  due  to  Interaction  and  Mixing  for  the  Transputer 
architecture is 68% while in the CS-2 it is 61%. A similar disparity occurs for the other 
algorithm  components.  This  difference  in  the  percentage  contribution  is  caused  by  the 
different  compilation  optimisations  inherent  to  each  system.  Once  again  these  graphs 
confirm the results previously shown. The Data Exchange component consumes most of the 
computational  time  and  consequently  reduces  the  potential  parallel  efficiency.  It  is also 
noticeable  that  for  implementations  with  more  than  25  models,  the  Data  Exchange  is 
increased  when  the  architecture  goes  from  4  to  5  processors,  or  in  other  words  by  the 
introduction of the vector processors. 
 
  Two  other  experiments  were  made  with  the  CS-2  architecture  to  evaluate  the 
performance of  parallel implementations of IMM on this architecture. A comparison was 
made against a reference implementation. The reference was the implementation based on 
the block communication strategy. The first experiment suppresses all optimisations made 
into the algorithm, as in the transputer case. The results has shown a similar increase in the 
overall processing time, which again is 5 to 12 times slower. A second experiment was 
made by changing the message passing software. The selected message passing software 
was the new standard Message Passing Interface (MPI) [MPI94] (this MPI implementation 
is derived from   CHIMP [Alaisdair94]). The results has shown a loss in performance of 4 to 
6 times worse than when using the MPSC message-passing emulation software. In addition 
the overall CHIMP-MPI implementation system is at present inconsistent and extremely 
unreliable as it is still under development. 
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4.5 Conclusions 
 
  The results presented above took a long time to derive, which will be first justified 
before  discussing  the  IMM  parallel  implementation.  The  main  elements  that  have 
contributed  to  such  a  long  delay  in  concluding  the  parallel  IMM  implementation  are 
identified.  On  the  other  hand  this  long  learning  and  development  process  has,  to some 
extent, introduced many beneficial factors to the general understanding of the two main 
topics being researched,  namely tracking and parallel systems.  The main reason for  the 
delays were caused by a number of drawbacks found during the development of the project. 
These  can  be  divided  into  three  distinct  classes  of  problems,  theoretical,  systemic  and 
algorithmic.  
 
  The first problem refers to the inherent theoretical complexity of the algorithms. As 
a matter of fact a detailed understanding of the theory involved in estimation is essential if a 
successful  parallel  implementation  is  desired.  This  implies  that  the  parallelization  goes 
beyond the simple translation of IMM equations into programs. It is also part of one of the 
main objectives of this research, which is the full understanding of the theory involved in 
the development of the IMM algorithm. In that sense this objective has been fully achieved.  
 
  The second  problem  refers  to  the  idiosyncrasies of the parallel architectures and 
message passing systems. A detailed description of all related drawbacks goes beyond the 
scope of this thesis and besides, it is not helpful to discuss individual problems faced with 
different platforms and message passing systems as they can be seen as part of the overall 
development  process.  However,  some  of  the  major  issues  have  contributed  to  the  long 
development time taken to obtain a parallel implementation of IMM will be identified. On 
the architecture side, the main problem was hardware instability. In the case of the CS-2 
case this is quite noticeable because there is an almost total lack of system support, or at 
least  a  very  long  response  time  to  problems  reported.  On  the  transputer  case  the  main 
problem was initially very difficult to detect. The origin of the problem was unknown and 
unpredictable which led to a considerable amount of time reconfiguring and setting up the 
system to ensure that everything was all right. Recently one of the problems was localised 
and  the  appropriate  corrective  action  taken.  On  the  software  side  (the  message  passing 
systems) the main problems were the  software defects and inconsistencies found in all the Chapter 4: parIMM 
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packages used.  This for instance can be illustrated by the absence of the asynchronous 
results for the transputer implementation, where despite the fact that the algorithm functions 
perfectly for 9 models it could not be made to function for any other case. A large number of 
corrective  actions  were  tried  but  the  system  always  responded  in  an  unpredictable 
behaviour. 
 
  The third problem has to do with the actual implementation of a parallel algorithm. 
Again, different problems occurred that prevented the final version from being completed in 
a shorter time. Amongst those, a typical one was the floating-point round-off problem. This 
problem refers to different numerical results obtained in the probability update step. Here if 
the probabilities summation is done in different order on each processor different results are 
produced.  This  example  is  particularly  true  with  the  asynchronous  communication 
mechanism implementation. With this implementation the partial probabilities arrive in a 
nonordered way. If the summation of the partial values is done in order of arrival time, each 
processor eventually ended up with different probability mode updates. This difference is 
small  initially  but  it  can  grow  as  the  algorithm  progresses  resulting  in  the  estimates 
diverging on each processor. 
 
  The  three  classes  of  problems  described  are  inherently  difficult  by  themselves. 
However when they occur simultaneously (which was normally the case),  any attempt to 
detect  and  to  correct    the  problem  becomes  a  lengthy  and  painful  process.  The  above 
problems also brought a particular insight into each of the mentioned problem areas. From 
the theoretical point of view it has helped considerably in the general understanding of the 
many  different  aspects  of  such  complex  theory  and  its  applications.  From  the  system 
problems a deeper understanding of the parallel architectures and message passing systems 
was achieved. From the parallel implementation, the comprehensive analyses of the IMM 
algorithm has led to an excellent understanding of all the components of the algorithm and 
their interaction. As a result different approaches for the parallel implementation of this 
algorithm can be now explored, if a more efficient architecture is chosen. 
 
  A number of conclusions can be drawn from the current parIMM implementation on 
two different platforms, namely the Transputer and the Meiko CS-2. These conclusions can 
be  divided  into two different levels.  On a  higher level the  conclusions  will  focus  on a Chapter 4: parIMM 
 
68 
general approach that combines both implementations. On a lower level, conclusions will 
focus on each particular architecture implementation. 
 
  Initially parIMM discussion establishes the minimum set of parameters necessary to 
be exchanged to obtain a IMM parallel implementation. This minimum set includes the 
local estimates and respective covariances and the partial probability mode update. It also 
determines the three possible communication mechanisms to implement IMM in parallel 
using the selected granularity over the chosen architectures. 
 
  This  experiment  has  also  provided  a  successful  implementation  of  a  parallel 
Interacting Multiple Model which explores these three possible communication mechanism 
alternatives  when  implemented  over  a  MIMD  architecture  with  distributed  memory.  
Amongst  the  three  communication  mechanism  used,  namely,  block  synchronous, 
synchronous  and  asynchronous,  the  first  has  been  shown  to  be  the  most  efficient 
independent of the platform used. 
 
  Also a new set of equations was created in order to minimise the number of floating 
point operations in the IMM filter. These new equations could bring a reduction of up to 
nearly 50% compared with the original version of Interaction and Mixing step equations. 
This  assertion  holds  true  provided  that a large  number of models  is used  along with a 
reasonable number of state variables to implement the parallel IMM. 
 
  In cases where the time taken must be minimised, faster implementations could have 
be  achieved  by  utilising  a  simpler  message  passing  system.  However  development, 
implementation and debugging time would have been  increased. In fact it was noticeable, 
independent  of  the  message  passing  system  used,  that  commercial  packages  still  lack 
adequate reliability, and if the application is time-critical, the use of a simplified special-
purpose communication mechanism is recommended instead of general-purpose message 
passing tools. 
 
  Despite the fact that transputer execution times were much slower than CS-2 times, 
this architecture provides a better match to the parIMM algorithm than the CS-2. In the 
transputer case some improvements could still be achieved using the same message passing Chapter 4: parIMM 
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system  and  the  hypercube  implementation.  Faster  times  could  have  been  obtained  by 
simultaneously exchanging information over all available physical communication links. In 
the case of the CS-2, in particular the implementations with a small number of models, no 
obvious improvements can be identified because of the extremely poor performance on most 
of the parIMM algorithms. Chapter 5: parIMMPDA 
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  The structure of this chapter is initially to introduce the problem of coupling the 
Interacting Multiple Model with the Probabilistic Data Association. It briefly describes the 
necessary formulation to combine them conveniently. Once the structure of the final filter is 
determined from this coupling it is then possible to select the heuristic task distribution and 
consequently the parallel approach to be taken. Because of  the  nature of the filter and the 
parallel implementation strategy to be used very few options are possible as will be shown. 
After the determination of the possible implementation options there follows a descriptions 
of  the  filter  set-up  and  the data set to  be  used to test  the  final filter. The filter set up 
describes  the  necessary  parameters  and  constants  used  in  the  filter.  The  data  test  set 
description  explains,  initially,  how  the  clutter  was  generated  followed  by  the  clutter 
densities used during the filter test. The filter implementation results are then analysed at 
two different levels. The first level is at the tracking level where the filter effectiveness in 
real air traffic control situations with different clutter densities will be demonstrated. The 
second level refers to the computational implementation, which is made on parallel system. 
The  results  are  also  presented  in  a  two-level  format,  first  the  algorithm  tracking 
effectiveness  in  different  cluttered  environments  followed  by  its  parallel  speed-up  and 
efficiency. Finally a conclusion is given based on the results obtained. 
 
5.2  Parallelizing  the  Interacting  Multiple  Model  coupled  with  Probabilistic  Data 
Association 
  Because a limited number of filters are now used to implement this tracking filter, it 
is  not necessary to look at the granularity problem, as it is assumed from the previous 
chapter results that a coarse granularity will be used. The problem, in order to select the best 
parallel strategy, is to select the task distribution in an heuristic way. However, this begins 
with a general description about the filter major components, namely IMM and PDA, in 
order to show how the coupling of these two well-accepted techniques is achieved. This 
section  describes  the  coupling  criteria  and  the  parallel  model  used  to  implement  the 
IMMPDA filter. Chapter 5: parIMMPDA 
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5.5 Conclusions 
 
  The  conclusions  presented  here  will  follow  an  identical  structure  as  used  in  the 
previous  section  where the results were shown. Therefore, initially, the IMMPDA filter 
effectiveness is discussed followed by a discussion about the parallel implementation of the 
IMMPDA. 
 
  In the previous section the filter effectiveness results were shown for  a particular 
filter  parameters  set-up  selection.  As  previously  described  during  the  selection  of  these 
parameters  the  IMMPDA  filter  demonstrated  a  strong  sensitivity  to  small  variations  in 
parameters such as, the process noises for both models, SLCV and CCTR, the values in the 
transition  matrix  and  finally  the  gate  probability.  This  sensitivity  could  be  observed  by 
fixing all the other parameters and changing only one of the above mentioned variables. In 
most of the cases this change could cause the filter to diverge or in other words to loose  
tracking of  the target. In fact, the set up values presented are the best ones found after many 
interactions. This selection took many interactions where these parameters were carefully 
changed until the best result was achieved. Obviously this sensitivity is most pronounced 
when clutter is present. It seems clear that the main problem is caused by the transition from 
the CCTR to SLCV models. Therefore, a more reliable filter for any possible turn situation 
should be considered, and also a more careful analysis should be made in the corresponding 
filter  for  the  CCTR  model.  One  possible  solution  in  order  to  reduce  the  number  of 
approximations caused by the use of traditional extended Kalman filter is by using a similar 
technique as described in [Lerro93b] to improve the filter corresponding to the CCTR mode. 
In the reference a different approximation is used in the non-linear measurement model that 
performs better, within certain conditions, than the traditional extended Kalman filter. Other 
solution for civil aviation would be to use different turn models with fixed turn rates, each 
one corresponding to typical civil aircraft turns as in [Vacher92]. 
 
  In the second part of the previous section the parallel implementations results were 
presented  in  terms  of  efficiency  and  speed-up.  Although  the  efficiency  and  speed-up 
achieved in practice for this very cost-effective tracking filter  in this particular set-up is not Chapter 5: parIMMPDA 
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very  large,  it  is  necessary  to  remind  the  reader  that  transputers  offer  a  very  attractive 
cost-performance relation. For a two transputer filter implementation an efficiency of 65% 
was achieved, while in the three transputer implementation an efficiency of more than 50% 
was obtained. This means that the utilisation of either two or three transputers to implement 
the IMMPDA filter is an economically viable option taken into consideration the low prices 
of this type of hardware and the comparatively  good  price-performance relation. Also 
assessing the results from a different perspective,  transputers have been shown to have a 
very good overall performance in the processing of IMMPDA filters. For instance the three 
processor implementation took about 1.6 seconds to process information which in real life 
would take about 6 minutes to acquire and process, taking into account that the sensors 
sampling rate is 4 seconds and 91 samples were made. Using a simple extrapolation  this is 
equivalent to estimating that this particular implementation could handle up to 240 targets in 
real time (obviously no track initialisation overhead  is included). However these figures are 
reasonably close to the ones that could be expected from an accurate analysis. 
 
  In  summary,  despite  a  large  number  of  variations  of  IMM  filters  found  in  the 
literature, the filter presented here is the first attempt to couple the IMM as described in 
[Barret90]  and  [Lerro93a]  with  a  well-known  suboptimal  Bayesian  technique  for  data 
association known as the Probabilistic Data Association technique. At the same time this is 
the first attempt to have the resulting filter implemented over a parallel architecture based 
on transputers. As a result the filter effectiveness of the obtained IMMPDA tracking filter is 
good, given certain specific conditions, although for a more general situation an improved 
turn model should be incorporated into the final IMMPDA. On the parallel effectiveness 
side the IMMPDA filter has demonstrated a very good cost-performance characteristics. Chapter 6: Conclusion 
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and  it  has  been  incorporated  into  the  most  time  consuming  component  of  the  IMM 
mechanisation, namely  the Interaction and Mixing module. 
 
  In Chapter 5 IMM was implemented coupled with the PDA technique by making use 
of two well-accepted system models [Barret90] and then the resulting filter (parIMMPDA) 
was  implemented on a distributed memory MIMD architecture. First, the parIMMPDA was 
analysed in terms of its tracking capability when clutter is present, and finally the efficiency 
and speed-up were analysed. The filter implemented cannot be easily compared with other 
filters implemented in the literature. For instance in [Barret90] and [Vacher92] the IMM 
filter is implemented using the same system models as the parIMMPDA, however it is not 
coupled  with  a  PDA  technique.  Also  in  [Li93a]  IMM  is  built  utilising  similar  systems 
models but again no provision is made to cope with clutter which is handled by the PDA 
component. Once again in [Lerro93a] IMM is built using very similar system models as 
used in parIMMPDA, but in this case the final filters components of the IMM use more 
information  provided  by  the  sensors  (debiased  information)  to  improve  the  tracking 
performance and in addition the resulting filter is not coupled with the PDA technique. In 
[Houles89] the IMM is coupled with the PDA, although in this experiment the resulting 
filter utilises different system models. Therefore, a comparison between parIMMPDA and 
the above references is difficult.  
 
  The parIMMPDA shown here appears to be the first attempt to couple the IMM 
utilising the system models described in [Barret90] with the PDA technique. Because of this 
particular characteristic the first analysis is directed to the filter tracking performance when 
clutter is present. The results have shown that the final filter effectiveness has proved to be 
sensitive when high density clutter and manoeuvre occur at the same time. This sensitivity 
needed  a    fine  tuning  procedure  to    adjust  the resulting parIMMPDA filter in order to 
maintain target tracking under heavy clutter environments. The parIMMPDA is therefore 
not suitable for applications where heavy clutter is probable. Nevertheless, the filter has 
good  performance  when  light  to  medium  clutter  is  present  and,  as  expected,  it  has  an 
identical behaviour to the filter described in [Barret90] when there is clutter. This filter 
could be used in civil aviation  where high-density clutter is extremely unlikely. In this case 
the parIMMPDA filter would provide a good compromise  when clutter could lead to a 
simple  IMM  failing  to  maintain  target  tracking.  Besides,  the  computational  overhead Chapter 6: Conclusion 
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imposed by the coupling of the IMM and PDA techniques is almost negligible which makes 
this implementation even more attractive.  
 
 
  The final  aspect analysed from the parIMMPDA filter was the  implementation on a 
distributed memory MIMD architecture. As before comparison now is further complicated 
because, as far as it is known, there are no other parallel implementations of IMM coupled 
with PDA. Therefore, the parIMMPDA presented in Chapter 5 is also the first attempt to 
parallel  implement  the  IMM  coupled  with  PDA.  The  implementation  is  made  on  a 
distributed  memory  MIMD  architecture  based  on  transputers.  Because  of  the  reduced 
number of filters comprised in the parIMMPDA, an heuristic strategy is used to exploit the 
parallelism of the filter, in contrast with the previous experiment where a SPMD strategy 
was tried. The parallel results presented have shown that either the two or three transputer 
architecture  represents  a  good  balance  between  computational  efficiency  and 
implementation costs. A parallel efficiency of 65% and 50% is achieved for two and three 
transputers configurations respectively. Also, an almost independent parallel efficiency was 
achieved  despite  the  increase  in  the  clutter  density.  This  reinforces  the  concept  of 
parIMMPDA for civil aviation applications using a parallel implementation. Obviously this 
filter should be part of a more complete tracking system which would comprise features for 
track initialisation as well as the capability to handle multiple targets as suggested next. 
 
6.3 Future Work 
  This section takes a wider perspective and consider the next steps to be taken if 
further research in this area is to be continued. There is a large number of possibilities to 
research further in this field. However, taking into account the main objective of this thesis, 
i.e.  Tracking  System,  a  natural  evolution  of  the  current  work  would  be  to  extend  the 
experiments to  multiple targets  and afterwards to  multiple targets and multiple sensors. 
 
  As a continuation to the work carried out here the first step would be to improve the 
tracking capabilities of the IMMPDA filter to cope with heavy clutter environments, as it 
has been shown that the mentioned filter is not completely effective in such circumstances. 
A direction for such an improvement would be to provide a better mechanism to increase Chapter 6: Conclusion 
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the filter convergence when a turn is detected. This could be either achieved by using more 
sophisticated models to improve the overall tracking capability of the IMM filter or by some 
empirical technique that will depend on the application. If more sophisticated models are to 
be used, then the final resulting filter will benefit from implementation on a parallel system. 
Another possible solution  could be to have 4 different models as suggested in [Lerro93a]. 
Again this also will work in favour of increasing the parallel efficiency factor. In all cases 
this filter should be provided with a mechanism for track initiation. As already mentioned 
this  can  be    a    time  consuming  mechanism,  and  a  parallel  implementation  would  be 
desirable for such a mechanism. This initiation mechanism could be done as suggested in 
[BarShalom92] 
 
  All studies carried out in this thesis considered a single target and a single sensor and 
therefore further work could  address the multiple target tracking problem [Atherton90].  As 
a first step to a multiple target tracking system, the parIMMPDA filter could be used in an 
environment  where  individual  tracks  are  kept  disjoint  (non-crossing).  A  simple 
configuration for  such a multiple tracking system could be based on the Caltech multiple 
tracker  [Gottschalk87a],  [Gottschalk87b],  [Gottschalk87c],  [Baillie87],  [Cao88], 
[Gottschalk90], which is widely available. This could be done by substituting the Caltech 
initiation  component  and  the  steady-state  Kalman  filter  for  our  previously  suggested 
initiation  mechanism  and  the  IMMPDA  filter.  One  of  the early studies in this research 
project resulted in the Caltech algorithm being migrated and modified for the transputer 
architecture  used  in  Chapter  4  and  Chapter  5    using    the  EXPRESS    message  passing 
system. 
 
  In  order  to  cope  with  the  problem  of  crossing  tracks  the  Probabilistic  Data 
Association  mechanism  would  have  to  be  replaced  by  the  Joint  Probabilistic  Data 
Association mechanism (JPDA) [Fortmann83],  [BarShalom88]. This filter implementation 
is  an  attractive  tracking  choice,  although  the  complexity  is  significantly  higher  when 
compared  with  alternative  related  works  already  presented  in  the  literature  for  multiple 
target tracking such as [Gul89], [Atherton90], [Kurien86], [Pattipati90]. There are relatively 
few  related works on this subject (IMM+JPDA) and research to determine the capability of 
this filter along with the parallel implementation issues would be an interesting area for  
further research. Again, as in the case of the IMMPDA, the IMMJPDA would have to go Chapter 6: Conclusion 
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through the same development cycle. Initially a simple filter with simple models would have 
to  be  implemented  to  determine  the  filter  tracking  capability  in  different  clutter 
environments. At the same time a parallel implementation should be developed to determine 
any bottlenecks in the system. Improvements would then be incorporated to improve the 
tracking capabilities. A tracking initiation mechanism is also necessary, to complete the full 
tracking system utilising the IMMJPDA (a more sophisticated mechanisms  because of the 
multiple targets).  
 
  As  a  final  development  the  inclusion  of  multiple  sensors  capability  should  be 
included. This feature could be achieved by using a  simple approach as used in [Houles89]. 
The  resulting  multiple  sensor  IMMJPDA  filter  (multiple  targets    and  multiple  sensors) 
would then be  implemented on a parallel system. Because of the complexity of the filter 
this  parallel  implementation  would  be  a  very  interesting  research  topic,  where  many 
different aspects of the implementation could be analysed in order to provide a highly cost-
effective solution for tracking systems. 
 
6.4 Conclusions 
  The  issues  of  implementing  reliable  and  improved  tracking  systems  are  not 
straightforward  and require careful implementation if the resulting filter is to be used  for 
real  applications.  The  work  presented  here  has  demonstrated  that,  despite  this  inherent 
complexity and intricacy, reliable approaches can be utilized to  implement tracking filters 
on parallel systems. The parIMM has demonstrated that straightforward  SPMD technique 
can  provide  good  parallel  efficiency  within  certain  limits.  The  parIMMPDA  has 
demonstrated  two  different  aspect  of  the  implementation.  Firstly  parIMMPDA  does not 
introduce  any  computational  overhead  at  the  expense  of  improving  the  tracking  filter 
capability in clutter environments. Secondly a heuristic approach to parallel implementation 
can also lead to good parallel efficiency. In summary this thesis has shown that the two 
different strategies to implement the state-of-the-art IMM and IMMPDA tracking filters 
have both  provided good parallel results, and both implementations have been  shown to be  
cost-effective when implemented with compatible parallel architecture granularities.  
 Chapter 6: Conclusion 
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  Finally, as suggested above, the work developed in this thesis can be used in further 
developments  towards  a  more  complex  and  complete  tracking  system.  Such  a  tracking 
system would comprise features to cope with multiple targets and multiple sensors.  To 
conclude, the thesis provides a  demonstration that parallel technology is certainly a viable 
solution for  future tracking system implementations. Appendix A: Kalman Filters 
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of this intricate theoretical evolution can be found in [Sorenson70], [Kailath74]. Also a 
good source  of information to  establish  the interconnection and theoretical evolution of  
linear  estimation  can  be  found  in  a  sequence  of  papers  [Kailath68a],  [Kailath68b], 
[Kailath71a], [Kailath71b], [Kailath73a], [Kailath73b], [Kailath73c]. Since its introduction 
in 1960 a  number of improvements and modifications have  been devised  to permit the 
utilization  of this filter in a wide range of areas. Despite the  effectiveness of the filter in 
providing good estimates for linear systems theoretically, unfortunately in the 60s and 70s 
computer  implementations  were  not  very  reliable  due  to  limitations  of  the  available 
processors and related technological issues. As a consequence a number of simplifications 
were  initially  introduced  to  make  use  of    Kalman  principles  viable.  This  was  the  case 
described in, for example, [Bierman73], [Friedland73], [Castella74]. These simplifications 
still  hold  true  for  current  implementations  where    simple  processors  are  needed  for 
economical reasons as in the case described in [Baheti86].  
 
  Another related problem with the early implementations of  complete Kalman filters 
was  the  lack  of  processing  units  with  high-precision  floating-point  operations.  As  a 
consequence  many  algorithms  were  also  developed  to  overcome  this  precision  problem 
which caused the filter to diverge.  Kalman filter divergence [Fitzgerald71] is mainly caused 
by the lost of covariance matrix properties (positive semi-definitiveness) [Bierman77]. In 
order to avoid such instability problems a number of algorithms have  been generated, most 
of them based on matrix factorization properties [Bellantoni67], [Andrew68], [Carlson73]. 
All this effort was necessary to permit the utilization of the filter in an increasing number of 
more  complex  applications.  However  some  specific  real-time  applications  require  
complicated and complex  Kalman  filters. For such cases the demand for computational 
power of the Kalman filters can be high as shown in [Mendel71]. 
 
   This has stimulated much research in recent years to applying parallel processing to 
solve these  computationally-demanding Kalman filter applications. This research has been 
carried out in order to understand the parallel structures present in the filter as demonstrated 
in  [Jover86],  [Hashemi87],  [Lee88]  and  [Rhodes90].  At  the  same  time  many  different 
parallel  architectures  and  granularities  have  been  used  to  implement  the  Kalman  filter 
ranging from large architectures to VLSI implementations. An early example of  a large 
architecture can  be  found in [Ohallaron88], [Baheti88]  where  the Warp [Annaratone87] 