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Abstract 
 
During use, carbonaceous material or ‘coke’ can deposit on catalysts resulting in decreased 
activity and lifetime. In this thesis, the results of investigations into the structure and 
distribution of coke, on hydrocracking catalysts, are reported. The material consists of zeolite 
Y, alumina binder as well as tungsten and nickel sulfide. 
 
An extensive investigation regarding the preparation of the catalysts for electron microscopy 
was carried out. It was established that microtoming produced specimen damage and hence 
regions of porosity, zeolite and alumina binder were difficult to identify. Single beam and 
dual beam focused ion beam (FIB) milling produced intact specimens and the spatial 
distribution of the catalysts was maintained, although thinner specimens were obtained using 
the latter technique. Energy-dispersive X-ray (EDX) mapping identified gallium and 
platinum as artefacts in specimens that had been prepared by a single beam FIB system. In 
addition, argon ion beam milling was used and this technique produced large regions of thin 
material.  
 
Energy-filtered transmission electron microscopy (EFTEM) was employed to reveal the 
distribution of carbon in the catalyst. Carbon was identified on alumina binder, zeolite grains 
and meso-/macro-pores, although the distribution of carbon was generally not uniform as it is 
determined by the density and strength of acid sites, geometry of pores and the proximity of 
metal sulfide crystallites. All of these factors, especially pores size and shape, vary in the 
catalysts.  
 
Coke is thought to consist of polyaromatic hydrocarbons (PAHs). Electron energy-loss 
spectroscopy (EELS), of selected PAH standards, was performed to obtain the electron 
energy-loss near edge structure (ELNES) of carbon. In addition, the ELNES of four PAHs 
was modelled using multiple scatter calculations. EELS of the catalysts revealed that PAHs 
are present on zeolitic components but ELNES was not identified on the alumina binder. This 
is possibly because alumina contains larger pores than zeolite Y; therefore larger molecules 
can diffuse into the alumina structure, which increases the chemical variety of the coke 
species as the molecules are not sterically impeded.  
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1 Introduction 
1.1 The importance of carbon in cracking processes 
 
Crude oil is a naturally occurring liquid mixture that predominantly contains hydrocarbons, 
which are molecules that contain hydrogen and carbon only. Small amounts of heteroatoms 
such as sulfur, nitrogen and oxygen are also present in crude oil. In the petroleum industry, 
cracking refers to a process where heavy hydrocarbons in crude oil are broken down into 
lighter hydrocarbons, either with or without a catalyst. If a catalyst is employed, the rate of 
cracking depends on the type of catalyst and on the operating conditions of the process. 
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Hydrocracking is a refining process which not only converts heavy and high boiling point 
molecules into smaller products but also hydrogenates products in order to remove 
heteroatoms. Generally, hydrocracking proceeds at 300-450ºC and a high hydrogen partial 
pressure of 85-200 bar is achieved. Other examples of cracking include fluid catalytic 
cracking, steam cracking and thermal cracking. Many sources of literature discuss these 
processes in detail but they are beyond the scope of this work and the reader is referred to the 
literature for a complete review [1]. In this work, bonding and structure will be discussed as 
relevant to hydrocarbons. Covalent bonding exists in hydrocarbons as electrons are shared 
between atoms, although technically the more correct term is polar covalent, as bonds are 
also determined by atoms of different electronegativity (ability to attract electrons) [2]. 
 
1.2 Structure and bonding of carbon 
1.2.1 Electrons as wave functions  
 
In classical mechanics it was assumed that electrons move on defined trajectories around the 
nucleus of an atom and that their energy was correlated to their distance from the nucleus. 
However this principle is inaccurate for a few reasons. Firstly, the movement of any charged 
particle (e.g. an electron) emits electromagnetic radiation. The resulting energy-loss would 
cause the electron to spiral towards the nucleus which is incorrect. Secondly, in the classical 
model, any energy is possible for an electron around a nucleus which has any of an infinite 
number of orbits of differing radii. However, this theory does not adequately explain atomic 
structures or bonding. Conversely, in quantum mechanics only certain defined energies, or 
energy states, are permitted [2].  
 
The wave nature of moving particles is described in de Broglie’s wavelength as shown in 
equation 1.1. 
 
      
mv
h
=λ     Equation 1.1 
 
where λ is the wavelength of an electron, h is Planck’s constant, m is the rest mass of an 
electron and v is its velocity 
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An orbiting electron may be described by a set of equations that are used in classical 
mechanics to describe waves. The amplitudes of waves have alternating positive and negative 
signs, and points where the sign changes are known as nodes. Waves which interact in phase 
(i.e. amplitudes of like sign) reinforce each other to produce a larger wave. On the other hand, 
waves which are out of phase interfere with each other which results in smaller waves [2].  
 
Hence, the movement of electrons around a nucleus is expressed in the form of wave 
equations. The solutions to these equations are called atomic orbitals which are described as 
hydrogen-like (i.e. one electron) wave functions,Ψ, in space. The probability of finding an 
electron in a particular region in space is given by the square of the wave function, Ψ2.  
 
1.2.2 Atomic orbitals 
 
When wave functions are illustrated in three dimensions they typically appear as spheres or 
dumbbells. These shapes are illustrated in figure 1.1 and they indicate where an electron is 
likely to be found in a region of space. The probability of finding electron density at a node 
equals zero as Ψ=0.  
 
In the hydrogen atom, which consists of one electron and one proton, the lowest energy 
solution is the 1s orbital which is spherically symmetric and it does not contain any nodes 
(figure 1.1 (a)). The 2s orbital, which is the next highest energy solution, is also spherical but 
it is larger than the 1s orbital. In addition, electrons in the 2s orbital are further from the 
nucleus. The 2s orbital contains one node as observed in figure 1.1 (b), which represents a 
spherical surface of zero electron density. Above the 2s orbital, the wave functions of an 
electron have three energetically equivalent (or degenerate) solutions, 2px, 2py and 2pz. A p 
orbital is described by whichever axis, (x, y or z) the orbital axis is aligned with. The 2p 
orbitals are dumbbell shaped and the lobes of opposite sign are separated by a nodal plane 
through the nucleus of the atom as shown in figure 1.1 (c). With increasing energy the 
number of nodes also increases. As determined by Pauli’s exclusion principle, each orbital is 
only occupied by a maximum of two electrons of opposite sign. Moreover the Aufban 
principle states that electrons are added one by one to the atomic orbitals with those of lowest 
energy being filled first [2].  
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Figure 1.1: Three-dimensional representations of (a) 1s orbital, (b) 2s orbital and (c) 2p 
orbitals 
 
1.2.3 Molecular orbitals 
 
When the in-phase overlap of 1s orbitals occurs, a new orbital of lower energy is formed; a 
bonding molecular orbital. Overlap in this context is often referred to as the linear 
combination of atomic orbitals (LCAOs). The wave function in the space between the two 
nuclei is reinforced and hence the probability of finding the electrons in the molecular orbital 
is high, which encourages bonding to occur. However, the out-of-phase overlap between the 
same atomic orbitals results in the formation of an antibonding molecular orbital. The 
amplitude of the wave functions cancels in the space between two antibonding orbitals which 
creates a node. Thus the net result of the interaction between two 1s atomic orbitals of 
hydrogen is the formation of two molecular orbitals. The bonding molecular orbital is of 
lower energy and in hydrogen (H2), it is filled as there are only two electrons available to the 
system. Thus there is an overall decrease in total energy which explains why H2 is more 
energetically favourable than monoatomic hydrogen. The energy difference between the 
molecular orbitals is called the energy splitting and it is indicative of the strength of the H-H 
bond. In helium on the other hand, two filled atomic orbitals result in bonding and 
antibonding orbitals which are both filled. Hence the formation of He2 is not energetically 
favourable and helium exists as a monoatomic species. Overlap is most efficient between 
orbitals of similar size and energy. Therefore, two 1s orbitals will overlap more efficiently 
that 1s and 2p for example. Figure 1.2 shows schematics of bonding and antibonding orbitals.  
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Figure 1.2: In-phase (bonding) and out-of-phase (antibonding) combinations of 1s atomic 
orbitals. The + and – signs are attributed to the sign of wave functions and not charges 
 
Geometric factors are also of importance in atomic overlap in terms of the directionality of 
orbitals. For example, the alignment of two p orbitals along the internuclear axis results in the 
formation of a sigma (σ) bond. If the orbitals are aligned perpendicular to the internuclear 
axis, a pi (pi) bond is formed. All single C-C bonds are of σ type while those which contain 
double and triple bonds also exhibit pi characteristics. Examples of pi and σ bonding are 
shown in figure 1.3. The internuclear axis is an illustrated axis which passes through two 
nuclei in a bond.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3: Representations of σ bonds between atomic orbitals of (a) 1s and 1s, (b) 1s and 
2p, (c) 2p and 2p, (d) 2p and 3p. A pi bond between two 2p orbitals is shown in (e) 
(a) (b) (c) 
(d) (e) 
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1.2.4 Hybridisation 
 
When atomic orbitals on the same atom are mixed, new degenerate hybrid orbitals are 
formed. It only requires a small amount of energy for orbitals to mix in a process called 
hybridisation. This process modifies the electron configuration of carbon, which is 1s2 2s2 2p2 
(figure 1.4(a)). Figure 1.4 (b) illustrates sp hybridisation of carbon which involves mixing a 
2s orbital with a 2px orbital. Two sp hybrid orbitals are formed, which contain one electron 
each. Moreover the 2py and 2pz orbitals also contain one electron. The consequence of two 
partially filled sp orbitals is that carbon-carbon bonds consist of two pi bonds, which in 
addition to a σ bond (resulting from sp-sp overlap), produces a triple bond in molecules such 
as ethyne (C2H2). When 2s and 2p wave functions are mixed, sp orbitals are composed of 
50% s and 50 % p character which alters the arrangement of orbital lobes in space. The major 
parts of the orbitals are directed away from each other at 180º which reduces electron 
repulsion and results in improved bonding [3]. 
 
In sp2 hybridisation, atomic orbitals are mixed to form three new hybrid orbitals. In carbon, 
three partially filled sp2 hybrid orbitals are formed as the 2s orbital is mixed with the 2px and 
2py orbitals. As illustrated in figure 1.4 (c), the 2pz orbital is partially filled. This forms a pi 
bond, which in addition to a σ bond formed by sp2 overlap, creates a double bond with other 
carbon atoms. Materials which exhibit such sp2 + 2pz bonding include benzene and graphite. 
As with all hybridisation, there is improved overlap which increases bond strength.  
 
Carbon also undergoes sp3 hybridisation which involves mixing all three 2p orbitals with the 
2s orbital (figure 1.4 (d)). Consequently, four partially filled sp3 hybrid orbitals are formed, 
which exhibit σ covalent bonds. There is an absence of pi bonds. In order to achieve this 
bonding geometrically, the four equivalent sp3 orbitals are arranged with tetrahedral 
symmetry, as observed in diamond and methane (CH4) for example. 
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Figure 1.4: (a) electronic configuration of carbon, 1s2 2s2 2p2, (b) sp hybridisation, (c) sp2 
hybridisation and (d) sp3 hybridisation 
 
Figure 1.5 shows the correlation diagrams of sp2 and sp3 hybridisation. Firstly, in sp2 
hybridisation, the three hybrid orbitals are formed at an intermediate energy between the 2s 
and 2p orbitals while σ and σ* bonding and antibonding orbitals are associated with electrons 
in the hybrid orbitals. In addition, pi and pi* bonding and antibonding orbitals are formed by 
electrons in the unhybridised 2pz orbital. Figure 1.5 (a) also shows that the lowest unoccupied 
molecular orbital (LUMO) is the pi* antibonding orbital, which is of huge importance in 
EELS as discussed in chapters 2, 6 and 7. The pi and σ bonding orbitals are only partially 
occupied in atomic carbon but they are fully occupied in molecules where each carbon atom 
contributes three electrons to σ bonds and one electron to pi bonds. As all covalent bonds are 
σ bonds in sp3 hybridisation, the LUMO is σ* (figure 1.5 (b)). 
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Figure 1.5: Correlation diagrams of (a) sp2 hybridisation and (b) sp3 hybridisation 
 
1.2.5 Aromaticity    
 
The structure of benzene, C6H6, can be described in terms of atomic overlap. The carbon 
skeleton of the molecule forms a regular hexagon of C-C-C bond angle at 120º. For these 
bonds, sp2 hybrid orbitals of carbon are formed. Each carbon atom forms σ bonds to two 
other carbon atoms by overlap of sp2-sp2 orbitals. All six carbon atoms are also bonded to 
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hydrogen by overlap of sp2-1s orbitals. Each carbon atom has an unhybridised 2p orbital 
containing one electron and the overlap of these six 2p orbitals creates three pi bonding 
orbitals. In literature the pi orbital overlap is often represented as a pi cloud above and below 
the benzene ring (figure 1.6) [3].  
 
 
 
 
 
 
 
Figure 1.6: Schematic of benzene with (a) C-C σ bonds and C-H σ bonds. Blue indicates pi 
orbitals which form a cloud above and below the benzene ring as seen in (b) [3] 
 
Many chemical substances are derived from benzene and they are formed when hydrogen 
atoms are substituted with other functional groups, e.g. an alcohol group substitutes a 
hydrogen atom to form phenols. Further loss of hydrogen can result in the formation of 
polyaromatic hydrocarbons (PAHs), which are of great importance in this work and they will 
be discussed in chapters 2, 6 and 7. PAHs contain two or more benzene rings and each pair of 
rings share two carbon atoms. Examples include naphthalene (C10H8), anthracene (C14H10) 
and pentacene (C22H14). Figure 1.7 displays a schematic of naphthalene which depicts sp2 
hybridised carbon atoms at all atomic coordinates. Atoms 1 and 2 are bonded to three carbon 
atoms while the remaining carbons atoms are bonded to two carbon atoms and one hydrogen 
atom [4].  
 
 
 
 
 
 
 
Figure 1.7: Schematic of naphthalene. Carbon atoms are situated on the corners of each 
benzene ring. Atoms 1 and 2 are sp2 bonded to three carbon atoms while the remaining 
carbon atoms are sp2 bonded to two carbon atoms and one hydrogen atom [4]. The rings 
display the pi cloud as illustrated in figure 1.6 
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1.3 The Fundamentals of Heterogeneous Catalysts  
 
Catalysts are materials that ‘increase the rate of reaction without modifying the overall 
standard Gibbs energy change in the reaction’ [5]. A catalyst forms chemical bonds to 
reactants which facilitate their conversion without altering the reaction.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.8 showing an energy diagram for an uncatalysed and catalysed reaction. Numbers 
indicate activation energy for [1] uncatalysed forward reaction, [2] catalysed forward 
reaction, [3] catalysed reverse reaction and [4] uncatalysed reverse reaction. ∆G refers to 
change in free energy between reactant and product 
 
Figure 1.8 shows an energy diagram for a catalysed and uncatalysed reaction. In the latter 
case, particle collisions between molecules must possess high enough energy to overcome an 
activation energy that is required for that reaction to occur. Catalyst/reactant interactions in a 
catalysed reaction lower the energy barrier and hence the reaction takes place efficiently 
under more moderate conditions. Therefore the transition state is at a lower energy.  
 
Catalysts can be divided into two main categories: homogeneous and heterogeneous [6, 7]. 
Homogeneous catalysts refer to materials that are in the same phase as the reactants. The 
hydrolysis of esters by acid catalysts is an example. In a heterogeneous system, the catalyst is 
in a different phase to the reactants and they are adsorbed on to the surface of the catalyst. 
The products then desorb from the surface. An example of such a system is the synthesis of 
gaseous ammonia from nitrogen and hydrogen, which is catalysed by iron in the solid state 
[5].  
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1.3.1 Heterogeneous catalysis by adsorption 
A catalyst influences a chemical reaction in the following way; in order to achieve the 
reaction A + B → AB, some intermediate steps are created. Firstly, the reactant A will adsorb 
onto the catalyst surface C (A + C → AC). The same will also take place with reactant B (B + 
C → BC).  Consequently a reaction complex ABC will be formed. The final step involves 
desorption, where the product AB is released from the catalyst.  Figure 1.9 illustrates these 
processes.  
 
 
Figure 1.9 (a) showing reactant A and B adhering to a catalyst surface C, (b) reactant B 
forming a complex AB with the catalyst and (c) showing the product AB being desorbed 
from the catalyst 
 
Physisorption and chemisorption are two ways in which a reaction complex may be formed. 
Physisorption occurs when an adsorbate adheres to a surface through weak Van der Waal 
(intermolecular) forces with an adsorption energy of approximately 5-15 kJmol-1 [8, 9]. This 
value is lower than that associated with chemical bonding or chemisorption, which involves 
adsorption of molecules through a strong chemical bond that has an adsorption energy of 30-
70 kJmol-1 [5,7]. These processes are shown schematically in figure 1.10.  
 
 
Figure 1.10: Schematic in (a) i) and ii) showing associative and dissociative chemisorption 
respectively and b) showing physisorption  
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Catalyst deactivation is “a physical or chemical process that decreases the activity of a given 
catalyst [1].” In order to delay catalyst deactivation (section 2.2.) and enhance the functioning 
longevity of a catalyst, the efficiency must be considered. Catalyst efficiency is defined using 
three terms: activity, selectivity and lifetime. Activity describes the reactant conversion rate 
during catalysis or the extent to which the catalyst influences the enhancement of a reaction. 
Selectivity involves the ability of a catalyst to produce a specific product which will be 
discussed in section 1.4 in the context of zeolite materials. The lifetime refers to the period of 
time that is required by a catalyst to produce a product yield [5].  
 
1.4 Zeolites 
 
Zeolites are crystalline aluminosilicates which consist of AlO4 and SiO4 tetrahedra as shown 
in figure 1.11 (a). The tetrahedral units, which are known as primary building units (PBUs), 
share oxygen atoms at each vertex to form the overall structure of the zeolite. As explained 
below, zeolites contain cavities in the form of (micro)pores and channels that are occupied by 
charge balancing cations and water molecules, which have the freedom to move within the 
framework structure, resulting in ion exchange and reversible dehydration. Zeolites are used 
as ion-exchangers in many applications. For example, they are used to replace phosphate ions 
in detergents and in nuclear waste treatment to remove cesium and strontium ions. Secondary 
building units (SBUs) comprise several PBUs that are repeated in the material and fig 1.11 
(b) shows some examples of SBUs that have been identified in zeolite structures [1, 5, 8].  
 
Over a hundred and seventy five zeolite structures have been identified, of which 
approximately forty are naturally occurring. Zeolites are typically distinguished according to 
their pore size and rings, which provide interconnectivity between cavities. Rings are 
described in terms of their diameter and by the number of tetrahedra that they consist of, e.g. 
a six membered ring (MR) contains six tetrahedra. Figure 1.11 (c) shows an SBU unit from 
zeolite A, which consists of SBU 4, 6, 8 and 4-4. The pore diameter is approximately 4 Å and 
it is defined by an 8 MR. Zeolite A is considered a small pore zeolite, while medium and 
large pore zeolites exhibit pore sizes of approximately 5 Å and 7 Å respectively. The pore 
size may be modified by changing reaction conditions such as temperature or by modifying 
the ionic content of the zeolite [8, 10, 12].  
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Figure 1.11: (a) schematic of a PBU, tetrahedral bond consisting of four oxygen anions and 
silicon/aluminium cations; (b) some SBUs that have been identified in zeolite structures. 
Cations are placed in the corners but oxygen anions are not illustrated in SBUs and (c) an 
example of a zeolite A structure showing 4-4 SBUs [1] 
 
Figure 1.11 (c) shows that the bonding of various SBUs is conducive to the formation of a 
three-dimensional framework, which produces channels throughout the structure. The 
intersection of channels, which run in many directions, gives rise to the open and porous 
structure mentioned previously, which is responsible for the high surface area that is 
exhibited by zeolites. The porosity is of the order of molecular dimensions and for this 
reason, zeolites only adsorb molecules of a particular shape and size. Molecules which are 
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larger than the pores size are excluded from the zeolite and hence, zeolites are sometimes 
known as molecular sieves. For example, in zeolite Y, the large pore size controls access of 
reactants to acid sites while the three-dimensional structure of the channels allows diffusion 
of reactants and products.    
 
Activity in zeolite catalysts is provided by Brønsted and Lewis acid sites. In the Lowry-
Brønsted model, a Brønsted acid is a proton donor. According to the Lewis model, a Lewis 
acid is an electron pair acceptor. These two theories can be combined to state that all 
Brønsted acid sites are also Lewis acid sites, as H+ ions can accept electrons. The 
substitution, in zeolite catalysts, of Si4+ ions with Al3+ ions results in a net negative charge on 
the framework that can be compensated for by an acidic proton (such as H+), as observed in 
figure 1.12 (a). Hence, the Brønsted acid site is the site where the acidic entity is a hydrogen 
ion. The dehydration of a Brønsted site is shown in figure 1.12 (b) and it results in the 
formation of a Lewis acid site where the acidic entity is now an Al3+ ion [11].  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.12: (a) Brønsted acid site and (b) Lewis acid site 
 
Acid sites can facilitate the formation of a chemisorbed molecule into a classical carbocation, 
as displayed in figure 1.13, which is an active intermediate in hydrocarbon catalysis. 
Carbocations are reactive organic ions which possess a positive charge on the carbon atom.  
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Figure 1.13: illustration of the formation of a carbocation on a Brønsted acid site.  
 
The number and strength of acid sites are dependent on factors such as the ratio between 
silica and alumina, the types of cations available for ion-exchange and thermal treatments 
such as dealumination, which removes aluminium from the zeolite framework (section 1.5.3). 
A range of cations may be used to balance the overall negative charge on the aluminium 
tetrahedral. In a zeolite structure, mobile cations such as sodium and calcium, which may be 
present in the zeolite although not actually in the framework, may be exchanged by NH4+. 
During calcination (section 1.5.2), NH3 may be removed which can produce a Brønsted acid 
site [11].  
 
1.5 Hydrocracking catalysts 
 
Hydrocracking catalysts possess bifunctional properties. They contain a cracking function 
and a hydrogenation function. Cracking is provided by an acidic support which may consist 
of amorphous oxides (e.g. silica-alumina), crystalline zeolite plus binder (e.g. alumina) or 
high surface area carbons. Isomerisation and molecular cracking occur on acidic sites          
[1, 5, 11]. Isomerisation is a process that describes the rearrangement of a molecule without 
altering the molecular formula. The hydrogenation function is provided by noble metals, 
platinum and palladium for example, or non-noble metal sulfides involving transition metals 
such as tungsten and nickel. The hydrogenation material is deposited on the support and the 
hydrogenation of crude oil is catalysed on metal sites, resulting in a product which is more 
reactive for heteroatom removal. The ratio between the two functions may be modified 
during processing and it determines the selectivity and activity of a catalyst. In order for a 
catalyst to operate efficiently, the proximity of hydrogenation and acid sites is important, as it 
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allows rapid molecular transfer and prevents the occurrence of secondary reactions              
[1, 13, 14].  
 
1.5.1 Materials selection 
 
The vast majority of zeolites are processed from a silica and alumina source. The structure 
and properties of zeolites are modified by ionic exchange and chemical/thermal treatment. 
Some catalysts contain both zeolite and amorphous silica-alumina (ASA). In such designs 
both materials are responsible for cracking through their respective acidic sites. ASA also 
acts as a binder and a support for metals. When compared to amorphous oxides, zeolites have 
the advantage of possessing greater acidity which enhances cracking activity, increases 
thermal stability and increases resistance to nitrogen and sulfur poisoning.  
 
As mentioned in section 1.4, zeolites possess high porosity and surface area which assist the 
access of reactive molecules to acidic sites. Strong acidity facilitates the cracking of heavy 
fractions (10-20 carbon atoms per molecule) in crude oil into lighter fractions. As high 
molecular weight molecules do not enter the porous network of zeolites, such molecules are 
instead cracked on the ASA component. Products from this reaction may then be cracked 
further in the zeolite component.  
 
There are many methods which may be used to synthesise ASA from gels, including the 
precipitation of silica/alumina and the hydrolysis of organic derivatives of silicon and 
aluminium. These methods and others are discussed thoroughly in Scherzer’s text [1]. ASA 
possesses Brønsted acid sites which provide catalytic activity. It is assumed that these sites 
are formed as a result of a reaction between silica and alumina, which encourages some 
aluminium sites to become tetrahedrally coordinated.  
 
The activity of hydrogenating components is of the following order: noble metal>sulfided 
transition metal>sulfided noble metal. Hence, noble metals are generally operated in low 
sulfur conditions. In industry, most hydrocracking operations occur in high concentrations of 
hydrogen sulfide and organic sulfur compounds. For that reason non-noble hydrogenating 
metals are selected for hydrocracking. Studies by Scherzer have proven that when two metals 
are deposited on a catalyst, hydrogenation activity follows Ni-W>Ni-Mo>Co-Mo>Co-W [1]. 
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This series also holds true for the hydrogenation of heavier aromatics [1]. The quantity of 
metal partly determines the hydrogenation capability of a catalyst which is also determined 
by the hydrogenating/acidic ratio required for a particular application. The dispersion of the 
metal is a critical factor. Studies have shown that when metals are widely deposited on 
zeolites, there is increased resistance to sulfur poisoning which is explained by the electronic 
deficiency of the metals once they have been reduced [1]. Nickel interacts with silica-alumina 
to form a nickel oxide which lowers the acidity of the support. The process of sulfiding 
produces nickel sulfide which in turn regenerates the original active sites (section 1.5.2).  
 
Metal clusters may be dispersed on zeolitic or non-zeolitic components in a catalyst. 
Dispersion is determined by catalyst preparation methods. One method involves ion exchange 
where metal cations are reduced in the zeolite, although agglomerates of atoms can form 
clusters on zeolite cages. On the other hand, impregnation involves depositing a larger 
amount of metal than ion exchange and the metal compound solution used in this process 
may infiltrate pores in zeolitic and non-zeolitic components more efficiently.  
 
1.5.2 The processing of hydrocracking catalysts 
 
The processing of supported metal catalysts involves many steps. Much literature is devoted 
to this subject and alternative techniques exist within each step [1, 5, 7, 11]. For this reason, 
descriptions are extensive and only a brief overview will be provided in this work.  
 
The first step in processing involves the precipitation of the catalyst support. This process 
involves mixing solutions of material to form a precipitate which may be amorphous or 
crystalline. Experimental conditions determine the crystal structure and porosity of the 
material. During precipitation, die lubricant and pore-forming additives are often added in 
order to create a hard catalyst which contains an interconnectivity of pores. Once a precipitate 
has been formed it is thermally treated to remove water and volatile ions which may have 
been introduced into the material during precipitation. Moreover, calcination improves the 
strength of the catalyst by forming compounds via thermal diffusion. Calcination is a thermal 
treatment process which takes place below the melting point of a material and in catalysts, it 
densifies the support. The mechanical properties of the catalyst are provided by the support 
and its hardness, surface area and porosity are controlled during drying and calcination [1].  
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The process of impregnation involves dispersing metal in a catalyst support. Typically the 
support is thermally treated in order to expand the pores and hence allow impregnation to 
occur more efficiently as the metals diffuse towards acidic sites. There is a choice of 
impregnation methods: immersion, incipient wetness and diffusional impregnation. In the 
immersion technique, the catalyst support is immersed in a metal solution which infiltrates 
the pores and adsorbs onto the surface. Incipient wetness involves spraying the support with a 
volume of solution, while in diffusional impregnation the support is initially saturated in 
water and then immersed in aqueous solution, which consists of a metal compound. If the 
metal is present in cationic form it will interact with the support due to ion exchange which 
results in reduction of the metal. Dispersion is determined by factors which have been 
discussed in this chapter: porosity, strength of acidic sites and impregnation method. After 
impregnation, the catalyst is calcined for a second time although at a lower temperature than 
before in order to avoid sintering of the metal [1].  
 
The shape and size of a catalyst are dependent on its application and it is produced in the 
forming stage. Extrusion is a common forming technique which is used to extrude a thick 
paste through a die. Drying and/or calcining methods are again employed which is critical in 
the overall formation of the catalyst, as the water content in the paste determines pore size, 
density and mechanical properties. The drying of impregnated supports may result in an 
inhomogeneous distribution of metal. This is because water evaporates from small pores and 
it is replaced by water from larger pores due to capillary motion, causing the metal to shift 
within the framework. Extrudates are the most common form of hydrocracking catalysts and 
they typically exist as cylinders and trilobes as observed in figure 1.14.  
 
 
 
 
 
 
Figure 1.14: Illustrations of possible shapes that may be produced during forming [1] 
 
Activation is a process which transforms a calcined, formed catalyst into a catalytically active 
one. Activation involves the interaction of the hydrogenation function and support and the 
process can partly determine the activity and selectivity of a catalyst. Metals which have been 
sphere cylinder 
trilobe 
36 
 
impregnated onto a support will typically exist in oxide form but it is more advantageous to 
obtain a metal sulfide. This is because sulfur is less electronegative than oxygen as it has a 
larger atomic radius. Once a metal oxide has been deposited onto a catalyst support, the 
catalyst is dried in an inert nitrogen atmosphere, which prevents any reactions from taking 
place at elevated temperatures. After this stage, sulfiding typically occurs using hydrogen 
sulfide as the activating mixture at ~400ºC. These conditions are maintained for a few hours. 
The catalyst is then cooled to room temperature in the same gaseous mixture. During the 
initial stages of sulfiding, intermediate oxysulfide compounds are formed [1]. 
 
1.5.3 Dealumination 
 
Despite the shape selectivity of zeolites, the presence of micropores limits molecular 
diffusion. This limitation occurs if the sizes of a hydrocarbon molecule and micropore 
diameter are similar, which would restrict the transport rate into a zeolite crystal. For this 
reason the transportation of molecules (in micropores) occurs along the wall of the pore and 
consequently diffusion coefficients are low.   
 
A solution to this problem is to create pores which are larger than micropores and this 
concept introduces mesopores (~2-50 nm). The combination of mesopores and micropores is 
known as an intracrystalline approach as mesopores are formed in a zeolite crystal. This 
technique effectively shortens the microporous pathway to acidic sites. The formation of 
mesopores is equivalent to increasing the external surface area of a zeolite which results in a 
greater number of pore mouths becoming accessible to reactant molecules. Macropores   
(~0.5 µm) may also be created to further enhance diffusion (figure 1.15) [12].  
 
Steaming (or hydrothermal treatment) is often employed to generate mesopores. Steam 
increases the mobility of silicon and aluminium species in a zeolite structure. The Al-O-Si 
bonds become hydrolysed, eventually eliminating some aluminium species from the 
framework which becomes partially amorphous. Consequently silicon species may migrate to 
fill some of the vacancies left by the departing aluminium species. Vacancies that remain 
unfilled can form mesopores and regions of high mesoporosity can form channels in the 
framework. Steaming is a dealumination technique and other examples include acid leaching, 
base leaching and base treatments which are thoroughly explained by van Donk [12]. It is 
37 
 
evident that dealumination also modifies the acidic density of the framework as the silicon, 
aluminium ratio increases, which improves the efficiency of the catalyst.  
 
 
 
 
 
 
 
 
 
 
Figure 1.15: Schematic of a catalyst structure showing varying degrees of porosity [12] 
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2 The formation and characterisation of coke 
2.1 Introduction 
 
The current chapter will discuss the basic concepts of catalyst deactivation. The different 
modes and mechanisms of deactivation, in particular coking, will also be reviewed. The 
organic chemistry of coking will be explained in terms of reactants, operating conditions (e.g. 
temperature) and product formation. Finally the characterisation of coke, which has been 
documented in previous studies, will be assessed.   
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2.2 Catalyst deactivation 
 
A major problem with the operation of catalysts is their loss of activity, i.e. deactivation, with 
time-on-stream. Deactivation can either be chemical or physical in nature and it occurs during 
the main catalytic reaction (which is hydrocracking in this work). Deactivation is an 
inevitable process although its rate may be reduced by modifying operating conditions and 
altering catalyst design. Deactivation may arise due to pore blockage (or plugging) or due to a 
loss of activity on metals or on acid sites of the support. There are three major modes of 
deactivation; poisoning, coking and sintering [1].  
 
2.2.1 Catalyst poisoning  
 
Catalyst poisoning refers to the chemisorption of impurities and contaminants on a catalyst 
surface. This process reduces the efficiency of a catalyst as reaction paths towards acid sites 
become blocked and molecules become trapped. Consequently, reactant molecules are not 
able to access sites where cracking, isomerisation and hydrogenation occur. Poisoning may 
be classified as reversible or irreversible. Moreover, poisoning can also be described as 
selective and non-selective. The distribution of catalyst poisons is localised if they target 
selective regions such as active sites. On the other hand, non-selective distribution is more 
homogeneous as any region of a catalyst may be subject to poisoning [1].  
 
Catalysts which consist of zeolite and ASA binder are particularly susceptible to poisoning as 
a variety of different active sites are present on different components. If the process is 
selective in bifunctional catalysts, complete deactivation will often not occur, as many sites 
remain unaffected. Poisoning on acid functions depends on the basicity of poisons. Basicity 
in this context refers to a Brønsted base, which describes the ability of a poison to accept 
hydrogen ions from the support framework. The influence of poisoning differs for each 
catalyst system. For example, the catalysis of butanol (C4H9OH) is dependent on total acidity; 
hence the poisoning of any acid site will reduce catalyst activity. Conversely, some cracking 
reactions depend more on acid strengths and for this reason, selective poisoning at sites of 
strong acidity will reduce the activity of a catalyst [1].   
 
Poisoning of metal functions results from the chemisorption of an impurity, which is typically 
present in crude oil. Chemisorption may occur from a reaction on the surface of the metal or 
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as a consequence of alloy formation. Sulfur is critical as a poisonous species as it can 
strongly adsorb to metals and it remains stable under hydrocracking operating conditions. In 
platinum, sulfur poisoning occurs because the strong Pt-S bond alters the chemical properties 
of the platinum surface which weakens its interaction with other adsorbed species. Previous 
studies have proven that a high resistance to sulfur poisoning exists on small metal particles 
as adsorption occurs less efficiently when a smaller surface area is exposed [1]. Sulfur may 
also be adsorbed onto the support component of a catalyst. In this case, sulfur adsorbs to the 
Brønsted acid sites of alumina or zeolite for example, which modifies the electronic 
properties of the bonds [1].  
 
2.2.2 Sintering 
 
In catalysis, sintering is defined as the agglomeration of metals, which eventually precludes 
reactant molecules from accessing active sites, as the dispersion of metals in a support 
becomes modified. Sintering has been studied extensively and it is determined by several 
factors [1]. Firstly, the melting point is an important consideration. Metals which have low 
melting points will have larger atomic mobility, which will encourage sintering. Secondly, 
sintering can depend on the pore geometry in a support and studies have shown that it occurs 
more efficiently in zeolites which exhibit straight, parallel channels as metals can migrate 
with relative ease [15]. Conversely, the porous geometry of zeolite Y, consisting of 6-4 and 
6-6 SBUs, can block the migration of metals and sintering can only occur after initial 
disintegration of the aggregate. Thirdly, the extent of sintering is partly dependent on the 
interaction between metals (highly charged cations) and the acid sites of the support. Electron 
transfer or polarisation may occur, which results in a stronger interaction between metal and 
support. Finally, the surrounding atmosphere in hydrocracking conditions can influence the 
interaction and mobility of metal atoms. It has been shown that platinum particles, dispersed 
in zeolite Y, are stable at 800ºC in vacuum while sintering can be initiated at 320ºC in 
hydrogen atmospheres [1].  
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2.2.3 Coke formation 
 
“Coke” is a stable product which is formed under the operating conditions of a reaction. The 
accumulation of coke may be substantial in the first few minutes of a reaction, or it may form 
over a prolonged amount of time (months, years). Reaction temperatures, time on-stream, 
crude oil type and catalyst composition are critical factors which can affect the formation and 
composition of coke. Crude oil predominantly consists of aromatics, paraffins and 
naphthenes. These structures are illustrated schematically in figure 2.1. Paraffins are also 
known as alkanes which contain C-C and C-H bonds. They have the general formula CnH2n+2. 
Naphthenes are also referred to as cycloalkanes, as they are types of alkanes which contain 
one or more rings of carbon atoms. Products which are formed during reactions on a catalyst 
can be transformed into coke and they are known as coke precursors (described below).  
 
Studies have shown that at low operating temperatures (< 200ºC), coke formation does not 
occur on some unimpregnated zeolite catalysts [1]. Unimpregnated catalysts are those which 
do not contain metals, i.e. impregnation has not taken place. However, when the same 
catalyst contains platinum, coke has been identified, which indicates that metals are critical to 
coke formation. Bifunctional catalysts, such as those considered in this work, promote coke 
formation by initially forming unsaturated precursors (such as alkenes (olefins)) by 
dehydrogenation on metal sites. These molecules migrate to the acidic sites of the support 
material where polymerisation occurs. Polymerisation results in the formation of coke 
molecules which contain numerous unsaturated bonds. The polymerisation of aromatics, 
present in crude oil, also occurs. Hence, both metals and supports are responsible for the 
formation of coke molecules, even if coke is only detected on the support [16-18]. The 
formation of coke has been explained in terms of carbocations as discussed extensively by 
Scherzer [1]. 
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Figure 2.1: Structures of (a) benzene which is an aromatic structure, (b) ethane which is an 
example of a paraffin (or alkane) with the empirical formula CnH2n+2, (c) cyclopentane which 
is a naphthene molecule (or cycloalkane) and (d) ethene which is an example of an olefin 
(alkene)  
 
However, coke components are not solely dependent on polymerisation. Other reactions 
involve rearrangement (or isomerisation) and condensation reactions of cracked products and 
crude oil constituents. Condensation involves the combination of two molecules which results 
in the formation of a single large molecule and the loss of a small molecule. Moreover, due to 
the presence of naphthenic compounds, cyclisation may occur, which can result in the 
formation of PAHs such as coronene and pyrene (figure 2.2). All of the reactions mentioned 
thus far are exothermic and are typically reversible. Therefore, the concentration of products 
is limited by thermodynamic equilibrium. Data from literature suggests that coke may consist 
of polyaromatics, alkanes, alkenes and substituted benzenes [1, 2]. In addition, heteratoms 
such as sulfur and nitrogen may be present in coke, as well as methyl groups (CH3).  
 
When catalysts are subject to short times-on-stream at low operating temperatures (< 200ºC), 
coke molecules remain in zeolitic micropores due to strong adsorption, low volatility and 
high reactivity exhibited by coke precursors. Moreover, micropores also contain an 
abundance of acid sites, which encourage fast condensation reactions. Hence, due to 
condensation and rearrangement stages, the composition of coke at low temperatures very 
much depends on reactants and reactant products. Coke molecules in micropores are 
normally soluble in organic solvents, which is typical of catalysts that have been subject to 
short times-on-stream. Due to the spatial restriction applied by micropores, coke molecules in 
(a) 
(c) 
C C H H 
H H 
H H (b) 
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CH2 CH2 
CH2 CH2 
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these regions are generally less polyaromatic or simply smaller, than molecules deposited in 
meso- and macro- pores.    
 
 
 
 
 
 
 
Figure 2.2: Structure of (a) coronene (C24H12) and (b) pyrene (C16H10) 
 
For a longer time-on-stream and higher operating temperature (hence higher coke content), it 
is concluded that coke molecules become more insoluble as the molecules grow. Growth is 
encouraged by the presence of meso- and macro- pores, which are where much of the 
insoluble (and hence polyaromatic) coke is deposited. While the coke molecules are less 
reactive than those formed in micropores, they are large compounds and hence the contact 
time between polyaromatic molecules and acid sites is significant, which leads to the 
formation of even larger molecules that are difficult to desorb from the zeolite [15, 16]. A 
simplified schematic of coke mechanisms is shown in figure 2.3 [5, 19-22].   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
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Figure 2.3: Simplified schematic of coke formation [15] 
 
Zeolite catalysts are typified by acid sites and porosity. It is difficult to analyse exactly how 
these features affect coking as it is difficult to produce identical pore structures with identical 
acid sites. However, some suggestions are forthcoming. Firstly, stronger acid sites increase 
the coking rate as dehydrogenation, condensation and polymerisation reactions occur more 
efficiently. In addition, more coke precursors are retained in the zeolite. Secondly, a higher 
density of acid sites also increases coking rates as a larger number of reactions occur along 
the diffusion path within zeolite crystallites.  
 
Coking can be reduced by lowering the concentration of coke precursors. This may be 
achieved by operating cracking reactions under hydrogen pressures over bifunctional 
catalysts. In these conditions, olefinic intermediates are only formed in trace amounts. Hence, 
olefinic isomerisation may occur but there is not an adequate concentration of olefins which 
can participate in coking reactions. As mentioned in chapter 1, hydrocracking is performed 
under higher hydrogen pressures than other cracking reactions and for this reason, 
hydrocracking catalysts contain less coke.  
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Regeneration is a process that is employed to burn off coke from a catalyst. Regeneration is 
typically performed by calcination (at ~400-500ºC) in a stream of diluted oxygen or air. 
During combustion, coke is converted into carbon dioxide (CO2) and water (H2O). Catalysts 
are subject to appreciable heat during calcination, which may encourage sintering in catalysts. 
In order to prevent sintering during regeneration, gas streams initially contain trace amounts 
of oxygen (2-5%) and the concentration of oxygen is gradually increased with time, in order 
to achieve coke burnoff. After the regeneration of bifunctional catalysts, metals are 
redispersed (or rejuvenated) to fully restore catalyst activity. The exact conditions of 
regeneration depend on the reactivity of coke which is governed by its chemical structure, 
distribution, mechanism of formation and composition (H/C ratio and presence of 
heteroatoms). The composition of the catalyst is also an important factor. In the initial stages 
of regeneration, oxidation reactions are controlled by diffusion due to pore plugging of the 
catalyst framework. As oxidation continues, the pores become more accessible and for that 
reason, mass transfer limitations are reduced. In addition, metals may also accelerate the rate 
of coke oxidation due to their catalytic properties.  
 
Studies have shown that regeneration can affect the distribution of metals on a support and 
that in particular, nickel and molybdenum can migrate to the edge of pellets at temperatures 
of ~ 550ºC. Such migration emphasises the requirement for redispersion [1, 18, 23].  
 
2.3 Coke characterisation 
 
In the current work, a review will be provided of some of the techniques that have been used 
to characterise coke molecules. Many techniques have been documented in literature and 
studies by Querini are recommended for further reading as they contain thorough reviews on 
coke characterisation [17]. The aim of the current work is to briefly explain a few of the 
methods that are currently used to determine the morphology, quantity and location of coke 
molecules which deposit on catalysts. 
 
Temperature-Programmed Oxidation (TPO) has been used to determine many properties 
associated with coke. TPO is a powerful technique which assesses the oxidation kinetics of 
coke precursors which is important when considering the design of regeneration processes. 
TPO involves heating a catalyst in a flow of oxygen which acts as the carrier gas (reactant). 
The consumption of oxygen is examined as it will differ for different components on a 
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catalyst. Hence, TPO profiles may be used as a fingerprinting method, as regions of metals 
and support can be assigned to different peaks due to the difference in their oxidation 
behaviour. In this way, the location of coke can be determined. Metals have a catalytic 
influence on the burning of coke which will be displayed as peaks at relatively low 
temperatures in comparison with regions that are free of metals. Results obtained from TPO 
can be analysed using different apparatus. Typically, carbon monoxide (CO) and 
hydrocarbons released from the catalysts are converted into CO2. It is the formation of CO2 
which is of interest in TPO. TPO can be applied to determine the H/C ratio (i.e. composition) 
of coke molecules. The difference between CO2 production and O2 consumption is attributed 
to the production of water, hence a formula CHx can be obtained. Therefore, the location of 
coke can be complimented with compositional information. The reader is referred to 
Querini’s review for a more extensive description of TPO [24].  
 
The reaction rate between coke and oxygen is dependent on composition (of both coke and 
catalyst), morphology and location of coke, oxygen partial pressure and the catalytic 
influence of catalyst components and impurities. For this reason, kinetic studies reveal 
information regarding coke characteristics. Power law kinetic expressions have been applied 
on supported metal catalysts where the reaction rates of oxidation are proportional to coke 
concentration with a given reaction order. The size and shape of coke molecules is important 
because if for example, coke exhibits a three-dimensional structure, the oxidation of coke is 
less than first order. If coke is present as a multilayer, the reaction order is zero because after 
burnoff, new layers of carbon are exposed and hence the rate of coke oxidation is not altered. 
Conversely, the reaction order equals one for a monolayer where all carbon atoms are 
exposed at once. In order to identify transitions from mono- to multi- layers, partial burn 
experiments are performed where a catalyst is heated to an intermediate temperature and held 
for a prolonged amount of time. If the coke reaction rate is approximately zero, the reaction 
rate would be constant at constant temperature. Figure 2.4 shows an example of TPO profiles 
that have been obtained from two coked catalysts [17, 24, 25]. 
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Figure 2.4: TPO profiles of coked Pt-Re-S/alumina catalysts which have been in service for 4 
days and 89 days. In the latter case, the TPO profile stays constant for some time suggesting a 
multilayer arrangement of carbon [17]  
 
In addition to TPO, temperature-programmed hydrogenation (TPH) and temperature-
programmed gasification (TPG) are also used as analytical methods. Hydrogen is used as the 
carrier gas in TPH while an inert gas such as helium or nitrogen is used in TPG.  
 
Infrared (IR) spectroscopy has been applied to investigate coke on many catalyst systems. IR 
spectroscopy involves measuring the specific frequencies at which molecules vibrate or 
rotate. Firstly a beam of infrared light is passed through a material. Once the beam has 
interacted with the material, examination of the transmitted beam reveals information 
regarding the amount of energy absorbed at each wavelength. This data can be displayed in 
an absorption or transmittance spectrum. Analysis of these spectra reveals the structure of a 
material, as it is governed by its absorption characteristics. IR spectroscopy of coke can 
differentiate between different structures such as olefins, unsaturates and aromatics as bonds 
such as C=C, C-C and C-H possess different infrared absorption properties. Moreover, the 
location of coke may be determined by corresponding coke-containing molecules with 
catalyst surface groups, such as Brønsted OH bonds. For this reason, the distribution of coke 
on a support may be assessed. In practice, the implementation of IR spectroscopy on coke is 
not simple due to the complexities of coke structure and the vast number of functional groups 
present. Figure 2.5 shows IR spectra obtained from a fresh and deactivated catalyst. 
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Figure 2.5: IR spectra of (a) fresh and (b) deactivated zeolite catalyst, at 75ºC. A small peak 
at 1590 cm-1 was assigned to polyaromatic coke (arrow) [17] 
 
As mentioned in section 2.2.3, the gasification of coke molecules is important in 
regeneration. One mechanism involves the formation of pyrolytic carbons (such as soot) 
which is formed at high temperatures (~>1000ºC). Soot is present as spherical particles which 
consist of small crystallites that link together in chain-like structures [17]. On the other hand, 
catalytic carbons are formed at a lower temperature and they consist of highly crystalline 
carbon deposits that form after hydrocarbon dehydrogenation at metal sites. Laser Raman 
spectroscopy has been used to determine the ordering of coke deposits. Raman spectroscopy 
involves impinging light onto a molecule, which causes an interaction with the electron cloud 
and bonds in the molecule. Upon impingement, the molecule is excited to a virtual energy 
state from the ground state and relaxed into a vibrational excited state. Vibrational 
information can be used to investigate chemical bonds, symmetry of molecules and the 
crystallographic orientation of specimens.  
 
As with IR spectroscopy, Raman data can be difficult to interpret due to the presence of 
different bonds and particle sizes. Moreover, the contamination of a catalyst surface with 
coke increases surface fluorescence. The latter problem can be avoided by using ultraviolet 
(UV) Raman spectroscopy as an ultraviolet wavelength below 260 nm enhances Raman 
signals and reduces fluorescence background. 
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The catalyst support can be dissolved with a strong acid and coke can then be obtained using 
different solvents in a method called solvent extraction. The accuracy of this technique is in 
debate as the properties of coke may be altered after dissolution, although this has been 
questioned by some authors [1]. Typically a support is dissolved in 40 % hydrofluoric (HF) 
acid and the soluble components of coke are extracted using methylene chloride (CH2Cl2). 
The chemical identity of coke can be obtained using techniques such as IR spectroscopy and 
its developed formula may be calculated using gas chromatography-mass spectrometry    
(GC-MS), which involves separating a mixture of compounds into individual components. 
Dissolution studies have shown that at low coke contents, coke is soluble, non-aromatic with 
high H/C ratio and it is located in the micropores of zeolites, as the coke molecules are too 
volatile to be situated on the surface. Coke is more aromatic in larger pores as discussed in 
section 2.2.3. Different solvents are used in dissolution experiments. For example, carbon 
tetrachloride (CCl4) removes coke from the zeolite surface only, as the CCl4 molecule is too 
large to enter micropores although they can be accessed by CH2Cl2.  
 
Nuclear Magnetic Resonance (NMR) is a material property which magnetic nuclei exhibit in 
the presence of a magnetic field and electromagnetic pulse. The nuclei in atoms absorb 
energy from the electromagnetic pulse and energy is radiated back out at a specific resonant 
energy, which is governed by the species in a material. In terms of coke, NMR has been used 
to identify bindings between aromatic rings and alkyl groups (table 2.1). However, it is 
difficult to differentiate between olefins and aromatics as the signals from these compounds 
arise in the same region of NMR spectra.  
 
 
 
 
 
 
 
 
 
 
 
Table 2.1: table showing some NMR signal assignments [17]       
Signal (ppm)  Assignment 
 
15   methyl group bound to paraffinic carbon 
 
19   methyl group linked to aromatic 
 
21   methyl group bound to olefinic carbon 
 
23   CH2 group linked to methyl groups 
 
125   aromatic C-H groups 
 
128   aromatic C-H groups 
 
140-150   polyalkylated aromatic 
 
160   C-O bonds, aromatic  
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X-ray diffraction (XRD) has been used to study the crystalline characteristics of coke. XRD 
is used to determine the crystal structure of a compound by studying the elastic scattering of 
X-rays in a XRD pattern. The carbon signal of coke is weak in comparison with alumina for 
example, hence XRD studies of coke are typically complimented with support dissolution so 
that the analysis of coke, liberated from the support, can also be performed. After dissolution, 
XRD analysis can show diffraction peaks, which can be attributed to the stacking of graphite 
sheets for example as shown by Maxwell et al [26, 27].   
 
Electron energy-loss spectroscopy (EELS) and X-ray absorption spectroscopy (XAS) have 
also been used to characterise coke. These techniques can generate spectra that comprise 
near-edge structure and the assignment of peaks in the spectra can help identify the structure 
and bonding of coke. EELS and XAS will be discussed in much detail in the forthcoming 
chapters. However, an example of a near-edge structure is provided in figure 2.6. The figure 
shows a peak at approximately 287 eV which corresponds to the presence of an alkyl group 
in a coke molecule. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6: Carbon profile acquired in an electron microscope at particular distances away 
from the edge of a coked zeolite crystal. The arrow is directed at a peak which represents an 
alkyl group [28] 
 
2.4 Summary 
 
The process of catalyst deactivation has been discussed in terms of poisoning, sintering and 
coking. Coking forms as a result of reactions that occur both on metals and supports. The 
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structure and size of coke molecules varies with operating temperatures, density of acid sites 
and shape/size of pores. At high temperatures the composition of coke is almost independent 
of reactant molecules and coke is mainly governed by the properties of pores in the support 
material. In this case, coke is identified as being insoluble and polyaromatic. Conversely, at 
lower temperatures, coking depends on reactants and the carbonaceous deposits are typically 
non-polyaromatic as they are formed during condensation and rearrangement steps. A review 
has also been presented regarding coke characterisation techniques.  
 
2.5 Project overview 
 
There is a great economic objective in understanding how catalyst deactivation occurs. Coke 
has been briefly investigated using electron microscopy, specifically energy-filtered 
transmission electron microscopy (EFTEM) and EELS [17]. The current work involves 
determining the distribution and structure of coke, on zeolite/alumina hydrocracking 
catalysts, by using these techniques in much detail.  
 
Thus far in this thesis, the bonding of carbon has been discussed in chapter 1. In addition, the 
fundamentals of catalysts and an overview of materials selection, specific to hydrocracking 
catalysts, have been provided. Chapter 2 has reviewed catalyst deactivation (specifically by 
coking) and a summary has been provided of the most common characterisation techniques, 
which have been used in previous studies. Chapter 3 assesses the instrumentation that was 
used during specimen preparation and electron microscopy. It is important to produce 
electron transparent specimens for electron microscopy and this subject is discussed in 
chapter 4. EFTEM results will be presented in chapter 5 and EELS data will be discussed in 
chapters 6 and 7. Conclusions will be provided in chapter 8, which also contains suggestions 
for further work.  
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3 Instrumentation and theory 
 
3.1 Introduction 
 
This chapter discusses the instrumentation that was used in this work. The basic theory of 
electrons will be reviewed as well as the different types of electron-specimen interactions that 
exist. Descriptions of transmission electron microscopy (TEM), scanning transmission 
electron microscopy (STEM) and electron energy-loss spectroscopy (EELS) are given and 
theoretical explanations are provided for each process. The FEI-Titan microscope is also 
discussed; specifically the detectors, condenser lens system, image corrector and electron 
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monochromator. The last section of the chapter summarises the specimen preparation 
techniques that were used to produce electron transparent specimens in this work.   
 
3.1.1 Basic theory 
 
 
Electrons are used in microscopy for many reasons. They can be generated in an efficient 
manner and to quote Williams and Carter, ‘electron sources are plentiful’ [29]. The 
trajectories of electrons can be controlled by electromagnetic lenses that allow images and 
diffraction patterns to be formed. Moreover, when electrons are used in techniques such as 
EELS and energy dispersive x-ray spectroscopy (EDX), the structural and compositional 
information of a material can be obtained. All of these concepts shall be discussed in this 
chapter. The most important characteristic of electrons is that their wavelength is much 
smaller than that of visible light (400–700 nm) [29]. The wavelength of a fast electron (λ) is 
related to its momentum (ρ) and Planck’s constant (h) as described by de Broglie’s theorem 
of wave-particle duality (equation 3.1) [30-34]. This equation was quoted in chapter 1 but in 
order to make the derivations in equations 3.2 - 3.5, it has been quoted again.   
 
mv
h
=λ     Equation 3.1  
 
where λ is the wavelength of an electron, h is Planck’s constant, m is the mass of an electron 
and v is its velocity 
 
Due to the first law of thermodynamics, the potential energy of a fast electron is equal to its 
kinetic energy, as shown in equation 3.2:  
 
2
vm
eV
2
0
=
    Equation 3.2 
 
Where e is the charge of an electron (1.6 x10-19C), V is the accelerating voltage and m0 is the 
rest mass of an electron. 
 
Re-arranging equation 3.2 gives 
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eV2mv 0 =  
           
eVm2vm 00 =⇒      
 
Equation 3.3 can be substituted for momentum in equation 3.1, 
 
eVm2
h
o
=λ
   Equation 3.4 
Equation 3.4 must be corrected for the relativistic mass of an electron and this correction is 
shown in equation 3.5; 
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o
o +
=λ    Equation 3.5 
 
All results in this work were obtained using transmission electron microscopes (TEMs) which 
operated at accelerating voltages of 200 kV or 300 kV. At 200 kV, λ = 2.51x10-12 m and at 
300kV, λ = 1.97x10-12 m [35]. Electrons are described as ionising radiation as they can 
remove inner electrons from the attractive field of the nucleus. In a TEM, a high energy beam 
of electrons interacts with a thin specimen (≤100 nm) which produces a wide range of 
secondary signals [29]. These signals are illustrated in Figure 3.1 and many can be used in 
analytical electron microscopy (AEM) in techniques such as EDX and EELS. All of these 
signals will be described in this chapter.  
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Secondary 
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Figure 3.1: Schematic showing signals generated when a high-energy beam of electrons 
interacts with a thin specimen [29] 
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3.1.2 Elastic scattering 
 
When considering the energy of an electron, electrons are viewed as particles and their 
interactions with a specimen are analogous to the collisions of billiard balls. Two types of 
specimen interaction can occur; elastic and inelastic, where the energy of the particle is either 
conserved or lost respectively [29, 30]. When the wave nature of electrons is considered, both 
elastic and inelastic interactions can be further separated into coherent and incoherent 
scattering. Coherently scattered electrons remain in phase with each other after specimen 
interaction and incoherently scattered electrons have no phase relationship.  
 
When a single electron interacts with an isolated atom, elastic scattering can occur in two 
ways involving Coulombic forces: an electron can interact with the electron cloud of an atom 
which results in relatively low angle of scattering; or attraction of the electrons by the nucleus 
results in a higher angle of (Rutherford) scattering and sometimes even complete backscatter. 
The relationship between the scattering angle and the energy of the electrons is described by 
the atomic scattering amplitude, f(θ) as shown in equation 3.6 [29]:  
 
)()
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(
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2
xfZh
mef −=
θ
λθ
         Equation 3.6 
 
where m is the relativistic mass of an electron, Z is the atomic number of the atom which is 
associated with Rutherford scattering, fx is the scattering factor for X-rays and θ is the angle 
through which electrons are scattered by an atom. The scattering factor fx refers to scattering 
from the electron shells of an atom. All other terms have been defined in equations 3.1–3.5. 
Thus far, electron scattering from individual atoms has been discussed, but in a crystal, the 
structure factor F(θ) is of importance. F(θ) is a measure of the amplitude scattered by a unit 
cell of a crystal structure. Scattering occurs from an array of atoms (or planes of atoms) 
which can lead to diffraction, which is a coherent process. The scattered waves have a path 
difference equal to an integral number of wavelengths if they remain in phase. The structure 
factor F(θ) is defined in terms of the sum of the atomic scattering factors in a unit cell 
multiplied by a phase factor. The phase factor considers the phase difference between waves 
that have been scattered by different atomic planes. Electron diffraction is generally 
dynamical in nature which means that Bragg diffracted beams can be re-diffracted by atomic 
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planes and this effect increases with specimen thickness. Kinematical approximations 
describe electrons that that have been weakly diffracted (relative to the direct beam) and will 
not be re-diffracted [29, 30].  
 
3.1.3 Inelastic scattering 
 
When a beam of electrons interacts with a specimen, inelastic scattering can also occur, 
which involves transferring energy from the beam to the specimen. Inelastic scattering can 
occur in many ways. One example is the emission of X-rays. X-rays are formed when an 
incident electron ionises an atom by exciting an inner shell electron to a state above the Fermi 
level, which creates a hole in the inner shell. The atom returns to the ground state when an 
outer shell electron fills the hole. During this transition, a characteristic X-ray can be emitted 
(figure 3.2). The energy of the emission is characteristic of the difference in energy between 
the two electron shells, which is unique to a specific atom [29, 30]. Alternatively, an ionised 
atom can also return to a ground state by releasing Auger electrons. For example, when the 
hole in the inner K shell is filled by an electron in the L1 shell, the energy released can be 
transferred to an electron in the L3 shell which is then ejected. These ejected electrons are 
referred to as Auger electrons and they, like X-rays, also have a characteristic energy. The 
energy is determined by the difference between the initial excitation energy and the binding 
energy of the outer shell from where the Auger electron is ejected (figure 3.3). Auger 
electrons are ejected from close to the surface of the specimen and hence they are affected by 
specimen contamination and oxidation [29, 30].  
 
 
 
 
 
 
 
 
 
Figure 3.2: Schematic illustrating the emission of X-rays [29] 
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Figure 3.3: Schematic showing Auger electron emission. The energy released, when an L1 
electron fills in the hole in the K shell, is transferred to an electron in the L2,3 shell, which is 
emitted as a KL1L2,3 Auger electron [29] 
 
Inelastic scattering can also occur as a result of exciting phonons, which are atomic lattice 
vibrations. When a high energy electron beam interacts with an atom, atoms in the lattice 
vibrate collectively which can lead to specimen heating. Phonons can also be generated by 
the energy of other inelastic processes such as X-ray and Auger electron emission. Plasmons 
are collective resonant oscillations and they are discussed further in section 3.5. Inelastic 
interactions in a specimen may result in beam damage which will affect the chemistry and 
structure of a material. Damage might relate to the breaking of chemical bonds in polymers 
for example. This is known as radiolysis and it occurs as a result of specimen heating. Knock-
on damage refers to the displacement of atoms from a crystal lattice, which creates point 
defects and affects microanalysis. Specimen damage in the electron microscope should be 
minimised as much as possible using techniques that are described by Grubb et al. [31]. 
Beam damage is discussed further in chapter 6.  
 
3.2 The transmission electron microscope 
 
3.2.1 Electron sources 
 
There are two main types of electron sources that are used in TEMs. The first is a thermionic 
source which produces electrons when the source material is heated. The second is a field 
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emission source which generates electrons by applying an intense electric field to it. These 
sources form part of an assembly which is known as the electron gun. 
 
In a thermionic gun, the source material is heated when a current is applied. Electrons are 
released if they possess enough energy and they are accelerated towards an anode and 
focused to a crossover. Materials that are used as a thermionic source should have a high 
operating temperature to avoid melting (e.g. tungsten) and a low work function (e.g. 
lanthanum hexaboride (LaB6)) so that electrons can be released easily. Tungsten sources are 
sometimes known as filaments as they are engineered into a fine wire (of approximately     
0.1 mm diameter) [29]. The wire is bent into a V shape so that electrons emanate from as 
small an area as possible. LaB6 crystals are usually grown with a [110] orientation to enhance 
emission [29].   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Schematic of a tungsten thermionic triode gun where αo is the divergence angle 
[29] 
 
Figure 3.4 shows a schematic of a thermionic electron gun. Both tungsten and LaB6 sources 
are used as a cathode in a triode gun. The other components in the gun assembly are a 
Wehnelt cylinder and an anode that has a hole in its centre. When a current is applied, 
electrons emanate from the cathode and they are accelerated by the potential difference that 
exists between the cathode and anode (e.g. 200kV). In order to control the trajectory of the 
electrons and to direct them into the hole of the anode, a small negative bias is applied to the 
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Wehnelt cylinder. In the presence of a negative field, the electrons are focused to a crossover 
between the Wehnelt and anode [29].  
 
The theory of field emission guns (FEGs) is based on the fact that at a particular voltage V, 
the strength of an electric field E is increased with a decreasing source radius r. This is stated 
in equation 3.7. 
 
r
VE =
    Equation 3.7 
 
Tungsten wire, which is used in FEGs, is often engineered into a fine tip.  A high voltage 
forms a large electric field which lowers the work function barrier for electrons to be emitted 
from the material. The operation of FEGs involves the use of two anodes. The first anode is 
positively charged (with respect to the tip) in order to extract electrons from the field 
emission tip. This charge is called an extraction voltage. The electrons are then accelerated to 
the required accelerating voltage by using a second anode. The combined fields of the anodes 
act as an electrostatic lens which produces a crossover as shown in figure 3.5. The lens 
controls the effective size of the source [29, 30, 32].  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Schematic showing a FEG source [29] 
 
The energy spread of a source is an important consideration and it is determined by 
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(e.g. αo in figure 3.4). As LaB6 crystals have a smaller tip diameter (~2 µm) than tungsten 
filaments (0.1 mm), a smaller crossover size is formed which reduces the energy spread [29]. 
In a FEG, the crossover size is smaller than both thermionic sources, which means that in the 
former, a smaller demagnification of the crossover is required by the condenser lens system 
(section 3.4.1). Brightness is another important characteristic of electron sources. It is defined 
as the current density per solid angle and it is affected by the beam current. Brightness is 
especially critical when the electron beam is focused to a probe in STEM mode as a large 
current is required in a small probe. Table 3.1 summarises some important characteristics of 
the main electron sources [29].  
 
 
 
 
 
 
 
 
 
Table 3.1: Characteristics of the three principal sources operating at 100 kV [29] 
 
Four microscopes were used in this work; a JEOL 2000, a JEOL 2010, a JEOL 2100F and an 
FEI-Titan. The JEOL 2000 was equipped with a tungsten filament and the JEOL 2010 was 
equipped with a LaB6 source. The FEI-Titan and JEOL 2100F use a Schottky field emission 
gun. In this particular gun assembly a fine tungsten tip is engineered from a [100] single 
crystal of tungsten and it is coated with zirconia (ZrO2) in order to lower the work function. 
The tip is placed on a tungsten hairpin which heats the tip to a temperature of approximately 
1800ºC during operation. Heating prevents any build up of contamination on the tip and 
enhances electron emission.    
3.2.2 Electromagnetic lenses and aberrations 
 
Electrostatic lenses can be used to focus electrons (section 3.2.1) but electromagnetic lenses 
are superior as they do not suffer from high voltage breakdown [29]. Many components are 
required to form electromagnetic lenses. Firstly, a cylindrical core of magnetic material, such 
as soft iron, is used as a polepiece which contains a hole (or bore). Secondly, a coil of copper 
Units  Tungsten  LaB6    FEG 
Work function    eV      4.5     2.4     4.5  
 
Crossover size  
   
      50     10    <0.01   
 
Brightness  A/m2/sr     109   5 x 1010    1013     
  
Energy spread    eV       3     1.5      0.3 
µm 
61 
 
wire surrounds each polepiece, so that when a current is applied through the coil, a magnetic 
field is produced in the bore. The field is axially symmetric and it deflects the electron beam. 
Due to the resistive heating of the coil, the lenses are cooled with a water recirculating 
system. The distance between the polepiece faces is called a gap and the bore-to-gap ratio is 
an important factor in the focusing properties of electromagnetic lenses. If an electron travels 
along the axis of the lens, but away from the centre of the lens, it will interact with the radial 
component of the lens field. This interaction causes the electrons to be directed towards the 
axis. The radial and axial components of the lens field cause the electrons to travel through a 
helical path [29].  
 
Due to the presence of imperfections in the manufacture of electron lenses, astigmatism and 
aberrations are present, which can affect the resolution of an image. Astigmatism arises when 
electrons are deflected by a non-uniform magnetic field as they spiral round the optic axis 
which affects the path of the electron beam. This can result in a circular object being imaged 
as an ellipse. A perfectly uniform field can never be obtained in practice as the polepieces are 
not uniformly cylindrical and microstructural defects in the magnetic material can cause 
variations in the magnetic field strength [29].  
 
Figure 3.6 (a) shows a schematic of spherical aberration. Spherical aberration is present in 
rotationally symmetric electromagnetic lenses and it is caused when a lens field acts 
inhomogeneously on off-axis rays. In other words, the further away the rays travel from the 
optic axis, the more strongly they are directed back towards it by the objective lens (section 
3.2.4). Consequently, a point source will be imaged as a disk. Figure 3.6 (b) shows a 
schematic of a perfect lens where a point source is imaged as a point image. It is the extent of 
spherical aberration of the objective lens that ultimately limits the resolution of a TEM. 
Chromatic aberration refers to electrons that emerge from the thin specimen at a range of 
energies. The objective lens will bend lower energy electrons more strongly and thus 
electrons from a point in the specimen will appear as a disk [29]. The coefficients of spherical 
and chromatic aberration are known as Cs and Cc respectively and they are constant for a 
particular lens in an electron microscope. Many aberrations are present in an electron 
microscope. Hence, an aberration coefficient can be used to determine the effect of 
aberrations. A mathematical definition and a list of all aberration coefficients up to the fifth 
order are provided by Krivanek et al. [33].   
 
62 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: (a) showing spherical aberration in a real lens and (b) perfect lens [29] 
 
Apertures reduce the number of electrons hitting the specimen and hence protect it from stray 
radiation. Apertures improve the contrast of images as high angle beams emerging from the 
condenser and objective lenses are discounted. Apertures consist of holes that are formed in a 
component of metal called a diaphragm. Diaphragms are made of refractory metals such as 
platinum or molybdenum and they can either be individual disks with varying aperture sizes 
or a single strip containing different apertures. Diaphragms can often collect contamination, 
which is caused by the electron beam cracking residual hydrocarbons in the vacuum. If 
contamination gathers on the aperture edge, the apertures lose their circular shape and this 
can lead to astigmatism. Contamination can be removed by manufacturing thin foils of 
diaphragm which heat up when the electron beam strikes, although this can also lead to 
fracture of the diaphragm [29]. 
 3.2.3 Electron detectors 
 
All electron microscopes must translate electron intensity, which has been scattered by the 
specimen, into visible intensity. In a TEM, the viewing screen is normally coated with a 
scintillator material such as doped zinc sulfide (ZnS) which emits green light, when 
interacted by electrons, with a wavelength of ~ 550 nm. The main requirement of the viewing 
screen is that the ZnS grains are small enough so that they cannot be resolved with the eye. 
The intensity in the viewing screen is analogue in nature as the contrast cannot be altered 
[29]. On the other hand, the signal from an electronic detector can be digitised before being 
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displayed on a cathode ray tube (CRT). A common type of electron detector is a charge 
coupled device (CCD) and its function is described below.  
 
For this work, energy-loss spectra (section 3.5) were recorded using a Gatan Tridiem 
spectrometer. In an energy-loss spectrometer, electrons travel through the entrance aperture 
and down an electrically isolated drift tube. The electrons are deflected by an angle of 90º by 
the surrounding magnetic fields as illustrated in figure 3.7. Electrons that have lost energy 
will be deflected further than those that have no energy-loss [35]. A spectrum is produced in 
the dispersion plane of the spectrometer which consists of the distribution of electron counts 
versus energy-loss. The electrons then pass through electron lenses that project a magnified 
version of the energy-loss spectrum onto a Ce-doped yttrium aluminium garnet (YAG) 
scintillator which converts the electron distribution into a certain number of photons. The 
photons pass to a CCD by fibre optic coupling where they generate electron-hole pairs which 
are counted. When a voltage is applied to the drift tube, the energy range of the electrons 
collected by the CCD can be controlled. YAG is preferred to ZnS, as the scintillator must 
detect rapid changes in signal which requires light to decay rapidly. The decay times of YAG 
are approximately a thousand times faster than ZnS. The CCD detector is coupled to the 
scintillator using glass lenses and fibre optics, and in the Tridiem, it consists of an array of 
2048 pixels x 2048 pixels. The Tridiem is a parallel recording instrument as all pixels detect 
the signal simultaneously, as opposed to a serial recording instrument which detects the 
signal one pixel at a time.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7: Schematic of an energy-loss spectrometer [29] 
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3.2.4 TEM Imaging 
 
A TEM forms images using semi-parallel illumination. The images can be produced on a 
camera which contains pixels that are recorded simultaneously, and image magnification is 
controlled by post-specimen projector lenses. This section discusses the function of the lenses 
in a TEM and describes how images and diffraction patterns are formed.  
 
The condenser lenses control the convergence and focal point of the electron beam. The 
location of the crossover in the condenser lens system can be altered by varying the strength 
of the condenser lenses. The first condenser lens C1, forms a demagnified image of the gun 
crossover, which determines the size of the electron beam. The strength of the C1 lens is 
known as ‘spot size’. Below the lens is the C1 aperture which blocks out any highly scattered 
electrons from the electron source [29]. The C2 lens illuminates the specimen and determines 
the brightness of the illuminated area. The C2 aperture is located inside the C2 lens field and 
it is responsible for the beam convergence angle. Most TEMs have a two condenser lens 
system, but the FEI-Titan employs three condenser lenses. This will be discussed in section 
3.4.1.   
 
The objective lens is the most important lens in the TEM as it forms images and diffraction 
patterns that are magnified by lenses in the projector system. Electrons emerge from the exit 
surface of the specimen and they are focused in the back focal plane of the lens to form a 
diffraction pattern, and they recombine to form an image in the image plane of the objective 
lens [29, 30]. 
 
Diffraction and imaging modes are illustrated in Figure 3.8. To obtain a diffraction pattern 
(Figure 3.8 (a)), the imaging lenses are adjusted so that the back focal plane of the objective 
lens becomes the object plane for the intermediate lens. In order to observe a diffraction 
pattern from a particular region in the specimen, a selected area diffraction (SAD) aperture is 
inserted into the image plan of the objective lens which is conjugate to the specimen plane 
[29]. A virtual aperture is created at the specimen plane which defines an area through which 
electrons can travel. Any electron that hits the specimen outside of the area will hit the SAD 
aperture and will hence be excluded from contributing to the diffraction pattern. In order to 
obtain an image of a specimen (Figure 3.8 (b)), the image plane of the objective lens becomes 
the object plane of the intermediate lens [29].  
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Figure 3.8: a) diffraction mode and b) imaging mode in a TEM [29] 
 
 
In a TEM, image contrast can be formed by mass thickness contrast, diffraction contrast and 
phase contrast. For mass-thickness contrast, the number of scattered electrons is proportional 
to the product of specimen density and thickness [29]. Hence, thicker and denser regions will 
appear dark in a TEM in bright field (BF) imaging (described below). As it is impossible to 
prepare a specimen of perfectly uniform thickness, mass-thickness contrast is present to some 
extent in all specimens. Mass-thickness contrast is a vital mechanism in the imaging of 
biological materials as diffraction contrast is often limited [29, 30, 32]. 
 
BF images can be formed when an objective aperture is inserted in the back focal plane of the 
objective lens such that some or all of the diffracted beams are blocked. For example, when 
observing a diffraction pattern, an objective aperture might be used that allows the 
undiffracted beam and the first order diffracted beams to contribute to an image. Higher order 
beams will be blocked and hence crystalline regions in a specimen normally appear darker 
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than amorphous regions. The orientation of the crystalline regions will determine how 
strongly the electrons are diffracting and this will affect how dark the contrast is in the image. 
Careful interpretation is required to conclude if diffraction or mass/thickness (or both) are 
responsible for contrast. One way of differentiating is by tilting the specimen. Contrast that 
arises from diffraction will change during specimen tilt depending on whether the Bragg 
condition is met [30].  
 
If the objective aperture is placed over one of the diffracted beams, the transmitted or 
undiffracted beam is now blocked in a process that is called dark field (DF) imaging. When 
the objective aperture is moved away from the optic axis, electrons suffer from aberrations as 
they travel off axis, which reduces image resolution. In order to solve this problem, the beam 
is tilted above the objective lens at an angle equal and opposite to the scattering angle. The 
scattered electrons are now travelling parallel to the optic axis. This technique is called 
centred dark field (CDF) imaging [29]. 
 
High resolution imaging in a TEM can generate lattice images in a crystalline specimen. 
Contrast in these images arises from phase contrast and it is determined by the interference 
between the diffracted and undiffracted beams. The relative phases of the beams depend on 
the atomic number of the specimen, the defocus, lens aberrations and specimen thickness. 
Hence, the contrast in high resolution images is a function of many parameters and as a 
result, image simulations are required for accurate interpretation [29].  
 
3.3 Scanning transmission electron microscopy 
 
While TEM images are formed using semi-parallel illumination, scanning transmission 
electron microscopy (STEM) involves focusing the electron beam, which is then scanned 
across a thin specimen as illustrated in figure 3.9. A STEM image is generated pixel by pixel 
in a similar way to image formation in scanning electron microscopes (SEMs) [36].  
 
As described in section 3.2.4, a BF image in a TEM is formed by inserting an aperture into 
the plane of the diffraction pattern. In STEM mode, an electron detector is implemented as an 
aperture. Hence, as determined by experimental set-ups, some or none of the diffracted beams 
hit the detector and a signal is generated from the irradiated region in the specimen. The 
signal travels from the detector and it is recorded as described in section 3.2.3. It is not 
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possible to place the detector in the back focal plane of the objective lens due to the presence 
of the objective aperture. Therefore, the detector is placed in a plane that is conjugate to the 
diffraction pattern. Hence, when a STEM image is acquired in a TEM instrument, it is 
operated in diffraction mode and a detector is inserted either above or below the viewing 
screen [29]. The translation and tilting of the beam is achieved by using scan coils, which 
vary the beam current by using potentiometers. In STEM mode, the scanning beam must 
always be parallel to the optic axis which is achieved by tilting the beam twice with two sets 
of scan coils [29].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9: Schematic showing the arrangement of an EELS spectrometer and annular 
detector with respect to the specimen and incident probe [36, 37] 
 
3.3.1 HAADF imaging 
 
High angle annular dark field (HAADF) images are generated by collecting high angle scatter 
on an annular detector (figure 3.9). The inner angle of a HAADF detector can be selected to 
exclude diffraction from the specimen and high resolution images formed using the detector 
are easier to interpret than those formed in TEM mode. This is because contrast reversals do 
not occur over a range of spatial frequencies in HAADF STEM images. The reason for this is 
that HAADF imaging only involves incoherently scattered electrons.  
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The majority of the scattered intensity at high angles is thermal diffuse scattering (TDS) 
which is formed by thermal lattice vibrations. Thermal vibrations reduce coherence between 
atoms in the same column and hence each atom is treated as an independent scatterer. 
Scattering factors can be replaced by cross sections which have an approximate Z2 
dependence on atomic number. The actual relationship depends on the orientation of the 
atomic columns in the specimen, the accelerating voltage of the microscope and detector 
angles. The scattering cross section forms an object function that peaks strongly at atomic 
sites. It has been shown by Browning et al. [36, 37] that when the probe is smaller than the 
distance between neighbouring atomic columns, transverse interference effects are 
minimised. Hence, the intensity on the HAADF detector is a convolution of the object 
function and the probe intensity profile, assuming that the specimen is thin enough such that 
dynamical diffraction does not occur. The small width of the probe means that the spatial 
resolution in an image is determined by the probe size only. Furthermore, if the probe size is 
smaller than the neighbouring atomic column distance for a crystalline material in a zone-axis 
orientation, atomic columns are illuminated sequentially as the probe is scanned over a 
specimen [36, 37].  
 
High angle incoherent scattering depends on the structure, thickness and composition of the 
specimen. Dwyer et al. have also discussed channelling effects [38]. This occurs when 
electrons are attracted to the strong potentials of atomic nuclei in the columns, which causes 
the electrons to propagate further down columns.   
 
The HAADF detector is generally situated above the viewing screen. It has a hole in the 
centre through which unscattered and low angle scattered electrons travel (<40 mrads). As 
shown in figure 3.9, electrons that scatter at certain angles can enter an energy-loss 
spectrometer to form an energy-loss spectrum or energy-filtered image (sections 3.5 and 3.6). 
The diffraction pattern that is formed at the back focal plane of the objective lens is integrated 
over the inner and outer angles of the HAADF detector to calculate the intensity for one 
pixel.     
 
3.4 FEI-Titan 80-300 TEM/STEM 
 
The FEI-Titan is a TEM/STEM instrument which can be operated at accelerating voltages 
between 80kV and 300kV (the instrument at Imperial College London is aligned at 80 kV, 
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200 kV and 300 kV). The electron source in the Titan is a Schottky emitter and there are 
three condenser lenses in the illumination system. The Titan is fitted with an electron 
monochromator and a Cs corrector on the imaging lens, which will be discussed below.  
 
For a 300 kV electron, λ ≈ 2 pm, which is much smaller than the resolution that can be 
obtained from any electron microscope [35]. There are many reasons for this. They include 
instabilities in the electron source, mechanical vibrations and magnetic fields that might be 
present in the surroundings. Specimen drift, which is affected by temperature and airflow 
patterns, also degrades resolution. However, as mentioned in section 3.2.2, the most 
important factor that affects the resolution of a microscope is the presence of aberrations in 
the electromagnetic lenses. One of the biggest challenges in electron microscopy is 
overcoming the blurring of images that is caused by lens aberrations. The magnitudes of both 
spherical and chromatic aberrations scale with the magnitude of an electron lens, but reducing 
the lens size leads to magnetic saturation [39].  
 
Approximately fifty years ago, Scherzer suggested several possibilities that could be used to 
correct spherical and chromatic aberrations of round lenses, but such suggestions were 
beyond the scope of the technology that was available at the time [39]. In the last ten years, a 
breakthrough was achieved when Cs correctors were introduced in the TEM. Cs correctors 
consist of non-round lenses which are not subject to Scherzer’s law of positive spherical 
aberration. A thorough review of this type of corrector is provided by Haider et al. [40]. 
Although the resolution limit of a microscope has decreased by using a Cs corrector, the 
effect of chromatic aberration remains and this has been discussed by Freitag et al. [41]. No 
images in this work have been acquired with the Cs corrector.  
 
3.4.1 The condenser lens system 
 
The Titan has six lenses in the illuminating system: the gun lens, three condenser lenses, the 
minicondenser lens and objective lens. The specimen is immersed in the magnetic field of the 
objective lens. Consequently the lens acts on the beam above and below the specimen and 
these actions are referred to as the upper and lower objective lens respectively. A 
minicondenser lens is used to operate the Titan in either TEM or STEM mode [42]. In TEM 
mode, the minicondenser lens focuses the beam to a crossover above the upper objective lens 
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which forms a parallel beam to be incident on the specimen. In STEM mode, the 
minicondenser lens is switched off. The beam travels through the lens without deviating and 
it is focused onto the specimen by the upper objective lens. These modes are illustrated in 
figure 3.10. A larger area is illuminated in TEM mode when the minicondenser lens is 
switched on (microprobe setting) and a smaller probe is obtained when it is switched off in 
STEM mode (nanoprobe setting) [42].  
 
 
 
 
 
 
 
 
 
 
Figure 3.10: a) TEM mode and b) STEM mode [42] 
 
3.4.2 Electron monochromation 
 
Figure 3.11 illustrates how a probe is formed using a two condenser lens system. The C1 lens 
forms a demagnified image of the gun crossover while the C2 lens and aperture are 
responsible for focusing the probe onto the specimen. The source demagnification is partly 
responsible for the size of the probe that interacts with the specimen.  
 
 
 
 
 
 
 
 
 
Minicondenser lens 
Upper objective lens 
          Specimen 
Lower objective lens 
(a) (b) 
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Figure 3.11: Ray diagram showing the formation of a probe in a two condenser lens 
microscope 
 
The gun crossover is of huge importance when electron monochromators are considered. A 
monochromator is a prism which improves the energy resolution of the electron beam by 
dispersing the electrons close to the electron source before it has been accelerated, resulting 
in high energy dispersion. The implementation of two condenser lenses is not sufficient when 
a monochromator is used as a large crossover is formed (figure 3.12). Hence the C1 lens is 
not able to demagnify the monochromator crossover to a large enough extent and sub-
nanometre monochromised probes cannot be formed in STEM mode. This problem is solved 
by introducing a three condenser lens system. The C1 lens demagnifies (at maximum 
strength) but now the C2 lens demagnifies even further, which can permit the formation of 
smaller probes. The C3 lens and aperture are the beam defining features as the probe is 
focused onto the specimen. Figures 3.12 (a) and (b) show how the modification of the C2 lens 
alters demagnification by changing the crossover position between the C2 and C3 lenses.  
 
The monochromator has two modes: filtered and unfiltered. These modes refer to 
monochromated and non-monochromated modes respectively. When the C1 lens operates at 
maximum strength, it corresponds to spot size 11 on the FEI-Titan. In filtered mode, spot 
sizes 12-18 can be selected by then changing the strength of the C2 lens (figure 3.12). 
gun crossover 
    C1 lens 
C1 crossover 
C2 lens 
specimen 
focussed beam 
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Changing the crossover position between the C2 and C3 lenses alters the illuminated area and 
convergence angle in TEM and STEM mode respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
Figure 3.12: Ray diagrams for spot size 13 and 16 (i.e. filtered mode) in STEM mode in the 
FEI Titan with a three condenser lens system. The red arrows and dotted lines denote the 
change in crossover position between the C2 and C3 lenses by changing the strength of the 
C2 lens [43] 
 
A monochromator comprises three optical components that are installed on the FEI-Titan: a 
70 or 100 mm monochromator entrance aperture which is located behind the gun lens, the 
monochromator itself which is located behind the entrance aperture and a removable 
monochromising slit that is placed in the C1 aperture holder, which is 76 mm in front of the 
C1 lens [43]. These components are shown in figure 3.12. An intermediate image of the 
monochromator source is formed at the slit. The strength of a monochromator is determined 
by its excitation, whose range varies from zero to two. When the excitation of the 
monochromator is high (i.e. two), there is a large energy dispersion and the slit selects a small 
Gun lens 
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Monochromator 
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C1 
C2 
C3 
Upper objective lens 
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energy range. When the excitation is low, there is a smaller dispersion and the slit therefore 
selects a larger energy range [43]. The gun lens in the FEI-Titan is located behind the FEG. 
Eight gun lens settings are available to the user (1 to 8) in unfiltered mode although more are 
available in filtered mode as discussed above. Increasing the setting increases the 
demagnification although this also causes a reduction in beam current. 
 
3.5 Electron energy-loss spectroscopy 
 
When a TEM is fitted with an energy-loss spectrometer, an energy-loss spectrum can be 
formed from fast incident electrons that pass through a suitably thin specimen. Characteristic 
features in the spectrum can be used to identify and quantify elements that are present in the 
specimen. This can be achieved using features in an EDX spectrum but EELS data can also 
be used to identify the local chemistry, structure and bonding of a specimen [44-50]. EELS 
gives rise to many features in an energy-loss spectrum as seen in figure 3.13.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.13: Typical features of an energy-loss spectrum [34] 
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In an energy-loss spectrum, the zero-loss peak (zlp) is the most intense feature. This peak is 
formed from electrons that have been unscattered or scattered elastically. The full width half 
maximum (FWHM) of the zlp is defined as the energy resolution of the spectrum. The 
resolution is affected by the electron source, microscope stability and aberrations in the 
optical system of the electron microscope and spectrometer. In this work, the best achievable 
energy resolution of the Titan was 0.58eV (unfiltered) and 0.18eV (filtered).  
 
The region 0-50eV in an energy-loss spectrum is termed the low-loss region. This region is 
dominated by the zlp and any plasmon peaks. Plasmons were introduced in section 3.1.3. 
They are collective resonant oscillations of valence electrons. The energy of the volume 
plasmon peak, Ep, is governed by the density of valence electrons and the peak width is 
determined by the rate of decay of resonance. Phonons are also present in the low-loss region 
but they are difficult to resolve as they are normally concealed in the tails of the zlp and the 
phonon energy (~10-100meV) is below the resolution of the spectrometer. The plasmons 
described above are called volume or bulk plasmons because they arise from interactions well 
below the surface of the specimen. Incident electrons can also produce plasmon oscillations 
on the surface and the energy of these particular surface plasmons, Es is approximately equal 
to Ep/√2 [35]. Relative thickness measurements t/λ can be made using the low loss region 
where t is absolute thickness of the specimen and λ is the inelastic mean free path. These 
measurements are explained in further detail in chapter 4 where thickness maps are discussed.  
 
At higher energy-losses (>50eV), the intensity in the spectrum decreases rapidly. 
Superimposed on the background are ionisation edges that relate to the excitation of core 
electrons. The background mainly arises from multiple plasmon scattering although there are 
smaller contributions from bremsstrahlung radiation (which is formed when electrons are 
slowed by interaction with a nucleus) and tails from lower energy ionisation events.  
Electrons are ejected from core shells if the core electron receives energy greater than or 
equal to the critical ionisation energy, Ec which is uniquely defined as it is a function of a 
specific atom and electron shell [34, 35]. Consequently, ionisation edges appear in an energy-
loss spectrum that are characteristic to specific elements in the specimen. The ionisation 
edges have small intensity fluctuations within 10-15eV of the edge onset which are termed 
the energy-loss near edge structure (ELNES). ELNES is determined by the local bonding and 
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structure of a material. In order to discuss the conditions required for obtaining ELNES, 
Fermi’s Golden Rule is followed which is given below.  
 
The electron states in a material can be described by a set of wavefunctions Ψ(r) which are 
calculated by solving Schrodinger’s equation for a potential in a solid. The ejected core 
electron makes a transition from an initial state, Ψi(r) to a final, unoccupied state Ψf(r). The 
probability of this transition taking place and therefore the intensity of the ionisation edge at a 
particular energy-loss and scattering angle I(E, θ), is given by Fermi’s Golden Rule in 
equation 3.8 [52].  
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  Equation 3.8 
where ao is the Bohr radius (0.053nm) , q is the momentum transfer and ρ(E) is the density of 
states (DOS) which is the number of electron states within an energy increment.  
 
The single electron approximation is applied here which means that other electrons in the 
atom are not affected by the excitation process. The energy-losses are small compared to the 
beam energy and thus q is assumed to be small. This assumption is known as the dipole 
approximation. The exponential term in equation 3.8 can be expanded in a Taylor series such 
that, 
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The first term is removed as the initial and final states are orthogonal to each other. The 
dipole approximation allows orders of two and higher to be neglected. Hence, equation 3.8 is 
modified as shown in equation 3.10.  
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The transition matrix term in equation 3.10 approximates the radial overlap of the initial and 
final wave functions and it is responsible for providing the basic shape of the ionisation edge. 
The matrix elements decrease with increasing energy-loss as the overlap decreases. 
Superimposed on the edge shape is the ELNES as governed by the DOS term, ρ(E). The 
ELNES describes the energy distribution of the unoccupied electron states. Hence the greater 
the number of unoccupied states within an energy increment, the greater the intensity of the 
ELNES as the ejected core electron will have a greater probability of being excited to those 
states [52].  
 
The matrix term must be non-zero and for this to happen, only specific combinations of initial 
and final states are allowed. The matrix term can only be non-zero when the change in orbital 
angular-momentum l is equal to one, i.e. ∆l = ±1. This is called the dipole selection rule. A 
consequence of this rule is that the ELNES only probes a partial DOS that is met by the 
angular-momentum symmetry. Another consequence of the matrix term is that in order for 
the multiplication of the initial and final states to have a magnitude, a certain degree of spatial 
overlap is required. As the initial state is localised on an atom, the final state must also be 
localised on the same atomic site. Hence, the two consequences of the matrix term lead to 
ELNES measuring a site- and symmetry-projected DOS [52].  
 
The ionisation edge of carbon is referred to as the carbon K-edge. This is because excitations 
occur from the 1s core or K shell to unoccupied states above the Fermi Level. Tables of 
ionisation edges typically state l, the principal quantum number n and total angular 
momentum quantum number j for each possible transition of EELS edges. Table 3.2 shows 
nomenclature and quantum numbers of K and L ionisation edges. The value of j is calculated 
by summing l with the spin quantum number, ± ½. Transitions from the K shell (l=0) only 
occur when the final state is of p character (l=1). This is also true for transitions from the L1 
shell (2s states where l=0). However, the final state symmetry of transitions from the L2,3 
shell (l=1) can be of s or d character.    
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Edge Initial state n l j Final state 
symmetry 
K 1s1/2 1 0 1/2 p 
L1 2s1/2 2 0 1/2 p 
L2 2p1/2 2 1 1/2 s or d 
L3 2p3/2 2 1 3/2 s or d 
Table 3.2: Table showing nomenclature and quantum numbers of K and L ionisation edges 
 
The extended energy-loss fine structure (EXELFS) is observed beyond the ELNES and it 
arises as a result of interference between the scattered electron wave and waves which have 
been scattered back from neighbouring atoms. Analysis of EXELFS can lead to information 
regarding bond distances [34].  
 
3.6 Energy filtered transmission electron microscopy 
 
A slit can be inserted at the energy dispersed plane of an energy-loss spectrometer just after 
the magnetic prism. The slit selects electrons of a certain energy region from an energy-loss 
spectrum and the remaining lenses in the spectrometer use these electrons to form an image. 
This process is called energy filtered transmission electron microscopy (EFTEM). As EELS 
can reveal chemical and bonding information in a material, EFTEM combines this data with 
spatial information. If the energy selecting slit is placed over an ionisation edge, an elemental 
map can be produced showing the distribution of elements in a qualitative or quantitative 
manner depending on the acquisition conditions [52].  
 
Two techniques are used to produce elemental maps: the three window technique and the 
jump ratio. In the three window technique, two pre-edge images are acquired to estimate the 
background in each pixel of the image. This estimation is made by applying an AE-r inverse 
power law model to the background in the energy-loss spectrum. The background is then 
subtracted from the post-edge image, which contains the core edge of interest, to generate an 
elemental map (figure 3.14). The intensity per pixel is proportional to the number of electrons 
that have been excited. The jump ratio method only requires two EFTEM images. A post-
edge image is divided by a pre-edge image which provides a qualitative elemental map. 
Quantitative data cannot be obtained as the background has not been removed and hence 
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intensity can arise from thickness effects as well as excitation of core electrons. Advantages 
of the jump ratio method include fewer problems with drift (when compared with the three 
window method) as only two images are acquired and a better signal to noise ratio (SNR) is 
obtained as background extrapolations are not required.   
 
All element maps in this thesis have been generated using the three window technique and 
they have been normalised with a thickness map to ensure that no intensity is arising from the 
background.  
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14: Schematic showing the three-window EFTEM technique [44] 
 
3.6.1 EFTEM resolution  
 
In EFTEM, the energy-loss in the specimen and the energy spread of the source partly 
contribute to image blurring. Due to the broad angular distribution of inner shell scattering, 
chromatic aberration (which is determined by the chromatic aberration coefficient of the 
objective lens and the size of the energy selecting slit) is an important parameter which 
determines the spatial resolution of core-loss images for high energy-losses (>100 eV).     
[34, 35].  
 
3 windows ionisation 
edge 
∆E – energy window 
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Lens aberrations can be described in terms of their point-spread function (PSF) which refers 
to the intensity distribution of a point object which scatters electrons with a specified angular 
and energy distribution. Egerton et al. have derived analytical expressions for the chromatic 
and spherical aberration PSF of an objective lens [45]. They investigated the intensity 
distribution of scattering from a single atom which was calculated using the wave-optical 
dipole theory. It was discovered that the intensity distribution was broader and of a different 
shape than that of an atom which was considered as a point scatterer. This difference occurs 
because of the delocalisation of inelastic scattering [36, 37]. Delocalisation refers to the 
ionisation of an atom by a fast electron, which is a particular distance away [37] and it has its 
origin in the long range Coulombic interaction [8]. Analytical expressions show that the 
spatial resolution in EFTEM for low energy-losses (<100 eV) is predominantly limited by 
delocalisation [35].  
 
Spatial resolution is also affected by statistical noise, which can arise from low inelastic cross 
sections and exposure time. Moreover, instrumental parameters such as the spherical 
aberration of the objective lens, high voltage, detector characteristics and instrumental 
instabilities, such as energy drift, are also important. Electron/specimen considerations such 
as radiation damage and electron dose that is subject to a specimen by an electron source, can 
also degrade spatial resolution [44]. Some authors have described EFTEM spatial resolution 
from a statistical approach provided that the signal from an ionisation edge is greater than 
noise levels [44]. Other authors have calculated the contributions of the parameters 
mentioned above and have then summed them quadratically [45]. 
 
3.7 Energy dispersive x-ray spectroscopy 
 
EDX involves the analysis of characteristic X-rays (section 3.1.1.2) that have been emitted 
from a specimen as a result of electron beam interaction. Analysing the X-rays enables the 
chemical elements in the specimen to be detected and quantified. In an electron microscope, 
X-rays that are emitted from a specimen can be collected by a detector in an X-ray energy 
dispersive spectrometer (XEDS). The detector in an XEDS is a reverse biased p-i-n diode, 
normally engineered from a silicon-lithium (Si(Li)) semiconductor. When X-rays interact 
with the semiconductor, there is a transfer of electrons from the valence band to the 
conduction band that creates an electron-hole pair. When holes and electrons are formed, they 
only constitute a small charge pulse so a negative bias is applied across the silicon to 
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maximise collection of the signal. The holes and electrons are separated by applying a reverse 
bias and a charge pulse of electrons can be measured using processing equipment. The 
magnitude of this pulse is proportional to the energy of the X-ray that generated the electron-
hole pairs [29]. 
 
Characteristic X-rays are labelled in a particular way. For example, Kα X-rays refer to X-ray 
emission when a hole in the K shell is filled by an electron in the L shell. Similarly, if a hole 
in a K shell was filled by an electron in the M shell, a Kβ X-ray is formed. Similarly Lα X-
rays are generated when a hole in the L shell is filled by an electron in the M shell.  
 
3.8 Specimen preparation 
 
Specimen preparation is vital to electron microscopy and it is often a limiting factor in the 
analysis of materials. The amount of information that can be obtained using a microscope 
will be maximised if the specimen is of good quality i.e. if the specimen is uniformly thin and 
free of contaminants and artefacts. Recent technological advances in electron microscopes are 
irrelevant if the specimen quality is compromised and because of this, careful consideration is 
required regarding the most suitable preparation technique for a particular material [53].  
 
Grinding is the most common technique for preparing electron transparent specimens of 
catalysts. In this technique, catalysts are firstly ground with a pestle and mortar in the 
presence of an alcohol to form a suspension. A small quantity of the suspension is gathered 
using a pipette and the suspension is then deposited on TEM grids using drop suspension. As 
all spatial information in catalysts is lost using this technique, grinding has not been 
considered in this work. 
 
3.8.1 Microtoming 
 
Microtoming involves cutting specimens of material with a diamond knife and the apparatus 
used for this process is called a microtome. Firstly, material is embedded in resin. The 
viscosity of the resin is important, especially for porous materials as a lower viscosity will 
infiltrate pores more efficiently and reduce the chance of damage during microtoming [54, 
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55]. If polymethylmethacrylate (PMMA) is used as the resin, it is cured overnight at 
approximately 50ºC. Epoxy resins are cured over two days at the same temperature.  
 
After curing, the block is initially trimmed in order to reduce its size and also to remove 
unwanted material which would otherwise be removed too slowly on the microtome. 
Trimming can be carried out with a glass knife or even a razor blade. The block is then ready 
to be microtomed. It is inserted into a microtome arm and microtoming proceeds at very slow 
cutting speeds (~0.5 mm/second), which reduces the strain rate at the knife edge. After the 
specimen is cut by the diamond knife, the specimen falls on a bath of distilled water below 
the arm. Finally, the specimen is picked up by touching it with a TEM mesh grid. When the 
section is floating on water, interference colours can be seen. Light reflects off the specimen 
and it also reflects from the specimen edge/water interface. Any interference, as a result of 
amplitude or phase change in light, is determined by section thickness. This is merely an 
observation and it cannot be used to accurately determine thicknesses. Microtomed sections 
can be ~50nm-200nm thick and ~200µm2 in area [55]. The typical setup of a microtome is 
shown in figure 3.15.  
 
 
 
 
 
 
 
 
Figure 3.15: (a) the resin embedded material moves across a knife edge and b) thin sections 
float on water before being collected on grids [29] 
 
3.8.2 FIB milling 
 
Focused ion beam (FIB) microscopes raster a beam of gallium ions over a material in a high 
vacuum chamber. The ions are field extracted from a gallium liquid metal ion source (LMIS) 
which contains a tungsten needle. Applying an electric field to the wetted tip results in a 
curvature of about 10 nm from where the ions are extracted. When the accelerated ions 
impact on a bulk sample, energy is transferred and sputtering of the target material takes 
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place, which can thin the material to electron transparency. Sputtering causes the emission of 
ions, electrons and atoms, which forms a ‘trench’ in the bulk material. Secondary electrons 
and ions can be used for imaging. Before milling, layers of tungsten or platinum are applied 
to locate areas of interest and to minimise gallium implantation [56-58]. Being able to image 
the specimen during sputtering allows site specific milling while specimen thickness can also 
be monitored. A typical setup of a single beam FIB column is illustrated in figure 3.16. The 
ion column typically has two lenses, a condenser lens and an objective lens. The condenser 
lens is the probe forming lens and the objective lens focuses the beam of ions on the surface 
of the sample. Apertures also define the probe size and they control the beam current which 
can range from a few pA to 20 nA. Quadrupole and octupole lenses are used for beam 
deflection, alignment and stigmation correction [59].   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.16 showing a single beam FIB column [59] 
 
A problem associated with single beam FIB systems is that sputtering is required in order to 
image. Hence, imaging is a destructive process. This problem is avoided when dual beam FIB 
systems are used as they incorporate both an ion beam column and electron beam column. 
The electron beam can be used for imaging without the need for milling, while imaging can 
still occur with the ion beam if desired by the user. The columns are arranged such that at 
eucentric height, the two beams are coincident on the specimen. Eucentric height is obtained 
when the specimen remains stationary at different tilt angles. The angle between the two 
columns is 52º. When the stage/material is tilted perpendicular to the ion beam, the face of 
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the cross section is at 52º tilt to the electron beam as seen in figure 3.17.  Hence, material can 
be imaged and milled without moving the stage, simply by alternating from electron beam 
mode to ion beam mode [59]. 
 
 
 
 
 
 
 
 
 
 
Figure 3.17: Schematic showing the arrangement in a dual beam FIB system [59] 
 
Liftout can either be performed using in-situ (INLO) or ex-situ (EXLO) techniques. In INLO 
the specimen is initially thinned to ~1 µm before being freed from the bulk material (figure 
3.18 (a)). The specimen is then welded onto a TEM (Omniprobe) grid where it is thinned to 
electron transparency. All of these procedures take place in the chamber of the FIB 
microscope. An advantage of INLO is that further thinning can always be achieved if electron 
microscopy reveals that the relative thickness of the specimen is too high. In EXLO, all 
thinning takes place in the bulk material (figure 3.18 (b)). The specimen is then picked up and 
deposited on a TEM grid using a glass probe. These processes are imaged using an optical 
microscope. Once the specimen has been deposited, it cannot be thinned any further. Another 
disadvantage of EXLO is that the specimen can disappear due to charging in insulating 
materials [59].  
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Figure 3.18: (a) FIB image showing the extraction of a specimen from bulk by using a needle 
and (b) schematic showing the principles of specimen thinning during EXLO. The arrow
the bottom two diagrams indicates the direction of the electron beam in a TEM [
 
3.8.3 Argon ion beam milling
 
Argon (or conventional) ion beam milling is a standard technique used for TEM specimen 
preparation of non-biological materials. The process of ion milling involves the bombardment 
of high energy argon ions at a specimen, causing sputtering until an electron transparent 
region is obtained around a perforation. Argon is used because it is a heavy 
which is not common in most materials and hence 
[53].  
 
Before milling can begin, specimens are prepared and thinned in a particula
work, catalyst extrudates were initially embedded in brass tubes using resin as seen in figure 
3.19. Epoxy resin (plus hardener) was inserted into the tube, using a cocktail stick or narrow 
spatula, until it was filled. Extrudates were then 
inserted afterwards if necessary. The tubes were placed on a hot plate at 120ºC for fifteen 
minutes in order for the resin to cure. Once this was done, cross sections were made by using 
a diamond saw, which produced 
disc grinder, the discs were then ground and polished on both sides to a thickness of 80
A disc grinder is effectively a handheld specimen holder 
specimen thickness. Grinding was carried out on 
automatic lapping wheels were used for polishing. 
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Dimple grinding is a thinning technique that can be used prior to argon ion beam milling but 
as this technique was not implemented successfully in this work, due to material damage, 
details of the technique are not provided. The reader is instead directed to Zhang’s detailed 
review on specimen preparation [53]. Specimens were milled at 8º (top and bottom) at 4keV 
until a perforation was seen (figure 3.17 (b)). A beam energy of 4 keV was the most practical 
milling energy, as 5 keV produced too large a perforation within minutes, while milling at 3 
keV proceeded too slowly. A high angle of 8º was initially used to reduce milling time and 
once a perforation was produced, lower angles (4-5º) were applied as discussed further in 
chapter 4. The lowest possible milling angle is determined by specimen thickness. Low 
milling angles are beneficial as they reduce surface topography, specimen heating and argon 
implantation while providing a polishing effect at near glancing incidence in heterogeneous 
specimens, i.e .materials that contain elements which exhibit a large range of atomic numbers 
[53].     
 
 
 
 
 
 
 
 
 
Figure 3.19: Schematics of (a) a cylindrical catalyst extrudate embedded in a brass tube, (b) 
TEM specimen after argon ion beam milling  
 
3.9 Summary 
 
This chapter has provided a description of the fundamentals of electron microscopy. A 
description of electron sources, detectors and lenses has been given, while an explanation of 
image formation in TEM and STEM mode has also been provided. EELS has been discussed 
specifically in terms of ELNES which is explained by using Fermi’s Golden Rule. The Titan 
microscope was used to obtain the majority of results in this work, and this microscope was 
reviewed in terms of the aberration corrector, three condenser lens system and electron 
monochromator. Finally, various methods of specimen preparation were assessed.    
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4 Specimen preparation and electron microscopy of zeolite 
catalysts 
 
4.1 Catalysts for the current work 
 
In this work, four hydrocracking catalysts were studied. The catalysts were provided by the 
Shell Research and Technology Centre in Amsterdam (SRTCA). Three of the catalysts 
contain coke and they are described as spent while one catalyst is fresh as it does not contain 
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any coke (Table 4.1). All catalysts consist of zeolite Y and alumina binder in a 1:1 ratio and 
the zeolite was dealuminated to produce mesopores and macropores. Zeolite Y is made up of 
4, 6 and 6, 6 SBUs and it is defined by a 12 MR. The spent catalysts contain 17 wt% tungsten 
and 4wt% nickel sulfide. Processing steps involved mixing, drying/calcining, wet 
impregnation and extrusion. The final activation stage produced nickel and tungsten sulfide, 
which are the hydrogenation functions. Metals are absent in the fresh catalyst.  
 
Table 4.1: Table describing the four hydrocracking catalysts used in the current work.  
 
Volatile carbon refers to carbon that has been burnt off at high temperatures (~1000 ºC) in an 
inert atmosphere. An inert atmosphere is employed in order to prevent the oxidation of coke, 
which would form CO2 and H2O. Volatile materials often include aromatic hydrocarbons and 
sulfur compounds. Fixed carbon refers to carbon that remains in the catalyst after volatile 
carbon has been removed. In order to burn off fixed carbon, heating is carried out at ~500ºC 
in an oxidising atmosphere. Mass spectrometry is used to measure both quantities. All of 
these techniques were carried out at the SRTCA.  
 
4.2 Experimental setup 
 
Microtoming is a common technique that is used for preparing thin specimens of catalysts. 
Microtoming produces large areas of thin specimens but this method can induce mechanical 
damage to a material. A more recent development in specimen preparation is FIB milling, 
which provides site specific investigation of a material although gallium implantation and 
material redeposition are problems associated with this technique. Images from these two 
methods will be discussed and compared.  
 
Sample ID  Description Fixed C (wt %)             Volatile C (wt%)  
   
HC 40 (trilobe)    fresh             0             0 
        
HC 39 (trilobe)    spent            4.6            1.7 
       
HC 49 (cylinder)    spent           10.0            7.6     
 
HC 50 (cylinder)    spent                    25.6                  0.9     
 Before microtoming the catalyst extrudates, the pellets were embedded in resin and they were 
cured at 50ºC for two days. The pellets were then trimmed and microtomed as d
section 3.8.1. Epoxy resin was used for embedding the spent catalysts and methacrylate was 
used for the fresh catalyst. Two different resins were used
sulfur which can crosslink with C=O bonds in methacrylate. A 
its viscosity is approximately a hundred times higher than that of PMMA. For this reason, it 
can be difficult to fill pores during embedding.
refer to electron transparent material 
 
Single beam and dual beam systems were used for FIB milling. Both systems operated at 
30 keV and a beam current of 100 pA was used for final thinning. As zeolites are insulating 
materials, the catalysts were embedded in conducting resin and they were gold coated to 
overcome charging in the FIB system. 
FIB200TEM system at Imperial College London. Dual beam FIB milling was performed on a 
FEI Quanta 200 3D system at Shell Global Solutions in Amsterdam. For INLO, platinum was 
deposited, at a beam current of 300 pA
section and to weld the section onto the Omniprobe
section which has been welded onto a grid and separated from the needle. Figure 4.1 (b) 
shows a BF TEM image of the specimen, once it has been thinned. 
using JEOL 2000FX and JEOL 2010 
using Noran System Six microanalysis software. All TEM images have been acquired under 
bright field (BF) conditions.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1: (a) secondary electron image showing specimen welded onto the Omniprobe
grid after being freed from the needle and (b) BF TEM image showing the specimen welded 
onto the OmniprobeTM grid 
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For argon ion beam milling, specimens were milled in a Gatan precision ion polishing system 
(PIPS) at 8° (top and bottom) until perforation. After perforation, different incident ion beam 
angles and energies were used. Results from these experiments will be discussed.  
4.3 Microscopy of microtomed and FIB milled specimens 
 
All of the catalysts have been processed such that they contain zeolite grains that are 
surrounded by alumina binder. The following FIB milled specimens have been prepared 
using a single beam system while dual beam systems are discussed in section 4.4.  
 
The images in figure 4.2 have been acquired from HC 50, which is the highest coked catalyst. 
Figure 4.2 shows that a microtome causes damage or chatter to catalysts during sectioning.  
Chatter is a process which describes the fracture of a material that occurs due to large stresses 
at the knife/sample interface [60]. Consequently it is difficult to identify zeolite grains and 
alumina binder, and it is not possible to differentiate between a real pore and a hole that has 
been produced as a result of sectioning. Metal sulfides are identified as dark, crystallites of 
approximately 20-100 nm in size as seen in figure 4.2 (b). Zeolite grains can be observed in 
figures 4.2 (c) and (d), but because of chatter it is not possible to find two grains that are 
separated by a binder interface. Lattice fringes are not clear on the zeolites. This is in 
agreement with Gallezot et al. [22] who acquired ‘fuzzy’ fringes on spent zeolite catalysts 
because of coke deposition.   
 
Figure 4.3 shows that the FIB milled specimen of HC 50 has stayed completely intact and 
because of this, zeolite grains, porosity and binder can be identified. These findings are 
similar to those reported by Haswell et al. [60]. Mesopores are formed within the actual 
zeolite grains while macropores are formed between zeolite and binder regions. Such features 
are observed in figure 4.3. The metal sulfides should only be contained on the binder but 
during processing steps, as described in section 1.5.2, the particles can migrate and hence 
nickel sulfide is also observed on zeolite grains. Figure 4.3 (b) shows contrast that is partially 
located inside a macropore and further investigation of this ‘decoration’ is presented in 
section 4.3.3. Higher magnification imaging of a zeolite grain (figure 4.3 (c)) again illustrates 
the presence of mesopores and metal sulfides. Figure 4.3 (d) reveals that some of the sulfide 
particles are hexagonal in shape, which suggests that the sulfides are single crystals as 
opposed to agglomerates. Such observations have also been reported by Gallezot et al. [22].   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: TEM images of HC 50 prepared by a microtome showing (a) chatter (b) nickel 
sulfides (circled), (c) and (d) zeolite grains
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Figure 4.3: TEM images of HC 50 prepared by a single 
zeolites, binder and sulfides, (b) contrast in a macropore (arrow), (c) a zeolite grain  
containing mesopores (white regions) and metal sulf
hexagonal shaped nickel sulfide 
 
 
TEM images of HC 49 further emphasise the difference between the results obtained from a 
microtome and a FIB system. Figures 4.4 (a) and (b) show chatter of zeolite grains. Figure 
4.4 (b) shows evidence of mesopores but macropores still cannot
concealed by specimen damage, 
combination of artefacts and pores but TEM imaging cannot be used to elucidate which holes 
are pores. As the FIB milled 
hole in the latter image is real (macropore), as 
damage to the catalyst.    
 
Figure 4.5 shows TEM images of HC 39
specimen is cut by the knife during microtoming, material can overlap when it falls onto the 
water bath [54, 55]. Such overlap can lead to thickness variations and this can be seen in 
figures 4.5 (a) and (b). Charging was 
than HC 49 and HC 50, due to lower carbon content. When liftout was successful, there were 
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problems with depositing the FIB milled specimen onto the carbon film. Because the FIB 
milled specimen is wedge shaped, it is thinner towards the bottom region and part of the 
specimen began to break away at this region. The glass needle broke during liftout and a 
fragment of glass is shown in Figure 4.5 (c).     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: TEM images of HC 49 prepared by single beam FIB milling. (a) chatter in a 
microtomed specimen (b) mesopore in a damaged zeolite grain in a microtomed specimen, 
(c) an intact FIB milled specimen and (d) a macropore, zeolite and binder.   
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5: TEM images of HC 39
specimens, (c) shows a fragment of glass (circled) in a FIB 
damaged during EXLO, d) zeolite grain from the same FIB 
 
 
The fresh catalyst (HC 40) is formed of zeolite and alumina in a 1:1 ratio. EXLO was not 
possible despite many attempts;
coke was absent from this catalyst, lattice fringes 
identified in figure 4.6 (c).   
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Figure 4.6: TEM images of HC 40 (a) and (b) show FIB milled specimens while (c) displays 
lattice fringes (circled) in a microtomed specimen   
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4.3.1 EDX of coked catalysts 
 
EDX was used to determine the different components in the catalysts and to investigate 
artefacts from specimen preparation. Figure 4.7 displays EDX data that has been acquired 
from a microtomed specimen of HC 49. Spectra were acquired using approximately 5000 
counts. During EDX the detector is inactive for some time in order for the pulse processor to 
analyse the pulse. This period is known as the dead time and it is defined as a ratio between 
the output and input count rate, which is then converted into a percentage (30-35% in this 
work). Dead time is closely related to the time constant, which is the time allowed for a pulse 
processor to analyse the size of a pulse. Copper is consistently present in all spectra in figure 
4.7 because the TEM grid consists of a carbon film that is deposited on copper bars. Hence, 
carbon can arise from many sources: coke, carbon film and embedding resin. As coke is of 
interest during STEM-EELS, it is essential to remove any carbon artefacts to simplify data 
processing and analysis. Microtoming requires carbon film on a TEM grid and although the 
embedding media (which is carbon based) is viscous, it may infiltrate some pores. This is 
another reason why, in addition to chatter, microtoming is not suitable for site specific 
structural characterisation of coke. Maintaining the spatial distribution in the TEM specimens 
is essential in order to provide information on how coke distribution varies over pores and 
zeolite/binder interfaces, as discussed in chapters 5 and 7. 
 
It is important to note that an ionised atom can lower its energy by emitting a characteristic 
X-ray or Auger electron. EDX is generally not used to analyse light elements such as carbon 
because of the fluorescence yield ω, which is the ratio of X-ray emissions and inner-shell 
ionisations. The fluorescence yield describes the probability of X-ray generation and Auger 
emission and it is strongly dependent on atomic number as shown in equation 4.1,  
 
4
4
Za
Z
+
=ω
           Equation 4.1 
where a ~ 106 for K shell ionisation. This formula states that for carbon (Z=6), ω ~ 10-3 while 
for Germanium (Z=32) for example, ω ~ 0.5.   
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Figure 4.7: (a) showing a TEM image of HC 50 prepared by microtoming, (b) showing EDX 
spectra acquired from circled regions. Areas 1, 2 and 3 correspond to nickel sulfide, zeolite 
and binder respectively 
 
Figure 4.8 shows EDX spectra that have been acquired from HC 50, which has been prepared 
by FIB milling. Gallium can be identified in the zeolite. As the specimen has been lifted out 
by EXLO, it cannot be placed back into the FIB microscope for further thinning, which may 
remove this artefact [56, 57].  
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Figure 4.8: (a) showing a TEM image of HC 50 prepared by single beam FIB milling, (b) 
showing EDX spectra acquired from circled regions. Areas 1, 2 and 3 correspond to nickel 
sulfide, zeolite and binder respectively. The EDX spectrum of zeolite contains a gallium peak 
that is not present in area 2 of figure 4.7 
 
 
The Cliff-Lorimer equation was used for quantitative microanalysis, which relates measured 
intensities of two elements with their concentration (wt %), as shown in equation 4.2.  
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where CA and CB refer to the concentration of elements A and B . IA and IB correspond to the 
intensities of elements A and B. The Cliff-Lorimer factor k is a correction factor and it 
includes three different effects: atomic number (Z), X-ray absorption by sample (A) and X-
ray fluorescence (F). This is known as the ZAF correction [29].  
 
There are generally two ways that the k factor can be calculated during quantitative EDX 
analysis. Firstly, a standard of known composition can be used. An EDX spectrum can be 
generated from the standard in order to obtain values of IA and IB. As values of CA and CB are 
known from the standard, the k factor can be determined by inserting the values into equation 
4.2.  
 
A standardless technique also exists which is used to calculate k from a statistical approach. 
The derivation of this calculation is complex and it has been described from first principles 
by Williams and Carter [29]. It is typically calculated by using an algorithm in a computer 
and it is dependent on the accelerating voltage, Z and the ionisation cross section of the 
specimen (Q). There are large errors associated with the Cliff-Lorimer technique as the 
presence of a thin specimen minimises the number of photons generated by each incident 
electron. This problem can be partly solved by applying long acquisition times provided that 
specimen drift and contamination do not occur. Each characteristic X-ray peak is Gaussian in 
shape and hence its standard deviation σ is equal to N0.5. The relative error in a single 
measurement (with a 99.7% confidence limit) is shown in equation 4.3.   
 
%100
N
N3Error
5.0
=
        Equation 4.3 
where N is the number of counts in the peak above the background. 
 
It is observed that increasing N will decrease the error and therefore it is important to 
maximise the number of X-ray counts in a characteristic X-ray peak. The total error in the 
composition ratio CA/CB can be calculated by summing the errors associated with IA, IB and 
kAB. The total error should be calculated using the following expression; 
Equation 4.2
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Increasing the number of measurements n also reduces the error during acquisition. Errors 
can also arise from peak fitting. In this work, error is assumed to be ± 10%. 
 
Table 4.2 shows EDX results that have been acquired from HC 50. The data shows that the 
composition of the catalyst in the FIB milled specimen is consistent with the microtomed 
specimen. After dealumination, the silica, alumina ratio in the zeolite is approximately 8:1 
and this ratio is maintained in the FIB system, despite gallium implantation.  
 
 
 
 
 
 
 
 
 
Table 4.2: EDX analysis from HC 50. One hundred spectra were acquired in total 
 
4.3.2 Thickness measurements 
 
Thickness measurements were carried out on the FIB milled specimens. Microtomed 
specimens were not considered as material damage showed that site specific EELS 
experiments could not be carried out accurately.  
 
The relative thickness t/λ was introduced in section 3.5. EELS is described as a single scatter 
process and it is often postulated that in order to minimise plural scattering, which arises if 
the specimen is too thick, t/λ should generally be in the range of 0.2-0.5. While such a range 
may be sufficient to obtain the required EELS data in a particular specimen, the probability of 
plural scattering is still evident, even when t/λ=0.2. As the specimen thickness is increased, 
the probability of multiple inelastic scattering also increases, which can lead to double or 
microtomed 
 
zeolite                 82.1                          10.1                   2.5                  7.3                        -                    
alumina                    6.2                           56.9                   6.2                  28.2                    2.6  
 
FIB 
 
zeolite                      71.1                          9.5                     4.9                  7.8                     2.7                 3.9  
alumina                     8.2                          52.8                  11.4                 36.6                    4.2                 3.2   
SiO2 (wt%)          Al2O3 (wt%)          S (wt%)          W (wt%)          Ni (wt%)          Ga (wt%)
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triple plasmon excitations, i.e. multiple plasmon peaks can be observed in the low-loss 
region. In addition, a plasmon excitation may also be identified beyond an ionisation edge 
[34, 35].  
 
If inelastic scattering events are assumed to be independent, the probability that an electron 
undergoes n number of collisions is expressed as; 
 
Pn = (1/n!) mn exp (-m)       Equation 4.5 
 
where m equals t/λ, as m is the mean number of collisions in a specimen of thickness t and λ 
(i.e. the mean free path) is the average distance between collisions. Hence after substituting 
for m, 
 
Pn = In/It = (1/n!) (t/λ)n exp (-t/λ)      Equation 4.6 
 
Where It is the total intensity. If n = 0 (for a zlp), 
 
o
t
I
Ilnt =
λ
         Equation 4.7 
 
Equation 4.7 assumes that all scattering events contribute to In, however the presence of angle 
limiting apertures in an electron microscope mean that only a fraction of electrons are 
collected.  
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        Equation 4.8 
where β is the collection angle of the EELS spectrometer, as discussed further in chapter 5. 
 
Figure 4.9 shows a Poisson’s plot which illustrates how the probability of inelastic collisions 
varies with t/λ. When the specimen thickness is theoretically zero, the probability of zero 
collisions, P0=1. It is observed that at t/λ=1, the probability of a single collision is 
approximately 0.3, while the contribution from plural collisions, P2 is approaching 0.2. It is 
important to note that even when t/λ=0.2, P2 does not equal zero and hence double inelastic 
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scattering contributes to EELS data. Hence, when a range of relative thicknesses is 
recommended in literature, it is often assumed that only single inelastic scattering has 
occurred. However, this is not true.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9: Poisson’s plot showing how the probability of inelastic collisions varies with 
relative thickness [35] 
 
The thickness will not be constant across different regions of a catalyst because zeolites are 
porous materials and the catalyst also contains metals. In order to gain insight into how the 
thicknesses are varying over a region of interest in an image, thickness maps were obtained 
using DigitalMicrograph. Two images were acquired under identical acquisition conditions: 
an unfiltered image which contains total intensity (It) and an elastic image which contains the 
intensity of the zero loss (Io). Equation 4.7 is then used to calculate t/λ for each pixel in the 
two images and a thickness map is produced. All thickness maps were acquired for 0.1s and 
they were 2048 x 2048 pixels in size.   
 
Figures 4.10 (a) and (b) show an unfiltered image and a thickness map respectively, from a  
FIB milled specimen of HC50. The regions selected in Figure 4.10 (b) have a relative 
thickness between 0.7 and 1.1 as shown in figures 4.10 (c) and (d). Such values are large and 
it would be difficult to obtain structural information of coke.  
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Figure 4.10: HC 50 prepared by FIB milling (a) unfiltered image, (b) thickness map of the 
same region where thicker regions are brighter, (c) thickness profile over region 1, (d) 
thickness profile over region 2 
 
 
Relative thickness values of all four FIB milled specimens are summarised in table 4.3. 
DigitalMicrograph was used to acquire thickness profiles of a fixed area in all catalysts. Two 
maps were used for each catalyst (i.e. eight in total). An average thickness was calculated 
from the two maps. The statistical error in each thickness map is calculated as: 
 
n
σ
          Equation 4.9 
where σ is the standard deviation of a map (calculated by DigitalMicrograph) and n is the 
sample set, i.e. 512x512 pixels. If an average t/λ is acquired over two different maps (B and 
C for example), the relative error dA/A is calculated as: 
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where dB are dC are statistical errors; B and C are t/λ values in the respective thickness 
maps.  
 
 
 
 
 
 
 
 
 
 
Table 4.3 showing relative thicknesses of specimens prepared by a single beam FIB system 
 
HC 40 is not listed in table 4.3 as it was prepared using a dual beam system (section 4.4). The 
relative thickness of HC 40 was 0.6, which is lower than those shown in table 4.3. There are 
two possible reasons for this. Firstly, metals are not deposited on the catalyst which would 
reduce the overall thickness of the catalyst. Secondly, HC 40 was prepared using a dual beam 
FIB system and the specimen was lifted out using INLO. This suggests that using INLO with 
two imaging modes allows the user to mill the thinnest possible specimen without damaging 
it. This is because during INLO, the specimen has been removed from bulk and it can be 
viewed from two different angles (0º and 52º). This is especially beneficial during final 
thinning as any material loss can be monitored. With EXLO, the specimen remains in bulk 
during final thinning and the user is restricted to ±1º tilt in a single beam system. 
Consequently, milling is often terminated early to prevent damage to the specimen. 
 
4.3.3 EDX mapping 
 
EDX mapping was used to identify artefacts from FIB milling. Maps were generated in 
STEM mode. In STEM-EDX mapping, X-ray maps are recorded sequentially from many 
pixels in the specimen as the beam raster scans. The electron beam is stationary at an image 
pixel for a specified dwell time. The number of counts collected from an element in that time 
is recorded as a numerical value. As EDX mapping is a sequential process, maps can take a 
long time to complete, which can lead to specimen drift, contamination, and beam damage 
[61, 62].  
HC 50             0.8                0.06        
 
HC 49             0.8        0.06    
 
HC 39             0.7        0.07   
            
Single beam FIB milling       t/λ        Relative error (%) 
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In this work, X-rays were measured with an energy-dispersive spectrometer (EDS). Thin 
specimens have a small X-ray excitation volume beneath the surface (Figure 4.11) which 
leads to improved X-ray spatial resolution. This advantage is counteracted by the fact that 
thin specimens do not generate a large X-ray signal. Hence to maximise signal in EDX maps, 
a large beam size (~5 nm) is often used at low magnification. Spatial resolution is also 
determined by beam size. Beam broadening can take place in thicker regions of a specimen 
which can degrade the X-ray spatial resolution up to several times the beam size.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11: (a) X-ray excitation volume for a bulk sample, (b) X-ray excitation in a thin 
sample 
 
The EDX maps shown in Figure 4.12 were acquired from specimens that were sectioned 
using a single beam FIB system. A dwell time of 50 µs was used and the maps are 512 x 376 
pixels in size. Each individual pixel size is approximately 10.25 nm and hence the x and y 
dimensions of the maps are ~5.25 µm x 3.9 µm respectively. Consequently, in order to match 
the pixel size with the probe, a 10 nm sized probe was used to acquire the maps. Figure 4.12 
(a) shows a specimen of HC 50 acquired in BF STEM mode. The image shows contrast in a 
macropore which was first mentioned in figure 4.3 (b). The region shown is near the bottom 
of the specimen and X-ray maps identify the contrast to arise from the presence of gallium 
(red) and platinum (yellow). In a FIB system, platinum is deposited by ion beam assisted 
chemical vapour deposition (CVD) of a precursor organometallic gas. The gas molecules are 
adsorbed on the surface and they decompose when the gallium beam strikes [64]. Repetitive 
adsorption and decomposition result in the build up of platinum and gallium which is seen in 
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figures 4.12 (b) and (d). EDX mapping and thickness measurements have identified two 
important points regarding FIB specimens milled by a single beam system: artefacts are 
present from milling and the specimens are too thick for STEM-EELS. It is not fully 
understood why gallium is implanted into some of the pores and not all.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12: FIB milled specimen of HC 50 (a) BF STEM image showing low magnification 
image (square indicates region of interest), (b) BF STEM image showing grey contrast 
(circled), (c) STEM EDX map showing Pt decoration (yellow) and d) STEM-EDX map 
showing Ga decoration (red). Images (b)-(d) have an approximate 35º rotation relative to (a) 
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4.4 Dual beam FIB milling 
 
All of the specimens that were milled with a dual beam FIB system were lifted out using 
INLO. Conducting resin was not used in these catalysts but a layer of gold was deposited. 
Haswell et al. [60] have suggested that a larger thickness may be responsible for FIB milled 
specimens staying intact. The data in figure 4.13 and table 4.4 shows that this statement is not 
necessarily true as all specimens remain intact but they are thinner than specimens which 
have been milled with a single beam system.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13 showing specimens milled by a dual beam system: (a) HC 50, (b) HC 49 and 
(c) HC 39 
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Table 4.4 showing relative thickness of specimens prepared by a dual beam FIB system.  
 
4.5 Argon ion beam milling 
 
Figure 4.14 shows images of HC 50 and HC 49 respectively, which have been obtained from 
argon ion beam milling. The specimens were milled at 8º until perforation and then at 4º for 
one hour. An accelerating voltage of 4 kV was used at all times. Both specimens remain 
intact but while a FIB milled specimen is typically 50 µm2 in area, argon ion milling can 
produce a larger area of thin region (~500 µm2). The average relative thickness is ~0.4. HC 
39 and HC 40 could not be imaged due to charging in the electron microscope. 
 
 
 
 
 
 
 
 
 
 
3 
 
 
Figure 4.14: BF TEM images of argon ion beam milled specimens: (a) HC 50 and (b) HC 49 
 
Surface damage can occur during argon milling which can lead to amorphisation in a 
specimen. This can also occur during FIB milling. The damage depth is a function of the 
incident beam angle and beam energy [53]. Reducing these two parameters reduces damage 
and minimises artefacts such as surface topography and specimen heating. In heterogeneous 
specimens such as catalysts, preferential sputter is also a factor that affects ion milling [64]. If 
Dual beam FIB milling      t/λ         Relative error (%) 
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HC 40           0.4                   0.12 
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there is a combination of high and low atomic numbers, one material will thin faster than 
another as the sputtering yields of materials is a function of atomic number. A consequence 
of preferential sputter is that there will be a variation of thickness in the specimen [65]. This 
effect can be minimised by using low incident angles which can ‘polish’ the specimen to a 
uniform thickness. Results from a low energy experiment of HC 49 are shown in figure 4.15. 
Figure 4.15 (a) shows that the zeolite and binder components (in a catalyst milled at 4 kV) are 
not clear when high energy conditions are applied. Figure 4.15 (b) has been acquired from a 
specimen that has been milled at 8º at 4 kV until perforation and 4º for thirty minutes at      
0.5 kV. The zeolite/binder interface is much clearer, even at a higher magnification.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15 : BF TEM images of HC 49: a) milled constantly at 4keV, b) milled at 4keV until 
perforation and 0.5keV for 30 minutes.  
 
Specimen heating can be minimised by using liquid nitrogen cooled stages, which are 
installed on many modern milling instruments. Previous work has found that material can 
melt due to preferential sputtering from the argon beam that can lead to globules forming on 
the specimen surface [66]. Such heat induced reactions are particularly critical for coked 
catalysts because of the volatility of carbon at elevated temperatures. In a cold stage setup, a 
dewar is filled with liquid nitrogen that cools a copper plate in the specimen chamber. Further 
copper contacts connect the plate to a cold conductor. When the stage is lowered into the 
milling position the material is cooled by making a thermal contact with the conductor [67]. 
Specimens in this work were milled at 0ºC, -170ºC and room temperature. Spectroscopy 
results from these specimens are discussed in chapter 7.   
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4.6 Conclusions 
 
It is essential that the various components in the catalyst can be identified in the electron 
microscope so that site specific spectroscopy can reveal where coke is depositing, and how its 
structure and quantity is changing across interfaces. Spatial information is lost during 
grinding, hence microtoming, FIB milling and argon ion beam milling have been used to 
prepare thin specimens. Microtoming was discounted as it induced chatter, which meant that 
porosity, zeolite and binder could not be easily identified.  
 
Both a single beam and dual beam system were used for FIB milling. Specimens in both 
cases remained intact, however thinner specimens were obtained with dual beam milling. 
This is because the combination of INLO and a dual beam system proved to be vital as 
specimens could be lifted out of the trench and they could be viewed from two angles, which 
allowed controlled milling, as thinning and any material loss could be observed. For EXLO, 
all thinning was done while the specimen remained in the bulk material and therefore there 
was a restricted field of view. Specimens were thicker and they contained gallium using the 
latter technique. 
 
Argon ion beam milling produced large areas of thin region and the spatial information of the 
catalyst was maintained. Ion milling at low energy and low angle removed surface damage 
while a cold stage setup was also used to minimise specimen heating.   
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5 Elemental mapping 
5.1 Introduction 
 
STEM-EDX was used to map the distribution of elements in the catalyst specimens that had 
been prepared by microtoming and single beam FIB milling. Many elements are present in 
the catalysts; the binder consists of aluminium and oxygen, aluminium and silicon are present 
in zeolites while nickel, tungsten and sulfur are also present. Carbon is the main interest in 
this work as the distribution of coke is being investigated. The distribution of carbon over 
pores and zeolite/binder interfaces will be shown.   
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EFTEM was used to map carbon in specimens which had been prepared by dual beam FIB 
milling and argon ion beam milling. As the thickness of the specimen is not uniform, all 
EFTEM maps were normalised with low-loss images, which had been acquired from the 
same region. The quantity of carbon, in different regions of the catalyst, was calculated using 
two different techniques: the three window method and EFTEM-Spectral Imaging     
(EFTEM-SI). Explanations of these techniques will be provided and results will be discussed.  
 
5.2 STEM-EDX  
5.2.1. Experimental setup 
 
The spatial resolution of STEM-EDX is mainly governed by the accelerating voltage, probe 
size, the resolution of the detector and beam broadening in the specimen [61, 62]. The 
resolution of the detector R is defined using three terms: P describes the quality of the 
electronics (measured using FWHM of a pulse generator), X is the FWHM which is assigned 
to detector leakage current and I considers fluctuations in electron-hole pair generation. In 
this work, EDX maps were 512 x 512 pixels in size and the size of each pixel was 
approximately 5 nm. As described in section 4.3.3, acquisition conditions were set up such 
that the probe size matched this pixel size. As well as carrying out a ZAF correction (section 
4.3.1), in order to generate accurate quantitative EDX maps, it is essential to remove the X-
ray spectral background (predominantly bremsstrahlung) counts under a characteristic X-ray 
peak [61]. The intensity of bremsstrahlung varies strongly with specimen composition. The 
bremsstrahlung intensity distribution was modelled by Kramers and it is shown in equation 
5.1 [61]. 
 
     
E
)EE(KN 0E
−
=    Equation 5.1 
 
where NE is the number of bremsstrahlung photons of energy E and E0 is the incident beam 
energy. K includes the collection efficiency of the detector, the processing efficiency of the 
detector and X-ray absorption of the specimen. 
 
For energy-dispersive spectrometers (EDS), the background in a spectrum can be removed 
using a few methods. Firstly, two windows of equal energy width can be positioned either 
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side of a characteristic X-ray peak. An average intensity from these windows is calculated 
and it is subtracted from the total peak intensity. The assumption using this technique is that 
the average of the two intensities in the energy windows is equal to the background intensity 
under the peak. This may not be true if overlapping peaks are present in the spectrum or if a 
low energy region of the spectrum (~1.5 keV) is being analysed where the background is 
rapidly changing due to X-ray absorption. Another background subtraction technique 
involves modelling the background intensity below the X-ray peaks and subtracting it from 
the integrated peaks [68, 29]. This method requires two points on a background spectrum 
which are separated by large energies. The background intensity is modelled by using an 
equation which contains Kramer’s expression for the generation of bremsstrahlung, the 
absorption of bremsstrahlung in the specimen, the presence of the detector window and other 
inactive parts of the detector. The third method involves filtering the spectrum with a digital 
filter. The filter preserves high frequency components of the spectrum by including 
characteristic peaks while discounting the background due to its low frequency component 
[68]. Characteristic peaks show a dramatic variation in intensity (I) with energy (E), hence 
dI/dE is large, while background intensity exhibits a small dI/dE. During digital filtering, the 
spectrum intensity is filtered by applying a mathematical function. The most common 
function is the ‘top hat’ filter function which transforms small dI/dE to zero [29].  
 
Different background removal methods are employed for wavelength dispersive 
spectrometers (WDS) and they are discussed by Myklebust et al. [68]. A WDS is an 
alternative spectrometer that can be used to generate EDX data. WDSs employ a single 
crystal of known interplanar spacing, which disperses X-rays from an X-ray source 
(specimen). An EDS was used to generate all EDX data in this work and NSS Microanalysis 
software was employed to generate data in the elemental maps. NSS uses a standardless filter 
technique which applies a digital top hat filter for background subtraction, before fitting the 
spectrum to a reference which is provided by the program. The metallurgical and biological 
thin section (MBTS) correction method was used to perform standardless quantification 
based on the relative elemental k factors (Cliff Lorimer factors) which were calculated by 
NSS. This correction assumes X-ray absorption to equal zero. In this work, the dwell time 
was 50 µm and 120 frames were acquired in one full acquisition. The time constant used by 
the digital pulse processor (DPP) was 14 µs which processed approximately 11, 000 counts 
per second (cps).  
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The acquisition time of a typical EDX map is calculated as follows; 
The total number of pixels in a map is (512)2 = 262, 144 pixels. 
Acquisition time per frame     = dwell time (s) x total number of pixels 
               = (50 x 10-6) x 262, 144 
                                                = 13.1 seconds 
Acquisition for 120 frames     = 1572 seconds or ~ 26 minutes.   
 
An automated drift compensation was used to correct image shift which can occur during 
long acquisition times. Drift compensation acquires a reference image and NSS periodically 
measures how far a new image in an EDX map has shifted from the reference image. If there 
is a difference in location between the two images, a correction is applied using hardware 
beam control which tracks small changes through time. Drift compensation pauses the 
acquisition of a map in order to acquire a new image which consequently increases the total 
acquisition time of an EDX map. For best results, features of high contrast variation (e.g. 
pores, metal sulfides) were chosen as a reference image as they are easier to track and hence 
any image shift can be corrected more accurately. In this work, drift compensation was 
applied every seven frames and as a result, the total acquisition time increased from 26 
minutes to approximately 35 minutes. All STEM images were acquired in BF mode.  
 
NSS provides the user with information regarding specimen drift. There are four main 
sections in a diagnostic dialogue box and they are shown in figure 5.1.  
 
The Correction Space feature uses a cursor to illustrate how far the most recently acquired 
image has drifted in comparison with previous images. The ‘Reference and Current Images’ 
option overlays the current drift compensated image (red) onto a reference image (grey). 
‘Drift Data’ details the history of every correction since the drift feature was activated. It 
displays the X and Y shifts that were measured and the correlation coefficient is an indicator 
of how well the new image matches with the reference image. A perfect match generates 
value of 1.0. In a similar way to the ‘Reference and current images’ option, ‘Correlation 
Image’ shows the correlation between the reference and new image but it is illustrated in a 
different way. In this case, the centre of the reference image is assigned a bright pixel and any 
image shift during subsequent correction can be observed by tracing the path of that pixel. 
NSS uses a correlation image to measure the shift between the reference and current image 
and results of these measurements are seen in Drift Data.  
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Figure 5.1: A drift diagnostics dialogue box in NSS Microanalysis 
5.2.2 EDX mapping 
 
All FIB milled specimens discussed in this chapter were obtained using the single beam 
system. References will be made to meso-/macro- pores. As explained in chapters 1 and 4, 
mesopores are formed within the zeolite crystal due to dealumination while macropores       
(~0.5-1 µm) are formed between zeolite and binder components. Figure 5.2 shows EDX maps 
which have been acquired from a FIB milled specimen of HC 50. Figure 5.2 (a) shows a BF 
STEM image which shows zeolite grains, binder and macroporosity. Zeolite and binder can 
be clearly identified in figure 5.2 (b) as green denotes silicon rich zeolite grains and red 
represents aluminium rich binder. Nickel and tungsten sulfides are deposited on the binder 
and this is illustrated in figures 5.2 (c)-(e). As discussed in section 4.3.1, EDX spectra 
confirmed that FIB milling does not alter the overall chemistry of these catalysts and figure 
5.2 shows that the spatial information and distribution of elements is maintained. Processing 
techniques such as impregnation and drying result in an inhomogeneous distribution of 
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metals which explains why nickel is not localised on the binder and hence it can also be 
observed on some zeolite grains (section 1.5.2).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: FIB milled specimen of coked catalyst, HC 50, prepared by single beam FIB 
milling, (a) BF-STEM image, (b) STEM-EDX map of silicon (green) and aluminium (red), 
(c) tungsten, (d) nickel, (e) sulfur, (f) carbon. The circles in (f) are directed towards some 
regions of high carbon intensity 
 
In figure 5.2 (f) it appears that there are regions of binder that contain higher carbon intensity 
than surrounding areas, which suggests that the distribution of carbon is not uniform in the 
catalyst. Further investigation was carried out to observe any correlation between the 
(a) (b) 
(c) (d) 
(e) (f) 
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distribution of carbon and other elements. Linescans were obtained from particular regions of 
interest once an EDX map had been generated. Twenty EDX spectra were gathered from 
each linescan and each point was 10 nm in size, which equates to the probe and pixel size as 
mentioned in section 5.2.1. Spectra were acquired every two and a half pixels. Figure 5.3 (a) 
displays the region of the catalyst which was probed and it consists of zeolite and binder 
regions. The profile of aluminium in figure 5.3 (b) appears to be similar to that of carbon but 
such consistency was not observed in other linescans. The profiles of sulfur and nickel 
exhibit sharp peaks which correspond to the deposition of nickel sulfide. While there is an 
increase in carbon in the binder region, carbon is not localised on nickel sulfide.  
 
Figure 5.4 reveals that carbon has deposited in some of the macroporous regions (i.e. 
macropores) of the catalyst which may be explained by the geometry of the pores. A 
comparison may be made between coke deposition and gallium implantation during FIB 
milling. For example, during FIB milling, material redeposition can often occur if a trench is 
deep and narrow, as material becomes trapped. A similar principle may be applied to pores as 
they are three-dimensional structures. Hence it is possible that carbon and gallium, which 
deposit on the catalyst during coking and milling respectively, become trapped due to the 
shape and structure of the macropores. Linescans in figure 5.5 illustrate that the profiles of 
gallium and carbon correspond well in some pores (figure 5.5 (a)) but not all (figure 5.5 (b)). 
Therefore there is no clear relationship between the distribution of gallium and carbon 
deposition in, which suggest that as well as the shape of the pores, coke distribution is also 
affected by a number of factors as discussed further in section 5.4.         
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Figure 5.3 Single beam FIB milled specimen (a) BF STEM image of coked catalyst HC 50, 
linescan profiles of (b) C and Al, (c) C, Ni and S and (d) C and Si. The arrow in (a) illustrates 
where the profiles have been acquired from.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: (a) BF STEM image of coked catalyst HC 50 prepared single beam FIB milling; 
(b) shows an EDX map of aluminium (red), silicon (green) and carbon (magenta). Carbon is 
distributed in the macropores of the catalyst as indicated by the circle. The arrows in (a) show 
two linescan positions from which C and Ga profiles have been obtained as shown in figure 
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Figure 5.5 Profiles of C and Ga acquired from the two linescan positions which are shown in 
Figure 5.4 (a); (a) linescan 1 and (b) linescan 2. Regions A refer to alumina binder 
 
Figure 5.6 shows EDX maps that have been acquired from a microtomed specimen of HC 50. 
Figures 5.6 (a) and (b) show regions of binder and zeolite but as can be seen in figures 5.6 
(c)-(e), nickel, tungsten and sulfur are distributed over the entire catalyst, even though as 
illustrated in figure 5.2, the elements should predominantly be localised to the binder. These 
images reveal the disadvantages of microtoming materials that contain different mechanical 
properties (e.g. alumina is a brittle material which exhibits ‘glass-like’ fracture). The 
mechanical force of a microtome can cause material to slide off the knife and material can 
also roll up as it falls on the water bath. Hence, while all of the elements in the catalysts can 
still be identified, the spatial distribution of elements may not be accurate. While it was 
possible to observe carbon in the binder and macropores of FIB milled specimens, the carbon 
map in figure 5.6 (f) does not indicate similar trends. The most intense signal is detected from 
the carbon film on the TEM grid. [54, 55] 
 
Using figure 5.6 (b), a linescan was acquired across a silicon and aluminium rich region 
which had not been damaged and which did not contain carbon film. The probed region is 
shown in figure 5.7 (a). It can be seen in figure 5.7 (b) that there are similarities between the 
carbon and silicon profiles. There is a higher quantity of carbon in the silicon rich zeolite 
regions which contradicts with what is observed in figure 5.3 (d). However, such similarities 
were difficult to observe over other zeolite and alumina interfaces partly because of material 
damage and the presence of carbon film, but also because the formation of coke depends on 
coke precursors which may not be homogeneously dispersed in the catalyst (section 5.4).  
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Figure 5.6: Microtomed specimen of coked catalyst HC 49, (a) BF-STEM image, (b) STEM-
EDX map of silicon (green) and aluminium (red), (c) tungsten, (d) nickel, (e) sulfur, (f) 
carbon.  
 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
(c) (d) 
(e) (f) 
120 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7: (a) BF STEM image of a microtomed specimen of coked catalyst HC 49, with the 
arrow showing the linescan position. The circle highlights the corresponding region in the 
Al/Si map, (b) linescan profiles for C and Si, (c) C and Al and (d) C, Ni and S 
 
 
The EDX maps of the FIB milled specimens have shown that carbon is detected in the 
zeolite, binder and macropores, although there are regions which are relatively free of carbon. 
Therefore, STEM-EDX has concluded that carbon is not distributed uniformly. The spatial 
resolution of the maps is too low to identify whether carbon is deposited in the zeolitic 
mesopores or on the surface. The information available from microtomed specimens is 
limited as pores of any size are not accurately observed and hence it is difficult to locate 
zeolite/binder interfaces due to material damage.        
 
5.3 EFTEM   
5.3.1 EFTEM acquisition  
 
Due to geometrical factors, it is not possible to collect all of the electrons that have been 
scattered by a specimen. There are two important angles to consider in EELS experiments: 
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the convergence semi-angle (α) and collection semi-angle (β). The semi-angle α is 
determined by the condenser lens system of the microscope, and it is of huge importance in 
STEM. This will be discussed in chapters 6 and 7. In EFTEM mode, the semi-angle β is 
determined by the objective aperture (which is situated in the back focal plane of the 
microscope) of the microscope and it is independent of the entrance aperture as shown in 
figure 5.8 [52, 69, 70-73].  
 
 
 
 
 
 
 
Figure 5.8: Schematic showing collection semi-angle β 
 
As explained in section 3.5, the ionisation of atoms will result in characteristic ionisation 
edges in an EEL spectrum. The intensity of the edges is directly proportional to the number 
of atoms present and the partial ionisation cross section (section 5.3.3), which is determined 
by the type of edge and the scattering angle. It is vital that β is large enough to collect a 
substantial amount of the scattered signal. As seen in section 5.3.3, β has a strong influence 
on quantification, as the angular dependence of the cross section varies significantly between 
elements [73].    
 
If β is too large for a particular experiment, the spatial resolution of an EFTEM image is 
compromised due to the spherical and chromatic aberrations of the image forming lens and an 
intense signal can be produced, although this condition is useful in the application of 
thickness mapping where the entire inelastic signal (It) is collected [73]. 
 
Elastic (or diffraction) contrast is always present in EFTEM images of polycrystalline 
materials and it increases with specimen thickness. For thin specimens, experimentally 
obtained EFTEM images can be compared with simulated images to provide accurate 
contrast interpretation [69]. A less thorough analysis can be carried out by using the jump-
ratio technique. If an EFTEM image has been acquired using this technique, a second jump 
Collection 
semi-angle, β 
Spectrometer 
entrance aperture 
Specimen 
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ratio can be acquired consisting of two pre-edge images. If the resulting jump ratio image 
does not contain any contrast and the post-edge/pre-edge image does, contrast can be 
assumed to be element specific only.  
 
In this work, thickness maps were acquired of the same regions that were mapped for carbon 
in EFTEM mode, as it was important that the regions of interest were of adequate thickness. 
Contrast in elemental maps can arise from thickness effects, which are important in catalysts 
as the presence of metals and pores results in thickness variations. Thick specimens exhibit 
larger background intensities than thinner specimens and the ionisation edge is less 
pronounced. Such features will affect quantitative EFTEM analysis. The EFTEM images in 
this thesis were normalised using low-loss images which were acquired for 0.1 seconds under 
identical illumination conditions [69].  
 
The optimum spatial resolution of EFTEM images, as suggested by image simulations, is not 
attained mainly because of specimen drift during acquisition. The signal-to-noise ratio (SNR) 
is important in optimising spatial resolution in order to allow elemental maps to be 
interpreted. The background removal in the three-window method adds significant noise to an 
elemental map due to statistical uncertainty during the extrapolation of the background 
model.  
 
The achievable detection limit is determined by the noise level in the recorded images. Hence 
improvements in the quality of EFTEM images are achieved by optimising the SNR. In an 
EEL spectrum, the optimal SNR of a given ionisation edge for energy filtering is given by 
 
bk
k
hII
ISNR
+
=
   
 
 
where h is the measure of the quality of the background extrapolation, Ik is the integrated 
intensity of the extracted core-loss signal and Ib is the integrated intensity of the background 
within a defined energy window [74].  
 
In order to minimise statistical error in h, the upper energy window (pre-edge 2 in figure 
3.14) should be placed just below the ionisation edge onset and the energy gap between the 
two pre-edges (pre-edge 1 and 2 in figure 3.14) should be as large as possible. These 
Equation 5.2 
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measures are taken so that as much of the background is applied to the AE-r model as 
possible. The integrals Ik and Ib depend on the overall edge shape (K, L, M) and on the width 
and position of the post-edge window (figure 3.14) relative to the edge [13].  
 
For ionisation edges that exhibit a saw-tooth edge profile (e.g. K edges), the post edge 
window should be placed at the threshold with relatively small energy widths (~20 eV). For 
delayed edge profiles such as L-edges, the window should be placed well beyond the 
threshold and broader energy windows are preferred. However, this will decrease the spatial 
resolution of an EFTEM image as a broader window will increase contributions from 
chromatic aberrations. Hence, the choice of the experimental parameters is a compromise 
between resolution and detection limits [74].  
 
The slit width should be narrow enough to avoid edge overlap but wide enough to provide 
substantial counting statistics for a particular element. For high energy edges, the signal can 
become weak and longer acquisition times are required. High beam currents from the electron 
source can result in localised heating which can lead to specimen drift and radiation damage 
[74, 75].  
 
All images in this work were corrected for dark current and gain variation but they were not 
corrected for image blurring caused by the PSF of the scintillator material. Dark current 
refers to electrons that hit the CCD detector from the surrounding apparatus when an EELS 
acquisition is not being made. Gain variation arises from individual diodes in the CCD 
detector differing in their response to an incident electron beam. The PSF causes features on 
an EEL spectrum to spread through the scintillator and fibre optics before hitting the 
photodiode [29]. Drift between successive images was automatically corrected using a cross 
correlation algorithm in DigitalMicrograph. 
5.3.2 Qualitative EFTEM 
 
The three-window technique was used to acquire carbon-K EFTEM images using a JEOL 
2100F microscope. Microtomed specimens were not examined due to the presence of 
embedding resin and carbon film (which are carbon artefacts), in addition to the occurrence 
of specimen damage. A slit width of 20 eV was used and the two pre-edges were selected at 
252 eV and 272 eV. The post-edge was selected just beyond the onset of the C-K edge     
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(284 eV) and a 30 second acquisition time was applied for all maps. The collection angle was 
10.5 mrads.   
 
Figures 5.9 and 5.10 show TEM and EFTEM images respectively of the coked catalyst HC 
50, which has been prepared by argon ion beam milling. Regions of high intensity in the 
EFTEM image arise from the presence of carbon. The carbon-K EFTEM images in figures 
5.10 (a) and (b) display intense carbon deposition in some regions of the binder and 
mesopores. Deposition in mesopores could not be clearly determined in the EDX maps due to 
poor SNR. EDX detected a high quantity of carbon in some macropores and this is evident in 
EFTEM images as well.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9: BF TEM image of a coked hydrocracking catalyst, HC 50, prepared by argon ion 
beam milling 
 
 
       
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10: A coked hydrocracking catalyst prepared by argon ion beam milling (a) acquired 
C-K EFTEM image (b) normalised C-K EFTEM image  
0.2 µm 
(a) 
0.2 µm 
(b) 
 Bright contrast in figure 5.10 (a) 
contrast is element specific. The circle 
carbon that has deposited in macropores. The rectangles emphasise regions of zeolitic 
mesopores that have been deposited with carbon. 
HC 50 while Figure 5.11 (b) 
specimen from the same region of the catalyst
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.11: A coked hydrocracking catalyst 
(b) Thickness normalised C
macroporous carbon and rectangles highlight mesoporous carbon, 
deposited in mesopores 
 
Higher magnification imaging reveals that the macroporous 
defects (figure 5.12) and electron diffraction studies show that the carbon is amorphous. 
Similar findings have also been made on coke deposits in Pt/Al
Gallezot et al. [22] 
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125 
arises from carbon and thickness while in figure 5.10 (b), 
in the latter figure highlights macroporous carbon, 
Figure 5.11 (a) shows a BFTEM image of 
shows a normalised EFTEM image of a dual beam FIB 
.  
prepared by dual beam FIB milling (a) BF TEM, 
-K EFTEM image. As with figure 5.10, circles highlight 
i.e.
carbon contains
2O3 catalysts, as discovered by 
(b) 
0.2 µm 
i.e. 
milled 
 carbon that has 
 intercrystalline 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12: BF TEM image showing the contrast of 
 
 
5.3.3 Quantitative EFTEM
 
Qualitative analysis of EEL spectra is achieved by simply comparing the 
shell ionisation edges with either a table of atomic energy levels which consists of a database 
of reference spectra. For quantification, the intensities under the ionisation edges are 
measured. The first step of quantification involv
edge onset. The background is subtracted and the intensity under an edge is measured in an 
energy window. In order to scale the measured intensity, the partial ionisation cross
computed for the particular inner shell scattering event unde
[34, 35].  
 
The large background in an EEL spectrum is one of the main disadvantages of EELS, as 
ionisation edges can become difficult to observe and hence quantify. If the SNR is adequate, 
using a small collection angle 
away from the low-loss region, 
threshold, there is a linear relationship between the logarithm of the intens
logarithm of the energy-loss. This log
fitted to a power law function of the form I=AE
0.1 µm 
126 
coke in a macropore 
 
energies of the inner 
es fitting a background model before the 
r the experimental conditions 
β will increase the signal to background ratio (SBR). In regions 
which is dominated by the plasmon, and beyond an edge 
-log ratio relationship allows the background to be 
-r
. The fitting parameters A and r are 
 10 nm 
-section is 
ity and the 
127 
 
calculated using two methods. The most common method involves using a linear least 
squares fit to an extrapolated region of the log-log plot before an edge onset. The 
extrapolation under the edge of interest should be as large as possible while considering the 
constraints of other edges. The second method is called the two area method which involves 
measuring regions in two windows of equal widths before an edge. The latter technique is 
employed in EFTEM quantification [34, 35].  
 
The partial ionisation cross-section for the relevant ionisation edges is vital for quantification 
and it is determined for a particular inner shell scattering event under the appropriate 
experimental conditions, i.e. σ(α, β, ∆, Eo) where Eo is the incident beam energy and ∆ is an 
energy window. The ionisation cross-section can be determined in absolute terms or relative 
to other elements and it is used to convert edge intensities into elemental concentrations.  
 
A differential cross-section d2σ/dEdΩ is used to describe the angular and energy distributions 
for scattering into a solid angle dΩ with an energy-loss between E and E+dE. The differential 
cross-section is a function of the accelerating voltage Eo and it is symmetrical around the 
incident beam direction. The spectrometer collects a zone of electron scattering with semi-
angle β which provides a partial differential cross-section which is a function of β, 
 
)dsin2(dEd
d)E,(
dE
d 2
o θθΩ
σ
=βσ
     Equation 5.3 
 
where θ is the scattering angle. 
 
After background removal, the edge signal is integrated over ∆ above the edge threshold. The 
partial ionisation cross-section is shown in equation 5.4.  
 
)E,(
dEdE
d)E,,( oo βσ=∆βσ       Equation 5.4 
 
For particular experimental conditions, the cross section depends on the number of inner shell 
electrons divided by the energy-loss. For K edges, the cross section is determined using 
Egerton’s SIGMA K program which is based on a hydrogenic model of an atom. This 
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program is incorporated in Digital Micrograph and a more detailed explanation of this model 
is provided in Egerton’s text [35].  
 
The areal density AK (atoms/nm2) of an element is given by 
 
),().,(I
),(IA
zeroloss
K
K β∆σβ∆
β∆
=
        Equation 5.5 
 
 
where IK is the intensity of the ionisation edge, ∆ is the energy integration range as defined by 
the slit width, β is the angular integration region as defined by the objective aperture       
(10.5 mrads in this case), Izeroloss is the zero-loss intensity acquired under the same conditions 
as the ionisation edge (i.e. same slit width, illumination). Digital Micrograph was used for 
image processing and it computes the cross section in the unit of barns, where 1                
barn = 1 x10-28 m2. Hence a conversion factor is required.  
 
When dividing the EFTEM image with the zero-loss image, it is essential that the two images 
are of the same size, i.e. binning conditions need to be identical. Binning determines how 
many pixels in a CCD chip are summed and read out. The images were corrected for 
exposure time. In this case, the EFTEM image was acquired for 30 seconds and the zero-loss 
for 0.1 seconds. Hence, the zero-loss image was multiplied by 300. To convert m2 into nm2, 
the resulting image was divided by 1 x10-18. The areal density, AK, was divided by the 
thickness of the specimen to convert the areal density into concentration (atoms/nm3). Figure 
5.13 displays a zero-loss image and a corresponding carbon-K EFTEM image. The resulting 
EFTEM image (post processing) is seen in figure 5.14.   
 
Errors in EFTEM quantification are assumed to be ~10%. The main considerations are the 
background fit (which can be estimated by using the h parameter) and the systematic errors 
for computing ionisation edges (~5% for K edges and 10% for L edges). Moreover, it is 
important to note the Poisson errors associated with intensities in ionisation edges and low-
loss regions of images before background extrapolation has been undertaken.   
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.13: HC 50 prepared by dual beam FIB milling, (a) acquired zero loss image, (b) 
acquired C-K EFTEM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.14: Post processed C
 
After acquiring the EFTEM images, Digital Micrograph was used to determine how much 
carbon is present in particular regions of the catalyst. 
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Figure 5.15: HC 50, prepared by dual beam FIB milling, (a) 
image, (b) profile showing carbon concentration over zeolite/binder interfaces (region 1), (c) 
and (d) carbon concentration across mesopores in a zeolite grain (regions 2 and 3 
respectively) 
 
Figure 5.16 further illustrates how the carbon distribution varies over different components of 
the catalyst. It is interesting to observe that nickel sulfide is relatively free of carbon and as 
seen in figure 5.16 (d), a higher volume of carbon is deposi
(~100– 200 atoms/nm3).  
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Figure 5.16: A coked hydrocracking catalyst, HC 49, prepared by dual beam FIB milling (a) 
BF TEM image, (b) post processed C-K EFTEM image, (c) carbon concentration over a 
zeolite/binder interface (region 1), (d) carbon concentration across nickel sulfide (region 2) 
 
5.3.4 EFTEM-Spectrum Imaging 
 
Spectrum imaging refers to the collection and storage of spatial and spectroscopy 
information. The added spectroscopy information provides an extra dimension (energy) 
which forms a three-dimensional data cube. This concept is illustrated in figure 5.17. Such a 
data cube can be acquired using two methods: EFTEM-SI and STEM-EELS. The former 
method is the focus of this chapter while STEM-EELS is described in chapter 7. In both 
cases, the data cube contains three coordinates which are given by the dimensions x and y on 
the specimen, and the energy-loss ∆E.  
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The three dimensional data cube in EFTEM is constructed by acquiring a series of energy 
filtered images with a small energy slit. This is known as a multi-window approach. Instead 
of acquiring only three images, as in the three-window method, acquiring many images at a 
different energy-loss samples the energy-loss axis in a region of interest. Hence, each pixel in 
a data cube can contain a whole EELS spectrum if enough images are taken. Typically a slit 
width of 1-10eV is chosen and approximately 50-100 images are acquired in a series. The 
energy interval between images is normally defined by the slit width. EFTEM-SI can require 
long acquisition times and efforts should be made to lower the exposure time as much as 
possible to minimise specimen drift as described below. EFTEM-SI is viewed as an 
improvement to the three-window technique as details in an ionisation edge such as ELNES 
and EXELFS can be located spatially in an image which can be a powerful way to study 
bonding effects in different regions of a specimen. The quantification of elemental maps can 
be more thorough than the three-window method as more spectral information is available, 
which can lead to more accurate background subtraction. The energy resolution of EFTEM-
SI is predominantly limited by the slit width which is determined by the mechanical flatness 
of the edges of the slit. Mayer et al. have shown that accurate EEL spectra can be obtained 
from biological and polymeric specimens using EFTEM-SI [76] and they have also discussed 
the feasibility of quantification using this process [77, 78].     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.17: Schematic showing a representation of EFTEM-SI [76] 
 
 
In this work, the EFTEM-SI investigations were performed on the JEOL 2100F microscope. 
Images were recorded on a Gatan 2048x2048 slow scan CCD using Gatan’s Digital 
Micrograph software. The images were recorded in binning mode where 4x4 pixels were 
summed up into one effective pixel, so that 512x512 pixel images were generated. Digital 
y 
x 
x 
y ∆E 
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filtered 
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Micrograph was used for all image processing and the quantitative analysis of the EEL 
spectra was performed using Gatan’s ‘ELP’ program package. An EEL spectrum was 
recorded for each image (0-350 eV), i.e. each spectrum contained the low-loss region and 
carbon K-edge. The entire spectrum could not be obtained in one acquisition as the 
acquisition time for acquiring a zero-loss would be much less than that for an ionisation edge. 
Therefore, an image series was initially acquired from -10-80 eV with an acquisition time of 
0.1 seconds. A second series was acquired from 80-210 eV for 10 seconds and the final 
image series (which contained the carbon K-edge) was acquired from 210 eV-350 eV for               
20 seconds. Each of the series was normalised for exposure time and they were combined 
into one volume of data such that an image series 0-350 eV was generated. Using one of the 
images at a particular energy-loss as a reference image, the spatial drift in the series was 
measured and removed. As stated in equation 5.5, the areal density is calculated using the 
intensities of the low-loss and carbon-K images. These parameters are available in the image 
series and the final areal density quantification was carried out using the partial ionisation 
cross-section for carbon. Digital Micrograph then calculated the quantity of carbon 
(atoms/nm2) for each pixel in the final image. A final conversion factor was applied to obtain 
carbon concentration (atoms/nm3). Table 5.1 shows the full acquisition details of the 
parameters that were used.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5.1: Table showing imaging parameters for EFTEM-SI 
 
Window width, ∆E       10 eV 
 
Energy step        10eV 
 
Acquisition time       0.1 s (0-80eV) 
         10 s (80-210 eV) 
         20 s (210-350 eV) 
 
Number of images in series      36 (0-350 eV inclusive)
  
Width of background fitting region     50 eV 
         (ends 10 eV before edge)  
 
Width of integration region      50 eV 
         (starts at edge onset)  
 
Collection semi-angle       10.5 mrads 
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Figure 5.18 (a) shows a zero-loss image and in order to observe the porosity in the catalyst 
more clearly, the contrast of the image has been inverted using ImageJ (figure 5.18 (b)). Dark 
regions in the latter image correspond to pores and brighter regions represent nickel sulfide 
on the zeolite and tungsten sulfide on the alumina binder. Figure 5.18 (c) displays a carbon-K 
EFTEM image which has been generated by EFTEM-SI. As is seen in section 5.3.3, carbon 
has deposited in mesoporous regions and this is highlighted in figure 5.18 (d). Quantitatively 
speaking, ~30 atoms/nm3 of carbon is present in the mesopores and this is consistent with the 
results shown in figure 5.15 using the three window method. The data in figure 5.19 has also 
been generated in the same way and it reveals that in a different mesoporous network to the 
one shown in figure 5.18, the overall carbon distribution on the zeolite grain is more uniform.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.18: Coked hydrocracking catalyst, HC 50, prepared by dual beam FIB milling (a) 
zero loss image, (b) contrast inverted image of (a), (c) C-K EFTEM image generated by 
EFTEM-SI where contrast is element specific, (d) carbon concentration across the arrow that 
is shown in (c) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.19: Coked hydrocracking catalyst
zero loss image, (b) contrast inverted image of (a), (c) C
EFTEM-SI, (d) carbon concentration across a zeolite/binde
in (c). The concentration is more uni
 
 
5.4 Discussion 
 
The results in this chapter have highlighted the following points:
 
(a) STEM-EDX has shown that microtoming causes a change in the spatial distribution of 
elements in the catalysts. EDX maps from FIB 
high concentration of carbon on the binder and in the macropores of a coked catalyst. 
Certain EDX profiles illustrate a relationship between the profiles of carbon, 
aluminium, nickel and sulfur but such 
catalyst. Overall, the distribution of carbon is not uniform. 
(a) 
(c) 
0.2 µm 
0.2 µm 
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(b) EFTEM images provide higher spatial resolution than the STEM-EDX maps and it is 
confirmed that carbon has deposited on the alumina binder and in the macropores of 
the catalyst. In some cases, more carbon is present on the binder than on the zeolite 
but the opposite can also be true. Carbon was found in mesopores but the quantity of 
carbon varies. It is not clear how much carbon has deposited on the surface of the 
zeolite but there are some areas in the catalyst which are relatively free of carbon. 
These findings also indicate that carbon distribution is non-uniform in the coked 
catalysts.  
 
(c) The distribution of carbon on the surface of nickel sulfide appears to be minimal but 
in some regions, large quantities of carbon are deposited around the sulfides.  
 
(d) The three window method and EFTEM-SI generated similar values of carbon 
concentrations 
 
The coking of a bifunctional catalyst is a complicated process as explained in chapter 2. 
Coking does not occur homogeneously and much work has been devoted to investigating the 
distribution of coke [79, 80]. It is generally understood that regardless of the application of 
the catalyst, coke is detected in the pores of the acidic support. Previous EELS studies has 
revealed that most of the coke on a catalyst is deposited on the support and further 
investigations have shown that there are variations in coke concentration, which suggests the 
existence of three-dimensional deposits as opposed to a monolayer [79]. Investigations have 
also shown that there are regions in a catalyst which have not been subject to coking.   
 
Both metals and supports contribute to coking in a bifunctional catalyst and different 
mechanisms have been suggested for each component. Metals are a site for dehydrogenation 
which results in the formation of atomic carbon or partially hydrogenated intermediates to 
form graphitic coke. Dehydrogenation also yields olefins that polymerise on the acidic 
support. Coke deposition on the support material depends on the nature of the support and on 
the accessibility of the metal, as described in the current chapter. Coking rate is proportional 
to dehydrogenation reactions which occur regardless of the structure of the molecules. Hence, 
studies reveal that coke of different origins has been identified on metals and on acid sites. 
[79] 
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5.4.1 Coke formation in pores 
 
Coking is a ‘shape-selective process’ and the pore structure of a zeolite is an intrinsic 
property of coking [1, 79, 80]. Steric constraints are more pronounced during coking in a 
structure which contains small pores than in zeolite Y for example. However, the low coking 
rate is offset by the fact that any coke that does form will be trapped more easily due to the 
small pore size. Conversely, more coke can be formed in a large pore but the molecules can 
escape with more ease [21]. Coking rates are also partly attributed to the density of acid sites. 
Coke formation in zeolite Y involves hydrogen transfer reactions which depend on the 
proximity of acid sites in the zeolite. As explained in section 1.5.3, dealumination is 
employed to create mesopores but it also helps to inhibit reactions that contribute to coke as 
the acid site density is decreased with an increase in the silica, alumina framework ratio. The 
effect of porosity and acidity on the coking process varies as the average strength and density 
of the acid sites are different within a zeolite structure. Because of these differences, it is 
difficult to determine the exact dependency of pore structure on coking. Despite this it is well 
known that coking rates are high if there is greater space for its formation and if the 
intermediates for coke formation diffuse slowly into the gas phase [21].       
   
 
 
 
 
 
 
 
 
 
 
Figure 5.20: Schematic of coke distribution in a zeolite where arrows represent pathways for 
reagents, (a) low coke content and (b) high coke content where coke has formed plugs in the 
catalyst pores [1] 
 
The coking rate of zeolites, which contain a monodimensional pore network, is highest 
among all zeolite structures. This is because the formation of a coke molecule in a channel 
will prevent any reactant molecules from entering further channels in the framework. As 
building blocks 
coke 
(a) (b) 
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zeolite Y has a multidimensional pore network, coke molecules are formed preferentially in 
cages close to the outer surface, which blocks access to specific inner cages and hence 
prevents diffusion of reactants through particular, but not all channels. Changes in diffusivity 
result in non-uniform coke distribution in the catalyst. In all zeolites, soluble coke molecules 
are too volatile to be located on the outer surface and they are therefore formed inside the 
micropores. Insoluble coke molecules are formed from the growth of soluble coke molecules. 
Hence insoluble coke is located in the macro/meso- pore structure but as growth continues, 
insoluble coke will also be formed on the outside of pores i.e. on the surface of the zeolites. 
Figure 5.20 illustrates the effect of coke content on the diffusion of reactant molecules in a 
zeolite crystal. [81]   
 
Macro- and mesopores increase the accessibility of micropores by increasing the diffusion of 
reactants and products, which provides a high surface area for cracking large molecules. As 
the EFTEM images in this chapter show that meso- and macropores contain carbon, it is 
assumed that the coke is insoluble in these regions and that diffusion of molecules in the 
micropores is severely limited. Hence, the catalytic properties of the zeolite have been 
compromised.  
 
Overall, carbon on a support material is not dispersed uniformly as the polymerisation of 
olefins depends on the proximity of the acid sites of the support and on the accessibility of 
metals. The size and geometry of pores is also important because they determine how easily 
coke can be transported and trapped in the support framework.  
 
5.4.2 Coke formation on metals 
 
Coke formation on metals can be explained by the process of carbon diffusion (figure 5.21). 
During coking, hydrocarbons adsorb onto the surface of a metal to form carbon atoms. These 
atoms can form methane (CH4) but other mechanisms can also occur. For example, carbon 
can encapsulate the metal and cause deactivation or the atoms can diffuse (as a result of 
concentration gradient) into the metal and precipitate at grain boundaries. The occurrence of 
diffusion means that during extended periods of time on-stream, there is a constant rate of 
coke deposition through the metal sulfide allowing some activity to remain before a critical 
time is passed, which leads to carbon encapsulation and eventual deactivation [82].  
 
139 
 
 
 
 
 
 
 
 
Figure 5.21: Schematic showing carbon diffusion through nickel [82, 83] 
 
Catalyst deactivation is determined by the competition between carbon accumulation on the 
surface of the metal sulfide and diffusion away from the active sites of the sulfide. At 
temperatures in the range of 350ºC–550ºC, the rate of carbon deposition is almost 
independent of the hydrocarbon concentration and the nucleation and growth of surface 
carbon is not observed. Carbon filaments are formed instead. Kinetic measurements of nickel 
have shown that the rate controlling step in this temperature range is determined by carbon 
diffusion through the metal. The driving force for carbon diffusion arises from a 
concentration gradient, which can result from different solubilities of carbon at the metal/gas 
and metal/filament interfaces. At temperatures above 550ºC, there is a change in the rate 
controlling step of carbon deposition. The reaction rates depend on the concentrations of the 
hydrocarbons and hydrogen. High partial pressures of hydrogen are required to prevent the 
growth of encapsulating carbon by hydrogenating chemisorbed carbon species. [83, 84].  
 
The number of carbon atoms deposited per accessible metal atom varies with the dispersion 
of metal. Smaller particles show a greater resistance to deactivation by coke than larger 
particles as coke settles more easily on planes than on the corners and edges of sulfide 
crystallites [1, 81]. If a metal is highly dispersed, there is less chance of it being covered by 
coke as an increase in metallic/acidic function ratio increases the hydrogen content of coke. 
The dispersion of metals is determined by impregnation, sulfiding and drying methods which 
are employed during the processing of catalysts. The overall effect of metals on coking is 
complex and it will vary with conditions such as reagent pressure and temperature [81]. In 
this work, higher carbon intensities have been observed around certain nickel sulfide 
crystallites than on the surface. Figures 5.22 (a) and (b) show regions of nickel sulfide which 
are relatively carbon free in comparison with the mesoporosity in the zeolite grains. The SNR 
and magnification of the images are not sufficient to determine if the size and dispersion of 
CH4 
CnHm 
(CnHm)* 
+ H2 
C* Cencapsulating 
Ni diffusion 
140 
 
metal crystallites determine the deposition of carbon. It is interesting to observe that a nickel 
sulfide crystallite is present on a layer of carbon that is located in a macropore (circled in 
figure 5.22 (b)). There is no clear reason for this although Figueiredo has suggested a theory 
[82]. He states that because of carbon diffusion and segregation to grain boundaries, the 
sulfide crystallite has ‘lifted off’ the surface of the catalyst and it has moved to a carbon rich 
region. This is a very questionable explanation and further work is required to investigate 
this. On the other hand, it is possible that the nickel sulfide crystallite was initially deposited 
deep inside the macropore and coke molecules have then pushed it towards the external 
surface of the catalyst.  
 
Coke deposition on the binder can also occur due to the dehydrogenating function of the 
metal sulfide (predominantly tungsten sulfide). The varying dispersion of tungsten sulfide 
may explain why the distribution of carbon is not homogeneous on the binder. However, it is 
important to note that the alumina binder also acts as a catalyst and it cracks larger molecules 
than those that enter zeolite Y.  Hence, coke msy be accumulating in the pores of the binder 
due to the acidic properties of alumina.   
 
It is possible that carbon has undergone gasification on the surface of the active site which 
may explain why coke is not readily observed on nickel sulfide. Gasification is described as 
the diffusion of carbon through a metal. The process occurs in the opposite direction to that 
shown in figure 5.21. Firstly, a reactant gas (H2, H2O, CO2) adsorbs on the surface of the 
nickel sulfide crystallites. Adsorbed molecules react with carbon atoms at the surface of the 
metal which creates a concentration gradient as there is now a larger quantity of carbon in the 
surrounding areas of the metal. Hence, carbon atoms migrate to the surface of the metal by 
diffusion. This mechanism of gasification occurs through a gas/catalyst interaction. [82, 83].   
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Figure 5.22: A coked hydrocracking catalyst prepared by dual beam FIB milling showing two 
zeolite grains labelled 1 and 2. (a) BF TEM image and (b) thickness corrected C-K EFTEM 
image. The circled region shows a nickel sulfide crystallite which is deposited in a carbon 
rich region in a macropore 
 
Overall, coke distribution on metals in not constant as the mechanism depends on the extent 
of diffusion that takes place which will determine if or how much encapsulation occurs. If 
coke ‘spills’ onto metals from the acid sites (below), then again the proximity of the support 
is important. The size of the crystallites and its dispersion will also determine coke 
deposition.  
 
Moodley et al. have generated EFTEM data, as illustrated in figure 5.23, on WO3/SiO2 
catalysts which were catalytically active despite coke buildup [84]. In this particular system, 
WO3 and SiO2 are hydrogenation and acidic functions respectively. It was discovered that 
although carbon was detected on the SiO2 support, it was only detected around the WO3 
crystallites and not on the surface. While the authors have not discussed the diffusion of 
carbon through the metal oxide, it was suggested that coke molecules had formed at the 
acidic sites of the silica support, which then grew in mesopores as they act as reservoirs for 
molecules. Eventually, the pores would become saturated with coke, which would result in 
the WO3 crystallites being covered with coke due to spillover. Spillover is a process that 
describes the transfer of coke between acidic and hydrogenating functions. [84] 
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Figure 5.23: (a) BF TEM image of a WO3/SiO2 catalyst prepared by microtoming. (i) 
corresponds to WO3 and (ii) corresponds to SiO2, (b) C-K EFTEM map. The orange region is 
carbon rich and the blue region represents WO3 [84] 
 
Moodley has also used EFTEM to characterise coke on Co/Al2O3 catalysts (figure 5.24). 
Carbon was identified on both the metal and support components of the catalyst with the 
majority of carbon being deposited on the support. Unlike the WO3/SiO2 system, the 
Co/Al2O3 catalyst had deactivated as coke had spilled over from the pores onto the metal 
[85]. The efficiency of spillover is determined by proximity between functions.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.24: Co/Al2O3 catalysts (a) Co-K EFTEM image, (b) Carbon-K EFTEM image. In 
both images, the highest concentration of Co and C appear with the brightest intensity 
(yellow/orange) [85] 
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As the EFTEM images in this work show nickel sulfide to be relatively free of carbon, it is 
suggested that despite the presence of carbon in the pores of the zeolite, the catalyst has not 
deactivated completely as the hydrogenation function of the sulfide is still available.  
5.5 Conclusions  
 
STEM-EDX has been used to map carbon and other elements in coked hydrocracking 
catalysts. The spatial information of the catalysts was maintained when specimens were 
prepared by FIB milling and the deposition of metals was clearly visible on zeolite and 
alumina components. In some regions, a high quantity of carbon was detected on the binder 
and macropores, while nickel sulfide appeared to be relatively free of carbon. However, the 
SNR of carbon was too low to determine if coke had deposited in the mesopores of the 
zeolite. Due to the material damage caused by a microtome, microtomed specimens did not 
maintain the true elemental distribution in the catalyst and the presence of the carbon film 
and embedding resin complicated the interpretation of the carbon signal.  
 
EFTEM confirmed that carbon has deposited on the binder, macro- and mesopores, although 
its quantity varied as coke formation depends on the proximity of acid sites in a support 
material and on the geometry of the three dimensional pores. In agreement with STEM-EDX, 
less carbon was detected on nickel sulfide which suggests that carbon has diffused through 
the metal, especially as a high concentration of carbon was observed around some 
crystallites. Images reveal that the catalysts have not deactivated despite the presence of coke, 
as the hydrogenation function is still available. Carbon was quantified using the three window 
EFTEM method and EFTEM-SI. Results from these two methods generated similar figures in 
terms of the concentration of carbon. Both STEM-EDX and EFTEM show that the 
distribution of coke is not uniform and that its quantity varies in different regions of the 
catalyst.   
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6 Modelling and EELS of standards 
 
6.1 Introduction 
 
In this chapter, XAS of four materials is discussed. The materials are pentacene, coronene, 
perylene and anthracene. These materials are PAHs and they have been identified in coke as 
discussed in chapter 2. In addition, STEM-EELS was carried out on coronene, which was 
used as a standard material. The standard was obtained in pellet form from Sigma-Aldrich 
and it was of 99% purity. In order to prepare electron transparent specimens of the standards, 
the pellets were crushed into powder, using a pestle and mortar, and immersed in butanol. 
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Finally, the powder was drop suspended onto the holey carbon film of a TEM grid, and 
loaded in an electron microscope once the butanol had evaporated. It was critical to clean all 
of the apparatus thoroughly to avoid contamination in the specimens. The modelling code 
FEFF was implemented to simulate the near-edge carbon spectra of the PAH systems 
mentioned. Spectra were generated from FEFF and they are compared with data from 
standards and literature.  
 
6.1.1 Low dose considerations 
 
Electrons will interact with orbital electrons in materials and energy will be transferred to 
them. The excited states, which are formed as a consequence of electron/specimen 
interactions, can contribute to radiation damage. A critical radiation is required for inducing 
damage in any material and once a threshold has been reached, the structure of the material 
can be altered, which may lead to mass loss. Hence, images and spectroscopy of a damage-
induced specimen would not provide a true representation of the material, as radiation 
damage limits the spatial resolution of electron beam analysis. Electron beam damage was 
described in section 3.1.3 in terms of radiolysis and knock-on damage. 
 
Radiation is deposited discontinuously and the average transfer of each interaction is large 
compared to the energy of chemical bonds. Therefore electrons in a material may be ionised, 
yielding positive ions. The ions can rapidly dissociate into free radicals or molecular 
fragments. Free radicals are reactive molecules, atoms and ions which contain unpaired 
electrons [29]. The nature of the product of irradiation depends on element composition, 
molecular configuration as well as the size, temperature and impurity content of the electron 
microscope. When some molecules are irradiated, energy transfer results in the disruption of 
specific bonds. For example in polyethylene (CH2=CH2), excitation of a C-C bond is 
transferred rapidly along the chain but it is more localised in C-H bonds which leads to bond 
breakage in the latter case. Unsaturated and aromatic hydrocarbons are of interest in the 
current work and in these organic materials, C-H and C=C bonds are most likely to be broken 
by irradiation. If a C-C bond is broken, chain scission occurs, which leads to degradation and 
the formation of products of lower molecular weight. Degradation lowers the strength and 
melting point of a polymer until a liquid is formed. If a C-H bond is broken, polymer chains 
can bond to other molecules in a process called cross linking. [31] 
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Yamaguchi et al. [86] have discussed how elevated temperatures may be generated by the 
electron beam of a TEM. An increase in temperature depends on the rates of energy 
absorption and dissipation, which are determined by factors such as the thermal conductivity 
and temperature of the specimen, the area irradiated on the specimen and the distance to a 
good conductor. As explained by Yamaguchi [86], it is not necessary to avoid the 
illumination of the copper grid, on a TEM grid, with the beam. This is because the grids are 
relatively thick in comparison with the specimen, copper is a good conductor of heat and a 
subsequent temperature rise is therefore minimised.  
 
A microscopist may adopt certain measures to minimise electron beam damage. Increasing 
the incident-electron energy reduces inelastic scattering, however elastic scattering also 
decreases which in turn affects image contrast. For this reason, changes in incident electron 
energy are often not employed in EM studies of organic materials. The effects of radiation 
damage are often discussed in terms of electron dose, which is defined as the amount of 
incident charge deposited per unit area. In light elements such as carbon, K-shell excitation 
results in the emission of Auger electrons and two electrons may depart from the same atom 
which would be sufficient to break sigma bonds. Aromatic compounds are less sensitive to 
radiation damage than aliphatic compounds. This is because stable aromatic ring structures 
are not influenced by inelastic K-shell scattering as they transfer energy to valence electrons 
[87]. The amount of dose depends on the mode of microscopy being implemented. In fixed-
beam imaging (TEM, EFTEM) the specimen is subject to a constant dose rate during 
acquisition. Conversely in scanning mode (STEM), there is a high dose rate on the small 
fraction of the specimen which is irradiated by the beam, while the remainder of the specimen 
is not subject to any dose. Mass loss and structural damage may be reduced by cooling the 
specimen as it reduces diffusion rates in the specimen and migration of hydrocarbons to the 
surface. Large probes (i.e. probes that are larger than specimen thickness) cause a rise in 
temperature within the probe, which encourages diffusion in the pixel dwell time and 
increases mass loss. [88] 
 
In the current work, specimens of PAH standards were initially studied at ambient 
temperatures and at -170ºC if required. Beam irradiation of the specimen was minimised as 
much as possible by aligning the electron beam and determining the eucentric height away 
from regions of interest. In addition, the electron beam was ‘blanked’ when data was not 
being acquired. An accelerating voltage of 300 kV was used at all times as the contrast of the 
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standards was sufficient. Acquisition times varied for each material but generally spectra 
could be acquired for approximately two to five seconds without inducing beam damage.   
 
6.2 EELS of coronene 
 
Figure 6.1 shows BF TEM images of coronene, which has been deposited on holey carbon 
film. Regions such as those illustrated in figure 6.1 (a), were chosen for STEM-EELS 
investigations, as material was suspended over a hole and hence the energy-loss signal would 
not contain any contributions from the carbon film. Figure 6.2 displays a HAADF-STEM 
image of coronene.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1: (a)-(d) BF TEM images of coronene. The circles in (a) highlight material which is 
suspended over holes in the carbon film  
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Figure 6.2: HAADF-STEM image of coronene on holey carbon film 
 
Figure 6.3 shows carbon-K spectra that have been acquired from coronene using STEM-
EELS. In addition, XAS spectra from anthracene and pentacene (both obtained from 
literature) have also been plotted. All of the spectra contain peaks (which have been 
numbered) in the energy range of ~284 eV to 294 eV. Table 6.1 summarises the main peak 
positions. 
 
 
 
1 2 3 4 
Pentacene 285 eV 286 eV 289 eV 292 eV 
Anthracene 284 eV 285 eV 289 eV 293 eV 
Coronene 284 eV 286 eV 290 eV - 
Table 6.1: Table showing table of main peak positions in pentacene, coronene and anthracene 
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Figure 6.3: Carbon-K spectra of coronene, pentacene and anthracene. Numbers 1-4 refer to 
major peaks  
 
In order to interpret the spectra in figure 6.3, it is important to understand the structure and 
bonding in PAHs. We start with an introduction of simpler carbon based systems and the 
near-edge structure associated with these materials. EELS is often compared with data that 
has been acquired from XAS. XAS is an experimental or theoretical technique which 
involves exciting an electron from a core state into unoccupied states by using photons, as the 
incident radiation, from a synchrotron source. As both EELS and XAS involve promoting an 
electron to unoccupied electronic states, ELNES and XANES (X-ray absorption near-edge 
structure) are analogous to each other. XANES is referred to the region of an XAS spectrum 
which is dominated by strong photoelectron scattering that extends approximately 15 eV 
above the absorption edge [91]. XAS is normally performed on bulk samples as the cross 
section for the interaction of X-rays is smaller than that of electrons. The spatial resolution of 
XAS is poorer than EELS due to the difficulties of focusing X-rays [51]. Vast improvements 
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in instrumentation have made it possible to record ELNES with an energy resolution of      
0.1 eV, which is comparable to XANES recorded using modern synchrotrons. Hence, it is 
now possible to compare ELNES and XANES [92]. In this work, the term ‘near-edge’ will be 
used to describe either XANES or ELNES without being specific to either technique. 
 
Figure 1.5 showed correlation diagrams of sp2 and sp3 hybridisation where bonding and 
antibonding orbitals were illustrated. In EELS, as determined by the dipole selection rule, the 
1s electrons in carbon can make transitions to both pi* and σ* antibonding orbitals, as they 
exhibit p like character as shown in equation 6.1. 
 
Ψσ = aΨ2s + bΨ2px + bΨ2px + bΨ2pz      Equation 6.1 
 
Many allotropes of carbon exist, including graphite and diamond. The properties of the latter 
two structures are quite different to each other which can be explained by their difference in 
structure and bonding (figure 6.4). In diamond, the coordination number (i.e. the number of 
nearest neighbours) is four, and the structure consists of sp3 hybridised bonds which form a 
three-dimensional tetrahedral network. Diamond consists of σ bonds only and the bond angle 
in the tetrahedron is 109.47º. On the other hand, graphite exhibits sp2 bonds in a system that 
contains three-coordinated atoms in weakly bonded two-dimensional planes. As mentioned in 
chapter 1, sp2 bonding involves the hybridisation of a 2s orbital with 2px and 2py orbitals. 
Such hybridisation results in three planar σ bonds which are arranged at an angle of 120º. The 
carbon atoms form six-membered rings in planes of carbon atoms that are weakly bonded to 
other planes by van der waal forces. The 2pz orbital lies perpendicular to the plane of the σ 
bonds and it forms a pi bond. Hence, each carbon atom contributes one electron to delocalised 
pi bonds and for this reason graphite is a good electrical conductor. Diamond is an insulator as 
all electrons in the system contribute to σ bonds.  
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Figure 6.4: Schematics illustrating (a) diamond which incorporates sp3 σ bonds and (b) 
graphite which exhibits sp2 σ bonds and pi bonds [93] 
 
The near-edge structure of the carbon K edge represents transitions from the 1s core level to 
unoccupied antibonding states above the Fermi Level. The XANES of graphite displays two 
major peaks, as observed in figure 6.5 (a). The first peak at approximately 284 eV 
corresponds to transitions to pi* states while the second peak at approximately 292 eV is 
assigned to transitions to σ* states. Conversely in diamond which is 100% sp3 bonded, a peak 
is not observed at 284 eV due to the absence of pi bonds (figure 6.5 (b)). Hence, the first 
major peak (~292 eV) is observed as a result of transitions from the 1s core level to σ* states. 
The remaining peaks in the spectra can be ignored as they occur beyond the near-edge region. 
Due to the differences which arise in sp2 and sp3 systems, many near-edge studies have 
investigated the sp2 or sp3 fraction (or sp2/sp3 ratio) of carbon materials. [94-97] 
 
 
 
 
 
 
 
Figure 6.5: XANES spectra of (a) graphite and (b) diamond [93] 
(a) 
(b) 
(a) (b) 
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Both graphite and diamond are pure carbon molecules but the near-edge spectra of 
hydrocarbons are more complicated. Butene (H3C-CH=CH-CH3) contains C-H, C-C and 
C=C bonds. Transitions to unoccupied antibonding states associated with each of these bonds 
can be observed in near-edge structure (figure 6.6). There are two inequivalent carbon atoms 
in butene. Inequivalence describes atoms which are bonded in different ways in a molecule. 
All carbon atoms in diamond, benzene and graphite are equivalent as they are bonded in an 
identical manner. Atom 1 in figure 6.6 (a) contains four σ bonds; three C-H bonds and one C-
C bond. Atom 2 contains three σ bonds (C-C, C=C and C-H) and a pi bond (C=C). There are 
four carbon atoms in butene but still only two inequivalent carbon atoms exist due to the 
symmetry in the molecule. Hence, due to the difference in bonding configurations betweens 
atoms 1 and 2, transitions to unoccupied states will occur at different energies. This means 
that near-edge spectra for each inequivalent atom will display subtle differences as the 
respective ground states occur at different energies. Therefore peaks in near-edge spectra may 
be assigned to different bonds (figure 6.6(b)). When experimental data is obtained during 
EELS and XAS, spectra will include transitions from all inequivalent atoms. However, 
modelling techniques allow the user to state which specific carbon atom is being considered 
for a particular calculation, and therefore modelled spectra can be obtained for each 
inequivalent atom. Spectra can then be summed and averaged in order to produce an overall 
spectrum.   
 
 
 
 
 
 
 
 
 
 
Figure 6.6: (a) Schematic of butene showing two inequivalent carbon atoms and (b) ELNES 
of butene, modified from [98]. Each peak has been assigned to particular bonds 
 
Near-edge spectra of aromatic compounds can generally be categorised into three different 
regions: pi*C=C at 284 eV, σ*C-H at 288 eV and σ*C-C/C=C between 290 eV and 315 eV. 
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Graphite does not exhibit C-H bonding and hence only pi*C=C and σ*C=C, C-C transitions are 
observed. Therefore, different regions of near-edge spectra may be used as a fingerprint of 
bonding in aromatic molecules [98]. As displayed in figure 6.7, the near-edge structure of 
benzene displays peaks at approximately 284 eV, 289 eV, 294 eV and 300 eV, which 
represent transitions to unoccupied pi*C=C states, σ*C-H, σ*C-C and σ*C=C states respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7: XANES of benzene, modified from [99] 
 
As benzene molecules are added to form PAHs, more peaks can be observed as a result of 
there being a greater number of inequivalent carbon atoms, as illustrated in figure 6.8. Hence, 
the peaks are indicative of transitions from these inequivalent atoms to the same unoccupied 
antibonding states. Naphthalene, which consists of two benzene molecules, produces near-
edge spectra whose features differ from those of benzene. Figure 6.9 shows experimental 
EELS data that has been acquired from literature. In this figure, two peaks (A and B) are 
observed in the pi* region of the spectrum. Peak A is assigned to transitions from atoms 2 and 
3, while peak B corresponds to transitions from atom 1. [100] 
 
 
 
 
 
 
Figure 6.8: Schematics of (a) anthracene (C14H10) , (b) naphthalene (C10H8), (c) pentacene 
(C22H14) and (d) coronene (C24H12). Numbers denote inequivalent carbon atoms.  
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only two peaks between 280 and 290 eV, figure 6.9 shows four peaks. The comparison 
between these spectra emphasises the importance of inequivalent atoms. 
Figure 6.9: ELNES of naphthalene and anthracene. The major transitions in the respective 
spectra are numbered [90] 
 
A core-hole is created when an incident electron excites a core electron into an unoccupied 
state. The lifetime of a core hole is longer than the excitation process, therefore the outermost 
electrons (which include those in the final state) experience an attractive core
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because a core-hole may alter the DOS, as an attractive potential causes a shift of the atomic 
energy levels at the core-hole site. This alteration results in a corresponding shift in the 
unoccupied DOS to lower energies. It is important to consider the effect of inequivalent 
atoms on DOS. Near-edge spectra of naphthalene for example, which has three inequivalent 
atoms, deviate strongly from its DOS while the spectra of graphite agree reasonably well. 
This is because in graphite, all carbon atoms are equivalent and there is also increased 
screening of the core-hole by the vast network of delocalised pi-electrons. [100] 
 
The near-edge structure of amorphous carbon exhibits only two main features: a sharp peak at 
~284 eV, which represents transitions to pi* antibonding states, while the broad feature at 
~292 eV is assigned to transitions of states that are associated with many different types of 
σ* bonds (C-C, C-H). The broad σ* features are attributed to “a superposition of the 
signatures of many different bonding configurations” [101, 102]. A range of sp, sp2 and sp3 
hybridisations occur in amorphous carbon and because of this, it is not possible to identify 
specific bonds as seen in the carbon structures that have been discussed thus far in this 
chapter. In this work, a carbon-K edge was acquired from the amorphous carbon film of a 
TEM grid as displayed in figure 6.10. The corresponding carbon-K edge is shown in figure 
6.11. 
 
 
 
 
 
 
 
 
 
 
Figure 6.10: HAADF-STEM image of coronene. The symbol ⊗ refers to the point from 
where the electron beam was positioned during STEM-EELS  
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Figure 6.11: Carbon-K edge, acquired from holey carbon film, exhibiting pi* and σ* 
resonances only 
 
6.3 Modelling 
 
Despite the fact that ELNES reveals information on bonding and electronic structure, it is not 
always straightforward to interpret features in an EEL spectrum. Theoretical models are 
useful in understanding and predicting features in near-edge spectra. Methods such as solvent 
extraction, which are employed to extract aromatic compounds from catalysts, can modify the 
structure and distribution of coke. In order to identify the aromatic species accurately, it is 
important to compare experimental data with theoretical models. There are three main 
approaches for calculating the electronic structure of materials; multiple scattering (MS) 
theory, density functional theory (DFT) and molecular orbital (MO) theory. In the current 
work, FEFF8.2 was used to apply MS theory.  
 
Gallezot et al. have investigated the deposition of coke on platinum/alumina catalysts and 
studies have shown that the structure of coke in some systems may be related to coronene and 
pentacene [22]. The electronic properties of these PAHs, as well as others, have been the 
subject of much research as they are organic semiconductors which may be utilised in 
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(opto)electronic devices such as field effect transistors (FETs), organic light emitting diodes 
(OLEDs) and photovoltaic cells [103-108].  
 
In the current work, carbon K-edges of pentacene, perylene, coronene and anthracene were 
modelled. Data is then compared with XAS and EELS data. Table 6.2 shows the parameters 
of the materials that were used in the models.  
 
 
 
 
   
   
   
   
Table 6.2: Table showing lattice parameters of pentacene, coronene, anthracene and perylene 
 
FEFF8.2 is a modelling code which was originally developed to obtain the XANES of 
materials. XAS experiments measure the probability (in terms of energy) that an X-ray 
photon incident upon a specimen will be absorbed by the material. The photon is absorbed by 
an atom in the specimen and a core electron is promoted into a high lying unoccupied state. 
XAS involves the measurement of the energy dependent absorption cross section. Above the 
edge onset energy, the probability of photon absorption increases and the probability consists 
of an oscillatory function of energy, which produces fine structure in an XAS spectrum. Fine 
structure is determined by the local electronic and atomic structure in the vicinity of the 
absorbing atom. Once the atom absorbs the incident photon, the ejected photoelectron 
propagates outwards as a spherical wave. A Green’s function, G, can be used to describe how 
the photoelectron scatters from one or more surrounding atoms before the core-hole is refilled 
[112]. This is the basis for multiple scattering simulations.  
 
In MS theory a cluster of atoms is used to represent a solid and the phase shifts of incident 
spherical waves of angular momentum l describe the scattering properties of atoms. Near-
edge structure arises as a result of interference between the wave function of the excited atom 
and the wave function which has been backscattered by neighbouring atoms. The interference 
pattern is a function of the energy of the excited electron. [113]  
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6.3.1 MS theory using FEFF 
 
The interaction between an electromagnetic field and matter is described in an expression 
which yields a Hamiltonian in terms of the electrons and atomic nuclei. As no exact solution 
exists for solving the many body Hamiltonian, approximations are formulated for a particular 
spectroscopy technique. MS theory is based on the separation of potential into contributions 
from ‘scattering potentials’ which are localised on each atomic site. For XANES, the 
scattering potential is approximated by a ‘superposition of individual atomic electron 
densities’ [114]. However, approximations may introduce errors near absorption edges where 
non-spherical potentials and charge transfer effects are important. In order to generate a 
treatment of X-ray spectroscopies, a relativistic, self-consistent real space Green’s function 
code called FEFF8 was developed which is used for multiple-scattering calculations of X-ray 
absorption. MS theory is based on separating space into shells of atoms which are 
approximately equidistant from the central excited atom. The intrashell scattering is 
determined before solving the scattering between shells (intershell). All possible scattering 
paths are taken into account and symmetry in a cluster is used to complete the calculation as 
efficiently as possible. Individual cell solutions are then combined into Green’s functions. 
Koringa, Kohn and Rostocker developed the first electronic structure using MS theory and it 
is commonly referred to as the KKR bandstructure theory. MS theory is the real-space 
analogue of KKR band structure. [114] 
 
The contribution to the X-ray absorption coefficient µ at a given core state i is determined 
using Fermi’s Golden Rule (equation 6.2); 
 
µ(ω) = Σ |< i | d | f > |2 δ (ħω + Ei + Ef)                 Equation 6.2 
where   ωh +Ei = E, the photoelectron energy,  
ωh is the X-ray energy,  
  Ei is initial energy of core level,  
  Ef = energy of final state 
d = dipole approximation (coupling to the X-ray field)  
f = final state 
|f > = final state wavefunction 
|i > = initial state wavefunction 
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Most calculations are applied on the principle that the many-body Golden Rule is reduced to 
a one-electron approximation and dipole approximation. Calculations are typically based on 
‘final state rules’ where |f > is calculated in the presence of a screened core-hole and other 
many-body effects. Inelastic losses are collated into a complex and energy-dependent self-
energy Σ(E) which is critical to X-ray scattering using the FEFF code. The core-hole and 
Σ(E) are required for determining the electronic structure of excited states but these 
parameters are not necessary for ground state calculations. Self-energy is a dynamically 
screened exchange interaction which is analogous to the exchange-correlation potential Vxc of 
ground state DFT. The parameter Σ(E) accounts for (extrinsic) inelastic losses, final state 
broadening and systematic shifts in peak positions.  
 
Equation 6.2 describes a final state calculation for highly symmetric systems, however a 
different form of the equation is required if asymmetric systems are considered. Instead of 
explicitly calculating the final states, the photoelectron Green’s function (or propagator G in 
real space) is introduced as shown in equation 6.3, which sums over all final states. X-ray 
spectra are directly related to the Green’s function for the excited photoelectron in the 
presence of a core-hole.   
 
∑ −>=−
f f
EEfG )(|Im1 δ
pi
      Equation 6.3 
 
Equation 6.3 results in short range order as inelastic losses limit the range which is probed by 
XAS. Hence only clusters which are ~100 Å away from the adsorption site are considered. 
The cluster size is determined by the mean free path of the X-ray which is dependent on the 
core-hole and lifetimes of the final states. At these energies, potentials are accurately 
described by an overlapped atom approximation. Self-consistent field (SCF) calculations are 
required to determine the XANES of materials because the electronic configurations of atoms 
differ from those of solids, due to hybridisation and chemical bonding. SCF calculations are 
applied by initially defining a cluster, which contains the first few atomic shells around an 
excited centre. The scattering potentials are determined and they are used to obtain new DOS 
for each atomic species in the cluster. The new electronic configurations are used to 
recompute the scattering potentials and these processes are iterated until scattering potential 
values have converged. The EF is determined during these calculations.  
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SCF also determines the charge transfer between ions in a cluster and in FEFF it is 
implemented using a spherical muffin-tin (MT) approximation. This approximation considers 
atoms as spherical scattering potentials where the spheres touch but do not overlap (figure 
6.12). Scattering potentials are centred on each atom, and are dependent on charge density, 
but the potential is constant in the interstitial regions between the spheres. The MT 
approximation is best applied to close packed structures but it is also accurate for some 
structures which exhibit covalent bonds where bonding deviates from spherical symmetry. 
The MT approximation may be altered such that the spheres are allowed to overlap. Such 
overlap produces a high charge density in the overlapping region and reflects covalent bonds, 
although this alteration is not consistent with the fundamentals of the approximation. In other 
systems, i.e. those which do not exhibit covalent bonding, if there is a poor agreement 
between calculated and experimental data, non-spherical corrections can also be applied to 
potentials by enabling spheres to overlap to some degree [113]. The radius of a cluster is 
defined by the full multiple scattering (FMS) potential and it is determined by the distance 
from the absorbing atom to the point where ELNES does not change substantially. [113] 
 
FEFF determines both the DOS and ELNES. The DOS involves the ground-state properties 
of a material while ELNES involves an excitation process. Hence, DOS calculations require 
the initial state while ELNES takes final states into account in the presence of a core-hole.  
 
 
 
 
 
 
 
 
 
Figure 6.12: Illustration of the muffin-tin approximation showing partitioning of the unit cell 
in atomic spheres (I) and an interstitial region (II) 
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6.3.2 FEFF code  
 
The first step in forming spectra involves generating an atoms.inp file. This file contains the 
atomic coordinates of a crystal structure, lattice parameters and space group. It is also 
important to specify the absorbing atom and the type of ionisation edge of interest in this 
work (K edge in this work).  
 
The atoms.inp file is then used to create a feff.inp file, which contains all of the information 
required for a calculation. Parameters are determined by using a number of cards and a list of 
atomic positions ~10 Å away from the excited atom. The SCF value in the feff.inp file 
determines the cluster size over which potentials are calculated self-consistently. FMS 
determines the cluster size around an absorbing atom, which is used for the full multiple 
scattering to be calculated. In addition the Fermi level placement and instrumental 
broadening can also be specified. Six modules are applied to carry out a calculation and they 
are listed below: 
 
1) The self-consistent potential energies are determined, which are determined by the 
SCF card. The Fermi level is also specified. 
2) The local density of states (LDOS), x-ray cross-sections and phase shifts are 
calculated 
3) FMS EELS calculation is determined.  
4) PATHS module generates the multiple scattering paths for a specified cluster 
5) The effective scattering amplitude is determined for the paths that were generated in 
4) 
6) Spectra are calculated from one or more paths 
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Figure 6.13: Modelled spectra generated by FEFF showing convergence of SCF in pentacene. 
Convergence is achieved at approximately 82 atoms 
 
SCF requires only a small cluster of atoms around the absorbing atom for determining 
accurate scattering potentials and it is necessary to verify that the SCF has converged with 
respect to the cluster size (figure 6.13) [92]. The Fermi Energy (EF) defines the threshold for 
XANES. In molecules, EF is typically located between the highest occupied and lowest 
unoccupied states. In some X-ray spectra peaks can appear ‘split’ and their intensities are 
altered due to deviations away from spherical symmetry [91]. Experimental spectra in EELS 
are broadened in three ways: lifetime of initial state, lifetime of final (conduction) state and 
instrumental broadening. The first two mechanisms are computed automatically in FEFF8.2 
while the last can be added by the user [92]. 
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6.4 Modelling data 
 
Figure 6.14 shows modelled spectra that have been obtained from pentacene, where atoms 1, 
3 and 5 are the absorbing atoms (as numbered in figure 6.8 (c). The spectra from these atoms 
have been plotted on the same figure as they are ‘top atoms’ in a pentacene molecule and 
hence similar peaks are exhibited in spectra. The pi* and σ* regions are shown in figure 6.14 
and three peaks can be observed between the energy-loss region of 285 eV and 295 eV. Peaks 
that are present below ~288 eV are attributed to pi* antibonding states associated with C=C 
bonds while σ*C-H bonds are represented by peaks at ~292 eV. Finally, σ*C-C and σ*C=C 
resonances are present at ~295 eV and 300 eV respectively. Peaks that arise beyond 293 eV 
are not termed near-edge structure. (Refer to figure 6.8 for positions of inequivalent carbon 
atoms for the PAHs discussed in this section).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.14: Modelled carbon-K spectra of pentacene where atoms 1, 3 and 5 are absorbing 
atoms 
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Figure 6.15 shows modelled spectra from atoms 2, 4 and 6. The spectra acquired from atoms 
2 and 4 only consist of two peaks, A and B, in the energy-loss region of 285 eV-290 eV, 
while the spectrum for atom 6 consists of three peaks. This data is also shown in table  6.3.  
 
 
 
A B C 
    2 
 
286 eV - 289 eV 
    4 
 
286 eV - 289 eV 
    6 
 
286 eV 288 eV 289 eV 
Table 6.3: Table showing major peaks of pentacene for atoms 2, 4 and 6 between energy-loss 
region 285-290 eV 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.15: Modelled spectra of pentacene where atoms 2, 4 and 6 are the absorbing atoms 
 
As is observed, the spectra for atoms 1-6 vary in terms of peak position and intensity. When 
all of these atoms are included, the summed and averaged spectrum may contain extra 
features as shown in figure 6.16. The numbers in this figure relate to the X-ray absorption of 
inequivalent carbon atoms which contributes to the relevant peaks.  
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Figure 6.16 Modelled spectrum of pentacene where intensities are summed and averaged  
 
Zheng et al. have obtained carbon K-edges of pentacene using experimental XAS and an 
example is shown in figure 6.17 [102]. It can be seen that peak A in the figure is assigned to 
transitions for atoms 1, 3, 5 and 6. This is in partial agreement with the modelled spectrum in 
figure 6.16 as peak A is attributed to transitions from atoms 1, 2, 3, 5 and 6. However, 
Zheng’s work illustrates that peak A consists of multiple peaks (inset, figure 6.16); such 
peaks have not been resolved in the FEFF model.  
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Figure 6.17: XANES spectrum of pentacene; inset, peaks A and B are assigned to particular 
inequivalent carbon atoms [102] 
 
There are three inequivalent carbon atoms in coronene and spectra from these atoms are 
shown in figure 6.18. The spectrum for atom 1 is similar to those for 1, 3 and 5 in pentacene, 
which is to be expected as all of these atoms are ‘top atoms’ in the respective PAH. In 
coronene, spectra for atoms 2 and 3 do not exhibit a σ*C-H peak as such bonds are absent for 
these atoms. The intensities from the three atoms have been averaged and the resulting 
spectrum is shown in figure 6.19. Figures 6.20 and 6.21 show modelled spectra that are 
associated with anthracene.   
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Figure 6.18: Modelled spectra for coronene where atoms 1, 2 and 3 are the absorbing atoms 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.19: Modelled spectrum for coronene where intensities have been summed and 
averaged 
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Figure 6.20: Modelled spectra for anthracene where atoms 1, 2, 3 and 4 are the absorbing 
atoms 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.21: Modelled spectrum for anthracene where intensities have been averaged 
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Figures 6.22 to 6.25 show modelled near-edge structures for pentacene, coronene, anthracene 
and perylene respectively. In figures 6.22 and 6.23, the carbon K-edge has been modelled 
using FEFF and the spectra have been compared with different sources of XANES data from 
literature. The studies carried out by Netto et al. [89] and Shimada et al. [115] investigated 
PAH standards while Yokoyama’s work involves modelling [116]. The modelled spectra 
have been generated by summing individual converged spectra for all inequivalent carbon 
atoms in the respective materials. The near-edge spectra of pentacene (figure 6.22), taken 
from both  literature sources, exhibit four major peaks (A-D), which arise at approximately 
285 eV, 287 eV, 292 eV and 295 eV. Observation of the modelled spectrum also shows four 
peaks and the peak positions and intensities of these peaks appear to be in good agreement 
with literature. In addition, the ELNES of the standard displays four peaks.   
 
In coronene, as seen in figure 6.23, literature suggests that XANES spectra consist of four 
peaks (A-D). Once again the models reproduce the peaks with good agreement, although the 
relative intensity of peak A is lower in the FEFF model. The relative intensities of peaks B 
and C in the model correlate well with literature. The ELNES of the coronene standard only 
shows three peaks and they are all of varying intensities. The fact that one peak (peak C) is 
missing could be attributed to electron beam damage, despite low dose (and specimen 
cooling) measures being taken during acquisition. In the near-edge spectra for anthracene, as 
shown in figure 6.24, FEFF generates four peaks. However, peaks A and B are not as 
prominent when compared with the same peaks in literature and standard. Finally, perylene 
(C20H12) was also examined and its near-edge spectra are shown in figure 6.25. Five peaks 
can be observed from literature, which are modelled successfully by FEFF.  
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Figure 6.22: Near-edge spectra of pentacene 
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Figure 6.23: Near-edge spectra of coronene 
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Figure 6.24: Near-edge spectra of anthracene 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.25: Near-edge spectra of perylene 
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Figure 6.26 shows that beam damage causes amorphisation of PAHs if acquisitions were 
made for a prolonged time (i.e.
of amorphous carbon (figure 6.1
as broad σ* resonances. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.26: Carbon-K edge of coronene showing loss in 
Acquisition time was 10 seconds
 
It is interesting to observe the accurate match between literature and models. The FEFF code 
is most efficient when symmetrical systems are considered. However, these results show that 
the code is efficient in generating spectra for PAHs even though these 
directional bonding.  
 
The angle of incidence is extremely important in XAS. Because of the directionality of PAHs 
and the fact that zeolites are molecular sieves, it is possible that at low coke levels only 
specific coke molecules will i
However, at more severe levels of coking, such anisotropy can be ignored and the coke can 
be described as being more heterogeneous. This will have an effect on specimen tilt. Hence 
XANES data from coke and PAH standards often exhibit differences. 
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 >5 seconds). The ionisation edge of carbon 
1) i.e. only a single pi* resonance could be observed as well 
multiple peaks due to beam damage
 
nfiltrate the pores of a catalyst, i.e. coke may be homogeneous. 
 
σ* 
pi* 
is similar to that 
. 
molecules exhibit 
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Figure 6.27 and equation 6.4 illustrate how intensities are summed and averaged in a 
pentacene molecule. This method assumes that each inequivalent carbon atom contributes 
equally to modelled spectra, which may not occur during experimental investigations of coke. 
 
 
 
 
 
 
Figure 6.27: Schematic showing the arrangement of the six inequivalent atoms in pentacene 
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6.5 Conclusions 
 
MS theory was used to generate near-edge carbon structures for anthracene, perylene, 
pentacene and coronene. These materials have been identified in coke in previous studies. 
The near-edge structure of PAHs exhibit multiple peaks, which correspond to transitions to 
pi* and σ* antibonding states for each inequivalent carbon atom in the molecule. FEFF 
calculated the near-edge structure well, although at times there were variations in intensity 
and peak positions when spectra were compared with literature. The DOS of PAHs does not 
directly represent near-edge structure due to core electrons making transitions from 
inequivalent carbon atoms to the same unoccupied antibonding states. The standard material 
of coronene was initially analysed at ambient temperatures and only two peaks could be 
observed in the spectra, which meant that one peak is missing. Hence, the coronene specimen 
was cooled to liquid nitrogen temperature but further peaks could still not be resolved.    
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7 EELS of coke 
7.1 Introduction 
 
As discussed in chapter 4, high quality catalyst specimens were prepared by dual beam FIB 
milling and argon beam milling while in chapter 5, the distribution of coke on different 
components of the catalyst was discussed. In this chapter, these specimens were used in 
STEM-EELS experiments in order to identify the structure of coke on different components 
of the catalyst.  
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7.1.1 Spectrum imaging 
 
A focused electron beam is scanned in a raster of pixels when STEM-EELS is used to obtain 
a three-dimensional spectrum image (SI) dataset, as illustrated in figure 7.1. An EEL 
spectrum is then obtained from each pixel. One key advantage of SIs is that spectra can be 
processed after acquiring the data. Post-acquisition processing can be used to probe the 
relationship between the spatial coordinate and spectral features of a dataset, which may 
identify particular elements and bonding, for example, in unexpected locations in the 
specimen. Moreover, the summation of spectra can be used to improve the statistics of the 
data. [117] 
 
EEL spectra always contain dark current, readout noise and channel-channel gain variations 
which are typically corrected during acquisition. The current approach using commercially 
available software is to acquire a single dark current which is removed from all spectra in the 
SI. For smaller datasets it is advantageous to correct the dark current for each spectrum 
individually. If there is a thickness variation in the probed region of the specimen, plural 
scattering effects can be removed by Fourier-log deconvolution (for low-loss spectra) and 
Fourier-ratio deconvolution (for ionisation edge spectra). The latter method is achieved by 
deconvoluting an ionisation edge SI with a separate low-loss SI, provided that both datasets 
have been acquired from the same region using identical acquisition conditions. The main 
disadvantage of SI is that acquisitions can be time consuming, during which time the 
specimen can drift which would compromise the spatial accuracy of the dataset. Large data 
capacity is also required to store datasets and this was a problem when SI was first 
introduced, but as computational speed, memory and spectrum readout times have improved 
in the past few years, SI is now routinely employed by microscopists [117]. 
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Figure 7.1: Schematic view of the spectrum-imaging technique which scans the x-y plane 
with a STEM probe and records an EEL spectrum at each pixel [52] 
 
Spectrum images were used to acquire all EELS data in this chapter. After acquiring a 
spectrum image, the background was subtracted from each spectrum using the standard 
power law modelling and extrapolation routine (figure 7.2). Background subtraction in 
DigitalMicrograph can be implemented to an entire spectrum image once a region of 
extrapolation has been defined but it is more accurate to process the spectra individually as 
they may be subject to energy shifts.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2: Image capture from DigitalMicrograph showing background extrapolation 
 
All of the EELS data in this chapter was recorded in STEM mode using the FEI-Titan at 
Imperial College London. Drift compensation was used at times during acquisition, 
extrapolated background 
recorded C-K edge 
Background subtracted C-K 
edge 
x 
y 
E 
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depending on the amount of specimen drift that occurred during a particular experiment. In 
unfiltered mode, which was used for the majority of this work, carbon K-edges were acquired 
using a 0.2 nm probe (spot size 6) and energy dispersion range of 0.03-0.1 eV/channel. An 
accelerating voltage of 300 kV and a 2000 µm C1 aperture were used at all times. A 50 µm 
C2 aperture, 60 mm camera length and a 2.5 mm EELS spectrometer entrance aperture 
yielded a convergence semi-angle of 10 mrads and a collection semi-angle of 14.6 mrads. 
The optimum energy resolution in unfiltered mode was 0.58 eV. Carbon K-edges were 
acquired for approximately 10 seconds. Low energy-loss spectra were used to estimate the 
log-ratio relative thickness of the specimen region and to ensure that contributions from 
multiple inelastic scattering would be low.   
 
7.1.2 Plasma cleaning 
 
Plasma cleaning is often used to clean specimens for electron microscopy. In order to 
examine smaller regions of interest of a specimen, electron probe sizes have decreased and 
currents in the probes have increased. These two factors can increase the migration of 
hydrocarbon contamination on the specimen surface to the impingement point of the probe, 
as there is an increase in the local thermal (and electronic) gradient between the areas that are 
irradiated by the probe and the areas that are not being probed. Hydrocarbon contamination 
may arise from many sources which include inadvertent touching of the specimen and the use 
of solvents and adhesives during specimen preparation.  
 
Plasma cleaning involves the decomposition of molecules in a gas to form a gas of atoms at 
high temperatures. Increasing the temperature further ionises the atoms into charged particles 
(electrons, protons) in a substance which is referred to as plasma. Plasma removes surface 
bound hydrocarbons by altering the bonds that exist between the hydrocarbons and substrate 
(specimen). Hence, a situation is reached where it is energetically favourable to detach the 
molecules. Once the hydrocarbon has been detached, it is transferred away from the specimen 
in an inert carrier gas. The term ‘cleaning’ refers to the removal of hydrocarbons. In order for 
bond breakage to occur, energy is transferred from plasma to specimen via bombardment. 
Energy is adsorbed by the hydrocarbons, which dissipates through the molecules via 
secondary processes. Various process gases are used to induce chemical reactions. Oxygen 
plasma is efficient at removing hydrocarbons, as dissociated oxygen ions created by the 
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plasma react with hydrocarbons in the specimen surface converting it into CO, CO2 and H2O 
which are evacuated by the vacuum system through an exhaust system.  
 
Spent catalysts contain coke whose composition and structure must not be removed or 
modified. As the effects of plasma cleaning have not been previously investigated on spent 
catalysts, only some of the specimens were plasma cleaned in this work. Images and spectra 
were then compared with specimens that had not been plasma cleaned. Specimens were 
plasma cleaned with hydrogen and oxygen for fifteen seconds using a Gatan SolarusTM 
(model 950) advanced plasma cleaning system [118].  
 
7.2 Characterisation of coke 
 
7.2.1 HAADF imaging 
 
Figures 7.3 and 7.4 show HAADF-STEM images of HC 49 and HC 50. The images have 
been recorded from specimens that had been prepared by argon milling. The alumina binder 
is brighter in contrast than zeolite, which is to be expected due to the deposition of tungsten 
sulfide on the binder. The sulfides appear dark in BF TEM as discussed in chapter 4. Regions 
of nickel sulfide, macroporosity and mesoporosity are highlighted in the HAADF images. For 
STEM-EELS experiments, regions of interest were predominantly chosen close to the edge of 
the electron transparent region, as the specimen thickness increased away from the edge. 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3: (a) – (f) showing HAADF
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Figure 7.4: (a)–(f) showing HAADF-STEM images of HC 49 
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7.2.2 STEM-EELS of coke  
 
Several XAS studies have been performed on PAHs and coke, which reveal transitions to 
unoccupied antibonding states from inequivalent carbon atoms as described in chapter 6. 
EELS studies of the carbon K-edge of PAHs have been summarised by Querini’s review on 
coke characterisation [17]. The spectra in his study reveal only two features; those attributed 
to transitions to pi* and σ antibonding states at 284 eV and 292 eV respectively. Hence, 
multiple peaks arising from the presence of inequivalent carbon atoms have not been widely 
identified in coke and this problem will be addressed in the current chapter.  
 
7.2.2.1 Argon ion beam milling 
STEM-EELS was performed over zeolite regions in the catalysts, in addition to binder, metal 
sulfides and (meso-, macro-) porosity. Firstly, specimens that have been prepared by argon 
ion beam milling are discussed. Figures 7.5 to 7.6 show carbon-K edges, which correspond to 
different components in HC 50 and HC 49 respectively. These particular catalysts have not 
been plasma cleaned and spectra were acquired at ambient temperatures in the electron 
microscope. The figures are accompanied by corresponding HAADF images of specimens, 
showing regions of the specimens from where the spectra have been acquired. It is evident in 
HC 50 that only two peaks are present in the spectra, which correspond to pi* and σ* 
resonances. Further peaks cannot be resolved on any component of the catalyst. Similarly, 
spectra from HC 49 do not exhibit more than two peaks. The SNR of spectra recorded from 
HC 49 is poorer due to lower coke content in the catalyst. Figure 7.7 shows that spectra are 
similar even when specimens were plasma cleaned and analysed in the electron microscope at 
liquid nitrogen temperatures. All data has been normalised relative to features at             
~320-330 eV, as spectra in this energy range are not affected by bonding.  
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Figure 7.5: (a) HAADF-STEM image of HC 50 prepared by Ar+ milling where positions 1-3 
correspond to zeolite and 4-5 correspond to alumina binder and (b) Carbon-K edges acquired 
from positions 1-5  
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Figure 7.6: (a) HAADF-STEM image of HC 49 prepared by argon ion beam milling where 
positions 1-4 correspond to zeolite and position 5 corresponds to alumina binder; (b) Carbon-
K edges acquired from positions 1-5 
 
 
 
270 280 290 300 310 320 330 340
Energy loss (eV)
In
te
n
si
ty
 
(ar
b 
u
n
its
) 
100 nm 
1 2 3 5 4 
⊗ ⊗ ⊗ ⊗ ⊗ 
2 
1 
3 
4 
5 
σ* 
pi* 
(a) 
(b) 
184 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7: Carbon K-edge spectra acquired from (a) HC 50 and (b) HC 49 which have been 
plasma cleaned and analysed at liquid nitrogen temperature in the electron microscope 
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7.2.2.2 Dual beam FIB milling 
 
Figures 7.8 and 7.9 show two datasets, which illustrate how the carbon K-edge is varying 
across zeolite grains in a FIB milled specimen of HC 49. Multiples peaks are recorded and 
four peaks (a-d) can be identified in the carbon edge, which arise at approximately 282 eV, 
284 eV, 288 eV and 293 eV. These features suggest that PAHs may be present. The first two 
peaks are assigned to transitions to unoccupied pi* antibonding orbitals from inequivalent 
carbon atoms and features at 288 eV display a mixture of σ*C-H and σ*C-C bonds. Peaks at 
293 eV represent tranisitions to σ*C=C antibonding orbitals. It is interesting to note that not all 
edges in zeolite grains contain multiple peaks. This observation will be discussed further in 
section 7.3.  
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Figure 7.8: (a) HAADF-STEM image of HC 49 prepared by a dual beam FIB milling where 
positions 1-4 correspond to zeolite and (b) Carbon-K edges acquired from positions 1-4  
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Figure 7.9: (a) HAADF-STEM image of HC 49 prepared by dual beam FIB milling where 
positions 1-5 correspond to zeolite and (b) carbon-K edges acquired from positions 1-5  
 
4  5 
(b) 
(a) 
188 
 
However, spectra that were acquired from the alumina binder do not show multiple peaks and 
the carbon K-edges appear similar to those recorded from argon milled specimens. These 
findings are displayed in figure 7.10 and they have been compared with amorphous carbon.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 7.10: (a) HAADF-STEM image showing alumina binder of HC 49, prepared by dual 
beam FIB milling and (b) carbon K-edges acquired from positions 1-4.  
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Figure 7.11 illustrates the comparison between carbon K-edges obtained from HC 49, in 
zeolite regions, and a coronene standard. Four dashed lines have been used to emphasise the 
peaks in coke and it can be seen that peaks b and c, in coronene, are shifted relative to the 
other spectra. While the peak positions and intensities are different, it is observed that all 
spectra display four peaks, which correspond to transitions to unoccupied antibonding 
orbitals. These comparisons suggest that polyaromatic coke has deposited on zeolite (in HC 
49).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.11: Carbon-K edge of coronene (labelled) and coke. Measurements of coke have 
been acquired from zeolite regions in HC 49. The four dashed lines trace the peaks in the 
spectra of coke 
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The carbon K-edge from HC 50 shows multiple peaks in zeolite grains (figures 7.12 and 
7.13). Similar resonances are observed when compared with HC 49. Four peaks are observed 
in total. Peaks are recorded at ~283 eV, 287 eV and 290 eV and 295 eV but again multiple 
peaks are not identified in all ionisation edge spectra. The second peak is clearly observed in 
all spectra but the intensities of the first and third peak vary as displayed in figure 7.12.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.12: (a) HAADF-STEM image showing zeolite grains of HC 50 prepared by dual 
beam FIB milling and (b) carbon-K edges acquired from positions 1-4 
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Figure 7.13: (a) HAADF-STEM image showing HC 50 prepared by dual beam FIB milling. 
Positions 1 and 2 correspond to zeolite while 3 corresponds to alumina binder and (b) carbon 
K-edges acquired from positions 1-3 
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The carbon K-edges recorded from HC 50 and HC 49 (figure 7.14) share similarities with the 
XANES of phenalenone and benzophenone that are contained in studies by Netto et al [89]. 
Phenalenone is a PAH consisting of three benzene rings that contain a C=O bond. 
Benzophenone consists of two benzene rings that are linked together by a C=O bond. Hence, 
the XANES of both molecules display peaks in the pi* region, which relate to C=O and C=C 
antibonding orbitals. Antunes et al. have identified benzophenone as soluble coke on zeolite 
catalysts [119].  Soluble coke is separated into two categories: aromatic hydrocarbons and 
aromatic oxygenated compounds. The former is present in catalysts at ~150ºC. Between 
150ºC and 350ºC, aromatic oxygenated compounds such as benzophenone dominate coke 
content. At temperatures greater than 350ºC, bulky polyaromatic compounds constitute 
insoluble coke molecules. As can be seen from figure 7.14 it is difficult to identify the 
structure of coke on HC 49 and 50 as all of the spectra in the figure are similar. [120-122]    
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.14: (a) Carbon K-edges acquired from HC 49 and 50, compared with XANES data 
that has been acquired from literature and coronene standard; (b) schematic of benzophenone 
containing four inequivalent carbon atoms 
 
 
Figures 7.15 and 7.16 show XAS data of spent catalysts. The data has been acquired 
experimentally by Shimada et al. [115]. The spectra illustrate that in addition to pi* and σ* 
features (at ~284 eV and 292 eV respectively), near-edge spectra of coke exhibit a peak at     
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~288 eV, which is assigned to alkyl (CH3) groups. The aromaticity in coke is determined 
more by reaction conditions than the aromaticity in the feedstock and Shimada et al. have 
demonstrated that increasing the acidity of the support in a catalyst yields more coke with 
lower aromaticity [115]. However, it is not feasible to suggest that a high degree of catalyst 
deactivation occurs due to low aromaticity, as deactivation depends on structural changes of 
the catalyst as well as the presence of coke deposits. In Shimada’s work, spent catalysts were 
obtained after regeneration procedures and hence any coke inside the micropores of the 
zeolite had not been burnt off [115]. Considering the size of micropores and PAH molecules, 
it is unlikely that PAHs intrude the microporous network and hence the coke structure in this 
region is assumed to be more aliphatic. Therefore, any PAHs which form on a zeolite catalyst 
are likely to be restricted to the external surface (i.e. meso-/macro- pores) of the catalyst 
[123]. The catalysts used in the current work have not been regenerated and hence PAHs may 
form.        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.15: Carbon K-XANES of spent catalysts containing different quantities of coke. The 
dotted line at ~ 288 eV illustrates the presence of alkyl groups [115] 
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Figure 7.16: Carbon K-XANES of spent catalysts similar to those shown in figure 7.21 [115] 
 
 
7.3 Discussion 
 
EELS data suggests that PAHs are forming on the zeolite component of HC 49 and HC 50. 
Spectra also reveal that alkyl groups and C=O bonds may be present. The formation of PAHs 
typically occurs at temperatures above 350ºC and the structure of coke is predominantly 
determined by the shape and size of pores in which the PAH molecules grow. Coking 
reactions are discussed in more detail in chapter 2 [23, 124, 125].  
 
HAADF-STEM images of the FIB milled specimens are of poorer quality than specimens 
prepared by argon milling. This is due to amorphous damage (using a FIB microscope) on the 
surface of the specimens which led to difficulties in obtaining optimum focus and eucentric 
height in the electron microscope. As there is uncertainty regarding the influence of argon 
beam milling on carbon, none of the FIB milled specimens were subject to low energy 
milling in the PIPS after INLO had been performed. Consequently, a compromise was 
required as it was not possible to acquire high quality images and multiple peaks from the 
same specimen.  
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Having obtained multiple peaks in carbon K-edges from FIB milled specimens, it is clear to 
see that such structure is destroyed either during argon beam milling or during specimen 
preparation techniques prior to milling. It is known that high energy ions during argon 
milling can cause localised heating and that an electron beam may induce damage to organic 
molecules. However, despite specimens being milled and imaged in liquid nitrogen 
temperatures it is still not possible to resolve features beyond the σ*, pi* resonances at       
284 eV and 292 eV respectively. One source of error may involve the efficiency of achieving 
low temperature conditions in the PIPS and electron microscope, i.e. the temperature at the 
specimen might be higher than -170ºC for example. As described in chapter 3 and 4, prior to 
milling in the PIPS, specimens are cleaned using IPA between cutting, grinding and polishing 
stages. Hence, IPA may be contaminating the catalysts.  
 
All of the catalyst specimens were resistant to contamination even if they had not been 
subject to plasma cleaning. This is initially a surprising result as there is an abundance of 
hydrocarbons on the catalyst. However, materials such as alumina (which is a refractory 
material) exhibit high thermal conductivity and hence it is possible that any localised heating 
is being conducted away from the beam position. The investigations in this chapter show that 
plasma cleaning is not necessary during STEM-EELS of these materials. It is generally 
disadvantageous to use argon as the process gas during plasma cleaning. This is because 
argon can induce the formation of free radicals which can participate in cross-linking or 
polymerisation, which is unwanted.   
 
FIB milled specimens do exhibit multiple peaks at room temperature which indicates that the 
thermal conduction provided by platinum, in a FIB milled specimen, is minimising heating 
effects from the beam. As mentioned in section 6.1.2, the proximity of a thermal conductor 
partly determines a specimen’s ability to absorb and dissipate heat. Due to the geometry of a 
FIB milled specimen and the fact that platinum is used to weld it onto a grid, platinum is     
~5 µm away from regions of interest. In argon milling experiments however, a perforation is 
created at the centre of a material, which is embedded in a 3 mm (or 3000 µm) diameter grid. 
Hence, the nearest distance between an electron transparent region and a conductor (copper) 
is approximately 1000-1500 µm. The argument of heat conduction does not explain why 
argon milled specimens do not display multiple peaks. Low dose experiments proved to be 
intricate and a large specimen drift was observed during imaging, as the nitrogen evaporated 
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from the dewar in the cooling rod. Further investigations will be required to ascertain at what 
stage of specimen preparation the structural information of coke is lost. [126-129] 
 
As discussed, it is possible to identify spectra from zeolite and alumina components in FIB 
milled specimens, but as the pixel resolution in the images varies from 10 to 30 nm/pixel, no 
more spatial information is provided. As sub-pixel scanning was not performed during any 
acquisition, the beam was stationary in each pixel as it scanned within a region of interest. 
However, it is not possible to identify exactly where the beam was positioned within a pixel 
and hence where the spectra have been generated from. Electron beam damage may 
sometimes produce holes in a specimen which can represent beam positions, however, such 
penetration was generally not observed in the catalyst.  
 
It is interesting to observe that in the FIB milled specimens, multiple peaks cannot be 
identified in spectra that have been acquired from the alumina binder. This may be explained 
by pore sizes. The pore size of alumina is larger than that of zeolite Y, hence it can 
accommodate larger molecules. A consequence of this is that many different molecules and 
functional groups can diffuse into the alumina structure, which would introduce a non-
homogeneous distribution of hydrocarbon molecules. Therefore, coke that deposits on binder 
will not be of a particular structure. Zeolite Y applies spatial constraints as it possesses 
smaller pores that are of similar magnitude to the size of PAH molecules i.e. there is 
insufficient space for the PAHs to exist with other hydrocarbons.  
 
In chapter 5, a discussion of coke spillover was provided when EFTEM results were being 
compared. Coke spillover may also determine coke deposition on the binder. Coking occurs 
as a result of dehydrogenation on metal sulfides and polymerisation in a porous support. 
Hence two separate mechanisms may be occurring; (a) dehydrogenation occurs on metal 
sulfide crystallites to form olefins which are then polymerised by the acid sites of the alumina 
binder to form coke; (b) dehydrogenation occurs on the metal sulfides and polymerisation of 
olefins occurs in the zeolite crystals. If coking is severe enough, it is possible for the coke 
molecules in the zeolite to ‘spillover’ onto the metal sulfide crystallites [84, 85]. The majority 
of sulfides are located on the binder which already contains coke due to the catalytic 
properties of the binder (as mentioned in (a)). Hence it is possible that the spectra exhibited in 
the carbon K-edge of the binder regions also reflect a mixture of different coke molecules 
that have been formed by polymerisation in the zeolite and binder.  
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A comparison was illustrated between amorphous carbon and coke from binder regions 
(spectra 1-4 in figure 7.10). There are differences between the spectra. The pi* resonances are 
more circular when coke is being probed, which suggests a mixture of unsaturated bonds (e.g. 
C=C, C=O) in the 285 eV-290 eV energy-loss range. Consequently, there will be σ* anti-
bonding orbitals associated with these bonds, which may explain why the σ* resonances in 
the four spectra are also more circular than those seen in amorphous carbon.  
 
It would be interesting to obtain ELNES from HC 39. This particular catalyst contains the 
lowest quantity of coke; hence fewer coke molecules will be present in the binder, which may 
be conducive to coke formation of a different structure. However, there are problems 
associated with this catalyst. Carbon-K spectra recorded from HC 39 exhibited weak SNR and 
hence there is no possibility of identifying the structure, even after overlaying data. Careful 
interpretation is required with this dataset because while the catalyst does contain coke, it 
should be noted that carbon is an abundant element in a laboratory environment, which may 
be adsorbed by zeolites as a contaminant. Figure 7.17 displays carbon-K spectra acquired 
from the fresh catalyst HC 40 and a fresh silica catalyst. It can be seen that both systems have 
adsorbed carbon and therefore when analysing HC 39 it will prove difficult to separate coke 
from contamination. HC 39, HC 40 and the silica catalyst had all been prepared using dual 
beam FIB milling and lifted out using INLO. 
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Figure 7.17: Carbon-K edges acquired from HC 40, a fresh silica catalyst and HC 39 
 
 
7.4 Conclusions 
 
STEM-EELS experiments identified ELNES in zeolite grains in HC 49 and HC 50, when the 
catalysts were prepared by dual beam FIB milling. In both catalysts, the ELNES suggested 
the presence of inequivalent carbon atoms and hence PAHs. However, multiple peaks were 
only observed on zeolite and not on the binder component of the catalysts. This could be 
explained by the fact that alumina has larger pores which can accommodate larger coke 
molecules. Specimens that had been prepared using argon ion beam milling did not show 
multiple peaks on any component, regardless of low energy milling and plasma cleaning 
conditions. It is possible that the catalysts are adsorbing contaminants in the laboratory during 
specimen preparation. Due to the size of PAH molecules, they are likely to form on the 
external surface of zeolites (i.e. meso-/macro- pores) while smaller molecules are able to 
form and diffuse into micropores. It was not necessary to cool the FIB milled specimens to    
-170ºC in the electron microscope as the proximity of platinum and copper conduct heat 
away efficiently from the specimen.  
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8 Conclusions and further work 
8.1 Summary of conclusions 
 
The reliance on oil and gas for energy generation has led to diminishing supplies around the 
world. While solutions are being sought regarding renewable energy, it is essential to 
improve the efficiency of processes that occur in the petrochemical industry. Coking severely 
reduces the efficiency of a catalyst and hence there is a great economic and practical 
objective in understanding how this process contributes to catalyst deactivation. In this work, 
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analytical techniques such as STEM-EDX, EFTEM and EELS have been employed in order 
to investigate the structure and distribution of coke on zeolite/alumina hydrocracking 
catalysts. Moreover, the quantity of coke has been determined using the three-window 
EFTEM technique and EFTEM-SI. Analysis of the carbon K-edge during EELS provided an 
insight into the structure of coke on different components of the catalyst while interpretation 
of spectra was assisted with the application of near-edge modelling and EELS of standards. A 
range of specimen preparation techniques was used to produce electron transparent 
specimens and results from these methods have been obtained using imaging and EDX 
techniques. Catalysts are vastly heterogeneous materials in terms of their composition and 
structure. The results in this thesis have highlighted the coking mechanisms that can occur on 
different components of the catalysts. With the wealth of information that has been gained, 
suggestions can be made regarding the reduction of coke in these systems.  
 
8.1.1 Specimen preparation 
 
Specimen preparation is hugely important in TEM studies. Zeolites are structurally weak 
materials due to their porosity and many techniques beyond microtoming and grinding are 
not well documented in literature. This problem was addressed in the current work.  
 
Three different specimen preparation techniques were used to prepare electron transparent 
specimens of the hydrocracking catalysts: FIB milling, using both single and dual beam 
systems, microtoming and argon ion beam milling. Results showed that the relative thickness 
and spatial information of the catalyst specimens were dependent on the technique that was 
utilised. These properties, as well as the presence of artefacts, governed the suitability of a 
particular technique in this work.  
 
8.1.1.1 Imaging of catalysts   
 
Microtoming is a common technique used for preparing electron transparent specimens of 
catalysts as it can produce large regions of thin material (<100 nm). However, in this work 
specimens contained chatter, which describes material damage that occurs due to high 
stresses as the diamond knife cuts through resin-embedded material. As a consequence of 
damage, the spatial information of the catalysts was lost and it was not possible to clearly 
201 
 
identify zeolite and alumina binder components. Moreover, it was also difficult to observe 
nickel sulfide and tungsten sulfide crystallites. In order to identify the distribution of coke 
and hence ensure that all EFTEM and EELS data could be related to different components, it 
is important to maintain the true spatial information of the catalysts. In addition, carbon 
artefacts are always present in microtomed specimens, due to the presence of the carbon film 
and embedding resin. Hence for these reasons, it was concluded that microtoming was not an 
appropriate technique in this work.  
 
EXLO and INLO techniques were employed to pick up specimens that had been milled using 
single beam and dual beam FIB systems respectively. TEM images revealed that FIB milling 
is successful in maintaining the spatial information of the catalyst. Zeolite, alumina binder, 
metal sulfides, and meso-/macro- porosity could all be identified. Meso-/macro- porosity was 
generated as a result of zeolite dealumination while the distribution of nickel sulfide was not 
homogeneous in some regions, i.e. it was present on both binder and zeolitic components. 
Such distribution was attributed to drying stages during catalyst processing as discussed in 
chapter 1. The typical area of the FIB milled specimens was approximately 50 µm2. Different 
challenges are associated with EXLO and INLO. In the former method, the specimen can 
often be lost when contact is made with a glass probe or when the specimen is being 
transferred onto a TEM grid. In INLO it can be difficult to estimate the correct quantity of 
tungsten which is required to weld the specimen efficiently onto a needle. Moreover, once the 
specimen has been welded onto an Omniprobe grid and freed from the needle, a sudden 
release of strain can cause material loss or damage. It was not possible to use EXLO for     
HC 40, most probably because of charging that occurred due to an absence of metals and 
coke in the catalyst. Literature suggests that the success rate of both liftout techniques is 
generally 50% [56, 57]; however in this work it was approximately 90% when all four 
catalysts were considered.  
 
Argon ion beam milling was also carried out. The catalyst extrudates were embedded in brass 
tubes and various cutting, grinding and polishing stages were followed. An 80 µm thick 
specimen was milled using argon ions until an electron transparent region was formed around 
a perforation. Argon ion beam milling is widely used to section many materials, although it is 
not often employed for porous materials such as catalysts due to material damage that can be 
induced during grinding and polishing stages. TEM images revealed that all components in 
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the catalysts could be identified in the catalyst and in addition, a larger region of thin material 
was obtained than that obtained by FIB milling. Argon ion beam milling can induce 
amorphous damage to a specimen and the damage depth is a function of the incident beam 
angle and beam energy of the argon ions. In addition, the milling of high and low atomic 
number elements can result in differential sputter rates and non-uniform thicknesses. Both 
effects can be reduced by lowering the incident angle and beam energy which can ‘polish’ the 
specimen to a uniform thickness. Such measures were conducive to improved images at 
higher magnifications.  
 
The embedding and polishing stages of the catalysts were initially challenging but having 
experimented with different variables in the sample preparation process, electron transparent 
specimens were obtained with a 100% success rate. Much of this success could be attributed 
to using epoxy resin for providing structural integrity to the catalyst pellet and brass tube. 
Meticulous examination of resin insertion and curing ensured that polishing and general 
handling did not cause any material damage or pull-out. The technique implemented in this 
work was also simpler than the one that is documented by Liu et al [130], whose method 
involves growing zeolite crystals inside porous alumina tubes.  
 
8.1.1.2 EDX and thickness measurements of catalysts 
 
EDX results showed that the compositions of microtomed and single beam FIB milled 
specimens were similar. The silica and alumina ratio of the zeolites was consistent although 
gallium and platinum were identified in some regions of single beam FIB milled specimens. 
EDX maps of these FIB milled specimens revealed that gallium and platinum had deposited 
in and around some macropores but deposition was not uniform throughout the entire 
specimen. It is not fully understood why this effect occurs.  
 
Relative thickness measurements were carried out using the low-loss region of EEL spectra. 
It was discovered that dual beam FIB systems produced thinner specimens than those milled 
using a single beam system. Imaging the specimen with two imaging modes provides the user 
with two different angles, which can provide a better indication of how much material loss is 
occurring during milling and what the specimen thickness is in qualitative terms. Single beam 
systems contain only one imaging mode and milling is often terminated prematurely as a 
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caution, in order to prevent material damage. Consequently, due to the precautionary 
measures taken, the resulting specimen is often thicker than those milled in dual beam 
systems. In addition, the importance of INLO was emphasised. When a specimen is welded 
onto a needle, tilting of the stage can allow the entire specimen to be imaged during final 
thinning stages. Conversely in EXLO, the specimen remains in bulk and hence there is a 
restricted field of view.    
 
8.1.2 Elemental mapping 
 
8.1.2.1 STEM-EDX  
 
Microtomed and single beam FIB milled specimens were used in quantitative EDX mapping 
experiments. Firstly, the maps confirmed that microtoming of the catalysts was not suitable, 
as observed during imaging, as there was a change in elemental distribution across a 
particular component. Interpretation of EDX maps from the FIB milled specimens suggested 
that there is a larger quantity of carbon on the binder and in some macropores, but no definite 
trends were seen across zeolite/binder components of the catalyst. Overall, EDX mapping 
suggested that the distribution of carbon was not uniform.  
 
8.1.2.2 EFTEM 
 
The application of EFTEM to the coking of catalysts is a relatively new concept. As 
mentioned in chapter 5, Moodley et al have generated carbon EFTEM maps but analysis was 
carried out on microtomed specimens, which therefore contained chatter [84, 85]. Moreover, 
the SNR of their images is low and explanations have not been provided regarding the 
mechanisms of coking on different components of catalysts. The EFTEM data in this work 
has revealed where coke is depositing and reasons for coking have been provided.  
 
EFTEM images, of dual beam FIB milled specimens, revealed that coke had deposited on 
binder regions and in meso/macro- porosity of the catalyst. Quantitative analysis showed that 
in some regions, there can be twice as much coke on the binder than zeolite although such 
results were not commonly seen. Quantitative data were obtained using the three window 
technique and EFTEM-SI. Both methods showed that the distribution and quantity of coke 
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was not uniform, i.e. in some regions, a larger quantity of coke was calculated in meso-
/macro- pores while in other regions larger quantities were observed on the binder. There are 
several factors which affect coke deposition. As explained in chapter 2, coking is dependent 
on both the metal and support functions of a catalyst; hence the proximity of the functions 
and accessibility of metals are important factors. Moreover, the acid site density of the 
catalyst will also vary in the catalyst.  
 
The pores of a support material are three-dimensional, hence geometrical and spatial 
considerations are of importance. For example, it is possible that narrow and deeper pores are 
able to contain coke molecules easily as they can become trapped. On the other hand, coking 
rates may be high in larger pores as there is more space for carbonaceous material to form. 
Zeolite Y comprises a multidimensional porous structure leading to coke formation in 
specific channels, which results in non-uniform coke distribution (as mentioned above). Due 
to the volatility of soluble coke, it is predominantly located in the micropores of the zeolite. 
The growth of these soluble molecules leads to the formation of insoluble coke which is then 
formed in meso- and macro-pores.  
 
Nickel sulfide crystallites appeared relatively free of carbon. This observation could be 
attributed to the diffusion of carbon which is occurring through the crystallite. This may also 
explain why there is a higher concentration of coke around the edges of some crystallites. If 
diffusion is occurring, coke would only deposit on the crystallite surface when the regions 
around it have become saturated. If coke has not deposited onto the surface of the crystallites, 
it is assumed that catalyst deactivation has not occurred, as the (de)hydrogenation function of 
the catalyst is still available. The size and dispersion of metal sulfides contribute to coking 
rates and formation. It has been documented that smaller sulfide particles exhibit greater 
resistance to coke deposition as coke can deposit more efficiently on planes than on the 
corners of particles. If a metal is highly dispersed, there will be an increase in metallic/acidic 
ratios, which will increase the hydrogen content of coke intermediates and hence inhibit 
coking.  
8.1.3 Modelling and EELS of standards 
 
The near-edge structure of a selection of PAHs was determined using the FEFF code, which 
implements multiple scattering theory. This particular code is typically most efficient for 
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symmetric systems. Modelling data revealed that the near-edge structure of the PAHs was 
determined accurately, despite these molecules exhibiting directional bonding. The carbon K-
edge of four PAHs was modelled: coronene, anthracene, perylene and pentacene. These 
particular PAHs were selected as they have been identified in coke in previous investigations 
[22]. While the carbon K-edge of amorphous carbon exhibits only two peaks, a greater 
number of peaks are observed in the carbon K-edge of PAHs. This is because the PAHs of 
interest are crystalline and they contain inequivalent carbon atoms. Hence, peaks correspond 
to transitions of electrons from the 1s orbital, of inequivalent carbon atoms, to unoccupied pi* 
and σ* antibonding orbitals above the Fermi Level. Transitions are achieved to antibonding 
orbitals that are associated with specific bonds, e.g. C=C, C-C, C=O, C-H. Hence, it is 
possible to assign peaks to different functional groups. Unsaturated bonds contain both σ* 
and pi* antibonding orbitals while saturated bonds contain σ* antibonding orbitals only. As 
amorphous carbon contains a range of hybridisation, it is not possible to identify specific 
bonds. As far as peak positions are concerned, there appeared to be a good agreement in this 
work between models and experimental data that had been acquired from standards and 
literature.  
 
In the coronene standard, one of the peaks was missing in the carbon K-edge, which was 
attributed to electron beam damage. Such damage is a problem associated with the electron 
microscopy of carbon based materials. Low dose techniques can be applied to such materials. 
Such techniques involve minimising beam exposure to the specimen, determining the 
eucentric height away from the region of interest and cooling the specimen to liquid nitrogen 
temperatures in the electron microscope to reduce the dissipation of heat, as heat can lead to 
chain scission and cross-linking. The proximity of good conductors is also important. 
Therefore, cooling was generally not required during the EELS of coronene as the carbon 
film on TEM grids conducted heat away from the specimen.  
8.1.4 EELS of coke 
 
EELS investigations revealed that the carbon K-edge of coked catalysts, prepared by argon 
ion beam milling, exhibited only two features, which represent transitions to unoccupied pi* 
and σ* antibonding states. A variety of milling and microscopy conditions were used. For 
example, specimens were milled at -170ºC in the PIPS and imaged using low dose conditions 
in the electron microscope. However, such conditions were not conducive to the acquisition 
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of near-edge structures similar to those that had been generated from standards and models. It 
is possible that contamination is occurring in the laboratory, as carbon is a common element 
in the form of hydrocarbons for example, which may be adsorbed by zeolites. It was 
interesting to note that the fresh catalyst (HC 40) also contained carbon, even though it was 
sectioned using a FIB system and hence the catalyst was not treated with organic solvents. 
Such evidence suggests that the general handling of catalysts can cause carbon 
contamination.  
 
Conversely the carbon K edge, acquired from dual beam FIB milled specimens, revealed 
several peaks when acquisitions were made over zeolitic regions. The spectra suggest that 
PAHs are forming, although its exact structure was not identified in this work. In addition, 
only two pi* and σ* resonances were observed from the alumina binder. This may be because 
coke is forming as a result of different mechanisms. There are effectively two different 
catalysts in the pellet: zeolite and alumina binder where the latter is rich in metal sulfides. As 
explained in chapter 2, coking occurs as a result of dehydrogenation on metal sulfides and 
polymerisation in a porous catalyst. For example, (a) dehydrogenation occurs on metal 
sulfide crystallites – a process which yields olefins. The olefins are then polymerised by the 
acid sites of the binder to form coke; (b) dehydrogenation occurs on the metal sulfides and 
polymerisation of olefins occurs in the zeolite crystals. If coking is severe enough, it is 
possible for the coke molecules in the zeolite to ‘spillover’ onto the metal sulfide crystallites 
[84, 85]. As mentioned above, the majority of sulfides are located on the binder which 
already contains coke due to the catalytic properties of alumina (as mentioned in (a)). Hence 
it is possible that the pi* and σ* resonances exhibited in the carbon K-edge of the binder 
regions, reflect a mixture of different structures that have been formed by polymerisation in 
the zeolite and binder. 
 
On the other hand, it is possible that the difference in coke structure can be explained by 
steric hindrance. Zeolite Y contains micropores that apply steric constrains on molecules. 
Such constrains can result in a narrower distribution of coke molecules, i.e. coke is 
chemically more homogeneous and a specific structure can be observed in EELS 
investigations. However, alumina contains larger pores which can accommodate bulky 
molecules and hence reactions are not sterically impeded. This effect may explain why the 
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chemical variety of the coke species is larger and hence why fewer peaks are observed in 
EEL spectra. 
 
Table 8.1 shows a comparison between the specimen preparation techniques that were 
employed in this work and it includes the following points: 
 
(a) Accurate spatial information of the catalysts/presence of artefacts/area of thin region – 
identified using TEM imaging 
(b) Relative specimen thickness/structural information of coke – identified using EELS 
 
 
 
       
 
 
 
 
      
     
 
 
Table 8.1: Table showing a comparison between specimen preparation methods that were 
employed. Relative thickness values (t/λ) are averages of the four catalysts analysed. EDX 
mapping of artefacts has not been used in the dual beam FIB milled specimens. EELS was 
not carried out on the microtomed specimens and single beam FIB milled specimens 
 
 
Table 8.1 illustrates that the use of a dual beam FIB system is the best option for the results 
that were required in this work. In addition, it is possible to carry out low energy argon 
milling on these specimens to remove amorphous damage, which is preventing imaging at 
high magnifications. It would be interesting to observe if PAHs can be identified in EEL 
spectra once the specimens have been subject to low energy milling. Artefacts from argon 
milling (such as redeposition of copper from the brass ring) were not observed in this work.  
 
Catalyst designs are complicated and for this reason it is difficult to predict how future 
designs can lower the severity of coking without compromising the overall cracking 
efficiency of the catalyst [131-2]. For example, the proximity between acid and 
Spatial information t/λ Artefacts Structural Area 
      coke info.  
Microtoming            x           0.4            Chatter      N/A      ~ 200 µm2 
           Resin, TEM grid  
 
FIB milling                 
 Single beam           √           0.7             Ga, Pt   N/A      ~ 50 µm2      
 Dual beam           √           0.4    -    √      ~ 50 µm2      
 
 
Ar+ milling            √           0.4    x     x      > 200 µm2
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hydrogenation sites is an important consideration in coking. If the distance between these 
sites is increased, a reduction in coke may be offset with a reduction in cracking products. 
Arguably the most important development in catalysis was achieved in the 1960s when 
zeolites were introduced into the petrochemical industry, as these materials are more site and 
shape selective than ASA catalysts that were previously used. Moreover, molecular diffusion 
can be enhanced by dealumination, which is a process that creates meso- and macro-pores. 
Hence, the structure and composition of zeolites can be altered towards a particular 
application.  
 
The nickel sulfide crystallites are well deposited in the catalysts that were studied in this 
work. As minimal quantities of coke were identified on these crystallites, it is suggested that 
their size and dispersion are optimised for low coke content. High temperatures (~500ºC) and 
pressures would be required during regeneration in order to remove the ‘bulky’ PAHs from 
the coked catalysts. The formation of mesopores overcomes the diffusion limitations applied 
by the micropores in a zeolite crystal. Such limitations can also be reduced by decreasing the 
thickness of zeolite crystals, as this measure would reduce the diffusion pathway for 
molecules. Choi et al. have successfully synthesised ultrathin zeolite crystals (~2nm) and 
they report that reduced crystal thickness suppresses coking during methanol-gasoline 
conversion [133]. The authors suggest that this effect could be applied to many more 
reactions. Consequently, a ‘hybrid’ catalyst consisting of micro-/meso-/macro-pores, which 
incorporates a lower zeolite thickness, may provide the optimum solution for decreasing coke 
content.  
 
8.2 Further work 
 
The systematic studies in this thesis have provided a greater understanding of catalyst 
deactivation by applying analytical methods to hydrocracking catalysts using both practical 
and theoretical techniques. Further experiments can be suggested, which would form an even 
more thorough investigation in this field of research.  
 
The carbon K-edge acquired from the binder may differ in HC 39 when compared with the 
other coked catalysts. This is because HC 39 is the least coked catalyst and hence less 
‘spillover’ may have occurred from zeolite to metal sulfides. Hence, it may be possible to 
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resolve several peaks in the carbon K-edge from binder regions. Due to charging in the 
electron microscope, it was not possible to image HC 39 and 40, which had been milled using 
argon ion beam milling techniques. Carbon coating cannot be used to overcome charging in 
these specific materials (as carbon is an artefact) but methods such as gold or chromium 
plating may be employed.  
 
EDX mapping of specimens, produced by dual beam FIB milling, has not been carried out 
(table 8.1) and it would be interesting to observe how much gallium and platinum is 
identified and if it is comparable with specimens that were sectioned with single beam FIB 
systems. As INLO has been used for sectioning the dual beam FIB milled specimens, they 
can be rethinned in a FIB system if mapping in the TEM reveals that they still contain these 
artefacts. Quantitative mapping could be implemented to determine how much artefact 
material is removed each time thinning occurs. Electron diffraction revealed that the zeolites 
in the catalysts are amorphous. It is possible that amorphisation has occurred in the 
microscope as zeolites are electron beam sensitive materials. XRD studies can be undertaken 
to determine if the catalysts are amorphous prior to electron microscopy. In comparison with 
a crystalline material, an amorphous catalyst would have a different arrangement of Al, Si 
and O ions, which would induce a random distribution of pores (in terms of size and 
geometry). Hence, structural changes would cause changes in molecular diffusion while 
variations in acid site density would affect how the covalent bonds are broken in a 
hydrocarbon molecule for example.  
 
The spatial resolution of the EDX maps can be improved, predominantly by using a smaller 
probe size in STEM mode. Increasing the SNR of the carbon maps for example would 
provide more information regarding the distribution of coke. Such measures would provide a 
more accurate comparison with EFTEM. Higher magnification EFTEM images can also be 
acquired, which would highlight carbon deposition around varying types of porosity and 
different components of the catalyst. Similarly, EFTEM-SI experiments can be furthered by 
using a smaller energy slit than 10 eV. Studies suggest that energy windows of 1 eV are often 
employed, which would greatly enhance the spatial resolution of EFTEM images and 
improve quantification [76].  
 
A range of PAHs are abundant in science and in order to identify exactly which compound is 
forming on the zeolite components of HC 49 and 50, further standards need to be 
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investigated. Authors have suggested that coke and precursor molecules may comprise 
materials such as benzanthracene (C18H12) and hexaphenylbenzene (C42H30). Hence the 
carbon K-edge from these standard materials should be compared with the coked catalysts.  
 
Electron tomography may be used to further analyse the deposition of coke in pores. Electron 
tomography involves tilting a thin specimen, in an electron microscope, to specific angles 
which constitutes a tilt series. Images that are acquired at each angle in the tilt series can be 
used to reconstruct the three-dimensional structure of regions of interest such as pores. 
Electron tomography is often undertaken using the HAADF detector in STEM mode, 
especially for polycrystalline materials as diffraction contrast does not contribute to images. 
However, EFTEM tomography is a more suitable technique for investigating the relationship 
between pore geometry and coke (i.e. carbon) deposition. There are problems associated with 
the use of EFTEM tomography. Firstly, as discussed in chapter 5, elemental maps were 
acquired using an acquisition time of approximately 30 seconds when the three-window 
method was employed. Repeating this procedure at each angle increment in a tilt series is 
time consuming and specimen drift may be observed once the entire series has been acquired. 
Secondly, EFTEM is a high dose technique and imaging the same region in a tilt series may 
modify the structure of the coke molecules. Hence if EELS was used to generate carbon K-
ELNES, on completion of EFTEM tomography, spectra may not accurately provide the real 
structure of coke. Electron tomography may also be used to image Ga and Pt in FIB milled 
specimens.  
 
It appears that ion bombardment, from argon ion beam milling techniques as described in 
chapter 3, modifies the structure of coke. Before this conclusion is made, it must be clear that 
structural degradation is not attributed to the interaction of the electron beam with the 
specimen. For this reason, cryogenic-TEM (or cryo-TEM) should be attempted in the electron 
microscope. Although low dose conditions can reduce electron beam damage, the SNR is 
often low due to statistical noise, which arises from low electron illumination. Cryo-TEM 
involves cooling a specimen, to liquid nitrogen or helium temperatures, as well as modifying 
CCD cameras, which allows image recording with minimal readout noise. Applying these 
measures to coked catalysts, prepared by argon ion beam milling, may produce multiple 
peaks in EELS spectra of carbon K-edges. If such peaks are not observed, the importance of 
argon ion bombardment can be emphasised.   
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The modelling code FEFF was used to apply multiple scattering theory to PAHs. DFT (using 
Wien2k software) is an alternative technique for solving the quantum many body problem. 
DFT models are applied in reciprocal space and they were initially carried out to derive the 
electron density of materials which provides a wealth of information, including optical 
properties, DOS (as well as ELNES) and low-loss data. However unlike MS theory, DFT 
models only yield accurate ground state (and not excited state) properties. DFT considers the 
near-edge structure to be the sum of transition rates to all possible excitation states. Each 
transition rate has two components: the projected DOS and the matrix element between the 
initial and final states. The energy dependence of the matrix element is neglected as it varies 
slowly with energy-loss in the near-edge region. The overlap between the core wavefunctions 
is small and the density of initial states is assumed to be made up of delta functions. Hence 
the energy dependence of the projected DOS is reflected by the energy dependent shape of 
the near-edge structure. In ELNES measurements, the initial state is the ground state of the 
target electron and the final state is that which is occupied by the target electron in the 
conduction band, where the core-hole left by the excited electrons locally alters the potential, 
which affects the electron density. These measurements are recorded by the relevant modules 
in the Wien2k software.  
 
FEFF consistently generated data from each calculation. All spectra were modelled using a 
core-hole in FEFF but it would be interesting to observe how spectra differ in the absence of 
a core-hole, i.e. how the screening of a core-hole varies in different PAHs. Materials such as 
benzopheneone and hexaphenylbenzene have been discussed in this work and models of 
these systems may be applied by using the atomic coordinates that have been provided by 
Fleischer et al. [134]. 
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