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INVARIANCE, QUASI-INVARIANCE AND
UNIMODULARITY FOR RANDOM GRAPHS
VADIM A. KAIMANOVICH
Dedicated to the memory of Mikhail Iosifovich Gordin
Abstract. We interpret the probabilistic notion of unimodular-
ity for measures on the space of rooted locally finite connected
graphs in terms of the theory of measured equivalence relations.
It turns out that the right framework for this consists in consid-
ering quasi-invariant (rather than just invariant) measures with
respect to the root moving equivalence relation. We define a nat-
ural modular cocycle of this equivalence relation, and show that
unimodular measures are precisely those quasi-invariant measures
whose Radon–Nikodym cocycle coincides with the modular cocy-
cle. This embeds the notion of unimodularity into the very general
dynamical scheme of constructing and studying measures with a
prescribed Radon–Nikodym cocycle.
Introduction
Dealing with random infinite graphs inevitably requires to consider
the associated probability measures. The natural state space for these
measures is the space G• of isomorphism classes of rooted (≡ pointed
≡ marked) locally finite connected graphs endowed with the projective
topology (the space of unrooted graphs having no reasonable topologi-
cal or measurable structure). Although there is no group action on G•,
this space is endowed with the natural root moving equivalence relation
R, so that one can talk about measures invariant with respect to this
equivalence relation. This notion of invariance for measures on G• was
introduced by the author [Kai98].
Invariance with respect to an equivalence relation also has an inter-
pretation in terms of reversible Markov chains on the state space of
the equivalence relation. In the case of foliations it is well-known that
holonomy invariant measures of Riemannian foliations are in one-to-
one correspondence with reversible stationary (≡ completely invariant,
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in the terminology of Garnett) measures of the leafwise Brownian mo-
tion, see [Gar83, Kai88]. [With an abuse of language we talk here and
below about “reversible” measures, although strictly speaking it is the
Markov chain that is reversible with respect to the corresponding sta-
tionary measure; sometimes in this situation one says that the chain
and the stationary measure are in detailed balance, see [Nor98].] Equiv-
alence relations are discrete counterparts of foliations, and for them
this correspondence is even easier to establish as it directly follows
from comparison of involution invariance of the associated counting
measure (which is the definition of invariance of a measure with re-
spect to an equivalence relation) with involution invariance of the joint
distribution of the Markov chain at two consecutive moments of time
(which is the definition of reversibility), see [Kai98, Pau99]. In what
concerns unimodular measures, which we are going to discuss below,
also see [AL07], or a more recent paper [BC12].
Lyons, Pemantle and Peres [LPP95] showed that the augmented
Galton–Watson trees provide a family of probability measures on the
space T• ⊂ G• of rooted trees which are stationary and reversible with
respect to the simple random walk along the classes of the root moving
equivalence relation. The author then noticed [Kai98] that, in view of
the above correspondence, this construction also produces R-invariant
measures on T• ⊂ G• (note that contrary to the claim in [AL07, Exam-
ple 1.1], the paper [LPP95] contains no indications that reversibility
of the measures associated with the augmented Galton–Watson trees
might be related to any other invariance properties of these measures).
Using the concept of invariance with respect to a graphed equivalence
relation the author later defined the notion of stochastic homogeneity
for random graphs [Kai03].
The idea of invariance with respect to an equivalence relation, al-
though quite common in dynamical systems and geometry, is much
less known in probability theory, and this approach has been mostly ig-
nored by probabilists. On the other hand, by drawing their inspiration
from the mass transfer technique introduced by Ha¨ggstro¨m [Ha¨g97] for
studying percolation on trees and later extended by Benjamini, Lyons,
Peres, and Schramm [BLPS99] (following reasoning of Woess [Woe94])
to arbitrary graphs, Benjamini and Schramm [BS01] defined an in-
trinsic mass transport principle for probability measures on G•. The
resulting class of measures has now become quite popular in the prob-
abilistic world under the name of unimodular measures introduced by
Aldous and Lyons [AL07]. This popularity is mostly due to the fol-
lowing important property: the class of unimodular measures (unlike
the class of invariant measures) is closed in the weak∗ topology, so
that, in particular, any weak∗ limit of discrete unimodular measures
corresponding to finite graphs is also a unimodular measure.
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In the case of a single graph it was almost immediately realized
in [BLPS99] that the mass transfer principle is nothing else than plain
unimodularity of the group of automorphisms of the graph. However, in
what concerns unimodular measures, so far this notion has been mostly
confined to the probabilistic world. Although probabilists, when talk-
ing about unimodularity, do not usually think in terms of the theory of
measured equivalence relations (and moreover claim that “probabilis-
tic aspects” are out of its focus of attention, see [AL07, Section 9]),
the state space G• of a unimodular measure is, nolens volens, endowed
with the equivalence relation R, so that it is natural to ask about the
properties of unimodular measures with respect to this structure (in
particular, R-invariance and R-quasi-invariance).
For measures concentrated on the set of rigid graphs (i.e., those with
trivial group of automorphisms, graph theorists also call such graphs
fixed or symmetry-free [HR98, Har01]) the notions of invariance and
unimodularity obviously coincide; however, they do differ in general,
as one can easily see by looking just at finite graphs. [Note that
according to what we call Tutte’s principle, the graphs produced by
“natural” probabilistic constructions should be almost surely rigid, see
Remark 42.]
The purpose of the present research communication is to clarify the
relationship between R-invariance (and R-quasi-invariance), on one
hand, and unimodularity, on the other hand, in full generality. We do
it by embedding the notion of unimodularity into the general context
of the ergodic theory of discrete measured equivalence relations, and
by replacing the “mass transfer principle” with the technique based on
explicit considerations of the σ-finite counting measures on the equiv-
alence relation R and on the space of doubly rooted graphs G••. Al-
though in the present paper we only deal with probability unimodular
measures, this technique is applicable to σ-finite unimodular measures
as well.
Our main result is that unimodular measures are precisely
those R-quasi-invariant measures whose Radon–Nikodym co-
cycle coincides with a natural modular cocycle (Theorem 50).
Therefore, from this point of view the notion of unimodularity embeds
into the very general scheme of constructing and studying measures
with a prescribed Radon–Nikodym cocycle (cf. the notions of Gibbs,
Patterson–Sullivan, or conformal measures [Sin72, Bow75, Sul79, KL05]).
As a byproduct of our approach we also obtain much shorter and
more concise proofs of a number of results which earlier required lengthy
calculations based on the “mass transfer principle” (see Remark 47,
Corollary 52, Remark 58, Remark 65).
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Let us briefly outline the content. Given a single connected graph Γ,
we define its (multiplicative) modular cocycle as the ratio
∆Γ(x, y) =
cardGxy
cardGyx
,
where G is the group of automorphisms of Γ, and Gxy is the orbit of
a vertex y ∈ Γ under the stabilizer of a vertex x ∈ Γ in G. For any
x ∈ Γ the function g 7→ ∆Γ(x, gx) coincides with the modular function
of the group G, which was known already to Schlichting [Sch79] and
Trofimov [Tro85], and it is not hard to see that ∆Γ satisfies the cocycle
identity in the general case as well. If the group of automorphisms
G is unimodular, then ∆Γ descends to a cocycle ∆Γ• on the quotient
Γ• of the graph Γ by the group G. Since classes of the equivalence
relation R are precisely the quotient graphs Γ•, the individual cocycles
∆Γ• piece together to a global modular cocycle ∆• of the equivalence
relation R restricted to the subset G˘• ⊂ G• which consists of the equiv-
alence classes Γ• corresponding to graphs Γ with a unimodular group
of automorphisms.
Our approach is based on a systematic use of the analogy between the
equivalence relation R ⊂ G•×G• and the space of doubly rooted graphs
G•• which appears in the definition of unimodular measures. The space
G•• is “bigger” than R as there is a natural map σ : G•• → R which
assigns to any doubly rooted graph the pair of plain rooted graphs
obtained by retaining just one of the two roots. Both R and G•• are
fibered over the space of rooted graphs G• with at most countable fibers,
and both are endowed with natural involutions ι and ι¨ , respectively,
see diagram (33).
The classical construction of Feldman and Moore [FM77] assigns
to any measure µ on G• the associated counting measure MR on R
as the result of integration of the fiberwise counting measures ♯ξ, ξ ∈
G•, against the measure µ. Then R-invariance of the measure µ is
equivalent to involution invariance of MR. In the same way, the fibers
of the projection G•• → G• are also endowed with a natural family of
measures ♭ξ, ξ ∈ G•, defined in equation (3) from Section 1.A, and
their integration against the measure µ gives the associated measure
MG•• on G•• such that unimodularity of µ is equivalent to involution
invariance of MG•• . The key property of the family {♭ξ} used in the
proof of Theorem 50 is the identity (Proposition 24)
∆•(ξ, η) =
♭ξ(θ)
♭η(ι¨θ)
∀ θ ∈ σ−1(ξ, η) .
Note that the original formulation of the intrinsic mass transport
principle of Benjamini and Schramm in [BS01] was given just in terms
of the expectations of appropriate test “transport functions” with re-
spect to the measure µ on G•, and contained the measure MG•• only in
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an implicit form. Although explicitly this measure does appear once in
[AL07] (in the explanation for the choice of the term “unimodularity”
after Definition 2.1), apart from that the authors of [AL07] (as well as
those of [BS01], or those of a more recent paper [BC12]) always deal
with µ-expectations, and never explicitly use either the counting mea-
sure MG•• , or the family of its fiberwise measures ♭ξ. In our approach
we deal directly with measures (rather than with expectations with
respect to these measures), which significantly simplifies and clarifies
the exposition.
Using the measures MR and MG•• one can also “quasify” the notions
ofR-invariance and unimodularity, respectively, by requiring that these
measures be involution quasi-invariant. In the case of R this gives the
usual definition of quasi-invariance of the measure µ with respect to
the equivalence relation R. It turns out that quasi-unimodularity is
equivalent to quasi-invariance. Our main technical tool is Theorem 45
which connects the Radon–Nikodym derivative of the counting measure
MG•• with respect to the involution on G•• with the Radon–Nikodym
cocycle of the measure µ.
As an illustration of the advantages of our approach we almost im-
mediately show that R-ergodic unimodular measures are precisely the
extreme ones in the convex set of all unimodular measures, and that
the decomposition of a unimodular measure into ergodic components
with respect to the equivalence relation R coincides with its decompo-
sition into an integral of extreme unimodular measures (Theorem 63
and Theorem 64). We also give an explicit description of the Hopf
decomposition of a general unimodular measure into dissipative and
conservative parts (Theorem 66).
In the present paper we have tried to provide general dynamical, geo-
metric and algebraic contexts for the considered probabilistic notions.
By skipping secondary technicalities, we emphasised the underlying
concepts and the examples which illustrate them. A more detailed
exposition will appear elsewhere.
On numerous occasions I had the privilege to discuss these as well as
other related and not so related topics with Mikhail Iosifovich. Random
trees never prevented him from seeing blooming gardens and splendid
vistas of the great world of mathematics and beyond.
1. Modular cocycle
1.A. Graphs, their quotients, and measures on them. Let Γ be
a locally finite connected graph without loops or multiple edges. As usual,
the same notation Γ will also be used for the vertex set of this graph,
so that the edge set of Γ is just a symmetric subset of Γ × Γ \ diag.
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By ♯Γ we denote the counting measure on Γ, i.e.,
♯Γ(A) := cardA , A ⊂ Γ ,
and by
G := Aut(Γ) , Gx := {g ∈ G : gx = x} ,
we denote the group of automorphisms of Γ and the G-stabilizer of a
vertex x ∈ Γ, respectively. The group G is locally compact with respect
to the pointwise convergence topology.
By
Γ• := Γ/G = {x := Gx : x ∈ Γ} (1)
we denote the associated orbital quotient of Γ, i.e., the set of G-orbits
in Γ. Equivalently, Γ• is the set of isomorphism classes (Γ, x) of all
possible rootings (Γ, x) of the graph Γ. By ♯Γ• we denote the counting
measure on Γ•.
The orbital quotient Γ• has a natural graph structure: two orbits
x, y ∈ Γ• are neighbours if the graph distance dist in Γ between them
is equal to 1, i.e., if for any (≡ certain) representative x ∈ x there is a
representative y ∈ y such that x and y are neighbours in Γ.
Further, let
Γx• := Γ/Gx = {y
x := Gxy : y ∈ Γ} , x ∈ Γ , (2)
be the set of Gx-orbits in Γ. When talking in terms of rooted graphs we
shall use the notation (Γ, y)
x
∈ Γx• . By ♭x we denote the measure on Γ
x
•
which is the image of the counting measure ♯Γ under the map y 7→ y
x
from Γ to Γx• . In other words,
♭x (y
x) := cardGxy , (3)
which is finite because of local finiteness of Γ.
Finally, let
Γ•• := (Γ× Γ)/G =
{
(x, y) := G(x, y) : (x, y) ∈ Γ× Γ
}
be the set of G-orbits on the square of the graph Γ. Equivalently, Γ•• is
the set of isomorphism classes (Γ, x, y) of all double rootings of Γ, i.e.,
of isomorphism classes of the graph Γ endowed with two distinguished
vertices: primary and secondary roots x and y, respectively.
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1.B. Projections and their fibers. There are several natural maps
between the sets Γ••,Γ•×Γ•, and Γ•, whose definitions should be clear
from the following pretty straightforward commutative diagram:
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' under the map *+ from Γ to Γ
 
. In other words,
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which is finite because of local finiteness of Γ.
Finally, let
  
 % , &!  
 
%x, y&  %x, y& %x, y& # ,
!
be the set of -orbits on the square of the graph Γ. Equivalently, Γ
  
is the set of isomorphism
classes % , x, y& of all double rootings of Γ, i.e., of isomorphism classes of the graph Γ endowed
with two distinguished vertices: primary and secondary roots and , respectively.
1.B Projections and their fibers. There are sev r l natur l maps between the sets
   
,
 
, and Γ
 
, whose definitions should be clear from the following pretty straightfor-
ward commutative diagram:
Γ
  
Γ
  
Γ
 
, Γ
 
Γ
 
, Γ
 
Γ
 
 ι
Γ
pi
Γ
σ
Γ
σ
Γ
pi!
Γ
ρ
Γ
ι
Γ
ρ!
Γ
(4)
%x, y& %y, x&
%x, & %y, &
(5)
We shall endow the fibers
!
% & -
 
, ξ #
 
with the measures ' , which are the images of the counting measure '
 
under the natural
identification of ! % & and
 
(4)
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We shall endow the fibers
ρ−1Γ (ξ)
∼= Γ• , ξ ∈ Γ• ,
with the measures ♯ξ , which are the images of the counting measure ♯Γ•
under the natural identification of ρ−1Γ (ξ) and Γ•.
As for the fibers
Γξ• := π
−1
Γ (ξ) , ξ ∈ Γ• ,
they can be identified with the quotients Γx• (2) for the vertices x from
the G-orbit ξ (i.e., for such x ∈ Γ that x = ξ). Under this identification
the measures ♭x (3) produce a measure on Γ
ξ
• which does not depend
on x, and which we shall denote by ♭ξ. In other words,
♭x
(
(x, y)
)
:= cardGxy . (6)
Remark 7. The map σΓ from diagram (4) is a bijection if and only if
the graph Γ is rigid (i.e., its automorphisms group G is trivial; graph
theorists also call such graphs fixed or symmetry-free [HR98, Har01]),
and in this situation the measures ♭ξ coincide with the corresponding
measures ♯ξ, i.e., just with the counting measure ♯Γ. Indeed, σΓ is a
bijection if and only if any orbit G(x, y) in Γ×Γ splits as a product of
the orbits Gx and Gy. In particular, any diagonal orbit G(x, x) should
also split this way, which is only possible if G is trivial. On the other
hand, in the general case the fibers of σΓ can be quite big. The extreme
example is provided by infinite vertex transitive graphs, for which Γ• is
a singleton, whereas Γ•• is infinite.
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1.C. Modular cocycle and its properties.
Proposition 8. The ratio
∆Γ(x, y) :=
cardGxy
cardGyx
, x, y ∈ Γ , (9)
satisfies the (multiplicative) cocycle identity
∆Γ(x, y)∆Γ(y, z) = ∆Γ(x, z) ∀ x, y, z ∈ Γ .
Proof. By definition, cardGxy coincides with the (left) index of the
joint stabilizer
Gxy = Gx ∩Gy
in Gx, or, equivalently, with the ratio of the corresponding values of
the left Haar measure m on G:
cardGxy =
m(Gx)
m(Gx ∩Gy)
,
whence
∆Γ(x, y) =
m(Gx)
m(Gy)
, (10)
so that it obviously satisfies the cocycle identity. 
Definition 11. The ratio ∆Γ (9) is called the modular cocycle of the
graph Γ.
Remark 12. For vertex transitive graphs this cocycle (in a somewhat
implicit form) appeared already in the papers of Schlichting [Sch79,
Lemma 1] and Trofimov [Tro85, Theorem 1]. Explicitly (again, just for
vertex transitive graphs) the cocycle ∆Γ was for the first time defined
by Soardi and Woess [SW90, Lemma 1] (also see the exposition in
[Woe00, Section 1.F]).
Definition 13. A graph Γ is called unimodular if its modular cocycle
is identically 1.
Remark 14. Our terminology is different from that of [AL07], where a
graph is called unimodular if its group of automorphisms is unimodular.
We feel that in view of the existence of a well-defined modular cocycle
∆Γ (9) on graphs, triviality of this cocycle deserves a separate name,
whereas, on the other hand, it does not seem to make much sense to
spend two different terms on the same phenomenon (unimodularity of
the group of automorphisms). Anyway, for vertex transitive graphs the
notions of unimodularity of a graph in the sense of our Definition 13
and in the sense of [AL07] coincide, see Corollary 17 below.
Proposition 15. The modular cocycle ∆Γ is invariant with respect to
the diagonal action of the group of automorphisms G on Γ× Γ.
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Proof. Obviously, Ggx = gGxg
−1 and Ggx gy = gGx y, whence
cardGgx gy = card gGx y = cardGx y ∀ x, y ∈ G ,
which implies the claim. 
Proposition 16. For any vertex x ∈ Γ the function
g 7→ ∆Γ(x, gx) , g ∈ G ,
is the modular function of the group of automorphisms G.
Proof. By (9)
∆Γ(x, gx) =
m(Gx)
m(Ggx)
=
m(Gx)
m(g Gx g−1)
=
m(Gx)
m(Gx g−1)
,
where the rightmost term is precisely the modular function on G. 
Corollary 17. A vertex transitive graph is unimodular if and only if
its group of automorphisms is unimodular.
Corollary 18. Unimodularity of a graph implies unimodularity of its
group of automorphisms.
Remark 19. The converse of Corollary 18 is not true, as there exist
finite graphs (for which the group of automorphisms is obviously finite,
hence unimodular) which are not unimodular.
Example 20. The simplest example is provided by the segment graph
Γ = I3 (here and below the segment graph In is the subgraph of Z which
consists of n consecutive points):
PSfrag replacements
1 2 3
Its group of automorphisms G consists of two elements: the identity
automorphism, and the inversion (1, 2, 3) 7→ (3, 2, 1), so that the stabi-
lizers G1 and G3 are trivial, whereas G2 = G consists of two elements.
Thus, the off-diagonal values of the modular cocycle are
∆Γ(2, 1) = ∆Γ(2, 3) = 2 ,
∆Γ(1, 2) = ∆Γ(3, 2) = 1/2 ,
∆Γ(1, 3) = ∆Γ(3, 1) = 1 .
Remark 21. If a graph Γ is rigid, then it is obviously unimodular. On
the other hand, there is a lot of unimodular non-rigid graphs as well.
The simplest example is provided by the segment graph I2, whose group
of automorphisms is isomorphic to Z2.
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1.D. Modular function and quotient modular cocycle.
Definition 22. By Proposition 15 the modular cocycle ∆Γ is constant
along G-orbits in Γ× Γ, so that it descends to a function
∆Γ••
(
(x, y)
)
:= ∆Γ(x, y) , x, y ∈ Γ ,
on Γ••, which we shall call modular function.
Remark 23. Generally speaking, there is no natural composition oper-
ation on Γ••, so that the modular function ∆Γ•• is not a cocyle. How-
ever, there is a natural hypercomposition on Γ••, for which the result of
composing two elements of Γ•• is a probability measure on Γ•• rather
than a single element (the corresponding structure is a generalization
of hypergroups and can be called a hypergroupoid, cf. the discussions in
[KW95, KW02] in the case of vertex transitive graphs; also see [Kai05]
for a general discussion of groupoids in this context), and one can look
at the behaviour of the modular function ∆Γ•• with respect to this
operation. This is closely related to the relationship between unimod-
ular measures and reversible stationary measures for leafwise simple
random walks on G• (cf. [AL07, BC12]). We shall return to this topic
elsewhere.
The definitions of the modular cocycle ∆Γ (9) and of the measures
♭ξ (6) immediately imply
Proposition 24. In terms of the measures ♭ξ the modular function
∆Γ•• takes the form
∆Γ••
(
(x, y)
)
=
♭x
(
(x, y)
)
♭y
(
(y, x)
) .
Definition 25. By Proposition 16, level sets of the modular cocycle ∆Γ
are unions of G-orbits in Γ if and only if the group of automorphisms
G is unimodular. In this case ∆Γ descends to a cocycle on Γ•, which
we shall denote by ∆Γ• , and call it the quotient modular cocycle.
1.E. Examples.
Example 26. We have already described the modular cocycle ∆Γ for
the graph Γ = I3 in Example 20. The quotient Γ• consists of 2 orbits
1 = {1, 3} , 2 = {2} , (27)
and the off-diagonal values of the quotient modular cocycle ∆Γ• are
∆Γ•(1, 2) = ∆Γ(1, 2) = 1/2 ,
∆Γ•(2, 1) = ∆Γ(2, 1) = 2
(28)
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(since Γ is finite, its group of automorphisms is finite, in particular, uni-
modular, so that the quotient modular cocycle is well-defined). Finally,
the set Γ•• consists of 5 orbits
(1, 1) = {(1, 1), (3, 3)} ,
(1, 2) = {(1, 2), (3, 2)} ,
(1, 3) = {(1, 3), (3, 1)} ,
(2, 1) = {(2, 1), (2, 3)} ,
(2, 2) = {(2, 2)} .
The only values of the modular function ∆Γ•• , which are different from
1, are
∆Γ••
(
(1, 2)
)
= 1/2 , ∆Γ••
(
(2, 1)
)
= 2 .
Example 29. The homogeneous tree T = Td of degree d ≥ 3 is unimodu-
lar, so that the modular cocycle, the quotient modular cocycle and the
modular function are all identically 1. Note that in this case, since T
is a vertex transitive graph, the quotient T• is a singleton, whereas T••
can be identified with Z+ = {0, 1, 2, . . . } because the orbits (x, y) of the
action of the group of automorphisms on T × T are parameterized by
the graph distances dist(x, y) (i.e., the graph T is distance transitive).
Example 30. It is well-known that the groups of automorphisms of the
homogeneous trees T = Td from the previous example contain non-
unimodular subgroups, the simplest of which is the affine group Aff(T )
of the tree T , which consists of all automorphisms which fix a reference
point ω from the tree boundary ∂T (e.g., see [CKW94]). It is not hard
to construct a vertex transitive graph whose group of automorphisms
is precisely Aff(T ). The simplest such construction is the grandfather
graph T ′ introduced by Trofimov [Tro85]: it has the same vertex set
as the tree T , and its edge set is a union of the edge set of T and of
the set of additional edges obtained by joining all pairs of vertices at
graph distance 2 on any geodesic issued from the boundary point ω.
The modular cocycle on T ′ is
∆T ′(x, y) = (d− 1)
βω(x,y) , (31)
where
βω(x, y) := lim
z→ω
[
dist(y, z)− dist(x, z)
]
(32)
is the Busemann cocycle on T determined by the boundary point ω.
Since the group Aff(T ) is vertex transitive on T ′, the quotient T ′• is a
singleton, but the quotient modular cocycle does not exist because of
non-unimodularity of Aff(T ). Finally, the orbits (x, y) of Aff(T ) on
T × T are parameterized by the graph distance dist(x, y) and by the
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horodistance βω(x, y) (see [CKW94, KW95] for details), so that T
′
•• can
be identified with Z+ × Z by the map
(x, y) 7→
(
dist(x, y), βω(x, y)
)
,
and under this identification the modular function on T ′•• is
∆T ′••(m,n) = (d− 1)
n .
2. Invariance, unimodularity and their quasification
2.A. Spaces of rooted graphs. Let G• be the space of isomorphism
classes of locally finite (including finite) connected rooted graphs (i.e.,
graphs endowed with a distingished vertex). We denote the isomor-
phism class of a rooted graph (Γ, x) by (Γ, x) ∈ G• (we have already
used this notation for the elements of the orbital quotient (1) of a sin-
gle graph). The space G• is endowed with the natural projective limit
topology, which makes it a Polish space: a sequence (Γn, xn) converges
in G• if and only if for any radius r > 0 the (pointed) graph met-
ric balls Br(Γn, xn) stabilize. Therefore, G• is a standard Borel space,
and becomes a Lebesgue measure space when endowed with any Borel
measure.
Let R be the root moving equivalence relation on G•. Its equivalence
classes are at most countable and consist of (isomorphism classes of)
all possible rootings of a given graph Γ, i.e., the R-equivalence class of
(Γ, x) ∈ G• is precisely the orbital quotient of Γ:
R
[
(Γ, x)
]
:=
{
(Γ, y) : y ∈ Γ
}
∼= Γ•
(see Section 1.A above). By borrowing from the theory of foliations,
we shall sometimes refer to equivalence classes of R as leaves. The
equivalence relation R is Borel as a subset of G• × G•. Since each
Γ• is endowed with the graph structure introduced in Section 1.A, R
becomes a graphed equivalence relation (it is easy to verify that this
graph structure is Borel as a subset of G• × G•).
In the same way as G•, one can also introduce the space G•• of isomor-
phism classes of doubly rooted graphs (i.e., isomorphism classes (Γ, x, y)
of graphs Γ endowed with two distinguished vertices x and y), cf. the
definition of Γ•• in Section 1.A.
Then all the maps defined by diagram (5) can be extended from
the sets Γ••,Γ• × Γ•, and Γ• corresponding to a single graph Γ to the
corresponding “global” maps between the whole spaces G••,R, and G•,
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which gives the following commutative diagram:
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The maps appearing on this diagram are denoted in the same way as on diagram (4) with
omitted subscript Γ. One can easily verify that all these maps are Borel measurable, and
that, moreover, the maps (defined in Section 1.B over individual graphs)
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respectively, are measurable in a natural sense as well. Leafwise modular functions from
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The maps appearing on this diagram are denoted in the same way as
on diagram (4) with omitted subscript Γ. One can easily verify that
all these aps are Borel measurable, and that, moreover, the maps
(defined in Section 1.B over individual graphs)
ξ 7→ ♯ξ , ξ 7→ ♭ξ ,
which assign to points ξ ∈ G• the corresponding measures on the fibers
ρ−1(ξ) and π−1(ξ), respectively, are measurable in a natural sense as
well. Leafwise modular functions from Definition 22 will also piece
together to provide a global Borel measurable modular function ∆•• on
G••.
Below we shall need the subsets
G˚• ⊂ G¯• ⊂ G˘• ⊂ G•
which consist of all possible rootings of rigid graphs, of unimodular graphs,
and of graphs with a unimodular automorphisms group, respectively. All
these subsets are obviously R-saturated, and it is not hard to see that
they are all Borel in G•.
Remark 34. As it follows from Remark 7, the map σ is a bijection
over the preimage ρ−1(G˚•) of the set of rigid graphs G˚• ⊂ G•, and the
involutions ι¨ , ι coincide on ρ−1(G˚•).
Definition 35. By Proposition 16 the restriction of the modular func-
tion ∆•• to π
−1(G˘•) descends to a multiplicative cocycle ∆• of the
restriction of the equivalence relation R to G˘•. In other words, ∆• is
obtained by piecing together the quotient modular cocycles ∆Γ• (Def-
inition 25) on the equivalence classes from G˘•. Again, one can show
that ∆• is Borel measurable, and we shall call it the modular cocycle
on the equivalence relation R (strictly speaking, on the restriction of
R to G˘•).
2.B. Invariant and unimodular measures. There are two notions
of invariance for measures on G•. The first one is a specialization of the
classical notion of invariance with respect to an equivalence relation due
to Feldman and Moore [FM77]: a measure µ on G• is R-invariant if it is
invariant with respect to any partial transformation ofR. In particular,
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in the case of orbit equivalence relations associated with actions of
countable groups this notion coincides with the usual invariance of a
measure with respect to a group action. However, it is actually more
convenient for us to use an equivalent definition (also due to Feldman
and Moore) in terms of counting measures on the equivalence relation
R:
Definition 36 ([FM77]). The (left) counting measure MR on R asso-
ciated with a measure µ on G• is the measure obtained by integrating
the counting measures ♯ξ on the fibers of the projection ρ against the
measure µ on the base G•:
dMR(ξ, η) := dµ(ξ) d♯ξ(η) ,
or, in a shorter notation,
MR :=
∫
♯ξ dµ(ξ) . (37)
Definition 38 ([FM77, Kai98, Kai03]). A measure µ on G• is R-
invariant if the associated counting measure MR is invariant with re-
spect to the involution ι on R.
We shall somewhat reformulate the original definition of the other
notion due to Benjamini and Schramm [BS01] (also see [AS04, AL07])
in order to make more transparent its similarity to the above defini-
tion of invariant measures. The difference between Definition 36 and
Definition 41 below is that the equivalence relation R is replaced with
G••, and the system of counting measures {♯ξ}ξ∈G• on the fibers of the
projection ρ : R → G• is replaced with the system of measures {♭ξ}ξ∈G•
on the fibers of the projection π : G•• → G•.
Definition 39. The (left) counting measure MG•• on G•• associated
with a measure µ on G• is the measure obtained by integrating the
measures ♭ξ on the fibers of the projection π against the measure µ on
the base G•:
MG•• :=
∫
♭ξ dµ(ξ) . (40)
Definition 41. Ameasure µ on G• is called unimodular if the associated
counting measure MG•• is invariant with respect to the involution ι¨ on
G••.
Remark 42. As it follows from Remark 7, the notions of invariance
and unimodularity coincide for measures concentrated on the set of
rigid graphs G˚•. Note that this is usually the case for the measures
arising from “natural” probabilistic constructions (for instance, for
the measures associated with the augmented Galton–Watson trees, see
[LPP95, Kai98, AL07]). We call this phenomenon Tutte’s principle
as Tutte was apparently the first to describe it for finite graphs when
doing his “census” of planar triangulations [Tut62, Tut80]:
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. . . one feels that for large enough n almost all members of
K ′ with n edges must be unsymmetrical . . . [Tut80, p. 106]
2.C. Quasification. The notion of invariance of a measure with re-
spect to an equivalence relation can be quasified by replacing involution
invariance of the associated counting measure with its quasi-invariance,
which is a generalization of the usual quasi-invariance with respect to
a group action, see [FM77]. Below we shall apply the same idea to the
notion of unimodularity as well.
Definition 43. A measure µ on G• is called quasi-invariant if it is quasi-
invariant with respect to any partial transformation of the equivalence
relation R, or, equivalently, if the associated counting measure MR
on R is involution quasi-invariant; it is called quasi-unimodular if the
associated counting measure MG•• on G•• is involution quasi-invariant.
If a measure µ is quasi-invariant, then the Radon–Nikodym deriva-
tive
∆µ(ξ, η) :=
d ιMR
dMR
(ξ, η) , (ξ, η) ∈ R ,
satisfies the multiplicative cocycle identity, and is called the Radon–
Nikodym cocycle of the measure µ with respect to the equivalence re-
lation R [FM77]. Informally the definition of the Radon–Nikodym
cocycle is often written as
∆µ(ξ, η) =
d µ(η)
d µ(ξ)
. (44)
Our main technical tool is
Theorem 45. Any quasi-invariant measure µ on G• is also quasi-
unimodular, and the Radon–Nikodym derivative of the counting mea-
sure MG•• on G•• with respect to the involution ι¨ is
d ι¨MG••
dMG••
=
σ−1∆µ
∆••
, (46)
where σ−1∆µ is the σ-pullback of the Radon–Nikodym cocycle ∆µ from
R to G••.
Sketch of the proof. By the definition of MG•• , for θ =
(
(Γ, x, y)
)
∈ G••
dMG••(θ) = dµ
(
(Γ, x)
)
d♭(Γ,x)
(
(Γ, x, y)
)
,
whereas for its involution
d ι¨MG••(θ) = dMG••
(
(Γ, y, x)
)
= dµ
(
(Γ, y)
)
d♭(Γ,y)
(
(Γ, y, x)
)
,
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whence by (44) and Proposition 24
d ι¨MG••
dMG••
(θ) =
dµ
(
(Γ, y)
)
dµ
(
(Γ, x)
) · ♭(Γ,y)
(
(Γ, y, x)
)
♭(Γ,x)
(
(Γ, x, y)
)
=
∆µ
(
(Γ, x), (Γ, y)
)
∆••
(
(Γ, x, y)
) = ∆µ(σ(θ))
∆••(θ)
.

Remark 47. For measures µ on G•, which correspond to stationary non-
reversible graphs (with respect to the leafwise simple random walks
on G•), the Radon–Nikodym cocycle from the left-hand side of (46)
was earlier introduced and considered (in a somewhat different form
though) by Benjamini and Curien [BC12, Section 4].
Let R1 denote the Borel subset of R which consists of all pairs(
(Γ, x), (Γ, y)
)
such that x and y are neighbours in their common
R-equivalence class (endowed with the quotient graph structure in-
troduced in Section 1.A), and let G1•• = σ
−1(R1) be the subset of
G•• which consists of all isomorphism classes of doubly rooted graphs
(Γ, x, y) such that their roots x and y are neighbours in Γ.
Theorem 48. The following conditions on a measure µ on G• are all
equivalent:
(QI) µ is quasi-invariant;
(QI1) the restriction of the counting measure MR to the set R
1 ⊂ R
is quasi-invariant with respect to the involution ι on R;
(QU) µ is quasi-unimodular;
(QU1) the restriction of the counting measure MG•• to the set G
1
•• ⊂ G••
is quasi-invariant with respect to the involution ι¨ on G••.
Sketch of the proof. (QI) ⇐⇒ (QI1). This equivalence actually holds
for any graphed equivalence relation provided the leafwise graphs are
connected. Indeed, (QI) =⇒ (QI1) is obvious, whereas (QI1) =⇒ (QI)
follows from yet another general characterization of quasi-invariance of
the measure µ (see [FM77]): it means that for any µ-negligible subset
A ⊂ G• its saturation
R[A] =
⋃
ξ∈A
R[ξ]
is also µ-negligible. By condition (QI1), if A is µ-negligible, then the
union A1 of all neighbours of points from A is also µ-negligible. Since
the graph structure on the classes of the equivalence relation R intro-
duced in Section 2.A is such that all leafwise graphs are countable and
connected, iteration of this procedure yields µ-negligibility of the whole
saturation R[A].
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(QI) =⇒ (QU). This has been proved in Theorem 45 above.
(QU) =⇒ (QU1). Obvious.
(QU) =⇒ (QI) and (QU1) =⇒ (QI1). The map σ : G•• → R
consists in collapsing each of the fibers π−1(ξ), ξ ∈ G• , of the projection
π : G•• → G• onto the corresponding fiber ρ
−1(ξ) of the projection
ρ : R → G•, see diagram (33).
Obviously, the image of the class of each measure ♭ξ on π
−1(ξ) is
the class of the measure ♯ξ on ρ
−1(ξ). Hence, by the definitions of the
measures MR on R and MG•• on G•• (Definition 36 and Definition 39,
respectively), the class of the measure MR is the image of the class
of the measure MG•• under the map σ. Since the involutions ι¨ and
ι on MG•• and MR, respectively, are semi-conjugate by σ, the class
of the measure ιMR is the image of the class of the measure ι¨MG••
as well. Therefore, equivalence of the measures MG•• and ι¨MG•• on
G•• implies equivalence of the measures MR and ιMR on R. The same
argument applied to the restriction of the measure MG•• to G
1
•• provides
the implication (QU1) =⇒ (QI1). 
Corollary 49. Any unimodular measure on G• is quasi-invariant.
2.D. Unimodularity and quasi-invariance. We shall now give a
necessary and sufficient condition of unimodularity of a general measure
µ on G• in terms of its Radon–Nikodym cocycle ∆µ with respect to the
equivalence relation R.
Theorem 50. A measure µ on G• is unimodular if and only if
(i) it is concentrated on the set G˘• ⊂ G•,
(ii) it is quasi-invariant with respect to the equivalence relation R,
and
(iii) its Radon–Nikodym cocycle coincides with the modular cocycle
∆• on G˘•.
Proof. If a measure µ satisfies conditions (i)–(iii) above, then it is uni-
modular by Theorem 45. Conversely, if µ is unimodular, then it is
quasi-invariant by Theorem 48, and by Theorem 45 the σ-pullback
of its Radon–Nikodym cocycle is (mod 0) the modular function ∆••,
which means that the set
A = {(ξ, η) ∈ R : ∆•• is not constant on the fiber σ
−1(ξ, η)}
is MR-negligible. By quasi-invariance of µ the R-saturation of A (the
union of all products R[ξ] × R[ξ], ξ ∈ G•, which intersect A) is also
MR-negligible. However, this saturation is precisely R\ρ
−1(G˘•) by the
definition of the set G˘•, so that µ is concentrated on G˘•. 
Corollary 51. An invariant (resp., unimodular) measure on G• is uni-
modular (resp., invariant) if and only if it is concentrated on G¯•.
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Corollary 52 ([AL07, Proposition 2.2]). A measure µ is unimodular
if and only if the restriction of the counting measure MG•• to the set
G1•• ⊂ G•• is invariant with respect to the involution ι¨ on G••.
Proof. Two cocycles on R coincide if and only if their restrictions to
R1 coincide. 
Remark 53. It is easy to give an example of an invariant non-unimodular
measure: just take the point measure concentrated on a vertex tran-
sitive graph whose group of automorphisms is non-unimodular. Then
this measure is obviously invariant (as the corresponding R-class con-
sists just of a single point), but not unimodular. By multiplying this
graph by a random rigid graph with an invariant measure one obtains
a purely non-atomic example as well. Moreover, in this situation there
is no unimodular measure equivalent to the given invariant one. It is
also easy to construct a similar example of a unimodular non-invariant
measure (just take any invariant≡unimodular measure on rigid rooted
graphs and multiply these graphs by a finite non-unimodular graph).
Most likely there also exist examples of purely non-atomic unimodular
measures which are not equivalent to any invariant measure.
2.E. Discrete unimodular measures. Obviously, a single equiva-
lence class of an equivalence relation carries an invariant probability
measure if and only if the class is finite, and in this case the corre-
sponding invariant measure is equidistributed on that class. Theo-
rem 50 completely trivializes the problem of describing the unimodular
measures concentrated on the R-equivalence class Γ• (≡ the orbital
quotient) of a single graph Γ.
Definition 54. If the quotient modular cocycle ∆Γ• on Γ• is well-
defined (i.e., if the group of automorphisms of Γ is unimodular), then
we shall say that this cocycle is summable if for any (≡ certain) ξ ∈ Γ•∑
η∈Γ•
∆Γ•(ξ, η) <∞ . (55)
Then Theorem 50 immediately implies
Theorem 56. The orbital quotient Γ• of a connected locally finite graph
Γ carries a unimodular probability measure (which is then unique) if
and only if the group of automorphisms of Γ is unimodular, and the
quotient modular cocycle ∆Γ• is summable.
Corollary 57 ([BLPS99]). For any finite graph Γ the orbital quotient
Γ• carries a unique unimodular probability measure.
Remark 58. By formula (10) condition (55) is equivalent to
∑
ξ∈Γ•
1
m(ξ)
<∞ , (59)
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where m(ξ) denotes the common value of the left Haar measures m(Gx)
of the G-stabilizers of the points x from the orbit ξ ∈ Γ•. In this form
Theorem 56 was established in [AL07, Theorem 3.1] by rather lengthy
calculations. It is worth mentioning that condition (59) also appears in
the theory of tree lattices under the name of finite covolume condition
as necessary and sufficient for existence of non-uniform lattices [CR03]
(also see [BL01, Section 1.5] and [Car01, Section 2.1]). We shall return
to this relationship elsewhere.
Example 60. In view of Corollary 51 the simplest example of a finite
graph Γ, for which the invariant and unimodular measures on its orbital
quotient Γ• are distinct, is provided by the simplest non-unimodular
finite graph, i.e., by the segment graph Γ = I3. As we have already
explained in Example 26, its orbital quotient Γ• consists of two points
(27), and the quotient modular cocycle is described by formula (28).
Therefore, the invariant probability measure ν on Γ• is
ν
(
1
)
= ν
(
2
)
= 1/2 ,
whereas the unimodular probability measure µ on Γ• is
µ
(
1
)
= 2/3 , µ
(
2
)
= 1/3 .
Example 61. Let Γn denote the product graph I3×In with one “corner
vertex” removed. Since the graphs Γn are rigid, the associated orbital
quotients coincide with Γn, and the corresponding invariant νn and
unimodular µn measures coincide just with the uniform distributions
on Γn. Let Γ be the limit graph I3 × Z. Its orbital quotient Γ• (≡ the
equivalence class of Γ in G•) consists of two orbits
(1, ∗) = {(1, n) : n ∈ Z} ∪ {(3, n) : n ∈ Z}
and
(2, ∗) = {(2, n) : n ∈ Z} .
In the same way as in the previous example, the invariant probability
measure ν on Γ• is
ν
(
(1, ∗)
)
= ν
(
(2, ∗)
)
= 1/2 ,
whereas the unimodular probability measure µ on Γ• is
µ
(
(1, ∗)
)
= 2/3 , µ
(
(2, ∗)
)
= 1/3 .
As n → ∞, the measures νn = µn converge, in the weak
∗ topology
of the space of probability measures on G•, to the measure µ, which
illustrates the fact that the class of unimodular measures U is closed
in the weak∗ topology [BS01], whereas the class of invariant measures
I is not. We shall return to interpreting this phenomenon in terms of
the equivalence relation R by using Theorem 50 later.
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Example 62. The summability condition (55) can be satisfied even
when the orbital quotient Γ• is infinite (the counterpart of this fact
in the theory of tree lattices is existence of non-uniform lattices, see
Remark 58 above). As pointed out in [AL07, Section 3], the simplest
example is provided by horoballs in homogeneous trees. Note that this is
not the way these graphs are described and called in [AL07]; its authors
ignore that they had been well-known before in geometric and algebraic
contexts (e.g., see [CKW94, RT99]). More recently these graphs have
also been called canopy trees after [AW06]. Unfortunately, in spite of
a clear reference to [Woe00] in [AW06], the credit for introducing them
is sometimes given to [AW06] (for instance, in [BLS15]). The picture
below is taken from [Woe00, Section 12.C]. It represents a subgraph Γ
PSfrag replacements
ωω
o
H0
H−1
H−2
H−3
of the homogeneous tree T = Td (here d = 3) obtained by choosing a
reference vertex o ∈ T and a boundary point ω ∈ ∂T , and then taking
Γ to be the union of the horospheres
Hn = {x ∈ T : βω(o, x) = n} , n ∈ Z− = {0,−1,−2, . . . } ,
(see Example 29 and Example 30). Then the orbits of the group of
automorphisms of Γ are precisely the horospheres Hn, so that the or-
bital quotient Γ• can be identified with Z−. The modular cocycle on
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Γ is then given by the same formula (31) as for the grandfather graph.
However, unlike for the grandfather graph, in this situation the group
of automorphisms of Γ is unimodular (because it fixes the horospheres),
so that the quotient modular cocycle ∆Γ• on Γ• is well-defined, and
∆Γ•(n, n
′) = (d− 1)n
′−n , n, n′ ∈ Z− ,
(cf. formula (32) for the modular function on the grandfather graph),
so that condition (55) is obviously satisfied.
2.F. Ergodic decomposition of unimodular measures. Let us
remind that given a Lebesgue space (X,m) and a non-singular discrete
equivalence relation R on X (i.e., such that the measure m is R-quasi-
invariant), the measure m is called ergodic with respect to R if any
measurable R-saturated (≡ R-invariant) set is either m-negligible, or
has full measure m. The quotient space of (X,m) determined by the
σ-algebra of measurable R-invariant sets is called the space of ergodic
components of the measure m with respect to the equivalence relation
R. The conditional measures of this map are also R-quasi-invariant,
and they are called ergodic components of m. The arising decomposion
of m into an integral of its ergodic components is unique (mod 0). The
key property of this decomposition, which we are going to use below, is
that the Radon–Nikodym cocycles of the conditional measures coincide
with the Radon–Nikodym cocycle of the original measure [FM77].
The family U of unimodular measures on G• is convex. The following
result gives a description of extreme unimodular measures in terms of
ergodicity with respect to the equivalence relation R.
Theorem 63. A unimodular measure on G• is extreme if and only if
it is ergodic as an R-quasi-invariant measure.
Proof. By the aforementioned property of the ergodic decomposition,
if µ is not ergodic, then its ergodic components are also unimodular in
view of Theorem 50, so that µ is not extreme in U . Conversely, if µ is
not extreme in U , then it decomposes as non-trivial convex combination
µ = αµ1 + (1 − α)µ2 of two other unimodular measures µ1, µ2. Since
the Radon–Nikodym cocycles of all these measures coincide with the
modular cocycle ∆•, the Radon–Nikodym derivative dµ1/dµ is a glob-
ally non-constant and leafwise constant measurable function, which is
only possible if µ is not ergodic. 
As a corollary we immediately obtain
Theorem 64. Any unimodular measure µ on G• can be uniquely de-
composed into an integral of extreme unimodular measures, and this
decomposition coincides with the ergodic decomposition of µ with re-
spect to the equivalence relation R.
Remark 65. We believe that the following rather vague definition of
the σ-algebra I from [AL07, p. 1470] is just a peculiar way (in the
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absence of an adequate language) of saying that I is the σ-algebra of
R-invariant sets:
Let I denote the σ-field of events (in the Borel σ-field of G•)
that are invariant under non-rooted isomorphisms. To avoid
possible later confusion, note that this does not depend on
the measure µ, so that even if there are no non-trivial non-
rooted isomorphisms µ-a.s., the σ-field I is still not equal
(mod 0) to the σ-field of µ-measurable sets.
If so, then Theorem 63 above coincides with Theorem 4.7 from [AL07]
which was established by using the fact that extremality in U is equiv-
alent to ergodicity of the associated measure on the path space of the
leafwise simple random walk with respect to the time shift. This is
analogous to the well-known property of Markov chains with a finite
stationary measure: ergodicity of the time shift on the path space is
equivalent to irreducibility of the state space [Ros71, Kai92].
Let us denote by Gˆ• ⊂ G˘• the union of R-equivalence classes, along
which the modular cocycle ∆• is summable. Then Theorem 50 in
combination with [Kai10, Theorem 23 and Remark 28] implies
Theorem 66. The discrete ergodic components of a unimodular mea-
sure µ are precisely the ones concentrated onR-equivalence classes from
the set Gˆ•. In other words, the dissipative part of µ is its restriction to
Gˆ•.
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