Will the machines take over surgery?
Anna Sayburn looks at how machine learning is changing the surgical landscape.
'W
ould you trust a robot with a scalpel?' asked The Guardian, a couple of years ago, in one of a rash of articles predicting the rise of the robo-surgeon.
The rise of artificial intelligence (AI) has prompted warnings of mass job losses, if work currently done by humans -including medical care -is taken over by computers and robots. A recent paper ranked 700 occupations from least to most likely to be replaced, with probabilities based on how easily a machine could be programmed to do the job.
In this AI utopia (or dystopia, depending on your perspective), patients could be treated in hospitals devoid of doctors or nurses. They would pass efficiently from diagnostic scanners to treatment robots without seeing a human face.
Hospitals without doctors may sound tempting to managers and politicians worried about workforce shortages or low staff morale. But the surgical robots in use today are remote-controlled devices, operated by surgeons. The robot doesn't control the scalpel -the surgeon does. Technology is still a long way from delivering autonomous surgical robots.
However, a type of AI called 'machine' learning is changing medicine, quietly but profoundly, in ways that will affect surgeons throughout the coming decades. We spoke to some of the leading experts in the field to find out how.
WhaT Is MachINe LeaRNING?
' Artificial intelligence' is an umbrella term for computer systems that can perform tasks that normally require human intelligence, such as visual perception, decision-making, speech recognition, and translation between languages.
AI in its earlier forms was hamstrung by the sheer complexity of 'rules' that needed to be included in a computer programme for it to carry out one specific task. For example, a programme that could beat a grand master at chess would have no idea how to play noughts and crosses. The big leap forward has been in the twin fields of machine learning and deep learning.
Machine learning (sometimes called 'unsupervised learning') uses algorithms that have the capacity to learn and respond to data, adjusting and improving their performance in response to feedback. You don't have to teach it the rules of chess, or Spanish grammar. You simply show it data from a lot of games or texts, and it works the rules out for itself from these examples. Its expertise lies in recognising patterns from big data sets.
Deep learning constructs algorithms that can handle a high degree of complexity by mimicking the neural networks found in the human brain. These artificial neural networks mean each node of the network can handle one small part of a complex task. This speeds the ability of algorithms to handle more complex data.
FeaTURe

FeaTURe cURReNT eXaMPLes
The partnership of Moorfields Eye Hospital with Google's DeepMind division shows how machine-learning algorithms can make use of the vast amount of digital data produced in the NHS. Moorfields does about 3,000 optical coherence tomography (OCT) scans, used to diagnose retinal diseases such as age-related macular degeneration and diabetic retinopathy each week. Each high-resolution digital scan has to be interpreted by a retinal specialist. This is a huge logistical challenge, especially now that high-street opticians are starting to offer OCT scans as part of routine eye tests.
'We're getting huge numbers of false-positive referrals. People who have eye-threatening disease have delays in getting appointments,' says Pearce Keane, consultant ophthalmologist at Moorfields. He got in touch with DeepMind after realising that 'we have the perfect data set for deep learning'.
The hospital has shared around one million OCT scans, all anonymised and with patient-identifying data stripped out and labelled examples of retinal disease. The research project will monitor how well the algorithm can learn to spot retinal disease, and may then progress to a clinical trial to test 'real-world' diagnostic accuracy. 'We want a general-purpose algorithm that can diagnose all the retinal diseases that a human ophthalmologist would be able to,' says Keane.
The Moorfields project may affect how quickly patients are diagnosed and offered treatment such as laser surgery. But other machine-learning projects are learning more about surgery itself, and paving the way for greater robotic and AI assistance in operations.
Vasilis Belagiannis, post-doctoral researcher at Oxford Robotics Group, has worked on ways to accurately map and monitor the tip of the surgical tool during delicate cataract operations. The research project takes advantage of advances in computers' visual perception, along with machine learning. 'The object is to have in real time the position of the surgical tip tool, so we can reduce the risks,' he says.
Ultimately it may make surgery more accurate, safer, and reduce harm to patients. The models are still in prototype for now. 'We have to train and test the models to see how precise they are.'
Belagiannis has also worked on computer analysis of surgical workflow, whereby algorithms learn to interpret the surgical team's positions and postures to determine the phase of the operation they have reached. This could alert the team, for example, that a certain instrument is now needed, or tell the hospital that it's time to prepare the next patient for surgery.
Currently, robotics allow for more precise surgery -for example, 'gearing' the movements of the surgeons so that moving a tool 1cm results in a 1mm movement -or reducing tremors, or holding things in place that would be impossible to hold or manipulate by hand.
'There's a misconception that it's the robots doing the operation,' says Tony Belpaeme, Professor of Cognitive Systems and Robotics at Plymouth University. He concedes that there's huge interest in applying machine learning to surgical robots. 'It's too good not to look into,' he says, but at present 'it can't be done'.
chaLLeNGes
Why not? After all, driving a car is complicated, but self-driving cars have already been demonstrated and are widely predicted to be on our roads soon.
In their research into jobs vulnerable to computerisation, Osborne and colleagues identified two 'main challenges to robotic computerisation': perception and manipulation. These 'are unlikely to be fully resolved in the next decade or two', they say. Jobs that involve understanding subtle visual cues and fine manipulation of objects -both key skills for surgeons -are extremely difficult for AI to master.
'Machine learning deals best with a predictable world,' says Belpaeme. He says it works well with 'anything inside a computer' -such as sifting data, matching advertisements to your browsing history, or playing chess -because these are predictable and stable environments.
'As soon as you try to cross the divide between the digital world and the messy analog world, machine learning does less well.' He says surgery is an 'extreme' example of this messy world. 'Interpreting from a camera image what is going on in soft tissue is hard enough for people. A machine can't do that yet. Then you need to act on that tissue, and the tissue responds to that. It's such a messy environment for machine learning to make sense of what's going on. ' Indeed, Belpaeme remains skeptical of the posterboys for AI -self-driving cars. 'It works in sunny California, where everyone drives a car and no one walks and you have to wait for the lights to cross the road. As soon as you bring those cars out and try them in less constrained environments, that is going to go wrong,' he predicts.
Another barrier is access to data. There's been controversy around the NHS' data-sharing with a commercial company such as Google, even though the project uses anonymised data hedged around with protection. Belagiannis says ruefully that 'collecting data is not easy' and 'there's a lot of bureaucracy' to accessing patient data in There's a misconception that it's the robots doing the operation sufficient quantity to allow machine learning to do its thing. Dominic King, clinical lead at DeepMind Health and a former surgeon, says part of the issue is that the NHS is still insufficiently computerised. 'In hospitals, they still rely on pagers, pen and paper, so it's difficult to collect the right data to apply algorithms to.'
That realisation is behind another DeepMind collaboration with the NHS: the Streams app being developed for the Royal Free Hospital. Streams is a mobile application that will allow clinicians to keep tabs wherever they are on their patients' vital signs. So, for example, surgeons could check their phones for a real-time view of the condition of patients they operated on earlier, without having to call the ward and ask for the patients' charts. King says the immediate concern is to realise the benefits of digital, mobile healthcare.
'As surgeons and academics, we're trained to be very interested in the latest scientific breakthrough. How can we leapfrog to robotic surgery and AI? But we need to do more sorting the basics out,' he says. 'That's how we can support our aspirations in AI. ' He adds that the complexity of surgery was another real barrier to a machine learning takeover. 'We have robotic systems able to perform basic stitching. But there are hundreds and thousands of those little tasks in every operation. The level of complexity would require a huge amount of work.'
FUTURe POTeNTIaL
Most researchers agree that the future of AI lies in enhancing and assisting surgery, not taking over from surgeons.
Belagiannis says that robotic arms could perform ultrasound during an operation, which might help surgeons to identify a tumour type, or identify organs as the operation progressed. Augmented reality, in which additional information about the patient can be fed to the surgeon in real time during the operation, is another technology already being put into practice. Combine this with machine learning, and the algorithm could help the surgeon to make decisions.
Assistive driving technology is a good comparison, says King. 'We expect that systems will be able to support a surgeon -for example, with hints about where a blood vessel may be -like the lane assist feature in cars.'
The low-hanging fruit is in the areas of diagnosis and pathology, rather than surgery itself.
As well as retinal scans, the algorithms being developed by DeepMind could potentially be used to read mammographs to diagnose breast cancer, MRI scans of the brain, or CT scans for colorectal cancer. 'The novel thing is that we're working on general AI -the algorithms that work with Moorfields could work with other areas. We're not starting from scratch,' says King.
Malcolm Grant, Chair of NHS England, says he can foresee improved decision support for clinicians through the use of machine learning, which might change the types of surgery performed or even reduce the numbers of operations required. He points to collaborations between IBM's Watson computer and specialist cancer centres in the US, where it's used to synthesise evidence, patient data and case reports to aid clinical decisions. 'It's the responsibility of the clinician to take all the information and decide what to do. What AI can do is sharpen that and take all the data points they can around this patient, and compare it with hundreds of thousands of people whose data are available. You couldn't do it manually. It might suggest that this intervention may not work on this patient, which wouldn't have been obvious before. ' In some cases, this could mean patients who might have had surgery now have a different intervention. Earlier diagnosis through quicker, more accurate reading of scans might mean cancers are picked up earlier, so surgery is at an earlier stage, with less need for removal of metastases.
Some researchers do think robotic AI-controlled surgeons are possible. 'It is now possible to get OCT images during surgery,' said Keane. 'If we could do deep learning of the images being taken during the operation -and combine with advances in surgical robotics -then longer term you could have a surgical robot that would visualise the eye through the OCT scan and learn to navigate the instruments around the eye using deep learning.' However, he says, that's not happening 'any time soon'.
Is he concerned that this work could lead to mass redundancy among doctors? 'I don't believe I will be put out of a job by the advances,' he says. 'Deep learning and machine learning in healthcare will allow us to greatly increase the efficiency of outpatient clinics.' He hopes this will free clinicians to spend more time with patients and less on paperwork, as well as increase the safety of healthcare. The 'human element' cannot and will not be removed, he says.
Indeed, given the ever-rising tide of demand, AI may be a necessity. 'It may be necessary to stop us from drowning, rather than doing us out of a job,' he concludes.
cONcLUsION
The future possibilities of AI may be more interesting than the projected robo-docs of science fiction. Collaborations between computer algorithms -with their ability to synthesise and spot patterns in vast data sets -and skilled surgeons -who are able to make sense of the 'messiness' of the human bodycould raise the standard of surgery across the board, as well as freeing up surgeons from time-consuming paperwork and over-referral.
Yet there are significant challenges to overcome before these technologies are upon us. Not the least of these is persuading the general public that their healthcare data are safe in the hands of the NHS -and the private technology companies the health service partners with.
For any surgeons still worried about being replaced by Dr Google, there is a scrap of comfort. Researchers estimate there is a 0.42% chance your job will be replaced by AI, and there are 685 jobs ahead of yours on the list. Your medical secretary is another matter, though, with an 81% chance of being replaced by software. Although surgeons may remain, the world is likely to change dramatically around them.
