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CHAPTER I 
INTRODUCTION 
The p u r p o s e o f t h i s p a p e r i s t o g i v e a s e l f - c o n t a i n e d a c c o u n t o f 
t h e b a s i c t h e o r y o f Markov c h a i n s h a v i n g a c o u n t a b l e n u m b e r o f s t a t e s 
a n d t o show how t h e s e M a r k o v c h a i n s p l a y a r o l e i n q u e u e i n g t h e o r y . 
The M a r k o v c h a i n i s a s p e c i a l c a s e o f t h e Markov p r o c e s s , i n t r o ­
d u c e d i n 1 9 0 7 by A. A. Markov u s i n g a d i s c r e t e p a r a m e t e r a n d a f i n i t e 
n u m b e r of s t a t e s . In 1936 t h e countab le case was in troduced b y Kolmo-
g o r o v , w h o s e work was f o l l o w e d c l o s e l y by t h a t o f D o e b l i n w h o s e c o n t r i b u ­
t i o n s p e r v a d e a l l p a r t s o f t h e Markov t h e o r y . The r e s u l t s o f C h a p t e r I I 
a r e known i n t h e l i t e r a t u r e b u t t h e r e a p p e a r s t o b e n o s i n g l e r e f e r e n c e 
w h i c h c o n t a i n s a l l o f t h e s e r e s u l t s , o r t a k e s f u l l a d v a n t a g e o f t h e m o r e 
p r e c i s e c l a s s i f i c a t i o n s made p o s s i b l e b y c o m b i n i n g t h e r e s u l t s o f v a r i o u s 
a p p r o a c h e s . The o b j e c t i v e o f C h a p t e r I I i s t o c o m b i n e t h e w o r k o f Chung 
[ 1 ] , F e l l e r [ 2 ] a n d L o e v e [ 1 ] , t h e p r i m a r y r e f e r e n c e s f o r t h e c h a p t e r , 
i n o r d e r t o o b t a i n s t r o n g e r r e s u l t s w h e r e p o s s i b l e , a s w e l l a s m o r e 
d e t a i l e d d e s c r i p t i o n s , a n d t o g i v e m o d i f i e d a n d m o r e d e t a i l e d p r o o f s 
w i t h t h e g o a l o f g r e a t e r c l a r i t y . The t e r m i n o l o g y f o l l o w s F e l l e r [ 2 ] i n 
c a s e s o f c o n f l i c t , s i n c e , u n f o r t u n a t e l y , t h e r e i s n o s t a n d a r d t e r m i n o l o g y 
i n t h e l i t e r a t u r e . 
I n C h a p t e r I I we i n v e s t i g a t e a s e q u e n c e o f r a n d o m v a r i a b l e s 
w h i c h s a t i s f i e s t h e Markov a s s u m p t i o n : F o r e v e r y f i n i t e s e q u e n c e 
n,, < n < . . . < n < n o f i n d i c e s a n d s t a t e s E . , . . . , E . , E, , 
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P{x = E. x = E . 
n k 1 n ] 
= E . } = P{x = E. x = E . } , 1 n k 1 n -i 
n r J n 
r r 
whenever t h e c o n d i t i o n a l p r o b a b i l i t y on the l e f t s i d e i s d e f i n e d . Only 
Markov c h a i n s w i th s t a t i o n a r y t r a n s i t i o n p r o b a b i l i t i e s are c o n s i d e r e d . 
Various d e f i n i t i o n s , n o t a t i o n , p r e l i m i n a r y r e l a t i o n s h i p s and a comparison 
of t ermino logy are p r e s e n t e d and then a t t e n t i o n i s f o c u s e d on t h r e e major 
i s s u e s : (1 ) t h e a s y m p t o t i c behav ior of t h e n - s t e p t r a n s i t i o n p r o b a b i l i ­
t i e s p ^ . ^ n \ ( 2 ) c o n d i t i o n s f o r e x i s t e n c e of a s t a t i o n a r y p r o b a b i l i t y 
d i s t r i b u t i o n , and ( 3 ) theorems which c l a s s i f y the s t a t e s of a Markov 
chain accord ing t o v a r i o u s c r i t e r i a . R e s u l t s are i n t e r p r e t e d i n terms 
of f low from s t a t e t o s t a t e and p e r i o d i c i t y i s t r e a t e d i n t h e g e n e r a l 
c a s e . Fo l l owing Chung [ 1 ] , Doob [ 1 ] , Kolmogorov [ 1 ] , and Loeve [ 1 ] , the 
proof of e x i s t e n c e of such Markov cha ins i s ske tched in Appendix I . In 
Appendix I I a lemma i n e lementary number t h e o r y , which does not appear 
t o occur i n t h e b a s i c r e f e r e n c e s in number t h e o r y , i s e s t a b l i s h e d . 
In Chapter I I I t h e b a s i c c o n c e p t s o f queueing t h e o r y are i n t r o ­
duced wi th a b r i e f d i s c u s s i o n of queueing sys tems i n g e n e r a l i n order 
t h a t t h e r e s u l t s o f Chapter II may be a p p l i e d t o two s p e c i a l queueing 
s y s t e m s . (The f i r s t major c o n t r i b u t i o n s t o the theory of queues were 
made by A. K. Erlang i n 1 9 0 8 . ) Queueing sys tems are c l a s s i f i e d a c c o r d ­
ing t o t h e a r r i v a l p a t t e r n , s e r v i c e mechanism, and queue d i s c i p l i n e . 
Fo l l owing p r i m a r i l y Kendal l [ 2 ] , [ 3 ] , and F o s t e r [ 1 ] , the method of 
t h e imbedded Markov chain i s p r e s e n t e d . In g e n e r a l t h i s method does 
not l e a d t o a Markov cha in wi th a c o u n t a b l e number of s t a t e s , but f o r 
the queueing system wi th random a r r i v a l s , u n s p e c i f i e d (but i d e n t i c a l 
) 
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a n d i n d e p e n d e n t ) s e r v i c e t i m e d i s t r i b u t i o n s , a n d o n e s e r v e r , a n d t h e 
q u e u e i n g s y s t e m w i t h a n u n s p e c i f i e d a r r i v a l d i s t r i b u t i o n ( b u t i d e n t i c a l 
a n d i n d e p e n d e n t i n t e r - a r r i v a l t i m e d i s t r i b u t i o n s ) , r a n d o m s e r v i c e t i m e s , 
a n d a f i n i t e n u m b e r o f s e r v e r s , t h e m e t h o d d o e s l e a d t o s u c h a M a r k o v 
c h a i n . I t i s s h o w n , u s i n g t h e a b o v e r e f e r e n c e s , t h a t t h e i m b e d d e d 
M a r k o v c h a i n f o r e a c h o f t h e a b o v e q u e u e i n g s y s t e m s i s p o s i t i v e , p e r ­
s i s t e n t n u l l , o r t r a n s i e n t a c c o r d i n g a s t h e r a t i o o f a v e r a g e i n p u t t o 
a v e r a g e o u t p u t o f t h e s y s t e m i s l e s s t h a n , e q u a l t o , o r g r e a t e r t h a n 
o n e , a n d t h e s e r e s u l t s f o r t h e i m b e d d e d Markov c h a i n a r e i n t e r p r e t e d 
i n t e r m s o f q u e u e l e n g t h . 
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CHAPTER I I 
P { x = E. x = E . , x = E . } = P { x = E. x = E . } , 
n k 1 n., i n 1 n k ' n n 
1 n n r n r n 1 r r 
w h e n e v e r t h e c o n d i t i o n a l p r o b a b i l i t y on t h e l e f t s i d e i s d e f i n e d . The 
M a r k o v a s s u m p t i o n s t a t e s , i n e f f e c t , t h a t k n o w l e d g e o f t h e v a l u e o f 
some o n e o f t h e r a n d o m v a r i a b l e s x^ r e n d e r s s u b s e q u e n t r a n d o m v a r i a b l e s 
i n d e p e n d e n t o f r a n d o m v a r i a b l e s p r e c e d i n g x ^ . A t t e n t i o n w i l l b e 
r e s t r i c t e d t o M a r k o v c h a i n s w i t h s t a t i o n a r y t r a n s i t i o n p r o b a b i l i t i e s , 
a n d i n A p p e n d i x I we i n c l u d e a s k e t c h o f t h e p r o o f o f e x i s t e n c e o f 
s u c h M a r k o v c h a i n s . 
A f t e r p r e s e n t i n g v a r i o u s b a s i c d e f i n i t i o n s , n o t a t i o n , a n d some 
p r e l i m i n a r y r e l a t i o n s h i p s , we s h a l l c o n c e n t r a t e a t t e n t i o n on t h r e e 
m a j o r i s s u e s : ( 1 ) t h e a s y m p t o t i c b e h a v i o r o f t h e n - s t e p t r a n s i t i o n 
p r o b a b i l i t i e s p ^ / n \ ( 2 ) c o n d i t i o n s f o r e x i s t e n c e o f a s t a t i o n a r y 
p r o b a b i l i t y d i s t r i b u t i o n , a n d ( 3 ) t h e o r e m s w h i c h c l a s s i f y t h e s t a t e s 
o f a Markov c h a i n a c c o r d i n g t o v a r i o u s c r i t e r i a . I n p a r t i c u l a r , some 
MARKOV CHAINS WITH COUNTABLY MANY STATES 
I n t h i s c h a p t e r we s h a l l i n v e s t i g a t e Markov c h a i n s w i t h c o u n t a b l y 
many s t a t e s . T h u s we s h a l l b e c o n c e r n e d w i t h a s e q u e n c e {x } o f r a n d o m 
v a r i a b l e s w h i c h s a t i s f i e s t h e Markov a s s u m p t i o n : F o r e v e r y f i n i t e 
s e q u e n c e n n < n „ < . . 0 < n < n o f i n d i c e s , a n d s t a t e s E . , . . . . E . , 1 2 r 1 1 
n . J n 
E 1 r 
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o f t h e t h e o r e m s on c l a s s i f i c a t i o n o f s t a t e s w i l l b e a p p l i c a b l e t o t h e 
c l a s s i f i c a t i o n o f s t a t e s i n v a r i o u s s p e c i a l q u e u e i n g p r o b l e m s . T h r o u g h ­
o u t t h e c h a p t e r r e s u l t s w i l l b e i n t e r p r e t e d i n t e r m s o f f l o w f r o m s t a t e 
t o s t a t e a n d p e r i o d i c i t y w i l l b e t r e a t e d i n t h e g e n e r a l c a s e , A lemma 
i n e l e m e n t a r y n u m b e r t h e o r y u s e d i n some o f t h e p r o o f s i s e s t a b l i s h e d 
i n A p p e n d i x I I . W h i l e t h i s lemma i s o f t e n m e n t i o n e d , a p r o o f d o e s n o t 
a p p e a r t o o c c u r i n t h e b a s i c r e f e r e n c e s i n n u m b e r t h e o r y . 
The a i m i n t h i s c h a p t e r ..is t o g i v e a s e l f - c o n t a i n e d a c c o u n t o f 
t h e t h e o r y a l o n g t h e l i n e s o u t l i n e d a b o v e . W h i l e t h e r e s u l t s i n c l u d e d 
h e r e a r e known i n t h e l i t e r a t u r e , a u n i f i e d a c c o u n t w i t h some m o d i f i ­
c a t i o n s a n d i m p r o v e m e n t s o f t h e o r e m s a n d p r o o f s , a n d much m o r e d e t a i l e d 
a r g u m e n t s i n many i n s t a n c e s , s e e m s t o b e d e s i r a b l e a n d w o r t h w h i l e . 
P r e l i m i n a r i e s : B a s i c D e f i n i t i o n s , 
N o t a t i o n , , a n d R e l a t i o n s h i p s 
L e t a c o u n t a b l e s e t I w i t h m e m b e r s E_. , j - 0 , 1 , 2 , „ . , , b e 
g i v e n , a n d d e f i n e 0, t o b e t h e s e t o f a l l i n f i n i t e s e q u e n c e s co = E . , 
-^o 
E_. , . „ . ( t h e d e n u m e r a b l e C a r t e s i a n p r o d u c t I X I X . . . ) . A c y l i n d e r s e t 
S ( E . , , . . , E , ) i s t h e s e t o f p o i n t s ooefi w i t h f i r s t n + 1 c o o r d i n a t e s j 1 J o n 
s p e c i f i e d t o b e E . , . „ . , E . , r e s p e c t i v e l y , 
-'o -'n 
We. s h a l l b e c o n c e r n e d w i t h a p r o b a b i l i t y s p a c e ( f i , C , P ) , w h e r e £ 
i s t h e s m a l l e s t B o r e l f i e l d c o n t a i n i n g t h e c y l i n d e r s e t s S ( E . , . . . ,E . ) 
o J n 
f o r a l l c h o i c e s o f n > 0 a n d a l l c h o i c e s o f E . , . . . , £ . , a n d P i s a 
1 1 J o J n 
p r o b a b i l i t y m e a s u r e d e f i n e d on C. The n t h c o o r d i n a t e E . o f u) w i l l b e 
-'n 
r e f e r r e d t o a s t h e " s t a t e sit t h e n t h s t e p , " a n d t h e s t a t e s w i l l b e 
l a b e l e d s o t h a t e a c h E . i s a n o n - n e g a t i v e i n t e g e r . ( N o t e : The 
J n 
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c o o r d i n a t e s a r e n u m b e r e d 0 , 1 , . . . . ) 
C o n s i d e r t h e s e q u e n c e o f r a n d o m v a r i a b l e s { * N K n = 0 , 1 , . . . , 
w i t h X (OO) = E . , t h e n t h c o o r d i n a t e o f OO. The r a n d o m v a r i a b l e s a r e 
J n 
s a i d t o f o r m a M a r k o v c h a i n ( w i t h a c o u n t a b l e n u m b e r o f s t a t e s , s i n c e 
t h e s e t I o f s t a t e s i s c o u n t a b l e ) i f t h e f o l l o w i n g c o n d i t i o n i s 
s a t i s f i e d : . 
M a r k o v A s s u m p t i o n : The c o n d i t i o n a l p r o b a b i l i t y t h a t X = E . , g i v e n 
t h e v a l u e s o f a f i n i t e s e t o f t h e p r e c e d i n g r a n d o m v a r i a b l e s , , d e p e n d s 
o n l y on t h e v a l u e o f t h e l a s t g i v e n r a n d o m v a r i a b l e . I n s y m b o l s , f o r 
e v e r y f i n i t e s e t o f i n d i c e s n < . . . < n < n a n d s t a t e s E . , . . . , 
• • 1
 r D 
n i 
E . , E n , we h a v e 1 k 
J n 
r 
P { X = E, I X = E . , X = E . } = P { X = E. I X = E . } , 
n k 1 n i n 1 n k ' n i ' 1 J n n r J n r J n 1 r r 
w h e n e v e r t h e c o n d i t i o n a l p r o b a b i l i t y on t h e l e f t s i d e i s d e f i n e d . ( T h e 
a r g u m e n t o f x w i l l g e n e r a l l y b e o m i t t e d ; t h u s , t h e a s s e r t i o n x = E. 
&
 n & J n k 
m e a n s t h a t t h e v a l u e o f t h e f u n c t i o n x a t t h e p o i n t OO i s E. . ) 
n ^ k 
The M a r k o v a s s u m p t i o n c l e a r l y d o e s n o t r e q u i r e t h a t t h e r a n d o m 
v a r i a b l e s b e i n d e p e n d e n t . T h u s t h e s t a t e E^ i s n o t a s s o c i a t e d w i t h a 
f i x e d p r o b a b i l i t y p ^ a t a n a r b i t r a r y s t e p n > 0 , b u t r a t h e r w i t h t h e 
p r o b a b i l i t y p . = P { x = E } , a n d p r o b a b i l i t i e s p . m , n m f o r n > 1 , 
K O K ] K 
w h e r e p ^ m , n m i s t h e p r o b a b i l i t y o f p a s s a g e f r o m s t a t e E_. a t t h e m t h 
s t e p t o s t a t e E, a t t h e n t h s t e p , n > m, t h a t i s , p a s s a g e i n n -m s t e p s . 
( N o t e : S u p e r s c r i p t s a r e n o t t o b e c o n f u s e d w i t h e x p o n e n t s . ) The n u m b e r 
m , n m ^ g P - m e a s u r e o f t h e s e t o f O O ' f o r w h i c h x (OO) = E . a n d F j k m : 
7 
x ( o o ) = E, , d i v i d e d by t h e P - m e a s u r e o f t h e . s e t o f oo f o r w h i c h x ( o o ) = E . 
n k J m j 
i f t h i s s e c o n d n u m b e r i s p o s i t i v e , a n d i s u n d e f i n e d o t h e r w i s e . T h i s 
i s , o f c o u r s e , w h a t i s m e a n t b y P { x = E, I x = E . } . 
n k 1 m j 
P r o b a b i l i t i e s p ^ ™ 3 ' 1 1 m w h i c h d e p e n d o n t h e d i f f e r e n c e n - m , t h e 
n u m b e r o f s t e p s f r o m s t a t e E . t o s t a t e E, , b u t n o t on t h e i n d i v i d u a l 
v a l u e s o f m a n d n a r e c a l l e d s t a t i o n a r y t r a n s i t i o n p r o b a b i l i t i e s , t h e s e 
p r o b a b i l i t i e s may b e w r i t t e n a s P j ^ ^ ^ s o t h a t P j ^ ^ ^ d e n o t e s t h e 
p r o b a b i l i t y o f p a s s a g e f r o m s t a t e E . t o s t a t e E i n n -m s t e p s . I n t h i s 
1 k 
p a p e r we s h a l l c o n s i d e r o n l y s t a t i o n a r y t r a n s i t i o n p r o b a b i l i t i e s . 
We may a s s u m e t h a t i f E , e l t h e n P { x = E . } > 0 f o r some n > 0 . 
I n i - 5 
s i n c e o t h e r w i s e t h e s e t o f a l l oo w i t h E^ a p p e a r i n g a s a c o o r d i n a t e 
w o u l d b e a c o u n t a b l e u n i o n o f s e t s o f P - m e a s u r e z e r o a n d t h u s w o u l d 
h a v e P - m e a s u r e z e r o , a n d c o n s e q u e n t l y E^ w o u l d b e o f n o i n t e r e s t . T h e n 
( n ) 
p . . i s d e f i n e d f o r e v e r y E . , E . e I a n d n > 1 , s i n c e f o r some m > 0 i t 
i s t r u e t h a t P { x = E . } > 0 , i n w h i c h c a s e 
m I 
/ v P { x ^ = E . , x = E . } 
p . . ( n ) = P { x = E . | x = E „ } = — H t S 3 i _ 
1 ] m + n
 *
 m 1
 P { x = E . } 
m I 
I f P { x = E . } = 0 t h e n we c a n n o t d e t e r m i n e P { x = E . x = E . } f r o m 
r I n + r j 1 r I 
P { x = E . , x = E . } = P { x = E . l x = E , } P { x = E . } 
n + r j r i n + r ] 1 r I r I 
by d i v i s i o n ; b u t , s i n c e we a r e a s s u m i n g s t a t i o n a r y t r a n s i t i o n p r o b a ­
b i l i t i e s , 
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P { x = E . l x = E . } = p . . ( n ) 
n-hr ] 1 r 1 i ] 
I t w i l l b e c o n v e n i e n t l a t e r t o d e f i n e 
_ ( 0 ) _ . 
p . . = o . . , 
t h e K r o n e c k e r d e l t a . The p r o b a b i l i t y P j _ j ^ ~ ^ w i l l b e d e n o t e d s i m p l y b y 
p i j 
S i n c e p ^ / n ^ i s a p r o b a b i l i t y , a n d t h e p r o b a b i l i t y o f p a s s a g e 
f r o m t o some s t a t e i n n s t e p s i s o n e we h a v e 
P . .
( n )
 , 0 
1 ] 
and ' 
w h e r e a n u n s p e c i f i e d s u m m a t i o n s h o u l d b e u n d e r s t o o d t o e x t e n d o v e r a l l 
s t a t e s . 
The f i n i t e - d i m e n s i o n a l j o i n t p r o b a b i l i t i e s 
P { x = E . , . . . , x = E . } 
o i n i 
o n 
f o r a l l n > 0 a n d a l l E . e l , ( i „ e 0 , t h e p r o b a b i l i t y m e a s u r e s o f t h e 
r 
c y l i n d e r s e t s ) c a n b e e x p r e s s e d a s a p r o d u c t o f c o n d i t i o n a l p r o b a b i l i ­
t i e s a s f o l l o w s : 
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P { X = E . } P { X N = E . I X = E . } P { X 0 = E . I X = E . , X = E . } 
o 1 1 i , o i 2 i « o l 1 l . 
o 1 o 2 o 1 
P { x = E . X = E . , . . . , X = E . } 
n l ' o l n - l l 
n o n - l 
b y t h e d e f i n i t i o n o f c o n d i t i o n a l p r o b a b i l i t y , w h e t h e r o r n o t t h e s e q u e n c e 
o f r a n d o m v a r i a b l e s f o r m s a Markov c h a i n . We d e f i n e t h i s p r o d u c t t o b e 
z e r o i f a n y o f t h e c o n d i t i o n a l p r o b a b i l i t i e s a r e u n d e f i n e d , i n a g r e e ­
m e n t w i t h t h e o r i g i n a l j o i n t p r o b a b i l i t y . 
I f t h e s e q u e n c e o f r a n d o m v a r i a b l e s f o r m s a Markov c h a i n , t h e 
a b o v e e x p r e s s i o n r e d u c e s , b y t h e Markov a s s u m p t i o n , t o 
P { X = E . } P { x n = E . I X = E . } P { X 0 = E . | x n = E . } 
o I 1 i . 1 o i 2 i ^ l i , 
o 1 o 2 1 
. . . P { X = E . I X = E . } = p . p . . p p . 
n l 1 n - l I . ^ 1 * 1 1 / i , i ~ l , i 
n n - l o o 1 1 2 n - l n 
The m a t r i x P = [ p „ ] i s c a l l e d t h e transition probability matrix 
o f t h e Markov c h a i n a n d { p . , E . e I } t h e i n i t i a l d i s t r i b u t i o n * w i t h e a c h 
i i 
p . > 0 a n d \ p . = 1 . The m a t r i x P i s c a l l e d a s t o c h a s t i c matrix; i t 
i 
h a s t h e c h a r a c t e r i s t i c p r o p e r t i e s : 
p . . > 0 , I P • • = 
i l . i i 
f o r e v e r y i a n d j . ( I f i n a d d i t i o n I • = 1 f ° r e v e r y j , t h e n P i s 
i 3 
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s a i d t o b e doubly stochastic. ) 
T h a t a p r o b a b i l i t y m e a s u r e P c a n b e d e f i n e d on £ s o t h a t t h e g i v e n 
s e q u e n c e o f r a n d o m v a r i a b l e s s a t i s f i e s t h e M a r k o v a s s u m p t i o n a n d s o t h a t 
P a g r e e s w i t h p r e s c r i b e d p r o b a b i l i t i e s { p ^ } a n d Cp — ] f o r t h e i n i t i a l 
d i s t r i b u t i o n a n d t r a n s i t i o n s , i s n o t o b v i o u s . As i s i n d i c a t e d i n Chung 
[ 1 ] a n d Doob [ 1 ] , u s i n g K o l m o g o r o v ' s e x t e n s i o n t h e o r e m ( K o l m o g o r o v [ 1 ] , 
L o e v e [ 1 ] ) , we s e e t h a t f o r t h e 9, a n d C g i v e n a b o v e , s u c h a P a l w a y s 
e x i s t s . T h e s e r e s u l t s a r e s k e t c h e d i n A p p e n d i x I . T h r o u g h o u t t h e r e ­
m a i n d e r o f t h i s p a p e r t h e p r o b a b i l i t y s p a c e ( f t 9c ,P) a n d s t a t e s p a c e I 
w i l l b e u n d e r s t o o d . 
I f t h e r e a r e o n l y f i n i t e l y many s t a t e s we h a v e a f i n i t e - d i m e n s i o n a l 
m a t r i x P a n d a f i n i t e - d i m e n s i o n a l M a r k o v c h a i n w i t h s t a t i o n a r y t r a n s i ­
t i o n p r o b a b i l i t i e s . Much s i m p l i f i c a t i o n i s p o s s i b l e i n t h e f i n i t e c a s e . 
( S e e Kemeny a n d S n e l l [ 1 ] , a n d F r e c h e t [ 1 ] , i n t h i s c o n n e c t i o n . ) 
We s h a l l now e s t a b l i s h a b a s i c r e s u l t , a n d p r o c e e d t o c l a s s i f y 
t h e s t a t e s o f a M a r k o v c h a i n . 
T h e o r e m 1 ( C h a p m a n - K o l m o g o r o v E q u a t i o n s ) 
(n+m) 
- V r . (mL 
- I P i k P 
k l k 
( m = 0 , l , . . . , 11=0,1, . . . . ) 
o r , i n m a t r i x n o t a t i o n , 
p m + n _ p m p n 
1 1 
P r o o f . 
p . . ( n + 1 ) = P { x ^ ^ = E . | x = E . } 
r i ] r + n + 1 2 r 1 
f r + 1 k 1 r I r + n + 1 i 1 r + 1 k k 
We now u s e I n d u c t i o n on m. The c a s e m = 0 I s t r i v i a l a n d f o r 
m = 1 t h e t h e o r e m i s t r u e b y e a r l i e r r e m a r k s . Assume t h a t t h e t h e o r e m 
h o l d s f o r m = s . T h e n 
( n + ( s + l ) ) ( l + ( s + n ) ) 
p . . = p . . 
k 
( s + n ) 
i k p k j 
- I P i k Q P k u p u j ) 
k u J 
= l p u j <1 p i k p k u > 
u J k 
_ r ( n ) ( s + 1 ) 
= ) p . p . 
L
 U l 1 U 
u J 
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u s i n g a s t a n d a r d t h e o r e m on i n t e r c h a n g e o f o r d e r o f s u m m a t i o n ( f o r 
e x a m p l e , A p o s t o l [ 1 ] , T h e o r e m 1 2 - 4 3 ) . T h u s t h e r e s u l t h o l d s f o r 
m = s + 1 , a n d t h e i n d u c t i o n i s c o m p l e t e . 
D e f i n i t i o n 1 . The s t a t e E_. i s a c o n s e q u e n t o f t h e s t a t e i f 
p . > 0 f o r some n > 1 , a n d we w r i t e E . -* E . t o i n d i c a t e t h a t E . 
ID ' i 1 j 
i s a c o n s e q u e n t o f E ^ . 
D e f i n i t i o n 2 . I f , w h e n e v e r E_. i s a c o n s e q u e n t o f E ^ , we a l s o 
h a v e t h a t E . i s a c o n s e q u e n t o f E . , t h e n E . i s c a l l e d a n e s s e n t i a l 
I ^ j I 
s t a t e . T h a t i s , E . •> E . i m p l i e s E . E . . O t h e r w i s e , E . i s c a l l e d 
i 1 1 i i 
i n e s s e n t i a l * i n w h i c h c a s e i t i s p o s s i b l e t o l e a v e E_^  a n d h a v e a z e r o 
p r o b a b i l i t y o f e v e r r e t u r n i n g . T h u s i f E^ i s i n e s s e n t i a l t h e r e e x i s t s 
. + E . b u t E . - k E . . 
i l 1 1 i 
a n E . s u c h t h a t E . -* t 
1 
D e f i n i t i o n 3 . S t a t e s E . a n d E . c o m m u n i c a t e i f E . -> E . a n d 
i l i l 
E . -> E . . F o r c o m m u n i c a t i n g s t a t e s E . a n d E . we s h a l l w r i t e E . z E . . 
I i - . • i l i l 
T h e o r e m 2 . The f o l l o w i n g r e l a t i o n s h o l d : 
( i ) E . ~ E . i m p l i e s E . ~ E . . 
i l - l i 
( i i ) E . ~ E . a n d E . ~ E. i m p l i e s E . ~ E. . 
i l 1 k I k 
( i i i ) I f E . : E . f o r some j t h e n E . ~ E . . 
l ] J i i 
P r o o f . ( i ) i s i m m e d i a t e f r o m t h e d e f i n i t i o n o f ~ . F o r ' ( i i ) 
n o t e t h a t f o r some m, n , r , s we know p . / n ^ p . . ^ m ^ p . , ^ p n . ^ S ^ > 0 , 
' ' * ^ I J ^ j i * j k ^ k ] 5 
w h e r e m, n , r , s > 1 . T h u s , by T h e o r e m 1 , 
( n + r ) _ r ( n ) ( r ) ( n ) ( r ) _
 P ^ „ p . , = > p . p , > p . . . p . , > 0 s o E . -* E, , 
* i k £ * i u * u k * i j * ] k l k ' 
a n d 
1 3 
(.m+s) _ V ( s ) (m)
 > ( s ) (m) > Q G Q E -> E 
^ k i ^ k u u i " k j p j i k i 
u 
I f E . ~ E . f o r some j t h e n E . = E . by ( i ) a n d E . ~ E . b y ( i i ) . S i n c e i t 
i s n o t n e c e s s a r i l y t r u e t h a t E . ; E ^ , ; i s n o t a n e q u i v a l e n c e r e l a t i o n . 
H o w e v e r , by a s s e r t i o n ( i i i ) o f T h e o r e m 2 , t h i s o c c u r s o n l y when E^ 
c o m m u n i c a t e s w i t h n o o t h e r s t a t e * , s o b y t r e a t i n g t h e s e n o n c o m m u n i c a t i n g 
s t a t e s s e p a r a t e l y we may p a r t i t i o n t h e r e m a i n i n g s t a t e s i n t o e q u i v a l e n c e 
c l a s s e s b y t h e f o l l o w i n g d e f i n i t i o n , a n d s a y t h a t E^ a n d E.. a r e , e q u i v a ­
l e n t i f E . z E . . 
D e f i n i t i o n 4 . I f E^ d o e s : n o t c o m m u n i c a t e w i t h a n y s t a t e i t 
f o r m s a class C . b y i t s e l f . I f E . c o m m u n i c a t e s w i t h a t l e a s t o n e s t a t e 
l
 J
 I 
( p o s s i b l y i t s e l f ) , a l l t h e s t a t e s w ; , ith w h i c h i t c o m m u n i c a t e s f o r m a 
class C . . 
I 
T h e o r e m 3 . E . e C ; t w o c l a s s e s a r e e i t h e r i d e n t i c a l o r d i s j o i n t . 
i i J 
P r o o f o By d e f i n i t i o n o f C . a n d b y ( i i i ) o f T h e o r e m 2 , E . e C . 
J
 I J i i 
Assume a n d C_. a r e n o t d i s j o i n t , i \ j . I f E ^ , s a y , d o e s n o t c o m ­
m u n i c a t e w i t h a n y s t a t e t h e n t h e c l a s s e s a r e o b v i o u s l y d i s j o i n t , s o E_^  
a n d E j b e l o n g t o c l a s s e s o f t h e s e c o n d t y p e i n D e f i n i t i o n 4 . T h u s , i f 
E . E C . a n d E E C . we know E . ~ E E ~ E . s o b y ( i i ) o f T h e o r e m 2 , 
K l ^ - 3 I K K ] E . ~ E . . 
i 3 
I f E e C , t h e n E ; E . ; E . ' s e E E C . 
r I r I j r 3 
I f E E C . - , t h e n E ~ E . ~ E . s o E E C . . 
r i r j I r I 
T h u s , C . a n d C . a r e i d e n t i c a l w h e n e v e r t h e y h a v e a n e l e m e n t i n 
1 3 • 
common, 
1 4 
T h e o r e m 4 . I f E . i s e s s e n t i a l a n d E . i s i n e s s e n t i a l , t h e n 
i ] 
p . . = 0 f o r a l l n . 
P r o o f . S u p p o s e P - j ^ 1 ^ : > 0 f ° r some n . The s t a t e E_. i s i n e s s e n ­
t i a l s o t h e r e i s a n E, s u c h ' t h a t p . , > 0 a n d p . . ^ U ^ = 0 f o r e v e r y u . 
k ] k k ] 
By T h e o r e m 1 , 
(n+m) _ r ( n ) (m) ( n ) (m) 
p . , - z P • P i £ p . . p > 0 . 
* i k L l r * r k ^ I I ^ n k 
( s ) 
E . i s e s s e n t i a l , s o p . . > 0 f o r some s . B u t t h e n 
I 9 r k i 
( n + s ) _ r ( s ) ( n ) ( s ) ( n ) 
P k j " I P k r P r j > P k i P ± j > 0 , 
w h i c h i s a c o n t r a d i c t i o n . T h u s , p . / n ^ = 0 f o r a l l n . 
i l 
T h e o r e m 5 . E i t h e r a l l t h e s t a t e s i n a p a r t i c u l a r c l a s s a r e 
e s s e n t i a l o r t h e y a r e a l l i n e s s e n t i a l s 
P r o o f . T h i s f o l l o w s f r o m T h e o r e m 4 s i n c e a n i n e s s e n t i a l s t a t e 
a n d a n e s s e n t i a l s t a t e c a n n o t c o m m u n i c a t e . 
On a c c o u n t o f T h e o r e m 5 , we may c a l l a c l a s s e s s e n t i a l o r i n ­
e s s e n t i a l a c c o r d i n g a s a l l t h e s t a t e s i n i t a r e e s s e n t i a l o r i n e s s e n t i a l . 
I n a n i n e s s e n t i a l c l a s s we may p a s s f r o m a n y s t a t e i n t h e c l a s s 
t o a n y o t h e r s t a t e i n t h e c l a s s ( b y t h e d e f i n i t i o n o f c l a s s ) , a n d we 
may l e a v e t h e c l a s s , n e v e r t o r e t u r n ( b y t h e d e f i n i t i o n o f i n e s s e n t i a l ) . 
Once we e n t e r a n e s s e n t i a l c l a s s we m u s t r e m a i n i n t h a t c l a s s f o r e v e r , 
s i n c e t o p a s s t o a n i n e s s e n t i a l c l a s s i s f o r b i d d e n b y T h e o r e m 4 , a n d t o 
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p a s s t o a n o t h e r e s s e n t i a l c l a s s i s i m p o s s i b l e b y t h e d i s j o i n t n e s s a s s e r ­
t i o n o f T h e o r e m 3 a n d t h e d e f i n i t i o n o f e s s e n t i a l . 
D e f i n i t i o n 5 . A s e t o f s t a t e s C i s c l o s e d i f n o s t a t e o u t s i d e 
C c a n b e r e a c h e d f r o m a n y s t a t e E / i n C. 
D e f i n i t i o n 6 . A s e t o f s t a t e s C i s o p e n i f f r o m e v e r y s t a t e , 
i n C i t i s p o s s i b l e t o r e a c h a s t a t e o u t s i d e C . 
T h u s , a n e s s e n t i a l c l a s s i s c l o s e d , a n i n e s s e n t i a l c l a s s i s 
o p e n . . 
D e f i n i t i o n 7 . The s m a l l e s t c l o s e d s e t c o n t a i n i n g a s e t C i s 
c a l l e d t h e c l o s u r e o f C. 
D e f i n i t i o n 8 . A s i n g l e s t a t e E.. f o r m i n g a c l o s e d s e t w i l l b e 
c a l l e d a n a b s o r b i n g s t a t e . ( T h i s i s c l e a r l y t h e c a s e i f a n d o n l y i f 
P j j = i . ) 
D e f i n i t i o n 9 . A M a r k o v c h a i n i s i r r e d u c i b l e i f t h e r e e x i s t s 
n o c l o s e d s e t o t h e r t h a n t h e s e t o f a l l s t a t e s . 
I f i n t h e m a t r i c e s P , n = 1 , 2 , . . . , a l l r o w s a n d a l l c o l u m n s 
c o r r e s p o n d i n g t o s t a t e s o u t s i d e t h e c l o s e d s e t C a r e d e l e t e d t h e r e 
r e m a i n s t o c h a s t i c m a t r i c e s f o r w h i c h t h e f u n d a m e n t a l r e l a t i o n s o f 
T h e o r e m 1 a g a i n h o l d , t h a t i s , we h a v e a M a r k o v c h a i n d e f i n e d on C. 
We may t h u s s t u d y t h e s e s u b c h a i n s i n d e p e n d e n t l y o f a l l o t h e r s t a t e s . 
T h e o r e m 6 . A M a r k o v c h a i n i s i r r e d u c i b l e i f a n d o n l y i f e v e r y 
s t a t e c a n b e r e a c h e d f r o m e v e r y o t h e r s t a t e . T h u s , t h e s t a t e s o f a n 
i r r e d u c i b l e c h a i n f o r m ,a s i n g l e c l a s s . . 
P r o o f . I f t h e c h a i n i s i r r e d u c i b l e , a n d E, i s i n a c c e s s i b l e 
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f r o m E . , d e l e t e E a n d a l l t h o s e s t a t e s l e a d i n g t o E w i t h p o s i t i v e 
p r o b a b i l i t y . Then E_. a n d t h e o t h e r r e m a i n i n g s t a t e s f o r m a c l o s e d s e t 
p r o p e r l y i n c l u d e d i n t h e s e t o f a l l s t a t e s , c o n t r a r y t o t h e a s s u m p t i o n 
t h a t t h e c h a i n i s i r r e d u c i b l e . The c o n v e r s e i s i m m e d i a t e . 
H a v i n g c o n s i d e r e d t h e f l o w f r o m s t a t e t o s t a ( t e , a n d c l a s s t o 
c l a s s , we may now g a i n f u r t h e r i n s i g h t b y c o n s i d e r i n g t h e p r o b a b i l i t y 
o f u l t i m a t e l y p a s s i n g f r o m s t a t e E^ t o s t a t e E . . 
We d e n o t e b y f ^ j ^ ^ "the p r o b a b i l i t y t h a t s t a r t i n g f r o m E^ we 
r e a c h E . f o r t h e f i r s t t i m e a f t e r n s t e p s . . I n p a r t i c u l a r , f . .^ n ^ i s 
3 — 1 1 
t h e p r o b a b i l i t y t h a t t h e f i r s t - r e t u r n t o E^ o c c u r s on t h e n t h s t e p . 
We d e f i n e 
f . . ( o ) = 0 
1 ] 
f o r a l l i ( i n c l u d i n g i = j ) , a n d n o t i c e t h a t 
. ( 1 ) ( 1 ) 
f . . = p . . = p . . 
1 1 11 11 
I n g e n e r a l , f o r n > 1 , we h a v e 
„ ( n ) _ . ( n ) . . ( n - 1 ) ( 1 ) ( n - 2 ) ( 2 ) ( 1 ) ( n - 1 ) p . . = r . . + r . . p . . + r . . p . . + . . . + r . . p . . 
11 11 11 11 11 11 3 1 1 1 
b y t h e t o t a l p r o b a b i l i t y f o r m u l a f o r d i s j o i n t e v e n t s . H e n c e , 
f . . ( n ) =
 P . .
( n )
- T f . . ( u ) p . . ( n - u ) . ( i ) 
3 3 U T J . 3 3 3 3 
17 
A l s o , 
and 
f . . = p . . 
f . . ( n ) = p . . ( n ) - Y f . . ( u ) p . . ( n " u ) ( 2 ) 
f o r n > 1 . 
Then 
f . . = I f . . ( n ) 
3 3
 n = l " 
i s t h e p r o b a b i l i t y o f u l t i m a t e r e t u r n t o E . ( s t a r t i n g f rom E . ) , and 
f . . = I f . . 
1 ]
 n = l ^ 
( n ) 
i s t h e p r o b a b i l i t y t h a t s t a r t i n g f rom E^ t h e s t a t e E_. i s e v e r r e a c h e d , 
Theorem 7 . E . and E . c o m m u n i c a t e i f and o n l y i f f . . > 0 and 
: — I ] i ] 
f . . > 0 . 
P r o o f . 
( n ) v J= ( n ) r-
s u p p . . < ) f . . = f . . 
n 1 ] -> 1 ] 1 1 
n > l J n = l J J 
and 
18 
s i n c e 
I f . . ( n ) < I p . . ( n ) 
n = l 1 : n = l 1 3 
. ( n )
 < ( n ) 
i l i l 
f o r e a c h n . 
T h u s 
( n ) , _ ^ r ( n ) 
s u p p . . < f . . < ) p . . 
^ 11 11
 n 11 
n > l n = l 
I f E . a n d E . c o m m u n i c a t e , t h e n p . . ^ n ^ > 0 f o r some n > 1 , s o 
i l i l 
f . . > 0 . S i m i l a r l y , f . . > 0 . 
i l l i 
I f f . . > 0 a n d f . . > 0 , t h e n 
i l l i 
i
 P : .
( n )
 > 0 , 
n = l ^ 
s o p . / n ^ > 0 f o r some n > 1 . A s i m i l a r a r g u m e n t s h o w s t h a t p . . ^ m ^ > 0 
F i l " & r l i 
f o r some m > 1 , s o E . a n d E . c o m m u n i c a t e . 
1
 1 
The " p a s s a g e t i m e v f r o m s t a t e E . t o s t a t e E^ t a k e s on v a l u e s 
(m) 
m = 1 , 2 , . . . w i t h p r o b a b i l i t y f., . W e d e f i n e t h e e x p e c t e d p a s s a g e 
Ik 
time 
19 
and t h e mean recurrence time 
V . . = I n f . . ( n ) + » ( l - f . . ) ( 3 ) 
1 1 J x DD 1 1 
w h e r e 0 0 • c = 0 o r 0 0 a c c o r d i n g a s c = .0 o r c > 0 . The mean f r e q u e n c y o f 
r e t u r n s t o i s l / y_ . ^ w h e r e l / 0 0 = 0 . 
The s t a t e s o f a Markov c h a i n may f u r t h e r b e c l a s s i f i e d i n t e r m s 
o f t h e a b o v e q u a n t i t i e s . 
D e f i n i t i o n 1 0 . E_. i s t r a n s i e n t i f t h e r e i s a p o s i t i v e p r o b a ­
b i l i t y o f n e v e r r e t u r n i n g t o t h e s t a t e E ^ , i . e . , i f f^. < 1 . E^ i s 
p e r s i s t e n t i f t h e r e I s p r o b a b i l i t y one o f r e t u r n i n g t o t h e s t a t e E . , 
i . e . , i f f „ = 1 . I n a d d i t i o n , E^ i s n u l l o r p o s i t i v e a c c o r d i n g a s 
i s i n f i n i t e o r f i n i t e . (The t e r m , r e c u r r e n t , i s o f t e n u s e d i n p l a c e , 
o f p e r s i s t e n t . ) 
A u t o m a t i c a l l y , t r a n s i e n t s t a t e s a r e n u l l , s i n c e u „ = 0 0 i f 
1 - f . . > 0 . A s p e c i a l t y p e o f t r a n s i e n t s t a t e o c c u r s when f . . = 0 . 
1 1 * 1 1 
I n t h i s c a s e we s a y t h a t E . i s a n o r e t u m s t a t e s i n c e t h e r e i s a z e r o 
J
 D 
p r o b a b i l i t y o f e v e r r e t u r n i n g . I f t h e r e i s a p o s i t i v e p r o b a b i l i t y o f . 
r e t u r n i n g t o s t a t e E^ , i . e . , f ^ > 0., t h e n we s a y t h a t i s a r e t u r n 
s t a t e . N o t e t h a t a p e r s i s t e n t s t a t e i s a l w a y s a r e t u r n s t a t e , w h i l e 
a t r a n s i e n t s t a t e may be r e t u r n or n o r e t u m . 
Theorem 8 . E^ i s a r e t u r n or a n o r e t u m s t a t e a c c o r d i n g a s 
p . / n ^ > 0 f o r a t l e a s t o n e n >• 1 o r p . . ^ = 0 f o r a l l n > 1 . 
F D D ' " 3D 
P r o o f . From t h e p r o o f o f Theorem 7 we h a v e 
20 
sup p . . ( n ) < f. . < I p . . ( n ) 
n > l " 11 - 11 
I f p . . > 0 f o r some n > 1 t h e n f . . > 0 , s o t h a t E . , i s a. r e t u r n s t a t e . 
] ] ] ] : 
( n ) 
I f p . . = 0 f o r a l l n > 1 t h e n f . . = 0 , a n d E . i s - a n o r e t u r n s t a t e . 
33 ] ] 3 
We a l s o s a y t h a t E_. i s a n e v e r r e t u m s t a t e i f f o r e v e r y E ^ s u c h 
t h a t f., > 0 we h a v e f. . > 0 . N o t e t h a t a n e v e r r e t u r n s t a t e i s t h e . s a m e 
( n ) 
a s a n e s s e n t i a l s t a t e . F o r i f f... > 0 , t h e n f., > 0 f o r some n > 1 . ] k j k 
( n ) 
T h u s , p . , > 0 s o i f E . i s e s s e n t i a l t h e r e e x i s t s a n m > 1 s u c h t h a t 
(m) 3 ( m l ) p . . > 0 . Then t h e r e e x i s t s a n m < m s u c h t h a t f, . > 0 s o f . k ] 1 k ] k ] 
( n ) 
> 0 a n d E . i s a n e v e r r e t u r n s t a t e . C o n v e r s e l y , s u p p o s e p . , > 0 f o r 
]
 - ( m 1 ) ] k 
some n > 1 . T h e n f o r some n n < n , f., > 0 s o f._ > 0 . B u t t h e n 
1 " j k ] k 
r- ~ r- r- (™) _ (m) _ , _ f, . > 0 s o f o r some m > 1 , f, . > 0 s o p . . > 0 a n d E . i s a n e s s e n -k : k ] F k : : 
t i a l s t a t e . 
At t h i s p o i n t we s h a l l c o n s i d e r p e r i o d i c i t y o f s t a t e s . F o r 
e x a m p l e , a s e q u e n c e o f e x p e r i m e n t s may b e t o f l i p a c o i n a n d r o l l a 
d i e a l t e r n a t e l y . The p o s s i b l e s t a t e s a r e E Q = 1 , E ^ : = 2 , E^ = 6 , 
E C = 7 ( = H e a d s ) , E = 8 ( = T a i l s ) , a n d t h e p o s s i b l e v a l u e s o f t h e r a n d o m 
D / 
v a r i a b l e s x^ , n > 0 , a r e E _ a n d E _ , a n d o f x „
 n , n > 0 , a r e E , E N , 2n 6 7 2 n + l ' © 1 
E,_ . T h e n r e t u r n t o s t a t e E ^ , s a y , i s i m p o s s i b l e e x c e p t , p e r h a p s , 
i n 2 , 4 , . . . s t e p s . 
( TL ) 
D e f i n i t i o n 1 1 . T h e s t a t e E . h a s p e r i o d t . > 1 i f p . . = 0 
1
 3 1 " r 3 3 
w h e n e v e r n i s n o t d i v i s i b l e b y t . , a n d t . i s t h e g r e a t e s t i n t e g e r w i t h 
1 1 
t h i s p r o p e r t y . ( T h a t i s , a r e t u r n t o E.. i s i m p o s s i b l e e x c e p t , p e r h a p s , 
i n t . , 2 t . , 3 t . , . . . s t e p s . ) 
3 3 3 
2 1 
T h e r e a r e o t h e r ways i n w h i c h we c o u l d d e f i n e p e r i o d i c i t y . I f 
E . ; E. ( s o t h a t p . / n ^ > 0 f o r some n > 1 ) , l e t T . b e t h e g r e a t e s t 
: : 11 1 
common d i v i s o r o f a l l p o s i t i v e i n t e g e r s n f o r w h i c h p _ . ^ n ^ > 0 . N o t e 
t h a t p . 5 N ^ > 0 o n l y i f n = m t . s o t . i s a d i v i s o r o f n . T h u s , T . > t . 
F l l J 1 1 1 1 
A l s o , i f n i s n o t d i v i s i b l e b y x . t h e n p . . ^ n ^ = 0 s o t . > x . . H e n c e , 
J
 1 *11 1 1 
t . = x . . 
1 1 
By T h e o r e m 1 , i f p . . > 0 t h e n p . . v ; > 0 f o r n = 1 , 2 , . . . , 
s i n c e 
( ( n + l ) k ) ( n k + k ) r ( n k ) ( k ) ^ ( n k ) ( k ) ^ . 
p . . = P • • - / . P ^ P • > P • P • • > 0 . 
*22 22 £ ] u r u 3 " r ] u *22 
I f r i s t h e s m a l l e s t i n t e g e r g r e a t e r t h a n z e r o s u c h t h a t 
( r ) 
p . . j > 0 t h e n t j < r , a n d s t r i c t i n e q u a l i t y may h o l d . F o r e x a m p l e , 
i f p . . ( n ) = 0 e x c e p t f o r p . . ( 5 ) , p . . ( 9 ) , p . . ( 1 2 ) , t h e n r = 6 
*11 F k l l *11 *11 
b u t t . = 3 . 
: 
I f E . f E . t h e n p . / 1 ^ = 0 f o r a l l n i l s o t h a t f . . = 0 , E . i s 
a n o r e t u m s t a t e , a n d we s a y a r b i t r a r i l y t h a t t h e p e r i o d t . . = 0 0 . 
T h i s c o n v e n t i o n i s i m p l i e d b y D e f i n i t i o n 1 1 . 
I n c a s e t ^ > 1 , we s p e a k o f t h e p e r i o d i c s t a t e E_. w i t h p e r i o d 
t . . I f t . = 1 , t . i s s t i l l c a l l e d t h e p e r i o d , b u t we w i l l r e f e r t o 
: : : 
t h e s t a t e E^ a s n o n p e r i o d i c o r a p e r i o d i c . The p e r i o d c l e a r l y c o n ­
v e y s t h e i d e a t h a t s t a t e E_. i s a c c e s s i b l e f o r r e t u r n o n l y i n n u m b e r s 
o f s t e p s w h i c h a r e i n t e g r a l m u l t i p l e s o f t h e p e r i o d . N o t e t h a t some 
s t e p s i n w h i c h E.. i s i n a c c e s s i b l e may p o s s i b l y b e l i s t e d w i t h t h o s e 
s t e p s i n w h i c h E^ i s a c c e s s i b l e , f o r e x a m p l e n = 1 • t_. = 3 a b o v e . 
22 
We can e q u i v a l e n t l y l e t - t j be t h e g r e a t e s t common d i v i s o r o f a l l 
( n ) 
i n t e g e r s n f o r w h i c h f .•. ' > 0 . To d e d u c e t h i s , l e t t t . = g . c . d . { n > l : 
6
 3 3 1 
f . / n ^ > 0 } , and r e c a l l t h a t t . = g . c . d . { n > l : p . / 1 ^ > 0 } . S i n c e 
33 3 r 3 3 
_ ( n )
 > - ( n ) 
33 33 
{ n > l : f . . ( n ) > 0 } C { n > l : p . . ( n ) > 0 } , 
33 F 3 3 -
and t h u s t . > t . . I f t . = 1 , t h e n t . = 1 and t . = t . = 1 . S u p p o s e . 
3 " 3 3 3 3 3 
( k ) 
t h a t t . > 1 . N o t e t h a t f . . = 0 w h e n e v e r k i s n o t a m u l t i p l e o f t . . 
3 3 1 3 
( r ) 
Now p . . = 0 f o r T = l , . . . , t . - l , S I N C E 
P 3 3 3 
p . . ( r ) = f . . ( r ) + Y f . . ( v ) p . . ( r " v ) f o r r > 1 . 
33 33
 V3-L 33 * 3 3 
S u p p o s e t h a t P j j ^ k _ t j + r ^ = 0 f o r a l l k = Q , . . . , m and a l l r = l , . . . , t _ . - l 
Then 
( ( m + l ) t . + r ) m+1 ( v t . ) ( ( m + l - v ) t . + r ) 
p . . 3 = I f . . • 3 P . - 3 ©< 
3 3
 v ^ 3 3 3 3 
f o r r = l , . . . , t . - l , by the . i n d u c t i o n h y p o t h e s i s . I t f o l l o w s t h a t 
( k ) 
pJ3 = 0 when k i s n o t a m u l t i p l e o f t . . , and t h u s 
{ n > l : P j j ( n ) > ©} C { i n t . : m = l , 2 , . . . } . 
Hence t . > t . . I n v i e w o f t h e i n e q u a l i t y t . < t . o b t a i n e d e a r l i e r , i t 
3 3 J 1 3 
23 
f o l l o w s t h a t t j = t j . (The c a s e o f i n f i n i t e p e r i o d s , n o t t r e a t e d a b o v e , 
f o l l o w s i m m e d i a t e l y f r o m Theorem 8 . ) 
D e f i n i t i o n 1 2 . A s t a t e w h i c h i s p o s i t i v e and a p e r i o d i c w i l l b e 
c a l l e d e r g o d i e . 
The f o l l o w i n g t h e o r e m s p r e s e n t some f u n d a m e n t a l p r o p e r t i e s o f 
p e r i o d i c s t a t e s . 
Theorem 9 . A l l o f t h e s t a t e s i n o n e c l a s s h a v e t h e same p e r i o d . 
P r o o f . L e t E . and E . b e l o n g t o t h e same c l a s s , w i t h p . . ^ n ^ > 0 
and p . / m ^ > 0 . By ( i i i ) o f Theorem 2 , E . z E . , E . * E . , s o t . 'and t , are 
( v ) 1 f i n i t e . I f p . . > 0 f o r some v > 0, . t h e n 
^ (m+v+n) (m) ( v ) ( n ) 
p . . > p . . p . . p . . > 0 
: i n r i : 
and p . . ( 2 v ) > 0 , s o t h a t p . . ( m + 2 v + n ) > 0 . Thus t . k = m + v + n and 
t . L = m + 2 v + n w h e r e K and L a r e i n t e g e r s . Hence t . L = t . K + v 
: : : 
and v •= t j ( L - K ) . Hence t^ i s a d i v i s o r o f v f o r e v e r y v > 0 s u c h t h a t 
( v ) 
p . . > 0 . Thus t . < t . . By symmetry t . < t . , and t h u s t . = t . . 
i i ] i i j • i 3 
To p r o v e t h e n e x t t h e o r e m we s h a l l u s e t h e f o l l o w i n g l emma, a 
p r o o f o f w h i c h i s g i v e n i n A p p e n d i x I I . ( A c t u a l l y , a w e a k e r form o f 
t h e l emma, s u c h a s t h a t i n Kemeny and S n e l l [ 1 ] , w o u l d s u f f i c e b u t t h e 
lemma i s commonly r e f e r r e d t o i n t h e f o l l o w i n g f o r m . ) 
Lemma• I f a , a 2 , . . . , a n _ a r e n d i s t i n c t , p o s i t i v e i n t e g e r s w i t h 
g r e a t e s t common d i v i s o r o n e , t h e n any i n t e g e r N > a 1 a 2 . . . a n c a n b e 
r e p r e s e n t e d i n t h e f o r m 
24 
N = x . a . + x_a_ + . . . + x a 1 1 2 2 n n 
w h e r e t h e x^ a r e p o s i t i v e i n t e g e r s . 
Theorem 1 0 . I f E . i s a r e t u r n s t a t e , p . . : j > 0 f o r a l l 
1 i n ­
s u f f i c i e n t l y l a r g e i n t e g e r s m, t h a t i s f o r a l l m g r e a t e r t h a n a c e r t a i n 
f i x e d i n t e g e r . 
( n ) 
P r o o f . By Theorem 8 , p . . > 0 f o r some n > 1 . L e t n n > 1 
b e t h e s m a l l e s t s u c h n . I f t . < n n , t h e r e e x i s t s an i n t e g e r n^ > n n / \ 1 1 6 2 1 ( n 2 ) 
s u c h t h a t p . . > 0 and n_ i s n o t d i v i s i b l e b y n . , and t h u s t h e 
^ ] ] 2 1 
g r e a t e s t common d i v i s o r r o f n^ and n 2 i s l e s s t h a n o r e q u a l t o n^ - 1 , 
and t.. < r . C o n t i n u i n g i n t h i s m a n n e r , t h e p r o c e s s mus t t e r m i n a t e 
s i n c e t^ > 1 . Thus t h e r e e x i s t s a f i n i t e s e t o f d i s t i n c t p o s i t i v e 
i n t e g e r s n , n _ , n s u c h t h a t t . i s t h e i r g r e a t e s t common d i v i s o r 
(n. ) . \ 
i . . . . . 
and p . . > 0 f o r I = l , 2 , . . . , k . Then t h e s e t o f d i s t i n c t p o s i t i v e 
i n t e g e r s n n / t . , n _ / t . , n , / t . h a s g r e a t e s t common d i v i s o r o n e . By 1 -j 2 • k j , J 
k -
t h e p r e v i o u s lemma any i n t e g e r m > l / t ^ C n ^ n ^ . . . n ^ ) c a n - b e r e p r e s e n t e d 
i n t h e f o r m m = x n n n / t . + . . . + x. n, / t . w h e r e t h e x . a r e p o s i t i v e 1 1 ] k k ] I ^ 
i n t e g e r s . Thus m t . = x . n n + . . . + x, n, , and 
to
 ] 1 1 k k 
( m t . ) ( x ^ j t . . , + x ^ n ^ ) ^ x i n l ^ ^ X k n k ^ 
p . . " I = p . . > p . . . . . p . . > 0 , 
( x . n . ) 
s i n c e p . . > 0 , i = l , 2 , . . . , k \ 
Theorem 1 1 . I f p . / n ^ > 0 and p . > 0 t h e n m + n i s 
( n ' Y 
d i v i s i b l e by t . and t . . I f , i n a d d i t i o n , p . . > 0 t h e n n = n f 
(mod t . ) . ( N o t e t h a t t . = t . b y Theorem 9 . ) 
I I : J 
25 
P r o o f . I t f o l l o w s f rom t h e i n e q u a l i t y 
(m+n) _ v ( n ) (m) ( n ) (m) 
= ) p . p . £ .-P • . p • • > 0 
1 1 - L f i u r u i r l ] r ] l 
u 
t h a t m + n i s d i v i s i b l e by t ^ . S i m i l a r l y , m + n "is d i v i s i b l e b y t . . 
(n* ) 
I f p . . > 0 , t h e n n f + m i s a l s o d i v i s i b l e by t . . Hence k n t . = M + n 
* i ] J I 1 I 
and k^t^ = m + n ' where and k^ a r e p o s i t i v e i n t e g e r s . Thus ( k ^ - k ) • 
t . = n - n ' , and n = n ' (mod t . ) . 
I I 
T h u s , i f i s n o t t h e t y p e o f c l a s s c o n s i s t i n g o f a s i n g l e n o -
r e t u r n s t a t e , t o e v e r y E^ i n t h e r e c o r r e s p o n d s -a u n i q u e l e a s t i n t e g e r 
r . s u c h t h a t p . / n ^ > 0 i m p l i e s t h a t n = r . (mod t . ) . I f i = j , t h e n 
r . = 0 . 
: 
I f p . / n ^ > 0 , and E. i s a r e t u r n s t a t e t h e n 
r i ] l 
( k t . + n ) ( k t . )
 ( . ( k t . ) , . i v i ( n ) I ( n ) „ 
p . . = ) p . p . > p . . p . . > 0 
u J 
f o r a l l s u f f i c i e n t l y l a r g e i n t e g e r s k , by Theorem 1 0 . N o t e t h a t 
k t . + n •= n = r . (mod t . ) . For a l l s u f f i c i e n t l y l a r g e m s u c h t h a t 
1 ] 1 J O 
(m) 
m = r . (mod t . ) we h a v e p . . > 0 . 
A l l s t a t e s E . e C . w i t h t h e same r . = r form a s u b c l a s s C . ( r ) ] 1 ] 1 
o f C . 
1 
Theorem 1 2 . L e t E . b e an e s s e n t i a l s t a t e . Then 
1 
E . e C . ( r ) 3 
1 1 
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i f n = r (mod t ^ ) . l n t e r m s o f t h e random v a r i a b l e s 
P { x k + n e C . ( r ) | x k = E . } = 1 
i f n = r (mod t . ) . 
1 
P r o o f . C. i s an e s s e n t i a l c l a s s by Theorem 5 . I f E . I C / . 
t h e n p . . ^ n ^ = 0 f o r a l l n . Then f o r n f i x e d , 
I
 P i i
( n )
 = 1 • ( 5 ) 
E . e C . J 
3 i 
The p e r i o d t ^ i s f i n i t e s i n c e ~ E ^ , and t h u s E q u a t i o n 5 i s v a l i d 
;dn p a r t i c u l a r f o r n = r (mod t . ) , w h e r e r i s d e f i n e d a b o v e . But i f 
l 
E . i C . ( r ) t h e n p . . = 0 f o r n = r (mod t . ) , and we h a v e E q u a t i o n ] T l . 1 ] l ^L 
M- f o r n = r (mod t . ) . 
1 
T h u s , o n c e we e n t e r an e s s e n t i a l c l a s s C a t s t a t e E . we r e m a i n 
i i ' 
i n f o r e v e r and move i n a c y c l e , 
cAo) + CAD + .. + ci(ti-i) (^(0) . 
Once a g a i n c o n s i d e r i n g t h e p r o b a b i l i t i e s p f u l t i m a t e r e t u r n 
and p a s s a g e , we d e n o t e by f 1?, t h e , p r o b a b i l i t y , s t a r t i n g a t s t a t e E . , 
o f p a s s i n g t h r o u g h s t a t e E.^  a t l e a s t n t i m e s . T h i s p r o b a b i l i t y i s 
g i v e n by 
n _ y _(m) _ n - l _ _ _ n - l 
j k j k kk " ' j k kk ' J
 m :=l J J 
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I n p a r t i c u l a r , i s t h e p r o b a b i l i t y o f r e t u r n i n g t o s t a t e E_.: 
a t l e a s t n t i m e s and i s g i v e n by 
f
n
. =
 f . . f . . * " 1 = ( f . . ) 2 f . . n " 2 = . . . = ( f . . ) n , 
33 33 33 3 1 33 33 
w h e r e p a r e n t h e s e s a r e u s e d t o i n d i c a t e an e x p o n e n t . 
The p r o b a b i l i t y o f r e t u r n i n g t o E.. i n f i n i t e l y o f t e n i s 
F . . = l i m f . . n = l i m ( f , . ) n 
w h i c h , i s z e r o o r one a c c o r d i n g a s f . . < 1 o r f . . = 1 . Thus t h e p r o b -
33 33 
a b i l i t y o f r e t u r n i n g t o E_. i n f i n i t e l y o f t e n i s z e r o i f , E _ . i s t r a n s i e n t 
and i s o n e i f E . i s p e r s i s t e n t . N o t e t h a t 
3 
F . . = l i m f ? . = l i m f . . f . . n X = f . . F . . , ( 6 ) 
w h e r e F „ i s t h e p r o b a b i l i t y , s t a r t i n g a t s t a t e E ^ , o f p a s s i n g t h r o u g h 
s t a t e E_. i n f i n i t e l y o f t e n . Thus F\_. e q u a l s f^ _. o r z e r o a c c o r d i n g a s 
s t a t e E . i s p e r s i s t e n t o r t r a n s i e n t . 
3 - • 
Theorem 1 3 = I f E . i s a p e r s i s t e n t s t a t e and E ; E C , t h e n F. . . . = 1 ; 
= I r : i ' - i ] 
P r o o f . 
P { x = E . f o r a t l e a s t o n e ' n > N; x I E . f o r a l l n > Mix = E . } 
n l n 1 ~\ 1 o I 
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= P{x^T = E . ; x ± E . f o r a l l n > M-x = E . } 
N 1 n 1 i o l 
+ I P { x = E . ; x i E . f o r N < n < m; x , ± E . f o r a l l f u 1 m i ' n T l 9 n T 3 
m-=N+l J 
n > M x = E . } 
,v; o i 
= P { x , T = E . ; x ± E . f o r M < n < N, x ± E . f o r a l l n > N i x = E.'} 
U i n 1 3 9 n 1 3 1 ©
 ; l 
+ I P { x m = E . ; x n f E . f o r N < n < m; x n j= E_. f o r , M < n < N , 
x \ E . f o r a l l .n > NI x • = E . } 
n 1 3 1 © i 
< P{xN = E±; xn =)= E^ f o r M < n < N | X q = : E i } P{xn J E . f o r a l l 
n > N x.T = £.} + J . P{x = E. . ; x I E . f o r N < n < m; 
m=N+l 
< I E . f o r M < n < N i x = E . } P { X I E . f o r a l l n > m i x = E . } 
n 1 j ~ 1 o I n 1 3 1 nr. I u s i n g t h e Markov a s s u m p t i o n . The i n e q u a l i t y a r i s e s from t h e l a t t e r 
t e r m s i n c e i t i s no l o n g e r r e q u i r e d t h a t x^  =J= E^ f o r N + 1 < n < m. 
The l a t t e r p r o b a b i l i t i e s r e d u c e t o 
P{x . T = E. ; x =t E f o r M < n < NIx = E . } ( 1 - f . . ) 
N i ' n 1 3 1 o l 1 3 
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+ y P { x = E . ; x I E . for N < n < m; x I E . for M < n < N i x = E.}»-
( 1 - f . . ) 
= P{x = E . f o r a t l e a s t o n e n > N; x I E . f o r 
n l n 1 3 
M < n < N | x = E . } ( 1 - f . . ) . 
1
 o l 1 3 
L e t t i n g N we h a v e 
P { x = E . f o r i n f i n i t e l y many i n d i c e s n ; x I E . f o r a l l n > M x = E . } 
n i ' n 1 1 0 1 
< P { x = E . f o r i n f i n i t e l y many i n d i c e s n : x k E . f o r a l l 
n 1 n 1 1 
n > Mix = E . } ( 1 - - f . . ) . 
1
 o 1 1 ] 
But E . , E . e C. and h e n c e , by Theorem 7 , f . . > 0 and 1 - f . . < 1 
i l 1 J 1 3 1 3 
Thus A < Aa where 0 < a < .1 . Thus. A = 0 , i . e . , 
P{ x = E . f o r i n f i n i t e l y many i n d i c e s n ; x
 T - E . n 1 9 n 1 3 
f o r a l l , n > M x = E . } = 0 . 
o 1-
S i n c e E^ i s p e r s i s t e n t , 
30 
1 = F . . 
1 1 
= P { x = E . f o r i n f i n i t e l y many i n d i c e s n i x = E . } 
n I 1 o I 
= - P { x n = E^ f o r i n f i n i t e l y many i n d i c e s n ; 
x I E . f o r a l l n z Mix = -E. } 
n 1 3 1 o I 
+ P { x n = f ° r i n f i n i t e l y many i n d i c e s n ; 
x = E . f o r some n > MIx = E . } . 
n j 1 o I 
The f i r s t o f t h e l a s t t w o t e r m s i s z e r o and t h u s t h e l a s t t e r m 
e q u a l s o n e . L e t t i n g M «•
 9 
P { x = E. f o r i n f i n i t e l y many i n d i c e s n : x = E . 
n l 9 n ] 
f o r i n f i n i t e l y many i n d i c e s n | ,x = E^} = 1 . 
But F'^j i s g r e a t e r t h a n o r e q u a l t o t h i s p r o b a b i l i t y . I t f o l l o w s , t h a t 
F . . = 1 . 
I : 
We now a p p l y t h e a b o v e r e s u l t s t o p r o v e t h e i m p o r t a n t 
Theorem 1M-. E i t h e r a l l t h e s t a t e s i n o n e c l a s s a r e p e r s i s t e n t 
o r t h e y a r e a l l t r a n s i e n t . . (Thus we may c l a s s i f y E^ by c l a s s i f y i n g any 
member o f C . . ) 
31 
Proof . . S u p p o s e s t a t e E . i s p e r s i s t e n t , , and l e t E.- b e a n y o t h e r 
s t a t e i n t h e same c l a s s . By Theorem 1 3 , F . . = 1 . Now, F. . = f . . F . . , 
i n i n i : mi 
and t h u s F. . = 1 . Thus f . . = 1 , and s t a t e E., i s p e r s i s t e n t . That i s , 
i f o n e s t a t e i n t h e c l a s s i s p e r s i s t e n t t h e n a l l s t a t e s i n t h e c l a s s 
a r e p e r s i s t e n t . 
A c l a s s may t h e n be c a l l e d p e r s i s t e n t o r t r a n s i e n t a c c o r d i n g a s 
a l l t h e s t a t e s i n i t a r e p e r s i s t e n t o r t r a n s i e n t . As was i n d i c a t e d 
e a r l i e r , t h e c l a s s e s a r e a l s o d e s c r i b e d a s e s s e n t i a l o r i n e s s e n t i a l . 
The r e l a t i o n s h i p b e t w e e n t h e s e c l a s s i f i c a t i o n s w i l l b e p r e s e n t e d i n 
Theorem 16 o f t h e n e x t s e c t i o n 0 
A s y m p t o t i c B e h a v i o r o f t h e T r a n s i t i o n P r o b a b i l i t i e s 
T h i s s e c t i o n b e g i n s w i t h a b a s i c t h e o r e m and a p r o o f o f t h e 
t h e o r e m w h i c h i n v o l v e s u s e o f g e n e r a t i n g f u n c t i o n s . T h i s m e t h o d w i l l 
be u s e f u l a g a i n i n t h i s c h a p t e r . , and a l s o i n t h e f o l l o w i n g c h a p t e r . 
Theorem 1 5 , S t a t e E . i s t r a n s i e n t i f and o n l y i f 
l 
00 ( n ) 
< 00 9 
i n w h i c h c a s e a u t o m a t i c a l l y 
00 ( n ) 
f o r e a c h s t a t e E. 
I 
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State Ej i s pers i s t ent i f and only i f 
(n) _ 
n=l " 
Proof. Consider the sequence a Q , a^, , . . . , where 0 < a^ < 1, 
and l e t 
2 
A(s) = a Q + a^s + a^s + . . . , 
a wel l -def ined function for every value of s for which the
 ; s e r i e s con­
verges . Then A(s) i s ca l l ed the generating function of the sequence 
a Q , a^, a 2 , ..= . Comparison with the geometric s e r i e s shows that A(s) 
converges at l e a s t for - .1 < s < 1 . 
I f a Q + a^ + a 2 + . . . diverges ( to +°° s ince a l l terms are non-
n e g a t i v e ) , then for any p o s i t i v e number M there e x i s t s an integer n^ 
such that a + an + . . . + a > M . Fix nn . Then o 1 • n 1 1 
n ! 
lim (a + a . s • + . . . + a s ) = a + a n + . . . + a 
. - o 1 n n o 1 n n s-KL 1 1 
There e x i s t s a number 5, 0 < 5 < 1 , such that | ( a + . . . + a ) -
n ° n l 
(a + . . . + a s ) |< (a + . . . + a ) - M for 1 - 5 < s < 1. 
o n 1
 1
 o n 1 ( , 
That i s , A(s) > a + a, s + . . . + a s n i > M for 1 '- 5 < s < 1 . 
o 1 n^ 
But M > 0 i s arbi trary, and thus 
33 
lim A(s) = 0 0 
s-KL" 
in t h i s case . 
If a Q + a^ + a^ + ••• converges, then for e > 0 there e x i s t s an 
integer N such that for n > N, 
I a, < -e 
k=n k 
Let 
A ( s ) = a + a , s + . . . + a s n . 
n o 1 • n 
Then for n > N and - 1 < s < 1 , 
A(s) - A (s.) = T a , s < J a, < e 
k=n+l - k=n+l 
The sequence (A n ) converges uniformly to A on [ - 1 , 1 ] . Each 
function A^ i s continuous on [ - 1 , 1 ] . Since the convergence i s .uniform 
on [ - 1 , 1 ] , A i s continuous on [ - 1 , 1 ] . In par t i cu lar , then, 
lim A(s) = A(l ) < «> . 
s + r v . 
Thus, in both case s , 
34 
l i m A ( s ) = A ( l ) . 
s->l~ 
( N o t e t h a t i f A ( l ) < 0 0 , t h e a b o v e r e s u l t i s a s p e c i a l c a s e o f A b e l ' s 
l i m i t t h e o r e m . ) 
We now d e f i n e 
F ( 8 ) = I f ( n ) s n ( 7 ) 
a n d 
' P ( s ) = I p<»> s n , ( 8 ) 
] k
 n=0 : k 
w i t h F . d e f i n e d a t l e a s t o n [ - 1 , 1 ] s i n c e F . ( 1 ) = f . a n d P . d e f i n e d 
a t l e a s t on ( - 1 , 1 ) . 
From t h e b a s i c r e c u r s i o n f o r m u l a ( 2 ) , 
n 
P 
. .
( n )
 = I f . . ( u ) p . . ( n ~ u ) ( 9 ) 
^ u = 0 1 1 " 
f o r n > 1 . M u l t i p l y i n g e a c h s i d e o f ( 9 ) by s , - 1 < s < 1 , a n d summing 
I p . . ( n ) s n = I l f . . ( u ) p . . ( n ' u ) s n . 
n = l 1 J n = l u=0 1 3 " 
T h e n , 
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oo n 
r ( n ) n ( 0 ) _ r r ^ ( u ) ( n - u ) n / p . . s - p . . - ) > r . . p . . s 
n=0 ^ ^ n=0 U=0 ^ " 
= I I ( f . , ( u ) s u ) ( p . H ( n - u ) s n"U) 
n=0 u=0 1 J J 
w h i c h i s the . Cauchy p r o d u c t o f ,F^_.(s) and P „ ( s ) , b o t h o f w h i c h a r e 
a b s o l u t e l y c o n v e r g e n t on ( - 1 , 1 ) . Hence on ( - 1 , 1 ) , 
In p a r t i c u l a r 
P . . ( s ) - p . . ( 0 ) = F . ^ s ) P . . ( s ) . ( 1 0 ) 
P ^ ( s ) - 1 = F _ ( s ) P j j C s ) 
P j j ( s ) = 1 - F ^ s ) 
on ( - 1 , 1 ) . 
U s i n g t h e r e s u l t s m e n t i o n e d f o r t h e f u n c t i o n A, 
00 ^ 
T p. . ( n ) = P. . ( 1 ) = lim P. .(s) 
n=0 " " n 
- l i m ^ 
r . - l - F . . ( s ) 
s-KL. 33 
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1 - f . . 
DD 
T h u s , 
V ( n ) ^ V ( n ) I p . . < oo o r ^ P ^ 
n = l DD n = l DD 
a c c o r d i n g a s f . . < 1 o r f . . = 1 . 
DD DD 
A l s o , 
I
 P . .
( n )
 = P . . U ) - P . . ( 0 ) = lim P..(s) - p . . ( 0 ) 
n=l 1 ] 1 ] 1 3 8*1- 1 3 1 3 
= lim F..(s) P. .(s) 
s-KL 1 ] Z 1 
= f . . p . . ( i ) . 
I : 3D 
T h u s , i f I p ( n ) < - ,
 1 : h e n \ p ( n ) < 
n = l J J n = l J 
( ) . „ v _ ( n ) .
 w f o r e a c h s t a t E # 
I 
Theorem 1 6 . An i n e s s e n t i a l c l a s s i s t r a n s i e n t , b u t an e s s e n t i a l 
c l a s s may b e p e r s i s t e n t o r t r a n s i e n t . 
P r o o f . L e t s t a t e E^ . b e l o n g t o an i n e s s e n t i a l c l a s s . Then s t a t e 
E. i s i n e s s e n t i a l and t h e r e e x i s t s a s t a t e E . s u c h t h a t p . / m ^ > 0 f o r 
some m > 1 and p . / n ^ = 0 f o r a l l n . Then f . . = 0 , and ( b y ( 6 ) ) F . . = 0. 
* D I H I J D I 
Now, f o r a n y f i x e d i n t e g e r m > 1 , 
37 
F . . = 5 p . W F . = V p. ( m ) F . + p . . ( m ) F.. 
1 1 u ru ui r. I U ui r i ] ]i 
u u=n 
y
 P .
 ( M )
 F . < y
 P .
 ( m )
 = i -
 P . .
( n i )
 < i 
r. r i u ui ~ T . iu in 
uf] uf] 
But F.. = 0 or F. . = 1 always, so F. . = 0, f. . < 1, and state E. is ii ii ii ii I 
transient. Thus an inessential class is transient. 
We complete the proof by considering two examples. Consider 
the Markov chain with .states E , E_ , E _ , E„, E
 o 9 .... and transition 
o' 1 -1 2 . -2 
probabilities 
Pi,i+1 = P ' Pi,i-1 = q 
for all i, where 0 < p, q < 1 and p + q = 1. From any state we may 
reach any other state, 
P i ) i + n ( n ) - (P)" > o , 
and 
(n) ,
 Nn p. . = (q) > 0 . 
Fi+n,i V H y 
Thus the set of all states., forms an essential class. To continue the 
analysis, we follow the outline of Rosenblatt [1], page 42. For n 
(n") 
odd. n > 1, p = 0 , since for each step E.. to E. ,. , i > 0 
~ oo . 1 i+l 
(E. to E. ., i < 0 ) , there must be a step E.,_ to E. (E. . to E.) in 
I l-l ~ i+l I I - I i 
38 
o r d e r t o r e t u r n t o E , t h a t i s , an e v e n number o f s t e p s t o r e t u r n t o 
E . For n e v e n , n > 2 , t o g o from E t o E i n n s t e p s we mus t h a v e 
o o o 
t r a n s i t i o n s E . t o E . . n / 2 t i m e s and t r a n s i t i o n s o f t h e f o r m E . t o E . , 
1 l + l I l - l 
n / 2 t i m e s . The number o f d i s t i n c t ways we c a n a r r a n g e t h e n / 2 t r a n s i ­
t i o n s E . t o E .
 n o u t o f t h e t o t a l o f n t r a n s i t i o n s i s g i v e n by 
I l + l ° J 
n 
n / 2 
_ n ( n - 1 ) . . . (n - n / 2 + 1 ) 
( n / 2 ) ! 
and t h e p r o b a b i l i t y o f e a c h o f t h e s e d i s t i n c t ways o f p a s s i n g f rom E 
. yn • ^ n / 2 n / 2
 u 
t o E q i n n s t e p s i s p q . Hence 
( n ) _ 
o o 
n 
n / 2 
n / 2 n / 2 
p q 
f o r n e v e n , n > 2 . T h e n , u s i n g t h e n o t a t i o n o f t h e p r o o f o f Theorem 
1 5 , 
OO 00 
P ( s ) = I p ( n ) s n = I O O n=0 o o n=0 
2n 
n 
n n 2n p q s ( 1 2 ) 
I ( - l ) n p n q n 2 2 n " 1 / 2 
n=0 I n 
2n 
n=0 
t h e b i n o m i a l s e r i e s e x p a n s i o n f o r 
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( 1 - 4pq s 2 ) 1 / 2 
f o r - 1 < s < 1 s i n c e 0 < M-pq < 1 . (We d e f i n e 1 = 1 . ) To v e r i f y t h a t 
( - l ) n 2 2 n - 1 / 2 
I n ) 
( 1 3 ) 
n o t e t h a t f o r n = 0 , 
2 - 1 and < - l ) ° 2 ° - f = .1 , 
and f o r n = 1 , 
= 2 and ( - D 1 2 2 - 1 / 2 1 = 2 
Assume ( 1 3 ) h o l d s f o r n = k . Then 
2 ( k + l ) 
k+1 
( 2 k + 2 ) I _ ( 2 k + 2 ) ( 2 k + l ) ( 2 k ) ! 
( k + 1 ) ! ( k + 1 ) ! ( k + 1 ) 2 k! k! 
_ 4 ( k + l / 2 ) 
k+1 
2 k ) 4 ( k + l / 2 ) ( _ 1 } k 2 2 k I -
k + 1 
f l / 2 l 
I k J 
2 2 ( k + l ) ( _ 1 } k + l G ; k - l / 2 ) ( - l / 2 ) . . . ( 1 / 2 - k ) 
( k + 1 ) k! 
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2 2 ( k + l ) ( ^ j k + l - 1 / 2 
k + l I 9 
and ( 1 3 ) h o l d s f o r n = k + 1 , and t h e i n d u c t i o n i s c o m p l e t e d . F o r t h e 
f i r s t e x a m p l e , l e t 
p = q = 1 / 2 . 
T h e n , u s i n g ( 1 2 ) , 
? p ( n ) = P ( 1 ) = l i m P ( s ) = l i m ( 1 - s 2 ) 1 / 2 L
~
 r o o o o . _ o o __ 
n=0 s-KL s-*l 
w h i c h i s i n f i n i t e . By Theorem 1 5 , E q i s a p e r s i s t e n t s t a t e . ; H e n c e , 
we h a v e an e s s e n t i a l c l a s s w h i c h i s p e r s i s t e n t . For t h e s e c o n d 
e x a m p l e , l e t 
p = 2 / 3 , q = 1 / 3 . 
T h e n , u s i n g ( 1 2 ) a g a i n , 
V ( n ) ,., 8 2 , 1 / 2 I P o o = ( 1 - 9 s > 
n=0 s + l 
w h i c h i s f i n i t e . Thus E i s a t r a n s i e n t s t a t e . Hence we h a v e i n t h i s 
o 
c a s e an e s s e n t i a l c l a s s w h i c h i s t r a n s i e n t . 
4 1 
Even t h o u g h f . . < 1 f o r e v e r y s t a t e i n a t r a n s i e n t c l a s s C , 
1 1 l 
i t i s s t i l l p o s s i b l e t h a t f . . = 1 f o r some s t a t e E . i n C . For e x a m p l e , 
r
 i : D i r 
c o n s i d e r t h e Markov c h a i n w i t h s t a t e s E , E. , E „ , and t r a n s i t i o n 
o 1 2 
p r o b a b i l i t i e s 
P 0 2 = 1 : ' P l l = 1 ' P 2 3 = P 2 0 = P 2 1 = 1 / 3 ' 
and 
for i > 3 . Then 
b u t 
P Q 1 ( 2 ) = 1 / 3 > 0 
_ ( n ) _
 n 
P 1 0 " ° 
f o r a l l n . Thus E i s i n e s s e n t i a l , and h e n c e t r a n s i e n t by Theorem 16 
o J-
From any s t a t e e x c e p t E^ we may r e a c h any o t h e r s t a t e , s o t h a t t h e 
s e t o f a l l s t a t e s e x c e p t E f o r m s a t r a n s i e n t c l a s s , and 
= = y f ( n ) = f ( 1 ) = i . 
02 ^ 02 02 
n = l 
The p r o o f o f t h e f o l l o w i n g t h e o r e m f o l l o w s Lo£ve [ 1 ] , w i t h 
numerous d e t a i l s i n s e r t e d . 
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Theorem 1 7 . A n e c e s s a r y and s u f f i c i e n t c o n d i t i o n f o r s t a t e E_. 
t o be n u l l i s t h a t 
l i m p . . ( n ) = 0 . 
n-**> J J 
I f E_. i s a p o s i t i v e s t a t e , t h e n 
( n t . ) 
p . . • -* t . / u . . > 0 
11 1 11 
a s n °° , and 
P . .
( n )
 = 0 
11 
f o r n | 0 (mod t ^ ) . 
( n ) 
P r o o f . By d e f i n i t i o n o f t h e p e r i o d t • , p . . = 0 f o r a l l n i 0 
I l l T 
(mod t . ) , and i f and o n l y i f E . i s n u l l we h a v e y . . = 0 0 , and h e n c e 
1 J 1 11 
t j / l J j j = 0 , s o i t i s - o n l y n e c e s s a r y t o p r o v e t h a t 
( n t . ) 
p . . -1 •> t . / y . . 
11 1 11 
a s n o ° . (The c a s e t^ = m i s t r i v i a l . ) We w i l l b r e a k t h e p r o o f i n t o 
f o u r p a r t s . 
( i ) C o n s i d e r j u s t t h e c a s e t . = 1 . L e t 
•• 1 
( n ) 
a = l i m s u p p . . , 
n 
and n o t e t h a t 0 < a < 1 . T h e r e e x i s t s a s u b s e q u e n c e (n_^) s u c h t h a t 
( n . ) 
1 
p . . a . 
11 
S u p p o s e now t h a t p i s an i n t e g e r s u c h t h a t f^^ P ^ > 0 . C o r r e s p o n d i n 
t o e > 0 t h e r e i s an i n t e g e r N > p f o r w h i c h 
s i n c e 
I f . . ( m ) < e , 
m=N+l : : 
? f . . ( m ) = f . . < 
m=l " 11 ~ 
I f n . > N, l 
( n . ) n i ,
 N ( n . - m ) , , ( n . - p ) , N ( n . - m ) (m) l ( p ) l v
 v (m) l p . . = ) f . . p . . < f . . F p . . + ) / f . . p . . + e 
1<N 
M T P 
ro^ ii ii ii ii m<;^ ii ii 
By t h e d e f i n i t i o n o f a a s an u p p e r l i m i t , t h e r e e x i s t s an i n t e g e r 
K > 1 s u c h t h a t 
p . . < a + e f o r a l l k > K 
11 
I f n . > K + N, t h e n 
1 ~ 
( n i - m ) 
p . . < a + £ f o r m = 1 j . . . , N 
3 3 
By t h e d e f i n i t i o n o f t h e s u b s e q u e n c e ( n ^ ) , t h e r e e x i s t s an i n d e x i 
s u c h t h a t 
p . . > a - £ f o r a l l 1 > 1 
3 3 " o 
I t f o l l o w s t h a t t h e r e i s an i n d e x i . > i s u c h t h a t 
i o 
( n . ) ( n . - m ) „ 
p . . 1 > a - £ and p . . 1 < a + £ f o r m = 1 , . . . , N 
P 3 3 3 3 
i f i > 
I f i > i ^ , t h e n 
( n . ) , >. ( n . - p ) , , 
a - . e < p . . 1 < f . . ( p ) p . . 1 + I (a+ e ) f , . ( m ) + e , 
" " " l<m<N " 
m 
and h e n c e 
, , ( n . - p ) . . 
a - £ < f . / p ; p . . 1 + ( 1 - f . / p ; ) ( a + £ ) + £ . 
3 3 3 3 3 3 
I t f o l l o w s t h a t 
3£ ( n i " p ) 
6 Z
 • . . < a + £ ( i > i j , N + a + £ < p . . 
f ( P ) 3 3 
3 3 
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Thus 
f . . 
3e " ( n i " p ) ( n l " p ) 
+ a + e < l i m i n f p . . < l i m s u p p . . < a + e 
n 33
 u 3J ( P ) 
S i n c e t h i s a s s e r t i o n i s t r u e f o r e v e r y e > 0 , i t f o l l o w s t h a t 
( n . - p ) 
l i m p . . = a 
The same a r g u m e n t a p p l i e s t o show t h a t 
l i m p . . 
( n . - 2 p ) 
= l i m p . . 
( n i - p - p ) 
= -a 
a n d , i n g e n e r a l , t h a t 
( n . - k p ) 
l i m p . . = a ( 1 4 ) 
f o r e a c h f i x e d p o s i t i v e i n t e g e r k , a s s u m i n g t h a t f_ . / P ^ > 0 . 
( i i ) Assume now t h a t > °* T h e n , b y ( 1 4 ) , f o r e a c h f i x e d 
k > 1 
( n r k ) 
p . . -> a a s i -* 0 0 . 
3 3 
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I f t h e s t a t e E . i s t r a n s i e n t , t h e n E . i s n u l l . By Theorem 1 5 , 
1 1 
I Pjj 
n=l J J 
( n )
 < 
< 00 
( n ) 
and t h u s p . . •> 0 a s n •> 0 0 . C o n s i d e r now t h e c a s e when E . i s p e r ­
il: 1 
s i s t e n t . 
L e t 
u = I f . . ( m ) 
n
 m=n+l " 
N o t e t h a t u = f . . = 1 ( s i n c e E . i s p e r s i s t e n t ) , and 0 < u < 1 f o r a l l 
o 11 1 . " n 
n . U s i n g ( 3 ) , i t f o l l o w s t h a t 
U . . = I m f . . ( m ) = I m ( u . - u ) . 
T h e r e a r e now two p o s s i b i l i t i e s . I f p . . < °° , t h e n 
11 
n u = n ) f . . < ) m f . . 
n
 , 11 , 1 1 m=n+l J J m=n+l J J 
and h e n c e n u •> 0 a s n •> 0 0 . Thus 
n 
oo n 
T m(u
 n - u ) = lim y m(u , - u ) L^ m-1 m L., m-1 m 
m=l n-*>° m=l 
= lim(u + u n + . . . + u , - n u ) = Y u o 1 n-1 n L n m n-*>° m=0 
47 
I f y . . = 0 0 , t h e p a r t i a l sums 
11 
n 
) m ( u
 n - u ) = u + . . . + U n - n u 
m - 1 m o n - l n 
m=l 
a r e u n b o u n d e d a b o v e , a n d c o n s e q u e n t l y £ u = 0 0 . T h u s , i n e a c h c a s e , 
m=0 m 
y , , = I u . ( 1 5 ) 11 m J J
 m=0 
U s i n g t h e b a s i c r e c u r s i o n f o r m u l a ( 1 ) , 
( n ) _ v -F ( m ) ( n - m ) _ R . . ( n - m ) 
= ) f . „ p . . = > ( u . - u ) p . . 
11 n HH 11 m _ 1 m 33 J J
 m = l J J J J m=l J J 
T h u s 
R ( n - m ) _ ( n ) R ( n - m ) ( n ) ) u p . . - u p . . + ) u . p . . - p . . 
n m 11 ° 11 1 m ~ 1 11 11 m=0 J J ' J J m=l J J 
1 U I P • • 
m - 1 ^ i i 
m=l 
( n - m ) 
V ( n - l - m ) 
L u P • • 
r, m ^ i i 
m=0 J J 
T - P _ i V ( n - m ) ( 0 ) 
I f n = 1 , ) u p . . = u p . . = 1 
^ m
 r i i o ii 
m = 0 J J J J 
48 
n ( n - m ) 
I f y u p . . = 1 f o r some n > 1 , t h e n 
m=0 m " 
V ( n + l - m ) r ( n - m ) 
) u p . . = ) u p . . = 1 
N
 M
 1 1
 N
 M
 1 1 m=0 J J m=0 J J 
I t f o l l o w s t h a t 
I u p . . ( n m ) = 1 f o r a l l n > 1 . ( 1 6 ) 
m=0
 m
 V, 
I f n . > n , t h e n l 5 
n ( n . - m ) n i ( n . - m ) 
Y u p . . < Y u p . . = 1 
B u t 
( n ^ m ) 
p . . •> a 
F i : 
f o r e a c h f i x e d m > 0 a s i 0 0 . T h u s , f o r e a c h f i r s t n > 1 , 
n ( n . - m ) n 
7 u p. . a Y u < 1 a s i - > 
m=0 • m-0 
I f y . . = y u = 0 0 , t h e n a = 0 . I f y . . < 0 0 , t h e n a y . . < 1 
I n e a c h c a s e , t h e n , 
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1 
( i n t e r p r e t i n g 1/y^^ = 0 i f y_._. = 0 0 ) . 
I f 
= l i m i n f p . . , 
a s i m i l a r a n a l y s i s s h o w s t h a t i f ( n j ) i s a s u b s e q u e n c e s u c h t h a t 
( n l ) 
P j j + 3 , 
<P) > a n d i f f . . V F /  0 , t h e n 
33 
( n U k p ) 
p . . -* 
33 
f o r e a c h f i x e d k > 0 a n d i 0 0 . We a s s u m e t h a t f . > 0 a s b e f o r e , 
33 
a n d c h o o s e p = 1 . I f y . . = 0 0 , t h e n a = 0 . I n t h i s c a s e 3 = 0 a l s o , 
33 
a = £ 
S u p p o s e now t h a t y . . < » . , C o n s i d e r a f i x e d n > 1 a n d n . > n 
33 l 
U s i n g ( 1 6 ) , i t f o l l o w s t h a t 
a < 
"
 W33 
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I ( n -m) n ( n . - m ) 1 , ' . 
r n r 1 r ( .n . -m; 1 = )• u p . . = ) u p . . + ) u p . . i 
^ m 11 ft m 11 m r ] i 
m=0 J J m=0 J J m=n+l J J 
i 
n ( n . -m) 0 0 
< y u p . . + Y-, u 
m=0 J J m=n+l 
L e t t i n g i 0 0 , i t f o l l o w s t h a t 
n 0 0 
1 < Y u 3 + J u . L
 m L , . m 
m=n+l 
m=0 
T h i s i n e q u a l i t y h o l d s f o r e a c h n > 1 . S i n c e < 0 0
 9 t h e s e r i e s J 
c o n v e r g e s and 
s o t h a t 
Thus 
1 <- 6 , 
- — < 8 < a < , 
u . . - u . . 
11 11 
w h i c h i m p l i e s t h a t 
a = p =
 — 
33 
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Thus l i m p . . e x i s t s , and 
( n ) 1 
l i m p . . 
( i i i ) Now t h e a s s u m p t i o n t h a t f j / 1 ^ > 0 must b e r e m o v e d . We 
a r e c o n s i d e r i n g t h e c a s e t. . = 1 . As i n t h e p r o o f o f Theorem 1 0 , u s i n g 
t h e d e f i n i t i o n o f p e r i o d i n t h e v e r s i o n p r e c e d i n g D e f i n i t i o n 1 2 , t h e r e 
e x i s t s a f i n i t e s e t o f d i s t i n c t p o s i t i v e i n t e g e r s k , . . . , k w i t h 
( k . ) 1 r 
g r e a t e s t common d i v i s o r 1 , s u c h t h a t f^ _. > 0 f o r i = 1 , r . 
U s i n g ( 1 4 ) , f o r f i x e d p o s i t i v e i n t e g e r s o ^ , a r , 
J 
( n i - a 1 k 1 ) 
p . . -> a 
( n
. i - a i k l - a 2 k 2 ) p . . " v a , 
a n d , i n g e n e r a l , 
r 
( n . - I a . k . ) 
I I I i = l p . . a 
By t h e n u m b e r - t h e o r e t i c lemma p r e c e d i n g Theorem 10. , a n y i n t e g e r 
s > k n . . . k = s c a n b e w r i t t e n i n t h e form 1 r o 
r 
s = a . k . , 
. i i i = l 
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where t h e c o e f f i c i e n t s a r e p o s i t i v e i n t e g e r s . T h u s , f o r e a c h s > s , 
( n . - s ) 
p . . -*• a a s i 0 0 . 
3D 
F i x n > 1 , and l e t i b e s u f f i c i e n t l y l a r g e t h a t n . > n + s + 1 , and 
o 
c o n s i d e r n^ w i t h i > i Q . U s i n g ( 1 6 ) o n c e a g a i n , 
n ( n . - s - 1 - m ) l o ( n . - s - 1 - m ) 
) n p . . < ) u p . . = 1 . 
^
 m
 33 ft m 33 m=0 J J m = 0 J J 
N o t e t h a t S Q + 1 + m > S q i f 0 < m < -n . H e n c e , t a k i n g t h e l i m i t a s 
i 0 0 , 
n 
T u a < 1 . 
ft m m=0 
A r g u i n g a s i n ( i i ) , i t f o l l o w s t h a t 
S i m i l a r l y , 
Thus 
53 
R - T ( n ) 1 a = P = l i m p . . = , 
11 y • • 
n-*» J J 21 
a s i n ( i i ) . 
( i v ) I t r e m a i n s t o c o n s i d e r t h e c a s e > 1 , t h e . p e r i o d i c c a s e . 
S u p p o s e t h a t E.. i s p e r s i s t e n t . The t r a n s i e n t c a s e was d i s c u s s e d i n 
( i i ) , and t h u s , by Theorem 1 6 , i t may b e s u p p o s e d t h a t E.. i s i n an 
e s s e n t i a l c l a s s . By Theorem 1 2 , t r a n s i t i o n s a r e i n a c y c l e , 
C j ( 0 ) + C . ( l ) + . . . + C j ( t . - 1 ) + Cj(O-) . 
Now d e f i n e a new Markov c h a i n by l e t t i n g o n e s t e p c o r r e s p o n d t o 
t j s t e p s i n t h e o r i g i n a l c h a i n , t h a t i s , 
Then 
P j j " P j j 
0 0
 i c \ 0 3 ( n t . ) 0 0 , v 
y f . . ( n ) = y f . . 3 = y f . . ( n ) = f . . = i . 
n = l "
 n = ! 3 3 n = ! 3 3 3 3 
f k ) ' ( ) ( n t . ) 
S i n c e f . . ; = 0 f o r k 4 n t . , and i f p . . > 0 t h e n p . . : > 0 , and 
mi T : 11 11 
t h u s s t a t e E^ i n t h e new c h a i n i s p e r s i s t e n t and h a s p e r i o d o n e . By 
t h e p r e v i o u s p a r t s o f t h i s p r o o f , ( n ) 
54 
a s n 0 0 . But 
0 0 0 0 0 0 (n +• ^ 
„'.. = I n f ' . . < n > = I „ f . . ( * i » = I I ( n t . ) f . . < n V 
3 3
 n = l 3 3 n = l 3 3 * j n = l 3 3 3 
1 
1 
( n ) 
s i n c e f . . = 0 f o r a l l o t h e r i n t e g e r s n . Thus 
11 & 
( n t . ) , , v . t . 
I ( n ) 1 l 
a s n 0 0 . 
Theorem 1 8 . F o r e v e r y s t a t e E^: 
( i ) i f s t a t e E, i s n u l l , 
k 
( n ) p .. 0 
a s n 0 0 , 
( i i ) i f s t a t e E^ i s p o s i t i v e , 
( n V r )
 f . , * K 
3 k 3 k
 \ k 
a s n 
( i i i ) and w h a t e v e r be s t a t e E, , 
k 
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n
 m=l ] k "kk 
a s n 0 0 , where 
0 0
 (mt. + r ) 
V r ) = X f i k 
] k
 m=0 ] k 
r = 1, 2, . . . , t . H e r e , f . , ( r ) i s t h e p r o b a b i l i t y o f p a s s a g e from 
K 3 K 
E . t o E, i n n = r (mod t , ) s t e p s , and 
] K K 
( N o t e t h a t i f t , = 1, i n w h i c h c a s e s t a t e E, i s a p e r i o d i c , t h e n r = 1, 
K K 
f j k ( l ) = f and 
, ( n ) _ £ A K 
] k
 "kk 
a s n •> 0 0 . ) 
P r o o f . ( i ) I f s t a t e E_k ? i s n u l l , . t h e n by Theorem 17, P k k ^ 0 
a s n -> 0 0 . From t h e b a s i c r e c u r r e n c e r e l a t i o n (2), 
^ ( n ) _ ? -P ( u ) ( n - u ) 
P J K " ^ F J K P K K J
 u = l 
_ V -P ^ ( n - u ) . v 4= ^ u -) ( n - u ) 
" \ F J K P K K + * , / J K P K K 
u = l u = n ' + l J 
< L ± A ] , P k k + Z f n- k 
u = l ] k k k u = n f + l ] k 
f o r n 1 < n . Thus , 
00 
-i . ( n ) ^ r _ ( u ) l i m s u p p. , < I f 
j k " i n J k J
 u = n ' + l J 
f o r e v e r y n 1 . S i n c e 
u = l ] k 
i t f o l l o w s t h a t 
( n ) 
l i m s u p P j ^ = 0 
Hence 
l i m p < n ) = 0 i k 
n-*» J 
( i i ) I f s t a t e i s p o s i t i v e , t h e n 
P k k * T — > 0 > 
k k y k k 
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and 
57 
( n t k + r ) 
P k k = 0 
f o r 1 < r < t , , by T h e o r e m 1 7 . A g a i n u s i n g r e l a t i o n ( 2 ) , 
n t , + r , , 
k ( n t v + r - u ) 
_ _ ( n t , + r ) r . ( i i ) ^ v l l L k 
° "
 P j k K " I f j k P k k 
u = l J 
( n t , + r ) n ( u t , + r ) ( ( n - u ) t , ) 
- r >
 k
 V 4= k k 
(m ) 
s i n c e a l l o t h e r p = 0 . H e n c e , f o r n ' < n , 
KK 
( n t + r ) n 1 ( u t , + r ) ( ( n - u ) t , ) 
0 < p . k - J f k p k 
"
 p j k f:0 r j k p kk 
n ( u t , + r ) ( ( n - u ) t , ) 
_
 f j . n jk ^kk u = n ' + l J 
< i f < U V * > 
u = n ' + l 
H e n c e , 
n ' ( u t , + r ) ( ( n - u ) t , ) ( n t , + r ) n ' ( u t , + r ) ( ( n - u ) t , ) Y -F K k k r k k 
* n
 f j k p kk - p j k 1 ^n V p kk 
u=0 J J u=0 J 
n ( u t , + r ) 
+ I k Jk 
u = n ' + l 
58 
L e t t i n g n -»- °°, w i t h n f f i x e d . 
n f ( u t ^ + r ) ( n t ^ + r ) ( n t ^ + r ) 
T f., < l i m i h f p . . < l i m s u p p . . 
u=0 ^ \ k ] k * 
» (ut,+r) t, n' (ut,+r) t, » 
u=0 ] k y k k u=0 ] k y k k u = n ' + l ] k 
(ut_k+r) 
f o r e v e r y n f . Thus 
t k oo ( u t k + r ) ( n t k + r ) ( n t k + r ) 
y f., < l i m i n f p . , < l i m s u p p . , 
kk u=0 
t k °° ( u " t k + r ) 
' ^kk u=0 f j k 
Thus 
a s n •+ 0 0 , n o t i n g t h e d e f i n i t i o n o f f _ . k ( r ) . 
( i i i ) The f i n a l p a r t o f t h e t h e o r e m i s t r i v i a l i f t k i s i n f i n i t e , 
s i n c e p . . ^ = 0 f o r a l l rn > 1 i m p l i e s , u s i n g ( 2 ) , t h a t p . ^ = f . , ^ . 
kk ~3 K ~J K 
Hence 
I
 P
 ( m )
 = 1 f <»> < f
 s 1 
m=l ] k m=l ] k ] k 
59 
f o r a l l n . T h u s , 
n 
P - 0 
1 ? (m) 
n I. P j k 
m=l J 
a s n -> 0 0 , and 
^ = 0 
"kk 
since y k k = 0 0 . 
I f i s f i n i t e , l e t n = ( N + D t ^ , s o t h a t n •> » i f and o n l y i f 
N ->• °o . Then 
(mt + r ) 
n n , . . N k ( m t , + r ) n k N p . . 
1 . y (m) _ 1 y y k _ _ 1 _ y . y . 
n A n
 P j k ~ ( N + l ) + L n 1 _ P j k " t , Z , Z n N + 1 ; ' 
m=l J k m = 0 r = l J k r = l m = 0 
and we know t h a t 
( m t k + r ) " t k 
p i k * f i k ( r ) 
: k y k k : k 
a s m •> 0 0 , f o r e a c h r = 1 , t ^ , by p a r t s ( i ) and ( i i ) . 
By a s t a n d a r d t h e o r e m c o n c e r n i n g C e s a r o s u m m a b i l i t y ( f o r e x a m p l e , 
A p o s t o l [ 1 ] , Theorem 1 2 - 4 8 ) , 
( m t , + r ) 
V ] k k _
 t N ) — >• • f . ( r ) 
m = 0 kk J 
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a s N 0 0 . T h u s , 
n 
m=l 
(m) _ 
t , A 
k t , 
r = l y k k 
f . v ( r ) = ^ 
] k
 \ k 
Theorem 1 9 . E i t h e r a l l s t a t e s i n one c l a s s a r e p o s i t i v e o r t h e y 
a r e a l l n u l l . 
P r o o f . I f t h e c l a s s i s t r a n s i e n t , a l l s t a t e s i n t h e c l a s s a r e 
a u t o m a t i c a l l y n u l l . 
I f t h e c l a s s i s p e r s i s t e n t , l e t E^ and be t w o s t a t e s i n t h e 
C L A S S . F O R S O M E N , M , p . . ^ n ^ > 0 , p . . ^ m ^ > 0 , and 
( n + m + u t . ) ^
 ( n ) ( u t . ) ( m ) 
P i i " P i j P j j P j i 
By Theorem 1 1 , n + m i s d i v i s i b l e by t ^ ( = t j ) , and by Theorem 1 7 , i f 
E_. i s p o s i t i v e t h e n 
( u t ) t 
p . . J + - 3 — > 0 
3 3 Y • • 
3 3 
a s u •+ °° . T h u s , 
But 
( n + m + u t . ) ( u t . ) , , 
l i m p . . : > l i m p . . ( n ) p . . : p . . ( m ) > 0 . 
I I ~ 1 3 3 3 3 1 
( n + m + u t . ) ( k t . ) ( k t L ) t i 
l i m p . . J = l i m p . . ^ = l i m p . . 1 = —— , 
* I I 1 1 1 1 ^ 1 1 Y • . 
U - X X 3 k-x» k-*°° 1 1 
6 1 
and t h u s 
t . 
1 
y i i 
> 0 
and s t a t e i s p o s i t i v e . 
By Theorem 1 9 , we may f u r t h e r d e n o t e a c l a s s a s p o s i t i v e o r n u l l 
a c c o r d i n g a s a l l s t a t e s i n t h e c l a s s a r e p o s i t i v e o r n u l l . From p r e v i o u s 
r e s u l t s ( r e c a l l Theorem 1 6 ) , we h a v e t h e f o l l o w i n g r e l a t i o n s h i p s : 
I n e s s e n t i a l c l a s s e s a r e t r a n s i e n t , and t r a n s i e n t c l a s s e s a r e n u l l . 
P o s i t i v e c l a s s e s a r e p e r s i s t e n t , and p e r s i s t e n t c l a s s e s a r e e s s e n t i a l . 
A c t u a l l y , t h e r e a r e f o u r d i s t i n c t t y p e s o f c l a s s e s , n a m e l y i n e s s e n t i a l , 
e s s e n t i a l - t r a n s i e n t , p e r s i s t e n t - n u l l , and p o s i t i v e . 
S i n c e an i r r e d u c i b l e Markov c h a i n i s a s i n g l e c l a s s , b y Theorem 
6 , t h e s t a t e s a r e a l l t r a n s i e n t , a l l p e r s i s t e n t n u l l , o r a l l p o s i t i v e . 
I n e v e r y c a s e , b y Theorem 9 , a l l s t a t e s h a v e t h e same p e r i o d , and e v e r y 
s t a t e c a n b e r e a c h e d from e v e r y o t h e r s t a t e . 
F u r t h e r , i n any Markov c h a i n , n o t n e c e s s a r i l y i r r e d u c i b l e , i f E_. 
i s a p e r s i s t e n t s t a t e and s t a t e E, i s a c o n s e q u e n t o f E . , t h e n E, b e l o n g s 
K ~2 K 
t o t h e same c l a s s a s E_. s i n c e we c a n n o t l e a v e an e s s e n t i a l c l a s s ( n o t i n g 
Theorem 1 6 ) , and s o E, i s p e r s i s t e n t . A l s o , E . and E, are. b o t h n u l l o r 
K ] K 
b o t h p o s i t i v e and h a v e t h e same p e r i o d . 
The s e t o f a l l n o r e t u r n s t a t e s f o r m s i n d i v i d u a l c l a s s e s s i n c e 
t h e s e s t a t e s a r e n o n c o m m u n i c a t i n g , and t h e s e t o f a l l r e t u r n s t a t e s 
f o r m s i n d i v i d u a l c l a s s e s by t h e r e m a r k s p r e c e d i n g D e f i n i t i o n 4 . I t 
f o l l o w s t h a t i n e v e r y Markov c h a i n t h e p e r s i s t e n t s t a t e s c a n b e d i v i d e d 
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i n a u n i q u e manner i n t o c l o s e d c l a s s e s C , C^, . . . , s u c h t h a t f rom 
any s t a t e o f a g i v e n c l a s s a l l s t a t e s o f t h a t c l a s s , and n o o t h e r 
s t a t e s , c a n be r e a c h e d . Each s u c h C f o r m s an i r r e d u c i b l e Markov 
' u 
c h a i n by t h e r e m a r k s p r e c e d i n g Theorem 6 . We may a l s o h a v e c l a s s e s 
T , T o 5 w h i c h a r e n o t c l o s e d , c o n t a i n i n g i n e s s e n t i a l s t a t e s f rom 
w h i c h s t a t e s o f c a n be r e a c h e d . Any r e m a i n i n g s t a t e s ( o r p o s s i b l y 
t h e e n t i r e c h a i n , a s i n t h e s e c o n d e x a m p l e i n t h e p r o o f o f Theorem 
i i 
1 6 ) c a n b e u n i q u e l y d i v i d e d i n t o c l o s e d c l a s s e s C^, C^, o f 
t r a n s i e n t , e s s e n t i a l s t a t e s , w i t h t h e r e m a r k s a b o v e c o n c e r n i n g a l s o 
t t 
h o l d i n g f o r C^. Each c l a s s ( a n d C^) may b e g e n e r a t e d a s t h e . c l o s u r e 
o f any o n e o f i t s s t a t e s . 
I f t h e s t a t e s o f a c l o s e d c l a s s h a v e p e r i o d t > 1 , t h e c l a s s 
s p l i t s i n t o t c y c l i c s u b c l a s s e s , C ( l ) , C ( 2 ) , C ( t ) , s u c h t h a t 
p a s s a g e f rom a s t a t e i n C ( r ) t o a s t a t e i n C(r+1)» w h e r e C ( t + 1 ) = C ( l ) , 
o c c u r s w i t h p r o b a b i l i t y o n e , by Theorem 1 2 . The s t a t e s o f C ( r ) form 
an i r r e d u c i b l e Markov c h a i n ( r e c a l l t h e l a s t p a r t o f t h e p r o o f o f 
Theorem 1 7 ) w h o s e t r a n s i t i o n m a t r i x i s o b t a i n e d f rom 
by d e l e t i n g a l l t h o s e e l e m e n t s p ^ ^ " ^ f o r w h i c h s t a t e s E_. o r E^ do n o t 
b e l o n g t o C ( r ) . 
t 
The f o l l o w i n g t h e o r e m a p p l i e s t o t h e e q u i v a l e n c e c l a s s e s 
a b o v e , and t o t h o s e e q u i v a l e n c e c l a s s e s . w h i c h a r e n u l l . 
Theorem 2 0 . An e s s e n t i a l n u l l e q u i v a l e n c e c l a s s C i s e i t h e r 
empty o r i n f i n i t e . 
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P r o o f . S u p p o s e C i s n o n - e m p t y . Then by Theorem 1 8 , 
p . , + 0 
a s n -> °° , f o r e v e r y s t a t e E^eC. But C i s c l o s e d and t h u s 
K 
f o r E . e C and f o r n > 0 . Thus C i s an i n f i n i t e s e t . 
: 
N o t e t h a t i n a f i n i t e M a r k o v : c h a i n t h e r e c a n be n o e s s e n t i a l 
n u l l s t a t e s , and t h u s t h e o n l y p o s s i b l e s t a t e s a r e i n e s s e n t i a l and 
p o s i t i v e . By Theorem 1 8 , . 
p . . < n > . 0 
I D 
a s n 0 0 , i f s t a t i e E . i s v i n e s s e n t i a l , f o r e a c h s t a t e E . , b u t 
_l . •» •  l ' 
) p . . = 1 
f o r e a c h n . Thus a t l e a s t o n e s t a t e i n a f i n i t e Markov c h a i n , must b e 
p o s i t i v e . 
A b s o l u t e P r o b a b i l i t i e s and I n i t i a l D i s t r i b u t i o n s 
Now c o n s i d e r t h e a b s o l u t e p r o b a b i l i t y o f random v a r i a b l e 
h a v i n g t h e v a l u e E_., t h a t i s , o f b e i n g i n s t a t e E^ on t h e n t h s t e p . 
L e t 
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a . = P{x = E . } , 
w h e r e a . > 0 , f o r e a c h s t a t e E . , a n d 
3 : 
I a . = 1 . 
R e c a l l f r o m t h e f i r s t s e c t i o n o f t h i s c h a p t e r t h a t 
'{x = E . , x = E . , x = E . } = a . p p . 
° 3 1 n 3 3 3 • H i 3 ^ 3 J o J l J n J o J o J l J n - l J n 
The p r o b a b i l i t y o f f i n d i n g t h e s y s t e m i n s t a t e E^ on t h e n t h 
s t e p i s g i v e n by 
( n ) _ r
 n ( n ) 
3 
w h e r e a ^ ^ ° ^ = a ^ . We c a l l t h e i n i t i a l d i s t r i b u t i o n { a j } s t a t i o n a r y i f . 
t h e e q u a t i o n s 
a . = Y a . p . . 
3 ? 1 ! 3 
a r e s a t i s f i e d . I n t h i s c a s e , a ^ 1 ^ = a ^ , a n d i f a ^ n ^ = a k t h e n 
( n + 1 ) r ( n ) V 
a k = I a j p j k = I a j p j k = a k ' 
T h u s b y i n d u c t i o n , a ^ n ^ = a k f ° r e a c h s t a t e E^ a n d e a c h n > 0 
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A n a t u r a l q u e s t i o n t o a s k i s w h e t h e r a s t a t i o n a r y d i s t r i b u t i o n e x i s t s 
f o r a g i v e n Markov c h a i n , t h a t i s w h e t h e r t h e r e i s an i n i t i a l d i s t r i b u ­
t i o n w h i c h r e m a i n s i n v a r i a n t u n d e r t r a n s i t i o n s . 
Theorem 2 1 . An i r r e d u c i b l e Markov c h a i n s a t i s f i e s o n e o f t h e 
f o l l o w i n g t w o c o n d i t i o n s : 
( i ) I t i s a n u l l c l a s s and n o s t a t i o n a r y d i s t r i b u t i o n e x i s t s . 
( i i ) I t i s a p o s i t i v e c l a s s and { a u } = { } g i v e s t h e u n i q u e 
„
 y k k 
s t a t i o n a r y d i s t r i b u t i o n . 
P r o o f . An i r r e d u c i b l e c h a i n f o r m s a s i n g l e c l a s s . By Theorem 
1 9 , t h e d i c h o t o m y ( i ) , ( i i ) e x i s t s . We w i l l now u s e some o f t h e r e s u l t s 
on g e n e r a t i n g f u n c t i o n s w h i c h were o b t a i n e d i n t h e c o u r s e o f t h e p r o o f 
o f Theorem 1 5 . By ( 7 ) , and a s t a n d a r d t h e o r e m on t h e d i f f e r e n t i a t i o n 
o f p o w e r s e r i e s , 
F ' . . ( s ) = I n f . . ( n ) s 1 1 " 1 
33
 n = i 3D 
f o r - 1 < s < 1 . 
U s i n g ( 8 ) , a n d Theorem 1 5 , i f s t a t e E_. i s t r a n s i e n t , 
l i m P . . ( s ) = P . . ( l ) < °° , 
and t h u s 
l i m ( l - s ) P . . ( s ) = 0 
s->l~ 3 1 1 
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I f s t a t e E . i s p e r s i s t e n t , f . . = 1 and 
: 3D 
U . . = Y N F . . 
-i -i <-> - 1 - 1 
(n) 
3 3
 n=l 3 3 
I f U . . i s f i n i t e , o r i n f i n i t e , 
ii™. F : . ( S ) = F : . ( D - = V . . . 
j u s t a s was shown f o r t h e j u n c t i o n A i n t h e p r o o f o f Theorem 1 5 . B u t , 
S I N C E F _ . _ . ( S ) I S C O N T I N U O U S , O N T H E C L O S E D I N T E R V A L [ - 1 , 1 ] , B Y T H E D E F I ­
n i t i o n o f t h e l e f t - h a n d d e r i v a t i v e , 
F , ( 1 ) - F (s) 
F . . ( 1 ) = lira -3J—- = 1 3 
3 3
 8 * 1 " 1 " S 
l i m 
s-KL" 
l i m 
s-KT 
= l i m 
f . . - F..(s) 
1 - s 
1
 -
 F i i ( s ) 
1 - s 
1 
s + 1 - ( 1 - S ) P ( 8 ) , 
u s i n g ( 1 1 ) . 
I n e i t h e r c a s e , t r a n s i e n t o r p e r s i s t e n t , 
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l i m ( 1 - s ) P . . ( s ) = — . ( 1 7 ) 
s - , 1 - " U j j 
S u p p o s e a s t a t i o n a i ? y d i s t r i b u t i o n { a . . } e x i s t s . Then 
_
 a ( n ) _ v _ _ ( n ) a . - a . 
= I a . p w (18) 
f o r e a c h s t a t e E ^ . M u l t i p l y i n g by s n , w i t h 0 < s < 1 , and summing 
OO OO V n r r n 
a i L s = L L a . s p 
J
 n = l n = l i = l 
= £ a . P . . ( s ) + a . ( P . . ( s ) - 1) . 
•ii 
The i n t e r c h a n g e o f o r d e r o f summat ion i s v a l i d by a s t a n d a r d 
t h e o r e m s i n c e t h e t e r m s a r e n o n - n e g a t i v e . T h u s , u s i n g ( 1 0 ) , 
a . s 
n
 11
 • = I a . F . . ( s ) P . . ( s ) + a . F . . ( s ) P . . ( s ) 1 " s .f;. i i ] ] ] ] ] ] ] ] 
i = l 
=
 P j j ( s ) I a i F i j ( s ) 
1 = 1 
and h e n c e 
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a . s = ( 1 - s ) P . . ( s ) V F . . ( s ) a . . . ( 1 9 ) 
N o t e t h a t 
F . . ( s ) < F . . ( 1 ) = f . . < 1 
ill 1 D iD " 
Thus 
I a . F. ( s ) < I a . = 1 . ( 2 0 ) 
1 3 
I t f o l l o w s t h a t 
I a . F . . ( s ) ( 2 1 ) 
i 
c o n v e r g e s u n i f o r m l y on [ 0 , 1 ] . Each F ^ ( s ) i s c o n t i n u o u s on [ 0 , 1 ] , and 
t h u s £ a . F . . ( s ) i s c o n t i n u o u s on [ 0 , 1 ] , and 
i 1 - ' 
l i m J a . F . . ( s ) = 7 a . F . . ( 1 ) . 
s-KL 1 1 J 
H e n c e , u s i n g ( 1 7 ) and ( 1 9 ) , and l e t t i n g s 1 , 
a . = — y a . F . . ( 1 ) . ( 2 2 ) 
n u . . h i in 
U s i n g ( 2 0 ) , i t f o l l o w s t h a t 
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a . < X 
3
 "jj 
F o r t h e c a s e o f a n u l l c l a s s , —— = 0 f o r e v e r y s t a t e E . w o u l d 
y . . 3 
i m p l y t h a t a_. = 0 f o r e v e r y s t a t e E_.. T h i s i s i m p o s s i b l e , s i n c e 
I a . = % . 
i 1 
T h u s n o s t a t i o n a r y d i s t r i b u t i o n e x i s t s i f t h e i r r e d u c i b l e M a r k o v c h a i n 
i s a n u l l c l a s s . 
F o r t h e c a s e o f a p o s i t i v e c l a s s , c l e a r l y f . . < f . . f . . + 
( 1 - f . . ) , f . . = 1 , a n d f . . > 0 . T h u s f . . = 1 a n d , u s i n g ( 2 2 ) , 
a . = J L l
 a . f . . = - A . 5" a . = — > 0 . 1 y . . r I i n y . . h I y . . 
3 3 1 3 3 i 3 3 
H e n c e , i f a s t a t i o n a r y d i s t r i b u t i o n e x i s t s i t i s g i v e n b y 
From t h e r e l a t i o n 
V ( n ) _ . 
k : k 
f o r e a c h n > 0 , i t f o l l o w s t h a t 
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n=0 k ] K n=0 1 
Hence 
1 = (1 - S ) I I S N P ( N ) = (1 - S ) I P ( B ) , 
n=0 k J k J 
f o r 0 < s < 1 . Then 
1 = (1 - 8 ) I ( F J K ( 8 ) P k k ( 3 ) + P j k ( 0 > ) . 
u s i n g ( 1 0 ) , and 
= ( 1 - s ) I F , , ( s ) P v v ( s ) , k j k
V f c
" ' k k 
f o r 0 < s < 1 . For e a c h n > 1 , 
n 
s > I ( 1 - s ) F , , ( s ) P . , ( s ) , k = l j k kk 
a n d , l e t t i n g s -»• 1 , and u s i n g ( 1 7 ) , i t f o l l o w s t h a t 
n n 
k = l \ k ^ k k = l y k k 
Thus 
k y k k 
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By Theorem 1, 
_ (n+1) _ c ^ (n) 
p j k " 4- p j ± p i k * 
Multiplying by s 1 1 , 0 < s < 1 , and summing9 i t fo l lows that 
v n (n+1) V v n (n) 
2 S P I K = l I s P j i Pik > 
n=0 - n=0 I J 
and thus 
i P., ( s ) = I P . . ( s ) p . . , 
s jk V j i ik 
for j =f k, where the interchange of order of summation i s va l id s ince 
each term i s non-negative. Then, using ( 1 0 ) , 
7 V S ) p k k ( s ) = I F j i ( s ) p i i ( s ) Pik + Pjk • 
Multiplying by 1 - s , 0 < s < 1 , and l e t t i n g s •> 1", i t fol lows that 
n -• 
] k
 \ k " i = l ] 1 y i i l k 
for each n > 1. That i s , 
1
 > y 1 
u , ~ ? y. . P i k ' 
kk I i i 
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S I N C E F _ . ^ = 1 F O R E V E R Y I . N O T I N G ( 2 3 ) , 
Y 1 Y Y 1 f U, , " f V Y P I K 
K KK K I .. 
I I 
T H U S , 
A N D 
H E N C E 
NOW L E T 
- I I I K I I I 
Y = Y Y i f V I , , f • Y . • P I K K KK K I I I 
1
 ^ V 1 
- 1 P 
K K I I I 
1 _ y _ 1 _ 
U. . 4 Y . . P I K 
K K I I I 
a k = 
p k k 
h Y . . 
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r, 1 ' 
S i n c e 1 > I > 0 , > 0 f o r e v e r y k , and 
I al = 1 
k k 
A l s o , 
I a . p . . 
i i ^ i] h 
y i i 
: y j j 
i v 1 7~T~ \ — p i j 
I — 1 1 1 
1 33 
33 a . 
Thus {a_.} i s a s t a t i o n a r y d i s t r i b u t i o n . Now, by e a r l i e r r e s u l t s , i f a 
s t a t i o n a r y d i s t r i b u t i o n e x i s t s . i t i s g i v e n by { ^ } , s o { a . } = { ^ } 
g i v e s t h e u n i q u e s t a t i o n a r y d i s t r i b u t i o n i n t h e c a s e o f a p o s i t i v e 
c l a s s . We h a v e a l s o shown t h a t 
E q u a t i o n ( 1 8 ) s u g g e s t s t h a t a p r o o f m i g h t h a v e b e e n c o n s t r u c t e d 
by a p p l y i n g Theorem 1 8 . Such i s i n d e e d t h e c a s e , b u t t h e a b o v e p r o o f , 
due t o L e v i n s o n [ 1 ] , a v o i d s d e a l i n g w i t h p e r i o d i c i t y . 
As a p a r t i c u l a r e x a m p l e , i f t h e s t a t e s o f t h e i r r e d u c i b l e Markov 
c h a i n a r e e r g o d i c , i t f o l l o w s by Theorem 18 t h a t 
( n ) f j k 1 
l i m p = -
n-*» kk kk 
( N o t i c e t h a t t h e e f f e c t o f t h e i n i t i a l s t a t e E . " d e c r e a s e s " a s 
1 
i n c r e a s e s . ) R e c a l l t h a t 
CO N 0 0 
( n ) . y
 a ( n ) _ y a _ ( n ) + y _^  ( n 
" j = l j j k " j = l j j k j = N + l j j k 
f o r e a c h n > 0 , N > 1 . Thus 
r ( n ) - ( n ) r ( n ) r 
j = l : : k k j = l : : k j = N + l : 
and 
-, • V ( n ) , . . r- ( n ) .. . ( n ) l i m 2, a . p . , < l i m m f a, < l i m s u p a, 
. - "1 " 1 K K K 
n - x » ] = 1 J J n n 
N 
< l i m £ a. p . + £ a . 
n -*» j = i 3 1 j = N + l 1 
That i s , 
N 
V 1 • J= ( n ) , . ( n ) 
2, a . < l i m m f a, < l i m s u p a, 
j = l : y k k n k n k 
N I 
j = l 
a . 
1 J kk j = N + l 
a . 
1 
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B u t , 
I 
j =N+1 
a . 0 a s N 0 0 
and t h u s 
1
 , T • 4 . ( n ) . . ( n ) 1 
< l i m i n f a, < l i m s u p a, < 
y k k " n k n k " \ k 
Hence 
( n ) 1 
l i m a. = 
' k y, , 
R e c a l l i n g t h e .remark i m m e d i a t e l y p r e c e d i n g Theorem 2 1 , we s e e 
t h a t f o r t h i s e x a m p l e t h e s t a t i o n a r y d i s t r i b u t i o n { — i s a p p r o a c h e d 
y k k 
i n t h e l i m i t , r e g a r d l e s s o f t h e i n i t i a l d i s t r i b u t i o n {a^) • i t s h o u l d 
be e m p h a s i z e d t h a t a t t h i s p o i n t we a r e c o n s i d e r i n g o n l y i r r e d u c i b l e 
Markov c h a i n s . 
I f t h e s t a t e s o f t h e i r r e d u c i b l e Markov c h a i n a r e p o s i t i v e and 
h a v e p e r i o d t , t h e n s t a t e s b e l o n g i n g t o t h e same c y c l i c s u b c l a s s form 
' t 
an i r r e d u c i b l e Markov c h a i n w i t h t r a n s i t i o n m a t r i x P = P , a s d e s c r i b e d 
p r e c e d i n g Theorem 2 0 , and w i t h p e r i o d o n e . T h u s , a s i n t h e e x a m p l e 
a b o v e , 
1
 ( n ) 1 
l i m P j k = ~ 
n-*30 J y 
kk 
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o r , e q u i v a l e n t l y , 
( n t ) _ t l i m p . . -> 
n~> j k "kk 
( R e c a l l t h e l a s t p a r t o f t h e p r o o f o f Theorem 1 7 . The a b o v e r e s u l t i s 
a c t u a l l y Theorem 1 8 , w i t h f ( r ) = 0 f o r r =(= t , f . ( t ) = 1. .) H e r e , 
J K J K 
"kk P k k 
y i e l d s t h e u n i q u e s t a t i o n a r y d i s t r i b u t i o n f o r t h e s u b c h a i n , and i s 
a p p r o a c h e d i n n t s t e p s a s n -> 0 0 , r e g a r d l e s s o f t h e i n i t i a l d i s t r i b u ­
t i o n o f t h e s u b c h a i n . .Note t h a t t h e s t a t i o n a r y d i s t r i b u t i o n f o r t h e 
e n t i r e c h a i n i s {——} , by Theorem 2 1 . 
Theorem 2.2. For any p o s i t i v e c l a s s C, . 
I — = i • 
E j £ C y j j 
P r o o f . Any p o s i t i v e c l a s s i s c l o s e d , and s o may be c o n s i d e r e d 
a s an i r r e d u c i b l e Markov c h a i n . S i n c e {——} i s a p r o b a b i l i t y d i s t r i b u -
y j j 
t i o n f o r t h a t c h a i n , 
I — = i • 
E j £ C y j j 
N o t e t h a t t h e v a l u e o f d o e s n o t d e p e n d on w h e t h e r we c o n s i d e r t h e 
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o r i g i n a l c h a i n o r t h e s u b c h a i n . 
The a b o v e r e s u l t s on c y c l i c s u b c l a s s e s a r e t o . b e e x p e c t e d i n t u i ­
t i v e l y , f o r i f we c o n s i d e r t h e e n t i r e c h a i n on some a r b i t r a r y s t e p n , 
f o r l a r g e n , t h e p r o c e s s i s e q u a l l y l i k e l y t o b e i n any o n e o f t h e t 
c y c l i c s u b c l a s s e s * The p r o b a b i l i t y o f b e i n g i n C ( r ) , r = 0 , 1 , t - 1 , 
i s t h u s 7£ . We h a v e s e e n t h a t t h e p r o b a b i l i t y o f b e i n g i n s t a t e E_. i s 
1
 , c o n s i d e r i n g t h e e n t i r e c h a i n , o r —^— i f we h a v e t h e a d d i t i o n a l 
y . . ' ° y . . 
i n f o r m a t i o n t h a t we a r e i n t h e c y c l i c s u b c l a s s o f E_.. Thus f o l l o w s t h e 
o b v i o u s r e l a t i o n , 
1 _ t _
 = 
T y . . y . . 9 
t h a t i s , 
P { x ( w ) e C . } P { x = E . l x ( u ) ) e C . } = P { x = E . } , 
n : n ] n ] n j 
whe r e C^ . i s t h e c y c l i c s u b c l a s s o f s t a t e E^. F u r t h e r , t h e a s s e r t i o n s 
I — 
and 
I 7 ^ = L E k e C ( r ) y k k 
a r e i n a g r e e m e n t s i n c e 
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r = 0 E. e C ( r ) y k k 
t 1 
t 
t = 1 
Theorem 2 1 may be e x t e n d e d t o a p p l y t o Markov c h a i n s w h i c h a r e 
n o t n e c e s s a r i l y i r r e d u c i b l e , u s i n g an i d e a s i m i l a r t o t h a t o f t h e a b o v e 
e x a m p l e . ( R e c a l l t h e d i v i s i o n o f t h e n o t n e c e s s a r i l y i r r e d u c i b l e Markov 
c h a i n i n t o c l a s s e s p r e c e d i n g Theorem 2 0 . ) 
Theorem 2 3 , I n any Markov c h a i n , i f a l l t h e s t a t e s a r e n u l l 
t h e n t h e r e i s no s t a t i o n a r y d i s t r i b u t i o n . I f t h e r e e x i s t p o s i t i v e 
s t a t e s t h e n t h e o n l y s t a t i o n a r y d i s t r i b u t i o n i s t h a t d e f i n e d by a.. = 0 
f o r a l l n u l l s t a t e s E . , and 
f o r a l l s t a t e s E^ b e l o n g i n g t o p o s i t i v e c l a s s , w h e r e t h e p^ a r e 
a r b i t r a r y n o n - n e g a t i v e numbers s u c h t h a t 
1 
a . = 
1 
P r o o f . From t h e p r o o f o f Theorem 2 1 , i f 
( n ) 
t h e n a . = 0 f o r a l l n u l l s t a t e s E . . T h u s , i f a l l s t a t e s a r e n u l l , 
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I a . = 0 , 
i n w h i c h c a s e {a_.} i s n o " t a p r o b a b i l i t y d i s t r i b u t i o n , and t h e r e i s n o 
s t a t i o n a r y d i s t r i b u t i o n . 
I f t h e r e e x i s t p o s i t i v e s t a t e s t h e y a r e : i n c l o s e d c l a s s e s C^_. 
C o n s i d e r i n g e a c h o f t h e s e c l a s s e s a s an i r r e d u c i b l e Markov c h a i n a n d ! 
u s i n g Theorem 2 1 , 
{ a ! } = { — } 
] y j j 
i s t h e u n i q u e s t a t i o n a r y d i s t r i b u t i o n i n t h e s u b c h a i n . I f p_^ _ i s t h e 
p r o b a b i l i t y o f b e i n g i n c l a s s C^_, t h e n 
( a . ) = { - L } 
] y j j 
g i v e s a s t a t i o n a r y d i s t r i b u t i o n f o r t h e e n t i r e c h a i n , s i n c e 
I a i = I I 777= I p t I 777 
j t E . e C t y j j t x E -eC t y j j 
= I P T = 1 , 
t 
u s i n g Theorem 2 2 , and f o r E . e C ^ , 
D t 
p^ _ 
Y a . p . . = Y a. p . . = Y — P . . 
E . e C J E . e C " i i 
i t i t 
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=
 P*. L a. p. . = p. a. = 
w h i l e 
T a. p . . 
. i i l 
I 
E . p o s i t i v e 
I 
a . p . . 
1 * ! ] 
= 0 = a . 
f o r Ej n u l l . On t h e o t h e r h a n d , i f {a . . } i s a s t a t i o n a r y d i s t r i b u t i o n 
t h e n , f r o m t h e a b o v e r e s u l t s , a . = 0 f o r a l l n u l l s t a t e s E . . I f 
: : 
E . , a p o s i t i v e c l a s s , a n d E . i C , t h e n e i t h e r E . i s n u l l , i n w h i c h I t l T t l 
c a s e a . = 0 , o r E . e C, , k =J= t , a p o s i t i v e c l a s s , i n w h i c h c a s e 
1 I K 
p . / n ^ = 0 f o r a l l n > 0 . T h u s , 
a . = I a . p . . ( n ) = I a . p . . ( n ) 
3
 i 1 1 3 E . e C 1 1 : 
I t 
1 / V ( 1 ) v ( n k 
= - ( ) a . p . . v + . . . + ) a . p . . ' ) 
n
 E . e C 1 1 3 Z.eC 1 1 3 i t i t 
n , : v f . . 
(m) I • a.(i J p . . ( m ) ) - I a. -il , 
E.eC 1 n m=l 1 ] E.eC 1 "jj 
I T I T 
a s n 0 0 , by T h e o r e m 1 8 , w h e r e t h e l i m i t i s t a k e n i n s i d e t h e s u m m a t i o n 
b y a p r o o f e x a c t l y l i k e t h a t i n t h e e x a m p l e f o l l o w i n g T h e o r e m 2 1 . A l s o , 
f r o m t h e p r o o f o f T h e o r e m 2 1 , f . . = 1 , a n d t h u s 
81 
But 
E.eC 
1 t 
a. = 
1 
and 
t E.eC, 
a. 
I 
a. 
I 
= 1 
Theorem 23 may be used to classify states as null or positive 
by determining whether or not a stationary .distribution exists and 
whether or not a. must be zero. 
: 
Transient States 
We now focus attention on transient states. If E. is a transient 
: 
state and state E^ is positive, with period t^, then by Theorem 18, 
(nt k+r) t k 
lim p.. = f. (r) . 
!]k ik U I I 
n-*» J J kk 
If E^ is any other state in the same cyclic subclass as E^, then 
f k^ = 1 from the proof of Theorem 21, and 
f.,(r) > f..(r) f., = f..(r) . 
: K - ] I I K ] I 
Similarly, f..(r) > f.,(r), and thus 
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That i s , t h e p r o b a b i l i t y f ^ ( r ) i s t h e same f o r a l l s t a t e s i n t h e c y c l i c 
s u b c l a s s o f s t a t e E^. ( A l s o , i f s t a t e E ^ - ^ b e l o n g s , t o t h e n e x t c y c l i c 
s u b c l a s s , 
1 = f k k ( D = j 1 f k k d ) ( r ) = f k k d ) ( 1 ) • 
and t h u s 
V r ) - V r ) f k k ( D ( 1 ) s f j k ( D ( r + 1 5 . . 
and t h e i n e q u a l i t i e s c o n t i n u e a r o u n d t h e c y c l e , 
j k ( r ) " s f j k ( i ) ( r + 1 • - • • • - f j k ( t „ ) ( r + V = V r ) • 
s h o w i n g t h a t t h e i n e q u a l i t i e s become e q u a l i t i e s . ) Thus * i f E_. i s 
t r a n s i e n t and C(m) i s a c y c l i c s u b c l a s s o f p o s i t i v e c l a s s C, m = 1 , 
t ^ , t h e n f o r e a c h s t a t e E^ o f C ( m ) , a s n •+ 0 0 , 
( n V r ) , , \ 
PIT, •* x . ( r ) 
j k j m
 \ k 
where x ^ ( r ) i s t h e p r o b a b i l i t y o f p a s s a g e f rom E_. t o C(m) i n r 
(mod t ^ ) s t e p s . Then t h e p r o b a b i l i t y t h a t s t a r t i n g from t r a n s i e n t 
s t a t e E_. t h e s y s t e m w i l l e v e r e n t e r C ( m ) , and h e n c e a l s o C, t h e e n t i r e 
p o s i t i v e c l a s s , i s 
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N o t e a l s o t h a t 
D e f i n e x . 
1 
( n ) 
t o be t h e p r o b a b i l i t y t h a t a t s t e p n , and n o t 
b e f o r e , t h e s y s t e m r e a c h e s a s t a t e i n C ( a n d t h e n s t a y s i n C, s i n c e C 
i s c l o s e d ) , h a v i n g b e g u n i n t r a n s i e n t s t a t e E . . T h e n , 
s t a t e E . . We w i l l l e t T d e n o t e t h e s e t o f a l l t r a n s i e n t s t a t e s i n t h e 
c h a i n and s u p p o s e t h a t t h e s y s t e m i s i n i t i a l l y i n t h e t r a n s i e n t s t a t e 
E y The p r o b a b i l i t y o f a b s o r p t i o n i n o t h e r c l o s e d s e t s , o r s t a y i n g 
f o r e v e r i n T , i s 1 - x_.. ( I t i s p o s s i b l e t o s t a y f o r e v e r i n T , a s , f o r 
e x a m p l e , i f t h e s t a t e s a r e E , E 0 , w i t h p . . = 1 , f o r i > 1 . ) 
CO 
We h a v e 
x . 
( 1 ) _ 
1 j k 
( a n d i n g e n e r a l 
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m=l 
x . 
3 
(m) _ ( n ) 
E, eC 
k 
f o r n > 1 ) , and 
K . ( N + 1 ) = I P . . X . < N ) . 
3
 E.eT ] 1 1 
1 
f o r n > 1 . T h e s e two r e l a t i o n s h i p s c o m p l e t e l y d e t e r m i n e t h e numbers 
x . ( n ) , f o r E . e T . 
T h e n , 
I x . ( n + 1 ) = I I p . . x . L
 i , „ L
 m i i l 
( n ) 
n = l n = l E . e T 
l 
E . e T : 1 ' n = l 
That i s , 
E . e T 
l 
p . . x . 
: i i 
X - X . 
1 
( 1 ) _ 
E . e T 
I 
p . . x . 
: i i 
o r 
8 5 
x . ( 1 ) -= x. - Y p . . x. 
1 
The x^j for E j e T > s a t i s f y the system of l inear equations' 
z i " E P i i Z i = I P i k ' ( 2 4 ) J
 E.eT : 1 1 E.eC : k 
I k 
Thus, given a trans ient s t a t e E.. and a pers i s t en t closed" se t C, p o s i t i v e 
or n u l l , the probabi l i ty x.. that s tar t ing from E^  the system w i l l ever 
enter C i s given as a member of the so lut ion of the system of equations 
(24) . We s h a l l consider uniqueness of a so lut ion of (24) short ly . 
Let y ^ n ^ be the probabi l i ty that the system is . in a trans ient 
s ta te at step n, having started at transient s ta te E_.. Then 
y ( 1 ) - V C T J - 1 -: E.eT 
and 
y j
( n + 1 )
 = I p i ± y L M , (25) 
1
 E.eT J 
s ince once having l e f t the transient s t a t e s there can be no return. We 
know 
k 
( 1 ) 
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1
 E, eT ] k k E, eT : k 3 k k 
a n d , i n g e n e r a l , i f - ' f o r e v e r v E j e T » t h e n 
,
( n + 1 )
= - I
 P j i y i
( n ) < - I
 P j i y ^ " " = y / n ) 
D
 E . e T J E . e T J J l l 
Thus { y / n ^ } i s a n o n - i n c r e a s i n g s e q u e n c e o f n o n - n e g a t i v e numbers f o r 
e a c h s t a t e E . e T . Hence 
J 
( n ) 
y . = l i m y 
e x i s t s . The number y^ i s t h e p r o b a b i l i t y o f f o r e v e r s t a y i n g i n T , 
h a v i n g s t a r t e d i n t r a n s i e n t s t a t e E . . . 
D e n o t i n g t h e t r a n s i e n t s t a t e s by E ^ , E n , . . . ( i f t h e r e a r e o n l y 
a f i n i t e number o f t r a n s i e n t s t a t e s t h e f o l l o w i n g r e s u l t s w i l l b e 
o b v i o u s ) , we h a v e 
( n + 1 ) r ( n ) r ( n ) _,_ v ( n ) 
J
 k = l J k = l J k.=m+l J 
and h e n c e 
r ( n ) ^ ( n + 1 ) ^ r ( n ) , r 
l p j k \ s yj s l Pjk y k + . I Pjk ' 
k = l J J k = l J k=m+l J 
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s i n c e 0 < p . , Y^U^ - ! • F i r s t l e t t i n g n -»- °° , and t h e n m ->• °° , we h a v e 
E v c T ^ k 1 k 
The y j , f o r E^cT, s a t i s f y t h e s y s t e m o f l i n e a r e q u a t i o n s 
2 n = ^ P i k z k ' ( 2 6 ) 11
 E cT ^ k k 
S u p p o s e t h e r e i s a n o t h e r b o u n d e d s o l u t i o n ( i . e , a s o l u t i o n {u.. } s u c h 
t h a t Iu I < C f o r some r e a l C, and a l l n ) { u . } 9 and a s s u m e l u . l < 1 
s i n c e {cu_.} i s a l s o a s o l u t i o n f o r any c o n s t a n t c . Then 
E, eT J E, eT k k 
I t f o l l o w s e a s i l y by i n d u c t i o n , u s i n g ( 2 5 ) , t h a t 
( n ) ^ | 
f o r a l l n > 1 , and h e n c e 
y . > u . 
J 1 1 
T h u s , {y_. } i s t h e m a x i m a l s o l u t i o n o f ( 2 6 ) , b o u n d e d by o n e , s o . i f y.. = 0 
f o r a l l E_.eT, t h e n t h e o n l y bounded s o l u t i o n i s t h e z e r o s o l u t i o n 
\ 
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( r e c a l l t h a t i f { u . } i s a s o l u t i o n s u c h t h a t u . < m, w h e r e m > 0 , t h e n 
1 1 1 . u . J u . 
{ — } i s a s o l u t i o n w i t h 1—1 < 1 ) . C o n v e r s e l y , s i n c e { y . } i s a b o u n d e d 
m m ] 
s o l u t i o n , i f ( 2 6 ) h a s no n o n - z e r o b o u n d e d . s o l u t i o n s t h e n y.. = 0 f o r a l l 
E . e T . T h u s , y . = 0 f o r a l l E . e T i f and o n l y i f ( 2 6 ) h a s n o n o n - z e r o 
i i 1 
b o u n d e d s o l u t i o n s . 
C o n s i d e r a g a i n t h e s y s t e m ( 2 4 ) . We know t h a t t h e x.. y i e l d a 
bounded s o l u t i o n . S u p p o s e {w^} i s a l s o a b o u n d e d s o l u t i o n . T h e n , 
s u b t r a c t i n g , 
x . - w. = y p . . x . - y p . . w . = y p . . ( x . - w . ) 
3 3
 E.eT 3 i 1 E.eT ^ 1 E.eT ^ X 1 l i i 
Thus {x. . - } i s a b o u n d e d s o l u t i o n o f ( 2 6 ) . T h u s , x^ = w.. f o r a l l 
E . e T i f y . = 0 f o r a l l E . e T , a n d . { x . } i s t h e u n i q u e b o u n d e d s o l u t i o n 
1 1 1 1 
o f ( 2 4 ) i n t h i s c a s e . In c a s e y .^ > 0 f o r some E^eT, t h e n ( 2 6 ) h a s a 
b o u n d e d n o n - z e r o s o l u t i o n and 
( x . - y . ) - y p . . ( x . - y . ) = x . - y p . . x . - y . + 7 p . . y . 
] ]
 E . e T ] 1 1 1 ] E . e T ] 1 1 ] E . e T ] 1 1 
1 1 1 
= x . - y p . . x . 
3
 L E T ^ 1 
=
 I P n k 
E, eC : k 
k 
Hence { x ^ - y ^ } i s a b o u n d e d s o l u t i o n o f ( 2 4 ) d i s t i n c t from { x ^ } , and i n 
t h i s c a s e t h e s o l u t i o n i s n o t u n i q u e . We s u m m a r i z e t h e a b o v e r e s u l t s 
i n t h e f o l l o w i n g t h e o r e m . 
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Theorem 2 4 . The s e q u e n c e o f p r o b a b i l i t i e s {y^.} i s a m a x i m a l 
s o l u t i o n , b o u n d e d by o n e , o f ( 2 6 ) , and y.. = 0 f o r a l l E^eT i f and o n l y 
i f ( 2 6 ) h a s no n o n - z e r o b o u n d e d s o l u t i o n s . 
The s e q u e n c e o f p r o b a b i l i t i e s { x . . } i s a s o l u t i o n o f ( 2 4 ) . T h i s 
i s t h e u n i q u e b o u n d e d s o l u t i o n o f ( 2 4 ) e x c e p t when t h e r e e x i s t s a 
y . > 0 . 
: . . . . . . 
I n g e n e r a l we c a n n o t s a y t h a t y... mus t e q u a l z e r o . For e x a m p l e , 
i n t h e Markov c h a i n e x a m p l e e a r l i e r i n t h i s s e c t i o n , y .^ = 1 f o r e v e r y 
s t a t e E . . 
: 
Theorem 2 5 . In a f i n i t e Markov c h a i n t h e p r o b a b i l i t y o f s t a y i n g 
f o r e v e r i n t h e t r a n s i e n t s t a t e s i s z e r o . The x . a r e d e t e r m i n e d a s t h e 
u n i q u e s o l u t i o n o f ( 2 4 ) . 
P r o o f . From t h e d i s c u s s i o n f o l l o w i n g Theorem 2 0 , t h e s t a t e s may 
o n l y be i n e s s e n t i a l o r p o s i t i v e , and a t l e a s t o n e s t a t e must b e p o s i ­
t i v e . L e t M be t h e maximum o f t h e f i n i t e number o f p r o b a b i l i t i e s , 
o r d e r e d s o t h a t M = y . = y « = . . . = y , and M > y _ > . . . > y , 1 < a 
j j -'2 -'a J a + 1 ~ " J n 
< n , w h e r e t h e t r a n s i e n t s t a t e s a r e E , E ^ , . . . E , and s u p p o s e t h a t 
M > 0 . Then f o r j < a , a. i i 
M = y . = I p i i y . = I p . . M •+ I p y . 
:
 E . T 3 1 1 1=1 : 1 i = a + l : k 1 
Thus 
a 
I P 
i = l 
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H e n c e , E , E , E form a c l o s e d s e t o f s t a t e s , and t h i s i s i m p o s -
1 2. a 
s i b l e s i n c e t h e y a r e i n e s s e n t i a l . T h u s , M = 0 , i n w h i c h c a s e y.. = 0 
f o r e v e r y s t a t e E_.eT, and t h e s o l u t i o n o f ( 2 4 ) i s u n i q u e , by Theorem 
2 4 . 
Theorems on t h e C l a s s i f i c a t i o n o f S t a t e s 
F o l l o w i n g Theorem 23 i t was m e n t i o n e d t h a t t h a t t h e o r e m c o u l d 
b e u s e d t o c l a s s i f y s t a t e s a s n u l l o r p o s i t i v e . The f o l l o w i n g t h e o r e m s 
a r e a l s o u s e f u l i n c l a s s i f y i n g s t a t e s a s t r a n s i e n t , p e r s i s t e n t n u l l , 
o r p o s i t i v e . 
T h e o r e m 2 6 . S u p p o s e a n i r r e d u c i b l e M a r k o v c h a i n h a s s t a t e s 
E , E . . E _ , . . . . I n o r d e r t h a t t h e s t a t e s be t r a n s i e n t i t i s n e c e s s a r y 
o 1 2 J 
and s u f f i c i e n t t h a t t h e S3rstem o f e q u a t i o n s 
y • = I p • • y • 
f o r i = s , s + 1 , . . . , s > 1 , a d m i t s o f a n o n - z e r o b o u n d e d s o l u t i o n . 
P r o o f . L e t T be t h e s e t o f s t a t e s E , E and y / 1 ^ 
s ' s + 1 '
 Jj 
be t h e p r o b a b i l i t y t h a t t h e s y s t e m i s i n T a t s t e p n , n e v e r h a v i n g 
b e e n o u t o f T , h a v i n g s t a r t e d i n s t a t e E^eT. T h e n , e x a c t l y a s b e f o r e , 
y_. i s t h e p r o b a b i l i t y o f n e v e r l e a v i n g T , and y ^ = 0 f o r a l l s t a t e s 
E i e T , i f and o n l y i f 
YL ~- I P ^ Yj , 
] =s J J 
i = s , s + 1 , h a s n o n o n - z e r o b o u n d e d s o l u t i o n . I f = 0 f o r 
9 1 
a l l s t a t e s E^eT, t h e n t h e p r o b a b i l i t y o f e n t e r i n g t h e s e t o f s t a t e s 
E , E_ - . . . - E
 n , i s one. , f rom w h i c h i t f o l l o w s t h a t 
o ' 1 ' 9 s - 1 ' 
( i - f . o ) ( i - f £ 1 ) . . . ( i - f ) - o . 
f o r i = 0 , 1 , . . . , s - l . T h u s , u s i n g 
f . . f
 M . . . f < f . 
i ] jk mp " i p 
we h a v e f . . = 1 , f o r some i = 0 , 1 , s - 1 , i n w h i c h c a s e t h e s t a t e i i 
E^ i s p e r s i s t e n t . Hence a l l s t a t e s a r e p e r s i s t e n t . I f t h e r e i s a n o n ­
z e r o b o u n d e d s o l u t i o n , t h e n y ^ > 0 f o r some s t a t e E^eT', s i n c e { y ^ } i s 
t h e m a x i m a l s o l u t i o n bounded by o n e . S i n c e t h e Markov c h a i n i s i r r e ­
d u c i b l e , f . > 0 . But f . < 1 , and t h u s 
o i 1 0 
f < f . f . + ( 1 - f . ) < 1 . 
OO " OL LO OL 
H e n c e E q i s t r a n s i e n t , and c o n s e q u e n t l y a l l s t a t e s a r e t r a n s i e n t . 
The r e m a i n d e r o f t h i s s e c t i o n f o l l o w s F o s t e r [ 1 ] . 
Theorem 2 7 . An i r r e d u c i b l e Markov c h a i n w i t h s t a t e s E , E: 
o' 1 
. . . , i s p o s i t i v e i f t h e r e e x i s t s a n o n - z e r o s o l u t i o n o f t h e e q u a t i o n s 
) v . p . . = v . ( 2 7 ) 
f o r j = 0 , 1 , s u c h t h a t 
92 
I | v i | < » ; ( 2 8 ) 
1 
and o n l y i f ( 2 8 ) h o l d s f o r -any s o l u t i o n o f t h e i n e q u a l i t i e s 
T v . p . ... < v . , ( 2 9 ) 
j = 0 , 1 , f o r w h i c h > 0 , f o r i > s > 0 , and a f i x e d s . 
Then 
P r o o f . L e t {v_. } be a n o n - z e r o s o l u t i o n o f ( 2 7 ) , s a t i s f y i n g ( 2 8 ) 
I v i p i j ( 2 ) = II v i p i k p k j = 11 v i Pik pkj 
l J I k J k i J 
where t h e i n t e r c h a n g e o f t h e o r d e r o f summat ion i s v a l i d by a s t a n d a r d 
t h e o r e m ( f o r e x a m p l e , A p o s t o l [ 1 ] , Theorem 1 3 - 9 ) . I t f o l l o w s e a s i l y 
by i n d u c t i o n t h a t 
v. = y v . p . . ( n ) 
f o r j = 0 , 1 , . . . , and a l l n > 1 . Now n o t e t h a t 
v ( n ) V I I v ( n ) r ( n ) v I 1 v . p . . v - ) v . < X v . p . . v / < X v . p . . v / + X v . 
. l i n . u 1 i 1 , u l i n ~ . ° l i i . u 1 I i = 0 J i = m + l i = 0 J i = 0 J i = m + l 
Hence 
93 
N m / x 0 0 N m 
- 4.1 111 f ^ _ J.1 111 
I I v . p . . ( n ) - I | v . | < v . < \ I I v . p . . ( n ) + J | v . | . 
N n = l i = 0 1 1 3 i i + 1 1 3 N n = l i = 0 1 1 3 i = m + l 1 
Now l e t N °°, and t h e n m- °°, and a p p l y Theorem 1 8 . I t f o l l o w s t h a t 
f . . 
I v . - = 1 = v . ( j = 0 , 1 , . . , . ) , 1=0 " j j
and —— > 0 f o r a l l j o r 0 f o r a l l j 
y . . 
S i n c e t h e c h a i n i s i r r e d u c i b l e , e a c h f . . = 1 . Thus 
- A - I v = v ( j = 0 , 1 , . . . ) , . ( 3 0 ) 
S i n c e {v_.} i s a n o n - z e r o s o l u t i o n , i t f o l l o w s from ( 3 0 ) t h a t a t l e a s t 
one c o m p o n e n t v . > 0 . Hence —— > 0 f o r a l l j . Hence t h e c h a i n i s 
p o s i t i v e . 
C o n v e r s e l y , i f t h e s t a t e s a re p o s i t i v e , s u p p o s e t h a t ( v ^ } i s a 
s o l u t i o n o f ( 2 9 ) s u c h t h a t v^ > 0 f o r a l l i > s > 0 ( f o r some s > 0 ) . 
A s i m p l e c a l c u l a t i o n s h o w s t h a t 
? I V i P i j P j k * I V j p j k * 
T h u s , n o t i n g ( 2 9 ) o n c e a g a i n , and r e v e r s i n g t h e o r d e r o f s u m m a t i o n , i t 
f o l l o w s t h a t 
94 
? V i P i k ( 2 ) K~ I V j p j k ( k = ° ' 
An e a s y i n d u c t i o n p r o o f shows t h a t 
I v i P i k ( n ) < v k (k = 0 , 1 , . . . ) ( 3 1 ) 
f o r e a c h n > 1 . For e a c h m > s and N > 1 , 
N m , , ( n ) 
n = l i = l 
S i n c e t h e c h a i n i s i r r e d u c i b l e and p o s i t i v e , an a p p l i c a t i o n o f Theorem 
18 y i e l d s 
m 
I v . - i - < v v . 
i = l - ?" \ k : k 
Hence 
) v . < y n l v, < °° . 
. , - kk k i = l 
S i n c e v_^  > 0 f o r a l l i > s , i t f o l l o w s t h a t the , s e r i e s i s a b s o l u t e l y 
c o n v e r g e n t , and t h u s 
( N o t e f rom ( 3 2 ) i f t h e s t a t e s a r e n u l l i n s t e a d o f p o s i t i v e s e a c h 
\ >- °-> ' 
Theorem 2 8 . An i r r e d u c i b l e Markov c h a i n w i t h s t a t e s E , I 
o 
. . . , i s p o s i t i v e i f t h e r e e x i s t s a n o n - n e g a t i v e s o l u t i o n o f t h e 
i n e q u a l i t i e s 
1 p • • y • < y • - i 9 
i ^ 0 , s u c h t h a t 
I P • y. < 0 0 • j=o e] 
P r o o f . L e t be s u c h a s o l u t i o n , and d e f i n e 
y . ( 1 ) = y . . Y . ( n + 1 > = I p . .<») y . 
j = 0 J J 
and 
A = y p . y . > 0 
j = 0 ^ 3 " Then 
CO o o 
( n + 1 ) R ( n ) R v ( n - 1 ) 
y i = i p i i y i = p i k p k ^ y^ 
1
 j=o 1: 1 j=o k=o lk k3 3 
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.
 L
„ i k •'k r i o •'o , L n * i k J k k=0 k = l 
k = l 
= p . ( n - 1 ) X + y < n ) - p . ^ y - ( 1 - p . ( n " 1 ) ) 
< (X + 1 ) p . ( n - 1 } + y . ( n ) - 1 . 
S i n c e A i s f i n i t e and Y^^^ i s f i n i t e f o r e v e r y i , y ^ 1 ^ i s f i n i t e f o r 
e v e r y i and a l l n > 1 . A l s o , f o r n > 1 , 
0 < y ( n + 2 ) < (X
 + 1 ) I p ( m ) + y ( 2 ) - n , 
- J 0 L ^ R G G J O 9 
m=l 
and t h u s 
n ( 2 ) 
0 < (X + 1 ) — I p ( m ) + ^ 1 . 
n L n
 r o o 
m=l n 
L e t t i n g n •+ 0 0 , and u s i n g Theorem 1 8 , i t f o l l o w s t h a t 
f 
0 < (A + 1 ) — - 1 , 
y o o 
o r . 
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I t f o l l o w s t h a t y i s f i n i t e . Thus s t a t e E i s p o s i t i v e , and h e n c e 
oo o r 
t h e c h a i n i s p o s i t i v e . 
Theorem 2 9 . I f an i r r e d u c i b l e Markov c h a i n w i t h s t a t e s E . E_ , 
o 1 
o . . , i s p o s i t i v e , t h e n t h e e x p e c t e d p a s s a g e t i m e s y_. Q s a t i s f y t h e e q u a ­
t i o n s 
f o r i > 0 . ( T h i s t h e o r e m c o u l d , o f c o u r s e , be s t a t e d f o r y . , , f o r any 
s t a t e E ^ , s i n c e t h e l a b e l i n g i s a r b i t r a r y . ) 
P r o o f . S t a t e E . i s p o s i t i v e , and t h u s y . . i s f i n i t e f o r a l l i . 
I R i i 
For i =f j , l e t 
0 0 
( n ) 
= P { x = E . , x, ± E . f o r 1 < k < n x = E . } , 
f o r n > 1 . Then 
f o r 1 < n < v . I t f o l l o w s t h a t 
I 
0 0 0 0 
n oo ( n ) ( v ) 
= I v f 
I I. I ( v + n ) f . . 
v = l j + l v = l 
98 
n 
= I v f . . ( v ) + Y R . . ( n ) ( y . . +
 n f . . 
v = l . 1 1 i i i ^ 3 i ] i 
. . ) 
( s i n c e 
( n ) . _ N ^ ( v ) V „ -N ( n ) ,- ( v ) J R . / n ; ( v + n ) f . 
v = l ^ 
, ) n R . . f . . , 
3 i 1 1 3 3 1 J
 v = l J J 
a r e b o t h f i n i t e , a n d , h e n c e , t h e i r d i f f e r e n c e , 
• I R . . ( n ) v f . . ( v ) , 
1 1 3 3 1 
v = l J J 
i s f i n i t e ) 
= I v f . . ( v ) + Y R . . ( n ) ( y , . + n ) . 
v = l 1 1 j | i ^ 3 i 
A l s o , 
^ ( v ) _ y ( n ) ( v - n ) 
p . . ) p . . R. . , 
1 3 N 1 1 1 3 
n=0 J 
and p . > 0 f o r some v > 1 , and t h u s R. . ^ n ^ > 0 f o r some n > 1 , 
1 3 1 3 
Thus 
y . . < 0 0 , 
3 i 
f o r i , j = 0 , 1 , . . . . 
Then 
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00 
= v. - f. K±) - I f 
1 0 1 G
 n = l 
( 1 ) T ^ ( n + 1 ) 
i o 
= T ( n + 1 ) f . ( n + 1 ) - I f. ( n t l ) 
L
N 1© 1© 
n = l n = l 
n = l 
( n + 1 ) 
i o 
00 oo 
I n ( I p . . f . ( n ) ) 
n = l ] = l 1 ] ] ° ' 
=
 ik P« Vi° ' 
f o r i > 0 . 
Theorem 3 0 . An i r r e d u c i b l e Markov c h a i n w i t h s t a t e s E , E_ . © 1 ' 
i s p e r s i s t e n t i f t h e r e e x i s t s a s o l u t i © n { y ^ } o f t h e i n e q u a l i t i e s 
T p . . y . < y . , ( 3 3 ) 
> 0 i : 1 - ' i 
f o r i ^ 0 , s u c h t h a t y ^ 0 0 a s i 0 0 . 
P r o o f . ( F o l l o w i n g K e n d a l l [ 1 ] a s w e l l a s F o s t e r [ 1 ] . ) C o n s i d e r 
t h e m o d i f i e d Markov c h a i n w i t h p = 1 , and p . . = p . . f o r i ? 0 . Then 
*©© * 1 ] r l ] 1 
i - r r: ( n ) 
> y . - 1 = y . - ) f . 
1 0 l O L ^ 1 0 
n = l 
1 0 0 
- . . . ' ( n ) 
s t a t e E i s p o s i t i v e and a l l o t h e r s t a t e s a r e i n e s s e n t i a l ( s i n c e p . 
o - r i o 
> p . > 0 f o r some n > 1 , i i 0 , b u t p . = 0 f o r e v e r y n > 1) 
-
 r i Q I r Q l J ~ ' 9 
t h u s t r a n s i e n t by Theorem 1 6 , t h u s n u l l . By Theorem 1 8 , 
l i m i" \
 P : .
( m )
 = 0 , ( 3 4 ) 
f o r j ^ 0 , and 
t 
n , , ...N f . i
 l ; ( B )
 =
 _ i o
 = f ; . ( 3 5 ) l i m 
n " * i o ' i o 
n ^ o o
 m = i y 
o o 
L e t { y ^ } be s u c h a s o l u t i o n o f ( 3 3 ) . S i n c e { y ^ + c } f o r an a r b i t r a r y 
c o n s t a n t c i s a l s o s u c h a s o l u t i o n , and o n l y f i n i t e l y many y^ < 1 s i n c e 
0 0
 9 we niay a s s u m e t h a t y ^ > 1 f o r a l l i . Then 
I p - • y • = I p . • y • ^ y« 
L ^ j_ "I "I ,L 1 1 1 1 
j = 0 J J j = 0 J J 
f o r i \ 0 , and i f 
I p . • y . < y - 9 ( 3 6 ) 
> 0 i :
 yj Ji 
f o r i ^ 0 , t h e n , s i n c e ( 3 6 ) i s t r i v i a l l y v a l i d f o r i = 0 , 
00 oo 
V ' (n+1) _ r r ' ' (n) 
X p i j y j " X X P I K p k j y-
1=0 J J : = 0 k=0 J 
1 0 1 
00 oo 
K = 0 J = O L K K : 3 K = O L K K 1 
T h u s , by i n d u c t i o n , ( 3 6 ) i s v a l i d f o r n > 1 . L e t 
T h e n , f o r n > 1 , 
V m = M i n { y m + 1 ' y m + 2 > ' ' ' > >- 1 ' 
) p . . v < y . , 
-] =m+l J 
and 
T h u s , 
(1 - I p . ( n ) ) < y . , 
i - I p ! . ( n ) 
...
 f
 ( k ) y . m n p 
"* - - , i ] 
v 
m j = 0 k = l n 
Now, l e t t i n g ' n 0 0 * and t h e n m -* 0 0 , u s i n g ( 3 4 ) , ( 3 5 ) , and t h e f a c t 
t t 
t h a t v -> 0 0 a s m 0 0 , i t f o l l o w s t h a t "1. < f. . H e n c e , f., = 1 f o r 
m . 10 10 
e v e r y i . But f o r i I 0 , f . = f . , and t h u s f . = 1 f o r i I 0 . Then 
J 1
 LO LO LO 1 
u s i n g 
1 0 2 
1 - f = I p . ( 1 - f . ) , ( 3 7 ) 
o o . L n
 r o n no 
: = i 
t h e p r o b a b i l i t y o f n o t r e t u r n i n g t o s t a t e E q , i t f o l l o w s t h a t f = 1 . 
Thus t h e s t a t e E q i s p e r s i s t e n t . Hence t h e o r i g i n a l Markov c h a i n i s 
p e r s i s t e n t . 
Theorem 3 1 . An i r r e d u c i b l e Markov c h a i n w i t h s t a t e s E , E_ , 
" ° S 
i s t r a n s i e n t i f and o n l y i f t h e r e e x i s t s a b o u n d e d s o l u t i o n { y ^ } 
o f 
j = 0 
f o r i ^ 0 , s u c h t h a t y . < y f o r some i . 
1 J 1 J o 
P r o o f . U s i n g t h e m o d i f i e d c h a i n a s a b o v e , 
y p . . f . = f . , 
j _ 0 i : :© i o 
and f o r I f 0 , p . . = p . . . Hence 
I p . . y . < y . ( 3 8 ) 
I p . • f . = f 
j=o 13 0 
i© 
t t 
T h u s , { f . } i s a b o u n d e d s o l u t i o n o f ( 3 8 ) , w i t h y = f = 1 . I f t h e 
' 1 0 J o 0 0 
t 
o r i g i n a l c h a i n i s t r a n s i e n t , y . = f . < 1 f o r some i , u s i n g ( 3 7 ) , and 
° 1 1 0 
t h u s y . < y f o r some i . C o n v e r s e l y , l e t { y . } b e s u c h a b o u n d e d s o l u -
1 o J J 1 
t i o n o f ( 3 8 ) . Then f o r 3 > 0 , and a a r b i t r a r y , 
1 0 3 
J p . . ( a + By • ) = a + B I P • • y • < a + By. 
. ~ 1 1 1 • ~ i l 1 ~ i 
j = 0 J J : = o J J 
f o r i =j= 0 , { a + By^} i s b o u n d e d , and a + By^ < a + By Q f o r some i , and 
h e n c e we may as sume t h a t y - 1 and 0 < y ^ < 2 . Then ( 3 6 ) h o l d s , and 
h e n c e 
f o r e v e r y i and n . Thus 
' ( n ) 
p - y < y -
i I P'. ( m ) < y . 
n u , i o I 
m=l 
L e t t i n g n 0 0 , and u s i n g Theorem 1 8 , i t f o l l o w s t h a t 
f ' < y -
l e J i 
t 
f o r e a c h i . But y . < y = 1 f o r some i , and t h u s , f . < 1 f o r some i J± Jo i o 
T h u s , u s i n g ( 3 7 ) , f < 1 , and t h e Markov c h a i n i s t r a n s i e n t . 
• o o 
1 0 4 
CHAPTER I I I 
SOME ASPECTS OF QUEUEING THEORY 
T h i s c h a p t e r c o n t a i n s an i n t r o d u c t i o n t o t h e b a s i c c o n c e p t s o f 
q u e u e i n g t h e o r y , b u t i s p r e s e n t e d h e r e p r i m a r i l y t o i l l u s t r a t e i n d e t a i l 
how t h e r e s u l t s o f C h a p t e r I I may be a p p l i e d t o c e r t a i n s p e c i a l q u e u e i n g 
s y s t e m s . 
The q u e u e i n g p r o b l e m i s t h i s : At a c e r t a i n l o c a t i o n , u s u a l l y 
c a l l e d a c o u n t e r , c u s t o m e r s a r r i v e s e e k i n g s e r v i c e f rom a s p e c i f i e d 
number o f s e r v e r s . I f a t some t i m e t h e r e a r e more c u s t o m e r s t h a n 
s e r v e r s , some o f t h e c u s t o m e r s w i l l h a v e t o form a q u e u e and w a i t u n t i l 
a s e r v e r b e c o m e s a v a i l a b l e . Of p a r t i c u l a r i n t e r e s t i s t h e p r o b a b i l i t y 
o f a s p e c i f i e d number o f c u s t o m e r s i n t h e q u e u e a t a s p e c i f i e d t i m e and 
t h e a s y m p t o t i c b e h a v i o r o f t h a t p r o b a b i l i t y . Q u e u e i n g s y s t e m s w i l l be 
c l a s s i f i e d a c c o r d i n g t o t h e a r r i v a l p a t t e r n , s e r v i c e m e c h a n i s m , and 
q u e u e d i s c i p l i n e . 
We s h a l l p r e s e n t t h e m e t h o d o f t h e i m b e d d e d Markov c h a i n , and 
c o n s i d e r t w o s p e c i a l q u e u e i n g s y s t e m s t o w h i c h t h e method i s a p p l i c a b l e . 
In t h e f i r s t s y s t e m t h e a r r i v a l s a r e r a n d o m , t h e d i s t r i b u t i o n o f t h e 
s e r v i c e t i m e s i s n o t s p e c i f i e d ( b u t t h e s e r v i c e t i m e d i s t r i b u t i o n s a r e 
a s s u m e d t o b e i d e n t i c a l and i n d e p e n d e n t ) , and t h e r e i s b u t o n e s e r v e r . 
I n t h e s e c o n d s y s t e m t h e a r r i v a l d i s t r i b u t i o n i s n o t s p e c i f i e d ( b u t 
t h e i n t e r - a r r i v a l t i m e s a r e a s s u m e d t o be i d e n t i c a l l y and i n d e p e n d e n t l y 
d i s t r i b u t e d ) , t h e s e r v i c e t i m e s a r e r a n d o m , and t h e r e a r e a f i n i t e 
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number o f s e r v e r s . The s t o c h a s t i c p r o c e s s a s s o c i a t e d w i t h e a c h o f t h e s e 
s y s t e m s i s , i n g e n e r a l , n o t M a r k o v i a n , b u t we a r e a b l e t o d e f i n e an 
i m b e d d e d Markov c h a i n s o t h a t t h e r e s u l t s o f C h a p t e r I I may be u s e d . 
In e a c h s y s t e m t h e i m b e d d e d Markov c h a i n i s a p e r i o d i c and i r r e d u c i b l e , 
and i s p o s i t i v e , p e r s i s t e n t n u l l , o r t r a n s i e n t a c c o r d i n g a s t h e r e l a t i v e 
t r a f f i c i n t e n s i t y p ( t h e r a t i o o f a v e r a g e i n p u t t o a v e r a g e o u t p u t o f t h e 
s y s t e m ) i s l e s s t h a n , e q u a l t o , o r g r e a t e r t h a n o n e . 
C l a s s i f i c a t i o n o f Q u e u e i n g S y s t e m s 
To d e f i n e a q u e u e i n g s y s t e m p r e c i s e l y we n e e d t o s p e c i f y ( 1 ) t h e 
a r r i v a l p a t t e r n , m e a n i n g t h e a v e r a g e r a t e o f a r r i v a l o f c u s t o m e r s and 
t h e s t a t i s t i c a l d i s t r i b u t i o n , ( 2 ) t h e s e r v i c e m e c h a n i s m , t h a t " i s , when 
s e r v i c e i s a v a i l a b l e , how many s e r v e r s t h e r e a r e , and how l o n g s e r v i c e 
t a k e s ( u s u a l l y s p e c i f i e d by a d i s t r i b u t i o n o f s e r v i c e t i m e ) , and ( 3 ) 
t h e q u e u e d i s c i p l i n e , t h a t i s , how a c u s t o m e r i s s e l e c t e d f o r s e r v i c e 
f rom among t h e w a i t i n g c u s t o m e r s , a s f o r e x a m p l e , " f i r s t c o m e , f i r s t 
s e r v e d . " Many i n t e r e s t i n g e x a m p l e s t h a t i l l u s t r a t e some o f t h e p o s s i ­
b i l i t i e s f o r t h e a b o v e c h a r a c t e r i s t i c s a p p e a r i n Cox and S m i t h [ 1 ] , 
B h a r u c h a - R e i d [ 1 ] , F e l l e r [ 3 ] , and K e n d a l l [ 2 ] , [ 3 ] . We must a l s o 
s p e c i f y w h e t h e r t h e r e i s i n t e r a c t i o n b e t w e e n t h e p a r t s o f t h e s y s t e m , 
s u c h a s t h e a r r i v a l r a t e d e c r e a s i n g a s p o t e n t i a l c u s t o m e r s a r e d i s ­
c o u r a g e d by a l o n g q u e u e . 
One t y p e o f a r r i v a l p a t t e r n c o n s i s t s o f s i n g l e c u s t o m e r s a r r i v i n g 
a t e q u a l l y s p a c e d i n s t a n t s , t ^ u n i t s o f t i m e a p a r t . The a v e r a g e r a t e 
o f a r r i v a l , a , i s t h e n 1 / t ^ p e r u n i t o f t i m e . B u t , a s we s h a l l s o o n 
s e e , more s u i t a b l e t o a Markov c h a i n a p p l i c a t i o n i s a n a r r i v a l p a t t e r n 
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c o n s i s t i n g o f c o m p l e t e l y random a r r i v a l s . F o r c o m p l e t e l y random a r r i v a l s 
we a s s u m e t h a t t h e number o f a r r i v a l s i n t i m e i n t e r v a l ( t , t + A t ) i s 
i n d e p e n d e n t o f t and o f t h e number o f a r r i v a l s i n any t i m e i n t e r v a l n o t 
o v e r l a p p i n g ( t , t + A t ) . H e n c e , i t i s o f n o a d v a n t a g e t o h a v e i n f o r m a t i o n 
on t h e a r r i v a l s p r i o r t o t i m e t t o p r e d i c t t h e number o f a r r i v a l s i n 
( t , t + A t ) . (The a b o v e a s s u m p t i o n i s shown by e x p e r i e n c e t o b e c l o s e l y 
s a t i s f i e d i n a number o f p r o b l e m s , a c c o r d i n g t o Cox and S m i t h [ 1 ] and 
F e l l e r [ 1 ] . ) S u p p o s e t h a t t h e a v e r a g e r a t e o f a r r i v a l i s g i v e n by 
t h e c o n s t a n t a , 0 < a < °° , and s u p p o s e t h a t t h e p r o b a b i l i t y o f more 
t h a n o n e a r r i v a l i n t i m e i n t e r v a l h b e c o m e s n e g l i g i b l y s m a l l a s h ->• 0 , 
t h a t i s , t h e a r r i v a l s a r e i s o l a t e d . D i v i d e t h e i n t e r v a l ( t , t + A t ) i n t o 
n s u b i n t e r v a l s o f e q u a l l e n g t h A t / n , f o r n = 1 , 2 , and l e t A ^ = 1 
i f an a r r i v a l o c c u r s i n t h e k t h s u b i n t e r v a l , k = 1 , 2 , n , and e q u a l 
z e r o o t h e r w i s e . Then 
n 
nk 
i s t h e number o f a r r i v a l s i n t h e i n t e r v a l ( t , t + A t ) f o r n s u f f i c i e n t l y 
l a r g e , u n d e r t h e a s s u m p t i o n o f i s o l a t e d a r r i v a l s . N o t e t h a t t h e 
e x p e c t e d number o f a r r i v a l s i n t h e i n t e r v a l i s a A t . T h u s , 
P{ S = r } = 
n 
n ! n - r 
r ! ( n - r ) ! 
s i n c e we h a v e t h e B e r n o u l l i c a s e , w h e r e 
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p = P{A = 1 } 
^n nk 
f o r k = 1 , 2 , o . . , n , i n a c c o r d a n c e w i t h t h e e a r l i e r a s s u m p t i o n f o r 
i n t e r v a l s o f e q u a l l e n g t h , , Thus t h e e x p e c t e d v a l u e o f i s n p ^ , 
and 
o r , 
n p - aAt , 
aAt 
Then 
and 
n n 
P { S = r } =
 n !
 . (1 - ^ ) n " r 
n r ! ( n - r ) ! n n 
r ! n n n 
(1 - 2 ^ A ) U - 2 ^ ) " r 
n n 
l i m P { S = r } = i S ^ f . e - a A t ( 3 9 ) 
n r ! 
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i s t h e p r o b a b i l i t y o f r a r r i v a l s i n t h e i n t e r v a l ( t , t + A t ) . ( T h e a b o v e 
r e s u l t i s e s s e n t i a l l y t h e P o i s s o n T h e o r e m o f L o e v e [ 1 ] . ) I n p a r t i c u l a r , 
t h e p r o b a b i l i t y o f n o a r r i v a l s i n t h e i n t e r v a l i s g i v e n by e a ^ " t , a n d 
h e n c e t h e p r o b a b i l i t y o f o n e o r m o r e a r r i v a l s i s 1 - e a ^ . 
I f c u s t o m e r s a r r i v e a t t i m e s t ^ , t ^ , w h e r e 0 < t ^ < t ^ < 
we l e t u = t , - t d e n o t e t h e t i m e b e t w e e n t h e a r r i v a l o f t h e n t h a n d 
n n + 1 n 
( n + l ) s t c u s t o m e r s , , I n t h e r a n d o m c a s e a b o v e , t h e a r r i v a l t i m e s t a r e 
n 
d e t e r m i n e d i n a P o i s s o n p r o c e s s ( t h a t i s , r a n d o m l y , w h e r e r a n d o m i s 
d e f i n e d b y t h e a b o v e a s s u m p t i o n s on i n d e p e n d e n c e a n d i s o l a t i o n o f 
a r r i v a l s ) w i t h p a r a m e t e r a , t h e a r r i v a l r a t e . The i n t e r - a r r i v a l t i m e s 
u ^ , n > 1 , h a v e t h e n e g a t i v e - e x p o n e n t i a l d i s t r i b u t i o n , w i t h d i s t r i b u t i o n 
f u n c t i o n 
A ( u ) = 1 - e , u > 0 ; 
A ( u ) = 0 , u < 0 , 
s i n c e P i u ^ < u } i s t h e p r o b a b i l i t y o f a n a r r i v a l i n t h e t i m e i n t e r v a l 
( t , t + u ) , f o r u > 0 , w h i c h was f o u n d t o b e 1 - e a U , a n d i s z e r o 
n ' n 
f o r u < 0 . I n t h e r a n d o m c a s e , t h e r a n d o m v a r i a b l e s u , n > 1 , w i l l 
n 
b e i n d e p e n d e n t . 
A t h i r d a r r i v a l p a t t e r n , w h i c h a c t u a l l y i n c l u d e s b o t h t h e r e g u l a r 
a n d r a n d o m p a t t e r n s a b o v e , i s c a l l e d g e n e r a l i n d e p e n d e n t . H e r e we s u p ­
p o s e o n l y t h a t t h e r a n d o m v a r i a b l e s u ^ , n > 1 , a r e i n d e p e n d e n t a n d h a v e 
t h e same a r b i t r a r y d i s t r i b u t i o n , g i v e n b y t h e d i s t r i b u t i o n f u n c t i o n 
A ( u ) , w h e r e A ( u ) = 0 f o r u < 0 . 
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Moving now t o t h e s e r v i c e m e c h a n i s m , we s h a l l a s s u m e t h a t t h e 
s e r v i c e t i m e s v , n > 1 , a r e i n d e p e n d e n t o f e a c h o t h e r and o f t h e 
a r r i v a l p a t t e r n ( a n d h e n c e o f t h e l e n g t h o f t h e q u e u e ) , t h a t t h e 
s e r v e r s a r e i d e n t i c a l i f t h e r e i s more t h a n o n e , and t h a t f o r a l l 
c u s t o m e r s t h e s e r v i c e t i m e h a s t h e same a r b i t r a r y d i s t r i b u t i o n , g i v e n 
by t h e d i s t r i b u t i o n f u n c t i o n B ( v ) , w h e r e B ( v ) = 0 f o r v < 0 . A l s o , 
l e t t h e a v e r a g e r a t e o f c u s t o m e r s l e a v i n g t h e q u e u e a f t e r b e i n g s e r v e d 
( n o o t h e r way t o l e a v e t h e q u e u e w i l l be c o n s i d e r e d ) be g i v e n by t h e 
c o n s t a n t s ;3 , 0 < 3 < 0 0 , w h e r e s i s t h e c o n s t a n t number o f s e r v e r s , s o 
t h e e x p e c t e d v a l u e o f s e r v i c e t i m e , v , i s 1 / 3 . N o t e t h a t t h e s e r v i c e 
t i m e v r e f e r s o n l y t o t h e amount o f t i m e t h e c u s t o m e r i s i n c o n t a c t 
w i t h t h e s e r v e r . T h i s d o e s n o t i n c l u d e t h e q u e u e i n g t i m e t t h a t h e 
w a i t s i n l i n e b e f o r e r e a c h i n g t h e s e r v e r . The c u s t o m e r ' s w a i t i n g t i m e 
i s t + v . 
One t y p e o f s e r v i c e m e c h a n i s m c o n s i s t s o f r e g u l a r d e p a r t u r e s , 
e a c h c u s t o m e r b e i n g s e r v e d f o r e x a c t l y t h e same l e n g t h o f t i m e , 1 / 3 . 
A n o t h e r c o n s i s t s o f random s e r v i c e t i m e s , and e x a c t l y a s b e f o r e f o r 
t h e random a r r i v a l p a t t e r n , t h e s e r v i c e t i m e s v , n > 1 , h a v e t h e 
n e g a t i v e - e x p o n e n t i a l d i s t r i b u t i o n , w i t h d i s t r i b u t i o n f u n c t i o n 
B ( v ) = 1 - - 3 v v > 0 
B ( v ) = 0 v < 0 
For g e n e r a l s e r v i c e t i m e s , B ( v ) i s n o t s p e c i f i e d . 
We h a v e m e n t i o n e d t h a t t h e number o f s e r v e r s i s g i v e n by t h e 
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f i n i t e c o n s t a n t s , b u t we must a l s o s p e c i f y t h e a v a i l a b i l i t y o f t h e 
s e r v e r s . F o r e x a m p l e , t h e r e may be a p r o b a b i l i t y o f a v a i l a b i l i t y 
a s s o c i a t e d w i t h o n e o f t h e s e r v e r s , who p e r f o r m s o t h e r t a s k s t h a t k e e p 
him away from t h e c o u n t e r p a r t o f t h e t i m e . I n t h i s p a p e r we a s s u m e 
c o m p l e t e a v a i l a b i l i t y o f t h e s s e r v e r s . 
The t h i r d and f i n a l e l e m e n t i n s p e c i f y i n g o u r q u e u e i n g s y s t e m 
i s t h e q u e u e d i s c i p l i n e . T h i s , o f c o u r s e , w i l l h a v e no e f f e c t on t h e 
number o f p e o p l e w a i t i n g f o r s e r v i c e , t h a t i s , on t h e q u e u e l e n g t h , 
b u t i s i m p o r t a n t i n s t u d y i n g t h e w a i t i n g t i m e and t h e f r e e p e r i o d s o f 
t h e i n d i v i d u a l s e r v e r s . We s h a l l d e a l o n l y w i t h " f i r s t c o m e , f i r s t 
s e r v e d , " a l t h o u g h , a s i s p o i n t e d o u t b y F e l l e r [ 3 ] , i t i s by no means 
uncommon t o h a v e " l a s t c o m e , f i r s t s e r v e d " o r random c h o i c e a s t h e 
r u l e . When t h e r e a r e s > 1 s e r v e r s t h e r e a r e t h r e e p r i n c i p a l ways i n 
w h i c h c u s t o m e r s may be a s s i g n e d t o s e r v e r s on a " f i r s t c o m e , f i r s t 
s e r v e d " b a s i s : ( 1 ) t h e c u s t o m e r s a r e a s s i g n e d t o s e r v e r s i n s t r i c t 
r o t a t i o n , r e g a r d l e s s o f t h e l e n g t h o f t h e q u e u e f o r t h e i n d i v i d u a l 
s e r v e r , ( 2 ) t h e c u s t o m e r s s e l e c t an a r b i t r a r y q u e u e , u s u a l l y t h e 
s h o r t e s t , o r ( 3 ) a s i n g l e q u e u e i s f o r m e d and t h e c u s t o m e r a t t h e 
h e a d o f t h e q u e u e i s s e r v e d a s s o o n a s a s e r v e r b e c o m e s f r e e . ( S e e 
Cox and S m i t h [ 1 ] f o r a more d e t a i l e d d i s c u s s i o n a l o n g t h e s e l i n e s . ) 
I f we a l l o w c h a n g e s f rom q u e u e t o q u e u e i n t h e s e c o n d c a s e i t d o e s 
n o t d i f f e r f rom t h e t h i r d i n t o t a l q u e u e l e n g t h , f o r t h e n i n b o t h 
c a s e s no s e r v e r i s i d l e u n t i l a l l c u s t o m e r s a r e b e i n g s e r v e d , b u t , 
o f c o u r s e , w a i t i n g t i m e s may be a f f e c t e d . I n t h i s p a p e r c h a n g e s w i l l 
be a l l o w e d , f o r o t h e r w i s e we w o u l d h a v e s s e p a r a t e q u e u e s w i t h v a r i ­
a b l e a r r i v a l r a t e s d e p e n d e n t on s q u e u e s i z e s . 
I l l 
The Imbedded Markov C h a i n 
I f t h e s t a t e o f a s t o c h a s t i c s y s t e m a t t i m e t i s d e s c r i b e d by a 
random f u n c t i o n X ( t ) , a n a l o g o u s l y t o t h e Markov a s s u m p t i o n f o r d i s c r e t e 
random v a r i a b l e s i n C h a p t e r I I , we s a y t h a t t h e s t o c h a s t i c p r o c e s s i s 
Markov ian i f k n o w l e d g e o f t h e p r e s e n t v a l u e o f X ( t ) makes a l l i n f o r m a ­
t i o n a b o u t t h e p a s t h i s t o r y o f t h e p r o c e s s i r r e l e v a n t t o a p r e d i c t i o n 
o f t h e f u t u r e b e h a v i o r o f " t h e p r o c e s s . 
I f t h e s t a t e o f t h e p r o c e s s i s m e a s u r e d by t h e q u e u e s i z e q ( t ) 
( w h i c h i n c l u d e s t h o s e b e i n g s e r v e d ) , and t h e a r r i v a l s a r e P o i s s o n i a n 
and s e r v i c e t i m e s a r e n e g a t i v e e x p o n e n t i a l , we s e e t h a t t h e a b o v e r e ­
q u i r e m e n t f o r t h e p r o c e s s t o be M a r k o v i a n i s s a t i s f i e d . B u t , i n 
g e n e r a l , t h e p r o c e s s m e a s u r e d by q u e u e s i z e a l o n e i s n o t M a r k o v i a n . 
For e x a m p l e , i f s e r v i c e t i m e s a r e r e g u l a r and a r r i v a l s a r e P o i s s o n i a n 
q ( t ) and v ^ , i = 1 , 2 , s , t h e t i m e a l r e a d y e x p e n d e d a t t i m e t on 
t h e c u s t o m e r b e i n g s e r v e d by s e r v e r i , a r e n e c e s s a r y t o make t h e 
p r o c e s s M a r k o v i a n , By i n c l u d i n g e n o u g h i n f o r m a t i o n i n X ( t ) , i t w o u l d 
seem t h a t we c o u l d a l w a y s make t h e p r o c e s s M a r k o v i a n . As p o i n t e d o u t 
by F e l l e r [ 1 ] t h i s may b e t r u e , b u t t h e a n a l y s i s o f t h e q u e u e i n g s y s t e m 
w i l l be l e s s c o m p l i c a t e d i f q ( t ) w i l l s u f f i c e . 
For o u r q u e u e i n g s y s t e m s X ( t ) w i l l b e an i n t e g e r - v a l u e d s t e p 
f u n c t i o n , d e f i n e d t o b e c o n t i n u o u s from t h e r i g h t a t t h e p o i n t s o f 
d i s c o n t i n u i t y . L e t ft d e n o t e t h e s e t w h o s e e l e m e n t s a r e t h e f u n c t i o n s 
w i t h domain ( - ° ° , t ] and r a n g e t h e same a s X ( • ) , w h e r e X ( • ) r e p r e s e n t s 
t h e h i s t o r y o f t h e s y s t e m , w i t h domain ( - 0 0 , 0 0 ) . F o r e a c h t i n ( - 0 0 , 0 0 ) , 
l e t be a s p e c i f i e d s u b s e t o f ft^, and l e t II be t h e s e t o f t h o s e t 
f o r w h i c h 0 c o n t a i n s t h e c o n t r a c t i o n o f X( • ) t o ( - ° ° , t ] . F o r e a c h 
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t e l l l e t f b e a s p e c i f i e d f u n c t i o n a l w i t h domain 0 ^ and s e t 
Y ( t ) = f t ( X ( T ) : T < t } . 
I f ( 0 ^ 9 -°° < t < °°} a r e c h o s e n s u c h t h a t ( 1 ) II h a s no f i n i t e a c c u ­
m u l a t i o n p o i n t , s o i t s members c a n b e w r i t t e n a s . . „ < t
 n < t < t 
n - 1 n n + 1 
< . . . , and ( 2 ) d i s t r i b u t i o n { y , , | y , y , , . . . } = d i s t r i b u t i o n 
J n + 1 ' n n - 1 
{y _ IY } f o r a l l n , where y = Y ( t ) , t h e n t h e v a r i a b l e s . . . , y . , y , 
- ' n + l 1 n J m m J n - 1 J n 
y _ , . . . , c o n s t i t u t e an imbedded Markov chain. J n + 1 
F o r e x a m p l e , c h o o s i n g 0 = f o r e a c h i n t e g e r t and 0 ^ empty f o r 
a l l o t h e r t , II i s t h e s e t o f a l l i n t e g e r s . Then c h o o s i n g f = 1 we h a v e 
an im bedded Markov c h a i n . H o w e v e r , f o r o u r i n v e s t i g a t i o n o f q u e u e i n g 
s y s t e m s we w i l l want f t o be c h o s e n s o t h a t Y ( t ) w i l l b e u s e f u l i n 
d e s c r i b i n g t h e s t a t e o f t h e q u e u e . 
The r e m a i n d e r o f t h i s c h a p t e r c o n s i s t s o f a p p l y i n g t h e m e t h o d 
o f t h e i m b e d d e d Markov c h a i n t o t w o s p e c i a l q u e u e i n g s y s t e m s d i s c u s s e d 
by F o s t e r [ 1 ] and K e n d a l l [ 2 ] , [ 3 ] . 
The Random A r r i v a l Q u e u e i n g S y s t e m 
C o n s i d e r now t h e q u e u e i n g s y s t e m w i t h random a r r i v a l s , o n e s e r v e r , 
and g e n e r a l s e r v i c e t i m e s s a t i s f y i n g t h e s t a n d a r d a s s u m p t i o n s s t a t e d 
e a r l i e r . L e t q d e n o t e t h e l e n g t h o f t h e q u e u e and l e t t h e a r r i v a l and 
d e p a r t u r e r a t e s b e a and |3, r e s p e c t i v e l y . 
I f t h e s t a t e o f t h e s y s t e m i s d e s c r i b e d by X ( t ) = q ( t ) t h e n 
t h e p r o c e s s i s n o t n e c e s s a r i l y M a r k o v i a n ( u n l e s s t h e s e r v i c e t i m e s 
a r e n e g a t i v e e x p o n e n t i a l ) , s i n c e k n o w l e d g e o f t h e e x p e n d e d s e r v i c e 
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t i m e i s n e e d e d t o make p a s t h i s t o r y i r r e l e v a n t . D e f i n e X ( • ) t o b e c o n ­
t i n u o u s .from t h e r i g h t a t i t s p o i n t s o f d i s c o n t i n u i t y and f o r m e m b e r s h i p 
i n r e q u i r e t h a t X ( t ) = X ( t - ) - 1 ( t h a t i s , q h a s j u s t d e c r e a s e d by 
o n e ) , s o II c o n s i s t s o f t h e e p o c h s o f d e p a r t u r e . For t e II d e f i n e 
f f { X ( x ) : T < t } = X ( t ) , 
s o Y ( t ) = q i s t h e number o f c u s t o m e r s l e f t b e h i n d by a d e p a r t i n g 
c u s t o m e r . N o t e t h a t ( 1 ) and ( 2 ) o f t h e d e f i n i t i o n a r e s a t i s f i e d s o we 
h a v e an imbedded Markov c h a i n . (The a b o v e t e c h n i q u e f a i l s i f t h e r e 
a r e s > 1 s e r v e r s s i n c e ' e v e n a t an e p o c h o f d e p a r t u r e t h e r e a r e s - 1 
e x p e n d e d s e r v i c e t i m e s l e f t u n s p e c i f i e d . ) 
D e f i n e , f o r a r b i t r a r y n-, " : • 
p i j = p { y n + i = ; j f y n = 
i , j = 0 , 1 , 2 , . . . , s o [ p „ ] . i s t h e t r a n s i t i o n p r o b a b i l i t y m a t r i x 
f o r t h e i m b e d d e d Markov c h a i n . T h u s , by c o n s i d e r i n g t h e q u e u e i n g 
s y s t e m o n l y a t t h e e p o c h s o f d e p a r t u r e we h a v e a Markov c h a i n w i t h 
a c o u n t a b l e number o f s t a t e s a n d , s i n c e t h e s e r v i c e t i m e h a s t h e same 
d i s t r i b u t i o n f o r a l l c u s t o m e r s , c o n s t a n t t r a n s i t i o n p r o b a b i l i t i e s . 
C l e a r l y 
p . . > o , y p . . = i 
114 
for i, j = 0 , 1, 2, so we have a stochastic matrix. The form of 
C p i j ] i s 
P Qj = k. , j = 0, 1, 2 
Pij = kj+l-i ' i = 1. 2, .... j > i - 1 , 
and 
p. . = 0 
for all other i and j
 s where k^ is the probability that there will be 
exactly r arrivals during a single service time. That is, the entries 
of [Pjj] are 
NI 0 1 2 3 
0 k k n k 0 k 0 o 1 2 3 
1 k k. k k 0 © 1 2 3 
2 0 k K k 0 o l 2 
3 0 0 k k n 
o 1 
• • • • • • 
If B(v) is the service time distribution function then using ( 3 9 ) , 
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f o r r = 0 , 1 , and n o t e t h a t k^ > 0 . T h u s , p ^ > 0 , i = 0 , 1 , 
( n ) 
s o a l l s t a t e s a r e a p e r i o d i c a n d , by Theorem 1 8 , p . . -> F . . / \ I . . a s 
I L I L 1 1 
n -> co f o r a l l i and j . In a d d i t i o n , f r o m any s t a t e we may r e a c h s t a t e 
z e r o w i t h p o s i t i v e p r o b a b i l i t y i n a f i n i t e number o f s t e p s and may r e a c h 
any s t a t e from s t a t e z e r o i n o n e s t e p w i t h p o s i t i v e p r o b a b i l i t y . By 
Theorem 6 , t h e Markov c h a i n i s i r r e d u c i b l e . 
We now d e f i n e t h e r e l a t i v e t r a f f i c i n t e n s i t y p by 
P = | = I n k n , 
n = l 
t h e e x p e c t e d number o f a r r i v a l s d u r i n g a s i n g l e s e r v i c e t i m e . We w o u l d 
e x p e c t t h a t f o r p < 1 t h e s y s t e m w o u l d e v e n t u a l l y s e t t l e i n t o e q u i l i b r i u m 
o p e r a t i o n , w h e r e a s f o r p > 1 t h e q u e u e w o u l d become a r b i t r a r i l y l o n g . 
T h i s c o n j e c t u r e , and t h e c a s e p = 1 , w i l l now b e i n v e s t i g a t e d . 
S u p p o s e p < 1 . D e f i n e 
j 1 - P 
f o r j = 0 , 1 , . . . . Then 
0 0
 k . j 
1 P 
J : - ~ < OO jlo P ° I V I ~~ j = O 1 " " 1 " " 
a n d , f o r i =f 0 , 
00 0 0 K ~| OO OO 
1 p . . y . = I - J + K I — = _ I _ [ ( i - 1 ) I k . + I j k . ] 
j = 0 ^ ^ j = 1 - P 1 - P j = O j = O ^ 
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1
 ( i - 1 + p ) = y . - 1 , 
1 - p s ~ - • • ' i 
and t h u s Theorem 28 i n d i c a t e s t h a t t h e Markov c h a i n i s p o s i t i v e . 
S u p p o s e p > 1 . L e t 
00 
A(s) = I k s n - s . 
n=0 n 
A c c o r d i n g t o t h e t r e a t m e n t o f g e n e r a t i n g f u n c t i o n s i n - the p r o o f s o f 
Theorems 15 and 2 1 , A ( s ) i s c o n t i n u o u s on [ - 1 , 1 ] , 
A ' ( s ) = Y n k s n l - l 
n = l 
on ( - 1 , 1 ) , and 
l i m A ' ( s ) = I n k - l = p - l > 0 . I n s-KL n = l 
I n a d d i t i o n , A ( 0 ) = k > 0 and A ( l ) = 0 , and h e n c e t h e r e e x i s t s an s , 
o o 
0 < s < 1 , s u c h t h a t A ( s ) = 0 . D e f i n e y . = s " L - l , i = l , 2 , . . . . 
o o J 1 o 
Then 
y p , . y . = I k . y . = y k . ( s 1 1 - 1 ) 
1 = 1 J ] = 1 J J ] = 1 J 
= A ( s ) + s - K - ( 1 - k ) = s - 1 = y . , 
0 0 0 0 0 J 1 
and f o r i = 2 , 3 , . . . , 
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CO 0 0 0 0 2_-\- j _ J _ 
I P . • y • = I k . y . . = Y k . ( s - 1 ) 
i = i J J 1 = 0 J J 1=0 J 
= s 1 1 [ A ( s ) + s ] - l = s 1 - 1 = y . . 
' O O O O 1 
In a d d i t i o n , { y . } i s n o n - z e r o a n d ; b o u n d e d , s i n c e 0 < s 1 < 1 , i = 1 , 
I o 
2 , and t h u s by Theorem 26 t h e Markov c h a i n i s t r a n s i e n t . 
F i n a l l y , s u p p o s e P = 1 . D e f i n e y.. = j , j = 0 , 1 , 2 , . . . . 
Then 
Y p . . Y . = Y k . . . I = I - L + P = I = Y . 
• N I L 1 • • -. L + L - I J H J I 
] = 0 J J J = I - L J 
f o r i ^ 0 , and y ^ 0 0 a s i 0 0 . By Theorem 30 t h e Markov c h a i n i s 
p e r s i s t e n t o From t h e s t r u c t u r e o f t h e m a t r i x [ p ^ . . ] , i t i s c l e a r t h a t 
t h e e x p e c t e d p a s s a g e t i m e s s a t i s f y y . . . = y . . f o r i I 0 and y . = 
^ ir- to J 1 , 1 - 1 1 0 1 L O 
y . . . + y . . ^ f o r i > 2 , s i n c e t o p a s s f rom s t a t e i t o s t a t e z e r o 
I , I - l I - l , 0 ~ r 
we mus t p a s s t h r o u g h s t a t e i - 1 . T h u s , 
and t h u s 
I P l j y j o = y ! 0 I j k j = y ! 0 P = y ! 0 
1=1 1=1 
By Theorem 2 9 , i f t h e Markov c h a i n i s p o s i t i v e t h e a b o v e sum must e q u a l 
1 1 8 
y - 1 , and from t h e p r o o f o f t h a t t h e o r e m y ^ i s f i n i t e . T h u s , t h e 
Markov c h a i n i s n u l l . 
To summar ize t h e a b o v e r e s u l t s , a c c o r d i n g a s p i s l e s s t h a n , 
e q u a l t o , o r g r e a t e r t h a n o n e , t h e Markov c h a i n i s , r e s p e c t i v e l y , p o s i ­
t i v e , p e r s i s t e n t n u l l , o r t r a n s i e n t . 
N o t e t h a t f o r p > 1 t h e mean r e c u r r e n c e t i m e y = 0 0 , and 
o o 
h e n c e t h e b u s y p e r i o d s a r e o f i n f i n i t e e x p e c t e d l e n g t h . I n a d d i t i o n , 
( n ) f i * 
p . . n -> —— = 0 a s n -> 0 0 f o r a l l i and j , and t h u s f o r any f i x e d N , i n y . . J 
.
 : :
 . . \ 
a r b i t r a r i l y l a r g e , t h e p r o b a b i l i t y a p p r o a c h e s z e r o t h a t t h e n t h d e p a r t ­
i n g c u s t o m e r w i l l l e a v e t h e s y s t e m w i t h f e w e r t h a n N c u s t o m e r s i n t h e 
q u e u e . B u t , s i n c e f^ > 0 by Theorem 7, t h e r e i s a p o s i t i v e p r o b a b i l i t y 
t h a t t h e c o u n t e r w i l l e v e n t u a l l y become f r e e . A c t u a l l y , f o r p = 1 t h e 
Markov c h a i n i s p e r s i s t e n t s o , u s i n g (37), f^ = 1 . That i s , i n t h i s 
c a s e t h e p r o b a b i l i t y i s o n e t h a t t h e c o u n t e r w i l l e v e n t u a l l y b e f r e e . 
From Theorem 2 1 , no s t a t i o n a r y d i s t r i b u t i o n e x i s t s f o r p > 1 , 
and t h e p o s i t i v e s e q u e n c e { l / y ^ } g i v e s t h e u n i q u e s t a t i o n a r y d i s t r i b u ­
t i o n f o r p < 1 , i n d e p e n d e n t o f t h e i n i t i a l d i s t r i b u t i o n . T h u s , f o r 
p < 1 , t h e p r o b a b i l i t y t h a t t h e q u e u e i s o f l e n g t h j a f t e r t h e n t h 
d e p a r t u r e t e n d s t o 1/y_. a s n -> °° , i n d e p e n d e n t l y o f t h e i n i t i a l s t a t e 
o f t h e s y s t e m . 
The Random D e p a r t u r e Q u e u e i n g S y s t e m 
I n t h i s s e c t i o n we s h a l l i n v e s t i g a t e a s l i g h t l y more i n v o l v e d 
q u e u e i n g s y s t e m a l o n g t h e same l i n e s a s i n t h e p r e v i o u s s e c t i o n . L e t 
t h e q u e u e i n g s y s t e m h a v e s s e r v e r s , random d e p a r t u r e s ( t h a t i s , n e g a t i v e -
e x p o n e n t i a l s e r v i c e t i m e s ) , and t h e g e n e r a l i n d e p e n d e n t a r r i v a l p a t t e r n . 
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We s h a l l t r e a t t h e s e c o n d and t h i r d q u e u e d i s c i p l i n e s , d e s c r i b e d e a r l i e r 
i n w h i c h no s e r v e r i s i d l e u n t i l a l l c u s t o m e r s a r e b e i n g s e r v e d . The 
r e m a i n i n g q u e u e d i s c i p l i n e may b e o b t a i n e d by r e g a r d i n g e a c h o f t h e s 
q u e u e s a s a s i n g l e s e r v e r q u e u e i n g s y s t e m w i t h a r r i v a l r a t e a / s , w h e r e 
a i s t h e a r r i v a l r a t e f o r t h e e n t i r e q u e u e i n g s y s t e m . L e t g b e t h e 
d e p a r t u r e r a t e f r o m e a c h i n d i v i d u a l s e r v e r . 
I f t h e s t a t e o f t h e s y s t e m i s d e s c r i b e d by X ( t ) = q ( t ) , w h e r e q 
i s t h e t o t a l number o f c u s t o m e r s b e i n g s e r v e d o r w a i t i n g a t t i m e t , 
t h e n t o make p a s t h i s t o r y i r r e l e v a n t t o a p r e d i c t i o n o f f u t u r e b e h a v i o r 
we n e e d t o know t h e t i m e s i n c e t h e l a s t a r r i v a l ( u n l e s s a r r i v a l s a r e 
r a n d o m ) . N o t e t h a t n o w , i n c o n t r a s t t o t h e s i t u a t i o n i n t h e p r e c e d i n g 
s e c t i o n , e x p e n d e d s e r v i c e t i m e a t e a c h o f t h e s s e r v e r s i s i r r e l e v a n t , 
s i n c e s e r v i c e t i m e s h a v e t h e n e g a t i v e e x p o n e n t i a l d i s t r i b u t i o n . T h u s , 
f o r m e m b e r s h i p i n 0 we r e q u i r e t h a t X ( t ) = X ( t ) + 1 ( t h a t i s , q h a s 
j u s t i n c r e a s e d by o n e ) , s o II c o n s i s t s o f t h e e p o c h s o f a r r i v a l . For 
t e l l , d e f i n e 
f t { X ( x ) : x < t } = X ( t ) - 1 , 
s o t h a t Y ( t ) = q - 1 i s t h e number o f c u s t o m e r s , w a i t i n g o r b e i n g s e r v e d 
a h e a d o f t h e n e w l y a r r i v e d c u s t o m e r . Then we h a v e an imbedded Markov 
c h a i n . ( N o t e t h a t t h e l e n g t h o f t h e q u e u e i n t h e o r d i n a r y s e n s e , t h e 
number o f w a i t i n g c u s t o m e r s , i s Q = max{q - s , 0 } . ) 
D e f i n e , f o r a r b i t r a r y n , 
pij = P { y n + 1 = j l y n = i } ' 
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i , j = 0, 1 , 2 , . . . . Then Cp^j ] i s "the t r a n s i t i o n p r o b a b i l i t y m a t r i x 
f o r t h e i m b e d d e d Markov c h a i n . . T h u s , by c o n s i d e r i n g t h e q u e u e i n g 
s y s t e m o n l y a t t h e e p o c h s o f a r r i v a l , we h a v e a Markov c h a i n w i t h a 
c o u n t a b l e number o f s t a t e s . , and c o n s t a n t t r a n s i t i o n p r o b a b i l i t i e s , 
s i n c e t h e i n t e r - a r r i v a l t i m e h a s t h e same d i s t r i b u t i o n f o r a l l c u s t o m e r s 
To d e s c r i b e t h e form o f t h e m a t r i x [ p . . ] , we n o t e t h a t p . . = 0 f o r 
j > i + 1 , s i n c e i f t h e n t h a r r i v a l e n c o u n t e r s i c u s t o m e r s i n t h e q u e u e , 
t h e ( n + 1 ) s t c a n e n c o u n t e r n o more t h a n i + 1 c u s t o m e r s . But f o r 
j < i + 1 , p ^ > 0, s i n c e f o r n e g a t i v e e x p o n e n t i a l s e r v i c e t i m e s t h e r e 
i s a p o s i t i v e p r o b a b i l i t y f o r any number o f t h e w a i t i n g c u s t o m e r s t o be 
s e r v e d d u r i n g t h e i n t e r - a r r i v a l t i m e . Thus t p — l h a s t h e form 
1
 N o 1 2 3 
0 P P 0 0 
I P P P 0 
2 P P P p 
CO
 
p P P P 
• • • • • • 
(40) 
where p i n d i c a t e s a p o s i t i v e e n t r y . The c o l u m n s s , s + 1 , . . . ( n o t e 
t h a t t h e f i r s t c o l u m n i s c o l u m n z e r o ) , r e p r e s e n t t h e c a s e s j = s , 
s + 1 , t h a t i s , t h e c a s e i n w h i c h a l l s e r v e r s a r e o c c u p i e d and 
h a v e b e e n t h r o u g h o u t t h e i n t e r - a r r i v a l t i m e . Thus f o r i > j - 1 , 
P i j = P { i + 1 - j 
c u s t o m e r s a r e s e r v e d d u r i n g an i n t e r - a r r i v a l t i m e } . 
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The d e p a r t u r e r a t e i s s3 s i n c e a l l s e r v e r s a r e o c c u p i e d , and u s i n g ( 3 9 ) , 
, _ r ( s g u ) r -sBu , . _ 
r J — r T — d A ( u ) , r - 0 , 1 , 2 , . . . 
o 
where i s t h e p r o b a b i l i t y o f e x a c t l y r d e p a r t u r e s i n a s i n g l e i n t e r -
a r r i v a l t i m e , and A ( u ) i s t h e i n t e r - a r r i v a l , t i m e d i s t r i b u t i o n f u n c t i o n . 
Thus p . . = k .
 n . f o r i > s and i > i - 1 . . The c o l u m n s i = 0 , 1 . . . . 
* i ] i + i - i 
s - 1 , a r e more d i f f i c u l t t o d e s c r i b e s i n c e t h e s e r v e r s a r e n o t a l l 
o c c u p i e d t h r o u g h o u t t h e i n t e r - a r r i v a l t i m e , c a u s i n g t h e d e p a r t u r e r a t e 
t o v a r y f rom sft . H o w e v e r , n o t i n g t h a t 
oo 
I k r = 1 . 
r = 0 
The m a t r i x [ p . . ] h a s t h e form 
i l 
0 . . . s - 1 s s + 1 
0 1 0 0 
s - 1 a. k • 0 
o o 
s k 
1 1 O r 
s+1 a~ ; . k. 
2 2 1 
where t h e f i r s t s c o l u m n s h a v e b e e n a d d e d t o g e t h e r and 
1 2 2 
a . = T k . . 
] = 1 + 1 J 
U s i n g t h e form ( 4 0 ) , we s e e t h a t t h e i m b e d d e d Markov c h a i n i s 
a p e r i o d i c and i r r e d u c i b l e . 
We d e f i n e t h e r e l a t i v e t r a f f i c i n t e n s i t y p f o r t h i s q u e u e i n g 
s y s t e m by 
P =
 S I = > ( 4 2 ) y n k 
-i i 
n = l 
t h e r e c i p r o c a l o f t h e e x p e c t e d number o f d e p a r t u r e s d u r i n g a s i n g l e 
i n t e r - a r r i v a l t i m e when a l l s s e r v e r s are- o c c u p i e d . 
) o s e p < 1, . As i n t h e p r e v i o u s s e c t i o n f o r t h e f u n c t i o n A ( s ) , 
t h e r e e x i s t s a number s , 0 < s < 1 , s u c h t h a t 
o o 
I k = s ^ , ( 4 3 ) 
n o o 
n=0 
s i n c e 
y n k = - > 1 . 
n = l K 
i - s + 1 
L e t y ^ = s 0 , i = s - l , s , s + 1 , . . . . Then f o r j > s , 
y v . ra.. = y s ^ s + 1 k . = s ^ s y k . s 1 = s ^ s + 1 = v 
1 2 3 
where y , y , . . . , y a r e a r b i t r a r y . For j = s - 1 , s - 2 , . . . , 1 , 
O _L S Z. 
we s o l v e s u c c e s s i v e l y t h e e q u a t i o n s 
y j = } n y i pij 
J
 1 = 0 J 
t o d e t e r m i n e y , y r e c a l l i n g t h e form ( 4 0 ) . F i r s t 
o s - 2 
1 = y s - l = . I y i Pi,s -1 
i = s - 2 ' 
and t h u s 
1 ,^ v i - s + 1
 N 
y s - 2 = p , , ( 1 " . i . s o *i . s-l> • 
r s - 2 , s - l i = s - l 
and s i m i l a r l y f o r y s _ g » • • • J y Q • ^ n a d d i t i o n , 
I y - P- = 1 y - ' d " I P . - ) + I s 1 ( l - 7 p . . . - Y k 
.
L
'
 J i F i o . L . y i • -. * i ] .f: n o .t, F s - l + i , ] L . r i = 0 1 = 0 "1=1 J 1 = 0 1=1 ' J r = 0 
s - 2 s - 1 s - 2 0 0 . i 
I y i - I I y i P i , + I < ( i - I k ) 
i = 0 j = l i = 0 J i = 0 r = 0 
s - 1 0 0 J . 1 y i P i j j = l i = s - l J 
r 
s - 2 s - 1 0 0 0 0 s 
I y. - I I y. p. - + i — - — - I k ^ — 2 _ 
i = O 1 j=i I = O 1 1 ] 1 - s o r = O r 1 " S o 
12*4-
, 1 S o 
= V - y + — - = V 
J
o s - 1 1 - s 1 - s o 
o o 
u s i n g ( 4 3 ) , ( 4 4 ) , and y s _ j _ = = 1 . T h u s , s i n c e 
s - 2 
I \ y L \ = . X J | y ± L + 
i = 0 ' i=0 ' ~ S o 
t h e imbedded Markov c h a i n i s p o s i t i v e , by Theorem 2 7 . R e c a l l i n g ( 3 0 ) 
from t h e p r o o f o f Theorem 2 7 , and u s i n g Theorem 2 1 , i t f o l l o w s t h a t 
{ — > , i = 0 , 1 , . . . , 
1 = 0 
i s t h e u n i q u e s t a t i o n a r y d i s t r i b u t i o n . L e t t i n g 
i = 0 
we h a v e t h a t , r e g a r d l e s s o f t h e i n i t i a l d i s t r i b u t i o n , t h e p r o b a b i l i t y 
t h a t a new a r r i v a l w i l l f i n d n o w a i t i n g c u s t o m e r s ( t h a t i s , t h a t q < s ) 
t e n d s t o 
1 1 2 3 
- ( y + y . + . . . + y
 0 + 1 + s ) = 1 ( s + s + . . . ) 
c J o 1 s - 2 o c o o 
1 2 5 
The p r o b a b i l i t y o f f i n d i n g n w a i t i n g c u s t o m e r s i s g i v e n by 
n + 1 
s . 
P{Q = n } = — , f o r n > 1 , 
f o r t h e s t a t i o n a r y d i s t r i b u t i o n . N o t e t h a t y i s f i n i t e , and t h u s J
 o o 
b u s y p e r i o d s a r e o f f i n i t e e x p e c t e d d u r a t i o n . 
Now s u p p o s e p > 1 . Then 
T n k < 1 . 
n = l 
L e t y ^ = l , i = s - l , s , s + 1 , . . . . Then 
y y . p . . = y k . = 1 = y . 
• ^ i H i 1 1=0 ~ ~ 3 i = 0 
f o r j > s , where y , y
 0 a r e a r b i t r a r y . We now s o l v e s u c c e s s i v e l y o s ^ 
t h e e q u a t i o n s 
y . = I y . p . • , 1 < j < s - 1 , 
J
 i = 0 J 
t o d e t e r m i n e y g _ 2 » • • • » yQ* T h i s i s p o s s i b l e a s b e f o r e , s i n c e f o r 
1 < j < s - 1 , 
~ g — 1 00 00 00 I P - • £ I I P. • = I a. = Y n k < 1 
.
 u
 i i . . i i . I n 
i = s - l J j = 0 i = s - l J i = 0 n = l 
In a d d i t i o n , 
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0 0 s - 2 s - 1 oo s - 1 
1 y i P i o = Jn y i ( 1 - } , p i j J + \ ( ° i - }, P s - l + i . j ' 
1 = 0 1 = 0 ] = 1 J 1 = 0 ] = 1 ' J 
s - 2 s - 1 0 0 oo 
= I y - - 1 1 y • p - • + 1 a-
1 = 0 ] = 1 1 = 0 J 1 = 0 
= y - y , + y n k < y 
n = l 
But £ | y . | i s i n f i n i t e , a r i d , h e n c e by Theorem 27 t h e imbedded Markov 
i = 0 1 
c h a i n i s n u l l . C o n s i d e r t h e p o s s i b l e , s o l u t i o n s o f t h e s e t o f e q u a t i o n s 
Y i = P i j Y j 9 ( 4 5 ) 
i = s , s + l , . . . . D e f i n e 
Y ( z ) = I y z n n n = s 
and 
A ( z ) = y k z n 
_ n n 
n=0 
f o r e a c h z f o r w h i c h t h e s e r i e s c o n v e r g e . T h e n , f o r z < 1 , 
I k - £ k z n 
r i i-i - n 
1 - A ( z )
 =
 n=0 n=0 y
 R y z J 
1 - z . ^, n Z 1 - z n = l ] = 0 
1 2 7 
00 00 
I z n I k 
n = 0 i = n + l n = 0 
a z 
n 
and h e n c e 
1 - A ( z ) 
1 - z 
T a z L
. n n 
n = 0 
I a = i < 1 
n=0 n p 
T h u s , s i n c e 
A ( Z ) - z = 1 - z [ 1 - I : , 
1 - Z 
A ( z ) =f z f o r | z | < 1 and 
1 - z 
A ( z ) - z 
1 V N 
1 - Y a z 
n = 0 
n n = 0 
( 4 6 ) 
where t h e a a r e p o s i t i v e n u m b e r s . N o t e t h a t s i n c e 
n 
I a = — , 
n - 0 
( 4 7 ) 
The s e r i e s \ a c o n v e r g e s o r d i v e r g e s a c c o r d i n g a s p > 1 o r p = 1 . 
n = 0 N 
In a d d i t i o n , 
oo n _ s 0 0 0 0 
Y ( z ) [ A ( z ) - z ] = y y k y .
 Z
n
 - Y Y p . y . z L L
n n - m - s •'m+s
 L
 .
L
 * n i J i 
n = s m = 0 n = s j = s J 
n + 1 
1 2 8 
°°
 n _ S
 n °° n + 1 
= y y k v z ~ y , . y k n . y . z L L
n n - m - s
 J m + s L- . L n + l - i i 
n = s m=0 n = s j=s. 
= k y z 
O S 
C o n s e q u e n t l y , f o r a l l z < 1 f o r w h i c h t h e s e r i e s f o r Y(z) c o n v e r g e s , 
s ) a z 
k y z u . n 
„ ,
 N o
 J s
 n s n=0 / , o \ 
Y ( z )
 = A(z) - z = k o y s Z — ( 4 8 ) 
1 - z 
= k G y s z
S
 ( I z n ) ( I a n z n ) 
n=0 n=0 
°° n + s n 
= k y y z y a . 
n=0 i = 0 
N o t e t h a t we c a n c o n s t r u c t a s o l u t i o n o f t h e s y s t e m ( 4 5 ) f o r a r b i t r a r y 
y , due t o t h e form ( 4 1 ) o f t h e m a t r i x [ p . . ] f o r t h i s q u e u e i n g s y s t e m , 
s 1 ] 
and y g \ 0 f o r e v e r y n o n - z e r o s o l u t i o n . N o t e a l s o from form ( 4 1 ) t h a t 
e i t h e r 0 < y g < y s + 1 < . . .., o r 0 > y g > y g + 1 > . . . , and 
.
 1
 -
 k l 
y s + l k y s ' 
1 - k, , n - l 
y n + l = k 
o j-=s 
1 1 n ~ 
"
y n ~ I T I V j + l y j ' 
f o r n = s + 1 , s + 2 , . . . . T h u s , f o r n = s , s + 1 , 
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n - s + 1 
and t h u s 
00 oo y 0 0 
v i n I v s I n I i s i v • / z \ n 1 K Z 1 - I ' | z 1 = | y s z R I (:'—> 
n = s n = s k n=0 o 
f o r z < k . Thus t h e s e r i e s f o r Y ( z ) c o n v e r g e s a t l e a s t i n t h e 
i n t e r v a l ( - k ,k ) and t h e r e e x i s t n o n - z e r o numbers z f o r w h i c h t h e 
o o 
r e s u l t ( 4 8 ) i s v a l i d . I t f o l l o w s t h a t 
n 
y , = k y 7 a . , n = 1 , 2 , . . . , J s + n o ; s l ' ' ' 
1 = 0 
and h e n c e t h e r e i s a n o n - z e r o b o u n d e d s o l u t i o n o f t h e s y s t e m ( 4 5 ) i f 
00 
p > 1 . No s u c h s o l u t i o n e x i s t s i f p = 1 , s i n c e t h e s e r i e s ) a c o n -
L
.... n 
n=o 
v e r g e s o r d i v e r g e s a c c o r d i n g a s p > 0 o r p = 1 , u s i n g ( 4 6 ) and ( 4 7 ) . . 
H e n c e , u s i n g Theorem 2 6 , t h e imb ed d ed Markov c h a i n i s p e r s i s t e n t f o r 
p = 1 , and t r a n s i e n t f o r p > 1 . 
In summary, t h e i m b e d d e d Markov c h a i n i s p o s i t i v e f o r p < 1 , 
p e r s i s t e n t n u l l f o r p = 1 , and t r a n s i e n t f o r p > 1 . N o t i c e from ( 4 2 ) 
t h a t by c h o o s i n g s s u f f i c i e n t l y l a r g e p c a n a l w a y s be made l e s s t h a n 
o n e 0 The r e m a r k s i n t h e c o n c l u d i n g p a r a g r a p h s o f t h e p r e c e d i n g s e c t i o n 
h o l d a l s o f o r t h e q u e u e i n g s y s t e m o f t h e p r e s e n t s e c t i o n . 
I t s h o u l d be e m p h a s i z e d , a s by F e l l e r [ 3 ] , t h a t t h e l i m i t i n g 
p r o b a b i l i t i e s i n t h i s and t h e p r e v i o u s s e c t i o n r e f e r t o t h e a v e r a g e o f 
1 3 0 
a l a r g e number o f i d e n t i c a l q u e u e i n g s y s t e m s and n o t t o t h e f l u c t u a t i o n s 
o f an i n d i v i d u a l s y s t e m . 
1 3 1 
APPENDIX I 
SKETCH OF MARKOV CHAIN EXISTENCE RESULTS 
S u p p o s e t h a t t h e s e t I , t h e s p a c e ft, t h e B o r e l f i e l d C , and 
t h e s e q u e n c e o f random v a r i a b l e s { x n ) a r e a s s p e c i f i e d i n C h a p t e r I I . 
For e v e r y E ^ , E.. £ I l e t numbers p^ and p^.. be g i v e n s u c h t h a t 
p . > 0 , I p . = 1 
i 
V>±j > © , 9 I P^- = 1 f o r e a c h i . 
j 
We s e e k t h e e x i s t e n c e . o f a p r o b a b i l i t y m e a s u r e P on £ s u c h t h a t 
t h e s e q u e n c e o f random v a r i a b l e s { x ^ } s a t i s f i e s t h e Markov a s s u m p t i o n , 
and t h e Markov c h a i n { x ^ } h a s t h e p r e s c r i b e d i n i t i a l d i s t r i b u t i o n { p ^ } 
and t r a n s i t i o n m a t r i x Cp^j] • 
F o l l o w i n g Chung [ 1 ] and Doob [ 1 ] , d e f i n e a s e t f u n c t i o n P^ on 
t h e s e t o f c y l i n d e r s e t s a s f o l l o w s : 
P { s ( E , E )} =.p p . . . p . 
J o J n J o V J n - l J n 
Then by t h e K o l m o g o r o v e x t e n s i o n t h e o r e m ( K o l m o g o r o v [ 1 ] , p p . 2 7 - 3 3 ; 
L o e v e [ 1 ] , p p . 9 2 - 9 5 ) , c a n be e x t e n d e d t o b e a p r o b a b i l i t y m e a s u r e 
P on C • 
1 3 2 
We now show t h a t t h e Markov a s s u m p t i o n h o l d s u s i n g t h i s P and 
{ x } 
n 
P { x = E , x = E . , . . . , x = E . } 
n k 1 n . 1 n i 1 J n , r J n 1 r 
E P P • • • P i 
v =1 ( I = l . c . o . r ) o o 1 n - l 
n . n . 
I I 
E 
v =j ( i 
n . n . 
I I 
= 1 . . 
P P 
N v
 J
- V V , 
. , r ) o o 1 , • • ' P v n -
r 
l V n 
r 
E 
v = J ( i 
n . n . 
l l 
= 1 , . 
P P 
N V V V_ 
o , r ) o o 1 
P v 
n -
r 
l V n 
r 
E 
v = J ( i 
n . n . = 1 , . 
P P 
1
 V v . 
. , r ) o o 1 
•• Pv 
n -
r 
l V n 
r 1 1 
, y p . . . P k ) ( _ • v v v . 
v - i n n +1 n - l 
n n r r 
r r 
y P P . . . p 
. / . , N v ^v v , * v , v 
v =n ( I = l , . . . , r ) o o 1 n - 1 n 
n . n . r r 
I I 
E p . . . p i 
v v , ^v , k 
v =i n n +1 n - l 
n n r r 
r r 
E p p . . . p f v * v v , v . k 
v =T o o 1 n - l 
n n 
— • = P { x = E . Ix = E . } 
v n k 1 n j 
E p p c . . p r J n 
v v v , v , v r 
v =n o o 1 n - 1 n 
n n r r 
r r 
1 3 3 
where t h e n o t a t i o n i s t h a t o f C h a p t e r I I , and t h e s u m m a t i o n s r a n g e o v e r 
a l l s u b s c r i p t s t h a t a r e n o t f i x e d by t h e e q u a l i t y s t a t e m e n t s . 
F u r t h e r , 
P { x o = V = Pk 
by d e f i n i t i o n , and 
l p p . . . p . p . . 
* V * V V . ^ V . . 1 R L ] 
v , . . . , v o o 1 k - 1 J 
P { x , A . = E . | x , = E . } = — — = p . . 
k + 1 : k 1
 Z p p . . .
 P ^ 
^ V ^ V V . V, _ 1 
v , . . . v.
 n o o 1 k - 1 
o ' k - 1 
and t h u s t h e Markov c h a i n { x } h a s t h e p r e s c r i b e d i n i t i a l d i s t r i b u t i o n 
n 
{ p . } and t r a n s i t i o n m a t r i x [ p . . ] . 
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APPENDIX I I 
PROOF OF NUMBER THEORY LEMMA 
The f o l l o w i n g lemma f r o m e l e m e n t a r y n u m b e r t h e o r y i s s t a t e d on 
p a g e 2 4 . 
Lemma. I f a n , a _ , „ . . , a a r e n d i s t r i c t p o s i t i v e i n t e g e r s w i t h 1 I n 
g r e a t e s t common d i v i s o r ( a n , . . . , a ) = 1 , t h e n a n y i n t e g e r M > a , a A . . . a 
I n J A 1 2 n 
c a n b e r e p r e s e n t e d i n t h e f o r m 
M = x n a n + x 0 a _ + . . . + x a , 1 1 2 2 n n 
w h e r e t h e x_^  a r e p o s i t i v e i n t e g e r s . 
P r o o f . The r e s u l t i s t r i v i a l f o r n = 1 . We w i l l s u p p o s e t h r o u g h ­
o u t t h a t we h a v e o r d e r e d t h e a . ' s s o t h a t 0 < a n < a_ < . . . < a 
l 1 2 n 
C o n s i d e r n = 2 . T h e n 
M - a M - 2 a , M - a a 
> > . . . > — ( 4 9 ) 
a 2 a 2 a 2 
a r e a^ d i s t i n c t p o s i t i v e n u m b e r s . S u p p o s e f o r p o s i t i v e i n t e g e r s j 
a n d k , k < j < a ^ , a n d p o s i t i v e i n t e g e r p , we h a v e 
M - ka1 M - j a 2 
— " = P 
a 2 a 2 
1 3 5 
Then ( j - k ) a ^ = p a ^ , where 0 < j - k. < a^» w h i c h c o n t r a d i c t s ( a ^ , a 2 ) = 1 
Hence t h e numbers ( 4 9 ) a r e o f t h e form 
k . 
C. + 
1 a 2 
C. an i n t e g e r , 1 < k. < a _ , where t h e r e a r e a^ d i s t i n c t k . ' s . Thus o n e 
k^ mus t e q u a l a^. Then f o r p o s i t i v e i n t e g e r s k and p , 
M - ka 
and 
M = k a x + p a 2 . 
C o n s i d e r now n > 3 . N o t e t h a t 
n J a, < ( n - 1 ) a < a
 n a < a 0 . . . a , 
, k n n - 1 n 2 n ' k=2 
and t h u s 1 + a^ + „ . . + a < a^ . . . a . I t f o l l o w s t h a t 2 n 2 n 
a . ( 1 + a 0 + . + a ) < a . a 0 . . . a 1 2 n 1 2 n 
Now l e t M > a n a 0 . . . a be c h o s e n . Then M = r (mod a n ) , 1 < r < a , . 
1 2 n 1 ' ~ - 1 
C o n s i d e r ( a o S . . „ , a ) = d > 1 . Then by t h e E u c l i d e a n a l g o r i t h m 2 n J 
136 
d = y 2 a 2 + . . .
 + y a , 
where t h e a r e i n t e g e r s . But ( d , a ) = 1 , and t h u s 
1 = z 1 d + z 2 a 1 , 
where z ^ and z^ a r e i n t e g e r s . Thus 
M = z Md + z 2 Ma 
= z x M ( y 2 a 2 + ' * ' + y n a n } + z 2 M a i 
and a c c o r d i n g l y 
z n M(y,. a^ + „ . . + y a ) = r (mod a n ) 1 2 2 J n n 1 
s i n c e z^ Ma = 0 (mod a^) and M = r (mod a ) . Now 
z 1 My^ E (mod a ) , 
i = 2 , . . . . n , w h e r e 1 < r . < a n . Thus 
l 1 
r 2 a 2 + . + r n a R = r (mod a±) , 
and t h e r ^ a r e p o s i t i v e i n t e g e r s . But 
r 2 a 2 + . . . + r n a n < a (a + . . . + a ) 
< a . ( 1 + a . + . . . + a ) 
1 l n 
< a n a_ . . . a < M 1 2 n 
s o t h a t 
M - ( r _ a_ + . . . + r a ) > 0 
2 2 n n 
and i s c o n g r u e n t t o z e r o mod a . T h u s , 
M - ( r 2 a 2 + . . . + r n a n> = p a , 
w i t h p a p o s i t i v e i n t e g e r , and 
M •= p a n + r^ a^ + . . . + r a 1 2 2 n n 
137 
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