In this paper, a neural network-based adaptive iterative learning control scheme is developed to solve the trajectory tracking problem for rigid robot manipulators with arbitrary initial errors. Time-varying boundary layers are used to relax the zero initial error condition which must be observed in traditional iterative learning control design, and adaptive learning neural networks are constructed to approximate uncertainties in robotic systems, whose optimal weights are estimated by using partial saturation difference learning method. For arbitrary bounded initial state errors, the tracking error of robot manipulators will asymptotically converge to a tunable residual set as the iteration number increases. An illustrative example and the comparisons are provided to demonstrate the effectiveness of the proposed neural network-based adaptive iterative learning control scheme.
I. INTRODUCTION
Both iterative learning control (ILC) and repetitive control are intelligent control techniques pursuing high-precision tracking performance according to learning strategy. The former is suitable for dealing with repetitive tasks over a finite time interval [1] - [3] , while the latter is often used to solve the problems of periodic reference tracking or periodic disturbance rejection [4] - [7] . In the past decades, the trajectorytracking control of robot manipulators has attracted a lot of attention for their wide applications in numerous industrial situations such as assembly lines, rehabilitation processes and so on. The ILC algorithms of robot manipulators have been explored by many researchers from 1980s, and the main early related results were developed based on contraction-mapping approach [8] - [10] .
In recent years, adaptive ILC of robot manipulators has aroused increasing interest in robotic field. In [11] , Tayebi proposed three simple ILC schemes to solve the The associate editor coordinating the review of this manuscript and approving it for publication was Haiquan Zhao. trajectory tracking problem for rigid robot manipulators. In [12] , Chien et al. developed a combined time-domain and iteration-domain adaptive learning law to estimate the uncertainties in robot manipulators. In [13] , He et al. proposed an adaptive ILC algorithm based on pulse neural network to obtain the high-precision tracking performance of uncertain robot systems. In [14] , to achieve good trajectory tracking performance and eliminate deformation of flexible beam simultaneously, Cao et al. developed an adaptive boundary ILC scheme for a two-link rigid-flexible manipulator. In [15] , Li et al. carried out the research of iterative learning impedance control for rehabilitation robots. In these above robotic adaptive ILC algorithms [11] - [15] , perfect resetting conditions must be satisfied at each iteration cycle, i.e., the initial state error of robotic systems must be equal to zero at each iteration cycle, which is known as the initial problem of ILC. However, due to the limitation of practical resetting mechanism, it is really an impossible task to implement such a zero-error initial resetting in robotic applications. Researchers worked hard to solve the initial problem of ILC for long [1] , and only a few results were reported [2] , [16] - [19] , including time-varying boundary layer, initial rectifying action, error-tracking strategy, and so on. As far as the initial problem of robot ILC is concerned, the related results are very few [20] , [21] . Jin used the initial rectifying action to handle the initial problem of robotic systems [20] . Yan et al. studied the error-tracking ILC design for robot manipulators with arbitrary initial errors [21] . Besides, while the reference trajectory is spatially closed, repetitive learning control may be adopted as a remedy to remove zero-error initial resetting [22] , by letting the final state of the previous iteration as the initial state of the current iteration. On the whole, how to deal with the initial problem of robotic ILC systems is still an issue to be further studied.
Under certain conditions, artificial neural networks can be used to approximate a wide range of nonlinear functions to any designed accuracy. Neural network controllers may work well in the cases that less system dynamics information is known a prior [23] - [26] . So far, there have been many relevant results of the adaptive neural network control for robotic systems through years of efforts and developments [27] - [30] . In the field of adaptive ILC, the learning to unknown parameter is carried out over a finite time interval, traditional adaptive neural networks are not proper to be adopted directly for such situations. To overcome the difficulties, people have developed adaptive difference learningbased neural networks to approximate the uncertainties in finite time operation systems [31] , [32] . In [31] , Chi and Hou presented a neural network-based adaptive iterative learning control scheme for nonlinear discrete-time systems. In [32] , Sun et al. proposed a neural adaptive ILC scheme for a class of continuous systems with arbitrary initial errors. In [13] , an adaptive iterative learning control algorithm based on pulse neural network was proposed for uncertain robotic systems with zero initial system error. From the above analysis, we can see that the adaptive ILC algorithm results for robotic systems with arbitrary initial errors is few. Hence, how to develop a neural network-based adaptive iterative learning control algorithm for robotic systems with arbitrary initial errors, is worthy of further research.
Motivated by what have been discussed above, this paper focuses on ILC design for uncertain robot manipulators with arbitrary initial errors. Compared to the existing results, the main contributions of this work lie in the following:
(1) An adaptive ILC scheme is developed for the rigid robot manipulators with a time-varying boundary layer constructed to deal with the initial problem for robotic ILC systems.
(2) Adaptive learning neural networks are utilized to approximate uncertainties in robotic systems. The optimal weights are estimated by using difference learning method. The approximation error is compensated by using robust learning approach.
(3) Partial saturation learning approach is presented to estimate the unknown optimal weights of neural networks and the upper bound of approximation error. With the proposed adaptive ILC, all signals in the robotic closed loop system are proved to be bounded, and the perfect tracking performance may be achieved.
The remainder of this paper is organized as follows. Section 2 gives the dynamics of an n degree-of-freedom manipulator with arbitrary initial errors. In Section 3, the neural network-based adaptive iterative learning controller is developed by using Lyapunov approach. The uniform convergence of joint position and velocity tracking errors is presented in Section 4. Also, the simulation results are illustrated in Section 5, followed by Section 6 which concludes this work.
II. PROBLEM FORMULATION
Let us consider an n degrees-of-freedom rigid manipulator performing repetitive operations over t ∈ [0, T ], whose dynamic equations is expressed by (1) where k = 0, 1, 2, · · · denotes the iteration index, q k = [q 1,k , q 2,k , · · · , q n,k ] T ∈ R n is the vector of joint position at the kth cycle, M (q k (t)) ∈ R n×n is a symmetric positive definite inertia matrix, C(q k (t),q k (t))q k (t) ∈ R n is the vector of centripetal and Coriolis torques, G(q k (t)) ∈ R n is the gravitational force, τ k (t) ∈ R n is the input torque, and d k (t) = [d 1,k , d 2,k , · · · , d n,k ] T ∈ R n represents unknown disturbances and unmodeled dynamics.
The control objective of this work is to develop an ILC law τ k (t) to render q k to track the desired reference trajectory
Property 1: The matrix M (q k (t)) is symmetric and positive definite.
The saturated learning mechanism is applied in this paper for obtaining bounded parameter estimates. For scalarâ, the saturation function sat ·,· (·) is defined as
The above-mentioned matrixâ satisfies the following lemma.
Proof: It follows from the definition of matrix trace that
Then, by the property introduced in Appendix I of Reference [33] , we can assert
Hence, the inequality (4) holds. For brevity, in the rest of this paper, M (q k )(t), G(q k (t)) and C(q k (t),q k (t)) are respectively abbreviated as M k , G k and C k , and arguments are sometimes omitted while no confusion occurs.
III. ADAPTIVE ILC DESIGN

Let us definẽ
To facilitate the subsequent control design and stability analysis, we define
and
where λ is a positive number,
Remark 1: According to the definition of φ i,k (t) and φ k (t), we can see φ i,k (0) = |s i,k (0)|. From this and (2), we can see s φ,k (0) = [0, 0, · · · , 0] T , which will be used to relax the zero initial error condition in ILC algorithm design. The proposed ILC algorithm allows the initial state of robot manipulators to be arbitrary bounded values.
From (9), we have s k =q k −q d + λq k andṡ k =q k − q d + λq k . By letting q dk := q d − λ t 0q k dτ , we further get s k =q k −q dk andṡ k =q k −q dk . It follows from (10) that
To obtain the control law, a Lyapunov candidate function is chosen as
After taking the time derivative of V k , we havė
Then, adaptive learning radial basis function (RBF) neural networks will be used to estimate
where W * is the optimal neural network weight, (X k ) = 1 (X k ), 2 (X k ), · · · , n (X k ) T is the approximation error
According to the property of RBF neural network approximation theory, (X k ) is bounded. Let an unknown positive constant m denote the upper bound of (X k ) . Substituting (18) into (17) yieldṡ
Based on (16) and (18), we can design a neural network-based adaptive ILC law and difference learning laws as follows:
where γ 1 > 0, γ 2 > 0, γ 3 > 0, W k and m,k are used to estimate W * and m , respectively. In learning laws (22) and (23), the maximums ofŴ k−1 andˆ m,k−1 are respecitvely limited by using partial saturation mechanism, which helps to improve the robustness of the system. Remark 2: In this paper, the adaptive learning RBF neural network is used to approximate uncertainties. The structure of adaptive learning RBF neural network is similar but different to that of adaptive RBF neural network. As shown in (18) , difference learning method is adopted to estimate the optimal weights of adaptive learning neural networks. As an alternative, (18) may be replaced by the following differential learning law: for t ∈ [0, T ],
As reported in [12] , the learning convergence speed of difference learning method is in general faster than that of differential learning method, which is the reason that the difference learning method is adopted in this work.
IV. STABILITY ANALYSIS
Theorem 1: For the closed-loop robotic system consisting of the plant (1) and the adaptive iterative learning control given by (21)-(23), all system variables are guaranteed to be bounded at each iteration, and the closed-loop system is stable in the sense that 
Note that V k (0) = 0 holds for k = 0, 1, 2, · · · . From (20) and (21), we can get
According to the definition of sat ·,· (·), we can draw a conclusion that
Substituting (26) into (25), we can obtain
While k > 0, combining (24) with (27), we can derive the difference of L k between two adjacent iterations as follows:
On the basis of Lemma 1 and (22), we have
which implies
Substituting (30) into (28), we can get
Similar to (29) , from (23), we can conclude that
From (31) and (32), we have
Part 2: Finiteness of L 0 Taking the time-derivation of L 0 yieldṡ
According to the (22) and (23), we can obtain
respectively. Meanwhile, through simple algebraic operations, we have
Then, from (35) and (37), we have
Adding the two sides of (36) and (38), we get
Hence, substituting (39) and (40) into (34) giveṡ
Owing to tr(W * T W * ) and 2 m are bounded, it follows from (41) thatL 0 (t) is bounded for t ∈ [0, T ]. Hence, L 0 (t) is also bounded for t ∈ [0, T ].
Part 3: Convergence of s φ,k From (33), we get
Adding the two sides of the above k inequations, respectively, we can assert
Then, since L 0 is bounded, we can see L k is also bounded for k = 1, 2, 3, · · · . The boundedness of s φ,k and s k can be obtained from the boundedness of L k . Then, according to the definition of s k , we can deduce thatq k andq k are bounded, which implies that q k andq k are also bounded. By the above and the property of saturation function, from (22) and (23), we can assert that W k and m,k are bounded. Furthermore, the boundedness of τ k and other signals in the closed loop robotic systems can be easily obtained. m,k dτ can be obtained, but the boundedness of W k and m,k themselves can not be guaranteed.
Let λ q denote the lower bound of the eigenvalues of M k . Then, from (43), we can see
Since L 0 is bounded and L k ≥ 0, it follows from (44) that lim k→+∞ s φ,k = 0.
From (9), we can obtaiṅ
Then, after simple algebraic operations, we have
As (48) shows, the desired control precision may be obtained by choosing proper λ and µ.
In this work, to ensure the boundedness of the estimators, partial saturation learning approach is used to estimate the unknown optimal weights of neural networks and the upper bound of approximation error. Full saturation learning approach is also suitable for the learning laws design.
V. SIMULATION RESULTS
In this section, we will verify the effectiveness of the proposed neural network-based adaptive iterative learning control algorithm (21)−(23) for the 2-DOF planar manipulator with revolute joints, whose model can be described in the form of (1) with C k = −C 12 (q 2,k )q 2,k −C 12 (q 2,k )(q 1,k +q 2,k ) C 12 (q 2,k )q 1,k 0 ,
In (49), α 1 = (m 1 + m 2 )r 2 1 + m 2 r 2 2 + 2m 1 m 2 cos q 2,k , α 2 = m 2 r 2 2 + m 2 r 1 r 2 cos(q 2,k ), d 1,k = 0.5rand1(k) cos(2t), d 2,k = 0.5rand2(k) sin(3t), m 1 = 0.5kg, m 2 = 0.5kg, r 1 = 1m, r 2 = 0.8m, g = 9.8m/s 2 , and T = 5. The desired position trajectories are q 1,d = 1 + 0.2 sin(0.5π t) and q 2,d = 1 − 0.2 cos(0.5π t), withq 1,d andq 2,d the desired velocity trajectories. The initial states of robot manipulator are as follows: (50)
In this paper, rand1(·) − rand6(·) are random functions taking their values between 0 and 1. We apply the controller (21) and adaptive learning laws (22) and (23) . The control parameters are set as γ 1 = 5, γ 2 = 5, γ 2 = 0.02, λ = 3, µ = 10,w = 30, w = −30,¯ = 2, = 0. The number of RBF network neurons in (19) is chosen to be m = 5, with centers c j , j = 1, 2, · · · , m, evenly spaced on 2] , and the correspondent width b j = 3, j = 1, 2, · · · , m. We can see that s φ,k converges to zero as the iteration number increases. The control input profiles of two joints are given in Figs. 10-11. For comparison, we present two simulation examples below. Comparison A. In this example, we do a simulation for the adaptive ILC algorithm without dealing with nonzero initial errors as (51)-(53). It is worth noticing that time-invariant boundary layer adopted in (51) is different from the time-varying boundary layer used in (21) . Hence, in adaptive ILC design, we should not neglect the existing nonzero initial state errors, which may be relaxed by using time-varying boundary layer in this work. Comparison B. In this example, the initial rectifying strategy [1] , [21] is used to relax the zero initial error condition. The control law is presented as follows: 
where
, j = 1, 2, · · · , m. For i = 1, 2, q i,k,r (t) is the rectified reference signal constructed as follows:
and The coefficients in (59) are chosen as
Let t h = 0.6, ω = 0.02, γ 1 = 5, γ 2 = 10, γ 3 = 0.02. The other parameters is set as the same as the above simulation. After 7 cycles, simulation results are shown in action are suitable to design the ILC laws for robotic systems with nonzero initial errors. The construction of time-varying boundary layer in (11)−(12) is a little simpler than one of initial rectifying reference trajectory in (57)−(60).
The above simulation results demonstrate the effectiveness of our proposed neural network-based adaptive ILC scheme.
VI. CONCLUSION
This paper proposes a neural network-based adaptive ILC scheme to solve the trajectory-tracking problem for robot manipulators with arbitrary initial errors. Time-varying boundary layers are introduced to overcome the nonzero initial system errors, and adaptive learning neural networks are constructed to approximate uncertainties in uncertain robotic systems, whose optimal weights are estimated by partial saturation difference learning method. The approximation error is compensated by using robust learning approach. All signals in the closed loop robotic system are guaranteed to be bounded, and the position error will asymptotically converge to a tunable residual set as the iteration number increases.
