We present a method for the analysis of images of foil fencing. This is a challenging domain because of the speed of motion, which leads to significant motion blur. Our method detects the blade in images of a fencer, and is based on the Hough transform. In experiments under controlled conditions it is found to have a 94% success rate on two unseen sequences of 500 frames.
Introduction
Computer vision techniques have recently been applied to a variety of sports, and in this paper we examine a new activity -foil fencing. Foil fencing has not been examined before in the vision community, and raises several particular challenges. The main one of these is that the foil is flexible and moves very rapidly. In this paper we examine automated methods for locating the position and shape of the foil in image sequences.
Locating the position of the foil is a useful goal in the context of fencing for several reasons. Firstly this information could be used to assist adjudication of matches, although much of this is done with electric vests that register hits. Other judgements, however, need to be made in a fencing match such as 'right of way'. Right of way in foil fencing means that when attacked a fencer must defend rather than immediately counterattacking. Whether an action is an attack or offensive move or not is a judgement call that might be supported by automated analysis of the fencers' actions. Another possible application of automated analysis of fencer's actions would be in training. By building a model of the fencer and the foil it could be possible to analyse an athlete's performance in order to identify areas that need improvement.
In this paper we do not address these applications in full, but aim to solve an initial step in the visual analysis of foil fencing -locating the blade of the foil in an image or sequence of images. In Section 2 we examine previous work on analysing images of sporting activities and work related to the Hough transform, which is the basis of our method. The application of the Hough transform to locating the foil is presented in Section 3, and results on image sequences are shown in * Corresponding author, email smx@cs.nott.ac.uk Section 4. Finally, discussion and concluding remarks are given in Section 5.
Related Work
Computer vision has recently been applied to a variety of sports. Much of this work has focussed on tracking players or analysing their motion [1, 4, 7] , but in some sports the equipment used by the players is of equal interest. In snooker [2] and football (soccer) [9, 10] , for example, tracking the ball or balls can give useful information for the analysis of the game.
Fencing is another example of a sport in which tracking the equipment rather than just the player is of potential use. The foil in fencing, however, has quite different motion characteristics to balls in snooker or football. Balls are fairly rigid objects, have a simple shape, and tend to undergo relatively smooth motion most of the time. The foil, however, is flexible, moves very rapidly, and is constantly accelerated by the fencer. Because of these characteristics we do not aim to track the foil, but rather to find it in single images. To do this we need to model the blade, which is a curve in the image that may bend and move rapidly leading to motion blur.
The Hough transform [6] is an established technique for detecting geometric features in images. Although it is most commonly used to find lines it is easily extended to other features, such as the curve of a foil, that can be represented in a parametric form [3] . The Hough transform works by finding local maxima in a space representing the parameters that define the feature of interest. Since this space has a number of dimensions equal to the number of parameters that define the feature, the Hough transform becomes rapidly more expensive as the number of parameters increases. This is why it is most commonly used for lines, which are represented by two parameters, than for more complex features.
In order to detect local maxima in the parameter space, the Hough transform divides the space into a grid of cells or accumulators. Each accumulator corresponds to a range of parameter values, and is initially zero. Pixels in the image contribute to the set of accumulators that correspond to the parameters of features or curves that pass through that pixel. This contribution is added to the accumulator cell. Accumulator cells which are locally maximal are taken to represent the parameters of features in the image. Figure 1 shows an overview of the processes involved in the system. The first task is to separate the background and foreground objects. This initial segmentation identifies the fencer and their foil. Since we wish to model the blade of the foil, a second segmentation step is then applied to differentiate between the fencer and the foil. Finally a parametric model is applied to locate the blade in the image. The initial segmentation is made through background subtraction. The experiments we present here have been made under controlled conditions to make this simpler. The background is black cloth, and the fencer is in white. Background subtraction is still, however, a non-trivial task, and in this case is complicated by the fact that the blade moves very quickly, so there is significant motion blur. As a result the blade often has poor contrast from the background. In order to reduce this effect bright markers are attached to the blade. It is not possible to consistently identify these markers because of specular reflections off the foil, but they do ensure a range of blade points can be reliably separated from the background, as shown in Figure 2 . The motion blur also shows the effects of interlacing in the cameras used, and so the images are de-interlaced prior to processing. This effectively doubles the frame rate of the cameras, but halves the vertical resolution of the images.
The results of the initial segmentation contain the foil and the fencer. A secondary segmentation is now made to separate these two components. This segmentation is based on the observation that there is a vertical line dividing the fencer and the blade, and that at this line the foil is not subject to significant motion blur. As a result the number of foreground pixels along this vertical line is low, and increases sharply to one side where it encounters the guard of the foil and then the fencer. In the opposite direction the number of foreground pixels in each vertical line may remain low or, if the blade is moving rapidly, increase.
The characteristics on the fencer side of this cut line are more consistent, so a model is built of the cut line in terms of the 50 columns of the image to its right (assuming the fencer is facing left). This model is constructed from a selection of frames that have been segmented by hand. The model consists of a maximum number of pixels that can be considered in the column of the cut point (which we found to be 10 in our test sequences) and the average number of foreground pixels in each of the 50 columns to the right of this point. The cut line is then found by comparing this model to the observed number of pixels in each image column using a sum of absolute differences metric. Once the blade has been found a bounding box is fitted, which restricts further processing to the sub-image containing the blade but not the fencer. The results of finding the cut line and bounding box on the images from Figure 2 are shown in Figure 3 .
Finally, once the blade has been isolated, a parametric model of the blade is made. The image of the blade is still affected by motion blur so it is not possible to determine a unique position of the blade in any frame. We can, however, generate a set of possible blade positions and select the most likely. In order to do this we fit curves using the Hough transform. Because the blade can bend a linear model is insufficient and we use a quadratic model. Higher order polynomials might be used, but these would allow the blade to have more than one curve. More accurate modelling of the way in which the blade curves might be made, but since it is tapered and being moved rapidly this would be difficult. The general formula for a quadratic curve is
so the Hough transform to detect such curves would need to search a three dimensional parameter space. We can, however, place a further constraint on the position of the blade, since it must pass through the junction of the blade and fencer. We have already found the x-coordinate of this point in order to segment the blade from the fencer, and the y-coordinate is found as the midpoint of the foreground pixels in this image column, as shown in Figure 3 . With an appropriate choice of In order to apply the Hough transform bounds need to be placed on the possible values of these parameters. Since the parameter space is quantised in the Hough transform computation, placing too wide a bound leads to either inaccurate detection or increased computational complexity.
In our experiments we found that useful ranges were a ∈ [−0.001, 0.001] and b ∈ [−0.45, 1.5].
The small values of a prevent models in which the blade bends too strongly, while the asymmetric range of b represents the fact that the fencer has freedom to move the blade to a vertical position pointing up, but that they do not move the blade so that it points directly down.
Once the ranges of the parameters have been determined, each parameter pair, (a, b), is used to trace a curve through the image. Those points on the curve which are in the bounding box are used to determine the Hough accumulator value for (a, b) as
where B is the bounding box that contains the blade, [x] is the nearest integer to x, and P (x, y) is the probability that the point 
Experimental Results
The data for these experiments was captured using a PAL (768x576, 25fps) camera, and consists of two image sequences of 250 frames (10 seconds) each. These sequences show a fencer facing right and one facing left, and separate data was used to build the background and cut line models. With de-interlacing the effective resolution is 768x288, and the sequences have 500 fields each (two from each original frame). Experiments have also been conducted using the original interlaced images, but operating on de-interlaced images was found to be more accurate, particularly when modelling the curve of the blade.
The experiments presented here first test the different stages of processing separately. These are finding the 'cut line' that separates the fencer from the blade, finding the 'cut point' that marks the base of the blade and is used to reduce the dimensionality of the Hough transform, and finding the arc of the blade using the Hough transform. Since true ground truth information is not available for these processes, the results are compared to human interpretation of the images.
MPEG videos showing the results of finding the foil blade in the two test sequences are available online at http://www.cs.nott.ac.uk/∼smx/Fencing.
Cut Line Detection
The first process once the foreground and background have been separated is to divide the blade of the foil from the fencer. This is done by finding a 'cut line' based on a model built from a sample image set. The mean and standard deviation for the right-and left-facing fencer sequences are shown in Table 1 The cut line detection is reasonably accurate, although not perfect. The right-facing frames have a greater error than the left-facing images, which is somewhat surprising since the model used to find the data was built from a (different) right-facing sequence. Also of note is the larger standard deviation in the left-facing even field. This is caused by a few serious failures which cause outliers in the error distribution. A situation where the cut-line detection performs poorly is shown in Figure 5 . 
Cut Point Detection
The cut-line differentiates between the fencer and the blade, and provides an estimate of the x-coordinate of the base of the blade. In order to constrain the Hough transform search to two dimensions we need to estimate the y-coordinate of this point as well, to find the 'cut-point' where the blade meets the hilt of the foil. The results of testing this location against manually determined values are shown in Table 2 .
Again the right-facing images have a slightly higher error than the left-facing sequence, but the detection is generally accurate to within a few pixels. An example of a frame where there is poor detection of the cut point is shown in Figure 6 . Table 2 : Mean and standard deviation (in pixels) of the errors in the estimation of the cut point position. Figure 6 : A case where the cut point has not been detected properly. A reasonable estimate of the blade has been found, but it is somewhat inconsistent towards the guard of the foil.
Blade Detection
The foil moves very quickly, and motion blur means that each image contains a sweep of blade positions rather than a single correct position. This makes a quantitative evaluation of the blade detection difficult since there is no clear ground truth position to refer to. A qualitative evaluation has been made, however, and the results of this are summarised in Table 3 .
Results are given for the even and odd fields with a leftand right-facing fencer. A blade detection is classified as a 'success' if it corresponds visually to one of the possible blade positions within the image, and a failure otherwise. The Hough transform based blade detection is found to have a 98% success rate, and this is consistent across even and odd fields from the interlaced images, and for fencers facing in either direction. For this test the blade detection was initialised with manually detected cut points in each image. This was done to ensure that any errors in this experiment were due to the Hough transform modelling, and not earlier processing. A closer examination of the results indicates that there are two main causes of failure -specular reflections on the blade,and situations where the model cannot accurately represent the blade. Specular highlights account for 60% of the errors, and are situations where there is a strong foreground element caused by a reflection along the blade rather than the markers on the blade. Since the position of the reflection on the blade tends to change as the blade moves, this can in some cases disrupt the Hough transform operation. An example of this is shown in Figure 7 Figure 7: An error caused by a specular reflection. The reflection on the blade forms a bright patch that is followed by the Hough transform, but which is not the same shape as the blade itself.
The remaining errors appear to be caused by the fact that we have to bound the parameters, a and b, that are computed by the Hough transform. If these bounds are set too tightly then the method may not be able to model situations where the blade has a pronounced curve. If the bounds are increased, however, too much curvature may be allowed, leading to poor fitting as shown in Figure 8 . 
System Evaluation
In the previous discussion we have looked at various sources of error that may influence the outcome of the search for the blade position in any given frame. It is, however, important to evaluate the system as a whole as well as its individual components. Table 4 gives the number of successes and failures in blade detection for the right-and left-facing fencer sequences, and classifies the failures into those that can be attributed to cut line detection, cut point detection within the line, specular highlights on the blade, and problems associated with the Hough transform bounds. This classification is somewhat artificial, as some of the errors may be due to a combination of factors. As the Table 4 : Number of successes and failures in the two image sequences for the whole system. The attribution of errors to causes is made by examination of the results, and some errors may be due to the combination of several factors.
Discussion and Conclusions
In this paper we have presented a method based on the Hough transform for finding the foil in images of fencers. The method works by using background subtraction to find the fencer and foil, applying a model-based segmentation to separate these two components, and then fitting a quadratic curve to the blade of the foil. In our experiments the method was able to accurately detect the foil in 94% of the test images.
This work is an initial step towards the modelling of a fencing match. In order to be applied either to adjudication or training several other steps would need to be made. Firstly, because of the use of a single camera, the fencer's movement is quite limited. A fencing piste is 14m long, and so several cameras would be needed to cover this area. Also it would be necessary to track in the presence of two fencers, which means that more work would need to be made on the initial segmentation to identify the components of the image. Finally, higher level modelling of the blades' and fencers' motion would be needed to provide a fully automated system.
A more immediate extension of this work would be to track the blade over time, rather than to detect it independently in each frame. This is a challenging tracking task because of the rapid motion of the blade. Recent work on tracking features in Hough spaces with the Kalman filter [8] and Condensation [5] might be applied. Examination of the parameters, a and b, defining the blade shape and found with the Hough transform, however, indicates that this may be difficult. Figure 9 shows the change in these parameters through an image sequence. The second order coefficient, a, in particular shows rapid and unpredictable change, so is likely to be difficult to track. The first order parameter, b, is somewhat more stable, but still shows some rapid changes that might disrupt tracking. It is possible that some of the variation seen in Figure 9 is due to the fact that, due to motion blur, there is not a unique blade position in each image. Since the final estimate is chosen independently in each image there is no attempt to make these parameters consistent from one frame to the next. A tracking algorithm, such as the Kalman filter, would promote smoothness in these parameters, and may find more consistent hypotheses.
Tracking through the image directly may be more tractable. Although the shape of the blade changes rapidly, the cut point position, at the base of the blade, shows a more consistent motion. Figure 10 shows the x-and y-coordinates of this point through a sequence. There is much less variation than in the shape parameters of the blade, although there are still some quite sharp accelerations. 
