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Introduction
Commandez donc avec courtoisie et enflammez-les tous d’une même ar-
deur belliqueuse ; on pourra dire que la victoire est assurée.
— Sun Tzu, L’Art de la Guerre
Depuis la nuit des temps, la lumière ou plus formellement les rayonnements électromagnétiques,
n’ont cessé d’être un prodigieux moyen de développement de la société et d’exploration de la
matière. Les rayonnements électromagnétiques trouvent des applications à toutes les échelles
d’énergies. Les plus faibles énergies, qui correspondent aux plus grandes longueurs d’onde, sont
les ondes radio. En plus de servir de moyen de transport de l’information (téléphone mobile, radio,
etc.), elles permettent de sonder le ciel pour en détecter les gros objets (avions, nuages, etc.). Les
longueurs d’onde de tailles moyennes, qui correspondent à la lumière visible, sont utilisées pour les
microscopes, dans le but d’étudier la matière à l’échelle des cellules vivantes. Les longueurs d’onde
très courtes, les rayons X, permettent de sonder la matière à l’échelle de la maille cristalline, en
plus des applications grand public comme l’imagerie médicale. Enfin, les rayonnements hautement
énergétiques, les rayons gamma (γ), permettent d’atteindre une échelle plus faible que la taille
des noyaux atomiques. Ils servent aussi pour la technique de radiothérapie gamma knife et de
moyens de stérilisation des aliments. De manière générale, plus le rayonnement électromagnétique
est énergétique, plus petite sera l’échelle de la matière sondée. Cette association unique entre les
applications scientifiques et sociétales a permis le développement rapide des moyens de production
des sources de rayonnements électromagnétiques. Le sujet de cette thèse porte sur la conception
et la réalisation d’une source de rayonnement γ qui bénéficie des développements récents des
technologies des lasers, de l’optique et des accélérateurs.
La production d’un faisceau de lumière de très haute intensité et monochromatique est primor-
diale pour la plupart des applications scientifiques. Parmi ces sources de lumière intenses, on
peut citer les lasers, pour la lumière visible et les synchrotrons pour les rayons X. Malheureuse-
ment les synchrotrons ne permettent pas d’atteindre l’énergie des rayons γ. Afin de produire ces
rayonnements de très haute énergie, les machines Compton ont été développées dans la deuxième
moitié du xxe siècle. La première à avoir fonctionné est LADON, en Italie [1], en 1980. La diffu-
sion Compton, d’un faisceau laser sur un faisceau d’électrons, est le processus fondamental sur
lequel sont basées ces machines. Il permet de produire un faisceau de rayons X ou γ dont toutes
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les propriétés sont liées à celles des faisceaux, laser et d’électrons, initiaux. La description de la
diffusion Compton, ainsi que la relation entre les paramètres du faisceau de rayons γ et ceux
des faisceaux incidents (laser et électrons), font l’objet du chapitre 1. L’accent est mis sur la
qualité du faisceau de rayons γ qui peut se mesurer par sa densité spectrale moyennée en temps
(TASD : Time Average Spectral Density), et plus particulièrement ce qui peut la dégrader. Les
machines Compton ont ouvert de nouvelles possibilités d’études de la matière nucléaire et de ses
constituants. Un court aperçu de ces applications est aussi exposé dans ce chapitre. Pour clore le
chapitre 1, nous présenterons dans un rapide tour d’horizon, les différentes machines Compton à
rayonnement γ et les techniques qui y sont utilisées pour produire le faisceau de rayons γ.
Depuis LADON, les machines Compton n’ont cessé de susciter de plus en plus d’engouement.
Elles sont passées d’installations parasites à, récemment, des infrastructures spécialement dédiées
à la production de rayonnements γ. Les faisceaux de rayons γ (ou X) qui y sont produits, sont
de plus en plus intenses et monochromatiques. La qualité de ces faisceaux est le point clef pour
adresser de nouveaux pans de la physique tels que la physique photonucléaire ou pour accroître
la précision de mesure des états d’énergies des noyaux atomiques. Dans ce contexte, la future
source de rayonnements γ d’ELI-NP (Extreme Light Infrastructure - Nuclear Physics) se veut
très ambitieuse en repoussant les limites actuelles de l’état de l’art. Les caractéristiques finales
que devra atteindre cette source de rayonnement γ sont, entre autres, un accord en énergie des
rayons γ de 0.2 MeV à 19.5 MeV, une TASD supérieure à 5× 103 photons/(s · eV) dans une
largeur spectrale inférieure à 0.5 % et un contrôle de la polarisation des rayons γ à plus de 95 %.
Ceci est au moins un ordre de grandeur, en intensité, supérieur à la meilleure machine Compton
au monde, de nos jours, HIGS. Cette nouvelle machine, ambitieuse, est le sujet du chapitre 2, où
elle est détaillée et remise dans le contexte d’ELI (Extreme Light Infrastructure), l’infrastructure
globale européenne dont elle fait partie. Les choix technologiques des principaux éléments y sont
mis en avant. Ils sont essentiellement guidés par leurs impacts sur les performances finales de la
machine et leurs risques de mise en œuvre.
Les paramètres importants, pour produire un faisceau de rayons γ aussi intense et d’une aussi
bonne qualité spectrale, sont la qualité et l’intensité des faisceaux, laser et d’électrons, interagis-
sant. Le paradoxe est que plus l’intensité du faisceau laser est élevée plus le faisceau de rayons γ
sera intense, mais, à l’opposé, plus sa qualité (TASD) sera médiocre dû aux effets non-linéaires
de la diffusion Compton. Il est donc nécessaire d’utiliser un faisceau laser de haute qualité, avec
une très forte puissance moyenne (environ 1.3 kW), et de puissance crête élevée (de l’ordre de
la centaine de térawatts). Au moment de la rédaction de ce document, il n’existe aucun laser
combinant ces caractéristiques. Les lasers de plus forte puissance moyenne, les lasers à CO2,
sont continus et n’ont donc qu’une très faible puissance crête. En revanche, les lasers qui ont la
plus forte puissance crête, tels que les lasers BELLA et Vulcan, n’ont qu’une très faible puissance
moyenne (une fréquence de répétition de quelques hertz au maximum) [2, 3]. Cependant, la faible
section efficace de la diffusion Compton, bien qu’étant un inconvénient, présente l’avantage de
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très peu modifier le faisceau laser après l’interaction. Il est alors concevable de recycler ce faisceau
laser et ainsi augmenter la puissance moyenne.
Plusieurs systèmes optiques permettent d’augmenter la puissance moyenne d’un faisceau laser
en un point : les cavités optiques résonantes et les multipassages. À la fin du chapitre 2, nous
exposons les raisons pour lesquelles nous avons choisi, pour ELI-NP-GBS, de concevoir un nou-
veau type de multipassage optique. Ce multipassage sera utilisé en conjonction avec le laser le
plus puissant au moment du lancement du projet, qui fonctionne à 100 Hz et d’une puissance de
200 mJ par impulsion [4, 5]. Ainsi le nombre d’impulsions au point d’interactions (IP : Interac-
tion Point) pourra atteindre la limite des accélérateurs d’électrons conventionnels, qui est d’une
trentaine de paquets d’électrons de faible émittance à 100 Hz.
La conception de ce multipassage, qui va de la géométrie aux procédures d’alignement et de
synchronisation pour atteindre ses pleines performances, est développée dans le chapitre 3. Cette
conception est le principal travail de cette thèse. Elle prend aussi en compte l’étude détaillée des
caractéristiques et des performances de ce nouveau type de multipassage.
À la fin de cette thèse, j’ai eu l’occasion de mener les premiers tests de faisabilité de la technique
de synchronisation spécialement développée pour le système. Nous avons pu aussi concevoir un
prototype de ce multipassage et interagir avec les différents fournisseurs pour s’assurer de la
faisabilité technique du système et de ses composants. Le dernier chapitre de ce document, le
chapitre 4, est entièrement consacré à ces aspects expérimentaux.

Chapitre 1
Introduction théorique sur les machines
Compton
Les notes de musique sont seulement au nombre de cinq, mais leurs com-
binaisons sont si nombreuses qu’il est impossible de les entendre toutes.
— Sun Tzu, L’Art de la Guerre
1.1 Diffusion Compton
Durant ses expériences de 1923, Arthur Compton constata que lorsqu’un faisceau de rayons X
diffuse sur de la matière, l’énergie des photons en sortie est plus faible que celle en entrée [6]. De
plus, il remarqua que cette différence d’énergie ne dépend pas de la nature du matériau diffuseur
mais directement de l’angle de diffusion. A. Compton admit que les rayons X sont en réalité
diffusés par les électrons des atomes du matériau [6]. Aujourd’hui la diffusion d’un photon sur
un électron porte son nom : diffusion Compton.
1.1.1 Cinématique de la diffusion d’un photon sur un électron au repos
La variation d’énergie ∆E∗ du photon diffusé peut être calculée en utilisant la conservation de
l’impulsion et de l’énergie au cours de l’interaction :
γi + e−i −→ γf + e−f . (1.1)
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Prenons un photon incident d’impulsion
−→
p∗iγ et d’énergie E
∗
iγ = p
∗
iγ c (où c est la vitesse de la
lumière dans le vide et piγ = ‖−→piγ‖ 1), qui est diffusé par un électron au repos (−→p∗ie = 0) d’énergie
E∗ie = me c
2 (où me est la masse de l’électron au repos). Les impulsions du photon et de l’électron
après diffusion sont :
−→
p∗fγ et
−→
p∗fe, et leur énergie E
∗
fγ et E
∗
fe. La conservation de l’impulsion s’écrit :
photon incident
ph
oto
n d
iffu
sé
électron diffusé
Figure 1.1 – Schéma de la cinématique de la diffusion Compton d’un photon sur un
électron au repos (référentiel où l’électron est au repos).
−→piγ +−→pie = −→pfγ +−→pfe. (1.2)
Définissons θ∗ =
̂(−→
p∗iγ ;
−→
p∗fγ
)
, l’angle avec lequel le photon est diffusé par rapport à sa direction
incidente comme indiqué sur la fig. 1.1. À partir de l’éq. (1.2) on obtient :
p∗fe
2 = p∗iγ
2 + p∗fγ
2 − 2−→p∗iγ ·
−→
p∗fγ ⇔ p∗fe2 = p∗iγ2 + p∗fγ2 − 2 p∗iγp∗fγ cos θ∗. (1.3)
La conservation de l’énergie s’écrit :
p∗iγ c︸︷︷︸
E∗iγ
+me c
2︸ ︷︷ ︸
E∗ie
= p∗fγ c︸︷︷︸
E∗fγ
+
√
m2e c
4 + p∗fe
2 c2︸ ︷︷ ︸
E∗fe
. (1.4)
À partir de l’éq. (1.4) on obtient p∗fe
2 =
(
p∗iγ − p∗fγ
)2
+ 2me c
(
p∗iγ − p∗fγ
)
. En identifiant cette
équation avec l’éq. (1.3) et en considérant la relation de De Broglie, liant la longueur d’onde λ à
l’impulsion p : λ = h/p (où h est la constante de Planck), il résulte :
p∗iγ p
∗
fγ (1− cos θ∗) = me c
(
p∗iγ − p∗fγ
)
⇔ ∆λ∗ def= λ∗fγ − λ∗iγ = λC (1− cos θ∗) , (1.5)
1. De manière générale, pour simplifier les écritures, nous utiliserons la notation v = ‖−→v ‖, pour n’importe quel
vecteur −→v lorsqu’il n’y a pas d’ambiguïté. De plus nous choisissons de suivre la convention suivante : −→v 2 = −→v · −→v ,
pour n’importe quel vecteur −→v .
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où λ∗iγ , λ
∗
fγ et λC = h/(me c) sont les longueurs d’onde dans le vide respectives du photon à
l’état initial et final et la longueur d’onde Compton. En utilisant le postulat de Planck-Einstein
E = h ν = h c/λ, liant l’énergie E d’un photon à sa fréquence ν ou sa longueur d’onde dans le
vide λ, on obtient la variation d’énergie ∆E∗ du photon diffusé :
∆E∗ = −h c ∆λ
∗
λ∗iγ
(
λ∗iγ + ∆λ∗
) . (1.6)
Enfin l’énergie du photon dans l’état final est obtenue par :
E∗fγ =
E∗iγ
1 +  (1− cos θ∗) , (1.7)
où  = E∗iγ/
(
me c
2
)
. On voit immédiatement que le photon ne peut que perdre de l’énergie, car
 (1− cos θ∗) ≥ 0, celle-ci étant entièrement transmise à l’électron.
1.1.2 Cinématique de la diffusion d’un photon sur un électron avec une im-
pulsion initiale quelconque
Reprenons le calcul précédent en se plaçant dans le cas général où l’électron a une impulsion
initiale quelconque (les variables seront notées dans ce cas sans les ∗). Par définition nous avons
les quadri-moments (ou quadri-vecteurs énergie-impulsion) suivant : Piγ
def
=
(
Eiγ
c ;
−→piγ
)
, Pfγ
def
=(
Efγ
c ;
−→pfγ
)
, Pie
def
=
(
Eie
c ;
−→pie
)
, Pfe
def
=
(
Efe
c ;
−→pfe
)
.
ph
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Figure 1.2 – Schéma de la cinématique de la diffusion Compton d’un photon sur un
électron d’impulsion non nulle (référentiel du laboratoire).
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Les lois de conservation du quadri-moment total et de la pseudo-norme des quadri-moments de
l’électron et du photon sont :
Piγ
2 = Pfγ
2 = 0, (1.8)
Pie
2 = Pfe
2 = m2e c
2, (1.9)
(Piγ +Pie)
2 = (Pfγ +Pfe)
2 , (1.10)
(Piγ +Pie) = (Pfγ +Pfe) . (1.11)
De l’éq. (1.11) on obtient les conservations classiques de l’impulsion et de l’énergie données par
l’éq. (1.2) et l’éq. (1.4). En développant l’éq. (1.10) et en simplifiant par l’éq. (1.8) et l’éq. (1.9),
on arrive à :
m2e c
2 + 0 + 2Piγ ·Pie = m2e c2 + 0 + 2Pfγ ·Pfe
⇔ EiγEie
c2
−−→piγ · −→pie = EfγEfe
c2
−−→pfγ · −→pfe. (1.12)
Puis en utilisant l’éq. (1.11) et l’éq. (1.8) on trouve :
EiγEie
c2
− piγpie cosα = Efγ (Eie + Eiγ − Efγ)
c2
− (−→pie +−→piγ −−→pfγ) · −→pfγ
⇔ Eiγ
c
(
Eie
c
− pie cosα
)
=
(
Eie + Eiγ
c
− pie cos δ − Eiγ
c
cos θ
)
Efγ
c
, (1.13)
avec α = ̂(−→pie ; −→piγ) et δ = ̂(−→pie ; −→pfγ) = (α+ θ) comme indiqué sur la fig. 1.2. On a finalement :
Efγ
c
=
Eiγ
c
Eie
c − pie cosα
Eie+Eiγ
c − pie cos (α+ θ)−
Eiγ
c cos θ
(1.14)
⇔ λfγ =
λiγ
(
Eie
c − pie cos (α+ θ)
)
+ h (1− cos θ)
Eie
c − pie cosα
(1.15)
⇔ ∆λ = λiγpie (cosα− cos (α+ θ)) + h (1− cos θ)
Eie
c − pie cosα
, (1.16)
On constate, dans ce cas, que ∆λ n’est plus forcément positif, et par conséquent selon l’éq. (1.6)
le photon peut gagner de l’énergie lors de la diffusion. Ce régime est maximal lorsque λiγpie  h
et que α = θ ≡ pi [2pi]. En d’autres termes, il faut que l’énergie de l’électron soit supérieure à
celle du photon incident, que le photon et l’électron soient contra-propagatifs et que le photon
soit diffusé selon la direction de l’électron incident. Ce régime porte le nom de diffusion Compton
inverse.
Dans le cadre du projet de la source gamma d’Extreme Ligth Infrastructure - Nuclear Physics
(ELI-NP) (confer chap. 2), la diffusion se produit à un angle d’incidence φ ≈ 7.5◦ entre un faisceau
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laser de longueur d’onde λ = 515 nm et un faisceau d’électrons d’énergie comprise entre 80 MeV
et 750 MeV. Pour obtenir des rayons γ aux énergies de 2 MeV et 10 MeV, l’énergie du faisceau
d’électrons doit être respectivement de ≈ 220 MeV et de ≈ 520 MeV. Ces deux énergies sont celles
prévues pour la mise en route de la machine d’ELI-NP Gamma Beam Source (ELI-NP-GBS).
La fig. 1.3 montre l’évolution de l’énergie des rayons γ produits en fonction de l’angle d’émission
δ pour ces deux énergies. On remarque immédiatement le principal avantage de l’interaction
Compton qui est la possibilité de produire des faisceaux de rayons γ quasi-monochromatiques
(avec une seule énergie), en ne conservant que les rayons γ diffusés proches de l’axe des électrons
(à faible δ). Cette sélection est obtenue grâce à un « collimateur » qui vient absorber tous les
photons diffusés au-delà d’un certain angle. L’énergie souhaitée des rayons γ est obtenue en
ajustant l’énergie des électrons incidents.
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Figure 1.3 – L’énergie des rayons γ en fonction de l’angle d’émission δ, pour deux énergies
du faisceau d’électrons. L’angle de croisement φ du faisceau d’électrons et du laser est
fixé à 7.5◦ et la longueur d’onde du laser est de λ = 515 nm.
1.1.3 Cinématique en régime non-linéaire
De manière classique on peut définir la frontière entre la diffusion Compton linéaire et non-
linéaire lorsque le nombre de photons interagissant avec l’électron est supérieur à un (diffusion
multi-photons). De façon formelle il existe deux processus différents, le premier lorsque plusieurs
photons interagissent simultanément avec l’électron appelé « diffusion Compton non-linéaire »
(voir fig. 1.4(a)) et le second lorsque l’électron interagit successivement avec différents photons
appelé « diffusion Compton plurielle » (cf. fig. 1.4(b)). Ces deux processus sont quasiment iden-
tiques du point de vue de la cinématique [7]. En posant Eie = γ me c2, où γ représente ici le
facteur de Lorentz, on obtient [8] :
Efγ = Eiγ
4 γ2
1 + γ2δ2 + φ
2
4 +
a20p
2
(1−∆) , (1.17)
où φ est l’angle entre les directions de propagation du photon incident et de l’électron incident
(à savoir φ = |pi − α|, cf. fig. 1.2), a0p est l’amplitude sans dimension du vecteur potentiel associé
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(a) (b)
Figure 1.4 – Schéma des deux processus de diffusion Compton multi-photons : (a) diffu-
sion Compton non-linéaire, (b) diffusion Compton plurielle. Schémas tirés de la réf. [7]
figure 1.
au champ électromagnétique du laser aussi appelé « paramètre laser » et ∆ est le paramètre
correctif du recul Compton de l’électron. Ces deux derniers paramètres sont définis par :
a0p =
e λiγ E0
2pime c2
= 4.3
(
λiγ
w0
) √
U [J]
σt [ps]
(1.18)
∆ =
4 γ Eiγ/
(
me c
2
)
1 + 2 γ Eiγ/ (me c2)
, (1.19)
avec e la charge électrique élémentaire, E0 l’amplitude du champ électrique, U l’énergie de l’im-
pulsion laser, σt l’écart-type de sa durée temporelle en intensité et w0 la taille de son waist
au point d’interactions (cf. réf. [9]). Il est intéressant de noter que le terme γ Eiγ/
(
me c
2
)
de
l’éq. (1.19) représente le recul de l’électron tel qu’il est vu dans son référentiel de repos. Ce der-
nier est à l’origine d’un décalage vers le rouge de la longueur d’onde des photons produits, c’est
le « Compton red shift ». La forme de l’éq. (1.17) permet de mettre en évidence l’influence des
propriétés de l’impulsion laser sur l’énergie des rayons γ produits par l’interaction Compton.
Il est aussi possible de voir l’interaction Compton comme l’interaction de l’électron avec le champ
électromagnétique porté par les photons. On peut alors décrire le champ rayonné, lors de l’inter-
action, avec les équations du mouvement de l’électron au sein du champ électromagnétique du
faisceau laser. Les équations sont alors les mêmes que celles utilisées pour les lasers à électrons
libres (FEL : Free Electron Laser) et les synchrotrons, où le champ rayonné, par les onduleurs
et les wigglers, dépend de la période et de l’amplitude du champ électromagnétique agissant sur
l’électron [10]. Autrement dit, il dépend directement du paramètre a0p pour le faisceau laser in-
cident qui est l’équivalent, pour les onduleurs et les wigglers, du paramètre du wiggler normalisé
K [11, 12]. L’influence de ce paramètre sur le spectre des rayons γ diffusés à δ = 0◦ est détaillée
dans la réf. [10]. Lorsque a0p ≈ 1 le spectre est discrétisé et seuls les harmoniques (multiples
entiers) impairs de la fréquence initiale sont présents. Au contraire lorsque a0p > 1 le spectre
devient continu et la distinction entre les différentes harmoniques n’est plus possible [10].
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En résumé, si l’on veut s’approcher au mieux d’un faisceau monochromatique sur l’axe, on doit
donc se placer dans le cas a0p < 1, plus précisément on doit avoir a0p < 0.3 pour ne produire
qu’une seule fréquence [10].
1.1.4 Section efficace de la diffusion Compton
La section efficace (totale) σ permet de relier le nombre de fois qu’un évènement se produit
en un temps donné (dN/dt) à la luminosité L de l’interaction (en particules/(s · cm2), confer
sect. 1.1.5). Par définition pour un nombre d’évènements N (nombre de photons produits dans
notre cas) on a :
dN
dt
def
= σL, (1.20)
où t est la variable temporelle. En mécanique quantique la section efficace dépend de l’élément
de la matrice de transition d’un état initial vers un état final. Elle est ainsi directement reliée à la
probabilité de cette transition. Elle est exprimée en barn (noté b), tel que 1 b = 1× 10−24 cm2.
La section efficace σT de la diffusion d’une onde électromagnétique sur un électron fut trouvée
par Joseph John Thomson au début du xxe siècle dans le cadre de l’électrodynamique clas-
sique [13]. En 1929, Oskar Klein et Yoshio Nishina dérivent cette section efficace dans le cadre
de la mécanique quantique, en prenant en compte les termes de corrections quantiques tels que
le recul de l’électron et les effets de spin [14]. Dans le référentiel où l’électron est au repos et dont
la cinématique est définie dans la sect. 1.1.1, la section efficace σKN de Klein-Nishina, pour des
photons et des électrons incidents non-polarisés (cf. annexe A) et émis dans un angle solide dΩ,
est donnée par :
(
dσKN
dΩ
)∗
=
r2e
2
(
E∗fγ
E∗iγ
)2(
E∗fγ
E∗iγ
+
E∗iγ
E∗fγ
− sin2 θ∗
)
=
r2e
2
(
1 + cos2 θ∗
)
FKN (1.21)
où re = e2/
(
4pi0mec
2
) ≈ 2.818× 10−15 m est le rayon classique de l’électron, avec e la
charge de l’électron, me sa masse au repos et 0 la permittivité du vide. Avec E∗fγ/E
∗
iγ =
1/ [1 +  (1− cos θ∗)] (cf. éq. (1.7)) on déduit de l’éq. (1.21) :
FKN =
1
[1 +  (1− cos θ∗)]2
{
1 +
2 (1− cos θ∗)2
[1 +  (1− cos θ∗)] (1 + cos2 θ∗)
}
(1.22)
Dans le cadre d’une diffusion élastique à basse énergie, le régime Thomson, défini par   1
(FKN ≈ 1 pour tout angle θ∗), on retrouve la formule classique de J.J. Thomson [15] :(
dσT
dΩ
)∗
=
r2e
2
(
1 + cos2 θ∗
)
(1.23)
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Les calculs de la formule quantique de O. Klein et Y. Nishina sont entièrement développés sur la
base des diagrammes de Feynman dans la réf. [16].
Par transformée de Lorentz, on peut calculer  = E∗iγ/
(
me c
2
)
pour un laser de longueur d’onde
λ = 515 nm dans le référentiel du laboratoire. Pour des énergies d’électrons de 1 MeV à 2 GeV
couramment utilisées dans les machines Compton (ThomX, MightyLaser, ELI-NP-GBS), la
fig. 1.5 montre que l’on est bien dans un régime Thomson, FKN = 1 avec un écart de 14 %
au maximum [8, 17, 18]. Et dans le cadre d’ELI-NP-GBS, l’écart au régime Thomson (FKN − 1)
sur toute la gamme en énergie des électrons (de 80 MeV à 750 MeV) est compris entre 3× 10−5
et 3 × 10−4. Il est important de noter la baisse de la section efficace totale avec l’augmentation
de l’énergie des électrons et de l’angle φ. En reprenant l’éq. (1.20), ceci signifie que le nombre
total de photons produit diminue aussi.
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Figure 1.5 – (a) FKN en fonction de θ∗ (en degrés) pour plusieurs valeurs de . (b)  en
fonction de φ et Eie pour un photon d’énergie Eiγ = h c/λ = 2.4 eV (λ = 515 nm).
1.1.5 Luminosité de l’interaction
La luminosité L d’une interaction est uniquement dépendante de la géométrie et ne met donc en
jeu que les profils spatio-temporels des faisceaux. Il s’agit des faisceaux d’électrons et laser dans
le cas de l’interaction Compton. L’expression de la luminosité la plus générale pour l’interaction
entre un faisceau d’électrons et un faisceau laser s’écrit [19] :
L
def
=
+∞∫∫∫∫
−∞
√
(−→ve −−→vl )2 − (
−→ve ∧ −→vl )2
c2
ne nl dV dt, (1.24)
où dV est l’élément de volume, ne et nl sont respectivement la densité d’électrons et de photons,
et −→ve et −→vl leur vecteur vitesse respectif. On définit, ici, −→vl = c
−→
Π
‖−→Π‖ , où
−→
Π représente le vec-
teur de Poynting. On a donc eu recours aux différentes approximations suivantes pour accélérer
l’évaluation numérique de l’éq. (1.24).
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Faisceaux gaussiens La réf. [19] donne l’expression de L pour différents types de faisceaux.
Ici, nous sommes intéressés par des impulsions lasers de forme gaussienne dans toutes les dimen-
sions spatio-temporelles. On peut donc définir Ne et Nl, respectivement le nombre d’électrons et
de photons dans un paquet et fe et fl, respectivement la fonction de distribution normalisée du
paquet d’électrons et de l’impulsion laser telles que ni = Ni fi (xi ; yi ; zi ; t) (i = [e, l]), où :
fi =
1
(2pi)
3
2
1
σxi σyi σzi
exp
{
−1
2
[
x2i
σ2xi
+
y2i
σ2yi
+
(zi − c (t−∆ti))2
σ2zi
]}
, (1.25)
avec xi, yi et zi les coordonnées spatiales dans le référentiel du faisceau i (photon ou électron)
σji l’écart-type de la gaussienne pour la particule i dans la direction j (j = [x, y, z]) et ∆ti un
retard subi par cette particule.
On peut noter que, du fait de la divergence transversale du faisceau laser, les écarts-types de
son profil transversal, σxl et σyl, dépendent de zl. En d’autres termes, le profil transversal de
l’impulsion laser n’est plus constant lors de sa propagation. Nous utilisons la relation usuelle de
la divergence des faisceaux laser gaussiens définie dans la réf. [9] :
σjl = σ0jl
√
1 +
(
zl
zRj
)2
, (1.26)
où σ0jl représente l’écart-type du profil d’intensité du faisceau laser au waist dans la direction j
(j = [x, y]), soit w0jl = 2σ0jl, avec w0jl la taille du waist, zl la distance à ce point et zRj la lon-
gueur de Rayleigh (cf. fig. 1.6). La longueur de Rayleigh est définie par : zRj
def
= (4pi σ0jl) /
(
λM2j
)
,
avec λ la longueur d’onde du laser et M2j le facteur de qualité du faisceau (dans la direction j)
décrit dans la réf. [20].
Figure 1.6 – Schéma des référentiels utilisés pour les calculs de luminosité, ici pour une
diffusion Compton dans le plan.
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La divergence transversale du faisceau d’électrons est du même type que l’éq. (1.26), si l’on
considère la contribution de la dispersion en énergie du faisceau d’électrons négligeable, et σze
constant. La seule différence est que la longueur de Rayleigh zRj est remplacée par la fonc-
tion amplitude β∗j du faisceau d’électrons donnée par [21] : β
∗
j = piσ
2
0je/j , avec j l’émittance
transversale du faisceau dans la direction j, et σ0je son écart-type à son waist.
De plus, il faut faire attention au fait que les fonctions de distribution fi sont exprimées dans
le référentiel du faisceau qu’elles décrivent, et donc qu’il est nécessaire de procéder à un ou
plusieurs changements de référentiel pour se ramener dans un référentiel global. Par exemple,
pour le calcul de perte de densité spectrale moyennée en temps (TASD : Time Average Spectral
Density, cf. sect. 1.1.6) lors de la conception du système optique d’ELI-NP-GBS présenté dans
le chap. 3, il est commode de prendre comme référentiel celui des électrons (O ; −→x ; −→y ; −→z ) :
l’origine est au centre du système optique avec l’axe z dans la direction des électrons. Dans ce
cas, le temps t = 0 désigne le moment où le faisceau d’électrons est au centre du système (et non
lors de l’interaction avec le faisceau laser) alors ∆te = 0 (cf. éq. (1.25)). Dans le cas général nous
posons le référentiel (O′ ; −→u ; −→v ; −→w ), où −→w est l’axe de propagation du faisceau laser et O′ est
situé en son waist comme représenté sur la fig. 1.6, alors nous avons :
−−→
OO′ = ∆x−→x + ∆y−→y + ∆z−→z xlyl
zl
 =

−→u · −→x −→u · −→y −→u · −→z
−→v · −→x −→v · −→y −→v · −→z
−→w · −→x −→w · −→y −→w · −→z

 xe −∆xye −∆y
ze −∆z
 . (1.27)
On peut alors intégrer l’éq. (1.24) suivant la variable t avec les éq. (1.25) et (1.27), et se ramener
à une intégrale triple.
Par ailleurs, on peut simplifier l’éq. (1.24) en considérant que les électrons sont relativistes :
ve ≈ c, et on définit l’angle φ tel que ̂(−→ve ; −→vl ) = (pi − φ), où φ = 0◦ représente une collision
frontale (cf. fig. 1.2). On peut alors réécrire l’éq. (1.24) sous la forme [19] :
L = 2 cNeNlB f cos
2
(
φ
2
) +∞∫∫∫∫
−∞
fe (xe ; ye ; ze ; t) fl (xe ; ye ; ze ; t) dxe dye dze dt, (1.28)
avec Bf le nombre de collisions par unité de temps (où B est le nombre de paquets dans un train
et f la fréquence de répétition des trains au point d’interactions).
En supposant zR = zRx = zRy  σzl et β∗ = β∗x = β∗y  σze, on peut intégrer l’éq. (1.28) et l’on
trouve l’expression couramment utilisée [19] :
Lint =
NeNlB f
2pi
cos
(
φ
2
)
1√(
σ2ze + σ
2
zl
)
sin2
(
φ
2
)
+
(
σ2xe + σ
2
xl
)
cos2
(
φ
2
)√
σ2ye + σ
2
yl
. (1.29)
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Profil du faisceau laser quelconque En considérant toujours des faisceaux peu divergents,
soit zR = zRx = zRy  σzl et β∗ = β∗x = β∗y  σze, et le profil transversal d’intensité Il du
faisceau laser constant, on peut intégrer sur t et zl l’éq. (1.28). Autrement dit, les écarts-types
des gaussiennes sont constants et il n’y a pas de divergence des faisceaux, les faisceaux sont donc
collimatés :
LK =
NeNlB f
2pi
cos
(
φ
2
)+∞∫∫
−∞
K (xl ; yl) Il (xl ; yl) dxl dyl
+∞∫∫
−∞
Il (xl ; yl) dxl dyl
, (1.30)
avec :
K (x ; y) =
1
σye
exp
{
− y2
2σ2ye
− x2
2(σ2xe+(σ2ze+σ2zl) tan2 (
φ
2 ))
}
√(
σ2ze + σ
2
zl
)
sin2
(
φ
2
)
+ σ2xe cos
2
(
φ
2
) . (1.31)
Pour un profil transversal du faisceau laser gaussien, on peut intégrer l’éq. (1.30) suivant xl et yl
et l’on retrouve bien l’expression de l’éq. (1.29).
Si le profil d’intensité du faisceau laser Il(xl ; yl) est calculé numériquement sur une grille (xi ; yj),
alors la double intégrale de l’éq. (1.30) est approximée par sa forme discrète :
Ldis =
NeNlB f
2pi
cos
(
φ
2
) ∑
i
∑
j
K(xi, yj)Il(xi, yj)∑
i
∑
j
Il(xi, yj) . (1.32)
Cette expression permet un calcul rapide de la luminosité avec un logiciel de calcul matriciel
(cf. annexe C.2.1), à partir des deux approximations suivantes : pas de divergence des faisceaux
(voir sect. 3.3.3) et faisceau d’électrons de forme gaussienne.
Dans le but d’estimer l’erreur que nous commettons en négligeant la divergence du faisceau laser
et du faisceau d’électrons, nous notons l’erreur relative de l’approximation rrel = L−LintL , où
L et Lint sont données respectivement par les éq. (1.28) et (1.29). La fig. 1.7 représente rrel
pour différentes tailles transversales de faisceaux, pour les tailles longitudinales (σzl = 450 µm
et σze = 280 µm) et l’énergie du faisceau d’électron (γ ≈ 645.8), nous nous sommes basés sur
celles du projet ELI-NP-GBS (cf. tab. 2.3 et 2.6). L’énergie du faisceau d’électron n’intervient pas
explicitement dans les équations, mais elle influe sur ses émittances transversales et donc sur ses
fonctions amplitudes. De plus les faisceaux sont considérés parfaitement gaussiens et circulaires.
On peut constater que l’approximation de faisceaux non-divergents entraîne une erreur relative
d’environ 0.2 % tout au plus. Pour les tailles de faisceaux utilisées dans le cadre d’ELI-NP-GBS :
w0 = w0xl = w0yl ≈ 30 µm et σe = σ0xe = σ0ye ≈ 20 µm, l’erreur relative n’est que d’environ
−5× 10−7. Dans ce cas l’approximation est parfaitement justifiée.
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Figure 1.7 – L’erreur relative rrel sur la luminosité calculée en fonction de la taille
transversale des faisceaux lorsque leur divergence est négligée.
1.1.6 Densité spectrale du faisceau de rayons γ diffusés
La densité spectrale S d’un faisceau de rayons γ, exprimée en nombre de photons par électronvolt
(1/eV ), est définie par :
S
def
=
N
∆Efγ
, (1.33)
où ∆Efγ est la largeur spectrale du faisceau de rayons γ et N le nombre de photons dans cette
largeur. La grandeur S est directement reliée à la notion de monochromaticité. Prenons, par
exemple, S → ∞, la largeur spectrale ∆Efγ tend donc vers 0, alors le faisceau de rayons γ ne
contient qu’une seule énergie : il est monochromatique. Dans les faits, S n’est pas une grandeur
très pratique, car elle ne réfère qu’à un nombre total N de photons produits, autrement dit à
un nombre fini d’impulsions. Ainsi il est préférable de prendre la densité spectrale moyennée en
temps (TASD) qui caractérise non pas les impulsions mais le faisceau de rayons γ en général
(nombre d’impulsions par unité de temps), elle est exprimée en 1/(s · eV) :
TASD
def
=
dN
dt
1
∆Efγ
=
σLKΩ
Efγ
[
∆Efγ
Efγ
] , (1.34)
où KΩ est le facteur d’acceptance angulaire des rayons γ (KΩ ∈ [0 ; 1]). Plus concrètement, c’est
la TASD qui est utilisée pour spécifier les performances d’une machine Compton comme ELI-
NP-GBS (voir tab. 2.1). Nous allons maintenant détailler l’importance des principaux facteurs
influençant la TASD dans une largeur spectrale relative [∆Efγ/Efγ ] donnée.
Tout d’abord, on a vu dans la sect. 1.1.2 qu’il existe une relation univoque entre l’angle d’émission
δ (cf. fig. 1.2) et l’énergie du rayon γ. Cela permet de convertir une sélection en largeur spectrale,
en une sélection des rayons γ selon leur direction. Pour des raisons pratiques il est commode de ne
sélectionner que les rayons γ émis le long de l’axe de vol des électrons (au sommet de la courbe de
la fig. 1.3). En suivant les notations développées dans la réf. [22], nous noterons [∆Efγ/Efγ ]Ψ la
largeur spectrale relative obtenue par la sélection en angles d’émission des photons avec Ψ = γδ
l’angle d’acceptance normalisé, où γ est ici le facteur de Lorentz associé à l’électron. Les rayons
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γ sont principalement émis dans un cône d’ouverture 1/γ. Le fait de normaliser l’acceptance
angulaire permet donc de rendre [∆Efγ/Efγ ]Ψ indépendante de l’énergie du faisceau d’électrons.
De plus, l’acceptance angulaire a aussi un impact direct sur N par le biais de KΩ : plus elle est
faible moins de rayons γ sont collectés donc plus N est faible. Par exemple, si Ψ  1 alors on
peut approximer KΩ ≈ Ψ2 [22, 23].
En théorie, il est donc possible d’obtenir une largeur spectrale pouvant être nulle (si δ → 0).
Dans la pratique, les faisceaux réels utilisés ont une dispersion en énergie intrinsèque, autrement
dit les photons et les électrons incidents n’ont pas tous la même énergie dans leurs paquets.
Elle est définie à un ∆Eiγ (∆γ) près. Par conséquent, selon l’éq. (1.14), l’énergie des rayons
γ diffusés dans une direction donnée est elle aussi comprise dans un intervalle. Nous noterons
[∆Efγ/Efγ ]∆Eiγ et [∆Efγ/Efγ ]∆γ les largeurs spectrales relatives qui résultent, respectivement,
de la dispersion en énergie du laser et du faisceau d’électrons incidents.
Ensuite, la dépendance de l’énergie des photons diffusés, à l’angle α (ou son complémentaire φ)
entre les électrons et les photons incidents, implique des corrections supplémentaires à prendre en
compte. Cette dépendance de l’énergie à l’angle φ des rayons γ émis sur l’axe des électrons, c’est-
à-dire δ = 0, est représentée sur la fig. 1.8. Par exemple, une variation de 1◦ sur un angle initial
de 7.54◦ de l’angle de croisement produit une dispersion en énergie de 0.1 %. La divergence des
faisceaux réels peut être vue comme une variation de la direction de propagation des électrons
et des photons au sein de leur faisceau, dont l’axe de propagation en serait la moyenne. La
divergence des faisceaux laser gaussiens ainsi que des faisceaux d’électrons (confer éq. (1.26))
est bien connue [9, 20, 21]. Il en résulte que l’interaction se produit à un angle α compris dans
un intervalle dépendant des faisceaux mis en jeu. Par conséquent, l’énergie des rayons γ émis
dans une direction donnée est aussi comprise dans un intervalle. Nous noterons respectivement
les largeurs spectrales relatives du faisceau de rayons γ diffusé qui résultent de la divergence du
faisceau d’électrons et du laser par [∆Efγ/Efγ ]n et [∆Efγ/Efγ ]d.
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Figure 1.8 – L’énergie des rayons γ émis sur l’axe du faisceau d’électrons (δ = 0) en
fonction de l’angle de croisement φ des deux faisceaux. Les courbes sont obtenues pour
les deux énergies du faisceau d’électrons, de mise en route d’ELI-NP-GBS. La longueur
d’onde du laser est de λ = 515 nm.
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Enfin, la dernière correction provient de la dépendance de Efγ en fonction du paramètre laser
a0p (cf. éq. (1.17)). Cette dernière est directement liée, entre autres, à la largeur temporelle σt de
l’impulsion laser et à son énergie. Nous écrirons la largeur spectrale relative due à ce paramètre
[∆Efγ/Efγ ]σt .
Ces différentes contributions à la largeur spectrale relative totale des rayons γ diffusés, pour une
acceptance angulaire de l’ordre de la dizaine de micro-radians, ont été estimées dans la réf. [22] :[
∆Efγ
Efγ
]
Ψ
≈ Ψ2 (1.35)[
∆Efγ
Efγ
]
n
≈
(
n
σ0e
)2
(1.36)[
∆Efγ
Efγ
]
∆γ
≈ 2 ∆γ
γ
(1.37)[
∆Efγ
Efγ
]
∆Eiγ
≈ ∆Eiγ
Eiγ
(1.38)
[
∆Efγ
Efγ
]
d
≈
(
M2 λ
2piw0
)2
(1.39)[
∆Efγ
Efγ
]
σt
≈ a
2
0p/3
1 + a20p/2
. (1.40)
On a utilisé ici les mêmes notations que dans la sect. 1.1.5 : σ0e l’écart-type de la dimension
transversale du faisceau d’électrons à son waist, n = 
√
γ2 − 1 son émittance transversale nor-
malisée (en écart-type),  l’émittance transversale du faisceau d’électrons, w0 le waist du faisceau
laser, λ sa longueur d’onde et M2 le facteur de qualité du laser. Il est supposé ici que les deux
faisceaux interagissent au point où ils sont tous les deux de taille minimale (en leur waist) et
qu’ils ont un profil transversal circulaire.
Si l’on néglige les corrélations entre ces différentes contributions on peut alors écrire que la largeur
spectrale relative totale est la somme quadratique de toutes les contributions :
[
∆Efγ
Efγ
]
=
√
Ψ4 +
[
∆Efγ
Efγ
]2
L
+
[
∆Efγ
Efγ
]2
e
, (1.41)
où [
∆Efγ
Efγ
]2
L
=
([
∆Efγ
Efγ
]2
∆Eiγ
+
[
∆Efγ
Efγ
]2
d
+
[
∆Efγ
Efγ
]2
σt
)
, (1.42)
[
∆Efγ
Efγ
]2
e
=
([
∆Efγ
Efγ
]2
n
+
[
∆Efγ
Efγ
]2
∆γ
)
, (1.43)
représentent les contributions liées, respectivement, au laser et au faisceau d’électrons. On peut
alors séparer la largeur spectrale relative totale, en une largeur minimale non corrélée uniquement
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due aux faisceaux utilisés, et en une largeur de corrélation due à l’acceptance angulaire.
Le second facteur influençant la TASD, L, est purement géométrique et ne dépend que des
paramètres géométriques des faisceaux (cf. sect. 1.1.5). Pour maximiser la TASD, pour une largeur
spectrale donnée, il est donc nécessaire de trouver un optimum entre l’acceptance angulaire et
les paramètres des faisceaux. Ainsi, afin d’obtenir une largeur spectrale la plus étroite possible
(confer tab. 2.1), par exemple dans le cadre du projet d’ELI-NP-GBS, il est important de produire
un faisceau d’électrons avec une émittance () et une dispersion en énergie (∆γ/γ) la plus faible
possible ainsi qu’un faisceau laser de largeur spectrale (∆Eiγ/Eiγ) étroite. Puis avec de petites
tailles transversales (σ0e et w0) de faisceaux et un angle de croisement φ faible, il est possible
d’utiliser de « grandes » acceptances angulaires Ψ et de maximiser la TASD.
1.1.7 Effets de polarisation sur le faisceau de rayons γ diffusés
Nous avons jusqu’ici négligé les effets de spin (faisceaux d’électrons et laser non-polarisés). La
théorie de Klein-Nishina ne sert pas uniquement à prédire la section efficace (intensité) de l’in-
teraction Compton mais elle permet aussi de décrire la polarisation des rayons γ émis. On peut
voir une dépendance de la section efficace σKN à l’angle entre les directions de polarisation du
photon incident et diffusé. Cela signifie qu’il existe aussi un couplage entre la direction d’émission
du photon diffusé et les polarisations des photons incidents et diffusés. Lorsque l’interaction n’est
pas multi-photonique (a0p  1, voir sect. 1.1.3), ce couplage est linéaire, ce qui permet d’écrire
la section efficace différentielle de production de rayons γ polarisés sous forme d’une matrice de
Mueller (cf. annexe A) [24] :
TKN =
r2e
2
(
p∗fγ
p∗iγ
)2

1 + cos2 θ∗ +
(
p∗iγ−p∗fγ
me c
)
(1− cos θ∗) − sin2 θ∗ 0 (1− cos θ∗)
(−→
p∗iγ cos θ
∗+
−−→
p∗fγ
me c
)
· −→P
− sin2 θ∗ 1 + cos2 θ∗ 0 (1− cos θ∗)
(−−→
p∗fγ∧
−→
p∗iγ
p∗fγp
∗
iγ
)
·
(−→
p∗iγ∧
−→
P
me c
)
0 0 2 cos θ∗ (1− cos θ∗)
(−→
p∗iγ∧
−−→
p∗fγ
me cp∗fγ
)
· −→P
(1− cos θ∗)
(−−→
p∗fγ cos θ
∗+
−→
p∗iγ
me c
)
· −→P (1− cos θ∗)
(−→
p∗iγ∧
−−→
p∗fγ
p∗iγp
∗
fγ
)
·
(−−→
p∗fγ∧
−→
P
me c
)
(1− cos θ∗)
(−−→
p∗fγ∧
−→
p∗iγ
p∗iγme c
)
· −→P 2 cos θ∗ +
(
p∗iγ−p∗fγ
me c
)
(1− cos θ∗) cos θ∗

,
(1.44)
où
−→
P est la direction moyenne du spin de l’électron incident. Les polarisations sont définies
dans le référentiel où l’électron est au repos et attaché à la diffusion de telle manière que S1
représente la polarisation linéaire dans le plan de diffusion (plan formé par les directions de
propagation du photon incident et réfléchi), S2 désigne la polarisation linéaire tournée à 45◦ dans
le sens trigonométrique de S1 et S3 représente la polarisation circulaire droite (voir annexe A.4).
Il est alors possible avec l’éq. (A.23) d’écrire la section efficace de la diffusion Compton pour
n’importe quelle polarisation du faisceau d’électrons et du faisceau laser incidents en fonction
des caractéristiques des rayons γ diffusés (direction de propagation et polarisation). On peut
20 Chapitre 1. Introduction théorique sur les machines Compton
constater que si l’on considère un faisceau laser incident de vecteur de Stokes
−→
Sin, et si on ne
mesure pas la polarisation dans l’état final alors la section efficace de cette diffusion est donnée
par [25] : (
dσKN
dΩ
)∗
=
(
1
−→
0
)
TKN
−→
Sin. (1.45)
Si le faisceau laser est non-polarisé :
−→
Sin =
(
1−→
0
)
en suivant la notation définie par l’éq. (A.21),
en appliquant l’éq. (1.7) nous retrouvons bien la section efficace de l’éq. (1.21).
Pour étudier l’effet de la polarisation du faisceau laser incident sur la distribution des rayons γ,
considérons maintenant que :
— la polarisation du photon incident est quelconque,
— on ne mesure pas la polarisation des rayons γ en sortie (cf. éq. (1.45)),
— l’électron incident est non-polarisé (
−→
P =
−→
0 ).
Alors on peut noter que, selon la matrice de l’éq. (1.44), on est insensible à la polarisation
circulaire du faisceau laser. La réf. [26] développe la section efficace différentielle de Klein-Nishina
en séparant l’effet de chacun des paramètres de Stokes du photon incident dans le référentiel fixe
où l’électron incident est au repos. Ce référentiel est orienté de manière à avoir, pour
−→
P =
(Px ; Py ; Pz), Py > 0 la polarisation de l’électron suivant la direction −y du référentiel du
laboratoire. Il faut rappeler que l’éq. (1.44) est donnée dans le référentiel de la diffusion. Par
conséquent lorsque l’on veut se placer dans un référentiel fixe où l’électron incident est au repos on
est obligé de considérer l’angle azimutal ϕ auquel est diffusé le photon pour obtenir la polarisation
incidente dans le plan de diffusion. Afin de simplifier les équations nous n’étudierons qu’une
collision frontale (l’électron et le photon sont contra-propagatifs) où l’angle azimutal ϕ dans le
référentiel où l’électron incident est au repos est le même que dans le référentiel du laboratoire.
Nous partons de l’équation de la section efficace différentielle de la réf. [26] à laquelle on applique
deux changements de variables, cos θ∗ 7→ cos δ et (cos δ ; ϕ) 7→ (x ; y) :
dσKN
dx dy
=
∣∣∣∣∂ (cos θ∗)∂ (cos δ)
∣∣∣∣ ∣∣∣∣∂ (cos δ ; ϕ)∂ (x ; y)
∣∣∣∣×
r2e
2
(
p∗fγ
p∗iγ
)2(
1 + cos2 θ∗ +
(
p∗iγ − p∗fγ
me c
)
(1− cos θ∗) + [S1 cos (2ϕ) + S2 sin (2ϕ)] sin2 θ∗
)
.
(1.46)
Les angles θ∗ et δ sont définis dans les fig. 1.1 et 1.2 et les variables x et y appartiennent au plan
situé à une distance L du point d’interactions perpendiculaire à l’axe de propagation du faisceau
d’électrons incident. Pour une collision frontale les différentes variables sont reliées entre elles par
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les relations suivantes :
cos θ∗ =
− (cos δ − β)
1− β cos δ , (1.47)
cos δ =
L√
L2 + x2 + y2
, (1.48)
tanϕ =
x
y
, (1.49)
où β =
√
1− 1
γ2
est le facteur relativiste usuel. Les valeurs absolues des jacobiens de ces deux
changements de variables sont alors données par :∣∣∣∣∂ (cos θ∗)∂ (cos δ)
∣∣∣∣ = 1− β2(1− β cos δ)2 , (1.50)∣∣∣∣∂ (cos δ ; ϕ)∂ (x ; y)
∣∣∣∣ = L
(L2 + x2 + y2)
3
2
. (1.51)
Nous représentons sur la fig. 1.9 la section efficace différentielle dσKNdxdy dans le plan en z = L = 2 m
en aval du point d’interactions pour deux polarisations différentes du faisceau laser incident.
L’influence de la polarisation sur la section efficace trouvée est en accord avec celle de la réf. [27].
La distribution des rayons γ émis, dans le cas d’une polarisation linéaire, n’est plus symétrique
autour de l’axe des électrons comme elle l’est pour une polarisation circulaire (ou un faisceau
non-polarisé). Par conséquent le nombre de photons passant par l’ouverture d’un collimateur est
différent. Au final il peut être nécessaire de tenir compte de cette distribution dans le calcul de
la TASD. Par exemple pour le projet ELI-NP-GBS, l’ouverture Ψ du collimateur est très petite
et donc l’impact de cette distribution est négligeable sur le nombre de photons collectés.
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Figure 1.9 – La section efficace différentielle de l’interaction Compton dans un plan
perpendiculaire à la direction de propagation du faisceau d’électron à L = 2 m en aval
du point d’interactions pour deux polarisations différentes du faisceau laser incident :
(a) linéaire tel que
−→
Sin = (1 ; 1 ; 0 ; 0)
T et (b) circulaire tel que
−→
Sin = (1 ; 0 ; 0 ; 1)
T .
L’électron incident a une énergie de Eie = 330 MeV et le faisceau laser incident a une
longueur d’onde de λ = 515 nm.
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1.2 Applications des rayons γ
Les rayonnements de photons de hautes énergies tels que les rayons X et les rayons γ ont une
grande variété d’applications. Les plus connues sont les applications sociétales des rayons X. Elles
vont de la radiothérapie aux imageries médicales, des œuvres d’art et des matériaux [28]. Les
techniques les plus prometteuses sont l’imagerie par contraste de phase et l’imagerie de raie K (K-
edge en anglais) qui augmente très fortement la résolution des imageries par rayons X [29]. Nous
ne développerons pas plus l’imagerie par rayons X ainsi que les différentes autres applications
des rayons X. Nous nous concentrons sur les applications des rayons γ, objet d’ELI-NP-GBS.
Les rayons γ sont définis dans ce document comme étant des photons d’une énergie supérieure à
0.1 MeV. À de telles énergies les photons peuvent directement interagir avec la matière nucléaire.
L’évolution des technologies des lasers et des accélérateurs donne un regain d’intérêt aux appli-
cations des rayons γ dans les domaines de la spectroscopie nucléaire, de la création d’isotopes
radioactifs pour la médecine ou encore de l’astrophysique.
Dans la suite de cette section nous allons détailler quelques pistes mais il faut noter que de
nombreuses possibilités sont encore à découvrir dans le domaine de la physique des rayons γ.
1.2.1 Diffusion γ-nucléon
On peut citer parmi les différentes applications en physique nucléaire de la diffusion d’un rayon
γ sur un nucléon, l’exploration de la polarisabilité électrique et magnétique du nucléon ainsi que
sa polarisabilité de spin déjà prédite [30]. La mesure de la polarisabilité de spin nécessite de
polariser linéairement la cible (cf. annexe A) et circulairement le faisceau de rayons γ.
1.2.2 Fluorescence nucléaire résonante
1.2.2.1 Aspects théoriques
La fluorescence nucléaire résonante (NRF : Nuclear Resonance Fluorescence) est une technique
de spectroscopie nucléaire fortement dépendante de l’isotope étudié. Cette technique est l’une
des principales raisons de l’engouement pour la spectroscopie par rayons γ. Elle se base sur
l’absorption d’un rayon γ par un noyau puis de la réémission d’un photon lors de sa décroissance
radioactive. Cette réaction se produit lorsque l’énergie fournie par le rayon γ est inférieure à
l’énergie de séparation du dernier neutron Sn (cf. fig. 1.10). Dans ce cas, les niveaux d’énergie
d’excitation du noyau accessibles par les photons sont discrétisés. Pour la plupart des noyaux,
ces niveaux d’excitation se situent entre 10 keV et 10 MeV. Ces niveaux sont schématisés sur
l’échelle en énergie de la fig. 1.10.
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Figure 1.10 – Échelle en énergie des réactions photonucléaires. Avec SM : Scissors Mode,
QOC : Quadrupole-Octupole Mode, PDR : Pygmy Dipole Resonance et GDR : Giant
Dipole Resonance (figure 2 de la réf. [31]).
La section efficace d’absorption σabs pour un niveau isolé d’un noyau au repos est donnée par la
formule de Breit-Wigner [32] :
σabs(Eγ) =
pi
2
(
hc
2piEγ
)2 2I1 + 1
2I0 + 1
Γ0Γ
(Eγ − Er)2 + Γ24
, (1.52)
où h est la constante de Planck, Eγ est l’énergie dans le centre de masse du rayon γ incident, I1
et I0 sont les moments angulaires totaux, respectivement de l’état excité et de l’état fondamental
du noyau, Er est l’énergie à la résonance (dans le centre de masse), Γ et Γ0 sont les largeurs
totales à mi-hauteur respectivement de l’état excité et de l’état fondamental.
Les largeurs de résonances sont en réalité bien plus grandes que les largeurs naturelles, à cause
de l’élargissement de Doppler ∆ dû à l’énergie thermique des noyaux :
∆ = Eγ
√
2kT
Mc2
, (1.53)
avec k la constante de Boltzmann, T la température effective du matériau et M la masse du
noyau. Dans le cas où ∆  Γ alors la section efficace peut être approximée par la formule de
Metzger [32] :
σabs(Eγ) = pi
3
2
(
~c
Eγ
)2 2I1 + 1
2I0 + 1
Γ
∆
e
−
(
Eγ−Er
∆
)2
. (1.54)
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Par exemple pour un matériau composé de 7Li à température ambiante (kT = 1/40 eV), en ne
considérant que l’élargissement de Doppler et la largeur naturelle (Γ 1 eV) de la résonance, la
largeur totale de la raie à 478 keV est de ≈ 1.33 eV [33].
Enfin l’énergie des rayons émis lors de la décroissance est toujours inférieure à l’énergie du photon
incident. Cela provient du recul du noyau lors de sa décroissance. Ce décalage en énergie est donné
par :
∆Er =
E2γ
Mc2
. (1.55)
Dans le cadre de notre exemple précédent, le décalage en énergie de la raie à 478 keV du 7Li est
de ≈ 35 eV, ce qui est supérieur à la largeur de la résonance. Ainsi il est impossible de produire
un rayonnement secondaire à l’énergie de résonance du noyau en utilisant sa propre décroissance.
Il faut donc utiliser une source de rayons γ différente pour atteindre l’énergie nécessaire.
1.2.2.2 Domaines d’application et aspects expérimentaux
Pour le contrôle des matériaux nucléaires, comme les rayons γ sont très pénétrants, ils
permettent de sonder de faibles quantités de matériaux même cachés sous un blindage de plomb
ou d’aluminium [34]. Ainsi il est possible de détecter des matières dangereuses, de façon non
destructive même sous un blindage ou en présence d’autres éléments et même d’autres isotopes.
Cette technique peut aussi être utilisée pour l’identification des déchets radioactifs afin de les
classer avec précision [35].
Les méthodes utilisées pour faire ces mesures sont très variées. Il faut tout de même noter que
la largeur d’une raie de résonance nucléaire est d’environ 1 eV et les raies se situent autour de
≈ 1 MeV. Cela signifie que si l’on voulait mesurer directement la raie d’absorption (spectroscopie
par absorption) d’une résonance nucléaire il faudrait employer des détecteurs avec une résolution
relative de l’ordre de 10−6. La méthode de spectroscopie par absorption est donc très difficile
à mettre en œuvre. Pour remédier à cela une méthode a été proposée dans la réf. [36]. Elle
consiste à faire passer le faisceau de rayons γ dans l’échantillon et ensuite à faire interagir le
faisceau transmis dans le matériau de référence. Si le matériau de référence subit une NRF alors
cela signifie que l’échantillon ne contient pas de ce matériau ou que son épaisseur optique est
trop fine pour le détecter. Le schéma de principe de cette détection est donné sur la fig. 1.11.
Cette méthode a l’avantage de pouvoir fonctionner avec un faisceau γ très large spectralement
(faisceau produit par rayonnement de freinage). En revanche sa résolution est dégradée par le
bruit ambiant venant de diffusions multiples et elle n’est pas adaptée pour sonder plusieurs types
de matériaux différents. De plus, du fait de la grande largeur spectrale du faisceau, il peut y avoir
un remplissage de la raie d’absorption à cause de la diffusion Compton des rayons γ d’énergies
supérieures à la NRF étudiée [37].
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Figure 1.11 – Schéma de principe de la détection de NRF de manière directe et de
manière indirecte par le biais d’une référence.
Pour ces raisons il est préférable d’utiliser un faisceau de rayons γ le plus étroit possible spec-
tralement. Ainsi en ajustant l’énergie des rayons γ il est possible de n’exciter qu’une seule raie
nucléaire particulière. Puis en venant détecter l’émission de la NRF à 90◦ ou plus par rapport
à la direction de propagation du faisceau de rayons γ, on réduit fortement le bruit de mesure
(cf. fig. 1.11). Cette technique est la plus proposée à l’heure actuelle [36, 38, 39]. Elle a l’avantage
de permettre de sonder rapidement, avec le même dispositif expérimental plusieurs matériaux
différents et réduit fortement les doses reçues par l’échantillon. La première démonstration expé-
rimentale avec une machine Compton a été publiée récemment [34].
Pour la physique nucléaire, la NRF permet l’étude des résonances et plus particulièrement
l’étude des différents modes d’excitations indépendamment les uns des autres, tels que le mode
ciseaux (Scissors Mode), le mode quadrupôle-octupôle couplé (QOC : Quadrupole-Octupole Cou-
pled Mode), les modes dipolaires comme les résonances dipolaires pygmées (PDR : Pygmy Dipole
Resonance) [31]. Cela permet aussi l’étude de la matière nucléaire en mesurant précisément la
force des excitations dipolaires magnétiques M1 et électriques E1 [30].
On peut noter que les applications en physique nucléaire nécessitent dans la majorité des cas des
faisceaux de rayons γ dont la polarisation (cf. annexe A) est contrôlée [40]. La mesure des forces
des excitations dipolaires M1 et E1 requiert l’utilisation des rayons γ polarisés linéairement [41].
Les observables sont alors déduites des asymétries des taux d’émission entre les plans, perpen-
diculaire et parallèle, au plan de polarisation [42]. Enfin l’utilisation de faisceau de rayons γ de
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très faible largeur spectrale permet de discriminer des niveaux d’excitation proches (en énergie)
et d’augmenter la précision des mesures [30, 42].
De manière générale, une meilleure connaissance de la matière nucléaire induit indirectement
des retombées en astrophysique, et notamment pour la compréhension des objets astrophysiques
exotiques comme les étoiles à neutrons et les supernovæ [42, 43].
1.2.3 Photodésintégration
À des énergies supérieures à l’énergie de séparation du dernier neutron Sn, l’interaction d’un rayon
γ avec la matière nucléaire induit sa désintégration (cf. fig. 1.10). Les différentes désintégrations
possibles vont de l’arrachage d’un à plusieurs nucléons du noyau (par exemple la désintégration
α).
L’arrachage d’un nucléon d’un système de deux à quatre nucléons (typiquement le noyau de 4He
et les isotopes de l’hydrogène) permet de mesurer les sections efficaces de photodésintégration. Il
est aussi possible d’étudier la contribution de l’interaction faible dans l’interaction entre nucléons
via une mesure de la violation de parité dans la réaction γ + d −→ n + p. On peut noter aussi
que la photodésintégration permet aussi d’étudier les résonances dipolaires géantes (GDR : Giant
Dipole Resonance) [43].
Les réactions photonucléaires jouent un rôle important dans la nucléosynthèse. La bonne déter-
mination des sections efficaces de photodésintégration permettrait une avancée dans la compré-
hension de l’abondance des noyaux stables à déficience en neutrons avec une masse atomique
A ≥ 74. Ce problème peut être à la base de défauts dans les modèles astrophysiques ou dans les
données de la physique nucléaire [43].
La photodésintégration α est aussi d’un intérêt important en astrophysique. Elle correspond à la
réaction inverse de l’absorption α, ainsi on peut remonter à la section efficace d’absorption par
le biais de la mesure de la section efficace de la photodésintégration. La réaction : 12C + α −→
16O∗ −→ 16O +γ, est une des réactions principales du cycle CNO de la nucléosynthèse. Son taux
de réaction (directement lié à sa section efficace) fixe la proportion entre l’oxygène et le carbone
dans les étoiles. Enfin cette proportion dicte l’issue fatale que prendra l’étoile à la fin de sa vie :
trou noir ou étoile à neutrons [43]. L’avantage de la réaction : 16O + γ −→ 12C + α, dans la
région cinématique de 8 MeV à 10 MeV, est que sa section efficace est plus grande d’un facteur
40 à 100 que celle de l’absorption, et elle est mieux contrôlable en laboratoire [30]. Les mesures
disponibles de cette section efficace correspondent à des énergies < 1.2 MeV dans le centre de
masse, alors que l’énergie de la combustion des α dans les étoiles est de l’ordre de 300 keV [30].
Dans le but d’atteindre le taux de réaction requis pour les mesures de sections efficaces des
photodésintégrations pour l’astrophysique et l’étude de la violation de parité, il est nécessaire de
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produire un faisceau de rayons γ de très haut flux. De plus un faisceau avec la plus faible largeur
spectrale possible est souhaitable pour augmenter la précision des résultats.
Les applications des rayons γ sont très vastes. Pour la plupart elles nécessitent la meilleure finesse
spectrale, le plus haut flux possible et une polarisation variable du faisceau de rayons γ. Par
exemple pour le programme de recherche d’ELI-NP-GBS, il est requis de très hautes performances
au-delà de celles atteintes actuellement (cf. tab. 2.1). Pour atteindre ces performances, la diffusion
Compton semble la technique de production des rayons γ la plus prometteuse, en comparaison
avec la production par rayonnement de freinage. Nous allons voir maintenant les différentes
machines Compton et leur évolution qui a permis d’atteindre les caractéristiques de la source de
rayons γ d’ELI-NP-GBS.
1.3 Les machines Compton
Historiquement la première machine Compton à avoir délivré un faisceau de rayons γ, assez
intense pour réaliser les premières mesures de physique utilisant ce type de faisceau, est la machine
de SLAC, en 1967 [44, 45]. Elle se base sur les propositions faites en 1963 par Fabluch Arutyunian
et Vigen Tumanian et indépendamment Richard Milburn [46, 47]. La première installation dédiée
à ce rayonnement fut LADON en 1978 [1]. Il faut noter que les deux premières démonstrations de
rayonnements γ obtenus par diffusion Compton ont précédé ces machines, mais les rayonnements
obtenus n’étaient pas assez intenses pour mener à bien des expériences de physique [48, 49].
Les machines Compton (ou « faisceau Ladon » par référence à LADON) ont toutes en commun
le fait de faire interagir un faisceau d’électrons avec un faisceau laser. En revanche, elles diffèrent
sur le moyen d’obtenir ces faisceaux. À l’origine, les premières machines Compton étaient des
installations « parasites » sur un anneau de stockage [1, 50–52]. Puis avec l’essor de l’intérêt pour
les « faisceaux Ladon » de nouvelles installations spécialement conçues pour être des machines
Compton commencent à voir le jour [8, 30, 53].
Une première technique est d’utiliser le rayonnement FEL d’un paquet d’électrons et de le faire
interagir sur les paquets d’électrons suivants. Ceci revient, du point de vue expérimental, à placer
un miroir de chaque coté du wiggler (ou de l’onduleur) pour créer une cavité résonante [30, 51].
Cette technique a fortement été utilisée ces dernières années et a atteint ses limites [43]. En effet,
l’inconvénient de cette méthode est que la puissance du faisceau laser que l’on peut atteindre
reste faible comparée à celle produite par un laser de dernière génération. De plus la focalisation
d’un rayonnement FEL est moins bonne que celle d’un faisceau laser.
Pour contrecarrer ces limitations il est d’actualité de remplacer le rayonnement FEL par un laser.
Ceci est un retour en arrière lorsque l’on considère que la première machine Compton était basée
sur cette technique [44]. Au sein de cette technique plusieurs distinctions peuvent être faites. On
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peut soit, comme c’était le cas pour LADON, directement placer le point d’interactions (IP :
Interaction Point) au sein de l’oscillateur laser [1], soit avoir un système optique totalement
indépendant verrouillé en phase sur l’anneau de stockage et sur une cavité résonante incorporant
l’IP [38, 43, 54]. Ou encore il est possible de n’avoir aucune cavité résonante et de ne faire interagir
qu’une seule fois le faisceau laser avec les électrons [50, 53, 55]. Cependant il y a des limites dans
l’utilisation des anneaux de stockage [42]. Lors de l’interaction Compton, les électrons perdent
de l’énergie. Si l’énergie perdue par les électrons est supérieure à l’acceptance de l’anneau, alors
les électrons seront perdus. Les paquets d’électrons dans un anneau de stockage auraient alors
une faible durée de vie, et leur qualité se verrait vite dégradée.
Si l’on veut fonctionner à haut flux de rayons γ de « hautes énergies » avec une faible largeur
spectrale, tout en évitant un remplissage trop fréquent de l’anneau de stockage, il est préférable de
ne pas utiliser cette technologie. Une solution est d’utiliser un ERL (Energy-Recovery Linac) qui
recycle l’énergie des paquets d’électrons, après l’interaction avec le faisceau laser, pour accélérer
de nouveaux paquets d’électrons [38]. Une autre solution est d’utiliser un accélérateur linéaire
(Linac) où les paquets d’électrons n’interagissent qu’une seule fois avec le faisceau laser [8, 53].
Avec cette configuration d’accélérateur, on peut également utiliser ou non un résonateur optique.
Le choix de la technologie utilisée (Linac ou anneau de stockage) repose donc principalement
sur des choix d’implémentations tels que l’expertise des constructeurs dans l’une ou l’autre des
technologies, la place disponible pour la machine, les programmes de recherche, etc.
La tab. 1.1 présente un aperçu des machines Compton ayant existé, existantes, ou en projet et
de leurs principales caractéristiques. Cette table n’est qu’un aperçu des nombreuses machines
Compton, et ne se veut pas exhaustive mais représentative de la diversité de ce type d’instru-
ments. Plusieurs autres machines sont présentées dans les réf. [30, 31, 56, 57].
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Table 1.1 – Aperçu des performances de quelques machines Compton. Les types de
configurations sont représentés par deux acronymes, le premier pour le système optique
et le second pour l’accélérateur : FEL : wiggler et onduleur, OL : Oscillateur Laser, CL :
Cavité Laser, L : Laser direct, AS : Anneau de Stockage, Linac : accélérateur linéaire.
Pour la largeur spectrale [∆Efγ/Efγ ], LMH signifie Largeur à Mi-Hauteur et σ signifie
écart-type.
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1.4 Résumé de chapitre
L’interaction Compton entre un faisceau d’électrons et un faisceau laser est de nos jours le meilleur
moyen de produire un faisceau de rayons γ accordable en énergie, de faible largeur spectrale, de
haut flux et polarisé. Il faut cependant prendre des précautions au moment de l’obtention de
ce faisceau afin de garantir ses meilleures performances en réduisant les effets non-linéaires de
l’interaction Compton.
Les applications des rayons γ sont extrêmement variées et nécessitent pour la majorité des cas
un faisceau avec une largeur spectrale la plus faible possible, un flux le plus haut possible et
une polarisation variable. Jusqu’en 1978, où la première machine Compton LADON a vu le
jour, il n’existait que le rayonnement de freinage permettant de s’approcher de ces spécifications.
Depuis, les « faisceaux Ladon » n’ont cessé de s’améliorer et ils ont atteint des niveaux tels que
de nouvelles études physiques peuvent être entreprises. Parmi elles on peut citer l’étude de la
polarisabilité de spin du nucléon, l’augmentation de la précision des mesures de sections efficaces
en astrophysique ou encore le contrôle des matériaux nucléaires pour la sécurité nationale ou
la classification des déchets radioactifs. Ces études peuvent être menées grâce à l’émergence de
machines spécialement dédiées à la production de rayons γ comme HIγS, MEGa-ray ou ELI-NP-
GBS.
Chapitre 2
Extreme Light Infrastructure (ELI)
Ainsi, ceux qui sont experts dans l’art de la guerre soumettent l’armée
ennemie sans combat. Ils prennent les villes sans donner l’assaut et ren-
versent un État sans opérations prolongées.
— Sun Tzu, L’Art de la Guerre
2.1 Le projet ELI
2.1.1 Contexte scientifique
Ces dernières années l’intensité des lasers s’est accrue de plusieurs ordres de grandeur. L’interac-
tion lumière-matière qui découle de ces nouveaux faisceaux est à la limite où les effets relativistes
deviennent dominants [63]. La dynamique des particules chargées sous l’influence de tels la-
sers ouvre de nouvelles possibilités pour la génération de particules hautement énergétiques, de
rayons X et γ, ou encore les manipulations de faisceaux directement avec les lasers (micro-slicing,
accélération d’électrons).
Afin de répondre à ces attentes, le projet européen prioritaire, Extreme Light Infrastructure
(ELI), est lancé en 2005 par la communauté scientifique européenne des lasers dont fait partie le
réseau des grandes installations laser nationales LASERLAB-EUROPE. Plus de 100 scientifiques
venant de 13 pays européens ont participé à la définition du livre blanc de ce projet [63]. Il a
pour objectif la création d’un centre de recherche international dans les domaines des lasers ultra-
intenses, de l’interaction laser-matière et des sources secondaires. Il permettra aux scientifiques
du monde entier d’accéder à des installations de recherche multidisciplinaire. Les performances
attendues des impulsions produites seront, en terme de puissance crête et de durée temporelle, de
plusieurs ordres de grandeur supérieurs à l’état de l’art actuel. Grâce à ces propriétés uniques, ELI
sera une porte d’entrée dans l’étude des processus fondamentaux de l’interaction lumière-matière
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et devrait permettre des débouchés directs dans les domaines des accélérateurs laser-plasma et
des sources de lumière ultra-courtes de très hautes intensités. Les autres missions d’ELI sont de
permettre un fort transfert de technologies vers les entreprises européennes ainsi que la formation
des futurs scientifiques dans le domaine des lumières extrêmes.
2.1.2 Les piliers d’ELI
Lors de la phase préparatoire, de 2007 à 2010, il a été décidé que l’infrastructure ELI serait
divisée en trois piliers ayant chacun son expertise et par la suite complétée par une quatrième
structure.
ELI Beamlines C’est le premier pilier à avoir été approuvé par la Commission européenne
le 20 avril 2011. Il est basé à Prague en République Tchèque. Il est voué au développement et
à l’utilisation de faisceaux d’électrons et de rayons X (sources secondaires), énergétiques ultra-
courts obtenus à partir d’accélérateurs laser-plasma compacts.
ELI Nuclear Physics (ELI-NP) C’est le deuxième pilier approuvé par l’Europe le 18
septembre 2012, il est situé à Magurele en Roumanie. Son domaine d’application est la physique
nucléaire sur la base de lasers ultra-intenses et d’une source de rayonnement gamma. Il s’attachera
plus particulièrement à l’étude des processus nucléaires fondamentaux obtenus par l’interaction
de ces faisceaux avec la matière atomique.
ELI Attosecond Light Pulse Source (ELI-ALPS) Ce dernier pilier se situe à Szeged en
Hongrie, son accord de financement a été approuvé début 2014. ELI-ALPS se consacrera à la
production de sources de lumière attosecondes dans une large gamme de fréquences à très haute
cadence. Ces impulsions ultra-courtes seront ainsi utilisées pour l’étude temporelle à l’échelle
atto-seconde de la dynamique des électrons dans les atomes, les molécules, les plasmas et les
solides.
ELI Ultra High Field Science C’est le nom donné pour la quatrième structure dont la
localisation n’est pas encore fixée. Elle a pour objectif l’exploration de l’interaction laser-matière
dans le domaine relativiste où de nouveaux phénomènes sont attendus. Ce champ de la physique
totalement nouveau sera accessible grâce aux lasers ultra-intenses qui fourniront une puissance
d’un ordre de grandeur supérieur à celles des autres piliers d’ELI.
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2.2 ELI-NP Gamma Beam Source (ELI-NP-GBS)
ELI-NP, le pilier roumain, se divise en deux sous-parties. Une première partie qui se compose
de deux lasers de classe pétawatt (10 PW chacun) et une seconde qui sera la source de rayons
γ d’ELI-NP : Extreme Light Infrastructure Nuclear Physics Gamma Beam Source (ELI-NP-
GBS) [8]. Cette dernière est la partie dans laquelle le consortium EuroGammaS dont fait partie
le Laboratoire de l’Accélérateur Linéaire d’Orsay (LAL) s’est engagé. ELI-NP-GBS devra four-
nir une source de rayons gamma accordable en énergie continûment, dont les spécificités sont
résumées dans la tab. 2.1 directement tirée du dernier appel d’offre. Au regard des différentes
Caractéristiques Spécifications Unité
Énergie minimum des rayons γ ≤ 0.2 MeV
Énergie maximum des rayons γ ≥ 19.5 MeV
Polarisation linéaire du faisceau de rayons γ ≥ 95 %
Fréquence minimum des trains d’impulsions ≥ 100 Hz
Divergence angulaire du faisceau de rayons γ ≤ 0.1 mrad
Largeur spectrale moyenne du faisceau rayons γ ≤ 0.5 %
Densité spectrale moyennée en temps (TASD) ≥ 5000 1/(s · eV)
Table 2.1 – Tableau récapitulatif des spécifications requises pour la source gamma d’ELI-
NP-GBS.
techniques de production actuelles de rayonnement γ (sources radioactives, diffusion Compton,
brehmstrahlung, rayonnement synchrotron, ondulateur, etc.), seule la diffusion Compton d’un
faisceau laser de haute intensité et de faible largeur spectrale sur un faisceau d’électrons de très
faible émittance permet d’atteindre les performances requises en termes de capacité d’accord en
énergie, de flux et de pureté spectrale.
Dans la suite de cette section nous allons présenter succinctement les principaux éléments qui
composent la source de rayons γ d’ELI-NP. L’intention, ici, n’est pas de faire une description
experte de chacun des éléments de la machine qui est au-delà du sujet de cette thèse. En revanche
nous tâcherons de mettre en évidence les difficultés que doivent surmonter les différents éléments
de la machine dans le but de satisfaire les performances exigées du faisceau de rayons γ. La
description détaillée de la machine est donnée dans la réf. [8].
2.2.1 L’accélérateur
À la vue des performances requises pour le faisceau de rayons γ d’ELI-NP-GBS notamment en
termes de TASD, il est nécessaire de générer des faisceaux laser et d’électrons de très hautes
qualités. On peut constater, à partir des éq. (1.34) et (1.41), dans quelles mesures la TASD,
dans une largeur spectrale donnée, est affectée par les paramètres du faisceau d’électrons et du
faisceau laser. Dans la gamme d’énergie visée pour ELI-NP-GBS (cf. tab. 2.1), la qualité du
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faisceau d’électrons prédomine sur celle du faisceau laser. Par conséquent, requérir une TASD
> 104 photons/(s · eV) dans une largeur spectrale d’écart-type < 0.3 % nécessite, avec le schéma
de collision proposé pour ELI-NP-GBS (cf. chap. 3), des paquets d’électrons de dispersion relative
en énergie d’écart-type < 0.1 % et d’une densité dans l’espace transversal des phases
(
q/2n
)
>
103 C/m2 où q est la charge du paquet d’électrons et n = 
√
γ2 − 1 son émittance transversale
normalisée (en écart-type) avec  son émittance transversale et γ, ici, le facteur de Lorentz [64].
Les expériences et les simulations rapportées dans les réf. [8, 65] montrent, indépendamment de
la bande radiofréquence (RF : Radio Frequency) de l’accélérateur, qu’il est vraiment difficile de
satisfaire en même temps la contrainte sur la dispersion en énergie et celle sur la densité dans
l’espace des phases du faisceau d’électrons. On peut noter qu’une grande TASD requiert un long
faisceau d’électrons qui, dû à la courbure du champ électrique RF possède une grande dispersion
en énergie. Cette relation entre l’écart-type de la longueur σz et la dispersion relative en énergie
∆γ/γ (en écart-type) du paquet d’électrons en fonction de différentes valeurs de la fréquence radio
νRF est illustrée sur la fig. 2.1. Trois bandes de fréquences différentes sont représentées : la bande
X avec νRF,X = 12 GHz, la bande C avec νRF,C = 6 GHz et la bande S avec νRF,S = 3 GHz.
Figure 2.1 – Écart-type de la longueur σz en fonction de la dispersion relative en énergie
∆γ/γ (en écart-type) du paquet d’électrons pour différentes bandes de fréquences du
linac : en traits pleins la bande S, en traits interrompus la bande C et en traits mixtes la
bande X (figure 3 de la réf. [65]). Il est aussi représenté la dispersion maximale admissible
pour ELI-NP-GBS ainsi qu’une valeur de sûreté avec des lignes horizontales en pointillés.
Indépendamment de la bande de fréquence, si l’on souhaite diminuer cette dispersion en énergie
en réduisant la longueur du paquet d’électrons, alors l’émittance augmente inévitablement [64].
Avant de voir le moyen de remédier à cela, il est nécessaire d’introduire la composition de l’accé-
lérateur prévue pour ELI-NP-GBS.
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2.2.1.1 Vue d’ensemble et choix technologiques
De manière générale un accélérateur d’électrons conventionnel se compose d’un injecteur, qui est
la source d’électrons, et d’une partie accélératrice. Les énergies, la fréquence de répétition et la
qualité du faisceau d’électrons requises pour ELI-NP-GBS ne sont actuellement atteignables que
par un photoinjecteur. Ce dernier est constitué d’une photocathode et d’un canon à électrons RF,
suivi par des sections accélératrices RF. Il existe alors deux schémas d’accélérateur permettant
d’atteindre le taux élevé de répétition nécessaire : un accélérateur linéaire (aussi appelé linac)
ou un anneau de stockage. Dans le schéma d’un anneau de stockage, les paquets d’électrons
sont produits par un petit linac puis injecté dans l’anneau de stockage dont la circonférence
dépend de la fréquence de répétition voulue au point d’interactions (IP : Interaction Point)
Compton et de l’énergie maximale des électrons. Dans le cadre d’ELI-NP-GBS, les paramètres
de l’interaction Compton (énergies, tailles et répétition des interactions) ne dégradent pas la
qualité du paquet d’électrons circulant dans l’anneau de stockage. Cela permet de considérer une
même qualité de faisceau d’électrons pour les deux schémas d’accélérateur. En revanche, il a été
précisé dans l’appel d’offre les dimensions physiques du hall de l’accélérateur. Par conséquent, le
seul schéma permettant l’accord en énergie du faisceau d’électrons qui peut loger dans le hall de
l’accélérateur est le schéma du linac. De plus, l’expertise du consortium EuroGammaS répondant
à l’appel d’offre concerne les linacs par le biais de l’accélérateur SPARC. C’est donc vers cette
solution que s’est tourné le consortium.
Un moyen de produire des paquets d’électrons courts et de faible émittance est d’optimiser la
longueur du paquet d’électrons à la photocathode pour minimiser la contribution de la force
d’espace de charge des électrons, puis d’utiliser la technique du « velocity bunching » [66] dans la
première section accélératrice. L’onde RF stockée dans la cavité accélératrice peut être exprimée
par : −→
E = −E0 sin (ωt− kz + φ0)−→z , (2.1)
où −→z est l’axe de propagation des électrons, ω = kβRF c la pulsation de l’onde RF, k son
nombre d’onde et la vitesse de phase de l’onde vRF = βRF c (habituellement βRF ≈ 1), avec
γRF = 1/
√
1− β2RF le facteur de Lorentz de l’onde RF. Alors la phase de l’onde RF vue par un
électron est :
ξ = ωt− kz + φ0 − βct, (2.2)
avec γ = 1/
√
1− β2 le facteur de Lorentz associé à l’électron. La technique du « velocity bun-
ching » consiste donc à injecter un paquet d’électrons non-relativiste dans une cavité accélératrice
(βRF > β) au moment où ξ ≈ 0. Ainsi le paquet d’électrons se fait « rattraper » par l’onde élec-
tromagnétique le faisant « glisser » le long de la phase d’accélération. Cela fait endurer au paquet
d’électrons un quart d’oscillation synchrotron dans l’espace des phases ce qui a pour résultat de
le compresser et de l’accélérer. À la sortie de la section accélératrice le paquet d’électrons est
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donc relativiste, court et avec une faible émittance [67]. La fig. 2.2 illustre l’évolution du pa-
quet d’électrons dans l’espace des phases longitudinales (γ, ξ). Les lignes de phases représentées
montrent la trajectoire que va suivre dans l’espace des phases chacun des électrons du paquet
représenté par un carré gris, jusqu’à son extraction.
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Figure 2.2 – Illustration de la technique du velocity bunching dans l’espace des phases
(figure 2 de la réf. [66]). L’énergie (par le biais du facteur de Lorentz γ) des électrons est
représentée en fonction de la phase ξ (cf. éq. (2.2)). Un paquet d’électrons subissant le
velocity bunching est représenté par un carré gris en son point d’injection et d’extraction
des cavités accélératrices.
On peut noter que la qualité du faisceau d’électrons est fixée à la sortie des premières sections
accélératrices (après le « velocity bunching »), ce qui rend cette partie de l’accélérateur critique
pour l’obtention d’un faisceau d’électrons de haute qualité [67]. Bien que la technique du « velocity
bunching » soit utilisée de façon coutumière à SPARC, elle nécessite une grande maîtrise des
paramètres de la dynamique du faisceau. Pour garantir l’émittance finale, le gradient de champ
de la première section accélératrice doit être élevé (> 100 MV/m) et la position de cette section
doit être proche du canon RF, où l’émittance du paquet d’électron est minimale. C’est pour cela
qu’il a été choisi d’utiliser la même configuration pour le photoinjecteur et les premières sections
accélératrices qu’à SPARC, afin de réduire les risques liés au développement d’une nouvelle
configuration. Cette première partie est constituée à SPARC d’une photocathode en cuivre, d’un
canon RF en ondes stationnaires en bande S à 2.856 GHz, avec un solénoïde de compensation
pour l’émittance, suivi par deux sections accélératrices de type SLAC en ondes progressives en
bande S. À la suite de ce photoinjecteur, pour atteindre l’énergie finale requise aux deux points
d’interactions et pour des raisons de compacité, il a été choisi un linac en bande C à 5.712 GHz.
La fig. 2.3 montre le schéma d’implantation des différentes parties de l’accélérateur ainsi que la
position des points d’interactions.
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Figure 2.3 – Schéma d’implantation de l’accélérateur d’ELI-NP-GBS.
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2.2.1.2 Photoinjecteur
Considérons le photoinjecteur composé de la photocathode, du canon RF et des deux premières
sections accélératrices en bande S. Pour rappel, c’est dans cette section de l’accélérateur que nous
procédons au « velocity bunching ». Il est nécessaire de produire, en sortie du photoinjecteur,
des paquets d’électrons assez courts, pour réduire la dispersion en énergie après les sections
accélératrices en bande C suivantes (cf. fig. 2.2) sans dégrader son émittance.
Pour ce faire il est courant à SPARC d’utiliser un facteur de compression FC < 3, qui est le
rapport entre la taille longitudinale du faisceau d’électrons en entrée des sections accélératrices
et après le velocity bunching, et de contrôler l’émittance par le biais du solénoïde du canon RF et
des sections accélératrices [65, 67]. On peut estimer l’écart-type de la dispersion en énergie ∆γ
d’un paquet d’électrons à la sortie du linac en bande C, à partir de l’approximation [65] :
∆γ
γ
≈ 2 (piνRF,C)2 σ2t . (2.3)
Dans l’équation précédente ∆γ/γ représente l’écart-type relatif de la dispersion en énergie du
paquet d’électrons, γ est le facteur de Lorentz associé au paquet d’électrons, νRF,C est la valeur
de la radiofréquence et σt est l’écart-type de la longueur temporelle du paquet d’électrons. Donc
un paquet avec σt = 0.83 ps ≈ 250 µm à la sortie du photoinjecteur aura une dispersion en
énergie d’environ 0.05 % à la sortie du linac (cf. fig. 2.2).
Une photocathode en cuivre est prévue pour le photoinjecteur. Par rapport aux semi-conducteurs,
l’utilisation d’un métal pour la photocathode permet de réduire l’émittance du faisceau d’élec-
trons lors de son extraction de la photocathode [68]. Les atouts des métaux sont : la possibilité
d’avoir un très bon état de surface, une longue durée de vie et une bonne compatibilité au vide.
Leur principal défaut est leur faible efficacité quantique [68, 69]. Le magnésium et le cuivre sont
les deux principaux métaux actuellement utilisés pour les photocathodes. Malgré le fait que le
magnésium présente une bien meilleure efficacité quantique (0.64 %) que le cuivre (0.014 %),
il n’a jamais été utilisé avec des gradients de champ électrique supérieurs à 100 MV/m. Pour
atteindre l’émittance souhaitée, le canon RF de ELI-NP-GBS doit fonctionner avec un gradient
de champ électrique supérieur à 120 MV/m. Le matériau choisi pour la photocathode de l’accé-
lérateur d’ELI-NP-GBS est donc du cuivre. Cela implique la nécessité d’avoir un faisceau laser
plus énergétique qu’avec du magnésium dans le but de compenser la faible efficacité d’émission
de la photocathode en cuivre.
La dynamique du faisceau ainsi que l’optimisation globale du photoinjecteur ont fait l’objet
de nombreuses simulations. Nous allons donner ici, uniquement les résultats et caractéristiques
importantes de ce sous-système. Pour commencer, les données d’entrée des simulations sont :
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— une photocathode en cuivre, alimentée par un faisceau laser (dont les propriétés sont
discutées dans la sect. 2.2.3.1) de longueur d’onde située dans l’ultra-violet (UV), de
durée temporelle ajustable et de forme transversale uniforme (cf. tab. 2.2),
— un canon RF en bande S à 2.856 GHz en onde stationnaire avec un gradient de champ
électrique d’environ 120 MV/m,
— deux sections accélératrices en bande S en onde progressive accélérant les électrons jusqu’à
une énergie d’environ 80 MeV avec un gradient de champ électrique constant de 21 MV/m.
Les deux sections accélératrices sont utilisées pour permettre le « velocity bunching » avec un
facteur de compression FC = 2.5. Les champs magnétiques des solénoïdes ont aussi été pris en
compte.
De cette étude il ressort trois modes de fonctionnement : un mode de référence qui permet
l’optimisation de la qualité du faisceau d’électrons et permettant d’atteindre les spécifications
requises pour la source de rayons γ et deux modes de mise en route, un dont l’énergie des électrons
finale est équivalente au mode de référence et un dont la longueur des paquets d’électrons est
équivalente au mode de référence. Pour obtenir ces deux modes de mise en service, le « velocity
bunching » (compression du paquet d’électrons) est ou non utilisé, autrement dit on opère soit
avec FC = 2.5 soit en crête à ξ = pi/2 ( cf. éq. (2.2)) avec FC = 1. Les différents paramètres de
ces trois modes de fonctionnement sont donnés dans la tab. 2.2. La dispersion relative en énergie
du mode de référence est de 1.75 % en écart-type. Il est possible de réduire cette dispersion dans
les sections accélératrices en bande C du linac, si elles ne sont pas utilisées à ξ = pi/2.
Caractéristiques Mode de référence Modes de mise en service(FC = 2.5) (FC = 1) (FC = 2.5)
Charge q [pC] 250 25 25
Longueur de l’impulsion laser (largeur à mi-
hauteur) [ps] 8.5 3 3
Taille transversale du faisceau laser (écart-
type) [µm] 250 150 150
Énergie moyenne des électrons en sortie Ee
[MeV] 79.7 132 79.6
Dispersion en énergie des électrons en sortie
(écart-type) [%] 1.75 0.02 0.63
Émittance transversale normalisée des élec-
trons en sortie n (écart-type) [mm ·mrad] 0.4 0.2 0.2
Longueur du paquet d’électrons en sortie
σze (écart-type) [µm]
280 280 112
Table 2.2 – Tableau récapitulatif des paramètres optimaux pour les trois modes de
fonctionnement du photoinjecteur d’ELI-NP-GBS.
Il faut noter que la qualité du paquet d’électrons dépend fortement du laser alimentant la photo-
cathode, plus particulièrement du temps de montée de l’impulsion et sa forme transversale [8, 65].
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Ainsi une émittance transversale normalisée finale de 0.4 mm ·mrad nécessite un temps de mon-
tée ≤ 1 ps et une forme transversale uniforme du faisceau laser. Si l’on accepte une tolérance de
10 % sur l’émittance transversale normalisée finale, alors il est nécessaire d’avoir un temps de
montée inférieur à 1.5 ps. Cependant, il est courant que la technique d’obtention de temps de
montée aussi courts, pour des impulsions de longueur temporelle de l’ordre de la picoseconde,
engendre des rebonds d’intensité longitudinaux [70]. Ces rebonds temporels sont transformés en
fluctuations dans le spectre d’énergie lorsque le paquet d’électrons passe au travers du canon
RF et sont enfin éliminés par le linac en bande C. Ces rebonds sont donc sans conséquence sur
l’émittance normalisée finale tant qu’ils restent inférieurs en amplitude crête à crête à 20 % de
l’intensité maximale de l’impulsion laser.
Le profil transversal de l’impulsion laser peut quant à lui être optimisé [71]. Passer par exemple
d’un profil uniforme à un profil de type gaussienne tronquée permet deux gains importants :
un gain au niveau de la transmission du faisceau laser (naturellement de forme gaussienne) au
travers du système de mise en forme, et une réduction de l’émittance. La forme de gaussienne
tronquée est obtenue à partir d’un faisceau laser gaussien que l’on a diaphragmé avec un iris.
Les deux profils transversaux d’intensité du faisceau laser sur la photocathode, utilisés pour les
simulations du linac, sont donnés sur la fig. 2.4. Le gain sur l’émittance provient du fait que
les non-linéarités de la force d’espace de charge sont plus faibles. Donc on peut soit fonctionner
avec une charge q constante et réduire l’émittance ou préserver l’émittance et augmenter q (et
produire plus de rayons γ).
Figure 2.4 – Profils transversaux d’intensité du faisceau sur la photocathode (figure 7
de la réf. [65]) utilisés pour les simulations du linac. En haut il est représenté le profil
de distribution uniforme et en bas le profil de type gaussienne tronquée, avec sur la
gauche les profils transversaux et sur la droite leurs projections verticales et horizontales
respectives.
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Pour donner un ordre de grandeur du gain, prenons un faisceau laser avec un profil de gaussienne
tronquée de même taille transversale sur la photocathode que pour le mode de référence dont la
distribution est uniforme (1 mm de diamètre). Ce faisceau laser est obtenu à partir d’un faisceau
laser initial gaussien d’écart-type σ0l = 0.4 mm et d’un diaphragme de 0.5 mm de rayon (voir
la fig. 2.4) 1. Les deux écarts-types sur la photocathode sont donc très proches : l’écart-type du
faisceau du mode de référence (distribution uniforme) est de 250 µm (cf. tab. 2.2) et celui de la
gaussienne tronquée de 235 µm.
Si on choisit de préserver la charge q : L’émittance normalisée finale est réduite de 33 %
passant de 0.4 mm ·mrad pour le mode de référence à 0.3 mm ·mrad pour la forme de gaussienne
tronquée. De plus la génération de la gaussienne tronquée permet de doubler la transmission de
l’intensité du faisceau laser en comparaison avec la méthode conventionnelle de génération d’un
profil transversal uniforme.
Si on choisit de préserver l’émittance : Les simulations donnent un gain de la charge q
de 1.56, passant de 250 pC à 390 pC (le gain est le même pour le nombre de rayons γ). Les seules
pertes constatées sont une perte d’environ 1 MeV sur l’énergie finale et une faible augmentation
de la dispersion en énergie d’environ 0.15 % [8].
Il faut noter que ces gains sont dus au fait que les non-linéarités de la force d’espace de charge sont
plus faibles par rapport au mode de référence, donc si le faisceau laser (de profil de gaussienne
tronquée) est désaligné sur l’iris, alors les asymétries engendrées sur le profil transversal peuvent
annuler tous les gains attendus. Il faut donc prêter une grande attention à l’alignement et à la
symétrie du faisceau laser sur la photocathode lors de la phase d’installation.
Un dernier problème qu’il faut prendre en compte dans la conception des sections accélératrices
et du photoinjecteur est l’effet des paquets d’électrons sur les suivants. Un paquet d’électrons
génère derrière lui un « champ de sillage », wakefield en anglais, qui est analogue à la vague de
sillage laissée derrière un bateau. Cela cause, lors du passage du paquet au travers d’une structure
accélératrice, une excitation des différents modes fondamentaux des champs électromagnétiques
de la structure. Ces modes peuvent être longitudinaux ou transversaux au champ accélérateur
initialement emmagasiné dans la structure. Les modes longitudinaux vont s’ajouter au champ
accélérateur initial et créer des modulations d’énergie tout au long du train de paquets d’électrons,
cet effet est dénommé beam loading (BL). Les modes transversaux vont créer des instabilités du
paquet d’électrons le long du train, cet effet est appelé beam break up (BBU).
L’effet du beam loading est de réduire le gradient d’accélération de la structure. Le champ élec-
trique RF extérieur emmagasiné dans la structure accélératrice ainsi que le champ électrique dû
1. En optique le fait de diaphragmer un faisceau laser va générer des anneaux d’Airy lors de sa propagation.
Dans le but de s’affranchir de ce phénomène, un système optique vient imager le faisceau juste après l’iris sur la
photocathode.
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au beam loading sont donnés dans la réf.[8] pour des structures en ondes stationnaires (canon
à électrons) et progressives (sections accélératrices). De ces équations on peut en déduire un
schéma global de compensation du beam loading. De manière générale, comme le champ effectif
« vu » par un paquet d’électrons est la superposition du champ d’alimentation RF ERF des
cavités accélératrices et du champ de sillage EBL laissé par les paquets précédents, on peut mo-
duler la puissance incidente afin qu’elle compense la perte due au beam loading. Ce principe est
illustré par la fig. 2.5, qui représente le champ emmagasiné dans une cavité en ondes progressives
(structures accélératrices en bandes S et C) avec et sans l’influence des paquets d’électrons. Il
est aussi représenté le champ ERF qu’il faudrait injecter dans la cavité pour compenser l’effet du
champ de sillage EBL.
2e paquet d'électrons
3e paquet d'électrons
aires 
égales
champ électrique
à vide
champ électrique
vu par le 2e paquet
champ électrique
vu par le 3e paquet
Figure 2.5 – Illustration de la méthode de compensation du beam loading dans les cavités
accélératrices en ondes progressives (figure tirée de la figure 45 de la réf. [8]).
On peut noter que la principale composante du champ électrique excitée par le beam break up,
dans les sections accélératrices en bande S, est la composante fondamentale. La faible énergie
des paquets d’électrons les rend très sensibles aux champs électriques transversaux, mais elle a
aussi l’avantage de ne pas trop exciter ces champs électriques. Ces modes sont principalement
générés par des effets de désalignements du faisceau au sein des cavités accélératrices. Il ressort
des simulations, qu’une erreur d’alignement des paquets d’électrons de 200 µm à l’entrée de la
partie accélératrice en bande S, induit une augmentation de l’émittance normalisée de 10 % avec
une probabilité d’occurrence de 10 % pour le paquet ayant les pires caractéristiques [8].
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2.2.1.3 Linac en bande C
Le linac est uniquement composé de structures accélératrices permettant d’accroître l’énergie
des paquets d’électrons, qui sont déjà relativistes, et d’éléments optiques de faisceau (dipôles,
quadrupôles, sextupôles, octupôles, etc.) permettant la propagation et la mise en forme des
paquets d’électrons. Le linac est divisé en deux sous-parties en cascades. Chacune de ces parties
alimente un point d’interactions Compton (IP : Interaction Point), comme illustré sur la fig. 2.3.
La première sous-partie accélère les électrons jusqu’à une énergie de 320 MeV permettant la
génération des rayons γ de 0.2 MeV à 3.7 MeV, c’est l’IP de basse énergie. La seconde sous-
partie accélère les électrons jusqu’à 750 MeV permettant la génération des rayons γ de 2.8 MeV
à 19.5 MeV, c’est l’IP de haute énergie.
L’optimisation numérique du linac détaillée dans la réf. [8] se base sur les données d’entrée
suivantes :
— une fréquence radio en bande C de valeur νRF,C = 5.712 GHz,
— un gradient d’accélération d’environ 35 MV/m de type quasi-constant,
— un faisceau d’électrons en entrée provenant du photoinjecteur (cf. sect. 2.2.1.2) avec les
caractéristiques du mode de référence données dans la tab. 2.2.
Enfin les sections accélératrices ne sont pas utilisées à ξ = pi/2 (cf. éq. (2.2)) pour réduire la
dispersion en énergie du faisceau produit par le photoinjecteur. Les caractéristiques finales des
faisceaux d’électrons en sortie du linac ainsi que les valeurs typiques utilisées pour la conception
du système optique (cf. chap. 3) sont résumées dans la tab. 2.3.
Caractéristiques Valeurs accessibles Valeurs pournos simulations
Énergie Ee [MeV] [80 ; 750] 330
Charge q [pC] [25 ; 400] 250
Taille longitudinale σze (écart-type) [µm] [100 ; 400] 280
Émittance normalisée n (écart-type) [mm ·mrad] [0.2 ; 0.6] 0.4
Dispersion en énergie (écart-type) [%] [0.04 ; 0.1] 0
Taille de la tache focale (écart-type) [µm] ≥ 15 20
Fluctuation de l’énergie dans le train (écart-type) [%] 0.1 0
Instabilité du pointé (écart-type) [µm] 1 0
Gigue du temps d’arrivée (écart-type) [ps] ≤ 0.5 0
Fréquence radio globale νRF [GHz] 2.856 -
Table 2.3 – Tableau récapitulatif des caractéristiques des faisceaux d’électrons d’ELI-
NP-GBS ainsi que les valeurs typiques utilisées pour nos simulations (cf. chap. 3).
Lorsque l’on considère des incertitudes réalistes sur les alignements et les paramètres des éléments
des linacs (sections accélératrices et aimants), la dégradation de la taille transversale du faisceau
d’électrons est de l’ordre de 10 µm et l’augmentation de la dispersion en énergie est de l’ordre de
0.008 %.
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La compensation du beam loading avec la modulation de la puissance RF injectée dans les cavités
a été décrite dans la sect. 2.2.1.2. Le beam break up est dans la section en bande C bien plus
contraignant que pour la section en bande S du photoinjecteur. Si aucune précaution n’est prise
comme pour la section en bande S, alors l’augmentation de l’émittance normalisée est intolérable
pour obtenir la qualité requise de la source γ d’ELI-NP-GBS. Dans le but d’éviter les effets
d’empilement des champs transversaux produits par chacun des paquets passant au travers de
la section accélératrice, il est nécessaire de bien amortir ces champs. Pour ce faire les structures
accélératrices en bande C sont connectées à des guides d’ondes permettant la propagation et
la dissipation de ces modes transversaux dans des charges en carbure de silicium (SiC). La
fig. 2.6 représente une de ces sections accélératrices en bande C. Les simulations de la section en
bande C montrent que le facteur de qualité des modes transversaux, qui est directement relié au
coefficient d’amortissement, doit être inférieur à 100 si l’on veut pouvoir négliger le Beam break
up. Ce nouveau type de cavités vient d’être testé au laboratoire national de Frascati (LNF :
Laboratori Nazionali di Frascati) avec succès.
charges en SiC
cellules
accélératrices
(a)
(b)
Figure 2.6 – (a) Vue de face d’une section accélératrice en bande C avec ses charges en
SiC pour l’amortissement des modes transversaux, (b) vue globale de cette section sur
le banc de test au LNF.
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2.2.2 Le système de synchronisation
Nous verrons dans la sect. 3.4 qu’une synchronisation de l’ordre de la centaine de femtosecondes
entre les paquets d’électrons et de l’impulsion laser est nécessaire. Pour remplir cette contrainte
un système de synchronisation a spécialement été développé pour ELI-NP-GBS. Ce système est
basé sur une technologie qui est actuellement à l’état de l’art. Une synchronisation de cet ordre
de grandeur (quelques centaines de femtosecondes), dans de grandes infrastructures (plusieurs
centaines de mètres), ne peut être atteinte que par un système optique. Le système choisi pour
ELI-NP-GBS est conçu par l’entreprise Menlo Systems 2. Il est composé des trois parties,
représentées sur la fig. 2.7, suivantes :
— un système de génération et de distribution de la référence optique,
— des systèmes de synchronisation relatifs aux différents sous-systèmes d’ELI-NP-GBS (la-
sers, linac, recirculateur, etc.),
— un signal de déclenchement à 100 Hz contenant l’information sur l’arrivée des macro-
impulsions.
Figure 2.7 – Schéma du système de synchronisation d’ELI-NP-GBS (figure 98 de la
réf. [8]).
Nous ne détaillerons que le premier point, les deux autres sont courants dans les installa-
tions scientifiques. Les techniques de synchronisation au niveau des différents sous-systèmes sont
propres à chacun d’eux : synchronisation RF pour les klystrons, synchronisation optique ou élec-
tronique pour les systèmes lasers, etc. Le signal de déclenchement est produit par un générateur
2. Menlo Systems est l’entreprise qui a été choisie par le consortium pour concevoir le système de synchro-
nisation d’ELI-NP-GBS (http://www.menlosystems.com/)
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d’évènements et distribué au travers de toute la machine par le biais de câbles coaxiaux ou de
fibres optiques.
La génération et la distribution de la référence optique s’appuie sur trois modules : une réfé-
rence micro-onde extrêmement stable (RMO : Reference Master Oscillator), une horloge optique
(OMO : Optical Master Oscillator) synchronisée en phase sur le RMO et des liens optiques
stabilisés.
2.2.2.1 Référence micro-onde
Le signal micro-onde de référence, RMO, est produit par un quartz avec un bruit de phase
très faible. Le RMO garantit ainsi la stabilité du signal à long terme. L’état de l’art de ce
type de système permet d’atteindre des bruits de phases en écart-type de l’ordre de quelques
femtosecondes sur une largeur spectrale allant de 10 Hz à 10 MHz.
2.2.2.2 Horloge optique
L’horloge optique de référence, OMO, de la machine est un oscillateur laser extrêmement stable
du point de vue temporel et qui est verrouillé sur le RMO. Dans les faits l’OMO est un laser à
fibre commercial délivrant une référence optique à 1560 nm. La fréquence de coupure de la boucle
de verrouillage sur le RMO est autour de 5 kHz (fréquence typique de coupure d’un actionneur
piézoélectrique). Cela signifie que le bruit de phase dans la gamme des fréquences inférieures à
la fréquence de coupure de la rétroaction est directement lié à celui du RMO. En revanche le
bruit de phase pour les fréquences supérieures à la fréquence de coupure est le bruit typique de
l’OMO. On peut toutefois noter que le bruit d’un quartz pour les hautes fréquences est supérieur
au bruit d’un laser à fibre. Au final le bruit de phase en écart-type sur la plage en fréquence de
10 Hz à 10 MHz de l’OMO est ≈ 100 fs. Les caractéristiques de l’OMO sont résumées dans la
tab. 2.4. La fréquence de répétition de l’OMO est liée aux paramètres finaux du système optique
donnés dans la tab. 3.1 (voir chap. 3).
Caractéristiques Valeurs
Largeur temporelle des impulsions (écart-type) [fs] < 200
Longueur d’onde 1 [nm] 1560
Longueur d’onde 2 [nm] 780
Fréquence de répétition [MHz] νRF /46 ≈ 62.09
Énergie des impulsions [nJ] > 2 (≈ 180 mW)
Bruit d’amplitude relatif des impulsions (écart-type) [%] < 0.05
Bruit de phase relatif à une référence < 1 kHz (écart-type) [fs] < 10
Table 2.4 – Tableau récapitulatif des caractéristiques de l’horloge OMO d’ELI-NP-GBS.
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2.2.2.3 Liens optiques stabilisés
Le signal de l’OMO est distribué dans toute la machine afin de garantir la meilleure synchro-
nisation possible entre les différents éléments. Pour éviter d’ajouter du bruit de phase lors du
transport de la référence optique, il est nécessaire de prendre en compte le bruit induit par le
lien assurant ce transport.
À la sortie de l’OMO le signal optique est divisé et injecté dans les différents liens optiques
composés de fibres optiques et d’un système d’asservissement. Il est important ici de contrôler
parfaitement la longueur optique de chaque lien afin de garantir une synchronisation meilleure que
100 fs entre les différents systèmes de la machine. Pour compenser ces dérives en longueur de la
fibre une partie de l’énergie des impulsions est réfléchie au bout de cette fibre (avant l’utilisateur
final) et un verrouillage en phase est effectué entre le signal réfléchi et le signal injecté dans la
fibre. Un amplificateur est ajouté en bout de chaîne pour délivrer la puissance nécessaire aux
utilisateurs à partir de la puissance transmise par la fibre stabilisée.
La longueur des liens optiques est de l’ordre de 300 m, ce qui introduit aussi un fort élargissement
temporel des impulsions lors de leur propagation dans la fibre. Dans le but de contrebalancer cet
effet, une fibre de compensation introduisant une dispersion négative est placée avant la fibre de
transport.
2.2.3 Les systèmes lasers
Les caractéristiques finales du faisceau d’électrons permettent d’atteindre les performances re-
quises pour le faisceau de rayons γ données dans la tab. 2.1, uniquement si les performances
optiques sont elles aussi obtenues. Le faisceau laser alimentant la photocathode doit avoir les
caractéristiques spatio-temporelles définies dans la sect. 2.2.1.2 pour optimiser l’émittance des
paquets d’électrons. Les faisceaux lasers des points d’interactions doivent, quant à eux, possé-
der d’excellentes qualités (largeur spectrale, gigues temporelle et spatiale, profil spatio-temporel,
etc.) tout en ayant assez d’énergie pour atteindre le flux de rayons γ voulu. Nous allons voir
maintenant comment les trois lasers principaux d’ELI-NP-GBS garantissent ces caractéristiques.
2.2.3.1 Laser de la photocathode
Les paramètres du laser de la photocathode sont plus contraignants que ceux des lasers des IP,
car il est le lien entre le système optique et l’accélérateur. Par conséquent il doit remplir les
contraintes imposées par ces deux systèmes. Ses performances sont données dans la tab. 2.5 et
découlent des contraintes mentionnées dans la sect. 2.2.1.2 et des paramètres finaux du système
optique donnés dans la tab. 3.1 (cf. chap. 3).
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Caractéristiques Valeurs accessibles Valeurs typiques
Énergie par impulsion à 266 nm [µJ] ≥ 300 300
Fluctuation de l’énergie dans le train (écart-
type) [%] ≤ 5 2
Largeur spectrale à 780 nm [nm] 1 1
Largeur temporelle d’une impulsion (distribu-
tion uniforme) [ps] [5 ; 12] 8.5
Temps de montée/descente d’une impulsion [ps] ≤ 1 0.5
Fréquence de répétition des trains [Hz] 100 100
Nombre d’impulsions dans un train 1 ou 32 32
Fréquence de répétition des impulsions [MHz] νRF /46 ≈ 62.09 62.09
Gigue temporelle (écart-type) [fs] ≤ 500 200
Table 2.5 – Tableau récapitulatif des caractéristiques du faisceau laser alimentant la
photocathode.
Afin d’éviter les risques liés à la conception d’une nouvelle architecture laser, il a été choisi d’uti-
liser un système de haute puissance éprouvé industriellement. La technologie la mieux maîtrisée
à l’heure actuelle est celle mettant en œuvre un milieu à gain composé d’une matrice de sa-
phir dopée avec du titane (Ti:Saph). Ce milieu à gain a l’avantage d’avoir une largeur spectrale
d’amplification très grande (de 650 nm à 1100 nm), idéale pour générer des impulsions laser de
très haute intensité et de très courte durée. Un laser de haute puissance implique, de nos jours,
l’utilisation de la technique CPA (Chirped Pulse Amplification) [72]. La chaîne laser se compose
donc des parties suivantes :
— un oscillateur optique fournissant l’impulsion germe à grande fréquence de répétition (plu-
sieurs dizaines de mégahertz) de quelques nanojoules d’énergie,
— un étireur qui étale l’impulsion temporellement,
— un amplificateur régénérateur (l’amplificateur fournissant le plus gros gain) augmentant
l’énergie de l’impulsion laser de quelques nanojoules à plusieurs centaines de microjoules.
En sortie la fréquence de répétition est la fréquence finale du système laser,
— un pré-amplificateur (ou booster) augmentant l’énergie des impulsions à quelques milli-
joules,
— une succession d’amplificateurs finaux (multipassage en général) afin d’atteindre l’énergie
souhaitée,
— un compresseur réduisant l’impulsion temporellement, ce qui augmente sa puissance crête.
Pour ELI-NP-GBS, le schéma précédent a été complété par plusieurs éléments : un système de
génération des 32 impulsions en sortie du pré-amplificateur, un module permettant de tripler la
fréquence optique de l’impulsion laser pour la passer dans le domaine UV en sortie du dernier
amplificateur et un module de mise en forme temporelle de l’impulsion laser. La chaîne laser
est une chaîne laser amplificatrice industrielle commercialisée par la société qui fait partie du
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consortium EuroGammaS : Amplitude 3. En revanche plusieurs parties de cette chaîne ont été
optimisées pour atteindre les performances souhaitées (cf. tab. 2.5) : l’oscillateur, le module de
génération des 32 impulsions et celle de la mise en forme temporelle. Nous allons donc nous
focaliser sur ces parties.
Oscillateur Afin de réduire au maximum la gigue temporelle des impulsions lasers, l’oscillateur
de la chaîne laser est remplacé par le signal optique d’OMO (cf. sect. 2.2.2) après avoir été
amplifié et doublé en fréquence. Nous obtenons donc une horloge optique de référence à 780 nm
parfaitement compatible avec la bande spectrale d’amplification du Ti:Saph.
Génération des 32 impulsions La génération des 32 impulsions est le point le plus important
du système laser, elle est conçue par Amplitude. Ce module doit pouvoir générer 32 impulsions
espacées de T = 16.108 ns avec une gigue inférieure à 500 fs et une fluctuation de l’énergie finale
de moins de 5 %. Ces caractéristiques rendent très difficiles à mettre en œuvre une solution à base
de lames séparatrices en cascades, comme illustré sur la fig. 2.8(a), et originellement proposée
dans la réf. [8]. À cause de la taille des bras qui peut atteindre plus de 76 m, il est très difficile
de stabiliser le système mécaniquement et de contrôler précisément sa longueur optique.
Pour outrepasser ce problème il a été choisi d’utiliser une cavité optique résonante à pertes placée
en partie sous vide. Ce système est représenté sur la fig. 2.8(b). L’avantage d’un résonateur
optique est que l’on peut le verrouiller en phase sur une référence (comme l’OMO) avec une très
grande précision. De plus la variation de la période entre deux impulsions est mieux contrôlée
du fait que chaque impulsion effectue le même trajet. La génération des 32 impulsions se déroule
comme suit (cf. fig. 2.8(b)) :
1. l’impulsion provenant du pré-amplificateur est divisée en deux impulsions séparées de
T = 16.108 ns,
2. les deux impulsions sont injectées dans la cavité à pertes de période 2T par le miroir
dichroïque P1 (polariseur),
3. les impulsions sont piégées activement dans la cavité par le biais d’une cellule de Pockels,
4. les pertes de la cavité sont collectées par la transmission d’un miroir à pertes, formant le
train d’impulsions espacées de T ,
5. une cellule de Pockels Kentech 4 rapide à 32 voies permet de moduler l’énergie de chaque
impulsion indépendamment.
3. Amplitude fait référence à la compagnie composée des entreprises Amplitude Technologies (http:
//www.amplitude-technologies.com/), Amplitude Systèmes (http://www.amplitude-systemes.com/) et
Continuum (http://www.continuumlasers.com/).
4. Kentech est la marque de la société produisant un contrôleur de cellule de Pockels avec les caractéristiques
nécessaires pour notre application (http://www.kentech.co.uk/). C’est un exemple concret de la faisabilité de
ce contrôleur et n’a pas de but contractuel.
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Figure 2.8 – Schémas de principe des systèmes de génération des 32 impulsions pour
ELI-NP-GBS : (a) système à base de lames séparatrices (figure 163 de la réf. [8]) et (b)
système à base d’une cavité à pertes (figure fournie par Amplitude).
6. les 12 lasers de pompe de l’étage amplificateur sont multiplexés temporellement afin de
compenser les fluctuations d’énergie entre impulsions.
En sortie on se retrouve donc avec 32 impulsions espacées de 16.108 ns avec une énergie équiva-
lente. Les énergies de chaque impulsion attendues en sortie de la cavité, de la cellule de Pockels
Kentech et de l’amplificateur sont données dans la fig. 2.9.
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Figure 2.9 – Énergies attendues pour chaque impulsion, (a) en sortie de la cavité à pertes
et de la cellule de Pockels Kentech et (b) en sortie de l’amplificateur (figures fournies
par Amplitude).
2.2. ELI-NP Gamma Beam Source (ELI-NP-GBS) 51
Mise en forme temporelle La dernière étape de la chaîne laser est la mise en forme tem-
porelle des impulsions laser. Cette mise en forme est une technique bien connue dans le domaine
des photoinjecteurs. Elle ne peut se faire qu’une fois la fréquence optique triplée pour des raisons
d’efficacité du passage dans l’UV. Le moyen habituellement utilisé pour obtenir une impulsion
uniforme temporellement est le passage dans un empilement de cristaux biréfringents uniaxes [70].
Un cristal uniaxe se caractérise par la présence de deux axes de polarisation, un axe dit lent et
l’autre dit rapide [73]. La conséquence est qu’une onde électromagnétique voit sa polarisation
(cf. annexe A) décomposée suivant ces deux axes. La vitesse de propagation de l’onde électroma-
gnétique est différente suivant l’axe lent et rapide, ce qui engendre un déphasage (retard) d’une
onde par rapport à l’autre. Suivant la coupe du cristal, les deux axes de propagation liés aux
deux axes de polarisation peuvent ou non être coïncidents.
Pour générer une impulsion uniforme temporellement, il suffit de tailler le cristal biréfringent
afin que les axes de propagation soient les mêmes pour l’axe lent et rapide. Ainsi l’impulsion
laser est divisée temporellement en deux impulsions dont l’écart est directement lié à l’épaisseur
du cristal. Les deux impulsions ont des polarisations orthogonales l’une par rapport à l’autre,
orientées suivant les axes de polarisation du cristal. Ainsi, si l’on ajoute un second cristal dont
les axes de polarisations sont à 45◦ du premier, chacune des impulsions est à nouveau divisée en
deux. En répétant cette opération et en choisissant judicieusement l’épaisseur de chaque cristal
il est possible de positionner un nombre N de répliques de l’impulsion initiale les unes derrière
les autres. De plus on évite les phénomènes d’interférences entre deux répliques successives grâce
à leurs polarisations croisées.
Après le compresseur, la largeur temporelle des impulsions est inférieure à 1 ps ce qui garantit
le temps de montée et de descente requis. Avec l’utilisation de 5 cristaux il est possible d’obtenir
des impulsions quasi-uniformes d’une durée d’environ 12 ps, avec une variation d’amplitude de
moins de 2 % PV (pic à vallée) au sein de chaque impulsion.
L’inconvénient de ce système de mise en forme temporelle est qu’il n’est pas flexible. Pour changer
la longueur temporelle de l’impulsion finale il est donc nécessaire de changer l’empilement des
cristaux utilisés.
Le schéma global du système laser de la photocathode est représenté sur la fig. 2.10. Les liens
potentiels pour le système d’asservissement de la cavité à pertes ainsi que pour le diviseur d’im-
pulsion sont aussi indiqués. Pour prélever la référence optique de l’OMO : le lien 1 ou le lien 2
sont possibles et pour prélever la fréquence en sortie du laser les deux liens possibles sont : le
lien 3 ou le lien 4.
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Figure 2.10 – Schéma du système laser de la photocathode et de son système d’asservis-
sement. La rétroaction de la cavité à pertes peut se faire via le prélèvement 1 (ou 2) pour
la référence et le prélèvement 3 (ou 4) pour le train d’impulsions généré (figure fournie
par Amplitude).
2.2.3.2 Lasers des points d’interactions
Les lasers des points d’interactions doivent combiner à la fois haute énergie et haute puissance
moyenne. Ceci réduit fortement les technologies envisageables. Tout en conservant une architec-
ture CPA, plusieurs considérations peuvent être faites.
Tout d’abord, contrairement au laser de la photocathode qui est pompé par des lampes flashs,
il est ici plus avantageux d’opter pour un pompage optique par diodes laser. Cela permet de
réduire la puissance moyenne absorbée par le milieu à gain en ne produisant que de la lumière
de pompe utile (dans la bande spectrale d’absorption du milieu), et par conséquent de réduire
les besoins en refroidissement. De plus la technologie à base de diodes laser engendre moins de
contraintes au niveau de la maintenance.
Afin de réduire une fois de plus l’énergie absorbée par le milieu à gain, il est préférable de choisir
un milieu composé d’une matrice d’Yttrium Aluminum Garnet dopée avec des ions d’Ytterbium
(Yb:YAG). Ce milieu à gain, bien que pas encore industrialisé pour les lasers de très haute
puissance, a l’avantage de posséder un défaut quantique (différence entre les énergies absorbée
et émise) très faible, réduisant fortement l’échauffement du milieu à gain [4, 5].
Enfin, parmi les techniques de refroidissement disponibles pour les amplificateurs principaux (pré-
amplificateur et amplificateur principal) il a été choisi, comme pour le laser de la photocathode,
un refroidissement cryogénique. Cela permet d’obtenir une qualité de faisceau laser supérieure au
simple refroidissement à eau de la technologie à disques minces (thin-disks en anglais) [74]. De
plus, pour doubler la fréquence optique plus efficacement un miroir déformable sera ajouté avant
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le compresseur. Ce dernier apporte une compensation fine des aberrations optiques résiduelles
du faisceau laser, induites par la propagation du faisceau dans les différents amplificateurs. Les
lasers des points d’interactions se composent donc des parties suivantes :
— un oscillateur pompé par diodes laser verrouillé en phase sur l’OMO et délivrant des
impulsions d’une centaine de femtosecondes,
— un étireur fibré,
— un amplificateur régénérateur,
— un pré-amplificateur,
— un amplificateur principal cryogénique,
— un miroir déformable,
— un compresseur,
— un module pour doubler la fréquence optique.
Les énergies visées pour le dernier point d’interactions sont telles qu’une solution basée sur un
laser unique n’est pas abordable. Pour atteindre l’énergie finale requise au second IP, il est donc
envisagé de combiner deux faisceaux lasers lors du doublage en fréquence. Les deux faisceaux
sont donc combinés en passant dans le cristal non-linéaire en configuration de type II (somme de
fréquences) [73]. Pour optimiser la combinaison des deux faisceaux il est nécessaire qu’ils aient
des énergies équivalentes. Les deux lasers des points d’interactions seront donc identiques. Les
caractéristiques finales en sortie des deux chaînes lasers des deux IP sont récapitulées dans la
tab. 2.6.
Caractéristiques Valeurs à l’IP Valeurs à l’IPde basse énergie de haute énergie
Énergie U [mJ] 200 2× 200
Longueur d’onde finale λ [nm] 515 515
Largeur temporelle σt (écart-type) [ps] 1.5 1.5
Fréquence de répétition [Hz] 100 100
Facteur de qualité M2 ≤ 1.2 ≤ 1.2
Largeur spectrale à 515 nm (écart-type)[%] 0.1 0.1
Table 2.6 – Tableau récapitulatif des caractéristiques des faisceaux lasers des points
d’interactions d’ELI-NP-GBS.
2.2.4 Les lignes de transport
Les salles lasers où sont produits les faisceaux lasers sont séparées de plusieurs dizaines de mètres
du lieu de leur utilisation, la photocathode et les points d’interactions. Il est donc nécessaire de
transporter les faisceaux lasers entre ces points (salles lasers, lieux d’utilisation), sans dégrader
leur profil spatiotemporel et leur spectre, en évitant notamment la dispersion et les effets non-
linéaires (auto-modulation de phase). De plus, le design mécanique et optique doit s’adapter aux
contraintes d’aménagement du bâtiment tout en assurant une minimisation du bruit acoustique,
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des vibrations mécaniques et des déformations thermiques. Afin de répondre à ces contraintes,
les conditions suivantes sont appliquées :
— relais d’image pour contrôler la divergence du faisceau lors de sa propagation,
— minimisation du nombre d’optiques en transmission et de leur épaisseur pour réduire les
effets non-linéaires,
— adaptation du mode sur les optiques pour diminuer la phase non-linéaire cumulée et assurer
des pertes par diffraction négligeables,
— propagation sous vide pour supprimer les effets non-linéaires et les turbulences induits par
l’air,
— insertion d’un nombre suffisant de points de contrôle comprenant des montures de miroirs
motorisés couplées à des diagnostics pour un alignement fin du faisceau et permettant
ainsi une stabilisation active du faisceau.
Nous avons choisi de réaliser le relais d’image avec un télescope en configuration Keplerienne
(astronomique). Ce télescope est constitué de deux optiques focalisantes en position confocale.
Les deux optiques sont choisies avec la même longueur focale pour obtenir un faisceau en sortie
de la même taille que celui délivré par les lasers (grossissement de 1).
Le transport du faisceau laser doit se faire sous vide, pour préserver la qualité du front d’onde
du faisceau laser, pour obtenir une meilleure stabilité du pointé et éviter les effets non-linéaires
dans l’air. Cela signifie qu’il est nécessaire d’utiliser une fenêtre d’isolation entre le système laser
à l’air et la ligne de transport sous vide.
2.2.4.1 Laser de la photocathode
Le transport du faisceau laser de la photocathode ne présente pas de problème particulier. L’in-
tensité des impulsions de ≈ 300 µJ est trop faible pour induire des effets non-linéaires significatifs.
Cependant, pour éviter les pertes par absorption, il faut prendre en considération la longueur
d’onde de 266 nm pour le choix du matériau des lentilles et des fenêtres d’isolation entre le vide
et l’air.
2.2.4.2 Lasers des points d’interactions
Estimation des effets non-linéaires Une impulsion laser courte subit principalement, lors
de sa propagation dans un matériau, deux effets :
— de la dispersion,
— de l’auto-modulation de phase.
On peut écrire l’indice n du milieu comme une fonction de l’intensité I du faisceau laser [73] :
n(λ, t) = n0(λ) + n2I(t), (2.4)
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où λ est la longueur d’onde, t le temps, n0 et n2, respectivement les indices de réfraction linéaire
et non-linéaire du milieu. Nous considérons, ici, n2 constant sur tout le spectre du faisceau laser.
Pour l’étude des effets non-linéaires, nous allons prendre comme exemple le faisceau laser du
second point d’interactions qui a la plus forte énergie (400 mJ). Les optiques sont suppo-
sées en silice fondue dont les indices de réfractions à 515 nm sont : nFS = 1.46 et n2,FS =
2.88× 10−20 m2/W [75]. L’épaisseur de la fenêtre d’isolation air-vide, pour un faisceau de rayon
wM = 8.3 mm
5 (cf. tab. 3.1), est de ≈ 10 mm pour éviter les déformations mécaniques induites
par la différence de pression. La ligne de transport est composée de deux relais d’image (deux
télescopes), pour ne pas avoir de point de focalisation sur les miroirs de replis. Ces miroirs sont
ainsi mis entre les deux télescopes où le faisceau est collimaté. Chaque télescope est composé de
deux lentilles de ≈ 10 mm d’épaisseur chacune. Le faisceau traverse donc au total ≈ 50 mm de
silice fondue.
En réalité l’intensité dépend aussi des coordonnées transversales x et y, ce qui produit une
dépendance de l’indice de réfraction suivant les axes x et y. Cela génère ce que l’on appelle
l’auto-focalisation qui est un des effets Kerr. Cet effet ainsi que l’effet de lentille thermique, dû à
l’échauffement du matériau au passage de l’impulsion, sont estimés négligeables. Par exemple, la
longueur focale fNL de la lentille équivalente, de la traversée du faisceau laser (avec un faisceau
de rayon wM = 8.3 mm) est fNL ≈ 20 m. Cette grande longueur peut alors être compensée en
jouant sur la distance entre les deux optiques focalisantes des télescopes.
La phase φ de l’onde est donnée par :
φ(t) = ω0t− kz = ω0t− ω0n0
c
z − ω0n2I
c
z
= ω0t− ω0n0
c
z − k0z − δφNL(t),
(2.5)
avec ω0 la pulsation centrale de l’impulsion, k le nombre d’onde, z la distance de propagation et
δφNL(t) la phase non-linéaire. La fréquence instantanée s’écrit alors :
ω =
dφ
dt
= ω0 − ω0n2
c
dI
dt
z. (2.6)
À cause de la dépendance temporelle du profil d’intensité, que l’on suppose gaussien, de nou-
velles fréquences sont générées. Le spectre est alors modifié (élargi et déformé) ce qui entraîne
une variation de la TASD. L’étroite largeur spectrale des faisceaux lasers d’ELI-NP-GBS nous
permet de considérer que la dispersion (chirp) est négligeable. En revanche, il faut minimiser
l’élargissement et la déformation spectrale de l’impulsion laser.
Le spectre en fonction de l’épaisseur L de matériau traversée a été simulé avec le logiciel La-
serFOAM [76, 77]. Ce logiciel résout l’équation de Schrödinger non-linéaire généralisée à une
5. Le rayon d’un faisceau laser gaussien est défini comme la distance au centre du faisceau (au maximum
d’amplitude) à laquelle l’amplitude du champ électrique est 1/e fois le maximum d’amplitude [9, 20].
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dimension [78]. Les simulations sont effectuées sans prendre en compte l’effet Raman et la dis-
persion dans le milieu est approximée au premier ordre (dispersion de la vitesse de groupe uni-
quement) [73]. L’influence, sur le faisceau laser du second IP de rayon wM = 8.3 mm, de la
traversée d’une épaisseur L de silice fondue ou de saphir, sur le spectre de l’impulsion laser est
représentée sur la fig. 2.11. La traversée de 50 mm de silice fondue induit une forte déformation
du spectre du faisceau laser. Pour éviter ces effets non-linéaires, il est possible d’utiliser des té-
lescopes composés uniquement d’optiques réflectives (miroirs). Il ne reste alors que la traversée
de la fenêtre d’isolation air-vide de 10 mm d’épaisseur. Malgré cela le spectre du faisceau laser,
après avoir traversé 10 mm de silice fondue, est encore trop déformé.
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Figure 2.11 – L’intensité spectrale en fonction de l’épaisseur L de matériau traversée, (a)
et (b) pour de la silice fondue avec wM = 8.3 mm, (c) pour du saphir avec wM = 8.3 mm
et (d) pour du saphir avec wM = 16.6 mm.
Nous avons alors choisi d’utiliser une fenêtre en saphir taillé suivant l’axe optique ordinaire pour
éviter tout effet de biréfringence [73]. Les indices de réfractions linéaire et non-linéaire considérés
pour le saphir sont respectivement nSaph = 1.77 et n2,Saph = 3.2× 10−20 m2/W [75]. Le saphir
est mécaniquement plus dur que la silice fondue, il est alors possible d’utiliser des fenêtres plus
fines. On constate sur la fig. 2.11(c) que pour une épaisseur de 8 mm (pour un faisceau de rayon
wM = 8.3 mm), le spectre est encore fortement déformé. Pour remédier à cela il est judicieux
d’augmenter la taille du faisceau laser sur la fenêtre tel que wM = 16.6 mm. Le spectre obtenu
après une traversée de 10 mm de saphir, pour un tel faisceau, est donné sur la fig. 2.11(d). On
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peut conclure que dans ce cas le spectre est très peu modifié et remplit la contrainte sur la
préservation de la qualité spectrale du faisceau laser lors de son transport.
Télescope en réflexion Les télescopes des lignes de transport des faisceaux lasers des points
d’interactions nécessitent des optiques réflectives. Plusieurs formes sont possibles pour ces miroirs.
Les formes les plus couramment utilisées en imagerie sont les formes sphériques et paraboliques.
À cause de l’angle d’incidence non nul sur les miroirs, des miroirs sphériques induiraient des
aberrations importantes sur le profil spatial du faisceau. Bien qu’il soit facile à aligner, ce type
de miroir n’a donc pas été choisi pour composer les télescopes des lignes de transport.
Les miroirs paraboliques sont plus difficiles à aligner, mais une fois alignés ils n’introduisent pas
d’aberration optique sur le profil spatial du faisceau laser. Ces miroirs sont situés au niveau des
miroirs de replis qui dévient le faisceau laser de 90◦. Un système à trois miroirs a été développé,
pour permettre un alignement facile et la possibilité d’ajuster la distance entre les miroirs pa-
raboliques. Ce système est représenté sur la fig. 2.12, on peut y identifier en haut à droite, le
miroir parabolique dans une monture à 5 degrés de liberté pour l’alignement. Ce miroir se situe,
dans le chemin optique du laser, entre deux miroirs plans. Grâce à ce procédé, il est possible de
positionner le miroir parabolique indépendamment de l’angle d’incidence sur ce miroir et de la
direction du faisceau laser après le dernier miroir plan.
Figure 2.12 – Vue en perspective du système à trois miroirs des lignes de transport des
faisceaux lasers des points d’interactions.
58 Chapitre 2. Extreme Light Infrastructure (ELI)
2.2.5 Le système de collimation et de caractérisation du faisceau de rayons γ
2.2.5.1 Système de collimation
Une fois produit, le faisceau de rayons γ ne possède pas toutes les caractéristiques finales re-
quises. Notamment, un faisceau de rayons γ « brut » a une très grande largeur spectrale
[∆Efγ/Efγ ] (cf. sect. 1.1). Grâce à la relation entre l’angle d’émission des rayons γ et son énergie
(cf. fig. 1.3) il suffit de sélectionner le centre du faisceau pour réduire sa largeur spectrale intrin-
sèque (cf. sect. 1.1.6). Cette sélection en angle se fait par l’intermédiaire d’un « collimateur »
qui joue en réalité le rôle de diaphragme (cf. fig. 2.13). Ainsi en sortie de cet étage le faisceau
de rayons γ a toujours la même divergence angulaire (pas de collimation du faisceau) mais une
largeur spectrale fortement réduite (voir l’éq. (1.41)). Comme le montre l’éq. (1.41), cette largeur
spectrale dépend de l’acceptance angulaire normalisée Ψ du collimateur.
faisceau de 
rayons γ
Figure 2.13 – Vue isométrique du « collimateur » qui sera utilisé pour ELI-NP-GBS
(figure fournie par Mauro Gambaccini).
Pour le projet ELI-NP-GBS, le type de collimateur utilisé est celui de la ligne de rayons X de
hautes énergies de l’INFN-Ferrara. Cela permet une fois de plus de réduire les risques liés au
développement d’un nouveau type de collimateur et permet au consortium EuroGammaS de
s’appuyer sur une expertise à sa disposition.
Ce type de collimateur consiste en un empilement de fentes de 20 mm de tungstène dans diffé-
rentes orientations. Le « collimateur » ainsi obtenu est représenté sur la fig. 2.13. L’orientation
différente de chacune des fentes permet de générer une ouverture quasiment circulaire. La largeur
de ces fentes est ajustable et permet d’optimiser l’ouverture globale du collimateur à l’énergie des
rayons γ pour maintenir une acceptance angulaire normalisée constante. Comme l’absorption des
rayons γ dans le tungstène varie avec leur énergie, deux collimateurs différents sont prévus pour
ELI-NP-GBS. Celui de l’IP de faibles énergies sera composé de 12 fentes alors que celui de l’IP
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de hautes énergies sera composé de 14 fentes. Les deux collimateurs sont divisés en deux sous-
ensembles d’un nombre de fentes équivalent. La distance entre ces deux sous-ensembles peut ainsi
être ajustée pour optimiser l’alignement du collimateur. Les paramètres des deux collimateurs
sont résumés dans la tab. 2.7.
Caractéristiques Valeurs à l’IP Valeurs à l’IPde basse énergie de haute énergie
Énergie des rayons γ [MeV] [1 ; 5] [5 ; 20]
Nombre de fentes 12 14
Angle entre les fentes [◦] 30 25.7
Table 2.7 – Tableau récapitulatif des paramètres des deux collimateurs d’ELI-NP-GBS.
2.2.5.2 Caractérisation du faisceau de rayons γ
Afin de calibrer les différentes parties de la machine et de s’assurer que le faisceau de rayons γ
remplit bien toutes les spécificités requises pour ELI-NP-GBS, un module de caractérisation est
positionné juste avant les expériences de physique. Ce module doit entre autres pouvoir mesurer la
position du faisceau de rayons γ, son spectre en énergie et son intensité. La structure temporelle
et le flux de rayons γ attendus ne permettent pas l’utilisation de techniques de spectroscopie
traditionnelles à base de détecteurs composés de germanium de haute pureté ou de cristaux de
LaBr, pour mesurer directement l’énergie des rayons γ de chaque passage indépendamment. Un
module de détection identique pour les deux IP, avec une optimisation de la géométrie en fonction
de l’énergie des rayons γ, a été conçu pour caractériser les propriétés du faisceau. Ce module est
composé de quatre systèmes de détection :
— un système imageant la distribution spatiale et la position du faisceau,
— un spectromètre Compton mesurant le spectre en énergie du faisceau,
— un calorimètre permettant de reconstruire le nombre de photons dans le faisceau et son
énergie moyenne,
— un système de calibration d’énergie basé sur le principe de diffusion nucléaire résonante.
L’ensemble de ce système de caractérisation est représenté sur la fig. 2.14. Sur la fig. 2.14(a) on
peut voir l’implantation de ce système derrière le « collimateur » et le bloc de béton de protection,
la position de chaque système de détection est quant à elle repérée sur la fig. 2.14(b).
Système d’imagerie du faisceau de rayons γ Ce système de détection est le plus simple,
dans son principe, des quatre systèmes composant le module de caractérisation du faisceau de
rayons γ. Il consiste à imager un écran scintillant placé dans le faisceau avec une caméra. L’écran
scintillant sert à convertir les rayons γ en lumière visible pour la caméra. La résolution recherchée
est d’environ 50 µm, ce qui est atteignable avec l’utilisation d’un objectif ordinaire.
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(a)
Spectromètre Compton
système
d'imagerie
Calorimètre
système de diffusion
nucléaire résonnante
(b)
Figure 2.14 – Le système de caractérisation du faisceau de rayons γ d’ELI-NP-GBS :
(a) en vue isométrique et (b) en vue de profil avec la position de chaque sous-système
de détection (figures fournies par Mauro Gambaccini).
Spectromètre Compton Le spectromètre Compton a pour objectif de mesurer le spectre
en énergie du faisceau de rayons γ. De ce spectre il est alors possible d’en déduire la largeur
spectrale et l’énergie moyenne du faisceau. Le spectromètre se base sur la diffusion Compton
(voir la sect. 1.1) afin de mesurer l’énergie des rayons γ précisément. Le schéma de diffusion
est exactement le même que celui de l’expérience historique de A. Compton. Une fine feuille
de matériau de faible numéro atomique est placée dans le faisceau. Deux détecteurs mesurent
l’énergie et l’angle de diffusion de l’électron ainsi que l’angle de diffusion du photon γ. On peut
alors remonter à l’énergie du photon incident à partir de l’angle et de l’énergie de l’électron. La
mesure de l’angle de diffusion du rayon γ permet de faire une mesure en coïncidence et donc de
réduire le bruit de fond.
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Le détecteur d’électrons est composé d’un détecteur en silicium à micro-bandes (micro-strips)
pour mesurer la position et d’un détecteur en germanium haute pureté (HPGe : High-purity
Germanium) pour la mesure en énergie. Ces deux détecteurs ont déjà été éprouvés dans différentes
expériences [79, 80]. Leur temps de réponse est d’environ 600 ns.
Par conséquent, si l’on veut éviter un effet d’empilement, on ne peut détecter qu’une interaction
par train de rayons γ (train à 100 Hz). La feuille de diffusion est une cible en carbone de 1 µm à
2 µm. Cette épaisseur est choisie pour éviter les diffusions multiples des rayons γ incidents ainsi
qu’un effet d’empilement dans le détecteur d’électrons dû à un trop grand nombre d’interactions.
Les performances attendues pour le spectromètre Compton sont encore en cours d’analyse, mais
l’on prévoit une résolution relative en énergie < 0.1 % (en écart-type) sur une durée d’intégration
d’au moins 100 s avec une résolution relative intrinsèque du détecteur < 0.5 % (en écart-type).
Calorimètre Afin de calculer la TASD il est aussi nécessaire de connaître le nombre de photons
γ (en plus du spectre du faisceau). La mesure du nombre de photons se fait par l’intermédiaire de
l’énergie qu’ils déposent dans le calorimètre. De plus, le calorimètre est segmenté longitudinale-
ment ce qui permet une estimation de l’énergie moyenne des photons incidents via un ajustement
du profil longitudinal de l’énergie déposée.
Chaque segment est composé d’un détecteur en silicium et d’un convertisseur en plastique, assez
rapide pour pouvoir discriminer chaque impulsion au sein du train. Le choix du plastique pour
le matériau du convertisseur provient du fait que la section efficace totale varie plus rapidement
avec l’énergie des rayons γ pour un matériau léger (faible numéro atomique). Le plastique est
composé en majeure partie d’hydrogène, ce qui en fait un très bon candidat pour le matériau du
calorimètre.
La résolution relative en énergie du calorimètre sur une impulsion se situe entre 1 % et 3 % (en
écart-type) et sa résolution relative sur le nombre de photons est entre 1.6 % et 2.8 % (en écart-
type). Il faut noter que la résolution sur le nombre de rayons γ détectés dépend directement de
la résolution sur l’énergie globale de l’impulsion.
Système de calibration La mesure de l’énergie par le calorimètre ou le spectromètre
Compton nécessite une fine calibration de ces détecteurs. La technique de fluorescence nucléaire
résonante (cf. sect. 1.2.2) présente toutes les caractéristiques requises pour obtenir une mesure
précise de l’énergie des photons γ. Pour rappel, cette technique se base sur l’absorption d’un pho-
ton par un noyau puis de la détection de sa décroissance radioactive. Les énergies d’absorption
sont centrées sur les niveaux d’énergie du noyau et de largeurs directement dépendantes de leur
temps de relaxation. Donc en choisissant un noyau avec un temps de relaxation très faible nous
obtenons une très bonne sensibilité à l’énergie des rayons γ venant l’exciter.
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Le système de calibration est alors constitué d’une cible composée d’un ou plusieurs éléments
dont les niveaux d’énergie sont parfaitement connus et suffisamment espacés pour une bonne
discrimination. Les meilleurs candidats sont les éléments légers (faible numéro atomique) tels que
le lithium (6Li ou 7Li), le béryllium (9Be), le bore (10B ou 11B) ou le carbone (12C ou 13C). La
seconde partie du système de calibration est un module de deux détecteurs. Le premier détecteur
est un compteur de γ rapide permettant de faire un balayage rapide des résonances. Lorsqu’une
résonance est trouvée, le second détecteur, un spectromètre, vient précisément identifier le niveau
d’énergie excité. Le second détecteur doit avoir une résolution assez grande pour discriminer les
différents niveaux d’énergie accessibles de la cible (notamment lors de schémas de décroissance
radioactive complexes).
La calibration du calorimètre et du spectromètre Compton se déroule de la manière suivante :
on effectue un balayage en énergie du faisceau de rayons γ, obtenu en faisant varier l’énergie des
électrons. À chaque niveau d’énergie rencontré, une calibration fine est effectuée sur le calorimètre
et le spectromètre Compton avec les données du spectromètre du système de calibration.
2.2.6 Le système optique
Le système optique est le point central de la source de rayonnement γ. Il doit gérer l’interaction
entre le faisceau laser et les paquets d’électrons. Plus rigoureusement, il doit permettre d’aug-
menter la puissance moyenne tout en maintenant la qualité optique du faisceau laser et, optimiser
l’interaction en préservant une faible largeur spectrale des rayons γ et un recouvrement maximal
entre le faisceau d’électrons et le faisceau laser. L’angle de croisement doit donc rester constant et
le plus faible possible (cf. sect. 1.1.6) tout en assurant un point d’interactions fixe. De nos jours,
il n’existe que deux différents systèmes qui permettent de faire passer un faisceau laser plusieurs
fois dans un volume restreint : les résonateurs optiques et les systèmes optiques multipassages.
2.2.6.1 Cavités optiques résonantes
Les cavités optiques résonantes, aussi appelées cavités Fabry-Perot sont généralement composées
d’un ensemble de miroirs. Elles ont toutes en commun le fait de former un chemin optique fermé
sur lui-même. Dans ce cas un faisceau laser se voit « piégé » dans la cavité en effectuant sans
cesse le même trajet. Une cavité est alors dite résonante lorsqu’elle est alimentée par un faisceau
laser dont le champ électrique est en phase avec celui déjà présent dans la cavité. De cette
propriété découle toutes les caractéristiques optiques d’une cavité Fabry-Perot, dont la condition
de résonance ou de stabilité. Pour qu’une cavité soit stable il est nécessaire qu’au moins un de
ses miroirs soit concave 6.
6. Nous considérerons ici, uniquement des cavités optiques composées de miroirs. Il existe aussi des cavités
monolithiques, plus stables couramment utilisées en métrologie. Le raisonnement développé ici est toutefois valide
pour les deux types de cavité Fabry-Perot.
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La puissance emmagasinée dans une cavité en résonance est le produit entre la puissance du
faisceau laser en entrée et le gain de cette cavité G = F/pi, où F est sa finesse. La finesse dépend
des pertes subies par le faisceau laser lors d’un tour dans la cavité, ces pertes sont principalement
dues aux coefficients de réflexion des miroirs (voir annexe B). S’il ne reste qu’un facteur ρ de la
puissance initiale du faisceau laser après un tour dans la cavité alors :
F =
pi
2 arcsin
(
1−√ρ
2 4
√
ρ
) ≈ pi
1−√ρ. (2.7)
Afin de bénéficier de ce gain, il est nécessaire de garder la cavité en résonance. Tout du moins
au moment où les électrons entrent dans la cavité.
Pour maintenir en résonance une cavité, il est primordial que la fréquence optique et la phase
du laser incident soient parfaitement en accord avec celles du champ déjà présent dans la cavité.
Pour ce faire il est possible d’agir sur la longueur optique totale de la cavité ou directement sur
le laser. Si le laser est continu il faut alors asservir la fréquence optique et la phase, s’il est en
mode pulsé il faut en plus maîtriser la fréquence de répétition. La longueur optique L de la cavité
doit donc être contrôlée à mieux que ∆L = λ/F , où λ est la longueur d’onde du faisceau laser,
ou encore la fréquence optique ν doit être asservie à mieux que ∆ν/ν ≈ λ/(FL). Pour donner
un exemple, plaçons-nous en régime pulsé et prenons un gain modéré G = 100, une fréquence
optique λ = 515 nm et un chemin optique de L = 4.5 m de long pour avoir une fréquence
de répétition compatible avec l’accélérateur (cf. sect. 2.2.1) dont les paquets d’électrons sont
espacés d’au moins 15 ns. Alors il faudrait asservir la cavité optique à mieux que ∆L ≈ 16 nm ou
la fréquence optique à mieux que ∆ν/ν ≈ 3.6× 10−9. Une bonne rétroaction est donc nécessaire
même pour un faible gain.
Jusqu’à présent les cavités optiques ont largement été utilisées, mais de nos jours des limites
commencent à être atteintes. À forte puissance moyenne les effets thermiques viennent limiter
l’énergie emmagasinée [81]. De plus, à forte puissance crête la pression de radiation (pression
exercée par la lumière sur les miroirs) n’est plus négligeable et vient engendrer aussi bien des
ondes acoustiques dans le milieu qu’un déplacement direct de celui-ci [82, 83]. La plus haute
puissance emmagasinée à l’heure actuelle, présentée dans la réf. [81] ne permet pas d’atteindre les
énergies d’impulsion nécessaires pour ELI-NP-GBS. Si l’on suppose que la puissance emmagasinée
est la même, à savoir ≈ 200 kW, mais que la fréquence de répétition corresponde à celle des
paquets d’électrons soit ≈ 60 MHz (au lieu de 125 MHz), alors l’énergie par impulsion n’est que
de ≈ 3 mJ. Cette valeur est deux ordres de grandeur plus faible que l’énergie requise (400 mJ)
pour ELI-NP-GBS.
Dans le but de réduire les effets thermiques et de pression de radiation, plusieurs types de
géométries de cavité ont été étudiés. Pour ne citer que quelques-unes de ces géométries, des
cavités avec des modes propres (modes intrinsèques à la cavité du champ électromagnétique
emmagasiné) exotiques ont été étudiées dans la réf. [84], ou encore des cavités actives avec un
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milieu à gain à l’intérieur. Toutes ces cavités n’ont pas rempli les conditions nécessaires pour le
système optique d’ELI-NP-GBS, par exemple la qualité du faisceau laser emmagasiné pour les
cavités actives.
En conclusion, malgré l’expertise au sein du consortium EuroGammaS dans les cavités optiques
résonantes, il n’est pas envisageable d’utiliser ce type de système pour le système optique d’ELI-
NP-GBS. Cela engendrerait de trop gros risques technologiques et de recherche et développement
pour concevoir une cavité résonante viable avec les caractéristiques requises pour le système
optique de la machine. Il ne subsiste donc que les systèmes optiques multipassages pour augmenter
la puissance du faisceau laser aux IP.
2.2.6.2 Multipassages optiques
Les multipassages optiques sont des systèmes dit non-résonants, par contraste avec les résonateurs
à l’intérieur desquels le champ électromagnétique du faisceau laser incident s’ajoute en phase
à chaque passage (cf. sect. 2.2.6.1). Ils constituent les systèmes optiques les plus anciens par
rapport aux résonateurs. Ils ont été spécialement développés pour répondre aux besoins de la
spectroscopie, bien avant l’apparition des premiers Masers (James Power Gordon, 1954 [85])
ou Lasers (Theodore Harold Maiman, 1960 [86]). La spectroscopie par absorption est l’étude
des composés d’un gaz par l’absorption de certaines longueurs d’onde d’un faisceau lumineux le
traversant. La précision de détection des composés d’un gaz, par cette méthode, est directement
proportionnelle à la longueur du chemin optique parcouru par le faisceau de lumière dans ce
gaz. Par conséquent, le but premier des cavités multipassages est d’obtenir une distance de
propagation, du faisceau lumineux, la plus longue possible dans un volume minimal. La nécessité
d’un volume minimal est liée au fait que les éléments étudiés ne sont souvent disponibles qu’en
petites quantités ou en faibles concentrations et que l’encombrement global du système est aussi
souvent restreint [87, 88].
Les cellules de White L’une des premières références sur ce type de systèmes optiques est la
cellule de John U. White de 1942 [88]. Dans sa conception basique, elle ne met en œuvre que trois
miroirs sphériques, deux sont accolés en face du troisième comme représenté sur la fig. 2.15(a).
Ses principaux avantages sont :
— une grande ouverture optique, nécessaire lorsque les faisceaux lumineux injectés ne sont
pas issus de lasers (la cellule fut inventée avant l’arrivée du premier laser), ce qui permet la
circulation des faisceaux les plus ouverts (c’est la cellule avec l’ouverture la plus grande),
— un réglage du nombre de passages aisé qui se fait par l’ajustement de l’angle entre les
deux miroirs juxtaposés.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.15 – Quelques concepts de systèmes multipassages, tirés des articles les définis-
sants : (a) La cellule de White (figure 1 de la réf. [88]), (b) La cellule de Chernin (figure
1 de la réf. [89]), (c) La cellule de Herriott (figure 7 de la réf. [90]), (d) La cellule de
Kaur (figure 1 de [91]) (e) La cellule de Robert (figure 1 de la réf. [92]), (f) La cellule de
Tanimura (figure 1(a) de la réf. [93]).
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Les défauts de ce système multipassage se manifestent aujourd’hui pour des nombres de passages
très grands (plus de 100), inaccessibles à l’époque à cause de la faiblesse des coefficients de
réflexion des miroirs existants :
— un nombre de passages maximal, de l’ordre de la centaine, limité par l’ajustement des
miroirs,
— des franges d’interférences parasites qui apparaissent en lumière cohérente (par exemple
pour des faisceaux lasers).
Afin de compenser les défauts de cette cellule, plusieurs configurations dérivées se basant sur
l’ajout de miroirs secondaires ont vu le jour par la suite, avec plus ou moins de succès. Ces
miroirs secondaires peuvent être de forme complexe [94], ou au contraire, comme s’est prêté à
l’exercice J.U. White lui même [95], très basiques.
Les cellules de Chernin Les cellules de S.M. Chernin ressemblent fortement à celles de
White [89], mais leur principe de fonctionnement diffère assez pour être vues comme un système
différent. S.M. Chernin déposa plusieurs brevets pour ce système. Elles sont composées de 5 à
6 miroirs dans leurs formes initiales, deux miroirs de champ (un principal et un secondaire) et
trois à quatre miroirs objectifs. Le faisceau lumineux décrit sur le miroir de champ principal
une matrice de points de réflexions. On se focalisera surtout sur le système à 6 miroirs, car les
4 miroirs objectifs peuvent être bougés en bloc, assurant une meilleure stabilité mécanique. La
fig. 2.15(b) montre la version de la cellule à 5 miroirs. Ses avantages recoupent en partie ceux
des cellules de White :
— une ouverture optique suffisante pour des faisceaux ouverts,
— un réglage du nombre de passages aisé qui se fait par rotation du bloc de miroirs objectifs,
— une bonne stabilité mécanique compensant des perturbations extérieures la position du
faisceau en sortie,
— de faibles aberrations optiques introduites par le système.
Malheureusement, tous ces avantages sont contrastés par quelques inconvénients :
— un ajustement optique initial qui peut être critique,
— une extension spatiale du motif décrit par le faisceau lumineux sur le miroir de champ,
qui croît avec le nombre de passages.
Avec les techniques d’alignements optiques actuelles et ses performances en termes de stabilité, la
cellule de Chernin à 6 miroirs semble une très bonne candidate pour obtenir des lignes à retard
variable. En revanche, son principal problème, l’extension spatiale de la matrice de points de
réflexions décrite sur le miroir de champ, demeure un frein important pour des applications où
le nombre de passages requis est très grand.
Les cellules de Herriott Peu de temps après l’apparition du laser, Donald R. Herriott,
Herwig Kogelnik et Rudolf Kompfner ont calculé le chemin optique et les fréquences de résonance
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d’une cavité Fabry–Pérot composée de deux miroirs sphériques, pour un faisceau incident hors-
axes [96]. Le chemin optique observé présente la caractéristique intéressante de décrire une ellipse
sur les miroirs. De plus, le nombre de points formant l’ellipse (le nombre de points de réflexion sur
les miroirs) peut être facilement ajusté avec l’orientation du faisceau laser et la distance entre les
miroirs sphériques. Ces deux caractéristiques font de ce résonateur un bon prétendant pour un
système multipassage. La transition entre le mode résonant et non-résonant se fait simplement
en perçant un trou d’entrée du laser et un trou de sortie dans les miroirs.
D. Herriott expose les performances de cette nouvelle cellule dans l’article [90]. Il propose aussi
quelques possibilités d’augmentation du nombre de passages par l’ajout d’un miroir perturbateur
ou par la déformation mécanique d’un des miroirs sphériques. Le schéma de principe de la cellule,
dans sa version où les miroirs sphériques sont déformés, est représenté sur la fig. 2.15(c). Ses
avantages peuvent être résumés par :
— une simplicité extrême lorsqu’il n’y a que deux miroirs sphériques, c’est-à-dire dans sa
forme la plus simple,
— une grande stabilité mécanique équivalente à celle du résonateur de même géométrie (à la
condition qu’il soit stable),
— un réglage du nombre de passages aisé par simple variation de la distance inter-miroirs et
l’orientation du faisceau d’entrée,
— de faibles franges d’interférences parasites en lumière cohérente.
Cependant, les inconvénients sont eux aussi nombreux et limitants :
— une difficulté à l’obtention d’un grand nombre de passages, possible uniquement par la
déformation d’un miroir ou l’ajout d’un autre,
— une faible ouverture optique, directement dépendante de la taille des trous d’entrée et de
sortie,
— une faible utilisation de la surface des miroirs dans sa forme la plus simple.
Les cellules de Herriott sont les plus simples dans leur concept et peuvent atteindre une forte
densité de points de réflexion sur les miroirs lors de l’ajout d’un faible astigmatisme sur l’une
des optiques. Elles permettent aussi d’obtenir une forte concentration des passages au centre du
système sous forme de waist (c’est-à-dire un hyperboloïde). Ce dernier point est idéal pour toutes
les applications comme le pompage optique des milieux à gain pour les lasers ou la spectroscopie
de faisceaux moléculaires [91]. Dans la référence précédente, la cellule de Devinder Kaur est
conçue telle que l’ellipse dessinée sur les miroirs par le faisceau laser est en partie décrite à
l’extérieur du miroir, comme illustré sur la fig. 2.15(d). Ce procédé permet de quitter et d’entrer
dans la cellule sans percer de trous dans les miroirs et par conséquent, d’augmenter l’ouverture
optique du système.
Les cellules de Robert Les cellules de Claude Robert sont un savant mélange entre les
cellules de White, Chernin et Herriott [92]. Elles sont composées de trois miroirs, pas forcément
tous sphériques, dont deux sont les moitiés d’un même miroir. Comme pour la cellule de Kaur [91],
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la condition d’entrée et de sortie est assurée par le fait que le motif dessiné sur les miroirs est
en partie décrit à l’extérieur du miroir, ici, entre les deux moitiés de miroir représentées sur la
fig. 2.15(e). Ces cellules regroupent les principaux avantages des différentes cellules :
— un grand nombre de passages possibles,
— un réglage du nombre de passages aisé,
— une bonne stabilité mécanique,
— une bonne ouverture optique,
— une forte utilisation des surfaces des miroirs,
— un faible nombre de surfaces optiques (trois).
Il subsiste tout de même quelques imperfections :
— une difficulté à prédire le nombre de passages dans certains cas,
— une difficulté à adapter le mode du laser à celui de la cellule, ce qui entraîne une variation
de la taille des faisceaux sur les optiques.
Le dernier défaut, sur l’adaptation de mode, est sujet à controverse. Dans la réf. [90] les auteurs
décrivent la possibilité d’adapter le mode à celui de la cellule de telle manière que le rayon du
faisceau sur les optiques soit constant et sans astigmatisme. En revanche, dans les réf. [87, 92] il
est indiqué que la variation du rayon du faisceau sur les optiques est une conséquence inévitable
de la cellule. Nous avons démontré numériquement qu’une adaptation de mode est possible pour
les cellules de Robert.
Les autres cellules Nous n’avons pas fait un inventaire exhaustif et détaillé de tous les types
de cellules qui existent. Malgré tout, les quatre cellules présentées précédemment fournissent une
base commune à la grande majorité des autres cellules que l’on peut rencontrer. La plupart du
temps les cellules optiques à multipassages sont conçues pour une application bien déterminée
et combinent, tel que le fait la cellule de Robert, les concepts d’une ou plusieurs cellules de
base, avec ou non un élément optique supplémentaire, afin d’éliminer les inconvénients critiques
s’opposant à leur application.
Il est nécessaire de constater que jusqu’à présent les cellules présentées sont composées de mi-
roirs, alors qu’il est possible d’élaborer des cellules avec des éléments réfringents, tels que des
prismes [93]. Comme exemple, la cellule de Yoshihisa Tanimura est schématisée sur la fig. 2.15(f).
Cependant, ce type de multipassage est vite limité, en nombre de réflexions et d’énergie de fais-
ceau laser incident, par la forte absorption des milieux réfringents mis en jeu.
Les cellules à milieux non-linéaires On peut également concevoir un multipassage comme
un piège optique, en imaginant que l’on ferme le système par un miroir juste après le passage de
l’impulsion laser. Malheureusement, aucun mécanisme ne pourrait faire cela assez rapidement et
de façon fiable. Le seul moyen est d’utiliser des effets d’optique non-linéaire [73]. Ces effets peuvent
soit changer la polarisation d’un faisceau (voir annexe A) en fonction d’une tension électrique
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(effet électro-optique), soit dévier la direction du faisceau par l’application d’une onde acoustique
(effet acousto-optique) ou encore changer la longueur d’onde du faisceau laser. Ces effets combinés
à l’utilisation de miroir spéciaux tels que des miroirs filtrants qui sont réfléchissants pour une
certaine longueur d’onde et transparents pour une autre, ou des miroirs dichroïques ou des
cubes séparateurs de polarisation, qui réfléchissent la lumière pour une certaine polarisation et
la transmettent pour une autre, permettent un piégeage immédiat de l’impulsion laser.
L’utilisation de l’effet électro-optique ou acousto-optique nécessite d’épais milieux non-linéaires
pour être efficace. Par conséquent ces techniques aboutissent aux mêmes limitations que les
cellules composées d’éléments réfringents linéaires. L’usage de cristaux non-linéaires pour le dou-
blage de fréquences (changement de longueur d’onde) ne requiert pas de grosses épaisseurs afin
d’obtenir une bonne efficacité. La technique d’injection et de recirculation par une porte non-
linéaire (RING : Recirculation Injection by Nonlinear Gating) est un bon exemple de multipassage
avec ce genre de cristaux [97]. Cette technique, schématisée sur la fig. 2.16, fut principalement
développée pour des applications de diffusions Compton (cf. sect. 1.1).
Figure 2.16 – Vue schématique de la technique RING (figure 1 de la réf. [97]). Le pié-
geage optique est assurée par l’utilisation d’un fin cristal non-linéaire (FC) doublant la
fréquence 1ω du faisceau laser principal et de deux miroirs filtrants. La fréquence 2ω est
piégée dans la cavité quatre miroirs jusqu’à son extinction.
Les résultats de la réf. [98] montrent un faible nombre de passages équivalant pleine puissance
(< 17) lorsque l’énergie du faisceau laser qui recircule est élevée (> 177 mJ). Si le flux de rayons
γ est une caractéristique importante pour l’application visée, par exemple pour ELI-NP-GBS
(cf. tab. 2.1) alors ce type de multipassage n’est pas adapté. De plus, l’accumulation de phases
non-linéaires au cours de la recirculation peut être rédhibitoire lorsque la largeur spectrale doit
être la plus fine possible, qui est aussi le cas pour ELI-NP-GBS.
En conclusion, malgré la grande variété de multipassages existants, aucun ne remplit l’ensemble
des conditions requises pour ELI-NP-GBS. Pour rappel, il est nécessaire de garantir un maintien
de la qualité du faisceau laser incident, un angle de croisement avec les électrons constant et la
possibilité de régler la période de chaque circulation indépendamment. Il nous faut donc concevoir
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une nouvelle géométrie de cellule optique à multipassages afin de répondre à ces besoins. Le choix
de développer une nouvelle géométrie de multipassage plutôt qu’une nouvelle cavité résonante est
motivé par l’origine des risques mis en jeu. Les risques liés au développement d’une cavité optique
résonante sont d’ordre technologique alors que ceux liés au développement d’un multipassage sont
d’ordre conceptuel.
2.3 Résumé de chapitre
Au cours de ce chapitre nous avons décrit le projet ELI-NP, et plus particulièrement sa source
de rayonnement γ. Nous avons axé cette description sur les différents choix technologiques per-
mettant d’atteindre les performances demandées pour cette machine, ainsi que les raisons qui
ont amené le consortium EuroGammaS à ces choix. Parmi ces raisons on peut citer les expertises
présentes au sein du consortium ou encore la volonté de réduire les risques de conception.
Il en découle que l’accélérateur de la source de rayons γ sera un accélérateur hybride bande S et C
du même type que SPARC produisant un faisceau d’électrons avec les performances nécessaires
pour ELI-NP-GBS. Le système laser alimentant la photocathode est une chaîne laser industrielle,
basée sur la technique CPA avec des amplificateurs à cristaux de Ti:Saph, à laquelle est ajouté
un générateur de 32 impulsions spécialement conçu. Les systèmes lasers des points d’interactions
reposent quant à eux sur une nouvelle technologie qui est sur le point d’être industrialisée pour
la première fois. Elle est basée sur la technologie Yb:YAG qui permet d’atteindre la puissance et
la qualité de faisceau requises pour la source de rayons γ.
Nous avons aussi décrit les principes du système de collimation et de calibration d’ELI-NP-GBS.
Ils ont pour objectif respectif de filtrer spectralement le faisceau de rayons γ, et d’en mesurer les
performances. Le système de collimation est composé d’une succession de fentes en tungstène.
Le système de calibration est basé sur quatre détecteurs différents : un système d’imagerie pour
les rayons γ, un spectromètre Compton, un calorimètre et un système de calibration lui-même
basé sur la NRF.
Enfin nous avons détaillé les raisons de notre choix pour le système optique de la machine.
Ce système optique doit permettre d’accroître la puissance moyenne du faisceau laser au point
d’interactions pour un laser donné. Notre choix s’arrête sur un multipassage optique, qui demande
une phase de développement moins risquée qu’un résonateur optique.
Chapitre 3
Conception du recirculateur pour
ELI-NP-GBS
Et c’est pourquoi je dis : « Connaissez l’ennemi, connaissez-vous vous-
même, votre victoire ne sera jamais menacée. Connaissez le terrain,
connaissez les conditions météorologiques, votre victoire sera alors to-
tale. »
— Sun Tzu, L’Art de la Guerre
Nous avons vu dans la sect. 2.2.6 que l’usage d’un système optique multipassage est préférable
à celui d’une cavité résonante. Malgré l’apparente simplicité d’un multipassage, il existe une
certaine difficulté de mise en œuvre qui apparaît non pas lors de son fonctionnement, comme
l’asservissement d’une cavité résonante, mais lors de sa conception et de son alignement. Ce cha-
pitre est consacré au premier travail que j’ai effectué pour le projet ELI-NP-GBS : la modélisation
et la conception du recirculateur. Une partie de ce travail est publiée dans la réf. [99].
3.1 Contraintes du recirculateur
3.1.1 Géométrie globale du recirculateur
Les principales contraintes imposées sur le système optique d’ELI-NP-GBS proviennent directe-
ment des caractéristiques spectrales et de flux du faisceau de rayons γ que la machine doit fournir
(voir tab. 2.1). Dans la sect. 1.1.6 nous avons vu que le recirculateur doit assurer un angle de
croisement φ constant entre le faisceau d’électrons et l’impulsion laser pour préserver la largeur
spectrale. De plus, le système optique ne doit pas dégrader la polarisation ni la qualité spatiale du
faisceau laser. La qualité spatiale du faisceau laser se répercute sur la luminosité de l’interaction
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(cf. sect. 1.1.5) et peut être estimée par la qualité du front d’onde du faisceau. Enfin les dimen-
sions de la source des rayons γ (« zone d’émission ») doivent être d’une centaine de microns.
Toutes ces spécifications font que les multipassages tels que les cellules d’Herriott [90, 91] et
autres lignes à retard (confer sect. 2.2.6.2) ou encore les systèmes optiques spécialement conçus
pour l’interaction Compton [100, 101] ne satisfont pas les contraintes imposées sur le système
optique d’ELI-NP-GBS.
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Figure 3.1 – Schéma d’un miroir parabolique vu de côté, avec : V son vertex, F son
foyer, f sa longueur focale, fe la longueur focale effective vue par le faisceau laser et R
le rayon de courbure. L’axe optique du miroir est représenté par le trait interrompu fin
passant par les points V et F .
La structure générale qui ressort de ces considérations est un multipassage constitué de deux
miroirs paraboliques confocaux pour préserver la qualité du front d’onde. À tour de rôle ces deux
miroirs permettent de focaliser au point d’interactions (IP : Interaction Point) entre l’impulsion
laser et le train d’électrons, puis de collimatter le faisceau laser gaussien. Par construction l’IP est
le foyer des deux miroirs paraboliques. Toutes les grandeurs caractérisant un miroir parabolique
sont représentées sur la fig. 3.1. Le schéma de principe de ce recirculateur et la séquence de
lentilles équivalente à un passage sont représentés sur la fig. 3.2. Le système de coordonnées
utilisé par la suite y est aussi représenté. La contrepartie à l’utilisation de miroirs paraboliques
est qu’afin d’éviter toute aberration optique, il est impératif que le faisceau laser incident sur les
paraboles soit parallèle à leur axe optique qui est par définition l’axe z pour les deux.
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Figure 3.2 – Schéma de principe du recirculateur d’ELI-NP-GBS et la séquence de len-
tilles équivalente à un passage.
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Pour conserver l’angle φ constant sur plus de deux passages, il est nécessaire que le plan d’inter-
action entre le faisceau d’électrons et le faisceau laser change. Ce changement de plan est assuré
par un périscope : un système optique composé de deux miroirs plans parallèles. Un périscope est
un invariant optique qui renvoie, quelle que soit son orientation, un faisceau lumineux parallèle
à celui en entrée. Ce système de paire de miroirs (MPS : Mirror-Pair System) utilisé dans le
recirculateur d’ELI-NP-GBS est décrit sur la fig. 3.3.
(a)
(b)
Figure 3.3 – Vues du énième MPS et du chemin optique (lignes vertes) se réfléchissant
sur les deux miroirs plans parallèles espacés de DMPS : (a) vue isométrique et (b) vue
du dessus.
Placé entre les deux miroirs paraboliques où le faisceau laser est collimaté, chaque MPS induit
une translation du faisceau laser dans le plan transversal à sa propagation en le laissant parallèle
à l’axe z. Comme l’angle φ et la distance D entre les deux paraboles sont constants, le faisceau
laser décrit naturellement lors de la recirculation un cercle de rayon RC sur chacun des miroirs
M1 et M2 comme indiqué sur la fig. 3.4. Ce cercle est par la suite appelé couronne. Chaque MPS
doit être placé dans l’ombre des précédents pour éviter de rogner le faisceau laser. Ceci a pour
conséquence de disposer les MPS sur une hélice dont l’axe coïncide avec l’axe z comme illustré
par la fig. 3.5. Cette géométrie unique porte le nom de « dragon-shape » où la disposition des
MPS fait penser à la colonne vertébrale d’un « dragon ».
Une fois la géométrie globale du recirculateur connue (cf. fig. 3.5), il faut définir les valeurs de tous
les paramètres du système et des MPS. Ces paramètres sont couplés par de fortes contraintes
temporelles et spatiales imposées par le LINAC, l’optique et la mécanique. La suite de cette
section est consacrée à la définition des contraintes que j’ai prises en compte pour la conception
du recirculateur.
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Figure 3.4 – Profil d’intensité du faisceau laser sur la surface du miroir parabolique
focalisant (M1). La distribution d’intensité du dernier passage est agrandie dans l’encart.
Le profil est obtenu par le logiciel CodeV, en mode non-séquentiel, où l’on a utilisé la
propagation de beamlets (BSP : beam synthesis propagation) décrite dans la sect. C.2.2.
3.1.2 Contraintes temporelles
La structure temporelle des paquets d’électrons est cadencée par la fréquence radio νRF (RF : Ra-
dio Frequency) des cavités accélératrices du LINAC. La valeur νRF est imposée par les paramètres
du LINAC et indépendante du recirculateur. En conséquence, il faut faire coïncider la fréquence
de répétition du système optique avec un des harmoniques de la RF, pour permettre une super-
position temporelle de tous les passages de l’impulsion laser avec tous les paquets d’électrons. La
longueur du chemin optique d’un passage LRF du recirculateur est par construction :
LRF = 2D + `n, (3.1)
où D est la distance entre les deux vertex des paraboles (c’est-à-dire le point V de la fig. 3.1)
et `n le chemin optique ajouté par le énième MPS. La confocalité des paraboles du recirculateur
impose une valeur fixe à D, ne laissant qu’un degré de liberté par passage, `n, pour ajuster
finement LRF et donc la fréquence de répétition.
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Figure 3.5 – Vue isométrique du recirculateur d’ELI-NP-GBS. Le miroir M0 est utilisé
pour l’injection du faisceau laser. Les MPS (structures positionnées en hélice) et le
chemin optique du laser (lignes vertes) sont localisés entre les deux miroirs paraboliques
M1 et M2. Deux des 32 passages (lignes vertes) sont représentés. Les vecteurs −→sin et −→pin
définissant la base de la polarisation du faisceau entrant sont aussi représentés. Les 7
degrés de libertés pour le mouvement des miroirs sont schématisés : 2 rotations pourM0,
2 rotations et 3 translations pour M2. Le schéma en encart représente l’emplacement et
l’ordonnancement des passages sur M1.
La rotation des MPS autour de leur axe Γ (cf fig. 3.3) permet de changer l’angle d’incidence θ
sur les miroirs plans et par conséquent `. Grâce aux propriétés optiques des MPS, leur rotation
n’affecte pas la qualité du faisceau sortant ni même sa direction mais elle joue sur le « walk-off » :
le déplacement du faisceau dans le plan transversal à sa propagation. La conséquence première
à cela est un décentrement du faisceau sur les optiques des MPS suivants.
La relation liant ` à la distance DMPS entre les deux miroirs d’un MPS et θ est :
` = 2DMPS cos θ, (3.2)
alors que celle liant le « walk-off » Woff à ces mêmes paramètres est : Woff = 2DMPS sin θ. Ces
deux relations conduisent à un comportement antagoniste représenté sur la fig. 3.6 en fonction
de l’angle de rotation ∆θ du MPS par rapport à un angle θ initial (angle pour lequel le MPS est
conçu). En plus de prendre en compte Woff , il est nécessaire de considérer l’ouverture optique
effective du MPS : la taille maximale du faisceau pouvant entrer dans le système optique sans
être rogné, qui est réduite avec la fermeture de l’angle θ. Toutes ces considérations contraignent
l’utilisation des MPS sur un intervalle limité de quelques degrés, ce qui nous oblige à ajuster
spécifiquement les paramètres DMPS et θ en fonction de D.
76 Chapitre 3. Conception du recirculateur pour ELI-NP-GBS
−40 −20 0 20 40 60 800
20
40
60
80
100
∆θ [◦]
`
[m
m
]
 
 
θ=10◦
θ=22.55◦
θ=30◦
DMPS =30mm
DMPS =40.04mm
DMPS =50mm
(a)
−40 −20 0 20 40 60 800
20
40
60
80
100
∆θ [◦]
W
o
ff
[m
m
]
 
 
θ=10◦
θ=22.55◦
θ=30◦
DMPS =30mm
DMPS =40.04mm
DMPS =50mm
(b)
Figure 3.6 – (a) la distance ` en fonction de ∆θ pour différentes valeurs d’angles θ
initiales et de distance DMPS . (b) le « walk-off » Woff généré en fonction des mêmes
paramètres ∆θ, θ et DMPS .
Pour obtenir une synchronisation entre les deux faisceaux, indépendante à chaque passage à l’IP,
un MPS doit obligatoirement être implémenté à chaque recirculation de l’impulsion laser. Ceci
induit une rotation du plan d’interaction, entre le faisceau laser et le faisceau d’électrons, après
chaque croisement. On peut noter que si la contrainte de synchronisation n’était pas requise,
alors un MPS tous les deux passages serait suffisant.
Une seconde contrainte temporelle qu’il faut prendre en compte est la durée totale τ pendant
laquelle les cavités accélératrices peuvent restituer la puissance RF aux électrons et donc les
accélérer. Cette durée, de l’ordre de la fraction de microseconde, contraint le nombre de pas-
sages maximal possible. La capacité du photo-injecteur à générer un grand nombre de paquets
d’électrons pendant le temps τ doit aussi être prise en compte.
3.1.3 Contraintes optiques
Les technologies de lasers et de revêtements optiques actuellement disponibles ainsi que les pro-
priétés des rayons γ produits, imposent des contraintes sur les composants optiques du recircu-
lateur.
3.1.3.1 Largeur spectrale du faisceau de rayons γ
Plusieurs facteurs, incluant l’angle d’incidence, la qualité du faisceau d’électrons et les para-
mètres de l’impulsion laser, limitent la largeur spectrale du faisceau de rayons γ. L’intensité de
l’impulsion laser à l’IP doit être bien inférieure à la valeur seuil de l’absorption multi-photons de
l’interaction Compton. Ce seuil est habituellement caractérisé par le paramètre laser a0p vu dans
la sect. 1.1.3. Pour assurer une largeur spectrale du faisceau de rayons γ produit compatible avec
les exigences d’ELI-NP-GBS il faut garantir a0p  1, et donc contraindre l’énergie de l’impulsion
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laser U , la taille du waist w0 et l’écart-type σt de la largeur temporelle en intensité de l’impulsion
pour une longueur d’onde λ donnée :
4.3
(
λ
w0
) √
U [J]
σt [ps]
 1. (3.3)
3.1.3.2 Seuil de dommage des revêtements des miroirs à la fluence laser
La fluence laser F et la contrainte sur a0p contraignent la taille minimale du faisceau laser sur les
optiques et au waist, et donc la longueur focale des paraboles et la dimension des miroirs. Le rayon
wM
1 du faisceau laser sur les miroirs est directement lié à F par la relation F = 2U/
(
piw2M
)
.
En imposant F ≤ Fmax où Fmax est la fluence seuil des revêtements des miroirs on obtient :
wM ≥
√
2U
piFmax
. (3.4)
En utilisant l’expression de la divergence d’un faisceau gaussien [9] on en déduit la contrainte
sur D suivante :
wM ≈ λ
piw0
M2
D
2
⇒ D ≥ 2piw0
λM2
√
2U
piFmax
, (3.5)
où λ est la longueur d’onde centrale du faisceau laser et M2 est le facteur de qualité de ce
faisceau. Il représente la qualité du front d’onde de l’impulsion laser [20], et il est défini comme
le rapport de l’angle de divergence du faisceau laser sur [λ/(piw0)] qui est l’angle de divergence
correspondant à un même faisceau limité par la diffraction.
De plus, comme les MPS sont positionnés dans une zone où le faisceau est collimaté, on peut en
déduire le diamètre ΦM de leurs miroirs :
ΦM = 2ndwM , (3.6)
où nd est le paramètre réglant la perte d’intensité par diffraction du faisceau gaussien sur les
optiques, soit ≈ exp (−2n2d) pour une ouverture optique circulaire. Nous supposerons, ici, que
les miroirs des MPS ont une forme elliptique, ce qui engendre une ouverture optique circulaire
de la forme transversale du faisceau laser.
3.1.3.3 Qualité de surface des miroirs
Un défaut de surface diffracte (macrodéfauts) ou diffuse (microdéfauts) le faisceau laser incident.
Cela aura pour conséquences finales une perte de puissance du faisceau laser et une dégradation de
1. Le rayon d’un faisceau laser gaussien est défini comme la distance au centre du faisceau (au maximum
d’amplitude) à laquelle l’amplitude du champ électrique est 1/e fois le maximum d’amplitude [9, 20].
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son front d’onde. Ces défauts peuvent être regroupés en deux catégories : la qualité de la surface
(rayures, pics) et la forme (planéité, rayons de courbures locaux). Afin de réduire les pertes par
réflexion sur les miroirs il est alors important d’assurer une bonne qualité de surface. Nous verrons
plus en détails dans la sect. 3.7, comment caractériser les états de surface et leur influence sur
les performances du recirculateur. Finalement la dernière cause de pertes de puissance vient de
la transmission des miroirs qui ne réfléchissent pas la puissance laser à 100 %.
La contrainte de fluence nous oblige à utiliser des miroirs de très haute qualité ce qui implique une
qualité de surface, de forme et un coefficient de réflexion très élevés. Les revêtements permettant
de telles performances sont habituellement constitués de multicouches diélectriques de haute
réflectivité (HR) (cf. annexe B).
3.1.3.4 Transport de la polarisation
Une des spécificités des revêtements diélectriques multicouches HR est leur conception spécifique
à une longueur d’onde et à un angle d’incidence (voir annexe B). De part leur conception en
couches, plus l’angle d’incidence est élevé plus les revêtements sont spécifiques à une polarisa-
tion particulière du faisceau (cf. sect. 3.6), donc lorsque le faisceau est désaligné son état de
polarisation est modifié.
La géométrie du recirculateur permet de conserver la direction de polarisation du faisceau laser
constante dans le référentiel global (cf. sect. 3.6). A contrario, le plan d’incidence de chaque
réflexion sur les miroirs paraboliques change, cela implique que la polarisation dans le plan
d’incidence varie à chaque réflexion. Plus précisément l’orientation de la polarisation passe d’une
orientation p (respectivement s) à s (p) tous les quarts de tour décrits par l’impulsion laser sur la
couronne. Cet effet impose que l’angle d’incidence pour chaque réflexion doit être le plus faible
possible pour minimiser la perte de polarisation et de puissance du faisceau laser induite par les
revêtements.
3.1.3.5 Ordonnancement des passages sur la couronne
Les passages décrivent une couronne sur les paraboles (voir sect. 3.1.1). Par tracé géométrique
on peut montrer que l’impulsion laser « saute » à chaque passage sur l’emplacement voisin dia-
métralement opposé de la couronne, comme illustré dans l’encart de la fig. 3.5. L’impulsion laser
décrit donc deux fois le tour de la couronne pour remplir toutes les places disponibles. Les MPS
devant tous être identiques pour des raisons de synchronisation exposées dans la sect. 3.1.2, les
positions des passages sur la couronne sont donc espacées d’égales distances D⊥ (confer fig. 3.4).
Pour des raisons géométriques le nombre de passages maximal Npass est donc un multiple de
quatre.
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3.1.4 Les contraintes mécaniques
Pour permettre une conception réaliste du recirculateur, il ne suffit pas de prendre en compte les
contraintes liées à la physique et à la géométrie du système mais aussi celles liées directement
à sa fabrication et à sa mise en œuvre. Ces dernières sont habituellement d’ordres mécaniques.
Concevoir un système optique, de façon globale, doit aussi prendre en compte au mieux les
paramètres mécaniques des objets utilisés tels que l’épaisseur d’un miroir ou la faisabilité de tel
ou tel mouvement. Toutes ces considérations ajoutent des contraintes supplémentaires.
3.1.4.1 Tolérances sur les dimensions des éléments optiques
La phase de fabrication des MPS et des différents éléments du recirculateur induit des incerti-
tudes inévitables sur tous les paramètres, qu’il faut alors prendre en compte lors de la phase de
conception. Pour ce faire j’ai ajouté les tolérances δDMPS et ∆` respectivement sur la distance
DMPS et la longueur LRF , les deux paramètres les plus critiques du système. Les deux paraboles
étant en configuration confocale l’incertitude sur LRF provient en majeure partie de celle sur les
focales des miroirs paraboliques (cf. éq. (3.1)).
Il est nécessaire de pouvoir compenser l’incertitude ∆` sur LRF avec les MPS (cf. éq. (3.1) et
éq. (3.2)). Comme expliqué dans la sect. 3.1.2 les MPS ne peuvent pas avoir un grand angle de
débattement et donc deux solutions sont envisageables : soit imposer de très fortes contraintes
sur la focale des miroirs paraboliques, soit concevoir les MPS après la caractérisation des miroirs
paraboliques. Une très forte contrainte sur la focale des paraboles implique un coût élevé de
construction des paraboles (matériaux, revêtement, polissage, etc.). L’état de l’art nous permet
d’avoir une caractérisation pratiquement parfaite de la focale des paraboles tandis que l’incerti-
tude lors de la fabrication est comparativement large.
Dans le cas où les paramètres des MPS sont optimisés après la caractérisation des miroirs para-
boliques, nous introduisons le paramètre ∆D qui représente l’écart entre la distance D désirée
pour le système et sa valeur mesurée (après fabrication des paraboles). L’impact de ∆D 6= 0 sur
le reste du système est illustré par la fig. 3.7, lorsque les MPS sont optimisés après la caracté-
risation des paraboles. On constate qu’un écart de plus de 800 µm sur la valeur optimale de D
ne garantit plus le même nombre de passages et engendre des « décrochés » sur pratiquement
tous les paramètres du recirculateur. L’optimisation des MPS après la caractérisation des miroirs
paraboliques ne permet donc pas, dans toutes les situations, de garantir un flux de rayons γ
optimal. Il faut donc contraindre l’incertitude de fabrication sur la focale des paraboles telle que
∆D soit toujours inférieur en valeur absolue à 800 µm.
Il est important de distinguer ∆D et ∆` qui représentent deux choses bien différentes. La première
représente la variation de D par rapport à sa valeur théorique, après la caractérisation des
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Figure 3.7 – Influence de ∆D sur les paramètres critiques du recirulateur lorsque φ
et w0 restent constants : (a) le nombre de passages maximal Npass, (b) le diamètre
ΦM des miroirs des MPS, (c) la distance DMPS entre les deux miroirs d’un MPS, (d)
l’angle d’incidence θ sur les miroirs des MPS, (e) l’espace disponible supplémentaire
∆Lz = Lz − Npass × D‖, suivant l’axe z pour les MPS. Il est vérifié sur (f) que la
longueur de chemin optique d’un passage est bien compensée. Les paramètres initiaux
sont récapitulés dans la tab. 3.1 et découlent de l’optimisation décrite dans la sect. 3.2.
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paraboles. La seconde regroupe la précision à laquelle on a mesuré D + ∆D et la tolérance sur
la valeur de la RF.
3.1.4.2 Débattement mécanique et épaisseur des miroirs et des montures
Pour prendre en compte l’occupation réelle des MPS au sein du recirculateur j’ai dû considérer
quelques grandeurs mécaniques supplémentaires :
— l’épaisseur e des montures supportant les miroirs des MPS,
— la distance DM entre les faces internes des miroirs de deux MPS adjacents (cf. fig. 3.8(a)),
qui est la somme de e, l’épaisseur des miroirs et une marge de sécurité,
— la variation de longueur de chemin optique nécessaire ∆` venant de la tolérance sur D et
sur la synchronisation (cf. sect. 3.1.4.1),
— le débattement mécanique Dstr des MPS (cf. fig. 3.8(a)) qui découle des paramètres pré-
cédents.
Ces grandeurs sont représentées par la fig. 3.8(a), où l’on peut voir la grande différence entre
l’occupation mécanique et optique (si l’on ne considère que les faces réfléchissantes des miroirs).
L’angle θmin est l’angle d’incidence minimal sur les miroirs pour rattraper ∆` sur LRF par rapport
à la situation initiale (d’angle d’incidence θ). Il faut noter que la grandeur ∆` dépend de θmin.
La distance Dstr est le débattement mécanique généré quand le MPS est tourné dans sa position
maximale (d’angle d’incidence θmin). Les distances D⊥ et D‖ sont respectivement les distances
entre les centres de deux MPS voisins dans le plan xy et le long de l’axe z.
Après quelques considérations géométriques on obtient les distances Dstr et D‖ :
Dstr = R (cos (γ + θmin)− cos (θ + γ)) , (3.7)
D‖ =
DMPS cos (2θ) +DM + 2Dstr
cos θ
, (3.8)
avec :
R = DMPS
√
(sin θmin + sin θ)
2 +
(
cos (2θ)
2 cos θ
− sin θmin tan θ
)2
, (3.9)
γ = arccos
(
A2 +R2 − (Amax2 )2
2AR
)
, (3.10)
A =
DMPS
cos θ
, (3.11)
Amax =
DMPS
cos θmin
. (3.12)
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(a)
(b)
Figure 3.8 – (a) schéma de la disposition de deux MPS (vue déroulée), vue du dessus
de la fig. 3.3. En encart est montrée la vue isométrique correspondante. On représente
aussi : le débattement des MPS (cercle fait de croix), la position initiale (hachures) avec
l’angle d’incidence θ correspondant, et la position tournée maximale des MPS (traits
interrompus fins) avec l’angle minimal θmin lui correspondant. (b) détails des paramètres
utilisés pour le calcul du débattement.
3.1.4.3 Longueur disponible le long de l’axe z
Le fait que les miroirs aient une certaine épaisseur et que les MPS aient un débattement impacte
grandement la longueur totale de l’hélice des MPS (la colonne vertébrale du « dragon »). Pour
un nombre de passage maximal Npass, la longueur de l’hélice est donnée par : Npass × D‖. La
longueur Lz disponible pour l’hélice le long de l’axe z, au sein même du recirculateur, dépend
entre autres de la divergence gaussienne et de l’angle de croisement φ entre le faisceau d’électrons
et le faisceau laser (cf. fig. 3.9). Ainsi le nombre de passages maximal réellement possible sera
aussi limité par Lz.
En se basant sur la fig. 3.9, nous définissons z0 la solution de l’équation d’inconnue z :
ΦM
2
+ e+
w(z)
cosφ
− (fe + w(z) tanφ− z) sinφ = 0, (3.13)
avec w(z) = w0
√
1 +
(
zλM2/
(
piw20
))2, le rayon du faisceau laser à une distance z de son
waist et fe = D/ (1 + cosφ) la longueur focale effective de la parabole. L’éq. (3.13) représente
la condition où la distance entre le faisceau laser incident et le faisceau réfléchi par la parabole
est égale à l’épaisseur e de la monture des miroirs additionnée du rayon des deux faisceaux.
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Figure 3.9 – Vue schématique d’une réflexion sur une parabole. Les différentes grandeurs
mécaniques et optiques pour le calcul de Lz sont également indiquées.
Finalement on obtient Lz :
Lz =
2D cosφ
1 + cosφ
− 2H cosφ, (3.14)
où H = fe + w(z0) tanφ− z0 (cf. fig. 3.9).
3.1.4.4 Nombre de passages maximal
Nous venons de voir que les contraintes imposées à la géométrie du système corrèlent tous les
paramètres (voir tab. 3.1) entre eux de manière complexe ce qui contraint le nombre maximal de
passages possible Npass. Nous pouvons considérer trois valeurs de Npass, une pour chaque grande
contrainte : temporelle, optique et mécanique. Pour rappel, la contrainte temporelle correspond à
la durée τ pendant laquelle les cavités accélératrices peuvent accélérer les électrons, la contrainte
optique est reliée au nombre de places disponibles sur la couronne et enfin la contrainte mécanique
est la longueur Lz disponible pour l’hélice des MPS. La valeur acceptable est alors le minimum
de ces trois valeurs :
Npass = min
4
⌊
τ c
4 (2D + `)
⌋
, 4
 pi
4 arcsin
(
D⊥
2RC
)
 , 4 ⌊ Lz
4D‖
⌋ , (3.15)
avec bxc la partie entière par défaut (la floor function) du réel x, 4 bx/4c permettant ainsi de
prendre le plus proche entier multiple de quatre inférieur ou égal à x (cf. sect. 3.1.3.5).
On peut noter qu’il n’est pas nécessaire d’arrondir le nombre de passages limité par τ à un multiple
de quatre inférieur, car il est toujours possible de faire recirculer l’impulsion laser sans qu’elle
ne croise de paquet d’électrons. En revanche les deux autres termes sont limités physiquement
par le système et donc s’ils ne sont pas multiples de quatre, toute recirculation sera impossible :
le système ne sera pas viable. La valeur de Npass ainsi obtenue est un maximum possible, il est
donc toujours permis de choisir une valeur inférieure.
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3.2 Optimisation du système
Notre système a pour objectif final de produire des rayons γ avec un flux maximal. La densité
spectrale moyennée en temps (TASD), autrement dit le flux de rayons γ produits dans une
largeur spectrale donnée (cf. sect. 1.1.6), est directement proportionnelle à la luminosité L et
par conséquent, au nombre de passages Npass effectué par l’impulsion laser à l’IP. A contrario, il
est mentionné dans la sect. 1.1.5 que la luminosité (et donc la TASD) diminue quand l’angle de
croisement φ augmente. Il faut alors maximiser Npass tout en réduisant φ. Ces deux contraintes
agissent l’une sur l’autre de façon opposée : pour augmenter Npass il faut agrandir le rayon de
la couronne RC et donc augmenter φ (cf. éq. (3.15)). Un optimum peut donc être trouvé. Cette
section est consacrée à l’optimisation des paramètres géométriques du recirculateur, afin qu’ils
répondent aux performances requises pour ELI-NP-GBS (voir tab. 2.1) avec les spécifications
données pour l’accélérateur et le faisceau laser (cf. tab. 2.3 et 2.6).
3.2.1 Les paramètres libres
Dans la sect. 3.1 nous avons vu que le recirculateur est entièrement contraint par l’ensemble de
paramètres suivant :
Eext = {τ ; νRF ; λ ; U ; Fmax ; w0 ; nd ; φ ; ∆` ; δDMPS ; e ; DM ; θ} , (3.16)
où νRF est la valeur de la RF, δDMPS est la tolérance sur la distance DMPS (c’est-à-
dire que la véritable distance entre les deux miroirs d’un MPS se situe dans l’intervalle
[DMPS − δDMPS ; DMPS + δDMPS ]) et ∆` est la tolérance sur LRF , plus précisément la to-
lérance sur D et la variation requise sur LRF pour la synchronisation.
Quelques-uns de ces paramètres (τ , νRF , λ et U) sont déjà fixés par le choix de la technologie de
l’accélérateur, du laser, et des caractéristiques requises pour le faisceau de rayons γ (cf. sect. 2.2
et voir les tab. 2.6 et 2.3). Ces valeurs limitent d’autres paramètres afin de satisfaire les différentes
contraintes définies dans la sect. 3.1.
La méthode de génération du train d’électrons et la technologie du photo-injecteur nous fixent
Npass ≤ 32 avec un intervalle de 15 ns minimal entre deux paquets d’électrons. Ceci ajouté à la
valeur τ = 600 ns borne la taille totale du recirculateur : 2.3 m < D < 2.8 m (la borne supérieure
est aussi due à l’espace total disponible dans le hall de l’accélérateur pour le recirculateur).
Comme indiqué dans la sect. 3.1.3, le seuil de dommage des revêtements entraîne de fortes
contraintes sur le reste du système. Afin de préserver une valeur réaliste, nous fixons Fmax =
20 J/cm2 pour σt = 4.2 ns. Nous extrapolons cette valeur à σt = 1.5 ps (cf. tab. 2.6), en utilisant
une loi empirique introduite dans la réf. [102], ce qui nous donne Fmax = 0.38 J/cm2. Cette
dernière est compatible avec les revêtements commerciaux actuellement disponibles.
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Les valeurs de λ et U imposent w0 & 20 µm pour garantir a0p  1 et donc l’absence d’absorption
multiphotonique pour l’interaction Compton (cf. sect. 1.1.3). Dans le cas d’ELI-NP-GBS, nous
avons a0p ≈ 0.06 pour le maximum d’énergie (U = 400 mJ).
Afin de garder les pertes par diffraction sur les optiques négligeables, nous fixons nd = 1.8 ce qui
correspond à 0.15 % de pertes.
Les paramètres mécaniques sont fixés à des valeurs raisonnables fournies par les constructeurs,
soit :
— δDMPS = 100 µm,
— DM = 27 mm, qui comprend 5 mm pour l’épaisseur d’un miroir (soit 10 mm pour un
MPS), e = 5 mm pour la largeur d’une monture de miroir (soit 10 mm pour un MPS) et
7 mm de marge entre chaque MPS (pour faire passer des structures de maintien, laisser
du jeu entre les MPS, permettre une plus grande rotation, etc.).
Le choix de la tolérance sur D est plus difficile car, comme le montre la fig. 3.7, tous les autres
paramètres en dépendent fortement. Afin d’éviter que l’occupation D‖ des MPS soit trop grande,
en partie due à la nécessité de rattraper cette valeur par rotation (cf. sect. 3.1.4.2), j’ai fixé ce
paramètre au minimum. Au final, ∆` = 160 µm, qui correspond à une tolérance de 50 µm sur
D (l’état de l’art actuel sur la précision des focales des paraboles) et 60 µm de marge pour la
synchronisation (équivalent à 200 fs).
Enfin, on choisit θ ≈ 22.5◦ pour l’angle d’incidence désiré sur les miroirs des MPS. Cela
est un bon compromis entre un faible angle d’incidence sur les miroirs pour la polarisation
(cf. sect. 3.1.3.4), et une valeur suffisamment grande pour permettre un fort débattement des
MPS. C’est aussi une valeur qui donne une bonne tolérance sur le parallélisme des deux miroirs
d’un MPS (cf. sect. 3.3.1).
Au final, il ne nous reste plus que w0 et φ qui n’ont pas encore été fixés. Ce sont donc ces
paramètres que j’ai optimisés pour maximiser la TASD. Toutes les valeurs des paramètres décrits
ci-dessus sont résumées dans la tab. 3.1.
3.2.2 Le calcul de la TASD
Pour calculer la TASD (voir sect. 1.1.6) des rayons γ produits, il est nécessaire de connaître les
formes spatio-temporelles des deux faisceaux ainsi que leur recouvrement (cf. sect. 1.1.5), en plus
de la section efficace de l’interaction Compton (cf. sect. 1.1.4). Nos collègues théoriciens italiens
(Paolo Tomassini [23]) nous ont fourni des tables de TASD pour différentes valeurs de φ et w0.
Ces tables sont obtenues par simulation de l’interaction Compton et en optimisant finement les
paramètres du faisceau d’électrons pour un faisceau laser donné.
Les paramètres φ, w0, σ0e, Ψ, introduits dans la sect. 1.1.6 où l’on considère les faisceaux de
section circulaire (à savoir w0xl = w0yl = w0 et σ0xe = σ0ye = σ0e), sont les seuls paramètres
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que l’on puisse facilement faire varier. La procédure de génération des tables se focalise donc sur
l’optimisation de Ψ et σ0e (les deux autres sont à notre charge). Cette optimisation se déroule
en quatre étapes :
1. fixer la largeur spectrale [∆Efγ/Efγ ] souhaitée, pour ELI-NP-GBS [∆Efγ/Efγ ] = 0.5 %,
2. faire un premier balayage fin de σ0e pour de larges pas des valeurs de φ, w0 et Ψ,
3. choisir la meilleure valeur de σ0e qui maximise la TASD et faire un balayage plus fin de
φ, w0 et Ψ,
4. fixer les valeurs optimales de φ, w0 et Ψ et faire un second balayage fin de σ0e.
À la fin du dernier balayage, on obtient l’acceptance Ψ et la taille du faisceau d’électrons σ0e qui
maximisent la TASD, pour chaque couple (φ ; w0). Enfin, nous extrapolons linéairement ces tables
pour obtenir les points intermédiaires manquants. Il est préférable, au final, de faire un réglage
plus fin de σ0e par un dernier balayage en fixant les paramètres obtenus avec l’optimisation du
recirculateur. Cette étape n’est pas effectuée car la TASD dépend peu de σ0e.
La TASD d’un passage en fonction de φ et w0 pour les deux énergies représentatives d’ELI-
NP-GBS (2 MeV et 10 MeV) est représentée sur la fig. 3.10. On peut constater que la TASD
est plus faible à 10 MeV (le second IP). Pour plus de simplicité, nous n’optimiserons donc le
système que dans cette situation (à 10 MeV). En utilisant la même géométrie pour le premier
point d’interactions nous sommes sûrs d’obtenir les performances requises.
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Figure 3.10 – La TASD d’un passage en fonction de w0 et φ, pour des rayons γ de : (a)
2 MeV, et (b) 10 MeV, dans la bande spectrale requise pour ELI-NP-GBS. Les para-
mètres des faisceaux sont donnés dans les tab. 2.3 et 2.6 et l’énergie de l’impulsion laser
est U = 400 mJ pour les deux figures. Ces valeurs sont extrapolées à partir des tables
de TASD (limités à 8◦ à 2 MeV) fournies par nos collègues théoriciens italiens.
Par la suite, lors du calcul des performances du recirculateur, j’ai calculé la TASD relative qui
est le rapport entre la TASD lorsqu’on considère des imperfections et la TASD de référence
correspondante à un système parfait. Le calcul de la TASD d’un passage est simplifié dans la
sect. 3.3. Il faut alors multiplier cette valeur par le nombre de passages, ou prendre la moyenne
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arithmétique des TASD relatives de tous les passages, pour obtenir la TASD ou respectivement
la TASD relative de l’ensemble des passages du recirculateur.
3.2.3 Le calcul du nombre de passages
On a vu que Eext (confer éq. (3.16)) contraint les paramètres géométriques Esys du système
optique :
Esys =
{
D ; RC ; ΦM ; ∆Lz ; θ ; θmin ; D⊥ ; D‖ ; Dstr ; DMPS ; ` ; Npass
}
, (3.17)
On peut constater que le paramètre θ apparaît aussi bien en tant que contrainte dans Eext qu’en
tant que paramètre final du recirculateur dans Esys. Dans le premier cas il ne s’agit que d’une
valeur cible qui est ensuite fixée pour le système optique par le reste des contraintes. Étant
donnée la complexité des équations de contraintes nous allons calculer par étapes, le nombre de
passages maximal Npass que l’on peut insérer dans le recirculateur. Afin d’éviter toute confusion
nous noterons x(i) la valeur du paramètre x déterminée à l’étape i, et simplement x la valeur de
ce paramètre une fois fixée. Ainsi nous pouvons écrire θ(0) le paramètre θ dans Eext et simplement
θ la valeur de cet angle dans Esys (une fois fixée par la procédure de calcul). La procédure de
détermination de Esys se déroule comme suit.
Étape d’initialisation Cette étape fournit un point de départ pour le système en considérant
des valeurs particulières pour différents paramètres. Le but ici, est d’obtenir la longueur LRF de
chemin optique d’une circulation qui permette une synchronisation sur les paquets d’électrons.
À partir de l’éq. (3.5), prise comme une égalité stricte, et l’éq. (3.6) nous obtenons les valeurs
initiales :
D(0) =
2piw0
λM2
√
2U
piFmax
, (3.18)
w
(0)
M =
√
2U
piFmax
, (3.19)
Φ
(0)
M = 2ndw
(0)
M . (3.20)
À l’aide de quelques considérations trigonométriques se basant sur la fig. 3.8, on trouve que
DMPS =
D⊥
2 sin θ
. (3.21)
Après avoir imposé un débattement des MPS initial nul tel que D(0)⊥ = Φ
(0)
M , et en utilisant
l’éq. (3.2) et l’éq. (3.21) on obtient `(0) = Φ(0)M / tan θ
(0). Enfin, grâce à l’éq. (3.1) il en découle
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LRF , telle qu’elle coïncide avec un multiple de la longueur d’onde de la RF :
LRF = NRF
c
νRF
=
⌈(
2D(0) + `(0)
)
νRF
c
⌉
c
νRF
, (3.22)
où dxe représente la partie entière par excès (la ceiling function) du réel x et NRF définit le
sous-harmonique de la RF sur lequel les passages du recirculateur sont synchronisés.
Première étape : synchronisation Dans cette étape nous déterminons le premier sous-
ensemble de paramètres {D ; ` ; RC ; ΦM} qui contrôle la synchronisation. Pour déterminer cet
ensemble toutes les contraintes temporelles et l’ouverture minimale des MPS sont prises en
compte. Cette ouverture correspond à la position tournée maximale des MPS, où l’angle d’inci-
dence θmin sur les miroirs est minimal, et la distance entre les miroirs la plus petite acceptable,
c’est-à-dire (DMPS− δDMPS). Dans cette position, il faut garantir que le faisceau laser parcoure
le chemin optique maximal requis de (`+ ∆`). Le système d’équations que nous devons résoudre
s’écrit : 
` = 2D
(1)
MPS cos θ
(0)
`+ ∆` = 2
(
D
(1)
MPS − δDMPS
)
cos θ
(1)
min(
D
(1)
MPS − δDMPS
)
= ndλM
2D
2piw0 sin θ
(1)
min
2D + ` = LRF
. (3.23)
Après résolution du système on trouve les paramètres suivants :
θ
(1)
min = arccos
(
c√
a2 + b2
)
− arccos
(
a√
a2 + b2
)
, (3.24)
D = D(1) =
(
LRF − 2δDMPS cos θ(0)
)
sin θ
(1)
min
ndλM2
piw0
cos θ(0) + 2 sin θ
(1)
min
, (3.25)
ΦM = Φ
(1)
M =
ndλM
2D
piw0
, (3.26)
D
(1)
MPS =
ΦM
2 sin θ
(1)
min
+ δDMPS , (3.27)
` = `(1) = 2D
(1)
MPS cos θ
(0), (3.28)
D
(1)
⊥ = ` tan θ
(0), (3.29)
RC = R
(1)
C = D tan
(
φ
2
)
, (3.30)
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avec
a =
ndλM
2
piw0
(
LRF − 2δDMPS cos θ(0)
)
, (3.31)
b = −
(
4δDMPS cos θ
(0) + 2∆`
)
, (3.32)
c =
ndλM
2
piw0
(LRF + ∆`) cos θ
(0). (3.33)
On peut montrer que le fait d’avoir imposé un débattement nul à l’étape d’initialisation permet
d’assurer que D est inférieur à D(0) et ainsi garantir ΦM > Φ
(0)
M (équivalent à wM > w
(0)
M ),
pour un w0 donné. Il en découle que la fluence F sur les miroirs paraboliques est nécessairement
inférieure à Fmax (cf. éq. (3.5)).
Deuxième étape : débattement mécanique La deuxième partie de la procédure est dé-
diée au calcul du sous-ensemble des paramètres mécaniques des MPS
{
D
(2)
‖ ; D
(2)
str
}
. Ces deux
paramètres sont calculés respectivement à partir de l’éq. (3.8) et l’éq. (3.7) :
D
(2)
str = R
(
cos
(
γ + θ
(1)
min
)
− cos
(
θ(0) + γ
))
, (3.34)
D
(2)
‖ =
D
(1)
MPS cos
(
2θ(0)
)
+DM + 2Dstr
cos θ(0)
. (3.35)
Troisième étape : nombre maximal de passages Au cours de cette étape Npass est
calculé en utilisant les différents paramètres évalués antérieurement et l’éq. (3.15). Nous avons
vu dans la sect. 3.1.4.4, que la valeur de Npass, obtenue avec l’éq. (3.15), est sous-estimée. Imposer
pour la synchronisation un nombre de passages arrondi au multiple de quatre inférieur n’est pas
une nécessité et nous conduit à rejeter toutes les solutions intermédiaires. Ce choix est justifié
par le fait qu’il aboutit au système le plus compact où tous les emplacements sur la couronne
sont utilisés. Ceci marque la différence entre les nombres de passages possibles et utiles. En
d’autres termes, il est toujours possible que l’impulsion laser recircule alors qu’il n’y a plus
de paquets d’électrons pour produire une interaction. Ou encore que l’impulsion soit éjectée
avant d’être passée par tous les emplacements disponibles. Cette distribution sera utile pour le
dimensionnement du prototype discuté dans la sect. 4.2.
Quatrième étape : adaptation des MPS à la couronne La quatrième partie de la procé-
dure a pour objectif d’adapter les paramètres mécaniquesDMPS et θ pour assurer la recirculation.
Comme tous les MPS sont identiques (voir sect. 3.1.3.5), ils doivent tous être équitablement espa-
cés d’une distance D⊥ sur la couronne. Par déductions géométriques se basant sur les fig. 3.8(a)
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et 3.4, et en gardant constante ` (pour la synchronisation), on obtient :
D⊥ = D
(4)
⊥ = 2RC sin
(
pi
Npass
)
, (3.36)
θ = θ(4) = arctan
(
D⊥
`
)
, (3.37)
DMPS est finalement évalué avec l’éq. (3.21), et nous avons :
DMPS = D
(4)
MPS =
D⊥
2 sin θ
, (3.38)
θmin = θ
(4)
min = arccos
(
`+ ∆`
2 (DMPS − δDMPS)
)
, (3.39)
∆`(4) = 2 (DMPS − δDMPS) cos θmin − `. (3.40)
Étape finale : vérification En dernier lieu, il est nécessaire de faire une vérification des
paramètres trouvés pour garantir que toutes les contraintes sont bien satisfaites. Les principales
vérifications concernent le chemin optique maximal ∆`(4) que l’on peut ajouter et la longueur
totale de l’hélice. Le premier paramètre doit obligatoirement être supérieur ou égal à la valeur
requise par Eext, le second doit être inférieur ou égal à l’espace disponible Lz (voir sect. 3.1.4.3).
Ces deux inégalités peuvent se mettre sous la forme suivante :
∆`(4) ≥ ∆`, (3.41)⌊
Lz
D‖
⌋
≥ Npass. (3.42)
Si elles sont satisfaites la procédure prend fin et les dernières valeurs des paramètres de Esys
calculées sont celles utilisées pour la géométrie du recirculateur. À l’inverse si les deux inégalités
ne sont pas toutes les deux vérifiées il faut réduire Npass de quatre et réitérer la procédure à
partir de la quatrième étape.
Les valeurs de Npass en fonction de w0 et φ représentées sur la fig. 3.11 sont obtenues avec cette
procédure de calcul, sur les mêmes intervalles que la fig. 3.10(b). Les paramètres initiaux sont
détaillés dans la sect. 3.2.1 et résumés dans la tab. 3.1. On peut noter qu’au-delà de ≈ 8◦, le
nombre de passages ne croît plus. Ceci est dû à la contrainte temporelle de τ qui limite le nombre
de passages utilisable.
3.2.4 L’optimisation de la géométrie
Le flux total attendu est en première approximation le produit entre le nombre de passages
effectué et la TASD obtenue pour un seul passage. Pour rappel, nous devons maximiser la TASD
totale de l’ensemble de la recirculation et non pas celle d’un seul passage, qui est maximale
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Figure 3.11 – Le nombre de passages maximal Npass en fonction de w0 et φ, obtenu avec
la procédure de calcul détaillée dans la sect. 3.2.3, pour les paramètres initiaux donnés
dans la tab. 3.1.
lorsque φ = 0◦ tel qu’il est démontré dans la sect. 1.1. Dans ce but, w0 et φ seuls peuvent
être modifiés pour agir sur la géométrie car les autres paramètres sont soit fixés par avance soit
calculés avec la procédure décrite dans la sect. 3.2.3. La méthode la plus simple est de procéder
à un balayage de toutes les solutions possibles et de ne garder que celle qui est optimale.
La fig. 3.12(a) représente le résultat du balayage où la TASD totale est obtenue en multipliant
le nombre de passages par la TASD pour un passage. On peut remarquer la forme atypique de
la TASD, qui décroit avec l’augmentation de l’angle φ entre chaque « saut » qui coïncide avec
les changements du nombre de passages. En choisissant la valeur de w0 telle qu’elle maximise la
TASD et qu’elle soit la plus petite possible, nous optons pour w0 = 28.33 µm qui se trouve
juste après un « saut » entre 7◦ et 8◦.
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Figure 3.12 – (a) la TASD totale attendue pour le recirculateur d’ELI-NP-GBS, en
fonction de w0 et φ, pour les paramètres initiaux donnés dans la tab. 3.1. (b) la TASD
totale et le nombre de passages, en fonction de φ pour w0 = 28.33 µm.
La section de la fig. 3.12(a) pour w0 = 28.33 µm est montrée sur la fig. 3.12(b). On peut remarquer
sur cette figure que les « sauts » décrits par la TASD concordent bien avec les changements du
nombre de passages. Pour finir, on déduit de la figure que le maximum de TASD équivalant à
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≈ 22000 γ/(s · eV) est obtenu pour un angle φ ≈ 7.54◦ et Npass = 32. Ceci correspond à un bon
compromis entre un grand nombre de passages, un angle de croisement φ raisonnable, un petit
waist w0 et une grande TASD. Tous les paramètres utilisés pour faire le calcul et les résultats
sont récapitulés dans la tab. 3.1.
Paramètres valeurs
Paramètres initiaux (cf. sect. 3.2.1)
τ [ns] 600
∆` [µm] 160
δDMPS [µm] 100
DM [mm] 27
e [mm] 5
nd 1.8
w0 [µm] 28.33
φ [◦] 7.54
θ(0) [◦] 22.5
Fmax [J/cm2] pour σt = 1.5 ps 0.38
MPS (cf. fig. 3.8)
DMPS [mm] 40.04
θ [◦] 22.55
D‖ [mm] 60.45
D⊥ [mm] 30.71
Recirculateur (cf. fig. 3.3 et fig. 3.4)
Npass 32
NRF 46
D [mm] 2377.31
RC [mm] 156.65
wM [mm] 8.25
ΦM [mm] 29.72
pour des rayons γ de 2 MeV 10 MeV
TASD [γ/(s · eV)] 82000 22000
Table 3.1 – Tableau récapitulatif de la géométrie du recirculateur d’ELI-NP-GBS après
optimisation. Pour le calcul de la TASD, aux deux énergies de référence 2 MeV et 10 MeV
de rayons γ, les paramètres des faisceaux sont donnés dans les tab. 2.3 et 2.6 et l’énergie
de l’impulsion laser est U = 400 mJ pour les deux. Les paramètres finaux sont donnés
dans la tab. 4.1.
Par ailleurs nous avons reconstruit la géométrie totale du recirculateur, avec les paramètres
obtenus par la procédure d’optimisation, dans un logiciel de conception assistée par ordinateur
(CAO, voir sect. C.2.4). L’étude mécanique et cinématique du système a démontré la validité
de la procédure de calcul des paramètres géométriques du recirculateur. Par la suite nous avons
utilisé cette procédure pour concevoir le prototype du système (cf. sect. 4.2).
3.3. Influence de l’alignement et de la synchronisation sur la TASD 93
3.3 Influence de l’alignement et de la synchronisation sur la
TASD
Nous allons voir dans cette section l’influence sur la TASD d’un désaccord spatial (désalignement)
et temporel (désynchronisation) entre le faisceau laser et le faisceau d’électrons. Afin de préserver
l’hypothèse que la TASD ne dépend que du flux de rayons γ, nous considérons uniquement de
« petits » désalignements. Autrement dit le spectre des rayons γ est supposé constant. Dans
ce même cadre, la section efficace Compton introduite dans la sect. 1.1.4 peut être considérée
comme constante et par conséquent la TASD ne dépend plus que de la luminosité de l’interaction
Compton (voir sect. 1.1.5). Une fois les paramètres géométriques du recirculateur définis il est
alors possible d’obtenir tous les paramètres des faisceaux laser et d’électrons (cf. tab. 2.3 et 2.6)
nécessaires au calcul de cette luminosité par le biais de l’éq. (1.28).
À partir de cette section tous les calculs de TASD seront simplifiés par des calculs de TASD
relative (cf. sect. 3.2.2). Le calcul de la TASD relative d’un passage est le rapport de la luminosité
de ce passage lorsqu’on considère certaines imperfections du recirculateur par la luminosité de
référence correspondante à un système parfait (parfaitement aligné, sans pertes, etc.).
3.3.1 L’ajustement du parallélisme des MPS
Le recirculateur doit être placé dans une enceinte où le vide requis est inférieur à 5× 10−8 mbar,
pour le transport de l’impulsion laser et du faisceau d’électron. Un tel vide impose de fortes
contraintes sur les moteurs que l’on peut intégrer dans l’enceinte : le nombre, la qualité, etc. Il
en résulte que le parallélisme des miroirs d’un MPS ne peut pas être ajusté, une fois qu’ils ont
été montés dans le système, par l’intermédiaire de moteurs. Le parallélisme doit donc être réglé
et fixé en usine.
3.3.1.1 Procédure d’alignement du parallélisme des MPS
Les différents paramètres utilisés pour définir le parallélisme d’un MPS sont représentés sur la
fig. 3.14(b). Habituellement lors de la fabrication d’une série d’assemblages optiques, l’obtention
du parallélisme d’un assemblage donné est fait indépendamment des autres. Dans ce cas le
défaut de pointé ε′ du faisceau laser en sortie d’un MPS s’accumule avec celui des autres tout
au long de la recirculation. La précision de pointé globale après un nombre N de MPS est
approximativement donnée par ∆ε′ =
√∑N
i=1 (ε
′
i)
2 en négligeant toute erreur systématique,
pour une distribution de probabilité gaussienne centrée d’écart-type ε′i et où l’effet des réflexions
sur les miroirs paraboliques n’est pas pris en compte. L’influence du défaut de parallélisme ∆ε des
MPS sur la TASD relative totale pour l’ensemble des recirculations est représentée sur la fig. 3.13,
par la courbe en trait plein. Pour ces simulations nous avons paramétré le défaut de parallélisme
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de chaque MPS par deux angles : l’angle polaire ε et l’angle azimutal ϕ (cf. sect. 3.3.1.2 pour plus
de détails). Les valeurs de ces deux angles sont tirées aléatoirement suivant une distribution de
probabilité uniforme, respectivement dans l’intervalle [0 ; ∆ε] et [0 ; 2pi] indépendamment pour
chaque MPS. Puis une simulation de la recirculation du faisceau laser dans le système désaligné
est effectuée. Enfin, nous avons calculé la quadruple intégrale de la luminosité (cf. éq. (1.28))
pour obtenir la TASD résultante. Pour ∆ε & 3 µrad, des valeurs de parallélisme usuellement
atteintes par collage moléculaire, on remarque une perte de TASD de plus de 15 % ce qui est
incompatible avec nos besoins.
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Figure 3.13 – La TASD relative totale pour l’ensemble des recirculations en fonction du
défaut de parallélisme moyen ∆ε sur les MPS. La moyenne des TASD relatives sur 5000
séries de MPS désalignés est représentée par les points noirs, pour chaque valeur de ∆ε.
Ils sont reliés par le trait en pointillé lorsqu’on considère la procédure d’alignement en
cascade et le trait plein sinon. L’écart-type et les valeurs extrémales sont indiqués de
chaque côté des points, respectivement par les barres d’erreurs bleues à droite et rouges
à gauche.
Dans le but d’éviter de si grandes pertes, l’utilisation d’une procédure d’alignement est nécessaire.
Le schéma de principe de la procédure mise en place pour les MPS d’ELI-NP-GBS est donné sur
la fig. 3.14. Elle est basée sur une méthode d’alignement en cascade, où sont mesurés les défauts
de pointé ε′i ou ε
′′
i , qui représentent respectivement l’angle de déviation directement après le
système composé des i premiers MPS (comme sur la fig. 3.14(a)) et l’angle de déviation après un
aller-retour dans ce système (cf. fig. 3.14(b)). L’objectif de cette procédure est de compenser avec
le énième MPS les défauts de parallélisme résiduels des MPS précédents, c’est-à-dire d’assurer à
chaque étage de MPS un dépointé ε′ (ou respectivement ε′′ dans le cas d’un aller-retour dans le
système optique) du faisceau laser sortant inférieur à une certaine tolérance ∆ε′ (∆ε′′). Il découle
de cette technique un dépointé indépendant du nombre de MPS mis en jeu. Il faut noter tout de
même que l’ordre dans lequel les MPS ont été ajustés est important et que cet ordonnancement
doit correspondre à l’ordre des passages dans le recirculateur.
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Figure 3.14 – (a) illustration de la procédure d’alignement en cascade du parallélisme
des miroirs des MPS. (b) vue schématique des différents paramètres définissant le paral-
lélisme du premier MPS avec M3 le miroir de référence.
3.3.1.2 Simulation de la procédure d’alignement en cascade
J’ai implémenté un algorithme qui permet d’obtenir le défaut de parallélisme ε de chaque MPS
en fonction d’une tolérance ∆ε′ donnée ou de la tolérance de parallélisme équivalente ∆ε. Le
calcul effectué se déroule en plusieurs étapes. Tout d’abord, on considère que −→n1,i, le vecteur
normal à la surface du premier miroir du énième MPS, est toujours parfaitement orienté, ainsi on
reporte tous les défauts de parallélisme sur l’orientation de −→n2,i, le vecteur normal à la surface du
second miroir du MPS (cf. fig. 3.14(b)). Au premier étage le faisceau incident est défini comme le
faisceau de référence de direction
−→
V0. Il est par définition aligné sur −→n3, la normale au miroir de
référence M3. Le faisceau entrant dans le énième MPS est identique au faisceau sortant du MPS
précédent. La direction
−→
V ′i , dans l’espace, de ce faisceau est donnée par deux angles : ε
′
i et ϕ
′
i, tel
que
−→
V ′i = sin (ε
′
i) cos (ϕ
′
i)
−→x +sin (ε′i) sin (ϕ′i)−→y −cos (ε′i)−→z , où la base (−→x ; −→y ; −→z ) est définie sur
la fig. 3.14(b). Les valeurs de ces deux angles sont tirées aléatoirement suivant une distribution
de probabilité uniforme, respectivement dans l’intervalle [0 ; ∆ε′] et [0 ; 2pi]. La direction de la
normale −→n2,i est finalement calculée au moyen des lois de Snell-Descartes. L’opération est répétée
séquentiellement jusqu’au nombre voulu de MPS.
La TASD relative, obtenue lorsque cette procédure est utilisée ou non, en fonction de la valeur
de ∆ε est représentée sur la fig. 3.13. La valeur de ∆ε affichée, lorsque la procédure d’alignement
est utilisée, est le défaut de parallélisme moyen correspondant à la tolérance ∆ε′ employée pour
la simulation (cf. sect. 3.3.1.3). Avec la procédure d’alignement, la TASD relative augmente de
80 % à 97 % pour un défaut de parallélisme moyen de 3.8 µrad. Un autre avantage important de
la procédure d’alignement en cascade est la diminution de l’écart-type des TASD relatives pour
une valeur ∆ε donnée, ce qui rend les pertes plus prédictives. Le fait que la perte de TASD n’est
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pas parfaitement compensée vient du fait que le dépointé résiduel peut être égal à la tolérance
∆ε′.
3.3.1.3 Quelques propriétés de la procédure
Le calcul précédent a pour avantage d’être exact mais il ne permet pas de mettre en avant certaines
propriétés intéressantes du défaut de parallélisme. Pour mettre en évidence ces propriétés, un
calcul au premier ordre en εi est opportun. Nous n’allons pas donner ici les détails du calcul
qui est fait dans l’annexe B de la réf. [99], mais uniquement les résultats importants. Comme
pour
−→
V ′i nous définissons l’orientation de
−→
V ′′i en fonction de deux angles ε
′′
i et ϕ
′′
i , avec
−→
V ′′i =
sin (ε′′i ) cos (ϕ
′′
i )
−→x + sin (ε′′i ) sin (ϕ′′i )−→y − cos (ε′′i )−→z (cf. fig. 3.14(b)). On peut alors exprimer
au premier ordre le défaut de parallélisme du énième MPS en fonction de εi et ϕi, tel que :
−→n2,i ≈ εi cos (ϕi)−→x1 + εi sin (ϕi)−→y1 +−→z1 . Ces deux derniers angles sont reliés aux angles ε′i, ϕ′i, ε′′i
et ϕ′′i de la façon suivante,
si n = 1 : ε1 ≈ ε
′
1
√
1−sin2(θ) cos2(ϕ′1)
2 cos(θ)
tanϕ1 ≈ tan(ϕ
′
1)
cos(θ)
, (3.43)
ou ε1 ≈ ε
′′
1
√
1−sin2(θ) cos2(ϕ′′1)
4 cos(θ)
tanϕ1 ≈ tan(ϕ
′′
1)
cos(θ)
, (3.44)
si n > 1 : εn ≈
√
cos2(θ)(ε′n cos(ϕ′n)−ε′n−1 cos(ϕ′n−1))
2
+(ε′n sin(ϕ′n)−ε′n−1 sin(ϕ′n−1))
2
2 cos(θ)
tanϕn ≈ 1cos(θ)
ε′n sin(ϕ′n)−ε′n−1 sin(ϕ′n−1)
ε′n cos(ϕ′n)−ε′n−1 cos(ϕ′n−1)
, (3.45)
où θ est l’angle d’incidence habituel sur les MPS.
On remarque que la précision sur la valeur de εi est augmentée d’un facteur deux si on l’obtient
par l’intermédiaire de la mesure de ε′′i (aller-retour dans le système) à la place de celle de ε
′
i.
Une propriété importante est le fait que l’angle εn augmente avec l’angle d’incidence θ sur les
MPS. Cela signifie que l’alignement est plus facile pour de grandes valeurs de θ, pour lesquelles
la sensibilité à εn est moindre. On constate bien la différence de sensibilité entre un alignement
fait à θ = 22.5◦ et à θ = 70◦ en comparant la fig. 3.15(b) et la fig. 3.15(d). On peut également
noter une nette différence, entre le parallélisme du premier MPS et celui des suivants, due à la
compensation en cascade des MPS. Une dernière propriété qui n’est pas visible dans les équations
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est l’invariance au premier ordre de la direction de
−→
V ′i par rotation du MPS autour d’un axe
quelconque. Il est à noter que le calcul au premier ordre est précis jusqu’à ∆ε′′ ≈ 1 mrad.
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Figure 3.15 – Distributions du défaut de parallélisme ε des MPS tel que ∆ε′ = 10 µrad
(soit ∆ε ≈ 3.8 µrad), (a) pour le premier MPS avec θ = 22.5◦, (b) pour un MPS
différent du premier avec θ = 22.5◦, (c) pour le premier MPS avec θ = 70◦, (d) pour un
MPS différent du premier avec θ = 70◦. Un million de séries de MPS désalignés ont été
simulées.
3.3.2 Les simulations optiques
Le recirculateur a été simulé avec le logiciel de simulation optique CodeV (confer sect. C.2.2)
qui permet de propager un faisceau laser dans un système optique complexe composé de plus de
128 surfaces réfléchissantes. Il est à noter que, dans ce qui précède, les simulations ne prennent
pas en compte les désalignements mécaniques des miroirs (surfaces optiques), ni leurs états de
surface (voir sect. 3.7). Les résultats obtenus sur l’intensité du faisceau sont montrés dans la
fig. 3.4, où toutes les surfaces optiques sont prises en compte de manière simultanée durant
la propagation : mode non-séquentiel. Ce mode permet d’obtenir tous les rognages du faisceau
possibles provenant de l’ouverture optique et des surfaces environnantes, autrement dit cela prend
en compte respectivement la taille des miroirs et l’ombre générée par un miroir sur un autre. On
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peut déduire de cette simulation que le faisceau ne présente pas d’aberration optique, ensuite
que le profil transversal de l’impulsion laser est parfaitement circulaire.
Par la suite, les études de tolérances sur l’alignement des miroirs doivent prendre en compte
tous les désalignements possibles pour simuler au mieux le système réel. Dans le référentiel de la
fig. 3.5, si l’on prendM1 comme référence géométrique alors on doit considérer pour le miroirM2
cinq degrés de liberté : les trois translations suivant les axes x, y et z et deux rotations autour des
axes x et y, pour atteindre la confocalité. Le miroir d’injection M0 aussi peut être désaligné, ce
qui rajoute deux degrés de liberté en plus (deux rotations), si l’on néglige l’influence du défaut de
positionnement. Cela nous fait au final sept degrés de liberté pour le miroir parabolique M2 et le
miroir d’injection (trois translations et quatre rotations). Enfin il faut rajouter le désalignement
des MPS détaillé dans la sect. 3.3.1 qui peut être résumé par la tolérance de parallélisme ∆ε.
Pour plus de simplicité dans la dénomination de nos ensembles de simulations nous introduisons
la notation suivante :
ξN (∆ε ; ∆Θ ; ∆Ξ) , (3.46)
où N est le nombre de simulations effectuées, ∆ε est la tolérance de parallélisme des MPS, ∆Θ
est la tolérance sur les quatre rotations (deux rotations pour M2 et deux rotations pour M0) et
∆Ξ est la tolérance sur les trois translations (trois translations pour M2), comme représentées
sur la fig. 3.5. Chaque degré de liberté est tiré aléatoirement dans l’intervalle [−∆Θ ; ∆Θ] pour
les orientations et dans l’intervalle [−∆Ξ ; ∆Ξ] pour les positions, et le parallélisme des MPS est
calculé selon l’algorithme décrit dans la sect. 3.3.1.2 en fonction de ∆ε.
Ces études de tolérances sont effectuées avec une méthode de Monte-Carlo. Ceci consiste à simuler
beaucoup de configurations différentes pour une tolérance donnée et à regarder l’impact sur les
performances du système (ici la TASD). L’inconvénient des simulations effectuées avec CodeV
et du calcul de la luminosité par l’intermédiaire de l’éq. (1.24) (cf. sect. 1.1.5) est qu’ils sont
très longs à exécuter. Une étude de tolérances avec ces outils devient alors quasiment impossible.
Il nous faut donc trouver un moyen d’accélérer les simulations en se passant de CodeV et en
simplifiant le calcul de la luminosité.
Les remarques précédentes sur la qualité du faisceau laser nous permettent de simplifier le calcul
de la luminosité en ne considérant que des faisceaux circulaires parfaitement gaussiens dans
les 3 dimensions. Il est alors possible d’intégrer analytiquement sur la variable temporelle t
l’éq. (1.28). La longueur de Rayleigh zR = piw20/
(
M2λ
)
, ou du paramètre confocal b = 2zR,
est respectivement la demi-longueur et la longueur sur laquelle le faisceau laser a une taille
transversale inférieure ou égale à
√
2w0 [9]. Avec les paramètres du recirculateur qui sont donnés
dans la tab. 3.1 la longueur de Rayleigh à l’IP est environ 4.1 mm. Cette valeur est supérieure
de plus d’un ordre de grandeur aux tailles transversales et longitudinales des faisceaux. On est
donc dans le cas où zR  σzl. Le même raisonnement appliqué sur le faisceau d’électron, où la
longueur de Rayleigh est remplacée par la fonction amplitude β∗, aboutit aux mêmes conclusions
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(β∗  σze) [21]. Finalement on peut négliger la divergence des faisceaux et par conséquent,
approximer la forme des faisceaux par un cylindre au voisinage de l’IP (confer fig. 1.7).
3.3.3 La distance minimale entre les axes des deux faisceaux
Le fait de ne considérer que de faibles désalignements sous-entend que le waist de l’impulsion laser
a une taille constante. Ceci ajouté à l’approximation de faisceaux cylindriques à l’IP implique que
les seules variables de l’interaction sont la distance minimale entre les axes de propagation des
deux faisceaux (DMEA), l’angle de croisement φ et la synchronisation. On peut alors considérer
que le seul paramètre influençant la TASD est la DMEA si les trois conditions suivantes sont
remplies :
— l’angle de croisement φ entre les deux faisceaux peut être considéré constant,
— la distance entre le point d’interactions situé à la DMEA et le waist des deux faisceaux
est petite comparée à zR,
— les deux faisceaux se croisent temporellement à la DMEA, c’est-à-dire qu’il n’y a pas de
désynchronisation entre les faisceaux.
À la vue des paramètres géométriques du recirculateur et dans le cadre de petits désalignements
les deux premières conditions sont immédiatement satisfaites. La synchronisation entre les deux
faisceaux peut être obtenue au moyen de la rotation des MPS décrite dans la sect. 3.1.2. De cette
façon la troisième condition est toujours supposée valide sauf mention contraire.
La TASD relative en fonction de la DMEA est représentée sur la fig. 3.16 pour un ensemble de 400
simulations. Nous avons simulé les faibles désalignements en ne considérant que des défauts de
parallélisme des MPS tel que ∆ε′ = 10 µrad (soit ∆ε ≈ 3.8 µrad) avec la procédure d’alignement
définie dans la sect. 3.3.1. Il faut noter que les autres surfaces optiques, telles que les miroirs
paraboliques ou le miroir d’injection M0 (voir fig. 3.5), sont parfaitement alignées. Pour faire
usage de la notation de l’éq. (3.46) introduite précédemment, l’ensemble des simulations peut
s’écrire ξ400 (3.8 µrad ; 0 ; 0).
La TASD relative est dans ce cas obtenue par le rapport entre la quadruple intégrale de la
luminosité donnée par l’éq. (1.28) du recirculateur désaligné et celle du système parfait. Le
résidu entre la TASD relative des points simulés et un ajustement gaussien est en moyenne de
−0.03 % avec un écart-type de 0.05 %. L’ajustement gaussien des données simulées nous permet
d’accélérer le calcul de la TASD relative en utilisant sa relation avec la DMEA.
Ainsi nous nous affranchissons du calcul fastidieux des quadruples intégrales, et des simulations
de CodeV au bénéfice d’un tracé géométrique (cf. annexe C.1.1). Les représentations du recir-
culateur sous CodeV et avec notre code de tracé de rayons sont montrées sur la fig. 3.17. On
a représenté une vue isométrique, comme celle de la fig. 3.5 obtenue avec CodeV et une vue
projetée dans le plan xz obtenue avec notre code de tracé de rayons (voir annexe C). On peut
constater une excellente adéquation entre notre code et celui de CodeV.
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Figure 3.16 – La TASD relative en fonction de la distance minimale entre les axes de
propagation des faisceaux d’électrons et laser (DMEA). Les points simulés sont obtenus
pour ξ400 (3.8 µrad ; 0 ; 0) (cf. éq. (3.46)). Un ajustement gaussien des données est aussi
représenté. Le résidu entre la TASD relative des points simulés et l’ajustement gaussien
est en moyenne de −0.03 % avec un écart-type de 0.05 %.
(a) (b)
Figure 3.17 – Différentes représentations du recirculateur d’ELI-NP-GBS : (a) en vue
isométrique obtenue avec le logiciel CodeV et (b) en vue projetée sur le plan xz obtenue
avec notre code de tracé de rayons (cf. annexe C). Tous les passages sont aussi représentés
(traits rouges).
On peut noter que si l’on considère ∆Θ 6= 0 ou ∆Ξ 6= 0 alors les désalignements deviennent assez
importants pour changer la taille du faisceau à l’IP générant une grosse dispersion des points
autour de l’ajustement gaussien. Malgré cette dispersion la tendance reste la même comme le
montre la fig. 3.20(c). Nous verrons dans la sect. 3.5 que cette dispersion n’a pas d’influence
notable sur les performances atteintes par le recirculateur.
3.3.4 La synchronisation
Nous venons de voir que la TASD, dans l’approximation de faisceaux cylindriques et de petits
désalignements, ne dépend que de la DMEA et de la synchronisation. Dans la sect. 3.1.2 on a
montré que les MPS peuvent assurer la synchronisation entre les deux faisceaux indépendamment
pour chaque passage par le biais d’une rotation autour de leur axe Γ (cf. fig. 3.3). On déduit de la
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fig. 3.6 et des paramètres des MPS donnés dans la tab. 3.1 qu’une rotation de 20 mrad introduit
un délai d’environ 2 ps et une différence de walk-off de 1.5 mm. La petite déviation du faisceau
engendrée est négligeable en comparaison de la taille des optiques ΦM de plusieurs dizaines de
millimètres. Ceci est confirmé par des simulations optiques obtenues avec CodeV, qui montrent
également qu’il n’y a aucun rognage du faisceau laser supplémentaire. On peut remarquer sur la
fig. 3.18 que la fonction liant la TASD relative au délai ∆t entre les faisceaux d’électrons et laser
est gaussienne.
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Figure 3.18 – La TASD relative en fonction du délai de synchronisation ∆t entre le
faisceau laser et le faisceau d’électrons. On peut noter que la forme de la fonction est
gaussienne.
3.3.5 Résumé
Nous avons vu pour de faibles désalignements que le faisceau d’électrons et le faisceau laser
peuvent être considérés comme étant cylindriques à l’IP. Il en résulte que la TASD ne dépend
plus que de la DMEA et de la synchronisation. Cette dépendance de la TASD en fonction de la
synchronisation ou de l’alignement est gaussienne dans les deux cas. De plus nous avons introduit
une méthode nécessaire pour l’alignement du parallélisme des MPS dans le but de préserver les
pertes de TASD à un niveau raisonnable.
3.4 Outils d’alignement et de synchronisation du recirculateur
À partir des fig. 3.16 et 3.18, il est possible de fixer les ordres de grandeur des tolérances d’aligne-
ment et de synchronisation, afin de garder les pertes de TASD en dessous de quelques pourcents.
Pour atteindre cet objectif, on doit garantir une synchronisation à quelques centaines de femtose-
condes et un alignement tel que la DMEA soit inférieure à quelques micromètres. C’est pourquoi
il est impératif d’être en mesure d’estimer la synchronisation et l’alignement du faisceau laser
sur le faisceau d’électrons à ces échelles. Cette section est consacrée aux méthodes d’estimation
et de mesure de la synchronisation et de l’alignement développées pour ELI-NP-GBS.
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3.4.1 Alignement du recirculateur
L’alignement du recirculateur a pour objectif, de minimiser la DMEA et ainsi augmenter la
TASD, pour chaque passage à l’IP. En principe il est possible de calculer la DMEA par le biais
de la reconstruction de la trajectoire du faisceau laser et de la connaissance de la position du
faisceau d’électrons. La reconstruction de la trajectoire du faisceau laser est obtenue par la mesure
de sa position dans un plan transversal xy à différentes coordonnées en z (cf. fig. 3.5). Dans les
faits, le système de détection nécessaire à cette mesure semble incompatible avec les exigences
de vide (5× 10−8 mbar) ou de précision (quelques micromètres) requises. Il faut alors trouver un
estimateur plus facilement mesurable.
3.4.1.1 Distance transversale au barycentre
La distance entre le faisceau laser et le faisceau d’électron dans un plan quelconque est par
définition plus grande ou égale à la DMEA. Donc si nous mesurons la position relative de tous
les passages dans un plan transversal xy et considérons que le faisceau d’électrons passe au
barycentre de ces positions, nous sommes en mesure d’estimer la DMEA et in fine la TASD
en fonction de cette distance transversale au barycentre (DTB). La mesure de la DTB peut
facilement être obtenue de la façon suivante :
1. un faisceau laser est injecté dans le recirculateur et y recircule normalement,
2. une fine pellicule orientée à 45◦ par rapport à l’axe optique des paraboles prélève une
infime partie du faisceau laser (≈ 0.5 %) à chaque passage,
3. soit les prélèvements sont enregistrés tous ensembles (image des 32 passages) avec une
simple caméra (charge-coupled device : CCD), soit indépendamment les uns des autres (une
image par passage) avec une CCD résolue en temps (intensified time-gated CCD : ICCD)
accompagnée de son système de contrôle (générateur de délai et déclencheur électronique).
Le système d’imagerie est conçu de manière à ce que le plan objet (le plan que l’on image) soit
perpendiculaire à l’axe z, son schéma de principe est donné sur la fig. 3.19. De cette image nous
obtenons la position (xn ; yn) du passage n dans ce plan et sa DTB :
DTBn =
√√√√√
xn − 1
Npass
Npass∑
i=1
xi
2 +
yn − 1
Npass
Npass∑
i=1
yi
2 (3.47)
La comparaison entre la fig. 3.20(a) et la fig. 3.20(b), qui représentent la relation entre TASD
et DTB pour différentes positions du plan transversal, démontre que la DTB reste un très bon
estimateur de la TASD en z = 100 µm, malgré une plus grande sensibilité en z = 0 µm. Ceci
prouve que le positionnement du plan de mesure de la DTB n’est pas critique, mais pour obtenir
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Figure 3.19 – Schéma de principe des outils d’alignement et de synchronisation du re-
circulateur. Il est représenté le faisceau laser recirculant (traits verts pleins), le faisceau
laser de référence cadencé sur la RF des électrons (traits interrompus fins), la fine pel-
licule de prélèvement, le système d’imagerie (objectif, CCD, ICCD avec son générateur
de délai et son déclencheur électronique).
la plus grande corrélation entre TASD et DTB il est préférable de positionner le plan transversal
en z = 0 µm (c’est-à-dire à l’IP). D’un point de vue expérimental la DTB est un estimateur
robuste, car sa mise en œuvre ne nécessite pas un alignement très précis de la pellicule, et il est
facilement mesurable par le biais d’un système d’imagerie.
3.4.1.2 Algorithme d’alignement
Pour obtenir la meilleure TASD nous devons agir sur les sept degrés de liberté définis dans la
sect. 3.3.2, à savoir les trois translations de M2, les deux rotations de M2 et les deux rotations
de M0, pour minimiser la DTB de chacune des Npass circulations. Cette procédure peut s’avérer
vite fastidieuse du fait que les Npass circulations sont couplées de façon non linéaire par les
miroirs paraboliques. Afin de simplifier la procédure il est préférable de considérer la distance
transversale au barycentre moyenne de tous les passages :
〈DTB〉 = 1
Npass
Npass∑
n=1
DTBn. (3.48)
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Figure 3.20 – La distance transversale au barycentre pour chaque passage en fonction
de la TASD relative pour différentes positions du plan de référence : (a) z = 0 µm,
(b) z = 100 µm, pour ξ400 (3.8 µrad ; 0 ; 0). (c) La distance transversale moyenne
au barycentre sur tous les passages d’une recirculation en fonction de la TASD re-
lative en z = 0 µm, pour ξ400 (3.8 µrad ; 0 ; 0), la petite zone en bas à droite et
ξ3200 (3.8 µrad ; 20 µrad ; 20 µm), la grande zone en haut à gauche.
La relation entre la 〈DTB〉 et la TASD relative est donnée dans la fig. 3.20(c). On peut remarquer,
qu’imposer une valeur de 〈DTB〉 minimale permet d’assurer une TASD relative maximale. Nous
avons mis au point un algorithme qui a la tâche de trouver les valeurs des sept degrés de liberté
qui minimisent la valeur de 〈DTB〉. Pour nos simulations nous avons choisi d’utiliser la méthode
« simplex » de Nelder-Mead [103] dont les propriétés de convergence ont été décrites dans la
réf. [104].
3.4.2 La synchronisation du recirculateur
Une fois le recirculateur aligné nous pouvons nous consacrer à sa synchronisation. Le but de la
synchronisation est de faire coïncider en temps l’impulsion laser à chaque passage sur les paquets
d’électrons, à la DMEA.
La synchronisation de deux évènements entre eux est une pratique courante. Malheureusement,
la synchronisation entre une impulsion laser et une référence électronique, avec une photodiode
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suivie d’une rétroaction électronique ou informatique sur l’oscillateur laser ne permet pas d’ob-
tenir une synchronisation à mieux que quelques dizaines de picosecondes. Ceci est dû au fait que
les photodiodes les plus rapides sont limitées par leur temps de réponse de l’ordre de la dizaine
de picosecondes. Pour atteindre une synchronisation de l’ordre de la centaine de femtosecondes
nous avons dû mettre en place une méthode optique.
Lorsque la synchronisation d’un faisceau laser a besoin d’être en dessous de la picoseconde, il est
courant d’utiliser un auto-corrélateur optique. Cet instrument fonctionne sur un phénomène d’op-
tique non-linéaire : le mélange de fréquences, par exemple le doublage de fréquence (confer [73]).
Un auto-corrélateur mesure donc indirectement la synchronisation des deux impulsions au travers
de l’intensité du second harmonique qu’elles génèrent. Le second harmonique est produit unique-
ment lorsque les deux impulsions se recouvrent spatio-temporellement dans le cristal non-linéaire.
Par conséquent, la précision sur la synchronisation est dépendante de la durée des impulsions.
Il est alors possible d’augmenter la précision de la synchronisation en utilisant des impulsions
lasers plus courtes temporellement pour réduire le temps pendant lequel elles se croisent dans le
cristal non-linéaire.
La technique utilisant le second harmonique, ou de manière plus générale le mélange paramétrique
de deux faisceaux [73], a été étudiée pour la synchronisation du recirculateur d’ELI-NP-GBS.
Malheureusement l’épaisseur du cristal non-linéaire, de l’ordre du millimètre, nécessaire pour
produire le second harmonique est trop importante. La plupart des cristaux non-linéaire ont un
indice de réfraction très grand ce qui augmente l’angle de réfraction et le temps de propagation
du faisceau. Au final, lors du retrait du cristal pour le fonctionnement normal du recirculateur
nous introduirions une désynchronisation dans le meilleur des cas et un désalignement optique
irrémédiable dans le pire des cas. La désynchronisation provient du temps de propagation dans
le cristal qui peut être compensé, et d’un désalignement induit par la biréfringence du cristal
non-compensable. De plus, le recirculateur présente une symétrie cylindrique ce qui rend problé-
matique l’accord de phase dans le cristal non-linéaire (l’orientation du cristal par rapport aux
faisceaux incidents). Pour finir un dernier inconvénient est la perte de puissance lors du doublage
qui s’accumule tout au long de la recirculation rendant difficile la mesure de l’intensité produite
aux derniers passages.
Tous les inconvénients de la synchronisation basée sur le mélange paramétrique nous ont conduit
à mettre en œuvre une autre solution. L’interférence de deux faisceaux peut aussi nous donner une
information sur la synchronisation de deux impulsions lasers, comme détaillée dans le chap. 4.3.
Se servir d’une mesure interférentielle a aussi l’avantage d’utiliser le même système d’imagerie
que celui développé pour l’alignement (voir fig. 3.19). L’image du faisceau circulant superposé
aux impulsions d’un laser de référence cadencé sur la RF génère des interférences. Si on maximise
le contraste (la différence entre l’intensité des franges noires et l’intensité des franges blanches)
de ces interférences nous minimisons la désynchronisation entre les deux faisceaux lasers et donc
entre le recirculateur et la RF.
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Le désavantage de cette technique est qu’elle est faite dans le même plan pour tous les passages.
Comme nous l’avons vu dans la sect. 3.3.3, la véritable synchronisation (celle qui maximise la
TASD) est obtenue à la DMEA. Par conséquent, une fois le recirculateur synchronisé, très proche
de la DMEA (pour rappel nous sommes dans l’approximation de faibles désalignements), nous
n’avons plus qu’à ajuster finement la synchronisation directement sur le flux de rayons γ. Afin de
mesurer ce flux de rayonnement, un détecteur résolu en temps, c’est-à-dire qui distingue chaque
passage, a été spécialement conçu pour le recirculateur d’ELI-NP-GBS.
Pour finir, on peut noter que les interférences peuvent aussi avoir lieu dans un plan hors-champ,
autrement dit à distance de l’IP. La synchronisation sur un plan hors-champ n’entraîne qu’un
délai du premier passage car la période de circulation, considérée du plan d’imagerie au retour
à ce plan, est indépendante de sa position sur l’axe z. En d’autres termes, nous ne sommes
intéressés que par la synchronisation de la fréquence de recirculation (répétition des passages à
l’IP). La phase d’arrivée du premier passage peut facilement être compensée par la connaissance
de la position du plan d’imagerie ou directement sur le flux de rayonnement γ du premier passage.
Le fait d’insérer une pellicule au centre du système a une influence sur l’alignement et la syn-
chronisation qu’il ne faut pas négliger. La géométrie du recirculateur est de symétrie cylindrique
ce qui implique l’impossibilité de trouver une orientation pour la pellicule permettant une inci-
dence nulle de tous les passages. Dès lors il existe un angle de réfraction au sein de la pellicule
générant un walk-off du faisceau à chaque passage qui produit un désalignement au moment du
retrait de la pellicule (comme pour le cristal non-linéaire). L’influence d’une pellicule de 2 µm
d’épaisseur d’indice de réfraction ≈ 1.51 à un angle de 45◦ par rapport à l’axe z, a été simulée
avec CodeV. Il ne résulte pas d’effet notable sur un système aligné : 〈DTB〉 ≈ 0.7 µm et une
désynchronisation en dessous de 90 fs aisément compensable.
Par l’intermédiaire d’un système d’imagerie, composé d’une fine pellicule, d’un transport d’image,
d’un objectif et d’une caméra, il est possible d’estimer et de mesurer l’alignement et la synchroni-
sation du recirculateur. Les outils décrits dans ce chapitre sont adaptés à notre système mais ils
ne sont pas forcément optimaux. Ils ont uniquement la prétention d’être simples, faciles à mettre
en œuvre et relativement bon marché.
3.5 Tolérances et performances attendues du recirculateur
Nous pouvons maintenant définir les tolérances nécessaires aux bonnes performances du système.
Dans la grande majorité des cas les tolérances sont intimement liées aux méthodes d’alignement
utilisées. Dans cette section nous allons déterminer les tolérances sur le parallélisme des MPS
et l’alignement des miroirs M0 et M2. Nous définirons ces tolérances en nous basant sur leur
faisabilité et en minimisant les pertes de TASD qu’elles génèrent.
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3.5.1 Tolérances de parallélisme des MPS
Pour commencer nous avons estimé les tolérances nécessaires pour le parallélisme des MPS.
Comme nous l’avons vu dans la sect. 3.3.1, les défauts de parallélisme des MPS engendrent un
désalignement du recirculateur (voir fig. 3.13), qui à son tour génère une désynchronisation. Cette
désynchronisation se comprend en considérant qu’un désalignement change le chemin optique et
par conséquent la longueur d’une circulation n’est pas forcément toujours la même et a fortiori le
temps de parcours de l’impulsion laser. La relation entre la tolérance de parallélisme ∆ (définie
dans la sect. 3.3.1.2) et la désynchronisation ∆t est représentée sur la fig. 3.21.
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Figure 3.21 – La désynchronisation ∆t entre le faisceau laser et le faisceau d’électrons
en fonction du défaut de parallélisme moyen ∆ε sur les MPS. La moyenne de ∆t pour
l’ensemble de simulations ξ5000 (∆ε ; 0 ; 0) avec ∆ε = [0.9 ; 1.9 ; 2.8 ; 3.8 ; 4.7 ; 5.7] µrad
est représentée par les points noirs reliés par le trait en pointillé. L’écart-type et les
valeurs extrémales sont indiqués de chaque côté des points, respectivement par les barres
d’erreurs bleues à droite et rouges à gauche.
Pour garder les pertes de TASD induites uniquement par le défaut de parallélisme des MPS en
dessous de 10 % (cf. fig. 3.13) et une désynchronisation au maximum de 1.5 ps, nous devons
imposer la tolérance suivante : ∆ε ≤ 3.8 µrad, ou en terme de dépointé ∆ε′ ≤ 10 µrad. Il est
nécessaire d’imposer un maximum de désynchronisation admissible pour éviter une rotation trop
importante des MPS et donc un rognage du faisceau laser.
3.5.2 Tolérances d’alignement des miroirs paraboliques et d’injection
Nous avons ensuite estimé les pertes induites uniquement par l’alignement des miroirs M0 et
M2 (les sept degrés de liberté). Pour rappel le miroir parabolique M1 est pris pour référence. La
TASD relative et la désynchronisation en fonction de la tolérance de pré-alignement sont données
dans la fig. 3.22. L’influence (sur 3000 simulations) d’un pré-alignement pour différentes valeurs
de ∆Θ et ∆Ξ avec des MPS considérés parfaits (∆ = 0 µrad) y est représentée. Pour chaque
passage à l’IP nous calculons, la désynchronisation entre le paquet d’électrons et l’impulsion
laser, ainsi que la TASD relative grâce à la DMEA. Contrairement au défaut de parallélisme des
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MPS, le pré-alignement influe beaucoup plus sur la TASD que sur la synchronisation. Avec moins
de 10 % de pertes sur la TASD et une désynchronisation au maximum de 1.5 ps, la tolérance
sur l’alignement des miroirs doit être de l’ordre de 5 µrad sur les orientations et 5 µm sur les
positions. De telles tolérances sont impossibles à tenir pour les constructeurs qui utilisent des
techniques d’alignements classiques (machine à mesurer tridimensionnelle, laser tracker, etc.),
d’où l’importance de la procédure d’alignement du recirculateur décrite dans la sect. 3.4.1.
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Figure 3.22 – (a) la TASD relative et (b) la désynchronisation ∆t en fonction de la
tolérance de pré-alignement. La moyenne sur 3000 simulations de ces variables est re-
présentée par les points noirs, pour différentes valeurs de ∆Θ et ∆Ξ. L’écart-type et les
valeurs extrémales sont indiqués de chaque côté des points, respectivement par les barres
d’erreurs bleues à droite et rouges à gauche.
À partir d’un pré-alignement il est nécessaire d’amener le système à un alignement des miroirs
meilleur que 5 µrad sur les orientations et 5 µm sur les positions. Dans ce cas, comme le montre
la fig. 3.22(b), on peut négliger la désynchronisation due aux désalignements résiduels.
Pour tester la méthode d’alignement dans des conditions les plus proches de la réalité, nous
allons considérer les défauts de parallélisme en même temps que le pré-alignement. Nous allons
ainsi voir comment l’algorithme d’alignement (cf. sect. 3.4.1) converge pour différentes valeurs de
tolérances de pré-alignement lorsque la procédure d’alignement en cascade des MPS est utilisée.
Nous fixons la tolérance sur le parallélisme des MPS à ∆ε = 3.8 µrad, ce qui est la limite
supérieure requise obtenue dans la sect. 3.5.1. Afin de prendre en compte le pas des moteurs
nous allons dans un premier temps discrétiser chaque degré de liberté. Autrement dit, lors de la
minimisation faite par l’algorithme simplex, les valeurs que pourront prendre les sept degrés de
liberté (les trois translations et quatre rotations) seront discrètes. Nous avons choisi comme pas
de discrétisation : 1 µm pour les translations et 1 µrad pour les rotations, ce qui correspond à
l’ordre de grandeur des pas de moteurs standards.
Nous avons simulé deux tolérances de pré-alignement différentes : une sévère avec ∆Θ = 20 µrad
et ∆Ξ = 20 µm et une plus relâchée et facilement accessible avec ∆Θ = 100 µrad et ∆Ξ =
100 µm. Les résultats sont donnés dans la fig. 3.23, où les distributions des TASD relatives de
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ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) et de ξ1200 (3.8 µrad ; 100 µrad ; 100 µm) sont montrées avant
et après la procédure d’alignement. La TASD relative de départ est respectivement pour les deux
ensembles, de 73 % en moyenne avec un écart-type de 15 % et 22 % en moyenne avec un écart-
type de 15 %. Après convergence de l’algorithme la TASD relative est de 98 % en moyenne pour
les deux ensembles avec un écart-type de 0.6 % pour ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) et 0.5 %
pour ξ1200 (3.8 µrad ; 100 µrad ; 100 µm). Les performances finales obtenues sont équivalentes, ce
qui démontre la grande robustesse de notre procédure d’alignement au pré-alignement et à la
discrétisation des degrés de liberté.
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Figure 3.23 – La TASD relative avant et après la procédure d’alignement (a) pour
ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) et (b) pour ξ1200 (3.8 µrad ; 100 µrad ; 100 µm). Les si-
mulations sont faites en discrétisant les sept degrés de liberté par : 1 µm pour les trois
translations et 1 µrad pour les quatre rotations.
Il est important de noter que nous avons demandé à l’algorithme de ne pas minimiser uniquement
〈DTB〉 mais aussi la distance dbary du barycentre à une position cible donnée. Plus précisément,
si les deux valeurs 〈DTB〉 et dbary sont exprimées dans la même unité, notre algorithme cherche
à minimiser :
T = 〈DTB〉+ 0.1× dbary. (3.49)
Cette dernière contrainte permet de maintenir le barycentre proche de l’axe voulu du fais-
ceau d’électrons. Cette axe peut être repéré par l’intermédiaire de la fluorescence d’un cris-
tal de YAG:Ce au passage du train d’électrons ou par des références mécaniques. Sans ce
deuxième paramètre, le grand nombre de minimum locaux peut conduire la convergence de
l’algorithme sur un point très éloigné de l’axe du faisceau d’électrons. Par exemple, pour
ξ1200 (3.8 µrad ; 100 µrad ; 100 µm) nous avons utilisé exactement les mêmes séries de MPS
que pour ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) (plus exactement les 1200 premières), donc l’ali-
gnement théorique optimal est le même. À l’issue de la procédure de minimisation (avec la
position cible à l’origine de notre repère) le barycentre est situé à 60 µm de l’origine pour
ξ1200 (3.8 µrad ; 100 µrad ; 100 µm) et 14 µm pour ξ2500 (3.8 µrad ; 20 µrad ; 20 µm). La procé-
dure est donc robuste à un mauvais désalignement initial. Cela démontre également qu’il existe
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un large ensemble de solutions viables la rendant aussi robuste vis à vis d’autres défauts du
système (les états de surface des miroirs).
Finalement la position du barycentre peut être choisie de façon arbitraire grâce à la pluralité des
solutions pour l’alignement. La précision sur la position du barycentre peut vraisemblablement
être améliorée en modifiant légèrement la procédure d’alignement (changer le poids pour la
position du barycentre, changer d’algorithme de minimisation, changer les étapes de l’alignement,
etc.). Nous devons maintenant tester la procédure avec des simulations plus réalistes au niveau
des moteurs en prenant en compte la répétabilité du moteur.
3.5.3 Tolérances sur les moteurs
Un moteur est composé d’un ensemble mécanique contrôlé par une électronique dédiée. Ces deux
composants ont des incertitudes intrinsèques sur leur fonctionnement théorique. Par exemple
la mécanique possède des jeux induisant des hystérésis dans la position du moteur ou encore
l’électronique de lecture génère des incertitudes sur la position mesurée. Tous ces défauts induisent
que la position des moteurs atteinte n’est pas celle demandée par l’utilisateur ni même celle lue
par les capteurs de position. Les plus faibles incertitudes sont obtenues avec des moteurs en
boucle fermée sur un capteur de position permettant une rétroaction. Ainsi, l’incertitude entre
la position demandée et la position atteinte est réduite à celle provenant des capteurs.
Pour simplifier le modèle théorique du moteur nous considérerons uniquement des moteurs en
boucle fermée. L’erreur de positionnement, induite par le capteur, entre la position demandée et
la position réellement atteinte par le moteur, sera décrite par une loi normale. Cette distribution
est centrée sur le pas du moteur le plus proche de la position demandée et d’écart-type variable
dépendant du capteur utilisé. Pour une incertitude de positionnement d’écart-type σrep et une
discrétisation de µ nous avons la densité de probabilité de positionnement Xpos suivante :
f(Xpos) =
1
σrep
√
2pi
e
− 1
2
(
Xpos−g(x)
σrep
)2
, (3.50)
avec :
g(x) =
x+ µ− (x mod µ) si
µ
(x mod µ) < 2
x− (x mod µ) si µ(x mod µ) ≥ 2
, (3.51)
où x est la position souhaitée. Avec ce modèle simple qui décrit la répétabilité du moteur nous
pouvons prendre en compte l’incertitude de mesure du capteur ainsi que la résolution du moteur.
Les simulations de la sect. 3.5.2 sont effectuées à nouveau en ajoutant cette incertitude de
positionnement. Nous avons considéré, µ = 1 µm pour les translations et µ = 1 µrad pour les
rotations. Les résultats sur les performances en terme de TASD relative pour les deux en-
sembles, ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) et ξ1200 (3.8 µrad ; 100 µrad ; 100 µm), sont présentés
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sur la fig. 3.24. La figure représente la valeur médiane ainsi que l’écart interquartile de la TASD
relative de chaque ensemble pour différentes incertitudes σrep [105]. Les écarts-types des incerti-
tudes sur le positionnement simulés sont σrep,∆ = [0 ; 0.1 ; 0.3 ; 0.5 ; 1 ; 2] µm pour les translations
et σrep,θ = [0 ; 0.1 ; 0.3 ; 0.5 ; 1 ; 2] µrad pour les rotations. Nous avons exécuté une seconde fois
l’algorithme d’alignement lorsque la TASD relative est en dessous de 98 % après la première ten-
tative. La seconde tentative prend pour point de départ le résultat de la première tentative. On
peut constater qu’après la seconde tentative le gain est significatif lorsque les incertitudes sur le
positionnement sont grandes. On a relevé que la position du barycentre ne suit pas de tendance
particulière en fonction de σrep, mais se situe en moyenne à quelques dizaines de micromètres de
l’origine.
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Figure 3.24 – La TASD relative après la procédure d’alignement (a) pour ξ2500 (3.8 µrad ;
20 µrad ; 20 µm) et (b) pour ξ1200 (3.8 µrad ; 100 µrad ; 100 µm). Les valeurs médianes
des données sont représentées par les points noirs, pour les différentes valeurs de
(σrep,∆ ; σrep,θ). L’écart interquartile est indiqué respectivement par les barres d’erreurs
bleues à droite des points de la première tentative et rouges à gauche des points de la
seconde tentative [105].
Afin d’estimer l’influence de σrep sur la convergence de l’algorithme nous avons calculé la conver-
gence relative Trel = T −TfTf , où Tf est la valeur finale de T atteinte par l’algorithme de minimisa-
tion (cf. éq. (3.49)). La fig. 3.25 représente Trel en fonction du numéro d’itération de l’algorithme.
Il faut noter qu’on a limité l’algorithme à 1400 itérations au maximum par tentative. On peut
constater que plus l’incertitude σrep est élevée, plus l’algorithme converge lentement. De façon
générale plus le nombre d’itérations est élevé plus les moteurs vont s’échauffer. Cela peut être un
problème sous vide ce qui nous oblige à réduire le nombre d’itérations maximal de l’algorithme.
De plus, on peut noter qu’il est possible de trouver des résultats d’itérations intermédiaires
meilleurs que le résultat final (zone telle que Trel < 0).
En conclusion, pour obtenir une convergence optimale de l’algorithme en terme de nombre d’itéra-
tions et de résultats finaux il est nécessaire d’avoir une incertitude de positionnement des moteurs
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la plus faible possible. Afin d’avoir une TASD relative finale supérieure à 97 %, il faut une in-
certitude de positionnement des moteurs inférieure à 0.5 µm pour les translations et inférieure à
0.5 µrad pour les rotations (en écart-type).
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Figure 3.25 – La convergence relative Trel en fonction du numéro d’itération de l’al-
gorithme pour certains points de la fig. 3.24 : (a) ξ2500 (3.8 µrad ; 20 µrad ; 20 µm)
avec (σrep,∆ ; σrep,θ) = (0 µm ; 0 µrad), (b) ξ1200 (3.8 µrad ; 100 µrad ; 100 µm)
avec (σrep,∆ ; σrep,θ) = (0 µm ; 0 µrad), (c) ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) avec
(σrep,∆ ; σrep,θ) = (0.5 µm ; 0.5 µrad), (d) ξ1200 (3.8 µrad ; 100 µrad ; 100 µm) avec
(σrep,∆ ; σrep,θ) = (0.5 µm ; 0.5 µrad), (e) ξ2500 (3.8 µrad ; 20 µrad ; 20 µm) avec
(σrep,∆ ; σrep,θ) = (2 µm ; 2 µrad) et (f) ξ1200 (3.8 µrad ; 100 µrad ; 100 µm) avec
(σrep,∆ ; σrep,θ) = (2 µm ; 2 µrad). La zone grisée représente l’étendue des résultats pour
chaque itération (elle est bornée par les résultats maximaux et minimaux).
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3.6 Polarisation du faisceau laser et des rayons γ
Il est demandé dans le cadre d’ELI-NP-GBS que le faisceau de rayons γ puisse avoir une polari-
sation variable (cf. annexe A). Par exemple il doit être polarisé circulairement pour la création
de positrons polarisés ou avoir une polarisation rectiligne d’orientation variable afin de faire des
études de bruit de fond [41, 100]. De plus le degré de polarisation des rayons γ doit être supérieur
à 95 %. Nous allons voir ici comment la polarisation du faisceau laser en entrée du recirculateur
est transportée jusqu’à l’IP puis comment elle est transmise au faisceau de rayons γ.
3.6.1 Conception des revêtements des miroirs du recirculateur
Nous allons commencer par décrire les miroirs du recirculateur, et plus précisément leur revête-
ment. Pour atteindre de hautes réflectivités (proches de 1), nous devons utiliser des miroirs avec
un revêtement diélectrique composé de multicouches (cf. annexe B). À la vue des paramètres du
faisceau laser au cours de la recirculation (taille des waists et longueur d’onde) donnés dans la
tab. 3.1, nous pouvons appliquer l’approximation paraxiale et utiliser les formalismes de Jones
(cf. annexe A) et des matrices ABCD (cf. sect. C.1.2), pour modéliser l’effet des multicouches
sur la polarisation.
Nous avons simulé ce type de revêtements en empilant des couches d’épaisseur optique quart-
d’onde, auxquelles nous avons ajouté une couche de protection d’indice de réfraction bas, d’épais-
seur demi-onde, avant la première couche d’indice de réfraction haut. Lors de cette étude nous
avons considéré plusieurs matériaux diélectriques standards pour les multicouches, à savoir la
combinaison Ta2O5/SiO2, ZrO2/SiO2 et HfO2/SiO2 avec un substrat en silice fondue (FS : Fu-
sed Silica) à chaque fois. Les indices de réfraction sont la plupart du temps obtenus grâce aux
lois de Sellmeier ou de Cauchy [106], ils sont résumés dans la tab. 3.2. Avant tout il faut fixer
le nombre N de doubles couches tel que la réflectivité soit & 99.98 % pour les ondes s et p. J’ai
choisi d’utiliser le couple Ta2O5/SiO2 qui est courant pour les revêtements multicouches à haute
tenue au flux [107, 108]. Il ne nécessite que N = 11 doubles couches, pour obtenir la réflectivité
que nous nous sommes fixée.
La fig. 3.26 montre la réflectivité de l’onde s et p en fonction de l’angle d’incidence θ0, pour un
revêtement conçu pour un angle d’incidence de 22.5◦ (angle pour lequel l’épaisseur optique des
couches vaut λ/4). Pour illustrer le déphasage induit entre l’onde ondes s et p, on montre aussi le
degré de polarisation circulaire C après une réflexion sur le revêtement pour un faisceau incident
polarisé suivant
−→
J = (−→s +−→p ) /√2. On peut constater qu’une variation de l’angle d’incidence
sur les miroirs engendre une perte de réflectivité et une augmentation de C après la réflexion.
Lors de la recirculation, les centaines de réflexions sur les miroirs, que subit le faisceau laser,
vont accumuler ces effets et provoquer un changement de la polarisation, définie en entrée du
recirculateur, à l’IP. Dans la suite on s’intéressera au transport du degré de polarisation linéaire
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Matériau indice de réfraction Nombre deà 515 nm double couches
Ta2O5 2.14 11
ZrO2 2.17 11
HfO2 1.96 15
SiO2 1.46 -
FS 1.46 -
Table 3.2 – Tableau récapitulatif des indices de réfraction à 515 nm pour les différents
matériaux utilisés, et le nombre de doubles couches nécessaire pour obtenir la réflectivité
voulue, dans l’étude des revêtements des miroirs d’ELI-NP-GBS.
L ou circulaire C. Pour la polarisation linéaire on étudiera aussi le transport de son orientation
définie par l’orientation du champ électrique
−→
E .
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Figure 3.26 – (a) la réflectivité des ondes s et p et (b) le degré de polarisation circu-
laire C, en fonction de l’angle d’incidence θ0 sur la première couche. Le revêtement de
composition Ta2O5/SiO2 est conçu pour un angle d’incidence de 22.5◦.
3.6.2 Polarisation du faisceau laser à l’IP
Pour étudier les effets des revêtements diélectriques sur la polarisation à l’IP nous avons simulé
les réflexions d’un faisceau laser sur les différents miroirs du recirculateur. La composition du
revêtement est la même pour tous les miroirs, pour rappel nous utilisons des empilements quarts-
d’onde de composition Ta2O5/SiO2. Il faut noter que l’épaisseur physique des couches est adaptée
en fonction d’un angle d’incidence de conception sur chaque miroir, à savoir 3.7◦ pour les miroirs
paraboliques et 22.5◦ pour les miroirs des MPS. L’angle d’incidence réel sur ces miroirs est
légèrement différent 3.77◦ et 22.55◦ respectivement pour les miroirs paraboliques et les miroirs
des MPS, ce qui génère un changement de polarisation et permet de prendre en compte les
incertitudes lors de la fabrication des revêtements.
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Les paramètres de Stokes (cf. annexe A.4) et l’orientation de la polarisation à l’IP ont été calculés
pour différentes polarisations en entrée du recirculateur. Les résultats obtenus sont équivalents
pour une polarisation en entrée s ou p dont le repère initial est donné sur la fig. 3.5. Définissons
le changement de l’état de polarisation δP induit à l’IP lors des réflexions sur les miroirs. Il
correspond au degré de polarisation circulaire C (respectivement linéaire L) induit par le système
pour une polarisation purement linéaire (circulaire) en entrée. Il est représenté sur la fig. 3.27(a)
pour différentes polarisations en entrée. Pour obtenir cette figure, nous avons propagé dans le
recirculateur trois polarisations différentes définies par leur vecteur de Jones :
−→
Jp (polarisation
linéaire p),
−→
Js (polarisation linéaire s) et
−→
JR (polarisation circulaire droite). On constate tout
d’abord, que la valeur moyenne de δP est de l’ordre de 0.1 %, et qu’elle est bornée (forme
oscillante) due aux effets de compensation provenant de la géométrie intrinsèque du recirculateur.
La géométrie du recirculateur présente une symétrie cylindrique qui implique une rotation du
plan d’incidence sur les miroirs. La polarisation incidente dans la base locale (−→s ; −→p ) change,
homogénéisant donc le déphasage entre les deux ondes s et p. Nous avons remarqué que cette
compensation naturelle au cours de la recirculation est une caractéristique du recirculateur qui se
retrouve pour de nombreux défauts, comme pour certains désalignements ou défauts de surface
(cf. sect. 3.7).
Si l’on considère à présent une polarisation linéaire en entrée du recirculateur, on doit déterminer
l’orientation du vecteur polarisation à l’IP pour les 32 passages. Afin d’étudier les changements
d’orientation de la polarisation au cours de la recirculation, on représente sur la fig. 3.27(b) la
partie réelle du champ électrique
−→
E pour une oscillation du champ dans la base fixe (−→x ; −→y ; −→z )
du recirculateur. La figure est obtenue pour une orientation de la polarisation en entrée suivant
−→p . On voit que l’orientation de la polarisation varie au cours de la recirculation, mais par effets
géométriques elle se retrouve quasiment dans la même direction à l’IP. On déduit des fig. 3.27(a)
et 3.27(b), que le degré de polarisation circulaire C est négligeable ce qui nous permet d’exprimer
le champ électrique en fonction des angles polaire ηl et azimutal χl tels que sa direction s’écrive−→
El = (cosχl sin ηl
−→x +sinχl sin ηl−→y +cos ηl−→z ). On représente sur la fig. 3.27(c) un agrandissement
de l’orientation de la polarisation à l’IP correspondant aux points bleus de la fig. 3.27(b) en
fonction des angles polaire ηl et azimutal χl. Le changement d’orientation résiduel à l’IP est
environ ±7.5◦ qui correspond à l’angle d’incidence φ. Ces résultats ont été confirmés à l’aide du
logiciel CodeV avec des miroirs parfaits dont la matrice de Jones représentant leur réflexion est(
1 0
0 −1
)
.
L’influence des désalignements sur la polarisation a été estimée avec des configurations désalignées
du recirculateur. Pour ξ5000 (3.8 µrad ; 20 µrad ; 20 µm) il résulte une dégradation moyenne de
la polarisation de ≈ 0.3 % avec un écart-type de 0.2 %. Des résultats similaires ont été obtenus
avec les autres couples de matériaux pour les doubles couches, à savoir ZrO2/SiO2 et HfO2/SiO2.
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Figure 3.27 – (a) le changement de polarisation δP , pour les polarisations
−→
Jp,
−→
Js et
−→
JR en
entrée du recirculateur, en fonction du numéro de passage. (b) la trace de la partie réelle
du champ électrique dans le référentiel fixe (−→x ; −→y ; −→z ) du recirculateur, en rouge après
le premier miroir des MPS, en vert après le second miroir des MPS (équivalent à après
le miroir parabolique de collimation) et en bleu à l’IP. (c) l’orientation de la polarisation
à l’IP en fonction des angles polaire ηl et azimutal χl.
Effets de dépolarisation La dépolarisation du faisceau laser peut résulter d’une variation
de l’état de polarisation en fonction de la longueur d’onde. Pour le recirculateur d’ELI-NP-GBS,
cette variation est principalement due aux revêtements multicouches (cf. annexe B). Dans une
première approche qualitative, nous avons calculé la variation α (voir éq. (B.11)) du déphasage
entre l’onde s et p pour les revêtements en Ta2O5/SiO2 avec couche de protection, conçus pour
22.5◦ (voir fig. B.3), et nous avons considéré que toutes les réflexions se faisaient dans le même
plan. On obtient α ≈ 3.86× 10−4 ps. Ceci engendre une dépolarisation maximale, après 128
réflexions, de l’ordre de 10−4 pour un faisceau de largeur temporelle en intensité de σt = 1.5 ps (en
écart-type). Dans une seconde approche plus quantitative, nous avons pris en compte la géométrie
globale du recirculateur. À partir de la fig. 3.28 on peut constater que l’approche précédente
surestime les effets. La courbe est produite pour une polarisation en entrée du recirculateur à 45◦
entre l’onde s et p, mais des courbes similaires sont obtenues pour d’autres états de polarisation en
entrée (décalage des maxima en fonction du numéro de passage). La dépolarisation (1−V), avec
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V le degré de polarisation du faisceau (cf. éq. (A.17)), est négligeable, de l’ordre de 8× 10−7 au
maximum, et subit elle aussi l’effet de compensation provenant de la géométrie du recirculateur
au cours des passages.
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Figure 3.28 – La dépolarisation (1 − V) du faisceau laser à l’IP en fonction du numéro
de passage. La polarisation en entrée du recirculateur est à 45◦ entre l’onde s et p.
Une autre source de dépolarisation provient de la divergence du faisceau laser qui engendre des
phénomènes de polarisation croisée, lors de la propagation du faisceau ou lors de sa réflexion sur
un dioptre [109, 110]. Ce dernier phénomène provient de la variation du coefficient de réflexion en
fonction de l’angle d’incidence des différentes ondes planes qui constituent le spectre du faisceau
dans l’espace de Fourier (cf. annexe C.1.3) [110]. Le faisceau incident sur les miroirs est collimaté,
il est donc peu divergent. Nous avons calculé cet effet et trouvé qu’il est négligeable (< 10−7) [111].
3.6.3 Polarisation du faisceau de rayons γ
Une fois la polarisation du faisceau laser à l’IP connue, il est possible de calculer la polarisation du
faisceau de rayons γ produit par la diffusion Compton. Nous avons choisi de simuler l’interaction
Compton avec le logiciel CAIN (cf. annexe C.2.3) en se basant sur l’étude faite dans le cadre
de la réf. [112]. Avec les paramètres de Stokes des rayons γ et leur direction obtenus avec CAIN
nous pouvons reconstruire la polarisation de ces rayons.
Nous avons considéré un ensemble de rayons γ produits avec un faisceau laser polarisé p en entrée
du recirculateur. Le degré de polarisation L moyen (des macro-photons) est de 99.998 %, ce qui
est bien au-dessus des spécifications requises pour ELI-NP-GBS de 95 % (voir tab. 2.1). On peut
donc négliger le degré de polarisation circulaire C et exprimer la direction du champ électrique
associé au rayon γ en fonction des angles polaire ηγ et azimutal χγ :
−→
Eγ = (cosχγ sin ηγ
−→x +
sinχγ sin ηγ
−→y +cos ηγ−→z ). La distribution angulaire de la polarisation des rayons γ en fonction des
angles polaire ηγ et azimutal χγ est donnée sur la fig. 3.29. On peut remarquer sur la fig. 3.29(a)
que la distribution des rayons γ est fortement concentrée autour d’une direction perpendiculaire
à l’axe z, plus précisément pour ηγ = 90◦ et χγ = 0◦. Pour finir, la fig. 3.29(b) représente
uniquement la distribution des rayons γ avec une énergie E ≥ 0.99Emax, où Emax est l’énergie
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maximale des rayons γ produits. De cette figure on déduit que la dispersion angulaire en χγ est
de ≈ 1◦ et celle en ηγ de 0.02◦.
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Figure 3.29 – La distribution angulaire de la polarisation des rayons γ en fonction des
angles polaire ηγ et azimutal χγ , (a) pour tous les rayons γ produits, (b) uniquement
pour les rayons γ ayant une énergie E ≥ 0.99Emax.
3.6.4 Résumé
Il a été démontré dans cette section que le recirculateur conserve à l’IP la polarisation du faisceau
laser en entrée. Le changement de l’état de polarisation δP induit à l’IP par les revêtements
diélectriques multicouches des miroirs du recirculateur est de l’ordre de 0.1 %. Il est alors possible
de propager aussi bien une polarisation linéaire que circulaire, dans le but de produire des rayons
γ polarisés circulairement et ainsi permettre, par exemple, la production de positrons polarisés
[112]. De plus l’orientation de la polarisation du faisceau laser à l’IP reste quasi-constante avec
une variation de l’angle polaire de ±7.5◦ et de l’angle azimutal de 0.5◦. Ces caractéristiques de la
polarisation à l’IP engendrent un faisceau de rayons γ avec un degré de polarisation L supérieur à
99.99 % pour un faisceau laser polarisé linéairement en entrée. Les variations de l’angle polaire ηγ
de l’orientation de la polarisation des rayons γ ayant une énergie E ≥ 0.99Emax sont fortement
réduites par rapport à celles du faisceau laser à l’IP ηl passant de 7.5◦ à 0.02◦. En contrepartie
les variations de l’angle azimutal χγ sont légèrement plus grandes que celles de l’angle χl passant
de 0.5◦ à 1◦.
3.7 Contraintes sur les états de surface des miroirs
La capacité d’un système à focaliser un faisceau laser dans une zone aussi petite que possible
est fortement dépendante de la qualité de surface des éléments optiques mis en jeu. De plus
l’état de surface de ces optiques est la première cause de diffusion du faisceau laser, et par
conséquent de la baisse de réflectivité. La prise en compte et la simulation de ces états de surface
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est donc primordiale pour estimer les performances de notre système optique. Malheureusement
la définition de la qualité de surface est un problème récurrent dans la conception de systèmes
optiques car il n’existe pas de spécification unique de cette qualité. Ceci est lié au fait que chaque
polisseur a sa propre façon de spécifier la qualité requise pour une optique. L’un préférera spécifier
l’écart à la forme parfaite attendue, un autre préférera spécifier les qualités du faisceau laser
après la réflexion. C’est pour cela que le processus de spécification des optiques doit s’appuyer
sur une bonne cohérence entre les besoins des utilisateurs et les définitions du polisseur. Nous
développerons ici uniquement les aspects théoriques à la définition de la qualité d’une optique.
Nous ne décrirons que les outils conceptuels et les simulations qui permettent de définir les
qualités de surface nécessaires pour atteindre les performances requises pour ELI-NP-GBS. Nous
développerons les moyens de mise en œuvre de ces spécifications dans la sect. 4.1.1.
Habituellement les polisseurs requièrent que l’on spécifie l’écart à la forme parfaite de l’optique.
Les défauts de surface peuvent être vus comme une fluctuation de la surface autour de la surface
idéale. Donc nous pouvons spécifier l’écart-type σRMS (Root Mean Square) de la distribution
statistique de cette fluctuation ainsi que son excursion maximale de pic à vallée (PV) ou encore
l’écart-type du gradient de surface [113, 114]. Il est aussi possible de voir ces défauts comme du
« bruit » sur la surface. Dans ce cas nous utiliserons une description de ce bruit employée dans
le domaine du traitement du signal : la densité spectrale de puissance (PSD : Power Spectral
Density) [115, 116]. Enfin, on peut décrire la forme globale de la déformation de la surface en
l’exprimant dans la base orthogonale des polynômes de Zernike couramment utilisée en optique
pour décrire le front d’onde.
Le lien entre les défauts de surface et la qualité du faisceau laser en sortie n’est pas toujours
trivial. Ceci provient du fait que les qualités de surface sont mesurées de manière indirecte par
l’analyse du front d’onde d’un faisceau laser après réflexion sur l’optique, autrement dit par
l’intermédiaire de la qualité du faisceau après la réflexion sur l’optique [117]. Il est alors possible
de spécifier directement les performances optiques voulues, ce qui constitue une mesure directe.
Dans tous les cas, la spécification des optiques est guidée par les performances optiques comme
le rapport de Strehl, l’énergie encerclée, le profil spatial du faisceau, les déformations du front
d’onde, etc. [118].
Pour déterminer les spécifications des optiques du recirculateur d’ELI-NP-GBS nous allons suivre
la méthode introduite dans les réf. [115, 116] qui se déroule en plusieurs étapes. La première est
de définir les observables d’intérêt (les performances optiques), et leurs valeurs acceptables. La
deuxième étape consiste à déterminer les paramètres de l’optique sur lesquels on peut agir. Enfin
la dernière étape est de déterminer les spécifications des miroirs par l’intermédiaire d’une méthode
de Monte-Carlo simulant l’ensemble de la recirculation.
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3.7.1 Observables optiques du recirculateur
Pour définir nos observables, nous continuons à prendre comme référence la TASD. Nous avons vu
dans la sect. 1.1.6 que la TASD est directement proportionnelle à la luminosité L. Cette dernière
est reliée aux formes spatio-temporelles de l’impulsion laser et des paquets d’électrons, et aux
nombres de particules Ne et Nl en leur sein (cf. sect. 1.1.5). Par conséquent, si les paramètres
(tailles et Ne) du faisceau d’électron sont constants, pour estimer les pertes de TASD il nous
faut connaître l’énergie de l’impulsion laser et sa forme. L’énergie encerclée et l’imperfection du
profil, reflètent ces deux paramètres de la luminosité. On utilisera ces estimateurs pour identifier
les sources de pertes de TASD.
3.7.1.1 Énergie encerclée
La luminosité L (cf. sect. 1.1.5) peut être simplifiée pour β∗  σze et zR  σzl par :
L(w) ∝ 1√(
w
2
)2
+ σ2ye
√((
w
2
)2
+ σ2xe
)
cos2
(
φ
2
)
+
(
σ2zl + σ
2
ze
)
sin2
(
φ
2
) , (3.52)
où w est la taille du waist du faisceau laser qui est ici considéré circulaire. On peut alors exprimer
la TASD relative par le quotient L(w)/L(w0). L’énergie encerclée dans un rayon r d’un faisceau
laser de forme gaussienne circulaire est Ee(r ; w) =
(
1− exp (−2r2/w2)), où w est la taille du
waist du faisceau laser. On peut noter que l’énergie encerclée est ici en réalité l’énergie encerclée
normalisée à l’intensité du faisceau laser, soit Ee(r → +∞ ; w) = 1. L’énergie encerclée relative
pour le faisceau laser d’ELI-NP-GBS est définie comme Ee(nw0 ; w)/Ee(nw0 ; w0), où l’on a
redéfini r = nw0 directement proportionnel au waist du faisceau laser théorique avec n un
facteur de proportionnalité.
L’énergie encerclée relative et la TASD relative sont représentées sur la fig. 3.30, pour plusieurs
valeurs de n, en fonction de la taille w du faisceau laser pour w0 = 28.3 µm. La précision
obtenue en approximant la TASD relative par l’énergie encerclée relative y est aussi représentée.
Il faut noter que nous sommes intéressés par des tailles de faisceau plus grandes que w0 car les
aberrations optiques vont avoir tendance à augmenter le facteur de qualitéM2 [20]. On en déduit
que pour n = 1.25, l’estimation est très bonne avec une erreur inférieure à 2 % jusqu’à 47 µm.
Nous choisissons donc d’estimer la TASD relative par l’énergie encerclée relative dans un rayon
de r = 1.25w0. À la vue de ces résultats nous fixons notre tolérance sur l’énergie encerclée dans
1.25w0 moyennée sur les Npass à plus de 90 %, afin de préserver les pertes de TASD inférieures
à 10 %.
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Figure 3.30 – (a) la TASD relative et l’énergie encerclée Ee dans un rayon r = nw0, en
fonction de la taille du faisceau laser w. (b) l’erreur sur l’estimation de la TASD relative
avec l’énergie encerclée relative en fonction de la taille du faisceau laser w.
3.7.1.2 Imperfection du profil du faisceau laser
Afin d’estimer l’écart du profil du faisceau laser à une gaussienne parfaite, nous avons ajusté
ce profil à une forme gaussienne (pas forcément circulaire). Nous utilisons pour cela la forme
générale d’une gaussienne à deux dimensions :
G(x ; y ; A ; µx ; µy ; σx ; σy ; θ) = Ae−(a(x−µx)
2+2b(x−µx)(y−µy)+c(y−µy)2), (3.53)
avec
a =
cos2 θ
2σ2x
+
sin2 θ
2σ2y
, (3.54)
b =
sin(2θ)
4σ2x
− sin(2θ)
4σ2y
, (3.55)
c =
sin2 θ
2σ2x
+
cos2 θ
2σ2y
, (3.56)
où A est l’amplitude maximale de la fonction, σx et σy sont les écarts-types respectivement dans
la direction x et dans la direction y, µx et µy sont les moyennes respectivement dans la direction
x et y, et θ est l’angle que fait la direction x avec l’axe horizontal dans le sens trigonométrique.
L’ajustement est réalisé en minimisant le résidu R(A ; µx ; µy ; σx ; σy ; θ) entre le profil spatial
du faisceau laser P(x ; y) et l’ajustement gaussien G(x ; y ; A ; µx ; µy ; σx ; σy ; θ), à savoir :
R(A ; µx ; µy ; σx ; σy ; θ) =
+∞∫∫
−∞
|P(x ; y)− G(x ; y ; A ; µx ; µy ; σx ; σy ; θ)| dx dy
+∞∫∫
−∞
P(x ; y) dx dy
. (3.57)
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Il faut noter que l’ajustement n’optimise que les paramètres µx, µy, σx, σy et θ du mode gaussien.
L’amplitude A de la gaussienne est déterminée par la projection du profil spatial du faisceau laser
sur le mode gaussien grâce à une méthode d’inversion (cf. éq. (3.64)). Le résidu est calculé sur la
valeur absolue de la différence entre le profil spatial du faisceau laser et sa projection sur le mode
gaussien pour ne pas donner un poids trop important aux hautes intensités. Sinon, par exemple
dans le cas d’une minimisation par la méthode des moindres carrés, cela aurait pour effet néfaste
d’élargir le mode gaussien afin qu’il englobe les taches de diffraction lorsqu’il y en a. Nous ne
considérons pas ici les taches de diffraction comme appartenant au faisceau laser. De plus, le
fait de ne pas prendre une forme gaussienne prédéfinie (taille et forme du faisceau d’électrons)
permet d’éviter une trop forte sensibilité au grossissement du faisceau laser, qui est déjà prise en
compte par l’énergie encerclée.
Lorsque l’intensité du faisceau laser est discrétisée, comme pour les résultats de simulation ob-
tenus avec CodeV, les intégrales se transforment en sommes finies sur toute la zone d’échan-
tillonnage. Un exemple de décomposition du profil spatial du faisceau laser est donné dans la
fig. 3.31. On constate bien une différence (P − G) 6= 0 liée aux défauts du faisceau laser. Nous
choisissons alors comme second estimateur le résidu R qui représente l’imperfection du profil
spatial. Il est nul lorsque le faisceau laser est parfaitement gaussien et vaut l’unité lorsqu’il n’y a
pas de composante gaussienne dans le profil spatial du faisceau laser car dans ce cas A = 0. Nous
imposons d’avoir un résidu inférieur à quelques pourcents, ce qui signifie que seulement quelques
pourcents de l’énergie totale peuvent être distribués de manière non-gaussienne.
3.7.1.3 DMEA
Enfin un dernier estimateur est la DMEA qui représente les désalignements induits par l’état de
surface des optiques. Si l’on considère que l’état de surface est un écart à la surface parfaite cela
peut s’interpréter comme un dépointé du faisceau laser. Le niveau de qualité des optiques, dont
nous nous attendons à avoir besoin, induit de fait que l’écart à la surface parfaite soit minime
et par conséquent que le dépointé soit négligeable. De plus il faut garder à l’esprit que nous
procéderons à un alignement du recirculateur, ce qui devrait permettre de rattraper en partie ce
dépointé. Ainsi cet estimateur ne servira pas à définir la qualité de surface nécessaire mais sera
utilisé comme un vérificateur global.
3.7.1.4 TASD relative
La dernière observable est directement la TASD relative que nous pouvons calculer en supposant
que nos faisceaux ne sont pas divergents (voir sect. 1.1.5). La TASD relative peut donc être
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Figure 3.31 – Les différentes étapes pour estimer la qualité du profil spatial du faisceau
laser, (a) le profil spatial initial P, (b) le mode gaussien G obtenu après l’ajustement et
(c) la différence entre les deux. Les trois figures sont représentées avec la même échelle
spatiale.
calculée par la relation suivante :
Ldis
Lint
=
√(
σ2ze + σ
2
zl
)
sin2
(
φ
2
)
+
(
σ2xe + σ
2
xl
)
cos2
(
φ
2
)√
σ2ye + σ
2
yl
∑
i
∑
j
K(xi, yj)Il(xi, yj)∑
i
∑
j
Il(xi, yj)
(3.58)
Pour calculer Lint et K(xi, yj) nous utilisons les paramètres initiaux des faisceaux (laser et
d’électrons) donnés dans les tab. 2.3 et 2.6 ainsi que ceux obtenus dans la tab. 3.1.
Nous négligeons systématiquement le désalignement en recentrant le noyau K sur le maximum
d’intensité de Il(xi, yj). Nous avons vérifié que le maximum d’intensité est très proche du centre
du faisceau qui, lorsqu’il intersecte l’axe de propagation des électrons, génère le maximum de
TASD. Cette approximation n’est valide que si le profil d’intensité du faisceau laser a une forme
proche d’une gaussienne.
Enfin il faut noter que le calcul doit être fait dans le référentiel du faisceau laser. Les profils d’in-
tensité calculés par les simulations CodeV sont donnés dans le référentiel du faisceau d’électrons,
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il faut donc procéder à un changement de base.
3.7.2 Paramètres ajustables des optiques
Il est connu que la taille des instruments et la technique employées pour polir les optiques
laissent des défauts caractéristiques [119]. Afin de spécifier la qualité des surfaces optiques nous
allons introduire des observables permettant de décrire leur défauts. Ce sont les valeurs de ces
observables qui sont les paramètres ajustables de la qualité d’une optique. Comme énoncé plus
tôt, il en existe une multitude plus ou moins complexe, c’est pour cela que nous allons nous
limiter aux deux plus utilisées, à savoir la PSD et la décomposition en polynômes de Zernike.
3.7.2.1 PSD
La PSD est une observable décrivant la composition spectrale des défauts de surface. Par défi-
nition elle est le module au carré de la transformée de Fourier des écarts à la surface parfaite.
Décrivons l’écart à la surface parfaite à une position (x ; y) donnée par la fonction h(x ; y). Alors
nous avons la PSD en deux dimensions :
PSD2D(fx ; fy)
def
= |F{h(x ; y)}|2 , (3.59)
où F représente la transformée de Fourier. Lorsque nous utilisons des cartes de surface discrétisée,
provenant d’une CCD par exemple, il faut remplacer la transformée de Fourier par la transformée
de Fourier discrète. La PSD en une dimension est définie comme l’intégrale sur une dimension
de la PSD à deux dimensions. Par exemple la PSD radiale qui est une PSD à une dimension est
donnée par :
PSD1Dr(fr)
def
=
2pi∫
0
PSD2D(fr ; θ)fr dθ, (3.60)
où fr =
√
f2x + f
2
y est la fréquence radiale.
Le passage dans l’espace des fréquences a le grand avantage de mettre en évidence les défauts
périodiques de la surface, par l’apparition de pics dans la PSD comme illustré par la fig. 3.32.
Cet exemple provient d’un miroir (microstructure de la fig. 4.31(d)), produit par l’entreprise
Winlight 2, ayant un excellent PV (pic à vallée) mais la PSD a démontré qu’à hautes fréquences
spatiales la surface avait l’allure d’un réseau de diffraction. Ces défauts périodiques sont très
gênants pour notre application à cause de leur fort pouvoir diffractant. Ils sont en majeure partie
dus à la méthode de polissage numérique, ils sont par conséquent révélateurs de la difficulté à
contrôler ce type de polissage [119]. La forme d’une PSD peut donc être considérée comme « la
2. http://www.winlight-optics.com/
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Figure 3.32 – (a) une carte de défauts de surface obtenue par finition magnétorhéologique
(MRF : MagnetoRheological Finishing) et (b) sa PSD radiale.
signature » d’un polisseur. Enfin il existe un lien direct entre la PSD et l’écart-type σRMS des
défauts de surface :
σRMS
def
=
√√√√√√
∫∫
Σ
(h(x ; y)− 〈h(x ; y)〉)2 dx dy∫∫
Σ
dx dy
=
√√√√√+∞∫∫
−∞
PSD2D(fx ; fy) dfx dfy (3.61)
où 〈h(x ; y)〉 est l’écart moyen des défauts h(x ; y) sur x et y, Σ représente la surface du miroir.
Pour une surface discrétisée, la PSD est intégrée de fmin à fmax qui sont respectivement les
fréquences minimale et maximale de la PSD. Pour un pas d’échantillonnage ∆x et une surface
de taille L on obtient : fmin = 1/L et fmax = 1/ (2∆x).
La procédure décrite dans la réf. [116], pour générer des défauts de surface typique d’un polisseur,
s’appuie sur la génération aléatoire de la phase des composantes spectrales de l’espace de Fourier
(le module étant donné par la PSD typique du polisseur). Cette procédure ne permet donc pas
de bien reproduire les structures basses fréquences où les effets de phases entre les différentes
composantes spectrales ne sont pas négligeables comme cela est mis en évidence sur la fig. 3.33.
Pour une surface ne présentant qu’un défaut de courbure pure (cf. sect. 3.7.2.2), on peut constater
sur la fig. 3.33(c) que la phase dans l’espace de Fourier n’a rien d’aléatoire. Cela engendre une
forme totalement différente (cf. fig. 3.33(d)) lorsque cette phase est tirée aléatoirement. Afin de
compléter cette méthode nous devons introduire une nouvelle observable permettant de décrire
les structures basses fréquences des défauts de surface.
3.7.2.2 Décomposition en polynômes de Zernike
En 1934 Frederick Zernike introduisit un ensemble de polynômes orthogonaux sur un disque, qui
permet de décrire les aberrations des systèmes optiques [120, 121]. Les polynômes sont définis en
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Figure 3.33 – Effets de la procédure de simulation des réf.[115, 116] sur un défaut de
courbure pure (structure basse fréquence). (a) la surface initiale ne présentant qu’un
défaut de courbure, (b) sa PSD en deux dimensions, (c) la phase de sa transformée de
Fourier et (d) un exemple de surface simulée avec la méthode de la phase aléatoire.
coordonnées polaires (ρ et θ) et par deux indices entiers : n l’ordre du polynôme ou le degré radial
et m la fréquence azimutale, tel que n − |m| ≥ 0 et pair. Les polynômes de Zernike Zmn (ρ ; θ)
peuvent alors s’écrire sous la forme :Zmn (ρ ; θ)
def
= Nmn R
m
n (ρ) cos (mθ) si m ≤ 0
Zmn (ρ ; θ)
def
= Nmn R
m
n (ρ) sin (mθ) si m > 0
, (3.62)
où Nmn est un facteur de normalisation arbitraire ou non du polynôme et Rmn (ρ) sont les poly-
nômes radiaux donnés par :
Rmn (ρ) = R
−m
n (ρ)
def
=
n−|m|
2∑
i=0
(−1)i (n− i)!
i!
(
n+m
2 − i
)
!
(
n−m
2 − i
)
!
ρ(n−2i). (3.63)
Les polynômes jusqu’à l’ordre 3 sont représentés, avec le nom de l’aberration optique qu’ils
représentent, sur la fig. 3.34. Cette base bien qu’elle soit définie pour n’importe quel rayon ρ est
utilisée sur le cercle unité ρ ≤ 1 où elle possède d’importantes propriétés qui l’ont rendue très
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pratique en optique :
— les polynômes sont orthogonaux entre eux ce qui rend unique la décomposition d’une
surface (front d’onde, surface physique d’un miroir, etc.) en polynômes de Zernike,
— la moyenne d’un polynôme sur toute la pupille (ρ ≤ 1) est nulle (sauf pour le piston Z00 ),
— l’écart-type σRMS du polynôme est croissant suivant l’ordre du polynôme, ainsi lorsque
l’ordre des polynômes considérés augmente, la limite des hautes fréquences représentées
est repoussée.
0 Z00
piston
1 Z−11
inclinaison x
2 Z11
inclinaison y
3 Z−22
astigmatisme
4 Z02
courbure
5 Z22
astigmatisme
6 Z−33
tre`fle
7 Z−13
coma x
8 Z13
coma y
9 Z33
tre`fle
Figure 3.34 – Représentation des dix premiers polynômes de Zernike avec leur indice
progressif et le nom de l’aberration optique qui leur est associée.
Il faut noter que ces propriétés ne sont pas obligatoirement exactes lorsque les polynômes sont
évalués sur un espace discret (pixels d’une CCD). Dans ce cas nous devons réaliser un ajustement
de la surface pour trouver les coefficients de chaque polynôme la décrivant. Nous choisissons
d’effectuer cet ajustement par une méthode d’inversion basée sur une minimisation des moindres
carrés comme détaillée dans la réf. [121]. L’équation mise en jeu est :
−→a = Z−1Φs, (3.64)
où Φs est la matrice représentant la surface à décomposer, Z représente un tenseur d’ordre
3 contenant p polynômes de Zernike de même dimension que Φs, et −→a est le vecteur des p
coefficients des polynômes de Zernike. La surface Φs est ainsi décomposée sur les p polynômes
de Zernike choisis. L’ordonnancement des polynômes fixe l’ordre dans lequel sont classés les
coefficients dans le vecteur −→a . Nous avons choisi de suivre la norme ANSI pour l’indice progressif
(cf. fig. 3.34) :
j(n ; m) =
n (n+ 2) +m
2
, (3.65)
ce qui nous permet d’écrire Zmn = Zj(n ;m) = Zj avec j ≥ 0. Alors on peut définir une décom-
position sur les p premiers polynômes tel que Zp = [Z0 ; Z1 ; . . . ; Zp−1] et par définition nous
avons −→a = (a0 ; . . . ; ap−1). Dans ce cas, plus le nombre p de polynômes ou l’ordre n sur lequel
on décompose notre surface est grand, plus fins seront les détails de la surface que nous considé-
rerons. On peut noter que le nombre de polynômes par ordre n est égal à (n + 1) et le nombre
de polynômes total jusqu’à l’ordre n inclus est de (n+ 1)(n+ 2)/2.
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3.7.3 Estimation des tolérances
Nous venons de voir sur quels paramètres nous allons juger les performances des miroirs et sur
lesquels nous allons spécifier des tolérances. Le lien entre ces deux aspects : les performances et
les tolérances, est trop complexe pour pouvoir être calculé analytiquement. C’est pour cela que
nous avons choisi d’appliquer une méthode de Monte-Carlo afin de déduire les tolérances sur les
optiques.
3.7.3.1 Génération d’un défaut de surface réaliste
Pour avoir un point de départ réaliste nous nous sommes basés sur des optiques réelles comme il
est fait dans les réf. [115, 116]. On a vu précédemment que la PSD ne décrivait pas correctement
les structures basses fréquences provenant du polissage (cf. sect. 3.7.2.1). Par exemple on peut
imaginer que l’effet du polissage est plus important sur les bords du miroir, ce qui entraîne une
courbure systématique sur l’optique [119]. De manière générale toutes les formes décrites par les
polynômes de Zernike sont mal représentées par la méthode de phase aléatoire (cf. fig. 3.33).
Pour remédier à ce problème j’ai choisi de représenter une surface optique en découplant sa
« macrostructure » et sa « microstructure ». La macrostructure qui est essentiellement due aux
basses fréquences sera représentée par la décomposition de la surface de l’optique en polynômes
de Zernike alors que la microstructure qui est la représentation des hautes fréquences sera décrite
par la PSD de la surface après soustraction de la macrostructure.
Maintenant que nous pouvons représenter un défaut de surface quelconque il faut pouvoir générer
des cartes de défauts de surface qui auraient pu être produites par un polisseur. La procédure
que nous avons développée pour faire cela suit plusieurs étapes.
Première étape : estimation de la macrostructure La macrostructure provenant d’un
polisseur et d’un type de polissage donnés est estimée de façon statistique (distribution statistique
des valeurs des coefficients des polynômes de Zernike) sur un ensemble représentatif d’optiques.
L’ordre maximal des polynômes de Zernike sur lequel sont décomposées les optiques est obtenu
de manière itérative avec la deuxième étape. Cet ordre est obtenu lorsque la phase dans l’espace
de Fourier de la surface résiduelle peut être considérée aléatoire. Cette limite est donc arbitraire.
Nous avons fixé l’ordre maximal des polynômes de Zernike considérés à n = 6.
Deuxième étape : estimation de la microstructure La PSD décrivant la microstructure
est obtenue sur la surface résiduelle d’une optique représentative. Nous définissons la surface
résiduelle comme la surface d’une optique à laquelle on a soustrait la macrostructure trouvée dans
la première étape. Il est possible de moyenner les PSD sur tout un ensemble d’optiques. Nous ne
l’avons pas fait pour notre étude car la PSD varie peu d’une optique à l’autre. La décomposition
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des défauts de surface d’un miroir suivant les deux premières étapes est représentée sur la fig. 3.35.
On peut y voir l’apport relatif de la macrostructure et de la microstructure à l’état de surface
total.
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Figure 3.35 – Décomposition des défauts de surface d’un miroir fourni par ELDIM : l’état
de surface initial en vue (a) 2D et (b) 3D, (c) sa macrostructure et (d) sa microstructure.
Troisième étape : génération d’un défaut de surface type Nous obtenons une ma-
crostructure type en tirant aléatoirement les valeurs des coefficients des polynômes de Zernike.
Le tirage aléatoire suit une distribution normale dont les paramètres statistiques (moyenne et
écart-type) proviennent de la première étape. Nous enlevons les deux premiers ordres (de Z0 à
Z2) afin d’éviter une systématique provenant de l’orientation de l’optique. Il est aussi possible
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de tirer aléatoirement l’orientation de chaque polynôme indépendamment (ou de toute la sur-
face à la fois). Pour obtenir la microstructure nous appliquons la méthode de la phase aléatoire
avec la PSD obtenue à la deuxième étape. Au final, le défaut de surface est la somme de la
macrostructure et de la microstructure.
Dernière étape : renormalisation du défaut de surface Pour avoir la qualité de surface
voulue on procède à une renormalisation des défauts de surface sur l’écart-type σRMS ou le PV.
La fig. 3.36 montre un exemple de défauts de surface mesurés puis simulés avec la méthode
décrite ici. On peut voir que la carte de surface simulée bien qu’elle soit différente exhibe toutes
les caractéristiques en termes de grain et de forme de la surface mesurée.
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Figure 3.36 – Un exemple de génération d’un défaut de surface réaliste. (a) la mesure de
l’optique fournie par ARDoP qui a servi pour (b) la génération d’une carte de surface
utilisant la méthode que nous avons développée (cf. sect. 3.7.3.1).
3.7.3.2 Miroirs paraboliques
Du fait de la grande taille des miroirs paraboliques par rapport à la taille du faisceau laser incident
(environ dix fois plus petite), la qualité du front d’onde à l’IP est plus sensible à leur microstruc-
ture qu’à leur macrostructure. On peut donc assimiler la macrostructure des miroirs paraboliques
au niveau du faisceau laser à un plan local supplémentaire, ce qui introduit principalement un
désalignement et non de l’aberration sur le faisceau laser.
Pour notre étude, on ne s’est basé que sur deux PSD différentes montrées sur la fig. 3.37. La
première provient de l’étude faite dans la réf.[115] sur les miroirs de l’expérience Advanced
Virgo qui utilise des miroirs de tailles comparables aux miroirs paraboliques du recirculateur.
La PSD est définie par trois pentes différentes en échelle logarithmique. Les plages de fréquences
de ces trois pentes sont :
[
fmin ; 6.9× 10−3 mm−1
]
,
]
6.9× 10−3 mm−1 ; 82.82× 10−3 mm−1] et]
82.82× 10−3 mm−1 ; fmax
]
. La PSD radiale sur ces trois plages est donnée par : PSD1Dr(fr) =
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K/fαr , où α vaut respectivement pour chacune des plages : 2.87 , 1.5 et 2.7 · La seconde PSD
provient de la mesure d’une optique d’un de nos fournisseurs : ARDoP 3. Il faut noter que dans
ce cas où il n’y a qu’une seule mesure, les variations de la macrostructure ne sont produites que
par le tirage aléatoire de l’orientation des polynômes de Zernike (les coefficients étant constants).
Alors que pour la PSD de Virgo la macrostructure est simplement obtenue par les basses fré-
quences et la méthode de la phase aléatoire (voir fig. 3.33). Sur la fig. 3.37 le décroché de la
PSD de ARDoP près de 1 mm−1 provient de la jonction entre la PSD mesurée avec l’optique
et le début d’une extrapolation linéaire en échelle logarithmique. On peut noter que la pente
moyenne de la PSD de ARDoP est d’environ 2.5 pour l’intervalle allant de fmin = 0.0027 mm−1
à fmax = 1.38 mm−1.
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Figure 3.37 – Les deux différents types de PSD utilisés pour simuler les défauts de surface
des miroirs paraboliques.
Nous avons tout d’abord étudié l’impact des hautes fréquences sur les observables en faisant varier
le nombre de points d’échantillonnage de la surface du miroir (pour rappel fmax = 1/ (2∆x)).
Nous sommes arrivés à la conclusion qu’au-delà de 1024 points sur la surface du miroir de diamètre
372 mm, c’est-à-dire pour fmax ≥ 1.38 mm−1, l’énergie encerclée et l’imperfection du profil du
faisceau laser ne varient pas significativement. On a vérifié ce résultat en utilisant une loi en
K/fαr pour la PSD, avec le logiciel CodeV. Une fois les paramètres de la simulation connus (pas
d’échantillonnage, taille de la surface, etc.) nous avons étudié l’influence de l’écart-type σRMS des
défauts de surface sur les observables, pour les deux PSD choisies. Les résultats obtenus pour trois
qualités de surface : σRMS = λ/20 ≈ 26 nm, σRMS = λ/50 ≈ 10 nm et σRMS = λ/80 ≈ 6 nm
(ici σRMS est calculé entre fmin et 1 mm−1), sont présentés sur la fig. 3.38.
Pour satisfaire nos exigences en termes d’énergie encerclée et de résidu nous devons spécifier des
miroirs paraboliques avec un état de surface tel que σRMS ≤ 10 nm. Cela assure par conséquent
une perte de TASD en moyenne inférieure à 10 %. De plus on s’aperçoit que la pente α de la PSD
radiale a une influence significative sur les résultats, autrement dit les résultats sont dépendants
de la répartition en basses et moyennes fréquences des défauts de surface. Pour prendre en compte
3. ARDoP est un des fournisseurs qui nous a guidé dans la définition de nos contraintes sur les états de
surface (http://www.ardop.com/). Les optiques fournies par ARDoP ont été fabriquées par Aperture Optical
Sciences (http://www.apertureos.com/)
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Figure 3.38 – Les résultats sur (a) l’énergie encerclée Ee relative, (b) le résidu R, (c) la
DMEA et (d) la TASD relative, en fonction de l’écart-type σRMS des défauts de surface,
pour deux PSD différentes : Virgo et ARDoP. Les moyennes des observables sur une
recirculation complète pour 50 simulations sont représentées par les points noirs. Ils sont
reliés par le trait en pointillé pour la PSD de Virgo et le trait plein pour la PSD de
ARDoP. L’écart-type et les valeurs extrémales sont indiqués de chaque côté des points,
respectivement par les barres d’erreurs bleues à droite et rouges à gauche.
cet aspect nous devons aussi spécifier une pente minimale à la PSD. Nous choisissons la pente
minimale égale à celle de la PSD de ARDoP, à savoir α = 2.5. Enfin une dernière chose à
spécifier est l’absence de pics dans la PSD pour éviter toute structure périodique néfaste à la
qualité du faisceau laser.
3.7.3.3 Miroirs plans des MPS
Dans le cas des miroirs plans des MPS où leur taille est du même ordre de grandeur que celle
du faisceau laser, la macrostructure est plus critique que la microstructure. Cela est dû au fait
que la petite taille de ces miroirs induit un « glissement » des fréquences, pour rappel fmin =
1/L et fmax = 1/ (2∆x). Pour un même nombre de points d’échantillonnage, la microstructure
correspond alors aux très hautes fréquences des miroirs paraboliques et engendre principalement
de la diffusion.
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Importance des défauts de surface des MPS Malgré la possibilité de produire des états
de surface quasi-parfaits avec des miroirs plans de cette taille, les formes résiduelles, induites par
des effets systématiques dus au polissage, au dépôt des revêtements diélectriques multicouches et
au maintien mécanique des miroirs, vont s’accumuler lors de la recirculation. Un calcul rapide de
propagation basé sur les matrices ABCD (cf. sect. C.1.2) nous permet d’appréhender l’importance
de cet effet cumulatif. Pour cela considérons un miroir plan avec simplement un défaut de courbure
résiduel (Z4). Il existe alors, pour un miroir de diamètre ΦM , un lien direct entre la valeur PV
aPV de ce défaut et le rayon de courbure R vu par le faisceau laser (cf. fig. 3.39) :
R =
aPV
2
+
Φ2M
8aPV
. (3.66)
Les résultats de ce calcul simplifié, pour aPV = λ/100 ≈ 5 nm, sont présentés sur la fig. 3.40.
Figure 3.39 – Schéma représentant le PV aPV d’un défaut de courbure pour un miroir
de diamètre ΦM et le rayon de courbure apparent R associé.
On peut constater que la position du waist du faisceau laser s’éloigne progressivement de l’IP
ce qui entraîne un grossissement du faisceau à l’IP. Par relation de cause à effet, ce glissement
provoque une perte de TASD. Ici la TASD relative peut être calculée à partir de l’éq. (1.29) car
le profil du faisceau laser reste circulaire à l’IP. On voit aussi sur la fig. 3.40(b) la précision, de
l’ordre de quelques pourcents au maximum, de l’estimateur Ee. Une tolérance de l’ordre de 5 nm
PV sur la courbure d’un miroir, qui est équivalent à l’état de l’art actuel, provoque des pertes
intolérables sur la TASD. Il ne faut donc surtout pas négliger les effets cumulatifs des états de
surface des miroirs plans.
Pour donner un exemple d’effets cumulatifs on représente sur la fig. 3.41 l’évolution au cours
des passages à l’IP de l’énergie encerclée Ee relative et du résidu R pour différentes aberrations
à λ/20 ≈ 26 nm PV. Chaque défaut de surface ne représente qu’une aberration, à savoir qu’un
seul polynôme de Zernike est utilisé pour simuler les états de surface des MPS. Les fig. 3.41(a)
et 3.41(c) montrent l’effet cumulé lorsque l’aberration est toujours orientée dans le même sens
sur le miroir. On voit qu’il existe des effets de compensation sur Ee qui ne sont pas forcément
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Figure 3.40 – Effets d’un défaut de courbure de 5 nm PV sur chaque miroir plan des
MPS : (a) sur la distance entre le waist du faisceau laser et l’IP, et (b) sur l’énergie
encerclée Ee relative (ainsi que la TASD relative), en fonction du numéro de passage.
visibles sur R. Pour de l’astigmatisme pur (Z±22 ), le faisceau laser garde une forme gaussienne
(gaussienne elliptique) mais grossit, cela est donc invisible sur le résidu. En revanche l’énergie
encerclée chute. Pour du trèfle pur (Z±33 ), le profil du faisceau laser prend une forme triangulaire,
ce qui n’est pas visible sur l’énergie encerclée. En revanche cela fait chuter le résidu. Cela montre
bien la complémentarité des deux observables créées pour estimer l’impact d’une déformation
du profil d’intensité du faisceau laser sur la luminosité, et a fortiori sur la TASD. Ces figures
démontrent aussi que plus l’ordre est élevé moins il a de l’influence sur le profil du faisceau laser.
La fig. 3.41(b) et la fig. 3.41(d) montrent que les oscillations dues à la géométrie du recirculateur
peuvent être amorties avec une orientation aléatoire des défauts de surface. La forme oscillante
n’est alors plus présente mais une courbe décroissante la remplace.
Pour résumer un défaut de courbure de 5 nm PV est critique sur nos observables. En revanche
un défaut des autres aberrations de 26 nm PV semble compatible avec nos exigences d’énergie
encerclée relative supérieure à 90 % et un résidu R inférieur à 10 %. De plus l’impact de ces
défauts peut être atténué si leur orientation est aléatoire.
Étude approfondie On peut croire avec les résultats précédents que seule la courbure est
critique. Pour approfondir notre étude nous allons considérer un ensemble d’optiques polies par
ELDIM 4. Nous nous concentrons uniquement sur la macrostructure des optiques fournies par
ELDIM dont la distribution statistique des coefficients des polynômes de Zernike est donnée sur
la fig. 3.42. Nous avons vérifié ultérieurement que l’influence de la microstructure sur Ee et R est
négligeable, voir bénéfique car elle adoucit la macrostructure. On peut relever que l’aberration
dominante sur les optiques est la courbure (Z4). Cette aberration sera négligée comme les trois
premières. Ce choix est conditionné par le fait que lors de la phase de dépôt du revêtement
4. ELDIM est l’un des polisseurs que nous avons choisis pour fabriquer les miroirs des MPS (http://www.
eldim.fr/).
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Figure 3.41 – L’effet d’une accumulation d’un défaut de 26 nm PV avec toujours la même
orientation sur (a) l’énergie encerclée Ee relative, (c) le résidu R et (e) la TASD relative,
en fonction du numéro de passage. Ce même effet pour un défaut avec une orientation
aléatoire sur (b) l’énergie encerclée Ee relative, (d) le résidu R et (f) la TASD relative,
en fonction du numéro de passage. Les pertes totales de TASD sur l’ensemble de la
recirculation sont aussi mentionnées près des courbes respectives.
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multicouche sur les miroirs, il est possible de compenser la courbure par un revêtement en face
arrière.
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Figure 3.42 – Distribution statistique : moyenne (points) et écart-type (barres d’erreurs),
des coefficients des six premiers ordres des polynômes de Zernike, des optiques polies par
ELDIM. En pointillé sont représentés les polynômes que nous avons négligés.
Nous avons simulé des états de surface en considérant les six premiers ordres des polynômes de
Zernike (de Z3 à Z27 sans Z4). Puis nous avons comparé l’énergie encerclée Ee et le résidu R
moyen sur toute une recirculation, avec ceux obtenus pour des états de surface ne considérant que
les trois premiers ordres des polynômes de Zernike (de Z3 à Z9 sans Z4). Les résultats obtenus
sont similaires, ce qui nous conforte une fois de plus dans le fait que la microstructure des miroirs
plans influe peu sur les performances du système, et nous permet de considérer uniquement les
dix premiers polynômes de Zernike. Les cartes de défauts de surface sont produites avec un tirage
aléatoire de distribution normale dont les paramètres (moyenne et écart-type) sont donnés par
la fig. 3.42. Nous choisissons de préserver une orientation constante pour éviter de changer la
distribution statistique d’ELDIM, par exemple Z−22 est égal à Z
2
2 tourné de 45◦.
On a ensuite étudié l’impact de la distribution statistique des coefficients des polynômes de
Zernike produite par ELDIM sur Ee et R. Les résultats obtenus sont représentés par les courbes
en trait plein de la fig. 3.43. Pour obtenir une perte en énergie encerclée inférieure à 10 % et
un résidu inférieur à 10 %, nous devons imposer une qualité de surface avec un PV meilleur que
λ/60 ≈ 9 nm. L’état de l’art actuel en terme de qualité de surface, sur des optiques de la taille
de nos miroirs plans est de l’ordre de 15 nm PV, il s’agit donc d’une spécification impossible à
réaliser pour les polisseurs.
Pour remédier à ce problème nous suggérons d’introduire des défauts aléatoires. Afin de conserver
une systématique due au polissage, nous choisissons de tirer aléatoirement de manière équipro-
bable le signe de chaque coefficient des polynômes de Zernike indépendamment. Procéder ainsi
revient à symétriser la distribution d’ELDIM (cf. fig. 3.42) autour de zéro. Les résultats obtenus
avec une telle distribution symétrisée sont représentés sur la fig. 3.43 par la courbe en pointillé.
On peut constater que le gain sur l’énergie encerclée Ee relative et le résidu R est important,
ce qui est bien vérifié sur la TASD relative. Pour des défauts de surface avec un PV de 17 nm
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Figure 3.43 – Les résultats sur (a) l’énergie encerclée relative, (b) le résidu R et (c) la
TASD relative, en fonction du PV des défauts de surface pour deux distributions statis-
tiques des coefficients des polynômes de Zernike d’ELDIM différentes : La distribution
initiale (cf. fig. 3.42) en trait plein et la même symétrisée en pointillé. Les moyennes des
observables sur une recirculation complète pour 100 simulations sont représentées par
les points noirs. L’écart-type et les valeurs extrémales sont indiqués de chaque côté des
points, respectivement par les barres d’erreurs bleues à droite et rouges à gauche.
la valeur moyenne de Ee relative passe de 69 % pour la distribution statistique initiale à 94 %
pour la distribution statistique symétrisée et le résidu R passe de 19 % à 5 % pour la distribution
statistique symétrisée. Ce gain est du même ordre de grandeur pour la TASD relative qui passe
de 79 % à 95 % pour la distribution statistique symétrisée. Dès lors, pour atteindre nos objectifs
de pertes en énergie encerclée et en résidu il ne suffit plus que d’imposer une qualité de surface
meilleure que 17 nm PV. Nous avons aussi simulé l’influence d’une distribution uniforme centrée
autour de zéro d’amplitude équivalente pour chaque coefficient de Zernike, en considérant la
courbure cette fois-ci. Les résultats obtenus sont similaires à ceux de la distribution symétrisée.
Cela montre aussi que nous sommes assez peu sensibles à la courbure si elle est centrée autour
de zéro, comme pour les défauts résiduels d’une compensation.
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3.7.3.4 Tous les miroirs du recirculateur
Il faut maintenant vérifier que les performances requises sont atteintes lorsque l’on considère des
défauts de surface sur les deux types de miroirs (paraboliques et plans) avec les tolérances que
l’on vient de fixer. Pour cela, nous avons simulé l’impact des états de surface de tous les miroirs
sur les observables Ee, R, la DMEA et la TASD. Les résultats obtenus sont représentés sur la
fig. 3.44 où les défauts de surface de toutes les optiques sont pris en compte. Nous avons fait
varier le PV des défauts de surface sur les miroirs plans pour deux valeurs de σRMS différentes
des défauts de surface des miroirs paraboliques. Les états de surface pour les miroirs paraboliques
sont obtenus avec des défauts type ARDoP et les états de surface des miroirs plans sont obtenus
avec des défauts type ELDIM. Les résultats sont similaires que l’on considère ou non le défaut
de courbure ou la microstructure sur les miroirs plans.
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Figure 3.44 – Les résultats sur (a) l’énergie encerclée Ee relative, (b) le résidu R, (c) la
DMEA et (d) la TASD relative, en fonction du PV des défauts de surface des miroirs
plans des MPS pour la distribution statistique d’ELDIM symétrisée des coefficients des
polynômes de Zernike. Ces résultats sont obtenus pour deux écarts-types σRMS différents
de la PSD deARDoP pour les défauts de surface des miroirs paraboliques. Les moyennes
des observables sur une recirculation complète pour 100 simulations sont représentées
par les points noirs. Ils sont reliés par le trait en pointillé pour σRMS = 10 nm et le
trait plein pour σRMS = 6 nm. L’écart-type et les valeurs extrémales sont indiqués de
chaque côté des points, respectivement par les barres d’erreurs bleues à droite et rouges
à gauche.
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On peut déduire de la fig. 3.44(a) et de la fig. 3.44(b) que les tolérances choisies (σRMS ≤ 10 nm
sur les défauts de surface des miroirs paraboliques et un PV inférieur à 17 nm pour les miroirs
plans) sur les miroirs paraboliques et les miroirs plans, permettent d’obtenir des performances
compatibles avec nos besoins. On garantit ainsi une perte en énergie encerclée Ee relative et a
fortiori en TASD relative inférieure à 10 % en moyenne et un résidu R inférieur à 10 %. Ceci se
vérifie bien sur la fig. 3.44(d), où réellement la perte de TASD est entre 5 % et 10 %, lorsque ces
conditions sont respectées.
Les deux figures : fig. 3.44(b) et fig. 3.44(c), nous informent sur le fait que l’état de surface des
miroirs plans (lorsqu’il vérifie nos tolérances) n’a qu’une faible influence sur la forme finale du
faisceau laser à l’IP (estimée par le résidu R) et sa direction (estimée par la DMEA). La variation
du résidu R n’est que de quelques pourcents et celle de la DMEA de quelques microns, lorsque
le PV des défauts de surface des miroirs des MPS varie entre 17 nm et 6 nm.
3.7.4 Résumé sur les états de surface
Dans cette section, nous avons détaillé une procédure permettant de définir des tolérances sur la
qualité des surfaces optiques. Cette procédure est basée sur la méthode développée par l’expé-
rience Advanced Virgo [115, 116].
Dans un premier temps nous avons défini les observables optiques que nous souhaitons garantir,
à savoir l’énergie encerclée Ee et la forme du profil transversal du faisceau à l’IP. Cette forme de
profil est estimée par le résidu R de sa projection sur un mode gaussien. Dans un deuxième temps
nous avons déterminé comment définir une optique et comment agir dessus pour en améliorer
les performances. Deux descriptions principales ont été utilisées pour définir nos optiques, l’une
en terme de macrostructure et l’autre en terme de microstructure. La macrostructure est décrite
par la décomposition des défauts de surface en polynômes de Zernike et la microstructure est
caractérisée par l’utilisation de la PSD sur les défauts de surface résiduels de l’optique. Enfin
nous avons déterminé les tolérances acceptables sur l’état de surface de nos miroirs par le biais de
simulations utilisant une méthode de Monte-Carlo simulant complètement le recirculateur sous
CodeV.
Dans ce cadre nous avons découplé les effets de chaque type de miroir (plans et paraboliques) pour
en déterminer leurs tolérances. Lors de cette étude nous sommes arrivés à la conclusion qu’un
tirage aléatoire de moyenne nulle des différents coefficients des polynômes de Zernike définissant
la macrostructure (les principales aberrations) des miroirs des MPS est nécessaire. Ceci garantit
qu’aucun effet critique d’accumulation ne puisse se produire tels que ceux rencontrés avec la
courbure. Un PV inférieur à 17 nm assure les performances que nous avons fixées à moins de
10 %, pour les pertes d’énergie encerclée Ee et le résidu R non gaussien du profil du faisceau laser
à l’IP. De plus nous avons constaté que la microstructure des miroirs plans n’a pas d’influence
sur les performances optiques. La tolérance sur l’écart-type des défauts de surface des miroirs
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paraboliques est fixée à σRMS ≤ 10 nm afin d’assurer les performances que nous souhaitons. À
la fin, pour vérifier nos spécifications, nous avons pris en compte simultanément les tolérances
pour les miroirs plans et paraboliques, et nous avons démontré que les performances voulues du
recirculateur étaient atteintes.
Enfin à chaque étape de notre analyse nous avons comparé les résultats des observables Ee et R
aux pertes réelles de TASD. La corrélation entre ces observables et la TASD relative s’est avérée
très grande. Cela nous a donc confortés dans notre compréhension de la provenance des pertes
de TASD, à savoir l’énergie encerclée et la forme du faisceau laser.
3.8 Résumé de chapitre
La conception d’un multipassage aussi complexe que celui d’ELI-NP-GBS, doit absolument
prendre en compte tous les défauts potentiels, de la mécanique à l’optique. La difficulté prin-
cipale de ce système optique est la combinaison entre les performances optiques, spatiales et
temporelles. Chacune des performances requises entraîne des contraintes différentes pour abou-
tir à un système sur-contraint. Dans ces conditions nous avons dû développer des éléments de
simulations, d’alignement et de synchronisation pour mener à bien l’étude et la mise en route du
multipassage.
Le multipassage d’ELI-NP-GBS permet de faire recirculer une impulsion laser 32 fois en la
focalisant sur un point unique dans l’espace : le point d’interactions avec les électrons. Le faisceau
laser à l’IP est prévu d’avoir un rayon de 28.3 µm et un angle de croisement avec les électrons
de 7.54◦.
Les contraintes spatiales et temporelles influencent directement la mécanique du système et les
performances des différents moteurs. Afin d’atteindre les performances requises pour ELI-NP-
GBS il est nécessaire d’avoir un alignement de l’ordre du micromètre pour la position des miroirs
et du microradian pour leur orientation. Pour obtenir cet alignement on a choisi de procéder à un
pré-alignement mécanique inférieur à la centaine de micromètres et à la centaine de microradians
puis d’utiliser un algorithme d’alignement spécialement conçu. L’utilisation de moteurs avec une
précision de positionnement inférieure à 0.5 µm pour les translations et inférieure à 0.5 µrad pour
les rotations en écart-type est nécessaire pour garantir une excellente TASD relative finale.
Les contraintes optiques influencent, quant à elles, les qualités des optiques. Étant donné qu’un
multipassage recycle un faisceau lumineux, une accumulation des défauts induits par les éléments
optiques est observée. Avec une simulation dédiée du système, il est possible de contraindre la
qualité des miroirs en fonction de leur type (miroirs plans ou concaves). Nous avons ainsi trouvé
que pour les miroirs paraboliques une très haute qualité est nécessaire et que pour les miroirs plans
des MPS il ne doit pas y avoir de défaut systématique. Une forte synergie est donc nécessaire entre
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les polisseurs, les entreprises chargées des revêtements et les mécaniciens dans le but d’atteindre
cette spécification inhabituelle.
Au moment de la rédaction de ce document, plusieurs simulations de l’alignement global du
recirculateur sont en cours. Ces simulations prennent à présent en compte tous les défauts du
système, de l’alignement mécanique des MPS et des différents miroirs aux états de surface en
passant par la précision des moteurs. L’algorithme d’alignement considère le profil d’intensité du
faisceau laser recirculant et le traitement d’image nécessaire à l’extraction de nos observables.
Les résultats obtenus permettront de faire un premier ajustement de l’algorithme d’alignement.
Une propriété importante de la géométrie dragon-shape est qu’elle induit une compensation topo-
logique de certains défauts tels que certaines aberrations optiques ou le dichroïsme. Cela entraîne
une préservation de la polarisation du faisceau laser incident nécessaire pour des expériences de
physique nucléaire.
Chapitre 4
Prototype et preuves de principes
C’est pourquoi il est dit qu’il est possible de savoir comment vaincre, mais
sans nécessairement vaincre pour autant.
— Sun Tzu, L’Art de la Guerre
Nous avons détaillé, dans le chap. 3, la conception du multipassage d’ELI-NP-GBS, ainsi que les
méthodes d’alignement et de synchronisation de ce système. Afin de tester ces méthodes nous
devons mettre en place un prototype ainsi que des expériences de faisabilité. Le prototype devra
refléter au mieux la réponse du recirculateur aux désalignements.
De plus, de nouvelles contraintes imposées par la phase de fabrication nous obligent à ajuster la
géométrie du recirculateur. Nous commencerons donc ce chapitre par parachever la conception
du recirculateur en prenant en compte ces dernières contraintes, avant de présenter la conception
du prototype. La fin de ce chapitre est consacrée au travail expérimental que j’ai effectué : l’étude
et le développement de la technique de synchronisation du recirculateur d’ELI-NP-GBS.
4.1 Parachèvement de la conception du recirculateur
L’étude de fabrication du recirculateur a soulevé de nouvelles contraintes en plus de celles que
nous avons considérées dans le chap. 3. Les principales contraintes proviennent des éléments
optiques et de nos demandes sur leurs performances.
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4.1.1 Compensation en face arrière et états de surface des miroirs des MPS
Dans la sect. 3.7.3.3, nous avons considéré que l’entreprise déposant les revêtements multi-
couches 1 peut compenser les défauts de courbure par un dépôt en face arrière. Ceci n’est en
fait possible que si les substrats sont de forme circulaire. Il faut donc passer d’un substrat de
forme elliptique à une forme circulaire.
Un second point qui a été soulevé dans la sect. 3.7.3.3 est la nécessité d’avoir un défaut de surface
aléatoire, d’un MPS à l’autre, avec une moyenne nulle. L’obtention de cette contrainte n’est
possible qu’avec un unique fournisseur et à des prix exorbitants. Il a donc été décidé de demander
des miroirs de haute qualité à différents fournisseurs afin de répartir les défauts systématiques
caractéristiques d’un polisseur. La vérification de l’obtention de défauts sans systématique sur
l’ensemble des MPS est encore à l’étude. Le prototype en sera la première phase.
4.1.2 Forme des miroirs des MPS
Au chap. 3, nous avons considéré que la forme des miroirs des MPS était elliptique pour s’ajuster
à l’ouverture optique ΦM . L’utilisation d’un miroir circulaire va donc influer sur la géométrie du
recirculateur. La fig. 4.1 montre la forme d’un miroir circulaire vue par le faisceau laser (l’ouver-
ture optique). On constate que l’ouverture optique, due à l’angle d’incidence, ne correspond plus
à la forme circulaire du faisceau. Pour rappel, avec des miroirs elliptiques, l’ouverture optique
circulaire résultante correspond parfaitement à la forme du faisceau laser.
Figure 4.1 – L’ouverture optique d’un miroir de MPS circulaire (ellipse en gris) par
rapport à la forme du faisceau laser (cercle en vert) incident.
De plus, afin de tirer pleinement partie de la forme circulaire, il est préférable de ne pas biseauter
les faces latérales du miroir. Dans le cas contraire la compensation de la courbure en face arrière
1. L’entreprise déposant les revêtements multicouches est, en réalité, un laboratoire du CNRS, l’Institut Fresnel
de Marseille (http://www.fresnel.fr/spip).
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génèrerait de l’astigmatisme sur la face avant. Des miroirs non biseautés prennent plus de place
et génèrent un rognage supplémentaire sur le faisceau laser.
Pour réduire au maximum le rognage nous décidons de changer le diamètre des miroirs des MPS
et l’angle de croisement φ. Nous souhaitons tout de même conserver la plus grande ouverture
optique ΦM possible. Nous choisissons pour cela des miroirs avec une ouverture optique telle que
ΦM ≥ 28 mm.
4.1.3 Angle de croisement φ
Pour mieux considérer les pertes induites par le changement d’angle de croisement et d’ouverture
optique, nous avons calculé la valeur maximale de ΦM pour laquelle il n’y a pas de rognage, en
fonction de l’angle φ. Nous avons utilisé les éq. (3.21), (3.30), (3.36) et (3.37) pour calculer
respectivement DMPS , RC , D⊥ et θ à partir des valeurs de ` et D données dans la tab. 3.1. On
peut noter que seuls les paramètres des MPS changent, les paramètres de synchronisation et de
l’IP restent constants, à savoir D, `, w0, wM , etc. À partir de la fig. 4.2, on trouve que D⊥ =
(ΦM + δ), avec δ la distance libre entre deux faisceaux adjacents. Si on considère l’ouverture
optique maximale ΦM,max alors il faut utiliser δmin = (S1 − S2), où S1 et S2 sont obtenus lorsque
le MPS est en ouverture maximale (soit θ = θmax). Ainsi δmin reflète la distance minimale à laisser
entre deux faisceaux pour ne pas avoir de rognage. Nous définissons, en plus, la taille du chanfrein
Ch. Au final nous obtenons l’ouverture maximale ΦM,max :
ΦM,max = D⊥ − S1 + S2
= D⊥ − e sin θmax + Ch sin θmax.
(4.1)
(a) (b)
Figure 4.2 – Schémas des paramètres utilisés pour le calcul de l’ouverture optique maxi-
male ΦM,max, (a) vue d’ensemble de deux passages et (b) détails de la face latérale d’un
miroir de MPS.
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Nous avons aussi calculé la perte de TASD en fonction de φ par rapport à la géométrie de référence
donnée dans la tab. 3.1. Cette perte prend en compte le changement de l’angle de croisement
ainsi que la perte par diffraction induite par l’ouverture optique (≈ exp (−2n2d)). Nous avons
utilisé l’approximation d’une ouverture circulaire de diamètre ΦM . Pour surestimer l’effet de
cette dernière nous considérons le diamètre ΦM égal au plus petit axe de l’ouverture elliptique.
Pour aussi surestimer l’influence de la face latérale des miroirs des MPS, nous avons fixé Ch = 0
et θmax = (θ + 3◦). Enfin, pour garder des épaisseurs de miroirs réalistes, nous choisissons de
fixer l’épaisseur au quart du diamètre du miroir, soit e = ΦM4 cos θ .
L’influence de la modification de l’angle de croisement φ sur l’ouverture optique maximale possible
ΦM,max, ainsi que sur la TASD relative à la géométrie de référence est présentée sur la fig. 4.3.
On peut constater qu’à φ = 8◦ nous avons un bon optimum entre une TASD relative de 95 % et
une ouverture optique ΦM,max = 28.75 mm.
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Figure 4.3 – L’ouverture optique maximale possible ΦM,max et la TASD relative en
fonction de l’angle de croisement φ. La TASD relative est prise pour un faisceau de
rayons γ de 10 MeV.
4.1.4 Paramètres finaux du recirculateur d’ELI-NP-GBS
Nous choisissons donc un angle de croisement φ = 8◦ pour la géométrie finale du recirculateur.
Cet angle nous permet d’utiliser des miroirs de forme circulaire sans biseau et semble être un bon
optimum entre l’ouverture optique et la TASD relative. De plus, le fait d’imposer une ouverture
optique ΦM = 28 mm, préserve une marge de 0.75 mm entre les faisceaux pour parer aux incer-
titudes de positionnement mécanique des MPS. Tous les nouveaux paramètres de la géométrie
du recirculateur sont résumés dans la tab. 4.1. La conception mécanique du recirculateur est
représentée sur la fig. 4.4. On peut noter que la motorisation du miroir parabolique M2 ainsi que
« l’inserteur » de la lame pelliculaire sont identiques à ceux utilisés sur le prototype (cf. fig. 4.7).
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Paramètres valeurs
MPS (cf. fig. 3.8)
DMPS [mm] 40.41
θ [◦] 23.78
D‖ [mm] 59.92
D⊥ [mm] 32.59
Recirculateur (cf. fig. 3.3 et fig. 3.4)
Npass 32
φ [◦] 8.00
D [mm] 2377.31
RC [mm] 166.24
wM [mm] 8.25
ΦM [mm] 28
pour des rayons γ de 2 MeV 10 MeV
TASD [γ/(s · eV)] 78000 21000
Table 4.1 – Tableau récapitulatif de la géométrie finale du recirculateur d’ELI-NP-GBS.
Pour le calcul de la TASD, aux deux énergies de référence 2 MeV et 10 MeV de rayons
γ, les paramètres des faisceaux sont donnés dans les tab. 2.3 et 2.6 et l’énergie du pulse
laser est U = 400 mJ pour les deux.
Une fois la géométrie du recirculateur ajustée (cf. fig. 4.4), afin de prendre en compte les
contraintes imposées par les fabricants, nous pouvons concevoir le prototype en fonction de ces
nouveaux paramètres. La suite du chapitre est consacrée à la conception du prototype.
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Pellicule faisceau laserde référence
injection
éjection
Motorisation
M2
Figure 4.4 – Vue en perspective du recirculateur final d’ELI-NP-GBS (image fournie
par notre partenaire Alsyom). L’injection du faisceau laser de référence pour la syn-
chronisation et celle du premier passage ainsi que l’éjection du faisceau circulant sont
représentées.
4.2 Conception du prototype
Le prototype a pour finalité de permettre à notre partenaire industriel ALSYOM 2 de développer
et de tester les différentes procédures de pré-alignement du recirculateur ainsi que les différentes
possibilités de réalisation des MPS. Il permettra aussi de figer le choix des optiques (miroir
d’injection, lame pelliculaire, fabricants des miroirs des MPS, etc.) et d’affiner les spécifications
des éléments opto-mécaniques (miroirs paraboliques, miroirs des MPS, motorisation, etc.). De
notre côté, le prototype devra permettre de développer et de tester nos différentes procédures et
algorithmes d’alignement et de synchronisation, ainsi que de s’assurer de la bonne conception du
recirculateur (performances optiques et mécaniques).
2. Notre partenaire industriel ALSYOM (http://www.alsyom-alcen.com/fr) a en charge la réalisation opto-
mécanique du recirculateur et des MPS, ainsi que du pré-alignement du recirculateur.
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4.2.1 Contraintes
Afin de remplir ces objectifs, il nous faut un prototype dont la réponse aux désalignements est
la plus fidèle possible au système final. Il nous faut tout de même tenir compte de quelques
contraintes :
— le coût du prototype doit être le plus faible possible,
— la longueur optique doit être la même que pour le recirculateur final,
— la géométrie des MPS doit être la même que pour le recirculateur final.
La longueur optique doit être la même que celle du recirculateur pour deux raisons. La première
est que la fréquence de répétition du laser de synchronisation n’a qu’une plage de réglage très
réduite et la seconde vient du fait que la sensibilité du faisceau laser aux désalignements est
dépendante du chemin parcouru. Les MPS doivent être équivalents à ceux du système final, pour
éviter d’une part une seconde conception des revêtements diélectriques qui est coûteuse et pour
avoir d’autre part les mêmes désalignements induits par leur parallélisme.
Toutes ces contraintes prises en compte, nous avons comparé plusieurs géométries, une configu-
ration à 16 passages (la moitié du recirculateur final) et une à 12 passages dont les paramètres
sont donnés dans la tab. 4.2. Tous les autres paramètres sont égaux à ceux du recirculateur final.
Nous avons utilisé exactement le même algorithme, pour calculer les paramètres des géométries
des prototypes, que pour le recirculateur (cf. sect. 3.2).
Paramètres référence 16 passages 12 passages
Npass 32 16 12
φ [◦] 8.00 4.02 3.03
RC [mm] 166.24 83.43 62.87
Table 4.2 – Tableau comparatif des paramètres des deux géométries étudiées pour le
prototype et de la géométrie de référence (recirculateur final).
4.2.2 Sensibilité aux désalignements
Les géométries des prototypes à 12 et 16 passages sont très proches de celle du recirculateur final
(même fréquence de répétition et même MPS), il n’est donc pas nécessaire de comparer leurs
performances du point de vue temporel. On peut tout de même noter que l’angle de croisement φ
est plus faible que celui du recirculateur ce qui va nous permettre de mieux distinguer les franges
d’interférences pour la synchronisation (cf. sect. 3.4 et sect. 4.3). La capacité à distinguer les
franges d’interférences dans la situation nominale peut être testée indépendamment.
En revanche la réponse des différentes géométries face aux désalignements peut se trouver
fortement changée. Pour comparer cette réponse à celle du système final, nous avons calculé
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la 〈DTB〉, qui sera l’observable pour l’alignement du système (voir sect. 3.4). Afin de sim-
plifier nos résultats nous considérerons uniquement des MPS parfaitement alignés, ∆ε = 0
(confer éq. (3.46)). Les différentes géométries sont désalignées en n’agissant que sur un degré
de liberté à la fois. Pour l’étude du désalignement dû à ∆Ξ (voir éq. (3.46)), nous n’avons
agi que sur l’une des directions, x, y ou z en prenant ∆Θ = 0, ainsi ∆Ξ = ∆X, ∆Ξ = ∆Y
ou ∆Ξ = ∆Z. Pour décrire les désalignements angulaires, nous introduisons les angles (ϑM0)
et (ϕM0) pour le miroir d’injection M0, et les angles (ϑM2) et (ϕM2) pour le miroir parabo-
lique M2 (cf. fig. 3.5). Ces angles sont définis tels que la normale −−→nM0 au miroir M0 s’écrive−−→nM0 = sin (ϑM0) cos (ϕM0)−→u +sin (ϑM0) sin (ϕM0)−→v +cos (ϑM0)−→w , où−→w est la direction de la nor-
male lorsque le miroir est parfaitement aligné (ϑM0 = 0), et tels que la direction de l’axe optique−−→nM2 du miroir M2 s’écrive −−→nM2 = sin (ϑM2) cos (ϕM2)−→x + sin (ϑM2) sin (ϕM2)−→y + cos (ϑM2)−→z .
Ainsi on a, pour les désalignements angulaires, ϑM0 = ∆Θ ou ϑM2 = ∆Θ avec respectivement
ϕM0 ∈ [0 ; 2pi] ou ϕM2 ∈ [0 ; 2pi] et ∆Ξ = 0.
Les résultats de la sensibilité de la 〈DTB〉 sur les désalignements de chaque degré de liberté
sont présentés sur la fig. 4.5 (pour les trois géométries). On peut immédiatement noter que la
dépendance de la 〈DTB〉 aux désalignements individuels est linéaire. De plus elle ne dépend pas
de la géométrie sauf pour des désalignements de translation suivant l’axe z. Le prototype sera
donc parfaitement identique au système final concernant tous les désalignements sauf pour celui
suivant z. La différence entre une géométrie à 16 passages ou à 12 passages est négligeable. Le
choix d’une géométrie ou d’une autre ne dépend donc pas du critère de sensibilité.
4.2.3 Choix de la géométrie du prototype
Nous avons vu que les géométries des prototypes sont très proches de celle du recirculateur final
et remplissent toutes les contraintes que nous avons fixées. La géométrie à 12 passages semble le
meilleur choix du point de vue économique. Cependant, du point de vue mécanique l’angle de
croisement φ est trop faible pour permettre la mise en place de la lame pelliculaire du système
d’alignement et de synchronisation. Nous avons donc opté pour une solution hybride. À la fin
de la sect. 3.1.4.4, et à la troisième étape de notre algorithme de la sect. 3.2.3, nous avons
fait la remarque que le nombre de passages trouvé correspond au nombre de passages maximal.
On peut alors utiliser la géométrie à 16 passages avec uniquement les 12 premiers passages.
Ainsi nous économisons quatre MPS et garantissons un angle φ assez grand pour l’insertion de
la lame pelliculaire. La conception mécanique du prototype est représentée sur la fig. 4.6. On
peut distinguer les différents modules utilisés pour le fonctionnement du prototype. Le module
d’alignement et de synchronisation (cf. sect. 3.4) qui comme son nom l’indique permet d’effectuer
l’alignement et la synchronisation du système en produisant les faisceaux laser d’alignement et
de référence. Le module d’injection assure la stabilité de pointé du faisceau laser injecté dans le
recirculateur. Enfin le module de diagnostic réunit tous les outils nécessaires à la caractérisation
du faisceau laser injecté dans le système optique (profil transversal et longitudinal du faisceau,
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Figure 4.5 – Comparaisons de la sensibilité de la 〈DTB〉 pour chaque géométrie
(cf. tab. 4.2), (a) pour les translations du miroir parabolique M2 (cf. fig. 3.5), (d) pour
les rotations du miroir M2 et (e) pour les rotations du miroir d’injection M0. La 〈DTB〉
pour le recirculateur final, (b) en fonction des angles ϑM2 et ϕM2 pour les rotations du
miroir M2 et (c) en fonction des angles ϑM0 et ϕM0 pour les rotations du miroir M0.
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état de polarisation, etc.). Une vue détaillée de la motorisation du miroir parabolique M2 du
prototype (équivalente à celle du recirculateur final) et de « l’inserteur » de la pellicule sont
montrées sur la fig. 4.7.
PelliculeMotorisationM2
Outils
d'alignement et
de synchronisation
Outils
de diagnostic
Module
d'injection
Figure 4.6 – Vue en perspective du prototype du recirculateur d’ELI-NP-GBS (image
fournie par notre partenaire Alsyom). Les différents modules utilisés pour le fonction-
nement du prototype sont également représentés.
La géométrie du prototype choisie permet de refléter la réponse du recirculateur aux procédures
d’alignement et de synchronisation. Cependant, il faudrait, avant d’appliquer ces procédures au
prototype, prouver leur principe et développer les différents algorithmes. Ces premiers tests, sont
réalisés sans le prototype, ils ne peuvent être effectués, alors, que sur l’algorithme de synchro-
nisation. L’algorithme d’alignement nécessite quant à lui obligatoirement une recirculation de
plusieurs passages (plus de deux) ainsi que les miroirs paraboliques, et donc le prototype. Nous
allons présenter, dans la suite du chapitre, l’étude de la technique de synchronisation ainsi que
les essais préliminaires de synchronisation.
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(a)
(b)
Figure 4.7 – Vue détaillée (a) de la motorisation du miroir paraboliqueM2 et (b) de « l’in-
serteur » de la pellicule du prototype (images fournies par notre partenaire Alsyom).
4.3 Preuve de principe de la synchronisation
Comme nous l’avons vu dans la sect. 3.4.2, il est nécessaire d’utiliser une technique par interfé-
rences pour synchroniser le faisceau laser et le faisceau d’électrons. La figure d’interférence, qui
est produite entre le faisceau laser de référence, servant de réplique au faisceau d’électrons, et le
faisceau laser recirculant, est imagée par l’intermédiaire d’un système d’imagerie à la suite du
prélèvement effectué par une pellicule (voir fig. 3.19). L’influence de la pellicule sur les perfor-
mances du recirculateur a déjà été étudiée et elle est estimée négligeable. Nous n’allons donc
nous intéresser ici qu’à l’aspect temporel de la synchronisation.
4.3.1 Aspects théoriques
Nous choisissons d’étudier la synchronisation hors-champ, à savoir dans un plan à distance de
l’IP (cf. sect. 3.4.2). Ce choix est justifié par le fait qu’une telle synchronisation permet d’obte-
nir la figure d’interférence de tous les passages en une seule fois. En revanche, cette technique
peut être plus complexe à cause de la non superposition du faisceau de référence et du faisceau
recirculant. D’autre part, si nous arrivons à synchroniser deux impulsions lasers hors-champ il
en sera de même à l’IP où les deux faisceaux se superposent. Pour estimer la synchronisation at-
teinte avec la technique interférentielle, il est nécessaire de la comparer avec une autre technique,
comme la technique d’auto-corrélation par doublage en fréquence (SHG : Second-Harmonic Ge-
neration) [73, 122]. Cette technique nécessite que les faisceaux se superposent au sein du cristal
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non-linéaire et donc qu’il soit placé à l’IP. Le schéma de principe de ces techniques est représenté
sur la fig. 4.8. On peut noter que le foyer des deux lentilles correspond à l’IP des deux faisceaux
(point où ils se croisent) ainsi qu’à la position de leur waist.
pellicule
cristal SHG
plan image
auto-corrélation
faisceau «1»
faisceau «0» 
de référence
plan objet
Figure 4.8 – Schéma de principe d’une synchronisation hors-champ par interférence avec
une calibration par auto-corrélation au foyer de deux lentilles.
4.3.1.1 Forme mathématique de la figure d’interférence
Considérations générales Des interférences optiques sont produites lorsqu’on mesure l’éclai-
rement de la superposition de plusieurs ondes électromagnétiques. L’addition des champs élec-
tromagnétiques associés à ces ondes peut être constructive lorsqu’ils sont en phase ou à l’inverse
destructive lorsqu’ils sont en opposition de phase.
Il est important ici de raisonner de manière vectorielle. Prenons deux ondes
−→
E0(x ; y ; z ; t) et−→
E1(x ; y ; z ; t), alors l’éclairement de leur superposition IVis est donnée par [123] :
IVis(x ; y ; z) =
cn0
2
〈(−→
E0 +
−→
E1
)
·
(−→
E0 +
−→
E1
)†〉
=
cn0
2
(〈−→
E0
2
〉
+
〈−→
E1
2
〉
+
〈
2<
(−→
E0 · −→E1†
)〉)
= I0 + I1 +
cn0
2
〈
2<
(−→
E0 · −→E1†
)〉
,
(4.2)
où c est la vitesse de la lumière dans le vide, n est l’indice optique du milieu et 0 est la permittivité
du vide. On a noté 〈f(t)〉 la moyenne temporelle de la fonction f(t), −→v † désigne le vecteur adjoint
(le vecteur transposé conjugué) du vecteur −→v et <(x) est la partie réelle du nombre complexe x.
Pour plus de lisibilité, nous avons omis les dépendances spatio-temporelles des deux ondes
−→
E0 et−→
E1. On peut constater que l’aspect vectoriel des champs électromagnétiques n’intervient qu’au
niveau du terme d’interférence
(
cn0
〈
<
(−→
E0 · −→E1†
)〉)
. On peut donc raisonner uniquement sur
des champs scalaires pondérés par le produit scalaire de leurs vecteurs polarisations
−→
P0 et
−→
P1
(cf. annexe A) :
cn0
〈
<
(−→
E0
−→
E1
†
)〉
= cn0
〈
<
[
E0E
∗
1
(−→
P0 · −→P1†
)]〉
, (4.3)
avec f(x)∗ le complexe conjugué de la fonction f(x). Pour plus de simplicité nous considérerons
par la suite, sauf mention du contraire, uniquement des polarisations linéaires. Cela nous permet
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de mettre le produit scalaire
(−→
P0 · −→P1†
)
en facteur global du terme d’interférence et ainsi de le
considérer comme un facteur de pondération. Pour les autres polarisations il n’est alors plus
possible de simplifier les équations et l’aspect vectoriel doit donc être pris en compte lors du
calcul du terme d’interférence avant d’être moyenné sur le temps.
Contraste en régime impulsionnel Prenons pour application la configuration décrite dans
la fig. 4.9, et plaçons nous dans l’approximation paraxiale. De plus considérons le champ élec-
trique des faisceaux lasers de forme gaussienne dans les dimensions spatiales, et de forme sécante
hyperbolique pour la dimension temporelle [9, 20] :
Ei =
E0i
wi(zi)
e
− x
2
i+y
2
i
w2
i (zi) e
−ik x
2
i+y
2
i
Ri(zi) eiΨi(zi)ei(ωt−kzi)sech
(
t
TP
)
, (4.4)
avec :
wi(zi) = w0i
√
1 +
(
zi
zRi
)2
, (4.5)
Ri(zi) = zi +
z2Ri
zi
, (4.6)
Ψi(zi) = arctan
(
zi
zRi
)
, (4.7)
zRi =
piw20i
λ
, (4.8)
sech(x) =
2
ex + e−x
. (4.9)
faisceau «1»plan imagefoyer - IP
faisceau «0» 
de référence
Figure 4.9 – Schéma de principe pour la génération d’interférences entre deux faisceaux
laser.
On définit zi la distance au waist de rayon w0i prise sur l’axe de propagation du faisceau laser i
de longueur d’onde λ, de pulsation ω, de nombre d’onde k et de largeur temporelle TP & 10 fs
en écart-type [124]. Lorsque la période de répétition frep des impulsions lasers est largement
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supérieure à la durée d’une impulsion TP (ce qui est le cas pour ELI-NP-GBS : frep = 16.1 ns et
TP = 1.5 ps), on peut écrire pour un retard τ entre les deux faisceaux :
Ii =
cn0frep
2
+∞∫
−∞
∣∣∣∣∣ E0iwi(zi)e−
x2i+y
2
i
w2
i (zi) e
i
[
ωt+Ψi(zi)−k
(
x2i+y
2
i
Ri(zi)
+zi
)]
sech
(
t
TP
)∣∣∣∣∣
2
dt
=
cn0frep
2
2E20iTP
w2i (zi)
e
−2 x
2
i+y
2
i
w2
i (zi) ,
(4.10)
cn0 〈< (E0E∗1)〉 = cn0frep
E00E01
w0(z0)w1(z1)
e
− x
2
0+y
2
0
w20(z0) e
− x
2
1+y
2
1
w21(z1)×
<
(
eiΘ(x0 ; y0 ; z0 ;x1 ; y1 ; z1)
) +∞∫
−∞
sech
(
t
TP
)
sech
(
t− τ
TP
)
dt
= 2
√
I0I1
τ
Tp sinh
(
τ
Tp
) cos Θ(x0 ; y0 ; z0 ; x1 ; y1 ; z1),
(4.11)
avec :
Θ(x0 ; y0 ; z0 ; x1 ; y1 ; z1) = ωτ + Ψ0(z0)−Ψ1(z1)
−k
(
x20 + y
2
0
R0(z0)
− x
2
1 + y
2
1
R1(z1)
+ z0 − z1
)
(4.12)
+∞∫
−∞
sech
(
t
TP
)
sech
(
t− τ
TP
)
dt =
2τ
sinh
(
τ
Tp
) = 2TP
sinhc
(
τ
Tp
) . (4.13)
Il faut noter que sinhc(x) = sinh (x)x représente la fonction sinus cardinal hyperbolique, qui ne pré-
sente pas de point singulier : le prolongement par continuité donne sinhc(0) = 1. Par conséquent
le terme d’interférence (cn0 〈< (E0E∗1)〉) est parfaitement défini, même en τ = 0.
On constate que seul le terme d’interférence dépend du retard τ entre les deux faisceaux lasers.
La visibilité Vis (ou le contraste) de l’interférence est par définition :
Vis def= Imax − Imin
Imax + Imin
, (4.14)
où Imax et Imin sont les éclairements correspondant au maximum et au minimum adjacents dans
le système de franges. On peut remarquer, pour des faisceaux monochromatiques où :
Ei = E0ie
−i(kzi−ωt)sech
(
t
TP
)
, (4.15)
que l’éclairement Ii = 2E20iTP ne dépend pas de la position dans le plan transversal xy ce qui rend
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la visibilité indépendante de la position dans ce plan : Vis = 4
√
I0I1τ
(2I0+2I1)TP sinh
(
τ
Tp
) . Dans notre cas,
avec des faisceaux gaussiens, la visibilité est dépendante de la position, ce qui n’est pas pratique
à mesurer. Nous allons donc nous intéresser uniquement au terme d’interférence.
Extraction du terme d’interférence Comme nous venons de le voir seul le terme d’interfé-
rence porte l’information de la synchronisation entre nos deux faisceaux lasers. Il nous faut donc
extraire cette information de l’éclairement reçu par le plan image. Nous utilisons les référentiels
(O ; −→x0 , −→y0 , −→z0) et (O ; −→x1 , −→y1 , −→z1) ainsi que la configuration définis dans la fig. 4.9. L’origine O
des deux bases (−→x0 ; −→y0 ; −→z0) et (−→x1 ; −→y1 ; −→z1) est prise au point d’intersection entre les deux fais-
ceaux lasers qui correspond aussi à la position de leur waist. Dans le but de pouvoir distinguer
tous les passages du recirculateur d’ELI-NP-GBS et de minimiser le champ visuel nécessaire pour
les imager, une distance zP = 3 mm de hors-champ semble être un bon optimum. Le résultat
de ce choix est illustré sur la fig. 4.10(b). Les différents paramètres fixés pour notre étude sont
résumés dans la tab. 4.3. Afin de maximiser le terme d’interférence, nous avons choisi d’agrandir
le faisceau de référence (faisceau au centre de la fig. 4.10(b) et faisceau « 0 » sur la fig. 4.9) et
de considérer E00/w00 = E01/w01 (c’est-à-dire avoir la même intensité pour les deux faisceaux).
λ = 515 nm k ≈ 1.22× 104 mm−1 zP = 3 mm
φ = 7.54◦ sinφ ≈ 0.131 cosφ ≈ 0.991
w00 = 0.5 mm w01 = 0.03 mm w0(zP ) = 0.5 mm
zR0 ≈ 1525 mm zR1 ≈ 5.5 mm R0(zP ) ≈ 7.75× 105 mm
x1 = x0 cosφ+ zP sinφ y1 = y0 z1 = −x0 sinφ+ zP cosφ
Table 4.3 – Tableau récapitulatif des paramètres fixés pour l’étude des interférences de
la synchronisation du recirculateur d’ELI-NP-GBS.
Dans les conditions précédemment définies, on trouve que le terme d’interférence est amorti par
le facteur
√
I0I1. Cela signifie que les interférences ne sont significatives qu’autour du centre
du faisceau « 1 », qui est le plus étroit. La fig. 4.10 représente la visibilité pour un passage
correspondant à la configuration étudiée ainsi que la figure d’interférence produite à 3 mm de l’IP
du recirculateur telle qu’elle serait perçue par une CCD après un système d’imagerie donnant une
résolution de 1 µm/pixel. Les effets de polarisations ne sont pas pris en compte ici :
−→
P0 · −→P1† = 1.
On peut voir les interférences comme une modulation de la somme non-cohérente de l’éclairement
des deux faisceaux. Le meilleur moyen d’extraire une modulation est de passer dans l’espace de
Fourier. L’éclairement est en première approximation la somme de deux fonctions gaussiennes
plus la fonction
√
I0I1 modulée par cos Θ(x0 ; y0 ; z0 ; x1 ; y1 ; z1). Selon les propriétés de dualité
et de linéarité, la modulation induit une translation du spectre de la fonction
√
I0I1 dans l’espace
de Fourier. Par conséquent, ceci va produire des bandes latérales aux spectres de I0 et I1, qui sont
eux centrés autour de l’origine des fréquences (lobe central), comme illustré sur les fig. 4.11 et
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Figure 4.10 – Figure d’interférence dans un plan à 3 mm du foyer : (a) la visibilité
Vis théorique pour un passage, (b) la figure d’interférence de tous les passages avec le
faisceau de référence et (c) un grossissement sur le passage de la figure (a) (repéré sur
la figure (b) par un rectangle blanc).
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4.20. Nous pouvons donc estimer cette modulation en extrayant l’amplitude des bandes latérales
obtenue par la transformée de Fourier à deux dimensions de la figure d’interférence.
Malheureusement la symétrie de révolution de la figure d’interférence autour du faisceau de réfé-
rence implique, pour deux passages diamétralement opposés, que leurs spectres soient similaires
(mêmes fréquences de modulation mais déphasages différents). Comme le montrent les fig. 4.11(a)
et 4.11(b), nous obtenons donc des interférences entre les deux spectres dans l’espace de Fourier.
Pour remédier à cela nous devons au préalable effectuer une découpe de l’image de la figure
d’interférence autour de chaque passage. Cette technique nous permet ainsi de nous rapporter
à une interférence entre seulement deux faisceaux (un passage et la référence) ou presque. Le
résultat de cette découpe est représenté sur les fig. 4.11(c) et 4.11(d). Pour obtenir la même
résolution dans l’espace de Fourier que la fig. 4.11(a), nous avons sur-échantillonné l’image de la
figure d’interférence de la fig. 4.10(c) par ajout de zéros (zero padding). On peut donc extraire
l’amplitude de modulation des interférences en intégrant l’aire sous les bandes latérales qui ne
sont alors corrélées qu’à un seul passage.
Pour qualifier la technique par interférence il nous faut la comparer à une autre méthode de
synchronisation. Nous avons choisi ici, la méthode par auto-corrélation qui est basée sur l’effet
non-linéaire de la somme de fréquence des deux faisceaux. Vu que dans notre cas les deux faisceaux
ont la même longueur d’onde, cela se rapporte à la génération du second harmonique (SHG) [73,
122].
4.3.1.2 Forme mathématique du doublage en fréquence
Nous allons maintenant étudier l’intensité du second harmonique. La technique utilisée est une
auto-corrélation d’intensité dite sans bruit de fond [122, 125]. L’intensité totale mesurée de la
seconde harmonique est proportionnelle à [125] :
Iautoco ∝
∫ ∞
−∞
|E0E1|2 dt =
∫ ∞
−∞
I0I1dt. (4.16)
Si on considère le champ électrique précédemment défini par l’éq. (4.4) on obtient :
Iautoco ∝
∫ ∞
−∞
sech2
(
t
Tp
)
sech2
(
t− τ
Tp
)
dt
∝ 4
(
τ coth
(
τ
Tp
)
− Tp
)
csch
(
τ
Tp
)2
,
(4.17)
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Figure 4.11 – Transformée de Fourier des figures d’interférence dans un plan à 3 mm du
foyer : (a) le module de la transformée de Fourier de la fig. 4.10(b), (b) un grossissement
sur un des passages, (c) le module de la transformée de Fourier de la fig. 4.10(c) (avec
un sur-échantillonnage par ajout de zéros) et (d) un grossissement sur le même passage
qu’en (b).
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avec :
coth (x) =
ex + e−x
ex − e−x =
e2x + 1
e2x − 1 (4.18)
csch(x) =
2
ex − e−x (4.19)
lim
τ→0
[(
τ coth
(
τ
Tp
)
− Tp
)
csch
(
τ
Tp
)2]
=
Tp
3
. (4.20)
L’avantage ici est que l’intensité produite au second harmonique est directement sensible au
retard entre les deux ondes. Nous ne sommes donc pas obligés d’utiliser un traitement d’image
spécifique. De plus, comme le montre la fig. 4.12, la largeur à mi-hauteur du signal d’auto-
corrélation est plus faible que celle de la modulation de la figure d’interférence. Au final nous
serons plus sensibles au retard τ avec l’auto-corrélation qu’avec les interférences ce qui en fait un
bon moyen de calibration pour la synchronisation par interférences.
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Figure 4.12 – Comparaison des formes théoriques de l’intensité du signal d’auto-
corrélation et de l’amplitude de modulation des interférences.
4.3.2 Montage expérimental
Le montage expérimental que nous avons utilisé est représenté sur la fig. 4.13. Nous avons choisi
d’utiliser un oscillateur laser Ti:Saph disponible au laboratoire, délivrant un faisceau laser à une
longueur d’onde de λ = 800 nm de la familleMira 900 de chez Coherent 3. Le milieu à gain de
cet oscillateur est pompé par un faisceau laser monomode, de 6 W à 532 nm de longueur d’onde,
produit par un laser de la série Verdi V 4. Le Mira est réglé en mode picoseconde de façon à
fournir des impulsions de quelques picosecondes à une fréquence frep ≈ 76 MHz.
Le faisceau laser sortant duMira est polarisé linéairement par l’isolateur de Faraday, puis mis en
forme par un télescope. Ensuite l’orientation de sa polarisation linéaire est définie par une lame
demi-onde (λ/2). Le faisceau est alors divisé en deux bras par un cube séparateur de polarisation.
3. https://www.coherent.com/Products/?1438/Mira-900.
4. https://www.coherent.com/products/?1852/Verdi-V-Series.
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Figure 4.13 – Schéma du montage expérimental de la synchronisation de deux faisceaux
laser.
La balance de l’intensité du faisceau sur les deux bras est ainsi réalisée par l’ensemble lame λ/2 et
cube séparateur. Une voie sert de référence l’autre de voie à synchroniser. La voie à synchroniser
passe par une ligne à retard afin de faire varier son retard τ par rapport à la voie de référence.
Enfin, les deux voies sont focalisées sur un cristal SHG par le biais, pour chacune, d’une lentille
de focale de 1 m. Le cristal utilisé est un cristal en triborate de lithium (LBO) taillé pour un
accord de phase de type I d’épaisseur ≈ 1 mm. Une partie de l’intensité des deux faisceaux est
prélevée par l’intermédiaire d’une pellicule un peu avant le cristal SHG. Les deux faisceaux se
croisent dans le cristal avec un angle φ ≈ 7.5◦. Les figures d’interférences ainsi que l’intensité du
second harmonique produites sont enregistrées par deux CCD (Basler Aca1600-20gm de type
ACE en GigaEthernet 5) chacune couplée à un objectif de microscope de grossissement 10 fois.
Le plan d’imagerie de la CCD enregistrant les figures d’interférences est volontairement décalé
du foyer (le point où se croisent les deux faisceaux laser) afin de séparer spatialement les profils
d’intensité des deux faisceaux. Ce plan d’imagerie est repéré sur la fig. 4.13.
Un grossissement de deux images prises par la CCD enregistrant les figures d’interférences est
présenté sur la fig. 4.14. L’image de la fig. 4.14(a) est faite hors synchronisation et la seconde
(fig. 4.14(b)) est faite quand les deux impulsions sont synchronisées. On voit, même en hors-
champ avec les faisceaux bien séparés, que la figure d’interférences est visible lorsqu’ils sont
synchronisés.
5. http://www.baslerweb.com/en/products/area-scan-cameras/ace/aca1600-20gm.
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(a) (b)
Figure 4.14 – Grossissement de deux images prises par la CCD enregistrant les figures
d’interférences, (a) sans synchronisation et (b) avec synchronisation des deux faisceaux
lasers.
4.3.3 Algorithmes de mesure
4.3.3.1 Mesure de la modulation des interférences
Le principal algorithme que nous avons développé est l’algorithme de mesure de la modulation des
interférences. Son rôle est d’extraire l’amplitude relative de modulation des interférences Amod.
Nous avons décidé de développer cet algorithme le plus proche possible de celui qui pourrait être
utilisé sur ELI-NP-GBS. Il nous faut donc pouvoir l’utiliser pour des figures d’interférence avec
plusieurs passages et des orientations des franges aléatoires. L’algorithme se déroule comme suit
pour chacun des passages :
Découpe de l’image autour du passage À partir d’une détection à seuil, nous ajustons
des cercles afin de repérer les différents faisceaux. Le résultat de cette opération est représenté
sur la fig. 4.15(a). On peut vérifier que les différents faisceaux sont bien identifiés. Après avoir
déterminé le faisceau de référence (ici le faisceau « 1 »), nous découpons l’image autour d’un des
passages restants (le faisceau « 2 »). L’image sur laquelle nous allons travailler maintenant est
donnée sur la fig. 4.15(b).
Détection du contour des franges Une fois le faisceau découpé, on peut effectuer une
détection de contours. Plusieurs algorithmes existent pour cela dans toutes les librairies de trai-
tement d’images comme l’algorithme de Canny, Prewitt, Sobel, Roberts ou encore une détection
à seuil [126]. Nous avons utilisé, ici, un algorithme que j’ai développé, basé sur les ruptures de
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1 2
(a) (b)
Figure 4.15 – Résultats de la première étape de l’algorithme d’extraction de la modula-
tion des interférences appliqué à la fig. 4.14(b) : (a) un grossissement de l’image initiale
avec la détection des différents faisceaux et (b) l’image découpée autour du faisceau
d’intérêt.
pentes. Un exemple des contours que l’on peut obtenir à partir de l’image de la fig. 4.15(b) est
représenté sur la fig. 4.16.
Figure 4.16 – Résultats d’une détection de contours effectuée sur l’image de la fig. 4.15(b).
Extraction de l’orientation des franges Nous choisissons d’utiliser la transformée de
Hough sur l’image binaire des franges [127] (cf. fig. 4.16). Cette transformée est très utilisée
dans le traitement d’image pour la détection de lignes. Elle se base sur une projection dans les
coordonnées polaires (ρ et θ) de toutes les droites passant par tous les points (pixels). Les lignes
sont alors repérées par l’intersection de plusieurs courbes dans l’espace des coordonnées polaires.
La transformée de Hough de l’image de la fig. 4.16 ainsi que les pics trouvés sont donnés sur la
fig. 4.17. L’angle d’orientation des franges est alors la moyenne des coordonnées en θ des pics
trouvés.
Retournement de l’image On peut retourner l’image initiale avec l’angle précédemment
trouvé pour aligner les franges avec la direction y. L’interpolation des nouveaux pixels est faite
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Figure 4.17 – Résultats de la transformée de Hough de l’image de la fig. 4.16, les positions
des pics correspondants aux lignes présentes sur l’image initiale sont repérées par les
carrés bleus.
de manière bicubique afin de ne pas perdre d’information. On procède en plus à une découpe de
l’image initiale afin d’englober le faisceau de référence ainsi que le faisceau du passage étudié. Le
résultat ainsi obtenu est représenté sur la fig. 4.18.
Figure 4.18 – Résultat du retournement et de la découpe de l’image initiale.
Sommation de l’image le long des franges Pour moyenner les effets d’interpolation, les
effets de moiré et les autres défauts qui peuvent exister sur l’image, nous avons décidé de sommer
le long des franges. Le résultat de cette sommation est donnée sur la fig. 4.19.
Extraction de la modulation Nous avons choisi d’utiliser une transformée de Fourier à
fenêtre glissante (Short-Time Fourier Transform en anglais) afin de parfaitement contrôler la
résolution de l’espace de Fourier (fenêtre de taille fixe) et de s’affranchir une fois de plus du bruit
sur les interférences [128]. Par exemple, des interférences parasites sur le faisceau de référence,
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Figure 4.19 – Résultat de la sommation le long des franges d’interférences de la fig. 4.18.
provenant des autres passages, peuvent perturber le spectre dans l’espace de Fourier. La fenêtre
choisie est une fenêtre de type Blackman-Harris minimale en 4 termes, qui a la propriété spectrale
intéressante de présenter de très faibles lobes secondaires (−92 dB) pour une large bande pas-
sante [129]. Cette technique permet donc de découpler le spectre des interférences et la position.
Nous nous attendons à trouver la modulation des interférences maximale au niveau du faisceau
d’intérêt et un plus grand bruit proche du faisceau de référence. On peut noter que dans notre
exemple cela ne sera pas visible car nous n’avons qu’un seul passage.
À chaque position de la fenêtre Wpos, nous récupérons l’amplitude des bandes latérales dues à la
modulation (bandes symétriques par rapport à l’origine des fréquences), et l’amplitude du lobe
central (lobe centré sur l’origine des fréquences) qui est dépendante de l’intensité totale reçue par
la CCD (cf. fig. 4.20(a) et 4.20(b)). Le rapport, de la somme des amplitudes des bandes latérales
sur l’amplitude du lobe central, donne l’amplitude relative de la modulation des interférences
Amod. Les maxima de deux bandes latérales et du lobe central de la fig. 4.20(b) sont chacun
repérés par un point. Après avoir récupéré la modulation Amod en fonction de chaque position
du fenêtrage de la transformée de Fourier Wpos, nous pouvons en extraire son maximum. La
modulation relative Amod en fonction de la position de la fenêtre Wpos est représentée sur la
fig. 4.20(c). Le maximum trouvé pour Amod, que nous utilisons par la suite, est marqué par un
point.
On peut noter que la mesure du maximum de Amod est dépendante de la détection de l’orientation
des franges. Lorsque cette modulation est trop faible, les franges ne sont pas assez visibles pour
permettre une bonne estimation de leur orientation. Dans ce cas l’algorithme ressort des données
aberrantes ce qui fait rejeter la mesure lors de la transformée de Fourier fenêtrée. Cette mesure
est donc une mesure à seuil.
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Figure 4.20 – Résultats de la dernière étape de l’algorithme d’extraction de la modulation
des interférences : (a) la transformée de Fourier à fenêtre glissante des interférences de
la fig. 4.19, (b) le détail du spectre obtenu pour Wpos = 94 pixels et (c) la modulation
relative Amod en fonction de la position de la fenêtre Wpos.
4.3.3.2 Mesure du signal d’auto-corrélation
Le signal d’auto-corrélation est l’intensité totale reçue sur la CCD. Pour la calculer, nous sommons
simplement l’intensité reçue par chaque pixel. Il faut noter que contrairement à la mesure de la
modulation des interférences, la mesure du signal d’auto-corrélation n’est pas à seuil.
4.3.4 Résultats
Nous avons balayé les positions Xpos de la ligne à retard (cf. fig. 4.13) avec un pas de 15 µm, ce
qui correspond à une variation du retard τ de ≈ 100 fs. Pour chaque position nous avons mesuré
la modulation relative des interférences Amod ainsi que le signal d’auto-corrélation. Puis nous
avons ajusté chaque courbe par :
f(Xpos) =
a1
sinhc
(
Xpos−b1
c1
) + d1, (4.21)
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pour Amod et
f(Xpos) = 3a2
(
Xpos − b2
c2
coth
(
Xpos − b2
c2
)
− 1
)
csch2
(
Xpos − b2
c2
)
+ d2, (4.22)
pour le signal d’auto-corrélation, où les paramètres a, b, et c sont les trois paramètres à ajuster.
Nous avons utilisé pour faire les ajustements de nos données un algorithme itératif permettant de
rejeter les points aberrants par pondération : méthode « bisquare » du logicielMATLAB (cf. an-
nexe C.2.1). Un exemple des ajustements obtenus pour un balayage complet de la ligne à retard
est donné sur la fig. 4.21. La fig. 4.21(b) représente l’un des balayages avec les meilleures données,
alors que la fig. 4.21(c) représente la qualité moyenne des points que nous avons obtenue. Les
paramètres d’ajustements trouvés pour les données de ces figures avec un intervalle de confiance
de 95 % sont données dans la tab. 4.4. La différence entre les paramètres des ajustements avec
ou sans piédestaux est négligeable.
Paramètres auto-corrélation interférences(fig. 4.21(a)) (fig. 4.21(b)) (fig. 4.21(c))
a [unité arbitraire] 527.8× 103 ± 1.7× 103 64.46± 0.63 62.995± 0.935
b [µm] 9.7855× 103 ± 1.5 9.824× 103 ± 6 9.744× 103 ± 9
c [µm] 306.55± 1.25 272.85± 3.95 283.55± 6.25
d [unité arbitraire] 1.9115× 106 ± 500 1.226± 0.301 0.919± 0.463
Table 4.4 – Tableau récapitulatif des paramètres des ajustements, avec piédestaux, re-
présentés sur la fig. 4.21. Les incertitudes données, ici, sont les intervalles de confiance à
95 % des paramètres de l’ajustement.
L’algorithme que nous avons utilisé pour extraire la modulation des interférences Amod génère
quelques données inutilisables. De plus l’environnement de notre montage expérimental n’est pas
suffisamment stable du point de vue mécanique et optique. Le système est sensible aux fluctua-
tions du pointé du faisceau laser ainsi qu’aux lumières parasites de la salle optique. La sensibilité
à l’éclairage ambiant provient uniquement de la méthode par auto-corrélation où nous mesurons
l’intensité lumineuse totale reçue par la CCD. Nous avons donc supprimé de nos résultats les
balayages possédant des mesures inexploitables. Pour rappel l’expérience menée ici n’est qu’une
preuve de principe et nécessite une optimisation avant son déploiement sur ELI-NP-GBS.
Les résultats obtenus pour le temps de décalage ∆t entre les synchronisations par auto-corrélation
et par interférences sont présentés sur la fig. 4.22. On peut noter qu’en moyenne ce décalage ∆t
est de ≈ 78 fs. La grande dispersion des points (environ 500 fs) autour de ∆t ≈ 78 fs est sûrement
due au fait qu’il existe un couplage de la distance entre les deux faisceaux et le retard τ introduit
par la ligne à retard, puisque Amod dépend de la distance entre les deux faisceaux par le biais
du terme en
√
I0I1 de l’éq. (4.11). Alors le couplage peut déformer et déplacer le point de
synchronisation mesuré par la méthode interférentielle. À cela il faut ajouter que ce couplage
est directement dépendant des conditions expérimentales. Étant donné que nous avons pris ces
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Figure 4.21 – Ajustements des signaux (a) d’auto-corrélation, (b) et (c) de modulation
des interférences Amod, en fonction de la position Xpos de la ligne à retard, pour deux
balayages différents.
mesures sur une quinzaine de jours avec des alignements parfois différents, cela explique la grande
dispersion des points. La précision de la mesure de la synchronisation absolue atteignable par la
méthode interférentielle est, ici, dominée par la qualité du montage expérimental.
L’information essentielle de ces résultats est la résolution de la synchronisation relative qui est de
l’ordre de ≈ 69 fs en écart-type. Cette valeur est la moyenne quadratique des résolutions de tous
les balayages. Pour chaque balayage nous avons pris en compte la résolution de la synchronisation
par auto-corrélation qui est d’environ 12 fs, en plus de la résolution obtenue par la méthode
interférentielle d’environ 49 fs. Pour conclure, cette preuve de principe nous a permis d’estimer les
perturbations environnementales qu’il faut prendre en compte pour effectuer de bonnes mesures.
Malheureusement nous n’avons pas pu faire de calibration absolue de notre méthode à cause du
montage opto-mécanique rudimentaire, mais nous avons prouvé qu’il était possible d’obtenir une
résolution relative de l’ordre de 50 fs.
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Figure 4.22 – Résultats du décalage de synchronisation ∆t entre la méthode par auto-
corrélation et la méthode par interférences, pour différentes prises de données.
4.3.5 Conclusion
Nous avons démontré avec un premier montage expérimental rudimentaire qu’il était possible de
synchroniser hors-champ deux impulsions laser de durée temporelle de quelques picosecondes à
environ 69 fs (en écart-type). La résolution en écart-type de la synchronisation mesurée par la
méthode interférentielle (≈ 49 fs) n’est plus grande que d’un facteur quatre par rapport à celle
obtenue par une méthode par auto-corrélation (≈ 12 fs).
Cette preuve de principe a permis de mettre en exergue plusieurs défauts. On peut compter
parmi ces défauts la nécessité d’avoir un environnement stable, notamment une stabilisation de
pointé du faisceau laser ainsi qu’un capotage pour la mesure de l’auto-corrélation. En revanche, le
principal défaut est que l’algorithme de mesure de la modulation des interférences n’est pas assez
robuste. Cet algorithme peut être rendu plus robuste si nous nous affranchissons de la transformée
de Hough qui est la principale cause de l’effet de seuil de cette mesure. On peut s’affranchir de
cette transformée en utilisant une transformée de Fourier à deux dimensions. Un autre avantage
d’utiliser la transformée de Fourier à deux dimensions est d’éviter toutes les étapes à partir de
la détection du contour des franges de l’algorithme. Ces étapes seraient alors remplacées par un
ajustement en deux dimensions de la forme de la modulation dans l’espace de Fourier à deux
dimensions.
La précision de la synchronisation sera aussi améliorée en utilisant des impulsions lasers de durée
temporelle plus courte. Il nous faut donc maintenant appliquer et expérimenter ces modifications
avec le laser final du système de synchronisation d’ELI-NP-GBS délivrant des impulsions lasers
de quelques centaines de femtosecondes. Ce travail est en cours de réalisation au moment de
l’écriture de ce document.
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4.4 Caractérisation de la pellicule
Le contraste des figures d’interférence dépend de la polarisation des faisceaux laser recirculants
et de référence. Pour rappel, ces figures d’interférence sont enregistrées par l’intermédiaire d’une
lame pelliculaire et d’un système d’imagerie. Pour assurer la planéité des lames pelliculaires,
une tension est appliquée sur une membrane, ici en nitrocellulose. Il est connu qu’un matériau,
même isotrope, soumis à des contraintes mécaniques devient anisotrope ce qui peut entraîner
une biréfringence [130]. Cette dernière pourrait changer l’état de polarisation du faisceau laser
recirculant et donc influer sur le contraste.
Le faisceau recirculant dans le recirculateur, a un angle de croisement φ = 8◦ avec le faisceau
de référence et possède une symétrie de révolution autour de l’axe de propagation du faisceau
de référence. La pellicule, doit permettre d’extraire du recirculateur une partie de l’intensité des
faisceaux laser. Elle a donc une orientation θP non nulle par rapport à l’axe de propagation du
faisceau de référence. Ainsi, l’angle d’incidence, du faisceau recirculant, sur la pellicule varie dans
l’intervalle [θP − φ ; θP + φ]. La réflectivité d’un matériau dépend entres autre de l’angle d’inci-
dence du faisceau laser. Comme l’amplitude du terme d’interférence dépend aussi de l’intensité
des deux faisceaux, cette différence d’angle d’incidence peut elle aussi induire des variations sur
le contraste des interférences entre les faisceaux laser (recirculant et de référence).
Nous allons présenter, dans cette section, la caractérisation de la lame pelliculaire 6 du point de
vue de la polarisation et de la réflectivité pour estimer l’influence de la pellicule sur le contraste
à chaque passage.
4.4.1 Mesure de la biréfringence de la lame pelliculaire
Dans la suite de cette partie nous supposerons que la pellicule est une lame biréfringente uniaxe
et homogène dont les axes propres sont perpendiculaire à la direction de propagation du faisceau
laser incident. De plus nous nous plaçons dans le cadre de l’approximation paraxiale afin d’utiliser
le formalisme de Jones (voir annexe A). Plusieurs méthodes existent pour mesurer la biréfringence
de ce type d’éléments optiques [130–133]. Nous avons décidé d’adapter une méthode déjà employée
au laboratoire et présentée dans la réf. [134].
4.4.1.1 Montage expérimental
La technique repose sur le montage présenté sur la fig. 4.23. Un faisceau laser continu partielle-
ment polarisé (cf. annexe A) traverse une lame demi-onde et un coin séparateur pour prélever
6. Pellicule produite par la compagnieNational Photocolor, d’une ouverture optique de 19 mm de diamètre
et d’une épaisseur d’environ 0.6 µm (http://www.nationalphotocolor.com/).
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une partie de son énergie. Ce dernier traverse ensuite un premier prisme de Glan-Thompson qui
permet de polariser le faisceau laser. En combinaison avec la lame demi-onde ce prisme permet
de régler finement l’intensité lumineuse à sa sortie. Le faisceau traverse ensuite un second prisme
de Glan-Thompson, monté sur une platine de rotation, utilisé lors de la phase de calibration.
Lors de la prise de données ce prisme permet d’accentuer le degré de polarisation en sortie du
premier prisme de Glan-Thompson. Puis le faisceau traverse la lame pelliculaire, dont on doit
mesurer le retard de phase, qui est elle aussi montée sur une platine de rotation. Lors de la
phase de calibration la pellicule est escamotée du faisceau laser. Enfin le faisceau laser passe au
travers d’un prisme de Wollaston, qui sépare les polarisations s et p. L’intensité de chacune de
ces composantes est alors mesurée par une photodiode 7.
Laser
coin 
séparateur
Glan-Thompson
Pellicule
PDtransmission
PDextinction
Wollaston
boîte noire
isolante
obturateur
Figure 4.23 – Schéma du montage expérimental de la mesure de la biréfringence de la
pellicule.
Nous avons ajusté l’orientation du premier prisme de Glan-Thompson sur le prisme de Wollaston.
Ainsi, sans modification de la polarisation du faisceau laser, en sortie du premier prisme de Glan-
Thompson, une des voies de sortie du prisme de Wollaston est à l’extinction (pas d’intensité
lumineuse sur la photodiode). Lors de la prise de données l’orientation du second prisme de
Glan-Thompson est alignée sur celle des deux autres prismes.
Dans la suite de cette section, nous faisons l’approximation que la réponse des photodiodes est
parfaitement linéaire à la longueur d’onde de travail. Le courant ii délivré par la photodiode i
s’écrit : ii = aiIphot + bi, avec ai et bi respectivement, la sensibilité et le courant d’obscurité de la
photodiode i et Iphot l’intensité lumineuse reçue par la photodiode. Ce courant est mesuré aux
bornes d’une résistance par un oscilloscope 8. On note Zi la résistance équivalente obtenue entre
la résistance interne de l’oscilloscope (50 Ω ou 1 MΩ) et la résistance en entrée (résistance ajoutée
à l’entrée de l’oscilloscope, résistance des câbles, etc.). La tension Vi mesurée par l’oscilloscope
7. Photodiode du type DET36A/M de la compagnie Thorlabs (http://www.thorlabs.de/thorproduct.
cfm?partnumber=DET36A/M).
8. Oscilloscope du type DPO4104 de la compagnie Tektronix (http://www.tek.com/oscilloscope/
mso4000-dpo4000).
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(provenant de la photodiode i) est donnée par : Vi = ZiaiIphot + Zibi = αiIphot + βi, où αi et βi
représentent respectivement la sensibilité et la tension d’obscurité de la chaîne de mesure.
Pour chaque mesure nous avons acquis un oscillogramme de 104 points sur une durée de 1 ms.
Entre chaque acquisition, nous effectuons une mesure de tension d’obscurité nous permettant de
soustraire βi à la tension totale mesurée Vi. La tension d’obscurité est obtenue en bloquant le
faisceau laser, par l’intermédiaire d’un obturateur électrique, en aval du prisme de Wollaston. La
mesure de chaque voie est soumise à un bruit visible sur l’oscilloscope. Du point de vue pratique,
la valeur mesurée est alors la moyenne des points de l’oscillogramme (soustraite de la tension
d’obscurité) et son incertitude σi, en écart-type, est l’écart-type des points de cet oscillogramme.
On définit :
— I, l’intensité du faisceau laser après le premier prisme de Glan-Thompson (voir fig. 4.23),
— Mbiref , la matrice de Jones de la lame biréfringente (pellicule) dans sa base propre (cf. an-
nexe A),
— Γ le retard de phase induit par la pellicule,
— Ps et Pp, les matrices de Jones de l’action des prismes sur chacune de leur voie (dans leur
base propre),
— R(ψ), la matrice de rotation permettant de passer de la base (−→s ; −→p ) à la base propre
d’un élément optique tourné d’un angle ψ.
Les différentes matrices sont explicitées dans la réf. [135]. Nous considérons des optiques parfaites,
et notamment que les prismes ont un rapport d’extinction entre la voie suivant−→s et la voie suivant
−→p de 100 % (pas d’onde s en sortie de la voie suivant −→p et vice versa).
Dans ce montage plusieurs paramètres sont inconnus, αi, Γ et I. La phase de calibration permet
de mesurer αi. Nous allons à présent décrire la phase de calibration et la prise de données.
4.4.1.2 Phase de calibration
Nous avons développé une méthode simple permettant de calibrer les photodiodes et la chaîne
de mesure. Pour s’affranchir des changements de calibres de l’oscilloscope et de la saturation des
photodiodes, cette calibration est réalisée sur la gamme dynamique des mesures (une voie en
extinction). Durant cette phase, la pellicule est escamotée du faisceau laser. Le second prisme de
Glan-Thompson est tourné autour de son axe optique, d’un angle ψ, par l’intermédiaire d’une
rotation motorisée. Prenons l’orientation du premier prisme de Glan-Thompson telle qu’en sortie
le vecteur de Jones normalisé du faisceau soit :
−→
Jin =
−→
Jp =
(
0
1
)
. (4.23)
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Dans ce cas, les vecteurs de Jones normalisés,
−→
Je et
−→
Jt , du faisceau laser en sortie du prisme de
Wollaston, respectivement de la voie en extinction et de la voie en transmission s’écrivent :
−→
Je = PsR
−1(ψ)PpR(ψ)
−→
Jin =
(
− cos (ψ) sin (ψ)
0
)
, (4.24)
−→
Jt = PpR
−1(ψ)PpR(ψ)
−→
Jin =
(
0
cos2 ψ
)
. (4.25)
Les tensions, alors mesurées sur ces deux voies (tensions d’obscurité soustraites), sont données
par :
Ve = αe
(−→
Je
† · −→Je
)
I = αe cos
2 (ψ) sin2 (ψ) I, (4.26)
Vt = αt
(−→
Jt
† · −→Jt
)
I = αt cos
4 (ψ) I. (4.27)
Le rapport des sensibilités en tension αe et αt est :
Ccal
def
=
αe
αt
=
Ve
Vt
1
tan2 ψ
. (4.28)
Dans le but d’obtenir la plus grande précision sur ce quotient, la procédure consiste à balayer les
angles ψ sur un intervalle d’au moins 2pi, puis d’effectuer un ajustement de la courbe obtenue
en fonction de l’angle ψ. La fonction à ajuster est f(ψ) = a tan2 (ψ + b), où a et b sont les
paramètres à ajuster. La méthode d’ajustement utilisée est la méthode des moindres carrés non-
linéaires disponible par défaut dans le logiciel MATLAB (cf. annexe C.2.1). L’erreur σr sur un
des points de la courbe est obtenue par une propagation d’erreur :
σr =
Ve
Vt
√(
σe
Ve
)2
+
(
σt
Vt
)2
. (4.29)
4.4.1.3 Prise de données
Lors de la prise de données, la pellicule est insérée dans le faisceau laser et la base propre du
second prisme de Glan-Thompson est alignée sur celle du premier prisme de Glan-Thompson et
du prisme de Wollaston (ψ = 0). La lame pelliculaire est tournée d’un angle φP autour de son
axe optique par l’intermédiaire d’une platine de rotation. Nous obtenons donc pour les deux voies
en sortie du prisme de Wollaston les vecteurs de Jones suivants :
−→
Je = PsR
−1(φP )MbirefR(φP )R−1(0)PpR(0)
−→
Jin =
(
i sin
(
Γ
2
)
sin (2φP )
0
)
, (4.30)
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−→
Jt = PpR
−1(φP )MbirefR(φP )R−1(0)PpR(0)
−→
Jin =
(
0
cos
(
Γ
2
)− i cos (2φP ) sin (Γ2 )
)
. (4.31)
Les tensions mesurées, sur ces deux voies, sont alors :
Ve = αe sin
2
(
Γ
2
)
sin2 (2φP ) I, (4.32)
Vt = αt
(
cos2
(
Γ
2
)
+ cos2 (2φP ) sin
2
(
Γ
2
))
I, (4.33)
et nous pouvons en extraire un estimateur du retard de phase Γ avec la relation :
Ve
Ve +
αe
αt
Vt
=
Ve
Ve + CcalVt
= sin2
(
Γ
2
)
sin2 (2φP ) . (4.34)
L’incertitude dans ce cas est calculée par le biais d’une mesure de répétabilité. Cette mesure
consiste à prendre plusieurs fois le même point sur une longue durée (plusieurs dizaines de
minutes).
4.4.1.4 Mesures à 1064 nm
Les premières mesures que nous avons effectuées ont été réalisées avec un laser 9 produisant un
faisceau laser continu à une longueur d’onde de 1064 nm. Les éléments optiques utilisés sont des
prismes en calcite standards de la compagnie Newport. Lors de la phase de calibration nous
avons obtenu une constante de calibration Ccal = 41.86± 0.23 (1 écart-type). La variation de la
constante de calibration peut alors être négligée. Un agrandissement, autour d’une extinction,
d’une mesure ainsi que son ajustement sont représentés sur la fig. 4.24.
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Figure 4.24 – Agrandissement, d’un ajustement d’une mesure de calibration, autour
d’une extinction, obtenu avec le faisceau laser à 1064 nm. Le résidu (pour cette agran-
dissement) entre les points de mesure et l’ajustement est en moyenne de −0.24 % avec
un écart-type de 0.59 %.
9. Laser du type CL1064 de la compagnie CrystaLaser (http://www.crystalaser.com/CL1064.pdf).
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Nous avons alors calculé l’estimateur
(
sin2
(
Γ
2
)
sin2 (2φP )
)
en fonction de l’orientation de la pel-
licule φP , pour deux angles d’incidence du faisceau laser, θP = 0◦ et θP = 30◦. Les résultats ainsi
obtenus sont présentés sur la fig. 4.25(a). Puis nous avons fait l’acquisition de la répétabilité de
la mesure d’un point, choisi au hasard, sur une durée de 30 min. Le temps d’attente entre deux
acquisitions est fixé à 2.5 s. Cette mesure de répétabilité est représentée sur la fig. 4.25(b).
L’écart-type sur la constante de calibration Ccal est trop faible pour induire des variations si-
gnificatives des mesures. En revanche il est possible de fixer un seuil de sensibilité sur la mesure
du retard de phase Γ. À partir de la fig. 4.25(b), nous avons estimé la sensibilité à environ
1.5× 10−7 sur l’estimateur (sin2 (Γ2 ) sin2 (2φP )) (trois écarts-types des fluctuations observées),
ce qui correspond à mieux que 1 mrad sur Γ.
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Figure 4.25 – Résultats de la mesure de la biréfringence de la pellicule, obtenus avec le
faisceau laser à 1064 nm, (a) pour le retard de phase Γ induit par la pellicule et (b) la
répétabilité d’une mesure associée.
La forme des courbes, visibles sur la fig. 4.25(a), ne correspond pas à la théorie attendue,(
sin2
(
Γ
2
)
sin2 (2φP + a)
)
(où a est une constante), ce qui peut être dû aux approximations uti-
lisées. La lame pelliculaire ne peut vraisemblablement pas être assimilée à une lame uniaxe
homogène dont les axes propres sont perpendiculaires à l’axe de propagation du faisceau laser.
De plus il est possible que l’axe de rotation de la pellicule ne soit pas confondu avec l’axe de
propagation du faisceau laser, ce qui peut engendrer un balayage du faisceau sur la surface de la
pellicule. Enfin, nos éléments optiques ne sont pas parfaits ce qui peut entraîner des défauts de
polarisation (ellipticité ou biréfringence). Ces défauts sont à l’origine de la composante continue
de la courbe.
On peut tout de même raisonner sur l’amplitude des oscillations afin de fixer une limite supérieure
sur Γ. Ces oscillations ont une amplitude d’environ 2.5× 10−7, ce qui est juste au-dessus de
notre seuil de sensibilité. Le retard de phase Γ équivalent à ces oscillations est de 1 mrad et il
est insensible à l’orientation θP de la pellicule (courbes similaire pour θP = 0◦ et θP = 30◦). Ces
résultats sont un bon point de départ, puisqu’un retard de phase de 1 mrad ne dégradera pas
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significativement la méthode d’alignement et de synchronisation. Il faut cependant confirmer ces
résultats à la longueur d’onde qui sera utilisée dans le recirculateur d’ELI-NP-GBS (515 nm).
4.4.1.5 Mesures à 515 nm
Les mesures précédentes sont répétées avec un faisceau d’une longueur d’onde de 515 nm 10. Afin
d’utiliser cette nouvelle longueur d’onde, nous avons dû changer tous les éléments optiques 11.
Les résultats obtenus lors de la prise de données sont représentés sur la fig. 4.26. Nous avons
calculé l’estimateur
(
sin2
(
Γ
2
)
sin2 (2φP )
)
pour trois angles d’incidence du faisceau laser, θP = 0◦,
θP = 20
◦ et θP = −20◦.
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Figure 4.26 – Résultats de la mesure de la biréfringence de la pellicule, obtenus avec le
faisceau laser à 515 nm, (a) pour le retard de phase Γ à θP = 0◦ uniquement et (b) pour
le retard de phase Γ à différents angles d’incidence θP .
L’électronique de lecture des photodiodes est la même que précédemment ce qui explique une
valeur Ccal = 44.39 ± 0.09 (1 écart-type) similaire à la valeur obtenue avec le faisceaux laser
à 1064 nm. La différence relative de ≈ 10 %, entre les deux valeurs, est certainement liée à des
différences dans les courbes de sensibilité en fonction de la longueur d’onde des deux photodiodes
utilisées. On trouve aussi le même niveau de répétabilité des mesures, d’environ 1.3× 10−7 sur(
sin2
(
Γ
2
)
sin2 (2φP )
)
(trois écarts-types des fluctuations observées).
On peut écrire, dans l’approximation du modèle utilisé, Γ = 2pi∆nlλ , où ∆n est la différence entre
les indices de réfraction ordinaire et extraordinaire du milieu, l l’épaisseur traversée de matériau
et λ la longueur d’onde du faisceau. Par conséquent, si on néglige la variation des indices de
réfraction (indice ordinaire et extraordinaire), le déphasage induit par la pellicule à 515 nm doit
être deux fois supérieur à celui induit à 1064 nm.
10. Laser du type CW Micro Laser à 515 nm, de la série MatchBox, produit par Integrated Optics
(http://integratedoptics.eu/11-515-nm).
11. Éléments optiques standard de la compagnie Thorlabs (http://www.thorlabs.de/) avec revêtements anti-
réflexion large bande de type A (pour le visible).
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La courbe à θP = 0◦ représentée sur la fig. 4.26(a) est en très bon accord avec les mesures
effectuées à 1064 nm. En revanche, les mesures effectuées avec un angle d’incidence non nul ne
sont pas en accord avec celles obtenues à 1064 nm (voir fig. 4.26(b)). On peut noter que les
oscillations de
(
sin2
(
Γ
2
)
sin2 (2φP )
)
ont une amplitude variant de 10−6 (à θP = 0◦) à 1.5× 10−5
(à θP = 20◦), ce qui correspond à un retard de phase Γ allant de 2 mrad à 7.7 mrad. De plus, ce
retard de phase dépend fortement de l’angle d’incidence du faisceau laser sur la pellicule. Cela
s’explique par le fait que l’axe de biréfringence est perpendiculaire à la propagation du faisceau
laser lorsque θP = 0◦. Dans ce cas, lorsque θP est différent de 0◦, l’axe de biréfringence de la
pellicule n’est plus perpendiculaire à la propagation du faisceau laser et le modèle utilisé n’est
plus valide. Il faut donc faire la mesure de biréfringence par l’intermédiaire d’un moyen de mesure
indépendamment de tout modèle.
4.4.1.6 Mesures avec un polarimètre
Finalement, nous avons utilisé un polarimètre du commerce 12 qui sera installé sur ELI-NP-GBS.
Ce polarimètre mesure les paramètres de Stokes normalisés (voir annexe A) par l’intermédiaire
de deux déphaseurs variables à cristaux liquides [131]. Le polarimètre est placé en lieu et place du
prisme de Wollaston, le reste du montage n’ayant pas changé. Nous utilisons pour cette mesure
le faisceau laser à 515 nm.
Afin d’interpréter au mieux les résultats, nous devons utiliser le formalisme de Stokes ainsi que les
matrices de Mueller. Si nous négligeons toute dépolarisation, alors le vecteur de Stokes normalisé
en sortie du second Glan-Thompson, où la polarisation peut être considérée linéaire le long de
l’axe horizontal, s’écrit :
Sin =

1
1
0
0
 . (4.35)
Les matrices de Mueller pour les différents éléments optiques sont données dans la réf. [135]. Le
vecteur de Stokes normalisé en sortie de la lame pelliculaire est alors donné par :
Sout = R−1(φP )MbirefR(φP )Sin
=

1
cos2 (2φP ) + cos (Γ) sin
2 (2φP )
sin2
(
Γ
2
)
sin (4φP )
− sin (Γ) sin (2φP )
 .
(4.36)
12. Polarimètre de la compagnie Meadowlark Optics (http://www.meadowlark.com/store/data_sheet/
Polarimeter.pdf).
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On peut constater que la plus grande précision sur la mesure de Γ est donnée par le paramètre
de Stokes S3. Le polarimètre que nous utilisons a une résolution de l’ordre de 10−3 sur les
composantes du vecteur de Stokes. Cela signifie que nous aurons une sensibilité de l’ordre de
1 mrad.
Après avoir étalonné le polarimètre 13, nous avons fait l’acquisition des vecteurs de Stokes en
sortie de la pellicule à différentes orientations φP , pour trois différents angles θP d’incidence
du faisceau laser, 0◦, 10◦ et 30◦. Les résultats obtenus sont présentés sur la fig. 4.27. On peut
constater que nous sommes dominés par le bruit de mesure. Nous pouvons tout de même fixer
une limite maximale au retard de phase Γ induit par la pellicule à quelques milliradians. Ce qui
est en accord avec les mesures précédentes faites à 515 nm.
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Figure 4.27 – Résultats de la mesure, du paramètre de Stokes S3 en sortie de la pellicule,
faite au polarimètre.
4.4.1.7 Conclusion
Nous avons mesuré le retard de phase Γ induit par une pellicule du même type que celle qui sera
utilisée au sein du recirculateur d’ELI-NP-GBS. L’approximation d’une pellicule biréfringente
uniaxe et homogène, dont les axes de biréfringences sont perpendiculaires à la propagation du
faisceau laser, semble être fausse. Il nous a malgré tout été possible d’estimer une limite supé-
rieure au retard de phase induit par la lame pelliculaire et d’en confirmer les résultats grâce à
un polarimètre du commerce. Les résultats de nos mesures, pour une incidence normale, avec
un faisceau laser à 1064 nm et 515 nm, sont compatibles avec celles du polarimètre. Pour les
autres orientations de la pellicule, les valeurs trouvées sont toujours inférieures à quelques mil-
liradians. Cela nous permet de négliger l’effet de la biréfringence de la lame pelliculaire au sein
du recirculateur.
13. Étalonnage effectué avec le générateur d’état propre de polarisation de la compagnie Meadowlark
Optics (http://www.meadowlark.com/store/data_sheet/Polarimeter%20-%20Eigenstate%20Calibration%
20Set.pdf).
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4.4.2 Mesure de la transmissivité de la lame pelliculaire
La réflectivité de la pellicule peut influencer le contraste des figures d’interférence, mais s’il existe
des différences de réflectivité entre l’onde s et p, elle peut aussi provoquer un changement de la
polarisation du faisceau laser. Il est plus facile de mettre en place expérimentalement la mesure
de la transmissivité de la lame pelliculaire plutôt que sa réflectivité. En négligeant la diffusion et
l’absorption de la pellicule, la réflectivité R et la transmissivité T sont liées par R = 1− T .
4.4.2.1 Montage expérimental
Nous avons utilisé un montage expérimental proche de celui de la mesure de biréfringence (voir
fig. 4.28). Le faisceau laser de longueur d’onde de 515 nm traverse une première lame demi-onde
et un cube séparateur de polarisation pour régler la puissance du faisceau laser. Il traverse ensuite
un prisme de Glan-Thompson pour accentuer le degré de polarisation linéaire du faisceau laser.
Puis il traverse une seconde lame demi-onde permettant de régler l’orientation de la polarisation
linéaire (s ou p) arrivant sur la pellicule. Enfin le faisceau laser traverse un cube séparateur (non
polarisant) qui permet de séparer le faisceau en deux voies, une voie de référence pour mesurer
l’intensité du faisceau laser et une voie en transmission de la pellicule. Les éléments optiques
sont les mêmes que ceux utilisés pour les mesures faites à 515 nm (cf. sect. 4.4.1.5). Les tensions
d’obscurités sont soustraites grâce à des mesures réalisées avec l’obturateur fermé avant chaque
acquisition. La procédure de mesure se déroule comme précédemment en deux phases, une phase
de calibration et une prise de données. Lors de la phase de calibration la lame pelliculaire est
escamotée.
PDtransmission
PDréférence
Glan-Thompson
Pellicule
cube 
polarisant
cube 
séparateur
obturateur
Laser
Figure 4.28 – Schéma du montage expérimental de la mesure de la transmissivité de la
pellicule.
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4.4.2.2 Phase de calibration
La première étape de cette phase est le réglage de la polarisation incidente sur la pellicule.
Pour ce faire nous utilisons le polarimètre décrit dans la sect. 4.4.1.6 positionné à la place de la
photodiode de la voie de transmission. Puis une mesure des tensions reçues sur chaque photodiode
est effectuée. Les tensions mesurées sur la voie de référence et la voie en transmission sont
respectivement Vref = αrefI et Vt = αtI. La constante de calibration est donnée par :
Ccal
def
=
αt
αref
=
Vt
Vref
. (4.37)
Afin d’obtenir une estimation de la stabilité au cours du temps de la constante de calibration,
nous effectuons la mesure une quinzaine de fois sur une durée de deux minutes avant et après la
prise de données.
4.4.2.3 Prise de données
Lors de la prise de données, la pellicule est insérée dans le faisceau laser. L’angle d’incidence
du faisceau laser sur la pellicule θP = 0 est obtenu par une méthode d’auto-collimation. L’angle
d’incidence θP du faisceau laser sur la pellicule est ensuite balayé entre 30◦ et 60◦, pour deux
polarisations, s et p. La tension mesurée sur la voie en transmission est alors :
Vt = αtT (θP )I, (4.38)
la voie de référence n’étant pas affectée par l’insertion de la pellicule. On obtient donc :
T (θP ) = Vt
CcalVref
. (4.39)
Les résultats obtenus pour la mesure de transmissivité sont présentés sur la fig. 4.29. La variation
de Ccal pour les deux polarisations du faisceau laser est trop faible pour induire des variations
significatives sur les mesures de transmissivité. La différence entre la valeur moyenne de Ccal pour
les faisceaux lasers polarisés linéairement suivant −→s et celle pour le faisceau polarisé suivant −→p
est sûrement due à la sensibilité à la polarisation du cube séparateur. La transmissivité de la
pellicule n’est pas inférieure à 10 % pour θP = 45◦±8◦ pour les deux ondes (s et p). En revanche
la différence de transmissivité entre ces deux ondes n’est pas négligeable et peut dépasser 10 %.
4.4.2.4 Influence de la réflectivité sur le contraste
Le fait que la transmissivité et a fortiori la réflectivité de la pellicule dépende de la polarisation
et de l’angle d’incidence, peut induire une différence de contraste pour chaque passage et une
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Figure 4.29 – Résultats de la mesure de transmissivité de la pellicule, (a) et (b) la mesure
de répétabilité de Ccal respectivement pour un faisceau laser linéairement polarisé suivant−→s et −→p , (c) la transmissivité Ts et Tp du faisceau laser polarisé respectivement suivant−→s et −→p en fonction de θP et (c) Tp − Ts en fonction de θP .
rotation de la polarisation. Il est alors possible d’utiliser ce dichroïsme à notre avantage pour
compenser les pertes d’intensité (par prélèvement) du faisceau laser à chaque passage et ainsi
garder un contraste constant.
Nous avons inséré dans notre simulation basée sur les tracés de rayons (pour la propagation) et
les matrices de Jones (pour la polarisation) la lame pelliculaire en considérant les coefficients de
réflexion trouvés précédemment (la racine carrée de Ts, Tp, Rs et Rp). Nous avons mis en entrée
du recirculateur trois polarisations différentes définies par leur vecteur de Jones :
−→
Jp (polarisation
linéaire p),
−→
Js (polarisation linéaire s) et
−−→
J45◦ (polarisation linéaire à 45◦). L’intensité relative
à l’intensité initiale (en entrée du recirculateur) prélevée par la pellicule à chaque passage est
représentée sur la fig. 4.30(a). L’intensité relative varie fortement d’un passage à l’autre, cela
peut être un problème si l’on considère une dynamique finie sur la CCD enregistrant les figures
d’interférences.
L’amplitude des contrastes des figures d’interférences dépend du produit scalaire entre le vecteur
polarisation du faisceau de référence et celui du faisceau circulant (cf. éq. (4.3)). Afin d’estimer
au mieux l’amplitude du contraste de chaque passage perçu par la CCD et plus précisément de la
dynamique (de ce contraste) entre les différents passages, on définit Vrel comme le rapport entre
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Figure 4.30 – (a) intensité relative du faisceau laser circulant en fonction du numéro de
passage et (b) Vrel en fonction de l’orientation ψ du vecteur polarisation −−→Jref du faisceau
laser de référence, pour les polarisations
−→
Jp,
−→
Js et
−−→
J45◦ du faisceau laser circulant en entrée
du recirculateur.
l’amplitude maximale et minimale du contraste parmi tous les passages. Pour prendre en compte
le produit scalaire des vecteurs polarisation des deux faisceaux, on écrit le vecteur de Jones
−−→
Jref
du faisceau laser de référence injecté dans le recirculateur sous la forme :
−−→
Jref =
(
cosψ
sinψ
)
, (4.40)
dans la base locale (−→s ; −→p ). Les résultats obtenus sur la dynamique du contraste d’une recircu-
lation en fonction de ψ pour différentes polarisations du faisceau laser circulant sont représentés
sur la fig. 4.30(b). La dynamique minimale du contraste entre les différents passages est obtenue
pour une polarisation s du faisceau circulant et à ψ ≈ 10◦ pour le faisceau de référence. Il est
donc possible d’optimiser les polarisations (type, orientation) des deux faisceaux pour réduire
cette dynamique, ce sera l’objet d’une étude expérimentale sur le prototype.
4.4.2.5 Conclusion
Nous avons mesuré la transmissivité d’une pellicule du même type que celui qui sera utilisé au sein
du recirculateur d’ELI-NP-GBS. La transmissivité de la pellicule est supérieure à 90 % pour les
angles d’incidence θP = 45◦ ± 8◦. En revanche, cette pellicule présente un dichroïsme significatif
qu’il faut prendre en compte pour minimiser la dynamique des contrastes des différents passages
au niveau de la CCD enregistrant les figures d’interférences. Nous avons trouvé, en considérant
uniquement des faisceaux lasers polarisés linéairement, qu’une polarisation s du faisceau circulant
et à ψ ≈ 10◦ pour le faisceau de référence permet de minimiser cette dynamique.
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4.5 Caractérisation de l’état de surface des miroirs des MPS
L’état de surface des miroirs plans des MPS est le paramètre le plus crucial pour la préservation
de la qualité du faisceau laser lors de la recirculation (voir sect. 3.7). Pour accroitre la qualité
de surface de ces miroirs, nous avons décidé de compenser le défaut de courbure par le biais
du dépôt d’un revêtement diélectrique sur la face arrière. Pour rappel de la sect. 4.1.1, nous
avons supprimé la contrainte de produire un ensemble de miroirs dont les valeurs systématiques
moyennes des défauts soient les plus proches possibles de zéro (pas d’aberration systématique).
Toutes ces spécifications sont inhabituelles pour les polisseurs, l’interaction avec eux est alors
primordiale pour s’assurer que nos contraintes sont réalisables.
4.5.1 Étude de la compensation de la courbure en face arrière
Le défaut de courbure est induit, entre autres, par le dépôt des revêtements multicouches diélec-
triques en face avant, et par le polissage des miroirs. Nous avons demandé à l’Institut Fresnel de
faire une étude sur la faisabilité et la précision atteignable d’une compensation d’un défaut de
courbure par traitement en face arrière des miroirs des MPS. L’étude se déroule en deux phases.
Une première phase d’étude du contrebalancement des défauts de courbure que l’Institut Fresnel
peut introduire lors du dépôt des revêtements diélectriques en face avant. Et une seconde phase
d’étude de la compensation d’un défaut provenant du polissage, cette phase est encore en cours.
Nous allons ainsi présenter uniquement les résultats de la première phase obtenus par l’Institut
Fresnel.
La première étape est la conception des revêtements diélectriques haute réflectivité. Les mesures
des états de surface à l’Institut Fresnel sont effectuées à une longueur d’onde de 532 nm (très
proche de la longueur d’onde de 515 nm utilisée dans le recirculateur). Un revêtement diélec-
trique a donc été conçu pour obtenir une réflectivité > 99.95 %, avec une incidence normale à
une longueur d’onde de 532 nm. Le revêtement final est un empilement multicouches, quart-
d’onde, impair, sans couche de protection (cf. annexe B). Le couple de matériaux utilisé est du
Nb2O5/SiO2, et leurs indices respectifs sont 2.366 et 1.485.
La seconde étape consiste à déposer le revêtement sur une série de 12 miroirs d’environ 30 mm de
diamètre et de s’assurer que les performances sont atteintes. Les miroirs utilisés ont été produits
par l’entreprise Winlight avec la technique de finition magnétorhéologique (MRF : Magneto-
Rheological Finishing, voir la fig. 3.32). L’état de surface de chaque miroir a été mesuré avant
traitement sur une zone utile de 27 mm de diamètre (cf. tab. 4.5). Deux miroirs, les numéros 1 et
4, n’ont subi qu’un seul traitement alors que les autres ont subi un second dépôt en face arrière.
La réflectivité de tous les miroirs atteint les performances requises, aux incertitudes de mesures
près, après le dépôt du revêtement multicouche. Une fois les traitements effectués une mesure
de l’état de surface de chaque miroir a été faite. La valeur PV des défauts de surface est donnée
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pour chaque miroir avant et après traitement dans la tab. 4.5. On peut constater que le PV final,
lorsque les miroirs sont traités en face arrière, est d’environ 20 % supérieur au PV initial. En
revanche si la face arrière n’est pas traitée, il y a un facteur 6 en moyenne entre le PV initial et
le PV final. Ceci met en exergue l’importance de procéder à un dépôt de revêtement diélectrique
en face arrière.
Numéros PV avant PV après ratiode miroir traitement [nm] traitement [nm]
1* 30 120 4
2 30 57 1.9
3 25 28 1.12
4* 25 200 8
5 28 37 1.32
6 30 22 0.73
7 30 33 1.1
8 27 32 1.19
9 28 30 1.07
10 24 32 1.33
11 30 35 1.17
12 27 33 1.22
Table 4.5 – Résultats sur la valeur PV des défauts de surface avant et après traitement,
obtenus lors de l’étude du contrebalancement du défaut de courbure par traitement en
face arrière. Les miroirs marqués d’un « * » ne sont pas traités en face arrière.
Les états de surface avant et après dépôt pour les miroirs 1 et 3 sont représentés sur la fig. 4.31.
On peut voir la forte influence du traitement en face arrière sur le défaut de courbure des miroirs.
Les principaux défauts dus au polissage et à la macrostructure (cf. sect. 3.7.3.1) sont conservés
après le traitement en face arrière (fig. 4.31(b) et 4.31(d)). La première phase de l’étude de
compensation du défaut de courbure est donc une réussite, ce qui nous permet d’envisager de
bons résultats pour la phase suivante.
4.5.2 État de surface des premiers miroirs des MPS
Nous avons reçu un premier jeu de 24 miroirs plans de MPS fabriqués par ELDIM. Ces miroirs ont
toutes les spécificités définies dans la sect. 4.1, une forme circulaire de 30.6 mm de diamètre et pas
de biseau sur les faces latérales. Les seize premiers miroirs ont été réalisés avec leurs deux faces
polies et parallèles. Les états de surface des miroirs sont mesurés par le biais d’une technique
interférentielle (telle que celle utilisée par les interféromètres lasers de chez ZYGO 14) [115].
Lorsque les deux faces du miroir sont parallèles, cela engendre une réflexion du faisceau laser
incident sur sa face arrière qui vient interférer avec celle de la face avant. Ces interférences
14. http://www.zygo.com/?/met/interferometers/
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(a) (b)
(c) (d)
Figure 4.31 – Résultats de l’étude de contrebalancement des défauts de surface par
traitement en face arrière, (a) l’état de surface du miroir 1 avant traitement et (c) après
traitement (traitement sur une seule face), et (b) l’état de surface du miroir 3 avant
traitement et (d) après traitement (traitement sur les deux faces).
produisent sur la mesure de l’état de surface du miroir les formes périodiques visibles sur la
fig. 4.32(a). ELDIM a donc dû appliquer un filtre numérique sur les mesures afin de corriger ce
problème. Le résultat de ce filtre est présenté sur la fig. 4.32(b). Pour les 8 derniers miroirs, leur
forme a été changée pour passer à des miroirs à faces non parallèles dont l’angle entre les deux
faces est de 2 minutes. Les résultats des mesures de leurs états de surface (sans aucun filtre) sont
illustrés par les fig. 4.32(c) et 4.32(d), pour deux miroirs représentatifs de la série. On peut voir,
que les mesures de la seconde série de miroirs ne présentent plus les perturbations périodiques
induite par la réflexion sur la face arrière. La fig. 4.32 permet aussi de comparer les mesures
filtrées et non filtrées. Il en résulte que le filtre, appliqué sur les mesures de la première série de
miroirs, ne biaise pas, à première vue, les défauts de polissage mesurés.
Nous avons effectué une analyse statistique des différents polynômes de Zernike présents sur ces
24 miroirs (voir sect. 3.7.2.2). La distribution statistique ainsi que la valeur de l’amplitude PV
de chaque polynôme de Zernike sont représentées sur la fig. 4.33. La première chose que l’on peut
constater est la très faible courbure des miroirs en comparaison des optiques étudiées précédem-
ment (cf. fig. 3.42). Les miroirs de MPS présentent moins d’un nanomètre PV de courbure en
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Figure 4.32 – Mesures des états de surface, des premiers miroirs de MPS polis par
ELDIM, (a) mesure sans filtrage d’un miroir à faces parallèles et (b) avec filtrage, (c) et
(d) mesures de deux miroirs à faces non parallèles, représentatifs de la série.
moyenne, par rapport à une vingtaine de nanomètres pour les optiques de la fig. 3.42. En dehors
des aberrations sphériques (Z4, Z12 et Z24), la moyenne de chaque défaut est compatible avec
zéro, c’est-à-dire que les défauts des miroirs n’ont naturellement pas de systématique. Les aber-
rations sphériques, selon ELDIM (Richard Chiamone 15), sont principalement dues à la technique
de MRF qui produit une périodicité de symétrie circulaire sur les substrats, la forme d’escargot
sur la fig. 4.32(b). Puisque ce sont principalement des aberrations d’ordre élevé, elles ne devraient
pas avoir une grande influence sur la qualité du faisceau laser.
Dans le but d’estimer les performances des premiers miroirs de MPS polis par ELDIM, nous
avons inséré les états de surface des miroirs des MPS dans notre simulation sous CodeV, et
nous avons calculé la TASD relative qui en résulte (voir sect. 3.7). Les états de surface entrés
dans la simulation correspondent directement aux mesures effectuées par ELDIM pour lesquelles
nous avons défini une orientation aléatoire et retiré les trois premiers polynômes de Zernike. Nous
ne disposons que de 24 états de surface mesurés, alors qu’il nous faut définir l’état de surface
pour les 62 miroirs de MPS du recirculateur (nous considérons les miroirs d’injection et d’éjection
15. Les informations obtenues de ELDIM nous sont transmises par Richard Chiamone, le responsable du dé-
partement d’optique.
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Figure 4.33 – Distribution des coefficients des six premiers ordres des polynômes de Zer-
nike, des miroirs de MPS polis par ELDIM, (a) les estimateurs statistiques : moyenne
(points) et écart-type (barres d’erreurs) et (b) les différents coefficients pris indépen-
damment. En pointillé (à gauche) sont représentés sur (a) les polynômes que nous avons
négligés pour nos simulations.
parfaits). Pour remédier à ce manque de données nous avons assigné, à chacun des miroirs des
MPS du recirculateur l’une des 24 mesures, de manière aléatoire et équiprobable.
Les résultats obtenus sur la TASD relative avec ces états de surface sont donnés sur la fig. 4.34.
La TASD moyenne de la distribution est de 94.6 % avec un écart-type de 0.5 %. Les performances
atteintes, en terme de TASD, sont donc du même ordre de grandeur que celle qu’on peut espérer,
avec des miroirs dont les défauts de surface sont symétrisés. De plus, le très faible écart-type
de la distribution nous informe qu’un ordonnancement des miroirs, pour trouver la meilleure
configuration possible, améliorerait très peu la TASD (le maximum est d’environ 95.5 %). Il ne
sera donc pas nécessaire d’ordonnancer les miroirs, si tous les prochains miroirs produits par
ELDIM présentent la même qualité de surface que ceux déjà fournis.
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Figure 4.34 – Distribution de la TASD relative, pour 1478 configurations différentes,
obtenue avec les états de surface des miroirs de MPS produits par ELDIM.
Nous avons essayé d’augmenter la TASD relative maximale atteinte en réalisant une sélection
des miroirs. Cette sélection se base sur la valeur PV de chaque polynôme de Zernike. Pour la
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première sélection que nous avons effectuée, la limite maximale du PV de chaque polynôme est
fixée à 6 nm (en valeur absolue). Autrement dit, tous les miroirs présentant un coefficient d’un
des polynômes de Zernike supérieur, en valeur absolue, à 6 nm sont rejetés. Nous avons rejeté 5
miroirs pour cette première sélection. La valeur moyenne de la TASD est passée à 95 % (pour
500 configurations), et l’écart-type a été réduit à 0.3 %. La seconde sélection a été faite avec
une limite de 4 nm sur le PV de chaque polynôme, ce qui a abouti au rejet de 13 miroirs. Les
résultats sur la TASD sont du même ordre que précédemment, la valeur moyenne est de 95 % et
l’écart-type est passé à 0.2 %. Au final, une sélection des miroirs permet de réduire l’écart-type
de la distribution de la TASD, mais n’améliore pas notablement la valeur moyenne. Pour réduire
l’écart-type de moitié il est cependant nécessaire de rejeter plus de la moitié des miroirs ce qui
entraîne une augmentation du coût de production des miroirs.
4.5.3 Conclusion
Les premiers résultats, de la première phase de l’étude de la compensation du défaut de courbure
par le biais d’un traitement multicouche en face arrière des miroirs des MPS, montrent qu’il est
possible de compenser les défauts introduits par le traitement en face avant. Le second dépôt
(sur la face arrière) présente aussi l’avantage de laisser inchangée la macrostructure du miroir
induite par le polissage. On garde ainsi toutes les caractéristiques du miroir, ce qui est nécessaire
lorsque les défauts du polissage sont aléatoires. Ainsi, il n’y a pas d’ajout de défaut systématique
sur les miroirs, par la méthode de compensation.
Les premiers miroirs des MPS polis par ELDIM ont été caractérisés et seront prochainement li-
vrés à l’Institut Fresnel pour y être traités. Ces miroirs ne présentent pas de défaut systématique
particulier, mise à part les défauts de sphéricité qui sont créés par la technique de MRF. L’in-
sertion de l’état de surface de ces miroirs dans notre simulation optique nous donne d’excellents
résultats. La TASD relative qui en résulte est de 94.6 % en moyenne, ce qui est du même ordre
de grandeur que celle que l’on pourrait obtenir avec des miroirs sans aucun défaut systématique.
La dispersion des résultats (un écart-type de 0.5 %) nous indique qu’un ordonnancement aléa-
toire des miroirs dans le recirculateur ne génère qu’une très faible variation des pertes de TASD
(positive ou négative). Enfin une sélection des miroirs n’apporte pas d’amélioration significative
sur la TASD résultante.
4.6 Résumé de chapitre
Dans ce chapitre consacré à la partie expérimentale de mon travail, nous avons détaillé l’im-
portance d’une interaction avec les industriels pour la conception du recirculateur et de son
prototype. Nous avons également développé les premières preuves expérimentales de la technique
de synchronisation.
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Lors de l’interaction avec les industriels nous avons dû revoir la géométrie du recirculateur afin
de prendre en compte les contraintes sur la forme des optiques, qui doit être circulaire, et leur
encombrement dans le recirculateur. La perte générée, sur la TASD, par le nouvel angle de
croisement de 8◦, et par la nouvelle taille des miroirs de 30.6 mm de diamètre, est d’environ 5 %.
Nous avons conçu un prototype à 12 passages ayant les mêmes caractéristiques que le recirculateur
final. La principale contrainte que nous avons dû prendre en compte pour la conception de ce
prototype est la nécessité d’avoir une réponse aux désalignements similaire au recirculateur. Cela
devrait nous permettre de tester, dans des conditions les plus proches possibles du recirculateur
final, les différentes techniques d’alignement et de synchronisation que nous avons développées
dans la sect. 3.4.
Les premières preuves de principe de la technique de synchronisation, que nous avons pu mener,
ont démontré qu’il était possible d’obtenir une synchronisation < 100 fs, ce qui est dans les
contraintes que nous avons fixées. De plus nous avons caractérisé la lame pelliculaire qui est
l’interface entre le recirculateur et le système d’imagerie utilisé par les outils de synchronisation
et d’alignement. Il ressort de cette caractérisation que la pellicule est très peu biréfringente,
avec un retard de phase entre l’onde ordinaire et l’onde extraordinaire de l’ordre de 1 mrad.
En revanche la lame pelliculaire est dichroïque. Pour minimiser la dynamique des contrastes
des différents passages au niveau de la CCD, il faut un faisceau circulant polarisé linéairement
suivant −→s en entrée du recirculateur et un faisceau de référence polarisé linéairement à ≈ 10◦
(par rapport à −→s ).
La fin du chapitre a été dédiée à l’étude des premiers miroirs fabriqués spécialement pour ELI-NP-
GBS. Nous avons commencé par présenter les résultats sur l’étude de la compensation du défaut
de courbure des miroirs par traitement en face arrière. La compensation, avec un traitement
en face arrière, a pour effet de minimiser les défauts introduits par le dépôt des revêtements
diélectriques en face avant. L’écart entre la valeur PV des défauts de surface avant et après
traitement est ainsi maintenu à un niveau de l’ordre de 20 %. Puis nous avons étudié l’état de
surface des premiers miroirs de MPS fabriqués par ELDIM. L’état de surface obtenu sur ces
miroirs ne présente pas d’aberration systématique mise à part les aberrations sphériques dues à
la technique de MRF. Avec cette qualité de surface nous estimons que les pertes de TASD seront
d’environ 5 % avec un écart-type de 0.5 %, pour un ordonnancement aléatoire des miroirs au sein
du recirculateur. Ces faibles pertes de TASD sont du même ordre de grandeur que celles que nous
avons obtenues pour des états de surface sans aucune aberration systématique (cf. sect. 3.7.3.3).
Conclusion
Sur les cinq éléments, aucun ne prédomine constamment, sur les quatre
saisons, aucune ne dure éternellement ; parmi les jours, les uns sont
longs et les autres courts ; et la lune croît et décroît.
— Sun Tzu, L’Art de la Guerre
Les rayonnements électromagnétiques sont très utilisés de nos jours. Les plus énergétiques, les
rayons γ commencent juste à dévoiler tout leur potentiel pour les applications en physique nu-
cléaire. Depuis l’avènement des machines Compton, il est possible de produire des faisceaux de
rayons γ quasi-monochromatiques et de très haute intensité. La physique photonucléaire et les
autres domaines d’étude qui découlent des rayonnements γ nécessitent, dans la plupart des cas,
la meilleure finesse spectrale, le plus haut flux possible et une polarisation variable du faisceau de
rayons γ. La source de rayons γ d’ELI-NP (ELI-NP-GBS), devrait aller au-delà et atteindre des
performances encore inégalées dans le domaine d’énergie allant de 0.2 MeV à 19.5 MeV. Les prin-
cipales caractéristiques attendues de cette source sont, un accord continu en énergie des rayons
γ de 0.2 MeV à 19.5 MeV, une TASD supérieure à 5× 103 photons/(s · eV) dans une largeur
spectrale inférieure à 0.5 % et un contrôle de la polarisation des rayons γ à mieux que 95 %.
Pour atteindre ces performances, d’importants choix technologiques ont dû être faits pour tous les
éléments de la machine. Ces choix technologiques ont principalement été guidés par les différents
savoir-faire réunis, par les partenaires, au sein du consortium EuroGammaS, la volonté de limiter
les risques de leur mise en œuvre et la contrainte de temps pour construire la machine. On
peut citer parmi ces choix, celui d’un linac hybride en bandes S et C, et l’utilisation de la
technique du velocity bunching pour produire le faisceau d’électrons avec les meilleures qualités
possibles (dispersion en énergie, émittance, etc.). Les trois lasers de puissance sont choisis de
manière à réduire les risques avec une chaîne Ti:Saph pour alimenter la photocathode, et obtenir
les meilleures performances avec des lasers Yb:YAG, en cours d’industrialisation, pour les points
d’interactions. De nouvelles techniques ont aussi été spécialement développées pour ELI-NP-GBS,
comme la génération des 32 impulsions asservie en fréquence. D’autres ont dues être adaptées,
telles que les techniques de calibrations et de collimation pour mesurer et obtenir les performances
finales requises. Le principal développement et risque de cette machine reste le système optique,
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un multipassage optique qui doit permettre d’obtenir la puissance laser nécessaire aux points
d’interactions en multipliant par une trentaine la puissance moyenne délivrée par les lasers.
Le choix d’une cavité optique en lieu et place de celle d’un multipassage aurait été plus risqué
d’un point de vue technologique. En revanche, la conception de ce multipassage, le recirculateur,
a dû prendre en compte la moindre source de défauts. La conception, l’étude et le développement
du recirculateur d’ELI-NP-GBS fut le travail principal de cette thèse. Ce système optique est
un des éléments clefs de la machine de par son rôle dans l’optimisation de l’interaction entre
le faisceau laser et le faisceau d’électron. Il doit prendre en compte les différentes contraintes
spatiales et temporelles pour garantir la meilleure interaction possible entre les deux faisceaux.
Les points les plus importants sont sa mécanique pour qu’il puisse être réalisable, stable et loger
dans l’espace qui lui est imparti et la qualité de ses optiques pour préserver celle du faisceau laser
au point d’interactions. Le système est alors composé de deux miroirs paraboliques confocaux et
d’une série de paires de miroirs parallèles (MPS) garantissant la bonne recirculation du faisceau
laser et sa synchronisation avec les paquets d’électrons. Afin de prendre en considération toutes
ces contraintes nous avons décrit une méthode de conception et un algorithme permettant de
calculer les principaux paramètres géométriques du multipassage.
Après avoir obtenu la géométrie du recirculateur nous avons pu étudier ses performances. Nous
avons alors fixé les contraintes d’ajustement spatial de ses différents éléments ainsi que la précision
de synchronisation nécessaire pour obtenir les meilleures performances de ce système. Il en découle
un alignement nécessaire des éléments optiques, de l’ordre du micromètre pour leurs positions,
et de l’ordre du microradian pour leurs orientations. La synchronisation doit être de l’ordre de
la centaine de femtosecondes. Si ces performances sont atteintes, nous devrions être en mesure
de limiter les pertes, induites par ces défauts, sur le flux de rayons γ, à mieux qu’une dizaine
de pourcents. Il faut noter que les tolérances de quelques micromètres et microradians, sur le
positionnement des miroirs paraboliques, sont à réaliser sur une longueur totale (du recirculateur)
de 2.4 m. Quant à la synchronisation d’une centaine de femtosecondes, elle doit être maintenue
sur une longueur totale d’environ 150 m. Pour atteindre ce niveau de précision, nous avons dû
mettre au point deux procédures expérimentales, basées sur un système d’imagerie simple : une
procédure d’alignement et une procédure de synchronisation. À cela il faut ajouter que les MPS,
qui permettent la recirculation du faisceau laser ainsi que sa synchronisation avec le faisceau
d’électrons, doivent être alignés en suivant une procédure avec mise en cascade. Le parallélisme
requis des MPS, résultant de cette procédure, est de l’ordre de quelques microradians.
La forme unique du système, le dragon-shape, lui confère une stabilité intrinsèque par des effets
de compensation topologique. Cette propriété permet de propager n’importe quelle polarisation
du faisceau laser et de compenser une partie des aberrations optiques. Au contraire, le fait de
recycler le faisceau laser vient accentuer d’autres aberrations, telles que les aberrations sphériques
ou de dépointé. Pour minimiser ces dernières, les surfaces optiques des paraboles doivent être
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d’une qualité à la limite de l’état de l’art, et celles des MPS doivent présenter des aberrations
aléatoires.
Les contraintes mécaniques et optiques imposées au système dépassent les standards actuels. Nous
avons donc dû concevoir un prototype, semblable au système final, pour s’assurer de la bonne
conception et de la faisabilité des différents éléments optiques et mécaniques du recirculateur.
La conception de ce prototype et les résultats des premières simulations avec les données des
premiers miroirs fabriqués, sont les sujets principaux du dernier chapitre. La qualité de ces
miroirs est au-delà de nos attentes et nous font envisager de meilleures performances. La fin de
ce document a été consacré aux expériences de principe de la procédure de synchronisation. Les
premiers résultats obtenus nous indiquent qu’une synchronisation de l’ordre de la centaine de
femtosecondes est possible et nous mettent en confiance pour la suite du projet.
Des simulations d’alignements tenant compte de tous les défauts connus du recirculateur (états de
surface des différents miroirs, précision mécanique des moteurs, pré-alignement, etc.) sont en cours
au moment de l’écriture du document. Elles devront permettre d’ajuster et de tester l’algorithme
d’alignement en tenant compte du profil d’intensité du faisceau laser à chaque passage. Une preuve
de principe de la synchronisation avec le laser final du système de synchronisation d’ELI-NP-GBS
est en train d’être mise en place. Cette expérience devrait permettre d’améliorer l’algorithme de
synchronisation et de tester sa robustesse.
Dans les prochains mois, le prototype sera le premier test réel de toutes nos procédures d’ali-
gnement et de synchronisation. Il servira, entre autres, à améliorer ces procédures et valider nos
simulations ainsi que les performances globales que nous pourrons attendre sur le système final.
L’installation du premier système sur ELI-NP-GBS est prévue dans les deux prochaines années,
et le second dans trois ans. Si les performances attendues sont confirmées, il est envisageable
d’utiliser un système similaire pour des applications plus variées. Un système de ce type peut
être utile pour des applications de génération d’harmoniques ou d’amplification paramétrique.
On peut considérer, de manière générale, toute application nécessitant une densité de puissance
laser élevée en un point de quelques dizaines de micromètres, une synchronisation de l’ordre de
la centaine de femtosecondes ou une géométrie symétrique.

Annexe A
Polarisation
On dit souvent qu’il faut expérimenter sans idée préconçue. Cela n’est pas
possible ; non seulement ce serait rendre toute expérience stérile, mais
on le voudrait qu’on ne le pourrait pas.
— Henri Poincaré, La Science et l’hypothèse (1908)
A.1 Définitions de la polarisation
La polarisation est une propriété intrinsèque aux ondes électromagnétiques et aux systèmes
quantiques composés de particules élémentaires (électrons, positrons, photons, etc.) ou de noyaux
atomiques. Dans le cas des systèmes quantiques la polarisation représente la moyenne statistique
des vecteurs-spin sur tous ses constituants [136]. Le vecteur-spin −→sk attaché à une particule d’état
quantique |Ψk〉 est défini par :
−→sk def= 〈Ψk| Sˆ |Ψk〉 , (A.1)
où Sˆ =
(
Sˆx ; Sˆy ; Sˆz
)
est l’opérateur vectoriel de spin qui peut être représenté par les trois
matrices de Pauli σ = (σ1 ; σ2 ; σ3). La représentation standard des matrices de Pauli dans la
base des vecteurs propres de la troisième matrice est :
σ1
def
=
(
0 1
1 0
)
, σ2
def
=
(
0 −i
i 0
)
, σ3
def
=
(
1 0
0 −1
)
. (A.2)
De là on peut définir le vecteur polarisation
−→
P , aussi appelé polarisation ou vecteur de Stokes
normalisé (cf. sect. A.4) d’un ensemble de k particules mono-énergétiques :
−→
P
def
=
2
~
∑
k
pk
−→sk = Tr(ρσ), (A.3)
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où pk est la probabilité pour une particule de se trouver dans l’état |Ψk〉 et ρ est la matrice
densité [136] :
ρ =
1
2
(I +
−→
P σ). (A.4)
Il faut noter qu’ici, suivant la définition des matrices de Pauli, le vecteur de Stokes est :
−→
P = S2S3
S1
, si l’on suit la définition donnée par l’éq. (A.16) (voir sect. A.4).
En électromagnétisme classique, historiquement, la polarisation représente la direction du vecteur
magnétique d’une onde électromagnétique, dans ce cas on l’appelle direction de polarisation. Le
plan formé par la direction de polarisation et la direction de propagation est appelé plan de pola-
risation. Tous les auteurs n’utilisent pas cette terminologie, certains préfèrent définir la direction
de polarisation comme celle du vecteur électrique au lieu de celle du vecteur magnétique. Par la
suite nous raisonnerons sur le vecteur électrique, mais le même raisonnement est parfaitement
transposable au vecteur magnétique.
Nous nous intéresserons ici uniquement à la polarisation d’une onde électromagnétique, la po-
larisation d’un système quantique est détaillée dans la réf. [15]. Ce choix est conditionné par le
fait que les paquets d’électrons de l’accélérateur d’ELI-NP-GBS ne sont pas polarisés. La polari-
sation des rayons γ peut être vue comme celle d’une onde électromagnétique en la représentant
par les vecteurs de Stokes (cf. sect. A.4). Les vecteurs de Stokes sont donc un lien direct entre
les définitions quantique et classique de la polarisation [24].
A.2 Vecteurs de Jones
Pour définir la polarisation d’un faisceau de lumière polarisé, en 1941, Robert Clark Jones dé-
veloppa un formalisme basé sur les paramètres de Stokes [137]. Considérons une onde plane
monochromatique, dont l’orientation de son champ électrique
−→
E est perpendiculaire à celle de
son vecteur d’onde
−→
k (la direction de propagation). Ceci est équivalent à l’approximation pa-
raxiale. On suppose que l’onde se propage suivant l’axe z. On peut alors écrire le champ électrique
de manière générale comme :
−→
E (x ; y ; z ; t) = (Ex
−→x + Ey−→y ) ei(kz−ωt), (A.5)
où k = ‖−→k ‖ 1 est le nombre d’onde, ω = (2pic/λ) est la pulsation de l’onde avec λ sa longueur
d’onde et Ex et Ey tels que
√
E2x + E
2
y = E = ‖
−→
E ‖ sont les amplitudes des composantes du
champ respectivement suivant l’axe x et l’axe y. Par définition le vecteur de Jones normalisé
−→
J
1. De manière générale, pour simplifier les écritures, nous utiliserons la notation v = ‖−→v ‖, pour n’importe quel
vecteur −→v lorsqu’il n’y a pas d’ambiguïté.
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associé à
−→
E est :
−→
J
def
=
1
E
(
Ex
Ey
)
. (A.6)
Le vecteur de Jones est complexe et sa normalisation est obtenue par
−→
J † · −→J = 1, où « † »
désigne le vecteur adjoint (le vecteur transposé conjugué). Cette notation définit la polarisation
d’un faisceau laser. Les quatre principales polarisations sont :
Polarisation rectiligne suivant l’axe x :
−→
Jx =
(
1
0
)
, (A.7)
Polarisation rectiligne suivant l’axe y :
−→
Jy =
(
0
1
)
, (A.8)
Polarisation circulaire droite :
−→
JR =
1√
2
(
i
1
)
, (A.9)
Polarisation circulaire gauche :
−→
JL =
1√
2
(
1
i
)
. (A.10)
On peut noter que
−→
Jx
† · −→Jy = −→JR† · −→JL = 0. De plus, toute polarisation peut être représentée
comme une combinaison linéaire de deux polarisations orthogonales :
(−→
Jx ;
−→
Jy
)
ou
(−→
JR ;
−→
JL
)
.
Par exemple, une polarisation rectiligne suivant un axe quelconque faisant un angle ψ avec l’axe
x s’exprime comme :
−→
Jx cosψ +
−→
Jy sinψ =
(
cosψ
sinψ
)
, (A.11)
et dans le cas général d’une polarisation elliptique, le vecteur de Jones prend la forme :
−→
J (ψ ; δ) =
(
cosψ
eiδ sinψ
)
, (A.12)
où δ est le déphasage entre les deux composantes du vecteur polarisation et induit une ellipticité
de la polarisation. Les représentations de ces différentes polarisations et de leur vecteur de Jones
sont données dans la tab. A.1. Il y est représenté la partie réelle du champ électrique
−→
E en un
point de l’axe z pour une oscillation du champ. C’est donc la trace laissée par la pointe du vecteur
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du champ électrique lorsque le temps t varie (le facteur eiωt de l’éq. (A.5) parcourt toutes les
valeurs possibles).
Vecteur
de
Jones
(
cosψ
sinψ
)
1√
2
(
1
i
)
1√
2
(
i
1
) (
a
i · b
)
,
avec a2 + b2 = 1
Polarisation : Linéaire Circulaire Gauche Circulaire Droite Elliptique Gauche
Table A.1 – Représentations de différentes polarisations et du vecteur de Jones qui leur
est associé.
A.3 Matrice de Jones
Dans le formalisme de Jones, les transformations des vecteurs polarisation sont décrites par des
matrices 2 × 2 [138]. En reprenant notre exemple d’une polarisation rectiligne suivant un axe
quelconque, cette dernière peut être interprétée comme une polarisation rectiligne suivant un axe
propre d’un second référentiel faisant un angle ψ avec celui de départ. Le passage de ce référentiel
à un autre se fait par l’application d’une matrice de rotation :(
cosψ
sinψ
)
=
(
cosψ − sinψ
sinψ cosψ
)(
1
0
)
. (A.13)
Cette transformation est très importante pour le formalisme de Jones où les matrices représentent
l’effet des composants optiques sur la polarisation, représentée par les vecteurs de Jones [139].
Lorsqu’on exprime la polarisation dans le référentiel approprié de l’élément optique, la matrice
décrivant la transformation prend une forme très simple. Nous donnons deux exemples utilisés
dans nos simulations.
Réflexion sur un miroir Il faut se placer dans le référentiel de la réflexion, autrement dit
suivant les axes −→s et −→p qui sont respectivement le vecteur unitaire normal au plan d’incidence,
formé par le faisceau incident et la normale au miroir au point de réflexion, et le vecteur unitaire
parallèle à ce plan. Les vecteurs −→s , −→p et −→k /k forment une base directe. La réflexion sur un
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miroir parfait s’exprime alors sous la forme :(
srefl
prefl
)
=
(
1 0
0 −1
)(
sinc
pinc
)
, (A.14)
où
(
sinc
pinc
)
et
(
srefl
prefl
)
sont les vecteurs polarisation incident et réfléchi exprimés suivant les
vecteurs −→s et −→p .
Traversée d’une lame uniaxe (biréfringente) Il faut se placer, ici, dans le référentiel
des polarisations ordinaire et extraordinaire associées aux axes lent et rapide. L’équation de la
traversée d’une lame uniaxe s’écrit :(
ls
rs
)
=
(
eiΓ/2 0
0 e−iΓ/2
)(
le
re
)
, (A.15)
où
(
le
re
)
et
(
ls
rs
)
sont les vecteurs polarisation en entrée et en sortie de la lame exprimés
suivant les axes lent et rapide, et Γ est le retard de phase relatif entre l’onde rapide et lente.
On peut alors par calcul matriciel décrire tout un système optique en multipliant entre elles les
matrices de Jones des éléments optiques qui le composent.
A.4 Paramètres de Stokes
Les sources de lumière naturelles ne présentent pas de polarisation particulière. Un photon issu
d’une telle source peut avoir n’importe quel état de polarisation, avec une probabilité égale.
Dans ce cas la lumière est dite non-polarisée. Le formalisme de Jones ne permet pas de mettre en
évidence ce manque de polarisation sans introduire les matrices densités [136]. En 1852 George
Gabriel Stokes introduisit quatre paramètres : S0, S1, S2 et S3, permettant de représenter la
polarisation d’une onde électromagnétique. De façon historique, ces quatre paramètres sont les
intensités mesurées d’un faisceau lumineux passant au travers de polariseurs (cubes ne laissant
passer qu’un type de polarisation) : un polariseur linéaire suivant l’axe x (S1), un à 45◦ suivant
cet axe dans le sens de rotation trigonométrique (S2) et un polariseur circulaire droit (S3). À
ces mesures d’intensité, on soustrait la mesure de l’intensité lumineuse totale arrivant sur les
polariseurs (S0).
Développons plus en détails notre champ électrique représentant une onde plane monochroma-
tique :
−→
E (x ; y ; z ; t) =
(
E0,xe
iδx−→x + E0,yeiδy−→y
)
ei(kz−ωt). On peut faire ainsi le rapprochement
avec le vecteur de Jones où Ex = E0,xeiδx et Ey = E0,yeiδy . Le vecteur de Stokes est défini alors
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par :
S =

S0
S1
S2
S3
 =

〈
E20,x
〉
+
〈
E20,y
〉〈
E20,x
〉− 〈E20,y〉
〈2E0,xE0,y cos δ〉
〈2E0,xE0,y sin δ〉
 , (A.16)
où δ = δy − δx est la différence de phase entre l’onde suivant y et l’onde suivant x et 〈f(t)〉
représente ici la moyenne temporelle de la fonction f(t). Si le champ est parfaitement monochro-
matique alors les fonctions E0,x, E0,y et δ ne sont pas dépendantes du temps et par conséquent
la moyenne n’est pas nécessaire. On peut maintenant définir le degré de polarisation V :
V =
√
S21 + S22 + S23
S0 , (A.17)
et de la même manière le degré de polarisation linéaire :
L =
√
S21 + S22/S0, (A.18)
et le degré de polarisation circulaire :
C = S3/S0. (A.19)
Par exemple un faisceau non-polarisé est représenté par

1
0
0
0
. Pour un faisceau entièrement
polarisé, il y a une relation directe entre les vecteurs de Stokes et ceux de Jones :
1
1
0
0
⇔
(
1
0
)
,

1
−1
0
0
⇔
(
0
1
)
,

1
0
±1
0
⇔ 1√2
(
1
±1
)
,

1
0
0
±1
⇔ 1√2
(
±i
1
)
(A.20)
Un autre avantage des paramètres de Stokes est qu’ils peuvent aussi être utilisés pour décrire un
système par le biais de matrices. Ces matrices 4 × 4 sont appelées matrices de Mueller et sont
l’équivalent des matrices de Jones pour les vecteurs de Stokes. Ces systèmes ne se résument pas
uniquement à des systèmes optiques mais aussi aux interactions telles que la diffusion Compton.
La matrice représentant la section efficace de Klein-Nishina est développée dans la réf. [24], elle
permet de relier les paramètres de Stokes du photon incident à ceux du rayon γ produit. Il
est donc commode avec les paramètres de Stokes de décrire le résultat d’une mesure. Dans la
réf. [25] la plupart des interactions entre électrons et photons sont décrites par l’intermédiaire des
matrices de Mueller. Nous choisissons d’adopter la notation simplifiée des paramètres de Stokes
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de cette référence : 
S0
S1
S2
S3
 =
(
S0−→P
)
. (A.21)
Si les paramètres de Stokes sont normalisés à l’intensité totale (S0), alors −→P est appelé vecteur
de Stokes normalisé. Ainsi la probabilitéW qu’un photon (ou une particule) se trouve dans l’état
de polarisation
(
1 ;
−→D
)
, alors qu’il provient d’un faisceau caractérisé par le vecteur de Stokes(
S0 ; −→P
)
est donnée par :
W =
1
2
(
1 ;
−→D
)( S0−→P
)
= S0 1
2
(
1 +
−→P ·−→D
)
. (A.22)
En suivant ce même raisonnement, la probabilité W qu’une particule se retrouve dans l’état de
polarisation
(
1 ;
−→D
)
, initialement caractérisé par le vecteur de Stokes
(
S0 ; −→P
)
, après le passage
dans un système défini par la matrice de Mueller T est donnée par :
W =
1
2
(
1 ;
−→D
)
T
(
S0−→P
)
. (A.23)

Annexe B
Revêtements diélectriques multicouches
Je ne crois pas que les ondes sans fil que j’ai découvertes auront quel-
conque application pratique.
— Heinrich Hertz, répondant à la question d’un étudiant sur les
applications des ondes hertziennes.
B.1 Principe des revêtements diélectriques multicouches
Ces revêtements sont composés d’une superposition de couches minces de matériaux diélectriques,
avec une alternance entre les matériaux d’indice de réfraction bas et haut. Ils sont aussi appelés
revêtements interférentiels. Il est bien connu que ce type de revêtements est plus réfléchissant
que les revêtements standards en métal (aluminium, argent ou or). La contrepartie de ce gain
de réflectivité se paye dans la largeur de bande des longueurs d’ondes réfléchies ou des angles
d’incidences. En d’autre termes les revêtements diélectriques multicouches sont conçus pour une
longueur d’onde et un angle d’incidence donnés.
Le principe des revêtements à haute réflectivité (HR) repose sur la création d’interférences des-
tructives pour l’onde transmise. Nous détaillerons uniquement les revêtements HR qui sont ceux
qui nous concernent directement, le raisonnement est le même pour les revêtements anti-réflexion
(AR) où le nombre de couches est moindre (deux ou trois en général).
B.2 Description mathématique et simulations
Nous avons choisi d’utiliser les méthodes de calcul développées pour les milieux multicouches ho-
mogènes et anisotropes [140, 141]. Nous ne donnons ici que les étapes principales du raisonnement.
Puis dans le but de mettre en évidence la variation de la réflectivité d’un revêtement en fonction
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de l’épaisseur optique des couches, nous appliquerons les formules dans le cas simple de couches
isotropes et homogènes. Dans ce cas le calcul de la réflectivité d’un revêtement multicouche peut
être simplifié [123]. Avant toute chose, donnons quelques définitions :
l’épaisseur optique, c’est l’épaisseur d’une couche vue par le faisceau lumineux. Cette lon-
gueur prend en compte l’indice du milieu, ainsi pour une épaisseur physique di du milieu
i d’indice ni, le faisceau lumineux traversant le milieu avec un angle θi voit une épaisseur
optique hi = nidi cos θi (cf. fig. B.1).
un milieu homogène, c’est un milieu dont la composition est la même en tout point.
un milieu isotrope, c’est un milieu dont les propriétés physiques sont invariantes en fonc-
tion de la direction. L’anisotropie, son contraire, est responsable de la biréfringence, entre
autres dans les milieux cristallins.
N 
doubles 
couches
dH
dB
Substrat ns
nH
nB
nH
nB
nH
Air n0
Figure B.1 – Schéma d’un miroir interférentiel. Un revêtement multicouche d’empilement
impair est déposé sur un substrat.
Le schéma de principe d’un revêtement multicouche d’empilement impair (nombre impair de
couches diélectriques) est indiqué sur la fig. B.1. Soit le champ électrique
−→
Ei à l’interface i et le
champ magnétique
−→
Hi (
−→
Hi =
−→
Bi/µ) à cette même interface. Les équations de Maxwell donnent
pour un milieu non-magnétique (µ = µ0) et pour une onde plane la relation suivante :
−→
H =
√
0
µ0
n
−→
k ∧ −→E , (B.1)
où
−→
k est le vecteur d’onde de l’onde électromagnétique, n l’indice de réfraction du milieu, 0 la
permittivité du vide et µ0 la perméabilité du vide.
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Le champ électrique
−→
Ei représente la résultante de tous les champs d’un milieu à l’interface i,
autrement dit il est la somme des champs incident
−→
Ei,i et réfléchi
−−→
Ei,r. Il en est de même pour le
champ magnétique
−→
Hi. Dans les milieux anisotropes il existe une biréfringence, c’est-à-dire qu’il
peut y avoir deux ondes réfractées (et réfléchies) pour une onde incidente. Les champs électrique
et magnétique de l’interface i s’écrivent alors :
−→
Ei =
4∑
σ=1
Aσ,i
−→pσ,iei(αx+βy+γσ,i(z−zi)−ωt), (B.2)
−→
Hi =
4∑
σ=1
Aσ,i
−→qσ,iei(αx+βy+γσ,i(z−zi)−ωt), (B.3)
où zi est la position suivant l’axe z de l’interface i, ω est la pulsation de l’onde électromagnétique
et
−→
kσ = α
−→x + β−→y + γσ,i−→z sont les vecteurs d’onde correspondants aux quatre composantes
σ = {1 ; 2 ; 3 ; 4} (soit deux ondes se propageant suivant la direction de l’axe z et deux autres
dans le sens opposé). Les orientations des champs électrique et magnétique sont représentées
respectivement par les vecteurs de polarisation −→pσ,i et −→qσ,i reliés entre eux par l’éq. (B.1). Il est
important de noter que −→pσ,i est un vecteur unitaire alors que −→qσ,i ne l’est pas. L’amplitude de
chacune des composantes σ de l’onde est donnée par Aσ,i. La seule inconnue est γσ,i qui est
déterminé par la condition d’existence de solutions de l’équation d’onde [140].
Les conditions aux limites imposent que les composantes tangentielles (composantes parallèles
à l’interface), des champs électrique et magnétique, soient continues à l’interface i. De plus par
cette même continuité aux interfaces, α et β sont constants dans tout le revêtement (cf. fig. B.1).
Pour chaque interface i les équations de continuités s’écrivent :
4∑
σ=1
Aσ,i
−→pσ,i · −→x =
4∑
σ=1
Aσ,(i+1)
−−−−→pσ,(i+1) · −→x e−iγσ,(i+1)di , (B.4)
4∑
σ=1
Aσ,i
−→pσ,i · −→y =
4∑
σ=1
Aσ,(i+1)
−−−−→pσ,(i+1) · −→y e−iγσ,(i+1)di , (B.5)
4∑
σ=1
Aσ,i
−→qσ,i · −→x =
4∑
σ=1
Aσ,(i+1)
−−−−→qσ,(i+1) · −→x e−iγσ,(i+1)di , (B.6)
4∑
σ=1
Aσ,i
−→qσ,i · −→y =
4∑
σ=1
Aσ,(i+1)
−−−−→qσ,(i+1) · −→y e−iγσ,(i+1)di , (B.7)
avec γσ,(i+1)di = 2pi (nidi cos θi) /λ = khi le déphasage subi par la composante σ du champ
électromagnétique de nombre d’onde k lorsqu’il traverse la couche mince d’épaisseur optique hi
(cf. fig. B.1). On peut noter que pour un milieu anisotrope il existe deux indices de réfraction
ni différents, alors qu’il n’en existe qu’un lorsque le milieu est isotrope. Nous obtenons ainsi la
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relation entre les amplitudes de deux couches :
A1,i
A2,i
A3,i
A4,i
 = Ti→(i+1)

A1,(i+1)
A2,(i+1)
A3,(i+1)
A4,(i+1)
 , (B.8)
où Ti→(i+1) est la matrice de transfert du milieu i au milieu (i + 1). Par construction on a
TI→II = T(2i+1)→2(i+1) = TH→B et TII→III = T2i→(2i+1) = TB→H , où les indices H et B
représentent respectivement les couches diélectriques d’indice haut et bas.
On a observé que les revêtements multicouches, bien que constitués de milieux isotropes, pos-
sèdent une faible biréfringence [141]. Le modèle de la réf. [141], basé sur des mesures expéri-
mentales, considère que la biréfringence totale du revêtement est en fait induite par la dernière
couche avant le substrat. Cela nous permet de considérer les autres couches diélectriques comme
isotropes. Ainsi il existe quatre vecteurs d’ondes
−→
kσ différents, uniquement dans la dernière couche
(deux se propageant suivant la direction de l’axe z et deux autres dans le sens opposé). On peut
alors décomposer les champs électrique et magnétique sur la base des vecteurs −→s et −→p . On
suppose que le substrat est infini, autrement dit il n’y a pas de réflexion après l’interface avec
le substrat. Dans ces conditions nous obtenons l’équation suivante qui relie le champ incident à
celui transmis dans le substrat :
As,inc
Ap,inc
As,refl
Ap,refl
 = T0→HTH→B (TB→HTH→B)N−1 TbirefTs

As,trans
Ap,trans
0
0
 = T

As,trans
Ap,trans
0
0
 ,
(B.9)
où As,inc et Ap,inc (respectivement As,refl et Ap,refl) représentent les amplitudes des ondes inci-
dentes (réfléchies) dans l’air, As,trans et Ap,trans représentent les amplitudes des ondes transmises
dans le substrat, N est le nombre de doubles couches, Tbiref représente la dernière couche (bi-
réfringente) avant le substrat, Ts est la matrice de transfert entre cette couche et le substrat.
On note T la matrice de transfert totale (caractéristique) du revêtement multicouche (confer
réf.[140]).
On peut noter que la réflectivité et la transmission de ce revêtement sont des matrices 2×2 liant
respectivement, le champ réfléchi et transmis au champ incident. Pour la réflectivité, elle prend
la forme R =
(
rs rsp
rsp rp
)
dans la base (−→s ; −→p ), où rs et rp représentent respectivement la
réflectivité de l’onde s et p, et rsp est un terme de mélange entre ces deux ondes. Les matrices
de réflexion et de transmission sont par définition les matrices de Jones du revêtement.
Pour simplifier les calculs considérons le système donné sur la fig. B.1, où le champ électrique est
parallèle à l’interface et négligeons la biréfringence du revêtement : Tbiref = TB→H . La réflectivité
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r = |EI,r/EI,i| en fonction du déphasage induit par les couches d’indice de réfraction haut khH et
bas khB est représentée sur la fig. B.2. Elle est obtenue pour une incidence normale (c’est-à-dire
θi = 0
◦), et le détail du calcul est donné dans la réf. [123]. Le couple de matériaux utilisé pour
obtenir cette figure est Ta2O5/SiO2 (voir tab. 3.2 pour les indices de réfraction correspondants).
Il faut noter que le déphasage est dépendant de la longueur d’onde, par l’intermédiaire de k.
On constate dans un premier temps que plus le nombre de doubles couches N est élevé plus la
réflectivité est grande. Dans un second temps plus N est élevé plus le revêtement est spécifique
à une longueur d’onde λ. Cela se déduit de la largeur des bandes de haute réflectivité (bande
blanche) qui sont plus étroites. Enfin la réflectivité maximale est obtenue pour un déphasage de
khB = khH = pi/2, ce qui signifie que l’épaisseur optique de chaque couche (hH et hB) doit être
égale à un nombre impair de fois λ/4. Ce genre de revêtements est standard en optique et porte
le nom d’empilement quart-d’onde (quarter-wave stacks).
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Figure B.2 – La réflectivité r en fonction du déphasage induit par les couches d’indice
de réfraction haut khH et bas khB, (a) pour deux doubles couches et (b) pour 8 doubles
couches.
B.3 Dépolarisation induite par les revêtements multicouches
B.3.1 Origine de la dépolarisation
Nous venons de voir que la réflectivité des revêtements multicouches diélectriques dépend de la
différence de phase khi induite par chacune des couches i sur le champ électrique. Plus précisé-
ment, c’est toute la matrice de réflexion ou de transmission qui résulte de ce déphasage. Puisque
ce déphasage dépend de la longueur d’onde (par l’intermédiaire de k), la matrice de réflexion
est différente pour chaque longueur d’onde du faisceau laser. De manière générale, pour un re-
vêtement parfait sans biréfringence (rsp = 0), on peut développer la matrice de réflexion R tel
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que :
R =
(
ρse
iϕs 0
0 ρpe
iϕp
)
, (B.10)
où ρs, ρp, ϕs et ϕp sont des fonctions réelles qui dépendent de l’angle d’incidence θ et de la
longueur d’onde λ du faisceau laser. On peut noter que ϕs et ϕp représente le déphasage global
induit par le revêtement, respectivement sur les ondes s et p. Selon la définition du vecteur de
Stokes donnée par l’éq. (A.16), après la réflexion, la polarisation est légèrement différente pour
chaque longueur d’onde. Si on considère un faisceau laser impulsionnel dont le spectre est composé
de plusieurs longueurs d’ondes, alors d’après la définition du degré de polarisation, donnée par
l’éq. (A.17), nous dégraderons la polarisation du faisceau laser après chaque réflexion.
B.3.2 Calcul de la dépolarisation
Supposons un revêtement multicouche diélectrique d’empilement quart-d’onde conçu pour une
longueur d’onde λ0 de pulsation ω0 = 2pic/λ0 et un angle d’incidence θ. On constate sur la
fig. B.3(a) que la différence de phase Γ = ϕs − ϕp entre l’onde s et p, induite par le revête-
ment, est en première approximation linéaire autour de la pulsation ω0. On peut donc considérer
uniquement le développement de Γ au premier ordre, soit :
Γ(ω) = ϕs(ω)− ϕp(ω)
≈ α0 + α (ω − ω0) .
(B.11)
La phase globale α0 peut être négligée car elle n’intervient pas dans le calcul de la polarisation
du faisceau laser (cf. annexe A). La fig. B.3(b) montre l’évolution de la pente α pour deux
revêtements (Ta2O5/SiO2 et HfO2/SiO2, voir tab. 3.2) en fonction de leur angle de conception
θ. On peut voir que la valeur de α est dépendante du type de revêtement choisi, à savoir les
matériaux et le fait qu’il y ait ou non une couche de protection d’épaisseur demi-onde.
Considérons un faisceau laser impulsionnel avec σt l’écart-type de sa largeur temporelle en inten-
sité. Prenons sa forme temporelle, gaussienne, qui est la forme que l’on s’attend à avoir après les
étages amplificateurs d’un laser et le doublage en fréquence. Le champ électrique de ce faisceau
dans l’approximation paraxiale est donné, dans la base locale (−→s ; −→p ), par :
−→
E = E0
(
cos (ψ)−→s + sin (ψ) eiδ−→p
)
f(t), (B.12)
avec :
f(t) =
1(
2piσ2t
) 1
4
e
− t2
4σ2t e−iω0t, (B.13)
sa composante temporelle.
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Figure B.3 – Différence de phase Γ pour deux revêtements diélectriques, Ta2O5/SiO2 et
HfO2/SiO2, donnés dans la tab. 3.2, autour de λ0 = 515 nm, (a) la différence de phase
(Γ− α0) en fonction de la différence de pulsation (ω − ω0) et (b) la pente α en fonction
de l’angle θ de conception des revêtements.
De plus supposons que l’impulsion laser n’est pas étirée, elle est alors limitée par transformée de
Fourier dans le domaine spectral. Il existe donc une relation univoque entre largeur temporelle
et largeur spectrale. Dans l’espace de Fourier le champ électrique s’écrit :
F
{−→
E
}
= E0
(
cos (ψ)−→s + sin (ψ) eiδ−→p
)
F{f(t)}, (B.14)
avec :
F{f(t)} = f(ω) =
(
2σ2t
pi
) 1
4
e−σ
2
t (ω−ω0)2 , (B.15)
où F{g(x)} représente la transformée de Fourier de la fonction g(x). On peut remarquer qu’il
existe bien plusieurs longueurs d’onde dans le spectre (plusieurs ω). En appliquant le théorème
de Parseval à l’éq. (A.16), nous pouvons calculer le vecteur de Stokes pour un faisceau laser
polychromatique :
S =

S0
S1
S2
S3
 =

+∞∫
−∞
(
|E0,x|2 + |E0,y|2
)
|f(ω)|2 dω
+∞∫
−∞
(
|E0,x|2 − |E0,y|2
)
|f(ω)|2 dω
+∞∫
−∞
(
E0,xE
∗
0,y + E
∗
0,xE0,y
) |f(ω)|2 dω
+∞∫
−∞
(
E0,xE
∗
0,y − E∗0,xE0,y
) |f(ω)|2 dω

, (B.16)
où g(x)∗ désigne le complexe conjugué de la fonction g(x). Ces équations correspondent à la
somme non cohérente des paramètres de Stokes de toutes les longueurs d’ondes. En appliquant
ces équations, au champ électrique après la réflexion sur le revêtement multicouches (confer
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éq. (B.10)), et en supposant ρs et ρp constants, on obtient :
S0 = ρ2s cos2 ψ + ρ2p sin2 ψ
S1 = ρ2s cos2 ψ − ρ2p sin2 ψ
S2 = (ρsρp sin (2ψ) cos δ) e
− α2
8σ2t
S3 = (ρsρp sin (2ψ) sin δ) e
− α2
8σ2t .
(B.17)
On peut alors en déduire le degré de polarisation V :
V =
√√√√1− ρ2sρ2p sin2 (2ψ)(
ρ2s cos
2 ψ + ρ2p sin
2 ψ
)2 (1− e− α24σ2t ). (B.18)
Si l’on suppose le dichroïsme du revêtement diélectrique négligeable (ρp → ρs), on peut simplifier
l’éq. (B.18) par :
lim
ρp→ρs
V =
√
cos2 (2ψ) + sin2 (2ψ) e
− α2
4σ2t . (B.19)
On peut alors faire deux remarques :
— il n’y a pas de perte de polarisation si le faisceau incident est polarisé selon l’un des axes
propres −→s et −→p de la réflexion (ψ = 0 ou ψ = pi/2),
— la dépolarisation (1−V) est maximale pour une polarisation incidente à 45◦ ou circulaire
et vaut (1− e−
α2
8σ2t ).
Si le faisceau laser subit N fois la même réflexion, la dépolarisation maximale vaut alors (1 −
e
−N2α2
8σ2t ). Elle croit donc avec N2 et α2, de plus, on peut noter qu’avec sa dépendance en σ2t , plus
le spectre du faisceau laser est large (plus l’impulsion est courte temporellement), plus les effets
de dépolarisation seront grands. Finalement, ces paramètres sont cruciaux pour le transport de
la polarisation. Il faut donc choisir avec prudence la composition des revêtements multicouches
déposés sur les miroirs et s’assurer que chaque couche soit d’épaisseur quart-d’onde, notamment
en évitant le dépôt d’une couche de protection d’épaisseur demi-onde.
Annexe C
Outils de simulations
Pour atteindre la vérité, il faut une fois dans la vie se défaire de toutes
les opinions qu’on a reçues, et reconstruire de nouveau tout le système
de ses connaissances.
— René Descartes
Pour réaliser le travail présenté ici il m’a fallu utiliser plusieurs outils de simulations. Certains
sont des logiciels commerciaux ou libres que j’ai dû apprendre à maîtriser et d’autres que j’ai
dû développer. Le problème des logiciels commerciaux est qu’ils sont bien souvent des « boîtes
noires » où la physique et les équations sont décrites succinctement et ne sont pas souvent
référencées. Dans ce cas il est difficile de savoir si on utilise bien ces logiciels dans le cadre pour
lequel ils sont prévus. Pour lever ces incertitudes, la plupart des outils que j’ai développés ne
sont que des redondances simplifiées des fonctionnalités des logiciels à ma disposition.
C.1 Propagation du faisceau laser
La première chose que nous avons dû simuler est la propagation du faisceau laser au sein de
notre système. La simulation de la propagation d’un faisceau laser dans un système optique réel
est un domaine en cours de développement. Il existe peu de méthodes (numériques) qui peuvent
simuler la propagation d’un faisceau laser quelconque en tenant compte des états de surface des
optiques. Bien souvent ces méthodes, telles que les méthodes de FFT (Fast Fourier Transform)
ou de BSP (Beam Synthesis Propagation), sont longues en temps de calcul ou requièrent un grand
espace mémoire. Il existe toutefois des méthodes numériques simplifiées très rapides, permettant
de concevoir des systèmes optiques en se basant sur certaines approximations des faisceaux laser
et des optiques, telles que le tracé de rayons ou encore le formalisme des matrices ABCD. Je vais
présenter ces différentes méthodes de propagations dans un ordre de complexité croissante.
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C.1.1 Tracé de rayons
Le tracé de rayons nous vient directement de l’optique géométrique [120]. Elle se base en partie
sur les lois de la réflexion et de la réfraction de Snell-Descartes. Malgré son apparente simplicité
elle permet de concevoir un système optique en se basant sur le chemin optique moyen qu’em-
prunterait un faisceau laser réel et de mettre en évidence les principales propriétés de ce système :
zone de focalisation, de divergence ou de collimation. Nous avons principalement utilisé cette mé-
thode lors de nos études de tolérancement mécanique (cf. sect. 3.5). Elle nous a permis aussi de
grandement simplifier la simulation de notre système en se basant sur la DMEA (voir sect. 3.3.3)
pour développer nos outils d’alignement et de synchronisation détaillés dans la sect. 3.4.
C.1.2 Formalisme des matrices ABCD
C.1.2.1 Formalisme générale des matrices ABCD
Le formalisme des matrices ABCD se fonde sur la transposition dans le plan complexe de la
source d’une onde sphérique. On obtient alors un faisceau laser gaussien de rayon de courbure
(ou paramètre de faisceau) complexe q(z). Le champ électrique de ce faisceau laser est solution
de l’équation de Helmholtz dans l’approximation paraxiale. Son champ électrique (scalaire) E
s’écrit :
E(x ; y ; z ; t) = E0(z ; t)e
−ik x2+y2
2q(z) , (C.1)
avec
1
q(z)
=
1
R(z)
− 2i
kw(z)
, (C.2)
où R(z) est le rayon de courbure du front d’onde du faisceau gaussien, w(z) est le rayon du
champ tel que son amplitude vaut 1/e de sa valeur maximale (au centre du faisceau laser) et
k = 2pi/λ est le nombre d’onde du faisceau laser. Toujours par analogie à une onde sphérique, les
matrices ABCD d’un système optique, obtenues avec des considérations d’optique géométrique
liant la position et l’orientation d’un rayon lumineux en entrée à ceux en sortie, sont les mêmes
pour un faisceau gaussien [9]. La transformation du rayon de courbure complexe q1 lorsque le
faisceau gaussien traverse un système optique décrit par la matrice M =
(
A B
C D
)
est donnée,
dans l’approximation paraxiale, par :
q2 =
Aq1 +B
Cq1 +D
, (C.3)
où q2 représente le paramètre de faisceau après le système optique. On peut noter que la matrice
ABCD d’un système optique composé de sous-ensembles est le produit des matrices ABCD de
chaque sous-ensemble.
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Un avantage de ce formalisme est qu’il peut se transposer à des géométries dans l’espace [142].
Cela permet, par exemple, de prendre en compte l’astigmatisme généralisé [143]. Les matrices
ABCD 2× 2 deviennent alors des matrices 4× 4.
C.1.2.2 Matrice ABCD pour une réflexion sur une parabole hors-axe
Nous n’avons pas trouvé dans les articles publiés l’expression de la matrice ABCD 4×4 pour une
réflexion sur une parabole hors-axe avec un angle d’incidence quelconque. Nous avons donc dû
calculer cette expression pour modéliser le transport d’un faisceau gaussien dans le recirculateur.
Ce calcul est l’objet de cette section et a été publié dans la réf. [144]. Une matrice ABCD 4× 4,
pour une réflexion sur une surface ellipsoïdale, pour un angle d’incidence arbitraire est dérivée
dans la réf. [145].
Nous ne considérons ici qu’une surface de révolution parabolique, elle est décrite localement
par une surface ellipsoïdale. Pour commencer il nous faut trouver les rayons de courbure locaux
principaux R1 et R2 de la surface, au point de réflexion. Pour ce faire nous adoptons les notations
de la réf. [146]. Un point P0 sur une surface parabolique dans le référentiel (O ; −→x , −→y , −→z ) peut
être exprimé par :
P0 =
−−→
OP0 (r , φ) =
 xy
z
 =
 r cosφr sinφ
r2
2p
 , (C.4)
où r et φ sont les paramètres usuels du système de coordonnées cylindrique, et p = 2f avec
f = ‖−−→OF‖ la longueur focale du paraboloïde comme représentés sur la fig. C.1.
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Figure C.1 – Schéma d’une réflexion au point P0 sur un miroir parabolique (vue de côté).
Les deux courbures principales sont représentées en traits interrompus gris, θ est l’angle
d’incidence sur la parabole et α est l’angle de hors-axe.
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Le premier tenseur métrique A d’une surface en un point P0 est défini par :
A
def
=
(
∂P0
∂r
T ∂P0
∂r
∂P0
∂r
T ∂P0
∂φ
∂P0
∂φ
T ∂P0
∂r
∂P0
∂φ
T ∂P0
∂φ
)
=
(
a11 a12
a21 a22
)
, (C.5)
et le vecteur unitaire n normal à cette surface est :
n =
∂P0
∂r ∧ ∂P0∂φ√
det
(
A
) . (C.6)
Le second tenseur métrique B de cette surface est donné par :
B
def
=
(
nT ∂
2P0
∂r2
nT ∂
2P0
∂r∂φ
nT ∂
2P0
∂φ∂r n
T ∂2P0
∂φ2
)
=
(
b11 b12
b21 b22
)
. (C.7)
En utilisant l’éq. (C.4) et l’éq. (C.6), les deux tenseurs métriques pour une surface parabolique
deviennent :
A =
( (
1 + r
2
p2
)
0
0 r2
)
, B =

1
p
√
1+ r
2
p2
0
0 r
2
p
√
1+ r
2
p2
 . (C.8)
Puisque les deux tenseurs sont diagonaux dans cette base, les principaux rayons de courbures R1
et R2 en P0 sont donnés par :
R1 =
a11
b11
= p
(
1 +
r2
p2
)√
1 +
r2
p2
, (C.9)
R2 =
a22
b22
= p
√
1 +
r2
p2
. (C.10)
On déduit de la fig. C.1 la relation entre le paramètre r et l’angle de hors-axe α =
̂(−→z ; −−→P0F) :
r = p |tan (α/2)|. En substituant cette relation dans l’éq. (C.10) on trouve finalement :
R1 =
2f
cos3 α2
, (C.11)
R2 =
2f
cos α2
, (C.12)
qui est en accord avec les résultats de la réf. [147] où R1 et R2 sont respectivement les rayons de
courbure tangentiel et sagittal du paraboloïde.
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La matrice ABCD 4× 4 d’une surface localement ellipsoïdale est donnée par [145] :
−1 0 0 0
0 1 0 0
2
Ra cos θ
2
Rc
−1 0
− 2Rc −2 cos θRb 0 1
 , (C.13)
où θ est l’angle d’incidence, Ra et Rb sont respectivement les rayons de courbure parallèle et
perpendiculaire au plan de réflexion défini par le rayon incident et réfléchi (cf. fig. C.1). On peut
interpréter Rc comme le terme de couplage entre les plans tangentiel et sagittal. Enfin Ra, Rb et
Rc peuvent être exprimés en fonction des deux rayons de courbures principaux R1 et R2 calculés
précédemment au point de réflexion, et de l’angle β fait par le plan de réflexion et la direction
de la courbure principale 1/R1 comme défini dans la réf. [145] :
1
Ra
=
cos2 β
R1
+
sin2 β
R2
, (C.14)
1
Rb
=
sin2 β
R1
+
cos2 β
R2
, (C.15)
1
Rc
=
R2 −R1
R1R2
cosβ sinβ. (C.16)
Après substitution de l’éq. (C.11) et de l’éq. (C.12) dans l’éq. (C.14), l’éq. (C.15) et l’éq. (C.16),
les formes finales de Ra, Rb et Rc sont :
1
Ra
=
cos2 β cos3 α2
2f
+
sin2 β cos α2
2f
(C.17)
1
Rb
=
sin2 β cos3 α2
2f
+
cos2 β cos α2
2f
(C.18)
1
Rc
=
cos3 α2 − cos α2
2f
cosβ sinβ. (C.19)
On peut noter que la matrice obtenue avec l’éq. (C.13) est valide pour n’importe quel angle
d’incidence sous l’approximation paraxiale. Nous avons vérifié la validité de notre matrice ABCD
en comparant nos résultats avec ceux obtenus avec la BSP de CodeV (cf. annexe C.2.2). La
méthode que nous avons utilisée pour déterminer la matrice ABCD a l’avantage de pouvoir être
utilisée avec n’importe quelle forme de surface tant qu’elle peut être approximée localement par
un ellipsoïde (par exemple un paraboloïde elliptique).
Nous avons utilisé la méthode des matrices ABCD pour simuler rapidement des aberrations op-
tiques simples (confer sect. 3.7.3.3). Elle nous a aussi permis de simuler la propagation de la
polarisation du faisceau laser dans notre système avec l’ajout du formalisme de Jones (cf. an-
nexe A). Enfin, on s’en est servi pour concevoir l’algorithme de synchronisation en simulant les
interférences produites entre les faisceaux laser circulant et de référence (voir sect. 3.4.2).
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C.1.3 Méthode de propagation par transformée de Fourier
La méthode par transformée de Fourier est une technique largement utilisée pour la propagation
d’un faisceau laser dans un système optique. Elle allie plusieurs propriétés pratiques :
— propagation d’un champ électrique (scalaire) quelconque, elle n’est pas limitée uniquement
à un faisceau gaussien,
— prise en compte de la diffraction du faisceau laser, par des ouvertures optiques par exemple,
— possibilité d’implémenter des surfaces complexes avec des états de surface,
— utilisation d’un algorithme de transformée de Fourier discrète rapide (FFT : Fast Fourier
Transform) qui est très efficace en temps de calcul.
Pour résumer, cette méthode permet de propager n’importe quel faisceau laser rapidement avec
une prise en compte complète de la géométrie du système optique.
Comme pour tous les outils de propagation d’un champ électromagnétique, la méthode par
FFT a pour source les équations de Maxwell. Dans un milieu isotrope non-conducteur, chaque
composante cartésienne U du champ électromagnétique est solution de l’équation d’onde (ou
équation de Helmholtz) : (∇2 + k2)U = 0, (C.20)
avec k = 2pi/λ le nombre d’onde de l’onde électromagnétique et λ sa longueur d’onde. Considérons
un champ électromagnétique U(x1 ; y1 ; z1) dans un premier référentiel et ce même champ dans un
second référentiel que l’on notera U(x2 ; y2 ; z2) (voir fig. C.2). On peut alors dériver l’intégrale
de Rayleigh-Sommerfeld, liant les deux champs U(x1 ; y1 ; z1) et U(x2 ; y2 ; z2), de l’équation
d’onde par le biais du théorème de Green [148] :
U(x2 ; y2 ; z2) = − 1
2pi
∫∫
Σ
U(x1 ; y1 ; z1)
∂
∂z2
(
eikr
r
) ∣∣∣∣ ∂ (Σ)∂ (x1 ; y1)
∣∣∣∣dx1 dy1, (C.21)
où r =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 et Σ représente l’ouverture optique. En raison des
conditions aux limites imposées au problème, l’aire en dehors de cette ouverture Σ ne contribue
pas à l’intégrale. On note ici ∂(Σ)∂(x1 ; y1) le jacobien de la surface Σ, il vaut l’unité lorsque Σ est inclus
dans le plan x1y1. L’intégrale de Rayleigh-Sommerfeld est exacte tant que la nature vectorielle
du champ électromagnétique peut être négligée.
Initialement cette méthode propage un champ électrique d’un plan à un autre parallèle comme il
est représenté sur la fig. C.2. Dans ce cas la fonction de Green ∂∂z2
(
eikr
r
)
est invariante d’espace,
autrement dit elle ne dépend que de r et pas des positions dans les repères (x1 ; y1 ; z1) et
(x2 ; y2 ; z2). Ainsi l’éq. (C.21) peut être vue comme la convolution de la fonction de Green et
du champ U(x1 ; y1 ; z1). À partir de là nous pouvons appliquer le théorème de convolution de
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Figure C.2 – Schéma d’une propagation d’un plan à un autre parallèle. Les repères mis
en jeux sont aussi représentés.
la transformée de Fourier :
U(x2 ; y2 ; z2) = F−1{F{U(x2 ; y2 ; z2)}} (C.22)
= F−1
{
F{U(x1 ; y1 ; z1)} × F
{
1
2pi
∂
∂z2
(
eikr
r
)}}
, (C.23)
où F représente la transformée de Fourier. On a par définition pour le champ U(x1 ; y1 ; z1) :
F{U(x1 ; y1 ; z1)} = A0(νx ; νy ; z1) def=
∫∫
Σ
U(x1 ; y1 ; z1)e
−i2pi(νxx1+νyy1)dx1 dy1, (C.24)
et pour la fonction de Green :
F
{
1
2pi
∂
∂z2
(
eikr
r
)}
= e
−i2pid
√
1
λ2
−ν2x−ν2y , (C.25)
où d = z2− z1 est la distance de propagation dans la direction de l’axe z. Finalement on obtient
l’équation de la méthode par transformée de Fourier de la propagation d’un champ électrique :
U(x2 ; y2 ; z2) =
∫∫
Σ
A0(νx ; νy ; z1)e
i2pi(νxx1+νyy1) e
−i2pid
√
1
λ2
−ν2x−ν2y dνx dνy. (C.26)
On peut interpréter A0(νx ; νy ; z1)ei2pi(νxx1+νyy1) comme une onde plane monochromatique d’am-
plitude A0(νx ; νy ; z1) se propageant selon la direction
−→
k = kx
−→x+ky−→y +kz−→z telle que ki = 2piνi.
La méthode par FFT ne consiste alors qu’à remplacer l’éq. (C.26) par une transformée de Fourier
discrète (DFT : Discret Fourier Transform) et à utiliser un algorithme rapide de calcul de cette
DFT.
Plusieurs études se sont focalisées sur la limitation d’une propagation entre deux plans parallèles
et sont parvenues à étendre la propagation entre deux plans arbitrairement orientés (cf. réf. [149]).
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Il a même été calculé le moyen d’utiliser des grilles adaptatives pour suivre la focalisation ou la
divergence des faisceaux [150, 151].
Pour finir, nous n’avons pas mentionné jusque-là comment modéliser les réflexions et les défauts
de surface des miroirs. Ceux-ci sont pris en compte non pas dans l’espace de Fourier mais dans
l’espace direct. Pour ce faire on ajoute directement au champ électrique un déphasage dépendant
du chemin optique parcouru entre un plan (une surface) juste avant la réflexion et un juste après.
Cet ajout d’un déphasage implique plusieurs contraintes au champ électrique et aux surfaces
que l’on peut considérer, qui sont dépendantes de l’échantillonnage et des effets de repliement de
spectre [152].
J’ai utilisé cette méthode pour vérifier certains résultats de la propagation par BSP de CodeV
(voir annexe C.2.2).
C.1.4 Lancer de faisceaux gaussiens
La méthode de propagation de faisceaux laser par lancer de faisceaux gaussiens est très connue
dans le domaine des radars et de manière générale des ondes à grandes longueurs d’ondes (tailles
millimétriques). À la différence de la propagation par transformée de Fourier qui décompose
le champ électromagnétique sur une base d’ondes planes, la méthode par lancer de faisceaux
gaussiens, comme son nom l’indique, décompose le champ électromagnétique initial sur une base
de faisceaux gaussiens. Cette considération a deux principaux avantages. Le premier est qu’une
fonction gaussienne est aussi bien localisée dans le domaine spatial que spectral. Les problèmes
de caustiques (interaction avec une surface courbe) sont donc bien pris en compte. Le second
est qu’un faisceau gaussien est rapide à propager numériquement, et est solution de l’équation
d’Helmholtz paraxiale (comme une onde plane).
Nous introduisons cette technique car il nous semble que la BSP de CodeV, que l’on a utilisée
abondamment pour nos simulations et pour laquelle aucune référence n’est donnée, l’utilise ou
du moins utilise une méthode similaire.
C.1.4.1 Décomposition du champ initial
La décomposition du champ électromagnétique initial se fait par l’utilisation de transformées
de Fourier fenêtrées. Cette technique est souvent utilisée dans le domaine du traitement du
signal pour obtenir des transformées de Fourier à court terme (temporel). Le principe de cette
transformée de Fourier est de multiplier la fonction à décomposer par une fonction translatée
dans le domaine spatial (changement de variables spatiales) et spectral (changement de phase).
On représente ainsi une fonction de variables d’espace par une fonction de variables d’espace et
C.1. Propagation du faisceau laser 219
de variables spectrales. Pour une fonction f(x) à une dimension spatiale on définit la transformée
de Fourier fenêtrée F (x0, k0) par :
F (x0, k0)
def
=
+∞∫
−∞
f(x)ψ∗(x− x0)e−ik0xdx, (C.27)
où ψ∗ désigne le complexe conjugué de la fonction ψ qui est la fonction fenêtre. Si ψ est une
fonction normalisée et centrée à l’origine alors ψ(x− x0)eik0x est centré autour de x0 dans le
domaine spatial et autour de k0 dans le domaine spectral. Habituellement si ψ est une fonction
gaussienne, on nomme cette transformée : la transformée de Gabor.
Le principal intérêt de cette transformée est qu’il est possible de reconstruire la fonction f(x) à
partir de la transformée de Fourier fenêtrée par :
f(x)
def
=
1
2pi
+∞∫∫
−∞
F (x0, k0)ψ(x− x0)eik0xdx0 dk0. (C.28)
Lorsque l’on passe dans un espace discrétisé, où x0 et k0 ne prennent plus des valeurs continues
mais discrètes, l’éq. (C.27) et l’éq. (C.28) ne sont alors plus immédiatement valides. La validité
des ces relations dans un espace discrétisé est soumise à plusieurs contraintes, notamment sur
les pas d’échantillonnage. Dans le cas où la fonction ψ et l’espace discrétisé remplissent ces
contraintes, on appelle l’ensemble « frame ». Par exemple si la fonction ψ est gaussienne et que
les pas d’échantillonnage spatial ∆x et spectral ∆kx vérifient la relation ∆x∆kx < 2pi, on appelle
cela un « frame de Gabor ». De manière générale on pose ∆x∆kx = 2piδx où δx est appelé facteur
de sur-échantillonnage. Dans l’espace discrétisé, on peut écrire f(x) comme la somme de fenêtres
gaussiennes ψm ;n(x) pondérées :
f(x) =
∑
(m ;n)
Am ;n ψm ;n(x), (C.29)
avec m et n entiers et ψm ;n(x) = ψ(x−m∆x) ein∆kx . Si la fenêtre gaussienne est normalisée et
de la forme suivante :
ψ(x) =
√√
2
Lx
e
−pi x2
L2x , (C.30)
alors la relation entre Lx, le pas d’échantillonnage ∆x et le facteur de sur-échantillonnage δx,
qui optimise la décomposition en terme de temps de calcul est : ∆x =
√
δxLx [153].
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C.1.4.2 Propagation des faisceaux
Une fois le champ électromagnétique initial décomposé en faisceaux gaussiens, par l’intermé-
diaire des frames de Gabor, il ne reste qu’à les propager dans le système optique. Il faut noter
que chaque faisceau gaussien transporte un coefficient de pondération F (x0, k0). Comme nous
avons des faisceaux gaussiens paraxiaux, toutes les formes de propagation standards peuvent être
utilisées, comme les matrices ABCD. Nous ne développerons pas cet aspect de la propagation
qui est détaillé dans la réf. [153]. Le principal problème avec le lancer de faisceaux gaussiens
est la prise en compte de la diffraction (interception d’une partie du faisceau par un obstacle)
et de la propagation sur de longues distances. Plusieurs méthodes peuvent alors être utilisées
pour outrepasser ces limitations. La technique qui nous intéresse ici est celle développée dans la
réf. [153] qui nous semble la technique la plus proche de celle employée par CodeV dans son
mode BSP (Beam Synthesis Propagation).
La technique se base sur la réciprocité de la transformée de Fourier fenêtrée. Lorsque la propa-
gation atteint la limite paraxiale soit à cause d’une longue propagation en espace libre ou de
l’arrivée sur un obstacle diffractant, le champ électromagnétique est recomposé par le biais de
la transformée inverse (cf. éq. (C.28)). Puis le champ à cet emplacement est « re-décomposé »
sur un frame à fenêtres étroites ou un frame à fenêtres larges. Enfin les coefficients de chaque
nouveau faisceau gaussien sont déterminés en fonction de l’obstacle rencontré ou non. De là on
se retrouve de nouveau avec un ensemble de faisceaux gaussiens paraxiaux qu’il faut propager,
et ainsi de suite.
C.2 Logiciels utilisés
Dans cette section nous allons détailler rapidement les différents logiciels qui ont pu être utilisés
dans le cadre de ce travail.
C.2.1 Logiciels de calcul matriciel
Nous avons effectué la plupart des simulations et de la conception du système optique par l’in-
termédiaire de codes que nous avons nous-même développés. L’optimisation de la géométrie du
système faite dans la sect. 3.2, n’a pas nécessité de logiciel particulier, pour des raisons de ra-
pidité d’implémentation de nos codes, nous avons principalement utilisé le logiciel commercial
MATLAB [154], mais le même code peut tout à fait être transposé sur des logiciels libres comme
Scilab, Octave, ROOT, Python, etc. La simulation optique du système a aussi été réalisée
en grande partie avec ce type de logiciel. Tant que les approximations paraxiale ou d’optique
géométrique ont été valides, nous avons utilisé nos propres codes de propagation de faisceaux
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laser basés sur le tracé de rayons ou des matrices ABCD, comme par exemple dans la sect. 3.5
ou la sect. 3.6.
Enfin ce logiciel nous a permis de tester nos codes de synchronisation et d’alignement
(voir sect. 3.4) ainsi que la possibilité de les optimiser avant leur implémentation finale dans
le programme du contrôle-commande. La grande modularité de ce logiciel nous a permis de
prendre nos données et de faire leurs analyses rapidement.
C.2.2 Logiciel CodeV
CodeV est considéré comme le « meilleur logiciel commercial de simulation optique » à l’heure
actuelle [155]. Dans un premier temps, ce logiciel nous a principalement servi à confirmer nos
codes de simulations. Son autre utilisation importante a été la simulation du système optique
lorsque le formalisme des matrices ABCD n’a pas pu être appliqué et de manière générale lorsqu’il
a fallu prendre en compte les effets de diffraction. Par exemple pour toute les simulations optiques
des états de surface (cf. sect. 3.7) nous avons utilisé CodeV et plus particulièrement son mode
« BSP » (Beam Synthesis Propagation).
La BSP est le mode le plus précis de propagation de CodeV. Il semble être basé sur la méthode
de lancer de faisceaux gaussiens ou sur une méthode similaire. Toute la paramétrisation de la
propagation peut être effectuée à la main, mais il est vivement déconseillé de le faire. Il vaut mieux
utiliser à la place la paramétrisation automatique. Cette dernière définit le nombre de faisceaux
gaussiens de départ, les plans de « re-décomposition » et le nombre de nouveaux faisceaux sur
chacun de ces plans. Nous pensons qu’à la vue des différents paramètres qu’il faut finement
ajuster, la BSP de CodeV se base fortement sur la méthode de « re-décomposition » présentée
dans la réf. [153].
Plusieurs autres modes de propagation sont proposés dans le logiciel, tels que la FFT, les matrices
ABCD (Gaussian Beam Trace), le tracé de rayons, etc. Comme nous avons développé un ensemble
de codes informatiques pour simuler le système, nous n’avons que très peu utilisé les modes de
propagation qui ne tiennent pas compte de la diffraction du faisceau laser comme les méthodes
de tracé de rayons ou des matrices ABCD. La méthode par FFT de CodeV est assez difficile
à paramétrer et il est vivement recommandé de n’utiliser que la méthode de BSP qui donne des
résultats plus précis et qui est plus facile à mettre en œuvre par le biais de la paramétrisation
automatique. Donc nous n’avons pas non plus utilisé la méthode de FFT de CodeV, sauf pour
vérifier les résultats de la BSP avec une redondance du logiciel OSCAR [156, 157].
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C.2.3 Logiciel CAIN
CAIN est un logiciel de simulation de l’interaction entre des faisceaux d’électrons, de positrons,
de rayons γ et lasers intenses, basé sur une méthode de Monte-Carlo [158, 159]. Son utilisation
fut la simulation de l’interaction Compton entre le faisceau laser et le paquet d’électrons. Pour la
diffusion entre un faisceau laser et un faisceau d’électrons ce logiciel utilise la section efficace de
Klein-Nishina où tous les effets de polarisation des électrons et des photons dans l’état initial et
final sont pris en compte. CAIN modélise aussi la forme des paquets d’électrons et du faisceau
laser. Finalement il peut incorporer les effets non-linéaires de la diffusion Compton. Plus précisé-
ment, nous avons utilisé ce logiciel pour obtenir la polarisation du faisceau de rayons γ produit
par un faisceau laser pour différentes polarisations en entrée du système optique (cf. sect. 3.6).
CAIN utilise un référentiel particulier pour la polarisation des rayons γ produits. Tout d’abord il
faut noter que CAIN donne en sortie des macro-photons qui peuvent être considérés comme un
faisceau de rayons γ mono-énergétiques. Les paramètres de Stokes sont donc parfaitement définis
(cf. annexe A). La base (−→e1 ; −→e2 ; −→e3), sur laquelle est définie la polarisation, est portée par le
vecteur d’onde −→e3 =
−→
k′ du photon diffusé. Les deux autres vecteurs sont calculés, afin d’obtenir
une base orthogonale directe, de la manière suivante :
— le vecteur −→e1 est le vecteur unitaire le long de −→x −−→e3 (−→x · −→e3)
— le dernier vecteur complète la base orthogonale directe, soit −→e2 = −→e3 ∧ −→e1 .
Pour retrouver le champ électrique associé au macro-photon, nous utilisons la base (−→e1 ; −→e2 ; −→e3)
ainsi que la matrice densité ρ calculée avec les paramètres de Stokes en sortie de CAIN. Posons
la forme générale du champ électrique
−→
E associé au macro-photon dans la base (−→e1 ; −→e2 ; −→e3) :
−→
E = a1
−→e1 + a2−→e2 , (C.31)
où a1 et a2 sont les amplitudes complexes des composantes du champ
−→
E . La matrice densité (ou
de cohérence) ρ de ce champ électrique est donnée par [160] :
ρ =
1
2
(I +
−→
P σ) =
(
a∗1a1 a∗2a1
a∗1a2 a∗2a2
)
, (C.32)
où
−→
P =
 S2S3
S1
 est le vecteur de Stokes normalisé et σ = (σ1 ; σ2 ; σ3) est le tenseur des trois
matrices de Pauli comme définis dans la sect. A.1). Au final on peut retrouver le champ électrique−→
E avec : −→
E =
√
ρ11 e
i
arg (ρ12)
2
−→e1 +√ρ22 ei
arg (ρ21)
2
−→e2 . (C.33)
On peut ainsi obtenir le champ électrique associé au macro-photon diffusé (rayons γ) dans le
référentiel fixe du système optique, à partir des simulations effectuées avec CAIN.
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C.2.4 Logiciel de conception assistée par ordinateur
Nous avons fait usage d’un logiciel de conception assistée par ordinateur (CAO) pour vérifier
la géométrie du système optique, dans la sect. 3.2, après son optimisation. Nous avons ainsi pu
contrôler la faisabilité mécanique de notre système et son encombrement spatial.
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Résumé
Cette thèse porte sur la conception et la réalisation du système optique d’une nouvelle source de
rayonnement γ, ELI-NP-GBS (Extreme Light Infrastructure - Nuclear Physics - Gamma Beam
Source), qui utilise des développements récents des technologies des lasers, de l’optique et des
accélérateurs. Les caractéristiques finales que devra atteindre cette source sont au moins d’un
ordre de grandeur, en intensité, supérieur à la meilleure machine Compton actuelle, HIGS. Un
nouveau type de système optique a été conçu pour ELI-NP-GBS. Il s’agit d’un système à 32
passages composé de deux miroirs paraboliques confocaux et d’un ensemble de paires de miroirs.
Les miroirs paraboliques permettent la focalisation et la collimation successives d’un faisceau
laser de haute intensité (400 mJ par impulsion). La géométrie « dragon-shape » garantit que le
croisement du faisceau laser avec le faisceau d’électron se produise avec un angle constant en
un point unique. De telles performances sont assurées par un alignement des éléments optiques
à mieux que quelques micromètres en position et quelques microradians en orientation et une
synchronisation de tous les passages avec les paquets d’électrons à mieux que quelques centaines
de femtosecondes. Cet alignement et cette synchronisation sont obtenus par l’intermédiaire de
procédures et d’algorithmes spécialement développés pour ce système. Les algorithmes ont ainsi
été développés et testés sur des simulations numériques dédiées prenant en compte les aspects
mécaniques et optiques du système tels que les pré-alignements mécaniques, les états de surfaces
des miroirs, la polarisation du faisceau laser, etc. Une première preuve de principe de la méthode
de synchronisation a été concluante.
Abstract
This thesis is about the design and the realization of the optical system of a new γ-ray source, ELI-
NP-GBS (Extreme Light Infrastructure - Nuclear Physics - Gamma Beam Source), which benefits
from the recent developments in laser technology, optics and accelerators. The final characteristics
that this source aims to reach is one order of magnitude higher in intensity than the actual best
Compton machine, HIGS. A new type of optical system has been designed for ELI-NP-GBS. It
is a 32 passes system made of two confocal parabolic mirrors and a set of Mirror-Pair Systems.
The parabolic reflectors focalize and collimate successively a high intensity laser beam (400 mJ
per pulse). The “dragon-shape” geometry ensures that the laser beam and electron bunches cross
at a constant angle in a unique point. These performances are guaranteed by a few micrometers
precision in position alignment, a few microradians precision in orientation alignment and by a
few hundreds femtoseconds synchronization between electron bunches and laser pulses for each
pass. This alignment and this synchronization are performed by used of dedicated procedures
and algorithms. These algorithms have been developed and tested with numerical simulations
which take into account the mechanical and optical aspects of the system such as the mechanical
pre-alignment, the mirrors’ surface deformations, the laser beam polarization, etc. A first proof
of principle of the synchronization method has been successful.
