Abstract. We study in this paper the continuous and discrete Euler-Lagrange equations arising from a quadratic lagrangian. Those equations may be thought as numerical schemes and may be solved through a matrix based framework. When the lagrangian is time-independent, we can solve both continuous and discrete Euler-Lagrange equations under convenient oscillatory and nonresonance properties. The convergence of the solutions is also investigated. In the simplest case of the harmonic oscillator, unconditional convergence does not hold, we give results and experiments in this direction.
1. Introduction. The principle of least action may be extended to the case of non-differentiable dynamical variables by replacing in the lagrangian L(x,ẋ) the derivativeẋ(t) of the dynamical variable x(t) with a 2N + 1-terms scale derivative ε x(t) = Similarly, we proved in [6] that the equations of motion for discretized actions are
We abbreviate as C.E.L. and D.E.L. the classical and discrete Euler-Lagrange systems of equations respectively.
In this paper we work with lagrangians of the shape L(x,ẋ) and L(x, ε x) where L : C d × C d → C is a quadratic polynomial. We are interested in solving C.E.L. and D.E.L. under Dirichlet conditions. More accurately, we study the existence and the unicity of pseudo-periodic solutions z(t) of C.E.L. and y ε (t) of D.E.L., ε being fixed.
The underlying assumptions for this to occur may be thought as an "oscillatory" condition for the lagrangian L(x, y) and as a "non-resonance" condition for the Dirichlet problem associated to C.E.L. and D.E.L.. With this in mind, we address the problem of convergence of y ε (t) to z(t).
The paper is organized as follows. Section 2 gives notation and basic definitions used throughout. In Section 3, we develop a matricial based framework to solve D.E.L. for all quadratic time-dependent lagrangian. In Section 4, we provide under mild assumptions formulas for the components of the pseudo-periodic solutions of C.E.L. and D.E.L. when the lagrangian does not explicitly depend on time. This allows us to compute in some particular cases the phases of y ε (t) and z(t) help to the matrix A. Section 5 is a preliminary discussion of convergence of y ε (t), uniformly
locally in ]a, b[, as ε tends 0 for stationary lagrangians and pseudo-periodic solutions. If L is a non-resonant oscillatory lagrangian and ε is a well-chosen three-terms operator, the previous convergence property is the content of our main theorem which is proved in Section 6. In Section 7, we give numerical experiments to illustrate the non-unconditional convergence of solutions.
2. Preliminaries. First, let us collect some notation and definitions from [6] . and we define the quadratic lagrangians L(x,ẋ) and L(x, ε x). If the coefficients in (2.1) do not depend explicitly on time, we shall say that L is stationary.
We will consider actions A cont (x) and A disc (x) of the shape
The actions
Fréchet differentiable everywhere.
We give in [6] the necessary first order conditions of local optimum of A cont and A disc under the Dirichlet constraints x(a) = to each action in (2.2) can be written as
3)
The problem of convergence as ε tends to 0 of the operator in the l.h.s. of (2.4) to the corresponding operator in the l.h.s. of (2.3) has been studied in [6] . In this context, we introduced the class of discretization operators given by
where r, s ∈ C. In fact, (2.5) gives the shape of three-terms operators satisfying
Without assuming the convergence of the schemes in the previous sense, we focus on the following two problems. Are the Dirichlet problems for (2.3) and (2.4) wellposed? Are there periodic or pseudo-periodic solutions? In fact, if ε = (b − a)/M for some M ∈ N ⋆ and if x ε (t) is a solution of D.E.L., then x ε is uniquely determined on the grid G a,ε . We shall see later how to construct from x ε the unique corresponding pseudo-periodic solution y ε of (2.4).
3. An effective method for solving D.E.L.. In this section, the datas N, d, L, and where t 0 lies in an interval of length ε. In fact, because (2.4) involves the second order operator −ε ε , it may be formulated in an abstract manner as
where
contains the coordinates of the l.h.s. of (2.4). Hence, we solve (3.1) with respect to x(t 0 + 2N ε) for fixed t 0 , or what amounts to the same thing by expressing x(t 0 + 4N ε) as a function of x(t 0 + kε) for k ∈ {0, . . . , 4N − 1}.
For instance, the case N = 1 and d arbitrary is the most interesting one, and we may rewrite in this case the equations (2.4) as a system of d equations 
We convert now (2.4) into a linear recurrence in C 4dN . For n ∈ I S , we set
. . .
When n ∈ I S , every characteristic function occuring in (2.4) equals to 1. Then, there exists well-defined matrices A n ∈ C 4dN ×4dN and vectors b n ∈ C 4dN , depending only on n, ε , P, Q, J 1 , J 2 and J 3 , such that (2.4) is equivalent to
The matrix A n is defined at this stage if n, n + 1 ∈ I s , and admits a block structure with 4N × 4N blocks of size d × d. On block rows 2, 3, . . . , N , the blocks are either identity blocks or zero blocks, and on block row 1, the blocks B i,n , i ∈ {1, . . . , 4N } will express the matricial coefficients in the equation derived from (2.4) by solving it w.r.t. x(t 0 + nε). In this way, the matrix A n is the block companion matrix of the matrix polynomial
For sake of clarity, if L is stationary, it turns out that those 4N blocks have the shape
where the constants c • If for instance {a, b} ∩ G t0,ε = {a}, then the set of solutions x ε : G t0,ε → C d of (2.4) is in one-to-one correspondance with C d .
• If {a, b} ∩ G t0,ε = ∅, then the set of solutions of (2.4) on G t0,ε is in one-to-one correspondance with
Proof. We assume that N = 1 only to be more explicit, the case N > 1 having the same qualitative features. Let us suppose that {a, b} ⊂ G t0,ε and w.l.o.g. that t 0 = a and b − a = M ε where M ∈ N ⋆ . For the need of the proof, we pursue the construction of A n when n / ∈ I S . In that case, some characteristic functions occuring in (2.4) vanish, this relationship is no more of order d, and the sizes of v n and A n must change. We have x ε (a) = d a and we set x ε (a+ε) = d s ∈ C d which is introduced without being determined at this stage, firmly from recurrences. Plugging t = a in recurrence (3.2) and solving, we first get
are blocks similar to those occuring in (3.5). Next, with t = a + ε we find
The following iterations express x ε (a + nε) as a linear combination of the vectors d s , d a , with coefficients being polynomial matrices in B i,k . From index from n = 4 to n = M − 3 the recurrence (3.2) becomes or order 4N + 1 and may be reformulated as (3.4). Finally, the three last steps n = M − 2, M − 1, M are similar and imply three systems of decreasing sizes. In order to convert matricially this process, we introduce the five rectangular matrices A i
The operators A 1 , A 2 are used to compute the values x ε (a + nε) for n = 2, 3 linearly as functions of d a , d s . Next, we have
At the end of the process, we get the shooting equation for the vector d s :
Now, existence and unicity of the restriction of x ε to the grid G a,ε = G b,ε is equivalent to the fact that the shooting method is successful, that is
Let us consider now the cases where (b − a)/ε is not an integer so that |G t0,ε ∩ {a, b}| < 2, the previous matrix formalism being similar. If {a, b} ∩ G t0,ε = {a}, then
is entirely similar and we have infinitely many choices for 
Eigenvectors of the matrix
A n when n ∈ I S . As it is the case for the sequences of vectors satisfying ordinary linear recurrences, the qualitative features of the solution x ε (t 0 + nε) of D.E.L. are reflected by properties of the spectrum Sp(A n ) of A n . Proposition 3.2. The eigenvectors of A n in C 4dN have the shape
where w ∈ ker(
Proof. The two results are well known in the scalar case d = 1. Let us give some details when we deal with characteristic functions and d > 1.
If v ∈ C 4dN is an eigenvector of A n associated to λ ∈ C, we partition it as
We next identify the corresponding blocks of size
Renaming w 1 as w and plugging the vectors w i in the first block row of A n v yield the first property.
The second property may be easily proved by using matricial techniques for partitioned matrices (see for instance [7, pp. 36] 4.1. Solving C.E.L.. Let us study first the existence, unicity and periodicity or pseudo-periodicity of the solutions of (2.3).
Proposition 4.1. Suppose that L is stationary and that for some matrices 
where the various constants depend only on their indices as well as b − a and the eigenvalues of Ω 1 and Ω 2 .
Proof. We see first that
is a solution of (2.3) for all z 1 , z 2 ∈ C d . In order to fit the Dirichlet conditions,
Due to (4.1), the previous system is Cramer and the solution is equal to z 1 = Re 2 and z 2 = −Re 1 where R ∈ C d×d and e 1 , e 2 ∈ C d are respectively defined by
By considering the previous formulas, we see that each component f (t) of z(t) depends
and may be returned as (4.3) where the constants do
each entry in exp(itΩ k ) is a monomial exponential w.r.t. t. Thus, each component of (4.3) has the shape (4.2).
As (4.3) shows, the solution z(t) of C.E.L. is pseudo-periodic if and only if the entries of Ω 1 and Ω 2 are real. If L is real-valued, that is to say all the coefficients in (2.1) are real, pseudo-periodicity is equivalent to J 1 = 0 and −P −1 Q = Ω 2 for some Ω ∈ R d×d . In that case, the function z(t) may be returned as
so that the second assumption in (4.1) reads as det cos aΩ sin aΩ cos bΩ sin bΩ = 0. (4.4)
Remark 4.1. The extension to the case P −1 Q = +Ω 2 and J 1 = 0 is straightforward and in this case the formula involves cosh(tΩ) and sinh(tΩ) in z(t).
Remark 4.2. Periodicity of z(t) is obviously equivalent to exp(iT Ω .2), we use the main results in Section 3 by adding the assumption that L is stationary. In that case, for all n ∈ I S defined in (3.3), the matrix A n and the vector b n do not depend on n. We set A = A n and b = b n for n ∈ I S . Proposition 4.2. We suppose that
and (3.10) holds. Then the restriction of any solution
is uniquely determined and its components have the shape
Moreover, the restriction of x ε on G a,ε ∩ [a + 2N ε, b − 2N ε] is pseudo-periodic if and only if Sp(A) ⊂ U.
Proof. Let us define the two vectors J 5 and J 6 in C d by :
Note that J 6 is well-defined since 1 / ∈ Sp(A). When n ∈ I S , formula (2.4) may be rewritten under the form
A particular constant solution of (4.7) is obviously given by x(t 0 + nε) = J 6 . We now apply Proposition 3.2. Given w ∈ C d and v ∈ C 4N d , the vector sequence (λ l w) l satisfies the homogeneous recurrence (4.7) if and only if λ ∈ Sp(A) is associated to v. Since A is diagonalizable, the eigenvectors are linearly independent and we get Proof. Indeed, y ε is generated by using (4.5) outside the grid and outside [a + 2N ε, b − 2N ε], so that obviously x ε = y ε on G a,ε ∩ [a + 2N ε, b − 2N ε]. It turns out that y ε is also a solution of D.E.L. since the coefficients of the recurrence in (2.4) are independent on time, that is to say the coefficients are the same for any grid. Due to the assumption Sp(A) ⊂ U, y ε is pseudo-periodic. Let us prove the unicity :
we assume that there exists two pseudo-periodic solutions y ε,1 and y ε,2 . Let us fix k ∈ [1, d] . The component of index k of y ε,2 − y ε,1 is of the shape (4.5). So we may define δ p ∈ C as the coefficient of exp(iθ p (t − a)/ε) in y ε,2 (t) − y ε,1 (t) for all (4N (d + 1) ). Setting t = a + (2N + n)ε in (4.5) with 1 ≤ n ≤ 4N d we get a linear system of size 4N d such as
By assumption, the Vandermonde determinant of this system is nonzero and we get δ p = 0 for all p. Since this holds for all component of y ε,2 (t) − y ε,1 (t), we get unicity that is y ε,1 (t) = y ε,2 (t) for all t ∈ [a, b]. As a consequence of unicity, if x ε is itself pseudo-periodic, then y ε = x ε .
Finally, let us choose ε so that 2N ε < δ. Since x ε and y ε are uniformly continuous on [a + δ, b − δ], we choose ε less than a modulus of uniform continuity for δ/2.
If t ∈ [a + δ, b − δ] and t G = a + nε is the closest point of the grid to t, the triangle inequality yields 5. Obstructions to convergence of y ε (t) to z(t) as ε tends to 0.
Preliminary discussion.
Under the assumptions of the three propositions of the previous section, to prove that y ε (t) tends to z(t) uniformly locally on ]a, b[ as ε tends to 0, is not an easy task. It relies on the comparison of the formulas (4.2) and (4.5) . This is why we focus on phases and amplitudes occuring in z(t) and y ε (t).
The convergence of y ε (t) to z(t) as ε tends to 0 is related to the three following properties.
(a) If λ j is an eigenvalue of A which tends to 1 as ε tends to 0, its phase θ j is such that θj ε tends to a phase ω k of some eigenvalue exp(iω k ) of Ω. (b) For any phase ω ∈ R such that exp(iω) ∈ Sp(Ω), let f ω ∈ C be the amplitude of exp(iω(t − a)) in (4.2). Similarly, let g ε,ω ∈ C be the sum of the amplitudes occuring in (4.5) corresponding to exp(iθ) ∈ Sp(A) with θ/ε ∼ ω as ε → 0. Then lim ε→0 |g ε,ω − f ω | = 0.
(c) The sum of the contribution g θ in (4.5) of eigenvalues exp(iθ) ∈ Sp(A) not tending to 1 cancels, as ε tends to 0.
Summing all triangle inequalities
over the group of eigenvalues tending to 1, and considering the contribution of eigenvalues which are not tending to 1,
If the three properties hold, the previous bound tends to 0 as ε tends to 0. Note lastly, that the result of convergence itself is related to the success of the shooting method and the convergence of the scheme.
We shall illustrate in the following two subsections the convergence issue by giving two convenient examples when N = 1 and d = 2 for two special cases of
. In that case, we denote x n = x(a + nε) = (x n , y n ).
First example. Let us consider r ∈ R and
[r,r] ε defined as in (2.5 
The recurrence v n+1 = Av n + b splits into two recurrences for x 2n and x 2n+1 . We note that
and accordingly to Proposition 4.1, the shooting method is successful for z(t) if and only if the two eigenvalues of Ω are not commensurable with π. We get so far
The coefficients occuring in the previous recurrence are the entries of block B 2,n defined as in (3.5) . Note by the way that the two blocks B 1,n and B 3,n are zero. The sequences ((x 2n , y 2n )) and ((x 2n+1 , y 2n+1 )) obey to the same recurrence but are computed independently each to the other. If M is even, the Dirichlet conditions for n = 0 and n = M ensure existence and unicity of ((x 2n , y 2n )) provided the shooting method is successful. By reordering the components of the vector v n , the matrix A is equivalent to a block diagonal matrix
0 k is the zero matrix of size k. Now the spectrum of K 4 consists of the four numbers exp(±iθ 1 ), exp(±iθ 2 ) where
We have here |Sp(A)| = 4 and 4N d = 8, so Proposition (4.2) does not apply and indeed, the sequence ((x 2n+1 , y 2n+1 )) is not uniquely determined. Lastly, we get
We note that property (a) holds if and only if r = 1 2 . The property (b) is much more delicate and is discussed in the last section. At last, property (c) is obviously true.
Second example.
We consider the operator used by Cresson in [3] to define scale derivatives :
The characteristic polynomial of A may be factored into two biquadratic equations.
The eight eigenvalues of A may be written as
where ω k (k = 1, 2) are the eigenvalues of the matrix Ω and ζ The sub-sum of the terms in (4.5) implying eigenvalues which tend to 1 as ε tends to 0 may be rewritten as j=1,2,ζ=±1
where O(ε 3 ) is uniform in t, by using Puiseux expansion of each factor of det(A − λI 8 ) around ε = 0. The limit of this sum as ε tends to 0, is a combination of exp(iω k (t−a)) and exp(−iω k (t − a)) which is a step towards property (b).
In fact, if we want to justify the choice of
, we may generalize a little bit the previous calculations to ε such that the operator of the l.h.s. of (2.4) converges to (2.3) and is such that Sp(A) ⊂ U. In [6, Proposition 5.2], we prove that ε must be of the shape and Sp(A) ⊂ U for all L. As a conclusion, property (a) of Subsection 5.1 holds.
6. Convergence of solutions and non-resonance. This last section is devoted to the convergence of y ε (t) to z(t) in the case of multidimensional harmonic oscillator with N = 1. For sake of conciseness, we suppose that
• each lagrangian is real, stationary, with
Qx 2 , with P and Q real, constant and nonsingular,
• the operator ε is of the shape
with r ∈ R. The setting is discussed at the end of the section. Even with those restrictions, the convergence is not unconditional w.r.t. r. Proof. Let . be a norm of algebra over the Banach algebra C d×d . We denote by ϕ(ε, ζ) = i,j a i,j ε i ζ j the Taylor series of ϕ(ε, ζ) in the bidisc |ε| + |ζ| < r 0 of C 2 .
Let B ′ (0, r 1 ) ⊂ C d×d be an open ball of radius r 1 > 0. We set δ 1 = 
. We use the fact that, in any bidisc |ε| + |ζ| < r 2 < r 0 , the Taylor Qx 2 , with P and Q real, constant and nonsingular. We suppose that −P −1 Q = Ω 2 and Sp(Ω) ⊂ U for some matrix Ω ∈ R d×d diagonalizable over R. We require also the non-resonance property
for all eigenvalue exp(iω) in Sp(Ω)∩U. Then y ε (t) is well-defined. Moreover, r = ± 
Proof. The necessary conditions of the first order C.E.L. and D.E.L., that is (2.3) and (2.4), simplify into
completed with Dirichlet conditions. Let z(t) be the solution of (6.4) , that is to say If we set
Since we have c 1 = r/ε, c −1 = −r/ε and c 0 = 0, then, for all t ∈ [a + 2ε, b − 2ε], D.E.L. in (6.4) may be simplified into
Since Ω is diagonalizable over R, for some B ∈ R d×d , we have B −1 ΩB = diag(ω i ).
For ε > 0 such that ε < 2|r| min |ω i |, the matrix
is well-defined and the computation of cos(B −1 ΘB) gives cos(Θ) = Id − ε 2 2r 2 Ω 2 . By setting u n = x ε (a + 2nε), the equation (6.6) gives u n+1 = 2 cos(Θ)u n − u n−1 . The solution of this recurrence is given by x ε (a + 2nε) = exp(inΘ)g 1 + exp(−inΘ)g 2 for all n from 1 to
To compute the vectors g 1 and g 2 we use the Dirichlet conditions for y ε and the invertibility of the matrices sin(kΘ), k ≥ 1. Indeed, it is ensured since we have
Let us introduce the quantities , for which the five-terms recurrence (2.4) splits into two three-terms recurrences, one for x 2n and x 2n+1 , this being equivalent to r = s. As soon as the condition (6.3) for the continuous lagrangian fails, the convergence does not occur. However, if b = a + 1 ω (arcsin(ρ) + 2Kπ), for ρ tending to 0, the upper bound (6.11) grows to infinity. The small denominators sin(M Θ) and sin(τ ω) occuring in y ε (t) and z(t) imply that the convergence holds but is slowed down (see Let us conclude this paper with the following problems. First, formal and numerical codes have been written to do experiments on D.E.L. and C.E.L. in higher dimension (d ≥ 2), to deal with huge matrices A and to work with non-periodic solutions. However, mainly due to the characteristic functions χ i (t) occuring in ε , no general pattern has been found neither for the convergence nor for non-convergence. Second, it would be interesting to get qualitative properties as continuity or mesurability of solutions x ε (t) of D.E.L. as it is usual in the theory of functional equations. Another work is to relate the convergence of schemes to the convergence of solutions, none of these properties implying the other. These directions seem to be some interesting perspectives for subsequent work.
