In this paper we propose a strategy for forecasting the term structure of interest rates which may produce significant gains in predictive accuracy. The key idea is to use the restrictions implied by Affine Term Structure Models (ATSM) on a vector autoregression (VAR) as prior information rather than imposing them dogmatically. This allows to account for possible model misspecification. We apply the method to a system of five US yields, and we find that the gains in predictive accuracy can be substantial. In particular, for horizons longer than 1-step ahead, our proposed method produces systematically better forecasts than those obtained by using a pure ATSM or an unrestricted VAR, and it also outperforms very competitive benchmarks as the Minnesota prior, the Diebold-Li (2006) model, and the random walk.
Introduction
Finance theory suggests that the current term structure should contain information about future term structures. Is it actually possible to use finance theory to extract this information and improve the forecasts of the Treasury yields? Giving an answer to this question is very important, as out of sample yield curve forecasting is key for the conduct of monetary policy as well as for bond portfolio management.
In the last years the finance literature has produced major advances in term structure modeling, building on the assumption of absence of arbitrage opportunities in the markets, but surprisingly only a few papers have studied the issue of forecasting the yield curve. Among these, De Jong (2000) and Dai and Singleton (2000) have focused on in sample forecasting, while only Duffee (2002) and Ang and Piazzesi (2003) have focused on out of sample forecasting. Duffee (2002) has shown that beating a random walk with a traditional no arbitrage affine term structure model is difficult. Ang and Piazzesi (2003) show that imposing no-arbitrage restrictions and an essentially affine specification of market prices of risk improves out-of-sample forecasts from a VAR (12) , but the gain respect to a random walk forecast is small.
Better results have been obtained outside the no-arbitrage paradigm by Diebold and Li (2006) , who used the Nelson and Siegel (1987) exponential components framework to forecast the yield curve and found that it produces one-year-ahead forecasts that are noticeably more accurate than standard benchmarks. However, as stressed out by Duffee (2002) , even if forecasting the yields is important in its own rights, having a model which is both consistent with finance theory and produces accurate forecasts is of key relevance, because explaining the time variation in expected returns means explaining the failure of the expectations hypothesis of the term structure of interest rates.
The absence of arbitrage ensures that the yield movements are consistent, controlling for risk, with the shape of the term structure at each point in time. As discussed by Diebold et al. (2005) this consistency will likely hold in deep and well-organized bond markets, but if the underlying term structure model is misspecifed the no arbitrage restrictions may actually degrade empirical performance. Most of the empirical implementations of no-arbitrage term structure models focused on the special case in which bond yields are affine functions of some state vector. As discussed in Piazzesi (2003) this assumption provides tractability, at the cost of some restrictive assumptions on the risk-adjusted dynamics of the state vector.
We believe that the reason behind the poor forecasting performance of no arbitrage affine term structure models is not the failure of no-arbitrage assumptions, but rather the failure of the additional specification restrictions implied by the model. As stressed by Sims (2003) , if in the true data generating process a given set of restrictions holds up to some noise, then imposing the restrictions exactly would be suboptimal.
In this paper we propose to use a no arbitrage affine term structure model (ATSM) taking into account its possible misspecification. The key idea is to use the restrictions implied by the ATSM on a vector autoregression (VAR) as prior information rather than imposing them dogmatically. To implement the ATSM prior, we follow Del Negro and Schorfheide (2004) and use a set of dummy artificial observations which are first generated under the assumption of the validity of the ATSM and then added to the data.
When applied to a system of five US yields our proposed method produces substantial gains in predictive accuracy. In particular, while at the 1-step ahead horizon the evidence is mixed, for longer forecast horizons the proposed method systematically outperforms the unrestricted VAR and a pure ATSM, and also outperforms very competitive benchmarks as the model by Diebold and Li (2006) , the random walk, and the Minnesota prior.
The paper ties together two streams of research. The first is the literature on no arbitrage term structure models started from the seminal work of Vasicek (1977) and Cox et al. (1985) , and continued to its modern multi-factor extensions by Duffie and Kan (1996) , Dai and Singleton (2000) , De Jong (2000) , Duffee (2002) , Ang and Piazzesi (2003) . The second stream belongs to the macroeconomic literature and focuses on deriving priors from economic models for VARs. It has been initiated by Ingram and Whiteman (1987) who used a RBC model to derive priors for a VAR, and has been recently revived in a series of papers by Del Negro and Schorfheide (2004, 2005, 2007) who provided a full-blown approach to estimate VARs imposing priors from DSGE models.
Finally, we have to mention the fact that, starting from the seminal work of Ang and Piazzesi (2003) , a series of papers has considered the joint modeling of the term structure of interest rates and macroeconomic factors. . Considering also macroeconomic information is beyond the scope of the present paper, but is on our agenda for further research.
The paper is organized as follows: in Section 2 we briefly describe the ATSM, while in Section 3 we discuss the econometric methodology. Section 4 presents estimation results, Section 5 focuses on forecasting. Section 6 concludes.
A Baseline Affine Term Structure Model
In this subsection we shall describe the ATSM used in the paper. We use the model of Ang and Piazzesi (2003) . Formally, that model is a discrete-time version of the affine class introduced by Duffie and Kan (1996) , where bond prices are exponential affine functions of underlying state variables. In particular we use the so called "yield-only" version of the model, in which only unobservable latent factors (and not also observable macroeconomic factors) are used as states. In what follows we just provide a brief summary of the model, the interested reader may refer to Ang and Piazzesi (2003) for a complete discussion and additional details.
The assumption of no arbitrage (Harrison and Kreps, 1979) guarantees the existence of a risk neutral measure Q such that the price of an asset V t that does not pay any dividends at time t + 1 satisfies V t = E Q t (exp(−r t )V t+1 ), where the expectation is taken 3 under the measure Q and r t is the short term rate. The assumption of no arbitrage is equivalent to the assumption of the existence of the Radon-Nikodym derivative ξ t+1 , which allows to convert the risk neutral measure to the data generating measure as E Q t (Z t+1 ) = E Q t (ξ t+1 Z t+1 )/ξ t , where Z t is a random variable. Assume ξ t+1 follows a log-normal process:
where Λ t are called market prices of risk and are an affine function of a vector of k factors F t :
where Λ 0 is a k-dimensional vector and Λ 1 a k × k matrix. Also the short term rate is assumed to be an affine function of F t :
where δ 0 is a scalar and δ 1 a k-dimensional vector. We assume the factors follow a zero-mean stationary vector process:
where ε t ∼ iidN (0, Σ ε ) with Σ ε = I with no loss of generality. The nominal pricing kernel is defined as:
where the second equality comes using (3) and (1). The nominal pricing kernel prices all assets in the economy, so by letting p n t denote the time t price of a n-period zero coupon we have:
By using the above equations is possible to show that bond prices are an affine function of the state variables:
whereĀ n andB n are a scalar and a k-dimensional vector obeying to: Ang and Piazzesi (2003) for a derivation. The continuously compounded yield on a n-period zero coupon bond is:
with A n = −Ā 1 /n and B n = −B 1 /n, so yields are also an affine function of the factors.
Equations (4) and (9) can be interpreted as a state and a space equation, so the state space for a vector of yields of q different maturities can be written as:
where
t , ..., y (q) t ) 0 is a q−dimensional vector process collecting all the yields at hand, A = (A 1 , A 2 , ...A q ) 0 and B = (B 1 , B 2 , ..., B q ) 0 are functions of the structural coefficients of the model according to equation (8) , and where v t is a vector of iid Gaussian measurement errors with variance Σ v . For future reference we collect the coefficients in θ = {Λ 0 , Λ 1 , δ 0 , δ 1 , Ψ, Ω, Σ v } and we record the moments of the state space system in (10) :
Econometric Methodology
In this section we briefly describe the econometric methodology used in the paper. We use the approach proposed by Del Negro and Schorfheide (2004), from which this section draws heavily and to which the interested reader may want to refer for a complete discussion. Basically we adapt to our case their framework which was originally designed for deriving priors from DSGE models. Consider a VAR(p) representation of the q−dimensional vector process collecting all the yields at hand:
t , ..., y (q) t ) and u t is a vector of one-step-ahead forecast errors having a multivariate normal distribution with variance Σ u . The VAR in (12) can be interpreted as an approximation of the Moving Average (MA) representation of Y t . The approximation gets better as more dynamics is added to the system. Importantly, as is clear from equation (10) , the ATSM features a MA representation. As the ATSM depends on a vector of coefficients θ having much less elements than the elements of the coefficient matrices of the VAR, the validity of the ATSM imposes a set of restrictions on the VAR in (12) .
The key idea is to impose such restrictions in a non-dogmatic way, and in particular to let them hold with some degree of uncertainty which can be controlled by the researcher. This amounts to treating the ATSM restrictions as a prior on the coefficients on the VAR. The tightness of the prior would naturally provide a measure of the uncertainty around the restrictions, i.e. of the misspecification of the model. To implement the ATSM prior, following Del Negro and Schorfheide (2004), we use a set of dummy artificial observations which are first generated under the maintained assumption of the validity of the ATSM and then added to the data. The ratio of dummy over actual observations will measure the weight of the prior information relative to the sample information.
Rewrite the VAR in the data-matrix notation:
where Y is a T ×q data-matrix with rows Y 0 t , X is a T ×k (where k = 1+qp) data-matrix with rows
Now assume there exist T * = λT artificial observations Y * , X * , generated from the ATSM with a given θ. The likelihood of the artificial data is:
(15) The likelihood function of the combined sample of actual and artificial data is:
The term p(Y * (θ) | Φ, Σ u ) can be interpreted as a prior density for Φ and Σ u (conditional on θ) as it contains information about the VAR parameters contained in the sample of artificial observations. The next step is to remove the stochastic variation, which is undesirable, from p(Y * (θ) | Φ, Σ u ). To do so it is sufficient to replace the sample moments Y * 0 Y * , Y * 0 X * , and X * 0 X * with their expected values. Define Γ * yy (θ), Γ * yx (θ), and Γ * xx (θ), which can be computed using equation (11) , as the population moments under the validity of the ATSM. The expected values of Y * 0 Y * , Y * 0 X * , and X * 0 X * are simply given by the corresponding population moments multiplied by the number of artificial observations, respectively λT Γ * yy (θ), λT Γ * yx (θ) and λT Γ * xx (θ). Provided that λT ≥ k + q and Γ * xx (θ) is invertible, this gives a proper, nondegenerate, Normal-Inverted Wishart prior density (Φ, Σ u | θ):
where Φ * (θ) and Σ * u (θ) are the VAR coefficients under the maintained assumption of the validity of the ATSM:
Conditional on θ the ATSM prior and the likelihood function are conjugate, so the posterior distribution of Φ and Σ u is also Normal-Inverted Wishart (see Zellner 1971):
whereΦ(θ) andΣ u (θ) are the maximum-likelihood estimates of Φ and Σ u based on both the artificial and the actual data:
The parameter λ = T * /T is the ratio between artificial and actual data and it can be interpreted as the tightness of the prior. When λ → 0, no artificial data are used and as is clear from (23) the posterior mean of Φ approaches the OLS estimate. On the other side, when λ → ∞ the number of artificial data is very high compared to actual data, so the posterior mean of Φ approaches the prior mean Φ * (θ) (see equations (23) and (19)), and the procedure is equivalent to estimating the VAR subject to the ATSM restrictions. Indeed it is possible to show that for fixed T and λ → ∞ the marginal likelihood function: 
Estimation
In this section we estimate our VAR with ATSM prior. We start with describing the data, the parameterization, and the estimation procedure used. Then we provide the estimation results obtained using the whole sample. Results of the forecasting experiment are described in Section 5.
Data description
We estimate the model using monthly data (end of month rates) on US yields of five different maturities, 1-month, 3-month, 1-year, 3-year and 5-year. We use Treasury yield curve estimates of the Federal Reserve Board provided by Gurkaynak et al (2006) and publicly available on the website http://www.federalreserve.gov/pubs/feds/2006. A graph of the data is displayed in Figure 1 .
To avoid problems of instability of the underlying data generating process during the so called Volker-era, we use data starting from January 1983 until December 2006, which provides us with a sample size of 24 years. As for the lag length of the VAR, the BIC selects 1 lag and the AIC 2 lags, but in both these cases the LM test statistic reported in Johansen (1995) rejects the null of no autocorrelation in the disturbances, therefore we choose a richer specification with 4 lags which eliminates this problem. To sum up, our baseline unrestricted VAR specification for the vector of yields Y t = (y
As Y t is 5 × 1, the matrices Φ 0 , Φ 1 , Φ 2 , Φ 3 , Φ 4 contain a total of 105 coefficients to be estimated.
Choice of parameterization
Given that scaling, shifting, or rotation of the factors provides observational equivalence, a normalization is required. Following Dai and Singleton (2000) we impose the canonical normalization of the model, i.e. we identify the factors by assuming lower triangular structure for the matrix Ψ, and we set δ 1 equal to a vector of ones. Given that we also assumed the factors have zero mean, δ 0 equals the unconditional mean of the short term rate r t , so it can be estimated consistently in a preliminary step by using the sample average of the 1-month yield y
t . As for second order coefficients, we assume Ω to be diagonal, Σ εv = 0, and Σ v = σ 2 v I. In view of the simulation approach needed to estimate the model, we try to keep the number of parameter to be estimated as small as possible by assuming two factors. As discussed in Diebold et al. (2005) two factors suffice to capture the time-series variation and forecast yields, since the first two principal components account for almost all (99 percent) of the variation in yields, while more than two factors (typically three) will invariably be needed in order to obtain a close fit to the entire yield curve at any point in time for pricing derivatives. Note that the chosen normalization implies that the sum of the factors equals the (demeaned) short term rate, which is consistent with interpreting the first factor as a level and the second as a slope factor.
Given the above assumptions equation (2) becomes:
and the state space in (10) simplifies to:
where A(Λ 0 , Λ 1 , Ψ, Ω) and B(Λ 0 , Λ 1 , Ψ, Ω) obey to equations (8) and var(v t ) = σ 2 v I . The vector of structural parameters to be estimated is:
Posterior simulation
The posterior distribution of the ATSM coefficients θ and of the VAR coefficients Φ (for a given λ) is obtained by using MCMC methods, drawing in turn from (25), while the prior distribution p(θ) used throughout the paper is described in Table 1 .
First, the algorithm is initialized by specifying an initial value θ 0 . Then for each iteration s a proposal value ϑ for θ s is drawn from the proposal distribution
where c is a scaling parameter and Ξ is a variance matrix. The jump from θ s−1 to ϑ is accepted with probability min{1, r(θ
If the jump is accepted, then the draw ϑ is kept and θ s = ϑ, otherwise it is thrown away and θ s = θ s−1 . The algorithm terminates when the final draws is obtained.
We initialize the algorithm with θ 0 equal to the maximum likelihood estimate of the state space system in (28) , and Ξ equal to the inverse of the Hessian in this point. The parameter c is calibrated to 0.05, which provides a rejection percentage of about 35%. As the RWM algorithm generates draws that are influenced by the starting point and correlated, we discard the initial draws and we perform skip-sampling. In the next subsection we provide an informal assessment of the convergence of the algorithm in our application, for a review of the regularity conditions needed to guarantee the convergence of the Markov chain to the posterior distribution of interest see Geweke (2005) . Finally, given the sequence of draws {θ s }s s=1 obtained from the RWM algorithm, we obtain posterior estimates of Φ by drawing from p(Σ u | Y, θ) and p(Φ | Y, Σ u , θ) using (22) and (21).
Estimation results
The estimation results are conditional on the choice of the tightness parameter λ. We carry on our analysis for a grid of values of the tightness hyperparameter, i.e. λ ∈ {∞, 10, 5, 4, 3, 2, 1, 0.5, 0.25, 0}. When λ → 0 the prior is very loose and the posterior mean of Φ approaches the OLS estimate, while when λ → ∞ the prior is very tight, which amounts to estimating the VAR subject to the ATSM restrictions. For a theoretical derivation of this result see Del Negro and Schorfheide (2004). To provide an intuitive illustration of this point Figure 2 plots posterior estimates of some elements of Φ (the coefficients on the first lag of the dependent variable for each equation of the VAR). As it is clear from the graph, when λ → ∞ the data do not influence the posterior estimates, which stay close to the value implied by ATSM, while as λ increases, the posterior mean moves towards the unrestricted OLS estimate of the coefficient.
In this section we briefly present the estimation results for the case λ → ∞, which is interesting as it corresponds to the Bayesian estimation of the exact ATSM model. Estimation results for the other values of λ show the same pattern (in terms of convergence) and are available upon request. To assess the convergence of our MCMC algorithm we run four independent Markov chains with 2000000 draws. As the RWM algorithm generates draws that are influenced by the starting point and correlated we discard the first 20%, and then keep every 10th draw among the remaining. This provides us with a total of 160000 draws.
Based on these draws, we plot in Figure 3 and Figure 4 the posterior distributions of the VAR coefficients Φ and of the ATSM coefficients θ. As it is clear in Figure 3 , the four independent Markov chains do converge to the same distributions for all the VAR coefficients. This is important because it means that the forecasts produced by the VAR would converge to the same distribution as well. As shown in Figure 4 , also the posterior estimates of the coefficients governing the factors dynamics (ψ 11 , ψ 21 , ψ 22 , ω 11 , ω 22 ) are all converging to the same distribution. The implied posterior means of the factors are indistinguishable among the four chains, and are plotted in Figure 5 . To sum up, all four chains converge to the same distribution of the VAR coefficients and factors dynamics.
Some problems arise for the coefficients in the price of risk equation: Figure 4 shows that the posterior distributions of the coefficients in the Λ 1 matrix are different among the four chains. This latter result is driven by the likelihood being flat along this dimension. Indeed, by looking at the rolling maximum likelihood estimates, the coefficients in Λ 1 are not identified, they jump and move together in couples with different combinations of their values providing roughly the same value for the likelihood. This is probably due to the high nonlinearity of the model at hand and raises issues about maximum likelihood estimation of affine term structure models. Of course we may add additional identification restrictions, or exploit the Bayesian framework to tackle the problem by tightening the prior on Λ 1 . However, we do not pursue this strategy for two reasons. First, we do not have enough information on the price of risk to specify a reasonable informative prior on it. Second, estimating the structural parameters governing the price of risk is not necessary for our aim, which is forecasting. As stressed above, to forecast we use the reduced form system given by our VAR, whose posterior estimates do not have problems of convergence.
Forecasting using the ATSM prior
We are now ready to perform a horse-race between the VAR with ATSM prior and several competitors. This section is divided into three subsection. The first describes the competing models, the second the forecasting exercise, the third provides results and discussion.
Competing models
We compare the forecasting performance of our proposed model, which we label ATSM-VAR, against six models: a random walk, two unrestricted VARs, the "exact" ATSM model, the model by Diebold and Li (2006) , and a VAR with a Minnesota prior.
Random Walk (RW)
Duffee (2002) has shown that beating a random walk with a traditional no arbitrage affine term structure model is difficult. Therefore we include in the comparison a simple random walk (RW) and use it as the benchmark model.
"Exact" Affine Term Structure Model (ATSM)
It is natural to include in the comparison a VAR in which the ATSM restrictions hold exactly. This case corresponds to the ATSM-VAR with prior tightness λ = ∞ and is basically a two-factor version of the "yields only" model of Ang and Piazzesi (2003) .
Unrestricted VARs (UVAR4 and UVAR12)
We include in the comparison two unrestricted VARs with different lag length. The first is a VAR with 4 lags (UVAR4) which corresponds to the ATSM-VAR with prior tightness set to zero (λ = 0). Then, we use a richer 12 lags specification (UVAR12), which corresponds to the benchmark UVAR used by Ang and Piazzesi (2003) .
Diebold-Li model (DL)
A model which has proven to be good in forecasting, especially at long horizons, is that of Diebold and Li (2006) , which is based on the Nelson and Siegel (1987) exponential components framework. In particular, we use the specification of Diebold et al. (2006) in which the model is written in its state space form before being estimated in a single step via maximum likelihood. The starting point is the Nelson and Siegel (1987) yield curve:
where τ is the maturity and β 1 , β 2 ,β 3 and γ are parameters. Diebold and Li (2006) interpreted equation (31) in a dynamic fashion as a latent factor model in which β 1 , β 2 , and β 3 are time-varying level, slope, and curvature factors (label them L t , S t , C t ) and the terms that multiply these factors are factor loadings:
Once the dynamic movements of the factors L t , S t , C t are specified, then the model immediately forms a state-space system which can be estimated via maximum likelihood. We chose an univariate AR(1) representation for the three factors, as it has proven to be better in forecasting 1 .
VAR with Minnesota Prior (MP)
Finally, to check whether the good forecasting performance is merely due to the use of a shrinkage estimator, we include in the comparison the Minnesota prior (Doan et al 1984) . The Minnesota prior (MP) shrinks parameter estimates towards a random walk representation and has proven to be robustly good in forecasting (Litterman, 1986 ). In our case this amounts to shrinking the diagonal elements of Φ 1 in (12) toward one and all the remaining coefficients toward zero. We implement the Minnesota prior in the version proposed by Kadiyala and Karlsson (1997) . This prior has a Normal-Inverted Wishart form such that the expectation of Σ u is equal to the fixed residual variance matrix of the Minnesota prior, and the prior expectation and variances of the coefficients Φ k are:
The hyperparameter φ measures the tightness of the prior: when φ = 0 the prior is imposed exactly and the data do not influence the estimates, while as φ → ∞ the prior becomes loose and the posterior estimates approach the OLS estimates. The factor 1/k 2 is the rate at which prior variance decreases with increasing lag length while the ratio σ 2 i /σ 2 j accounts for the different scale and variability of the data. Finally, the prior on the intercept is diffuse. Although the parameters should in principle be set using only prior knowledge we follow common practice (see e.g. Litterman, 1986; Sims and Zha, 1998) and set the scale parameters σ 2 i equal the variance of a residual from a univariate autoregressive model for the variables. Posterior estimates can be easily obtained (via OLS) by implementing the prior in the form of dummy variable observations. For details see Kadiyala and Karlsson (1997).
Forecasting exercise
At each point in time we estimate the competing models and use them to produce forecasts up to 12-step ahead. We use a rolling estimation window of 10 Two of the models at hand, namely the ATSM-VAR and the MP, depend on tightness hyperparameters (respectively λ and φ) that need to be calibrated before estimation. We select ex-ante the optimal prior tightness by using a simple data-driven procedure based on past forecasting performance. In particular we do a grid search over the tightness hyperparameters selecting at each point in time, for each yield, the model producing the smallest forecast error in the previous period. The grid used for the ATSM-VAR is λ ∈ {∞, 10, 5, 4, 3, 2, 1, 0.5, 0.25, 0}, that used for the MP is φ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.
For a given λ, the ATSM-VAR is estimated as described in Section 3, The UVAR(4) and the plain ATSM model are obtained as a by product imposing λ = 0 and λ = ∞. The UVAR (12) is estimated with OLS, the DL model with maximum likelihood, and the MP with OLS after rewriting the prior in the form of dummy observations. We evaluate forecast accuracy using mean squared forecast error (MSF E) and mean absolute forecast error (MAF E) as loss functions. To assess whether the difference in the forecasts is significant we use the test for predictive accuracy recently developed by Giacomini and White (2006) . This is a test of equal forecasting method accuracy and as such can handle forecasts based on both nested and non-nested models, regardless from the estimation procedures used in the derivation of the forecasts, including Bayesian methods.
Empirical results
We report results for MSF E and MAF E of a given model M relative to the random walk benchmark, at horizon h:
Relative Mean Squared Forecast Errors (RMSFE) are displayed in Table 2 , while Relative Mean Absolute Forecast Errors (RMAFE) are displayed in Table 3 . A number below 1 signals that a given model improves over the random walk. The tables report results for 1, 3, 6, 9 and 12 step-ahead forecasts, complete tables including all the forecast horizons are in the Appendix. The best forecasting models for each horizon and variable are highlighted in bold, while the stars on the right of the cell entries signal the level at which the Giacomini and White (2006) test rejects the null of equal forecasting method accuracy. Several conclusions can be drawn from the tables. First, the evidence for the 1-step ahead horizon is mixed. For the 1-month yield all the models but the UVAR12 are able to beat the RW, the best model being the MP, followed by the exact ATSM and the UVAR4. The MP is the best model also for the 3-month yield, followed by the UVAR4 and the ATSM-VAR, while the performance of the exact ATSM and of DL becomes worse than the RW. For yields with longer maturities (1-, 3-, 5-year) none of the models is able to beat the RW, with MP being the best for the 1-year yield, DL for the 3-year yield and DL or exact ATSM (depending on the loss function) for the 5-year yield.
Second, for longer horizons, the ATSM-VAR systematically outperforms all the other models, with substantial and significant gains in terms of both RMSFE and RMAFE. Importantly, it is the sole model able to systematically beat the RW. The MP shows a good performance for the 1-month yield but it deteriorates a lot for yields with longer maturities. The DL and the exact ATSM perform overall well, especially at very long forecast horizons, but still they provide smaller gains than the ATSM-VAR and are occasionally outperformed by the RW.
Third, let us consider the results form the point of view of overparameterization. The UVAR12 forecasts very poorly. This is due to its overparameterization, as the more parsimonious UVAR4 is a clear improvement on it. Still, also the UVAR4 provides poor forecasts respect to the other models (except for 1-step ahead forecasts for short maturities). A further improvement is obtained by using shrinkage, i.e. using the MP.
Finally, related to the latter point, the inclusion of the Minnesota prior in the comparison also allows to check whether the good performance of the ATSM prior is merely due to the fact that it reduces the dimensionality of the VAR by shrinking coefficients. For forecast horizons above one-step ahead, the ATSM prior produces substantial gains against the Minnesota prior. Therefore, shrinkage in itself does help to improve forecast accuracy, but also the direction of the shrinkage (i.e. the assumed prior mean) plays a fundamental role. In other words, our results suggest that shrinking coefficients in the direction implied by ATSM models produces better forecasts than shrinking them to a random walk representation.
Conclusions
In this paper we proposed to forecast the yield curve by using no arbitrage affine term structure models, taking into account their possible misspecification. The key idea was to use the restrictions implied by an ATSM on a VAR as prior information rather than imposing them dogmatically. To do so we have used the approach proposed by Del Negro and Schorfheide (2004) for deriving priors from DSGE models for VARs.
Applying the proposed method to a system of five US yields provided substantial gains in forecast accuracy. In particular, while at the 1-step ahead horizon the evidence is mixed, for longer forecast horizons the proposed method systematically outperformed the unrestricted VAR and the exact ATSM, and it also outperformed very competitive benchmarks as the model proposed by Diebold and Li (2006) , the random walk, and the Minnesota prior.
We believe that the inclusion of additional information in the model, and in particular information related to relevant macroeconomic variables as in Ang and Piazzesi (2003) , could further improve the forecasting performance. Such extension would pose serious computational burdens and is in our agenda for future research.
Tables and Figures
The Table reports the prior densities used throughout the paper. Para(1) and Para(2) are mean and standard deviation for the Normal distributions and s and v for the Inverse Gamma distributions (where The Table reports Relative Mean Squared Forecast Error of a given model against the Random Walk benchmark. The stars * ** *** denote rejection (respectively at 10 ,5, and 1 percent) of the null of equal forecasting method accuracy according to the Giacomini-White (2006) test. The best model for each horizon and maturity is highlighted in bold. The Table reports Relative Mean Absolute Forecast Error of a given model against the Random Walk benchmark. The stars * ** *** denote rejection (respectively at 10 ,5, and 1 percent) of the null of equal forecasting method accuracy according to the Giacomini-White (2006) test. The best model for each horizon and maturity is highlighted in bold. The appendix reports Tables 2 and 3 with all the forecast horizons(1-to 12-step ahead). 
