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MOTIVIC DONALDSON-THOMAS INVARIANTS AND MCKAY
CORRESPONDENCE
SERGEY MOZGOVOY
Abstract. Let G ⊂ SL2(C) ⊂ SL3(C) be a finite group. We compute motivic
Pandharipande-Thomas and Donaldson-Thomas invariants of the crepant res-
olution HilbG(C3) of C3/G generalizing results of Gholampour and Jiang who
computed numerical DT/PT invariants using localization techniques. Our for-
mulas rely on the computation of motivic Donaldson-Thomas invariants for a
special class of quivers with potentials. We show that these motivic Donaldson-
Thomas invariants are closely related to the polynomials counting absolutely
indecomposable quiver representations over finite fields introduced by Kac. We
formulate a conjecture on the positivity of Donaldson-Thomas invariants for
a broad class of quivers with potentials. This conjecture, if true, implies the
Kac positivity conjecture for arbitrary quivers.
1. Introduction
The goal of this paper is to compute motivic Pandharipande-Thomas and
Donaldson-Thomas invariants of the crepant resolution Y = HilbG(C3) of C3/G
for any finite subgroup G ⊂ SL2(C) ⊂ SL3(C). This is achieved by using the idea
of Nagao and Nakajima [37] who realized PT and DT moduli spaces on Y as mod-
uli spaces of stable framed representations of a certain quiver with potential for
particular choices of stability parameters.
The quiver Q̂ considered above is the McKay quiver of (G,C3). It can be con-
structed as follows [13, Figure 1]. One starts with a quiverQ of affine type, considers
its double quiver Q and then adds loops li : i→ i at every vertex i ∈ Q0. Potential
on Q̂ mentioned above is given by
W =
∑
(a:i→j)∈Q1
(aa∗lj − a
∗ali),
where (a∗ : j → i) ∈ Q1 is an arrow dual to (a : i → j) ∈ Q1. This construction
works of course for an arbitrary quiver Q. Now we can ask, what are the motivic
Donaldson-Thomas invariants of (Q̂,W ). The answer is given by the following
result (see Theorem 5.1).
Theorem 1.1. Let Q be an arbitrary quiver and let (Q̂,W ) be constructed as above.
For any α ∈ NQ0 let aα(q) be the polynomial counting absolutely indecomposable
representations of Q with dimension vector α over finite fields [21]. Then the uni-
versal motivic DT series of the Jacobian algebra J
Q̂,W
of (Q̂,W ) is given by∑
α∈NQ0
[M(J
Q̂,W
, α)]viry
α = Exp
(∑
α∈NQ0 aα(L)y
α
1− L−1
)
.
1
2 SERGEY MOZGOVOY
Positivity conjecture of Kac [21] states that the polynomials aα have non-negative
integer coefficients. In view of the above theorem this is equivalent to the statement
that the motivic DT invariants of (Q̂,W ) are polynomials with non-negative integer
coefficients. We generalize this statement in Conjecture 1 for a broad class of
quivers with potentials. For quivers with the trivial potential this was conjectured
by Kontsevich and Soibelman [25] and proved by Efimov [9]. In the case of a
conifold our conjecture can be verified using the explicit formula [29, Theorem 2.1].
The Kac positivity conjecture is still open, although some progress was done in
[8, 32]. The above theorem provides the geometric meaning of the polynomials aα.
Earlier this was done only for indivisible α ∈ NQ0 [8]. One can hope that the above
theorem together with Conjecture 1 will give a natural way to prove Kac positivity
conjecture.
Now let us go back to the crepant resolution Y = HilbG(C3) of C3/G. The
corresponding quiver Q is of affine type in this case and we can easily compute the
polynomials aα. Namely, if α is a real root then aα(q) = 1 and if α is an imaginary
root then aα(q) = q+ l, where l is the number of isomorphism classes of non-trivial
irreducible representations of G. Using Theorem 1.1, we obtain an explicit formula
for the universal motivic DT series.
Following [37], for any stability parameter ζ ∈ RQ0 , we can define the moduli
spacesMζ(J
′
Q̂,W
, α) of framed ζ-semistable J
Q̂,W
-modules. The generating function
Zζ =
∑
α∈NQ0
[Mζ(J
′
Q̂,W
, α)]viry
α
of their virtual motives can be determined from the universal motivic DT series of
J
Q̂,W
using results from [34] (see Corollary 6.2).
Theorem 1.2. For any generic stability parameter ζ ∈ RQ0 we have
Zζ =
∏
ζ·α<0
Zα
where
Zα(−y0, y1, . . . ) =

∏α0
j=1(1− L
j−
α0
2 yα)−1 α ∈ ∆re+∏α0
j=1(1− L
j+1−
α0
2 yα)−1(1− Lj−
α0
2 yα)−l α ∈ ∆im+
1 otherwise
Applying this result to the stability parameters corresponding to the DT/PT
moduli spaces on Y we obtain (see Corollary 6.4)
Corollary 1.3. We have
ZPT (Y,−s,Q) =
∑
β,n
[Pn(Y, β)]virs
nQβ =
∏
n≥1
n∏
j=1
∏
α∈∆˙+
(1− Lj−
n
2 snQα)−1,
ZDT (Y,−s,Q) =
∑
β,n
[In(Y, β)]virs
nQβ
= ZPT (Y,−s,Q) ·
∏
n≥1
n∏
j=1
(1− Lj+1−
n
2 sn)−1(1 − Lj−
n
2 sn)−l.
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A closely related result for motivic non-commutative DT invariants is discussed
in Remark 6.8. The specialization of these results at L
1
2 = 1 gives the numerical
DT/PT/NCDT invariants of Y which were obtained earlier by Gholampour and
Jiang [13, Theorem 1.2 and Theorem 1.7] using localization technique. For abelian
G numerical NCDT invariants were computed by Young [44] using combinatorial
methods and DT/PT/NCDT invariants were computed by Nagao [35] using wall-
crossing formulas. While writing this paper I was informed by Andrew Morrison
that he obtained a similar result for the motivic NCDT invariants in the case of
abelian G.
The paper is organized as follows. In section 2 we recall the notions of motivic
rings, λ-rings, moduli spaces of quiver representation, virtual motives, quantum
tori, and wall-crossing formulas. In Theorem 2.1 we will prove a useful result
that allows to compute the motive of the automorphism group of an object in a
Krull-Schmidt category. In Section 3 we will recall the technique of Nagao and
Nakajima [37] that allows to describe the moduli spaces of PT/DT invariants on
a small crepant resolution of a singular affine 3-Calabi-Yau variety in terms of the
moduli spaces of representations of its non-commutative crepant resolution. Similar
description for the case of McKay quivers can be found in [13]. We will also discuss
the correspondence between the topological invariants of coherent sheaves on the
crepant resolution and dimension vectors of representations of the non-commutative
crepant resolution. In section 4 we will see how McKay correspondence provides
an example of a general framework discussed in Section 3. In Section 5 we will
compute universal motivic DT series of the quiver with potential (Q̂,W ) for an
arbitrary quiver Q. Here we also formulate the positivity conjecture for the motivic
DT invariants of quivers with potentials. In Section 6 we compute motivic DT/PT
invariants in the McKay situation.
I would like to thank Tamas Hausel, Andrew Hubery, Kentaro Nagao, Markus
Reineke, and Bala´zs Szendro˝i for many helpful discussions. The author’s research
was supported by EPSRC grant EP/G027110/1.
2. Preliminaries
2.1. Ring of motives. Let K0(CMC) be the Grothendieck ring of the category
of Chow motives over C with rational coefficients. It is known that K0(CMC) is a
(special) λ-ring [12, 19] with σ-operations defined by σn([X ]) = [X
n/Sn] for any
smooth projective variety X . Let L = [A1] ∈ K0(CMC) be the Lefschetz motive.
The ring MC = K0(CMC)[L−
1
2 ] also has a λ-ring structure with σ-operations ex-
tended by σn(L
1
2 ) = L
n
2 . We define the ring M˜C to be the dimensional completion
of MC with respect to L−1 (see [2, 34]). The λ-ring structure on MC can be ex-
tended to M˜C. The elements 1 − Ln and [GLn] are invertible in M˜C. The last
statement follows from the fact that
(1) [GLn] =
n−1∏
k=0
(Ln − Lk) = Ln
2
n∏
k=1
(1− L−k) = Ln
2
(L−1)n,
where (q)n = (q; q)n =
∏n
k=1(1− q
k) are the q-Pochhammer symbols.
The map sending a smooth projective variety X to its E-polynomial
E(X,u, v) =
∑
p,q≥0
(−1)p+q dimHp,q(X,C)upvq
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can be extended to the λ-ring homomorphism
E : M˜C → Q[u, v][[(uv)
− 1
2 ]]
with E(L
1
2 ) = (uv)
1
2 . It can be specialized to the Poincare´ polynomial
P : M˜C → Q((y
−1)), P (X, y) = E(X, y, y).
There exists also the Euler number specialization e :MC → Q, e(X) = E(X, 1, 1),
which is a λ-ring homomorphism. Note that we can not extend e to M˜C, as for
example the image of
∑
n≥0 L
−n would not converge.
2.2. Motive of the group of automorphisms. An additive category is called a
Krull-Schmidt category if any of its objects can be decomposed into a finite direct
sum of indecomposable objects and endomorphism rings of indecomposable objects
are local. By the Krull-Schmidt theorem a decomposition of an object from such
category into a direct sum of indecomposable objects is unique up to a permutation
of direct summands. Let k be a field and let A be an additive k-linear category
with finite-dimensional Hom-spaces and with splitting idempotents (if A is abelian
then all its idempotents automatically split). Then A is a Krull-Schmidt category
(it is called a Krull-Schmidt k-category).
Theorem 2.1. Let A be a Krull-Schmidt C-category. Given an object X ∈ A, let
X = ⊕i∈IX
ni
i be its decomposition into the sum of indecomposable objects. Then
the motive of the group Aut(X) is
[Aut(X)] = [End(X)] ·
∏
i∈I
(L−1)ni .
Proof. Let RA be the radical of the category A [11, Section 3.2]. If X,Y ∈ A are
non-isomorphic indecomposable objects then RA(X,Y ) = A(X,Y ). If X ∈ A is
indecomposable then RA(X,X) ≃ J(A(X,X)), the Jacobson radical of the local
ring End(X) = A(X,X). Using the decomposition X = ⊕i∈IX
ni
i we can write
A(X,X)/RA(X,X) =
∏
i∈I
End(Cni).
An element in A(X,X) is invertible if and only if it is invertible in (A/RA)(X,X).
This implies
[Aut(X)] = [RA(X,X)]
∏
i∈I
[GLni ] = [End(X)]
∏
i∈I
[GLni ]
Ln
2
i
.
We use now the formula [GLn] = L
n2(L−1)n from (1). 
2.3. λ-rings and power structures. For basic definitions and constructions re-
lated to λ-rings see e.g. [12, 30]. For simplicity we will assume that all our λ-rings
are algebras over Q and therefore the λ-ring structure is uniquely determined by
Adams operations. Given a λ-ring R, we can endow the ring Rˆ = R[[y1, . . . , ym]]
with a λ-ring structure by defining the Adams operations
ψn(ry
α) = ψn(r)y
nα, r ∈ R,α ∈ Nm.
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Let Rˆ+ ⊂ Rˆ be an ideal generated by y1, . . . , ym. Define a map Exp : Rˆ+ →
1 + Rˆ+ by [12]
Exp(f) =
∑
n≥0
σn(f) = exp
(∑
n≥1
1
n
ψn(f)
)
.
It is proved in [12, Prop. 2.2] (see also [30, Cor. 21]) that Exp has inverse Log :
1 + Rˆ+ → Rˆ+
Log(f) =
∑
n≥1
µ(n)
n
ψn log(f),
where µ is the Mo¨bius function.
For example, let R = Q((q)) be endowed with a λ-ring structure by ψn(f(q)) =
f(qn). Then, applying the q-binomial theorem (see e.g. Heine [18, Eq.74]), we
obtain in the ring R[[x]]
(2)
∑
n≥1
xn
(q)n
=
∏
k≥0
1
1− xqk
=
∏
k≥0
Exp(xqk) = Exp
( x
1− q
)
,
where, as before, (q)n = (q; q)n =
∏n−1
k=0 (1− q
k).
Following [30], we define a power structure map
Pow : (1 + Rˆ+)× Rˆ→ 1 + Rˆ+, (f, g) 7→ Exp(g Log(f)).
This map has an interesting geometric description if R = M˜C is a ring of mo-
tives [16]. Let
f =
∑
α∈Nm
fα = 1 +
∑
α>0
[Aα]y
α,
where Aα are algebraic varieties, and let X be an algebraic variety. Let A =∐
α>0Aα and let deg : A → N
m be given by Aα ∋ x 7→ α. According to [16, 17],
the coefficient of yβ in Pow(f, [X ]) is given by the motive of the configuration space
of pairs (K,ϕ), where
(1) K is a finite subset of X ,
(2) ϕ : K → A is a map such that
∑
x∈K degϕ(x) = β.
The geometric description of the above space of pairs is the following. Define the
type of a pair (K,ϕ) to be the map k : Nm → N given by
k(α) = #{x ∈ K | degϕ(x) = α}.
The pair (K,ϕ) satisfies the condition
∑
x∈K degϕ(x) = β if and only if
(3)
∑
α∈Nm
k(α)α = β.
There is just a finite number of maps k : Nm → N satisfying this condition. The
space of pairs (K,ϕ) of type k can be parametrized by [16, 17]
(4)
(
F|k|X ×
∏
α∈Nm
Ak(α)α
)
/
∏
α∈Nm
Sk(α),
where |k| =
∑
α∈Nm k(α), the configuration space FnX is given by
FnX = {(x1, . . . , xn) ∈ X
n | xi 6= xj for i 6= j},
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and the product of symmetric groups
∏
α∈Nm Sk(α) acts on both factors of (4) in
the obvious way. Applying (3) and (4) we obtain
(5) Pow(f, [X ]) =
∑
k:Nm→N
[(
F|k|X ×
∏
α∈Nm
Ak(α)α
)
/
∏
α∈Nm
Sk(α)
]
y
∑
k(α)α.
Let us give a different parametrization of pairs (K,ϕ). With any pair (K,ϕ) we
can associate a map ψ : X → Nm with finite support (i.e. ψ−1(Nm\{0}) is finite)
given by
ψ(x) =
{
degϕ(x) x ∈ K,
0 x 6∈ K.
The pairs (K,ϕ) corresponding to the given map ψ : X → Nm are parametrized by∏
x∈Nm Aψ(x). This means that we can write the coefficient of y
β in Pow(f, [X ]) as∑
ψ:X→Nm∑
ψ(x)=β
∏
x∈X
[Aψ(x)]
which should be interpreted using the parametrization in (4). We can write now
(6) Pow(f, [X ]) =
∑
ψ:X→Nm
∏
x∈X
fψ(x),
where the sum runs over all maps ψ : X → Nm with finite support. This formula
can be used for arbitrary fα = [Aα]y
α (with [Aα] an arbitrary motive and not
necessarily a motive of an algebraic variety). For this we just have to interpret (4)
appropriately.
2.4. Quivers, moduli stacks, virtual motives.
2.4.1. Quivers with potentials and their representations. Let (Q,W ) be a quiver
with a potential. Let J = JQ,W = CQ/(∂W ) be the corresponding Jacobian
algebra.
Given a Q-representation M , we define its dimension vector
dimM = (dimMi)i∈Q0 ∈ N
Q0 .
For any α ∈ NQ0 , we define the space of Q-representations with dimension vector
α to be
R(Q,α) =
⊕
(a:i→j)∈Q1
Hom(Cαi ,Cαj ).
Let R(J, α) be the subset of R(Q,α) consisting of Q-representations that satisfy
the relations of J . The group Gα =
∏
i∈Q0
GLαi(C) acts on R(Q,α) and R(J, α).
Define the Euler-Ringel form χQ by
χQ(α, β) =
∑
i∈Q0
αiβi −
∑
(a:i→j)∈Q1
αiβj , α, β ∈ Z
Q0 .
Then dimR(Q,α)− dimGα = −χQ(α, α). Define the skew-symmetric form
〈α, β〉 = χQ(α, β) − χQ(β, α), α, β ∈ Z
Q0 .
For any Q-representation M , let w(M) ∈ C be obtained by taking the trace
of the linear map on M associated to W . This defines a Gα-invariant map wα :
R(Q,α) → C. It is known that the set of critical points of wα coincides with
R(J, α).
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Given ζ ∈ RQ0 , called a stability parameter, we define the slope function µζ :
NQ0\{0} → R by the rule
µζ(α) =
ζ · α
|α|
,
where |α| =
∑
i∈Q0
αi. For any nonzero Q-representation M , we define µζ(M) =
µζ(dimM). A Q-representation M is called ζ-semistable (resp. ζ-stable) if for any
proper nonzero submodule N ⊂ M we have µζ(N) ≤ µζ(M) (resp. µζ(N) <
µζ(M)). In the same way we define the notion of ζ-(semi)stability for J-modules.
2.4.2. Moduli stacks and their motives. We define the stacks of Q-representations
and J-modules with dimension vector α to be
(7) M(Q,α) = [R(Q,α)/Gα], M(J, α) = [R(J, α)/Gα].
Let Rζ(Q,α) (resp. Rζ(J, α)) be the open subset of R(Q,α) (resp. R(J, α)) con-
sisting of ζ-semistable Q-representations (resp. J-modules). We define the moduli
stacks
(8) Mζ(Q,α) = [Rζ(Q,α)/Gα], Mζ(J, α) = [Rζ(J, α)/Gα].
Remark 2.2. For technical reasons we always assume that there exists a cut of
(Q,W ). This is a subset I ⊂ Q1 such that W is homogeneous of degree 1 with
respect to the weight function wt : Q1 → N defined by
wt(a) =
{
1 a ∈ I,
0 a ∈ Q1\I.
Note that such weight function defines an action of C∗ on R(Q,α), α ∈ NQ0 . We
have wα(tM) = twα(M) for any t ∈ C∗, M ∈ R(Q,α).
The map wα : R(Q,α) → C restricts to the map wζ,α : Rζ(Q,α) → C and
its critical locus is Rζ(J, α). In order to define the virtual motive [1, Def.1.13] of
Mζ(J, α) (or Rζ(J, α)) one uses the motivic vanishing cycle of wζ,α. According to
[1, Prop.1.10] the vanishing cycle is greatly simplified if there exists an appropriate
torus action on Rζ(Q,α). Such action exists in our situation (see Remark 2.2) and
therefore, following [33, 36], we define the virtual motive
(9) [Mζ(J, α)]vir = (−L
1
2 )χ(α,α)
[w−1ζ,α(0)]− [w
−1
ζ,α(1)]
[Gα]
.
Taking the trivial stability ζ = 0, we get the virtual motive
(10) [M(J, α)]vir = (−L
1
2 )χ(α,α)
[w−1α (0)]− [w
−1
α (1)]
[Gα]
.
There is an easy way to compute [M(J, α)]vir. Let I ⊂ Q1 be the cut of (Q,W )
and let QI be the new quiver defined by QI = (Q0, Q1\I). Define the algebra
JW,I = CQI/(∂aW,a ∈ I).
The following result was proved in [28, 36].
Proposition 2.3 (First dimensional reduction). For any α ∈ NQ0 we have
[w−1α (0)]− [w
−1
α (1)] = L
dI(α)[R(JW,I , α)],
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where dI(α) =
∑
(a:i→j)∈I αiαj. In particular
[M(J, α)]vir = (−L
1
2 )χ(α,α)+2dI (α)
[R(JW,I , α)]
[Gα]
.
2.4.3. Quantum torus and factorization formula. Define the motivic quantum torus
T = TQ to be the algebra given by the vector space
M˜C[[yi, i ∈ Q0]]
with multiplication
yα ◦ yβ = (−L
1
2 )〈α,β〉yα+β.
We organize the virtual motives defined earlier in generating functions in T. Namely,
we define
(11) AU =
∑
α∈NQ0
[M(J, α)]viry
α, Aζ,µ =
∑
α∈NQ0
µζ(α)=µ
[Mζ(J, α)]viry
α
for µ ∈ R. The following result was proved in [33, 36]. A stronger result without
the assumption of the existence of a cut was proved in [24].
Proposition 2.4. For any stability parameter ζ we have
AU =
←∏
µ∈R
Aζ,µ,
where the product is taken in the decreasing order of µ ∈ R.
If Q is a symmetric quiver (i.e. the number of arrows from i to j equals the
number of arrows from j to i for any i, j ∈ Q0) then the quantum torus T is
commutative. In this case we define motivic Donaldson-Thomas invariants Ωα ∈
M˜C, α ∈ NQ0 , by the formula
(12) AU = Exp
(∑
αΩαy
α
1− L−1
)
.
2.4.4. Framed quiver representations. Let (Q,W ) be as before and let w ∈ NQ0 .
We define a new quiver Q′ by adding one new vertex∞ to Q and adding wi arrows
from ∞ to i for every i ∈ Q0. Considering W as a potential in Q′ we can define
the Jacobian algebra J ′ = JQ′,W .
Given a stability parameter ζ ∈ RQ0 and a dimension vector α ∈ NQ0 , we
consider the moduli stacks Mζ′(Q
′, α′) and Mζ′(J
′, α′), where α′ = (α, 1) and
ζ′ = (ζ, ζ∞) with ζ∞ = −ζ · α (this condition means that ζ′ · α′ = 0).
Remark 2.5. The stack M(Q′, 0′) consists of one 1-dimensional representation
concentrated at vertex ∞ ∈ Q′0. We have
Z∞ = [M(Q
′, 0′)]vir =
(−L
1
2 )χQ′ ((0,1),(0,1))
[GL1]
=
−L
1
2
L− 1
.
We normalize virtual motives with respect to this one and define
[M(Q′, α)]vir = Z
−1
∞ · [M(Q
′, α′)]vir,
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which is the virtual motive of the stack M(Q′, α) = [R(Q′, α′)/GLα] (note that
here we take the quotient stack with respect to GLα and not with respect to GLα′ =
GLα×C∗). In the same way we define
[Mζ(Q
′, α)]vir = Z
−1
∞ · [Mζ′(Q
′, α′)]vir, [Mζ(J
′, α)]vir = Z
−1
∞ · [Mζ′(J
′, α′)]vir.
We define the generating series of virtual motives
Zζ =
∑
α∈NQ0
[Mζ(J
′, α)]viry
α ∈ T.
Remark 2.6. Let ζ ∈ RQ0 be such that ζi = −1, i ∈ Q0. The moduli stack
Mζ(Q
′, α) consists of Q′-representations M generated by M∞. The virtual motives
[Mζ(J
′, α)]vir are called the non-commutative Donaldson-Thomas invariants of J
′
and are denoted by [MNCDT (J
′, α)]vir. The corresponding generating function is
denoted by ZNCDT [40].
The following result was proved in [33, Cor. 4.17].
Proposition 2.7. For any stability parameter ζ ∈ RQ0 we have
Zζ = Sw
( ←∏
µ≤0
Aζ,µ
)
◦ S−w
( ←∏
µ<0
Aζ,µ
)−1
,
where, for any v ∈ ZQ0 , we define Sv : T→ T, yα 7→ (−L
1
2 )v·αyα.
Assume that Q is symmetric and the Donaldson-Thomas invariants Ωα ∈ M˜C
are defined as in (12). Then, according to Proposition 2.4
←∏
µ≤0
Aζ,µ = Exp
(∑
ζ·α≤0Ωαy
α
1− L−1
)
,
←∏
µ<0
Aζ,µ = Exp
(∑
ζ·α<0Ωαy
α
1− L−1
)
and this means that we can compute Zζ for any stability parameter ζ ∈ RQ0 if we
know AU .
Corollary 2.8. Assume that Q is symmetric and ζ ∈ RQ0 is such that ζ · α 6= 0
whenever Ωα 6= 0 (we will say that ζ is generic in this case). Then
Zζ = S−w Exp
( ∑
ζ·α<0
Lw·α − 1
1− L−1
Ωαy
α
)
.
Remark 2.9. Using the last corollary we can compute the Euler number special-
ization
Zζ = Sw Exp
( ∑
ζ·α<0
(w · α)Ωαy
α
)
,
where Sw is given by y
α 7→ (−1)w·αyα.
3. Perverse coherent sheaves and DT/PT invariants
The goal of this section is to introduce the technique due to Nagao and Naka-
jima [37] that in some situations allows to interpret Pandharipande-Thomas mod-
uli spaces of stable pairs (as well as Donaldson-Thomas moduli spaces) on a small
crepant resolution of a singular affine 3-Calabi-Yau variety in terms of the moduli
spaces of representations of its non-commutative crepant resolution.
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3.1. Riemann-Roch theorem. Let Y be a 3-Calabi-Yau manifold. Denote by
Cohc,≤1 the category of coherent sheaves over Y having compact support of dimen-
sion ≤ 1. For any F ∈ Cohc,≤1 we have ch0 F = 0, ch1 F = 0. The pair
(ch2 F, ch3 F ) ∈ H
4
c (Y,Z)⊕H
6
c (Y,Z)
is given by (β, n) ∈ H2(Y,Z) ⊕ Z, where we identify H4c (Y,Z) ≃ H2(Y,Z) and
H6c (Y,Z) ≃ H0(Y,Z) ≃ Z using Poincare´ duality, and where β is the class of the
support of F and n = χ(F ). The last equation is a consequence of the following
result.
Lemma 3.1 (cf. [41, Section 3.2]). Assume that Y is a 3-Calabi-Yau manifold.
Then for any E ∈ Db(CohY ), F ∈ Db(Cohc,≤1 Y ) we have
χ(E,F ) =
∑
i∈Z
(−1)i dimHom(E,F [i]) = ch0E ch3 F − ch1E ch2 F.
Proof. It follows from the Riemann-Roch theorem that
χ(E,F ) = ch0E ch3 F − ch1 E ch2 F + ch0E ch2 F td1 Y.
By the Calabi-Yau condition td1 Y = 0. 
3.2. Perverse coherent sheaves. Let f : Y → X be a projective morphism
between algebraic varieties such that the fibers of f have dimension ≤ 1, Rf∗OY =
OX , and X = SpecR is affine.
Following [4, 43], we define Per(Y/X) = −1 Per(Y/X) to be the subcategory of
Db(Y ) = Db(CohY ) consisting of objects E such that
(1) Hi(E) = 0 for i 6∈ {0,−1},
(2) R1f∗H
0(E) = 0, Hom(H0(E), F ) = 0 if Rf∗F = 0,
(3) R0f∗H
−1(E) = 0.
It is shown in [4, 43] that Per(Y/X) is the heart of some t-structure on Db(Y ).
Let P ∈ Per(Y/X) be a projective generator and let J = EndY (P)op. We
denote by mod J the category of finitely-generated left J-modules, or equivalently,
the category of J-modules finitely generated over R. Then the functors
Φ =RHom(P ,−) : Db(CohY )→ Db(mod J),
Ψ =P
L
⊗ − : Db(mod J)→ Db(CohY )
are inverse equivalences which restrict to the equivalences between Per(Y/X) and
mod J [43, Corollary 3.2.8].
Let Cohc Y denote the category of coherent sheaves over Y having compact
support. The image of this support in X is 0-dimensional, as X is affine. Therefore
the support of any sheaf in Cohc Y has dimension≤ 1 and Cohc Y = Cohc,≤1 Y . Let
modc J denote the category of modules over J having compact (i.e. 0-dimensional)
support as sheaves over X . Equivalently, modc J consists of finite-dimensional J-
modules. LetDbc(Y ) = D
b
c(CohY ) (resp.D
b
c(mod J)) denote the category of objects
with cohomologies in Cohc Y (resp. modc J). Let Perc(Y/X) be the intersection
of Per(Y/X) with Dbc(Y ). The functors Φ,Ψ restrict to the equivalences between
Dbc(Y ) and D
b
c(mod J) and between Perc(Y/X) and modc J .
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3.3. Category of triples. From now on we will assume that P = ⊕i∈IPi and
there is a distinguished element 0 ∈ I such that P0 = OY and (c1(Pi))i∈I\{0}
form a basis of H2(Y,Z). Let I∗ = I\{0} and P∗ =
∑
i∈I∗
Pi. We can decompose
F = Φ(F ) = ⊕i∈IF i, where F i = RHomY (Pi, F ). If F ∈ Per(Y/X) then F i =
HomY (Pi, F ).
Let (ei)i∈I be idempotents in J corresponding to the decomposition P = ⊕i∈IPi.
Any J-module M can be decomposed as M = ⊕i∈IMi, where Mi = eiM . Define
the abelian category mod J ′ to be the category consisting of triples (M,M∞, s),
where M ∈ mod J , M∞ is a vector space and s : M∞ → M0 is a linear map. We
can define the corresponding algebra J ′ to be generated by J and two elements
e∞, s subject to the relations
e∞1J = 1Je∞ = 0, e
2
∞ = e∞, se∞ = s, e0s = s.
We denote by modc J
′ the category of finite-dimensional J ′-modules.
Remark 3.2. Given a morphism s : V ⊗OY → F in Db(Y ) with F ∈ Perc(Y/X)
and V a vector space, we can associate with it a triple (F , V, s) ∈ mod J ′ using the
fact that
s ∈ HomY (V ⊗OY , F ) ≃ Hom(V,HomY (OY , F )) ≃ Hom(V, F 0).
3.4. 3-Calabi-Yau case. Assume that Y is a 3-Calabi-Yau manifold.
Lemma 3.3. Given F ∈ Perc(Y/X) with (ch2 F, ch3 F ) = (β, n), we have
dimF i = n rkPi − c1(Pi) · β, i ∈ I
and in particular dimF 0 = n.
Proof. We have F i = RHom(Pi, F ) = Hom(Pi, F ). Therefore, applying Lemma
3.1, we have
dimF i = χ(Pi, F ) = rkPi · χ(F )− c1(Pi) · ch2 F
and in particular dimF 0 = χ(F ) = n. 
In view of this result (and our assumption that (c1(Pi))i∈I∗ forms a basis of
H2(Y,Z)) we will identify H2(Y,Z)⊕ Z with ZI by sending (β, n) to α ∈ ZI given
by
(13) αi = n rkPi − c1(Pi) · β, i ∈ I.
3.5. Stability and DT/PT invariants. Let as before Y be a 3-Calabi-Yau man-
ifold. For any M ∈ modc J we define dimM = (dimMi)i∈I ∈ NI . Let ζ ∈ RI . We
say that an object (M,M∞, s) ∈ modc J ′ with dimM∞ = 1 is ζ-stable if it is stable
with respect to (ζ, ζ∞), where ζ∞ = −ζ · dimM . This means that for any proper
nonzero subobject (N,N∞, t) of (M,M∞, s) we have
ζ · dimN + ζ∞ dimN∞ < 0 = ζ · dimM + ζ∞ dimM∞.
Let ζ± = (ζ±i )i∈I be defined by
(14) ζ±0 = − rkP∗ ± ε, ζ
±
i = 1, i ∈ I∗
for sufficiently small ε > 0.
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Remark 3.4. Consider an f -ample divisor ω = c1(P). For any F ∈ Perc(Y/X),
we have ω · ch2 F = −ζ · dimF , where ζ ∈ ZI is defined by ζ0 = − rkP∗ and ζi = 1,
i ∈ I∗ (cf. [13, Prop. 3.5] in the McKay situation). This is the reason for the above
choice of ζ±.
The following result is proved in [37].
Proposition 3.5. Let s : OY → F be some morphism in Db(Y ). Then
(1) F ∈ Perc(Y/X) and the corresponding J ′-module (F ,C, s) is ζ−-stable if
and only if s : OY → F is a DT-morphism (i.e. F ∈ Cohc Y and coker s =
0).
(2) F ∈ Perc(Y/X) and the corresponding J ′-module (F ,C, s) is ζ+-stable if
and only if s : OY → F is a PT-morphism (i.e. F ∈ Cohc Y is pure of
dimension 1 and coker s has 0-dimensional support).
Given a pair (β, n) ∈ H2(Y,Z) ⊕ Z, let In(Y, β) be the moduli stack of 1-
dimensional subschemes Z ⊂ Y such that χ(OZ) = n and [Z] = β. Equivalently,
In(Y, β) is the moduli stack of DT-morphisms f : OX → F such that χ(F ) = n,
ch2 F = β. It follows from Proposition 3.5 that this moduli space can be identified
with the moduli stack of ζ−-stable J ′-modules having dimension vector α given
by (13).
Let Pn(Y, β) be the moduli stack of PT-morphisms s : OY → F with χ(F ) = n,
ch2(F ) = β. It follows from Proposition 3.5 that this moduli stack can be identified
with the moduli stack of ζ+-stable J ′-modules having dimension vector α given
by (13).
We define the series of motivic geometric Donaldson-Thomas invariants by
(15) ZDT =
∑
(β,n)
[In(Y, β)]virs
nQβ =
∑
α∈NI
[Mζ−(J
′, α)]viry
α
and the series of motivic Pandharipande-Thomas invariants by
(16) ZPT =
∑
(β,n)
[Pn(Y, β)]virs
nQβ =
∑
α∈NI
[Mζ+(J
′, α)]viry
α,
where we identify (β, n) with α using (13) and we put
(17) s =
∏
i∈I
yrkPii , Q
β =
∏
i∈I
y
−c1(Pi)·β
i .
4. McKay correspondence
In this section we will consider one particular example of the general frame-
work studied in section 3. This example comes from the McKay correspondence.
More precisely, we will study crepant resolutions of the singular affine 3-Calabi-Yau
varieties C2/G× C, where G ⊂ SL2(C) is a finite subgroup.
4.1. McKay quiver. Let G be a finite group and let V be a finite-dimensional
G-representation over C. We define the McKay quiver Q of the pair (G, V ) as
follows. The set of vertices is given by the set Gˆ of irreducible representations of
G. For any σ, ρ ∈ Gˆ the set of arrows from σ to ρ is given by a basis of
HomG(σ, ρ⊗ V ).
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Let S = C[V ] = SV ∗ be a symmetric algebra over V ∗. Then any module over
the skew group algebra S⋊G induces a representation of the McKay quiver Q, see
e.g. [31, Section 5.1]. More precisely, there is a full and faithful functor
mod(S ⋊G)→ modCQ.
4.2. Classical Mckay correspondence. Let G be a finite subgroup of SL2(C).
We will denote C2 by V . Let X = V/G and let f : Y → X be its crepant resolution,
where Y = HilbG(V ) parametrizes G-invariant quotients of OV isomorphic to the
regular G-representation CG. We define S = C[V ] = SV ∗ and R = C[X ] = SG.
Let pY : Y × V → Y , pV : Y × V → V be projections.
Let Z ⊂ Y ×V be the tautological scheme and let P ′ = pY ∗OZ be the universal
bundle on Y = HilbG(V ). This is a bundle of G-representations isomorphic to
the regular representation CG. We can decompose P ′ =
⊕
ρ∈Gˆ Pρ ⊗ ρ, where
rkPρ = dim ρ (in the notation of Section 3.3, the index set I is identified with Gˆ
and 0 ∈ I is identified with the trivial representation ρ0 ∈ Gˆ). The following result
was proved in [23].
Theorem 4.1. The functors
Φ′ : Db(CohY )→ Db(CohG V ), Ψ
′ : Db(CohG V )→ D
b(CohY )
defined by
Φ′(F ) =RpV ∗RHom(OZ , p
!
Y F ),
Ψ′(F ) =(RpY ∗(p
∗
V F
L
⊗ OZ))
G
are mutually inverse equivalences of categories.
Remark 4.2. One can see from the definition of functors Φ′ and Ψ′ that Φ′ is
right adjoint to Ψ′. Note that p!Y (−) = p
∗
Y (−)⊗ p
∗
V ωV [2] = p
∗
Y (−)[2]. This shift is
missing in [23].
Remark 4.3. Let V be an arbitrary finite-dimensional G-representation. The cat-
egory CohG V can be identified with the category modA of left finitely-generated
A-modules, where A = C[V ] ⋊ G. Consider a CG-module W =
⊕
ρ∈Gˆ ρ and an
A-module W˜ = A⊗CGW ≃ C[V ]⊗W . Define
J = EndA(W˜ )
op ≃ (C[V ]⊗ EndC(W )
op)G.
Then the functor
HomA(W˜ ,−) : modA→ mod J
is an equivalence of categories [3, Theorem 2.1]. Note that for any A-module M we
have HomA(W˜ ,M) ≃ HomCG(W,M) ≃ ⊕ρ∈GˆMρ, the last isomorphism being an
isomorphism of vector spaces. In particular J ≃ HomA(W˜ , W˜ ) ≃ C[V ]⊗ (
⊕
ρ∈Gˆ C)
as a vector space. Therefore A ≃ J if and only if G is abelian.
Remark 4.4. Considering Φ′(F ) as a complex over A we obtain
Φ′(F ) = RHomY×V (OZ , p
!
Y F )) = RΓ(Y,RpY ∗RHomY×V (OZ , p
!
Y F ))
= RΓ(Y,RHomY (pY ∗OZ , F ) = RHomY (P
′, F ).
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In particular Φ′(P ′) = RHomY (P ′,P ′) ≃ C[V ] ⊗ CG (see [23, Prop. 1.5]). Then
for P =
⊕
ρ∈Gˆ Pρ we have Φ
′(P) = C[V ]⊗
⊕
ρ∈Gˆ ρ = W˜ . Therefore the functor
Φ = RHomA(W˜ ,−) ◦Ψ
′ : Db(Y )→ Db(mod J)
is given by
Φ(F ) = RHomA(Φ
′(P),Φ′(F )) = RHomY (P , F )
and we are in the situation discussed in section 3.2.
It is known that the McKay quiver of (G, V ) is a double quiver Q of an affine
quiver Q. The algebra A = C[V ] ⋊ G is Morita-equivalent to the preprojective
algebra ΠQ of the quiver Q [7, 26, 39] (recall that ΠQ is a quotient of CQ by the
relation
∑
a∈Q1
(aa∗ − a∗a)). More precisely, the algebra J considered in Remark
4.3 is isomorphic to ΠQ by [3, Remark 2.7].
Recall that HilbG V parametrizes G-invariant quotients of OV isomorphic to
CG as G-representations. Equivalently, it parametrizes pairs (M,m), where M
is a C[V ]⋊G-module isomorphic to CG ≃
⊕
ρ∈Gˆ ρ
dim ρ as a G-representation and
m ∈MG generatesM . This implies that HilbG V can be identified with the moduli
space of ζ-stable ΠQ-modules having dimension vector
(18) δ = (dim ρ)
ρ∈Gˆ,
with stability parameter ζ given by
(19) ζ0 =
∑
ρ∈Gˆ∗
dim ρ = rkP∗, ζi = −1, i ∈ Gˆ∗,
where Gˆ∗ = Gˆ\{ρ0} and ρ0 denotes the trivial representation.
It is shown in [15] that (c1(Pρ))ρ∈Gˆ∗ is a basis of Pic(Y ) = H
2(Y,Z) dual to the
basis of H2(Y,Z) given by irreducible components of f
−1(0). This is the content of
the classical McKay correspondence – the bijection between the irreducible compo-
nents of f−1(0) and the non-trivial irreducible representations of G, or equivalently,
the vertices of the McKay quiver. One denotes by Cρ the irreducible component of
f−1(0) dual to c1(Pρ), ρ ∈ Gˆ∗.
4.3. Dimension 3 McKay correspondence. Let G be a finite subgroup of
SL2(C) as before. We can embed G into SL3(C) by letting G act trivially on
the third coordinate. Let X = V/G = (C2/G) × C, where V = C3. It is proved
in [6, Theorem 1.2] that Y = HilbG(V ) ≃ HilbG(C2) × C is irreducible and the
natural morphism f : Y → X is a crepant resolution. Here HilbG(V ) parametrizes
the G-invariant quotients of OV isomorphic to the regular G-representation CG.
The McKay quiver Q̂ of (G,C3) is obtained fromQ (the McKay quiver of (G,C2))
by adding loops li : i → i for every vertex i ∈ Q0. By the classical McKay corre-
spondence there is a bijection between Gˆ∗ and irreducible components of f
−1(0).
Moreover, these irreducible components form a basis of H2(Y,Z).
Suppose that the quiver Q mentioned earlier is an affine quiver of type X
(1)
l ,
X = ADE (l equals the number of elements in Gˆ∗). Let g be the corresponding
affine Lie algebra. Its simple roots are in bijection with Gˆ, i.e. with irreducible
representations of G.
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As in Remark 4.3, let A = C[V ] ⋊ G, W =
⊕
ρ∈Gˆ ρ, and W˜ = A ⊗CG W . The
algebra J = EndA(W˜ )
op is Morita equivalent to A. This algebra can be realized as
a Jacobian algebra J
Q̂,W
of the McKay quiver Q̂ with a potential
(20) W =
∑
(a:i→j)∈Q1
(aa∗lj − a
∗ali),
where a∗ : j → i is an arrow in Q dual to a : i→ j and li is a loop at vertex i. Then
HilbG(V ) can be identified with the moduli space Mζ(J, δ) of representations of J
having dimension vector δ from (18) and semistable with respect to the stability
parameter ζ from (19). Let P be the universal bundle on Mζ(J, δ). By the 3-
dimensional McKay correspondence proved in [6, 43] (to be more precise, in [6] one
constructs equivalence between Db(Y ) and Db(modA) which can be interpreted as
an equivalence between Db(Y ) and Db(mod J) similarly to Remark 4.4) there is an
equivalence of categories
Φ : Db(Y )→ Db(mod J), F 7→ RHomY (P , F ).
As we have seen in Section 3.5, in order to compute the DT/PT invariants of Y , we
have to compute invariants of the moduli stacks of representations of some algebra
J ′ related to J . This will be done in the next section.
Remark 4.5. Note that the algebra J ′ defined in Section 3.3 is obtained from the
Jacobian algebra J = J
Q̂,W
by adding one new vertex ∞ to Q̂ and one new arrow
∞→ 0, and considering W as a potential for this new quiver. This coincides with
the construction of J ′ discussed in Section 2.4.4 with the vector w ∈ NQ0 given by
w0 = 1 and wi = 0 for i 6= 0.
5. Loop double quivers and their DT invariants
In the previous section, given a quiver Q of affine type corresponding to a finite
group G ⊂ SL2(C), we have constructed a new quiver Q̂ with a potential and
observed that we have to understand the moduli spaces of representations of the
corresponding Jacobian algebra in order to understand Pandharipande-Thomas or
Donaldson-Thomas invariants of HilbG(C3). In this section we will start with an
arbitrary quiverQ, construct canonically a new quiver Q̂ with a potential, and study
the Donaldson-Thomas invariants of the corresponding Jacobian algebra. Clearly
we will get much more than we actually need for the McKay case. The general
situation turns out to be of independent interest.
Let Q be a quiver. Define a double quiver Q to be obtained from Q by adding
arrows a∗ : j → i for every arrow (a : i → j) ∈ Q1. Define a loop double quiver
Q̂ (cf. [14, Section 4.2]) to be obtained from Q by adding loops li : i→ i for every
vertex i ∈ Q0. We have
χ
Q̂
(α, β) = χQ(α, β) + χQ(β, α) − 2α · β.
Consider the following potential on Q̂
W =
∑
(a:i→j)∈Q1
(aa∗lj − a
∗ali).
There exists a cut I ⊂ Q̂1 of (Q̂,W ) consisting of loops li, i ∈ Q0.
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Let AU be the Donaldson-Thomas series of (Q̂,W ) and let Ωα ∈ M˜C, α ∈ NQ0 ,
be its Donaldson-Thomas invariants defined in (12) (note that Q̂ is a symmetric
quiver).
For any α ∈ NQ0 let aα(q) be the polynomial counting absolutely indecomposable
representations of Q of dimension α over finite fields [21]. It was proved by Kac
[21] that this polynomial has integer coefficients and it was conjectured in [21] that
it has non-negative coefficients. Let ΠQ be the preprojective algebra of the quiver
Q.
Theorem 5.1. We have
AU =
∑
α∈NQ0
LχQ(α,α)
[R(ΠQ, α)]
[GLα]
yα = Exp
(∑
α∈NQ0 aα(L)y
α
1− L−1
)
.
Motivic DT invariants (see (12)) are given by Ωα = aα(L), α ∈ NQ0 .
Proof. For any α ∈ NQ0 , let Indα be the set of indecomposable representations of
Q of dimension α. It is known that Indα can be decomposed (non-canonically) into
a finite union of algebraic varieties. The motive of Indα is well-defined and equals
aα(L). Let Ind =
∐
α∈NQ0 Indα .
To prove the statement of the theorem, we are going to apply Proposition 2.3.
Let
I = {li | i ∈ Q0} ⊂ Q̂1.
Then Q̂I = (Q0, Q̂1\I) = Q. The quotient algebra
JW,I = Q̂I/(∂IW ) = (∂W/∂a | a ∈ I)
is just the preprojective algebra ΠQ of Q, as for any i ∈ Q0 we have
∂W/∂li =
∑
t(a)=i
aa∗ −
∑
s(a)=i
a∗a.
Note that
dI(α) =
∑
(a:i→j)∈I
αiαj =
∑
i∈Q0
α2i .
Applying the first dimensional reduction (Proposition 2.3) we obtain
(21)
AU =
∑
α∈NQ0
(−L
1
2 )χQ̂(α,α)+2dI(α)
[R(JW,I , α)]
[GLα]
yα =
∑
α∈NQ0
LχQ(α,α)
[R(ΠQ, α)]
[GLα]
yα.
Now we perform the second dimension reduction – go from the algebra ΠQ of
homological dimension 2 to the algebra CQ of homological dimension 1. To do this
we take a different cut I ′ = {a∗ | a ∈ Q1} of (Q̂,W ) and consider the forgetful map
from R(JW,I , α) to R(Q̂I∪I′ , α), where Q̂I∪I′ = (Q0, Q̂1\(I ∪ I ′)) = Q. Important
point for us is that the fibers of this map are vector spaces and we can determine
their dimensions. More precisely, we consider the forgetful map
R(ΠQ, α)→ R(Q,α).
By [7, Lemma 4.2] its fiber over a Q-representation M can be identified with
Ext1(M,M)∗. Let M = ⊕X∈IndXm(X), where m : Ind → N is a map with fi-
nite support. The contribution of the isomorphism class of M to
[R(ΠQ,α)]
[GLα]
is given
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by (see Theorem 2.1)
(22)
LdimExt
1(M,M)
[AutM ]
=
LdimExt
1(M,M)−dimHom(M,M)∏
X∈Ind(L
−1)m(X)
=
L−χQ(M,M)∏
X∈Ind(L
−1)m(X)
.
It follows from (21) and (22) that
AU =
∑
m:Ind→N
∏
X∈Ind
ym(X) dimX
(L−1)m(X)
=
∏
α∈NQ0
∑
m:Indα→N
∏
X∈Indα
ym(X)α
(L−1)m(X)
=
∏
α∈NQ0
Pow
∑
m≥0
ymα
(L−1)m
, [Indα]
 (Equation (6))
=
∏
α∈NQ0
Pow
(
Exp
(
yα
1− L−1
)
, aα(L)
)
(Equation (2))
=
∏
α∈NQ0
Exp
(
aα(L)y
α
1− L−1
)
= Exp
(∑
α∈NQ0 aα(L)y
α
1− L−1
)
.

Remark 5.2. Let Q be a quiver with one vertex and one loop. In this case
R(ΠQ, n), for n ≥ 1, consists of pairs of commuting n × n matrices. The poly-
nomials an(q) are given by an(q) = q, n ≥ 1, and a0(q) = 0. The above theorem
says that ∑
n≥0
[R(ΠQ, n)]
[GLn]
yn = Exp
 L
1− L−1
∑
n≥1
yn
 .
This is a classical result of Feit and Fine [10] which was used in [1] to compute the
motivic DT invariants of C3.
Remark 5.3. Non-negativity of the coefficients of the Donaldson-Thomas invari-
ants is equivalent to the Kac positivity conjecture, which states that the coefficients
of the polynomials aα are non-negative.
Conjecture 1. Let (Q,W ) be a symmetric quiver with potential. Assume that
(Q,W ) admits two cuts I, I ′ such that I ∩ I ′ = ∅. Then the Donaldson-Thomas
invariants Ωα, α ∈ N
Q0 , are polynomials in L±
1
2 and Ωα(−L
1
2 ) are polynomials
with integer, non-negative coefficients.
In the case of a trivial potential this was conjectured by Kontsevich and Soibel-
man [25] and proved by Efimov [9]. As we have seen, in the case of (Q̂,W ) our
conjecture is equivalent to the Kac positivity conjecture which was proved in many
(but not all) cases [8, 32]. Our conjecture is also true for the quiver with potential
for the conifold. This can be seen from the explicit formula [29, Theorem 2.1].
18 SERGEY MOZGOVOY
Remark 5.4. For any ζ ∈ RQ0 let Rζ(ΠQ, α) ⊂ R(ΠQ, α) be the space of ζ-
semistable representations of ΠQ. Define the slope function µζ(α) =
ζ·α
|α| for α ∈
NQ0\{0}, where |α| =
∑
αi. We can show, using the above theorem, that for any
µ ∈ R ∑
µζ(α)=µ
LχQ(α,α)
[Rζ(ΠQ, α)]
[GLα]
yα = Exp
(∑
µζ(α)=µ
aα(L)y
α
1− L−1
)
.
For indivisible α this implies
aα(L) = L
χQ(α,α)−1
(L− 1)[Rζ(ΠQ, α)]
[GLα]
.
The last equation was proved earlier in [8, Prop. 2.2.1].
6. Motives for the McKay quiver
Let G ⊂ SL2(C) be a finite subgroup, Q̂ be the McKay quiver of (G,C3) as in
Section 4.3, W be the potential for Q̂ from (20), and let Q be the corresponding
affine quiver of type X
(1)
l (X = ADE), where l = |Gˆ∗|. Let ∆ be the set of roots
of the affine Lie algebra of type X
(1)
l and let ∆˙ be the set of roots of the finite Lie
algebra of type Xl. The vector
δ = (dim ρ)ρ∈Gˆ
defined in (18) is the indivisible imaginary root of ∆+. Positive real roots in ∆ can
be described as
∆re+ = {α+ nδ | α ∈ ∆˙, n ≥ 1} ∪ ∆˙+.
We can decompose ∆re+ = ∆
re,+
+ ∪∆
re,−
+ ∪ ∆˙+, where
∆re,++ = {α+ nδ | α ∈ ∆˙+, n ≥ 1}, ∆
re,−
+ = {α+ nδ | α ∈ ∆˙−, n ≥ 1}.
Positive imaginary roots in ∆ can be described as
∆im+ = {nδ | n ≥ 1}.
Theorem 6.1. The universal Donaldson-Thomas series of (Q̂,W ) equals
AU = Exp
(∑
α∈∆re
+
yα + (L+ l)
∑
α∈∆im
+
yα
1− L−1
)
.
Proof. Let g be the affine Lie algebra of type X
(1)
l . The motive of indecomposable
representations of Q of dimension nδ equals L+dim gnδ. It is known (see e.g. [22])
that dim gnδ = l. Now we apply Theorem 5.1. 
According to Corollary 2.8, for any generic ζ ∈ RQ0 , the generating function of
virtual motives of ζ-stable framed objects is
Zζ = S−w Exp
 ∑
ζ·α<0
Lw·α − 1
1− L−1
Ωαy
α
 .
where w ∈ NQ0 is given as in Remark 4.5 by w0 = 1 and wi = 0, i 6= 0 and Ωα = 1
for α ∈ ∆re+ and Ωα = L+ l for α ∈ ∆
im
+ .
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Corollary 6.2. We have
Zζ =
∏
ζ·α<0
Zα
where
Zα(−y0, y1, . . . ) =

∏α0
j=1(1− L
j−
α0
2 yα)−1 α ∈ ∆re+∏α0
j=1(1− L
j+1−
α0
2 yα)−1(1− Lj−
α0
2 yα)−l α ∈ ∆im+
1 otherwise
Note that Zα = 1 for α ∈ ∆˙+.
Proof. We have
Zζ =
∏
ζ·α<0
S−w Exp
(
Lw·α − 1
1− L−1
Ωαy
α
)
.
Note that w · α = α0 and therefore S−w acts as yα 7→ L−
α0
2 yα. For Ωα = 1 or
Ωα = L+ l we have
Exp
(
Lα0 − 1
1− L−1
yα
)
=
α0∏
j=1
(1− Ljyα)−1,
Exp
(
(Lα0 − 1)(L+ l)
1− L−1
yα
)
=
α0∏
j=1
(1− Lj+1yα)−1(1− Ljyα)−l.
Now we apply S−w to both equations. 
Define r =
∑
ρ∈Gˆ∗
dim ρ = |δ|−1 and consider the following stability parameters
ζ = (−r, 1, . . . , 1) ∈ RQ0 , ζ± = (−r ± ε, 1, . . . , 1) ∈ RQ0 .
We will often write ZPT (s,Q) and ZDT (s,Q) for ZPT (Y, s,Q) and ZDT (Y, s,Q).
It follows from (15), (16) that
(23) ZPT (−s,Q) = Zζ+(−y0, y1, . . . ), ZDT (−s,Q) = Zζ−(−y0, y1, . . . ),
where
(24) s =
∏
i∈I
yrkPii = y
δ, Qβ =
∏
i∈I
y
−c1(Pi)·β
i = y
−β.
Lemma 6.3. We have {α ∈ ∆+ | ζ± · α = 0} = ∅ and
{α ∈ ∆+ | ζ
+ · α < 0} = ∆re,−+ {α ∈ ∆+ | ζ
− · α < 0} = ∆re,−+ ∪∆
im
+ .
Proof. Our statement follows from the fact that
{α ∈ ∆+ | ζ · α = 0} = ∆
im
+ , {α ∈ ∆+ | ζ · α < 0} = ∆
re,−
+ .

Corollary 6.4. We have
ZPT (−s,Q) =
∏
n≥1
∏
α∈∆˙+
Exp
(
Ln − 1
L− 1
L1−
n
2 snQα
)
,
ZDT (−s,Q) = ZPT (−s,Q) ·
∏
n≥1
Exp
(
(Ln − 1)(L+ l)
L− 1
L1−
n
2 sn
)
.
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Proof. We have
ZPT (−s,Q) = Zζ+(−y0, y1, . . . ) =
∏
α∈∆re,−
+
Exp
(
Lα0 − 1
L− 1
L1−
α0
2 yα
)
=
∏
n≥1
∏
α∈∆˙−
Exp
(
Ln − 1
L− 1
L1−
n
2 yα+nδ
)
=
∏
n≥1
∏
α∈∆˙+
Exp
(
Ln − 1
L− 1
L1−
n
2 snQα
)
.
The proof for ZDT is similar. 
Corollary 6.5. We have
ZPT (−s,Q) =
∏
n≥1
n∏
j=1
∏
α∈∆˙+
(1− Lj−
n
2 snQα)−1,
ZDT (−s,Q) = ZPT (−s,Q) ·
∏
n≥1
n∏
j=1
(1− Lj+1−
n
2 sn)−1(1− Lj−
n
2 sn)−l.
Remark 6.6. It was proved in [1] that ZY (s) =
∑
n≥0[Hilb
n Y ]virs
n is given by
ZY (−s) = Pow(ZC3(−s),L
−3[Y ]),
where
ZC3(−s) =
∏
n≥1
n∏
j=1
(1− Lj+1−
n
2 sn)−1 = Exp
∑
n≥1
Ln − 1
L− 1
L2−
n
2 sn
 .
In our case [Y ] = L3 + lL2. Therefore
ZY (−s) = Exp
(1 + lL−1)∑
n≥1
Ln − 1
L− 1
L2−
n
2 sn
 = ZDT (−s,Q)/ZPT (−s,Q).
The property ZDT (s,Q) = ZPT (s,Q)ZY (s) is expected to be true for general 3-
Calabi-Yau manifolds [29, Remark 4.4]. This property for numerical invariants,
called DT/PT correspondence, was conjectured in [38, Conj.3.3] and proved in [5,
42].
6.1. Classical limit. The classical limit ZPT of ZPT (resp. ZDT of ZDT ) is ob-
tained by taking the Euler number specialization L
1
2 7→ 1.
Define the generalized MacMahon function
M(x, q) =
∏
n≥1
(1 − xqn)−n = Exp
(∑
n≥1
nxqn
)
= Exp
(
xq
(1− q)2
)
and M(q) =M(1, q) =
∏
n≥1(1− q
n)−n.
The following result was proved in [13] using localization techniques (we use
variable q instead of variable s used earlier for historical reasons).
Corollary 6.7. We have
ZPT (−q,Q) =
∏
β∈∆˙+
∏
n≥1
(1− qnQβ)−n =
∏
β∈∆˙+
M(Qβ, q),
ZDT (−q,Q) = ZPT (−q,Q)
∏
n≥1
(1 − qn)−(l+1)n = ZPT (−q,Q)M(q)
l+1.
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Proof. Just apply Corollary 6.5. 
Remark 6.8. According to Remark 2.6 and Corollary 6.2, we can write the gener-
ating function of motivic NCDT invariants as ZNCDT =
∏
α∈∆+
Zα. Specialization
of this formula at L
1
2 = 1 gives numerical NCDT invariants
ZNCDT (−q,Q) =
∏
β∈∆˙
∏
n≥1
(1−qnQβ)−n·
∏
n≥1
(1−qn)−(l+1)n =M(q)l+1
∏
β∈∆˙
M(Qβ, q).
This result was obtained earlier by Gholampour and Jiang [13, Theorem 1.7]. For
abelian G this result was proved by Young [44, Theorem 1.4] using combinatorics
and by Nagao [35, Theorem 2.20] using wall-crossing formulas.
6.2. Gopakumar-Vafa invariants. It follows from the GW/DT/PT correspon-
dence [38, Conj.3.3] (see also [27, Conj.3]) that
(25) Z ′GW (Y, λ,Q) = exp
∑
β 6=0
∑
g≥0
Ng,βλ
2g−2Qβ
 = ZPT (Y,−q,Q),
where Ng,β are the Gromov-Witten invariants of Y and where we identify q =
eiλ. This determines the Gromov-Witten invariants. Their direct computation
can be found in [13]. The Gopakumar-Vafa invariants ng,β are determined by the
formula [20]
(26) Z ′GW (Y, λ,Q) = exp
(∑
β 6=0
∑
g≥0,k≥1
1
k
(
2 sin
kλ
2
)2g−2
ng,βQ
kβ
)
.
Equivalently (under the GW/PT correspondence)
(27) ZPT (−q,Q) = Exp
(∑
β 6=0
∑
g≥0
(2− q − q−1)g−1ng,βQ
β
)
.
We have seen that
ZPT (−q,Q) =
∏
β∈∆˙+
M(Qβ, q) =
∏
β∈∆˙+
Exp
(
qQβ
(1 − q)2
)
= Exp
(∑
β∈∆˙+
Qβ
q + q−1 − 2
)
.
This implies ng,β = −1 for g = 0 and β ∈ ∆˙+ and zero otherwise (see [13, Cor. 1.6]).
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