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TOTALLY GEODESIC SPECTRA OF ARITHMETIC HYPERBOLIC SPACES
JEFFREY S. MEYER
Abstract. In this paper we show that totally geodesic subspaces determine the commensurability
class of a standard arithmetic hyperbolic n-orbifold, n ≥ 4. Many of the results are more general
and apply to locally symmetric spaces associated to arithmetic lattices in R-simple Lie groups of
type Bn and Dn. We use a combination of techniques from algebraic groups and quadratic forms
to prove several results about these spaces.
1. Introduction
The goal of this paper is to determine the extent to which the geometry of an arithmetic hyperbolic
n-manifold, n ≥ 4, is encoded in the collection of its totally geodesic submanifolds. To put this goal
in a broader context, we step back a moment and ask a natural question, one going back over a
century: What topological and geometric properties of a space M are encoded in certain interesting
collections of geometric data associated to M? One of the earliest examples of this line of inquiry
was in 1911, when Weyl showed that the eigenvalues of the Laplace-Beltrami operator determine the
dimension and volume of a closed Riemannian manifold [42]. In 1966, Kac popularized this question
by asking “Can one hear the shape of a drum?” [16]. Since that time many different collections of
data, often called spectra, have been studied. Over the past few decades, one prominent spectrum
has been the collection of lengths of closed geodesics. The weak length spectrum (sometimes
also referred to as the length set) of a Riemannian manifold M , is the set
L(M) := {λ ∈ R | λ is the length of a closed geodesic in M}.(1.1)
Observe that this collection can be equivalently formulated as
L(M) = {Isometry classes of closed geodesics in M}.(1.2)
We call two manifolds with the same weak length spectrum weakly iso-length-spectral.
Question 1. Are weakly iso-length-spectral spaces necessarily isometric?
The answer is a resounding no, and since the 1960’s, there have been many constructions of weakly
iso-length-spectral spaces that are not isometric, the most famous of which being:
• 16-dimensional flat tori (Milnor, 1964 [27]),
• 2- and 3-dimensional hyperbolic manifolds, and more generally spaces spaces coming from
quaternion algebras (Vigne´ras, 1980 [39]),
• General method based on covering space theory (Sunada, 1985 [35]).
However, these constructions produce manifolds that are almost isometric in the sense that they
are commensurable (Section 2). When two Riemannian manifolds M1 and M2 are commensurable,
the length of every closed geodesic in M1 is a rational multiple of the length of a closed geodesic in
M2, and vice versa. Motivated by this, [9] defined the rational length spectrum to be the set
QL(M) := {sλ ∈ R | s ∈ Q and λ is the length of a closed geodesic in M}.(1.3)
Again, we observe that this definition may be reformulated as follows:
QL(M) = {Commensurability classes of closed geodesic in M}.(1.4)
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Two manifolds with the same rational length spectrum are said to be length-commensurable. In
particular, commensurable manifolds are length-commensurable. One may then ask the following
refined question.
Question 2. Are length-commensurable spaces necessarily commensurable?
In many cases, the answer is yes. When M1 and M2 are arithmetic hyperbolic n-manifolds, then
QL(M1) = QL(M2) implies M1 and M2 are commensurable in each of the following cases:
• n = 2 (Reid, 1992 [32]),
• n = 3 (Chinburg, Hamilton, Long, and Reid, 2008 [9]),
• n 6= 3, n 6= 7, n 6≡ 1 (mod 4) (Prasad and Rapinchuk, 2009 [30]),
• n = 7 (Garibaldi, 2013 [12]).
However, for each positive n ≡ 1 (mod 4), n > 1, [30] produced examples of noncommensurable
length-commensurable arithmetic hyperbolic n-manifolds. More generally, there are many construc-
tions of families of pairwise noncommensurable length-commensurable arithmetic locally symmetric
spaces of the same Killing–Cartain type (see [20, Theorem 1], [30, Construction 9.15]).
Our motivation is to find a collection of data that is complementary to length spectra and that
distinguishes commensurability classes. In recent years, there have been many papers looking at
certain higher dimensional analogues of geodesics: totally geodesic subspaces. For us, it will be
sufficient to only consider nonflat totally geodesic subspaces. Furthermore, in analogy with looking
at closed geodesics, we only want to look at finite volume subspaces. With this in mind, we define
the totally geodesic set of a Riemannian manifold to be the set
TG(M) :=
{
Isometry classes of nonflat finite volume
totally geodesic subspaces of M
}
.(1.5)
McReynolds and Reid [25] prove that if M1 and M2 are standard [22, Theorem 10.2.3] arithmetic
hyperbolic 3-manifolds such that TG(M1) = TG(M2), then M1 and M2 are commensurable. As
was the case for the weak length spectrum, TG(M) is not an invariant of commensurability class,
and hence we define the rational totally geodesic spectrum to be the set
QTG(M) :=
{
Commensurability classes of nonflat finite volume
totally geodesic subspaces of M
}
.(1.6)
Observe that TG(M) and QTG(M) are natural analogues of the second formulations of L(M)
and QL(M) (see 1.2 and 1.4). The former is more rigid while the later is an invariant of the
commensurability class of M . If two Riemannian orbifolds M and M ′ have the same rational
totally geodesic spectrum, we say they are totally-geodesic-commensurable. The goal of this
paper is to investigate the following question:
Question 3. Are totally-geodesic-commensurable spaces necessarily commensurable?
In this paper we address this question in the case of locally symmetric spaces of type Bn and Dn.
In particular, we focus on standard arithmetic locally symmetric spaces associated to Lie groups
of the form
∏r
i=1 SO(pi,m − pi) × (SOm(C))
s, for m ≥ 5. These spaces are constructed via the
isometry groups of quadratic forms over number fields (see Construction 4.8). We call a locally
symmetric space R-simple if its associated Lie group is not a nontrivial product (i.e., if r+ s = 1).
Note that standard arithmetic hyperbolic n-manifolds are R-simple.
The first step to proving that the rational totally geodesic spectrum determines the commensura-
bility class is showing it determines the field of definition, which we do in Section 6
Theorem A. Let M1 and M2 be R-simple, arithmetic, locally symmetric orbifolds coming from
quadratic forms of dimension m ≥ 5 over number fields k1 and k2 respectively. If QTG(M1) =
QTG(M2), then k1 and k2 are isomorphic.
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Using the technical results of Section 7 on quadratic forms and their isometry groups, we are then
able to prove our main theorem on commensurability.
Theorem B. Let M1 and M2 be R-simple, arithmetic locally symmetric orbifolds coming from
quadratic forms of dimension m ≥ 5. If QTG(M1) = QTG(M2), then M1 and M2 are commensu-
rable.
Unlike [30] and [12], Theorem B is not dependent in R-rank≥ 2 upon the truth of Schanuel’s
conjecture. Specializing to the R-rank one case, we obtain a result about standard arithmetic
hyperbolic orbifolds.
Theorem C. Let M1 and M2 be standard arithmetic hyperbolic n-orbifolds, n ≥ 4. If QTG(M1) =
QTG(M2), then M1 and M2 are commensurable.
In fact, we show that codimension one and codimension two totally geodesic subspaces determine
the commensurability class of a standard arithmetic hyperbolic orbifold. We go on to show in
Theorem 8.2 that the commensurability class of an even dimensional arithmetic hyperbolic orbifold
is totally determined by its codimension one totally geodesic subspaces. To complement these
results, we then show that there are many commensurability classes of hyperbolic orbifolds with
the exact same collection of totally geodesic subspaces in codimension greater than 2.
Theorem D (Hyperbolic Subspace Dichotomy). Let M1 and M2 be standard arithmetic hyperbolic
n-orbifolds, n ≥ 4, with fields of definition k1 and k2, respectively. Then either
(i) k1 ∼= k2, in which case, for all j ∈ N, 1 < j < n− 2, up to commensurability, M1 and M2
have the exact same collection of j-dimensional finite volume totally geodesic subspaces, or
(ii) k1 6∼= k2, in which case, up to commensurability, M1 and M2 do not share a single finite
volume totally geodesic subspace of dimension ≥ 2.
The techniques that we use to prove Theorems A - D have many applications. In Section 9 we use
them to answer a question posed to us by Jean-Franc¸ois Lafont, and in Appendix A we give an
alternate proof of Machlachlan’s parametrization of commensurability classes of even dimensional
arithmetic hyperbolic orbifolds.
Along the way, we construct several explicit examples of commensurability classes of standard
arithmetic hyperbolic orbifolds with specific properties. In particular, in Example 9.5, we construct
a hyperbolic 3-orbifold N and a hyperbolic 5-orbifold M such that every totally geodesic surface
in N is commensurable to a totally geodesic surface in M , yet N is not commensurable to a totally
geodesic subspace of M .
While all even dimensional arithmetic hyperbolic orbifolds come from quadratic forms, there are
odd dimensional ones that do not. To this end we also address some results on spaces coming
from skew Hermitian forms over quaternion division algebras over number fields. Though there are
considerable obstructions to finishing the analysis for groups coming from this construction, we do
have initial results. To start, an R-simple, nonstandard arithmetic, locally symmetric space cannot
be totally-geodesic-commensurable with a standard one.
Theorem E. Let M1 and M2 be R-simple, arithmetic locally symmetric spaces where M1 comes
from a quadratic form and M2 comes from a skew Hermitian form over a division algebra. Then
QTG(M1) 6= QTG(M2).
Furthermore, the rational totally geodesic spectrum determines the field and algebra of definition
of a nonstandard arithmetic lattice.
Theorem F. Let M1 and M2 be R-simple arithmetic locally symmetric spaces coming from skew
Hermitian forms of dimension n ≥ 4 over quaternion division algebras D1 and D2 over number
fields k1 and k2 respectively. If QTG(M1) = QTG(M2), then k1 and k2 are isomorphic and this
isomorphism induces an isomorphism between D1 and D2.
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2. Notation and Preliminary Results:
Commensurability, Totally Geodesic Subspaces, and Locally Symmetric Spaces
In this paper F is a field that is not of characteristic 2, F is a fixed algebraic closure of F , k is a
number field, and Ok is its ring of integers.
Two subgroups Γ1 and Γ2 of a group G are commensurable if Γ1 ∩ Γ2 is finite index in both
Γ1 and Γ2. Following [30], we shall say two subgroups Γ1,Γ2 of a G are commensurable up to
G-automorphism if there exists a G-automorphism ϕ such that Γ1 and ϕ(Γ2) are commensurable.
(Note that some authors refer to this notion as commensurable in the wide sense [22, Def.
1.3.4].) Commensurability up to G-automorphism is an equivalence relation among subgroups of
G. Two Riemannian manifolds are commensurable if they have isometric finite sheeted covers.
Let M be a Riemannian manifold and let N ⊂ M be a connected immersed submanifold. Recall
that N is geodesic at p ∈ N if every geodesic of M starting at p and tangent to N at p is a
geodesic of N . If N is geodesic at each of its points it is called totally geodesic.
Following [37, Chp 13], we call the quotient of a manifold by a properly discontinuous (not neces-
sarily free) group action a good orbifold. Since discrete subgroups of semisimple Lie groups often
have torsion, good orbifolds naturally appear in the commensurability classes of locally symmetric
manifolds. When a good orbifold is a quotient of a Riemannian manifold by isometries, we call it a
good Riemannian orbifold. Every good Riemannian orbifold naturally has a Riemannian manifold
universal cover. A subspace of a Riemannian orbifold is defined to be totally geodesic if it is the
image of a totally geodesic subspace in its universal cover. It follows that the sets TG(M) and
QTG(M) (Definitions 1.5 and 1.6) make sense for all good Riemannian orbifolds.
Lemma 2.1. Commensurable good Riemannian orbifolds are totally-geodesic-commensurable.
Proof. Let M1 and M2 be commensurable and M˜ be a shared finite sheeted cover with projections
π1 and π2. Pick a nonflat finite volume totally geodesic subspace N1 ⊂ M1. Then N2 := π2(N
′),
where N ′ is a connected componant of π−11 (N1), is a totally geodesic submanifold of M2. Since π1
and π2 are finite sheeted covers, N2 is also nonflat and of finite volume. By symmetry of argument,
the result follows. 
In general, totally geodesic subspaces are rare, and we should only expect to find such subspaces
when we are considering an ambient space with many symmetries. As such, in what follows, we
shall only consider locally symmetric spaces. A Riemannian manifold M is a globally symmetric
space if each point p ∈ M is an isolated fixed point of an involutive isometry of M . Totally
geodesic subspaces of a globally symmetric space are also globally symmetric [15, Ch. IV Prop
7.1]. One of the advantages to working with globally symmetric spaces is that questions about the
spaces can be translated into questions about its isometry group. A globally symmetric space is of
noncompact type if G := Isom◦(M) is a semisimple Lie group with no compact factors, in which
case M is isometric to G/K where K is a maximal compact subgroup of G.
Lemma 2.2. Let M a connected globally symmetric space of noncompact type, G = Isom◦(M) and
K a stabilizer of a point p0 ∈M .
(i) Let H ⊂ G be a semisimple Lie subgroup with no compact factors. Then NH := H/(H∩K)
is a totally geodesic submanifold of M .
(ii) Let N ⊂ M be a totally geodesic submanifold of noncompact type such that p0 ∈ N .
Then there exists a semisimple Lie subgroup HN ⊂ G with no compact factors such that
HN/(HN ∩K) = N .
Proof.
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(1). Note that NH is an immersed submanifold of M . Geodesics of M arise from the exponential
map of G. Given an element X ∈ Lie(H) we know that expG(tX) ∈ H for all t ∈ R, and hence N
must be totally geodesic.
(2). Let Lie(G) = k ⊕ p be the Cartan decomposition. Let s ⊂ p be the subspace associated with
the tangent space of N . Then k acts on p by the adjoint representation and let k′ = Nk(s) = {X ∈
k | ad(X)(s) ⊂ s}. Then h := k′⊕ s is a Lie subalgebra of Lie(G). Let HN be the unique connected
Lie subgroup of G with Lie algebra h. It follows that HN has the desired properties. 
A good Riemannian orbifold M is a locally symmetric space if M has universal cover M˜ that is
a globally symmetric space. In which case M = Γ\M˜ where Γ is a discrete subgroup of Isom◦(M˜).
A locally symmetric space is of noncompact type if its universal cover is a globally symmetric
space of noncompact type. Totally geodesic subspaces of a locally symmetric space are also locally
symmetric. The study of locally symmetric spaces of noncompact type translates to the study of
discrete subgroups of semisimple Lie groups with no compact factors, as we shall now record with
the following well known proposition.
Proposition 2.3. Let M1 = Γ1\G1/K1 and M2 = Γ2\G2/K2 be locally symmetric spaces of
noncompact type where G1 and G2 are connected, adjoint, semisimple Lie groups with no compact
factors. ThenM1 and M2 are isometric if and only if there is a Lie group isomorphism ϕ : G1 → G2
such that ϕ(K1) = K2 and ϕ(Γ1) = Γ2
Since the image of a maximal compact (resp. discrete) subgroup under an automorphism is always
a maximal compact (resp. discrete) subgroup, understanding isometry classes of locally symmetric
spaces of noncompact type with universal cover G/K reduces to understanding Aut(G)-orbits
of discrete subgroups of G. In particular, understanding the commensurability classes of locally
symmetric spaces is equivalent to understanding the commensurability classes of discrete subgroups
of G up to G-automorphism.
Let G be a semisimple Lie group and Γ ⊂ G be a discrete subgroup. The Haar measure on G
naturally descends to a G-invariant measure on Γ\G. When the Haar measure on G descends to
a measure of finite volume on Γ\G, Γ is called a lattice. When Γ\G is compact, Γ is said to be
cocompact or a uniform lattice. Cocompact discrete subgroups are always lattices. A lattice is
irreducible if, up to commensurability, it is not a product of smaller lattices. Being cocompact, a
lattice, or irreducible is an invariant of commensurability class.
Henceforth, our orbifolds will be good and our locally symmetric spaces will be of noncompact
type.
3. Arithmetic Groups and Arithmetic Locally Symmetric Spaces
Arithmetic Subgroups of Algebraic Q-Groups.
Let G be an algebraic group defined over Q. There exists a faithful Q-rational embedding ρ : G→
GL(V ) for some Q-vector space V [2, 1.10]. Let L ⊂ V be a Z-lattice of V , i.e., a free Z-module
such that L⊗Z Q = V . Define the group
Gρ,L := {g ∈G(Q) | ρ(g)(L) = L}.
Any subgroup Γ ⊂ G(Q) commensurable with Gρ,L is an arithmetic subgroup ofG(Q). Were we
to chose a different embedding, ρ′, and different Z-lattice, L′, we would have obtained a different
group Gρ′,L′ , however, any such Gρ′,L′ is commensurable with Gρ,L (see [3, 7.12] and preceding
discussion). It follows that the commensurability class of an arithmetic group is independent of the
choices of ρ and L. In other words, the Q-isomorphism class of G determines a commensurability
class of arithmetic groups.
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Often we will assume the existence of some embedding ρ and lattice L, and we will denote G(Z) :=
Gρ,L. Note however that not all arithmetic groups arise as the stabilizer of a lattice. This can be
seen from the fact that every lattice stabilizer contains a congruence subgroup [3, 7.12] but there
are arithmetic groups that do not contain any congruence subgroups (for example, there are such
groups in SL2(Z)) [31, §2.1].
One way to construct algebraic Q-groups is to start with a k-group, where k is a number field, and
then apply the Weil restriction of scalars functor Rk/Q [29, §2.1.2], [22, §10.3]. This functor
has the property that if G is an algebraic k-group, then Rk/QG is an algebraic Q-group and there is
an abstract group isomorphism between G(k) and (Rk/QG)(Q). With this identification, it makes
sense to talk about arithmetic subgroups ofG(k). Furthermore, it is not hard to see that arithmetic
subgroups of G(k) are precisely the groups commensurable with the stabilizer of an Ok-lattice of
a k-vector space V where there is a k-rational embedding of G into GL(V ).
An absolutely (resp. absolutely almost) simple algebraic F -group is an algebraic F -group
that, upon extending scalars to F , is (resp. isogenous to) a simple semisimple algebraic F -group.
For example the C-group SLn is absolutely almost simple but not absolutely simple since it has
nontrivial center equal to the group of nth roots of unity. The semisimple R-group RC/RSL2, which
is related to the study of hyperbolic 3-manifolds, is not absolutely almost simple, since it is C-
isomorphic to SL2 × SL2. If we start with an absolutely almost simple k-group, then Rk/Q(G) is
always a semisimple Q-group. An F -simple F -group is an algebraic F -group which, up to isogeny,
does not contain a proper nontrivial normal F -subgroup. Absolutely almost simple F -groups are
F -simple and RC/RSL2 is R-simple. All semisimple k-groups are built from absolutely almost
simple groups over number fields [7, 6.21(ii)] and [10, Prop. A.5.14]. For the reader’s convenience,
we record a corollary of [10, Prop. A.5.14] that will be useful in what follows.
Proposition 3.1. Let G be a semisimple k-simple k-group.
(i) (Existence) There exists a number field k′ containing k and an absolutely almost simple
k′-group H′ such that G and Rk′/k(H
′) are k-isogenous. Furthermore, if G is adjoint, G
and Rk′/k(H
′) are k-isomorphic.
(ii) (Uniqueness) The pair (H′, k′) is unique in the following sense: If k′′ is a number field
containing k, and H′′ an absolutely almost simple k′′-group such that G and Rk′′/kH
′′
are k-isogenous, then there is a field isomorphism τ : k′ → k′′ and a k′′-isogeny between
H′ ×τ spec k
′ and H′′.
Arithmetic Lattices in Semisimple Lie Groups.
Let G be a connected, adjoint, semisimple Lie group with no compact factors. Let Γ ⊂ G be a
lattice. Then Γ is arithmetic if there exists a semisimple algebraic Q-group G and a surjective
analytic homomorphism π : G(R)◦ → G with compact kernel such that π(G(Z) ∩G(R)◦) and Γ
are commensurable up to G-automorphism.
G(Z) ∩G(R)◦
π

// G(R)◦
π

// G(R)
π(G(Z) ∩G(R)◦)
∼c // ϕ(Γ)oo // G
In what follows, we shall say that G gives rise to Γ. If H ⊂ G is a Q-simple factor, we will always
assume that it is R-isotropic, since otherwise H(R)◦ ⊂ ker(π), and we may just replace G with
G/H. Observe that if Γ,Γ′ ⊂ G are subgroups that are commensurable up to G-automorphism
and one is an arithmetic lattice, then so is the other.
It may appear as though arithmetic lattices are rather specific and potentially rare type of lattice.
However, thanks to Margulis’s arithmeticity theorem [23] and the work of Gromov and Schoen [14],
irreducible lattices in groups not locally isomorphic to SO(n, 1) or SU(n, 1) are always arithmetic.
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Arithmetic Locally Symmetric Spaces.
In this section we adopt the following notation:
• G is a connected, adjoint, semisimple Lie group with no compact factors,
• K ⊂ G is a maximal compact subgroup,
• G is a semisimple algebraic Q-group with no R-anisotropic Q-simple factors,
• G(Z) ⊂ G(Q) is the lattice stabilizer Gρ,L for some choice of ρ and L,
• π is projection π : G(R)◦ → G with compact kernel,
• Γ ⊂ G is a subgroup commensurable up to G-automorphism to π(G(Z) ∩G(R)◦),
• ϕ ∈ Aut(G) is such that π(G(Z) ∩G(R)◦) and ϕ(Γ) are commensurable,
• K ⊂ G(R) is a maximal compact subgroup containing π−1(ϕ(K)).
An arithmetic locally symmetric space (of noncompact type) is a space M of the form
Γ\G/K. When Γ is torsion-free, M is a Riemannian manifold, and since every Γ has a finite index
torsion-free subgroup [34], M is always a good Riemannian orbifold in the sense of Thurston [37,
Chp. 13].
In this paper, we primarily study totally geodesic subspaces of arithmetic locally symmetric spaces.
As we show in Theorem 3.2, totally geodesic subspaces inherit arithmeticity from its ambient space.
Theorem 3.2. Let M be an arithmetic locally symmetric space and let N ⊂M be a nonflat, finite
volume, totally geodesic subspace. Then N is arithmetic.
Proof. By Lemma 2.2, there exists a connected, semisimple Lie subgroup H ⊂ G with no compact
factors such that N˜ := H/(K ∩H) is the universal cover of N and Λ\H/(K∩H) is commensurable
to N where Λ := Γ∩H is a lattice in H. Let H denote the connected component of the intersection
of π−1(ϕ−1(H)) with the noncompact factors of G(R). (This group can also be viewed as the
unique connected Lie subgroup of G(R) with Lie algebra Lie(ϕ−1(H)).) It follows that N ′ :=
Λ\H/(K◦ ∩H), where Λ := G(Z) ∩ H, is commensurable with N . Arithmeticity is an invariant
of commensurability class so it suffices to show the arithmeticity of N ′. The result then follows by
Lemma 3.3 below. 
Lemma 3.3. Let
(i) G be an semisimple Q-group,
(ii) H ⊂ G(R) be a connected semisimple Lie subgroup with no compact factors, and
(iii) Λ ⊂ G(Z) be a subgroup which is also a lattice in H.
Then H = H(R)◦ where H ⊂ G is a semisimple Q-subgroup and Λ ⊂ H(Q) is arithmetic.
Proof. Since H is a semisimple Lie group sitting inside the real points of a linear group, H is the
connected component of the real points of some semisimple R-subgroupH ⊂ G. By Borel’s Density
Theorem [4] Λ is Zariski dense in H. The Zariski closure of an abstract subgroup sitting inside the
Q-points of a group is also a Q-group [2, Chp 1 Prop 1.3(b)]. Hence H is defined over Q. Now let
V := Lie(G) and W := Lie(H). The adjoint representation Ad : G → GL(V ) is defined over Q.
There exists a lattice L ⊂ V which Γ stabilizes [3, Prop 7.12]. Since Λ stabilizes W , it stabilizes
L ∩W and hence Λ is an arithmetic subgroup of H. 
If G1 and G2 are absolutely simple algebraic groups over number fields k1 and k2, respectively,
by [30, Prop 2.5], they give rise to commensurable arithmetic groups if and only if there is a field
isomorphism τ : k1 → k2 such that G2 and G1×τ spec k2 are isomorphic as k2-groups. We now give
the following slight generalization of [30, Prop 2.5] that is useful when looking for totally geodesic
subspaces.
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Proposition 3.4. Let M1 and M2 be arithmetic locally symmetric spaces arising from semisimple
Q-groups G1 and G2 respectively. Then M1 and M2 are commensurable if and only if G1 and G2
are Q-isogenous.
Proof. First supposeG1 andG2 areQ-isogenous. Then AdG1(G1) and AdG2(G2) are Q-isomorphic
via a Q-isomorphism ψ. Since Mi is commensurable with AdGi(Gi(Z))\AdGi(Gi(R))/AdGi(Ki).
The result then immediately follows from the fact that ψ(AdG1(G1(Z))) and AdG2(G2(Z)) are
commensurable [3, Cor 7.13(2)].
Now suppose M1 and M2 are commensurable. By assumption, there exists a connected adjoint
semisimple Lie group with no compact factors, G, and two arithmetic lattices Γ1,Γ2 ⊂ G which are
commensurable up to G-automorphism, say ψ, such that M1 = Γ1\G/K and M2 = Γ2\G/ψ(K)
where K is a maximal compact subgroup. Replacing Gi with AdGi(Gi), the result then follows
from Lemma 3.5 below. 
Lemma 3.5. Let G be a connected adjoint semisimple Lie group with no compact factors. Let
Γ1,Γ2 ⊂ G be arithmetic lattices which are commensurable up to G-automorphism. Let G1 and G2
be the connected adjoint semisimple Q-groups with no R-anisotropic Q-simple factors giving rise to
Γ1 and Γ2 respectively. Then G1 and G2 are Q-isomorphic.
Proof. Let ψ be an analytic automorphism of G for which Γ1 and ψ(Γ2) are commensurable.
Let Hi ⊂ Gi be the product of the connected R-simple R-isotropic components of Gi. Then
πi|Hi(R)◦ : Hi(R)
◦ → G is an isomorphism. Picking sufficiently small finite index Γ′i ⊂ Γi which are
isomorphic via ψ, we may identify ϕ−1i (Γi) with a finite index subgroup Λi := πi|
−1
Hi(R)◦
(ϕ−1i (Γi)) ⊂
Hi(R)
◦ ∩Gi(Q).
Since πi induces an R-rational isomorphism between Hi and Aut(Lie(G)⊗R C), and ψ induces an
R-rational automorphism on Aut(Lie(G)⊗RC), it follows that there is an R-rational isomorphism,
which we also denote ψ, from H1 to H2 which sends Λ1 to Λ2.
For each i, by [7, 6.21 (ii)], Gi ∼=
∏ri
j=1Rki,j/QSi,j where Sj is an absolutely simple group over a
number field ki,j . Then Λi,j := Λi∩(Rki,j/Q(Si,j))(Q) is an arithmetic group in (Rki,j/Q(Si,j))(Q) =
Si,j(ki,j) [6, 6.11]. Borel’s Density Theorem [5] implies that Λi,j is Zariski dense in Si,j . Since each
Λi,j is a normal subgroup of Λi and an irreducible lattice in (Rki,j/Q(Si,j))(R), the isomorphism ψ
must send each Λ1,j to some Λ2,j′ , from which we conclude r1 = r2 := r and ψ induces a permutation
also denoted ψ ∈ Sr. Our assumption on Q-simple factors implies that each Rki,j/QSi,j contains an
R-simple R-isotropic factor. Since ψ sends R-isotropic R-simple factors of Rk1,j/QS1,j to R-isotropic
R-simple factors of Rk2,ψ(j)/Q(S2,ψ(j)), we conclude S2,j and S2,ψ(j) have the same Killing–Cartan
type. Let Hi,j be a fixed R-simple R-isotropic component of Rki,j/QSi,j . Then ψ induces an F -
isomorphism between S1,j and S2,ψ(j), where F = R when H1,j is absolutely simple, and F = C
otherwise. Furthermore, this isomorphism sends Λ1,j to Λ2,ψ(j), hence by [30, Prop 2.5], k1,j and
k2,ψ(j) are isomorphic and, letting kj denote this isomorphism class (and changing the base of these
groups), S1,j and S2,ψ(j) are kj-isomorphic. The conclusion follows. 
4. Arithmetic Locally Symmetric Spaces Arising From Quadratic Forms
In this section we discuss the theory of quadratic forms and the results we need to construct
and analyze arithmetic locally symmetric spaces coming from quadratic forms. For a complete
treatment of the classical theory of quadratic forms over local and global fields, we refer the reader
to [28], [33], and [17].
Recall F is a field that is not of characteristic 2. In what follows, (V, q) will denote a quadratic
space over F where V is a finite dimensional vector space over F and q is a quadratic form on V .
When it will not cause confusion, we will omit V and simply refer to the quadratic form q. We
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shall say q is a quadratic form over F , or more succinctly, q is a quadratic F -form. If E/F is a
field extension then (V, q) determines a quadratic space (VE , qE) over E by extending scalars (i.e.,
where VE := V ⊗F E and qE is the extension of q to VE). When it will not cause confusion, we
will sometimes denote the extended form by the symbol q as well. Every quadratic space (V, q)
determines an algebraic F -group, SO(V, q) whose E points are given by
SO(V, q)(E) = {T ∈ SL(VE) | qE(Tv) = qE(v) for all v ∈ VE}.
Definition 4.1. Let (V1, q1) and (V2, q2) be quadratic spaces over F . Then q1 and q2 are
(i) isometric if there some F -linear isomorphism T : V1 → V2 such that q2(Tv) = q1(v) for
all v ∈ V1.
(ii) similar if there exists some a ∈ F× such that q1 and aq2 are isometric.
(iii) isogroupic if SO(q1) and SO(q2) are isomorphic as algebraic F -groups.
The first two definitions are standard, while the third we introduce in the paper. It is not hard to
see that each of these determine an equivalence relation among quadratic F -forms. Furthermore,
the following lemma begins to shows how they are related.
Lemma 4.2.
(i) Isometric forms are isogroupic.
(ii) Similar forms are isogroupic.
Proof.
(1) Let (V1, q1) and (V2, q2) be isometric forms. By assumption there exists an F -linear isomorphism
T : V1 → V2 preserving the forms. Then T induces an F -isomorphism T∗ : SL(V1) → SL(V2) via
g 7→ TgT−1. Upon restricting to SO(V1, q1), for any v ∈ V2, we have
q2(T∗(g)v) = q2
(
(TgT−1)v
)
= q2
(
T (g(T−1v))
)
= q1(g(T
−1v)) = q1(T
−1v) = q2(v).
Hence T∗(SO(V1, q1)) ⊂ SO(V2, q2) and by symmetry of argument it follows they are F -isomorphic.
(2) Let (V1, q1) and (V2, q2) be similar forms. By assumption there exists a ∈ F
× such that aq1 and
q2 are isometric. By part (1), it suffices to show that aq1 and q1 are isogroupic. Pick g ∈ SO(V1, q1)
and v ∈ V1, then
(aq1)(gv) = a(q1(gv)) = a(q1(v)) = (aq1)(v).
Therefore g ∈ SO(V1, aq1), and by symmetry of argument, SO(V1, q1) = SO(V1, aq1). The result
follows. 
In general there are many isometry classes in a given isogroupy class. If G := SO(q), then any q′
in the isogroupy class of q shall be said to represent G.
A quadratic form r is a subform of a quadratic form q if there is some third form t such that
r ⊕ t is isometric to q. We say a symmetric bilinear form b is nondegenerate when b(v,w) = 0
for all w ∈ V implies that v = 0. A quadratic form corresponding to a nondegenerate symmetric
bilinear form is said to be regular. In this paper, all quadratic forms will be assumed to be
regular. The dimension of q, denoted dim q, is the dimension of its associated vector space. When
possible, we shall reserve the symbol m to denote the dimension of q. Upon choosing a basis, every
quadratic form may be represented by an m ×m matrix. The determinant of q, denoted det q,
is the determinant of some Q ∈ GLm(F ) representing q. Note however that since this should be
be independent of the choice of basis and det(tTQT ) = detQ(detT )2, the determinant is only well
defined up to square class of F , and hence we view det q ∈ F×/(F×)2. Though the determinant is a
square class, we will often omit the (F×)2 and write det q = a as opposed to det q = a(F×)2, where
a ∈ F×. A common renormalization of the determinant is the discriminant, denoted disc(q),
10 Jeffrey S. Meyer
where disc(q) = (−1)dim(q)(dim(q)−1)/2 det(q). It contains the same information as the determinant
if one knows the dimension, but often results in simpler expressions.
For a, b ∈ F×, theHilbert symbol
(
a,b
F
)
= (a, b)F denotes the isomorphism class of the quaternion
algebra generated by symbols i and j where i2 = a, j2 = b, and ij = −ji. When the field F is
understood, we simply write (a, b). The Hilbert symbol satisfies the following four properties that
will be used frequently in this paper:
(H1) Defined up to square class: (a, bc2) = (a, b),
(H2) Symmetry: (a, b) = (b, a),
(H3) Multiplicativity: (a1a2, b) = (a1, b)(a2, b),
(H4) Nondegeneracy: For a ∈ F× not a square, there exists a b ∈ F× such that (a, b) 6= 1.
Given a diagonal representation 〈a1, a2, . . . , am〉 of q [17, I.2.4], the Hasse invariant c(q) is defined
to be
(4.1) c(q) :=
{∏
i<j(ai, aj) if m ≥ 2, and
1 if m = 1.
While this definition is common [8, 17], some authors use different normalizations of this invariant.
In [28], the Hasse invariant is defined to be cOM (q) :=
∏
i≤j(ai, aj), and in [1], the Hasse invariant
ǫHW is normalized so that the split quadratic form h always has ǫHW (h) = 1. It follows that
(4.2) cOM (q) = c(q)(−1,det q),
and, by our computations in Section 5, which are summarized in Table 5.1, for m ≥ 4,
(4.3) ǫHW (q) =
{
c(q)(−1,−1)
n(n−1)
2 if m = 2n,
c(q)(−1,−1)
n(n−3)
2 (−1,det q)n if m = 2n+ 1.
The Hasse invariant satisfies the following useful product formula:
c(q1 ⊕ q2) = c(q1)c(q2)(det q1,det q2).(4.4)
While the Hasse invariant is a well defined invariant of the isometry class of q [17, V.3.8], it is not
an invariant of the similarity class of q. The relationship between c(q) and c(λq), λ ∈ F×, is given
by the following lemma.
Lemma 4.3. Let F be a field of characteristic not 2, let q be a quadratic form over F of dimension
m, and let λ ∈ F×. Then
c(λq) =
(
λ, (−1)
m(m−1)
2 (det q)m−1
)
c(q).
In particular this reduces to
c(λq) =
{
(λ,disc(q)) c(q) when m is even,(
λ, (−1)
m−1
2
)
c(q) when m is odd.
(4.5)
Proof. A direct computation gives:
c(λq) =
∏
i<j
(λai, λaj)
=
∏
i<j
(λ, λ)(λ, ai)(λ, aj)(ai, aj)
= (λ,−1)
m(m−1)
2 (λ,det q)m−1c(q)
=
(
λ, (−1)
m(m−1)
2 (det q)m−1
)
c(q).
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The reduction when m is even and odd immediately follows. 
The extent to which the Hasse invariant varies within an isogroupy class will be explored in Section
5. In general the Hasse invariant is difficult to compute, however, when F is a nonarchimedean
local field or R, then c(q) can only take values ±1, and over C, c(q) is identically 1.
Every isometry class of quadratic forms over R can be diagonally represented with the first m+
terms positive and the remaining m− := m−m+ terms negative. The signature of q is the pair
sgn(q) := (m+,m−). Some authors define to the signature of q to be the number s = m+ −m−.
Observe that the two pairs (m, s) and (m+,m−) contain equivalent information. The signature is
an invariant of the isometry class of q, and the unordered pair {m+,m−} is an invariant of the
similarity class of q.
These invariants determine the isometry classes of quadratic forms over local and global fields. For
the reader’s convenience, we state the uniqueness and existence theorems for quadratic forms over
local and global fields. These will be essential in our analysis in later sections.
Theorem 4.4 (Local Uniqueness). Let F be C, R, or a finite extension of Qp that we denote L,
and let q and q′ be quadratic F -forms. Then q and q′ are isometric if and only if
(i) When F = C, dim q = dim q′.
(ii) When F = R, dim q = dim q′ and sgn(q) = sgn(q′).
(iii) When F = L, dim q = dim q′, det(q) = det(q′), and c(q) = c(q′).
Theorem 4.5 (Local Existence).
(i) For each m ∈ Z≥1, there exists a quadratic C-form q such that
dim q = m.
(ii) For each pair (m+,m−) ∈ Z≥0 × Z≥0, there exists a quadratic R-form q such that
dim q = m := m+ +m− and sgn(q) = (m+,m−).
(iii) For each triple (m,d, c) ∈ Z≥1×L
×/(L×)2×{±1}, there exists a quadratic L-form q such
that
dim q = m, det q = d and c(q) = c,
(∗) with the exception that c = 1 when either m = 1 or m = 2 and d = −1.
While the exceptional restrictions (∗) on the Hasse invariant in dimensions m = 1 and m = 2 may
seem inconsequential, they will play an integral role in the construction of subforms later in the
paper. For more on the above results over R and L, we refer the reader to [36] and [28, VI.63:23],
respectively.
Theorem 4.6 (Local-to-Global Uniqueness). [28, VI.66:4] Let k be a number field and q and q′ be
quadratic k-forms. Then q ∼= q′ if and only if q ⊗ kv ∼= q
′ ⊗ kv for all v ∈ Vk.
Theorem 4.7 (Local-to-Global Existence). [28, VII.72:1] Let k be a number field and let
• m ∈ Z≥1,
• d ∈ k×/(k×)2, and
• S ⊂ Vk be a finite subset of even cardinality.
For each family {qv}v∈Vk where qv is a quadratic form over kv satisfying
• dim qv = m,
• det qv = d, and
• cv(qv) = −1 if and only if v ∈ S,
there exists a quadratic form q over k such that q ⊗ kv = qv for all v ∈ Vk.
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Quadratic forms are used to construct irreducible arithmetic lattices of semisimple Lie groups of
the form
G =
r∏
i=1
SO(pi,m− pi)× (SOm(C))
s.
In the literature, these lattices have been called: “standard” [19], “lattice of the simplest type” [41],
and, “coming from quadratic forms.” We shall use the terminology “standard” when convenient,
or otherwise we shall say explicitly “coming from quadratic forms.”
Construction 4.8. Fix the following notation:
(i) k is a number field with infinite places V∞k ;
(ii) (V, q) is an m-dimensional quadratic k-space, m ≥ 3;
(iii) G := SO(V, q) is the absolutely almost simple k-group defined by (V, q) and SO(q) :=
G(k);
(iv) For each v ∈ V∞k , Vkv := V ⊗kkv, qv := q⊗kv, andGv is the algebraic kv-group SO(Vkv , qv),
• If v is real, then Gv(kv) ∼= SO(m
(v)
+ ,m
(v)
− ),
• If v is complex, then Gv(kv) ∼= SOm(C),
• r is the number of real places where q is isotropic,
• s is the number of complex places, and
• pi := m
(vi)
+ where {v1, . . . , vr} is the set of real places where q is isotropic;
(v) G′ := Rk/QG is the semisimple Q-group formed by restriction of scalars. Then G
′(R) =∏
Gv(kv) is a semisimple Lie group that has compact factors at precisely the real places
where q is anisotropic. There is an isomorphism G(k) ∼= G′(Q) and diagonal embedding
SO(q)→ G′(R);
(vi) G is the projection of G′(R) onto its noncompact factors and denote the projection map
by π : G′(R)→ G. Observe that G is a semisimple Lie group with no compact factors and
is R-simple when r + s = 1;
(vii) L ⊂ V is an Ok-lattice and GL := {T ∈ G(k) | T (L) ⊂ L}. Then GL sits as a discrete
arithmetic subgroup of the semisimple Lie group G′(R);
(viii) Γ ⊂ G is commensurable up to G-automorphism with π(GL). Then Γ is said to be a
standard arithmetic lattice of G. Figure 4.1 below summarizes this construction.
SO(q)
 ∏
v real
q anisotropic
SO(m) ×
∏
v real
q isotropic
SO(m
(v)
+ ,m
(v)
− ) ×
∏
v complex
SOm(C)
GL
G =
r∏
i=1
SO(pi,m− pi)× (SOm(C))
s
Γ
diagonal
Commensurable (up to G-automorphism)
with π(GL)
lattice
π
Figure 4.1. Construction of Standard arithmetic lattices in G.
(ix) K ⊂ G is a maximal compact subgroup and MΓ := Γ\G/K.
(a) MΓ is an arithmetic locally symmetric space coming from a quadratic form,
(or a standard arithmetic locally symmetric space of type Bn or Dn), and
(b) k(MΓ) := k is the field of definition of MΓ.
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When MΓ is simple (i.e. r = 1 and m 6= 4), [30, Lemma 2.6] implies that k(MΓ) coincides with
the minimal field of definition of Γ in the sense of Vinberg [40]. A choice of another Ok-lattice
L′ ⊂ V and Γ′ commensurable up to G-automorphism with π(GL′) will produce a space MΓ′
that is commensurable with MΓ. Hence choosing the pair (k, q) determines a commensurability
class which we will sometimes denote by Mq. Conversely, if the pairs (k1, q1) and (k2, q2) yield
commensurable spaces, by [30, Prop. 2.5], there is a field isomorphism τ : k1 → k2 such that
SO(q2) and SO(q1 ⊗τ k2) are k2-isomorphic groups.
Definition 4.9. If (V1, q1) is a quadratic space over k1 and τ : k1 → k2 is a field isomorphism,
then (V2, q2) := (V1 ⊗τ k2, q1 ⊗τ k2) is a quadratic space over k2. We call such base change a twist
by τ . If such a τ is implicit, we just say (V2, q2) is a twist of (V1, q1).
By our remarks above, a twist of (V, q) and (V, q) yield commensurable arithmetic lattices. In
particular, a commensurability class of standard arithmetic lattices of type Bn or Dn is uniquely
determined by a twist class of an isogroupy class of quadratic k-forms. Given a number field k
with a fixed real (resp. complex) place v0, and a quadric k-form q isotropic at a unique real (resp.
complex) place, there is always a twist q′ of q that is isotropic at v0.
Definition 4.10. We call (k, q) an admissible hyperbolic pair ifMq is a commensurability class
of hyperbolic orbifolds, that is to say,
(i) k is totally real (i.e., no SOm(C) terms),
(ii) q is anisotropic at all but one real place, v0 (i.e., only one SO(pi,m− pi) term),
(iii) q ⊗ kv0 has signature (m− 1, 1) or (1,m− 1). (i.e., G
∼= SO(m− 1, 1)).
When m ≥ 3 is odd, all irreducible arithmetic lattices of G arise from Construction 4.8 ([38] [19,
§3]). When m > 3, m 6= 8, is even, all other are irreducible arithmetic lattices of G come from
skew Hermitian forms over quaternion division algebras over number fields (See Construction 10.1).
Whenm = 8, in addition to lattices coming from skew Hermitian forms, there are also lattices which
come from triality.
Construction 4.11. Let (W, r) be a quadratic k-subspace of (V, q). Then H = SO(W, r) is an
absolutely almost simple k-subgroup of G. Let H′ := Rk/QH. ThenH
′ is a semisimple Q-subgroup
of G′. It follows that L ∩W is an Ok-lattice of W , hence GL ∩H
′(R) is an arithmetic subgroup
of H′(R). Let H be the image of H′(R) under the projection map π onto the noncompact factors
of G′(R). Then π(GL ∩H
′(R)) is an arithmetic subgroup of H. Note that H may be trivial. It
follows that NΓ∩H := (Γ∩H)\H/(H ∩K) is commensurable to a totally geodesic subspace of MΓ.
We denote this commensurability class Nr. In what follows, we shall call such totally geodesic
subspaces subform subspaces. Observe that for a subform subspace N ⊂ M , k(N) = k(M).
Furthermore, if dim r ≥ 2 and r is isotropic at a real place of k, then Nr is a commensurability
class of nontrivial, nonflat, finite volume, locally symmetric spaces of noncompact type.
5. The Index of Isometry Groups of Quadratic Forms
Let G be an absolutely almost simple algebraic k-group. We will use the conventions of [38] and
denote the Tits index of G by gX
(d)
n,r where:
(i) Xn is the Killing–Cartan type of G⊗ k,
(ii) n is the k-rank of G
(iii) g is the order of the image of the ∗-action map
(iv) r is the k-rank of G, and
(v) d is the degree of a division algebra associated with G.
When G = SO(q), g = 1 or g = 2 (depending on whether G in an inner or outer form), and d = 1.
The Tits index encodes a large amount of information about a semisimple algebraic group’s isogeny
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class [38, Theorem 2.7.1]. We refer the reader to [38] for more information. One of the goals of this
section is to relate the local index of SO(q) to the local invariants of q (see Table 5.1).
For the reader’s convenience, we state two basic results relating a quadratic form’s invariants to
whether or not it is isotropic.
Lemma 5.1. [8, Chp. 4 Lem 2.5 & Lem 2.6] Let L be a nonarchimedean local field.
(i) Let q′ be a 3-dimensional quadratic form over L. Then q′ is isotropic if and only if c(q′) =
(−1,− det q′).
(ii) Let q′ be a 4-dimensional quadratic form over L. Then q′ is anisotropic if and only if
disc(q′) = 1 and c(q′) = −(−1,−1).
Though the proofs in [8] are explicitly written with k = Q, they are generalizable to an arbitrary
number field.
Proposition 5.2. Let k be a number field, v ∈ Vk be a finite place, and q be a (2n+1)-dimensional
quadratic form over kv. Then the local index of the kv-group SO(q) is Bn,n if and only if
c(q) = (−1,−1)
n(n−3)
2 (−1,det q)n.(5.1)
Proof. We will show that the following statements are equivalent:
(i) SO(q) is of type Bn,n.
(ii) q ∼= 〈1,−1〉n−1 ⊕ q′ where q′ is an isotropic 3-dimensional form.
(iii) q ∼= 〈1,−1〉n−1 ⊕ q′ where c(q′) = (−1,− det q′).
(iv) c(q) = (−1,−1)
n(n−3)
2 (−1,det q)n.
First (1) is equivalent to (2) by the classification of algebraic kv-groups in [38]. Next, (2) is
equivalent to (3) by Proposition 5.1 (1). Lastly (3) is equivalent to (4) by the following computation:
c(q) = c
(
〈1,−1〉n−1 ⊕ q′
)
= c(〈1,−1〉n−1) c(q′) ((−1)n−1,det q′)
= (−1,−1)
(n−1)(n−2)
2 (−1,− det q′) (−1,det q′)n−1
= (−1,−1)
(n−1)(n−2)
2
+1 (−1,det q′)n
= (−1,−1)
(n2−3n+2+2)
2 (−1, (−1)n−1 det q)n
= (−1,−1)
n2−3n
2
+2 (−1,det q)n
= (−1,−1)
n(n−3)
2 (−1,det q)n.

Proposition 5.3. Let k be a number field, v ∈ Vk be a finite place, and q be a (2n)-dimensional
quadratic form over kv. Then the local index of the kv-group SO(q) is
1Dn,n−2 if and only if
disc q = 1 and c(q) = −(−1,−1)
n(n−1)
2 .(5.2)
Proof. We will show that the following statements are equivalent:
(i) SO(q) is of type 1Dn,n−2.
(ii) q = 〈1,−1〉n−2 ⊕ q′ where q′ is an anisotropic 4-dimensional form.
(iii) q = 〈1,−1〉n−2 ⊕ q′ where disc q′ = 1 and c(q′) = −(−1,−1) .
(iv) disc q = 1 and c(q) = −(−1,−1)
n(n−1)
2 .
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Type Classical Invariants Tits Index
Bn,n
dim(q) = 2n+ 1
det(q) =anything
c(q) = (−1,−1)
n(n−3)
2 (−1,det(q))n
>
Bn,n−1
dim(q) = 2n+ 1
det(q) =anything
c(q) = −(−1,−1)
n(n−3)
2 (−1,det(q))n
>
1D
(1)
n,n
dim(q) = 2n
det(q) = (−1)n (i.e. disc(q) = 1)
c(q) = (−1,−1)
n(n−1)
2
ttttttttttt
❏❏
❏❏
❏❏
❏❏
❏❏
❏
1D
(1)
n,n−2
dim(q) = 2n
det(q) = (−1)n (i.e. disc(q) = 1)
c(q) = −(−1,−1)
n(n−1)
2
ttttttttttt
❏❏
❏❏
❏❏
❏❏
❏❏
❏
2D
(1)
n,n−1
dim(q) = 2n
det(q) 6= (−1)n (i.e. disc(q) 6= 1)
c(q) = anything
Table 5.1: Dictionary between the classical invariants of q and the index of SO(q).
First (1) is equivalent to (2) by the classification of algebraic k-groups in [38]. Next, (2) is equivalent
to (3) by Proposition 5.1 (2). Lastly (3) is equivalent to (4) by the following computations:
disc q = disc
(
〈1,−1〉n−2 ⊕ q′
)
= disc(〈1,−1〉n−2) disc q′
= 1.
c(q) = c
(
〈1,−1〉n−2 ⊕ q′
)
= c(〈1,−1〉n−2) c(q′) ((−1)n−2,det q′)
= (−1,−1)
(n−2)(n−3)
2 − (−1,−1)
= −(−1,−1)
(n−2)(n−3)
2
+1
= −(−1,−1)
(n2−5n−6+2)
2
= −(−1,−1)
(n2−n)
2
−2(n−1)
= −(−1,−1)
n(n−1)
2 .

Proposition 5.4. Let k be a number field, m be odd, and q and q′ be m-dimensional quadratic
form over k. Then q and q′ are isogroupic if and only if they are similar.
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Proof. In Lemma 4.2, we showed similar forms are isogroupic. Now suppose q′ represents G :=
SO(q). Let a ∈ k×/(k×)2 such that det q′ = adet q. We shall show aq and q′ are isometric. Note
that aq also represents G, and since m is odd, det(aq) = adet q = det q′. We now look at the forms
locally.
(i) At each complex place v ∈ Vk, aq and q
′ have the same dimension, and hence are isometric
by Theorem 4.4 (a).
(ii) At each real place v ∈ Vk, since m is odd, the index of G together with the determinant
det q′ uniquely determines the signature of q′ ⊗ kv. Hence at each real place, sgn(q
′) =
sgn(aq). By Theorem 4.4 (b), aq and q′ are isometric at each real place.
(iii) At each finite place v ∈ Vk, since m is odd, equation (5.1) shows that the index of G
together with det q′ uniquely determines c(q′). Hence at each finite place, c(q′) = c(aq).
By Theorem 4.4 (c), aq and q′ are isometric at each finite place.
By Theorem 4.6, aq and q′ are isometric over k and the result follows. 
In [13, 2.6], there is an analogous result for admissible hyperbolic pairs of any dimension. Their
proof heavily uses hyperbolic geometry while our proof is algebraic in nature and applies to all odd
dimensional forms.
Proposition 5.5. Let k be a number field, q1 and q2 be m = 2n + 1-dimensional quadratic forms
over k, and Gi = SO(qi). Then G1 and G2 are k-isomorphic if and only if the groups G1 ⊗ kv
and G2 ⊗ kv have the same local index for all v ∈ Vk.
In particular, the k-isomorphism class of G := SO(q) is determined by its index at all places.
Proof. If G1 and G2 are k-isomorphic, then G1 ⊗ kv and G2⊗ kv are kv-isomorphic for all v ∈ Vk,
and hence by the Tits Classification Theorem [38, Theorem 2.7.1], they have the same index at
every place.
We now prove the other direction and suppose that G1 ⊗ kv and G2 ⊗ kv have the same index for
all v ∈ Vk. We may replace q2 with the similar form
det q1
det q2
q2, and since m is odd, we may now
assume det q1 = det q2. As we observed in the proof of the previous proposition, at local places the
index and the determinant determine the isometry class of a representing form. Therefore q1 ⊗ kv
and q2 ⊗ kv are isometric for all v ∈ Vk, and hence by Theorem 4.6, q1 and q2 are isometric. The
result follows from Lemma 4.2. 
6. Fields of Definition and the Proof of Theorem A
Let G be a semisimple algebraic group over C and let Γ ⊂ G(C) be a Zariski-dense subgroup.
A field of definition for Γ is a field F ⊂ C for which there exits an F -form G′ of G and an
isomorphism ϕ : G→ G′ defined over a finite extension of F such that ϕ(Γ) ⊂ G′(F ) [22, 10.3.10].
Vinberg showed [40] that for Zariski-dense groups, there is a unique minimal field of definition
kG(Γ) := Q(Tr(AdG(γ)) | γ ∈ Γ),
where AdG is the adjoint representation of G. Furthermore this is an invariant of the commensu-
rability class. In general, the minimal field of definition of a Zariski-dense Γ need not coincide with
the field that G is defined over. Furthermore, the same abstract group can have different fields of
definition depending on the ambient group. However, [30, Prop. 2.6] showed that for an absolutely
almost simple group G over a number field k, and Γ ⊂ G(k) arithmetic and Zariski-dense, the
minimal field of definition of Γ coincides with the field of definition of the group (i.e. kG(Γ) = k).
As such, the field of definition of Construction 4.8 coincides with the minimal field of definition in
the sense of Vinberg [40] for all quadratic forms q of dimension m > 2 and m 6= 4 (since it is in
this case and only in this case that SO(q) is not absolutely almost simple).
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For an arbitrary totally geodesic subspace N ⊂M , we do not expect to see a relationship between
k(N) and k(M) as is demonstrated by the following examples.
Example 6.1. We show three methods of constructing of totally geodesic subspaces N ⊂M where
both N and M come from quadratic forms and where each realizes a different relationship between
k(N) and k(M).
(i) Subforms produce N ⊂M such that k(N) = k(M).
Let k be an arbitrary number field and let q be a quadratic form over k of dimension ≥ 4.
Let r ⊂ q be a subform of dimension ≥ 3. Then SO(r) naturally sits inside SO(q) as a
k-subgroup. Then k(N) = k = k(M).
(ii) Extension of scalars produce N ⊂M such that k(N) ( k(M).
Let k/Q be a nontrivial finite extension and let q be a quadratic form over Q of dimension
≥ 3. Then SO(q) naturally sits as a Q-subgroup in the diagonal of Rk/Q(SO(q ⊗Q k)).
Then k(N) = Q ( k = k(M).
(iii) Killing form produces N ⊂M such that k(N) ) k(M).
Let k/Q be a nontrivial finite extension, let q be a quadratic form over k of dimension
≥ 3, let H = SO(q), and G = SO(Lie(Rk/Q(H)), κ) where κ is the Killing form on
Lie(Rk/Q(H)). Then, via the adjoint representation,
H(k) = (Rk/Q(H))(Q) ⊂ (SO(Lie(Rk/Q(H)), κ))
◦(Q) ⊂ G(Q).
Then k(N) = k ) Q = k(M).
Observe that in the above examples, when k(N) 6= k(M), the difference between dimN and dimM
was quite large. As the next results show, if the dimensions of N andM are sufficiently close, there
is a relationship between their fields of definition.
Lemma 6.2. For i = 1, 2, let Hi be semisimple ki-groups such that H1 is absolutely almost simple
and Rk1/Q(H1) is Q-isogenous to Rk2/Q(H2).
(i) Then k2 is isomorphic to a subfield of k1.
(ii) If dimH2 < 2 dimH1, then there is a field isomorphism τ : k1 → k2 and H1 ×κ spec k2
and H2 are k2-isogenous.
Proof.
(1) Replacing Hi by their adjoint groups, we have Rk1/Q(H1) and Rk2/Q(H2) are Q-isomorphic.
Since H1 is absolutely simple, Rk1/Q(H1) is Q-simple and hence Rk2/Q(H2) is Q-simple. It follows
that H2 must be k2-simple, and by Proposition 3.1 (1), there exists a field extension k
′
1/k2 and
absolutely simple k′1-group H
′
1 such that Rk′1/k2(H
′
1) and H2 are k2-isomorphic. It follows that
Rk1/Q(H1) and Rk′1/k2(Rk2/Q(H
′
1))
∼= Rk′1/Q(H
′
1) are Q-isomorphic. By Proposition 3.1 (2), there
is a field isomorphism τ : k1 → k
′
1 and H1 ×κ spec k2 and H
′
1 are k
′
1-isomorphic.
(2) Our initial assumptions imply thatH2 isQ-isomorphic to degk2(k
′
1) copies ofH1. The restriction
on dimension implies that H2 has precisely one such simple factor. Hence k
′
1 = k2 and the result
follows. 
Proposition 6.3. LetH1 be an absolutely almost simple k1-group andG be absolutely almost simple
k2-group, both of which are isotropic at precisely one infinite place, such that dimG < 2 dimH1.
Suppose Rk1/Q(H1) is Q-isogenous to a Q-subgroup of Rk2/Q(G). Then k1 and k2 are isomorphic.
Proof. Replace H1 and G by their adjoint groups and let v1 (resp. v2) denote the unique infinite
place of k1 (resp. k2) where H1 (resp. G) is isotropic. Then there is an injective Q-rational map,
ϕ : Rk1/Q(H1)→ Rk2/Q(G),
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which induces an injective map of R-simple Lie groups
ϕ : H1(k1,v1)→ G(k2,v2).
Let H2 denote the Zariski-closure of ϕ(H1(k)) in G(k2,v2). Since ϕ(H1(k1)) ⊂ G(k2), H2 is defined
over k2. Observe that Rk1/Q(H1) is Q-isogenous to Rk2/Q(H2) and by our assumption on dimension,
dimH2 ≤ dimG < 2 dimH1. Therefore by Lemma 6.2 (2), the result follows. 
Observe that in the proof of Proposition 6.3, we use the fact that our groups are isotropic at
precisely one infinite place to ensure that H2 is defined over k2, instead of a proper subfield, and
that the dimension of H2 satisfies the bounds of Lemma 6.2 (2).
Proposition 6.4. Let M1 and M2 be arithmetic locally symmetric spaces coming from quadratic
forms q1 and q2 of dimension ≥ 4 over number fields k1 and k2 respectively. If QTG(M1) =
QTG(M2), then dim q1 = dim q2.
Proof. We shall prove the contrapositive. If dim q1 6= dim q2, then (potentially after relabeling),
dim q1 > dim q2. Let v0 ∈ Vk1 be a real place where q1⊗k1,v0 is isotropic. By deleting one entry in a
diagonal representation of q1 we have a (dim q1− 1)-dimensional form r that is isotropic at v0. Let
H := SO(r), H denote the noncompact factors of Rk1/Q(H), and G2 := SO(q2). Considering the
dimensions of the simple factors of H, it follows that H cannot be R-isogenous to a proper subgroup
of Rk2/Q(G2). Since dim r ≥ 3, r gives rise to a nonflat finite volume totally geodesic subspace N
of M1 that cannot be a proper totally geodesic subspace of M2. The result then follows. 
Proof of Theorem A. Let q1 and q2 be quadratic forms over k1 and k2, giving rise to M1 and M2,
respectively. Since QTG(M1) = QTG(M2), Proposition 6.4 implies dim q1 = dim q2 =: m. Let r
be an (m− 1)-dimensional quadratic k1-subform of q1 that is isotropic at the real place where q1 is
isotropic and let H1 := SO(r). By Proposition 3.4, Rk1/Q(H1) is Q-isogenous to a Q-subgroup of
Rk2/Q(SO(q2)). Observe that
dimSO(q2) =
m(m− 1)
2
=
(m− 1)(m− 2)
2
+m < 2
(
(m− 1)(m− 2)
2
)
= 2dimSO(r).
Since M1 and M2 are R-simple, we may apply Proposition 6.3 and the result follows. 
Remark 6.5. By examining the proof, for k(M1) and k(M2) to be isomorphic, it is sufficient that
M1 and M2 both contain, up to commensurability, the same totally geodesic subspace coming from
a codimension one quadratic form.
7. Technical Results: Construction of Subforms of Quadratic Forms
This section is dedicated to showing that over number fields, nonisogroupic forms cannot have the
same isogroupy classes of subforms. Toward these ends, we construct proper quadratic subforms
with very specific local properties that exploit the exceptional restrictions on the Hasse invariant in
dimensions 1 and 2. The results of this section heavily rely upon the following fundamental lemma.
Lemma 7.1 (Square Existence Lemma). Let
(i) k be a number field,
(ii) S be a finite set of places of k, and
(iii) for each v ∈ S, let αv be a square class in k
×
v .
Then there exists an s ∈ k× for which s ∈ αv for all v ∈ S.
Proof. Each nontrivial (resp. trivial) square class αv corresponds to a unique quadratic (resp.
trivial ) extension Lv/kv . By local class field theory, this corresponds to a character χv of k
×
v of
order 2 (resp. order 1). By the Grunwald–Wang Theorem [26, Chp VIII Thm 2.4], there exists
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a character χ of GL1(Ak)/GL1(k) whose restriction to k
×
v is χv, for all v ∈ S. Since n = 2 and
k[ζ2] = k is trivially cyclic, we may choose χ to have order 2. By global class field theory, this gives
a quadratic extension L/k where L = k(s). Then s ∈ αv for all v ∈ S. 
Constructing Nonrepresentable Subforms 1: Nonisogroupic at a real place. Let k be a
number field and let q be an m-dimension quadratic form over k. If v ∈ Vk is a real place, then we
shall say q is ordered at v if the signature (m
(v)
+ ,m
(v)
− ) of q ⊗ kv satisfies m ≥ m
(v)
+ ≥ m
(v)
− ≥ 0.
We call q ordered if it is ordered at all real places.
Lemma 7.2. Let k be a number field and q a quadratic form over k. Then there exists an a ∈ k×
so that aq is ordered.
Proof. Let S ⊂ Vk denote the set of all real places and let S0 ⊂ S denote the set of all real places
where q is not ordered. For each v ∈ S, let
αv =
{
−(k×v )
2 if v ∈ S0,
(k×v )
2 if v 6∈ S0.
By Lemma 7.1, there exists a ∈ k× such that a(k×v )
2 = αv for all v ∈ S and hence aq is ordered. 
Recall that two quadratic forms over R are R-isogroupic if and only if they are similar.
Lemma 7.3. Let q1 and q2 be nonisometric m-dimensional quadratic forms over R with signatures
(m1, n1) and (m2, n2) respectively such that m1 > m2 ≥ n2 > n1. Then for all j ∈ Z≥1 such that
n1 + n2 < j < m
there exists an isotropic j-dimensional form dividing q2 that is not similar to a form dividing q1.
Furthermore, this form can be realized by deleting m− j entries in a diagonal representation of q2.
Proof. The idea of the proof is that we pick a subform r of q2 such that neither r nor −r divides
q1. We may represent
q1 = 〈a1, . . . , am1︸ ︷︷ ︸
>0
, am1+1, . . . , am︸ ︷︷ ︸
<0
〉 and q2 = 〈b1, . . . , bm2︸ ︷︷ ︸
>0
, bm2+1, . . . , bm︸ ︷︷ ︸
<0
〉,
with ai, bj ∈ R. The desired subform may be obtained by deleting the first m − j entries of q2,
namely let
r := 〈bm−j+1, bm−j+2, . . . bm−1, bm〉.
By construction, r has signature (j − n2, n2) from which we can see that r is always isotropic and
both
• j − n2 > n1 + n2 − n2 = n1, and
• n2 > n1.
Hence neither r nor −r is a subform of q1. 
Remark 7.4. The more isotropic both forms are, the fewer subforms arise from this construction.
In particular, there are no subforms precisely when m is even and the two forms have signatures(m
2
− 1,
m
2
+ 1
)
and
(m
2
,
m
2
)
.
Lemma 7.5. Let q1 and q2 be nonisometric m-dimensional quadratic forms over R with signatures
(m1, n1) and (m2, n2) respectively such that m1 > m2 ≥ n2 > n1 > 0. Then for all j ∈ Z≥1 such
that
m1 < j < m
there exists an isotropic j-dimensional form dividing q1 that is not similar to a form dividing q2.
Furthermore, this form can be realized by deleting m− j entries in a diagonal representation of q1.
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Proof. Again we may represent
q1 = 〈a1, . . . , am1︸ ︷︷ ︸
>0
, am1+1, . . . , am︸ ︷︷ ︸
<0
〉 and q2 = 〈b1, . . . , bm2︸ ︷︷ ︸
>0
, bm2+1, . . . , bm︸ ︷︷ ︸
<0
〉,
with ai, bj ∈ R. This time the desired subform may be obtained by deleting the last m− j entries
of q1, namely let
r := 〈a1, a2, . . . , aj〉.
By construction, r has signature (m1, n1 −m+ j) from which we can see that r is always isotropic
and by our initial assumptions, both m1 > m2 and m1 > n2. Hence neither r nor −r is a subform
of q2. 
Remark 7.6. The more anisotropic q1 is, the fewer subforms arise from this construction. In
particular, there are no subforms arising from this construction precisely when m1 = m− 1.
Combining Lemma 7.3 and Lemma 7.5 we obtain the following corollary.
Corollary 7.7. Let q1 and q2 be nonisogroupic quadratic forms over R of dimension m ≥ 5. Then
there exists an isotropic (m− 1)-dimensional subform of one which is not similar to a subform of
the other. Furthermore, this form can be realized by deleting one entry in a diagonal representation
of either q1 or q2.
The bound m ≥ 5 is tight since neither Lemma 7.3 nor Lemma 7.5 may be applied to the noni-
sometric 4-dimensional real forms q1 and q2 with signatures (3, 1) and (2, 2) respectively. It is not
hard to see that every isotropic R-subform of one is isogroupic to an R-subform of the other.
Proposition 7.8. Let k be a totally real number field and let m ≥ 5. Suppose that q1 and q2 are
ordered m-dimensional quadratic forms over k that are isotropic at precisely one real place, v1 and
v2, respectively, and q1,v1 and q2,v2 are not R-isometric. Then, up to relabelling, there exists an
(m− 1)-dimensional quadratic k-subform r of q1 that is not isogroupic to a subform of any twist of
q2. Furthermore r can be chosen to be isotropic at the real places where q1 is isotropic.
Proof. We may replace q2 with a twist such that q1 and q2 are isotropic at the same real place. The
result then follows from Corollary 7.7. 
Constructing Nonrepresentable Subforms 2: Isogroupic at all real places. In this section,
we look at quadratic forms over k that are isogroupic at all infinite places but are not isogroupic
at a finite place.
Theorem 7.9. Let k be a number field and let m = 2n+ 1 for n ≥ 2. Suppose that q1 and q2 are
nonisometric m-dimensional quadratic forms over k such that
(i) at each infinite place v, q1,v and q2,v are ordered and isometric, and
(ii) there is a finite place v0 ∈ Vk where:
(a) detv0 q1 = 1 = detv0 q2,
(b) cv0(q1) 6= cv0(q2).
Then there exists an (m − 1)-dimensional quadratic subform r of q1 that is not isogroupic to a
subform of q2. Furthermore if q1 is isotropic at a real place, then r can be chosen to be isotropic at
that real place as well.
Proof. We construct r locally and then patch it together into a global form using the local-to-global
results of Section 4. Let S = {v0} ∪ {infinite real places of k} and for each v ∈ S, we pick square
classes αv ∈ k
×
v /(k
×
v )
2 as follows:
• For v0, let αv0 be such that αv0 = (−1)
n.
• For each infinite v ∈ S let αv = det q1(k
×
v )
2(= det q2(k
×
v )
2).
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By Lemma 7.1, we may choose an s ∈ k× such that s ∈ αv for all v ∈ S.
For each finite place v ∈ Vk, define tv and rv to be the quadratic kv-forms with invariants:
dim tv = 1 dim rv = m− 1
det tv =
det q1
s
det rv = s
cv(tv) = 1 cv(rv) = cv(q1)
(
s,
det q1
s
)
v
.
Such forms exist by Theorem 4.5 (3).
For each infinite place v ∈ Vk, define the form tv by:
tv =
〈
det q1
s
〉
.
At each complex place, tv divides q1 ⊗ kv. At each real place, q1 and q2 are ordered, and hence
tv = 〈1〉 is a subform of q1 ⊗ kv. Therefore at each infinite place it makes sense to take the
complement of tv in q1 ⊗ kv and we may define the form rv by
rv = t
⊥
v .
At each complex place v ∈ Vk, we trivially have cv(rv) = 1 = cv(q1). For each real v ∈ Vk, let
(m
(v)
+ ,m
(v)
− ) denote the signature of q1 ⊗ kv. Observe that rv has signature (m
(v)
+ − 1,m
(v)
− ), and
hence is isotropic whenever q1 ⊗ kv is isotropic. Also note that at an isotropic real place,
cv(rv) = (−1)
m
(v)
−
(
m
(v)
−
−1
)
2 = cv(q1).
We now show that for each place v ∈ Vk, tv ⊕ rv ∼= q1 ⊗ kv. This is true by construction at the
infinite places. When v is finite, we have
dim(tv ⊕ rv) = 1 + (n− 1) = n = dim(q1 ⊗ kv),
det(tv ⊕ rv) = (det q1/s)s = det(q1 ⊗ kv),
and by the product formula for the Hasse invariant
c(tv ⊕ rv) = c(tv)c(rv)
(
det q1
s
, s
)
= cv(q1)
(
det q1
s
, s
)2
= c(q1 ⊗ kv).
By Theorem 4.4 (3), they are isometric.
To build a global form, we must check that our forms satisfy the compatibility criteria of Theorem
4.7. Observe that cv(tv) = 1 for all v ∈ Vk and hence
∏
v∈Vk
cv(tv) = 1. By our choice of s,(
s, det q1s
)
v
= 1 at each infinite place, and hence
∏
v∈Vk
cv(rv) =
 ∏
v∈Vk finite
cv(rv)
×
 ∏
v∈Vk real
cv(rv)
×
 ∏
v∈Vk complex
cv(rv)

=
 ∏
v∈Vk finite
cv(q1)
(
s,
det q1
s
)
v
×
 ∏
v∈Vk real
cv(q1)
×
 ∏
v∈Vk complex
cv(q1)

=
∏
v∈Vk
cv(q1)×
∏
v∈Vk
(
s,
det q1
s
)
v
= 1.(7.1)
The final product is trivial because both the Hasse invariant and the Hilbert symbol of global
objects satisfy the product formula.
22 Jeffrey S. Meyer
By Theorem 4.7, there exist quadratic forms t and r over k such that for all v ∈ Vk, t⊗kv ∼= tv and
r ⊗ kv ∼= rv. Furthermore, for each v ∈ Vk, we have shown that tv ⊕ rv ∼= q1 ⊗ kv so by Theorem
4.6 we conclude t⊕ r ∼= q1, and hence r is a subform of q1.
Suppose that r′ is isogroupic to r. Since H := SO(r) is a group of type Dn over k, it determines
the following invariants of r′:
(i) dim(r′) = 2n = dim(r).
(ii) discv(r
′) = 1 at precisely the places v ∈ Vk where H⊗ kv is a group of inner type (i.e., the
∗-action is trivial). This means that discv(r
′) = 1 if and only if discv(r) = 1, or in other
words, at the places where discv(r) = 1, then det r
′ = det r.
(iii) cv(r
′) = cv(r) at each place v where discv(r) = 1 (see equation (5.2)).
We now show that no subform of q2 is isogroupic to r. Suppose that r
′ is isogroupic to r and there
exists some form t′ such that r′ ⊕ t′ ∼= q2. It immediately follows that dim t
′ = 1, det t′ = det q2det r′ ,
and, by the exceptional restriction, c(t′) = 1. Our choice of s implies:
disc rv0 = (−1)
n det rv0 = (−1)
2n = 1,
hence det rv0 = det r
′
v0 and c(rv0) = c(r
′
v0). Therefore:
c(q2,v0) = c(r
′
v0 ⊕ t
′
v0)
= c(r′v0)c(t
′
v0)
(
det r′v0 ,
det q2,v0
det r′v0
)
= c(rv0)
(
det r1,v0 ,
det q2,v0
det rv0
)
=
(
c(q1,v0)
(
det rv0 ,
det q1,v0
det rv0
))(
det rv0 ,
det q2,v0
det rv0
)
= c(q1,v0)
(
det r1,v0 ,
det q1,v0 det q2,v0
(det r1,v0)
2
)
= c(q1,v0) (det r1,v0 , 1)
= c(q1,v0).
This contradicts our initial assumption that c(q1,(j)) 6= c(q2,v0) and the result follows. 
Example 7.10. Consider the following 5-dimensional quadratic forms over Q:
q1 = 〈1, 1, 1, 1,−5〉 and q2 = 〈1, 1, 3, 3,−5〉.
Observe that det q1 = −5 = det q2, which in Q3 is a square. Furthermore, a quick computation
shows c3(q1) = 1 and c3(q2) = −1. By Theorem 7.9, there exists a 4-dimensional quadratic form
r ⊂ q1 so that H := SO(r) ⊂ SO(q1) but H is not Q-isomorphic to a subgroup of SO(q2). It is
not hard to check that r = 〈1, 1, 1,−5〉 is such a form.
Lemma 7.11. Let kv be a nonarchimedian local field, q be a 2n-dimensional quadratic form over
kv, and r be a codimension one subform of q.
(i) If SO(q) is of type 1D
(1)
n,n, then SO(r) is of type Bn−1,n−1.
(ii) If SO(q) is of type 1D
(1)
n,n−2, then SO(r) is of type Bn−1,n−2.
Proof. We show (i). Let s = det r. A direct computation yields
c(r) = c(q)
(
s,
det q
s
)
= (−1,−1)
n(n−1)
2 (s,− det q)
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= (−1,−1)
(n−4)(n−1)
2 (s,−(−1)n)
= (−1,−1)
(n−1)(n−4)
2 (−1, s)n−1.
The result follows from equation (5.1). By inserting negative signs, (ii) follows analogously. 
Theorem 7.12. Let k be a number field and let m = 2n ≥ 4. Suppose that q1 and q2 are noniso-
metric m-dimensional quadratic forms over k such that
(i) at each infinite place v, q1,v and q2,v are ordered and isometric, and
(ii) there is a finite place v0 ∈ Vk where
(a) discv0(q1) = 1 = discv0(q2), and
(b) cv0(q1) = (−1,−1)
n(n−1)
2
v0 6= −(−1,−1)
n(n−1)
2
v0 = cv0(q2).
Then there exists an (m − 1)-dimensional quadratic subform r of q1 that is not isogroupic to a
subform of q2. Furthermore if the q1 is isotropic at a real place, then r can be chosen to be isotropic
at that real place as well.
Proof. Again we are going to construct the desired forms locally and then use the existence,
uniqueness, and local-to-global results of Section 4 to create the desired global forms. Let S =
{v0} ∪ {infinite real places of k} and for each v ∈ S, let αv = det q1(k
×
v )
2. By Lemma 7.1, we
choose an s ∈ k× for which s ∈ αv for all v ∈ S.
For each finite place v ∈ Vk, define tv, rv to be the quadratic kv-forms with invariants given by:
dim tv = 1 dim rv = m− 1
det tv =
det q1
s
det rv = s
cv(tv) = 1 cv(rv) = cv(q1)
(
s,
det q1
s
)
v
.
Such forms exist by Theorem 4.5 (3). For each infinite place v ∈ Vk, define tv by:
tv =
〈
det q1
s
〉
.
At each complex place tv divides q1 ⊗ kv . By assumption, q1 is ordered at each real place v ∈ Vk,
and hence tv = 〈1〉 is a subform of q1 ⊗ kv . Therefore at each infinite place it makes sense to take
the complement of tv in q1 ⊗ kv and we may define forms rv by
rv = t
⊥
v .
At each complex place v ∈ Vk, we trivially have cv(rv) = 1 = cv(q1). For each real v ∈ Vk, let
(m
(v)
+ ,m
(v)
− ) denote the signature of q1 ⊗ kv. Observe that rv has signature (m
(v)
+ − 1,m
(v)
− ), and
hence is isotropic whenever q1 ⊗ kv is isotropic. At such an isotropic real place, cv(rv) = cv(q1).
Just as in the proof of Theorem 7.9, we have:
• The families {tv}v∈Vk and {rv}v∈Vk satisfy the global compatibility conditions (see 7.1),
and hence by Theorem 4.7, there exist quadratic forms t and r over k such that for all
v ∈ Vk, t⊗ kv ∼= tv and r ⊗ kv ∼= rv.
• By Theorem 4.4 (3), tv ⊕ rv and q1 ⊗ kv are isometric at each place v ∈ Vk.
• By Theorem 4.6 we conclude t⊕ r ∼= q1, and hence r is a subform of q1.
Our assumptions on the Hasse invariant at v0 and equation (5.2) imply that SO(q1,v0) is of type
1D
(1)
n,n while SO(q2,v0) is of type
1D
(1)
n,n−2. By Lemma 7.11(i), SO(r) is the split group Bn−1,n−1 at
v0, but by Lemma 7.11(ii), every codimension one subbform of q2 yields the nonsplit group of type
Bn−1,n−2. Hence no subform of q2 is isogroupic to r. 
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Example 7.13. Consider the following 4-dimensional quadratic forms over Q:
q1 = 〈1, 1, 5,−1〉 and q2 = 〈3, 3, 5,−1〉.
Observe that det q1 = −5 = det q2, which in Q3 is a square. Hence these have discriminant 1 in
Q3. Furthermore, a quick computation shows c3(q1) = 1 and c3(q2) = −1. By Theorem 7.12,
there exists a 3-dimensional quadratic form r ⊂ q1 so that H := SO(r) ⊂ SO(q1) but H is not
Q-isomorphic to a subgroup of SO(q2). It is not hard to check that r = 〈1, 1,−1〉 is such a form.
Theorem 7.14. Let k be a number field and let m = 2n ≥ 6. Suppose that q1 and q2 are noniso-
metric m-dimensional quadratic forms over k such that
(i) at each infinite place v, q1,v and q2,v are ordered and isometric, and
(ii) there is a finite place v0 ∈ Vk where:
(a) discv0q1 = 1,
(b) discv0q2 6= 1,
(c) cv0(q1) 6= cv0(q2)(−1,disc(q2))
m−2
2
v0
Then there exists an (m − 2)-dimensional quadratic subform r of q2 that is not isogroupic to a
subform of q1. Furthermore if q2 is isotropic at a real place, then r can be chosen to be isotropic at
that real place as well.
Proof. As we did in Theorems 7.9 and 7.12 we construct the desired forms locally and use the
results of Section 4 to create global forms. Let S = {v0} ∪ {infinite real places of k} and for each
v ∈ S, we pick square classes αv ∈ k
×
v /(k
×
v )
2 as follows:
• For v0, let αv0 be such that αv0 = (−1)
m−2
2 (k×v0)
2.
• For infinite v ∈ S let αv = det q2(k
×
v )
2.
By Lemma 7.1 we choose an s ∈ k× for which s ∈ αv for all v ∈ S.
For each finite place v ∈ Vk, define tv, rv to be the quadratic kv-forms with invariants given by:
dim tv = 2 dim rv = m− 2
det tv =
det q2
s
det rv = s
cv(tv) = 1 cv(rv) = cv(q2)
(
s,
det q2
s
)
v
.
We know such forms exist by Theorem 4.5 (3).
For each infinite place v ∈ Vk, define form tv by:
tv =
〈
1,
det q2
s
〉
.
At each complex place tv divides q2 ⊗ kv . By assumption, q2 is ordered at each real place v ∈ Vk,
and hence tv = 〈1, 1〉 is a subform of q2⊗ kv. Therefore at each infinite place it makes sense to take
the complement of tv in q2 ⊗ kv and we may define forms rv by
rv = t
⊥
v .
At each complex place v ∈ Vk, we trivially have cv(rv) = 1 = cv(q2). For each real v ∈ Vk, let
(m
(v)
+ ,m
(v)
− ) denote the signature of q2 ⊗ kv. Observe that rv has signature (m
(v)
+ − 2,m
(v)
− ), and
hence is isotropic whenever q2 ⊗ kv is isotropic. Note that cv(rv) = cv(q2).
We shall now show that for each place v ∈ Vk, tv ⊕ rv ∼= q2 ⊗ kv . This is true by construction at
the infinite places. Now suppose v is finite. Clearly
dim(tv ⊕ rv) = 1 + (n− 1) = n = dim(q2 ⊗ kv),
Totally Geodesic Spectra of Arithmetic Hyperbolic Spaces 25
det(tv ⊕ rv) = (det q2/s)s = det(q2 ⊗ kv),
and by the product formula for the Hasse invariant
c(tv ⊕ rv) = c(tv)c(rv)
(
det q2
s
, s
)
= cv(q2)
(
det q2
s
, s
)2
= c(q2 ⊗ kv),
and hence by Theorem 4.4 (3), they are isomorphic.
We now wish to build a global form, and hence must check that our forms satisfy the compatibility
criteria of Theorem 4.7. Observe that cv(tv) = 1 for all v ∈ Vk and hence
∏
v∈Vk
cv(tv) = 1. Next
observe that by our choice of s,
(
s, det q2s
)
v
= 1 at each infinite place, and hence
∏
v∈Vk
cv(rv) =
 ∏
v∈Vk finite
cv(rv)
×
 ∏
v∈Vk real
cv(rv)
×
 ∏
v∈Vk complex
cv(rv)

=
 ∏
v∈Vk finite
cv(q2)
(
s,
det q2
s
)
v
×
 ∏
v∈Vk real
cv(q2)
×
 ∏
v∈Vk complex
cv(q2)

=
∏
v∈Vk
cv(q2)×
∏
v∈Vk
(
s,
det q2
s
)
v
= 1.(7.2)
Again, the final product is trivial because both the Hasse invariant and the Hilbert symbol of global
objects satisfy product formulas.
By Theorem 4.7, there exist quadratic forms t and r over k such that for all v ∈ Vk, t⊗kv ∼= tv and
r ⊗ kv ∼= rv. Furthermore, for each v ∈ Vk, we have shown that tv ⊕ rv ∼= q2 ⊗ kv so by Theorem
4.6 we conclude t⊕ r ∼= q2, and hence r is a subform of q2.
Let H = SO(r). We will show that H 6⊂ G1 = SO(q1), and hence that there are no representatives
r′ of H such that r′ ⊂ q1. Again H is a group of type Dn over k. Let r
′ be any representative of
H. As in the proof of Theorem 7.9, the group H determines the following invariants of r′:
(i) dim(r′) = 2n− 2 = dim(r).
(ii) discv(r
′) = 1 at precisely the places v ∈ Vk where H⊗ kv is a group of inner type (i.e., the
∗-action is trivial). This means that discv(r
′) = 1 if and only if discv(r) = 1, or in other
words, at the places where discv(r) = 1, then det r
′ = det r.
(iii) cv(r
′) = cv(r) at each place v where discv(r) = 1 (see equation (5.2)).
Let r′ be any quadratic form satisfying these three properties. Suppose there exists some form t′
such that r′ ⊕ t′ ∼= q1. It follows that dim t
′ = 2, det t′ = det q1/det r
′.
Our choice of s implies that
discv(r) = (−1)
(n−1) det r = (−1)2n−2 = 1.
Hence at v0, we have det r = det r
′ and cv0(r) = cv0(r
′). Furthermore we have
detv0t
′ =
detv0 q1
detv0 r
′
=
(−1)
m
2 disc(q1)
(−1)
m−2
2 disc(r′)
=
(−1)
m
2
(−1)
m−2
2
= −1,
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and thus by the exceptional restriction, cv0(t
′) = 1. The product formula at v0 now yields the
following contradiction:
cv0(q1) = cv0(r
′ ⊕ t′)
= cv0(r
′)
(
det r′,
det q1
det r′
)
v0
= cv0(q2)
(
det r′,
det q2
det r′
)
v0
(
det r′,
det q1
det r′
)
v0
= cv0(q2)
(
(−1)
m−2
2 ,
det q1 det q2
(det r′)2
)
v0
= cv0(q2)
(
(−1)
m−2
2 , (−1)
m
2 det q2
)
v0
= cv0(q2) (−1,disc(q2))
m−2
2
v0 .
Hence r is not isogroupic to a subform of q1, concluding the proof. 
Example 7.15. Consider the following 6-dimensional quadratic forms over Q:
q1 = 〈1, 1, 1, 3, 3,−1〉 and q2 = 〈1, 1, 1, 1, 1,−5〉.
Observe that det q1 = −1 6= −5 = det q2. Furthermore, disc3(q1) = 1, but disc3(q2) = 5 which
is not a square in Q3. Furthermore, a quick computation shows c3(q1) = −1 and c3(q2) = 1. By
Theorem 7.14, there exists a 4-dimensional quadratic form r ⊂ q2 so that H := SO(r) ⊂ SO(q2)
but H is not Q-isomorphic to a subgroup of SO(q1). It is not hard to check that r = 〈1, 1, 1,−5〉
is such a form.
Constructing Subforms In Codimension > 2. We have shown that given certain nonisometric
forms, we may find codimension one or codimension two subforms of one that are not isogroupic
to a subform of the other. We now show that this is the best we can hope for.
Proposition 7.16. Let k be a number field and let q1 and q2 be m-dimensional quadratic forms
over k, m ≥ 4, which are isometric at each infinite place. If r is a j-dimensional subform of q1,
where 0 < j < m− 2, then r is also a subform of q2.
Proof. For each finite v ∈ Vk, let tv be the kv form uniquely determined by
• dim tv = n−m,
• det tv =
det q2
det r
, and
• cv(tv) = cv(q2) cv(r)
(
det(r),
det(q2)
det(r)
)
v
.
Such forms exist by Theorem 4.5 (3). Since q1⊗kv and q2⊗kv are isometric at each infinite v ∈ Vk,
r ⊗ kv is a subform of q2 ⊗ kv, and it makes sense to take its complement. We define
• tv := (r ⊗ kv)
⊥,
It follows that at each infinite place v,
cv(tv) = cv(q2)cv(r)
(
det(r),
det(q2)
det(r)
)
v
.
To build a global form, we must check that our forms satisfy the compatibility criteria of Theorem
4.7. This can be seen with the following computation:
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∏
v∈Vk
cv(tv) =
∏
v∈Vk
cv(q2)cv(r)
(
det(r),
det(q2)
det(r)
)
v

=
∏
v∈Vk
cv(q2)
×
∏
v∈Vk
cv(r)
×
∏
v∈Vk
(
det(r),
det(q2)
det(r)
)
v

= 1.
The final product is trivial because both the Hasse invariant and the Hilbert symbol of global
objects satisfy the product formula. By Theorem 4.7 there is a quadratic form t over k such that
for all v ∈ Vk, t⊗ kv ∼= tv. Furthermore, for each v ∈ Vk, tv ⊕ rv and q2 ⊗ kv have the same local
invariants so by Theorem 4.4 they are isometric, and by Theorem 4.6 we conclude t⊕ r ∼= q2, and
hence r is a subform of q2. 
8. Proofs of Theorems B and C
Proof of Theorem B. By Theorem A we may assume that k(M1) and k(M2) are isomorphic and let
k be a fixed representative of this isomorphism class. We now prove the contrapositive. Suppose
that M1 and M2 are not commensurable. If q1 and q2 are k-groups giving rise to the spaces M1
and M2, respectively, then q1 is not k-isometric to any twist of q2 By Lemma 7.2, we may assume
that q1 and q2 are ordered and furthermore, we may replace q2 with a twist so that q1 and q2 are
isotropic at the same infinite place. Since SO(q1) and SO(q2) are not k-isomorphic, the Hasse
principle for special orthogonal groups [29, pg. 348] implies that there exist finite places v0 where
SO(q1,v0) and SO(q2,v0) are not kv0 -isomorphic, and hence the forms q1 and q2 are not isometric
over kv0 .
First suppose m is odd. By Lemma 7.1, we may replace q1 and q2 with similar forms as necessary
to guarantee that det
v
(j)
0
q1 = detv0 q2 = 1 while not altering the signatures at the infinite places.
Hence cv0(q1) 6= cv0(q2), and by Theorem 7.9 the result follows.
Now suppose m = 2n is even. If det q1 = det q2 but discv0(qi) 6= 1, then by Lemma 4.3 and Lemma
7.1, we may replace q2 with a similar form while not altering the signatures at the infinite place and
for which cv0(q1) = cv0(q2). This would imply q1 and q2 are isomorphic over kv0 , contradicting our
choice of v0. Hence if det q1 = det q2, then after possibly relabeling, their invariants must satisfy
both of the following:
(i) discv0(q1) = 1 = discv0(q2), and
(ii) cv0(q1) = (−1,−1)
n(n−1)
2
v0 6= −(−1,−1)
n(n−1)
2
v0 = cv0(q2).
By Theorem 7.12 the result follows. Otherwise, if det q1 6= det q2, then, after possible relabeling,
we have discv0q1 = 1 and discv0q2 6= 1. Furthermore, if cv0(q1) = cv0(q2)(−1,disc(q2))
m−2
2
v0 , then we
will replace q2 with a similar form in the following way. Let S = {v0} ∪ {infinite real places of k}
and for each v ∈ S, we pick a square class αv ∈ k
×
v /(k
×
v )
2 as follows:
• at v0, (αv0 ,disc(q2))v0 = −1 (note that such a class exists by the the nondegeneracy of the
Hilbert symbol and the fact that disc(q2) 6= 1), and
• for all v ∈ S real, αv is trivial.
By Lemma 4.3, it follows that cv0(λq2) = −cv0(q2) and replacing q2 by λq2, it follows that cv0(q1) 6=
cv0(q2)(−1,disc(q2))
m−2
2
v0 . By Theorem 7.14 the result follows. 
Since commensurable spaces are length-commensurable, we have the following corollary.
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Corollary 8.1. Let M1 and M2 be R-simple arithmetic locally symmetric spaces coming from
quadratic forms of dimension ≥ 5. If QTG(M1) = QTG(M2), then QL(M1) = QL(M2).
Interestingly, Corollary 8.1 says that the set of totally geodesic subspaces determines the rational
multiples of the lengths of all closed geodesics, even though there can exist closed geodesics that
do not lie in any proper nonflat totally geodesic subspace. Upon specializing to R-rank one spaces,
Theorem C follows from Theorem B. Furthermore, unravelling the proof of Theorem B we see
that we can tell apart noncommensurable spaces of type Bn by solely looking at codimension one
subforms, yielding the following theorem.
Theorem 8.2. Let M1 and M2 be even dimensional arithmetic hyperbolic n-orbifolds, n ≥ 4.
Suppose every codimension one, totally geodesic subspace in M1 is commensurable to a codimension
one totally geodesic subspace in M2 and vice versa. Then M1 and M2 are commensurable.
9. Hyperbolic Subspace Dichotomy and Other Applications
In Construction 4.11 we showed that quadratic subforms give totally geodesic subspaces called
subform subspaces. We now show that in the case of standard arithmetic hyperbolic orbifolds,
these are the only finite volume totally geodesic subspaces.
Proposition 9.1. If M is a standard arithmetic hyperbolic n-orbifold, n ≥ 4, and N ∈ QTG(M)
then (i) k(N) = k(M) and (ii) N is a subform subspace.
Proof. By assumption, M =Mq where (V, q) is a quadratic m-space, m = n+1 ≥ 5, over a totally
real number field k with a unique real place v where q is isotropic. Let G = SO(V, q) and denote
kv by R. Let H ⊂ G := G(R) be the connected semisimple Lie subgroup giving rise to N . Since
Mq is hyperbolic, it follows that H = H(R)
◦ where H = SO(W ′, r′) for some R-subspace W ′ ⊂ VR
and r′ the restriction of qR to W
′. Let L ⊂ V be an Ok-lattice and let GL be its stabilizer in G.
Since Λ := GL ∩H is a lattice in H, it is Zariski-dense in H. It follows that the R-span of L ∩W
′
must be all of W ′. Let W denote the k-span of L∩W ′ and let r be the restriction of q to W . Then
N = Nr and the result follows. 
Proof of Theorem D. If M1 and M2 share a single finite volume totally geodesic subspace, Proposi-
tion 9.1 implies k(M1) and k(M2) are isomorphic. Let k be a fixed representative of the isomorphism
class of k(M1) and k(M2). We may now choose quadratic forms q1 and q2 over k that are isotropic
at the same real place and that give rise to M1 and M2, respectively. The result then follows by
Proposition 7.16. 
In particular, since all noncompact arithmetic hyperbolic n-orbifolds, n ≥ 4, come from k = Q, we
have the following corollary.
Corollary 9.2. Let M1 and M2 be n-dimensional (n ≥ 4) noncompact, standard arithmetic hyper-
bolic orbifolds. Then, up to commensurability, M1 and M2 have the exact same collection of finite
volume totally geodesic subspaces of noncompact type of codimension > 2.
Recent work by McReynolds [24] shows that certain noncommensurable arithmetic manifolds arising
from the semisimple Lie groups of the form (SLd(R))
r×(SLd(C))
s have the same commensurability
classes of totally geodesic surfaces coming from a fixed field. An immediate consequence of our
work above proves the following
Corollary 9.3. For each n ≥ 4, there exist noncommensurable, standard arithmetic, hyperbolic
n-orbifolds M1 and M2 that have the same commensurability classes of totally geodesic surfaces.
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We conclude this section by addressing the following question was posed to us by Jean-Franc¸ois La-
font: If M1 and M2 are good Riemannian orbifolds, when is it the case that QTG(M1) ⊂ QTG(M2)
implies M1 ⊂M2? We can answer this question for standard arithmetic hyperbolic orbifolds.
Proposition 9.4. Let M1 and M2 be standard arithmetic hyperbolic spaces.
(i) If 3 ≤ dimM1 ≤ dimM2 − 3 and QTG(M1) ⊂ QTG(M2), then, M1 is commensurable to
a totally geodesic subspace of M2.
(ii) If 3 ≤ dimM2 − 2 ≤ dimM1, there exist examples for which QTG(M1) ⊂ QTG(M2) but
M1 is not commensurable to a totally geodesic subspace of M2
Proof. We begin by showing part (i). By assumption, every totally geodesic surface ofM1 is totally
geodesic in M2. Proposition 9.1 implies that k(M1) = k(M2) =: k. Let qi be quadratic forms over
k which give rise to Mi that are isotropic at the same real place of k. Then by Proposition 7.16, it
follows that q1 is a subform of q2 and (i) follows. Part (ii) follows from Example 9.5 below. 
Example 9.5. Consider following quadratic forms over Q described in Example 7.15:
q1 = 〈1, 1, 1,−5〉 and q2 = 〈1, 1, 1, 3, 3,−1〉.
By Theorem 7.14 the 3-dimensional hyperbolic spaceMq1 is not commensurable to a totally geodesic
subspace of the 5-dimensional space Mq2 , yet by Proposition 7.16, they contain precisely the same
totally geodesic surfaces.
10. Nonstandard Arithmetic Hyperbolic Manifolds
and Proofs of Theorems E and F
The arithmetic lattices in groups of type Dn that arise from skew Hermitian forms over division
algebras over number fields we call nonstandard lattices. For the algebraic theory of skew
Hermitian forms, we refer the reader to [33]. In this section m = 2n ≥ 4 and H denotes Hamilton’s
quaternions over R.
Construction 10.1. Fix the following notation:
(i) k is a number field with infinite places V∞k ;
(ii) D is a quaternion division algebra with center k;
(iii) (V, h) is an n-dimensional skew Hermitian space over D, n ≥ 2;
(iv) G := SU(V, h) is the absolutely almost simple k-group defined by (V, h)
(v) For each v ∈ V∞k , Vkv := V ⊗kkv, qv := q⊗kv, andGv is the algebraic kv-group SU(Vkv , qv)
• If v is real, and D ramifies over kv , then Gv(kv) ∼= SOn(H).
• If v is real, and D splits over kv, then Gv(kv) ∼= SO(m
(v)
+ ,m
(v)
− ).
• If v is complex, then Gv(kv) ∼= SO2n(C).
• q is the number of real places where D ramifies,
• r is the number of real places where D splits and h is isotropic,
• s is the number of complex places, and
• pi = m
(vi)
+ where {v1, . . . , vr} is the set of real places where D splits and h is isotropic;
(vi) G′ := (Rk/QG)(R), G is the projection of G
′ and onto its noncompact factors, and π :
G′ → G is the projection map. Observe that G is a semisimple Lie group with no compact
factors and is R-simple when q + r + s = 1.
(vii) OD is an order in D, L ⊂ V is an OD-lattice, and GL := {T ∈ G(k) | T (L) ⊂ L}, which
is a discrete subgroup of G′
(viii) Γ ⊂ G is commensurable up to G-automorphism with π(GL). Then Γ is said to be a
nonstandard arithmetic lattice of G. Figure 10.1 summarizes this construction.
(ix) K ⊂ G is a maximal compact subgroup and MΓ := Γ\G/K. Then
(a) MΓ is a nonstandard arithmetic locally symmetric space of Dn,
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G′ :=
 ∏
v real
D ramifies
SOn(H) ×
∏
v real
D splits
SO(m
(v)
+ ,m
(v)
− ) ×
∏
v complex
SO2n(C)
GL
G := (SOn(H))
q ×
r∏
i=1
SO(pi, 2n − pi)× (SO2n(C))
s
Γ
diagonal
Commensurable (up to G-automorphism)
with π(GL)
lattice
π
Figure 10.1. Construction of Nonstandard arithmetic lattices in G.
(b) k(MΓ) := k is the field of definition of MΓ, and
(c) D(MΓ) := D is the algebra of definition of MΓ.
A choice of another order in D and another lattice in V will produce a space commensurable
with ML. Hence choosing h determines a commensurability class that we denote by Mh. More
on this construction can be found in [18, §2]. Just as for quadratic forms (Construction 4.11),
skew Hermitian subforms h′ ⊂ h give rise to commensurability classes totally geodesic subspaces
Nh′ ⊂Mh, which we also call subform subspaces.
Definition 10.2. We call (k,D, h) an admissible hyperbolic triple ifMh is a commensurability
class of hyperbolic orbifolds, that is to say,
(i) k is totally real (i.e., no SO2n(C) terms),
(ii) D splits at all real places (i.e., no SOm(H) terms),
(iii) h is anisotropic at all but one real place, v0 (i.e., only one SO(pi, 2n − pi) term),
(iv) q ⊗ kv0 has signature (2n − 1, 1) or (1, 2n − 1). (i.e., G
∼= SO(2n − 1, 1)).
Proof of Theorem E. If dimM1 6= dimM2, it is not hard to find a subform subspace of one that is
not commensurable to a proper totally geodesic subspace of the other, so suppose dimM1 = dimM2.
Then there exists a 2n-dimensional quadratic form over a number field k1 and an n-dimensional
skew Hermitian form over a number field k2 giving rise toM1 andM2 respectively. Furthermore, as
we have already seen, we may choose a codimension one subform r ⊂ q that is isotropic at the same
real places as q. Suppose that Nr ∈ QTG(M2). By Proposition 3.4, Rk1/QSO(r) is Q-isogenous to
a Q-subgroup of Rk2/QSU(h). Observe that, when n ≥ 4,
dimSU(h) = n(2n− 1) < (2n− 1)(2n − 2) = 2
(
(2n− 1)(2n − 2)
2
)
= 2dimSO(r),
hence by Proposition 6.3, k1 and k2 are isomorphic. Let k be a fixed representative of this isomor-
phism class and replace h with a twist so that q and h are forms over k that are isotropic at the
same infinite place. If v ∈ Vk is a finite place where D ramifies, then
rankkv(SU(h)) ≤
n
2
≤ n− 2 ≤ rankkv(SO(r)).
By local rank considerations SO(r) cannot be a subgroup of SU(h). 
Proof of Theorem F. Let Gi = SU(hi), i = 1, 2, be groups giving rise to Mi, where hi is an n-
dimensional skew Hermitian form over Di . Let r be an (n − 1)-dimensional Hermitian subform
of h1 which is isotropic at the real place h1 is isotropic. Let H1 := SU(r). By assumption, the
subform subspace Nr ∈ QTG(M2). By Proposition 3.4, Rk1/QH1 is Q-isogenous to a Q-subgroup
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of Rk2/QG2. When n ≥ 4,
dimSU(h2) = n(2n − 1) < 2(n − 1)(2n − 3) = 2dimSU(r),
and hence by Proposition 6.3, k1 and k2 are isomorphic. Let k be a fixed representative of this
isomorphism class and replace h2 with a twist so that h1 and h2 are forms over k that are isotropic
at the same infinite place and D1 and D2 are quaternion algebras over k. Suppose that D1 and
D2 are not isomorphic. Then there is a finite place v ∈ Vk where one splits and the other ramifies.
After relabeling if necessary, we may assume D1 splits and D2 ramifies. When n ≥ 4,
rankkv(G2) ≤
n
2
≤ n− 2 ≤ rankkv(H).
Hence again by local rank considerations H cannot be a subgroup of G2 and the result follows. 
Question 4. Let M1 and M2 be R-simple, nonstandard arithmetic, locally symmetric spaces. Does
QTG(M1) = QTG(M2) imply M1 and M2 are commensurable?
Question 4 remains open. The primary obstacle to answering this question is the lack of local and
global existence theorems for skew Hermitian forms over division algebras. Answering this would
complete the analysis of the rational totally geodesic spectrum for R-simple arithmetic spaces of
type Dn for all n ≥ 2 not arising from triality in D4.
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Appendix A. Machlachlan’s Theorem: Parametrizing Commensurability Classes
In this section, we show how the techniques of Section 5 may be used to parametrize commen-
surability classes of even dimensional arithmetic hyperbolic orbifolds. In so doing, we provide an
alternate proof of the results of Maclachlan [21], whose proof uses techniques from the theory of
quaternion algebras and Clifford algebras.
Theorem A.1 (Maclachlan [21] Theorem 1.1). The commensurability classes of arithmetic sub-
groups of Isom(H2n), n ≥ 1, are parametrized for each totally real number field k ⊂ R by sets
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{p1, p2, . . . , pr} of prime ideals in the ring of integers Ok where
r ≡

0 (mod 2) if n ≡ 0 (mod 4),
[k : Q]− 1 (mod 2) if n ≡ 1 (mod 4),
[k : Q] (mod 2) if n ≡ 2 (mod 4),
1 (mod 2) if n ≡ 3 (mod 4).
(A.1)
A place v ∈ Vk is called dyadic if kv is nonarchimedean with residue field of characteristic 2.
Lemma A.2. Let k be a totally real number field and define
δ(k) :=
{
number of dyadic places where
(
−1,−1
Q
)
ramifies
}
.
Then δ(k) ≡ [k : Q] (mod 2).
Proof. Over Q, Hamilton’s quaternions ramify at precisely 2 and ∞. Hence over k, Hamilton’s
quaternions ramify at precisely δ(k) places over 2, [k : Q] places over ∞, and nowhere else. Since
a quaternion algebra ramifies at an even number of places, the result follows. 
Proof of Theorem A.1. We shall show that k-isomorphism classes of groups giving rise to standard
arithmetic hyperbolic manifolds are parametrized by sets of the form (v, {p1, p2, . . . , pr}) where
v ∈ Vk is a real place and {p1, p2, . . . , pr} is a set of prime ideals satisfying (A.1). The theorem then
follows from [30, Prop 2.5] and our remarks after Construction 4.8 regarding twists of quadratic
forms.
By Proposition 5.4, similarity classes of (2n + 1)-dimensional quadratic forms over k parametrize
groups of type Bn over k. Picking the determinant 1 representative of each similarity class, the set
F := {q | dim q = 2n+ 1,det q = 1, and (k, q) is an admissible hyperbolic pair}
parametrizes k-isomorphism classes of groups giving rise to arithmetic hyperbolic 2n-orbifolds. Let
v1, . . . vℓ denote the real embeddings of k. For a fixed vi, for 1 ≤ i ≤ ℓ, let
Fi := {q ∈ F | q is isotropic at vi}.
For q ∈ Fi, the fact that det q = 1 now implies that q has signature (1, 2n) at vi and signature
(2n+1, 0) at all other real places. A basic computation shows that the Hasse invariants at the real
places are
cvj (q) =
{
(−1)n i = j
1 i 6= j.
Let V sk = {v ∈ Vk | (−1,−1)v = +1} and V
r
k = {v ∈ Vk | (−1,−1)v = −1}. These sets correspond
to the finite places where Hamilton’s quaternions split and ramify, respectively. For q ∈ Fi, let
es(q) (resp. er(q)) denote the number of finite places in V
s
k (resp. V
r
k ) where SO(q) is not split.
Clearly r(q) := es(q)+er(q) is the total number of finite places where SO(q) is not split. (Note that
this is always finite because any k-group is quasi-split at all but finitely many places and quasi-split
groups of type Bn are split.)
Since q has determinant 1, (5.1) may be simplified to state that SO(q) splits over v if and only if
cv(q) = (−1,−1)
n(n−3)
2
v . Let fs(q) (resp. fr(q)) denote the number of finite places v in V
s
k (resp.
V rk ) where cv(q) = −1. If as in Lemma A.2, δ(k) is the number of dyadic places where
(
−1,−1
Q
)
ramifies, then it follows that:
• fs(q) = es(q), and
• fr(q) =
{
er(q) if n ≡ 0, 3 (mod 4),
δ(k) − er(q) if n ≡ 1, 2 (mod 4).
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By Theorem 4.7, the local Hasse invariants of q must satisfy the compatibility condition
∏
v∈Vk
cv(q) =
1. It follows that
(−1)n(−1)fs(q)(−1)fr(q) = 1
and hence
n+ fs(q) + fr(q) ≡ 0 (mod 2).(A.2)
We now have the following four cases:
• Case 1: n ≡ 0 (mod 4)
Equation (A.2) immediately gives r(q) ≡ 0 (mod 2).
• Case 2: n ≡ 1 (mod 4)
Equation (A.2) gives
n+ es(q) + δ(k) − er(q) ≡ 0 (mod 2).
By Lemma A.2 and simplifying,
1 + es(q) + [k : Q]− er(q) ≡ 0 (mod 2),
and hence
r(q) ≡ [k : Q]− 1 (mod 2).
• Case 3: n ≡ 2 (mod 4)
Again using Lemma A.2, equation (A.2) gives
0 + es(q) + [k : Q]− er(q) ≡ 0 (mod 2),
and hence
r(q) ≡ [k : Q] (mod 2).
• Case 4: n ≡ 3 (mod 4)
Equation (A.2) immediately gives r(q) ≡ 1 (mod 2).
We conclude that every form q ∈ F determines a set (vq, {v1, v2, . . . , vr(q)}) where vq is the unique
real place where q is isotropic, {v1, v2, . . . , vr(q)} is the set of finite places where SO(q) is not
split over kv, and r(q) satisfies equation (A.1). Furthermore, by the local-to-global uniqueness of
Theorem 4.4, no two forms q, q′ ∈ F determine the same set of places.
Lastly we show that any collection (v0, {v1, v2, . . . , vr}) where v0 ∈ Vk is a real place, {v1, v2, . . . , vr}
is a set of finite places, and r satisfies equation (A.1), determines a form in F . Let {qv}v∈Vk be a
family of (2n + 1)-dimensional forms of determinant 1 satisfying the following:
• qv0 has signature (1, 2n),
• qv has signature (2n + 1, 0) at all other real places,
• for v ∈ Vk finite, SO(qv) is not split if and only if v ∈ {v1, v2, . . . , vr}, and hence cv(qv) is
determined by equation (5.1).
The above computations show that this family satisfies the compatibility condition of Theorem 4.7,
and hence there exists a global form q ∈ F with localizations qv. By Construction 4.8, we obtain a
commensurability class and the result follows. 
With proper modification, these techniques may be used to rederive Maclachlan’s parametrization
of commensurability classes of odd dimensional standard arithmetic hyperbolic orbifolds [21, Cor.
7.5]. Furthermore, with additional modifications, these techniques are generalizable to give param-
eterizations of commensurability classes of standard arithmetic lattices in groups of type Bn and
Dn.
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