INTRODUCTION
Longitudinal data can be examined from two distinct perspectives: the structure and stability of individual differences and the form and continuity of the average growth curve (Wohlwill, 1977) . McCall (1981) has stressed the importance of considering both the causes of individual differences and the trend in the species-specific developmental function in studying development. Moreover, McCall points out that the trend in the mean and the individual differences may well be related (see also Thomas, 1980) . In behavior genetics, human development is viewed from the perspective of individual differences (Plomin, 1986) . This perspective, with its emphasis on the association between, on the one hand, phenotypic differences and, on the other, genetic and environmental differences, does not address the species-specific developmental function. The emphasis on second-order moments in human behavior genetics springs from the limitations inherent in studying behavior in a genetically heterogeneous population where no differential predictions can be made regarding first-degree moments of phenotypes measured within current, or between successive, generations (Mather and Jinks, 1977) . Specifically, without the availability of true-breeding lines and the descendants of crosses made between them, it is impossible to estimate genetic and environmental influences on the basis of first-order phenotypic moments.
The situation in human behavior genetics changes, however, if one considers genetic and environmental influences underlying individual differences in multivariate phenotypic measurements. After having determined these genetic and environmental influences by means of a standard genetic analysis of covariance structure (e.g., Martin and Eaves, 1977) , it is possible to test the hypothesis that the same influences can also account for the multivariate mean profile, i.e., the differences in univariate phenotypic means making up the multivariate mean vector. In a previous paper, this hypothesis was examined in the context of the static common factor model using twin data (Dolan et al., 1989) . In comparison with the approach set out in that paper, however, a genetic analysis of longitudinal means and covariance structure is attended by special difficulties. The issues at stake are discussed in the next sections, followed by illustrative applications to simulated and real data.
The approach to the simultaneous analysis of means and covariance structure used in this paper is based on the work of S6rbom. S6rbom has shown how the difference in observed means between groups may be decomposed into differences in latent variable means in the static factor model (S6rbom, 1974) and in a longitudinal model (S6rbom, 1976 ; see also Hanna and Lei, 1985 ). S6rbom's approach can be applied to data obtained from relatives to test the role of biometric latent variable in a difference in means between male and female twins or parents and offspring (Dolan et al., 1990) . In the present paper, however, we apply S6rbom's approach to means observed in a single group where the issue is not the decomposition of the difference in means between groups, but the decomposition of the changes in mean trend in a single group of twins.
THE GENETIC SIMPLEX
Consider a longitudinal design involving T consecutive measurement occasions, where a univariate phenotype is repeatedly measured at each occasion t=l .... 7". We restrict attention to univariate phenotypic time series P(t), because these present the most intricate difficulties in a simultaneous genetic analysis of longitudinal means and covariance structure. The first step in such an analysis, then, consists of the determination of the genetic and environmental influences by a standard analysis of covariance structure. Given that the phenotypic series constitute realisations of the same developmental process (i.e., constitute an ensemble of time series), the same holds for the underlying genetic and environmental structure. Accordingly, our analysis of covariance structure is based on the genetic (Markovian) simplex model involving nonstationary first-order autoregressive time-series models of these latent influences (Eaves et al., 1986; Boomsma and Molenaar, 1987) .
where G(t) and E(t) denote genetic and within-families environmental series, respectively, e(t) represents occasion-specific influences including measurement error, and E[P(t) ] = E[e(t) ] = O.
where fJ(g)t and fJ(e)t are autoregressive (transmission) coefficients, while ~g(t) and ~e(t) denote random zero-mean innovations which are uncorrelated with G(t-1) and E(t--1).
Details concerning the analysis of covariance structure by means of the genetic (Markovian) simplex model are given by Boomsma and Molenaar (1987) . Notice that this model can include other, e.g., betweenfamilies environmental influences. Also, Eqs. (2) can be placed by other higher-order autoregressive-moving averages (Box and Jenkins, 1970) . One thus arrives at a large class of genetic time-series models in which model selection for a given set of empirical covariance matrices proceeds according to the usual criteria such as the likelihood-ratio test and Akaike's (1987) information criterion. For our present purpose, however, it suffices to restrict attention to the simplest model in this class as defined by Eqs. (1) and (2).
THE GENETIC SIMPLEX WITH STRUCTURED MEANS
The present attempt to arrive at a decomposition of the longitudinal mean and covariance structure into genetic and environmental compo-nents has to be distinguished from standard biometrical analyses of firstorder phenotypic moments. In the latter analyses a genetic model is determined from the mean deviation of the true-breeding lines with respect to an origin reflecting the general genetic and environmental circumstances of the observation (cf. Mather and Jinks, 1977, p. 32) . Accordingly, this origin plays only a subsidiary role in the analyses concerned, while the identification of genetic and environmental components of the group deviations from this origin is based on knowledge of the genetic constitution of the subjects.
In contrast, the identification of genetic and environmental components of repeatedly observed phenotypic means in a human sample cannot be established in this manner. A decomposition of the phenotypic mean trend can, however, be accomplished when the same genetic and environmental influences are hypothesized to underlie both the phenotypic individual differences as well as the developmental mean curve. More specifically, it is hypothesized that the nonstationary first-order autoregressive models given by Eqs. (2a) and (2b) can account for timedependent changes in both the longitudinal mean and the covariance structure.
The first step in making this hypothesis testable is to extend Eqs. (2a) and (2b) in such a way that they can accommodate genetic and environmental mean trends. A general way to accomplish this is by letting the means of genetic and environmental innovations become timevarying: ~g(t) ~ N{E [~g(t) ], ~2g(t)}, and ~e(t) ~ N{E [~e(t) ] , xl2'2e(t)}, where N{~x, 0 -2} denotes the normal distribution with mean Ix and variance 0 -2. Consequently,
E[G(0] = 13(g), E[G(t-1)] + E[@t], E{E(t)] = 6(e),E[E(t-
In Eqs. (2a) and (2c), both the mean and the individual random realizations of the genetic innovation process at time point t are transmitted to the next time point, t+ 1, according to the same autoregressive model (similar remarks apply to the environmental innovations).
It turns out, however, that Eqs. (2c) and (2d) constitute underidentiffed models of the genetic and environmental mean trends, which will therefore always fit the data. In order to obtain genuinely testable models, one has to narrow down the original hypothesis by imposing further constraints on the time variation of genetic and environmental means innovations. One way in which this can be accomplished is by positing a linear relationship between the mean and the standard deviation of the innovations at each time t: ~g(t) -N{g.Zg(t)A~), atr2g(t)}, and ~(t) N N{~tre(t)A(e), ~2e(t)},where the terms A(g) and A(e) represent timeinvariant coefficients of proportionality. Accordingly, Eqs. (2c) and (2d) are replaced by
The restricted model given by Eqs. (2e) and (2f) accounts for timedependent changes of the latent genetic and environmental developmental curves. The phenotypic mean trend consists of a linear combination of these curves superimposed on a constant level v:
The decomposition of the phenotypic means presented can thus be viewed as a decomposition of the variation of the means about the overall level v. The parameter v expresses the time-invariant mean effect of the genetic and environmental influences which do not give rise to timedependent mean differences in P(t). Also, the parameter v allows P(t) to be measured on an interval scale where the origin of measurement may be changed arbitrarily. Any such change in the origin of the measurements will be absorbed by this parameter without altering the contribution of E(t) and G(t) to the mean trend. So the parameter v consists of two indistinguishable components: (a) the constant effects of genetic and environmental influences which do not contribute to the individual differences and which combine in an unspecified manner and (b) the contribution of an arbitrary measurement origin.
In an nutshell, the genetic simplex model with structured means defined by Eqs. (1), (2a), (2b), (2e), (2f), and (3) is based on the composite hypothesis that (a) the same genetic and environmental processes underlying the longitudinal covariance structure of the phenotypic individual differences also account for the time-dependent changes in the longitudinal mean curve, where (b) the means and variances of these underlying processes are linearly related (cf. McCall, 1981; Thomas, 1980) , while (c) genetic and environmental influences specific to the longitudinal mean have a time-invariant effect. Notice that part b of the composite hypothesis can be replaced by a suitable alternative and becomes superfluous in the case of multivariate phenotypic time-series data are available (cf. Dolan et al., 1989) .
Furthermore, the requirement of a time-invariant overall level (part a) can be relaxed as the length of the observed time series increases. For instance, given the latent time series presented above and given T=6 measurement occasions, the overall level itself can become time varying.
It would be possible to introduce one level at occasions 1 to 3 and another at occasions 4 to 6 (see below). Knowledge concerning the variable observed or concerning the lengths of the interoccasion intervals may be helpful in the choice of the number and the location (in the series) of the overall level parameters.
APPLICATION TO SIMULATED AND REAL TWIN DATA
The model discussed above can be formulated as a LISREL model (J6reskog, 1977) for the analysis and monozygotic (MZ) and dizygotic (DZ) between and within mean squares and cross-product (MSCP) matrices. When the mean vector is unconstrained, i.e., in the standard analysis of MSCP structure, we follow the approach given by Boomsma and Molenaar (1987) to the formulation of the genetic simplex model as a LISREL model. The introduction of the mean structure requires the calculation of so-called augmented moment matrices. The definition of augmented MSCP matrices and a detailed specification of the genetic simplex with and without structured means as LISREL models are given in the Appendix. First, the model was explored using simulated data. To this end 100 MZ and 100 DZ twin pairs were generated for T= 6 occasions using the IMSL routine FTGEN (IMSL, 1979) . The phenotypic series consisted of an additive genetic series and a specific (unshared) environmental series which were uncorrelated. Both series contributed equally to the phenotypic variance, which was chosen to equal 200 at each occasion (heritability was therefore constant through out the series at .5). The data were analyzed in LISREL VI (J/Sreskog and S6bom, 1984) using maximum-likelihood (ML) estimation (this method of estimation was used throughout). The true and recovered parameter estimates are given in Table I . It can be seen that the estimates are close to the true values and that the overall X 2 is good [X2(62) = 61.9, p. = 0.52]. The parameter estimates were all significant judging by their standard errors.
Subsequently the phenotypic means were introduced by augmenting the MSCP between-twin pair matrices in the manner explained in the Appendix. In the analysis the parameters A(e) and A(,g) were estimated along with the autoregressive coefficients [3(e), and [3(e),. The other parameters, i.e., the innovation variances and their standard deviations, were taken from the previous analysis and introduced as fixed parameters. We do, however, subtract 12 degrees of freedom for these fixed parameters, as they are fixed at estimated values taken from the previous analysis. The parameters ~e(t) and xIrg(t), the standard deviations of the The results of the analyses are shown in Table I . It can be seen that the overall goodness of fit is acceptable, with • of 62.9 (see the Appendix for the calculation of the degrees of freedom in this and subsequent analyses of augmented MSCP matrices). The autoregressive coefficients are similar to those obtained in the analysis with unconstrained means. The parameters A(g) and ~(e) are estimated as 4.38(SE = 2.12) and -3.24(SE = 1.87). The overall level was estimated as 90.92(SE = 7.39), which is close to the true value of 100.
Repeating the analysis with the parameter A(e)fixed at zero yielded a X 2 of 104.23 on 72 df. The difference between the goodness of fit with and without the parameter A(e) equals X 2 = 41.3 on one degree of freedom (p < 0.01). When A(,g) was fixed at zero, we obtained a X 2 of 296.1 on 72 dr. Clearly the model correctly detects both the genetic and the environmental contributions to the mean trend.
Finally, the genetic simplex model with structured means is applied to data consisting of repeatedly measured weight. The measures are taken from a larger data set obtained by Dr. S. Fischbein (see Fischbein, 1977) . The data used here comprise weight obtained on six equidistant occasions in a sample of 51 DZ and 32 MZ female twins. On the first occasion the average age was 11.5 years (SD = .39) and the interoccasion interval equaled 6 months. The marginal distributions of the data did not show any departures from normality. The MSCP matrices are shown in Table  II along with the mean trend.
First, the covariance structure was anlayzed. The genetic simplex model with an additive genetic and an unshared environmental series was found to fit reasonably well, X2(62) = 74.87 (p = .13). Table III contains the estimated parameters with their associated standard errors. These results show that the variance is due mainly to the additive genetic series but that the unshared environmental series makes a significant, but small contribution. The heritabilities defined as the ratio of the genetic variance to the total variance at the successive occasions are fairly stable: .87, .89, .87, .89, .91, and .89. The innovation variances of both latent series are small, implying a large degree of stability of interindividual differences. The genetic correlations between the successive occasion equal about .97, .96, .97, .97, and .97. The environmental correlations are a little lower but still considerable: .94, .88, .87, .89, and .88.
Having established the genetic simplex as an adequate description of the covariance structure, the structured means were introduced. The parameters relating to the latent variances were fixed at the values obtained from the analysis of covariance structure. So, as in the simulation above, the estimated parameters were the autoregressive coefficients, [3(e)t and 13(e), and the parameters, A(g) and A(e). The parameter estimates are shown in Table III . The goodness of fit was acceptable, X2(71) = 76.47 (p --.31). The overall level v equals 28.69(SE = .862) and the parameters A(,g) and A(e) are estimated as 1.611(SE = .25) and .023(SE = .59), respectively.
As such this analysis suggests that the mean trend of average weight above the overall level of 28.69 is entirely due to the same additive genetic influences which underlie the individual differences in weight. The decomposition of the mean trend as obtained from this analysis is As an aside, the ability of the model to accommodate arbitrary changes of measurement origin was tested by adding 100 to the phenotypic means. The result was simply that the overall level v was estimated as 128.69 (SE=.870), while all other parameter estimates and the X2 goodness of fit remained the same.
A more advanced method of analyzing this data set with structured means is by estimating all parameters simultaneously instead of using to carry out the analysis under the constraints mentioned (again using maximum-likelihood estimation). As can be seen the results (Table III) are almost identical to those obtained from the program LISREL. So although using LISREL is perhaps less elegant from a statistical modeling point of view, it is convenient and yields the same results as obtained from NONLIS.
In the analyses of the weight data carried out so far we have imposed a constant level, v, throughout the time series. To test the tenability of this aspect we introduced one constant-level parameter (vl) or occasions 1 to 3 and a second-level parameter (v2) for occasions 4 to 6. The estimates (obtained from NONLIS) equaled vl = 28.72(SE = 1.07) and v2 = 28.78(SE = 1.30), while the overall goodness of fit was X2(70) = 75.59 (/7 --.30). The goodness of fit for the NONLIS analysis with a single constant level equaled X2(71) = 75.60, so we have no reason to reject the hypothesis of a single constant level throughout the time series.
DISCUSSION
A model related to the one presented here is given by McArdle (1986). McArdle's approach differs from the one presented here in a number of important respects. We have based our approach on the (quasi-) Markov simplex model (J6reskog, 1970; Boomsma and Molenaar, 1987 ), whereas McArdle employs a level and shape model with second-order biometrical factors. More importantly, our objective is the biometric decomposition of the mean trend. That is, we want to estimate the contribution of genetic and environmental factors to the time-dependent changes in the phenotypic means. McArdle estimates the contribution of the first-order level and shape factors to the phenotypic means (in what seems to be a saturated model in the sense that four parameters are estimated to model four means). However, the biometric factor contributes only to the variance of the level and shape factors, not to their means, so that there is no biometric decompostion of the phenotypic mean trend.
The present approach to the simultaneous biometric analysis of covariance and mean structure is based on the testable assumption that the mean trend can be decomposed into a part that is ascribable to those genetic and environmental factors that contribute to the individual differences and a part that is not. The latter part, which we have referred to above as the constant level, is of an unknown constitution and may include genetic and environmental contributions combining in an unspecified manner. Also, an arbitrary, and therefore meaningless, origin of measurement (allowing measurements to be made on an interval level) is contained in the constant level.
The main problem in the biometric decomposition of the mean trend given herein is the underidentification of the parameters in the autoregressive models for the latent mean trends [see Eqs. (2c) and (2d)]. One is forced, in order to arrive at a testable model, to introduce theoretically motivated constraints. We have chosen to constrain the model by coupling the standard deviations of the innovation variances with the two independent (in the sense that they do not make any contribution to the covariance structure) parameters A(g) and A(e) [see Eqs. (2e) and (2f)]. This approach is based on the assumption that the coupling between means and standard deviations of innovations holds from conception onward. Although there is nothing sacred about this approach, it is simple and intuitively plausible. Also, it has proven to give a good fit to the weight data.
Regarding the results of the analysis of the weight data, these are presented mainly are an illustration of the model. We hope to report a more elaborate analyses of the Fischbein data both with and without structured mean at a latter date. It is, however, interesting to note the environmental time series as found in the analysis of weight data is consistent with a zero-mean process. This finding is in agreement with the (seemingly arbitrary) assumption given by Falconer (1960) that the contributions of environmental deviations to phenotypes are realizations of a zero-mean Gaussian random variable.
APPENDIX: SPECIFICATION AS LISREL MODELS
The Genetic Simplex Model with Unconstrained Means Boomsma and Molenaar (1987) use the following submodel in the analysis of MZ and DZ within and between MSCP matrices using LISREL:
where Eros represents a MSCP matrix. In LISREL four such matrices are specified which differ only in the elements in the matrix A. We partition the matrices as follows:
The matrix Eros can then be shown to the sum of the latent genetic and environmental MSCP matrices:
Now, given T occasions, Ag(T • 7") is a diagonal matrix equaling ",v/W Ix. The scalar w represents the genetic weights equaling 2 (between MZ), 0 (within MZ), 1.5 (between DZ), and .5 (within DZ) (Mather and Jinks, 1977) . The matrix I r is the (T • 7) identity matrix. The matrix Bg (T • 7) contains on its first lower subdiagonal, i.e., in the positions Be(i , i -1), i = 2 .... ,T, the genetic autoregressive coefficients. The matrix XPg(T • T) is diagonal, containing the variances of the innovation terms ~g(t) [Eq. (2a) ].
The matrices of the environmental covariance structure are defined analogously. Here, of course, the matrix Ae(T • 7) equals It.
The Genetic Simplex Model with Structured Means
The introduction of the means into the analysis of MSCP matrices requires the calcuation of the so-called augmented moment matrices, which can be defined, in the present case, as follows: 
The matrices in Eq. (7) can be partitioned as follows:
where Ag(T • 7) and Ae(T X 7) have been defined above and the matrix A* (T x 4) is defined as
Here Or represents a T-dimensional zero vector and v has been defined above as the vector of constant-level parameters. Next the matrix B is specified as follows:
Bg 0 Bwg where ~g(T • 7) and ~e(T x 7) have been defined above.
Finally, the matrices Ax (1 x 1) and q~ (1 x 1) both equal the scalar 1.0. Working through the matrix algebra of Eq. (A7) yields the expression for the phenotypic means given in Eq. (3) with latent means defined in Eqs. (2a) and (2b).
In the specification of this LISREL model the phenotypic means were introduced only into the between-groups matrices; in the withingroups matrices the vector ~x was specified as a zero vector. The within-group matrices cannot be used to introduce the means because there are no genetic within-twin pair effects in the MZ groups so that the matrix Ag is zero. Because the within-groups matrices are augmented 
