This paper presents an exterior-algebra generalization of electromagnetic fields and source currents as multivectors of grades r and r − 1 respectively in a flat space-time with n space and k time dimensions. Formulas for the Maxwell equations and the Lorentz force for arbitrary values of r, n, and k are postulated in terms of interior and exterior derivatives, in a form that closely resembles their vector-calculus analogues. These formulas lead to solutions in terms of potentials of grade r − 1, and to conservation laws in terms of a stress-energy-momentum tensor of rank 2 for any values of r, n, and k, for which a simple explicit formula is given. As an application, an expression for the flux of the stress-energy-momentum tensor across an (n+k−1)-dimensional slice of space-time is given in terms of the Fourier transform of the potentials. The abstraction of Maxwell equations with exterior calculus combines the simplicity and intuitiveness of vector calculus, as the formulas admit explicit expressions, with the power of tensors and differential forms, as the formulas can be given for any values of r, n, and k.
Introduction
Classical electromagnetic phenomena are described by solutions of Maxwell's equations, a set of coupled partial differential equations relating the electric and magnetic fields across space and time with the charges and currents generating them. Let E(t, x) and B(t, x) respectively denote the electric and magnetic vector fields distributed over time t and space x, and ρ(t, x) and j(t, x) respectively denote the charge and current densities. In vector-calculus notation, and in units chosen such that the speed of light is set to 1 and all the quantities in the pairs time and space, electric and magnetic fields, and charge and current density have the same units, the standard microscopic Maxwell's equations take the well-known form [1, Sects. 26, 30] or [2, Sect. 6.6] ∇ · E = ρ (1)
∇ · B = 0 (3)
Conventionally, Eqs. (2) and (3) (resp. (1) and (4)) are referred to as homogeneous (resp. inhomogeneous) Maxwell equations.
As a complement to Maxwell equations, the electromagnetic field creates in turn a force on charge and current densities described by the Lorentz force density f f f [1, Sect. 17] or [2, Sect. 6.7] , a vector field given by
Integrated over a region of space, the Lorentz force density f (t, x) gives the force acting upon the charges in that region. In addition, the rate of work being done on the charges by the fields is given by j · E [1, Sect. 17] or [2, Sect. 11.9] . In relativistic form, the charge and current densities are combined into a single vector J with four components whose time and space components are ρ and j respectively, while the electric and magnetic fields are combined into an antisymmetric tensor F of rank 2 indexed by pairs of space-time dimensions, the Faraday tensor. In the spacetime metric (−1, 1, 1, 1), the components α, β of the Faraday tensor in its contravariant form, F αβ [1, Sect. 23] or [2, Sect. 6.7] , are given by
Both pairs of homogeneous and inhomogeneous equations are combined into single equations, namely [1, Sects. 26, 30] or [2, Sect. 11.9] ∂ α F βγ + ∂ β F γα + ∂ γ F αβ = 0 (7)
Also, the Lorentz force becomes a four-dimensional vector f , whose time and space components are j · E and f f f respectively. The component α of the Lorentz force, f α , is given in its contravariant form by [1, Sect. 29] or [2, Sect. 11 .9] f α = F αβ J β .
The basic equations of electromagnetism have a very rich history beyond the common vector and tensor formulas given above. At various moments quaternions [3] , six-vectors [4, 5, 6] , geometric or Clifford algebras [7, 8] , or differential forms [9, 10] have all been put forward as convenient descriptions of fields, sources, and forces. Depending on whether simplicity, generality, computation ease, or intuitiveness or some combination thereof is preferred, each of these objects carries its own advantages and disadvantages. The purpose of this paper is to show how a formulation by means of exterior algebra, building on historical work on six-vectors for the electromagnetic field by Sommerfeld [4, 5] , attains a good balance of simplicity in terms of notation and operations involved, with no need of covariant and contravariant representations; generality, as the equations are naturally cast in a relativistic form valid for any flat space-time with generalized electromagnetic fields and source densities given by r-vectors and (r−1)-vectors respectively, objects whose appearance is obscured when differential forms are used; and computation ease and intuitiveness shared with three-dimensional vector calculus.
In Sect. 2 we present the necessary notions and operations of exterior algebra and calculus, as needed for our purposes. Explicit formulas for the exterior and interior products and derivatives of multivectors, and circulation and flux of multivector fields are given. These concepts are put into use in Sect. 3, where we present the generalized Maxwell equations and Sect. 4, presenting the generalized Lorentz force and a simple expression of its associated stress-energy tensor. Both sections include several applications to support exterior algebra as a natural setting for an abstract yet intuitively simple form of Maxwell equations, Lorentz force, and stress-energy tensor for any values of the grade r and the space-time dimensions.
Exterior Algebra and Calculus
In this section, we present the basic notions and operations of exterior calculus; the section contents are a condensed summary of [11] .
Exterior Algebra: Space-time, Multivectors, and Products
We build our theory on a flat space-time with k time dimensions and n space dimensions identified with R k+n . We represent the canonical basis of this (k, n)-or (k + n)-space-time by {e i } k+n−1 i=0 and adopt the convention that its first k indices, i. e. i = 0, . . . , k − 1, correspond to time components while the indices i = k, . . . , k + n − 1 represent space components. A point or position in space-time is denoted by x, with components x i in the canonical basis
, that is
As first observed by Grassmann [12] , next to the (k + n)-dimensional Euclidean vector space R k+n , for every value of the parameter m = 0, . . . , k + n there exist other natural vector spaces with basis vectors e I indexed by ordered lists I = (i 1 , . . . , i m ) of m non-identical space-time indices. For instance, if m = 0, the list is empty and the vector space is R; for m = 1 we recover the standard vector space R k+n ; for m = 2 and m = 3, the exterior-algebra basis vectors can be respectively identified with oriented plane and volume elements. This parameter m plays a very important role in exterior algebra and we refer to it as grade and to these vectors as multivectors or grade-m vectors if we wish to be more specific. A general multivector field v(x) of grade m, possibly a function of the position x, with components v I (x) in the canonical basis {e I } I∈Im can be written as
where I m denotes the set of all ordered lists with m indices. The dimension of the vector space containing all grade-m multivectors is k+n m , the number of lists in I m . We denote by |I| the length of a list I, e. g. |I| = m for I ∈ I m and by gr(v) the operation that returns the grade of the vector v, e. g. gr v = m in (11) .
As Sommerfeld observed [4, 5] , the electric and magnetic fields may be combined in a six-vector with components indexed by pairs of distinct space-time dimensions. Rather than the usual antisymmetric Faraday tensor in (6) , one has a bivector, i. e. a multivector with grade 2. We extend this observation and consider a generalized electromagnetic field F(x) at every space-time point x given by an r-vector, of grade r, and a source density given by a vector J(x) of grade (r − 1). We give this generalized electromagnetic field the name of Maxwell field. The phenomenological description of the charges corresponding to this source density J(x) will be done elsewhere. As for the generalized Lorentz force density f (x), we shall see in Sect. 4 that it remains a vector of grade 1 with k + n components. For convenience, we often write F, J, and f , dropping the explicit dependence on x.
Having defined multivectors and their canonical bases for various grades m, we consider the operations acting on them. While these operations may change the grades of their input objects or have different inputs with different grades, we always consider objects with a fixed grade. In other words, these objects are not sums of multivectors with different grades, as it would be in a Clifford or geometric algebra [13] . In order of presentation, and loosely following [11, Sect. 2] , we define the dot or scalar product, the wedge product, the interior products, and the Hodge and inverse Hodge complements. With no real loss of generality, we define the operations only for the canonical basis vectors, the operation acting on general multivectors being a mere extension by linearity of the former.
Given two arbitrary canonical basis vectors e i and e j in R k+n , their dot space-time product, also denoted by ∆ ij = e i · e j , is
We adopt the convention that time unit vectors e i have negative norm ∆ ii = −1 and space unit vectors e i have positive norm ∆ ii = +1. We extend the definition of dot product · to arbitrary grade-m basis vectors e I and e J as
where I and J are the ordered lists I = (i 1 , i 2 , . . . , i m ) and J = (j 1 , j 2 , . . . , j m ). The exterior algebra is defined on the direct sum of these vector spaces over all values of m, resulting in a larger vector space of dimension 2 k+n . In this larger space, one could define a geometric product between two multivectors, possibly of mixed grade, and thus obtain its associated geometric or Clifford algebra [13] . Using instead the tensor product of two vectors, one would obtain the tensor algebra, for which multivectors correspond to antisymmetric tensors of rank m. For the purposes of electromagnetism, there is no need of considering the full machinery of tensor or geometric algebras. In the exterior algebra, the product between two multivectors is the exterior or outer product, which we define next.
Let two basis vectors e I and e J have grades m = |I| and m = |J|. Let (I, J) = {i 1 , . . . , i m , j 1 , . . . , j m } be the concatenation of I and J, let σ(I, J) denote the signature of the permutation sorting the elements of this concatenated list of |I| + |J| indices, and let I + J, or ε(I, J) if I + J is ambiguous, denote the resulting sorted list. Then, the exterior product e I of e J is defined as
Since permutations with repeated indices have zero signature, the exterior product is zero if |I| + |J| > k + n or more generally if both vectors have at least one index in common. The exterior product is thus either zero or a vector of grade |I| + |J|.
The exterior product constructs the basis vectors for any grade m from the canonical basis vectors e i . We do so by identifying the vector e I for the ordered list I = (i 1 , . . . , i m ) with the exterior product of e i1 , e i2 , . . . , e im , that is e I = e i1 ∧ e i2 ∧ · · · ∧ e im .
Furthermore, as we can intuitively note from (14) , the exterior product is an operation that adds the grades of the input multivectors, while the dot product subtracts their grades, yielding a scalar, i. e. a zero-grade multivector. We now define two generalizations of the dot product, the left and right interior products of two multivectors, as grade-lowering operations that output a multivector whose grade is the difference of the input multivector grades.
Let e I and e J be two basis vectors of respective grades |I| and |J|. The left interior product, denoted by , is defined as
if I is a subset of J and zero otherwise. The new basis e J\I is a vector of grade |J| − |I| and it presents the indices of J excluding those in common with I. The right interior product, denoted by , of two basis vectors e I and e J is defined as
if J is a subset of I and zero otherwise. Both are grade-lowering operations, as the left (resp. right) interior product is either zero or a multivector of grade |J| − |I| (resp. |I| − |J|). Finally, we define the complement of a multivector, a concept needed to capture the idea of orthogonal subspace. For a unit vector e I with grade |I|, its Grassmann or Hodge complement, denoted by e H I , is a unit (k+n−|I|)-vector given by
where I c is the complement of the list I, namely the ordered sequence of indices not included in I, and σ(I, I c ) is the signature of the permutation sorting the elements of the concatenated list (I, I c ) of all space-time indices. In other words e I c is a basis vector of grade k + n − |I| whose indices are absent from I. In addition, we define the inverse complement transformation as e H −1
Some Properties of the Exterior and Interior Products
This section lists some relevant commutative and distributive properties of the exterior and interior products of multivectors of fixed grade; these properties will be needed later in our generalized electromagnetic sources, fields, and equations. The exterior product (14) is a skew-commutative operation, as we have
Concerning the interior products, we have that
and the interior products are also skew-commutative, unless gr u = gr v, when both are commutative and coincide with the dot product of the two vectors. Given two vectors v and v and two r-vectors w and w , then it holds that
Or equivalently, using (20) and (21), it holds that
Consider now two vectors u and v and a r-vector w, then it holds that
or alternatively, using (21), we have that
As already found in [11, Eq. (16) ], for the same u, v, and w it also holds that
Finally, for a vector u, a (r − 1)-vector v and a r-vector w, the following equalities are true
or, alternatively, using (21), we have that
The relations (22), (24) and (27) are proved in 1.1.
Exterior Calculus: Derivatives and Integrals, Circulation and Flux
In vector calculus, extensive use is made of the nabla operator ∇, a vector operator that takes partial space derivatives. For example, the divergence and curl in Maxwell equations are expressed in terms of this operator. In our case, we need its generalization to (k, n)-space-time, the differential vector operator ∂ defined as
As done in more detail in [11, Sect. 3] , we define the exterior derivative of v, ∂ ∧ v, of a given vector field v of grade m as
The grade of the exterior derivative of v is m + 1, unless m = k + n, in which case the exterior derivative is zero, as can be deduced from the fact that all signatures are zero. In addition, we define the interior derivative of v as ∂ v, namely
The grade of the interior derivative of v is m − 1, unless m = 0, in which case the interior derivative is zero, as can be deduced from the fact the grade of ∂ is larger than the grade of v. It is easy to verify that the exterior derivative of an exterior derivative is zero, as is the interior derivative of an interior derivative, that is for any vector field v, we have that
From the identity (26), we note that the interior derivative of the exterior derivative is related to the exterior derivative of the interior derivative as
From the chain of identities in (27), given a (r − 1)-vector v and a r-vector w, then the equalities convert into the product rule for the derivative which we write
taking into account that the operator ∂ is described by a vector basis e i but it acts as a derivative, too. The formulas for the exterior and interior derivatives allow us express some common expressions in vector calculus. For instance, the gradient of a scalar field ω is given by ∇ω = ∂ ∧ ω or the divergence of a vector field v is given by ∇ · v = ∂ v. As another example, the cross product of two vector fields v and w in R 3 can be variously expressed as
This formula allows us to write the curl of a three-dimensional vector field in several equivalent ways in terms of the exterior and interior products and the Hodge complements, thereby providing a generalization of the cross product and the curl to grade-m vector fields in space-times with different dimensions. Integrals are, together with derivatives, the fundamental mathematical objects of calculus. For example, operations on vectors fields such as flux and circulation are expressed in terms of integrals over high-dimensional geometric objects. For any = 0, . . . , k + n, we define an infinitesimal vector element d x as the sum of all possible differentials for -dimensional hypersurfaces in a (k, n)-space-time. This infinitesimal vector element is represented in the canonical basis as
where for a given list I = (i 1 , . . . , i ) the differential is given by dx I = dx i1 · · · dx i . A positive orientation is implicit in (37), as the skew-symmetry of the product (14) may introduce sign changes to compensate an eventual change of orientation after coordinates change, e. g. permutations of the space-time components. The circulation of a vector field v(x) of grade m along an -dimensional hypersurface V with = m is defined in terms of the right interior product, or equivalently the scalar product as = m, that is
This formula recovers for = m = 1 and R n the definition of the circulation of a vector field along a closed path with the appropriate orientation. Intuitively, the circulation measures the alignment of the vector field v with respect to V m . The Stokes theorem for the circulation [11, Sect. 3.4] states that the circulation of a grade-m vector field v along the boundary ∂V m+1 of an (m + 1)-dimensional hypersurface V m+1 is equal to the circulation of the exterior derivative of v along the hypersurface V m+1 :
The role of the vector curl in the usual form of the Kelvin-Stokes theorem is played by the exterior derivative in this version of the theorem. Recall that the Kelvin-Stokes theorem for the circulation of a vector field v of grade 1 along the boundary ∂V 2 of a bidimensional surface V 2 relates its value to that of the surface integral of the curl of the vector field over the surface itself. The flux of a vector field v(x) of grade m across an -dimensional hypersurface V is defined in terms of the left interior product and the inverse Hodge complement of the infinitesimal vector element (37), that is
For example, this formula recovers the flux across a line on the plane or across a surface in three-dimensional space. Alternatively, if = k + n, one can verify that the flux of v over an (k + n)-dimensional hypersurface V k+n gives the volume integral of v over V k+n . Intuitively, the flux (40) measures the magnitude of the multivector field crossing the hypersurface. In general, the flux is a vector of grade (m + − n − k) if ≥ k + n − m and zero otherwise. As with the circulation, a generalized Stokes theorem [11, Sect. 3.5] states that the flux of a grade-m vector field v across the boundary ∂V of an -dimensional hypersurface V is equal to the flux of the interior derivative of v across V :
Armed with the relevant definitions of space-time algebra, the products defined on multivectors, and the derivatives and integrals in exterior calculus, we postulate in the next section the generalized Maxwell equations for arbitrary r, k, and n.
Generalized Maxwell Equations

Differential Form of Maxwell Equations
For a given r, we consider a Maxwell field F(x) and a generalized source density J(x) at every point x of the flat (k, n)-space-time. The Maxwell field F(x) is a multivector field of grade r and the source density J(x) a multivector field of grade (r − 1). For convenience, we often write F and J, dropping the explicit dependence on x. Going directly to the heart of the matter, we postulate the generalized Maxwell equations for arbitrary r, k, and n to be the following two coupled differential equations relating F(x) and J(x):
The wedge product (14) in the exterior derivative (30) raises the grade of F and the zero in (43) is the null (r + 1)vector; similarly, as the left interior product (16) in the interior derivative (31) lowers the grade of F, both sides of (42) are (r − 1)-vectors. A source density conservation law, ∂ J = 0, follows from (42) and (33). For given r, the Maxwell field and the source density have respectively k+n r and k+n r−1 components at each point of space-time. For r = 2, k = 1, and n = 3, the field is the usual electromagnetic field, in bivector form rather than in the tensor form (6) , whose three components with space-space indices F ij (x), i, j = 1, 2, 3, i < j, represent the magnetic field, and whose remaining three components with space-time indices F ij (x), i = 0, j = 1, 2, 3, represent the electric field. More precisely, we have F = e 0 ∧ E + B H , with the Hodge complement defined in (18). Similarly, the first component of the source density represents the density of charge ρ(x) and the last three represent the space current density j(x), namely J = ρe 0 + j. It can be verified rather easily that these bivector equations are equivalent to the differential form of the vector Maxwell equations in (1)-(4) [11, Sect. 4.2] .
Two other less obvious examples are r = 1, k = 0, and n = 3, and r = 2, k = 0, and n = 3. In the first case, the field F is a vector field that we can identify with E, the source density is a scalar, namely ρ and there is no time, and we recover the equations of electrostatics. Indeed, as ∂ = ∇ and ∂ = ∇·, and using (36) to write ∂∧ = ∇× in three dimensions, we obtain
In the second case, the field F is a bivector field that we can identify with the Hodge complement of B, that is F = B H , the source density is a vector, namely j, and we recover the equations of magnetostatics. Indeed, using (36) we obtain
Polar vectors, such as the electric field, are naturally represented by a vector. Although axial vectors, such as the magnetic fied, can be represented as vectors in three dimensions, it might be more natural to represent them as bivectors.
Vector Potential
As in standard electromagnetism, one can introduce a potential field A(x), now a multivector field of grade r − 1 with k+n r−1 components. According to Poincaré's Lemma [14, Sect. 36 .G], stated in exterior-algebra notation, whenever the exterior derivative of an r-vector field F vanishes on a contractible domain, then F must be the exterior derivative of an (r − 1) vector. In a suitably contractible domain, this Lemma implies that the homogenous Maxwell equation (43) is equivalent to
For the simple examples listed in the previous section, the potential is respectively the usual relativistic 4-potential, the scalar potential in electrostatics and the vector potential in magnetostatics. If we replace the potential A by a new field A = A + ∂ ∧ G, where G is an (r − 2)-vector gauge field, the homogenous Maxwell equation (43) is unchanged thanks to (32). There is therefore some unavoidable ambiguity on the value of the vector potential if r ≥ 2.
A possibly useful example is the Lorenz gauge, for which we set ∂ A = 0. In this case, the exterior-calculus identity (34) allows us to write the inhomogeneous Maxwell equation (42) as
In this gauge, the Maxwell equations become k+n r−1 uncoupled ultrahyperbolic wave equations for the separate components of J. Similarly, we may choose a transverse gauge where not only ∂ A = 0 is satisfied, but also ∂ t A = ∂ s A = 0, where ∂ t and ∂ s respectively represent the time and space components of ∂.
Considering an (r − 2)-vector gauge field G, the Lorenz gauge condition together with (34) imply that
(50)
When r = 2, the interior derivative ∂ G of a scalar gauge field G vanishes and we find that (∂ · ∂)G = 0, namely that the gauge field G must be a harmonic function. For larger values of r, however, one should consider the full equation (50).
Maxwell Equations in the Fourier Domain
It is instructive to express the Maxwell equations in the Fourier domain, especially to study the field propagation in the absence of sources. Let the Fourier variable be denoted by ξ = (ξ 0 , . . . , ξ k+n−1 ) and the Fourier transform F(ξ) of the Maxwell field beF
We also have a similar expression for the Fourier transformĴ(ξ) of the source. The Maxwell equations (42) and (43) adopt the algebraic form
For the Fourier transform of the vector potentialÂ(ξ), the identity F = ∂ ∧ A implies thatF(ξ) = j2πξ ∧Â(ξ).
In the absence of sources, the Maxwell equations (42) and (43) adopt the simpler form
The first equation would seem to require thatF is orthogonal to ξ, while the second requires thatF is parallel to ξ. The only non-trivial combination of these two possibilities is that ξ has zero norm, that is ξ · ξ = 0. This is possible only if both k and n are positive numbers. Using (34) and these two Maxwell equations in the Fourier domain, we have
from which we conclude that the Fourier transform of the fields is supported only in the set ξ · ξ = 0. With some abuse of notation, letF denote this function with support only in the set ξ · ξ = 0. We postulate that the inverse Fourier transform of the fields in free space is indeed given by
Integral Form of Maxwell Equations
The generalized Maxwell equations also admit an integral form obtained by using the Stokes theorem [14, Sect. 36 .D]. Moreover, these integral expressions are associated with two natural operations on the Maxwell field, namely its circulation and its flux. These associations are particularly transparent in the exterior-algebra formulation presented in this paper, while being simultaneously valid for generic values of r, k, and n. From (39) and (43), and noting that the interior product is now a dot product, we find that the circulation of the Maxwell field F along the boundary of any (r + 1)-dimensional space-time volume V r+1 is zero:
For r = 2, k = 1 and n = 3, (59) is a scalar equation and we obtain the usual integral forms of the pair of homogeneous Maxwell equations by considering two different hypersurfaces, all-space, and time-space, as verified in detail in [11, Sect. 4.3] .
Similarly, from (41) and (42), the flux of the Maxwell field F across the boundary of any (k + n − r + 1)dimensional space-time volume is equal to the flux of the current density J across the (k + n − r + 1)-dimensional space-time volume:
As with the homogeneous Maxwell equations, for r = 2, k = 1, and n = 3 the scalar equation (61) 
Lorentz Force and Stress-Energy-Momentum Tensor
As stated in the Introduction, the action of the electromagnetic field on the charges is described by the Lorentz force. In relativistic form and tensor notation, the four-dimensional Lorentz force density vector f is related to the electromagnetic field F αβ and the source density J β as given in (9),
The interaction between fields and charges involves a transfer of energy and momentum between the former and the latter. This interaction is subject to a conservation law relating the Lorentz force density f α and the (symmetric) stress-energy-momentum tensor T αβ of the electromagnetic field [1, Sect. 32] or [2, Sect. 12.10],
For any values of k and n and irrespective of the value of r, both the Maxwell field and the source density carry energy-momentum. This generalized energy-momentum is a vector with k + n components, the first k (resp. remaining n) of which represent temporal (resp. spatial) components. As we discuss in Sect. 4.1, the generalized Lorentz force density remains a 1-vector with k + n components. Integrated over a space-time region, this density characterizes the action of the field upon the source density. As explained in Sect. 4.2, this interaction is also subject to a conservation law similar to (63). The stress-energymomentum tensor of the Maxwell field is found to be a symmetric bitensor of rank 2 for any values of r, k and n. Finally, as an application, Sect. 4.3 studies the flux of the stress-energy-momentum tensor across a (k + n − 1)dimensional slice of space-time and gives an expression for this flux in terms of the Fourier transform of the potential.
Lorentz Force Density
Energy-momentum can be transferred from the fields to the charges through a process modelled as a force acting on the charges. We refer to the Lorentz force, whose density was introduced in (9). In exterior-calculus form, the generalized Lorentz force density f is a vector of grade 1 with k + n components given by
The volume integral of the Lorentz force density f over an (k + n)-dimensional hypervolume V k+n quantifies the transfer of energy-momentum to the charges in that volume. In turn, from the discussion in Sect. 2.2, this volume integral is the flux of f over the volume. As the grade of F is r and that of J is r − 1, and the left interior product lowers the grade, the result has indeed grade r − (r − 1) = 1. It is rather straightforward to verify that this Lorentz force coincides with the relativistic Lorentz force for r = 2, k = 1 and n = 3 [11, Sect. 4.1], and with the forces upon charges or currents in electrostatics or magnetostatics.
Stress-Energy-Momentum Tensor
The flux or transfer of energy-momentum over space-time is described by means of the stress-energy-momentum tensor T(x), a bitensor with k+n+1 2 independent components at each point of space-time, regardless of the value of the grade r,
Here, the bitensor basis elements are denoted by u ij , where (i, j) is an ordered list of two (possibly repeated) space and time indices. In the usual tensor algebra, this bitensor would be a symmetric tensor of rank 2 as we can identify u ij as u ij = e i ∨ e j , the symmetric tensor product of e i and e j . A benefit of using exterior algebra is that the stress-energy-momentum tensor of the Maxwell field admits a rather simple formula valid for any triplet r, k, and n.
Before proceeding further, we define the left and right interior product of a vector e i and a bitensor u jk , two bilinear operations giving a vector. These products are the extension by linearity of the product of unit basis vectors given by
Let ∂ denote the interior derivative, as in (66). We prove in 1.2 the conservation law for the equivalent energymomentum relating the Lorentz force (64) and the stress-energy-momentum tensor T of the Maxwell field F
Here, the stress-energy-momentum tensor T of the Maxwell field F is given by the expression
where F F and F F are two bitensors with components respectively given by
In 1.3 we compute the explicit expressions for T ij , namely
A tedious calculation would serve to verify that the tensor components in (69) terms, each of this is a product of two different components of the Maxwell field weighted by either +1 or -1.
The values of T ij in (69) and (70) do not change if we swap the values of i and j so T indeed corresponds to a symmetric tensor. To verify this fact, we note that from (21), it holds that e j F = (−1) r+1 F e j . This implies that
Therefore the components of F F in (69) are symmetric. Concerning the components of F ∧ F in (70), one proves that they are symmetric by using a similar reasoning exploiting that e j ∧ F = (−1) r (F ∧ e j ) from (20). The tensor trace Tr T = i ∆ ii T ii is given for a generic triplet k, n, and r by
ii I∈Ir:i∈I
where we swapped the summation order in (77) and extracted a common factor and then we used that F · F = I F 2 I ∆ II and that i:i∈I 1 = r and that i:i ∈I 1 = n + k − r in (78). The tensor is traceless for k + n = 2r or in the case that F · F = 0. To any extent, the trace is a Lorentz invariant.
Flux of the Stress-Energy-Momentum Tensor
The energy-momentum conservation law also admits an integral form, which we derive next. First, the volume integral of the Lorentz force density f over an (k + n)-dimensional hypervolume V k+n gives the transfer of energymomentum to the charges in that volume. From the discussion in Sect. 2.2, this volume integral is the flux of f over V k+n , and from the conservation law in differential form (67), we obtain the following integral representation of the energy-momentum transfer
A short extension to the proof of (41) in [11, Sect. 3.5], included in 1.4 proves a Stokes theorem for bitensors: the flux of a bitensor field T across the boundary ∂V of an -dimensional hypersurface V is equal to the flux of the interior derivative of T across V for any , and in particular for = k + n. Using this form of the Stokes theorem, we obtain
As an example, and for some fixed x and ∈ {0, . . . , k + n − 1}, consider a (k + n)-dimensional space-time region of the form
This region is a half space-time with boundary a surface with constant space-time coordinate of value x given by
In the computation of the flux of T across the boundary ∂V k+n in (80), the infinitesimal vector element is given by
where the proper orientation carries an additional factor σ( , c ), the normal vector pointing outside the integration region being e . Using (65), the flux is an integration over all space-time dimensions other than the -th,
where we used the symmetry of T ij between i and j and the interior product in (66). This formula represents the fact that the component T i (x) characterizes the flux of the i-th component of the energy-momentum vector across a surface with constant space-time coordinate , namely the boundary of V k+n . For instance, for r = 2, k = 1, n = 3, and = 0 the integrals in (85) give the energy (for i = 0) and the momentum (for i = 1, 2, 3), in line with the fact that T 00 (x) represents the energy density U and T 0i (x) the three components of the Poynting vector S. In this case, the time component of (67) gives the standard conservation law ∂ 0 U + ∇ · S = −f 0 , f 0 being the work done on the charges by the field. The flux (85) across the surface with constant space-time coordinate can also be expressed in a relatively compact form that involves the Fourier transform of the vector potentialÂ(ξ) in the Lorenz gauge introduced in Sect. 3.2. As we prove in 1.5, this flux is given by
where ξ + are frequency vectors satisfying ξ + · ξ + = 0 given by ξ + = (ξ 0 , . . . , ξ −1 , + −∆ ξ¯ · ξ¯ , ξ +1 , . . . , ξ k+n−1 ), (87) ξ¯ = (ξ 0 , . . . , ξ −1 , 0, ξ +1 , . . . , ξ k+n−1 ).
This expression is reminiscent of the one appearing in the second quantization of the electromagnetic field [15, Sect. 2], where the Hamiltonian, i. e. i = = 0, is picked as the starting point for the quantization procedure, and the independent degrees of freedom of the vector potential are quantized. Eq. (86) suggests that quantization of the vector potential does not require starting with the Hamiltonian. Having said this, a possible quantization of the generalized Maxwell equations would have to properly deal with the gauge independence of the theory. There exist several methods of deriving gauge-independent quantum Maxwell equations, such as path-integral and BRST quantizations. Studying the applicability of these methods to the exterior-algebra multivectors is beyond the scope of this work. We conclude this section with a brief discussion on the number of degrees of freedom in the Maxwell field in the absence of sources. Eq. (86) expresses the change of energy-momentum as a linear superposition of the squared modulus of the Fourier transform of the vector potentialÂ(ξ). If both k and n are positive, for any frequency vector ξ, we may choose a transverse gauge where not only ξÂ = 0 is satisfied, but also ξ tÂ = ξ sÂ = 0, where ξ t and ξ s respectively represent the time and space components of ξ. The Fourier vector potentialÂ(ξ) is thus perpendicular to the vectors ξ t and ξ s , and the number of available dimensions of space-time whereÂ(ξ) lies is reduced to a total of k + n − 2. The number of independent components ofÂ(ξ), or degrees of freedom, is therefore k+n−2 r−1 , e. g. two polarizations for r = 2, k = 1, and n = 3. Moreover, these independent degrees of freedom have the form of propagating waves in space-time.
Conclusions and Future Work
In this paper, we have put forward exterior algebra and calculus as a natural setting for an abstract yet intuitively simple form of generalized Maxwell equations, Lorentz force density, and stress-energy tensor for generalized electromagnetic fields (or Maxwell fields) represented by multivectors of grade r in a space-time with an arbitrary number of dimensions. The source density is modeled as a multivector of grade r − 1. The phenomenological description of the charges associated to these source densities will be done elsewhere.
The generalized Maxwell equations are given in terms of exterior-calculus operations. In differential form, the homogeneous Maxwell equation states that the exterior derivative of the Maxwell field is zero; the inhomogeneous Maxwell equation states that the interior derivative of the Maxwell field is the source density. In integral form, the homogeneous equation states that the circulation of the Maxwell field along the boundary of any (r+1)-dimensional space-time volume is zero; the inhomogeneous equation states that the flux of the Maxwell field across the boundary of any (k + n − r + 1)-dimensional space-time hypervolume is equal to the flux of the current density across the same hypervolume. The Lorentz force density is given by the left interior product of the source density and the Maxwell field. Moreover, a conservation law relates this Lorentz force density with the interior derivative of the stress-energy-momentum tensor of the Maxwell field.
Among several applications, a simple expression for the flux of the stress-energy-momentum tensor across an slice of space-time with a constant coordinate is given in terms of the Fourier transform of the potentials. The description of Maxwell fields is classical, as energy and momentum carried by the fields are continuous rather than discrete, in contrast with the experimental observations in the ordinary space-time. There exist several methods of postulating gauge-independent quantum Maxwell equations, such as second or canonical quantization or path integral quantization. A study of the applicability of these methods to the generalized Maxwell equations is left open for future work.
Proofs Related to the Stress-Energy-Momentum Tensor
Distributive Properties of the Interior Product
Proof of (22) To prove this equation, we first expand the vectors and multivectors in the left-hand side of (22) in terms of their components to get
At this point, we separate the cases i = j and i = j, namely
and it is easy to note that the first term can be written as
Regarding the second term, we first prove the equality
which we can be rewritten in the form In fact, with the visual help of Figure 1 it is easy to see how the sign of the permutation on the left-hand side of (94) is the same as that on the right-hand side. Then, the second term of the expression (91) can be written
Proof of (24) To prove this identity we write separately the explicit expressions of the left and the right side of (24). On the left side we get
while on the right side we result is
For the expressions (97) and (99) to be identical, it is sufficient that
is satisfied. With the aid of Figure 2 , we notice that both sides represent the signature of two possible permutations reordering the list (b, I \ a \ b, a) into I. This proves (24). Proof of (27) We prove this relation by first writing separately the three terms of the equation. On the left-hand side, we get
The central term is
Thus, it is easy to check that ∆ i+I,J = ∆ ii ∆ J\i,I , so that the first two terms of (27) coincide. Regarding the third term on the left hand side, we obtain 
which corresponds to the first two expressions since ∆ i,J\I ∆ II = ∆ i+I,J = ∆ ii ∆ J\i,I .
Interior Derivative of the Tensor
For the sake of compactness, we define the bitensors T = F F and T = F F to prove the following identities
Using equations (13), (14) , (16) and (17), we write T and T explicitly in terms of components. That is, we obtain
and
We start by computing the interior derivative ∂ T given by
After some mathematical manipulations, equation (113) is expanded as
Since ∆ I\i,J\j is nonzero only if J \ j = I \ i, we can use this condition in the relation σ(j, J \ j) = σ(j,
Exchanging the indices i and j and the labels I and J, we get the following simplified expression
A similar reasoning can be followed for the operation ∂ T given by
The former equation can be expanded as
and after a few manipulations using the properties of the signatures as done to obtain (115), from (118) we have
Simplifying terms, we obtain
We next derive explicit forms for the operations (∂ F) F and (∂ ∧ F) F. We start by noting that ∂ F can be expanded in terms of component as
As a consequence, we have that
Noting that A \ (B \ j) is a single element i such that A \ i = B \ j, we finally get
Since (125) corresponds exactly to (116), we proved (107). Similarly, we next write the operation (∂ ∧ F) F and write it out in terms of components, i. e.,
Again noting that j + B \ A = i and that A + i = B + j, from (127) we obtain
proving the equivalence with (120) and therefore proving (108).
Combining (107) and (108) and defining the stress-energy-momentum tensor T of the Maxwell field F as T = −(T + T ), we find that the interior derivative of the tensor T satisfies the following formula
Therefore, from the Maxwell equations, that is ∂ ∧ F = 0 and ∂ F = J, we recover the conservation law for energy-momentum relating the Lorentz force f (64) and the stress-energy-momentum tensor,
Explicit Formulas for the Tensor Components for Generic r
Starting with (69), we note that
for any pair of i and j, and therefore
where we have defined the set L such that I \ i = J \ j = L. The summation contains k+n−2 r−1 non-zero terms. For i = j, and using that σ(L, i)σ(i, L) = (−1) r−1 , it can be evaluated as F F ii = (−1) r−1 1 2
Moving on to (70), we note that
and we study the cases such that the lists i + I and j + J coincide. First, if i = j, we have to sum over I = J such that i / ∈ I, that is
= (−1) r 1 2
because σ(i, I)σ(I, i) = (−1) r . Second, if i = j, we can find an L ∈ I r−1 such that L = I \ j = J \ i and i, j = L. Then,
The product σ(i, L+j)σ(L+i, j) is equal to σ(L, i)σ(j, L). To prove it, we write the relation σ(i, L+j)σ(L+i, j) = σ(L, i)σ(j, L) and we first multiply both sides by σ(L + i, j)σ(j, L) to obtain σ(i, L + j)σ(j, L) = σ(L + i, j)σ(L, i), namely the permutations sorting the lists (i, j, L) and (L, i, j) respectively. Secondly, we note that σ(i, j, L) = (−1) 2(r−1) σ(L, i, j) = σ(L, i, j).
Combining (134) and (141) 
Stokes Theorem for the Interior Derivative of a Bitensor
Considering a bitensor field
then the Stokes theorem we wish to prove states that
The proof will follow the reasoning operating for the vector field [11, Sect. 3.5 ], so we start expanding the integrand on the right-hand side
The last term can be rewritten by changing the indices i ←→ j and using the property of symmetry T ji = T ij as
and finally, the three terms can be compacted in
Then, taking the exterior derivative [14, Sect. 36 .B], we get
On the other hand, regarding the right-hand side, we first evaluate
and the differential
Then, we get
namely (151) and thereby proving the stated Stokes' Theorem.
Flux of the Stress-Energy-Momentum Tensor
The flux of the field (65) across the boundary ∂V k+n , denoted by Φ ∂V k+n (T), is given by the integral in (85),
The r.h.s. of (157) is computed w.r.t. x c , being c the set of indices excluding . We next write the flux (157) in terms of the Fourier transform of F, denoted asF(ξ) as in (51). Assuming that the Fourier transform of F is supported only in the set ξ · ξ = 0, as postulated in (57), we express F as
Inserting (158) in (68) and using the linearity properties of and , we obtain that the stress-energy-momentum tensor T can be written as
Using (159) back in (157), we obtain that
Since the integration w.r.t. x c only acts on the exponential term in (160), interchanging the integration order and using the definition of the delta function, we can find the inverse Fourier transform of the exponential as
Plugging the r.h.s. of (161) in (160) and defining ϕ(ξ, ξ ) as
we write the flux as
In order to solve the integration w.r.t. ξ , we rewrite the condition ξ · ξ = 0 as
where ξ¯ = ξ − ξ e . We can solve this equation for ξ as long as −∆ ξ¯ · ξ¯ ≥ 0, in which case we define χ as the positive root of the equation
and we thus take for ξ the two possible values ξ = ±χ . We similarly have the analogous versions of (164) and (165) for ξ . Using [16, p. 184] w.r.t. the integration variables ξ and ξ and the limitation in the integration range, equation (163) is expressed as
Since the remaining Dirac delta function conditions imply that ξ m = −ξ m for every m = , we also have that ξ = ±χ . To further deal with the four terms in the summation in (166), we define the vectors
and the counterparts ξ + = −ξ − and ξ − = −ξ + . Using these definitions to solve the integration w.r.t. ξ c , we obtain that
It remains to study the four summands in (169) by exploiting the properties of exterior algebra. We start by writing ϕ(ξ + , ξ + ) from its definition in (162) and use the fact thatF(ξ + ) =F(−ξ − ) =F * (ξ − ) to obtain
where for the sake of clarity we defined the tensor T 1 as
Using the definitions of and in (69) and (70) respectively, and the identity (22), we may write the ij-th component of T 1 as
It will prove convenient to study equation (173) in terms of the (r − 1)-vector potential A, which is related to F as in (48), or in the Fourier domain,
whereÂ(ξ) denotes the Fourier transform of A. Substituting (174) in the definitions of α 1,ij and β 1,ij in (173) and using the identity (21), we obtain that
We start by expanding α 1,ij . Using the identiy (26), we get
Computing the products, rearranging terms and using the relations (22), (24)-(25) and (27) in various places, we obtain
We next simplify the terms of the form ξ −Â (ξ + ) andÂ * (ξ − ) ξ + . To do so, we note that ξ + and ξ − respectively given in (167) and (168) are related as
Recalling that the gauge condition in the Fourier domain is given by
equations (179) and (180) imply that
Similar relations are obtained for the right interior product. Applying (181) and (182) into (178), we obtain for α 1,ij that
For β 1,ij , we first use (22) directly into (176) so that it is written as
In view of (179) and ξ + · ξ + = 0, the ξ + · ξ − term in the previous equation equals
Therefore, using (181), (182) and (186) we finally obtain
Although we derived expressions of α 1,ij , α 1,ji and β 1,ij in (183) and (187), needed to obtain T 1,ij in (173) for arbitrary ij, we are only interested in such terms containing the -th component, since ϕ(ξ + , ξ + ) in (170) involves computing the quantity
We start with the first case in which i = = j. Using that e e = 0, from (183) we get
Similarly, we also have
Furthermore, the fact that ∆ ij = 0 for i = j implies from (187) that
Combining (189), (190) and (191) in the initial expression of T 1, j in (173), using that ξ ±, = ±χ , and writing the right interior products as left interior products, we get
We note that the last two summands in the former equation trivially cancel out, whereas the remaining two also do so because ξ −,j = ξ +,j for j = . Hence,
We continue with the second case j = = i and we have, as in the first case α 1,i = 4π 2 (−1) r−1 ∆ ii ∆ ξ +,i ξ −, Â (ξ + ) ·Â * (ξ − ) − 2(−1) r ∆ ii ξ +,i χ e Â * (ξ − ) · e Â (ξ + ) + 2(−1) r ∆ ξ −, χ e iÂ (ξ + ) · e Â * (ξ − )
and β 1,i = 0.
We rearrange (194), (195) and (196) in the initial expression (173), using ξ ±, =±χ and that ξ −,i = ξ +,i for i = , we obtain It results to be zero since for i = we have ξ −,i = ξ +,i , namely
Regarding the last case i = j = we evaluate α 1, from (183) writing all the right interior products as left interior products α 1, = 4π 2 (−1) r−1 ξ +, ξ −, Â (ξ + ) ·Â * (ξ − ) − 2(−1) r ∆ ξ +, χ e Â * (ξ − ) · e Â (ξ + ) + 2(−1) r ∆ ξ −, χ e Â (ξ + ) · e Â * (ξ − )
and from (187) β 1, = 8π 2 (−1) r χ 2 −Â(ξ + ) ·Â * (ξ − ) + 2∆ e Â * (ξ − ) · e Â (ξ + ) .
We substitute α 1, = β 1, from (198) and γ 1, from (198) into T 1, (173) and considering that ξ ± = ±χ , we directly get
In conclusion, from (188) we realize that e T 1 = 0.
We continue studying the second summand in (169). We consider ϕ(ξ + , ξ − ) using its definition in (162) joint with the fact thatF(ξ − ) =F(−ξ + ) =F * (ξ + ) and we get
where the tensor T 2 is defined as
As for T 1 , we use the definitions of and in (69) and (70) and the identity (22) and we spread out the ij-th component of T 2 , which is written T 2,ij = ∆ ii ∆ jj (e iF (ξ + )) · (F * (ξ + ) e j ) 
and we substitute the Maxwell field in terms of the potential in the Fourier domain thanks to (174), so that we find α 2,ij = 4π 2 e i ξ + ∧Â(ξ + ) · ξ + ∧Â * (ξ + ) e j , (205) β 2,ij = 4π 2 (−1) r ∆ ij ξ + ∧Â(ξ + ) · ξ + ∧Â * (ξ + ) .
We start from (205) and we use the relation (26) after writing ξ + ∧Â * (ξ + ) e j = (−1) r−1 e j ξ + ∧Â * (ξ + ) . Thus we get α 2,ij = 4π 2 (−1) r−1 (−1) r−1 (e i · ξ + )Â(ξ + ) + ξ + ∧ e iÂ (ξ + ) · (−1) r−1 (e j · ξ + )Â * (ξ + ) + ξ + ∧ e jÂ * (ξ + ) . (207)
Again, carrying out all the products, and applying (22) and (26), we obtain α 2,ij = 4π 2 (−1) r−1 ∆ ii ∆ jj ξ +,i ξ +,jÂ (ξ + ) ·Â * (ξ + ) + ∆ ii ξ +,i e jÂ * (ξ + ) · Â (ξ + ) ξ + + ∆ jj ξ +,j e iÂ (ξ + ) · Â * (ξ + ) ξ + − (−1) r−1 (ξ + · ξ + ) e iÂ (ξ + ) · e jÂ * (ξ + ) + ξ + e iÂ (ξ + ) · e jÂ * (ξ + ) ξ + .
We note that (24) implies e jÂ * (ξ + ) ξ + = e j Â * (ξ + ) ξ + = 0,
and we can simplify α 2,ij thanks to the facts that ξ + ·ξ + = 0 and to the gauge condition ξ +Â (ξ + ) = 0 from (180), obtaining α 2,ij = 4π 2 (−1) r−1 ∆ ii ∆ jj ξ +,i ξ +,jÂ (ξ + ) ·Â * (ξ + ).
Hence, as a consequence, α 2,ji = 4π 2 (−1) r−1 ∆ ii ∆ jj ξ +,i ξ +,jÂ (ξ + ) ·Â * (ξ + ).
Regarding β 2,ij , we write ξ + ∧Â * (ξ + ) = (−1) r−1Â * (ξ + ) ∧ ξ + and we apply again (22) in (206) so that we immediately verify that it vanishes β 2,ij = −4π 2 ∆ ij (−1) r−1 (ξ + · ξ + ) Â (ξ + ) ·Â * (ξ + ) + ξ +Â (ξ + ) · Â * (ξ + ) ξ + = 0.
As a consequence, the result for T 2,ij in (204) is
and we finally evaluate the tensor T 2 as
We move on to the third term of (169). The equalityF(ξ + ) =F * (ξ − ) allows us to write ϕ(ξ − , ξ + ) as
where we defined the tensor T 3 as follow
Comparing (216) and (203), we note that the difference is only in the presence of ξ − instead of ξ + . Thus, the mathematical steps are identical, including that the relation ξ + · ξ + = 0 has its counterpart ξ − · ξ − = 0. The gauge conditions in (180) can also be written as ξ −Â (ξ − ) = 0 = ξ +Â * (ξ + ).
So, in analogy with the result obtained in (214), the final expression for T 3 is
We conclude the evaluation of the initial integral in (169) computing ϕ(ξ − , ξ − ). From ts definition in (162) and usingF(ξ − ) =F * (ξ + ), we get
defined, as in the previous cases,
We can further expand (220) in components which would appear 
Since (233) is formally equivalent to I ,+ , the flux can be rewritten as Φ ∂V k+n (T) = (−1) r 2π 2 σ( , c )
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