On simplicity of vacuum modules by Gorelik, M. & Kac, V.
ar
X
iv
:m
at
h-
ph
/0
60
60
02
v2
  1
4 
Ju
n 
20
06
ON SIMPLICITY OF VACUUM MODULES
MARIA GORELIK † AND VICTOR KAC ‡
Abstract. We find necessary and sufficient conditions of irreducibility of vacuum mod-
ules over affine Lie algebras and superalgebras. From this we derive conditions of sim-
plicity of minimal W -algebras. Moreover, in the case of the Virasoro and Neveu-Schwarz
algebras we obtain explicit formulas for the vacuum determinants.
0. Introduction
0.1. One of the aims of the present paper is to find conditions of irreducibility of vacuum
modules over the affine Lie superalgebra
gˆ = g[t, t−1] + CK,
[atm, btn] = [a, b]tm+n +mδm,−nB(a|b)K, [atm, K] = 0,
associated to a simple finite dimensional Lie superalgebra g with a non-degenerate even
invariant bilinear form B(.|.). Recall that the vacuum module is the induced module
V k = Indgˆ
g[t]+CK Ck
from the 1-dimensional module Ck with trivial action of g[t] and K = k ∈ C.
0.2. In order to state the result, let 2h∨B be the eigenvalue of the Casimir operator∑
i aia
i in the adjoint representation of g, where {ai} and {ai} are dual bases of g i.e.
B(ai|aj) = δij . The numbers h
∨
B and k depends on the normalization of the bilinear form
B: if B is multiplied by a non-zero number γ, then both h∨B and k get multiplied by γ
−1.
For a simple Lie algebra g the standard normalization is B(α|α) = 2 for a long root
α. In this case, h∨B is called the dual Coxeter number; it is a positive integer, denoted
by h∨ (these integers are listed, e.g. in [K3]). For simple Lie superalgebras a “standard”
normalization of B was introduced, and the values of h∨ listed, in [KW2].
For a non-isotropic root α introduce
kα :=
k + h∨B
B(α|α)
.
Note that this number is independent on the normalization of B.
† Incumbent of the Frances and Max Hersh career development chair.
‡ Supported in part by NSF Grant DMS-0501395.
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0.2.1. Theorem. Let g be a simple finite-dimensional Lie algebra. The vacuum gˆ
-module V k is not irreducible if and only if kα ∈ Q≥0 \ {
1
2m
}∞m=1 for a short root α of g
(equivalently, if and only if l(k + h∨) is a non-negative rational number which is not the
inverse of an integer, where l is the ratio of the lengths squared of a long and a short root
of g).
0.2.2. Theorem. Let g be a simple Lie superalgebra osp(1, 2n). The vacuum gˆ-module
V k is not irreducible if and only if kα ∈ Q≥0 \ {
1
2m+1
}∞m=0 where α is an odd root of g
(equivalently, if and only if k+2n+1 is a non-negative rational number which is not the
inverse of an odd integer, if B(α|α) = 1 for an odd root α of g).
0.2.3. Conjecture. Let g be an (almost) simple finite-dimensional Lie superalgebra of
positive defect [KW2], i.e. one of the Lie superalgebras sl(m,n) (m,n ≥ 1), osp(m, 2n) (m ≥
2, n ≥ 1), D(2, 1, a), F (4) or G(3). Then the gˆ-module V k is not irreducible if and only if
(1) kα ∈ Q≥0 for some even root α of g.
Note that V k is always reducible at the critical level k = −h∨B.
0.2.4. Theorem. Conjecture 0.2.3 holds for simple Lie superalgebras of defect 1,
i.e. g = sl(1, n), osp(2, n), osp(n, 2), osp(3, n) with n ≥ 2, D(2, 1, a), F (4), G(3), and for
g = gl(2, 2).
More explicitly, in the standard normalization (see 10.1.2) for the Lie superalgebras
g = sl(1, n), osp(2, 2n), the module V k is not irreducible if and only if k + n− 1 is a non-
negative rational number. For the Lie superalgebras g = osp(3, n), osp(n, 2) with n > 2,
F (4), G(3), D(2, 1, a) with a ∈ Q, the module V k is not irreducible iff k+ h∨ is a rational
number, where h∨ is given in the table in 10.1.2. ForD(2, 1, a), a 6∈ Q, the vacuum module
V k is not irreducible iff k ∈ Q≥0 ∪ Q>0a ∪ Q>0(−1 − a). For g = gl(2, 2) the standard
normalization is B(α|α) = 2 for an even root α; the module V k is not irreducible iff k is
a rational number.
0.2.5. In order to prove these results, we derive a formula for the determinant of the
Shapovalov form on any generalized Verma module, induced from a 1-dimensional rep-
resentation of a parabolic subalgebra of an arbitrary symmetrizable contragredient Lie
superalgebra, using methods of [Jan] and [KK]. Unfortunately, unlike in the Verma mod-
ule case [KK], the exponents of the factors of the determinant are rather complicated
alternating sums, and it is a non-trivial problem to find when these sums are positive. It
is a very interesting problem to find a determinant formula for a vacuum module over gˆ
with manifestly positive exponents.
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0.3. We were unable to find such a formula affine Lie superalgebras, but we did succeed
in the case of the Virasoro algebra Vir and the Neveu-Schwarz superalgebra NS.
Recall that Vir is a Lie algebra with a basis {Ln(n ∈ Z), C} and commutation relations
(2) [Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm,−nC, [C,Lm] = 0.
Given c ∈ C, a vacuum module over Vir is the induced module
V c = IndVirVir+ Cc,
where Vir+ = CC +
∑
n≥−1CLn and Cc is the 1-dimensional Vir+-module with trivial
action of Ln’s, and C = c. The problem is to compute the determinant of the Shapovalov
form, restricted to the N -th eigenspace of L0 in V
c, N ∈ Z≥0. This is a polynomial in c,
which we denote by det′N(c). (It is defined up to a non-zero constant factor, depending
on a basis of the eigenspace.)
0.3.1. In the case of a Verma module over Vir the answer is given by the Kac determinant
formula [K2],[KR]:
detN+h(h, c) = const
∏
r,s∈Z≥1
ϕr,s(h, c)
pcl(N−rs),
where h is the eigenvalue of L0 on the highest weight vector |h, c〉, ϕr,s(h, c) are some
(explicitly known) polynomials of c and h of degree ≤ 2, and pcl is the classical partition
function. From this, using that a Verma module over Vir has no subsingular vectors
(see [Ast] for a simple proof of this fact), one obtains immediately the roots of det′N (c),
but it is a non-trivial problem to compute exponents. We obtain the following formula
(via checking a simple combinatorial identity):
(3) det′N (c) = const
∏
p>q≥2,
(p,q)=1
(
c− (1−
6(p− q)2
pq
)
)dimLp,qN ,
where p, q ∈ Z≥2, Lp,q = L((p − 1)(q − 1); 1 −
6(p−q)2
pq
) is the irreducible highest weight
Vir-module with the lowest eigenvalue of L0 equal (p− 1)(q− 1) and c = 1−
6(p−q)2
pq
, and
Lp,qN is the N -th eigenspace of L0 in L
p,q. The dimensions of these eigenspaces are known
explicitly [FF]:
(4) dimLp,qN =
∑
j∈Z\{0}
(
pcl(N − (jp+ 1)(jq + 1))− pcl(N − (jp+ 1)(jq − 1)− 1)
)
.
Next, we prove the following fact (which can be deduced from [FF], but our proof is
simpler and can be extended to other cases).
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0.3.2. Theorem. Let v ∈ V c be an eigenvector of L0, killed by all Ln with n > 0, and
not proportional to the highest weight vector |0, c〉. Then L0v = 2Nv for some positive
integer N , and in the decomposition
v =
∑
j1≥j2≥...js≥2
j1+j2+...+js=2N
cj1j2...jsL−j1L−j2 . . . L−js|0, c〉
the coefficient of LN−2|0, c〉 is non-zero.
The following corollary of formula (3) and Theorem 0.3.2 is well-known.
0.3.3. Corollary. The following conditions on the Vir-module V c are equivalent:
(i) V c is not irreducible;
(ii) c = 1− 6(p−q)
2
pq
for some relatively prime integers p, q ∈ Z≥2;
(iii) span{L−nv| n > 2, v ∈ Vc}, where Vc is the irreducible factor module of the Vir-
module V c, has finite codimension in Vc.
We also obtain results, analogous to formula (3), Theorem 0.3.2, and Corollary 0.3.3,
for the Neveu-Schwarz algebra, the simplest super extension of the Virasoro algebra.
0.4. Recall (see e.g. [K4]) that the gˆ-module V k (resp., Vir-module V c) carries a canon-
ical structure of a vertex algebra, and the irreducibility of these modules is equivalent to
the simplicity of the associated vertex algebras, i.e. to the isomorphism Vk ∼= V
k (resp.,
Vc ∼= V c). An important problem, coming from conformal field theory, is when a ver-
tex algebra satisfies Zhu’s C2 condition [Zhu]. In the case of the vertex algebra Vc, C2
condition is property (iii) of Corollary 0.3.3; thus, this corollary says that Vc satisfies C2
condition if and only if V c is not simple. We also show that the same property holds for
the Neveu-Schwarz algebra (but it does not hold for N > 1 superconformal algebras).
It is easy to see that the vertex algebras V k and the vertex algebras W k(g, f), obtained
from V k by quantum Hamiltonian reduction (where f is a nilpotent even element of g)
[KRW],[KW1] never satisfy the C2 condition. It is also not difficult to show that among
their quotients only the simple ones have a chance to satisfy the C2 condition, and a
simple affine vertex algebra Vk satisfies the C2 condition if and only if g is either a simple
Lie algebra, or g = osp(1, 2n) (i.e. g has defect zero), and the gˆ-module Vk is integrable.
Much more non-trivial is the problem for the simple quotients Wk(g, f) of the vertex
algebra W k(g, f), which includes the Virasoro, Neveu-Schwarz, and other superconformal
algebras. It has been proved in many cases [Ar] that the image of a simple V k-module
under the quantum Hamiltonian reduction is either a simpleW k(g, f)-module, or 0. Using
this, Theorem 0.2.1 and the Kazhdan-Lusztig theory, we were able to find the necessary
and sufficient conditions on k for which W k(g, f) is simple in the case when g is a simple
Lie algebra and f is a minimal nilpotent element. Namely, for g 6= sl2, the k for which
W k(g, f) is simple are given by Theorem 0.2.1 (since W k(sl2, f) is the Virasoro vertex
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algebra, in this case the answer is given by Corollary 0.3.3). Consequently, for these values
of k the vertex algebra Wk(g, f) does not satisfy the C2 condition.
1. Preliminaries
Our base field is C. We set Z≥n := {m ∈ Z| m ≥ n}. If V is a superspace, we denote
by p(v) the parity of a vector v ∈ V . For a Lie superalgebra g considered in this paper,
any root space gγ is either pure even or pure odd; we denote by p(γ) ∈ Z/2Z the parity
of gγ and let s(γ) = (−1)p(γ). For a Lie (super)algebra g we denote by U(g) its universal
enveloping (super)algebra.
1.1. Contragredient Lie superalgebras. Let J be a finite index set, and let p : J →
Z/2Z = {0, 1} be a map called the parity map. Consider a triple A = (h,Π,Π∨), where h
is a finite-dimensional vector space over C, Π = {αi}j∈J is a linearly independent subset
of h∗, and Π∨ = {hi}j∈J is a linearly independent set of vectors of h. One associates to
the data (A, p) the contragredient Lie superalgebra g(A, p) as follows [K1], [K3].
1.1.1. First, introduce an auxiliary Lie superalgebra g˜(A, p) with the generators ej , fj (j ∈
J) and h, the parity defined by p(ej) = p(fj) = p(j), p(h) = 0, and the following defining
relations:
[ei, fj] = δijhi (i, j ∈ J), [h, h′] = 0 (h, h′ ∈ h),
[h, ej] = αj(h)ej , [h, fj] = −αj(h)fj (h ∈ h, j ∈ J).
The free abelian group Q on generators {αi}j∈J is called the root lattice. Denote by
Q+ the subset of Q, consisting of linear combinations of αj with non-negative coefficients.
Define the standard partial ordering on h∗: α ≥ β for α− β ∈ Q+. Letting
deg ej = αj = − deg fj , deg h = 0
defines a Q-grading of the Lie superalgebra g˜(A, p):
g˜(A, p) = ⊕α∈Qg˜α.
It is clear that each g˜α has parity p(α), where p : Q → Z/2Z is defined by additively
extending p : J → Z/2Z. One has the triangular decomposition
g˜(A, p) = n˜− ⊕ h⊕ n˜+,
where n˜− (resp., n˜+) is a subalgebra of g˜(A, p) generated by the fj ’s (resp., ej ’s). Conse-
quently, g˜0 = h, n˜± = ⊕α∈Q+ g˜±α.
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1.1.2. Let I(A, p) be the sum of all Q-graded ideals of g˜(A, p), which have zero intersec-
tion with the subalgebra h, and let
g(A, p) := g˜(A, p)/I(A, p).
The Lie superalgebra g(A, p) carries the induced root space decomposition
g(A, p) = ⊕α∈Qgα,
and the induced triangular decomposition
g(A, p) = n− ⊕ h⊕ n+, where g0 = h, n± = ⊕α∈Q+g±α.
An element α ∈ Q is called a root (resp., a positive root) if dim gα 6= 0 and α 6= 0 (resp.,
α ∈ Q+). Denote by ∆ the set of all roots α and by ∆+ = ∆ ∩Q+ the set of all positive
roots.
The Lie superalgebra g(A, p) carries an anti-involution σ (i.e. σ([a, b]) = [σ(b), σ(a)]
and σ2 = id) defined on the generators by
σ(ej) = fj , σ(fj) = ej , σ|h = idh .
1.1.3. The matrix A :=
(
αj(hi)
)
i,j∈J
is called the Cartan matrix of the data A (one can
show that A and dim h uniquely determine A, and that, given A the triple A exists iff
dim h ≥ |J |+corankA). The matrix A is called symmetrizable if there exists an invertible
diagonal matrix D = diag(dj)j∈J , such that the matrix DA = (bij) is symmetric. It
is easy to see that if A is symmetrizable then there exists a non-degenerate symmetric
bilinear form (.|.) on h such that
(5) dj(hj |h) = αj(h) for all j ∈ J, h ∈ h.
This bilinear form induces an isomorphism ν : h→ h∗, defined by ν(h)(h′) = (h, h′), h, h′ ∈
h, and we have:
αj = djν(hj), j ∈ J,
and, for the induced bilinear form (.|.) on h∗ we have:
(αi|αj) = bij , i, j ∈ J.
1.1.4. The following proposition is proved as in [K3].
Proposition. Suppose that the Cartan matrix A is symmetrizable, and let (.|.)h be
a non-degenerate symmetric bilinear form on h. Then g(A, p) carries a unique invariant
bilinear form (.|.) (i.e ([a, b]|c) = (a|[b, c])), whose restriction to h is the bilinear form
(.|.)h if and only if (.|.)h satisfies (5) for some non-zero dj’s such that the matrix DA is
symmetric. Moreover, this bilinear form has the following properties
(i) (gα|gβ) = 0 if α + β 6= 0, (.|.)gα+g−α is non-degenerate for α ∈ ∆;
(ii) [a, b] = (a|b)ν−1(α), if a ∈ gα, b ∈ g−α, α ∈ ∆.
(iii) (.|.) is supersymmetric.
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1.1.5. Choose ρ ∈ h∗ in such a way that
ρ(hj) = αj(hj)/2 = ajj/2 for any j ∈ J.
One has (ρ|αj) = (αj |αj)/2 if A is symmetrizable. (Note that if detA = 0 then ρ is not
uniquely defined.)
Assume that A is symmetrizable. For each α ∈ ∆+ ∪ {0} choose a basis {eiα} of gα
and the dual basis {e−α,i} of g−α, i.e. (eiα|e−α,j) = δij , and define the generalized Casimir
operator
Ω := 2ν−1(ρ) +
∑
i
e0,ie
i
0 + 2
∑
α∈∆+
∑
i
e−α,ie
i
α.
This operator is well defined in any restricted g(A, p)-module V , i.e. a module V such
that for any v ∈ V , gαv = 0 for all but finitely many α ∈ ∆+. The following proposition
is proved as in [K3]:
Proposition.
(i) The operator Ω commutes with g(A, p) in any restricted g(A, p)-module.
(ii) If N is a g(A, p)-module and v ∈ N is such that ejv = 0 for all j ∈ J , and for
some λ ∈ h∗ one has hv = λ(h)v for all h ∈ h, then Ω(v) = (λ+2ρ|λ)v. Moreover,
if v generates the module N then N is restricted and Ω = (λ+ 2ρ|λ) IdN .
1.1.6. Let s(α) = (−1)p(α) for α ∈ Q, and introduce the following (in general infinite)
product:
R :=
∏
α∈∆+
(1− s(α)e−α)s(α) dim gα.
Using the geometric series, we can expand the inverse of this product:
R−1 =
∑
α∈Q+
K(α)e−α, where K(α) ∈ Z≥0.
Set K(µ) = 0 for µ ∈ Q \ Q+. Note that K(α) (the Kostant partition function) is the
number of partition of α into a sum of positive roots (counting multiplicities), where odd
roots appear at most once.
1.2. Generalized Verma modules. Write g(A, p) as g. Given I ⊂ J , let QI be the
Z-span of {αi}i∈I . Set
n±,I := ⊕α∈QIg±α, hI :=
∑
i∈I
Chi, h
⊥
I := {λ ∈ h
∗| λ(hi) = 0 ∀i ∈ I}.
Note that hI = [n+, n−,I ] ∩ h = [n+,I , n−,I ] ∩ h.
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1.2.1. Introduce the following (n++h+n−,I)-module structure on the symmetric algebra
S(h/hI): the action of (n+ + hI + n−,I) is trivial and h ∈ h acts by the multiplication by
the image h of the map : h→ h/hI . Introduce the following g-module
MI := Ind
g
n++h+n−,I
S(h/hI).
Note that MI is a g–h bimodule.
1.2.2. For λ ∈ h⊥I denote by Kerλ the kernel of λ in S(h/hI). The generalized Verma
module MI(λ) is the evaluation of MI at λ, that is
MI(λ) :=MI/MI Kerλ = Ind
g
n++h+n−,I
Cλ,
where Cλ is an even one-dimensional space, (n+ + hI + h−,I) acts trivially on Cλ, and h
acts via the character λ.
1.2.3. If I is empty then h⊥I = h, n−,I = 0 andM∅(λ) =M(λ) is the usual Verma module
with the highest weight λ; denote by L(λ) its unique simple quotient. Clearly, for any
I ⊂ J the generalized Verma module MI(λ) is a quotient of M(λ).
1.2.4. Identify the universal enveloping algebra U(h) with the symmetric algebra S(h).
The triangular decomposition g = n−⊕h⊕n+ induces the following decomposition of the
universal enveloping superalgebra: U(g) = S(h)⊕ (n−U(g) +U(g)n+); the corresponding
projection HC : U(g)→ S(h) is called the Harish-Chandra projection. Let HCI : U(g)→
S(h/hI) be the composition of HC and the canonical map S(h)→ S(h/hI) = S(h)/S(h)hI.
Define the bilinear form S(., .), called the Shapovalov form, on MI as follows:
S(u.1, u′.1) = HCI(σ(u)u
′) for u, u′ ∈ U(g),
where dot denotes the action and 1 stands for the canonical generator of MI .
It is easy to see that the bilinear form S : MI ⊗MI → S(h/hI) satisfies the following
properties, which determine it uniquely:
(6)
S(1, 1) = 1,
S(uv, v′) = S(v, σ(u)v′) for u ∈ g, v, v′ ∈MI ,
S(v, v′h) = S(vh, v′) = S(v, v′)h for h ∈ h, v, v′ ∈MI .
One easily deduces from the uniqueness that this bilinear form is symmetric.
1.2.5. The module MI is graded by Q
+: MI = ⊕ν∈Q+MI,ν , where
MI,ν = {v ∈MI | hv − vh = −ν(h)v for h ∈ h}.
The image of MI,ν in MI(λ) is the weight space MI,ν(λ) of weight λ− ν.
It is easy to see that S(MI,ν ,MI,µ) = 0 for ν 6= µ. Let Sν be the restriction of S toMI,ν .
Each component MI,ν is a free S(h/hI)-module of rank not greater than K(ν). Therefore
detSν is an element of S(h/hI), defined up to a non-zero constant factor, depending on
the basis of MI,ν . Clearly, detSν = 1 for ν = 0.
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1.2.6. For λ ∈ h⊥I the evaluation of S at λ gives a bilinear form S(λ) :MI(λ)⊗MI(λ)→
C, whose restriction to MI,ν(λ) is Sν(λ). It is easy to show that the kernel of S(λ)
coincides with the maximal proper submodule of MI(λ). As a consequence,
MI(λ) is simple ⇐⇒ detSν(λ) 6= 0 ∀ν ∈ Q
+.
1.2.7. Introduce the following linear function φα(λ) on h
∗ for each α ∈ Q:
φα(λ) = (λ+ ρ|α)−
1
2
(α|α).
Set ∆+I := ∆ ∩QI and introduce the following product:
RI :=
∏
α∈∆+I
(1− s(α)e−α)s(α) dimgα.
Using the geometric series, we can expand this product:
RI =
∑
α∈Q+I
kI(α)e
−α, where kI(α) ∈ Z;
set kI(α) = 0 for α ∈ Q \Q
+
I .
1.2.8. In Sect. 2 we will prove the following theorem
Theorem. Let g(A, p) be the contragredient Lie superalgebra, attached to the data
(A, p) with a symmetrizable Cartan matrix, and let I ⊂ J . Then one has for λ ∈ h⊥I (up
to a non-zero constant factor depending on the basis of MI,ν(λ)):
det Sν(λ) =
∞∏
r=1
∏
γ∈∆+\Q+I
∏
α∈Q+I
φrγ+α(λ)
(−1)(r−1)p(γ)kI(α)K(ν−rγ−α) dimgγ .
1.2.9. Remark. For I = ∅, i.e. ordinary Verma modules, Q+I = {0}, kI(α) = δα,0, and
we recover the determinant formula from [KK] in the non-super case, and from [K2] in
the super case.
1.2.10. Remark. Let h′ be a subspace of h, contaning Π∨. Then g′(A, p) = n−⊕h′⊕n+
is a subalgebra of g(A, p), and any generalized Verma module over g′(A, p) extends (non-
uniquely) to that over g(A, p) by extending λ ∈ (h′)∗ to a linear function on h. Defining
the weight spaces of the former as that of the latter, it is clear that, by restriction, The-
orem 1.2.8 still holds for the generalized Verma module MI(λ) over g
′(A, p), and the
formula for detSν(λ) is independent of the extension of λ from h
′ to h.
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1.2.11. Example. The simple finite-dimensional Lie algebras carry, of course a unique,
up to an isomorphism, structure of a contragredient Lie algebra. Simple Lie superalgebras
sl(m,n) for m 6= n, osp(m,n), D(2, 1, a), F (4) and G(3) carry a structure of a contra-
gredient Lie superalgebra as well, in fact, several non-isomorphic such structures (which
depend on the choice of the set of positive roots) [K1].
The Lie superalgebra sl(m,m) is not quite a contragredient Lie superalgebra, but
gl(m,m) is. Hence, by Remark 1.2.10, Theorem 1.2.8 holds for sl(m,m) and sl(m,m)/CI2m
as well.
1.2.12. Example. If g is one of the simple Lie superalgebras from Example 1.2.11, then
the affine Lie superalgebra gˆ = g[t, t−1]⊕CK, described in 0.1 is not quite a contragredient
Lie superalgebra, but CD ⋉ gˆ, where D = t d
dt
on g[t, t−1] and [D,K] = 0, is [K3].
Recall that the Cartan subalgebra of CD ⋉ gˆ is chosen to be
hˆ = h⊕ CK ⊕ CD,
where h is a Cartan subalgebra of g. Define the linear function δ on hˆ by δ|h⊕CK = 0,
δ(D) = 1. Let θ ∈ ∆+ be the highest root, and let eθ ∈ gθ, fθ ∈ g−θ be such that
(fθ|eθ) = 1.
Recall that if g = g(A, p), where A = (h,Π,Π∨) is a structure of a contragredient Lie
superalgebra on g, with generators ej , fj (j ∈ J) and h, then CD ⋉ gˆ = g(Aˆ, pˆ), where
Aˆ = (hˆ, Πˆ, Πˆ∨) with
Πˆ = Π ∪ {α0 = δ − θ}, Πˆ∨ = Π
∨ ∪ {h0 = K − ν
−1(θ)},
and the generators
e0 = fθt, ej (j ∈ J); f0 = eθt
−1, fj(j ∈ J),
so that the index set is Jˆ = {0} ∪ J , and pˆ(0) = p(θ), pˆ(j) = p(j) for j ∈ J (see [K3] for
details in the Lie algebra case). By Remark 1.2.10, Theorem 1.2.8 applies to gˆ.
1.2.13. Example. If g = gl(m,m), then g[t, t−1] ⊕ CK contains an ideal J =∑
n 6=0CI2mt
n, which intersects h⊕CK trivially. Let gˆ = (g[t, t−1]/J)⊕CK. It is easy to
see that gˆ extends to a contragredient Lie superalgebra as in Remark 1.2.10, hence Theo-
rem 1.2.8 again applies.The same is true for gˆ = g[t, t−1]⊕CK, where g=sl(m,m)/CI2m.
2. Determinant of the Shapovalov form
Let g := g(A, p) be the Lie superalgebra, attached to the data (A, p), with a sym-
metrizable Cartan matrix. In this section we prove Theorem 1.2.8.
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2.1. Linear factorization. Let
Irr := {α ∈ Q+ \QI | α/n 6∈ Q
+ for n ∈ Z≥2},
I˜rr := {(m,α) ∈ Irr×Z≥1| (α|α) 6= 0} ∪ {(α, 1)| α ∈ Irr& (α|α) = 0}.
2.1.1. Any simple subquotient of MI(λ) is of the form L(λ − α) for α ∈ Q+ \ QI .
From Proposition 1.1.5 we conclude that the Casimir element acts on M(λ) by the scalar
(λ + 2ρ|λ), and that if L(λ − α) is a subquotient of MI(λ) then (α|2(λ + ρ) − α) = 0.
Writing α = mβ with β ∈ Irr, m ≥ 1 we obtain that
(7) [MI(λ) : L(λ−mβ)] 6= 0 =⇒ φmβ(λ) = 0.
Observe that φmβ = φβ if (β|β) = 0. Hence up to a non-zero constant factor one has
detSν(λ) =
∏
(m,β)∈I˜rr
φmβ(λ)
dm,β(ν),
where dm,β(ν) are some non-negative integers. Note that dm,β(ν) 6= 0 forces mβ ≤ ν, i.e.
ν −mβ ∈ Q+.
2.2. Jantzen filtration. In 2.2.1 we recall the construction of the Jantzen filtration
(see [Jan]). This filtration depends on a “generic element” ρ′ ∈ h∗. For a semisimple Lie
algebra one can take a sum of fundamental roots: ρ′ :=
∑
j∈J\I ωj. It is known that for
semisimple Lie algebras the Jantzen filtration does not depend on a choice of “generic”
ρ′, see [BB], 5.3.1.
2.2.1. Fix ρ′ ∈ h⊥I such that (ρ
′|α) 6= 0 for any α ∈ Q+ \Q+I . Let t be an indeterminate.
Take λ ∈ h⊥I . Introduce the generalized Verma module MI(λ + tρ
′) as follows. Define
the action of (n+ + h+ h−,I) on C[t]: (n+ + hI + h−,I) acts trivially and h ∈ h acts by the
multiplication to (λ + tρ′)(h) = λ(h) + tρ′(h). Now MI(λ + tρ
′) is the following g − C[t]
bimodule
MI(λ+ tρ
′) := Indgn++h+n−,I C[t].
The module MI(λ + tρ
′) admits a unique invariant C[t]-bilinear form Sλ+tρ
′
: MI(λ +
tρ′)⊗MI(λ + tρ′) → C[t] which satisfies the properties (6); this form is symmetric. For
r ∈ Z≥0, set
M rI (λ+ tρ
′) := {v ∈MI(λ+ tρ
′)| Sλ+tρ
′
(v, v′) ∈ trC[t] ∀v′}.
This defines a decreasing filtration. The property (ii) of (6) insures that each M rI (λ+ tρ
′)
is a sub-bimodule of MI(λ + tρ
′). The weight spaces of MI(λ + tρ
′) are free of finite
rank C[t]-modules so we can define detSλ+tρ
′
ν (up to a non-zero constant factor). Clearly,
detSλ+tρ
′
ν = detSν(λ + tρ
′) and this is non-zero due to the linear factorization of detSν
and “genericity” of ρ′. As a result, ∩∞r=0M
r
I (λ+ tρ
′) = 0.
Specializing this filtration at t = 0 we obtain the Jantzen filtration F r(MI(λ)) onMI(λ).
The weight spaces of M rI (λ+ tρ
′) are free of finite rank C[t]-modules. Thus F r(MI(λ)) is
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just the image ofM rI (λ+tρ
′) under the canonical mapMI(λ+tρ
′)→MI(λ+tρ′)/tMI(λ+
tρ′)
∼
−→ MI(λ). In particular the F r(MI(λ)) form a decreasing filtration by submodules
of MI(λ) having zero intersection. One readily sees that F0(MI(λ)) = MI(λ) and that
F1(MI(λ)) coincides with the maximal proper submodule of MI(λ).
2.2.2. Define the sets R˜m,β (m ∈ Z≥1, β ′ ∈ Irr) and C(λ) (λ ∈ h⊥I ) as follows:
R˜m,β := {(m′, β ′) ∈ Z≥1 × Irr | φmβ|h⊥I = φm′β′ |h⊥I },
C(λ) := {(m,α) ∈ Z≥1 × Irr | φmα(λ) = 0}.
2.2.3. The following “sum formula” is proven in [Jan]:
(8)
∞∑
i=1
dimF i(MI(λ)λ−ν) =
∑
(m,β)∈C(λ)∩I˜rr
dm,β(ν),
where dm,β(ν) are exponents introduced in 2.1.1.
Proof. Note that the sum
∞∑
r=1
dimF r(MI(λ)λ−ν) is equal to the order of zero of detSν at
the point λ ∈ h⊥I . Let A be the localization of C[t] by the maximal ideal generated by
t: A = C[t](t). Let N be a free A-module of finite rank, endowed with a non-degenerate
bilinear form D : N ⊗N → A. Define a decreasing filtration
F j(N) := {v ∈ N | D(v, v′) ∈ Atj for any v′ ∈ N}.
Taking N to be the localized module MI(λ)λ−ν ⊗A C[t] and D to be the bilinear form
induced by Sλ+tρ
′
, we see that the filtration on N , induced by the Jantzen filtration, is
just F j(N). Now the sum formula follows from the following claim: the order of zero of
detD at the origin is equal to
∞∑
j=1
dim
(
F j(N)/(F j(N) ∩ tN)
)
.
In order to prove the claim, note that N has two systems of generators vi and v
′
i (for
i = 1, . . . , r) such that D(vi, v
′
j) = δijt
si (for si ∈ Z≥0). The order of zero of detD at the
origin is
r∑
i=1
si and
dimF j(N)/(F j(N) ∩ tN) = |{i | si ≥ j}|.
The equality
∑
i
si =
∞∑
j=1
|{i | si ≥ j}| implies the claim. 
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2.2.4. Define the functions dm,β, τα : Q→ Z≥0 (α, β ∈ Q) by
τα : ν 7→ K(ν − α), dm,β|(Q\Q+)∪QI = 0, dm,β : ν 7→ dm,β(ν) for ν ∈ Q
+ \QI .
The following lemma is proven in [J2], 6.8 for simple Lie algebras; however, the proof is
valid in our general setup.
2.2.5. Lemma. For any λ ∈ h⊥I , m ≥ 1, β ∈ Irr there exist integers a
λ
m,β , am,β such
that
(i)
∑∞
i=1 chF
i(MI(λ)) =
∑
(m,β)∈C(λ) a
λ
m,β chM(λ−mβ),
(ii)
∑
(m′,β′)∈R˜m,β∩I˜rr
dm′,β′ =
∑
(m′,β′)∈R˜m,β
am′,β′τm′β′.
Proof. Combining the fact that F i(MI(λ)) is a g-submodule of MI(λ) and formula (7),
we deduce that chF i(MI(λ)) =
∑
(m,β)∈C(λ) a
λ,i
m,β chM(λ − mβ) for some integers a
λ,i
m,β;
note that the sum is infinite, but “locally finite”: for each ν ∈ Q+ only finite many terms
M(λ − mβ)λ−ν are non-zero. Thus we obtain (i) for aλm,β :=
∑∞
i=1 a
λ,i
m,β . For (ii) fix a
pair (m, β). Let λ ∈ h⊥I be a “generic point” of the hyperplane {ξ : φmβ(ξ) = 0} in the
following sense: λ does not belong to the hyperplanes {ξ : φm′β′(ξ) = 0} if (m′, β ′) 6∈ R˜m,β;
in other words, C(λ) = R˜m,β . Combining (i) and formula (8) one obtains∑
(m′,β′)∈C(λ)
aλm′,β′τm′β′ =
∑
(m′,β′)∈C(λ)∩I˜rr
dm′,β′.
Since C(λ) = R˜m,β one gets (ii) for the integers am,β := a
λ
m,β. 
2.2.6. Corollary.
∏
(m′,β′)∈R˜m,β∩ ˜Irr
φ
dm′,β′(ν)
m′β′ =
∏
(m′,β′)∈R˜m,β
φ
am′,β′(ν)K(ν−m
′β′)
m′β′ .
Proof. By definition φm′β′ = φmβ for (m
′, β ′) ∈ R˜m,β. In the light of Lemma 2.2.5 (ii),
both sides of formula are equal to φ
∑
(m′,β′)∈R˜m,β
am′ ,β′(ν)τm′β′(ν)
mβ . 
2.3. Leading term. Using the geometric series, we expand
RI/R =
∏
α∈∆+\QI
(1− s(α)e−α)−s(α) dimgα =
∑
α∈Q+
KI(α)e
−α, where KI(α) ∈ Z≥0.
Set KI(α) = 0 for α ∈ Q \Q+; note that KI(α) = 0 for α ∈ QI , α 6= 0.
Consider the natural grading on the symmetric algebra S(h/hI) = ⊕∞r=0S
r(h/hI). The
following proposition is a particular case of [GS] Thm. 3.1.
Proposition. Up to a non-zero constant factor, the leading term of detSν is
gr detSν =
∏
α∈∆+\QI
h
(dim gα)
∑
r≥1(−1)
(r−1)p(α)KI (ν−rα)
α ,
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where hα ∈ h/hI is such that µ(hα) = (µ|α) for any µ ∈ h⊥I .
Proof. Denote by ∆˜+0 , ∆˜
+
1 the corresponding multisets of roots, where the multiplicity of γ
is equal to dim gγ. Set ∆˜
+ := ∆˜+0 ∪ ∆˜
+
1 . Define similarly ∆˜
+
I (the multiset corresponding
to ∆+I ). Fix a total ordering on ∆˜
+ such that γ1 ≥ γ2 if γ1 − γ2 ∈ Q+.
2.3.1. A vector m = {mγ}γ∈∆˜+\∆˜+I is called a partition of α ∈ Q
+ \QI if α =
∑
γ∈∆˜+
mγγ :
mγ ∈ Z≥0 for γ ∈ ∆˜
+
0 \ ∆˜
+
I , and mγ ∈ {0, 1} for γ ∈ ∆˜
+
1 \ ∆˜
+
I . Denote by P(α) the set
of all partitions of α. One has |P(α)| = KI(α).
2.3.2. For γ ∈ ∆˜+ denote by γ the corresponding element in the set ∆. Choose bases
{fγ}γ∈∆˜+ of n− and {eγ}γ∈∆˜+ of n+ such that fγ ∈ g−γ, eγ ∈ gγ . In the light of Proposi-
tion 1.1.4 (ii), for each α ∈ ∆+ the entries of the matrix
Dα =
(
[fγi , eγj ]
)
γi=γj=α
are proportional to hα and detDα 6= 0. Hence we can choose the bases in such a way that
all matrices Dα are diagonal: Dα =
(
δijhα
)
i,j
.
For every m ∈ P(α), define the monomial
fm :=
∏
α
fmαα , e
m :=
∏
α
emαα ,
where the order of factors is given by the total ordering fixed above. Take λ ∈ h⊥I and let
vλ be the highest weight vector of MI(λ). The set {fmvλ | m ∈ P(ν)} forms a basis of
MI(λ)λ−ν . By definition given in 1.2.4,
detSν = det
(
HCI(σ(f
m)f s)
)
m,s∈P(ν)
.
Since both {σ(fm)}
m∈P(ν) and {e
m}
m∈P(ν) are bases of the same vector space, one has
detSν = det
(
HCI(e
mf s)
)
m,s∈P(ν)
,
up to a non-zero constant factor.
2.3.3. Set |k| =
∑
α∈∆+
kα. For u ∈ U(g) denote by gru the image of u in the symmetric
algebra S(g).
Lemma. For any m, s ∈ P(ν), we have
(i) deg HC(emf s) ≤ min(|m|, |s|);
(ii) if |m| = |s|, we have
deg HC(emf s) = |m |⇐⇒ m = s;
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(iii) up to a non-zero constant factor,
grHC(emfm) =
∏
γ∈∆˜+
h
mγ
γ .
Proof is by induction on ν ∈ Q+ with respect to the partial order (see 1.1.1).
2.3.4. Corollary. Up to a non-zero constant factor, the leading term of detSν is equal
to ∏
α∈∆+\∆I
hrα(ν)α ,
where
rα(ν) :=
∑
γ∈∆˜+:γ=α
∑
m∈P(ν)
mγ .
2.3.5. Lemma. For any γ ∈ ∆˜+ \∆I one has∑
m∈P(ν)
mγ =
∞∑
r=1
(−1)(r−1)p(γ)KI(ν − rγ).
Proof is by induction on ν ∈ Q+ \QI with respect to the partial order (see 1.1.1).
2.3.6. Combining Corollary 2.3.4 and Lemma 2.3.5, we obtain the required assertion. 
2.4. Computation of am,β. Since
∐
R˜m,β = Z≥1 × Irr, Lemma 2.2.5 (ii) gives
(9)
∑
(m,β)∈I˜rr
dm,β =
∑
(m,β)∈Z≥1×Irr
am,βτmβ .
Both sides of the above formula are well-defined functions on Q: for each ν ∈ Q only
summands indexed by the pairs (m, β), where ν −mβ ∈ Q+, are non-zero at ν, and thus
only finitely many summands are non-zero for each ν ∈ Q.
2.4.1. From Lemma 2.3,∑
(m,β)∈I˜rr
dm,β(ν) =
∑
α∈∆+\QI
∞∑
r=1
(−1)(r+1)p(α)(dim gα)KI(ν − rα),
and thus, using (9) and τmβ(ν) = K(ν −mβ), we get∑
(m,β)∈Z≥1×Irr
am,β
∑
ν
K(ν−mβ)e−ν =
∑
α∈∆+\QI
∞∑
r=1
∑
ν
(−1)(r+1)p(α)(dim gα)KI(ν− rα)e
−ν,
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which can be rewritten as∑
(m,β)∈Z≥1×Irr
am,β
∑
ν
K(ν)e−ν−mβ =
∑
α∈∆+\QI
∞∑
r=1
∑
ν
(−1)(r+1)p(α)(dim gα)KI(ν)e
−ν−rα,
that is
R−1
∑
(m,β)∈Z≥1×Irr
am,βe
−mβ = R−1RI
∑
α∈∆+\QI
∞∑
r=1
(−1)(r+1)p(α)(dim gα)e
−rα.
Therefore the integer am,β is equal to the coefficient of e
−mβ in the expression
RI
∑
γ∈∆+\QI
∞∑
r=1
(−1)(r+1)p(γ)(dim gγ)e
−rγ.
Hence
am,β =
∑
γ∈∆+\QI
∞∑
r=1
(−1)(r+1)p(γ)(dim gγ)kI(mβ − rγ).
2.4.2. Substituting the formula for am,β into Corollary 2.2.6 we get
detSν =
∏
(m,β)∈Z≥1×Irr
φ
K(ν−mβ)
∑
γ∈∆+\QI
∑∞
r=1(−1)
(r+1)p(γ)(dim gγ)kI(mβ−rγ)
mβ
=
∏
α∈Q+
φ
K(ν−α)
∑
γ∈∆+\QI
∑∞
r=1(−1)
(r+1)p(γ)(dim gγ)kI (α−rγ)
α
=
∏
α∈Q+
∞∏
r=1
∏
γ∈∆+\QI
φ(−1)
(r+1)p(γ)(dim gγ)kI(α−rγ)K(ν−α)
α
=
∞∏
r=1
∏
α∈Q+
∏
γ∈∆+\QI
φ
(−1)(r+1)p(γ)(dim gγ)kI(α)K(ν−α−rγ)
α+rγ .
Recalling that kI(α) = 0 for α 6∈ Q
+
I , this completes the proof of Theorem 1.2.8.
3. Vacuum determinant
Let g = g(A, p) be a finite dimensional contragredient Lie superalgebra and let g(Aˆ, pˆ) =
CD ⋉ gˆ be its (untwisted) affinization described in Example 1.2.12, which notation we
retain, except that here we take hˆ = h+ CK.
We denote ∆(Aˆ, pˆ) by ∆ˆ and ∆I = ∆(A, p) by ∆, Q+(Aˆ, pˆ) by Qˆ+ and Q
+
I = Q
+(A, p)
by Q+, and so on.
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Denote the Weyl group of g (resp., of gˆ) by W (resp., by Wˆ ). Introduce the twisted
action Wˆ on hˆ∗ as w.λ := w(λ+ ρˆ)− ρˆ; notice that w.λ := w(λ+ ρ)− ρ if w ∈ W . Recall
that [K3]
(10) (δ|ρˆ) = h∨B = (ρ|θ) +
1
2
(θ|θ).
Recall that Jˆ = {0} ∪ J . We apply Theorem 1.2.8 to gˆ (see Remark 1.2.10) and
I = J ⊂ Jˆ .
3.1. Introduce Λ0 ∈ hˆ∗ such that Λ0(h) = 0 for h ∈ h, Λ0(K) = 1. Any λ ∈ hˆ⊥I takes the
form λ = kΛ0 for some k ∈ C. Thus, detSν is a polynomial in one variable k.
3.2. The generalized Verma module MI(kΛ0) is the vacuum module V
k. Using Theo-
rem 1.2.8 for gˆ, we obtain the formula for the vacuum determinant:
(11) detSν(k) =
∞∏
r=1
∏
γ∈∆ˆ+\∆
∏
α∈Q+
φrγ+α(k)
(dim gˆγ)Kˆ(ν−α−rγ)(−1)(r+1)p(γ)kJ (α),
where ∑
α∈Q+
kJ(α)e
−α =
∏
α∈∆+0
(1− e−α)
∏
α∈∆+1
(1 + e−α)−1.
Recall that dim gˆγ = dim h if γ ∈ Zδ (unless g = gl(m,m), when dim gˆsδ = 2m − 1,
see Example 1.2.13), and dim gˆγ = 1 if γ 6∈ Zδ.
Write γ ∈ ∆ˆ+ \∆ as γ = uδ + γ′, where u ∈ Z≥1 and γ′ ∈ ∆. Then, by (10):
(12)
1
ru
φrγ+α(k) = k + h
∨
B +
(ρ− α|γ′)− r(γ′|γ′)/2
u
+
(α|ρ)− (α|α)/2
ru
.
3.2.1. Remark. It is easy to see that φξ = φw(ξ−ρ)+ρ for any w ∈ W since (λ|wξ) = (λ|ξ)
if λ ∈ hˆ⊥I , for any w ∈ W .
3.2.2. Apart from the caseD(2, 1, a) with irrational a, a finite-dimensional contragredient
Lie superalgebra g admits a symmetrizable Cartan matrix with integer entries. As a
consequence, we can (and will) normalize the bilinear form (.|.) in such a way that the
scalar product of any two roots is rational. Unless otherwise stated, we will assume that
g 6= D(2, 1, a) with irrational a.
Corollary. If g is not of the type D(2, 1, a) with irrational a then the vacuum module
V k is simple for k 6∈ Q.
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3.2.3. Write detSν(k) =
∏
b∈C(k + h
∨
B − b)
mb(ν) and set
Mb := R
∑
ν
mb(ν)e
−ν .
Then
Mb =
∑
(r;γ;α)∈Y (b)
(−1)(r+1)p(γ)(dim gˆγ)kI(α)e
−α−rγ,
where Y (b) is the set of triples (r; γ;α) with φrγ+α proportional to (k + h
∨
B − b), that is
Y (b) := {(r; γ;α)| r ∈ Z≥1, γ ∈ ∆ˆ
+ \∆, α ∈ Q+ such that
φrγ+α
k + h∨B − b
∈ C∗}.
We know that M0 6= 0. By Corollary 3.2.2, for g 6= D(2, 1, a) with irrational a, one
has Mb = 0 if b 6∈ Q. In this case, we present a non-zero rational number b in the form
b = p/q, where p, q are relatively prime non-zero integers and q ≥ 1.
3.3. Consider the restriction of the bilinear form (.|.) to the real vector space hR :=∑
α∈∆Rα; the dimension of a maximal isotropic subspace of hR is called the defect of g.
A simple finite-dimensional contragredient superalgebra of defect zero is either a Lie
algebra or osp(1, 2n).
3.3.1. Let κ(.|.) denote the Killing form. If κ is non-zero, set ∆# = {α ∈ ∆| κ(α|α) > 0}.
Then ∆#0 is the root system of one of simple components of g0. If κ = 0 then g is of type
A(n, n), D(n+1, n) or D(2, 1, a). In this case the root system is a union of two mutually
orthogonal subsystems: ∆0 = An∪An, Dn+1∪Cn, D2∪C1 respectively; we let ∆# = ∆
#
0
be the first subset. Let W# be the Weyl group corresponding to ∆#0 , that is the subgroup
of W generated by the rα with α ∈ ∆
#
0 .
3.3.2. A subset S of ∆ is called maximal isotropic if it consists of the defect g roots that
span a maximal isotropic subspace of hR. The existence of S is proven in [KW2]; it is also
shown that one can choose a set of simple roots Π is such a way that S ⊂ Π. We fix S
and Π which contains S. We set
NS := {
∑
β∈S
nββ, nβ ∈ Z≥0}.
For α ∈ NS denote by htα the height of α: htα =
∑
nβ if α =
∑
β∈S nββ.
3.3.3. By a regular exponential function on hˆ we mean a finite linear combination of
exponentials eλ : λ ∈ hˆ∗. A rational exponential function is a ratio P/Q, where P,Q are
regular exponential functions and Q 6= 0. The Weyl group Wˆ acts on the field of rational
exponential functions by the formulas w(eλ) = ewλ, w.(eλ) = ew.λ.
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3.4. Retain notation of 3.2.3.
Theorem. Assume that W#S ⊂ ∆+. Then
detSν(k) =
∏
r≥1
∏
γ∈∆ˆ+\∆
∏
α∈NS
φrγ+α(k)
(dim gˆγ)dr,γ,α(ν),
where φrγ+α(k) = (Λ0|γ)k + (ρˆ− α|γ)− r(γ|γ)/2,
and dr,γ,α(ν) are integers, defined by∑
ν∈Qˆ
dr,γ,α(ν)e
−ν = (−1)htα+(r−1)p(γ)R−1
∑
w∈W#
(−1)l(w)ew.(−rγ−α), i.e.
Mb =
∑
(r;γ;α)∈YS(b)
(−1)(r+1)p(γ)+htα(dim gˆγ)
∑
w∈W#
(−1)l(w)ew.(−rγ−α),
where YS(b) := {(r; γ;α)| r ∈ Z≥1, γ ∈ ∆ˆ
+ \∆, α ∈ NS such that φrγ+α
k+h∨B−b
∈ C∗}.
Note that rγ + α uniquely determines a triple (r; γ;α), and that dim gˆγ = 1, apart from
the case when φrγ+α(k) is proportional to k + h
∨
B.
Proof. Since S consists of simple mutually orthogonal isotropic roots one has (α|α) =
(α|ρˆ) = 0 for any α ∈ NS. This gives the formula for φrγ+α.
For α ∈ NS and ξ := −w(−α) one has φrγ+ξ = φrγ+ρ−wρ+wα = φrw−1γ+lβ by Re-
mark 3.2.1. Combining the formulas in 3.2 and Lemma 3.5 we obtain for each r:∏
γ∈∆ˆ+\∆
∏
α∈Q+
φ
Kˆ(ν−α−rγ)kI (α)
rγ+α =
∏
γ∈∆ˆ+\∆
∏
w∈W#
∏
α∈NS
φ
(−1)l(w)+htαKˆ(ν−rγ+wρ−ρ−wα)
rw−1γ+α
=
∏
γ∈∆ˆ+\∆
∏
w∈W#
∏
α∈NS
φ
(−1)l(w)+htαKˆ(ν−rwγ+wρ−ρ−wα)
rγ+α
=
∏
γ∈∆ˆ+\∆
∏
α∈NS
∏
w∈W#
φ
(−1)l(w)+htαKˆ(ν+w.(−rγ−α))
rγ+α .
Now, the formula for the integers dr,γ,α(ν) follows from 3.2. 
3.5. Lemma. Assume that W#S ⊂ ∆+. Then for any α ∈ Q the orbit W#.(−α)
meets −NS at most once and
kI(α) =
{
0, if W.(−α) ∩ (−NS) = ∅,
(−1)l(w)+ht(−w.(−α)), if w.(−α) ∈ NS.
Proof. First, let us show that NS ∩ ∆+ = S. Indeed, if the defect of g is not greater
than one the assertion is trivial. The root systems of finite-dimensional contragredient
Lie superalgebras are described in [K1], 2.5.4. All exceptional superalgebras have defect
one. For non-exceptional superalgebras of non-zero defect, hR has an orthogonal basis
{εi|δj}i=1,n;j=1,m, where (εi|εi) = −(δj |δj) for any i, j and ∆ ⊂ {±tεi,±tδj : t = 1, 2; ±εi±
δj ;±εi ± εi′ ;±δj ± δj′}. As a result, S is of the form {±εil ± δjl}, where il 6= il′ , jl 6= jl′
for l 6= l′. This implies NS ∩∆+ = S.
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Recall that all root spaces of g are one-dimensional and thus
R :=
∏
α∈∆+0
(1− e−α)
(1 + e−α)
=
∑
α∈Q+
kI(α)e
−α.
Since NS ∩∆+ = S we have kI(α) = (−1)htα for α ∈ NS. Thm. 2.1 of [KW2] states that
eρR =
∑
w∈W#
(−1)l(w)w
( eρ∏
β∈S(1 + e
−β)
)
.
The assumption W#S ⊂ ∆+ forces W#(NS) ⊂ Q+ and the above formula gives
(13) R =
∑
w∈W#
(−1)l(w)
∑
α∈NS
(−1)htαew.(−α).
We see that kI(α) = 0 if W
#.(−α) does not meet NS, and, moreover, w(eρR) =
(−1)l(w)eρR, that is
kI(α) = (−1)
l(w)kI(−w.(−α)) for any α ∈ Q,w ∈ W
#.
We already know that kI(α) = (−1)
htα for α ∈ NS. It remains to verify that for any
ξ ∈ Q the orbit W.(−ξ) meets −NS at most once or, equivalently, that for any α ∈ NS
one has W#.(−α) ∩ (−NS) = {−α}. Indeed, from (13) for any α ∈ NS one has
kI(α) =
∑
w∈W#:−w.(−α)∈NS
(−1)l(w)+ht(−w.(−α)).
However if −w.(−α) ∈ NS then kI(−w.(−α)) = (−1)ht(−w.(−α)) and kI(−w.(−α)) =
(−1)l(w)kI(α) so kI(α) = (−1)l(w)+ht(−w.(−α)). Hence kI(α) =
∑
w∈W#:−w.(−α)∈NS kI(α) so
W#.(−α) ∩ (−NS) = {−α} as required. 
4. Virasoro algebra
In this section we prove formula (3) and Theorem 0.3.2 (see Theorem 4.2.1 and Propo-
sition 4.3.2 respectively).
4.1. Notation. Denote by Vir≥k (resp., Vir<k) the subspace spanned by Lj, j ≥ k (resp.,
Lj , j < k). Notice that Vir≥−1,Vir<−1 are subalgebras. A Verma module M(h; c) (h, c ∈
C) over Vir is induced from the one-dimensional module C|h; c〉 of Vir≥0 + CC, where
Vir>0 acts trivially, L0 acts by the scalar h and C acts by the scalar c. The weight spaces
of M(h; c) are eigenspaces of L0 with eigenvalues h+ n, n ∈ Z≥0.
A vacuum module V c is induced from the one-dimensional module C|0; c〉 of Vir≥−1 +
CC, where Vir≥−1 acts trivially and C acts by the scalar c. Clearly, V c =M(0; c)/M(1; c).
In this section we use letters r, s, p, q, k,m for non-negative integers. For positive in-
tegers p, q we denote, as before, by (p, q) their greatest common divisor. We denote the
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maximal proper submodule of M(h; c) by M(h; c) and the simple quotient of M(h; c) by
L(h; c).
4.2. Main result. Introduce the anti-involution σ on Vir by the formulas σ(Ln) =
L−n, σ(C) = C. Define the triangular decomposition Vir = Vir<0⊕ (CL0+CC)⊕Vir≥1,
and introduce the Harish-Chandra projection with respect to this triangular decompo-
sition. Define the contravariant forms on Verma modules and on vacuum modules as
in 1.2.4. Define the Jantzen filtrations on these modules as in 2.2.1 and observe that the
“sum formula” (8) holds in this setup. We denote the determinant of the contravariant
form on the eigenspace of L0 with the eigenvalue h+N (N ∈ Z≥0) in M(h; c) by deth+N
(resp., on the eigenspace V cN of L0 in V
c with the eigenvalue N by det′N). These are
polynomials in h and c (resp., c).
4.2.1. Theorem. Let cp,q = 1−
6(p−q)2
pq
.
(i) Up to a non-zero scalar factor, the vacuum determinant is as follows:
det′N(c) =
∏
p>q>1,(p,q)=1
(
c− cp,q)
)dimL((p−1)(q−1);cp,q)N ,
where dimL((p− 1)(q − 1); cp,q)N is given by the right-hand side of (4).
(ii) A vacuum module V c is simple iff c 6∈ {cp,q}p,q∈Z≥2,(p,q)=1.
(iii) If V c is not simple, then F1(V c) = L((p − 1)(q − 1); cp,q),F
2(V c) = 0, where
c = cp,q, p, q ∈ Z≥2, (p, q) = 1.
(iv) The vertex algebra Virc satisfies Zhu’s C2 condition iff the vacuum module V c is
not simple.
We prove (iv) in 4.3 and (i) in 4.4 below; (ii), (iii) follow from (i) and Jantzen sum
formula (8).
4.3. Singular vectors in V c. Since L−1|0; c〉 = 0 in V c, it is clear that C2 holds iff the
vectors Lk−2|0; c〉 (k ≥ 1) are linearly dependent over C2(Virc) := span{L−kv| k > 2, v ∈
Virc}. If V c is simple then Vir
c = Virc and the vectors Lk−2|0; c〉 are linearly independent
over C2(Virc) and thus Virc does not satisfy C2 condition. Take c such that V
c is not
simple. In order to check the C2 condition, it is enough to verify that a singular vector
in V c is of the form (Lk−2 + a)|0; c〉, where a ∈ U(Vir<−1) lies in the right ideal generated
by L−i, i > 2. This will be shown in Proposition 4.3.2.
4.3.1. A total ordering on monomials. For v ∈ V c call the monomials of v all the ordered
monomials appearing in u, where u ∈ U(Vir<−1) is such that v = u|0; c〉.
Introduce the following (lexicographic) total order (cf. [Kt]) on the ordered monomi-
als of U(Vir<−1) with given adL0-eigenvalue: for L−is . . . L−i1 and L−jr . . . L−j1 with
is ≥ . . . ≥ i1 ≥ 2, jr ≥ . . . ≥ j1 ≥ 2 and
∑
im =
∑
jn = N , put L−is . . . L−i1 <
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L−jr . . . L−j1 if either i1 < j1, or i1 = j1, i2 = j2 . . . , im = jm, im+1 < jm+1. For example,
L2−4 > L−5L−3 > L−3L−3L−2 > L
4
−2.
4.3.2. Proposition. The minimal monomial of a singular vector v of V c, not propor-
tional to |0; c〉, is Lm−2, where m is a positive integer.
Proof. Observe that for u ∈ Vir<−1 and k ≥ −1, one has Lku|0; c〉 = [Lk, u]|0; c〉. In
particular, if v = u|0; c〉 then the monomials of Lkv for k ≥ −1 are the monomials of
[Lk, u], which lie in U(Vir<−1).
The minimal monomial of [L1, L−is . . . L−i1 ] is L−is . . . L−i2L−i1+1. In particular, if
X, Y are monomials in Vir<−1 and X < Y then the minimal monomial of [L1, X ] is
less than the minimal monomial of [L1, Y ]. If i1 > 2 then L−is . . . L−i2L−i1+1 belongs to
Vir<−1. As a consequence, the minimal monomial of a singular vector v is of the form
L−is . . . L−i1 , where i1 = 2. Indeed, suppose that i1 > 2; then the minimal monomial of
L1v is L−is . . . L−i2L−i1+1, which belongs to Vir<−1, and thus L1v 6= 0, so v is not singular.
Now it remains to show that the minimal monomial of v is not of the form X =
X ′Ls−rL
m
−2 for some r > 2, s > 0.
Let X = X ′Ls−rL
m
−2 be a monomial (r > 2 and X
′ does not contain L−2 and L−r). Then
the minimal monomial of Lr−2X|0; c〉 is X ′L
s−1
−r L
m+1
−2 . Suppose that X is the minimal
monomial of a singular vector v (we have shown that m ≥ 1). Since Lr−2v = 0, the
monomial
Z := X ′Ls−1−r L
m+1
−2
should appear as a monomial in Lr−2Y |0; c〉 for some Y > X . Write Y = Y ′′Lk−2, where
Y ′′ does not contain L−2. Recall that
Y > X ⇐⇒
[
k < m,
k = m and Y ′′ > X ′Ls−r.
The degree of L−2 in any monomial of [Lr−2, Y ] is at most k + 1. Hence Lr−2Y |0; c〉
does not contain Z if k < m.
In the remaining case Y = Y ′′Lm−2 for Y
′ > X ′Ls−r, write Y = Y
′Lp−tL
m
−2, where Y
′
does not contain L−t. Then t > 2 and the condition Y > X forces that either t > r or
t = r, Y ′Lp−r > X
′Ls−r.
If Y = Y ′Lp−tL
m
−2 for some t > r then the degree of L−2 in any monomial of [Lr−2, Y ] is
at most m so Lr−2Y |0; c〉 does not contain the monomial Z.
If Y = Y ′Lp−rL
m
−2, then the only monomial of [Lr−2, Y ], having a factor L
m+1
−2 , is
Y ′Lp−1−r L
m+1
−2 . Since Y
′Lp−r > X
′Ls−r, one has Y
′Lp−1−r > X
′Ls−1−r and so Y
′Lp−1−r L
m+1
−2 > Z.
Hence Lr−2Y |0; c〉 does not contain Z, a contradiction. The assertion follows. 
4.4. Proof of Theorem 4.2.1 (ii).
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4.4.1. Outline of the proof. In Lemma 4.4.2 we will show that V c has a subquotient,
isomorphic to L((p − 1)(q − 1); c) if c = cp,q, where p > q ≥ 2, (p, q) = 1. Using the sum
formula (8) we conclude that det′N (c) is divisible by the polynomial
PN (c) :=
∏
p>q≥2,(p,q)=1
(
c− cp,q)
)dimL((p−1)(q−1); cp,q)N .
In 4.4.3–4.4.5 we will show that the degree of det′N (c) coincides with the degree of PN(c)
so det′N(c) = aPN(c) for a ∈ C
∗. This proves Theorem 4.2.1 (ii).
4.4.2. Lemma. Let c = cp,q, where p > q ≥ 2 are relatively prime integers. Then V c
has a subquotient isomorphic to L((p− 1)(q − 1); c).
Proof. Recall that V c =M(0; c)/M(1; c). We will show thatM(0; c) has a singular vector
of weight (p− 1)(q − 1), whereas M(1; c) does not have such a vector.
Recall ([K2]; [KR], 8.1–8.4) that the determinant of the contravariant (=Shapovalov)
form for a Verma module over the Virasoro algebra is, up to a non-zero constant factor:
detN+h(c, h) =
∏
r,s∈Z≥1
(h− hr,s(c))
pcl(N−rs),
where pcl(m) is the classical partition function:
∞∏
k=1
(1− xk)−1 =
∑
m∈Z
pcl(m)x
m,
and the functions hr,s(c) can be described as follows:
hr,r(c) =
(r2 − 1)(c− 1)
24
, hr,s(c) =
(p′r − q′s)2 − (p′ − q′)2
4p′q′
,
where p′, q′ ∈ C are such that c = 1− 6(p
′−q′)2
p′q′
.
Let c = cp,q, where p > q ≥ 2 are relatively prime integers. One has hr,r(c) 6= 0 for
r ≥ 2 and hr,s(c) = 0 iff pr − qs = ±(p − q); hr,r(c) 6= 1 for r ≥ 1 and hr,s(c) = 1 iff
pr− qs = ±(p+ q). As a result, hp−1,q−1(p, q) = 0 and hr,s(p, q) 6= 1 if rs < (p+1)(q− 1).
Hence M(0; c) has a singular vector of weight (p− 1)(q− 1), whereas the minimal weight
of a singular vector in M(1; c) is 1 + (p+ 1)(q − 1) = pq − p+ q. The claim follows. 
4.4.3. The leading term of det′N (c) is c
d(N), where
d(n) =
∑
λ⊢n,16∈λ
l(λ).
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Here λ ⊢ n stands for a partition of n (we will write |λ| = n), l(λ) is the number of parts
of λ, and 1 ∈ λ means that λ contains a part equal to 1. One has
∑
λ: 16∈λ
tl(λ)x|λ| =
∞∏
m=2
(1− txm)−1
and this allows to express the generating function
∑
n d(n)x
n as follows:
∑
n
d(n)xn =
∑
16∈λ
l(λ)x|λ| =
∂
∏∞
m=2(1− tx
m)−1
∂t
|t=1.
Therefore
∑
n
d(n)xn =
∞∏
m=2
(1− xm)−1
∞∑
r=2
xr
1− xr
=
∞∏
m=2
(1− xm)−1
∑
r≥2, s≥1
xrs,
which can be rewritten as
∞∏
m=1
(1− xm)
∑
n
d(n)xn =
∑
r≥2,s≥1
(xrs − xrs+1).
4.4.4. Take c = cp,q, where p, q ∈ Z are such that p > q ≥ 2, (p, q) = 1. One has∏
k≥1
(1− xk) chL((p− 1)(q − 1); c) =
∑
k∈Z\{0}
(x(1+kq)(1+kp) − x(kq−1)(1+kp)+1),
see [FF], [Ast]. In order to prove that the degree of det′N(c) coincides with the degree of
PN(c) (see 4.4.1) it remains to verify the following identity of formal power series in x:
(14)
∑
r≥2,s≥1
(xrs − xrs+1) =
∑
p>q≥2,(p,q)=1
∑
k∈Z\{0}
(x(1+kq)(1+kp) − x(kq−1)(1+kp)+1).
4.4.5. One has ∑
r≥2,s≥1
xrs =
1
2
∑
k,l≥1
x(k+1)(l+1) +
1
2
∑
k,l≥2
x(k−1)(l−1) − x/2.
Writing k = jp, l = jq, where j := (k, l) and (p, q) = 1, we obtain∑
k,l≥1
x(k+1)(l+1) =
∑
j≥1
∑
p,q≥1, (p,q)=1
x(jp+1)(jq+1)
=
∑
j≥1
( ∑
p>q≥2, (p,q)=1
2x(jp+1)(jq+1) + 2
∑
p≥2
x(j+1)(jp+1) + x(j+1)
2)
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and similarly∑
k,l≥2
x(k−1)(l−1) =
∑
j≥2
∑
p,q≥1, (p,q)=1
x(jp−1)(jq−1) +
∑
p,q≥2, (p,q)=1
x(p−1)(q−1)
= 2
∑
j≥1
∑
(p,q)=1,p>q≥2
x(jp−1)(jq−1) +
∑
j≥2
(
2
∑
p≥2
x(j−1)(jp−1) + x(j−1)
2)
= 2
∑
j≥1
∑
(p,q)=1,p>q≥2
x(jp−1)(jq−1) +
∑
j≥2
(
2
∑
p≥2
x(j−1)(jp−1) + xj
2)
+ x.
Therefore∑
r≥2,s≥1
xrs =
∑
j≥1
∑
(p,q)=1,p>q≥2
(
x(jp+1)(jq+1) + x(jp−1)(jq−1)
)
+
∑
j≥2
xj
2
+
∑
j≥1
∑
p≥2
x(j+1)(jp+1) +
∑
j≥2
∑
p≥2
x(j−1)(jp−1)
=
∑
j∈Z\{0}
∑
(p,q)=1,p>q≥2
x(jp+1)(jq+1) +
∑
j∈Z\{0,−1}
∑
p≥2
x(j+1)(jp+1) +
∑
j≥2
xj
2
.
Moreover,∑
r≥2,s≥1
xrs+1 =
∑
k≥2,l≥1
x(k−1)(l+1)+1 =
∑
j≥2
∑
p,q≥1, (p,q)=1
x(jp−1)(jq+1)+1 +
∑
p≥2, q≥1, (p,q)=1
x(p−1)(q+1)+1
=
∑
j≥1
∑
p>q≥2,(p,q)=1
(
x(jp−1)(jq+1)+1 + x(jp+1)(jq−1)+1
)
+
∑
j≥2
xj
2
+
∑
j≥1
∑
p≥2
x(jp−1)(j+1)+1 +
∑
j≥2
∑
p≥2
x(jp+1)(j−1)+1
=
∑
j∈Z\{0}
∑
(p,q)=1,p>q≥2
x(jp+1)(jq−1)+1 +
∑
j∈Z\{0,−1}
∑
p≥2
x(j+1)(jp−1)+1 +
∑
j≥2
xj
2
.
Now (14) follows from the following identities:∑
j∈Z\{0,−1}
x(jp−1)(j+1)+1 =
∑
j∈Z\{0,−1}
x(−j)(−(j+1)p+1) =
∑
j∈Z\{0,−1}
x(i+1)(ip+1). 
5. Neveu-Schwarz algebra
The Neveu-Schwarz superalgebra NS is a Lie superalgebra with the basis {C;Li}i∈ 1
2
Z
,
such that its even part is the Virasoro algebra (with the basis {C;Li}i∈Z), the element
C is central, and apart from the relations (2) of the Virasoro algebra, the following
commutation relations for m ∈ Z and i, j ∈ 1
2
Z \ Z hold:
[Li, Lj ] = 2Li+j + δ0,i+j
4i2 − 1
12
C, [Lm, Lj] = (
m
2
− j)Lj+m.
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5.1. Notation. Denote by NS>k the subspace spanned by Lj , j > k. A Verma module
M(h; c) (h, c ∈ C) over NS is induced from the one-dimensional module C|h; c〉 ofNS≥0+
CC, where NS>0 acts trivially, L0 acts by the scalar h and C acts by the scalar c. The
weight spaces of M(h; c) are eigenspaces of L0 with eigenvalues h+ n, n ∈
1
2
Z≥0.
Notice that NS≥−1 is a subalgebra. A vacuum module V c over NS is induced from
the one-dimensional module C|0; c〉 of NS≥−1 + CC, where NS≥−1 acts trivially and C
acts by the scalar c. Clearly, V c = M(0; c)/M(1/2; c). Recall that it carries a canonical
structure of a vertex algebra, denoted by NSc. Its unique simple quotient is denoted by
NSc.
Let
(15) Y := {(p, q) ∈ Z≥1 × Z≥1| p ≡ q mod 2 , (
p− q
2
, q) = 1}.
Set
ψ(x, t) :=
∞∏
n=0
(1 + txn+1/2)−1
∞∏
n=1
(1− txn).
The function ψ(x, 1) is the super analogue of the Virasoro denominator
∏∞
n=1(1 − x
n),
namely one has: ψ(x, 1)−1 =
∑
N∈ 1
2
Z
dimM(h; c)h+Nx
N .
5.2. Main result. Introduce the anti-involution σ on NS by the formulas σ(Ln) =
L−n, σ(C) = C. Define the triangular decomposition NS = NS<0⊕(CL0+CC)⊕NS>0,
and introduce the Harish-Chandra projection with respect this triangular decomposition.
Define the contravariant forms and the Jantzen filtarions on Verma modules and on vac-
uum modules as in 1.2.4, 2.2.1; observe that the “sum formula” (8) holds in this setup.
We denote the determinant of the contravariant form on the eigenspace of L0 with the
eigenvalue h +N (N ∈ 1/2Z≥0) in M(h; c) by deth+N (resp., on the eigenspace V cN of L0
in V c with the eigenvalue N by det′N). These are polynomials in h and c (resp., c).
5.2.1. Theorem. Let cSp,q =
3
2
(1− 2(p−q)
2
pq
), and recall notation (15).
(i) Up to a non-zero scalar factor, the vacuum determinant for NS is as follows:
(16) det′N(c) =
∏
p>q≥2,(p,q)∈Y
(
c− cSp,q)
)dimL((p−1)(q−1)/2;cSp,q)N .
(ii) A vacuum NS-module V c is simple iff c 6= cSp,q, where p > q ≥ 2, (p, q) ∈ Y . If
V c is not simple then its unique proper submodule is L((p− 1)(q− 1)/2; cSp,q) and
chL((p− 1)(q − 1)/2; cSp,q) = ψ(x, 1)
−1
∑
k∈Z\{0}
(x(kp+1)(kq+1)/2 − x((kp+1)(kq−1)+1)/2).
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(iii) If the NS-module V c is not simple, i.e. c = cSp,q, where p > q ≥ 2, (p, q) ∈ Y ,
then
F1(V c) = L((p− 1)(q − 1)/2; cSp,q), F
2(V c) = 0.
(iv) The vertex algebra NSc satisfies Zhu’s C2 condition iff the vacuum module V c is
not simple.
5.3. Superpartitions. Let us call λ = (λ1, λ2, . . . , λm) a superpartition of N if
∑m
i=1 λi =
N , λ1 ≤ λ2 ≤ . . . ≤ λm, 2λi ∈ Z≥1 for any i, and λi 6= λi±1 if λi is not integer (i.e.,
any half-integer appears at most once in the multiset {λi}mi=1). Write λ ⊢ N if λ is a
superpartition of N ; set |λ| = N and l(λ) = m if λ = (λ1, λ2, . . . , λm). For b ∈
1
2
Z write
b ∈ λ if λi = b for some i.
Note that ψ(x, t)−1 is the generating function for superpartitions: ψ(x, t)−1 =
∑
λ t
l(λ)x|λ|.
5.4. Proof of Theorem 5.2.1 (i),(ii),(iii). It is straightforward to deduce (ii) from [Ast],
8.2 (which relies on the Kac determinant formula for NS [K2]). It follows that if c = cSp,q,
where p > q ≥ 2, (p, q) ∈ Y , then F1(V c) = L((p − 1)(q − 1)/2; cSp,q). From the sum for-
mula (8), it follows that det′N(c) is divisible by the right-hand side of (16) and, moreover,
that (i) implies (iii). We prove (16) by showing that the degree of det′N(c) is equal to
the degree of the right-hand side of (16). Let d(N) be the degree of det′N (c). In terms of
generating functions, we need to show that∑
n∈ 1
2
Z
d(n)xn =
∑
p>q≥2,(p,q)∈Y
dimL((p− 1)(q − 1)/2; cSp,q)nx
n,
which can be rewritten as
ψ(x, 1)
∑
n∈ 1
2
Z
d(n)xn =
∑
p>q≥2,(p,q)∈Y
∑
k∈Z\{0}
(x(kp+1)(kq+1)/2 − x((kp+1)(kq−1)+1)/2).
5.4.1. One has
d(n) =
∑
λ⊢n,16∈λ , 1
2
6∈λ
l(λ).
Observe that
ψ(x, t)−1
(1− tx)
1 + tx1/2
=
∑
λ⊢n,16∈λ , 1
2
6∈λ
tl(λ)x|λ|,
and this allows to express the generating function
∑
n∈ 1
2
Z
d(n)xn as follows:
∑
n∈ 1
2
Z
d(n)xn =
∑
λ: 16∈λ, 1
2
6∈λ
l(λ)x|λ| =
∂
∂t
(1− tx)
(1 + tx1/2)ψ(x, t)
|t=1.
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Since ∂
∂t
(1−tx)
(1+tx1/2)ψ(x,t)
= (1−tx)
(1+tx1/2)ψ(x,t)
(∑∞
n=1
xn+1/2
1+txn+1/2
+
∑∞
n=2
xn
1−txn
)
, we obtain
ψ(x, 1)
∑
n∈ 1
2
Z
d(n)xn = (1− x1/2)
( ∞∑
n=1
xn+1/2
1 + xn+1/2
+
∞∑
n=2
xn
1− xn
)
= (1− x1/2)
∑
r≥2, s≥1
r≡s mod 2
x
rs
2 .
Put y := x1/2. Let a be a rational number greater than 1 which is not an odd integer.
Then a can be uniquely written as a = p/q, where p > q ≥ 2 are integers of the same
parity and q is the smallest one with this property i.e., (p−q
2
, q) = 1.
5.4.2. One has∑
r≥2, s≥1
r≡s mod 2
yrs =
1
2
∑
k,l≥1
k≡l mod 2
y(k+1)(l+1) +
1
2
∑
k,l≥2
k≡l mod 2
y(k−1)(l−1) − y/2.
Here and further, r, s, k, l, p, q are integers.
For k ≡ l mod 2 we can write k = jp, l = jq, where j := (k−l
2
, l) and (p, q) ∈ Y . We
get∑
k,l≥1
k≡l mod 2
y(k+1)(l+1) =
∑
j≥1
∑
p,q≥1, (p,q)∈Y
y(jp+1)(jq+1)
=
∑
j≥1
( ∑
p>q≥2, (p,q)∈Y
2y(jp+1)(jq+1) + 2
∑
p≥2,(p,1)∈Y
y(j+1)(pj+1) + y(j+1)
2)
and similarly∑
k,l≥2
k≡l mod 2
y(k−1)(l−1) =
∑
j≥2
∑
p,q≥1, (p,q)∈Y
y(jp−1)(jq−1) +
∑
p,q≥2, (p,q)∈Y
y(p−1)(q−1)
= 2
∑
j≥1
∑
p>q≥2, (p,q)∈Y
y(jp−1)(jq−1) +
∑
j≥2
(
2
∑
p≥2,(p,1)∈Y
y(j−1)(pj−1) + y(j−1)
2)
= 2
∑
j≥1
∑
p>q≥2, (p,q)∈Y
y(jp−1)(jq−1) +
∑
j≥2
(
2
∑
p≥2,(p,1)∈Y
y(j−1)(pj−1) + yj
2)
+ y.
Therefore∑
r≥2,s≥1
r≡s mod 2
yrs =
∑
j≥1
∑
p>q≥2,(p,q)∈Y
(
y(jp+1)(jq+1) + y(jp−1)(jq−1)
)
+
∑
j≥2
yj
2
+
∑
j≥1
∞∑
m=1
y(j+1)((2m+1)j+1) +
∑
j≥2
∞∑
m=1
y(j−1)((2m+1)j−1)
=
∑
j∈Z\{0}
∑
p>q≥2,(p,q)∈Y
y(jp+1)(jq+1) +
∑
j∈Z\{0,−1}
∞∑
m=1
y(j+1)((2m+1)j+1)
)
+
∑
j≥2
yj
2
.
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Moreover,∑
r≥2,s≥1
r≡s mod 2
yrs+1 =
∑
k≥2,l≥1
k≡l mod 2
y(k−1)(l+1)+1 =
∑
j≥2
∑
p,q≥1, (p,q)∈Y
y(jp−1)(jq+1)+1 +
∑
p≥2, q≥1, (p,q)∈Y
y(p−1)(q+1)+1
=
∑
j≥1
∑
p>q≥2,(p,q)=1
(
y(jp−1)(jq+1)+1 + y(jp+1)(jq−1)+1
)
+
∑
j≥2
yj
2
+
∑
p≥2, (p,1)∈Y
(∑
j≥1
y(jp−1)(j+1)+1 +
∑
j≥2
y(jp+1)(j−1)+1
)
=
∑
j∈Z\{0}
∑
p>q≥2,(p,q)∈Y
y(jp+1)(jq−1)+1 +
∑
j∈Z\{0,−1}
∑
p≥2, (p,1)∈Y
y(jp+1)(j−1)+1 +
∑
j≥2
yj
2
.
One has ∑
j∈Z\{0,−1}
y(jp−1)(j+1)+1 =
∑
j∈Z\{0,−1}
y(−j)(−(j+1)p+1) =
∑
j∈Z\{0,−1}
y(i+1)(ip+1).
Hence we obtain the required equality:∑
r≥2,s≥1
r≡s mod 2
(yrs − yrs+1) =
∑
j≥1
∑
p>q≥2, (p,q)∈Y
y(jp+1)(jq+1) − y(jp−1)(jq+1)+1. 
5.5. Proof of Theorem 5.2.1 (iv). Let C2(NSc) := span{L−kv| k > 2, v ∈ NSc}.
Recall that the C2 condition for NSc means that C2(NSc) has finite codimension in Vc.
Since L−1|0; c〉 = L−1/2|0; c〉 = 0 in V
c, it is clear that the C2 condition holds iff the
vectors Lk−2|0; c〉 (k ≥ 1) are linearly dependent over C2(NSc).
If V c is simple then NSc = NSc and the vectors L
k
−2|0; c〉 are linearly independent over
C2(NSc), and thus NSc does not satisfy the C2 condition.
Take c such that V c is not simple. Then V c has a unique proper submodule V
c
. In
order to check the C2 condition, it is enough to verify that V
c
contains a vector of the
form (Lk−2 + a)|0; c〉, where a ∈ U(NS<−1) lies in the right ideal generated by L−i, i > 2.
Let v be a singular vector of V
c
(it is unique up to a scalar). In Corollary 5.5.4 we will
show that either v or L−1/2v is of the form (L
k
−2 + a)|0; c〉. This will prove (iv).
5.5.1. Consider the PBW basis of U(NS<−1) which consists of the monomials of the
form Lms−is . . . L
m1
−i1
, where ij ∈
1
2
Z, 1 < i1 < i2 . . . < is, mj ≥ 1 and mj = 1 if ij 6∈ Z.
Define the (lexicographic) total order on the PBW basis of U(NS<−1) with given adL0-
eigenvalue in the same way as in 4.3.1, and retain conventions of 4.3.1.
5.5.2. Lemma. Let v|0; c〉 ∈ V c, where v ∈ U(NS<−1), be a singular vector, not
proportional to |0; c〉. Then v contains either a monomial Lk−2 (k > 0) or a monomilal
Lm−2L−3/2 (m ≥ 0) with a non-zero coefficient.
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Proof. For u ∈ U(NS<−1) denote by supp u the set of monomials, which u contains. In
this proof the letters U,X, Y, Z stand for monomials in U(NS<−1).
Let X, Y be monomials in U(NS<−1) and let Y does not contain L−3/2 and L−2. Let
Lr ∈ NS>0. Then one has
(i) Y L−3/2 ∈ supp[Lr, X ] =⇒
[
X = X ′L−3/2, Y ∈ supp[Lr, X
′]
X = Y L−(r+3/2);
(ii) Y Ls−2L−3/2 ∈ supp[Lr, X ], s > 0 =⇒

 X = X ′Ls−2L−3/2, Y ∈ supp[Lr, X ′]X = Y L−(r+2)Ls−1−2 L−3/2
X = Y L−(r+3/2)L
s
−2;
(iii) Y Ls−2 ∈ supp[Lr, X ], s > 0 =⇒

 X = X ′Ls−2, Y ∈ supp[Lr, X ′]X = Y L−(r+2)Ls−1−2
X = Y L−(r+1/2)L
s−1
−2 L−3/2.
Let M be the minimal element in supp v. Arguing as in Proposition 4.3.2, we see that
M contains either L−3/2 or L−2.
Assume that M does not contain L−3/2. Write M = Y L
s
−2, where Y does not contain
L−3/2, L−2; by the above s > 0. Then Y L
s−1
−2 L−3/2 ∈ supp[L1/2,M ]. Since v is singular,
L1/2v = 0 and thus the monomial Y L
s−1
−2 L−3/2 ∈ supp[L1/2, X ] for some X ∈ supp v,X 6=
M . Since M is minimal in supp v, X does not contain L−3/2. From (i), (ii) above we
conclude that X =M , a contradiction.
Hence M contains L−3/2. If M = L
n
−2L−3/2 the assertion of the lemma holds so we
assume that
M = X ′Ls−rL
n
−2L−3/2,
where r ∈ 1/2Z, r > 2, s ≥ 1, n ≥ 0 and X ′ does not contain L−r.
Note that the minimal monomial of [Lr−2,M ], which belongs to U(NS<−1) is Z :=
X ′Ls−1−r L
n+1
−2 L−3/2. Hence Z should appear as [Lr−2, U ] for some monomial U ∈ supp v, U >
M . From (ii) above we concude that U = X ′Ls−1−r L−(r−1/2)L
n+1
−2 .
Let supp0 v consist of the monomials in supp v, which contain L−2 and do not contain
L−3/2. By the above, U ∈ supp0 v and so supp0 v is not empty. Let M0 be the minimal
element in supp0 v. By the above, M0 < U , i.e.
M0 < X
′Ls−1−r L−(r−1/2)L
n+1
−2 .
It remains to show that M0 = L
k
−2 for some k > 0.
Suppose thatM0 6= Lk−2 and writeM0 = Y L
p
−jL
k
−2, where j ∈ 1/2Z, j > 2, p, k ≥ 1 and
Y ′ does not contain L−j. Observe that k > n. The minimal monomial of [Lj−2,M0], which
belongs to U(NS<−1) is Z := Y L
p−1
−j L
k+1
−2 . Therefore Z should appear as [Lj−2, Y ] for
some monomial U ∈ supp v, U 6=M0. By (iii) above, U is either of the form U1 = X ′L
k+1
−2
or U2 = X
′Lk−2L−3/2. Since k > n one has U2 < M and thus U2 6∈ supp v. Moreover,
U1 < M0 and thus U1 6∈ supp v as well. Hence M0 = Lk−2 as required. 
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5.5.3. Corollary. Let c = cSp,q, p > q ≥ 2, (p, q) ∈ Y . The minimal monomial of a
singular vector v of V c, which is not proportional to |0; c〉, is Lm−2L−3/2 if p, q are even,
and is L−5/2L
m
−2L−3/2 if p, q are odd (m ≥ 0).
Proof. Note that if v contains Lm−2L−3/2 or L−5/2L
m
−2L−3/2, then the corresponding mono-
mial is the minimal monomial in v. Moreover, for c = cSp,q the weight of v is (p−1)(q−1)/2
and thus if v contains Lm−2L−3/2, then p, q are even and if v contains L−5/2L
m
−2L−3/2, then
p, q are odd.
Suppose that v does not contain Lm−2L−3/2. Then, by Lemma 5.5.2, v contains L
k
−2.
Since [L1/2, L
k
−2] contains L
k−1
−2 L−3/2, we conclude, using (ii) above, that k > 1 and that
v contains L−5/2L
m
−2L−3/2. 
5.5.4. Corollary. Let J be the right ideal in U(NS<−1) generated by L−i, i > 2. Let
c = cSp,q, p > q ≥ 2, (p, q) ∈ Y and v be the singular vector of the proper submodule of
V c. If p, q are odd, then v = (Lm+1−2 +a)|0; c〉 for some a ∈ J,m ≥ 0. If p, q are even, then
L−1/2v = (L
m+1
−2 + a)|0; c〉 for some a ∈ J,m ≥ 0.
Proof. The monomials which do not lie in the right ideal generated by L−i, i > 2 are of
the form Lm−2L−3/2, L
m
−2 for m ≥ 0. Therefore if v
′ ∈ V c has integer weight then either
v′ ∈ J |0; c〉 or v′ = (Lm+1−2 + a)|0; c〉 for a ∈ J,m ≥ 0; in other words, if v
′ ∈ V c contains
the monomial Lm+1−2 then v
′ = (Lm+1−2 +a)|0; c〉 for a ∈ J,m ≥ 0. Now the assertion for p, q
odd immediately follows from Lemma 5.5.2. If p, q are even, then v contains Lm−2L−3/2
and L−1/2v contains L
m+1
−2 , and the assertion follows. 
6. Lie algebra case
In this section we will prove Theorem 0.2.1.
Let g be a simple finite-dimensional Lie algebra. In this section we will use the following
(non-standard) normalization of the form B = (.|.) on h∗: (α|α) = 2 if α is a short root.
This normalization is convenient since (β|β)/2, (ρ|β) are positive integers for any root β.
In this normalization Theorem 0.2.1 takes the form:
V k is not irreducible ⇐⇒ (k + h∨B) ∈ {0} ∪ {
p
q
| p ∈ Z≥2, q ∈ Z≥1, (p, q) = 1}.
In the notation of 3.2.3 this can be written as
Mp/q 6= 0 ⇐⇒ p ≥ 2 or p = 0.
We will check the last equivalence in 6.1—6.5 below.
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6.1. Retain notation of 3.3. Since g1 = 0 the set S (introduced in 3.3.2) is empty and
the group W# (introduced in 3.3.1) coincides with W . Theorem 3.4 gives
detSν(k) =
∏
r≥1
∏
γ∈∆ˆ+\∆
φrγ(k)
(dim gˆγ)dr,γ (ν),
φrγ(k) = (Λ0|γ)k + (ρˆ|γ)− r(γ|γ)/2,
∑
ν dr,γ(ν)e
−ν = R−1
∑
w∈W (−1)
l(w)ew.(−rγ).
Using notation of 3.2.3 we obtain
Mb =
∑
(r,γ):φrγ=k+(ρˆ|δ)−b
(dim gˆγ)E(−rγ), where
E(λ) :=
∑
w∈W (−1)
l(w)ew.λ.
Note that all dim gˆγ = 1 in Mb if b 6= 0.
6.2. Recall that (ρˆ|α) = (ρ|α) for α ∈ ∆. For r, s ≥ 1 and α ∈ ∆+ one has
φr(mδ)(k) = k + (ρˆ|δ),
φr(mδ−α)(k) = (k + (ρˆ|δ))m− (
r(α|α)
2
+ (ρ|α)),
φs(mδ+α)(k) = (k + (ρˆ|δ))m− (
s(α|α)
2
− (ρ|α)).
Therefore for p 6= 0 the factor k + (ρˆ|δ)− p/q appears as
(i) φr(mδ−α)(k) for r =
2(pl−(ρ|α))
(α|α)
, m = ql, where l is such that r ∈ Z≥1,
(ii) φs(mδ+α)(k) for s =
2(pl+(ρ|α))
(α|α)
, m = ql, where l is such that s ∈ Z≥1.
Taking into account that
E(−smδ − sα) = −E(−smδ + (s−
2(ρ|α)
(α|α)
)α),
we obtain
(17)
Mp/q =
∑
α∈∆+
∑
l: 2pl−2(ρ|α)
(α|α)
∈Z≥1
E(−2pl−2(ρ|α)
(α|α)
(ql − α))
−
∑
α∈∆+
∑
l:l≥1,
2pl+2(ρ|α)
(α|α)
∈Z≥1
E(−ql 2pl+2(ρ|α)
(α|α)
δ + 2pl
(α|α)
α).
Observe that 2(ρ|α)/(α|α) ∈ Z≥1 for α ∈ ∆+.
6.3. For p = 1 we get
M1/q =
∑
α∈∆+
∑
l: 2(l−(ρ|α))
(α|α)
∈Z≥1
E(−ql 2(l−(ρ|α))
(α|α)
δ + 2(l−(ρ|α))
(α|α)
α)
−
∑
α∈∆+
∑
n: 2n
(α|α)
∈Z≥1
E(−qn2(n+(ρ|α))
(α|α)
δ + 2n
(α|α)
α) = 0
via the substitution n := l − (ρ|α).
ON SIMPLICITY OF VACUUM MODULES 33
6.4. Let us show that Mp/q = 0 for p < 0.
The above formulas show that for α ∈ ∆+ one has φr(mδ+α)(k) = k+(ρˆ|δ)−a for a ≥ 1;
φs(mδ−α)(k) = k + (ρˆ|δ) − a for a < 0 iff (ρ − sα|ρ − sα) < (ρ|ρ). By Lemma 11.1 from
the Appendix, E(−smδ − sα) = 0. Hence Mp/q = 0.
6.5. Finally, let us show that Mp/q 6= 0 if p > 1. Let α be a simple root satisfying
(α|α) = 2. Take l >> 0 and introduce r := 2pl−2(ρ|α)
(α|α)
= pl − 1. Then r >> 0 and,
in the light of Lemma 11.2 from the Appendix, the only term in the expression (17)
which can be canceled with E(−rmδ + rα) is the term E(−ql′ 2pl
′+2(ρ|α)
(α|α)
δ + 2pl
′
(α|α)
α) =
E(−ql′(pl′ + 1) + pl′α), where
−rmδ + rα = −ql′(pl′ + 1) + pl′α.
The last formula gives pl − 1 = pl′, which is impossible since p ≥ 2. 
7. The case osp(1, 2n)
In this section we will prove Theorem 0.2.2.
Let g = osp(1, 2n). In this section we will normalize the form (.|.) on h∗ by the condition:
(α|α) = 2 for α ∈ ∆1. In this normalization Theorem 0.2.2 takes the form
(18) Mp/q 6= 0 ⇐⇒ p ≥ 0, p 6= 2.
where Mp/q is introduced in 3.2.3, p, q are relatively prime integers and q > 0. In this
section we will check the above equivalence.
7.1. Set
∆ˆ
+
0 := {α ∈ ∆ˆ
+
0 | α/2 6∈ ∆ˆ
+
1 }, ∆
+
0 := {α ∈ ∆
+
0 | α/2 6∈ ∆
+
1 }.
Proposition.
(19)
detSν(k) =
∏
(r,γ)∈Ω φrγ(k)
(dim gˆγ)dr,γ (ν), where
Ω := {(r, γ)| r ∈ Z≥1, γ ∈ ∆ˆ
+
0 \∆} ∪ {(2j − 1, γ)| j ∈ Z≥1, γ ∈ ∆ˆ
+
1 },
φrγ(k) = (Λ0|γ)k + (ρˆ|γ)− r(γ|γ)/2,∑
ν dr,γ(ν)e
−ν = (−1)(r−1)p(γ)R−1
∑
w∈W (−1)
l(w)ew.(−rγ).
Proof. For g = osp(1, 2l) the set the set S (introduced in 3.3.2) is empty and the group
W# (introduced in 3.3.1) coincides with W . Theorem 3.4 gives
detSν(k) =
∏
γ∈∆ˆ+\∆,r≥1
φrγ(k)
(dim gˆγ)dr,γ (ν),
where ∑
ν
dr,γ(ν)e
−ν = (−1)(r−1)p(γ)R−1
∑
w∈W
(−1)l(w)ew.(−rγ).
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Now the assertion follows from the following observations: φ(2r)γ = φr(2γ), and d2r,γ =
−dr,2γ if γ is odd. 
7.2. Using notation of 3.2.3 we have for p 6= 0
(20)
Mp/q =
∑
(r,γ)∈Ω:φrγ=k+(ρˆ|δ)−p/q
E(−rγ), where
E(−rγ) := (−1)(r−1)p(γ)
∑
w∈W (−1)
l(w)ew.(−rγ).
Note that E(−rγ) is well-defined, since, if rγ 6∈ Zδ, then the product rγ uniquely deter-
mines the pair (r, γ) ∈ Ω; if rγ ∈ Zδ, then γ ∈ Zδ so p(γ) = 0 and the right-hand side of
the last formula does not depend on r.
Notice that, if (r, γ), (r′, γ′) ∈ Ω are such that rγ = r′γ′, then (r, γ) = (r′, γ′).
7.3. The formulas for φr(lδ), φr(lδ±α) have the same form as for Lie algebra case, see 6.2.
Note that a root γ ∈ ∆ˆ0 has the form γ = lδ ± α if α ∈ ∆
+
0 , or γ = lδ ± 2β if l is odd
and β ∈ ∆+1 . Taking into account that (β|β) = 2 for β ∈ ∆
+
1 and (α|α) = 4 for α ∈ ∆
+
0 ,
we see that the factor k + (ρˆ|δ)− p/q for p 6= 0 appears as
(i) φr(lδ±α) for α ∈ ∆
+
0 if r :=
pm±(ρ|α)
2
≥ 1,
(ii) φr(lδ±β) for β ∈ ∆
+
1 if r := pm± (ρ|α) ≥ 1 and r is odd,
(iii) φr(lδ±2β) for β ∈ ∆
+
1 if l := qm is odd and r :=
pm±2(ρ|β)
4
∈ Z≥1.
In all cases l = qm.
7.3.1. Remark. Observe that (ρ|α) is even for α ∈ ∆
+
0 and (ρ|β) is odd for β ∈ ∆
+
1 .
As a result, pm is even in the cases (i), (ii); in the case (iii) both q,m are odd and pm ≡ 2
mod 4, so p is even.
7.4. Let us show that Mp/q 6= 0 for coprime integers p, q iff p ≥ 0, p 6= 2.
We will use the letters l, l′, m, q, r, s for positive integers.
7.4.1. Identify ∆0 ∪ ∆1 with the root system of Bn; notice that W identifies with the
Weyl group of Bn. Now repeating the arguments of 6.4 we obtain Mp/q = 0 for p < 0.
7.4.2. Let us show that Mp/q 6= 0 if p ≥ 1, p 6= 2.
Let β be a simple odd root; then (β, ρ) = 1. In the light of Lemma 11.2 from the
Appendix, for r >> 1 the only term in the expression (20), which can be canceled with
E(−r(lδ + β)), is E(−s(l′δ − α)) satisfying −sl′δ + sα′ = sβ(−rlδ − rβ), that is
sα′ = (r − 1)β & sl′ = rl.
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If α′ = β, then r = s − 1, which is impossible since both r and s should be odd (7.3,
(ii)). If α′ = 2β, then s = r−1
2
. From 7.3, (ii), (iii) we conclude that r− 1 and 4s+2 = 2r
are divisible by p. Moreover, by Remark 7.3.1, p is even. Hence p = 2 as required.
7.4.3. Finally, let us show that M 2
q
= 0 if q is odd. In this case, for β ∈ ∆1 the term
E(−r(lδ + β)) appears if l = qm, r = 2m + (ρ, β) for some m ≥ 1; thus sβ.(−r(lδ +
β)) = −rqmδ + 2mβ and so E(−r(lδ + β)) cancels with E(−m(rqδ − 2β)). For α ∈ ∆
+
0
the term E(−r(lδ + α)) appears if l = qm, r = m + (ρ|α)/2 for some m ≥ 1; thus
sα(−r(lδ + α)) = −rqmδ +mα and so E(−r(lδ + α)) cancels with E(−m(rqδ − α)). 
8. Lie superalgebras of non-zero defect
In this section we prove Theorem 0.2.4:
Theorem. Let g be gl(2, 2) or a simple Lie superalgebra of defect one i.e., g =
sl(1, n), osp(2, n), osp(3, n), osp(n, 2) with n > 2, D(2, 1, a), F (4), G(3). Then
V k is not simple ⇐⇒ ∃α ∈ ∆+0 s.t.
k + (ρˆ|δ)
(α|α)
∈ Q≥0 .
In other words, in the standard normalization of the invariant bilinear form, for g =
sl(1, n), osp(2, 2n) the vacuum module V k is not simple iff k+h∨ is a non-negative rational
number; for all other Lie superalgebras of defect one, except for D(2, 1, a), a 6∈ Q, and
for gl(2, 2) the vacuum module V k is not simple iff k + h∨ ∈ Q. For D(2, 1, a), a 6∈ Q
the vacuum module V k is not simple iff k ∈ Q≥0 ∪Q>0a ∪Q>0(−1 − a), in the standard
normalization of (.|.).
Retain notation of 3.3. In this section p, q, r ∈ Z≥1, s ∈ Z≥0, γ ∈ ∆ˆ+ \∆.
8.1. Case g = gl(2, 2). Let us show that V k is not simple iff k ∈ Q, in the standard
normalization of (.|.).
8.1.1. Choose a set simple roots Π = {β1, α, β2} which contains two odd roots β1 :=
ε3− ε1, β2 := ε2− ε4 and the even root α := ε1− ε2. The form is given by (εi|εj) = 0 for
i 6= j, (εi|εi) = −(εj |εj) = 1 for i = 1, 2, j = 3, 4. Then
∆+0 = {α, α+ β1 + β2}, ∆
+
1 = {β1, β2, α + β1, α + β2}, ρ = −
β1 + β2
2
.
One has S = {β1, β2}, W# = {id, sα} and W#S ⊂ ∆+. Theorem 3.4 gives
detSν(k) =
∞∏
r=1
∏
γ∈∆ˆ+\∆
∏
j1,j2≥0
φrγ+j1β1+j2β2(k)
(dim gˆγ)drγ;j1;j2 (ν),
where drγ;j1;j2 = (−1)
(r+1)p(γ)+j1+j2R−1e−ρ(1− sα)
(
eρ−j1β1−j2β2−rγ
)
.
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Note that (β1, γ
′) = (β2, γ
′) for any γ′ ∈ ∆. Therefore φrγ+j1β1+j2β2 depends on rγ and
the sum j1 + j2 and thus
detSν =
∏∞
r=1
∏
γ∈∆ˆ+\∆
∏
m≥0 φ
dim gˆγdrγ;m(ν)
rγ+mβ1
,
where the new exponents drγ;m are given by
(21) Rdrγ;m = (−1)
(r+1)p(γ)+me−ρ(1− sα)
(
eρ−rγJ(m)
)
,
where
J(m) :=
m∑
j=0
e−jβ1−(m−j)β2 .
8.1.2. Set α′ := α + β1 + β2. Write γ = lδ + γ
′, where γ′ ∈ ∆. The factor φrγ+mβ1 is
proportional to k − b(r; γ;m), where
b(r; γ;m) :=
r(γ′|γ′)/2− (ρ−mβ1|γ′)
l
=
r(γ′|γ′)/2 + (m+ 1)(β1|γ′)
l
.
We have the following table
γ′ b(r; γ;m)
0;±βi 0
±(α + βi) ∓
m+1
l
±α ∓(m+1)+r
l
±α′ ∓(m+1)−r
l
.
8.1.3. In the space E of regular exponential functions let Ey;β (resp., Ey;δ) be the subspace
generated by eλ, λ = xδδ + xαα + x1β1 + x2β2 ∈ h,, where x1 + x2 = y (resp., xδ = y).
Clearly, Ey;β, Ey;δ are invariant under the linear operator Q 7→ e
−ρsα(e
ρQ). We denote by
Pi;β (resp., P+;β) the projection E → Ei;β (resp., E →
∑
x>0 Ex;β) with the kernel
∑
x 6=i Ex;β
(resp., E →
∑
x≥0 E−x;β) and by Pl;δ the projection E → El;δ with the kernel
∑
y 6=l Ey;δ.
Recall that J(m) ∈ E−m;β.
8.1.4. Case k = −p/q. Let us show that M−p/q 6= 0 if p, q are positive integers. Retain
notation of 3.2.3, 8.1.3. Notice that b(r; γ;m) = −p/q forces that γ′ ∈ ∆+ ∪ {−α′}. The
formula (21) shows that Rdrγ;m ∈ Ei;β for some i ≤ 0 if γ
′ ∈ ∆+, and for γ′ = −α′ we
have Rdrγ;m ∈ E2r−m;β ∩ Erl;δ, where 2r −m > 0, because
r−m−1
l
= p
q
> 0. Therefore
Pi;δ ◦ P+;β(M−p/q) =
∑
(m,r,l)∈Xi
xm;r;l,
Xi := {(m, r, l)| r, l ≥ 1, m ≥ 0,
r−m−1
l
= p
q
, rl = i},
xm;r;l := Rdr(lδ−α′);m = (−1)me−r(lδ−α
′)e−ρ(1− sα)
(
eρJ(m)
)
where the last equality uses (α′|α) = 0. Observe that xm;r;l 6= 0 since sα
(
eρJ(m)
)
=
eρ−(m+1)αJ(m). One readily sees that Xq(p+1) contains a unique triple (0; p + 1; q) and
thus Pq(p+1);δ ◦ P+;β(M−p/q) = x0;p+1;q. Hence M−p/q 6= 0 as required.
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8.1.5. Case k = p/q. Let us show that Mp/q 6= 0 if p, q are positive integers. Retain
notation of 3.2.3, 8.1.3. We will use the following formula:
(22) J(m)(e−kβ1 + e−kβ2) = J(m+ k) + e−k(β1+β2)J(m− k) for m ≥ k ≥ 0.
Note that
b(r; lδ − α− βi;m+ r) = b(r; lδ − α
′;m+ 2r) = b(r; lδ − α;m).
Combining (21) and (22) we obtain
dr(lδ−α−β1);m+r + dr(lδ−α−β2);m+r + dr(lδ−α);m + dr(lδ−α′);m+2r = 0.
Then
Mp/q =
∑2
j=1
∑
m,r,l:m+1
l
= p
q
, m<r Rdr(lδ−α−βj);m+∑
m,r,l:m+1−r
l
= p
q
, m<2r Rdr(lδ−α′);m
∑
m,r,l:
r−(m+1)
l
= p
q
Rdr(lδ+α);m.
One has Rdr(lδ−α−βj);m ∈ Er−m;β and Rdr(lδ−α′);m ∈ E2r−m;β, whereas Rdr(lδ+α);m ∈ E−m;β.
Therefore
P0;β(M−p/q) =
∑
r,l: r−1
l
= p
q
Rdr(lδ+α);0.
Hence Pq(p+1);δ ◦ P0;β(M−p/q) = Rd(p+1)(qδ+α);0 6= 0, and this gives Mp/q 6= 0.
8.2. Superalgebras of defect one. Let g be a basic classical Lie superalgebra of defect
one: g = sl(1, n), osp(3, 2n), osp(N, 2), osp(2, 2m), F (4), G(3), D(2, 1, a). The root
systems of these Lie superalgebras are described in Sect. 10; in particular, the group W#
is explicitly written there. We retain notation of Sect. 10 and for each algebra fix a system
of simple roots Π described there. One has S = {β} ⊂ Π, where β is an isotropic root
given there.
8.2.1. Write γ = lδ + γ′, where γ′ ∈ ∆ ∪ {0}. The factor φrγ+sβ(k) is proportional to
k + h∨ − b(r; γ; s), where
(23) b(r; γ; s) :=
r(γ′|γ′)/2− (ρ− sβ|γ′)
l
.
For b 6= 0 Theorem 3.4 gives
(24)
Mb =
∑
(r;s;γ):b(r;γ;s)=bE(r; γ; s), where
E(r; γ; s) := (−1)s+(r−1)p(γ)
∑
w∈W#(−1)
l(w)ew.(−rγ−sβ).
Using the W -invariance of δ and (ρˆ− ρ), we get
E(r; γ; s) = 0 ⇐⇒ StabW#(ρ− rγ
′ − sβ) 6= id .
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8.2.2. If the term E(r; γ; s) is non-zero, it is a sum of the form
∑|W#|
i=1 e
λi, where all
summands are distinct and there exists a unique index i such that λi is dominant with
respect to Π# (i.e., (λi|α) ≥ 0 for any α ∈ Π#). As a result,
∑
i∈I E(ri; γi; si) = 0 iff the
index set I admits an involution σ : I → I such that E(ri; γi; si)+E(rσ(i); γσ(i); sσ(i)) = 0.
We will prove that Mb 6= 0 by exhibiting the triple (r; s; γ) such that
(25)
(i) b(r; γ; s) = b & E(r; γ; s) 6= 0,
(ii) b(r′;µ; s′) = b, µ ∈ ∆ˆ \∆ =⇒ E(r; γ; s) + E(r′;µ; s′) 6= 0.
8.2.3. Cancelation. Suppose that γ, γ1 ∈ ∆ˆ are such that γ = γ1 + β and dim gˆγ =
dim gˆγ1 = 1. Then φrγ+sβ(k) = φrγ1+(s+r)β(k) and dr;s;γ = −dr;s+r;γ1 since (−1)
(r−1)p(γ)+s =
−(−1)(r−1)p(γ1)+r+s. As a result, φ
dr;γ;s
rγ+sβ cancels with φ
dr;γ1;s+r
r(γ1)+(s+r)β
:∏
r≥1,s≥0
φ
dr;γ;s(ν)
rγ+sβ φ
dr;γ1;s(ν)
rγ1+sβ
=
∏
r>s≥0
φ
dr;γ1;s(ν)
rγ1+sβ
.
8.3. Case D(2, 1, a). Retain notation of 10.10 and note that (ρˆ|δ) = 0. We will show
that V k is not simple iff k ∈ Q≥0 ∪ Q>0a ∪ Q<0(1 + a). If a is rational then V
k is not
simple iff k ∈ Q.
8.3.1. Take γ ∈ ∆ˆ+. Note that b(r; γ; s) = 0 if γ′ = 0,±β. Take γ such that γ′ 6= 0,±β.
In the light of 8.2.3 if γ − β is a root then φ
rr;γ;s
rγ+sβ cancels φ
dr;γ−β;s+r
r(γ−β)+(s+r)β . Observe that
exactly one of the elements γ − β, γ + β is a root. Theorem 3.4 gives
det Sν(k) = k
d(ν)
∏
l≥1
∏
r>s≥0
∏
γ′∈∆,γ−β 6∈∆
γ′ 6=±β
φr(lδ+γ′)+sβ(k)
dr;s;lδ+γ′(ν)
for some d(ν) ∈ Z≥0.
Set P ′ := {mδ +
∑2
j=0mjεj : m1, m2 ≥ 0}. Clearly, for any µ ∈ Qˆ the orbit W
#µ ∩ P ′
contains a unique element
∑2
j=0mjεj and StabW# µ 6= id iff m1m2 = 0.
8.3.2. Write γ = lδ + γ′. For γ′ = −β one has φrγ+sβ = k + (ρˆ|δ). For the remaining
values of γ′ (i.e., γ′ 6= −β and γ − β 6∈ ∆) we have
γ′ b(r; γ; s) W#(ρ− rγ − sβ) ∩ P ′
−2ε0 (1 + a)
−r+s+1
l
−rlδ + (2r − s− 1)ε0 + (s+ 1)ε1 + (s+ 1)ε2
−(ε0 + ε1 − ε2) a
s+1
l
−rlδ + (r − s− 1)ε0 + (r + s+ 1)ε1 + (r − s− 1)ε2
−(ε0 − ε1 + ε2)
s+1
l
−rlδ + (r − s− 1)ε0 + (r − s− 1)ε1 + (r + s+ 1)ε2
2ε1 a
r−s−1
l
−rlδ − (s+ 1)ε0 + (2r − s− 1)ε1 + (s+ 1)ε2
2ε2
r−s−1
l
−rlδ − (s+ 1)ε0 + (s+ 1)ε1 + (2r − s− 1)ε2
ε0 + ε1 + ε2 (1 + a)
−s−1
l
−rlδ − (r + s+ 1)ε0 + (r − s− 1)ε1 + (r − s− 1)ε2
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8.3.3. Set X := Q≥0 ∪Q>0a ∪Q>0(−1 − a) and let us show that Mb 6= 0 iff b ∈ X .
From the above table we see that for r > s ≥ 0 the term b(r; γ; s) ∈ X . Hence Mb = 0
if b 6∈ X . Moreover, we see that for r > s the vector ρ−rγ−sβ has a non-trivial stabilizer
in W# iff r = s + 1 and γ′ ∈ {−(ε0 − ε1 + ε2),−(ε0 + ε1 − ε2), ε0 + ε1 + ε2}. It is easy
to see that the entries of last column are pairwise distinct i.e. W#(ρ − rγ − sβ) ∩ P ′ =
W#(ρ−r1γ1−s1β)∩P ′ forces (r; γ; s) = (r1; γ1; s1). In the light of 8.2.2 we obtainMb 6= 0
for b ∈ X , as required.
8.4. In the remaining part of the section g has defect one and g 6= D(2, 1, a).
8.4.1. Notation. In all cases, h∗ has a basis ε0; ε1, . . . , εn and W
# stabilizes ε0 and leaves
invariant the space h# :=
∑
i≥1Cεi. For µ ∈ hˆ we denote by µ
δ, µ(i) the corresponding
coordinates of µ and by µ# the projection of µ on h#:
µ =: µδδ +
n∑
i=0
µ(i)εi, µ
# :=
n∑
i=1
µ(i)εi.
8.4.2. Recall that W# stabilizes δ and ε0. As a result, for γ, µ ∈ ∆ we have
E(r; γ; s)+E(r′;µ; s′) = 0 =⇒ rγδ = r′µδ &
{
rγ(0) + s = r′µ(0) + s′ for g 6= F (4),
rγ(0) + s/2 = r′µ(0) + s′/2 for g = F (4).
8.5. Proof that Mp/q 6= 0 for g = osp(3, 2). We will deduce that Mp/q 6= 0 from (25).
Observe that b(2p+ 1; qδ + ε1; 0) = p/q. One has
ρ− rγ − sβ = −rγ(δ)δ − (s+ 1/2 + rγ(0))ε0 + (s+ 1/2− rγ
(1))ε1.
Therefore E(r; γ; s) 6= 0 for any γ ∈ ∆. Let us show that E(r; γ; s) + E(2p + 1; qδ +
ε1; 0) 6= 0 for any triple (r, s, γ) such that b(r; γ; s) 6= 0. Assume that E(r; γ; s) +E(2p+
1; qδ + ε1; 0) = 0. Then (ρ − rγ − sβ) ∈ W#(ρ − (2p + 1)(qδ + ε1)), that is rγ(δ) =
(2p + 1)q, rγ(0) + s = 0, 1/2− rγ(1) = ±(2p + 1/2). The second formula gives γ(0) ≤ 0.
Since b(r; γ; s) = 0 for γ′ ∈ {0,±β}, we have the following cases: γ′ ∈ {±ε1,±2ε1}, s = 0
or γ′ ∈ {−ε0,−ε0−ε1}, s = r. By 8.2.3 the terms corresponding to γ′ = −ε1,−2ε1, s = 0
cancel with the terms corresponding to γ′ = −ε0,−ε0 − ε1, r = s. It remains to show
that E(r; γ; s) + E(2p + 1; lδ + ε1; 0) 6= 0 for γ
′ ∈ {ε1, 2ε1}, s = 0. If γ
′ = 2ε1 we get
1/2− 2r = ±(2p + 1/2) which is impossible. Finally, for γ′ = ε1 the formulas 1/2− r =
±(2p+1/2), rl = (2p+1)q give r = 2p+1, q = l and thus E(r; γ; s)+E(2p+1; lδ+ε1; 0) =
2E(2p+ 1; lδ + ε1; 0) 6= 0. Now the inequality Mp/q 6= 0 follows from (25).
8.6. Proof that Mp/q 6= 0 for g 6= osp(3, 2). Fix p, q ∈ Z≥1.
Recall that there exists an isotropic root α ∈ ∆+ satisfying (α|β) = −1, (α|ρ) =
1, α(0) = β(0). One has b(m; qδ − α; p − 1) = p/q for any m ≥ 1. It is easy to see that
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E(m; qδ − α; p − 1) 6= 0 for m >> 0. It remains to verify the condition (ii) of (25) for
some m >> 0, i.e. to show that
(26) ∃m >> 0 s.t. b(r; γ; s) = p/q =⇒ E(m; qδ − α; p− 1) + E(r; γ; s) 6= 0.
We claim that this holds if m >> 0 is a prime number.
Indeed, assume that b(r; γ; s) = p/q and E(m; qδ − α; p − 1) + E(r; γ; s) = 0. Write
γ = lδ + γ′. By 8.4.2 one has rl = mq.
The assumption gives r(γ
′|γ′)/2−(ρ−sβ|γ′)
l
= p
q
. Notice that the numerator of the left-hand
side is an integer and thus l is divisible by q except the case g = osp(3, 2n), osp(2n +
1, 2), γ′ = ±εi. Using rl = mq we get (r; l) ∈ {(m, q), (1, mq)} if g 6= osp(3, 2n), osp(2n+
1, 2) or γ′ 6= ±εi.
If g = osp(3, 2n), osp(2n+1, 2), γ′ = ±εi, then r(γ′|γ′)−2(ρ−sβ|γ′) is an integer, so 2l is
divisible by q. Therefore rl = mq gives that (r; l) ∈ {(m, q), (1, mq), (2m, q/2), (2, mq/2)}.
Now 8.4.2 gives
s = p− 1−m−
rγ(0)
β(0)
.
Since m >> 0 we obtain rγ(0) << 0 so γ(0) < 0 and r >> 0. Examining root systems, we
see that γ(0) < 0 implies that either γ(0) = −β(0) or γ′ = −2β(0)ε0. Finally, we obtain the
following cases:
(i) γ(0) = −β(0) and (r, l, s) = (m, q, p− 1);
(ii) γ′ = −2β(0)ε0 and (r, l, s) = (m, q,m+ p− 1);
(iii) g = osp(3, 2n), osp(2n+ 1, 2), γ′ = −ε0 and (r, l, s) = (2m, q/2, m+ p− 1).
We will show that the cases (ii), (iii) do not hold and (i) implies (r; s; γ) = (m; p−1; lδ−α),
that is E(m; qδ − α; p− 1) + E(r; γ; s) = 2E(m; qδ − α; p− 1) 6= 0.
8.6.1. Case (i). Substituting in (23) we get m(γ′|γ′)/2− (ρ− sβ|γ′) = p. The condition
m >> 0 forces (γ′|γ′) = 0 and thus (ρ− (p− 1)β| − γ′) = p. Since γ(0) < 0 the root −γ′
is positive and isotropic. From Lemma 10.1.1, −γ′ = α. Hence b(m; γ; s) = p/q forces
(r; s; γ) = (m; p− 1; lδ − α).
8.6.2. Case (ii). One has mγ + sβ = m(γ + β) + (p− 1)β and γ + β ∈ ∆ˆ, since γ′ + β =
sε0β ∈ ∆ (2β
(0)ε0 is a root, so ∆ is invariant with respect to the reflection sε0). Clearly,
(γ + β)(0) = −β(0). By 8.6.1, b(m; γ + β; p − 1) = p/q implies γ + β = lδ − α, which
contradicts γ′ = −2β(0)ε0.
8.6.3. Case (iii). In this case g = osp(3, 2n), osp(2n + 1, 2), n > 1. Substituting in (23),
we get p− 1 + (ρ|ε0) 6= p/2, which is impossible since (ρ|ε0) = n− 1/2 > 1.
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8.7. Case M−p/q. We claim that
(27) b(r; γ; s) < 0 =⇒ γ′ ∈ ∆+ \ {β} or γ′ = Zε0 ∩∆.
Indeed, take γ′ ∈ ∆−. Since all simple roots, except β, have positive lengths squared, both
(γ′|ρ),−(γ′|β) are non-positive. From (23) we see that b(r; γ; s) > 0 forces (γ′|γ′) < 0.
Examining the root systems we see that (γ′|γ′) < 0 iff γ′ = Zε0 ∩∆.
8.8. Proof that M−p/q = 0 for g = sl(1, n), C(n) = osp(2, 2n− 2).
8.8.1. Take γ′ ∈ ∆+0 such that γ
′ + β 6∈ ∆. Let us show that E(r; γ; s) = 0.
Indeed, γ′ + β 6∈ ∆ forces (β|γ′) ≥ 0. Since β is the only isotropic root in Π, (α|β) ≤ 0
for any α ∈ ∆+. Hence (γ′|β) = 0. Set Π2 := {α ∈ Π# : (α|β) = 0} and define ∆
+
2 ,
ρ2,W2 corresponding to Π2. It is easy to check that (β|γ′) = 0 forces γ′ ∈ ∆
+
2 . As a
result, (ρ2|γ′) = (ρ|γ′). Since b(r; γ; s) < 0, (23) gives (ρ2− rγ′|ρ2− rγ′) < (ρ2|ρ2). Then,
by 11.1, ρ2−rγ′ has a non-trivial stabilizer inW2. Observe that β, ρ−ρ2 areW2-invariant.
Hence ρ− rγ′ − sβ has a non-trivial stabilizer in W2 ⊂W#. Therefore E(r; γ; s) = 0, as
required.
8.8.2. Retain notation of 10.3, 10.4. For sl(1, n), C(n) (27) gives b(r; γ; s) < 0 =⇒ γ′ ∈
∆+ \ {β}. Notice that for γ′ ∈ ∆+1 \ {β} one has γ
′ − β ∈ ∆. Combining 8.2.3 and 8.8.1,
we conclude that M−p/q is the sum of E(r; γ; s), where b(r; γ; s) = −p/q, γ
′, γ′ + β ∈ ∆+0
and r > s ≥ 0.
8.8.3. g = sl(1, n). The conditions γ′ ∈ ∆+0 , γ
′ + β ∈ ∆+ mean that γ′ = ε1 − εm
(1 < m ≤ n). Since b(r; γ; s) < 0, (23) gives m − 1 + s > r. Using the condition
s < r we see that the permutation (1; r − s + 1) stabilizes the vector ρ − rγ′ − sβ =
(−n/2− s)ε0+(n/2− r+ s)ε1+
∑
2≤i≤n,i 6=m(n/2+1− i)εi+(n/2+1−m+ r)εm. Hence
M−p/q = 0.
8.8.4. g = C(n). In this case ρ(i) = n+1−i for i ≥ 1. The conditions γ′ ∈ ∆+0 , γ
′+β ∈ ∆+
mean that γ′ = 2ε1; ε1 ± εm (1 < m ≤ n).
For γ′ = ε1 − εm the permutation (1; r − s+ 1) stabilizes ρ− rγ′ − sβ as in 8.8.3.
Fix m ∈ Z such that 1 < m ≤ n and set γ′ := ε1 + εm. One has b := b(r; γ; s) =
2n+1+s−m−r
l
. x1 = n + s − r, xj = n + 1 − j for j 6= 0, 1, m, and xm = n + 1 − m − r.
Since b > 0, one has x1 > −(n + 1 − m); if x1 6= n + 1 − m then (ρ − rγ′ − sβ) has a
non-trivial stabilizer (since either x1 = 0 or x1 = ±xj for 1 < j < m). If x1 = n+ 1−m,
then r − s = m− 1, so b = 2(n+1−m)
l
and
(28) sε1−εm(ρ− rγ
′ − sβ) = (n+ 1−m− r)ε1 +
n∑
j=2
(n+ 1− j)εn.
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For γ′ := 2ε1 one has b := b(r; γ; s) =
2(n−r+s)
l
, and so b > 0 forces m ≤ n for
m := r − s + 1; since s < r, we have 1 < m ≤ n. One has ρ − rγ′ − sβ = (n + 1 −m −
r)ε1+
∑n
j=2(n+1−j)εn. Using (28) we get E(r; lδ+2ε1; s)+E(r; lδ+ε1−εr−s+1; s) = 0,
and this completes the proof for g = C(n).
8.9. Proof that M−p/q 6= 0 for g 6= sl(n, 1), C(n). Our proof is based on (25).
8.9.1. g = osp(2n, 2). One has b(r; lδ − 2ε0; s) = 2
n+s−r−1
l
. Clearly, b(r; lδ − 2ε0; s) can
be any negative rational number. Fix (r; s; l) such that b(r; lδ−2ε0; s) = −p/q. The term
(ρ− rγ− sβ)# = (n− 1+ s)ε1+
∑n
i=2(n− i)εi is dominant with respect to Π
#. It is easy
to see that this implies E(r; lδ− 2ε0; s) 6= 0 and E(r; lδ− 2ε0; s) +E(r′; l′δ− 2ε0; s′) 6= 0.
The inequality b(r; lδ − 2ε0; s) < 0 gives r ≥ n + s. Then, by 8.4.2, E(r; lδ − 2ε0; s) +
E(r1; γ; s1) 6= 0 if γ′ ∈ ∆+. Now (25) follows from (27). Hence M−p/q 6= 0.
8.9.2. One has
b(r; lδ − ε0; s) =


2n+2s−r−1
2l
for g = osp(2n+ 1, 2), osp(3, 2n);
3 s+3−r
l
for g = F (4);
2s+5−r
l
for g = G(3).
Fix (r; s; l) such that b(r; lδ − ε0; s) = −p/q and r is odd. Then r ≥ s and thus, by 8.4.2,
E(r; lδ − 2ε0; s) +E(r1; γ; s1) 6= 0 if γ
′ ∈ ∆+. Using (27) we reduce (25) to the formulas
(29)
(i) E(r; lδ − ε0; s) 6= 0,
(ii) E(r; lδ − ε0; s) + E(r1; γ; s1) 6= 0 if b(r1; γ; s1) = −p/q & γ′ = −tε0.
Take γ = l1δ − tε0 (t = 1, 2). We have: (ρ− s1β − r1γ)# = (ρ− s1β)# is dominant with
respect to Π#, and this gives (29, i). To verify (29, ii) assume that ρ− sβ − r(lδ − ε0) =
w(ρ − s1β − r1γ) for some w ∈ W
#. Then w = id, s1 = s and thus r(lδ − ε0) = r1γ,
that is r = r1t, rl = r1l1. Since r is odd, we have t = 1 and (r1, l1) = (r, l). Hence
E(r; lδ − ε0; s) + E(r1; γ; s1) = 2E(r; lδ − ε0; s) and (29, ii) follows from (29, i).
9. Simplicity of minimal W -algebras
Let g be a simple contragredient finite-dimensional Lie superalgebra and let fθ be a
root vector attached to the lowest root −θ, which assumed to be even. Let (.|.) be the
invariant bilinear form on g, normalized by the condition (θ|θ) = 2. This normalization
may differ in the super case from the standard normalization (due to inequivalent choices
of θ). The corresponding dual Coxeter numbers h∨ are listed in [KW1]. In Section 10
we list them in the standard normalization of (.|.). For each k ∈ C, one attaches to the
above data a vertex algebra W k(g, fθ), as described in [KRW],[KW1], called the minimal
W -algebra. We denote by Wk(g, fθ) its (unique if k 6= −h∨) simple quotient. Our goal is
to determine when W k(g, fθ) is simple. We assume that k 6= −h∨, since in the “critical”
case, when k = −h∨, W k(g, fθ) is never simple. We shall also exclude the case g = sl2,
since W k+2(sl2, fθ) is isomorphic to the Virasoro vertex algebra V
c with c = 1− 6 (k−1)
2
k
.
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9.1. Main results. In [KRW], [KW1] a functor H from the category of restricted gˆ -
modules of level k to the category of Z-gradedW k(g, fθ)-modules is described. The image
of the vacuum gˆ-module V k is the vertex algebraW k(g, fθ), viewed as a module over itself.
The vertex algebra W k(g, fθ) is simple iff H(V
k) is an irreducible module.
9.1.1. According to [Ar] the functor H is exact and H(L(λ)) is either zero or irreducible;
one has [KW1], [Ar]: H(L(λ)) = 0 iff fα0 acts locally nilpotently on L(λ).
9.1.2. Theorem.
(i) The vertex algebra W k(g, fθ) is simple iff the gˆ-module V
k is irreducible, or k ∈
Z≥0 and V
k has length two (i.e., the maximal proper submodule of the gˆ-module
V k is irreducible).
(ii) If g is a simple Lie algebra, g 6= sl2, then the vertex algebra W k(g, fθ) is simple
iff the gˆ-module V k is irreducible.
Proof. By 9.1.1, W k(g, fθ) is simple if the gˆ-module V
k is irreducible. Let N be the
maximal proper submodule of V k. If k ∈ Z≥0 and N is simple then, by 9.1.1, H(V k/N) =
H(L(kΛ0)) = 0 and H(N) is simple. Hence H(V
k) is simple. Now assume that W k(g, fθ)
is simple and V k is not irreducible. Since C[fα0 ] acts freely on V
k, fα0 does not act
locally nilpotently on N . Therefore H(N) is a non-zero submodule of W k(g, fθ). Hence
H(V k/N) = H(L(kΛ0)) = 0. This gives k ∈ Z≥0. It remains to show that N is simple.
Recall that fα0 , eα0 generate a Lie algebra s isomorphic to sl(2). Let v be a singular
vector such that C[fα0 ]v is a simple Verma module over s. Let N
′ be a gˆ-submodule of
V k generated by v and N ′′ be the maximal proper submodule of N ′. Since C[fα0 ]v is a
simple Verma module over s, N ′′ does not meet C[fα0 ]v and thus H(N
′/N ′′) 6= 0 by 9.1.1.
Now let N ′ be any non-zero submodule of V k and v be a singular vector in N ′. Note
that C[fα0 ]v is a Verma module over s, which is either simple or has a unique proper
submodule with an s-singular vector v′. Since [fα0 , eα] = 0 for any α ∈ Πˆ \ {α0}, v
′ is
singular. Therefore either v or v′ is a singular vector, which generates a simple Verma
module over s. By above, H(N ′) 6= 0.
Let N ′ be the maximal proper submodule of N . By above, H(V k/N) = 0 and
H(N/N ′) 6= 0. Since H(V k) is simple, this gives N ′ = 0 and establishes (i).
Finally, (ii) will be proven in 9.2–9.5 below. 
Now Theorem 0.2.1 gives
9.1.3. Corollary. Let g be a simple Lie algebra, g 6= sl2. Then the vertex algebra
W k(g, fθ) is not simple iff l(k + h
∨) is a non-negative rational number, which is not the
inverse of an integer (here l is the “lacety” of g).
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9.1.4. Remark. Recall (see [KW1]) that W k(g, fθ) has central charge
(30) c =
k sdim g
k + h∨
− 6k + h∨ − 4,
if (θ|θ) = 2. For example, if k+n = p/q, where p, q ∈ Z≥1, the vertex algebra W k(sln, fθ)
has the same central charge for k1 = −n + p/q and k2 = −n +
n(n2−1)
6
q/p. For n > 2
we obtain pairs of non-isomorphic W -algebras of the same central charge: if p = 1 and
q > 1, the vertex algebra W k1(sln, fθ) is simple, but the vertex algebra W
k2(sln, fθ) is not
simple. (For n = 2 these W -algebras are isomorphic.) Note, that in contrast to the case
of g of rank > 1, W k(sl2, fθ) is simple for k ∈ Z≥0.
9.1.5. The following corollary follows from the above results and the description of the
N = 1, 2, 3, 4 and big N = 4 vertex algebras, given in [KW1], in terms of the minimal
W -algebras.
Corollary.
(i) The Neveu-Schwarz (N=1) vertex algebra is simple iff its central charge c is not
of the form 3
2
(1 − 2(p−q)
2
pq
), where p and q are relatively prime positive integers
such that p > q and p/q is not an odd integer. (The latter set coincides with the
set of central charges of N = 1 minimal models, cf. e.g. [KRW], (6.3).)
(ii) The N = 2 vertex algebra is simple iff its central charge c is not of the form
3 − 6p/q, where p and q are relatively prime positive integers and q ≥ 2. (The
subset with p = 1 of the latter set coincides with the set of central charges of
N = 2 minimal models.)
(iii) The N = 3 vertex algebra with central charge c is simple if c is not a rational
number. For all other values of c, except, possibly, for c = −3b, where b is a
positive odd integer, this vertex algebra is not simple.
(iv) The N = 4 vertex algebra with central charge c is simple if c is not a rational
number. For all other values of c, except, possibly, for c = −6b, where b is a
positive integer, this vertex algebra is not simple.
(v) The big N = 4 vertex algebra with central charge c is simple if c 6∈ Q≥0 ∪Q>0a∪
Q>0(−1 − a). For all other values of c, except, possibly, for c = −3b, where b is
a positive odd integer, this vertex algebra is not simple.
Proof. Combining Theorem 9.1.2, Theorem 0.2.4, and formula (30), we obtain (iii)-(v).
(i) follows from Theorem 5.2.1. We will give another proof by deducing (i) from The-
orem 0.2.2. Indeed, set a(k) := 2k + 3. Formula (30) gives c = 15
2
− 3(a + 1
a
). By The-
orem 0.2.2 for g = osp(1, 2) with the standard normalization (θ|θ) = 2, V k is simple iff
a 6∈ Q\{ 1
2m+1
}∞m=0. By Theorem 9.1.2, W
k(osp(1, 2), fθ) is simple for a 6∈ Q\{
1
2m+1
}∞m=0,
and is not simple for a ∈ Q \ { 1
2m+1
; 2m + 3}∞m=0. Since c(a) = c(1/a) and the Neveu-
Schwarz vertex algebra W k(osp(1, 2), fθ) is determined by its central charge, the vertex
algebras W k(osp(1, 2), fθ) and W
k′(osp(1, 2), fθ) are isomorphic if a(k)a(k
′) = 1. Hence,
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since W k(osp(1, 2), fθ) is simple for a ∈ {
1
2m+1
}∞m=0, it is also simple for a ∈ {2m+1}
∞
m=0.
HenceW k(osp(1, 2), fθ) is not simple for c =
15
2
−3(a+ 1
a
), where a ∈ Q\{ 1
2m+1
; 2m+1}∞m=0.
Since c(a) = c(1/a), we can take a ∈ Q \ { 1
2m+1
; 2m + 1}∞m=0 such that a > 1 and write
a = p/q, where p and q are relatively prime positive integers. This proves (i).
(ii) The N = 2 vertex algebra is isomorphic to the minimal W -algebra W k(sl(2, 1), fθ)
[KW1], and by formula (30) one has c = −3 − 6k. Combining Theorem 9.1.2 (i) and
Theorem 0.2.4, we see thatW k(sl(2, 1), fθ) is simple if c is not of the form 3−6p/q, where
p and q are relatively prime positive integers, and that for all other values of c, except,
possibly, for c = −3b, where b is a positive odd integer, this vertex algebra is not simple.
By Theorem 9.1.2 (i), it remains to verify that if k is a non-negative integer, then
the vacuum sˆl(2, 1)-module V k has length two, i.e., the only singular vectors in V k have
weights kΛ0 and sα0 .kΛ0. Consider the natural embedding sˆl(2) into sˆl(2, 1). We will
describe the weights of sˆl(2)-singular vectors in V k and then deduce the required assertion
from the fact that (kΛ0+ ρ, kΛ0+ ρ) = (µ+ ρ, µ+ ρ) if µ is the weight of singular vector
in V k.
Let α be an even root for sl(2, 1) and β, α+β be odd roots. Choose the following set of
simple roots for sl(2, 1): {α + β,−β}; then θ = α and the set of simple roots for sˆl(2, 1)
is {α + β,−β, α0 := δ − α}. Note that sˆl(2, 1) contains a copy of sˆl(2) with a common
simple root α0. As a result, the shifted actions of the reflection s0 := sα0 with respect to
sˆl(2, 1) and sˆl(2) coincide, i.e., s0.µ = s0(µ+ ρˆ)− ρˆ = s0(µ+ ρˆ′)− ρˆ′, where ρˆ corresponds
to sˆl(2|1) and ρˆ′ corresponds to sˆl(2).
For S ⊂ ∆ˆ+ set |S| =
∑
γ∈S γ. A Verma module M(λ) over sˆl(2|1) has a filtration by
sˆl(2)-modules M ′(λ − |S|): S ⊂ ∆ˆ+1 \ ∆
+
1 . Let V
k be the vacuum module over sl(2, 1).
Since sl(2) acts locally finitely on V k, V k has a filtration by generalized Verma sˆl(2)-
modules M ′I(λ−|S|), where I = {α}. One has M
′
I(λ) =M
′(µ)/M ′(sα.µ). Since the Weyl
group of sˆl(2) is the infinite dihedral group generated by sα, s0 = sα0 , M
′
I(µ) has at most
two sˆl(2)-singular vectors: of weight µ and of weight s0.µ if s0.µ < µ. Thus the weight of
a sˆl(2)-singular vector of V k is of the form kΛ0−|S| or s0.(kΛ0−|S|), where S ⊂ ∆ˆ
+
1 \∆
+
1 .
For S = ∅ we have kΛ0 and s0.kΛ0. Let us show that there are no other sˆl(2|1)-singular
vectors.
Indeed, if µ is a weight of sˆl(2)-singular vector then (λ + ρˆ, λ + ρˆ) = (µ + ρˆ, µ + ρˆ).
Since (s0.µ + ρˆ, s0.µ + ρˆ) = (µ + ρˆ, µ + ρˆ), it is enough to show that for S 6= ∅ one has
(kΛ0 + ρˆ, kΛ0 + ρˆ) > (kΛ0 − |S|+ ρˆ, kΛ0 − |S|+ ρˆ), which can be rewritten as
(31) 2(kΛ0 + ρˆ, |S|) > (|S|, |S|).
For µ ∈ ∆1 = {±α ± β} set Sµ := S ∩ {kδ + µ}k>0, sµ := #Sµ. Then S =
∐
µ∈∆1
Sµ,
so |S| =
∑
µ∈∆1
|Sµ|. Observe that Sµ = {riδ + µ}
sµ
i=1, where 1 ≤ r1 < r2 < . . . < rsµ and
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thus |Sµ| = rδ + sµµ, where r ≥
sµ(sµ+1)
2
. Hence
S = mδ + (sα+β − s−α−β)(α+ β) + (sβ − s−β)β
for some m ≥
∑
µ∈∆1
sµ(sµ + 1). Taking into account (ρˆ, β) = (ρˆ, α + β) = 0, (ρˆ, δ) = 1
we get
2(kΛ0 + ρˆ, |S|) = 2(k + 1)m ≥ (k + 1)
∑
µ∈{±β,±(α+β)}
sµ(sµ + 1).
On the other hand,
(|S|, |S|) = −(sα+β − s−α−β)(sβ − s−β).
For S 6= ∅ at least one of the quantities sβ, s−β, sα+β, s−α−β is non-zero (and all of them
are non-negative integers) and thus
(k + 1)
∑
µ∈{±β,±(α+β)}
sµ(sµ + 1) > (s−α−β − sα+β)(sβ − s−β),
since k ≥ 0. This establishes (31) and (ii). 
We believe that in all questionable cases in (iii)-(v) the vertex algebra is not simple,
but we do not know how to prove this.
9.2. Outline of the proof of Theorem 9.1.2 (ii). In 9.2-9.5 we assume that g is a
finite dimensional semisimple Lie algebra and k is a non-negative integer.
9.2.1. In 9.3 we will show that for k ∈ Z≥0, H(V
k) is not simple iff Qs0,w 6= 1 for some
w ∈ Wˆ , where Q stands for the inverse Kazhdan-Lusztig polynomial. (This condition
does not depend on the non-negative integer k and thus H(V k) is simple iff H(V 0) is
simple.)
Remark that for g = sl2, the Weyl group is the infinite dihedral group; by [Hum], 7.12
one has Px,z = 1 for x ≤ z which implies Qx,z = 1 for x ≤ z. This implies the simplicity
of H(V k) (which is well-known).
9.2.2. Let Θ be the set of pairs (α,Xn), where α is a node of a Dynkin diagram Xn
satisfying the property:
Qsα,w 6= 1 for some w ∈ W (Xn),
where W (Xn) is the Coxeter group of type Xn. From 9.3 we see that (α,Xn) 6∈ Θ iff for
p being the maximal parabolic not containing α, the generalized Verma module IndgpL
′
has length two, where L′ is the trivial one-dimensional p-module.
Geometrically, if Xn is of finite type, (α,Xn) ∈ Θ is equivalent to the fact that a
certain codimension one Schubert variety is not rationally smooth. It is well-known (see,
for example, [Ku], 12.2.E) that these Schubert varieties are rationally smooth in rank two
cases (n = 2) and for the pairs (αn, Cn) (in enumeration below). We need to study the
case when Xn is an affine diagram.
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9.2.3. We have to show that (α0, X
(1)
n ) ∈ Θ, where X
(1)
n is the affinization of a finite type
diagram Xn (n > 1) and α0 is the affine simple root.
One has
(32)
(i) (α,X ′n) ∈ Θ, X
′
n is a subdiagram of Xm =⇒ (α,Xm) ∈ Θ;
(ii) α ∈ Xn is connected to α′ only, (α′, Xn \ {α}) ∈ Θ =⇒ (α,Xn) ∈ Θ
where “X ′n is a subdiagram of Xm” in (i) means that the set of nodes of X
′
n is a subset of
the nodes of Xm and the set of edges of X
′
n consists of all edges between these nodes in
Xm; and in (ii) the diagram Xn \{α} is obtained from Xn by removing the extremal node
α and the edge between α and α′. We will prove (ii) in 9.4.5; (i) follows from the fact that
the inverse Kazhdan-Lusztig polynomials are the same for a diagram and its subdiagram.
Taking into account (32), the verification (α0, X
(1)
n ) ∈ Θ for n > 2 reduces to the cases
(α2, A3), (α1, C3). Here and further we use the following enumeration of the vertices of
Xn:
A3 :
1
◦
2
◦
3
◦
Cn :
1
◦==========
2
◦ . . .
n
◦
2
◦
Dn
1
◦
3
◦
4
◦ . . .
n
◦
Indeed, the pair (α0, A
(1)
n ) for n > 2 has a subdiagram (α2, A3); the pair (α0, C
(1)
n ) for
n > 2 has a subdiagram (α1, C3); applying (32, ii) to (α2, A3) n− 3 times we obtain the
pair (αn, Dn) and now using (32, i) we obtain the pairs (α0, X
(1)
n ) for X = B,D,E; finally,
applying (32, ii) to (α1, C3) twice we get (α0, F
(1)
4 ).
It is easy to verify that for A3 one has Qs2,s2s1s3s2 = 1 + q, and that for C3 one has
Qs1,s1s2s1s3s2s1 = 1+q
2. As a result, (α2, A3), (α1, C3) ∈ Θ. The remaining cases (α0, X
(1)
2 )
are verified in 9.5.
9.3. Multiplicity formula. Let Wˆ be the Weyl group of gˆ.
9.3.1. Let N be the maximal proper submodule of V k. By Theorem 9.1.2 (i), it is enough
to show that N is not simple. Recall that kΛ0 is a dominant integral weight and so all
subquotients of V k are of the form L(w.kΛ0), w ∈ Wˆ , where Wˆ is the Weyl group of gˆ.
The highest weight of N is s0.kΛ0 and so L(s0.kΛ0) is a quotient of N . It remains to
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verify that
(33) [N : L(w.kΛ0)] 6= 0 for some w 6= s0.
Let us describe the multiplicity [N : L(w.kΛ0)] in terms of Kazhdan-Lusztig polynomials.
9.3.2. One has
ch V k =
RI
R
ekΛ0 , chL(kΛ0) = R
−1
∑
w∈Wˆ
(−1)l(w)ew.kΛ0
where R =
∏
α∈∆ˆ+(1− e
−α), RI =
∏
α∈∆+(1− e
−α).
Using the well-known formula RI =
∑
w∈W (−1)
l(w)ew.0 we get
chV k = R−1
∑
w∈W
(−1)l(w)ew.kΛ0,
that is
chN = R−1
∑
w∈Wˆ\W
(−1)l(w)+1ew.kΛ0 =
∑
w∈Wˆ\W
(−1)l(w)+1 chM(w.kΛ0).
9.3.3. In [KT] the Kazhdan-Lusztig conjecture was established for the symmetrizable,
hence affine, Kac-Moody Lie algebras. This gives
chM(w.kΛ0) =
∑
z∈Wˆ
Pw,z(1) chL(z.kΛ0),
where Pw,z are the Kazhdan-Lusztig polynomials defined in [KL] (we describe the poly-
nomials in 9.4). One has Pw,z 6= 0 iff w ≤ z. We obtain
[N : L(z.kΛ0)] =
∑
w∈Wˆ\W
(−1)l(w)+1Pw,z(1) =
∑
w∈Wˆ :s0≤w≤z
(−1)l(w)+1Pw,z(1).
Now the condition (33) can be rewritten as
(34)
∑
w∈Wˆ :s0≤w≤z
(−1)l(w)+1Pw,z(1) 6= δs0,z for some z ∈ Wˆ .
One has
∑
w∈Wˆ :s0≤w≤z
(−1)l(w)+1Qs0,wPw,z = δs0,z, where Qs0,w are the inverse Kazhdan-
Lusztig polynomials. Hence (34) is equivalent toQs0,w(1) 6= 1 for some w ∈ Wˆ . Using (38,
i) we conclude that (34) is equivalent to
Qs0,w 6= 1 for some w ∈ Wˆ .
9.4. Kazhdan-Lusztig polynomials. Let W be a Coxeter group; denote the unit ele-
ment in W by e. For the elements x, y of W set
[x, y] := {w : x ≤ w ≤ y].
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9.4.1. For x, y ∈ W the Kazhdan-Lusztig polynomials Px,y(q) can be computed recur-
sively using the following properties: the polynomial Px,y has degree ≤
l(y)−l(x)−1
2
and
Px,y =


0, x 6≤ y,
1, x ≤ y and l(y)− l(x) ≤ 2,∑
x≤w≤y(−1)
l(w)−l(x)Rx,wPw,yq
l(y)−l(w),
where P is the image of P under the algebra involution q 7→ q−1 and the polynomials
Rx,y(q) can be defined recursively by the formulas
Rx,y =


0, x 6≤ y,
Rsx,sy, sx < x, sy < y,
(q − 1)Rsx,y + qRsx,sy, sx > x, sy < y,
where s is a simple reflection. One has
(35)
(i) Rx,y = Rx−1,y−1 ;
(ii) Rx,y = (q − 1)
l(y)−l(x) if x ≤ y, l(y)− l(x) ≤ 2;
(iii) Rx,y = (−q)
l(x)−l(y)Rx,y.
By [KL] 2.3.g, one has:
(36) Px,y = Psx,y if sy < y.
9.4.2. The inverse Kazhdan-Lusztig polynomials Qy,w(q) are defined by the formula
(37)
∑
w
(−1)l(w)−l(y)Qy,wPw,z = δy,z.
A geometric meaning of the inverse Kazhdan-Lusztig polynomials is discussed in [KT].
Their results imply that Qx,y have non-negative integer coefficients in the case of a sym-
metrizable Kac-Moody Lie algebra.
One has: Qx,z 6= 0 iff x ≤ z; for x ≤ z the polynomials Qx,z have the following
properties:
(38)
(i) Qx,z = 1 + a1q + a2q
2 + . . .+ akq
k, ai ∈ Z≥0, k ≤
l(z)−l(x)−1
2
;
(ii) Qx,z = 1 if l(z) − l(x) ≤ 2;
(iii) Qx,z =
∑
w∈[x,z](−1)
l(z)−l(w)ql(w)−l(x)Qx,wRw,z;
(iv) Qe,z = 1, for all z.
The first property follows from [KT]; (ii) follows from (i). From [KT], Lem. 5.2.1, 5.3 we
obtain, using (35):
ql(x)Qx,z = q
l(z)
∑
w∈[x,z]
Qx,wRw−1,z−1 = q
l(z)
∑
w∈[x,z]
Qx,w(−q)
l(w)−l(z)Rw,z,
and this gives (iii). Finally, combining (37) and (36) we get (iv).
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9.4.3. Let
M(x, z) :=
∑
w∈[x,z]
(−1)l(z)−l(w)ql(w)−l(x)Rw,z.
One has
(39) Qx,w = 1 ∀w ∈ [x, z] ⇐⇒ M(x, w) = 1 ∀w ∈ [x, z].
Indeed, assume that Qx,w = 1 for all w ∈ [x, z]. Then for any y ∈ [x, z] one has Qx,w = 1
for all w ∈ [x, y] and (38, iii) gives M(x, y) = 1. For the inverse implication assume that
M(x, w) = 1 for all w ∈ [x, z]. We prove that Qx,w = 1 by induction on w ∈ [x, z] with
respect to l(w) (note that l(x) ≤ l(w) ≤ l(z). If l(w) = l(x), for w ∈ [x, z], then w = x
and Qx,x = 1. Suppose that Qx,w = 1 for all w ∈ [x, z] with l(w) < m. Take y ∈ [x, z]
such that l(y) = m. Then Qx,w = 1 for all w ∈ [x, y] and (38, iii) gives
Qx,y =Mx,y − q
l(y)−l(x)Ry,y + q
l(y)−l(x)Qx,yRy,y = 1 + q
l(y)−l(x)(Qx,y − 1),
that is Qx,y−1 = ql(y)−l(x)Qx,y − 1. If Qx,y−1 = 0, then Qx,y−1 = b1qi1+ b2qi2+ . . . bsqis,
where i1 < i2 . . . < is and i1 + is = l(y) − l(x). However, by (38, i) 2is < l(y) − l(x), a
contradiction.
9.4.4. In [KL] there is the following definition:
Definition. Given y, w ∈ W we say that y ≺ w if the following conditions are
satisfied: y < w, l(w) − l(y) is odd and Py,w is a polynomial in q of degree exactly
l(w)−l(y)−1
2
.
Lemma. Assume that y ≺ z, l(z) − l(y) ≥ 3. Then Qy,w 6= 1 for some w ∈ [y, z].
Proof. Suppose that Qy,w = 1 for all w ∈ [y, z]. Then (37) gives
Qy,z = 1 + (−1)
l(z)
∑
w∈[y,z]
(−1)l(w)+1Pw,z.
The condition y ≺ z implies that the degree of Pw,z is less than the degree of Py,z if w ∈
]y, z]. Hence Qy,z has degree
l(z)−l(y)−1
2
and, in particular, Qy,z 6= 1, a contradiction. 
9.4.5. Proof of (32, ii). Let α0 be an extremal node of a Dynkin diagram Xn, α1 be the
only node which is connected to α0 and X
′
n be the Dynkin diagram obtained from Xn by
removing the extremal node α0 and the edge between α0 and α1. Let W (resp., W
′) be
the Coxeter group of Xn (resp., X
′
n). Assume that (α1, X
′
n) ∈ Θ, that is Qs1,z 6= 1 for
some z ∈ W ′; let z be a shortest element with this property.
Note that Qs1,w = 1 for all w ∈ [s1, z[. Formulas (38, iv) and (39) give
(40) M(s1, w) = 1 for all w ∈ [s1, z[, M(s1, z) 6= 1, M(e, z) = 1.
Let us show that Qs0,z′ 6= 1 for some z
′ ∈ [s0, s0zs0]. By (39) it is enough to verify that
M(s0, s0zs0) 6= 1. Observe that the elements of [s0, s0zs0] are of the form s0ws0, s0w,ws0
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if w ∈ [s1, z] and s0w if w ≤ z, w 6∈ [s1, z]. Since w does not contain s0 (i.e., w 6≥ s0),
one has l(s0ws0) = l(w) + 2 if w ∈ [s1, z] and l(s0w) = l(w) + 1 if w ≤ z, w 6∈ [s1, z].
The properties of Rx,y imply Rs0w,s0zs0 = Rws0,s0zs0 = (q − 1)Rw,z (since z 6≥ s0) and
Rs0ws0,s0zs0 = Rw,z. We obtain
M(s0, s0zs0) =
∑
y∈[s0,s0zs0]
(−1)l(s0zs0)−l(y)ql(y)−1Ry,s0zs0
=
∑
w∈[s1,z]
(−1)l(z)−l(w)ql(w)+1Rw,z + (q − 1)
∑
w∈[s1,z]
(−1)l(z)+1−l(w)ql(w)Rw,z
+(q − 1)
∑
w≤z(−1)
l(z)+1−l(w)ql(w)Rw,z = q
2M(s1, z)− q(q − 1)M(s1, z) + (1− q)M(e, z)
= 1− q + qM(s1, z) 6= 1, by (40).
Hence Qs0,z′ 6= 1 for some z
′ ≤ s0zs0.
Using similar arguments and the fact that M(s1, y) = 1 for all y ∈ [s1, z[, we can show
that Qs0,z′ = 1 for z
′ < s0zs0 and thus Qs0,s0,s0zs0 6= 1. 
9.5. Rank 2 cases.
9.5.1. Case A2. In this case the Weyl group Wˆ is generated by s0, s1, s2, where the rela-
tions are (s0s1)
3 = (s0s2)
3 = (s0s2)
2 = e. It is easy to see that Qs0,s0s1s2s0 = 1 + q.
9.5.2. Case C2. In this case the Weyl group Wˆ is generated by s0, s1, s2, where the non-
trivial relations are (s0s1)
4 = (s1s2)
4 = (s0s2)
2 = e. It is not hard to compute that
Qs0,s0s1s0s2s1s0 = 1 + q
2. We can also check that Qs0,w 6= 1 for some w using the tables of
Kazhdan-Lusztig polynomials by M. Goresky: one has s0 ≺ s0s1s0s2s1s0 ([Gor], the case
B˜2, No. 57) and then Lemma 9.4.4 implies the required assertion.
9.5.3. Case G2. Here we use the tables [Gor]. Take z := s0(s1s2)
2s0s1s2s1s0 (No. 133
in the tables [Gor]; in their notation the affine root is the third one). We have s0 ≺ z
and Lemma 9.4.4 gives Qs0,w 6= 1 for some w ∈ [s0, z] (it is easy to see that, in fact,
Qs0,w = 1 for w < z and Qs0,z = 1 + q
4).
10. Root systems of defect one
The list of simple Lie superalgebras g of defect one consists of Lie superalgebras
A(0, n) = sl(1, n+1), C(n+1) = osp(2, 2n), B(1, n) = osp(3, 2n), B(n, 1) = osp(2n+1, 2),
D(n + 1, 1) = osp(2n + 2, 2), where n ≥ 1, and the exceptional Lie superalgebras
D(2, 1, a), F (4), G(3) [K1],[KW2]. In this section we will describe some properties of
the root systems of defect one, which we use in the paper.
10.1. We choose a set of simple roots of g which contains a unique isotropic root β. We
will describe ∆# and W# (see 3.3). Let Π# be the system of simple roots for ∆# ∩∆+.
We have
(i) Π# = Π \ {β};
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(ii) W#β ⊂ ∆+;
(iii) if g 6= D(2, 1, a), then there exists a unique simple root α1 such that (α1|β) 6= 0;
for g 6= osp(3, 2) one has (α1|β) = −1, (α1|α1) = 2.
The following lemma is used in 8.6.
10.1.1. Lemma. Let g 6= D(2, 1, a), B(1, 1). If α is a positive isotropic root satisfying
(ρ− tβ, α) = t + 1 for some t then α = β + α1.
Proof. Write Π = {β, α1, α2, . . . , αm} and α = m0β +
∑
miαi. Since α is isotropic,
α 6∈ ∆#. The properties (i), (iii) imply that m0, m1 ≥ 1. One has (ρ|α) ≥ m1 ≥ 1 and
−(β|α) = m1 ≥ 1. The assumption gives (ρ|α) = −(β|α) = 1 and thus m1 = 1. Then
(ρ|α) = 1 forces mi = 0 for i > 1. Finally, (α|α) = 2 − 2m0 = 0 and thus α = β + α1 as
required. 
10.1.2. The standard normalization of the invariant form B, introduced in [KW2], is
given by (α|α) = 2 for an even root α ∈ ∆#. In this normalization the dual Coxeter
number h∨ is given by the following table:
g A(0,n-1) C(n) B(1,n) B(n,1), n > 1 D(n+1,1) F(4) G(3) D(2,1,a)
h∨ n-1 n-1 n-1/2 2n-3 2n-2 3 2 0
10.2. Non-exceptional case (g 6= F (4), G(3), D(2, 1, a)). The root system is described
in terms of a basis {εi}i=0,1,.... We use the following bilinear form (.|.), which a multiple
of the standard invariant form: (εi|εj) = 0 if i 6= j and (ε0|ε0) = −1, (εi|εi) = 1 for
i > 0. Then in all cases (γ1|γ2) ∈ Z for all roots γ1, γ2. We choose β := ε0 − ε1. One has
∆#0 = ∆0 \ Zε0 and W
# is the subgroup of W which stabilizes ε0. One has ∆ˆ
#
0 = ∆0 for
A(0, n− 1), C(n); in all other cases, except for B(1, 1) and D(2, 1), ∆ˆ#0 corresponds to a
simple component of g0 which is not isomorphic to sl(2).
10.3. Case A(0, n− 1). In this case the even part is sl(n)⊕C. Let {±(εi− εj) : 1 ≤ i <
j ≤ n} be the root system for sl(n) and {±(ε0− εi)}ni=1 be the set of odd roots of sl(1, n).
One has ∆#0 = ∆0,W
# = W = Sn. Take
Π := {ε0 − ε1, ε1 − ε2, ε2 − ε3, . . . , εn−1 − εn}, Π# := Π ∩∆0 = Π \ {β},
∆+1 = {ε0 − εi}
n
i=1, ∆
+
0 = {εi − εj}1≤i<j≤n.
The highest root is θ = ε0 − εn and ρ = −
n
2
ε0 +
∑n
i=1(
n
2
+ 1− i)εi.
10.4. Case C(n+1). In this case the even part is Cn⊕C. Let {±2εi;±εi±εj : 1 ≤ i < j ≤
n} be the root system for the Lie algebra of type Cn and {±ε0± εi)}ni=1 be the set of odd
roots of C(n). One has ∆#0 = ∆0,W
# =W . Take Π := {ε0−ε1, ε1−ε2, . . . , εn−1−εn, 2εn}.
Then
∆+1 = {ε0 ± εi}
n
i=1, ∆
+
0 = {2εi, εi ± εj}1≤i<j≤n.
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One has θ = ε0 + ε1 and ρ = −nε0 +
∑n
i=1(n+ 1− i)εi.
10.5. Case B(1, 1), n > 1. Take Π := {ε0 − ε1; ε1}. Then ∆
+
0 = {ε0; 2ε1}, ∆
+
1 = {ε0 ±
ε1; ε1}. One has ∆
#
0 = ±2ε1, W
# ∼= Z2 is the corresponding Weyl group. One has
θ = ε0 + ε1 and 2ρ = −ε0 + ε1.
10.6. Cases B(n, 1), B(1, n) : n > 1. Take Π := {ε0− ε1; ε1− ε2, . . . , εn−1− εn, εn}. One
has
∆+1 = {ε0 ± εi; ε0}
n
i=1, ∆
+
0 = {εi, εi ± εj; 2ε0}1≤i<j≤n if g = B(n, 1);
∆+1 = {ε0 ± εi; εi}
n
i=1, ∆
+
0 = {2εi, εi ± εj; ε0}1≤i<j≤n if g = B(1, n)
The group W# is the group of signed permutations of {εi}ni=1 and ρ = −(n −
1
2
)ε0 +∑n
i=1(n− i+
1
2
)εi. One has θ = 2ε0 if g = B(n, 1) and θ = ε0 + ε1 if g = B(1, n).
10.7. Case D(n, 1), n > 1. Take Π := {ε0 − ε1, ε1 − ε2, . . . , εn−1 − εn, εn−1 + εn}. Then
∆+1 = {ε0 ± εi}
n
i=1, ∆
+
0 = {εi ± εj; 2ε0}1≤i<j≤n;
W# is the group of signed permutations of {εi}ni=1 which change the even number of signs.
One has θ = 2ε0 and ρ = −(n− 1)ε0 +
∑n
i=1(n− i)εi.
10.8. Case F (4). The even part of F (4) is B3⊕sl(2). Let {±εi;±εi±εj : 1 ≤ i < j ≤ 3}
be the root system for the Lie algebra of type B3 and ε0 be a root corresponding to sl(2).
Take
β := 1
2
(ε0 + ε1 + ε2 + ε3), Π := {β,−ε1, ε1 − ε2, ε2 − ε3},
∆+1 = {
1
2
(ε0 ± ε1 ± ε2 ± ε3)},∆
+
0 = {ε0;−εi,−εi ± εj : 1 ≤ j < i ≤ 3}.
Normalize the form in such a way that (ε0, ε0) = −6; then (εi, εj) = 2δi,j if i ≥ 0, j > 0.
One has θ = ε0 and ρ = −(3ε0 + ε1 + 3ε2 + 5ε3)/2.
10.9. Case G(3). The even part of G(3) is G2 ⊕ sl(2), ∆# is the root system for G2 and
W# is the Weyl group of G2. The roots are expressed in terms of ε1, ε2, ε3 : ε1+ε2+ε3 = 0
corresponding to G2 and ε0 corresponding to sl(2). We take Π := {ε0 + ε1, ε2, ε3 − ε2},
β := ε0 + ε1. Then
∆+1 = {ε0; ε0 ± εi : i = 1, 2, 3}, ∆
+
0 = {2ε0;−ε1, ε2, ε3, ε3 − ε2, ε2 − ε1, ε3 − ε1}.
Normalize the form in such a way that (εi|εi) = 2 for i > 0; then (εi|εj) = −1 for 0 < i < j
and (ε0|εi) = −2δ0,i. One has θ = 2ε0 and ρ = (−5ε0 − 3ε1 + ε2 + 3ε3)/2.
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10.10. Case D(2, 1, a). In this case the even part is sl(2)⊕ sl(2)⊕ sl(2). We take
∆+1 = {ε0 ± ε1 ± ε2},∆
+
0 = {2ε0, 2ε1, 2ε2}
and β := ε0 − ε1 − ε2, Π := {β, 2ε1, 2ε2}. One has θ = 2ε0 and ρ = −β.
We take ∆#0 := {±2ε1,±2ε2}; then W
#β = ∆+1 . We normalize the form as follows:
(ε0|ε0) =
−1− a
2
, (ε1|ε1) = a/2, (ε2|ε2) = 1/2, (εi|εj) = 0, i 6= j.
11. Appendix
We will prove two lemmas used in the main text.
Let g be a semisimple finite dimensional Lie algebra, ∆+ the set of positive roots, P
the weight lattice, and W the Weyl group of g.
11.1. Lemma. If λ ∈ P is such that (λ|λ) < (ρ|ρ), then E(λ) = 0.
Proof. First, StabW λ 6= id ⇐⇒ E(λ) = 0, since StabW λ is generated by reflections
it contains (see, for instance, [J1], A.1.1). Hence we may assume that λ has a trivial
stabilizer in W . Let λ′ be the maximal element in the orbit Wλ; then for any simple root
α one has sαλ
′ < λ, hence (λ′|α) > (ρ|α). Therefore λ′ = ρ + ξ, where ξ ∈ P+ and we
obtain
(λ|λ) = (ρ+ ξ|ρ+ ξ) = (ρ|ρ) + (ξ|ξ) + (2ρ|ξ) ≥ (ρ|ρ),
since 2ρ ∈ Q+. 
11.2. Lemma. For each α ∈ ∆+ and all r >> 0 one has
rα = w.(r′α′), for some α′ ∈ ∆ ∪ {0}, r′ ≥ 1, w ∈ W =⇒ w = sα or w = id .
Proof. Since W is a finite group, it is enough to show that for each w ∈ W , w 6= id, sα
one has
r >> 0 =⇒ rα 6= w.(r′α′) for α′ ∈ ∆ ∪ {0}, r′ ≥ 1.
Assume that rα = w.(r′α′), that is ρ−wρ+rα = r′(wα′). Write ρ−wρ =:
∑
miβi, wα
′ =:∑
kiβi, where {βi} ⊂ ∆ is a set of simple roots such that β1 = α. The condition
w 6= id, sα implies that ρ − wρ is not proportional to α so mi 6= 0 for some i > 1. One
has ρ−wρ+ rα = (m1 + r)β1 +
∑
i>2miβi and thus
m1+r
mi
= k1
ki
. Since wα′ lies in a finite
set ∆ ∪ {0}, the set of possible values for m1+r
mi
is finite so the set of possible values for r
is finite as well, which is a contradiction. 
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