Abstract. Evolutionary algorithms are bio-inspired algorithms that can easily adapt to changing environments. In this paper, we study singleand multi-objective baseline evolutionary algorithms for the classical knapsack problem where the capacity of the knapsack varies over time. We establish different benchmark scenarios where the capacity changes every τ iterations according to a uniform or Normal distribution. Our experimental investigations analyze the behavior of our algorithms in terms of the magnitude of changes determined by parameters of the chosen distribution, the frequency determined by τ and the class of knapsack instance under consideration. Our results show that the multi-objective approaches using a population that caters for dynamic changes have a clear advantage on many benchmarks scenarios when the frequency of changes is not too high.
Introduction
Evolutionary algorithms [1] have been widely applied to a wide range of combinatorial optimization problems. They often provide good solutions to complex problems without a large design effort. Furthermore, evolutionary algorithms and other bio-inspired computing have been widely applied to dynamic and stochastic problems [2, 3] as they have the ability to easily adapt to changing environments.
Most studies for dynamic problems so far focus on dynamic fitness functions [4] . However, in real-world applications the optimization goal such as maximizing profit or minimizing costs often does not change. Instead of this, resources to achieve these goal change over time and influence to quality of solutions that can be obtained. In the context of continuous optimization, dynamically changing constraints have been investigated in [2] [5] . Theoretical investigations for combinatorial optimization problems with dynamically changing constraints have recently been carried out [6, 7] and the goal of this paper is to contribute to this research direction from an experimental perspective.
In this paper, we investigate evolutionary algorithms for the knapsack problem where the capacity of the knapsack changes dynamically. We design a benchmark set for the dynamic knapsack problem. This benchmark set builds on classical static knapsack instances and varies the constraint bound over time. The change in the constraint bound is done randomly every τ iterations where τ is a parameter determining the frequency of changes. The magnitude of a change is either chosen according to a uniform distribution in an interval [−r, r] where r determines the magnitude of changes. Furthermore, we examine changes according to the normal distribution N (0, σ 2 ) with mean 0 and standard deviation σ. Here σ is used to determine the magnitude range of changes and large values of σ make larger changes more likely. We investigate different approaches analyzed theoretically with respect to their runtime behavior in [7] . The algorithms that we consider are a classical (1+1) EA and multi-objective approaches that are able to store infeasible solutions as part of the population. Furthermore, the range of feasible and infeasible solutions stored in the multi-objective algorithms can be set based on the anticipated change of the constraint bound.
In our experimental investigations, we start by examining the knapsack problem where all weights are set to 1 and vary the constraint bound. This matches the setting of the optimization of a linear function with a dynamic uniform constraint analyzed in [7] . Our experimental results match the theoretical ones obtained in this paper and show that the multi-objective approaches using a population to cater for dynamic changes significantly reduce the offline error that occurred during the run of the algorithms. For the general setting we investigate different classes of knapsack problem such as uniformly chosen weights and profits and bounded strongly correlated instances, we examine the behaviour of the algorithms in dependence of the frequency and magnitude of changes. Our results show that the (1+1) EA has an advantage of the multi-objective algorithms when the frequency of changes is high. In this case the population of the multi-objective approaches is too slow to adapt to the changes that occur. On the other hand, a lower frequency of changes plays in favor of the multi-objective approaches when the weights and profits are not correlated to make the instances particularly difficult to solve.
The outline of the paper is as follows. Section 2 introduces the problem definition and three algorithms we studied. The dynamic knapsack problem and experimental setting is presented in Section 3. In Section 4 we analyze the experimental results in detail followed by a conclusion in Section 5
Preliminaries
In this section, we define the Knapsack Problem (KP) and further notations using in the rest of the paper. We present (1+1) EA and two multi-objective algorithms called MOEA and MOEA D that are considered in this paper.
Problem Definition
We investigate the performance of different evolutionary algorithms on the knapsack problem under dynamic constraint. There are n items with profits {p 1 , · · · , p n } and weights {w 1 , · · · , w n }. A solution x is a bit string of {0, 1} n which has the weight W (x) = n i=1 w i x i and the profit P (x) = n i=1 p i x i . We denote the maximum profit among the items by p max . The constraint is the weight capacity of the knapsack and denoted by C. The goal is to find a set of items with the total weight less than or equal to C and the maximum profit:
We consider two types of the this problem according to the weights. Firstly, we assume that all the weights are one and we have uniform dynamic constraint. In this case, the limitation is on the number of items chosen by a solution and the optimal solution is to pick C number of items with the highest profits. Next we consider the general case where the profits and weights are linear integers under linear constraint on the weight.
Algorithms
We investigate the performance of three algorithms in this paper. The initial solution for all these algorithms is a solution with items chosen uniformly at random. After a dynamic change happens, the algorithms update the solution(s) and start the optimization process with the new capacity. This update is to deal with the fact that after a dynamic change, current solutions may become infeasible or it get as far as the new capacity that isn't worth to be kept anymore. (1+1) EA (Algorithm 1) flips each bit of the current solution with the probability of 1 n as the mutation step. Afterward, it picks the solution with higher fitness function between the original solution and the mutated one. The fitness function that we used in (1+1) EA is as follows:
where v(x) = max {0, ( n i=1 w(i) · x(i)) − C} is the constraint violation of x. If x is a feasible solution, then W (x) < C and v(x) = 0. Otherwise, v(x) is the weight distance of W (x) from C. The algorithm aims to maximize f 1+1 which consists of two terms. The first term is the total profit of the chosen items and
q ← best previous solution;
10 while a change happens do
Initialize S + and S − by Repair(q,δ,C);
y ← flip each bit of x independently with probability
the second term is the applied penalty on the infeasible solutions. The amount of penalty guarantees that a feasible solution always dominates an infeasible solution. Moreover, between two infeasible solutions, the one with closer weight to C dominates the other one. The other algorithm we consider in this paper is a multi-objective evolutionary algorithm (Algorithm 2) which is inspired from the a theoretical study on the performance of evolutionary algorithms in reoptimization under dynamic uniform constrain [7] . Each solution x in the objective space is a two-dimensional point f M OEA (x) = (w(x), p(x)). We say solution y dominates solution x w.r.t.
According to the definition of M OEA , two solutions are comparable only if they have the same weight. Note that if x and y are infeasible and comparable, then the one with higher profit dominates the other one. MOEA uses a parameter denoted by δ which determines the number of individuals stored around the current constraint bound. For any weight in [C − δ, C + δ], MOEA keeps a solution. It helps the algorithm to prepare for the dynamic change by storing even infeasible solutions which may become feasible after the next change. However, a large δ causes a large number of solutions to be kept that decreases the probability of choosing each one. Since the algorithm chooses only one solution to mutate in each iteration, this affects the performance of MOEA in finding the optimal solution. After each dynamic change, MOEA updates the sets of solutions. If the value of a change be in a range that all the previous solutions Algorithm 3: Repair input : Initial solution q, δ, C output:
y ← flip each bit of q independently with probability of
become out of [C − δ, C + δ], then the algorithm initializes a single solution with the previous best solution and uses Repair function (Algorithm 3), which behaves similar to (1+1) EA, until find a solution with distance δ from C.
To handle the slow improvement of MOEA caused by a large δ, we defined a new dominance procedure. We say solution y dominates solution x, denoted by
This new algorithm called MOEA D is obtained by replacing lines 14-19 of Algorithm 2 with Algorithm 4. It should be noticed that if y is an infeasible solution then it is only compared with other infeasible solutions and it is the same when y is feasible solution. The new definition of dominance only keeps the solutions which are not dominated by other solutions. Hence, not only MOEA D keeps fewer solutions than MOEA, but also the quality of kept solutions are higher, since they are non-dominated solutions among all other solutions.
Algorithm 4: MOEA D (Dominance and Selection)
14 choose x ∈ S + ∪ S − uniformly at random;
15 y ← flip each bit of x independently with probability
Benchmarking for the Dynamic Knapsack Problem
In the following section, the dynamic version of KP used for the experiments is described and we explain how the dynamic changes occur during the optimization process. Moreover, the dynamic benchmarks and the experimental settings are presented. 
The Dynamic Knapsack Problem
In the dynamic version of KP considered in this paper, the capacity dynamically changes during the optimization process according to a preset factor denoted by τ . A change happens every τ generation i.e. the algorithm has τ generations to find the optimum of the current capacity and to prepare for the next change. In the case of uniformly random alterations, the capacity of next interval is achieved by adding a uniformly random value in [−r, r] to C. Moreover, we consider another case in which the amount of changes are chosen under the Gaussian distribution N (0, σ 2 ). Figure 1 illustrates how dynamic changes from different distributions affect the capacity.Note that the scale of the subfigures are not the same. For example the total change after 100 dynamic changes under N (0, 100
2 ) is less than 1000 (Figure 1a ) while the capacity reached almost 45000 with dynamic changes under U(−10000, 10000). This depicts that there are different type of challenges according to the dynamic changes that the algorithms must deal with. The combination of different distributions and frequencies brings interesting challenges for the algorithms. In an environment where the constraint changes with a high frequency, the algorithms has less time to find the optimal solutions. Hence, it is more probable that an algorithm which tries to improve only one solution, perform better than another algorithm that needs to optimize among a bunch of solutions. Furthermore, the uniform distribution guarantees upper and lower bounds on amount of changes. This property could be beneficial for the algorithms which keep a number of solutions in each generation, to get ready and behave faster after a dynamic change. However, if the changes happen under a Normal distribution, there is no strict bound on the value of a change which means it is not easy to predict which algorithms perform better in this type of environments.
Benchmark and Experimental Setting
In this experiment we used benchmarks eli101, which originally generated for Traveling Thief Problem [8] , by ignoring the cities and only using the items. The weights and profits are generated in three different classes. In Uncorrelated (uncorr) instances, the weights and profits are integers chosen uniformly at random within [1, 1000] . Uncorrelated Similar Weights (unc-s-w) have uniformly distributed random integers as the weights and profits within [1000, 1010] and [1, 1000] ,respectively. Finally, we have Bounded Strongly Correlated (bou-s-c) which is the hardest instance and comes from the bounded knapsack problem. The weights of this instance are chosen uniformly at random within [1, 1000] and the profits are set according to the weights within the weights plus 100. In addition, in section 4.1, where the weights are one, we change the weights to one and considered the profits as they are in the benchmarks. The initial capacity in this version is calculated by dividing the original capacity by the average of the original profits. Dynamic changes add a value to C each τ generations. Four different situations in terms of frequencies are considered: high frequent changes with τ = 100, medium frequent changes with τ = 1000, 5000 and low frequent changes with τ = 15000.
In the case that weights are 1, the value of dynamic changes are chosen uniformly at random within the interval [−r, r] where are r = 1, 10. In the case of general weights, when changes are uniformly random, we investigate two values for r: r = 2000, 10000. Moreover, the situation that changes are from normal distribution is also experimented with σ = 100, 500.
We used the offline errors to compute the performance of the algorithms. In each generation, we record e i = P (x * i ) − P (x i ) where x * i and x i are optimal solution and best achieved feasible solution in generation i, respectively. If the best achieved solution is infeasible, then we have e i = C − n i=1 w(i) · x(i) which is negative. The final error for m generations would be m i=1 e i /m. The benchmarks for dynamic changes are thirty different files. In randomly uniform changes each file consists of 100000 numbers in [−r, r] generated uniformly at random. Similarly, there are thirty files with 100000 numbers generated under the normal distribution N (0, σ 2 ). Algorithms start from the beginning of each file and picks the amount of changes from the files. Hence, for each setting, we run algorithms for thirty times with different dynamic benchmark and record the total offline error of each run.
In order to establish a statistical comparison of the results among different algorithms we use multiple comparisons test. In particularity, we focus on the method that compare against a set of algorithms. For statistical validation we use the Kruskal-Wallis test with 95% confidence. Afterwards, we apply the Bonferroni post-hoc statistical procedures that are used for multiple comparison of a control algorithm to two or more algorithms. For more detailed description on the statistical tests we refer the reader to [9] .
Our results are summarized in the Tables 1, 2 and 3 . The columns represent the algorithm (1+1) EA, MOEA, MOEA D with the corresponding mean value and standard deviation. Note X (+) is equivalent to the statement that algorithm in the column outperformed algorithm X, and X (−) is equivalent to the statement that X outperformed the algorithm given in the column. In the case if the algorithm X not appears this means that no significant difference was determined between algorithms.
Experimental Results
In this section we describe the initial setting of the algorithms and analyze their performance according to the statistical tests. The initial solution for all the algorithms is a pack of items which are chosen uniformly at random. Each algorithm runs initially for 10000 generations without any dynamic change. Afterward, the first change happens and algorithms perform one million generations with dynamic changes in every τ generations. In multi-objective algorithms it is needed to initially set δ. These algorithms keep at most δ feasible solutions and δ infeasible solutions which might help them to perform efficiently in dealing with a dynamic change. When the dynamic changes come from U(−r, r), it is known that the capacity will change at most r. Hence, we set δ = r. In case of changes from N (0, σ 2 ), δ is set to be 2σ since 95% of values will be in the distance of 2σ from the mean value. Note that larger δ increases the population size of the algorithms and there is a trade-off between the size of population and speed of algorithm in reacting to the next change.
Dynamic Uniform Constraint
In this section we validate the theoretical results on the performance of (1+1) EA and Multi-Objective Evolutionary Algorithm. Shi et al. state that the multiobjective approach perform better than (1+1) EA in reoptimizing the optimal solution of dynamic KP under uniform constraint [7] . Although MOEA that we used in this experiment is not completely similar to the multi-objective algorithm studied previously and they only considered the reoptimization time, but the experiments show that multi-objective approaches outperform (1+1) EA in case of uniform constraints.
An important reason for this clear remarkable performance is the relation of optimal solutions in different weights. In this type of KP, the difference between the optimal solution of weight w and w + 1 is one item. Hence, keeping nondominated solutions near the constrained bound helps the algorithm to find the current optimal more efficient and behave faster after a dynamic change.
Moreover, according to the results, there is no significance in using MOEA and MOEA D in this type of KP. A probable reason is that the size of population in MOEA remains small when weights are one. Hence, MOEA D, which stores fewer items because of its dominance definition, has no advantage in this manner anymore. In addition, constraint is actually on the number of the items. Thus, both definitions for dominance work the same in many cases.
Dynamic Linear Constraint
In this section, we consider algorithms in more difficult environments where weights are arbitrary under dynamic linear constraint. As it is shown in Section 4.1, the multi-objective approaches outperform (1+1) EA in case of weights are one. Now we try to answer to this question: Does the similar fact holds when weights are arbitrary? The data in Table 2 shows the experimental results in case of dynamic linear constraints under a uniform distribution. It can be seen that (as expected) the mean of errors decreases by increasing τ . Larger τ gives more time to the algorithm to get closer to the optimal. Moreover, starting from a solution which is near to the optimal of the previous capacity, might help the process of finding the new optimal solution in many cases. We first consider the results in case of dynamic changes under uniform distribution. The interesting observation from Table 2 is that unlike the case of uniform constraint, in almost all the settings, MOEA had the worst performance among all the algorithms. The first reason might be that items selected in optimal solutions with close weights are close to each other in terms of Hamming distance. In other words, when weights are one, we can achieve the optimal of weight w by adding an item to the optimal of weight w + 1 or deleting an item from the optimal of w − 1. However, in case of arbitrary weights, the optimal solutions of weight w and w + d could have completely different items, even if d is small. The other reason could be the effect of having a large population. A large population may cause the optimization process to be longer and it could get worst according to the definition of M OEA which only compares solutions with equal weights. If s be a new solution and there is no solution with w(s) in the set of solutions, MOEA keeps s whether s is a good solution or not i.e. is it really a non-dominated solution or it would be dominated by other solutions in the set? This comparison doesn't consider if s has any good properties to be inherited to the next generation. Moreover, putting s in the set of solutions decreases the probability of choosing all other solutions, even those solutions that are very close to the optimal solutions. However, as it can be seen in the Table  2 , there is only one case that MOEA beat the (1+1) EA: when the weights are similar, magnitude of changes are small (2000) which means the population size is small and finally τ is at its maximum to let the MOEA to use its large size population to optimize the problem.
Although MOEA does not perform very well in instances with general weights, multi-objective approach with a better defined dominance, MOEA D, does outperform (1+1) EA in many cases. In the following, we compare the performance of (1+1) EA and MOEA D. In the case that changes are smaller, it can be seen that the mean of offline errors of MOEA D is smaller than (1+1) EA. The dominance in MOEA D is defined such that keeps only the dominant solutions. When a new solution comes, it removes solutions that are dominated by the new solution and keeps the new solution only if it is not dominated by the other ones. This process improves the quality of the solutions i.e. increase the probability of keeping a solution with helpful properties for the next generations. Moreover, it reduces the size of the population significantly. However, large changes on the capacity makes the MOEA D to keep more individuals and this is where (1+1) EA may overtake the MOEA D.
When r = 10000, MOEA D doesn't have significantly better results in all cases as the case of r = 2000 and in most of the situations, it performs as good as (1+1) EA. In all of high frequent conditions where τ = 100, the (1+1) EA has better performance. It may caused by MOEA D needing more time to optimize a population with larger size. Moreover, when the magnitude of changes is large, it is more probable that the new change, makes MOEA D to remove all of the stored individuals and start from the scratch. Now we study the experimental results came from considering the dynamic changes under the normal distribution ( Table 3) . The results confirms the better performance of (1+1) EA in high frequent changes. Skipping the instance with uncorrelated similar weights and high frequent changes, the MOEA D has been always the best algorithm in terms of performance and MOEA has bee the worst. The most noticing behavior is in dealing with instance with uncorrelated similar weights. (1+1) EA outperforms both other algorithms in this instance. This happens because of the value of δ and the weights of the instances. δ is set to 2σ in multi-objective approaches and weights of items are integers in [1001, 1010] in this type of instance. (1+1) EA is able to freely get closer to the optimal solutions from both directions, while multi-objective approaches are only allowed to consider solutions in range of [C − δ, C + δ]. In other words, it is probable that there is only one solution in that range or even no solution. Hence, multi-objective approaches have no advantage in these type of instances according to the value of δ and weights of the items.
Conclusions and Future Work
In this paper we studied the evolutionary algorithms for the knapsack problem where the capacity dynamically changes during the optimization process. In the introduced dynamic setting, the frequency of changes is determined by τ . The magnitude of changes are chosen randomly either under uniform distribution U(−r, r) or under Gaussian distribution N (0, σ 2 ). We compared the performance of (1+1) EA and two multi-objective approaches with different dominance definitions (MOEA, MOEA D). Our experiments in the case of weights set to 1 verified the previous theoretical studies for (1+1) EA and MOEA. It is shown that multi-objective approach, which use a population in the optimization, outperforms (1+1) EA. In addition, we considered the algorithms in case of general weights for different classes of instances with a variation of frequencies and magnitudes. Our results illustrate that MOEA doesn't perform well in general case due to its dominance procedure. However, MOEA D which benefits from a population with controlled size and nod-dominated solutions, beats (1+1) EA in most case. On the other hand, in the environments with high frequent changes, (1+1) EA perform better than multi-objective approaches. In such cases, the population slows down MOEA D in reacting after the dynamic change.
