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Abstract—In this paper, we present a solution to efficient
multimedia streaming applications over P2P networks based
on the foresighted resource reciprocation strategy. We study
several priority functions that can explicitly consider the timing
constraints and the importance of each data segment in terms of
multimedia quality, and successfully incorporate them into the
foresighted resource reciprocation strategy. This enables peers to
enhance their multimedia streaming capability. The simulation
results confirm that the proposed approach outperforms existing
algorithms such as tit-for-tat in BitTorrent and BiToS solutions.
Index Terms—multimedia streaming, peer-to-peer networks,
foresighted resource reciprocation strategy, priority functions.
I. INTRODUCTION
In recent years, multimedia streaming services are growing
rapidly and becoming pervasive applications over the Inter-
net. Traditional client-server approaches allocate a dedicated
stream from the server for each client request. However, this
renders these approaches expensive and does not scale well
to a large number of users. Therefore, peer-to-peer (P2P)
based approaches have been proposed to overcome these
limitations. In P2P networks, there is no dedicated infrastruc-
ture. Rather, the peers in the networks share their resources
(e.g., content, bandwidth, etc.) by receiving them from other
peers or contributing them to the other peers. One of the
fundamental advantages of using P2P networks for multimedia
streaming applications is to leverage peer upload capacities to
minimize the bandwidth costs on dedicated streaming servers.
Thus, P2P networks provide superior reliability and scalability
compared to classic approaches based on the client-server
model. However, existing solutions for content distribution or
content sharing cannot efficiently support the quality of service
(QoS) in P2P multimedia streaming applications.
The most popular P2P protocol that is currently deployed
in file sharing is BitTorrent [1], [2]. However, the focus of this
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protocol is on efficient content distribution over P2P networks,
without considering the timing constraints. Hence, this pro-
tocol can only provide a limited performance for multimedia
streaming applications. A slightly modified BitTorrent protocol
is designed for multimedia streaming, which is referred to
as BiToS [3]. This protocol incorporates the packet (or data
segment) selection process into the original BitTorrent proto-
col, thereby improving the multimedia streaming performance.
There are also several approaches such as [4], [5] for efficient
multimedia streaming in P2P networks. In order for efficient
support of multimedia streaming, they deploy different peer
or piece selection algorithms. For example, in [4], supplying
peers having the highest bandwidth are selected and time
allocation slots and data segments are selected depending
on the number of potential suppliers. In [5], however, data
segments in the sliding window are randomly selected.
While these solutions lead to an improved support for
multimedia streaming, the resource reciprocation strategy does
not consider the interactions of self-interested and heteroge-
neous peers. Moreover, the peers’ resource reciprocations are
determined such that they maximize their immediate utilities,
without taking into account the impact of them on their future
utilities. To overcome these limitations, a foresighted resource
reciprocation strategy is proposed in [6], where peers with the
foresighted resource reciprocation strategy can decide their re-
source reciprocations, such that they can maximize their long-
term utilities, i.e., the immediate utility as well as the future
utilities. This approach thus can lead to a better efficiency for
resource reciprocation in P2P networks. However, this solution
does not explicitly consider the time constrains that are critical
for efficiently supporting streaming applications.
In this paper, we build on the foresighted resource recipro-
cation strategy by explicitly considering the timing constraints
for continuous display of the multimedia data and the impor-
tance of each multimedia data segment for the multimedia
quality. In particular, we incorporate data priority functions
into the reward function in order to adapt to the specific
characteristics of media streaming applications. As a result,
the peers exchange video packets with a strategy that ensures
that the most important packets have a higher probability to
reach the decoder on time for proper decoding. Our simulationUSB 978-1-4244-8111-8/10/$26.00 ©2010 IEEE 406
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Fig. 1. An illustration of resource reciprocation of peer 𝑗 associated with
three peers at time 𝑡 and 𝑡+ 1.
results show that the proposed algorithm improves the packet
loss rates, utility value, and the video quality in media stream-
ing scenarios, where it outperforms the BitTorrent and BiToS
solutions.
This paper is organized as follows. In Section II, we briefly
overview the foresighted resource reciprocation strategy and
discuss its limitations for media streaming applications. In
Section III, we propose a solution that can improve the
foresighted resource reciprocation strategy, thereby efficiently
supporting the media streaming over P2P networks. In Section
IV, we describe how the implementation of the proposed
solution is actually developed. Then, we can confirm that the
proposed solution provides an improved performance com-
pared to several existing approaches in Section V. Finally, the
conclusions are drawn in Section VI.
II. PRELIMINARIES
A. Overview of Foresighted Resource Reciprocation
In this section, we briefly overview the foresighted resource
reciprocation [6], which was originally proposed to replace the
tit-for-tat and optimistic unchoke mechanisms in BitTorrent
systems [1]. In [6], the resource reciprocation among peers that
are interested in each other’s content is modeled as a stochastic
game, and the foresighted resource reciprocation strategy
can be found in the Markov Decision Process (MDP) [7]
framework.
Specifically, the MDP for peer 𝑗 consists of a set of states
𝑆𝑗 , a set of actions 𝐴𝑗 , reward function 𝑅(s𝑗 ,a𝑗) for s𝑗 ∈ 𝑆𝑗
and a𝑗 ∈ 𝐴𝑗 , and the resulting state transition probability
𝑃𝑗 . The state transition probability determines a probability
of mapping each state into the next state given an action, i.e.,
𝑃𝑗 : 𝑆𝑗 ×𝐴𝑗 × 𝑆𝑗 → [0, 1]. (1)
An example of the resource reciprocation game is shown in
Fig. 1. This example shows how the state of peer 𝑗 evolves
from s𝑗 to s
′
𝑗 depending on action a𝑗 at time 𝑡, and the
reactions of its associated peers x𝑗 at time 𝑡+1. In this section,
we briefly review the key ideas how to formulate the resource
reciprocate games in the MDP framework. More details can
be found in [6].
1) State Space: A state space of peer 𝑗 represents a set of
resources received from the associated peers in the peer set at
time 𝑡. In this paper, we consider that each state s can have
two values 0 and 1, i.e.,
𝑠𝑖,𝑗 =
{
1, if 𝑟𝑖,𝑗 > 0
0, otherwise
(2)
where 𝑟𝑖,𝑗 represents peer 𝑗 resources received from peer 𝑖.
Then, we can denote the state space of peer 𝑗 in its peer set
as
𝑆𝑗 = {(𝑠1,𝑗(𝑡), . . . , 𝑠𝑁,𝑗(𝑡))∣𝑠𝑖,𝑗 ∈ {0, 1}}.
2) Action space: An action space is defined as a set of
actions that peer 𝑗 can take in its peer set. We consider that an
action of peer 𝑗 to peer 𝑖 can be either 0 or 1, which represents
whether peer 𝑗 chokes or unchokes peer 𝑖, respectively. If
peer 𝑗 unchokes peer 𝑖, this means that peer 𝑗 shares its
contents with peer 𝑖. Otherwise, peer 𝑗 chokes 𝑖 by sharing
no content with peer 𝑖. A set of actions that peer 𝑗 can take
to its associated peers can thus be expressed as
𝐴𝑗 = {(𝑎1,𝑗 , . . . , 𝑎𝑁,𝑗)∣𝑎𝑖,𝑗 ∈ {0, 1}}.
3) Reward function:
Reward 𝑅𝑗(s𝑗(𝑡)) for a peer 𝑗 in state s𝑗(𝑡) ∈ 𝑆𝑗 represents
received resources from its state s𝑗(𝑡), expressed as
𝑅𝑗(𝑡)(s𝑗(𝑡)) =
𝑁∑
𝑖=1
𝑟𝑖,𝑗(𝑠𝑖,𝑗) (3)
where 𝑟𝑖,𝑗(𝑠𝑖,𝑗) denotes the received resources from 𝑠𝑖,𝑗 .
4) Reciprocation Policy 𝜋∗𝑗 : A reciprocation policy provides
optimal actions a𝑗(𝑡) ∈ 𝐴𝑗 from states s𝑗(𝑡) ∈ 𝑆𝑗 , i.e.,
𝜋∗𝑗 (s𝑗) = a𝑗 .
This policy can be obtained from a solution to the MDP and
peer 𝑗 can make foresighted decisions from all of its states.
The foresighted actions enable peer 𝑗 to achieve a maximum
cumulative discounted rewards (i.e., the immediate expected
reward and the discounted future rewards) [6]. The cumulative
discounted expected reward at time 𝑡 can be expressed as
𝑅𝑓𝑜𝑟𝑒𝑗 (𝑡)(s𝑗(𝑡)) ≜
∞∑
𝑡=𝑡′+1
𝛾
(𝑡−(𝑡′+1))
𝑗 𝐸[𝑅𝑗(𝑡)(s𝑗(𝑡))] (4)
where 𝛾 denotes a discount factor. The resource reciprocation
policy can be obtained based on well-known methods such as
value iteration and policy iteration. Note that solving MDP
may require high computational complexity, which exponen-
tially increases as more peers are considered in a peer set.
Thus, it is important to only consider appropriate peers
in each peer set. An illustrative implementation is discussed
in [8].407
B. Limitations in Real-time Streaming Applications
The foresighted resource reciprocation strategies in [6]
enable peers to maximize their cumulative discounted expected
rewards (e.g, total received resources). Since the focus is only
on maximizing the received resources (i.e, download rates), it
only provides a limited performance for multimedia streaming
applications, as it does not consider multimedia characteristics
especially timing constraints of multimedia data. This may
result in undesirable interruptions of continuous playback of
multimedia streams. In order to overcome this limitation, each
peer also needs to explicitly consider the orderings of the
data segments, while downloading them as fast as possible.
Specifically, each peer needs to receive the data before their
decoding deadlines. Moreover, each data packet may have dif-
ferent quality impact depending on the encoding structure and
the type of picture in multimedia streaming applications (e.g.,
video streaming). Hence, the original resource reciprocation
strategy in [8] needs to be modified, such that it can efficiently
consider these additional constraints.
In the next section, we introduce a priority function, which
will be incorporated into the original resource reciprocation
strategy, while explicitly considering the decoding deadlines
(e.g., positions of data segments) and the quality impact.
III. FORESIGHTED STREAMING RESOURCE
RECIPROCATION STRATEGY
The newly introduced priority function 𝜌 is incorporated
into the reward function in (3), which is described as
𝑅𝑗(s𝑗(𝑡)) =
𝑁∑
𝑖=1
𝜌𝑖,𝑗(𝑥)𝑟𝑖,𝑗(𝑠𝑖,𝑗) (5)
where 𝜌𝑖,𝑗(𝑥) represents the preference of peer 𝑗 for segments
that peer 𝑖 has at time 𝑡. 𝜌𝑖,𝑗(𝑥) can be further specified by
considering the delay deadline and the quality impact of each
segment, which can be expressed as
𝜌𝑖,𝑗(𝑥) = 𝜌
𝑇
𝑖,𝑗(𝑥)𝜌
𝐷
𝑖,𝑗(𝑥) (6)
where 𝜌𝑇𝑖,𝑗(𝑥) and 𝜌𝐷𝑖,𝑗(𝑥) are the functions that depends on the
timing constraints (i.e., relative position in the ideal decoding
buffer) and the quality impact of segment 𝑥, respectively.
A. Position Depending Priority Functions
In order to successfully support real-time multimedia
streaming applications, timing constraints from each data
packet should be taken into account. Thus, the data segments
can be prioritized based on their display time and peers can
download more important data segments (i.e., the segments
having higher priority) earlier.
An illustrative example of data segments (or chunks) in a
buffer at time 𝑡 are shown in Fig. 2. In this example, shadowed
packets represent already downloaded segments and the rest of
the packets are scheduled for downloading. The dotted square
box represents a sliding window, which represents the packets
that are scheduled for decoding.
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Fig. 2. An illustrative example of time-ordered data segments in an ideal
decoding buffer.
In general, data segments that are not downloaded yet
and are closer to the playback point can have higher prior-
ities. Hence, we can define 𝜌𝑇𝑖,𝑗(𝑥) as a monotonically non-
increasing function depending on segments’ positions in the
buffer. This enables each peer to download more important
segments earlier. In this section, we consider two illustrative
priority function shapes that depend on segments’ positions.
1) Square Shape Priority Function: The motivation of
square shape priority function is to divide the segments into
two groups - groups with high priority and with low priority.
This can be easily extended to several levels of priority by
defining stair shape priority functions.
The corresponding priority function 𝜌𝑇𝑖,𝑗(𝑥) can be defined
as
𝜌𝑇𝑖,𝑗(𝑥) =
{
𝛼𝐻 if 𝑥 < 𝑑
𝛼𝐿 if 𝑥 > 𝑑
(7)
where 𝛼𝐻 > 𝛼𝐿 and 𝑑 is a threshold dividing the two groups.
The data segments in the group of high priority are closer to
the playback point than those in the group of low priority. The
value of 𝑑 can be determined as a percentage for the part of
the total number of data segments in a file.
2) Exponential Shape Priority Function: Unlike the square
shape priority function, which imposes the same priority on
the data segments in a group, exponential shape priority
function can impose different priorities to data segments.
This type of function also enables the peers to easily control
the variation of priorities among the segments, leading to
maximum performance.
The exponential shape priority function can be expressed as
𝜌𝑇𝑖,𝑗(𝑥) = 𝑒
−𝛽⋅𝑥 (8)
where 𝛽 determines how fast/slow the priorities are decaying.
B. Segment-Type Depending Priority Functions
A sequence of compressed video frames may have different
types, such as I-frame, P-frame, and B-frame in MPEG or
H.264 standards [9], [10]. Thus, the corresponding data seg-
ments can also be characterized by the type of the frame they
represent. For simplicity, we consider that the priority function
based on the segment types is determined by the quality impact
of the types.
An example is depicted in Fig. 2, where data segments
are marked with H, M, and L, denoting High, Medium and408
Low quality impacts, respectively. The corresponding priority
function 𝜌𝐷𝑖,𝑗(𝑥) is expressed as
𝜌𝐷𝑖,𝑗(𝑥) =
⎧⎨
⎩
𝛾𝐻 , if 𝑥 ∈ ℋ
𝛾𝑀 , if 𝑥 ∈ℳ
𝛾𝐿, if 𝑥 ∈ ℒ
(9)
where ℋ, ℳ, and ℒ denote the set of data segments marked
with H, M, and L, respectively. The priority function 𝜌𝐷𝑖,𝑗(𝑥)
can provide different levels of priorities on each data segments
based on its quality impact.
Finally, the streaming reward function will we calculated as
𝑅𝑓𝑜𝑟𝑒𝑗 (𝑡)(s𝑗(𝑡)) ≜
∞∑
𝑡=𝑡′+1
𝛾
(𝑡−(𝑡′+1))
𝑗
𝑁∑
𝑖=1
𝜌𝑖,𝑗(𝑥)𝑟𝑖,𝑗(𝑠𝑖,𝑗) (10)
C. Utility
In order to quantify the impact of the priority function on
the average performance of the proposed algorithm, we define
a utility measure 𝑈𝑗(𝑡) for peer 𝑗, as
𝑈𝑗(𝑡) =
∑
𝑥∈𝑁𝑝
𝜌𝑇𝑖,𝑗(𝑥) ⋅ (1− 𝑃𝐿(𝑥)) (11)
where 𝑁𝑝 represents the total number of data segments and
𝑃𝐿(𝑥) represents the packet loss probability or equivalently
the probability for a data segment located at position 𝑥 not
to be received by the playback deadline. The utility can be a
measure for the system’s efficiency, as higher utilities imply
that more urgent packets are successfully received with higher
probability.
IV. IMPLEMENTATION
Our implementation of the proposed algorithm is based
on [8], where the tit-for-tat and the optimistic unchoke mech-
anisms in BitTorrent systems are replaced with the foresighted
reciprocation mechanisms. The implementation of the protocol
consists of three main processes running in parallel, which
are Learning Process, Decision Process and Policy Finding
Process [8]. We briefly review these processes next. A new
piece selection mechanism that can replace the rarest first
protocol in BitTorrent is also implemented in our design.
A. Learning Process
The goal of the Learning Process is to provide the system
with the information of peer set behaviors in order to calculate
the optimal resource reciprocation policy. To successfully
calculate the policy, the peer 𝑗 needs to update the information
of the peers in its peer set, such as the probability of state
transition and their current upload rates to peer 𝑗. Thus, the
implementation of the Learning Process consists of two main
methods: the state transition probability calculation and the
upload rate estimation.
B. Policy Finding Process
The Policy Finding Process plays a role of obtaining the
optimal resource reciprocation policy by solving MDP. Based
on the information updated by the learning process, it is
able to compute the future rewards in (10) and calculate the
optimal actions for each state. However, the calculation of
the optimal policy may require considerable computational
time and complexity, depending on the number of peers that
are associated with peer 𝑗. Hence, this process requires to
consider a limited number of associated peers, which can be
found based on the peer-set reduction algorithm [8]. Once the
reduced peer set is found, the policy finding process computes
the optimal policy and provides the policy to the decision
process. In our implementation, the policy holds up for 5
rechoke periods, and the peer set reduction is calculated every
10 rechoke periods, or whenever a peer leaves the system.
C. Decision Process
The purpose of the Decision Process is to determine the
optimal actions identified by the optimal policy 𝜋∗𝑗 . Therefore,
it can generate the actions that peer 𝑗 will take in its current
state, i.e.,
𝜋∗𝑗 (s𝑗(𝑡)) = a𝑗(𝑡)
∗.
However, in the initial phase where the peer 𝑗 first joins
the system, it does not have enough information about its
associated peers to calculate the policy. For this reason, in
our implementation, the decision process begins with applying
the tit-for-tat strategy until the number of reciprocations is
sufficient for capturing the behaviors of other peers.
D. Piece Selection Algorithm
The objective of the Piece Selection Algorithms is to receive
the most important data segments (i.e., urgent pieces) on time
and improve the diversity of the pieces among the peers.
The piece selection algorithm in our system includes two ap-
proaches. One approach enables the peers to download pieces
with higher priorities first, leading to maximum system utility.
The other approach adopts the rarest first search algorithm
which is used in BitTorrent systems. This can maximize the
entropy of the pieces. The replication of the rarest pieces can
reduce the risk of losing them in the case where current peers
stop uploading the pieces.
In our implemented system, we adopt the former algorithm
with probability 𝑝 and the latter algorithm, i.e., rarest first
search algorithm, with probability (1 − 𝑝). The probability
𝑝 can be determined by considering the tradeoff between
receiving the most important pieces on time and the fast
replication of the rarest pieces. As an illustration, we use a
value of 𝑝 = 0.8.
V. SIMULATION RESULTS
A. Impact of Position Depending Priority Functions on Utility
We compare the utility achieved for the different position-
dependent priority functions defined in Section III. Simulation
results in Fig. 3 and Fig. 4 show the utilities achieved for409
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Fig. 3. Utility achieved for different values of 𝑑.
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Fig. 4. Achieved utility for different values of 𝛽.
different values of 𝑑 and 𝛽 with the priority functions in (7)
and (8), respectively. In the simulations, we consider a small
set of peers, where the number of peers is 10 and each peer
has a total upload rate of 128Kbps. The downloading file size
is 17MB. The achieved utility is calculated after 50 rechoke
periods. Simulations are performed based on the assumption
of static network condition, i.e., a given network topology with
a fixed number of peers.
In Fig. 3, we can observe that higher utilities can be
achieved for lower values of 𝑑, while the achieved utilities
decrease as the values of 𝑑 increases. Finally, the achieved
utilities becomes similar for a large values of 𝑑. If the values
of 𝑑 for each peer become high (e.g., 𝑑 > 80%), the role of the
priority functions is minimized, leading to the similar effect
that there is no priority function. However, if lower values of 𝑑
(e.g., 𝑑 < 10%) are used for each peer, then all the peers focus
on downloading only a small number of data segments with
high priority, leading to a small availability of data segment
replicas.
Simulation results for the exponential shape function with
different values of 𝛽 are shown in Fig. 4. The behavior of the
resulting utilities are similar to the case of the square shape
function. For large values of 𝛽, the priority function becomes
similar to a narrow square function, which results in the similar
effect of the case where small values of 𝑑 are used in (7). On
the other hand, for small values of 𝛽, which is the similar to
the case where 𝑑 becomes large, the achieved utilities decrease
because higher priorities are imposed to more data segments.
In this example, 𝛽 = 1 leads to the highest utility.
Since more granular priorities than the square shape priority
function can be imposed in the exponential shape priority func-
tion, better performance (i.e., higher utility) can be achieved,
as shown in Fig. 3 and Fig. 4.
B. Comparison of Scheduling Algorithms
We compare here the performance of the foresighted stream-
ing resource reciprocation algorithm with existing approaches
such as BitTorrent [1], [2], BiToS [3] and Foresighted Re-
source Reciprocation [6] .
Recall that the tit-for-tat strategy in BitTorrent is imple-
mented to perform the choking decisions and the rarest first
search algorithm is implemented for selecting the data seg-
ments to download first. Since the tit-for-tat strategy does
not consider the timing constraints in transmission of data
segments, this may not be appropriate for multimedia data
transmission. In order to overcome this, an improved BitTor-
rent protocol, BiToS has been in [3] designed.
This protocol uses the tit-for-tat strategy but improves the
streaming capability by adding a selection process. In this
selection process, data segments (or pieces) are divided in
two groups, which are the high priority set and the remaining
pieces set. Peers choose to download pieces contained in
the high priority set with probability 𝑝 and download the
other pieces with probability (1− 𝑝). This enables the BiTos
algorithm to outperform the BitTorrent protocol in terms of
media streaming performance.
In our simulation, we consider a small set of 15 peers
as an illustration, where each peer has a total upload rate
of 128Kbps. Each peer has six associated peers, which are
selected based on the peer set reduction algorithm. We assume
that the number of simultaneous downloading slots is four,
which leads to four maximum associated peers unchoked
simultaneously. The discount factor is 𝛾 = 0.8 as in [6]. For
BiToS, we set 𝑝 = 0.8, and for the tit-for-tat strategy, the
number of slots for downloading is 4, which is a default setting
of BitTorrent [1], [2]. In our algorithm, we use the position
depending priority function defined in (8) with 𝛽 = 1.
Packet loss rate and utilities achieved based on these four
algorithms after 50 rechoke periods are shown in Fig. 5.
The results clearly shows that our approach provides a better
performance in terms of packet loss rates. We also note that our
approach not only reduces the packet loss rates of urgent data
segments, but also improves the long-term performance. This
is because of the foresighted resource reciprocation strategy,
which focuses on maximizing the long-term rewards. The
utilities achieved for a single peer based on these algorithms410
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are shown in Fig. 6. The state index represents the different
initial states of the peers. The results show that the proposed
algorithm always outperforms the other algorithms regardless
of a peer’s initial states.
We also quantitatively compare the proposed algorithm
with the other existing algorithms in multimedia streaming
applications. In these simulations, the peers download a video
sequence, which is the Salesman sequence with QCIF reso-
lution at the frame rate of 30 frames/second. The video file
has a length of 120 seconds, which is generated by concate-
nating the original video sequence 8 times. Fig. 7 shows the
PSNRs achieved for different numbers of different values of
the playback delays, represented by the number of rechoke
periods. The results also show that the proposed algorithm
outperforms the other algorithms in terms of video quality.
Alternatively, we can observe that the proposed approach
requires less number of rechoke periods to achieve a certain
level of PSNR, which implies that the proposed algorithm
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permits to decrease the playback delays.
VI. CONCLUSIONS
We propose a foresighted resource reciprocation algorithm,
that can efficiently support the multimedia streaming appli-
cations. In order to explicitly consider the timing constraints
and different impacts of each data segment on the quality,
we propose and study several priority functions, and we
successfully incorporate them into the foresighted resource
reciprocation strategy. Simulation results confirm that our
approach outperforms several existing algorithms such as tit-
for-tat and BiToS in P2P networks, in terms of packet loss
rates, utility, and the video quality for given playback delays.
Interesting future research topics may include the study of how
to decide the system variables, 𝛽 and 𝑝, in the Piece Selection
Algorithm in dynamic networks.
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