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Abstract 
Optimal load balancing in sparse matrix decomposition 
without disturbing the row/column ordering is investigated. 
Both asymptotically and run-time efficient exact algorithms 
are proposed and implemented for  one-dimensional ( I D )  
striping and two-dimensional ( 2 0 )  jagged partitioning. Bi- 
nary search method is successfully adopted to 1 D striped de- 
composition by deriving and exploiting a good upper bound 
on the value of an optimal solution. A binary search algo- 
rithm is proposed fo r  2 0  jagged partitioning by introduc- 
ing a new 2 0  probing scheme. A new iterative-refinement 
scheme is proposed for  both I D  and 2 0  partitioning. Pro- 
posed algorithms are also space efficient since they only 
need the conventional compressed storage scheme for  the 
given matrix, avoiding the need for  a dense workload ma- 
trix in 2 0  decomposition. Experimental results on a wide 
set of test matrices show that considerably better decom- 
positions can be obtained by using optimal load balancing 
algorithms instead of heuristics. Proposed algorithms are 
100 times faster than a single sparse-matrix vector multipli- 
cation (SpMxV), in the 64-way I D  decompositions, on the 
overall average. Our jagged partitioning algorithms are 
only 60% slower than a single SpMxV computation in the 
8 x 8-cvav 2D decompositions, on the overall average. 
1 Introduction 
Sparse-matrix vector multiplication (SpMxV) constitutes 
the most time consuming operation in iterative solvers. Par- 
allelization of SpMxV operation requires the decomposition 
and distribution of the coefficient matrix. Two objectives in  
the decomposition are the minimization of the communi- 
cation requirement and the load imbalance. Graph theo- 
retical approach is the most commonly used decomposi- 
tion technique in the literature. Graph-partitioning based 
decomposition corresponds to one-dimensional (1D) de- 
composition (i.e., either rowwise or columnwise) through 
rowkolumn permutations of the given matrix. We have 
recently proposed hypergraph-partitioning based decom- 
position schemes with better models for the communica- 
tion requirement [4] .  Both graph and hypergraph parti- 
tioning problems are NP-hard problems, and hence effi- 
cient heuristics are used for finding good decompositions. 
In grapWhypergraph approaches, both communication and 
load imbalance metrics are explicitly handled for minimiza- 
tion during the partitioning. 
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Graphhypergraph partitioning based decomposition may 
not be appropriate for some applications. Reordering the 
matrix may not be feasible. GrapNhypergraph partitioning 
might be too expensive as a preprocessing step for the sake 
of parallelization. Finally, grapNhypergraph models may 
suffer from scalability in the decomposition of small ma- 
trices for large number of processors because of their ID 
decomposition restriction. 
In this work, we investigate the decomposition of sparse 
matrices without disturbing the given row/column order- 
ing. In this approach, communication volume metric is 
handled implicitly by the selection of proper matrix par- 
titioning and parallel SpMxV computation schemes at the 
beginning. Here, partitioningscheme refers to the scheme to 
be used for partitioning the given matrix to Ii7 submatrices, 
where I< denotes the number of processors. Communica- 
tion cost is determined by the partitioning scheme and the 
associated SpMxV algorithm. That is, the communication 
cost is assumed to be independent of the matrix sparsity 
pattern. Hence, load balance is the only metric explicitly 
considered in the decomposition. Cyclic (scattered) parti- 
tioning schemes automatically resolve the load balancing 
problem. However, these schemes suffer from high com- 
munication cost. Block partitioning schemes considerably 
reduce the communication cost in two-dimensional (2D) 
decomposition. Uniform block partitioning easily achieves 
perfect load balance in dense matrices. However. load- 
balanced block partitioning becomes an important issue in 
the decomposition of irregularly sparse matrices. 
We consider the load balancing problem in both ID and 
2D block partitioning schemes. 1D partitioningcorresponds 
to rowwise or columnwise block striping [21]. Fig. I(a) il- 
lustrates 4-way rowwise striping. 2D partitioning increases 
the scalability of the decomposition while reducing the 
volume of communication. Block-checkerboard partition- 
ing [21] leads to an efficient SpMxV algorithm with low 
communication requirement [ 121. This partitioning scheme 
is also referred to as rectilinearpartitioning [25] and general- 
ized blockdistribution (GBD) [23] .  This schemeis very well 
suited to dense matrices and matrices with uniform sparsity 
pattern. However, it is hard to achieve good load balance 
on sparse matrices with non-uniform sparsity pattern be- 
cause of therestriction of rectilinear splits on both rows and 
columns. Jagged rectilinear partitioning is commonly used 
to alleviate this problem. In this scheme, rectilinear splits 
are restricted to either rows or columns of the matrix thus 
increasing the search space for load balancing. In rowwise 
(columnwise) jagged partitioning, matrix is partitioned into 
P horizontal (vertical) stripes, and every horizontal (verti- 
cal) stripe is independently partitioned into Q submatrices, 
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Figure 1: (a) 4-way rowwise striping and (b) 4x4-way 
rowwise jagged partitioning 
where Ii = P x Q. That is, splits span the entire matrix in 
one dimension, while they are jagged in the other dimen- 
sion. This scheme is also referred to as semi-generalized 
block distributiori (SBD) [23], basic partitioning configura- 
tion [5], and multiplerecursive decomposition (MRD) [28]. 
Fig. l(b) illustrates 4 x 4  rowwise jagged partitioning. With- 
out loss of generality, we restrict our discussions to rowwise 
striped and jagged partitioning schemes. All results of this 
paper can easily be extended to columnwise schemes. 
Despite the recent theoretical results on optimal block 
partitioning of workload arrays, heuristics are still com- 
monly used in the sparse matrix community. This may be 
due to the ease of implementation, efficiency, and expec- 
tation of “good” quality decompositions. These heuristics 
are based on recursive decomposition (ID) of ID workload 
arrays. For example, in rowwise striping, I<-way decompo- 
sition is achieved through Ig K bisection levels, where IC is 
a power of 2. At each bisection step in a level, the current 
row stripe is divided evenly into two row stripes. Here, even 
division corresponds to two row stripes with equal number 
of nonzeros as much as possible. In jagged partitioning, 
this even bisection strategy is adopted both in the P-way 
row-striping and in the &-way columnwise striping of every 
row stripe. Prime factorization of I< and P, Q values is 
used to avoid the power-of-two restriction on these integer 
values for ID and 2D decompositions, respectively [28]. 
Although optimal division can easily be achieved at every 
bisection step, the sequence of bisections may lead to poor 
load balancing. In Section 4, we demonstrate that qualities 
of the decompositions obtained through RD heuristic sub- 
stantially deviate from those of the optimal ones through 
experimental results. In Sections 3.1 and 3.2, we propose 
efficient algorithms for optimal load-balancing in ID striped 
and 2D jagged partitioning of sparse matrices. Experimen- 
tal results presented in Section 4 demonstrate the feasibility 
of using optimal load balancing algorithms in  sparse matrix 
dom’ain. Proposed algorithms are 100 times faster than a 
single SpMxV computation, in the 64-way ID decomposi- 
tions, on the overall average. Proposed algorithms are also 
found to be much faster than random rowkolumn permu- 
tation scheme which was proposed to produce probabilisti- 
cally good decompositions [26]. Initial implementations of 
our jagged partitioning algorithms are only 60% slower than 
a single SpMxV computation in  the 64-way (8x8) 2D de- 
compositions, on  the overall average. Proposed algorithms 
are also feasible in terms of memory requirement since they 
only need the conventional compressed storage scheme for 
the given matrix contrary to the existing optimal partition- 
ing algorithms which depend on the existence of a dense 
workload matrix for 2D decomposition. 
2 Review on Partitioning of Workload Arrays 
ID partitioning of sparse matrices is equivalent to 
the chains-on-chains partitioning (CCP) problem with un- 
weighted edges. The objective of the CCP problem is to 
divide a ID task array T of length M into 1‘ consecutive 
parts such that the load of the maximally loaded part is min- 
imized. In rowwise striping, T[i] is equal to the number of 
nonzeros in row i of the given M x N sparse matrix. 
The first polynomial time algorithm for solving the CCP 
problem was proposed by Bokhari [2]. Bokhari’s O(M31i)- 
time algorithm is based on finding a minimum path on a 
layered graph. Nicol and O’Hallaron [24] reduced the com- 
plexity to O(M21i). The algorithm paradigms used in the 
following works can be classified as dynamic programming 
(DP), iterativerefinement, and probe approaches. Anily and 
Federgruen [ l ]  initiatedtheDPapproach withan O(M21i)- 
time algorithm. Hansen and Lih [ I  I]  independently pro- 
posed an O(M21<)-time algorithm. Choi and Narahari [6], 
and Olstad and Manne [27] introduced asymptotically faster 
O(M1i)-time, and O ( ( M  - IC)IC)-time DP-based algo- 
rithms, respectively. Iterative refinement approach starts 
with a artition and iteratively tries to improve the solution. 
The O(M-K)l(  Ig I<)-time algorithm proposed by Manne 
and SGrevik [22] falls into this class. 
The probe approach relies on repeated investigations for 
the existence of a partition with a bottleneck value no greater 
than a given value. Such a probing takes B ( M )  time since 
every task has to be examined. Since probing needs to be 
performed repeatedly, an individual probe can efficiently be 
performed in O ( K  Ig M)-time through binary search, after 
performing an initial prefix-sum operation in B(M)-time 
for task chains with zero communication costs [14]. Later, 
O(I< Ig M)-time probe algorithms were proposed to handle 
task chains with nonzero communication costs [15, 17, 18, 
241. Finally, the complexit of an individual probe call was 
reduced to O(IC lg(M/IC)j [IO]. 
The probe approach goes back to Iqbal’s [13, 171 
work describing an t-approximate algorithm running in 
O ( K  Ig M Ig( Wtot/c)) time. Here, Wtot denotes the total 
task weight and t denotes desired accuracy. Iqbal’s algo- 
rithm exploits the observation that the bottleneck value is in 
the range [Wtot/I<, Wtot], and performs a binary search in 
this range by making O(lg(Wtot/t)) probe calls. This work 
was followed by several exact algorithms involving efficient 
schemes for the search over bottleneck values by considering 
only subchain weights. Nicol and O’Hallaron [24] proposed 
a search scheme which requires at most 4 M  probe calls 
thus leading to a O ( M K  Ig M)-time algorithm. Iqbal and 
Bokhari [ 181 relaxed the restriction of this algorithm [24] on 
bounded task weight and communication cost, by proposing 
a condensation algorithm. Iqbal [16] and Nicol [24, 251 
concurrently proposed an efficient search scheme which 
finds an optimal partition after only O ( I < I g M )  probe 
calls, thus leading to an O ( M  + ( K  Ig M)’)-time algo- 
rithm. Han et. al. [IO] reduced the running time of this 
algorithm to O(M+K2 Ig M Ig(M/K)) by exploiting their 
O( K Ig(M/K))-time probe function. Asymptotically best 
algorithms are optimal O(M)-time algorithm proposed by 
Frederickson [71, and O ( M  + I<’+‘)-time (for any small 
E > 0) algorithm proposed by Han et. al. [lo]. However,, 
these two works has mostly centered around decreasing 
the asymptotic running time, disregarding the run-time effi- 
ciency of the presented methods. 
Theoretical work on optimal 2D partitioning is relatively 
rare. Nicol [25] conjectured the NP-completeness of the 
block checkerboard (2D rectilinear) partitioning problem 
by considering the closely related NP-complete multi-stage 
linear assignment problem [20]. The NP-completeness of 
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this problem (GBD) has later been proven by Grigni and 
Manne [9]. Manne and Sorevik [23] extended the DP ap- 
proach to optimal jagged partitioning of 2D workload arrays. 
Their algorithm runs in  O( (M - P ) (  N -Q)PQ)-time for 
jagged partitioning (SBD) of an ,Wx N workload array to a 
P x Q processor array. In sparse matrix domain, the work- 
load array T represents the sparsity pattern of the given 
matrix A. such that T[i ,  j] = O  and T[ i ,  j] = 1 if ai j  = O  and 
ujl = 1. respectively. 
3 Proposed Load Balancing Algorithms 
The objective of this paper is to formulate both asymp- 
totically and run-time efficient optimal load-balancing algo- 
rithms for ID striped and 2D jagged partitioning schemes. 
An optimal decomposition corresponds to a partitioning 
which minimizes the number of nonzeros in  the most heav- 
ily loaded processor (bottleneck processor). The load of 
the bottleneck processor is called the bottleneck value of 
the partition. Efficiency in  terms of memory requirement 
is also considered in these formulations since maintaining 
an :\I x .I7 workload array for an L\4 x N sparse matrix is 
not acceptable. So, our algorithms use either the row com- 
pressed storage (RCS) or column compressed storage (CCS) 
schemes for the given sparse matrix. RCS is used for row- 
wise striped and rowwise jagged partitioning schemes. 
We have developed and experimented several optimal 
load balancing algorithms. In this section, we present and 
discuss only two algorithms for 1D striped and 2D jagged 
partitioning schemes due to the lack of space. These aigo- 
rithms seem to be the most promising algorithms according 
to the current implementations. We restrict our discussion to 
probe-based approaches because of extremely high execu- 
tion times of DP-based approaches on sparse test matrices. 
This finding is experimentally verified in  Section 4. 
3.1 One-Dimensional Striped Partitioning 
of an .\I x .V sparse matrix. 
3.1.1 Binary Search Algorithm 
Iqbal's [ 171 binary search method is a very promising ap- 
proach for sparse matrix decomposition for the following 
two reasons. First, tight bounds can be set for the bottle- 
neck value of an optimal solution. The bottleneck value 
Bops of an optimal partition ranges between LB = B* and 
UB = B" + wma,, where w,,, is the maximum element in 
the workload array, and B* = Wtot/A' is the ideal bottle- 
neck value. In rowwise striping, Wtot = Z corresponds to 
the total number of nonzeros in  the sparse matrix, and w,,, 
is the number of nonzeros in  the most dense row. Note that 
ww,,,,, << _21 in most sparse matrices arising in  various fields. 
Second. the c-approximation restriction does not apply since 
the workload array is composed of integers. 
The binary search algorithm is illustrated in  Fig. 2. The 
workload array T is such that T[i] is equal to the number of 
nonzeros in the ith row ri of the matrix, i.e., T[i] = wi. Prefix 
sum on the task array T enables the constant-time compu- 
tation of the subchain weight Wi,j = xi=, wi: of the row- 
striper;. r i + i > .  . . , rj throughW,j =T[j]-T[i-  I ] .  Integer 
weights in the task array restrict the optimal bottleneck value 
to UB - LB = w,,, distinct integer values within the 
range LB 5 BoFt < UB.  Hence, binary search can be ef- 
ficiently used to find Bopt through probes in the interval 
[LB. UBI. 
In this section, we consider optimal K-way row striping 
B S I D ( T ,  K )  PROBE(K,  B )  
u l m a r t m a x i < , < n ~ { T [ i  }; B, t -B;  p-1; 
Prefix sum on T p .  . . M/; 
LVt - T [ M ] ;  
LB +- Wt/I<; 
UB- LB +tumal ;  
repeat 
while p 5 I<- and B, < FVt do 
sP - BINSRCH( T ,  B ,  ); 
B5 -T[3p] + B ;  
P'P + 1; 
if B,  < W,  then 
return FALSE ; 
else 
m i d B - U B  + LBf2 ;  
if PROBE( I<, midB) then 
else 
UB -midB; return TRUE; 
LB -midB + 1; 
until UB 5 LB: 
return Bout +- UB; 
Figure 2: Binary search algorithm for ID I<-way rowwise 
striping. 
Given a bottleneck value B, PROBE(T, K, B )  tries to 
find a Ii-way partition of T with a bottleneck value no 
greater than B. PROBE finds the largest index S I  so 
that 5 B, and assigns the row-stripe T I ,  7-2,. . . rSI 
to processor 1. Hence, the first row in the second pro- 
cessor is r,,+l. PROBE then similarly finds the largest 
index s2 so that Wsl+l,sz 5 B ,  and assigns the row-stripe 
r,,+l, r S I + 2 , .  . . T , ~  to processor 2 .  This process continues 
until either all rows are assigned or the processors are ex- 
hausted. The former case denotes the existence of apartition 
with bottleneck value no greater than B,  whereas the latter 
shows the inexistence of a partition with bottleneck value 
smaller than or equal to B.  As seen in  Fig 2 ,  the indices 
s i ,  S I ,  . . . S K - ~  are efficiently found through binary search 
(BINSRCH) on the prefix-summed array T .  Note that an 
optimal solution can easily be constructed by making a last 
PROBE call with BoFt. 
The complexity of one PROBE call is O(KIgh4) .  
The binary search algorithm makes lgw,,, PROBE 
calls. Thus, the overall complexity of the algorithm is 
O ( M  + K I g M  lgwmas) together with the initial O(A4)- 
time prefix-sum operation. The algorithm is surprisingly 
fast, so that the initial prefix-sum operation dominates the 
overall execution time. Fortunately, the data structure for 
the RCS scheme is efficiently exploited to avoid the initial 
prefix-sum operation without any additional operations, thus 
reducing the complexity to O(K Ig A4 Ig wmax). 
In this work, we further exploit the nice bounds on op- 
timal bottleneck value to restrict the search space for s, 
separator values during BINSRCH in PROBE calls. That 
is, for each processor p =  1,2, . . . K -  1, SL,  5 sp 5 SH,, 
where SL, and SH, correspond to the smallest and largest 
indices such that W I , S L ,  2p(B* -wmax(K-p) / I i )  and 
W I , S H ,  5 p ( B *  +tm,,(K - p / I < ) ) ,  respectively. This 
scheme reduces the complexity of an individual probe call 
to O ( K  IgK + Ii Ig(wmaX/wavg)), where waUg = W t o t / M  
denotes the average number of nonzeros per row. This 
reduces the overall complexity to O ( K  Ig w,,, IgK + 
K Ig wmax lg(wmax/waug)+Ii' Ig M ) ,  together with the ini- 
tial cost of O ( K  Ig M )  for setting the SL, and SH, values. 
3.1.2 Bidding Algorithm 
In this work, we propose an iterative-refinement scheme 
which is much more effective than the one proposed by 
Manne and Sorevik [22]. The proposed algorithm, namely 
the BIDDING algorithm, is presented in Fig. 3. In this 
algorithm, we dynamically increase the bottleneck value 
226 
BIDDING( ?'. K) 
s p - O f o r p - O , l ,  . . . ,  K -  1; and s 1 ~ 7 - M ;  
Perform refix sum on TIO . . . M ]  with T[O] = 0; 
BIUS[OP.B +- Wt,, - T [ M ] ;  
while Wtot - T[s~,--l] > B do 
B - Wtot /K;  p + 0; 
repeatp - p + 1 
if s p  = 0 then 
else 
sP + BINSRCH(T, T [ s p - ~ ]  + B )  ; 
while T[s ,  + I ]  - T [ s ~ - ~ ]  5 B do 
s p  + s + 1; 
mybzd - T f s p  + I]  - T [ s p - , ] ;  
if m y b z d  5 BIDS[P - 11.B then 
BIDSLpI.(B, Y) - ( m y W  p } ,  
else 
BIDSb].(B, y) - BIDS[P - I].(B,y); 
rbzd +- (Wtot - T[s,] , ) / ( I i  - p )  
untilrbzd > B o r v =  h - 1: 
if rbzd <BIDS[p].b then 
B - rbzd: 
. .  
return Bop, t B;  
Figure 3: Bidding algorithm for 1D I<-way row striping. 
B, starting from the perfect bottleneck value B', until a 
feasible partition is obtained. This leads to an incremental 
probing scheme, where the decision is given by modifying 
the separators from the previous probe call. The separator 
indices S I ,  s2, . . , S I ( - ]  are set as the largest indices such 
that IVs,l+l,s, 5 B withso=Oforp= 1 , 2 , .  . . , I < - ] .  As 
in the conventional probing scheme, W J , - , , ~  > B denotes 
the infeasibility of the current B value. After detecting an 
infeasible B value, the important issue is to determine the 
next larger B value to be investigated. Undoubtfully, at 
least one of the separators should move to the right for a 
feasible partition. So, the next larger B value is computed 
by selecting the minimum of the set of { WSp-,+1 ,sp+~}f:; U 
{ W s K - I + ~ , ~ ~ }  values. We call the W s p - , + ~ , s p + ~  value the 
bid of processor p ,  which refers to the load of processor p if 
the first row r, ,+ I of the next processor is added to processor. 
Note that the bid of the last processor I< is equal to the load 
of the remaining rows. If the best bid B comes from part 
p', probing with new B is performed only for the remaining 
processors (p*, p* + 1 , . . .). In this scheme, we prefer to 
determine the new positions of the separators by moving 
them to the right one by one, since their new positions 
are likely to be in a close neighborhood of their previous 
values. Note that binary search is used only for setting 
the separator indices for the first time. As seen in  Fig. 3, 
we maintain prefix-minimum array BIDS for computing the 
next larger B value in  constant time. Here, BIDS is an array 
of records of length I<, where B1DSbl.B and BIDSb1.q 
store the best bid value of the first p processors and the 
corresponding processor, respectively. BIDS[O] is used to 
enable the running prefix-minimum operation. 
After the separator index s is set for processor p ,  the 
repeat-until-loop terminates if it is not possible to parti- 
tion the remaining segment T,p+l,,\f into K - p  proces- 
sors without exceeding the current B value, i.e., rbid = 
( Wtot -T[s , ] ) / (  I< -p) > B. In this case, the next larger 
B value is determined by considering the best bid among 
the first p processors and rbid. Here, rbid represents the 
bottleneck value of the perfect (I< - p)-way partitioning 
of the remaining segment T s p + l , ~ .  Note that this variable 
also stores the bid of the last processor, when all separator 
indices S I ,  s2, . . . , SK- I are assigned nonzero values. 
3.2 Two-Dimensional Jagged Partitioning 
In this section, we consider optimal (Px&)-way row- 
wise jagged partitioning of an A4 x N sparse matrix. Binary 
search method can be extended to 2D jagged partitioning 
by setting tight bounds on the value of the optimal bottle- 
neck value and defining an appropriate 2D probe function. 
We compute the bounds by constructing a conditionally op- 
timal jagged partition as follows. We first construct an 
optimal 1D P-way rowwise striping of the given matrix. 
Then, we construct a jagged partition by constructing op- 
timal ID columnwise striping of every row stripe found in  
the first phase. The upper bound UB is set to the bottle- 
neck value of this conditionally optimal jagged partition. 
The lower bound LB is computed by dividing the bottle- 
neck value of the optimal rowwise striping by &. The 
bounds on LB and UB can be derived as LB 2 Z/ P& and 
UB 5 Z/PQ + w,,,,/P + w,,,,, respectively. Hence, 
the search range for binary search will always be less than 
w,,,,/P + w,,,, distinct integers. Here, wrmaX and 
wcmax denote the number of nonzeros in the most dense 
row and column, respectively. 
In this work, we propose a 2D probe algorithm. Given 
a bottleneck value B, PROBEZD tries to find a P x &-way 
jagged partition of matrix A with a bottleneck value no 
greater than B. PROBE2D finds the largest row index RI so 
that thereexists a &-way columnwise stripingof the the row- 
stripe (submatrix) AI,R,  with a bottleneck value no greater 
than B. PROBEZD then similarly finds the largest row index 
R2 so that there exists a &-way columnwise striping of the 
next row-stripe AR,+I,R* with a bottleneck value no greater 
than B. This process continues until either all rows are 
consumed, or P row-stripes are obtained. The former case 
denotes the existence of a jagged partition with bottleneck 
value no greater than B, whereas the latter shows the inex- 
istence of a partition with bottleneck value smaller than or 
equal to B. In a similar way to our BSlD algorithm, we fur- 
ther exploit the nice upper bound on optimal bottleneck value 
to restrict the search space for Rp separator values during the 
binary search in PROBEZD calls. That is ,  for each proces- 
sor p =  I ,  2, . . .I<- 1, RL, 5 R, 5 RH,, where RL, and 
RH,  correspond to the smallest and largest row indices such 
that WI,RL, 2 m x Q x p a n d  W ~ , R H ,  5Wtot- UBxQxp,  
respectively. As seen in Fig. 4, we favor a different 1D 
probing scheme (PROBEID) which does not adopt prefix- 
sum, since the same row-stripe is not likely to be explored 
multiple times for &-way ID probing. 
1D bidding algorithm presented in Section 3.1.2 is also 
extended to 2D jagged partitioning. The critical point in  this 
algorithm is how to compute the next larger B value. In 2D 
bidding algorithm, P row-stripes bid for the next B value. 
The bid of each row-stripe is determined by the optimal 
bottleneck value of columnwise striping of the submatrix 
composed of the current rows of the stripe and the first row 
of the next stripe. Due to lack of space, we cannot present 
the details here. 
4 Experimental Results 
We have experimented the performance of the pro- 
posed load balancing algorithms for the rowwise striped 
and jagged partitioning of various test matrices arising in  
linear programming domain. Table 1 illustrates the prop- 
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BSZD(IA,LB,UB, P, Q )  
repeat 
midB +- (LB + UB) /2 ;  
if PROBEZD(IA, P, Q ,  midB) then 
else 
UB - midB; 
LB +- midB + 1; 
until UB = LB; 
return Bo,, - UB; 
PROBEID(T, B ,  Q )  
j +- I ;  
for p +- 1 to P do 
sum +- T [ j ] ;  
while sum 5 B and j 5 M do 
if j > M and sum 5 B then 
elsej + j - 1; 
sum +- sum + T [ j ] ;  j +- j +  1; 
return TRUE; 
return FALSE; 
PROBE2D(IA, B ,  P, Q )  
f o r p c  1 t o p -  l d o  
T S  +- R,-l +- 1; R, +- RL,; 
~l +- RL, + 1; rh  +- RH,; 
while T I  < Th do 
else 
T h - T m - 1 :  
construct TCR - I + ~ , ~ ;  
if P R O B E I D ( f C r , , ~ ,  B ,  Q )  then 
for p +- 1 to P - 1 do 
R H ,  c R, 
return TRUE: 
else 
forp +-- 1 to P - 1 do 
return FALSE; 
RL, +- R, 
Figure 4: Binary search algorithm for 2D P x &-way jagged partitioning 
Table 1 : Properties of sparse test matrices. 
number number of non-zeros 
name of 
erties of the test matrices. These test matrices are ob- 
tained from Netlib suite [8], and IOWA Optimization Cen- 
ter (ftp://col.biz.uiowa.edu:pub/testprobAp/gondzio/). The 
sparsity pattern of these matrices are obtained by multiply- 
ing the respective rectangular constraint matrices with their 
tranposes. Table 1 also displays the execution time of a 
single SpMxV operation for each test matrix. 
All algorithms are implemented in C language. All ex- 
periments are carried out on a workstation equipped with a 
133MHz PowerPC with 5 12-KB external cache, and 64 MB 
of memory. We have experimented 16,32,64, 128,256 way 
row-s t r ip ingand4x4 ,4x8 ,8~8 ,8~16 ,  16xl6wayjagged 
partitioning of every test matrix. 
Table 2 illustrates relative performance results of various 
load balancing algorithms. In this table, RD refers to the 
recursive decomposition heuristic mentioned in Section 1. 
Recall that RD is equaivalent to MRD scheme mentioned 
earlier in  Section 1. RD scheme is implemented as effi- 
ciently as possible by adopting binary search on 1D prefix- 
summed workload arrays. DP and Nic. refer to the dynamic 
programming and Nicol's probe-based 1 D decomposition 
schemes, implemented with respect to guidelines provided 
in [6, 271 and [25],  respectively. BS and Bid stand for the 
proposed binary search and bidding algorithms described in 
Section 3. 
In Table 2, percent load imbalance values are computed 
as ( Wm,, - B* )/  B*, where W,,, denotes the number of 
nonzeros in  the bottleneck processor (part, submatrix), and 
B" = Z / K  denotes the number of nonzeros in  every proces- 
sor under perfectly balanced partitioning. OPT denotes the 
percent load imbalance obtained by the exact algorithms. 
The table clearly shows that considerably better decompo- 
sitions can be obtained by using optimal load balancing al- 
gorithms instead of heuristics. The quality gap between the 
solutions of exact algorithms and heuristics increases with 
decreasing granularity, as expected. As also expected, 2D 
jagged partitioning always produces better decompositions 
than ID striping. This quality gap becomes considerably 
large for larger number of processors. 
Table 2 also displays the execution times of various de- 
composition algorithms normalized with respect to a single 
SpMxV time. Note that normalized execution times of 1D 
decomposition algorithms are multiplied by 100 because of 
the difficulty of displaying extremely low execution times 
of the proposed binary search (BS), and bidding (Bid) al- 
gorithms. DP approaches are not recommended for sparse 
matrix decomposition because of their considerably large 
execution times relative to those of the proposed algorithms. 
In 1D decompostion of sparse matrices, both of our algo- 
rithms are definitely faster than Nicol's algorithm. Although 
our algorithms are slower than RD heuristic, their additional 
processing time is justified because of their considerably bet- 
ter decompositon quality and extremely low execution times 
compared to a single SpMxV computation time. 
The execution times for 2D partitioning algorithms are 
relatively high compared to 1D partitioning, however the 
quality of the partitions and the execution times of the ini- 
tial implementations encourage further research for faster 
algorithms and implementations. 
5 Conclusion and Future Research 
Efficient optimal load balancing algorithms were pro- 
posed for 1D striped and 2D jagged partitioning of sparse 
matrices. Experimental results on a wide set of test matrices 
verified that considerably better decompositions can be ob- 
tained by using optimal load balancing algorithms instead 
of heuristics. The proposed algorithms were found to be 
orders of magnitude faster than a single matrix-vector mul- 
tiplication in 1D decomposition. The proposed algorithms 
for 2D partitioning are slightly slower than a matrix-vector 
multiplication, while producing significiantly better decom- 
positions than the heuristics. We are currently working on 
improving the speed performance of our 2D load balancing 
algorithms. 
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Table 2: Relative 
imbalance 
1 1 5  1 1 5  
I 8 5  4 3 9  
2 9 9  5 8 9  
6 0 5  1222 
1426 36 I4 
0 2 5  0 8 4  
081 3 9 2  
I20  6 12 
2 5 1  1705 
IO02 2074 
0 4 5  0 5 3  
0 6 3  3 7 4  
I 7 3  4 3 4  
2 8 8  1670 
1085 3520 
0 2 1  0 9 8  
I18 3 7 4  
1 2 9  1317 
6 8 0  1317 
7 1 1  SO89 
0 1 7  0 5 6  
0 2 3  2 2 6  
0 8 9  2 2 6  
0 9 5  9 0 8  
4 5 8  9 0 8  
0 3 4  I 3 7  
I 0 7  4 6 0  
I 9 3  496  
4 7 3  1875 
1362 4258 
0 5 8  0 5 8  
080  2 2 4  
1 4 3  7 6 4  
351  2234 
1472 5862  
0 3 5  I 2 0  
0 8 5  344 
2 3 7  5 6 0  
n
0 4 1  2 4 6  
0 0 4  0 0 9  
0 0 8  0 2 7  
128 0 7 6  6 3 7  
oerformance results of various load balancing algorithms. 
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