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Abstract — Some of the important future applications of 
mobile robot systems are autonomous indoor and outdoor 
measurements of building, factories and objects in three 
dimensional view. A goal of such measurement is to provide us 
with a detailed map of the environment with the interesting 
characteristics. This map can then be transferred into a model, 
which represents the measuring objects. By following an 
automated proceeding, an autonomous measurement robot 
could be useful in order to extract independently the map and 
the model of the environment. The environmental model can 
then be directly used by the autonomous mobile robots for 
navigation. A further increase of the effectiveness in map 
production can be achieved, if the environment is mapped by 
several robots, or whole robot fleets. Such an approach can be
DGYDQWDJHRXV for example, by reducing the exploration time. 
paper develops the framework for 3D mapping using multi-
mobile robots. Two mobile robots equipped with different 
sensors capabilities are used. The main contribution of the 
paper is to autonomously build a 3D map of indoor 
environments within a good exploration time by using multi-
mobile robots. Employing multiple autonomous robots with 
different types of sensors, two different algorithms are 
presented in this paper. The first is an algorithm for natural 
feature extraction using stereo camera in order to build a 3D 
feature-based map. The second is an algorithm to extract 
geometrical features from range images in order to build a 3D 
model of the environment. The algorithms and the framework 
are demonstrated on an experimental testbed that involves a 
team of two mobile robots. One of them is working as a master 
equipped with stereo camera. Whereas the second is involved 
as a slave equipped with a rotated laser scanner sensor.  
 
Keywords: Multi-Mobile Robots, Cooperation of Robots,  
3D Mapping and Exploration, Image Processing. 
I. INTRODUCTION 
N order to let a mobile robot be able to sense its location, 
navigate its way toward its destination and  avoid 
obstacles it encounters using a features-based representation, 
these features have to be extracted as reliably and precisely 
as possible. Such a process remains difficult to implement 
because of measurement noise, scene clutter and dynamic 
objects. 
In mobile robotics, one way to acquire position 
information is by computer vision. Vision-based systems are 
attractive because they are self-contained, in the sense that 
 
  
they require no external infrastructure such as beacons or 
radio station. Vision-based systems in principle can operate 
indoors and outdoors, virtually everywhere as long as there 
are rich visual features for place recognition. An example 
are stereo vision sensors, which have become the most 
popular sensors for navigation and mapping as they directly 
provide texture information about the environment by using 
some image processing techniques. In 3D space, these 
textures need to be identified and classified in order to 
extract a specific feature to be used in the navigation 
process.  
Another way to acquire position information is by range 
finder sensors, such as the rotated laser scanners. They 
directly provide distance measurements at high data density 
in heading direction and at lower data density at the 
boundaries. In 3D space, dense 3D point clouds can be being 
complex. The triangulation of these 3D points as surface 
models provides a means of reducing this complexity while 
at the same time keeping the information content. The 
texture of a scene can be extracted by using a digital camera 
mounted above the rotated laser scanner sensor. These 
textures can be further processed to find some useful and 
reliable features to be used in the area of autonomous 
navigation.  
The enhancement of robotic platforms with different 
sensors capabilities such as rotated laser scanners and stereo 
cameras is a challenging research goal, the achievement of 
which will constitute a major step towards autonomous 
robots. Using several cooperative robots instead of a single 
robot is one of the solutions of the temporal constraints and 
helps to increase the performance of the system. In different 
cases, a team of cooperative robots is necessary to avoid the 
expensive design of a single robot needed to solve a 
complex task. Moreover, the time is a determinant factor to 
efficiently solve a task and has to be considered, especially 
in time-requiring applications like the spatial exploration. 
All these arguments were in favour of the use of cooperative 
multi-robot systems. 
In this paper, the framework architecture for 3D 
exploration using multi-robot system demonstrated in [5] is 
practically implemented. Two robots with different sensors 
capabilities are used as a master and slave. The mobile robot 
shown in figure 1(a) was used as an experimental Master 
testbed. The vehicle is equipped with a triclops stereo vision 
system and a 2D laser scanner. The master tries to extract 
some natural landmarks based on the stereo vision sensor, 
and it tries to build the feature-based map to be used in the 
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localization and navigation of the robots. Moreover, the 
master has the responsibility to coordinate among the slaves 
to avoid the conflicting tasks. The master also has the 
responsibility to direct the slaves to different locations in the 
environment to get a 3D map of this area. 
The rotated laser scanner sensor geometry was developed 
at the chair for the Industrial Applications of Computer 
Science and Micro Systems (IAIM) at the University of 
Karlsruhe. It permits a conventional 2D laser scanner (SICK 
LMS 200) to freely rotate around its optical axis, and is 
named the Rotating Sick laser scanner RoSi [13]. Its 
assembly on a mobile platform is shown in figure 1(b). With 
the sick LMS 200 scanner a spherical cone with an opening 
angle of approximately 100° in front of the vehicle is 
captured. 
This platform structure is to be used as an experimental 
Slave testbed. This vehicle has a RoSi system and a 2D laser 
scanner. The slaves use the feature-based map built by the 
master in order to localize and estimate their position in the 
environment. They plan a path to the target position chosen 
by the master in order to get a 3D map of that location. 
Based on their sensor (RoSi), the slaves capture the data in 
the form of range images. This type of data is to be sent to 
the master. Then, the master fuses different range images 
captured by different slaves and integrates them into the 
overall environment model. 
 The main contribution of this paper is to get a 3D map of 
the indoor environment with a good exploration time by 
using multi-mobile robots. A good collaboration between 
two mobile robots is achieved in order to let them solve 
efficiently the exploration task. 
II. RELATED WORK 
The use of multi-robots gives us a lot of benefits over single 
robot systems [1]. First, cooperating robots have the 
potential to achieve a task faster than a single one [4]. By 
using several robots, accuracy can be explicitly introduced 
based on redundancy so that such a team can be expected to 
be more fault-tolerant than a single one. One more benefit of 
using team of robots arises from merging overlapping sensor 
information, which can help to compensate for sensor 
uncertainty. As a result, the map can be expected to be more 
accurate. In order to present the related work to this paper, 
two different aspects are taken into consideration. The first 
aspect shows the researches done in the cooperation and 
shows how they are used to improve the system 
performance. The second aspect shows the work done in the 
3D mapping of an unknown environment using some 
strategies of cooperation. 
A number of researches exist which aim to show the 
utility of using cooperation and communication in multi-
robot systems to increase their performance. These 
researches have already appeared in the 90th years. In 1993, 
Tan [15] has made a comparison between independent 
versus cooperative agents, and has proved that cooperating 
agents can use communication to improve team performance 
by sharing sensor information, past experiences and learned 
knowledge. In 1995, Mataric et al. [8] presented an approach 
that utilizes cooperation at three levels: sensing, action, and 
control, and takes advantage of a simple communication 
protocol to compensate for the robot’s noisy and uncertain 
sensing. They have shown that the cooperative box-pushing 
method using a simple communication protocol is more 
effective than the strategies not employing cooperation and 
communication.  
Recently, the researchers in [9] focused on the multi-robot 
coordination problem in cooperative construction. They 
presented experimental results with multiple, simulated 
robots, cooperating to do some task in the same 
environment, and compared the effects of communication 
and of two different environment sizes. Within their work, 
they showed that a limited communication bandwidth 
between the robots improves the system performance 
significantly in a construction task.  
Franchi et al. [2] presented a randomized strategy for 
cooperative exploration based on sensor-based random tree 
concept. The used method allows robot that has completed 
its individual exploration phase to support the other in their 
task. Their simulation results have shown the satisfactory 
performance of the method, even in the case of limited 
communication bandwidth. 
 All these works have the same goal as one objective of 
this paper, which is improving the performance of a multi-
robot system through cooperation, nevertheless in different 
tasks. 
Considerable researches had been done in the area of 
extraction vision-based natural landmarks in order to get a 
3D map of unknown environment using different mobile 
robots. For example, Rocha et al. [10] extended their 
strategy to a team of multiple robots, which are committed to 
cooperate by sharing newly acquired sensory information. 
The robots interchange the information utility based on 
entropy mechanism, without overwhelming communication 
resources with redundant or unnecessary information. 
Within this work, they showed that the time of mapping is 
improved by using two robots than one robot. However, they 
didn’t use any form of coordination within their work. 
In [3], the authors presented a novel strategy for 
integrated exploration. The method is based on the 
randomized incremental generation of a data structure called 
sensor-based random tree. The presented method used one 
robot to study the performance of the used exploration 
technique. Franchi et al. [2] extended the integrated 
exploration developed by [3] to a team of multiple robots, to 
  
(a)                                 (b)   
Figure 1:  Mobile Robots with Mounted Sensors:  
(a) Master Mobile Robot and (b) Slave Mobile Robot. 
 
 
perform the efficiency of the method using more than one 
robot. 
Other researchers [7][11]  tried to detect a specific 
landmark (e.g. doors), which are topological structures of 
indoor environment. Rous et al. [11] used two cameras to 
identify the doors, starting their algorithm with a Hough 
Transform generating convex polygons. Polygons having 
similar homogenous colors are segmented and merged by a 
region growing process and then assigned to known objects. 
Within this work, a good execution time of the algorithm is 
obtained, and is therefore applicable to mobile robot 
navigation. But, it is necessary that the whole image of the 
door is acquired.  
Lee et al. [7] implemented a door detection algorithm 
using a simple PC camera. They tried to overcome the fact 
that the image does not cover the complete door, by 
detecting some other features of the door itself and giving 
them the status of the door as well, e. g. whether it is open or 
not. However they could not show the robustness of their 
algorithm. 
Surmann et al. [14] proposed an exploration method 
which uses a so-called next-best-view algorithm to calculate 
a position which promises a maximum of new information 
about the environment. In this work, an automatic system for 
digitization of 3D indoor environment without any human 
intervention is designed and presented. An autonomous 
mobile robot together with a 3D laser range finder sensor is 
used in order to get a 3D digitalized model of a large indoor 
environment. 
Using the RoSi sensor, Walther et al. [16] developed a 
triangulation algorithm in order to correctly integrate the 
texture on every corresponding triangle by assigning the 
corresponding image pixel to every point belonging to the 
triangle. Within our work, we use this algorithm in order to 
demonstrate our results captured by the slave robot. 
III. CONCEPT OF THE FEATURE EXTRACTION ALGORITHM 
Detection of features is essential for mobile robots for 
navigation tasks. The current navigation approaches for 
mobile robots depend more and more on visual information. 
Natural features are extracted from captured image data, and 
are used in order to solve the problem of self localization 
and to identify the navigation targets. The features can be 
described by means of low level image properties such as 
edges, lines, geometric form, colors of objects or texture.   
A. Analysis of Features 
In order to extract the relevant information, our work 
follows four stages of classification process for each feature. 
Figure 2(a) shows these steps, which can be summarized as 
follows: 
1) Prepare some required images (i.e. gradient image). 
2) Predict new surfaces depending on the region 
growing technique and a gradient image. 
3) Identify the feature. 
4) Classify the feature based on a priori knowledge. 
In the first stage, simple features like edges or corners are 
detected from the captured image. Subsequently, regions in 
the image corresponding to surfaces of real features are 
found in the second stage. After that, the detected surfaces 
are assigned to features in the third stage. Their role and 
relationship with other feature within a scene are determined 
in the classification stage. This stage is presented in figure 
2(b), showing that if no correspondence is found between 
right and left image then the object is not classified. 
Technically, to get a robust feature extractor, some factors 
have to be taken into consideration. One of the most 
important factors is to find a suitable representation of each 
feature as a prior knowledge, which can be helpful in the 
process of the feature extraction. Indoor environments 
normally have clear line structures and large homogenous 
color surfaces. Both factors are helpful in classifying the 
natural features. So, all low-level visual feature information 
is integrated to form a strong feature descriptor which can be 
used as prior knowledge in order to identify these features 
and classify them efficiently. 
By using a stereo vision, the depth information can be 
obtained in order to get the geometric properties of each 
detected object. This information is used in the classification 
stage to define the category class of this object. 
The core of the developed algorithm combines the region-
based and edge-based elements. So the scene analysis is 
carried out by using three image processing techniques: a 
segmentation process in the second stage, feature detection 
in the third stage and finally a feature classification in the 
fourth stage of the extractor. 
As shown in figure 2(a), the first stage is to prepare some 
pre-processing images in advance, which can speed up the 
execution time of the algorithm. Our approach for feature 
extraction is based on the observation that the features are 
characterized by their particular geometric form and their 
color. Therefore, we extract regions on the basis of 
geometric form and color information. On the one hand, the 
HSV color space is employed in order to verify the 
hypotheses for detected features by searching for visual 
feature properties inside the detected regions. On the other, 
edge detection is employed, which is used for two reasons. 
    
(a)                                       (b)   
Figure 2:  Concept of the Feature Extraction Algorithm: (a) Analysis 
of the Features and (b) Classification Procedure. 
 
 
Firstly, the edge information is used to adapt the border to 
the contour of a feature. Secondly, it is used to identify the 
geometric model of the connected component in order to 
classify them as an accepted feature or not. 
Therefore, two types of images are produced in this stage: 
Figure 3(a) presents the result of the canny-based edge 
detection of one type feature (displayed in figure 4(b)), 
showing as well the performance of this detector. The 
second type of resulting image is HSV image, where each 
pixel in the input image of figure 4(b) is characterized by 
means of Hue, Saturation and Value. Figure 3(b) shows the 
result of the RGB to HSV transformation of the input image. 
In the second stage, a processing of region and edge 
information is performed, which is based on the region 
growing algorithm. This method was chosen, because the 
segmentation process was developed taking into account 
some factors like precision and execution time in order to 
keep the approach applicable for real time feature extraction. 
Therefore, a multi-level segmentation approach is used 
which considers edges as well as regions having similar 
colors. This approach avoids the lighting reflection affect, 
which produces arbitrary boundaries between adjacent 
regions. A gradient image is computed in the first stage, and 
is compared with the segmented image. This comparison 
eliminates this affect. Figure 4(a) presents the color 
segmentation of the input image. 
The classification of the extracted feature as a certain 
structure in the environment is done in the final stage. In this 
stage, priori knowledge is introduced in the learning phase. 
Within this phase, the dimension of the feature and its color 
were stored for some features available in the environment 
to be used in order to extract them during the navigation. A 
sequence of this classification procedure is presented in 
figure 2(b). 
Figure 4(b) shows an example of a door classifier 
available in the environment. The feature classifier detects 
doors correctly as a feature of our interest. The algorithm 
can recognize the feature if at least three quarters of the 
feature are appearing in both cameras. The red lines 
presented in figure 4(b) shows the boundary region of the 
feature frame presenting as well the adaptation of the edge 
detection which gives us a more exact feature extraction. 
The yellow point in the middle of the door indicates that the 
door is classified correctly. 
With that knowledge about the structure of the features, 
the object detection algorithm and object classification 
algorithm are applied to the result of the segmented image. 
For each detected object, patch information is stored to be 
used in the exploration strategy algorithm described in [6]. 
The patch consists of the position of the feature in the map, a 
factor showing how much this object is visible and some 
other useful information about the region itself. 
B. Optimal Landmark Selections 
There is a need for some navigation algorithms to define 
some accurate information about the features to be tracked. 
One key for this demand is to consider the corners of the 
geometric feature. A corner detector algorithm developed by 
Sojka [12] is used. The search for corners is limited to the 
region of the interest (feature structure). So it can be applied 
in real time application without any delay.  
The idea of the algorithm is based on knowing the depth 
information extracted by the stereo camera. The algorithm 
initially selects only one feature from the captured image. 
Then, the corner detector is only applied to the region of this 
feature. The results are then stored in a form of a patch 
object (corner position, feature color and geometric 
information) describing this feature. The resulting patch is 
only added to the knowledge database if there is no 
correspondence with the predetermined features. 
IV. RANGE IMAGE PROCESSING 
A. Range Images 
Intensity images are of limited use in terms of an 
estimation of surfaces. Pixel values are only related to the 
surface geometry indirectly, whereas range images encode 
the position of a surface directly. Therefore, the shape can be 
computed reasonably easy. Range images are a special class 
of digital images. Each pixel of a range image expresses the 
distance between a known reference frame and a visible 
point in the scene. Therefore, a range image reproduces the 
3D structure of a scene. 
Range images can be represented in two basic forms. One 
is a list of 3D coordinates in a given reference frame that is 
known as cloud of points, for which no specific order is 
required. The other is a matrix of depth values of points 
along the directions of the x,y image axes, which makes 
spatial organization explicit. 
To acquire range image, a 3D laser scanner (RoSi) is used 
which is based on a commercial 2D scanner with a movable 
origin. Figure 5(a) presents the RoSi scanner II. The scan is 
achieved by rotating the RoSi sensor around its z-axis by 
means of a DC-motor. 
By the rotation of the scanner, the overall system receives 
  
(a)                                (b)   
Figure 3: Pre-Processing of Images: (a) the Edge Image Using a 
Canny Edge Detector and (b) the HSV Image. 
  
(a)                                (b)   
Figure 4: Result of the Feature Extractor Algorithm: (a) The Color 
Segmented Image of the Input Image and (b) The Door Classifier. 
 
 
all the scan data which is lying in the direction of the cone 
with an opening angle of 100°. At a firmly fixed rotation 
speed of 30 per second, the scanner measures a half 
resolution in 6 seconds, and thereby receives a complete 
depth image. At this rotation speed, the angular resolution 
amounts to approximately 1.5° per scan. A depth image then 
consists of 6 x 20 x 400 = 48000 measurement points. 
Figure 6 shows a sample of a range image with 8 meter 
maximum range and the corresponding original image 
captured by the digital camera above the RoSi sensor that 
can be seen in figure 5(a). Figure 6(b) shows the resulting 
point cloud of the scene, whereas figure 6(c) shows the same 
data as triangulated surface model.  
B. Extraction of Geometrical Features from Range 
Images 
The goal for the range image processing by the slave 
equipped with a RoSi system is the extraction of geometric 
features relevant to the features already extracted by the 
master robot equipped with a stereo camera. 
The RoSi system is complemented with a digital camera 
(see figure 5(c)). This camera projects the observed 3D 
scene onto a 2D image plane. So the resulting digitized data 
does not explicitly contain the depth information. To 
perform the goal mentioned above, it is highly desirable to 
obtain 3D information about the geometry of the scene. 
Thus, a RoSi system is used with a range measuring such as 
the laser scanner. This sensor is developed in such a way 
that it takes a pair of range and intensity images of a given 
scene as input and then outputs a 3D reconstruction of that 
scene composed of a geometric description of known sizes 
and locations that represents the features of interest in the 
scene. 
Even though good quality range images are available, the 
intensity data is also used to achieve a better scene 
description such as the color of the feature. To register 
intensity and range data, it is necessary that the pixel 
location of a point in the scene corresponds in the intensity 
and range images. 
A requirement for the extraction of geometric features for 
the position estimation of the slave robot is that the 
localization of the regions, especially those corresponding to 
the features of interest, must be as precise as possible, and 
that the classification of these regions must be correct. Based 
on these criteria, the process incorporated in this work is 
divided into three steps: 
1) Detecting a region of interest based on prior knowledge. 
2) Integrating the texture of these regions into the range 
image data. 
3) Classification process. 
Algorithm 1 presents the basic idea of this process. Pair of 
range and intensity images of a given scene is acquired from 
the RoSi sensor. They are used as input to algorithm 1. As a 
result, features of interest are found and classified. The basic 
idea of the classification procedure is presented in algorithm 
2, whose idea is to fit pre-defined feature models to the 
obtained region, and to then make a decision to either accept 
or reject the presence of such features. 
  
(a) 
 
(b) 
  
                          (c)   
Figure 6: Sample of Range Image: (a) The Scene Captured by the 
Digital Camera Equipped with RoSi System, (b) Its Corresponding 
Point Clouds Range Image, and (c) Its Corresponding Triangulated 
oint Cloud. 
  
            (a)                      (b)                        (c)  
Figure 5: Active Range Sensor: (a) 3D Laser Scanner RoSi II and 
(b) Its Corresponding Coordinate System, and (c) The Digital Camera 
of the RoSi Scanner. 
Input: Img, P /*Img is a color image of the scene*/
/*P is a 3D point clouds of the scene*/
Output:   F /*List of all detected features*/
1: Show(P) /*Read and represent the point clouds*/
2: RegionGrowing(Img, R) /*Get a region list that satisfies the color condition*/
3: for each region in R do
4:     if w2D(Ri) > h2D(Ri) then
5:        Delete Ri  /*If the width of the region is greater than its height  then reject it*/
6:     else
7:           Fuse(Ri, Color) /*Fusing a texture of the found regions only*/
8:            Classifier(Ri, F)
/*Run the classifier, and add the region to the Feature list if it satisfies the condition */
9:      end if
10: end for 
11: Return F 
Algorithm 1: The Algorithm to Extract Geometrical Features from Range 
Images. 
 
 
Feature detection results are shown in figure 7. It can be 
seen that the door is detected well. The features are 
classified correctly if their distance from the robot falls 
within 2 to 8 meters and if the feature itself appears in the 
image captured by the camera. The red lines presented in 
figure 7(a) represent the boundary region of the feature 
frame, indicating that the feature is correctly classified as a 
door. The texture of only the region of the feature of interest 
is fused into the range image data.  
C. 3D Surface Reconstruction 
The scene reconstruction from the point clouds is done by 
adding neighbouring points to a net of triangle elements 
which can then be represented as a pure mesh net. 
Thereafter, the graphic data capture by the camera can be 
added for texture integration. 
The mesh representation depends on the presence of a 
triangulation. That can easily be computed from the implicit 
order of the points on the scan rows, without falling back 
into the time-intensive computation of the existing standard 
methods of the triangulation for general point clouds. 
Figure 8 presents the visualization of the triangulation 
algorithm. As can be seen from this figure, it is necessary to 
observe the following changes: The sequences of the point 
of triangle must be exchanged to the middle point of each 
scan raw (e.g. the point K), otherwise the normal triangle 
points to the wrong direction. That means, the triangles in 
the old pattern are formed by connecting the points i, i+1 of 
scan row L (Pi,L,Pi+1,L respectively) with the point i of scan 
row L+1 (Pi,L+1), whereas the triangles in the latter pattern 
are formed by connecting the points j, j+1 of scan row L 
(Pj,L,Pj+1,L respectively) with the point j of the scan row L+1 
(Pj,L+1). With the latter pattern, the sequence of the triangle 
must therefore be changed to Pj,L, Pj+1,L and Pj,L+1 so that the 
sense of direction matches that of the other triangles. It is 
also necessary to consider the triangles which do not belong 
to a reflected scene. They can be avoided by using a variable 
range threshold. 
Figure 6(c) Shows a result of the triangulation algorithm, 
where the output image is a visualization of the point clouds 
in figure 6(b) as surface model. 
D. Combining Multiple Range Images   
One range image represents only a part of the 3D 
environment. To continually build a complete 3D map of the 
environment, the robot should move around in order to scan 
from different viewpoints. Within our work, the task of a 
master is to send their team of n slaves to certain places in 
order to get a 3D map of those places. The slaves send the 
range image data back to their master in order to fuse all of 
them in one 3D model. 
Fusing representations from different viewpoints produces 
a description of the environment with more information than 
any of the individual descriptions. To do that, the master 
follows these steps: 
1) Receive each view point of different places knowing 
both the position and orientation of the corresponding 
slave. 
2) Estimate the 3D rigid transformation. 
3) Fuse each view point into the global map. 
At the first step, the slave estimates its position and 
orientation by extracting some known features processed by 
the master. Then, it starts scanning its place. A 3D map is 
built and is sent to the master in order to merge it into the 
global map.  
At the second stage, the 3D transformation is represented 
by the 4x4 homogenous transformation matrix T, 
ܶ ൌ ቂܴ        ݐ
0        1
ቃ, 
where the matrix R is a 3x3 rotation matrix which specifies 
the orientation of the slaves, and t is a 3x1 translation vector. 
Input: Ri     /*The region Ri to be classified*/
Output:   F /*List of all Classified features*/
1: read τf /*Read corresponding threshold value of each feature*/
2: read  hf,wf /*Read corresponding width and height of each feature*/
3: if Ratio(Ri) < τf  then /*If ratio of this region is less than the threshold, then this feature is seen from the side view*/
4:     Find ӨRi /*Calculate the view angle*/
5:     Ri = Ri (ӨRi) /*Rotate the feature by ӨRi  to be seen from the front view*/ 
6:  end if  
7:   Get D(Ri) /*Compute the distance to the region Ri*/
8:    Get w3D(Ri), h3D (Ri) /*Calculate the 3D dimension of the region Ri*/
9:   if  w3D(Ri) ≠ wf  ║ h3D (Ri) ≠ hf  then  
10:        Delete (Ri) /*If the condition is not satisfied, then reject Ri*/
11:         Return 0 
12: end if 
 
13: F ← Ri /*Add this region to the list of features*/
14 Return F   
Algorithm 2: The Feature Classifier Algorithm. 
 
Figure 8: Visualization of the Triangulation Algorithm. 
   
       (a)                             (b)   
Figure 7: Result of Range Image Processing: (a) Detection of a 
Door, and (b) Its Original Image. 
 
 
V. EXPERIMENTAL RESULTS AND DISCUSSION 
A. Master Case 
The master uses the feature extraction algorithm to extract 
some natural landmarks based on the stereo vision sensor, 
and it builds the feature-based map. In general, the feature 
extraction algorithm we presented produces a reliable and 
sensible autonomous extraction of features in an office 
building. Two types of features were correctly extracted, 
namely doors and fire extinguishers as shown in figures 9(a) 
and 9(b). The extraction process is based on the color 
geometric form and texture of these features. 
The processing time is suitable for real time applications, 
and it was applied within the exploration strategy presented 
in [6].  Within a few seconds, the relevant features were 
extracted and classified as being some known features in the 
environment. The algorithm produces a stable extraction 
process under different situations in the environment during 
both the day and the night. The usage of edge data was 
shown to improve the lighting fluctuation problem without 
losing the advantage of the real time applicability.  
Feature extraction was performed at different positions in 
an office building, showing the stability of this algorithm. 
Figure 9 presents that a number of the results obtained in 
different situations within a day or at the night and in 
different places. These results show that different features 
can be extracted in one picture as shown in figure 9(c), and 
many features (up to 7 features in this example) can be 
extracted in one picture as shown in figure 9(d). 
However, the algorithm needs to be more robust against 
other structure of the indoor environment to classify them as 
well, for example the floor or the ceiling which do have not 
a geometric form. The algorithm also needs to be 
generalized to be applied on other environments such as 
outdoor environments. Another restriction of our algorithm 
depends on stereo camera itself. The same feature must be 
detected in both cameras in order to recognize and to 
classify the feature. 
B. Slave Case   
Several experiments have been conducted in our laboratory 
concerning the combination procedure. In the first 
experiment, we used the data captured by the slave at 
different places in the corridor. The slave performs four laser 
scans. Parts of the resulting can be seen in figure 10.  From 
top to bottom, figure 10(a) presents the range image data 
obtained at the first location, figure 10(b) presents the fusion 
of the first scan with the result at the second position of 
scanning, and so on. 
In the second experiment the merging process is carried 
out on a section of our laboratory that has two doors. Figures 
11(a) and 11(b) show the range images of scanning the left 
and right doors respectively. In figure 11(c), a merging 
process was performed on this data to get a complete model 
of the laboratory. 
It can be concluded from these results that the merging 
process is successful. However, the process is performed 
without reducing the overlapping scan portions of each 
range images. A scan matching algorithm is needed in order 
to register each scan correctly without any overlapping. 
Although the registration process is an important issue, 
especially if an accurate 3D model of the indoor 
environment is required, it is out of the scope of this paper 
and thus it is not addressed here. 
VI. CONCLUSION 
The main goal of this paper was to autonomously build a 
3D map of indoor environments within a good exploration 
time by using multi-mobile robots. A solution to the 
exploration task was implemented and tested on multiple 
real robots. The algorithms and framework were 
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(c)                                  (d) 
Figure 9: Results of Feature Extractor Algorithm with Different 
Conditions. 
  
(a) 
  
(b) 
  
(c) 
   
(d) 
Figure 10: Results of Range Image Merging at Different Scanning 
Positions in the Corridor at Our Lab: (a) The First Scanning Result by 
the Slave, (b) Merging Two Range Images, (c) Merging Three Range 
Images, and (d) Merging Four Range Images. 
 
 
demonstrated on an experimental testbed that involves a 
team of two mobile robots. One of them working as a master 
equipped with a stereo camera. Whereas, the second is 
involved as a slave equipped with a RoSi system. 
Experimental results were presented for a 3 dimensional 
map building of an unknown environment. 
In this paper, the framework architecture for 3D 
exploration using multi-robot system demonstrated in [5] 
was practically implemented. An important benefit from this 
architecture was the ability to handle different sensors 
capabilities of the master and the slave. This heterogeneity 
enhances the team’s robustness. For example, the master has 
a stereo camera which can capture up to 30 frames per 
second, whereas the slave has a RoSi system, which requires 
more than 7 seconds to perform a single scan. Because of 
that, the master can quickly build up a feature-based map, 
and direct its team to appropriate places to get a 3D map. 
Another benefit from this structure was the ability to handle 
different types of data because of the different sensor types 
and representations used by the robots.  
Finally, some algorithms were implemented to achieve the 
goal stated above. A feature extraction algorithm was 
developed in order to extract natural landmarks in the 
environment. Two sensors capabilities were used to perform 
this algorithm. Experiments were conducted to validate this 
algorithm, and it is found to be stable over different places in 
our indoor environment. This algorithm performs the 
following steps: data acquisition, pre-processing, segmentat- 
ion and feature classification. Such an approach allows to 
describe the measurement process for different part of the 
environment and to avoid the data association of the 
extracted features of different places.  
The second algorithm was concerned with range image 
processing. It started with a definition of range images. The 
extraction of geometrical features from the range images 
was introduced as well. A fusion of different range image 
data was performed, where the point clouds of different 
places captured by different slaves were received by the 
master and fused into a global map of the environment. As a 
general conclusion, the 3D map was obtained in a way that 
the map is closed in an efficient way. 
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Figure 11: Merging of Two Scans Carried Out at a Section of Our 
Laboratory that has Two Doors: (a) The Scanning Result at the First 
Door of Our Laboratory, (b) The Scanning Result at the Second Door 
of  Our Laboratory, and (c) The Result of Merging these Two Into a 
Final Range Image. 
