ABSTRACT In this paper, we use mid-rectangular quadrature rules to solve multidimensional weakly singular integrals of product type (MWSIP) and construct corresponding multi-step and multi-parameter asymptotic expansions of errors. The convergence order can turn from O(h 
I. INTRODUCTION
In recent years, singular integrals and integral equations have arisen in many engineering problems and mathematical applications, such as some recent applications arising from problems in elasticity [1] , for that arising from fracture mechanics [2] , analysis of plates with sharp notches and cracks problems [3] , and wedge-sharped bimaterial interface [4] , etc. Since few of these integrals and equations could be solved explicitly, it is often necessary to resort to numerical methods. So, there are many numerical techniques to calculate one-dimensional (1D) singular integrals or integral equations, such as some quadrature methods are discussed by Saranen [5] , [6] and Saranen and Sloan [7] , collocation method in [8] , Gaussian quadrature method in [9] and [10] , mechanical quadrature method in [11] and so on. The collocation method and Galerkin method need to calculate n and 2n dimensional integral for each element of discrete matrixs when solving n dimensional problems, respectively; and the accuracy orders of the two methods are dissatisfied when dealing with the singular integral problems. The Gauss-quadrature rules were considered to be a good choice for solving high dimensional integrals because they were accurate for polynomial approximation and the cost is low. However, Gaussian formula is not suitable for dealing with more than five-dimensional problems.
Extrapolation method [12] - [14] is an accelerated convergence method for all subjects in computational mathematics. An integration quadrature rule was constructed by using extrapolation technique in [15] and [16] . Navot [17] built partial rectangular quadrature formulas for one-dimensional integrals with algebraic and logarithmic singular at endpoints and presented their Euler-Maclaurin expansions in. Sidi and Israeli [18] proposed numerical quadrature rules with error asymptotic expansions for 1D integrals with algebraic, logarithmic and Cauchy singularities at interior points of an interval in. Lyness [19] only investigated Euler-Maclaurin expansions with single-variate for weakly singular integrals over simplex region in. They were only suitable for integrands with vertex singularities. An extrapolation algorithm for solving ordinary differential equations is proposed by Stetter in 1965. Since 1983, Lin and Lv first put forward the finite element extrapolation technique, many scholars both at home and abroad have followed their research. But, all the above extrapolation approaches depend on the asymptotic expansions of errors with single variate. Due to the dimension effect, Richardson extrapolation faces a serious challenge in solving multi-dimensional problems. For example, we must calculate the function value of 2 ms points to obtain 2m + 1 order algebraic precision of s dimensional integral via Richardson extrapolation, and this implies that the computational complexity grows exponentially with the dimension. Lin and Lv raised splitting extrapolation to overcome the dimension effect in 1983. The splitting extrapolation is suitable for parallel processing and its calculation and storage complexities are almost optimal. We just need to calculate the function values of C m 2s+m points of a s-dimensional integral to obtain 2m + 1 order algebraic precision by using splitting extrapolation, where C m 2s+m is cominatorial. In this paper, we give the quadrature rules with asymptotic expansions of errors for solving MWSIP lie on the Euler-Maclaurin expansions of errors for one-dimensional weakly singular integrals. The quadrature rules can be very straightforward without calculating any weight function, and they own asymptotic expansions of errors. For singlevariate integral, Richardson extrapolation method can be used; for multi-variate problems, a higher accuracy and a posteriori error estimate can be achieved by combination of Richardson extrapolation and splitting extrapolation. Since splitting extrapolation can improve the accuracy order for global variables, it is perfect for parallel algorithm.
This paper is organized as follows: Section 2 introduces error asymptotic expansions of quadrature rules for multidimensional weakly singular integrals. In Section 3, extrapolation and splitting extrapolation algorithms are constructed. In section 4, A posterior error estimate is given. In Section 5, some examples are given to validate the proposed method. Section 6 concludes the paper with a brief summary.
II. ERROR ASYMPTOTIC EXPANSIONS OF MID-RECTANGLE QUADRATURE RULES
In this part, we derive asymptotic expansions of errors for the following integral with mid-rectangle quadrature method:
When γ i is a rational number and δ = 0, this kind of integrals can be converted into regular integrals by using variable substitution, and they can be calculated by tensor product method of one-dimensional weakly singular integrals; when γ i is an irrational number or δ i = 0, we can't turn (1) into a regular integrals by substituting variable but we can still use quadrature rules of product type. The quadrature rule is given as follows: (2) where
, the quadrature rule turn to be mid-rectangular quadrature formula. Before giving our results, we first introduce Navot's results [8] .
where
Under the assumptions of Lemma 1, if G(x) = x α g(x) ln x, −1 < α < 0, then the singular integral has error asymptotic expansions as follows:
if G(x) = g(x) ln x, then we can obtain the following error asymptotic expansions for G(x)
where A µ , B µ , C µ are constants about derivative values of g(x) at endpoints, which are independent of h. According to Navot's results, we give the asymptotic expansions of errors for MWSIP. (1) and (2), and g(x) ∈ C 2m+1 ([0, 1] s ), then there exist constants A µ µ µ , B µ µ µ , C µ µ µ which are related to g(x 1 , · · · , x s ) and its derivatives but not h = (h 1 , · · · , h s ). Then we have the following asymptotic expansions of errors
Proof:
We prove the theorem by using mathematical induction method. Firstly, let s = 1, we can conclude that the conclusion is obvious according to Lemma 1. Secondly, we assume that (6) is right for s-1-dimensional integral. Finaly, we need to prove that (6) is also hold for s-dimensional integral. For convenience, We give some notations
which is a s-1 dimensional integral about parameter x 1 . By induction hypothesis, we know that there exists A µ µ µ (x 1 ), VOLUME 5, 2017 B µ µ µ (x 1 ) and C µ µ µ (x 1 ) which are independent of h h h and keep the following equation true
where h 0 = max 2≤i≤s {h i } is the maximum mesh width, α α α, δ δ δ and µ µ µ are s-1 dimensional vectors which have the same definition as α α α, µ µ µ and δ δ δ. According to the asymptotic expansions of errors for one-dimensional integral (3) and (4), we have
where I 1 , I 2 , I 3 , I 4 are the first four terms of the right hand side of the above equality. Then we evaluate the following integral. According to one-dimensional situation, we have
are coefficients of error asymptotic expansions of (4) about parameters x 2 , · · · , x s . We give some notations which will be used in the future
and
where I (q) is a s-1 dimensional integral and (11) is the corresponding quadrature formula of (10). Let
By using (9), we can rewrite I 1 as follows:
where Q, Q h are s-1 dimensional integral and the corresponding quadrature formula, and
. By induction, we have
whereÃ µ µ µ ,B µ µ µ ,C µ µ µ are constants which are independent of h h h. After that, we can obtain the following equation by combing
where A i , B i , C i and A µ µ µ , B µ µ µ , C µ µ µ are constants which are independent of h h h. Based on the theorem (1), we give some corollaries as follows.
Corollary 1:
we have the following multivariate asymptotic expansions of errors Corollary 2:
, and η i , γ i equal to 0 and 1, α i > −1, λ i > −1, there exist constants A µ µ µ , B µ µ µ , C µ µ µ and D µ µ µ which are independent of h h h and we have
III. EXTRAPOLATION AND SPLITTING EXTRAPOLATING ALGORITHM
Basing on the above quadrature rules and their multiparameter asymptotic expansions of errors, we develop the Richardson extrapolation together with splitting extrapolation algorithm to improve the accuracy order, even a posteriori error estimate can be achieved too. Now, we introduce the extrapolation and splitting extrapolation algorithm in details. We rewrite the asymptotic expansions of errors (16) as follows, that is to say, we separate the independent terms
Step 1: First, we have to determine which terms should be eliminated. According to (18) , we can easily find that h
furthermore, we use 2 α i +1 (19)−(18) and obtain the following equation
, and  A i,1 , B i,1 , C i,1 , i = 1, · · · , s are constants which are unrelated to h h h. We just eliminated h
In order to eliminate the logarithmic term, we need to repeat the above process once again
by (2 α i +1 (21) − (20)), we can obtain the following equation
where A j,2 , B j,2 , C j,2 , 1 ≤ j = i ≤ s are constants which are independent of h h h,
In the previous process, we just completed extrapolation in the direction of x i .
Step 2: It is easy to find that (22) is not related to h
. But there are other independent terms about h α j +1 j (ln h j ) δ j and h α j +1 j , 1 ≤ j = i ≤ s, so we need to eliminate these terms. We choose the smallest α i in the remaining terms and repeat the process of step 1 for all j. Then, we obtain the following result
. Up to now, we have completed extrapolation about all variates. It is obvious that order of (23) is improved to O(h 2 0 ).
Step 3: Based on the step 1 and step 2, we can see that the low order terms become h 2 i , i = 1, · · · , s. Now, we can use splitting extrapolation algorithm to eliminate them. For i = 1, · · · , s, we define
we use linear combinations about (24) and (23) for i = 1, · · · , s, and we obtain
Remark: The partial rectangle quadrature formula turn into mid-rectangle quadrature in (6) when β i = 1 2 , i = 1, · · · , s. The grow rate of convergence order is faster than partial-rectangle quadrature rules. In step 3 we using splitting extrapolation instead of extrapolation can improve parallel computing and save CPU time.
IV. A POSTERIORI ERROR ESTIMATE
In this section, we give a posteriori error estimate of the quadrature method. Let u m (h h h) to be the m-th splitting extrapolation. After m-th splitting extrapolation, we can obtain the following asymptotic expansions of errors
Ch h h 2µ µ µ+α α α+1
We take the mean value of s times splitting extrapolation, according to (26) we have
we assume that Let U m (h) = (1+γ )u m (h)−γ u m (h), where γ is undetermined constant. By using (27), we obtain we can choose suitable γ
this shows that for sufficient small h 0 , u m (h) and U m (h) are bilateral approach of u, we have the following estimate
then we have
taking the above equation into Eq.(30), we have
According to the Eq.(29), we can obtain γ = c 1−c . Then, we obtain the posteriori error estimates of splitting extrapolation. 
V. NUMERICAL RESULTS
In this section, some examples are listed. The validity of the algorithm is described by the absolute error and convergence order. r and represent absolute error and accuracy order of error, respectively. E and S-E represent extrapolation and splitting extrapolation algorithm. 
with the exact solution I = 16.053. This is an algebraic singular integral, and we calculate the integral by means of the extrapolation and splitting extrapolation algorithm. In Tab.1, by using the extrapolation one times for all the variate, the accuracy order of errors can reach to O(h to make the order greater than O(h 3 i ). In the first three times extrapolation, we still don't cancel the h 2 i that's why the order remain at O(h 2 i ). Last, we eliminate h 2 i to make the convergence order reach to O(h 4 i ) by using splitting extrapolation and the error order can also be improved to 10 −10 . The accuracy orders of errors are listed in the Tab 1 for each step which are coincide with the theoretical analysis. In Tab 2, we attain the similar accuracy order with N 1 = N 3 = N 5 = 2 k+3 and N 2 = N 4 = N 6 = 2 k+2 . In Fig.1 , we give the curves of absolute error for extrapolations and splitting extrapolation. From the Vertical direction, the images sink and the slopes of the curves increase with the increasing of the extrapolation and splitting extrapolation times, which indicates that the error decreases and the convergence order increases. From the horizontal coordinate, the errors are reduced with the increasing of the node numbers. This shows that the splitting extrapolation not only enhance the numerical precision but also the order of accuracy.
Example 2: We consider the following integral with irrational order weakly singular kernel:
with the exact solution I = 65.360.
For this example, the convergence order can reach to O(h 4 0 ) by using extrapolation and splitting extrapolation. The convergent speed is fast because that the continue part of the integrant is 1 and its derivatives are zeros. In the first step, we eliminate the low order terms h 1+α i i , i = 1, · · · , 7 by using extrapolation algorithm. After a complete extrapolation, the accuracy order of errors can reach to O(h 2 i ) which are coincide with our theoretical analysis. Then we use splitting extrapolation algorithm to enhance the accuracy order to O(h 4 i ). Tabs 3 and 4 give the numerical results. From the Fig.2 , it is easy to find that the error precision and convergence orders for each step are improved. The integral is logarithmic and algebraic singular. For the variate both with logarithmic singular and algebraic singular, we should use extrapolation twice. Numerical results are exhibited with identical steps in Tab.5, and Tab.6 displays the approximation solutions with different N i , i = 1, · · · , 6, the accuracy order can attain to 10 −11 and the accuracy order of errors can reach to O(h 4 0 ) by splitting extrapolation algorithm. Fig.3 also evidence that the error become smaller and smaller and the curve get steeper and steeper for each splitting extrapolation. We conclude that our method is a high precise and fast convergent algorithm for multi-dimensional weakly singular integral problems. where the exact solution is I = 6.
In this example, we manifest the accuracy order for each step in details from Tab.7. It is obvious that the numerical results and the theoretical analysis are in perfect agreement. Tab 8 demonstrates the absolute error and accuracy order of each complete extrapolation and splitting extrapolation algorithm. The error curves of each splitting extrapolation are given in Fig.4 . Posterior error estimates for example 4 are listed in Tab 9, where SE represents splitting extrapolation. 
VI. CONCLUSION
In this paper, we deduce the extrapolation and splitting extrapolation algorithm for solving multidimensional weakly singular integral of product type. The numerical results indicate that the method can acquire excellent accuracy and convergence order for solving high dimensional singular integrals, which are highly consistent with the theoretical analysis. And we also get a posteriori error estimation. Simultaneously, we could construct a parallel algorithm with a few computational complexities which is especially suitable for solving large scale problems. Because of these advantages, we can consider using the method to solve the boundary integral equation in future work. 
