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Abstract
We rigorously investigated the charge-charge correlation function of the ionic
Hubbard model in two dimensions by reflection positivity. We prove the existence
of charge-density waves for large staggered potential ∆ (i.e., ∆
2
+ 2V > U) at low
temperatures, where U and V are the on-site and nearest-neighbor Coulomb repul-
sions, respectively. The results are consistent with previous numerical simulation
results. We argue that the absence of charge-density waves for ∆ = 0 and U are
large enough (i.e., U > ∆
2
+2V).
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1 Introduction
The ionic Hubbard model was originally suggested to describe the charge-transfer or-
ganic salts [17, 34], although it was subsequently used to analyze ferroelectric per-
ovskites [8, 10, 37]. In these studies, the half-filled one-dimensional model was used
to understand quantum phase transitions from band insulators to Mott insulators.
The ionic Hubbard model comprises the usual Hubbard model with on-site Coulomb
repulsion U supplemented by an alternating one-particle potential of magnitude ∆.
Surprisingly, this model is reported to have two qunatum critical points as U is varied
with fixed ∆ [1, 19, 25, 36]. For U < U1, the system is a band insulator. In the
intermediate regime U1 < U < U2, the system has a bond-order characterized by the
ground-state expectation value of the staggered kinetic energy per bond. For U > U2,
the system is a Mott insulator.
Recently, the two-dimensional ionic Hubbard model has received significant atten-
tion both theoretically and experimentally. However , the phase diagram of this model
remains a mystery. Conversely, recently developed experimental techniques make it
possible to implement the ionic Hubbard model in an optical honeycomb lattice. As
theoretical studies have suggested, for large ∆, a charge-density wave appears. For large
U , the charge-density wave is strongly suppressed [26]. Whether bond-order exists in
a two-dimensional system, however, remains unclear.
Many theoretical studies are based on numerical simulations that clarify the prop-
erties of the ionic Hubbard model in one and two dimensions; however, limited exact
results are available. The aim of the present work was to study the extended ionic
Hubbard model in a two-dimensional square lattice rigorously using reflection positiv-
ity. The results of this approach prove the existence of a staggered long-range charge
order for ∆2 +2V > U , where V is the nearest-neighbor Coulomb repulsion. This finding
justifies a part of the phase diagram suggested by numerical simulations [5, 20, 33, 36].
Although we do not address the bond-order in this paper, we discuss some rigorous
results for U > ∆2 + 2V . The work constitutes the first step in the rigorous study of
the two-dimensional extended ionic Hubbard model.
A similar reflection-positive-based model for three and more dimensions was previ-
ously discussed [13]. However, the present work is restricted to two-dimensional models.
The proposed method works well only for a sufficiently small hopping amplitude t.
We are aware of no rigorous results when t is large (i.e., U ≈ t).
Reflection positivity originates from axiomatic quantum field theory [35]. Glimm,
Jaffe, and Spencer found that reflection positivity can be applied to the rigorous study
of phase transitions [15, 16]. In the 1970s, Dyson, Fro¨hlich, Israel, Lieb, Spencer, and
Simon established the foundation of the methods of reflection positivity in statistical
physics [7, 11, 12, 13, 14]. Reflection positivity has been successfully applied to numer-
ous models and is regarded as a crucial analysis method in condensed-matter physics
[2, 3, 9, 38].
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In the present work, we adapted the method by Fro¨hlich and Lieb [11] to the ionic
Hubbard model. In [11], Fro¨hlich and Lieb proved the existence of long-range order in
the two-dimensional models, including the anisotropic Heisenberg model. Their proof
contains the following three parts:
(i) the Peierls argument;
(ii) the chessboard estimate;
(iii) the principle of exponential localization.
Reflection positivity is a basic input of the chessboard estimate. To use the chessboard
estimate, the model was required to be defined on a square lattice with sides of length
4M in [11]. In contrast, our reflection positivity arguments work well in a square lattice
with sides of length 4M +2. This difference requires several extensions of the Fro¨hlich–
Lieb method. Our methodological achievement is that we actually completed these
extensions.
Note that our result could be proven by the quantum Pirogov–Sinai theory [4, 6].
However, as far as we know, there is no proof based on reflection positivity.
The organization of the paper is as follows: In Section 2, we present the definition
of the ionic Hubbard model and state the main results.
In Section 3, we describe the strategy of the main theorem (Theorem 2.1).
Sections 4–7 are devoted to the proof of Theorem 2.1.
In Appendix A, we present the proof of an extension of the Dyson–Lieb–Simon
(DLS) inequality.
Acknowledgements: This work was supported by KAKENHI(16H03942).
2 Results
Let Λ = [−L,L)2 ∩ Z2 with L ∈ N. The extended ionic Hubbard model is
H =(−t)
∑
〈i,j〉
∑
σ=↑,↓
(
c∗iσcjσ + c
∗
jσciσ
)
+ U
∑
j∈Λ
(nj − 1l)2 + V
∑
〈i,j〉
(ni − 1l)(nj − 1l) + ∆
2
∑
j∈Λ
(−1)|j|(nj − 1l), (2.1)
where
∑
〈i,j〉 means a sum over nearest neighbors; t is the hopping amplitude between
nearest-neighbor; U and V define the on-site and nearest-neighbor Coulomb interac-
tions, respectively; ∆ denotes an alternating chemical potential; and cjσ(c
∗
jσ) is the
standard fermion annihilation(creation) operator on site j = (j1, j2) ∈ Λ with spin σ.
The number operator nj is defined by nj = nj↑ + nj↓ with njσ = c
∗
jσcjσ. H acts on
the fermion Fock space H = F(ℓ2(Λ) ⊕ ℓ2(Λ)), where F(h) = ⊕n≥0 ∧nh. Here ∧nh is
the n-fold antisymmetric tensor product of h with ∧0h = C. We impose a periodic
boundary condition, so L ≡ −L.
In the present paper, we assume the following:
• ∆ ≥ 0, V ≥ 0, U ∈ R.
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• t > 0.
• L is odd.
The thermal average is defined by
〈A〉β,Λ,H = TrH
[
Ae−βH
]/
Zβ,Λ,H , Zβ,Λ,H = TrH
[
e−βH
]
. (2.2)
Note that if ∆ = 0, then the system is half-filled. Let qj = nj − 1l. The charge-charge
correlation function is given by
〈qoqj〉β,H = lim
L→∞
〈qoqj〉β,Λ,H . (2.3)
The main result in this paper is the following:
Theorem 2.1 If 2V − U + ∆
2
> 0, then, for sufficiently large β and small t,
lim inf
|j|→∞
(−1)|j|〈qoqj〉β,H > 0, (2.4)
where |j| = |j1|+ |j2| for each j = (j1, j2) ∈ Λ. Thus, there exists a long-range charge
order.
Remark 2.2 If V = 0, then our result are consistent with the phase diagrams obtained
using numerical simulations [5, 20, 36]. On the other hand, if ∆ = 0, then Theorem
2.1 agrees with results predicted by numerical simulations, see, e.g., [33]. ♦
Remark 2.3 In three or more dimensions, we can prove the existence of long-range
charge order by the method established in [7, 12, 13, 32]. ♦
Remark 2.4 Assume ∆ = 0. If 2V − U < 0, then we already know the following:
(i) For all β and t,
lim
|j|→∞
(−1)|j|〈qoqj〉β,H = 0. (2.5)
Thus, there is no long-range charge order [21, 29, 30].
(ii) If L finite, the ground state of H is unique and antiferromagnetic [22, 28, 29]. ♦
3 Outline of proof of Theorem 2.1
3.1 Preliminaries
Let
vjσ =
[∏
i 6=j
(−1)niσ
]
(c∗jσ + cjσ). (3.1)
It is not hard to check that
viσcjσ′v
−1
iσ =
{
c∗iσ if (i, σ) = (j, σ
′)
cjσ′ if (i, σ) 6= (j, σ′)
. (3.2)
Let Λe = {j ∈ Λ | |j| is even} and let Λo = {j ∈ Λ | |j| is odd}.
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Definition 3.1 A zigzag transformation is a unitary operator defined by
V =
∏
j∈Λo
vj↑vj↓. (3.3)
We remark that
V cjσV
−1 =
{
c∗jσ if j ∈ Λo
cjσ if j ∈ Λe
, V qjV
−1 = (−1)|j|qj . (3.4)
Lemma 3.2 Let H˜ = V HV −1. We have H˜ = T +W , where
T =
∑
〈i,j〉
∑
σ=↑,↓
(−t)
(
c∗iσc
∗
jσ + cjσciσ
)
, (3.5)
W = U
∑
j∈Λ
q2j − V
∑
〈i,j〉
qiqj +
∆
2
∑
j∈Λ
qj. (3.6)
Proof. Note that∑
〈i,j〉
∑
σ=↑,↓
(
c∗iσcjσ + c
∗
jσciσ
)
=
∑
j∈Λe
∑
σ=↑,↓
∑
k=1,2
∑
ε=±1
(
c∗jσcj+εδkσ + h.c.
)
, (3.7)
where δ1 = (1, 0) and δ2 = (0, 1). Thus, by using Eq. (3.4), we obtain Eqs. (3.5) and
(3.6). ✷
3.2 General strategy
By Lemma 3.2, we know that
(−1)|j|〈qoqj〉β,Λ,H = 〈qoqj〉Λ, (3.8)
where 〈·〉β,Λ,H˜ is abbreviated 〈·〉Λ. Thus, the following theorem holds:
Theorem 3.3 Equation (2.4) is equivalent to
lim inf
|j|→∞
〈qjqo〉 > 0 (3.9)
for sufficiently large β and small t, where 〈·〉 = limL→∞〈·〉Λ.
Let Ej(·) be the spectral measure of qj . We set
P
(0)
j = Ej({0}), P (+)j = Ej({0,+1}), P (−)j = Ej({−1}). (3.10)
Theorem 3.4 For all j ∈ Λ, β > 0 and Λ ⊂ Z2,
〈qoqj〉Λ ≥ 1− 3
〈
P
(0)
o
〉
Λ
− 2
〈
P
(+)
o P
(−)
j
〉
Λ
− 2
〈
P
(−)
o P
(+)
j
〉
Λ
. (3.11)
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Proof. Let P λ=0j = Ej({0}), P λ=+1j = Ej({+1}) and P λ=−1j = Ej({−1}). Note that
P
(0)
j = P
λ=0
j , P
(−)
j = P
λ=−1
j , but P
(+)
j 6= P λ=+1j . By the spectral theorem,〈
qoqj
〉
Λ
=
∑
λ,λ′∈{−1,0,1}
λλ′
〈
Eo({λ})Ej({λ′})
〉
Λ
=
〈
P λ=+1
o
P λ=+1j
〉
Λ
+
〈
P λ=−1
o
P λ=−1j
〉
Λ
−
〈
P λ=+1
o
P λ=−1j
〉
Λ
−
〈
P λ=−1
o
P λ=+1j
〉
Λ
. (3.12)
From
P λ=+1j + P
λ=−1
j + P
λ=0
j = 1l, (3.13)
it follows that〈
P λ=+1
o
P λ=+1j
〉
Λ
=
〈
P λ=+1
o
(
1l− P λ=−1j − P λ=0j
)〉
Λ
≥
〈
P λ=+1
o
〉
Λ
−
〈
P λ=+1
o
P λ=−1j
〉
Λ
−
〈
P λ=0
o
〉
Λ
, (3.14)
where we have used the fact that
〈
P λ=+1
o
P λ=0j
〉
Λ
≤
〈
P λ=0
o
〉
Λ
(this inequality is an
immediate consequence of the Schwartz inequality). Similarly, we obtain〈
P λ=−1
o
P λ=−1j
〉
Λ
≥
〈
P λ=−1
o
〉
Λ
−
〈
P λ=−1
o
P λ=+1j
〉
Λ
−
〈
P λ=0
o
〉
Λ
. (3.15)
From Eq. (3.13), we see that〈
P λ=+1
o
〉
Λ
+
〈
P λ=−1
o
〉
Λ
= 1−
〈
P λ=0j
〉
Λ
. (3.16)
Thus, from Eqs. (3.14)–(3.16),〈
P λ=+1
o
P λ=+1j
〉
Λ
+
〈
P λ=−1
o
P λ=−1j
〉
Λ
≥1− 3
〈
P λ=0
o
〉
Λ
−
〈
P λ=+1
o
P λ=−1j
〉
Λ
−
〈
P λ=−1
o
P λ=+1j
〉
Λ
. (3.17)
Inserting Eq. (3.17) into Eq. (3.12) gives
〈qoqj〉Λ ≥ 1− 3
〈
P λ=0
o
〉
Λ
− 2
〈
P λ=+1
o
P λ=−1j
〉
Λ
− 2
〈
P λ=−1
o
P λ=+1j
〉
Λ
. (3.18)
Since
〈
P λ=+1
o
P λ=−1j
〉
Λ
≤
〈
P
(+)
o P
(−)
j
〉
Λ
and
〈
P λ=−1
o
P λ=+1j
〉
Λ
≤
〈
P
(−)
o P
(+)
j
〉
Λ
, we
conclude (3.11). ✷
Thus, to prove Eq. (3.9), it suffices to show the following:
Theorem 3.5 For arbitrary ε > 0, there exists Λ0 ⊂ Z2, β0 > 0 and t0 ∈ (0, 1) such
that if Λ ⊇ Λ0, β > β0 and 0 < t < t0, then
(A)
〈
P
(+)
o P
(−)
j
〉
Λ
≤ ε,
〈
P
(−)
o P
(+)
j
〉
Λ
≤ ε,
(B)
〈
P
(0)
o
〉
Λ
≤ ε.
The proof of Theorem 3.5 (A) is very complicated, so we present a concise strategy
to prove it in Section 3.3. A proof of Theorem 3.5 (B) appears in Section 7.
6
3.3 Strategy of proof of Theorem 3.5 (A)
We only present a proof of the inequality
〈
P
(+)
o P
(−)
j
〉
Λ
≤ ε, because the proof of the
second inequality is quite similar.
The proof of Theorem 3.5 (A) consists of the following steps:
Step A-1: Find a key inequality.
Step A-2: Apply modified chessboard estimate.
Step A-3: Estimate R±Low and R
±
High.
Step A-4: Apply principle of exponential localization of eigenvectors.
Step A-5: Complete the proof of Theorem 3.5 (A).
In what follows, we will explain each step.
3.3.1 Step A-1: Key inequality
Definition 3.6 We regard Λ as a two-dimensional torus.
• The set of all connected sets1 in Λ is denoted SΛ: SΛ = {γ ⊆ Λ | γ: connected}.
• By a contour, we mean the set ∂γ of the nearest neigbor pairs associated with
the boundary of a set γ ∈ SΛ such that
∂γ =
{
〈i1, j1〉, . . . , 〈iℓ, jℓ〉
∣∣∣ ik ∈ γ, jk /∈ γ}. (3.19)
We present the proof of the following theorem in Section 4:
Theorem 3.7
〈
P
(+)
m P
(−)
n
〉
Λ
≤
∑
γ∈SΛ
m∈γ,n/∈γ
〈 ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
〉
Λ
. (3.20)
3.3.2 Step A-2: Modified chessboard estimate
Set L = 2M + 1. We define projections P
(+)
Λ and P
(−)
Λ by
P
(+)
Λ =
[
M∏
m=1
L−1∏
n=−L
P
(+)
(−L+4m,n)P
(−)
(−L+4m+1,n)P
(−)
(−L+4m+2,n)P
(+)
(−L+4m+3,n)
]
∂P(+), (3.21)
P
(−)
Λ =
[
M∏
m=1
L−1∏
n=−L
P
(−)
(−L+4m,n)P
(+)
(−L+4m+1,n)P
(+)
(−L+4m+2,n)P
(−)
(−L+4m+3,n)
]
∂P(−), (3.22)
1 We say that a subset γ of Λ is connected if any of its sites are linked by a path in γ.
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where
∂P(ω) =
L−1∏
n=−L
P
(ω)
(L−2,n)P
(ω)
(L−1,n), ω = +,−. (3.23)
By using the modified chessboard estimate, we present the proof of the following
theorem in Section 5.
Theorem 3.8 Let PΛ = max
{〈
P
(+)
Λ
〉
Λ
,
〈
P
(−)
Λ
〉
Λ
}
. This gives〈 ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
〉
Λ
≤ P |∂γ|/2|Λ|Λ . (3.24)
Corollary 3.9 There exists a C > 0 such that〈
P
(+)
m P
(−)
n
〉
Λ
≤ C
∞∑
ℓ=4
ℓ23ℓPℓ/2|Λ|Λ . (3.25)
Proof. By Theorems 3.7 and 3.8,〈
P
(+)
m P
(−)
n
〉
Λ
≤
∑
γ∈SΛ
m∈γ,n/∈γ
P |∂γ|/2|Λ|Λ , (3.26)
where |∂γ| is the number of nearest neighbor pairs in ∂γ. Because the smallest contours
have surface 4, we have
RHS of (3.26) =
∞∑
ℓ=4
#
{
γ ∈ SΛ
∣∣∣m ∈ γ, n /∈ γ, |∂γ| = ℓ}Pℓ/2|Λ|Λ . (3.27)
By the standard Peierls argument, there exists a C > 0 such that2
#
{
γ ∈ SΛ
∣∣∣m ∈ γ, n /∈ γ, |∂γ| = ℓ} ≤ Cℓ23ℓ. (3.28)
Thus, the assertion in Corollary 3.9 holds. ✷
3.3.3 Step A-3: Estimate R±Low and R
±
High
To prove Theorem 3.5 (A), showing that the right-hand side of Eq. (3.25) ≤ ε suffices.
Let E(·) be the spectral measure of H˜. For each δ > 0, we use
Eδ = EH˜
(
[e, e+ δ|Λ|]), E⊥δ = 1l− Eδ, (3.29)
where e = min spec(H˜) (i.e., the ground state energy). The choice of the quantity δ
will be addressed later.
We divide
〈
P
(±)
Λ
〉
Λ
into two pieces:
〈
P
(±)
Λ
〉
Λ
= R
(±)
Low +R
(±)
High, where
R
(±)
Low =
〈
EδP
(±)
Λ
〉
Λ
, R
(±)
High =
〈
E⊥δ P
(±)
Λ
〉
Λ
. (3.30)
2 The factor 3ℓ comes from the fact that the number of connected surfaces N consisting of ℓ blocks
and containing a fixed block is bounded above by 3ℓ : N ≤ 3ℓ. The factor Cℓ2 comes from the fact
that each γ must contain m.
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Theorem 3.10 We assert the following:
(i)
∣∣R(ω)Low∣∣ ≤ 2|Λ|{TrH[P(ω)Λ Eδ]}1/2 for each ω = +,−.
(ii)
∣∣R(ω)High∣∣ ≤ 4|Λ|e−βδ|Λ| for each ω = +,−.
Proof. (i) By the Schwartz inequality, we have∣∣∣TrH[EδP(ω)Λ e−βH˜]∣∣∣ ≤ ∥∥e−βH˜∥∥HS∥∥EδP(ω)Λ ∥∥HS ≤ e−βe2|Λ|{TrH[P(ω)Λ Eδ]}1/2, (3.31)
where ‖A‖HS :=
{
TrH[|A|2]
}1/2
, the Hilbert–Schmidt norm. Because ZΛ(β) = TrH[e
−βH˜ ] ≥
e−βe, we conclude part (i) of Theorem 3.10.
(ii) We observe that
∣∣∣R(ω)High∣∣∣ =
∣∣∣∣∣TrH
[
E⊥δ P
(ω)
Λ e
−βH˜
]/
ZΛ(β)
∣∣∣∣∣ ≤ e−β(e+δ|Λ|)4|Λ|e+βe = 4|Λ|e−βδ|Λ|. (3.32)
This completes the proof. ✷
3.3.4 Step A-4: Exponential localization of eigenvectors
By using the principle of exponential localization [11], we show the following in Section
6:
Theorem 3.11 Set S = 2V − U . Let
J =
{
1
4(∆ + V ) if S ≥ 0
1
2(S +
∆
2 ) +
V
4 if S < 0.
(3.33)
We choose δ as δ = β−ξ with ξ ∈ (0, 1). If ∆
2
+ S > 0, then
TrH
[
P
(±)
Λ Eδ
]
≤ 4|Λ|γd, (3.34)
where γ and d satisfy
γ =t
(
1 + 8J −1η−1
)
+O(β−ξ), (3.35)
d >
1− η
G
J |Λ|+O(|Λ|1/2) (3.36)
with G = 6(|S| + V ) + ∆ and η ∈ (0, 1).
Remark 3.12 Because ∆2 + S > 0, it holds that J > 0. ♦
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3.3.5 Step A-5: Completion of the proof of Theorem 3.5 (A).
By Theorems 3.10 and 3.11, we have〈
P
(±)
Λ
〉
Λ
≤ 4|Λ|(e−A |Λ| + e−βδ|Λ|), (3.37)
where
A =
{
1− η
2G
J +O(|Λ|−1/2)
}
log t−1
{
1 + 8J −1η−1 +O(β−ξ)
}
. (3.38)
Note that A > 0, provided that t is sufficiently small. Let D = min{A , βδ}. Recall
that δ = β−ξ. We obtain
PΛ ≤ 2 · 4|Λ|e−D|Λ|. (3.39)
Thus, by Corollary 3.9,
〈
P
(+)
o P
(−)
j
〉
Λ
≤ C
∞∑
ℓ=4
ℓ2(24)ℓ exp
{
− D
2
ℓ
}
. (3.40)
Because we can choose D as large as we wish by using a sufficiently large β and
sufficiently small t, we obtain Theorem 3.5 (A). ✷
4 Proof of Theorem 3.7
Although Theorem 3.7 is proven in Ref. [11], we provide its proof here for the reader’s
convenience.
Definition 4.1 • A configuration c is a function on Λ with values in {+,−} such
that c(m) = + and c(n) = −. We denote by C the set of all configurations on Λ.
• For each c ∈ C, we set
Γ(c) =
{
∂γ ={〈i1, j1〉, . . . , 〈iℓ, jℓ〉} : contour
∣∣∣c(ik) = +, c(jk) = −, k = 1, . . . , ℓ}.
(4.1)
Note that the definition of Γ(c) is meaningful because of Remark 4.2 below. ♦
Remark 4.2 For all c ∈ C, there exists a unique smallest set γ(c) ∈ SΛ such that
• m ∈ γ(c),
• c(i) = + for all i ∈ γ(c).
Lemma 4.3
C =
⋃
γ∈SΛ
{
c ∈ C
∣∣∣ ∂γ = ∂γ(c)}, (4.2)
where γ(c) is given in Remark 4.2.
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Proof. We denote by K the right-hand side of Eq. (4.2). Because C ⊇ K is easy to
see, we show the converse. For arbitrarily fixed c0 ∈ C, we set γ0 = γ(c0), where γ(c)
is given in Remark 4.2. Showing that c0 ∈ {c ∈ C | ∂γ0 = ∂γ(c)} is then trivial. Thus,
c0 ∈ K, which implies C ⊆ K. ✷
Completion of proof of Theorem 3.7
Since P
(+)
j + P
(−)
j = 1l, we have〈
P
(+)
m P
(−)
n
〉
Λ
=
〈
P
(+)
m P
(−)
n
∏
j∈Λ
j 6=m,n
[
P
(+)
j + P
(−)
j
]〉
Λ
=
∑
c∈C
〈∏
j∈Λ
P
(c(j))
j
〉
Λ
=
∑
γ∈SΛ
∑
c∈{c|∂γ=∂γ(c)}
〈∏
j∈Λ
P
(c(j))
j
〉
Λ
(∵ Lemma 4.3)
<
∑
γ∈SΛ
∑
c∈{c|∂γ∈Γ(c)}
〈∏
j∈Λ
P
(c(j))
j
〉
Λ
(∵ {c|∂γ = ∂γ(c)} ⊂ {c|∂γ ∈ Γ(c)})
=
∑
γ∈SΛ
∑
c∈{c|∂γ∈Γ(c)}
〈[ ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
][ ∏
j∈Λ∂γ
P
(c(j))
j
]
P
(+)
m P
(−)
n
〉
Λ
,
(4.3)
where Λ∂γ is defined as follows: For each ∂γ = {〈i1, j1〉, . . . , 〈iℓ, jℓ〉}, let [∂γ] =
{ik}ℓk=1 ∪ {jk}ℓk=1 ⊆ Λ. Then Λ∂γ is given by Λ∂γ = Λ\{[∂γ] ∪ {m,n}}. Note the
following fact: ∑
c∈{c|∂γ∈Γ(c)}
∏
j∈Λ∂γ
P
(c(j))
j =
∏
j∈Λ∂γ
[
P
(+)
j + P
(−)
j
]
= 1l. (4.4)
Thus, because P
(+)
m P
(−)
n ≤ 1l, we have
RHS of (4.3) =
∑
γ∈SΛ
〈[ ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
]
P
(+)
m P
(−)
n
〉
Λ
≤
∑
γ∈SΛ
〈 ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
〉
Λ
.
(4.5)
This completes the proof. ✷
5 Proof of Theorem 3.8
5.1 Reflection positivity
We use reflection positivity.
Let ΛL = {j = (j1, j2) ∈ Λ | j1 ≤ −1} and ΛR = {j = (j1, j2) ∈ Λ | j1 ≥ 0}. Since
ℓ2(Λ) = ℓ2(ΛL)⊕ ℓ2(ΛR), we have
ℓ2(Λ)⊕ ℓ2(Λ) = (ℓ2(ΛL)⊕ ℓ2(ΛL)) ⊕ (ℓ2(ΛR)⊕ ℓ2(ΛR)). (5.1)
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Thus, we obtain the following identification:
H = HL ⊗ HR, (5.2)
where HL = F(ℓ
2(ΛL)⊕ ℓ2(ΛL)) and HR = F(ℓ2(ΛR)⊕ ℓ2(ΛR)). Note that, by applying
Eq. (5.2), the annihilation operator can be expressed as
cjσ =
{
cjσ ⊗ 1l j ∈ ΛL
(−1)NL ⊗ cjσ j ∈ ΛR
, (5.3)
where NL =
∑
j∈ΛL
nj.
Lemma 5.1 According to Eq. (5.2), we have the following:
(i) T = TL ⊗ 1l + 1l⊗ TR + TLR, where
TL =
∑
j∈Λe, j1≤−2
∑
σ=↑,↓
∑
k=1,2
′∑
ε=±
(−t)
(
c∗jσc
∗
j+εδkσ
+ h.c.
)
, (5.4)
TR =
∑
j∈Λe, j1≥0
∑
σ=↑,↓
∑
k=1,2
′′∑
ε=±
(−t)
(
c∗jσc
∗
j+εδkσ
+ h.c.
)
, (5.5)
TLR =
∑
j∈Λe, j1=0
∑
σ=↑,↓
(−t)
{[
(−1)NLc∗j−δ1σ
]
⊗ c∗jσ + h.c.
}
+
∑
j∈Λe, j1=L−1
∑
σ=↑,↓
(−t)
{[
(−1)NLc∗j+δ1σ
]
⊗ c∗jσ + h.c.
}
. (5.6)
Here,
′∑
ε=±
refers to a sum over pairs 〈j, j + εδk〉 such that j, j + εδk ∈ ΛL.
Similarly,
′′∑
ε=±
refers to a sum over pairs 〈j, j + εδk〉 such that j, j + εδk ∈ ΛR.
(ii) W =WL ⊗ 1l + 1l⊗WR +WLR, where
WL =− S
∑
j∈ΛL
q2j +
V
2
∑
〈i,j〉, i,j∈ΛL
(qi − qj)2, (5.7)
WR =− S
∑
j∈ΛR
q2j +
V
2
∑
〈i;j〉, i,j∈ΛR
(qi − qj)2, (5.8)
WLR =− V
∑
j∈Λe, j1=0
qj−δ1 ⊗ qj − V
∑
j∈Λe, j1=L−1
qj+δ1 ⊗ qj . (5.9)
Proof. (i) Note
T =
∑
j∈Λe
∑
σ=↑,↓
∑
k=1,2
∑
ε=±
(−t)
(
c∗jσc
∗
j+εδkσ
+ h.c.
)
. (5.10)
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Thus, Eqs. (5.4)–(5.6) are easily verified by Eq. (5.3). To show (ii), we note that W
can be expressed as
W = −S
∑
j∈Λ
q2j +
V
2
∑
〈i,j〉
(qi − qj)2 + ∆
2
∑
j∈Λ
qj . ✷ (5.11)
For all j ∈ ΛL, we define
ajσ = cjσ(−1)NL . (5.12)
In terms of ajσ, TL and TLR can be expressed as follows (note that we will use the
fact c∗j+εδkc
∗
jσ = −a∗j+εδka∗jσ).
Proposition 5.2 We obtain
TL =
∑
j∈Λe, j1≤−2
∑
σ=↑,↓
ν∑
k=1
′∑
ε=±
(+t)
(
a∗jσa
∗
j+εδkσ
+ h.c.
)
, (5.13)
TLR =
∑
j∈Λe, j1=0
∑
σ=↑,↓
(−t)
(
a∗j−δ1σ ⊗ c∗jσ + h.c.
)
+
∑
j∈Λe, j1=L−1
∑
σ=↑,↓
(−t)
(
a∗j+δ1σ ⊗ c∗jσ + h.c.
)
. (5.14)
Remark 5.3 Because qj =
∑
σ=↑,↓ a
∗
jσajσ − 1l, the expressions for WL and WLR are
unchanged if we rewrite them in terms of ajσ. ♦
The reflection map rv : ΛR → ΛL is defined by
rv(j) = (−j1 − 1, j2), j = (j1, j2) ∈ ΛR. (5.15)
Let ϑv be an antiunitary transformation
3 from HL to HR such that
ϑvΩL = ΩR, cjσ = ϑvarv(j)σϑ
−1
v , j ∈ ΛR, (5.16)
where ΩL (ΩR) is the Fock vacuum in HL (HR).
Lemma 5.4 (i) TR = ϑvTLϑ
−1
v .
(ii)
TLR =
∑
j∈Λe, j1=0
∑
σ=↑,↓
(−t)
(
a∗j−δ1σ ⊗ ϑva∗j−δ1σϑ−1v + h.c.
)
+
∑
j∈Λe, j1=L−1
∑
σ=↑,↓
(−t)
(
a∗j+δ1σ ⊗ ϑva∗j+δ1σϑ−1v + h.c.
)
. (5.17)
(iii) WR = ϑvWLϑ
−1
v .
3 Namely, ϑv is a bijective antilinear map that satisfies 〈ϑvϕ|ϑvψ〉 = 〈ϕ|ψ〉 for all ϕ,ψ ∈ HL .
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(iv)
WLR =− V
∑
j∈Λe, j1=0
qj−δ1 ⊗ ϑvqj−δ1ϑ−1v − V
∑
j∈Λe, j1=L−1
qj+δ1 ⊗ ϑvqj+δ1ϑ−1v .
(5.18)
Proof. Items (ii), (iii), and (iv) are easy to check. To verify item (i), note that TL can
be expressed as
TL =
∑
j∈Λo, j1≤−1
∑
σ=↑,↓
∑
k=1,2
′∑
ε=±
(+t)
(
a∗j+εδkσa
∗
jσ + h.c.
)
. (5.19)
Thus, by Eqs. (5.5) and (5.16), we obtain
TR = ϑv
∑
j∈Λe, j1≥0
∑
σ=↑,↓
∑
k=1,2
′∑
ε=±
(−t)
(
a∗rv(j)σa
∗
rv(j+εδk)σ
+ h.c.
)
ϑ−1v
= ϑv
∑
X=(X1,X2)∈Λo, X1≤−1
∑
σ=↑,↓
∑
k=1,2
′∑
ε=±
(−t)
(
a∗Xσa
∗
X+εδkσ
+ h.c.
)
ϑ−1v
= ϑv
∑
X∈Λo, X1≤−1
∑
σ=↑,↓
∑
k=1,2
′∑
ε=±
(+t)
(
a∗X+εδkσa
∗
Xσ + h.c.
)
ϑ−1v
= ϑvTLϑ
−1
v . (5.20)
Here, we have used the fact that if j ∈ Λe, then rv(j) ∈ Λo. ✷
By Theorem A.1 and Lemma 5.4, we immediately obtain the following:
Theorem 5.5 Let A,B ∈ B(HL), where B(X) is the set of all linear operators on X .
The following then holds:
(i) 〈A⊗ ϑvAϑ−1v 〉Λ ≥ 0,
(ii)
∣∣∣〈A⊗ ϑvBϑ−1v 〉Λ∣∣∣2 ≤ 〈A⊗ ϑvAϑ−1v 〉Λ〈B ⊗ ϑvBϑ−1v 〉Λ.
Theorem 5.5 is reflection positivity associated with a vertical line j1 = −12 . We can
also construct reflection positivity associated with a horizontal line j2 = −12 .
Let ΛU = {j = (j1, j2) ∈ Λ | j2 ≥ 0} and ΛL = {j = (j1, j2) ∈ Λ | j2 ≤ −1}. As
before, we obtain the following identification:
H = HL ⊗ HU , (5.21)
where HL = F(ℓ2(ΛL) ⊕ ℓ2(ΛL)) and HU = F(ℓ2(ΛU ) ⊕ ℓ2(ΛU )). The reflection map
rh : Λ
L → ΛU is given by
rh(j) = (j1,−j2 − 1), j = (j1, j2) ∈ ΛL. (5.22)
Let ϑh be an antiunitary transformation from H
L to HU such that
ϑhΩ
L = ΩU , cjσ = ϑharh(j)σϑ
−1
h , j ∈ ΛU , (5.23)
where ΩL (ΩU ) is the Fock vacuum in HL (HU ). By a parallel argument, we can prove
the following theorem:
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Theorem 5.6 Let A,B ∈ B(HL). Then the following holds:
(i) 〈A⊗ ϑhAϑ−1h
〉
Λ
≥ 0,
(ii)
∣∣∣〈A⊗ ϑhBϑ−1h 〉Λ∣∣∣2 ≤ 〈A⊗ ϑhAϑ−1h 〉Λ〈B ⊗ ϑhBϑ−1h 〉Λ.
5.2 Modified chessboard estimate
To prove Theorem 3.8, the chessboard estimate established from [11] can be employed.
Unfortunately, the idea of Ref. [11] cannot be directly applied because it works well
only if L is even. However, our argument of reflection positivity requires that L be odd.
Therefore, it is necessary to extend the chessboard estimate to overcome this difficulty.
First, we recall the original chessboard estimate.
Theorem 5.7 Let A be a vector space with antilinear involution J . Let ω be a multi-
linear functional on A2L. Assume the following:
(i) ω(A1, . . . , A2L) = ω(A2, . . . , A2L, A1).
(ii) ω(A1, . . . , AL, JAL, . . . , JA1) ≥ 0.
(iii) ∣∣∣ω(A1, . . . , A2L)∣∣∣ ≤ω(A1, . . . , AL, JAL, . . . , JA1)1/2
× ω(JA2L, . . . , JAL+1, AL+1, . . . , A2L)1/2. (5.24)
Then the following holds:
∣∣∣ω(A1, . . . , A2L)∣∣∣ ≤ 2L∏
j=1
ω
(
JAj , Aj , . . . , JAj , Aj
)1/2L
. (5.25)
The following is a modified version of Theorem 5.7. In the present work, we use
both Theorems 5.7 and 5.8.
Theorem 5.8 Let A be a vector space with antilinear involution J . Let ω be a multi-
linear functional on A2M+1 with M even. Assume the following:
(i) ω(A1, . . . , A2M+1) = ω(A2, . . . , A2M+1, A1).
(ii) There exist real linear maps T+ and T− from A to A such that
(a) For each A in A,
Tα(Tβ(A)) = Tβ(A), α, β = +,−. (5.26)
(b) ω
(
A1, . . . , AM , T±(AM+1), JAM , . . . , JA1
) ≥ 0.
(c) ∣∣∣ω(A1, . . . , A2M+1)∣∣∣
≤ω(A1, . . . , AM , T+(AM+1), JAM , . . . , JA1)1/2
× ω(JA2M+1, . . . , JAM+2, T−(AM+1), AM+2, . . . , A2M+1)1/2. (5.27)
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For each A1, . . . , A2M+1 ∈ A, we have4
∣∣∣ω(A1, . . . , A2M+1)∣∣∣ ≤ 2M+1∏
j=1
ω
(
JAj, Aj , . . . , JAj , Aj , T+(JAj)
)1/2M+1
(5.28)
and
ω
(
JAj , Aj , . . . , JAj , Aj , T+(JAj)
)
= ω
(
JAj , Aj , . . . , JAj , Aj , T−(Aj)
)
(5.29)
for all j = 1, . . . , 2M + 1.
Proof. First, we present the proof of Eq. (5.28). Without loss of generality, we assume
that
ω
(
JAj , Aj , . . . , JAj , Aj , T+(JAj)
)
= 1 (5.30)
for all j = 1, . . . , 2M + 1. We set
JAj = Aj+2M+1, T+(Aj) = Aj+4M+2, T−(Aj) = Aj+6M+3,
T+(JAj) = Aj+8M+4, T−(JAj) = Aj+10M+5, j = 1, . . . , 2M + 1.
A configuration c is a function on {1, . . . , 2M + 1} with value in {1, . . . , 12M + 6}.
Let z = maxc |ω(Ac(1), . . . , Ac(2M+1))|, and let c˜ be a configuration such that z =∣∣ω(Ac˜(1), . . . , Ac˜(2M+1))∣∣. It suffices to show that z = 1. It is easy to see that 1 ≤ z.
We show z ≤ 1. Toward this end, set c˜(1) = j. Then we have
z =
∣∣∣ω(Ac˜(1), . . . , Ac˜(2M+1))∣∣∣
≤ω(Aj, Ac˜(2), . . . , Ac˜(M), T+(Ac˜(M+1)), JAc˜(M), . . . , JAj)1/2
× ω(JAc˜(2M+1), . . . , JAc˜(M+2), T−(Ac˜(M+1)), Ac˜(M+2), . . . , Ac˜(2M+1))1/2
≤z1/2ω(JAj , Aj , Ac˜(2), . . . , Ac˜(M−1)︸ ︷︷ ︸
M
, Ac˜(M), T+(Ac˜(M+1)), . . . , JAc˜(2))︸ ︷︷ ︸
M
)1/2
≤z3/4ω(JAj , Aj , JAj , Aj , Ac˜(2), . . . ,︸ ︷︷ ︸
M
Ac˜(M−2), Ac˜(M−1), T+(Ac˜(M)), . . . JAc˜(2)︸ ︷︷ ︸
M
)1/4
...
≤z1−2−(m−2)ω(JAj , Aj , . . . , JAj , Aj︸ ︷︷ ︸
M
, Ac˜(2), ∗, . . . , ∗︸ ︷︷ ︸
M
)2
−(m−2)
≤z1−2−(m−1)ω(JAj , Aj , . . . , JAj , Aj︸ ︷︷ ︸
M
, T+(Ac˜(2)), JAj , Aj , . . . , JAj , Aj)
2−(m−1)
≤z1−2−mω(JAj , Aj , . . . , JAj , Aj , T+(JAj), JAj , Aj , . . . , JAj , Aj)2−m
=z1−2
−m
. (5.31)
Thus, we conclude that z ≤ 1, which implies Eq. (5.28).
4 By (a) and (b), we have ω(JA,A, . . . , JA,A, T+(JA)) ≥ 0 for all A ∈ A.
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To show Eq. (5.29), we observe that
z = ω
(
JAj , Aj , . . . , JAj , Aj , T+(JAj)
)
= ω
(
T+(JAj), JAj , Aj , . . . , JAj︸ ︷︷ ︸
M
, Aj , JAj , Aj , . . . , JAj , Aj︸ ︷︷ ︸
M
)
≤ z1/2ω(JAj, Aj , . . . , JAj , Aj , T−(Aj), JAj , Aj , . . . , JAj , Aj)1/2
= z1/2ω
(
JAj, Aj , . . . , JAj , Aj , T−(Aj)
)1/2
. (5.32)
Thus, we conclude Eq. (5.29). ✷
5.3 Proof of Theorem 3.8: Step 1
We now are ready to present the proof of Theorem 3.8. The proof is divided into three
steps.
Definition 5.9 Let ∂γ be the contour associated with γ ∈ SΛ.
• ∂γh =
{〈i, j〉 ∈ ∂γ | ∃a ∈ Z s.t. i− j = (a, 0)}.
• ∂γv = ∂γ\∂γh =
{〈i, j〉 ∈ ∂γ | ∃b ∈ Z s.t. i− j = (0, b)}.
• For each 〈i, j〉 ∈ ∂γh, i ∧ j denotes the site with smaller 1-coordinate.
• For each 〈i, j〉 ∈ ∂γv, i ∧ j denotes the site with smaller 2-coordinate.
• For each α = h, v, we set
∂γα,e =
{〈i, j〉 ∈ ∂γα | i ∧ j : even}, ∂γα,o = {〈i, j〉 ∈ ∂γα | i ∧ j : odd}. (5.33)
Note that ∂γ = ∂γh ∪ ∂γv = (∂γh,e ∪ ∂γh,o) ∪ (∂γv,e ∪ ∂γv,o). ♦
Lemma 5.10 To prove Theorem 3.8, it suffices to show〈 ∏
〈i,j〉∈∂γα,β
P
(+)
i P
(−)
j
〉
Λ
≤ P2|∂γα,β |/|Λ|Λ (5.34)
for all α = h, v and β = e, o.
Proof. By the Schwartz inequality, we have〈 ∏
〈i,j〉∈∂γ
P
(+)
i P
(−)
j
〉
Λ
≤
〈 ∏
〈i,j〉∈∂γh
P
(+)
i P
(−)
j
〉1/2
Λ
〈 ∏
〈i,j〉∈∂γv
P
(+)
i P
(−)
j
〉1/2
Λ
≤
∏
α=h,v
∏
β=e,o
〈 ∏
〈i,j〉∈∂γα,β
P
(+)
i P
(−)
j
〉1/4
Λ
. (5.35)
This finishes the proof. ✷
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5.4 Proof of Theorem 3.8: Step 2
The Hilbert space for a single electron is ℓ2(Λ)⊕ ℓ2(Λ). Note the identification
ℓ2(Λ)⊕ ℓ2(Λ) =
⊕
j∈Λ
(C⊕ C). (5.36)
Recall the well-known property of fermion Fock space:
F(h1 ⊕ h2) = F(h1)⊗ F(h2). (5.37)
By Eqs. (5.36) and (5.37), the fermion Fock space can be identified as
H =
⊗
j∈Λ
Hj , (5.38)
where Hj = F(C⊕ C). Therefore, H can be expressed as
H =
L−1⊗
k=−L
Hh(k), (5.39)
where Hh(k) =
⊗
j=(j1,j2)∈Λ
j2=k
Hj . Let H˜h = Hh(k = 0). For each A ∈ B(H˜h), we define a
linear operator on H by
τj(A) =
2L︷ ︸︸ ︷
1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
L+j+1
⊗A⊗ 1l⊗ · · · ⊗ 1l, j = −L, . . . , L− 1. (5.40)
Here, the tensor products correspond to Eq. (5.39). We want to apply Theorem 5.7
with
A = B(H˜h), ω(A−L, . . . , AL−1) =
〈
L−1∏
j=−L
τj(Aj)
〉
Λ
. (5.41)
To this end, we have to choose a suitable J . Let ξh be an antiunitary operator on H˜h
defined by
ξhΩh = Ωh, ξhc˜jσξ
−1
h = c˜jσ(−1)Nh , (5.42)
where c˜jσ is the annihilation operator on H˜h, Ωh is the Fock vacuum in H˜h, and Nh =∑
j s.t. j2=0
n˜j with n˜j = c˜jσ c˜jσ. Now, J is defined by JA = ξhAξ
−1
h for all A ∈ B(H˜h).
It is easy to check that Jn˜jσ = n˜jσ.
Note the following relationship: Let j = (j1, j2) ∈ ΛU such that j2 = k > 0. Then
ϑ−1h njσ︸︷︷︸
∈B(HU )
ϑh = 1l⊗ · · · ⊗ 1l⊗ Jn˜jσ ⊗
k−L−1︷ ︸︸ ︷
1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
∈B(HL)
, (5.43)
where ϑh is defined by Eq. (5.23).
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Proposition 5.11 Let A−L, A−L+1, . . . , AL−1 ∈ B(H˜h). We have∣∣∣∣∣
〈
L−1∏
j=−L
τj(Aj)
〉
Λ
∣∣∣∣∣ ≤
L−1∏
j=−L
〈
τ−L(JAj)τ−L+1(Aj) · · · τL−2(JAj)τL−1(Aj)
〉1/2L
Λ
. (5.44)
Proof. Assumption (i) in Theorem 5.7 is fulfilled by the translational invariance of the
model. Assumptions (ii) and (iii) in Theorem 5.7 are satisfied by Theorem 5.6. ✷
For each ℓ = −L, . . . , L− 1, we define
∂γh,e(ℓ) =
{〈i, j〉 ∈ ∂γh,e | i2 = j2 = ℓ}. (5.45)
Trivially, we have ∂γh,e =
⋃L−1
ℓ=−L ∂γh,e(ℓ).
Proposition 5.12 We have〈 ∏
〈i,j〉∈∂γh,e
P
(+)
i P
(−)
j
〉
Λ
≤
∏
ℓ : ∂γh,e(ℓ)6=∅
〈 ∏
〈i,j〉∈∂γh,e(ℓ)
L−1∏
k=−L
P
(+)
(i1,k)
P
(−)
(j1,k)
〉1/2L
Λ
. (5.46)
Here, i1 and j1 on the right-hand side of Eq. (5.46) are related to i and j by i = (i1, ℓ)
and j = (j1, ℓ).
Proof. Let cσ (c
∗
σ) be the annihilation(creation) operator in F(C ⊕ C). The number
operator is n =
∑
σ=↑,↓ nσ with nσ = c
∗
σcσ. Let q = n − 1l. Corresponding to Eq.
(5.38), we have qj =
⊗
i∈Λ q
δij , where qδij = q if i = j, qδij = 1l if i 6= j. Let Eq(·) be
the spectral measure of q. We set P (+) = Eq({0,+1}), P (−) = Eq({−1}). Trivially, we
have P
(ω)
j =
⊗
i∈Λ(P
(ω))δij .
Let Λh = {−L,−L + 1, . . . , L − 1}. Let A be a linear operator in F(C ⊕ C). For
each I ⊆ Λh, we define [A]Ik ∈B(F(C ⊕ C)) by
[A]Ik =
{
A if k ∈ I
1l if k /∈ I . (5.47)
In this proof, an operator of the form
⊗
k∈Λh
[A]Ik [B]
I ′
k will play an important role.
Set
Bℓ =


∏
〈i,j〉∈∂γh,e(ℓ)
P
(+)
i P
(−)
j if ∂γh,e(ℓ) 6= ∅
1l if ∂γh,e(ℓ) = ∅.
(5.48)
Note that
∏
〈i,j〉∈∂γh,e
P
(+)
i P
(−)
j =
L−1∏
ℓ=−L
Bℓ. (5.49)
We rewrite Bℓ by using the notation of Eq. (5.47), because the new expression is
convenient for our proof. To this end, write ∂γh,e(ℓ) = {〈i(1), j(1)〉, . . . , 〈i(m), j(m)〉}.
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We also have i(α) = (i
(α)
1 , ℓ) and j
(α) = (j
(α)
1 , ℓ) for each α = 1, . . . ,m. Let O
(ℓ)
+ =
{i(1)1 , . . . , i(m)1 }, O(ℓ)− = {j(1)1 , . . . , j(m)1 }. Now, let
Aℓ =
⊗
k∈Λh
[
P (+)
]O(ℓ)+
k
[
P (−)
]O(ℓ)−
k
∈B(H˜h). (5.50)
If ∂γh,e(ℓ) = ∅, we simply set Aℓ = 1l. Bℓ can be expressed as Bℓ = τℓ(Aℓ). Note that
JAℓ = Aℓ. Now, we apply Proposition 5.11. Because
〈
L−1∏
k=−L
τk(Aℓ)
〉
Λ
=


〈
L−1∏
k=−L
∏
〈i,j〉∈∂γh,e(ℓ)
P
(+)
(i1,k)
P
(−)
(j1,k)
〉
Λ
if ∂γh,e(ℓ) 6= ∅
1 if ∂γh,e(ℓ) = ∅
, (5.51)
we obtain the assertion in the proposition. ✷
5.5 Proof of Theorem 3.8: Step 3
In this step, we identify H as
H =
L⊗
k=1
Hv(k), (5.52)
where Hv(k) =
⊗
j=(j1,j2)∈Λ
j1=−L+2k−2, −L+2k−1
Hj . Recall that L = 2M + 1. We suppose that M is
even. Set Hˆv = Hv(k =
L+1
2 ). Note that Hˆv = hL ⊗ hR, where hL =
⊗
j∈Λ, j1=−1
Hj
and hR =
⊗
j∈Λ, j1=0
Hj .
For each A ∈ B(Hˆv), we define a linear operator on H by
ηj(A) :=
2M+1︷ ︸︸ ︷
1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
j−1
⊗A⊗ 1l⊗ · · · ⊗ 1l, j = 1, . . . , 2M + 1. (5.53)
Here, the tensor products in Eq. (5.53) correspond to Eq. (5.52). Let ξv be an
antiunitary transformation from hL onto hR that is defined by
ξvΩˆL = ΩˆR, ξ
−1
v cˆjσξv = cˆrv(j)σ(−1)NˆL , j ∈ Λ s.t. j1 = 0, (5.54)
where cˆjσ is the annihilation operator on Hˆv, ΩˆL (ΩˆR) is the Fock vacuum in hL (hR),
and NˆL =
∑
σ
∑
j s.t. j1=−1
nˆjσ with nˆjσ = cˆ
∗
jσ cˆjσ. Here, rv is defined by Eq. (5.15)
5.
For each A ∈ B(hL) and B ∈ B(hR), we set
T+(A⊗B) = A⊗ (ξvAξ−1v ), T−(A⊗B) = (ξ−1v Bξv)⊗B. (5.55)
T± are real linear maps on B(Hˆv) that satisfy Tα ◦ Tβ = Tβ. We define an antilinear
involution J on B(Hˆv) by
J(A⊗B) = (ξ−1v Bξv)⊗ (ξvAξ−1v ). (5.56)
5 To be precise, rv in Eq. (5.54) is a restriction of rv to {j = (j1, j2) ∈ Λ | j1 = 0}.
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Let j ∈ Λ such that j1 = −1. We have
njϑvnjϑ
−1
v = (1l⊗ · · · ⊗ 1l⊗ nˆj)︸ ︷︷ ︸
∈B(HL)
⊗ ((ξvnˆjξ−1v )⊗ 1l⊗ · · · ⊗ 1l)︸ ︷︷ ︸
∈B(HR)
; (5.57)
let 〈i, j〉 ∈ γh,e such that i ∧ j = i1 = −2. We have
ϑvninjϑ
−1
v =
∈B(Hˆv)︷ ︸︸ ︷
(ξ−1v nˆiξv)⊗ (ξvnˆjξ−1v )⊗1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
∈B(HR)
, (5.58)
where ϑv is defined by Eq. (5.15).
Proposition 5.13 Let A1, . . . , A2M+1 ∈ B(Hˆv). We have∣∣∣∣∣
〈
2M+1∏
α=1
ηα(Aα)
〉
Λ
∣∣∣∣∣
≤
2M+1∏
α=1
〈
η1(JAα)η2(Aα) · · · η2M−1(JAα)η2M (Aα)η2M+1
(
T+(JAα)
)〉1/2M+1
Λ
. (5.59)
Proof. We apply Theorem 5.8 with
A = B(Hˆv), ω(A1, . . . A2M+1) =
〈
2M+1∏
α=1
ηα(Aα)
〉
Λ
. (5.60)
Note that the assumptions (b) and (c) in Theorem 5.8 are satisfied by Theorem 5.5. ✷
For each α = 1, . . . , 2M + 1, we set
∂γh,e(ℓ;α) =
{〈i, j〉 ∈ ∂γh,e(ℓ) | i ∧ j = −L− 2 + 2α}. (5.61)
Note that6 #∂γh,e(ℓ;α) = 0 or 1. Let us define a linear operator Cα by
Cα =


L−1∏
k=−L
P
(+)
(i1,k)
P
(−)
(j1,k)
if ∂γh,e(ℓ;α) 6= ∅
1l if ∂γh,e(ℓ;α) = ∅
, (5.62)
where i1, j1 satisfy min{i1, j1} = −L−2+2α and ∂γh,e(ℓ;α) =
{〈
(i1, ℓ), (j1, ℓ)
〉}
. Note
that
∏
〈i,j〉∈∂γh,e(ℓ)
L−1∏
k=−L
P
(+)
(i1,k)
P
(−)
(j1,k)
=
2M+1∏
α=1
Cα. (5.63)
6 #S is the cardinality of set S.
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We consider the case where ∂γh,e(ℓ;α) 6= ∅. Write ∂γh,e(ℓ;α) = {〈i[α], j [α]〉}. Sup-
pose first that j
[α]
1 > i
[α]
1 = −L− 2 + 2α. Let
P(+) =
L−1⊗
k=−L
P (+), P(−) =
L−1⊗
k=−L
P (−), (5.64)
where P (±) is defined in the proof of Proposition 5.12. Let us define a linear operator
A ∈ B(Hˆv) by A = P(+) ⊗P(−). Here, we regard P(+) (P(−)) as a linear operator
on B(hL) (B(hR)). Evidently, Cα can be expressed as Cα = ηα(A). Because JA =
P(−) ⊗P(+) and T+(JA) = P(−) ⊗P(−), we have〈
η1(JA)η2(A) · · · η2M−1(JA)η2M (A)η2M+1(T+
(
JA)
)〉
Λ
=
〈
P
(−)
Λ
〉
Λ
. (5.65)
Conversely, if i
[α]
1 > j
[α]
1 = −L − 2 + 2α, we see that Cα can be expressed as
Cα = ηα(B) with B = P
(−) ⊗P(+). Moreover,〈
η1(JB)η2(B) · · · η2M−1(JB)η2M (B)η2M+1(T+
(
JB)
)〉
Λ
=
〈
P
(+)
Λ
〉
Λ
. (5.66)
We apply Proposition 5.13 with Aα = A if j
[α]
1 > i
[α]
1 , Aα = B if j
[α]
1 < i
[α]
1 . If
∂γh,e(ℓ) 6= ∅, then at least one α exists such that ∂γh,e(ℓ;α) 6= ∅. Thus, by Eqs. (5.65),
(5.66) and Proposition 5.13, we have〈 ∏
〈i,j〉∈∂γh,e(ℓ)
L−1∏
k=−L
P
(+)
(i1,k)
P
(−)
(j1,k)
〉
Λ
≤ P1/2M+1Λ . (5.67)
Thus, by Proposition 5.12, we obtain〈 ∏
〈i,j〉∈∂γh,e
P
(+)
i P
(−)
j
〉
Λ
≤ P2|∂γh,e|/|Λ|Λ . (5.68)
This finishes the proof of Eq. (5.34) for the case where α = h and β = e. In a similar
way, Eq. (5.34) can be proven in the remaining three cases. ✷
6 Proof of Theorem 3.11
We apply the principle of exponential localization that was established by Fro¨hlich and
Lieb [11], which is stated as follows.
Theorem 6.1 Let A and B be self-adjoint operators on a Hilbert space H such that
(i) A ≥ 0,
(ii) ±B ≤ εA with ε ∈ [0, 1).
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Suppose that
(A+B)ψ = λψ, ‖ψ‖ = 1. (6.1)
Choose some ρ > λ such that γ := ερ(ρ − λ)−1 < 1. Let Pρ = EA[ρ,∞), the spectral
measure of A corresponding to [ρ,∞), and letMρ = ranPρ. Finally, let N be the closed
subspace such that
(iii) {B(A− λ)−1}jN ⊆Mρ, j = 1, . . . , d− 1 with d ≥ 1.7
Then 〈ψ|PNψ〉 ≤ γd, where PN is the orthogonal projection onto N .
Theorem 3.11 can be proven by applying Theorem 6.1. We begin with the following
lemma:
Lemma 6.2 Denote by eW the lowest eigenvalue for W . We obtain the following:
(i) eW = −
(
S +
∆
2
)
|Λ|.
(ii) The Fock vacuum Ω is the ground state of W : WΩ = eWΩ.
Proof. Use Eq. (5.11). ✷
We choose A and B as
A =W − e(t = 1), B = T = (−t)
∑
〈i,j〉
∑
σ=↑, ↓
(
c∗iσc
∗
jσ + cjσciσ
)
, (6.2)
where e(t = 1) is the lowest eigenvalue for H˜ with t = 1. In the remainder of this
section, we present checks of every assumption in Theorem 6.1.
Lemma 6.3 We have the following:
(i) A ≥ 0
and
(ii) ±B ≤ tA.
Proof. (i) By Lemma 6.2, we have 〈Ω|WΩ〉 = eW . Because 〈Ω|BΩ〉 = 0, we have
eW = 〈Ω|WΩ〉 = 〈Ω|H˜t=1Ω〉 ≥ e(t = 1). (6.3)
Thus, we obtain item (i).
(ii) We see that
A+ t−1B = H˜t=1 − e(t = 1) ≥ 0, (6.4)
which implies −B ≤ tA.
Let u = exp
{
iπ
∑
σ
∑
j∈Λo
njσ
}
. We have uBu−1 = −B and uAu−1 = A. Thus,
0 ≤ u(A+ t−1B)u−1 = A− t−1B, (6.5)
which implies B ≤ tA. ✷
7 More precisely, for all φ ∈ N , {B(A− λ)−1}−jφ ∈ Mρ for j = 1, . . . , d.
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Lemma 6.4 We have e(t = 1) ≥ −8|Λ| − S|Λ| − ∆
2
|Λ|.
Proof. Because ‖B‖ ≤ 8t|Λ| and eW = −(S +∆/2)|Λ|, we obtain the result. ✷
Let
x =
1
|Λ|{e
W − e(t = 1)}, ρ = eW − e(t = 1) + nδ|Λ|. (6.6)
By Lemma 6.4, we have x ≤ 8. Thus, we obtain the following:
Lemma 6.5 For each λ with λ ≤ x|Λ|+ δ|Λ|, we define γ = t ρ
ρ− λ. Then we have
γ ≤ t
{
1 +
8 + δ
(n− 1)δ
}
. (6.7)
Let
EA
(
P
(ω)
Λ
)
= min spec
(
P
(ω)
Λ WP
(ω)
Λ
)
− e(t = 1), ω = +,−. (6.8)
Lemma 6.6 We have EA
(
P
(ω)
Λ
)
− ρ ≥
(
J − nδ
)
|Λ| +O(|Λ|1/2) for each ω = +,−,
where J is defined by Eq. (3.33).
Proof. Recall Eq. (3.10). We can check that
min spec
(
P
(±)
Λ WP
(±)
Λ
)
≥


−
(
S +
∆
4
)
|Λ|+ V
4
|Λ|+O(|Λ|1/2) if S ≥ 0
−1
2
(
S +
∆
2
)
|Λ|+ V
4
|Λ|+O(|Λ|1/2) if S < 0
, (6.9)
which gives the desired result. ✷
Because J > 0 by the assumption that S + ∆2 > 0, we obtain the following:
Corollary 6.7 Let N (±) = ran
(
P
(±)
Λ
)
. If |Λ| is sufficiently large such that
(
J − nδ)|Λ|+O(|Λ|1/2) ≥ 0, (6.10)
then we have N (±) ⊆Mρ.
Proposition 6.8 Let G = 6(|S| + V ) + ∆. We have B{ranEA[e,∞)} ⊆ ranEA[e −
G,∞). That is, if ψ ∈ ranEA[e,∞), then Bψ ∈ ranEA[e−G,∞).
Proof. For each m = {mj}j∈Λ ∈ {−1, 0, 1}Λ, we set H(m) = ran
[∏
j∈ΛEqj ({mj})
]
.
We have H =
⊕
m∈{−1,0,1}Λ H(m) and
W ↾ H(m) = e(m), e(m) = −S
∑
j∈Λ
m2j +
V
2
∑
〈i,j〉
(mi −mj)2 + ∆
2
∑
j∈Λ
mj , (6.11)
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where W ↾ H(m) is the restriction of W onto H(m). Since spec(W ) = {e(m) |m ∈
{−1, 0, 1}Λ}, we have
ranEA[e,∞) =
⊕
m∈{−1,0,1}Λ
e(m)−e(t=1)≥e
H(m). (6.12)
To discuss how the linear operator B maps H(m) for each m ∈ {−1, 0, 1}Λ, we
introduce the notation M = {∅,m | m ∈ {−1, 0, 1}Λ}. Note that the operator B
consists of c∗iσc
∗
jσ and cjσciσ. For each m ∈ M, there exists an m′ ∈ M such that
c#iσc
#
jσH(m) ⊆ H(m′), where H(m′) = {0} if m′ = ∅. More precisely, m′ is of the form
m′ = {mk ± δki ± δkj}k∈Λ, where δki is the Kronecker delta. If mk ± δki ± δkj = ±2
for k = i or j, then we understand that m′ = ∅. A naive estimate tells us that
|e(m)−e(m′)| ≤ 6(|S|+V )+∆. Thus, if ψ ∈ ranEA[e,∞), then Bψ ∈ ranEA[e−G,∞).
✷
Corollary 6.9 Suppose that J − nδ > 0. For sufficiently large Λ, we have {B(A −
λ)−1}jN (±) ⊆Mρ, j = 1, . . . , d− 1 with d ∈ N which satisfies
d >
1
G
(
J − nδ
)
|Λ|+O(|Λ|1/2). (6.13)
Proof. By Proposition 6.8, we remark that if ψ ∈ ranEA
[
EA
(
P
(ω)
Λ
)
,∞
)
, then Bℓψ ∈
ranEA
[
EA
(
P
(ω)
Λ
)
−Gℓ,∞
)
for each ℓ ∈ N. If d satisfies
EA
(
P
(ω)
Λ
)
−Gd < ρ ≤ EA
(
P
(ω)
Λ
)
−G(d− 1), (6.14)
then it holds that {B(A − λ)−1}jN (±) ⊂ Mρ for j = 1, . . . , d − 1, where N (±) =
ran(P
(±)
Λ ). Thus, we have, by Lemma 6.6,
d >
1
G
{(
J − nδ
)
|Λ|+O
(
|Λ|1/2
)}
. (6.15)
This completes the proof. ✷
Completion of proof of Theorem 3.11
Note that TrH[P
(ω)
Λ Eδ] =
∑
n〈ψn|P(ω)Λ ψn〉, where {ψn}n is a complete orthonormal
system of ranEδ. By Theorem 6.1 and Corollary 6.9, we have 〈ψn|P(ω)Λ ψn〉 ≤ γd for
all n. Therefore, it holds that TrH[P
(ω)
Λ Eδ] ≤ 4|Λ|γd. Finally, we choose δ = β−ξ and
n = J ηβξ for arbitrary ξ, η ∈ (0, 1). ✷
7 Proof of Theorem 3.5 (B)
We divide the proof into two cases. In this section, we present proofs of the following
Theorems:
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Theorem 7.1 Assume that S ≥ 0 and ∆
2
+S > 0. For any ε > 0, we have
〈
P
(0)
o
〉
Λ
<
ε, provided that β and t−1 are sufficiently large.
and
Theorem 7.2 Assume that S < 0. Moreover, assume that
∆
2
− |S| > 0. For any
ε > 0, we have
〈
P
(0)
o
〉
Λ
< ε, provided that β and t−1 are sufficiently large.
7.1 Proof of Theorem 7.1
Lemma 7.3 Assume that |1− 〈q2
o
〉Λ| < ε. We have
〈
P
(0)
j
〉
Λ
< ε.
Proof. Note that, by the spectral theorem, we have
〈q2
o
〉Λ =
〈
P λ=+1
o
〉
Λ
+
〈
P λ=−1
o
〉
Λ
. (7.1)
Since P
(0)
o + P
λ=+1
o
+ P λ=−1
o
= 1l, we obtain the desired result. ✷
Lemma 7.4 We have 〈q2
o
〉1/2Λ ≥ 1−
8t
S + ∆2
− ln 4
β(S + ∆2 )
.
Proof. Because
V
2
∑
〈i,j〉
(qi − qj)2 ≥ 0, we have
〈−H˜〉Λ
|Λ| ≤ 8t+ S〈q
2
o
〉Λ − ∆
2
〈qo〉Λ. (7.2)
By using the fact |〈qo〉Λ| ≤ 〈q2o〉1/2Λ , we obtain
〈−H˜〉Λ
|Λ| ≤ 8t+
(
S +
∆
2
)
〈q2
o
〉1/2Λ , (7.3)
where we have used the fact that x ≤ √x for all x ∈ [0, 1].
Because Ω is the ground state of W and 〈Ω|TΩ〉 = 0, we have 〈Ω|H˜Ω〉 = −
(
S +
∆
2
)
|Λ|. Thus, by the Peierls–Bogoliubov inequality [39], we have
TrH
[
e−βH˜
] ≥ e−β〈Ω|H˜Ω〉 = eβ(S+∆2 ). (7.4)
Conversely, because of the convexity of lnTr[e−A], we have
〈−βH˜〉Λ ≥ ln TrH
[
e−βH˜
]− |Λ| ln 4. (7.5)
Combining Eqs. (7.3)–(7.5), we arrive at the result in the lemma. ✷
Completion of proof of Theorem 7.1
Theorem 7.1 immediately follows from Lemmas 7.3 and 7.4. ✷
26
7.2 Proof of Theorem 7.2
Because U
∑
j∈Λ
q2j ≥ 0, we have, from Eq. (3.6),
〈−H˜〉Λ
|Λ| ≤ 8t+ 4V 〈qoqδ1〉Λ −
∆
2
〈qo〉Λ. (7.6)
Because |〈qoqδ1〉| ≤ 〈q2o〉, |〈qo〉| ≤ 〈q2o〉1/2 and 〈q2o〉 ≤ 〈q2o〉1/2, we obtain
〈−H˜〉Λ
|Λ| ≤ 8t+
(
4V +
∆
2
)
〈q2
o
〉1/2Λ . (7.7)
We can easily verify that 〈Ω|H˜Ω〉 =
(
|S| − ∆
2
)
|Λ|. Thus, by the Peierls–Bogoliubov
inequality, we have lnTrH[e
−βH˜ ] ≥ β
(∆
2
− |S|
)
|Λ|. By combining this result with Eqs.
(7.5) and (7.7), we arrive at
〈q2
o
〉1/2Λ ≥
∆
2 − |S|
∆
2 + 4V
− 8t
∆
2 + 4V
− 2 ln 4
β(∆2 + 4V )
. (7.8)
Thus, for any ε > 0, we have
∣∣∣1− 〈q2
o
〉Λ
∣∣∣ < ε, provided that β and t−1 are sufficiently
large. The application of Lemma 7.3 concludes the assertion. ✷
A Dyson–Lieb–Simon inequality
Let XL and XR be complex Hilbert spaces. For simplicity, we suppose that dimXL =
dimXR <∞. Let ϑ be an antiunitary transformation from XL onto XR. Let A,B1, . . . , Bn ∈
B(XL). Assume that A is self-adjoint. Here we address the self-adjoint operator defined
by
H = A⊗ 1l + 1l⊗ ϑAϑ−1 −
n∑
j=1
(
Bj ⊗ ϑBjϑ−1 +B∗j ⊗ ϑB∗jϑ−1
)
. (A.1)
As usual, thermal expectation associated with H is given by
〈•〉 = TrXL⊗XR [• e−H ]
/
TrXL⊗XR [e
−H ]. (A.2)
The following theorem is a generalized version of the DLS inequality:
Theorem A.1 Let C,D ∈ B(XL). We have
(i) 〈C ⊗ ϑCϑ−1〉 ≥ 0,
(ii)
∣∣∣〈C ⊗ ϑDϑ−1〉∣∣∣ ≤ 〈C ⊗ ϑCϑ−1〉〈D ⊗ ϑDϑ−1〉.
Remark A.2 (i) In the original DLS inequality [7], all of the matrix elements of
A and Bj are assumed to be real. However, noted in Refs. [24, 27, 32], we can
weaken this assumption.
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(ii) As noted in Ref. [31], item (i) can be regarded as a non-commutative version of
the Griffiths inequality. ♦
Theorem A.1 can be proven by applying a series of lemmas. The basic idea of our
proof comes from Ref. [27].
We begin with the following observation:
Lemma A.3 For each A,B ∈ B(XL), we have
TrXL⊗XR
[
A⊗ ϑBϑ−1] = TrXL [A](TrXL [B])∗. (A.3)
In particular, we have
TrXL⊗XR
[
A⊗ ϑAϑ−1] = ∣∣TrXL [A]∣∣2 ≥ 0. (A.4)
Proof. It suffices to prove that TrXR
[
ϑBϑ−1
]
= (TrXL [B])
∗. Let {ei}i be a complete
orthonormal system in XR. Then {ϑ−1ei} is a complete orthonormal system in XL as
well. We have
TrXR
[
ϑBϑ−1
]
=
∑
i
〈ei|ϑBϑ−1ei〉 =
∑
i
〈ϑϑ−1ei|ϑBϑ−1ei〉 =
∑
i
(〈ϑ−1ei|Bϑ−1ei〉)∗
= (TrXL [B])
∗. (A.5)
This completes the proof. ✷
Let C0 be a convex cone defined by
C0 = Coni
{
A⊗ ϑAϑ−1
∣∣∣A ∈ B(XL)}, (A.6)
where Coni(S) is the conical hull of S. Let C be the closure of C0 under the operator
norm topology. A linear operator X on XL⊗XR is called reflection positive if X belongs
to C. If X is reflection positive, then we write X  0.
By Lemma A.3, we have the following:
Lemma A.4 If X  0, then TrXL⊗XR [X] ≥ 0.
The following lemma is often useful:
Lemma A.5 If X  0, Y  0, then we have the following
(i) XY  0;
(ii) aX + bY  0 for all a, b ≥ 0.
Proposition A.6 We have e−βH  0 for all β ≥ 0.
Proof. Let
H0 = A⊗ 1l + 1l⊗ ϑAϑ−1, V =
n∑
j=1
(
Bj ⊗ ϑBjϑ−1 +B∗j ⊗ ϑB∗jϑ−1
)
. (A.7)
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First, observe that e−βH0 = e−βA ⊗ ϑe−βAϑ−1  0 for all β ∈ R. Conversely, because
V  0, we have
eβV =
∞∑
n=0
βn
n!︸︷︷︸
≥0
V n︸︷︷︸
0
 0 (A.8)
for all β ≥ 0. By the Trotter–Kato product formula, we obtain
e−βH = lim
n→∞
(
e−βH0/n︸ ︷︷ ︸
0
eβV/n︸ ︷︷ ︸
0
)n  0 (A.9)
for all β ≥ 0. ✷
Proposition A.7 Assume that X  0. For each C,D ∈ B(XL), we have∣∣∣TrXL⊗XR[C ⊗ ϑDϑ−1X]∣∣∣2 ≤ TrXL⊗XR[C ⊗ ϑCϑ−1X]TrXL⊗XR[D ⊗ ϑDϑ−1X].
(A.10)
Proof. For simplicity, we assume that X ∈ C0. Thus, we can write X as X =
∑N
j=1Ej⊗
ϑEjϑ
−1. By Lemma A.3, we have
TrXL⊗XR
[
C ⊗ ϑDϑ−1X] = N∑
j=1
TrXL⊗XR
[
CEj ⊗ ϑDEjϑ−1
]
=
N∑
j=1
TrXL [CEj]
(
TrXL [DEj ]
)∗
. (A.11)
Hence, by the Schwartz inequality, we obtain
∣∣∣TrXL⊗XR[C ⊗ ϑDϑ−1X]∣∣∣2 ≤ N∑
j=1
∣∣∣TrXL [CEj ]∣∣∣2 N∑
j=1
∣∣∣TrXL [DEj]∣∣∣2
≤TrXL⊗XR
[
C ⊗ ϑCϑ−1X]TrXL⊗XR[D ⊗ ϑDϑ−1X].
(A.12)
This finishes the proof. ✷
Proof of Theorem A.1
By Proposition A.6, we have C ⊗ ϑCϑ−1e−βH  0 for all β ≥ 0. Therefore, by Lemma
A.4, we conclude item (i).
Item (ii) immediately follows from Propositions A.6 and A.7. ✷
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