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APPROXIMATION OF INTEGRATION OVER FINITE GROUPS,
DIFFERENCE SETS AND ASSOCIATION SCHEMES
HIROKI KAJIURA, MAKOTO MATSUMOTO, AND TAKAYUKI OKUDA
Abstract. Let G be a finite group and f : G → C be a function. For a non-
empty finite subset Y ⊂ G, let IY (f) denote the average of f over Y . Then,
IG(f) is the average of f over G. Using the decomposition of f into irreducible
components of CG as a representation of G × G, we define non-negative real
numbers V (f) and D(Y ), each depending only on f , Y , respectively, such
that an inequality of the form |IG(f) − IY (f)| ≤ V (f) ·D(Y ) holds. We give
a lower bound of D(Y ) depending only on #Y and #G. We show that the
lower bound is achieved if and only if #{(x, y) ∈ Y 2 | x−1y ∈ [a]}/#[a] is
independent of the choice of the conjugacy class [a] ⊂ G for a 6= 1. We call
such a Y ⊂ G as a pre-difference set in G, since the condition is satisfied if
Y is a difference set. If G is abelian, the condition is equivalent to that Y
is a difference set. We found a non-trivial pre-difference set in the dihedral
group of order 16, where no non-trivial difference set exists. A generalization
to commutative association schemes is also given.
1. Introduction and main results
Let X be a non-empty finite set, and Y be a non-empty subset of X . We denote
by CX the space of functions from X to C. For f ∈ CX , its integration I(f)
over X is defined as 1#X
∑
x∈X f(x). We use the term “integration” because of a
similarity to the theory of quasi-Monte Carlo integration, stated later. Similarly,
the integration IY (f) over Y is defined as
1
#Y
∑
x∈Y f(x). We would like to find
a finite subset so that the absolute integration error |I(f) − IY (f)| is small, for f
being in some function space F ⊂ CX . This is an analogue of quasi-Monte Carlo
methods in approximating the integration, where X is a hyper cube [0, 1]s and the
integration of f : X → R is with respect to the Lebesgue measure. A large amount
of studies exist, see for example [10] [6].
In this manuscript, we consider the case where X is a finite group G, and in
Section 5 a generalization where X has a structure of commutative association
scheme.
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Here, CX is equipped with a standard inner product and a norm:
〈f, g〉 :=
∑
x∈X
f(x)g(x), ||f || :=
√
〈f, f〉.
When G is a finite group, CG is a left G-module by defining the action g ∈ G on
f(−) ∈ CG by g(f(−)) = f(g−1(−)). Then CG has an orthogonal decomposition
CG = ⊕ρ∈ĜVρ, where Ĝ is the set of isomorphism classes of irreducible characters
and Vρ is the submodule isomorphic to the direct sum of the dim ρ copies of the
representation ρ. Hence, any f ∈ CG is decomposed as f = ⊕ρ∈Ĝfρ, and fρ is
called the ρ-component of f
We define non-negative real numbers ∂ρ(Y ) (which is ||IρY || defined in Proposi-
tion 2.5) such that |I(fρ) − IY (fρ)| ≤ ||fρ||∂ρ(Y ) holds, which is sharp since there
is an f with equality holds for all ρ (see Remark 2.7 below).
Theorem 1. Let G be a finite group, Y a nonempty subset of G, and f : G→ C a
function. Let I(f) be the average of f over G, IY (f) the average of f over Y . Let
fρ be the ρ-component of f , where ρ is an irreducible representation of G, namely,
ρ ∈ Ĝ. Define
∂ρ(Y ) :=
√
dim ρ
#Y 2#G
∑
x,y∈Y
χρ(x−1y),
where χρ is the character of ρ. Then we have |I(fρ) − IY (fρ)| ≤ ||fρ||∂ρ(Y ). For
the trivial representation ρ = 1G, we have |I(f1G)− IY (f1G)| = 0.
A proof is given in Section 2.
Corollary 2. We have
|I(f)− IY (f)| ≤
∑
ρ∈Ĝ\{1G}
||fρ||∂ρ(Y ) ≤ V (f)D(Y ),
where V (f) :=
∑
ρ∈Ĝ\{1G}
(||fρ|| dim ρ) and D(Y ) := maxρ∈Ĝ\{1G}
∂ρ(Y )
dim ρ .
Proof. We have I(f) =
∑
ρ∈Ĝ I(fρ). The above theorem implies the second in-
equality in
|I(f)− IY (f)| ≤
∑
ρ
|I(fρ)− IY (fρ)| ≤
∑
ρ6=1G
||fρ||∂ρ(Y )
=
∑
ρ6=1G
||fρ|| dim ρ · ∂ρ(Y )
dim ρ
≤
∑
ρ6=1G
||fρ|| dim ρ
D(Y ).

Note that V (f) depends only on f , and D(Y ) depends only on Y . Corollary 2
implies
|I(f)− IY (f)| ≤ V (f)D(Y ).
Such type of error bounds on QMC-integration appears in many researches; a fa-
mous example is Koksma-Hlawka inequality [10].
It is easy to show that D(G) = 0, so this bound is tight in this sense. Because
of this inequality, we are interested in finding a Y with fixed cardinality which
minimizes D(Y ). To obtain a simple lower bound of D(Y ), we begin with a relation
among ∂ρ(Y ):
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Proposition 1.1. For ∂ρ(Y ) defined in Theorem 1,∑
ρ
∂ρ(Y )
2 =
1
#Y
and ∂1G(Y )
2 = 1#G for the trivial representation 1G. Thus,∑
ρ6=1G
∂ρ(Y )
2 =
1
#Y
− 1
#G
.
A proof is given in Section 3.
Proposition 1.2. Let D(Y ) be the value defined in Corollary 2. Under the as-
sumptions in Theorem 1, a lower bound
D(Y ) ≥
√
1/#Y − 1/#G
#G− 1
holds. The equality holds if and only if
∂ρ(Y )
dim ρ =
√
1/#Y−1/#G
#G−1 holds for any ρ 6= 1G.
A proof is given in Section 3. Thus, D(Y ) is bounded below by a formula
depending only on #G and #Y . We are interested in the case where the equality
holds. If G is an abelian group, then the equality holds if and only if Y is a difference
set[2], as shown in Theorem 4.
Definition 1.3. Let G be a finite group, and Y its subset. Define λa := #{(x, y) ∈
Y × Y | x−1y = a}, where a ∈ G. A non-empty proper subset Y of G is a (v, k, λ)-
difference set if v = #G, k = #Y , and λa = λ for any a ∈ G except a = 1. Note
that λ1 = #Y . A difference set Y is said to be trivial if #(Y ) = 1, v − 1.
We define the notion of pre-difference set. We could not find this notion in the
literatures.
Definition 1.4. (pre-difference set)
Let G be a finite group, and Y its non-empty subset. Define λ[a] := #{(x, y) ∈
Y × Y | x−1y ∈ [a]}, for the conjugacy class [a] ⊂ G of a ∈ G. Then Y is a
(v, k, λ) pre-difference set if v = #G, k = #Y , and λ[a] = λ#[a] for any a ∈ G
except a = 1. Note that λ[1] = #Y . A pre-difference set Y is said to be trivial if
#(Y ) = 1, v − 1, v.
Remark 1.5. If Y is a difference set, then it is a pre-difference set. The converse
is not true, because there is a non-trivial pre-difference set in the dihedral group
of order 16, see Section 4. The parameter λ for pre-difference set appears to be a
rational number, but we shall show that it is an integer in Section 4.
The set Y = G is not considered as a difference set, but is considered as a pre-
difference set. This is because in the context of the integration, Y = G is the best
choice and we don’t want to exclude.
Theorem 3. Let G be a finite group and Y its non-empty subset. Then, the
following conditions are equivalent.
(1) Y is a pre-difference set, i.e., λ[a]/#[a] is independent of the choice of
a 6= 1.
(2) λ[a]/#[a] = (#Y
2 − #Y )/(#G − 1) holds for any a 6= 1, and λ[1] = #Y
holds.
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(3) ∂ρ(Y )/(dim ρ) =
√
1/#Y−1/#G
#G−1 holds for any ρ 6= 1G, and ∂1G(Y ) =
√
1
#G
holds.
(4) ∂ρ(Y )/(dim ρ) is independent of the choice of ρ ∈ Ĝ \ {1G}.
(5) The equality holds in the inequality
D(Y ) ≥
√
1/#Y − 1/#G
#G− 1
in Proposition 1.2.
A proof is given in Section 3.
Remark 1.6. Thus, when the cardinality of Y is fixed, D(Y ) attains the lower bound
above if and only if Y is a pre-difference set. It seems interesting that the optimal
choice for the Quasi-Monte Carlo in the above setting is equivalent to a natural
generalization of the notion of classical difference set.
If G is abelian, then [a] = {a}, λ[a] = λa, and dim ρ = 1. This shows the
following proposition.
Proposition 1.7. Let G be an abelian group. A subset Y ⊂ G is a difference set
if and only if Y 6= G and Y is a pre-difference set.
Thus, the above theorem implies the following theorem.
Theorem 4. Let G be a finite abelian group, and Y its non-empty subset. Then
the following conditions are equivalent.
(1) Y is a difference set or Y = G.
(2) ∂ρ(Y ) is independent of the choice of ρ ∈ Ĝ \ {1G}.
(3) The equality holds in the inequality
D(Y ) ≥
√
1/#Y − 1/#G
#G− 1
in Proposition 1.2.
In Section 5, we prove a theorem generalizing Theorem 3 in the context of com-
mutative association schemes.
2. Preliminary for the proofs and a proof of Theorem 1
Definition 2.1. For a finite set X , CX denotes the set of functions from X to C,
and C[X ] denotes the linear vector space with basis X . We identify CX = C[X ] by
f 7→∑x∈X f(x)x. A standard Hermitian inner product and the norm are defined
as in Section 1.
Definition 2.2. For x ∈ X , an element x ∈ C[X ] corresponds to the delta function
δx ∈ CX , defined by δx(y) = 0 if x 6= y and δx(y) = 1 if x = y, for y ∈ X . For
a subset Y , we define δY =
∑
y∈Y δy ∈ CX . Note that 〈δY , δZ〉 = #(Y ∩ Z). In
Section 1, we defined an operator taking the average over Y : IY : C
G → C. We
define IY := 1#Y δY ∈ CX representing the operator IY , i.e.,
IY (f) = 〈f, IY 〉
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holds. By definition, we have
〈IY , IZ〉 = 1
#Y#Z
#(Y ∩ Z).
If X is a group G, then for ρ ∈ Ĝ (see below), we denote the ρ-component of
δy, δY , IY by δρy , δρY , IρY , respectively.
Definition 2.3. In the above definition, suppose that G = X is a group. Then,
C[G] is a group ring. By left multiplication, C[G] is a left G-module. Let Ĝ denote
the set of isomorphism classes of irreducible representations of G. The character
of ρ is denoted by χρ. Normalized inner product is defined for C
G (and hence for
C[G]) by
(f, g)G :=
1
#G
∑
x∈G
f(x)g(x).
(This inner product is used only in Proposition 2.4 for stating orthonomality of the
characters.) Let C(G) be the set of conjugacy class, and for a ∈ G, [a] ∈ C(G)
denotes the class that contains a. The linear subspace CC(G) of CG = C[G] is the
center of C[G].
The following are well-known, see for example Serre [11, I, §2].
Proposition 2.4. (1) {χρ | ρ ∈ Ĝ} is an orthonormal basis of the space of
class functions CC(G) with respect to the normalized inner product.
(2) As a left G-module, C[G] = ⊕ρ∈ĜHρ, where Hρ is the isotypical component
to the irreducible representation ρ. The decomposition is orthogonal. Thus,
f ∈ C[G] is decomposed as f = ⊕ρfρ, and fρ ∈ Hρ is called the ρ-component
of f . The multiplicity of ρ in Hρ is dim ρ. Hence,
∑
ρ∈Ĝ(dim ρ)
2 = #G.
(3) Let
Eρ :=
dim ρ
#G
∑
g∈G
χρ(g)g ∈ C[G].
Then, the left multiplication of Eρ to C[G] is the projection C[G] → Hρ.
Thus, for f ∈ CX , its ρ-component fρ is Eρf (through the identification
CG = C[G] as left G-modules given in Definition 2.1).
The above proposition implies the following:
Proposition 2.5. For x ∈ G, the ρ-component δρx = Eρδx of δx is given in C[G]
by
δρx =
dim ρ
#G
∑
g∈G
χρ(g)gx =
dim ρ
#G
∑
g∈G
χρ(gx−1)g.
Through the identification C[G] = CG,
δρx(g) =
dim ρ
#G
χρ(gx−1) =
dim ρ
#G
χρ(xg
−1) =
dim ρ
#G
χρ(g
−1x).
Proposition 2.6. Let Y be a subset of G. Recall Definition 2.2 for various elements
in CG related with Y . For f ∈ CG,
IY (f) = 〈f, IY 〉 =
∑
ρ∈Ĝ
〈f, IρY 〉 =
∑
ρ∈Ĝ
〈fρ, IρY 〉 .
Proof. The first equality is shown in Definition 2.2. The second follows from IY =∑
ρ IρY . The third follows from the orthogonality of Hρ. 
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Proof of Theorem 1. Let 1G denote the trivial representation. Note that for any
f ∈ CG, I(f) = IG(f), and f1G = E1G(f) = I(f) (where I(f) denotes the constant
function with value I(f) in CG).
Since G acts on IG trivially, IρG = 0 for ρ 6= 1G, and I1GG = IG = 1/#G (i.e. the
constant function with value 1/#G in CG). By Proposition 2.6, we have
IG(f)− IY (f) = 〈f, IG − IY 〉
=
∑
ρ
〈fρ, IρG − IρY 〉
= 〈f1G , IG − IY 〉+
∑
ρ6=1G
〈fρ,−IρY 〉
=
∑
ρ6=1G
〈fρ,−IρY 〉 .
(The last equality follows from IG(f) = IY (f) for a constant function f , and that
for any f , f1G is a constant function). Thus
|IG(f)− IY (f)| ≤
∑
ρ6=1G
| 〈fρ,−IρY 〉 |
≤
∑
ρ6=1G
||fρ|| · ||IρY ||.
Then, by IρY = 1#Y δρY and using Propositions 2.5 and 2.6
||IρY ||2 = 〈IρY , IρY 〉
= 〈IρY , IY 〉
= IY (IρY ) =
1
#Y
∑
y∈Y
IρY (y)
=
1
#Y 2
∑
y∈Y
∑
x∈Y
δρx(y)
=
dim ρ
#Y 2#G
∑
y,x∈Y
χρ(xy
−1)
=
dim ρ
#Y 2#G
∑
x,y∈Y
χρ(x
−1y).
Hence, by putting
∂ρ(Y ) := ||IρY || =
√
dim ρ
#Y 2#G
∑
x,y∈Y
χρ(x−1y),
we prove Theorem 1.
Remark 2.7. If we put f := IY , then the equalities hold for the two inequalities
in the proof. This is a worst function for the Quasi-Monte Carlo integration by
Y . Moreover, if Y is a pre-difference set, then (4) of Theorem 3 implies that the
equalities hold in the inequalities in Corollary 2. Thus the bound V (f)D(Y ) is
tight in this sense.
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3. Proofs of Propositions 1.1, 1.2 and Theorem 3
Proof of Proposition 1.1. Since ∂ρ(Y ) = ||IρY ||,∑
ρ
∂ρ(Y )
2 =
∑
ρ
||IρY ||2 = ||
∑
ρ
IρY ||2 = ||IY ||2
= 〈IY , IY 〉 = #(Y ∩ Y )
#Y#Y
=
1
#Y
holds by a formula in Definition 2.2. For ρ = 1G, I1GY is a constant function with
value IG(IY ) = IG( 1#Y δY ) = 1/#G. Thus
||I1GY ||2 =
∑
g∈G
(1/#G)2 =
1
#G
.
This proves Proposition 1.1.
Lemma 3.1. Let y1, . . . , yn be non negative real numbers with
∑
i yi = a. Let
d1, . . . , dn be positive real numbers. Let M be max
n
i=1 yi/di. Then M ≥ a/(
∑
i di),
and the equality follows if and only if yi/di = a/(
∑
i di) for each i = 1, . . . , n.
Proof. Since M ≥ yi/di,
∑
i(Mdi) ≥
∑
i yi = a and hence the inequality holds. If
the equality holds, then M = yi/di holds for each i, hence the result. 
Now we prove Proposition 1.2. By Proposition 1.1, it follows that∑
ρ6=1G
∂ρ(Y )
2 =
1
#Y
− 1
#G
.
By the lemma above with yi being ∂ρ(Y )
2 and di being (dim ρ)
2, it follows that
D(Y )2 = max
ρ6=1G
(∂ρ(Y )/ dim ρ)
2 ≥
(
1
#Y
− 1
#G
)
/(
∑
ρ6=1G
(dim ρ)2),
where
∑
ρ6=1G
(dim ρ)2 = #G − 1 by Proposition 2.4, and the equality holds if
and only if ∂ρY / dim ρ =
√
( 1#Y − 1#G)/(#G− 1) for any ρ 6= 1G. This proves
Proposition 1.2.
Proof of Theorem 3. From definition of ∂ρ(Y ) and Proposition 2.5 we have(
∂ρ(Y )
dim ρ
)2
=
1
dim ρ2
∑
x,y∈Y
dim ρ
#Y 2#G
χρ(x
−1y)
=
1
#Y 2#G
∑
x,y∈Y
χρ(x
−1y)
dim ρ
=
1
#Y 2#G
∑
[a]∈C(G)
λ[a]
χρ(a)
dim ρ
=
1
#Y 2#G
∑
[a]∈C(G)
λ[a]
#[a]
χρ(a)
dim ρ
#[a].
Summarizing the above computation, we have:
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Lemma 3.2. Let (P (ρ, [a])) (ρ ∈ Ĝ, [a] ∈ C(G)) be the matrix defined by P (ρ, [a]) =
1
#Y 2#G
χρ(a)
dim ρ#[a]. By the orthogonality of the characters, this matrix is invertible.
The above formula shows that the vector (
λ[a]
#[a]) ([a] ∈ C(G)) is mapped to the vector
(
∂ρ(Y )
dim ρ )
2 (ρ ∈ Ĝ) by P .
We shall prove the equivalence between (1)-(5) in Theorem 3.
Proof of (1) ⇔ (2). Now we assume (1). Then λ[a]/#[a] = λ for a 6= 1. Since∑
[a]∈C(G) λ[a] = #Y
2,
∑
[a]∈C(G)\{[1]} λ[a] = #Y
2 −#Y follows. By λ[a] = #[a]λ,∑
[a]∈C(G)\{[1]} λ[a] = λ
∑
[a]∈C(G)\{[1]}#[a] = λ(#G−1). Thus, λ = #Y
2−#Y
#G−1 , and
(2) follows since λ[1] = #Y always hold. Clearly (2) implies (1).
Proof of (2) ⇔ (3). We show that (2) implies (3). Put λ := #Y 2−#Y#G−1 . Lemma 3.2
gives for ρ 6= 1G(
∂ρ(Y )
dim ρ
)2
=
1
#Y 2#G
∑
[a]∈C(G)
λ[a]
#[a]
χρ(a)
dim ρ
#[a]
=
1
#Y 2#G
(λ[1]
χρ(1)
dim ρ
#[1] +
∑
[a] 6=[1]
λ
χρ(a)
dim ρ
#[a])
=
1
#Y 2#G
(#Y − λχρ(1)
dim ρ
)
=
1
#Y 2#G
(#Y − λ)
=
1
#Y 2#G
(#Y − #Y
2 −#Y
#G− 1 )
=
1
#Y 2#G
#Y#G−#Y 2
#G− 1
=
1/#Y − 1/#G
#G− 1 .
The third equality used the orthogonality of the characters∑
a∈G
χ1G(a)χρ(a) = 0
for ρ 6= 1G ([11, I, §2, Proposition 7]). For ρ = 1G, a similar computation using
Lemma 3.2 gives
(
∂ρ(Y )
dim ρ
)2
= 1/#G. This implies (3), and that P maps the vector
(v[a]) ([a] ∈ C(G)) with components v[a] = (#Y 2 − #Y )/(#G − 1) ([a] 6= [1])
and v[1] = #Y to the vector (wρ) (ρ ∈ Ĝ) with wρ = 1/#Y−1/#G#G−1 (ρ 6= 1G) and
w1G = 1/#G. Now assume (3). Since P is a regular matrix, the above fact shows
that (3) implies (2).
Proof of (3) ⇔ (4). Clearly (3) implies (4). We assume (4), namely, (∂ρ(Y )dim ρ )2 = C
for ρ 6= 1G. For ρ = 1G, ∂1G (Y )dim 1G
2
= 1#G is proved in Proposition 1.1, and since
∂ρ(Y )
2 = C(dim ρ)2, their sum over ρ 6= 1G is
C
∑
ρ6=1G
(dim ρ)2 = C(#G− 1).
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By Proposition 1.1, this value is 1#Y − 1#G , and hence C = ( 1#Y − 1#G )/(#G− 1).
This implies (3).
Proof of (3) ⇔ (5). By Proposition 1.2, the equality of (5) holds if and only if (3)
holds, since ∂1G(Y ) =
√
1
#G always holds.
These prove Theorem 3 (and thus Theorem 4).
4. Pre-difference sets
4.1. A pre-difference set which is not a difference set.
Proposition 4.1. Let D16 be the dihedral group of order 16 presented by
〈
s, r | s2 = r8 = (sr)2 = 1〉.
Then, the subset Y = {1, r, s, sr3, sr5, sr7} is a (16, 6, 2) pre-difference set. This is
not a difference set.
A proof is done by a program using GAP[8]. The element sr is not a difference
of two elements in Y , and hence Y is not a difference set.
Remark 4.2. It is conjectured that any dihedral group D2n has only trivial differ-
ence sets[7, Remark 4.4]. The conjecture is true for n being a prime power ([5,
Theorem 1.3] for the prime 2, [7, Theorem 4.5] for odd primes). Thus, D16 has no
non-trivial difference set, but has non-trivial pre-difference set.
4.2. Groups of order 16. There are 14 isomorphism classes among groups of
order 16. Using GAP, we obtained the following result for each class. In this
section, we consider only non-trivial pre-difference sets and non-trivial difference
sets.
(1) For Z/16, no pre-difference set exists.
(2) For (Z/4)2, Z/8 × Z/2, Z/4 × (Z/2)2, Quartanion×Z/2 and (Z/2)4, pre-
difference sets exist and they all are difference sets.
(3) For SmallGroup(16,3), the non-trivial semidirect product of Z/4 by Z/4,
M16, the semidihedral group SD16, the generalized quaternion group Q16,
D8 × Z/2 and the central product of D8 and Z/4, difference sets exist and
other pre-difference sets exist.
(4) For D16, no difference set exists but pre-difference sets exist.
4.3. Properties of pre-difference set. The following theorem shows that pre-
difference sets share many properties of difference sets.
Theorem 4.3. Let G be a finite group and Y be a (v, k, λ) pre-difference set. Then
we have the following:
(1) λ is a positive integer.
(2) λ(v − 1) = (k2 − k) holds.
(3) If Y 6= G, then the complement Y c is a (v, v− k, v− 2k+ λ) pre-difference
set.
Proof. (1). For any a ∈ G with a 6= 1, λ#[a] is a positive integer by definition.
Now the conjugacy class formula tells that
#G = 1 +
∑
[a]∈C(G)\{[1]}
#[a].
Multiply the both sides by λ. Since #G is a multiple of any #[a], #Gλ is an
integer. The latter term of the right hand side, when multiplied by λ, is also an
integer. Hence, 1× λ is an integer.
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(2). This is equivalent to the condition (2) of Theorem 3.
(3) For a subset Y ⊂ G, by abuse of language, let Y denote∑y∈Y y ∈ C[G], and
Y −1 denote
∑
y∈Y y
−1. For any subset H ⊂ G, HG = (#H)G holds in C[G]. Let
C be C(G). Let f : C[G]→ C[C] be the induced linear map from G→ C, a 7→ [a].
Then, Y being a pre-difference set is equivalent to that f(Y Y −1) = f((k−λ)e+λG),
where e is the unit of G. Put Z = G− Y . Then, in C[G], we have
ZZ−1 = (G− Y )(G− Y −1) = G2 −GY −GY −1 + Y Y −1
= (#G − 2#Y )G+ Y Y −1.
Thus
f(ZZ−1) = (#G−2#Y )f(G)+f((k−λ)e+λG) = f((v−2k+λ)G+(k−λ)e) = f(λ′G+(k′−λ′)e)
holds for λ′ = v− 2k+λ and k′ = v− k. This shows that Z = Y c is a (v, v− k, v−
2k + λ) pre-difference set. 
5. Association schemes and Delsarte theory
5.1. Basic facts. Let us recall the notion of commutative association schemes
briefly. See [1][3] for details. Let X be a finite set. By M(X ;C) we denote the
matrix algebra over C, where the rows and columns are indexed by X . Let C be
a finite set with a specified element i0 ∈ C. Let R : X × X → C be a surjective
function. For i ∈ C, R−1(i) ⊂ X ×X gives a square matrix Ai ∈M(X ;C), where
Ai(x, y) is 1 if R(x, y) = i and 0 otherwise. We assume that Ai0 is the identity
matrix. For any i, we assume that there is an i′ such that tAi = Ai′ . The tuple
(R,X,C) is called an association scheme if the linear span of Ai(x, y) (i ∈ C) over
C in the matrix algebra M(X ;C) is closed under matrix multiplication, and hence
a subalgebra of M(X ;C). This subalgebra is called the Bose-Mesner algebra AX
of the association scheme. If it is commutative, then the association scheme is said
to be commutative. In this subsection, we deal with only commutative association
schemes.
The (Ai) is a linear basis of AX . Hadamard product of A,B ∈ M(X ;C) is
defined by the component-wise product (A ◦ B)(x, y) = (A(x, y)B(x, y)). The set
{Ai | i ∈ C} consists of the primitive idempotents of AX with respect to the
Hadamard product. It is known that AX is closed under transpose and complex
conjugate. Since M(X ;C) acts on C[X ], so does AX . Since AX is commutative,
we may simultaneously diagonalize all elements of AX . That is, we have a set of
common eigen vectors ek ∈ C[X ] consisting a basis. The action of AX on ek gives a
ring homomorphism AX → C. Different ek may give the same ring homomorphism,
so let X̂ be the set of different ring homomorphisms ρ : AX → C obtained in this
way. Then, AX → CX̂ is an isomorphism (where the multiplication of AX is
given by the matrix multiplication). Thus, there is a set of primitive idempotents
Eρ ∈ AX , ρ ∈ X̂. There is a special primitive idempotent Ej0 := 1#XJ , where J
denotes the matrix with all components being 1.
This shows that
CC → AX → CX̂
are isomorphisms of C-vector spaces, where the left map is an isomorphism as a
ring (CC the direct product and AX the Hadamard product), and the right map is
an isomorphism as a ring (AX the matrix product and C
X̂ the direct product).
INTEGRATION OVER FINITE GROUPS AND DIFFERENCE SETS 11
We have orthogonal decomposition of C[X ] = ⊕ρ∈X̂Vρ, where Vρ is the largest
subspace such that AX acts on Vρ via character ρ of AX . The one dimensional
subspace spanned by
∑
x∈X x ∈ C[X ] is Vj0 .
A typical example of commutative association schemes is a group association
scheme associated to a finite group G. In this case, X = G, C = C(G), and
R : G×G→ C(G) is given by x, y 7→ [x−1y]. The group ring C[G] acts from left on
C[G], and thus C[G] ⊂ M(G;C). It is known that the Bose-Mesner algebra AX is
the center of C[G] (= C[C(G)]), A[a] is the matrix representation of [a] ∈ C[G]. The
set X̂ may be taken as Ĝ, and Eρ is the projection from C[G] to the ρ-component
of C[G] (as a left G-module).
5.2. Quasi-Monte Carlo in an association scheme. Let Y ⊂ X be a non-
empty finite set. Objects defined in Definition 2.1 such as δY :=
∑
y∈Y y ∈ C[X ]
are available for any set. Take f ∈ C[X ], and let IY be 1#Y δY . Then 〈f, IY 〉 =
1
#Y
∑
y∈Y f(y). Any f decomposes to the sum of fρ ∈ Vρ uniquely, and fρ is called
the ρ-component of f . (For f = IY , its ρ-component is denoted by I
ρ
Y ). Because
of the orthogonality of Vρ, ||f ||2 =
∑
ρ ||fρ||2. Because C · IX ⊂ C[X ] is the j0
component of C[X ], IρX = 0 for ρ 6= j0. Generally, fj0 =
∑
x∈X 〈f, IX〉x holds.
By defining ∂ρ(Y ) := ||IρY ||, we obtain the same inequalities as in Theorem 1.
Theorem 5.1. Let (R,X,C) be a commutative association scheme, Y a nonempty
subset of X, and f : X → C a function. This function is identified with∑x∈X f(x)x ∈
C[X ]. Let I(f) be the average of f over X, IY (f) the average of f over Y . Let
fρ be the ρ-component of f for each ρ ∈ X̂. Define ∂ρ(Y ) := ||IρY ||. Then we
have |I(fρ) − IY (fρ)| ≤ ||fρ||∂ρ(Y ). For the trivial representation ρ = j0, we have
|I(fj0)− IY (fj0)| = 0.
Proof. This is because
I(fρ)− IY (fρ) = 〈fρ, IX − IY 〉 ,
(Ij0X − Ij0Y ) = 0 and IρX = 0 for ρ ∈ X̂, ρ 6= j0. The right hand side 〈fρ, IX − IY 〉
of the equation for ρ 6= j0 is
〈fρ, IρX − IρY 〉 = 〈fρ,−IρY 〉
and its absolute value is bounded by
||fρ|| · ||IρY || = ||fρ|| · ∂ρ(Y ).

Corollary 5.2. We have
|I(f)− IY (f)| ≤
∑
ρ∈X̂\{j0}
||fρ||∂ρ(Y ) ≤ V (f)D(Y ),
where V (f) :=
(∑
ρ∈X̂\{j0}
||fρ||
√
dimVρ
)
and D(Y ) := maxρ∈X̂\{j0}
∂ρ(Y )√
dimVρ
.
The proof is the same as that of Corollary 2.
Proposition 5.3. For ∂ρ(Y ) defined in Theorem 5.1,∑
ρ
∂ρ(Y )
2 =
1
#Y
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and ∂j0(Y )
2 = 1#X . Thus, ∑
ρ6=j0
∂ρ(Y )
2 =
1
#Y
− 1
#X
.
Proof. The first equality follows from∑
ρ
∂ρ(Y )
2 =
∑
ρ
||IρY ||2 = 〈IY , IY 〉 = 1/#Y.
(See the formula in Definition 2.2.) We have
∂j0(Y )
2 = 〈Ij0Y , Ij0Y 〉,
but this is 1/#X since Ij0Y (x) = 〈IY , IX〉 = 1#X 1#Y (#(Y ∩X)) = 1#X and hence
〈Ij0Y , Ij0Y 〉 = #X 1#X2 = 1#X . 
Proposition 5.4. Let D(Y ) be the value defined in Corollary 5.2. Under the
assumptions in Theorem 5.1, a lower bound
D(Y ) ≥
√
1/#Y − 1/#X
#X − 1
holds. The equality holds if and only if
∂ρ(Y )√
dimVρ
=
√
1/#Y−1/#G
#G−1 holds for any
ρ 6= j0.
The proof is the same as that of Proposition 1.2.
5.3. Delsarte theory and difference sets.
Definition 5.5. The C-vector space M(X ;C) is equipped with the standard Her-
mitian inner product
〈A,B〉 = trace(AB∗) =
∑
x,y∈X
ax,ybx,y.
Definition 5.6. For Y ⊂ X , we define ∆Y ∈ M(X ;C) by (∆Y )(x, y) = 1 for
x, y ∈ Y and 0 otherwise.
Lemma 5.7. We define
λi(Y ) := 〈Ai,∆Y 〉 .
Then λi(Y ) = #{(x, y) ∈ Y 2 | Ai(x, y) = 1}. (This is the inner distribution
in [3] multiplied by a scalar #Y . If X is a group association scheme of G, then
λ[a](Y ) = λ[a] defined in Theorem 3.)
We have
||δρY ||2 = 〈Eρ,∆Y 〉 .
Proof. For any A ∈M(X,C), we have 〈A,∆Y 〉 = 〈AδY , δY 〉 where the second inner
product is that for C[X ]. The first statement follows immediately, and the second
statement follows from δρY = EρδY and the orthogonality of Vρ. 
We prepare for a generalization of Theorem 3.
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Proposition 5.8. Let X,R : X ×X → C be a commutative association scheme.
The Hadamard idempotents Ai (i ∈ C) form a (not necessary normalized) orthogo-
nal basis of AX , and 〈Ai, Ai〉 = ki#X (ki is the number of ones in a column of Ai,
which is independent of the choice of the column, usually called the i-th valency).
The ordinal idempotents Eρ (ρ ∈ X̂) form also a (not necessary normalized)
orthogonal basis of AX , and 〈Eρ, Eρ〉 = dimVρ.
Proof. Orthogonality of Ai comes from that 〈A,B〉 is the sum of all components of
the Hadamard product A◦B and Ai’s are primitive idempotents. The value of inner
product is an easy counting. Orthogonality of Eρ comes from 〈A,B〉 = traceAB∗,
E∗ρ = Eρ, and that Eρ’s are primitive idempotents. Since Eρ is the projector to Vρ,
its trace is dimVρ, which is 〈Eρ, Eρ〉 = traceE2ρ = traceEρ. 
The following lemma is obvious.
Lemma 5.9. Let V be a C-vector space with Hermitian inner product 〈, 〉. Let
W ⊂ V be a subspace, with an orthogonal basis w1, . . . , wn. Then the orthogonal
projection V →W , v 7→ vW is given by
vW =
n∑
i=1
〈v, wi〉
〈wi, wi〉wi.
Proof. For a unique h ∈W⊥, we have
v = vW ⊕ h =
∑
i
aiwi ⊕ h.
Since
〈v, wi〉 = ai 〈wi, wi〉 ,
it follows that
vW =
∑
i
aiwi =
n∑
i=1
〈v, wi〉
〈wi, wi〉wi.

Corollary 5.10. Let X be a commutative association scheme. For any M ∈
M(X,C), its orthogonal projection MA to AX is
MA =
∑
i∈C
〈M,Ai〉
〈Ai, Ai〉Ai
=
∑
ρ∈X̂
〈M,Eρ〉
〈Eρ, Eρ〉Eρ.
Putting M = ∆Y , we proved
Corollary 5.11.
(∆Y )A =
∑
i∈C
λi(Y )
ki#X
Ai
=
∑
ρ∈X̂
||δρY ||2
(dimVρ)
Eρ.
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Remark 5.12. The vector λi(Y ) (i ∈ C) is called the inner distribution vector of
Y (times #Y ) in [3, §3.1 (3.1)]. The above result is proved implicitly in [3, §3.1],
but we give a proof here for simplicity and the self-containedness. Note that the
definition of inner distribution adopted in [4, Definition 4.1] coincides with λi(Y )/ki.
The above result is also deduced from the arguments in Section 3 there.
Lemma 5.13. Let V be the linear subspace of AX spanned by the identity matrix
I and J . Then,
∑
i∈C aiAi ∈ V if and only if the value ai is independent of the
choice of i ∈ C \ {i0}. Similarly,
∑
ρ∈X̂ aρEρ ∈ V if and only if the value aρ is
independent of the choice of ρ ∈ X̂ \ {j0}.
Proof. It is known that Ai0 = I and
∑
i∈C Ai = J . The first statement follows from
the linear independence of Ai. Also, it is known that Ej0 =
1
#XJ and
∑
ρ∈X̂ Eρ = I.
The second statement follows from the linear independence of Eρ. 
The next theorem is a direct consequence of the above lemma and Corollary 5.11.
Theorem 5.14. Let X be a commutative association scheme, and Y its subset.
Then, λi(Y )ki#X is independent of the choice of i 6= i0 if and only if
||δρY ||
2
(dimVρ)
is indepen-
dent of the choice of ρ 6= j0.
This theorem and Proposition 5.4 show the following theorem, which generalizes
Theorem 3.
Theorem 5.15. Let (X,R,C) be a commutative association scheme and Y a non-
empty subset of X. Then, the following conditions are equivalent.
(1) λi(Y )/ki is independent of choice of i ∈ C except i = i0, where ki is the
number of 1 in a column of Ai (called the i-th valency).
(2) λi(Y )/ki = (#Y
2 − #Y )/(#X − 1) holds for any i 6= i0, and λi0 = #Y
holds.
(3) ∂ρ(Y )/
√
dimVρ =
√
1/#Y−1/#X
#X−1 holds for any ρ 6= j0, and ∂j0(Y ) =
√
1
#X
holds.
(4) ∂ρ(Y )/
√
dimVρ is independent of the choice of ρ ∈ X̂ \ {j0}.
(5) The equality holds in the inequality
D(Y ) ≥
√
1/#Y − 1/#X
#X − 1
in Proposition 5.4.
Proof. Recall that ∂ρ(Y ) = ||IρY ||.
• Equivalence (1) ⇔ (4): Theorem 5.14 implies the equivalence between (1)
and (4).
• Equivalence (3)⇔ (5): Proposition 5.4 implies the equivalence between (3)
and (5), since ∂j0(Y ) =
√
1/#X always hold.
• Equivalence (3) ⇔ (4): (3) implies (4). Assume (4), and put K :=
∂ρ(Y )
2/(dimVρ). Proposition 5.3 implies ∂j0(Y )
2 = 1/#X . Putting ∂ρ(Y )
2 =
K(dimVρ) in the second equality in Proposition 5.3, we have
∑
ρ6=j0
K(dimVρ) =
1/#Y − 1/#X . Since ∑ρ6=j0 dimVρ = #X − 1, we have K = (1/#Y −
1/#X)/(#X − 1), which implies (3).
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• Equivalence (1) ⇔ (2): (2) implies (1). Assume (1), and put K :=
λi(Y )/ki. From Lemma 5.7, it follows that λi0 (Y ) = #Y , and λi(Y ) =
#(Y 2 ∩ R−1(i)). Thus, ∑i∈C λi(Y ) = #Y 2. Putting λi(Y ) = kiK
for i 6= i0 and using
∑
i6=i0
ki = #X − 1 (since
∑
iAi = J), we have
K(#X − 1) + #Y = #Y 2, and thus K = (#Y 2 −#Y )/(#X − 1), which
implies (2). Note that this proof does not use the commutativity of the
association scheme.

We give a second proof of Theorem 3.
Proof. Let G be a finite group, and consider the associated commutative group
association scheme (G,R,C(G)). Let Y be a non-empty subset ofG. Then
λ[a](Y )
ki
=
λ[a]
#[a] and
||δρY ||
2
(dimVρ)
=
||δρY ||
2
(dim ρ)2 , since Hρ has dimension (dim ρ)
2. Now the conditions
(1)-(5) in Theorem 3 are the same as those in Theorem 5.15. 
We close this paper by proposing a notion of a difference set in an association
scheme, which is equivalent to the condition (1) in Theorem 5.15 and unifies the
notions of difference set and pre-difference set.
Definition 5.16. Let (X,R,C) be an association scheme, which may be non-
commutative. Let i0 ∈ C be the element with Ai0 = I. A non-empty subset Y of
X is said to be a difference set in the association scheme (X,R,C), if there is a
constant λ ∈ Q such that λ = #(Y 2∩R−1(i))/ki holds for any i ∈ C except i = i0,
where ki is the valency of Ai.
It is known that for a finite group G, R : G × G → G given by R(g, h) =
g−1h is an association scheme (G,R,G) (which is commutative if and only if G is
commutative). A difference set Y ⊂ G (in a usual sense) is a difference set in the
association scheme (G,R,G) with Y 6= G. A pre-difference set is a difference set in
the group association scheme (G,R,C(G)).
Remark 5.17. Theorem 5.15 (1) ⇒ (2) (whose proof does not use the commuta-
tivity) shows that λ(v − 1) = k(k − 1) holds for v := #G and k := #Y . Using a
table of all association schemes of order 16 [9], we find examples of difference sets in
association schemes with non-integer value of λ = 2/5, 4/5, 4/3, 14/5, etc., as well
as usual integer values λ = 2, 6, by using GAP.
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