DRA network in [16], and the ACN, ABN, and MDN networks in [9]. In [3], the SW-banyan network with added stage@) is analyzed, where an (m -1)-fault-tolerant network is considered failed upon the OO18-9340/89/1100-1600$01 .OO @ 1989 IEEE IEEE TRANSACTIONS ON COMPUTERS, VOL. 38, NO. 11, NOVEMBER 1989 1601 failure of the mth switching element. This underestimates network reliability. Basic terminal reliability, also called two-terminal reliability, addresses the probability that a given source-destination pair has at least one fault-free path between them. This considers the smallest subset of the pairings between sources and destinations. Whereas network reliability, also called all-terminal reliability, addresses the probability that at least one path exists between each source and every destination and properly establishes the reliability of the MIN. In this paper, we will perform a network reliability analysis of the SEN and SEN+ and compare these networks. The general problem studied in this paper is known to be NP-hard [15]. It is for this reason that other authors (e.g., Das and Bhuyan in [6]) have resorted to Monte Carlo simulations to examine "small" networks.
the input transitions at t = t 1 and t = f Z imply a pulse at the input port Il of the component. The mechanism is illustrated through an example presented subsequently.
ns and the input signals at ports A and B. Although both of the input signals at A and B are logical 1 and 2 ns in width that is much larger than t p / h = 0.5 ns, the overlapping region where both inputs are high constitutes a pulse width of only (2 -1.95) ns = 0.05 ns that is much smaller than tplh = 0.5 ns and, consequently, may not switch the AND gate. The mechanism presented earlier in this section identifies this situation and discards the effects of the input transitions at t = 1.95 ns and t = 2 ns as discussed subsequently.
Corresponding to the transition at port A at t = 0, an output value 0 is determined by evaluating the AND gate description under the assumption that fph/ = t p / h = 0 ns and this does not indicate a change from the previous value of the AND gate, the data structure continues to store the previous information. Corresponding to the second transition at port B at t = 1.95 ns, an output value 1 is determined similar to the previous instance and stored in the data structure along with t = 1.95 ns and the input port B . Corresponding to the third transition at A at t = 2 ns, an output value 0 is determined. Since a pulse of value 1 is implied at the output caused by the input transitions at t = 1.95 ns and t = 2 ns and the difference (2 -1.95) = 0.05 ns is smaller than t p / h = 0.5 ns, the resulting effect of the combination of input transitions at t = 1.95 ns and t=2 ns is discarded. Consequently, the mechanism correctly predicts no change in the value at the output port.
The limitations of the preemptive scheduling mechanism may be expressed as follows. The semantics of behavior descriptions of components depends to a significant extent on the timed assignment statements. When a number of preemptions occur among multiple events, it may be difficult to understand the behavior of a component from its description. Also, where the behavior of a component in a digital design is such that an output signal transition corresponding to an input signal at t = t z occurs earlier in time compared to an output transition corresponding to an input signal at t = t l ( t l < t 2 ) , preemptive scheduling will generate erroneous results. The use of such components in designs, however, is extremely infrequent.
The approach presented in this section has been implemented and verified in a modified ADLIB-SABLE system at Stanford University. The paper has examined the inadequacy of the anticipatory timing semantics in the conventional hardware description languages. It has presented the preemptive scheduling mechanism that may detect and discard inconsistent events during simulation thereby producing correct results. This paper has also presented empirical measures for the inertial delays of components that are essential for accurate simulation. The mechanism presented in this paper has been implemented and verified in the ADLIB-SABLE system. Also, the semantics of the timing constructs of VHDL has been modified from anticipatory in version 5.0 [lo] Index Terms-Multistage interconnection network, network reliability, reliability, shuffle-exchange network.
I. INTRODUCTION
As the acceptance and subsequent use of multiprocessor systems increase, the reliability and performance characteristics of the networks that interconnect processors to processors and processors to memories are receiving increased attention. A brief survey of interconnection networks is found in [7] , and a survey of the fault-tolerant attributes of multistage interconnection networks is found in [l] . In this paper, we examine the reliability aspects of multistage interconnection networks (MIN's). Specifically, we will focus on the unique- The focus of the reliability analysis that has been performed on MIN's, however, has been either 1) in terms of the average number of switch failures tolerated and mean time to failure; or 2) on terminal reliability, a measure often used for packet-switching applications.
Analysis using the former measure can be found for the F-network in [4] , the augmented C-network (ACN) and merged delta network (MDN) in [18] , and augmented bidelta network (ABN) in [9] , and the modified omega network in [13] . In addition, terminal reliability analysis has been performed on the gamma network in [17], IN-failure of the mth switching element. This underestimates network reliability.
Basic terminal reliability, also called two-terminal reliability, addresses the probability that a given source-destination pair has at least one fault-free path between them. This considers the smallest subset of the pairings between sources and destinations. Whereas network reliability, also called all-terminal reliability, addresses the probability that at least one path exists between each source and every destination and properly establishes the reliability of the MIN. In this paper, we will perform a network reliability analysis of the SEN and SEN+ and compare these networks. The general problem studied in this paper is known to be NP-hard [15] . It is for this reason that other authors (e.g., Das and Bhuyan in [6] ) have resorted to Monte Carlo simulations to examine "small" networks.
We will begin by describing the SEN and SEN+ networks in the next section. Section I11 provides exact transient reliability analysis of small networks. Then in Section IV we derive lower and upper bounds for approximating the reliability of larger networks. The lower bound obtained is compared to the exact solution derived for the 16 x 16 SEN+ to verify that it is a close approximation of SEN+ reliability, and then this lower bound is used for analyzing SEN+ networks up to size 1024 x 1024. A comparison of the mean time to failure of these networks is presented in Section V. Section VI contains concluding remarks.
U. NETWORK DESCRIPTIONS
While we have chosen to analyze the shuffle-exchange multistage interconnection network (SEN), we observe that the SEN is just one network in a large class of topologically equivalent MIN's that include the omega, indirect binary n-cube, baseline, and generalized cube [20] . Fig. 1 is an example of an 8 x 8 SEN. Each switching element (SE), the basic building block of a SEN, can be viewed as a 2 x 2 SEN. The SE can either transmit the inputs straight through itself or exchange the inputs.
The specific SEN'S we will examine will have N = 2" inputs, termed sources (S's), and 2" outputs, termed destinations (D's).
There is a unique path between each source-destination pair. The SEN has n stages and each stage has N/2 switching elements. The network complexity, defined as the total number of switching elements in the MIN, is (N/2) (log, N) which for the 8 x 8 SEN is 12 SE's. We will describe the position of switching element i in stage j as SE,,, .
The SEN is a self-routing network. That is, a message from any source to a given destination is routed through the network according to the binary representation of the destination's address. 
III. EXACT RELIABILITY ANALYSIS
We consider the network to be operational as long as every source can communicate with each destination. Also, we will assume that the switching elements that compose the network are statistically identical and that they are fully operational or failed. We will further assume stochastically independent times-to-failure for each SE.
Let r S E ( f ) be the time-dependent reliability of the basic switching element. Since the SEN is an unique-path MIN, the failure of any switch will cause system failure, so from the reliability point of view, we have (N/2)(log, N) switching elements in series. Hence, the For the SEN+ networks, as the number of stages increases, the number of possible configurations for which the full connectivity is satisfied increases dramatically. To represent the configurations of a SEN+ as a CTMC (continuous-time Markov chain), the states of the chain can be specified as [(N/2) (log, N + l)]-tuples where each position of the tuple is either a 1 or 0 corresponding to the up or down state of the respective SE. We would like to take advantage of the symmetry of the SEN+, and use a (log, N + 1)-tuple where we group the switches by stages into the corresponding tuple positions. But the failure configurations of the network quickly destroy the network's fault-free symmetry.
The major problem with the CTMC approach to modeling the system's time-to-failure behavior is the exponential growth of the state space as the network's size increases. Essentially, we need to consider the operational status of each SE in each state. For example, the 8 x 8 SEN+ has 16 SE's, so we have 216 possible states to consider. The state space can be reduced somewhat by noting that all the switches in the first and last stages must function for the network to function. Now for our 8 x 8 case we need only consider 2' possible configurations. The initial state of a CTMC which models the lifetime behavior of an 8 x 8 SEN+ is (1 1 1 I 1 1 1 1) indicating that all eight SE's in the intermediate stages are operational. We use a nonhomogeneous CTMC to represent the system's configurations, and hence allow a time-dependent failure rate A(t) for each switching element. The reliability of a SE is thus given by Actual construction of the chain reveals that there are 36 states. By using state lumping [8] , this chain can be reduced to seven states.
The reliability of the 8 x 8 SEN+ is thus determined to be or 2 . 0 , .
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In a similar way, the reliability expression for the 16 x 16 SEN+ was determined to be A measure that is useful for comparing reliabilities of two different networks is the mission time improvement factor (MTZF) [ll] . This measure reflects the improvement in the maximum mission time for some desired minimum mission reliability as a result of adding redundancy to the SEN. The measure T gives the time for the system reliability to decrease from a fully operational system (at time t = 0) to some specified network reliability. Here we view system reliability as the independent variable and the time of attaining this reliability is the dependent variable. T is a useful absolute measure of reliability because it provides information regarding the suitability of a given system for a particular mission. We want to know how much the additional stage improves the reliability over the basic SEN. The ratio of T S E N + over TsEN provides this answer. We plot MTIF = TSEN+/TSEN, as a function of required mission reliability, for the 4 x 4, 8 x 8, and 16 x 16 networks in Fig. 3 .
The figure clearly shows that from a reliability perspective, as network size increases, it becomes more advantageous to choose the SEN+ network over the SEN. For example, let us consider a reliability requirement of 0.95 for a particular mission. In the 8 x 8 case, the improvement achieved by the SEN+ over the basic SEN is only a factor of 1.25; while for the 16 x 16 case, the gain is nearly twofold. Also note that after some relatively high reliability requirement, MTIF decreases rapidly with further increases in the reliability requirement. This is because there is less to be gained from redundancy when the components that comprise a system have very high reliability. In the extreme case, if individual components do not fail, then redundancy provides no improvement in system reliability.
IV. RELIABILITY BOUNDS FOR LARGE NETWORKS
As network size increases, explicitly modeling the reliability of the SEN+ networks using Markov chains or tuples can become rather complex. We, therefore, consider approximation techniques for determining the reliability of the larger SEN+ networks.
To obtain a lower bound, we observe that as many as one-half of the switching elements in the intermediate stages of a SEN+ can be failed, and yet the network is still operational. For example in Fig.   2 , SEI,l, SE3,1, S h . 2 , and SE32 can be failed and the 8 x 8 SEN+ is still operational. We model the intermediate stages as a system consisting of a parallel arrangement of two series subsystems each with (N/4)(log2 N -1) switches. The lower bound of reliability can be easily obtained using reliability block diagrams. We have a series system of three subsystems-the first and last are series subsystems and the middle subsystem is a parallel-series subsystem. The reliability expression is A similar technique is used by Padmanabhan in [13] to obtain a lower bound for the reliability of redundant path networks using an independent link-fault model. (The switch-fault model is used for the analysis in this paper.)
To obtain an upper bound on the reliability of the SEN+, observe that each SE in a particular stage of the SEN+ shown in Fig. 2 has a conjugate [9] . That is, for stages 1 , . . . , n there exists a pair of SE's in stage i -1 that are connected to a pair of SE's in stage i. is operational as long as no conjugate pair in the intermediate stages fails and no SE in the first or last stages fails. This will overestimate system reliability since there are many combinations of failed SE's other than conjugates pairs that will cause the network to be failed. The reliability expression using this upper bound is given by
(7)
In Fig. 4 , we compare the upper and lower bounds with the exact solution (5) for RSEN+(f) for N = 16. As one can see, the "lower bound" model closely approximates the exact solution for the SEN+ networks.
Finding an upper bound for system reliability is usually not the center of attention in real world applications since we usually want a conservative indication of how long the system will be operational, and upper bounds present an optimistic view of the world. The lower bound provides the probability that the system will still be operational at some specified time, and we expect the real system to be at least this good. If the gross lower bound provides sufficient assurance that the system will be operational over the time interval of interest, then no further effort at obtaining a better approximation or for finding the exact reliability expression is necessary.
Using the lower bound model, we have computed the MTIF for 8 x8 through 1024 x 1024 networks, as shown in Fig. 5 . The dramatic reliability improvement obtained by simply adding an extra stage to the SEN network implies that the SEN+ network should be used whenever a large SEN is called for. ( I -rsE(t) )2]N/4(log2 N -' ) .
V. MEAN TIME TO FAILURE
In this section, we discuss the m a n time to failure (MTTF) of the networks: 
Noting that R ( t ) is in the form C i [ a i r i E ( t ) ] ,
we can perform the above integration symbolically and get a closed-form result in the case that rSE(t) is assumed to be the Weibull reliability function rSE(t) = e-'Wtm.
For this component reliability function, using [19] we have
Thus, in the case of the 8 x 8 SEN+, from (4) we obtain 12" 14= 15;
16;
In the special case of the exponential distribution, we have a further simplification to
. 1hE So in the above instance, we have
For larger networks we use the lower bound model; direct integration of (6) yields the closed-form answer for the MTTF:
The normalized mean time to failure (NMTTF) is an appropriate comparative measure of reliability for networks because it is the ratio of the MTTF of a network with redundancy divided by the MTTF of the basic network. In Table I , we provide the MTTF and the NMTTF ratio for the SEN+ and SEN networks. We provide data for both the lower and upper bounds for the SEN+ network. Noting that the MTTF for the SEN is 2/(Nh log, N ) , and using (15), we see that the asymptotic value of the NMTTF for the lower bound model for the SEN+ is 3. By examining the NMTTF for the SEN+, we see that the exact values are close to the lower bound model. It is expected that the exact values will remain close to the lower bound model as the network size increases since the series arrangement of SE's in the first and last stages of the network will tend to be a limiting factor of reliability. Note also that as the network size increases, the upper bound diverges from the lower bound. It is evident that for larger networks, it is desirable to find a tighter upper bound model. However, we emphasize that the lower bound is a more important measure since we want the assurance of some minimum level of reliability. Fig. 6 plots the NMTTF of the SEN+ as a function of N (using log, scale on the x-axis). The NMTTF is an increasing function of network size. In terms of cost, the number of switching elements used in a network with redundancy divided by the number of SE's in the basic network is also a useful measure. The cost ratio, the network complexity for the SEN+ divided by that of the basic SEN, is also plotted in Fig. 6 . As network size increases, the ratio of the network complexities levels off very quickly while the corresponding NMTTF continues to increase at a significant rate. Once again, this points out that for those applications where a large SEN-type network is being considered, one should use the SEN+.
VI. CONCLUSION
In this paper, we have carried out a transient reliability analysis of the SEN and SEN+ networks. Exact closed-form expressions for the reliability of 8 x 8 and 16 x 16 networks were derived. These expressions are valid for any arbitrary component-lifetime distribution. We also derived a tight lower bound for approximating the reliability of larger networks. The lower bound obtained was compared to the exact solution derived for the 16 x 16 SEN+ to verify that it is a close approximation of SEN+ reliability, and then this lower bound was used for analyzing SEN+ networks up to size 1024 x 1024. A comparison of the mean time to failure of these networks was presented, and we showed that on the basis of reliability the SEN+ is superior to the SEN.
Other fault-tolerant multistage interconnection networks, such as the extra stage cube [2] and the augmented shuffle-exchange network
[lo], should be examined to determine their reliability improvement over their corresponding unique-path MIN.
