We propose a new and completely data-driven approach for generating an unconstrained illumination invariant representation of images. Our method trains a neural network with a specialized triplet loss designed to emphasize actual scene changes while downplaying changes in illumination. For this purpose we use the BigTime image dataset, which contains static scenes acquired at different times. We analyze the attributes of our representation, and show that it improves patch matching and rigid registration over state-of-the-art illumination invariant representations. We point out that the utility of our method is not restricted to handling illumination invariance, and that it may be applied for generating representations which are invariant to general types of nuisance, undesired, image variants.
Introduction
Illumination invariant representation of images is often a critical step in various computer vision tasks. For example, when attempting to find correspondences in photos of the same scene taken at different lighting conditions. Photo-consistency is essential also for tasks such as tracking and optical flow, where artifacts are created due to shadows and reflections. Finding an intrinsic image representation is a long standing problem in computer vision. In [20, 1] the Retinex theory was introduced, followed by numerous algorithms, such as [18, 25, 8, 27, 12, 32] , with the aim of estimating reflectance and shading from a single image. This is a difficult and ill-posed problem, that the human vision system appears to accomplish well. Common approaches, based on physical image formation models and Lambertian reflectance, attempt to estimate an intrinsic representation, which is not affected by illumination changes. Algorithms based on the Lambertian model often yield results which are not robust in realistic scenes (as the model assumptions do not hold). Traditionally, representations were designed in a model-based manner. Lately, with the rise of deep learning, new data-driven algorithms are proposed to solve this problem.
Inference: Invariant Representation from a full single image. In this paper we propose a new paradigm for generating an illumination invariant map. It is an unconstrained representation, generated in a self-supervised manner, completely data-driven, with no explicit relation to a physical model. For a given RGB image, a map is produced such that the structural image information is preserved, in a manner which is insensitive to shadows and illumination. To accomplish this, we design a deep neural network, referred to as InvRepNet. It is trained in a self-supervised manner, using multiple sets of images. Each set is comprised of images of a single scene, captured under different illumination conditions. An illustration of the training model and inference is shown in Figure 1 .
In order to determine the validity and usability of our proposed map we investigate it with respect to the following. First, we show that images of the same scene, illuminated differently, are indeed represented in a very similar manner. This is compared to other representations which seek illumination invariance. Next, we investigate the usability of our approach. We examine quantitatively if our map improves the performance of certain computer vision tasks, compared to using the raw RGB data. We test it for the tasks of patch matching and rigid registration. Results are compared to state-of-the-art intrinsic and invariant representations, showing the superiority of our approach.
Related work
The attempt to obtain an invariant image or an intrinsic image is not new. In general, invariant methods seek a representation which is not changed by some predefined perturbation or transformation. Intrinsic methods seek to recover a physical attribute of the object (such as albedo). Since the intrinsic physical property is not affected by measurement perturbations, it is also an invariant representation. Diverse approaches were proposed addressing these problems, varying both in their goals and means. In the context of illumination, most methods base their representation on a physical image formation model.
Following the model by Barrow et al. [1] , which assumes a Lambertian world, the intrinsic image can be defined as the albedo component of the decomposition of an image I into albedo A and shading S components, by I = A · S. When this decomposition is based on a single image it is referred to as SIID (Single Image Intrinsic Decomposition) [2, 23, 21] . Obtaining the albedo with SIID techniques is a hard ill-posed problem. Solving this problem successfully yields a highly informative intrinsic image, invariant to illumination by definition. Recent deep learning algorithms attempt to learn this decomposition from large image data. In [21] , Lettry et al. created a synthetic dataset of scenes with images under different illumination and trained a Siamese network [5] to decompose images into albedo and shading. The training is done with image pairs, while the inference is done using a single image, thus creating a data-driven SIID algorithm. In [22] , Li and Snavely created a new dataset named "BigTime" using frames from time lapse videos and other sources, containing about 200 indoor and outdoor scenes, each having several images with different lighting conditions (see Figure 2 ). They designed a neural network that uses all the images of each scene to learn the decomposition of a single image into albedo and shading. Both these methods infer the intrinsic image from a single image and evaluate their results with ground truth intrinsic datasets, e.g., [13, 2] . However, they do not test the applicability of their results for improving the performance of computer vision tasks.
Finlayson et al. [10, 11] developed an illumination invariant image model by defining a transformation from the original color space to a new log-scale color invariant space by modeling the full image formation process in a camera. Following this formulation, an invariant representation can be defined as an image I inv that depends on the original image I and additional parameters p by I inv = F (I, p), regardless of the illumination conditions in which I was captured. In [24] , Maddern et al. use a similar model and develop a formulation for an illumination invariant image based on the spectral response of the camera. Their grayscale invariant representation is calculated from a single color image and an additional parameter α, derived from the camera spectral response. Calculating this parameter requires a calibration step for each camera. The goal of their representation is to assist computer-vision tasks, such as localization, mapping and scene classification.
Other approaches are not based on a physical model but use color and intensity cues to remove shadows from images. Guo et al. [14] use internal patch comparison and a graph-cut method to classify patches with shadows, and then remove shadows using similar patches and a soft matting method. Zhu et al. [34] develop a shadow removal method for grayscale images, based on boosting and CRFs. Example of a scene from the BigTime dataset [22] . Scenes are composed of several images with different lighting conditions. Most of the images do not differ only in illumination. The sky changes and objects appear in some images and disappear in others (cars in this example).
In our work we aim to design a data-driven illumination invariant representation that is not constrained by a physical model. We observed that strong illumination changes do not admit the albedo-shading assumptions of the SIID model. Thus we would like to relax these constraints. Our goal is to create a map of the same spatial size of the input image (where the number of channels in the map is a free parameter). The map should retain the geometric image structure but not the illumination information. Our final goal is to replace raw RGB images by our maps as input for various computer vision algorithms, such that their performance is improved.
Unconstrained invariant representations
In this section we formalize the concept of an unconstrained invariant representation. Let R θ be some image transformation with a set of parameters θ. The transformation represents different conditions in which the image was acquired. It can model different attributes, such as illumination changes, fog or atmospheric disturbances, noise and more. Let f int be an intrinsic image representation. An image instance f i is obtained by applying the transformation R θi , with specific parameters θ i to the intrinsic image,
(
For the intrinsic representation problem, the aim is to estimate f int , given a single or multiple instances f i in a blind manner, that is -without knowing θ i . This is a difficult ill-posed problem.
In our approach, we aim only at obtaining an invariant representation. Thus, we do not seek to estimate θ i and f int . Instead, we would like to obtain a transformation F (·) applied to an image instance, which is invariant to R θ . We define the desired transformation by the following requirements. Let f = {f 1 , .., f N } be a set of N instances of the same scene f int , taken under different conditions, where f i is defined by Eq. (1). Let g be defined in a similar manner with respect to a different scene g int . Then F admits the following properties:
∀i, j = 1, ..., N , where D(·, ·) is some distance and is a small constant. In addition,
∀i, j = 1, ..., N , where c is some positive constant. A transformation F admitting the above properties yields an unconstrained representation, approximately invariant under the transformation
where
A last requirement is that the properties above approximately hold for any part of the image. Let us define a cropping operation of the image crop X , where X = (x 1 , x 2 , y 1 , y 2 ) defines the cropping coordinates. Then we would like
Moreover, in order to preserve the geometrical structure, it is desired that the crop operation also approximately commutes with F , that is
In order for Eq. (6) to be meaningful, f and F (f ) should have the same spatial dimensions. We refer to such a spatial representation as a map. For an input image of n pixels with k i channels, the output is a map of n pixels with k o channels, where k o is a free parameter. We thus have F : R n×ki → R n×ko . In order to obtain the transformation F we do not need to directly model R θ . We assume to have a training set comprised of M sets f m , m = 1, ..., M , each comprised of N instances of the same scene f m int transformed by R θ m i . We train a network that takes as input an instance f m i and produces an output F (f m i ), using a triplet network model [16, 19] , following Eqs. (2) and (3). Additional losses are required to obtain a well-behaved, geometrically-consistent, sharp representation with several channels, as detailed in Section 4.5. We apply this approach to obtain an illumination invariant representation.
Proposed method
In this section we present our proposed method to develop an unconstrained illumination invariant representation in a data-driven manner. In the context of Section 3, the transformations R θ model different illumination conditions and our aim is to find F (·), such that it admits Eqs. (2)-(6). We use a neural network to compute F . For training we need the image set f m . We assume a large dataset is available comprised of sets of images of the same scene under different illumination conditions. We use a subset of outdoor scenes from the BigTime dataset [22] . The proposed algorithm is based on a triplet network model [16, 19] . We attempt to decrease the distance in the representation space between two corresponding patches of the same scene region. Each patch is extracted from an image acquired at different lighting conditions. In order to avoid degenerate solutions, we simultaneously aim to increase the distance between patches of different regions (up to some level). The model of our proposed algorithm is illustrated schematically in Figure 1 . We implemented our model in PyTorch [26] .
CNN architecture
The CNN architecture of InvRepNet, as demonstrated in Figure 3 , is designed as an encoder-decoder U-net network [28] inspired by the architecture of Lettry et al. [21] . The encoder and decoder are constructed using the same convolutional inception-like layers [31] . After the last decoder block, there is a 3x3 convolution layer to generate the final representation. The number of convolutions in this layer is determined by the number of channels in the final representation. In our full model we use three channels.
Training process
We train our network using a triplet network training scheme [16, 19] . In this scheme three instances of the same network are trained with shared weights. The input to the model is called a patch triplet. Each triplet is extracted from a pair of aligned images I 1 , I 2 , of the same scene, under different illumination conditions. In our final model we use patches of size 64x64 pixels. The triplet is composed of an Anchor patch (A), a Positive patch (P) and a Negative patch (N). We denote the patch coordinates (top left pixel) by (x a , y a ), (x p , y p ), and, (x n , y n ) for (A), (P), and (N), respectively. The patches are defined as follows:
Anchor patch (A). This is a random patch extracted from I 1 . To avoid flat uninformative patches, it is required to have a minimal standard deviation above some threshold σ p . We chose σ p = 25 for the entire dataset (where pixel values are in the range [0, 255]).
Positive patch (P). This patch is extracted from I 2 . Its coordinates are the same as the Anchor, x p = x a , y p = y a . As I 2 and I 1 are aligned, both patches are of the same scene region (the RGB difference should stem mainly from illumination differences).
In the new representation space we would like (A) and (P) to be similar.
Negative patch (N). This patch is extracted from I 2 with shifted coordinates relative to the Positive patch. We randomly choose a patch from an 8-neighborhood of the Positive patch with a shift of 8 pixels to each direction, such that the Negative and the Positive patches have an overlap to make the learning challenging and meaningful. Its coordinates are: (x n , y n ) = (x p + α x · 8, y p + α y · 8), where α x = rand{−1, 0, 1}, α y = rand{−1, 0, 1}, s.t. (α x , α y ) = (0, 0).
Inference process
At inference, a full input image is first passed through a single instance of the network, yielding floating point values in an arbitrary range. In order to reach an 8-bit imageformat representation, as in the original images, we normalize the values linearly such that the minimum is mapped to 0 and the maximum to 255.
Training and test data
In order to train and test the model we use outdoor images from the BigTime dataset. All images are first resized to the same height, 480 pixels, which is the smallest height of an image in the dataset. This yields a more uniform dataset with sufficient resolution to preserve context and details, allowing relatively fast training and testing. Next, we provide details on the data used to train the network and to perform the quantitative experiments.
Training set. Ideally, we would like the scenes to be completely static with changes only in illumination conditions. However, this is not always the case. Since the images are taken from time-lapse videos, there are small camera movements over time. Thus, alignment is not perfect. In addition, there are sky changes over time. Finally, the scenes are actually only semi-static, thus there are changes which happen over time such as cars or people that appear or disappear, windows that are open or shut, etc. Both the changing skies and the object changes are not part of the illumination variations we assume for the learning process. These issues were already raised by [22] who provide masks for regions which exhibit change not related to illumination. We take into consideration these masks in the patch selection at training. The camera movements are not corrected in the dataset. We chose to manually select the most stable scenes for training. In addition, sets with little variability were removed.
The training is based on square patches of 64 × 64 pixels. This size is large enough to include most relevant semi-local illumination cues. We found that smaller patches do not contain enough details and the use of larger patches does not improve quality and considerably slows down the training. The patch triplets (A, P, N) are extracted prior to the training process with a patch extraction algorithm designed to create a list of patches for each image pair according to the requirements defined in Section 4.2. The total amount of triplets used for training is ≈ 240K, extracted from ≈ 600 image pairs from a subset of 10 outdoor scenes from the BigTime dataset. A secondary dataset is used only for the experiment of indoor scenes (details in Section 5.4).
Test set. The same test set was used for both evaluation tasks detailed in Section 5.2. It is composed of 100 image pairs selected from 16 additional outdoor scenes of the BigTime dataset (not used for training). In the test set we used full images without any filtering. The selection was done partly manually in order to obtain images with significant changes and partly randomly to have an unbiased set.
Loss functions
The main loss function for the training process is the triplet loss [33, 15, 7] . It aims at minimizing the distance between (A) and (P), while maximizing (up to a margin) the distance between (A) and (N). To improve the representation we use additional loss functions. These enable us to achieve some desired properties of the representation, such as scale consistency and channel variability.
Let (f a , f p , f n ) be a triplet of image patches corresponding to (Anchor, Positive, Negative), respectively. Let F (·) be the output of our network InvRepNet. Let D i (·, ·) be a distance function. Below we detail the loss functions used to train InvRepNet.
Triplet loss (Inter-loss):
where M is the triplet-loss margin and D inter is the inter-loss distance function. Since patch affinity is often defined by correlation, we used the correlation distance function D inter = D corr , where,
Intra-loss:
This loss promotes low A-P distance (in addition to the triplet loss), as suggested by [6] . Our experiments verify that this loss indeed improves performance. It also allows to minimize an additional distance function, not used in the main triplet loss. The intra-loss distance function is,
Scale consistency loss:
where G is "Up-sample and Crop" and represents a bilinear up-sampling by a random factor ρ ∈ (1, 2] followed by a crop to the size of the original patch. The goal of this function is to make the representation close to commutative with respect to these operations, as real images are. We use D scale = D corr .
Multi-channel similarity loss: Let I = F (f ) be a multi-channel representation of K channels, I = (I 1 , .. I K ). The multi-channel loss is,
We want the multi-channel representation to have significant and different information in each channel. Thus, we penalize channel similarity.
Total loss:
The total loss function is defined as a weighted sum of the loss functions stated before.
In the supplementary material we provide the weight values and additional implementation and technical details.
Evaluation
We evaluate our invariant representation both qualitatively and quantitatively. Since this is a new representation, we would like first to examine its nature and basic properties. Specifically, we would like to verify that two images of the same scene with different illumination are similar in the representation space. In addition, we test the usability of our representation. We show that the proposed representation can help improve the results of common computer vision tasks. Two tasks are examined quantitatively and compared to state-of-the-art representations: patch matching and rigid registration. 
Qualitative properties
Textures, shapes and color-coding. In Figure 4 we show our representation results for basic shapes and textures. First, piecewise-constant shapes are examined (top two rows). It is evident that the edges are clearly defined. We observe that a certain colorcoding is created. In flat regions the color provides information on the direction and distance of a nearby dominant edge. We interpret this as means to disambiguate better flat regions with little edge information. On the bottom rows we examine textures with varying intensity. We obtain a much more uniform textural output in the representation space. Note that such textures are quite far from any regions contained in the training set. This demonstrates the generalization strength of InvRepNet. It also shows our network performs well on grayscale inputs. Visual illumination invariance In order to visually evaluate the invariance of our representation, we show in Figure 5 two examples of image pairs from the same scene under different illumination conditions. We can see in both examples that our representation has the lowest difference compared to the other representations. This is emphasized in the scaled difference (4 th and 8 th columns), where for our representation the difference is less structured. Table 1 : Results (Mean IOU) of Patch Matching with 100 random patches for each size. All the representations excluding Maddern are three channel representations. We compared them also in a single channel form by converting them to grayscale (-Gray).
Quantitative evaluation
We test our representation using two common computer vision tasks, and compare it with two data-driven SIID methods, Li-Snavely [22] and Lettry [21] , an analytic grayscale representation, Maddern, [24] and also with the Original image. In all cases the different representations are used as a pre-processing stage. Patch matching. In this task a patch is drawn from a target image and the aim is to find its location in a reference image. Both images are of the same scene but with different illumination conditions. We used an OpenCV [4] standard template matching function, matchTemplate, with the normalized cross correlation method. The patches are randomly selected. The experiment was performed using our test set, as detailed in Section 4.4. Square patches of three different sizes were used: 32, 64 and 128 pixels. 100 random patches were tested for each patch size. The patch matching results are shown for the full model (three channel representation) and for a grayscale representation, where the three channels are treated as RGB and converted to a single channel (RGB2Gray function). Note that this is different than training the net to provide a single channel representation (which yields slightly worse results for small patches, as can be seen in Table 3 ). We measure the performance of the algorithm using the mean intersection over union (Mean IOU) [3] or Jaccard Index [17] . In Table 1 a comparison to other methods is shown. We observe that our representation achieves the highest Mean IOU using either the full model or the grayscale representation.
Registration. The rigid registration test is performed based on two images (reference and target) of the same scene under different illumination. An affine transformation is applied to the target image (see an example in Figure 6 ). The goal of the registration algorithm is to estimate the reverse affine transformation matrix in order to align the transformed target and reference images. It is expected that an illumination invariant representation can improve the algorithm's accuracy. Our test set is used as the source of the images. Registration is performed by ECC registration [9] , a well established algorithm implemented in the OpenCV library. The algorithm uses cross correlation to estimate the transformation matrix. We performed this test with a high number of iterations of the algorithm (1000) to allow convergence when possible. We observed our representation also helped numerically in faster convergence rates. In Table 2 we show the results for various angles. In order to check the accuracy, we apply the estimated inverse transformation on the transformed target image and compute the PSNR versus the original target. Note that there are some minor errors also when the inverse transformation is known precisely (referred in the table as "Ground Truth"), due to numerical errors in applying the affine transform. Since the ECC algorithm works for a single channel, all representations were first converted to grayscale. We can see that our representation achieved the highest average PSNR score. 
Change detection
In Figure 7 we see an example of how our invariant representation can be used for the task of change detection. We compare our representation to Li-Snavely, which appears to perform well in the quantitative evaluations. One can clearly observe that our representation detects non-illumination related changes better (the car in this case). 
Indoors representation
Our main model is trained using outdoor scenes of the BigTime dataset. However, we show that the learned representation (Inv-BT) is meaningful also for indoors, where the illumination is extremely different. We also tested a separate representation which specializes on indoor scenes (Inv-MB). In order to obtain an indoor representation, we trained our network using a small training set from the Middlebury 2014 stereo (MB2014) dataset [29] . This produced a slightly different representation. Images from MB2014, not in the training set, were used to test both representations. In Figure 8 we show an indoor scene from the test set and the two representations. The difference between the images and its enhanced (scaled) version are shown on the right columns. It is clear that both representations are much more stable under the drastic illumination changes, compared to the original RGB, while the specialized indoor result (Inv-BT) behaves better (note for instance the shadow on the floor). Our representation performs best, also compared to the other representations, as can be seen in the supplementary material. 
Ablation study
In this section we show different configurations of InvRepNet. We examine two types of variations: Loss function variations and number of channels. The effects of these changes are quantified (Table 3 ) and visualized ( Figure 9 ). The study is performed by training a new network for each variation and evaluating its performance on the patch matching task, described in Section 5.2.
Loss function variations
Scale consistency . In this study we set to zero the weight of the scale consistency loss, Eq. (11) . Removing this loss reduces the sharpness of the representation ( Figure  9 , column (c)). This also affects the patch matching results. In the full model the performance is better for smaller patches (a matching task which is harder). However, the full model exhibits slightly worse accuracy for larger patches. Multi-channel similarity. In this study we set to zero the weight of the multi-channel similarity loss, Eq. (12) . Without this loss the channels of the representation tend to be similar to each other or the negative of each other (highly correlated or anti-correlated), see Figure 9 , column (d). Adding this loss promotes variability amongst the different channels and reduce information loss. Rotation invariance. Following the purpose of introducing the scale consistency loss, Eq. (11), it appears natural to introduce also a rotation consistency loss. This can be formalized as:
Where R rotates the image/representation by a random angle ρ ∈ {90, 180, 270} degrees. This forces the representation to be invariant to (90 degree) rotations. Although this sounds highly reasonable (and might be necessary for some applications), we found out that the addition of this loss deteriorates performance. This might be explained by the fact that the color-coding of the dominant edge-direction, produced by the full model (see Section 5.1), is direction dependant and thus it is lost here. (Figure 9 , column (e).
"K-Channel" representation
We trained and tested our full model with different number of output channels. This was achieved by changing the last convolutional layer of the network. We observe that more channels increase the accuracy for small patches. We postulate additional channels are able to encode better the context and surrounding (such as the color-coding in the three channel representation) which is good for small patches but appears to reduce performance for large patches. Table 3 : Ablation study patch matching results (Mean IOU).
Conclusion
In this paper we propose a new self-supervised method for obtaining an unconstrained image representation, that is illumination invariant. A neural network is trained, based on a specialized training set and a tailored triplet loss. The training set is composed of images of the same scene under different illumination. The triplet loss is designed to learn the desired invariance property, while retaining geometrical coherence. This is done in a completely data-driven manner, without resorting to over-simplified model constraints. The unconstrained nature of our method yields new representation characteristics, which are very different from albedo or reflectance estimation. We have shown that our approach facilitates the use of common matching and registration algorithms, outperforming the state-of-the-art in illumination invariant representations. This idea can be generalized to obtain new representations, that are invariant to other types of nuisance image changes.
