In this paper, we consider the integrated square error Jn = {f n (x) − f(x)} 2 d x; where f is the common density function of the independent and identically distributed random vectors X1; : : : ; Xn andf n is the kernel estimator with a data-dependent bandwidth. Using the approach introduced by Hall (J. Multivariate Anal. 14 (1984) 1), and under some regularity conditions, we derive the L2 consistency in probability off n and we establish an asymptotic expansion in probability and a central limit theorem for Jn.
Introduction
Let X 1 ; : : : ; X n be independent R d -valued random vectors, with common density function f, and let f n be the kernel estimator of f given, for x ∈ R d , by (cf. Rosenblatt, 1956 and Parzen, 1962) f n (x) = 1 n n i = 1
where K h (·) = K(·=h)=h d ; for h ¿ 0, K is a kernel on R d , i.e., an integrable function such that R d K(u) du = 1, and (h n ) is a sequence of strictly positive real numbers converging to zero as n → + ∞.
In the deÿnition of f n , the kernel K and the bandwidth h n enter as unspeciÿed parameters. For a ÿxed kernel (it is well known that the performance of f n is not very sensitive to the choice of the kernel), the bandwidth is usually chosen on the basis of the data. The application of such data-driven procedures leads to an estimator of the form f n (x) = 1 n n i = 1
where A n = A n (X 1 ; : : : ; X n ) is a sequence of measurable bandwidths. In this paper we consider the integrated square error
where the integral is over R d , as a measure of the global performance off n . Under some regularity conditions on f and on K, the usually considered bandwidth selectors are such that A n =h n − 1 = o p (1) for some deterministic sequence (h n ). Assuming this property, we establish an asymptotic expansion in probability for J n in terms of the integrated square error:
studied by Hall (1984) using U -statistics techniques (see also Bickel and Rosenblatt, 1973) . A such expansion enables us to derive the asymptotic behaviour of J n in terms of the corresponding one of I n . In particular, the L 2 consistency in probability off n is derived, and if an appropriate rate of convergence for A n =h n − 1 is available, an asymptotic expansion in probability for J n , similar to that given for I n by Hall (1984) , is obtained. Moreover, if A n =h n − 1 = O p (n − ) for some 0 ¡ 6 1 2 , where is close to 1 2 (but not necessarily too close), we give a central limit theorem for J n and we conclude that its asymptotic distribution depends on (A n ) only through the deterministic sequence (h n ). Bandwidth selectors verifying this condition for the same sequence (h n ) are then indistinguishable from an integrated square error point of view.
These results, which generalize those obtained by Hall (1984) , are presented in Section 3. Some notation and general assumptions on the underlying density function, on the kernel and on the measurable sequence of bandwidths are introduced in Section 2.
A similar study is considered in Liero (1992) for the kernel regression estimator. However, our approach is di erent from the one adopted by Liero (1992) since, following the methods developed by Bickel and Rosenblatt (1973) , this author uses strong approximation principles for empirical processes.
The proofs of all results are given in Section 4.
Some notation and general assumptions
The goal of this paper is to describe the asymptotic behaviour of the integrated square error J n deÿned by (2). Our approach is based on the following equalities which give us alternative expressions for the kernel estimators f n andf n :
for x ∈ R d , where W (u; h) = K h (u) for u ∈ R d and h ¿ 0. Under appropriated conditions on the kernel K and on (A n ), we shall show thatf n can be conveniently approximated by f n and that the same occurs for J n and I n given by (3). Therefore, the asymptotic behaviour of J n can be studied from the corresponding one of I n . The standard normal kernel
for all ∈ N, and every -times continuously di erentiable kernel in K b (m) with compact support belongs to K b (m).
Consider the following assumptions on A n denoted by (B).
Assumptions on A n (B) There exists a deterministic sequence (h n ) of strictly positive real numbers satisfying h n → 0 and nh
If A n is chosen such that A n = B n (X 1 ; : : : ; X n )a n ; with (a n ) a deterministic sequence of strictly positive real numbers satisfying a n → 0 and na d n → + ∞, when n → + ∞, and (B n ) a sequence of strictly positive measurable functions satisfying B n = B f + O p (1= √ n); for some B f ∈ ]0; +∞[, the previous conditions are fulÿlled with h n = B f a n and n = O p (n −1=2 ). This is, for example the case of the bandwidth selection methods using reference distributions or the maximal smoothing principle whenever f has ÿnite fourth order moments (e.g. Terrel, 1990) . A choice of the previous form for A n was also considered by Fan (1994) in the context of goodness-of-ÿt tests based on the kernel density estimator to obtain a invariant test statistic under the null hypothesis of normality. In a real context, with the important previous exceptions, the assumption (B) is satisÿed for most bandwidth selectors with h n = h MISE the minimizer of the mean integrated square error (under some regularity conditions on the underlying density function f and on the kernel K). The distinction between bandwidth selectors is usually based on the rate of convergence to 0 of the random sequence n :
) for the least squares cross-validation and biased cross-validation methods (see Scott and Terrel, 1987; Hall and Marron, 1987) ; n = O p (n −4=13 ) for the plug-in method of Park and Marron (1990) ;
) for the plug-in method of Sheather and Jones (1991) ; and n = O p (n −1=2 ) for the plug-in method of , and for the smoothed cross-validation methods of Hall et al. (1992) and Jones et al. (1991) . Remark that the previous rates of convergence are not directly comparable since the conditions imposed to f in each result are not coincident. have shown that O p (n −1=2 ) is the best achievable rate, i.e., it is impossible to use a data-dependent bandwidth which is closer to h MISE than n −1=2 in the previous sense. See also Jones et al. (1996) and Loader (1999) for a survey and some interesting comments on bandwidth selection.
Asymptotic behaviour of J n
Let us denote by W b (m) the set of bounded probability density functions on R d with bounded and continuous partial derivatives up to order m. For f ∈ W b (m) and a real function on
We present in the following lemma, an asymptotic expansion in probability for the integrated square error J n in terms of the integrated square error I n . It is proven in Section 4. Lemma 1. Let us assume that f ∈ W b (m) and K ∈ K b (m) for some m and in N. Under the assumption (B); if the m-order partial derivatives of f are square integrable; we have
where ij is the kronecker delta and for u = (u 1 ; : : :
It is clear now that the asymptotic behaviour of J n follows from the corresponding one of I n and n . If f ∈ W b (m) and K ∈ K b (m) for some m ∈ N, and if there exists ∈ [0; +∞] such that lim n → +∞ nh d+2m n = , we know from Hall (1984) (see also GouriÃ eroux and Tenreiro, 1996; Tenreiro, 1997 for geometrically ÿ-mixing observations), that the convergence in distribution
occurs with
Using Lemma 1 and the fact that I n converges in probability to zero as n tends to inÿnity, we easily derive the L 2 consistency in probability of the kernel density estimator with data-dependent bandwidth. Under additional assumptions on the rate of convergence of the random sequence ( n ), we derive now an asymptotic expansion in probability for J n .
Theorem 2. Under the conditions of Theorem 1; if
then
Remark that if h n ∼ Cn −ÿ for some C ¿ 0 and 0 ¡ ÿ ¡ 1=d, and n n is bounded in probability for some 0 ¡ 6 1 2 , the condition (7) is veriÿed if ¿ min((1 − ÿd)= ; 2ÿm= ). Most bandwidth selectors satisfy the assumption (B) with h n = h MISE (see the references given in Section 2). In this case, if (
and the condition (7) is fulÿlled whenever ¿ 2m= ( (d + 2m) ). Moreover, from Theorem 2
The following theorem follows straightforward from Lemma 1. Note that if condition (10) below is satisÿed, the asymptotic behaviour of J n does not depend on n . However, if condition (10) is not satisÿed which occurs when n converges slowly to zero, the second term V n of the expansion (9) below is at least as signiÿcant as the ÿrst one. In this case the asymptotic behaviour of J n − EI n strongly depends on the bandwidth selector asymptotic behaviour.
Theorem 3. Under the conditions of Theorem 1; if
for some ∈ {2; 3; : : :}; we have
where
Moreover; if
Remark that if n n is bounded in probability for some 0 ¡ 6 1 2 , and h n ∼ Cn −ÿ , for some C ¿ 0 and 0 ¡ ÿ ¡ 1=d, condition (8) is satisÿed whenever ¿ min((1 − ÿd=2)= ; ( 1 2 + ÿm)= ; 1 + (1 − ÿd)= ; 1 + 2ÿm= ); and the same is true for condition (10) whenever ¿ 1 2 − ÿm for ÿ 6 1=(d + 2m) and ¿ ÿd=2 for 1=(d + 2m) ¡ ÿ ¡ 1=d. Moreover, from the expansion (9) we conclude that the probability order of convergence of J n − EI n depends on n through and ÿ. In this case, there exists a function ( ; ÿ) such that J n − EI n = O p n − ( ; ÿ) . In the following we describe the behaviour of ( ; ÿ) assuming, for simplicity, that condition (8) is fulÿlled for all values of and ÿ. This is, in particular, true if K belongs to K b (m) for all ∈ N.
In Fig. 1 above the arrows indicate the increase of ( ; ÿ) when ( ; ÿ) moves as shown. A double sided arrow indicate that ( ; ÿ) is constant along that direction. It is clear that the common practice of considering bandwidth selectors satisfying (B) with h n = h MISE produces a simultaneous minimization of the "asymptotic mean" of J n and maximization of the order of convergence of the "asymptotic variance" of J n . In this "optimal" case ÿ = 1=(d + 2m) and
Moreover, if ¿ d=(2d + 4m) the asymptotic behaviour of J n does not depend on n . Bandwidth selectors verifying this condition are then indistinguishable from an integrated square error point of view. In a real context, if K is the standard normal kernel (m = 2), and (B) is satisÿed with h n = h MISE , we have ( ; . This optimal order of convergence is achieve for all the bandwidth selectors referred in Section 2 which satisfy (B) with h n = h MISE .
Proofs
Proof of Lemma 1. For x ∈ R d let us denote
and consider the following expansion
Each one of the previous terms will be studied in the following propositions.
where; for u ∈ R and h ¿ 0;
@h ' (u; 1); '= 0; 1; : : : ; − 1 and
(b) Moreover; the functions K @(') for ' = 0; 1; : : : ; − 1; and u → sup |h−1| 6 |R(u; h)|; where ¿ 0 is given in the deÿnition of K; are bounded and integrable.
Proof. Since K is -times continuously di erentiable on R d , we have, from the Taylor expansion,
for u ∈ R d and h ¿ 0. Thus (a) follows from the equalities (4) and (5) and
Since K ∈ K b (0), the boundedness and the integrability of functions given in (b) follows.
In all of the following propositions we assume that the assumption (B) is satisÿed.
Proposition 2. If f is bounded and K ∈ K b (0) for some ∈ N; then
where; for u = (u 1 ; : : :
Proof. From Proposition 1(a) and for x ∈ R d , we havê
Therefore, from Proposition 1(b) and the convergence in probability of A n =h n to 1, when n → + ∞, we get
Using degenerated U-statistics techniques (see Hall, 1984) and the fact that K @(') for ' = 0; 1; : : : ; − 1, are bounded and integrable, we obtain
where U '; ' n is asymptotically normal. Then,
where K @ = K @(1) . Finally, it su ces to note that @W=@h(u; h) = − dK h (u)=h − 
Proof. From Proposition 1 we deduce
where n; ' (x) = K @(') hn (x − y)f(y) dy, for ' = 1; : : : ; − 1. On the other hand, as for f ∈ W b (m) and K ∈ K b (m) we have
the conclusion follows.
Proposition 4. Under the conditions of Proposition 3 we have
Proof. From (12) and from the equality
which is valid for f ∈ W b (m) and K ∈ K b (m), we get Now, the asymptotic expansion for J n given in Lemma 1 is a trivial consequence of (11) and of the previous propositions. The proof of Lemma 1 is then completed.
Proof of Theorem 2. From Lemma 1 we have
The result follows now from the convergence in distribution (6) and the usual expansion (cf. Bosq and Lecoutre, 1987, p. 80 )
