The cucumber fruits have the same color with leaves and their shapes are all long and narrow, which is different from other common fruits, such as apples, tomatoes, and strawberries, etc. Therefore, cucumber fruits are more difficult to be detected by machine vision in greenhouses for special color and shape. A pixel-wise instance segmentation method, mask region-based convolutional neural network (Mask RCNN) of an improved version, is proposed to detect cucumber fruits. Resnet-101 is selected as the backbone of Mask RCNN with feature pyramid network (FPN). To improve the detection precision, region proposal network (RPN) in original Mask RCNN is improved. Logical green (LG) operator is designed to filter nongreen background and limit the range of anchor boxes. Besides, the scales and aspect ratios of anchor boxes are also adjusted to fit the size and shape of fruits. Improved Mask RCNN has a better performance on test images. The test results are compared with that of original Mask RCNN, Faster RCNN, you only look once (YOLO) V2 and YOLO V3. The F 1 score of improved Mask RCNN in test results reaches 89.47%, which is higher than the other methods. The average elapsed time of improved Mask RCNN is 0.3461 s, which is only lower than the original Mask RCNN. Meanwhile, the mean value and standard deviation of location deviation in improved Mask RCNN are 2.10 pixels and 1.73 pixels respectively, which are lower than the other methods.
I. INTRODUCTION
Fruit detection is an important research filed in precision agriculture, which is widely applied to yield estimation, and fruit picking robot [1] - [3] . The related researches include the detection of apples [4] - [6] , kiwis [7] , [8] , oranges [9] , tomatoes [10] , litchis [11] , and peppers [12] etc. Cucumber fruits have the same color with leaves and their shapes are long and narrow, which is different from other common fruits. Therefore, the cucumber fruits are more difficult to be detected by machine vision for special color and shape. Zhang et al. [13] adopted a three-layer back propagation (BP) neural network to segment cucumber fruits from the background. The blue and saturation color components extracted The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Yu Zhang . from different color spaces as the input of the BP network. Wang et al. [14] adopted a pulse coupled neural network (PCNN) to segment cucumber fruits. The researches listed above adopted different methods to detect cucumbers, but the general strategy is similar. Firstly, a segmentation method was proposed to segment cucumber fruits from the background based on color or intensity of pixels. However, the results of segmentation were rough, which also contained other connected regions except for cucumber fruits. Then, morphology operations, texture and shape features were also employed to filter other regions in the next steps. The experimental results of researches listed above indicated that these methods were difficult to reach high precision rate and easier to be effected by illuminations. To improve the precision rate of detection, Yuan et al. taken spectral images [15] and near infrared images (NIR) [16] as samples for the detection of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ cucumber fruits. The gray values of leaves and fruits in a NIR image have a greater difference when the wavelength is 850nm. In addition to increasing grayscale difference, the special shape of cucumber fruits was also taken into consideration by some researchers. Bao et al. [17] designed a multi-template matching library including 65 cucumber images and applied them to detect fruits in a natural environment.
With the rapid development of the convolutional neural network (CNN) in recent years, the detection speed and accuracy of CNNs are higher than traditional object detection algorithms generally. Different types of CNNs have been applied to detect a variety of fruits. Tao et al. [18] adopted Faster RCNN to detect peaches, apples and oranges. In this study, two kinds of CNNs, ZFnet and VGG16, were used as the backbone network of Faster RCNN to detect all kinds of fruits mentioned above respectively and the detection precisions were all more than 90%. Halstead et al. [19] used Faster RCNN framework based on VGG16 architecture to detect sweet peppers and estimate ripeness by learning a parallel layer. YOLO and single shot multi-box detector (SSD) have higher speed than Faster RCNN. Tian et al. [20] proposed an improved YOLO V3 model to detect apples during different growth stages in orchards. Lamb and Chuah [21] presented an optimized SSD and run it on a Raspberry Pi 3B to detect strawberries. Some works on machine learning and computer vision were also published, which can improve the performance of CNNs [22] - [24] . However, the CNNs listed above only can detect fruits by rectangle bounding boxes. The location accuracy of boxes is enough for suborbicular fruits, but the horizontal location accuracy is not enough for long and narrow cucumber fruits. An instance segmentation method, Mask RCNN of an improved version, is proposed to detect cucumber fruits in pixel level in our study. Pixel-wise object detection not only can detect objects, but also can locate objects with higher accuracy. Yu et al. [25] used Mask RCNN to detect ripe and unripe strawberries and proposed a visual location method to determine picking points. However, the original Mask RCNN is designed to detect a variety of objects rather than a specified object. In our study, Mask RCNN is only used to detect cucumber fruits. Therefore, a number of anchor boxes produced by the original Mask RCNN are redundant and the aspect ratios and sizes of anchor boxes do not fit the shape of cucumber fruits. Therefore, the detection efficiency and accuracy for cucumber fruits can be improved further. Some improvements are made for better performance in our study. In consideration of cucumber color, LG operator is designed and added into RPN to limit anchor boxes in green regions. Furthermore, the scales and aspects of anchor boxes are redesigned to fit the size and shape of cucumber fruits. Finally, the detection accuracy and location accuracy of improved Mask RCNN is evaluated by comparing with original Mask RCNN, Faster RCNN, YOLO V2 and YOLO V3. Compared with our previous works [26]- [28] , this work focuses on the detection of cucumber fruits and is more challenging.
II. MATERIALS AND METHODS

A. IMAGE DATA ACQUISITION
The original images of cucumber fruits were taken in a greenhouse by Canon EOS 760D. The greenhouse is located in Jiangsu Agricultural Expo Garden in Zhenjiang city, Jiangsu province, China. The cucumbers in the greenhouse were cultivated by soilless culture technology and grew on vertical ropes, as shown in Fig. 1a . The collected images were saved as default jpg format with resolution 6000×4000. To improve computing speed, the original images were resized to 600 × 400.
Total of 522 images including cucumber fruits were taken. The sample images are shown in Fig. 1 . Each cucumber fruit in these images is labeled in pixel level manually. The image annotation tool, Labelme, is applied to label fruits by polygons. The corresponding annotated files are saved as json format. To prevent the network from overfitting and memorizing the exact details of images, image augmentation is employed to expand image dataset further. The detailed methods of image augmentation include a combination of resizing, rotation, reflection, shear, translation transformations and adding noise. The number of images is expanded to 6132. 80% images in the dataset are used as the training set and other images are used as the testing set.
B. THE STRUCTURE OF IMPROVED MASK RCNN
Mask RCNN is an object instance segmentation method proposed by He et al. [29] , which extends from Faster RCNN by adding a branch for predicting an object mask in parallel with the original branch for predicting a bounding box of an object. The main framework of original Mask RCNN is not changed and a minor improvement is proposed to adapt original framework to the detection of cucumber fruits in our study. The framework of improved Mask RCNN for pixelwise segmentation of cucumber fruits is shown as Fig. 2 . A cucumber image is first input to the convolutional backbone that can extract image features and output a feature map. The FPN is employed to improve backbone, which helps to extract features from different scales and detect objects with different sizes. Secondly, RPN will output region of interests (RoIs) based on the output feature map in the previous step. RoIs are shown as the green rectangles on the feature map in Fig. 2 . Then, the RoIAlign method is used to reshape RoIs into a fixed size, which is used to replace RoI Pooling in Faster RCNN. RoIAlign improves the operation of spatial quantization and contributes to the pixel-to-pixel alignment between network inputs and outputs. Finally, the RoIs with fixed size will flow to two different branches. The original branches can predict cucumber fruits by regression and classification. The new branch is mask branch that is a small fully convolutional network (FCN) and usually applied to semantic segmentation. The predicted mask is shown as the Compared to Faster RCNN, the loss function of Mask RCNN also has to be changed because of the added branch. The new loss function consists of three components, which is shown as Eq. 1. The improved Mask RCNN adopts the same loss function with original Mask RCNN.
where Loss is the loss function of Mask RCNN. L cls is the loss of classification. L box is the regression loss of bounding boxes. L mask is a cross-entropy loss of predicted masks.
C. IMPROVEMENTS OF RPN
RPN is first proposed in Faster RCNN, which is used to propose object regions with higher possibility. The RPN structure in Mask RCNN is shown as Fig. 3 , which is similar to original branches in Fig. 2 . Firstly, each point on the feature map is used to generate k (k = 15) anchor boxes with 5 scales and 3 aspect ratios on the input image. Meanwhile, two 1 × 1 convolutional layers, a classification layer and a regression layer, are generated from the feature map and an intermediate layer. The classification layer outputs 2k scores that estimate the probability of object or not object for each box. The regression layer outputs 4k coordinates of boxes. Next, all anchor boxes are sorted and filtered based on these scores and coordinates. Finally, region proposals are predicted by non-maximum suppression (NMS) for remaining boxes.
In practice, RPN in Mask RCNN is not efficient and precision enough. For example, a feature map of a size 40 × 60 will generate more than 30 thousand anchor boxes. However, a great number of anchor boxes are located in the background and need to be filtered in the next steps. Therefore, it is necessary to adjust the structure of RPN to detect cucumber fruits effectively.
Cucumber fruits have the same color with leaves and branches. They are green and different from the background. An improvement of RPN is proposed based on the color feature of cucumbers. A simple color operator is employed to filter non-green background and generate a binary mask image. Next, the mask image is mapped to the feature map. If a point of feature map is on non-green background, the point will not generate anchor boxes.
The color operator EXG(Excess green) is generally used to extract green objects from the background [30] . In this study, a simpler operator LG (Logical green) is proposed to replace EXG operator, which makes up of logical operations and color components in RGB color space. The equations of EXG and LG are shown as Eq.2 and Eq. 3 respectively. The Eq. 2 shows that EXG operator involves arithmetic operations and the Eq. 3 shows that LG operator only involves simple 
where R, G, and B are the red, green, and blue components in RGB color space respectively. The detailed steps of filtering non-green background with LG operator are stated as follow. Firstly, the operator can generate a grayscale image that has distinct intensity difference between objects and background. Then, OTSU method is employed to determine an optimal threshold. Finally, the optimal threshold is used to segment the grayscale image into a binary mask image.
The OTSU method is a threshold segmentation algorithm, which maximizes the between-class variance and is applied in statistical discriminant analysis widely. In a digital image, there are L distinct intensity levels. A selected threshold Th, 0< Th < L −1, is used to separate all pixels of an input image into two classes, C 0 and C 1 . The probability P 0 of class C 0 is shown as Eq. 4, which is the ratio of the number of the pixels in class C 0 to the number of all pixels in the input image.
The probability P 1 of class C 1 is shown as Eq. 5, which is similar to the equation of P 0 . The between-class variance σ 2 B is defined as Eq. 6. If a value of Th can make σ 2 B reach its maximum value, the value of Th is the optimal threshold.
where n i denotes the number of pixels with intensity i. N is the number of all pixels in an input image. m 0 is the mean intensity value of the pixels assigned to class C 0 and m 1 is the mean intensity value of the pixels assigned to class C 1 . Four examples of binary mask images generated by EXG and LG are shown in Fig. 4b and Fig. 4c respectively. The white regions in images are green. In the background of greenhouses, EXG cannot segment green regions effectively and some non-green regions in the background are also classified as green objects. These examples indicate that LG has a better performance in a greenhouse. Therefore, the operator LG is adopted to filter the non-green background. Next, these mask images generated by LG are mapped to the same size of feature maps, which are shown in Fig 4d. The shape of cucumber fruits is different from other objects. Therefore, aspect ratios of anchor boxes are also need to be changed, so that they can fit the shape of cucumber fruits. In RPN of original Mask RCNN, there are 15 kinds of anchor boxes that include 3 different aspect ratios. The aspect ratios that are 1:2, 1:1 and 2:1 need to be changed as appropriate values. To design a set of aspect ratios for cucumber fruits, 350 labeled cucumber fruits are selected randomly. The statistical data of their aspect ratios are shown in Fig. 5 . The x axis is used to show aspect ratios that are divided into 12 bins in [0, 6]. The y axis is used to show the number of cucumber fruits in each bin. Figure 5 indicates that more than 90% of aspect ratios range from 1:1 to 5:1. Finally, 2:1 and 4:1 are selected as the aspect ratios of anchor boxes in improved RPN.
The original scales of anchor boxes are set as 32, 64, 128, 256 and 512, which also do not fit the size of cucumber fruits. To determine appropriate scales of anchor boxes, it is necessary to analyze the size of cucumber fruits in resized images with the resolution 600 × 400. Firstly, the bounding rectangle of each fruit is determined based on corresponding labeled region, because anchor boxes also are rectangles. Then, areas of 350 bounding rectangles are calculated and the distribution of areas are shown in Fig. 6 . The areas distribute in 26 bins from 0 to 26000 and the size of each bin is 1000. The areas of 90% of rectangle boxes are less than 12000 pixels. Therefore, the scales of anchor boxes in improved RPN are set as 32, 64 and 128. In general, there are 6 different kinds of anchor boxes including 2 different aspect ratios and 3 different scales. The Mask RCNN with improved RPN is called improved Mask RCNN.
III. RESULTS AND DISCUSSIONS A. TRAINING AND TESTING MASK RCNN
In addition to improved RPN, the selection of backbone is an important factor to affect the precision of cucumber detection. In this experiment, Resnet-101 is selected as the backbone of improved Mask RCNN. It adopts residual network structure and has more convolution layers than other common backbones, such as Resnet-50, VGG-19 and GoogLeNet etc. The image-centric training method was adopted to train improved Mask RCNN model. The initial learning rate was set as 0.001 and learning momentum was set as 0.9. The size of mini-batch is set as 32. The weight decay was set as 0.0001. The threshold of IoU (Intersection over Union) was set as 0.7. The total number of iterations was set as 10000. The training loss of Mask RCNN is shown in Fig.7 . It indicates that the value of loss decreases rapidly from 1 to 1000 iterations and then decreases slowly in the next iterations.
1226 images in expanded image dataset are used to test the performance of the trained improved Mask RCNN. The P-R curve is shown in Fig.8 . It indicates that the trained model can reach enough detection accuracy. Detection results of 4 images taken in a greenhouse are shown in Fig.9 . The red masks on these images are detected by the mask branch in improved Mask RCNN and the yellow rectangles are determined by classification and regression branches. Fig. 9 indicates that trained improved Mask RCNN model can segment cucumber fruits in pixel level. Most of the fruit pixels are segmented precisely, but a part of pixels on the edge of fruits are segmented falsely.
B. COMPARISONS OF FRUIT DETECTION
The Mask RCNN adopted in this study is improved based on the features of cucumber fruits. To validate the performance of improved Mask RCNN further, it is compared with original Mask RCNN, Faster RCNN, YOLO V2 and YOLO V3. Improved Mask RCNN, original Mask RCNN and Faster RCNN are all two-stage convolutional neural networks for object detection. YOLO is one of one-stage object detection methods, which predicts bounding boxes and class probabilities by framing object detection as a regression problem. It can detect images in real-time and is faster than Faster RCNN. YOLO V2 adopts Darknet-19 that is similar to the VGG network as its backbone. YOLO V3 adopts Darknet-53 that is similar to the Resnet as its backbone. Besides, YOLO V3 also adopts the structure of FPN to implement multi-scale object detection. Compared with YOLO V2, YOLO V3 can detect objects with higher accuracy.
In the comparative experiment, original Mask RCNN and Faster RCNN both adopted resnet-101 as their backbones, which is same as the backbone of improved Mask RCNN. Besides, they also adopted the same hyper-parameters to train their models. The structure of YOLO is different from them. Therefore, the hyper-parameters of YOLO V2 and V3 were slightly different. Firstly, all sample images in training and testing sets are resized to 416 × 416 so that they can input the network of YOLO. The initial learning rate was set as 0.001 and learning momentum was set as 0.9. The size of mini-batch is set as 128. The weight decay was set as 0.0005. The total number of iterations was also set as 10000.
The variables, Precision (Eq. 7), Recall (Eq. 8), F 1 (Eq. 9) and T , are used to describe the performances of the 5 algorithms. The variable T is average elapsed time of detecting an image.
Recall = TP TP + FN (8) where TP means true positive that is the number of fruits detected correctly. FP means false positive that is the number of other objects detected as fruits. FN means false negative that is the number of fruits detected falsely. 'TP+FP' means all detected fruits and 'TP+FN' means all fruits in images. The variable F 1 is used to measure the performance of these methods by balancing the weights of Precision and Recall. 1226 (20%) testing images are used to test these methods, the test results are listed in Table 1 . Compared with the onestage object detection methods, two-stage methods have a better performance. Although the precision rate of YOLO V3 is slightly higher than that of Faster RCNN, the F 1 score of Faster RCNN is yet higher than that of YOLO V3. However, the average elapsed times of one-stage methods are much less than two-stage methods.
In all two-stage methods, the performance of Faster RCNN is worst. In addition to the mask branch, the improvements of FPN and RoIAlign make the performance of original Mask RCNN better than Faster RCNN and also make its elapsed time more than Faster RCNN. Table 1 shows that the precision rate of improved Mask RCNN is 90.68% and the recall rate is 88.29%. Compared with the F 1 scores of other two-stage methods, the performance of improved Mask RCNN is best. Besides, average elapsed time of improved Mask RCNN is a little less than that of original Mask RCNN for the improvements in RPN, but it is also more than that of Faster RCNN.
C. LOCATION OF CENTRAL POINTS
In this study, the instance segmentation is used to replace object detection methods, because the central points of cucumber fruits are difficult to be located accurately in horizontal direction for their narrow shape. The object detection methods detect a fruit by a rectangle box and instance segmentation methods detect a fruit in pixel level. To evaluate location accuracy of different methods, the central points of fruits produced by different methods are compared with that produced by labeled masks. The asterisks in Fig. 10 are the central points of fruits. The red region on the fruit in Fig. 10a is labeled manually and the red region in Fig. 10b The central points produced by labeled masks are called reference points. Reference points and corresponding central points produced by different methods are put in the same image coordinate system and then the Euclidean distance from a reference point to each corresponding central point is calculated. The distance is called location deviation. Fruits in 1226 (20%) labeled testing images have been detected by the 5 methods in previous subsection. The location deviations of these fruits are calculated in the experiment of this subsection. The statistical values of location deviation are shown in Table 2 . Table 2 shows the mean values and standard deviations of location deviations. YOLO V2, YOLO V3 and Faster RCNN all adopt rectangle boxes to locate objects, but the mean value and standard value of YOLO V3 is lower than YOLO V2 and Faster RCNN. It indicates that the location accuracy of YOLO V3 is higher than YOLO V2 and Faster RCNN because YOLO V3 can detect multi-scale objects.
The mean values and standard deviations of original Mask RCNN and improved Mask RCNN are both lower than that of other methods, which indicates fruit detection in pixel level can reach higher location accuracy than fruit detection by a rectangle box. Meanwhile, improved Mask RCNN can reach higher location accuracy than original Mask RCNN, because its improvements are efficient to improve location accuracy.
IV. CONCLUSION
In this study, an improved Mask RCNN is proposed to detect cucumber fruits in pixel level. Cucumber fruits are difficult to be detected effectively by the traditional object detection methods for their special color and shape. Improved Mask RCNN not only can detect fruits effectively but also can reach high location accuracy.
(1) In consideration of the features of cucumber fruits, the RPN in original Mask RCNN is improved. The LG operator is proposed to filter non-green background and limit anchor boxes in the green regions. Besides, the scales and aspect ratios of anchor boxes are adjusted to fit the shape and size of cucumber fruits.
(2) The trained model of improved Mask RCNN has a good performance on testing images. The test result shows that the precision and recall rates are 90.68% and 88.29% respectively. However, its average elapsed time is slightly slow and cannot realize real-time detection. The slow time is mainly caused by the two-stage Faster RCNN structure. The further study is to apply efficient one-stage structure and FCN to realize instance segmentation.
(3) The location of cucumbers is important for picking fruits by robots. Fruit detection by a rectangle box cannot locate fruits in high precision for long and narrow shape. The location accuracy of improved Mask RCNN is not only higher than Faster RCNN, YOLO V2 and YOLO V3 but also higher than original Mask RCNN. 
