A variational integrator for ideal magnetohydrodynamics is derived by applying a discrete action principle to a formal Lagrangian. Discrete exterior calculus is used for the discretisation of the field variables in order to preserve their geometrical character. The resulting numerical method is free of numerical resistivity, thus the magnetic field line topology is preserved and unphysical reconnection is absent. In 2D numerical examples we find that important conservation laws like total energy, magnetic helicity and cross helicity are satisfied within machine accuracy.
Introduction
Magnetohydrodynamics (MHD) describes the dynamics of electrically conducting fluids like plasmas or liquid metals. It is one of the most widely applied theories in laboratory as well as astrophysical plasma physics [53, 29, 11, 20, 23] , used to describe, e.g., macroscopic phenomena like equilibrium states in tokamaks or stellarators, large scale turbulence in space plasmas, and dynamos that generate magnetic fields of stars and planets. The structure of the equations is very similar to hydrodynamics, albeit in MHD the fluid equations are coupled with Faraday's law and Ampère's law from electrodynamics, thereby allowing for an even richer variety of phenomena.
When numerically solving the MHD equations, it is important to preserve certain properties of the equations in order to obtain physically accurate and reliable solutions. One such property is of topological nature, namely that in absence of electric resistivity the magnetic field line topology is preserved and magnetic field lines cannot open up and reconnect (frozen-in condition). Another property is that the magnetic field is divergence-free, which implies the absence of magnetic monopoles. Moreover, under suitable conditions the system satisfies several conservation laws, namely for energy, magnetic helicity and cross helicity.
The structure-preserving integration of ideal magnetohydrodynamics has attracted the interest of several researchers. Liu and Wang [46] approached the problem by coupling the MAC scheme [32] for the Navier-Stokes equation with Yee's scheme [58] for the Maxwell equations. Recently, more geometric motivated approaches were presented. Gawlik et al. [26] used a discrete Euler-Poincaré principle, which yields a similar scheme as that of Liu and Wang, but with different time discretisation. A variational integrator in Lagrangian variables, based on directly discretising Newcomb's Lagrangian [49] , has been derived by Zhou et al. [59] . Here, we propose a variational discretisation in Eulerian variables [47] , based on a formal Lagrangian formulation [40] combined with ideas from discrete exterior calculus [52, 21, 33] . While the discretisation of the variational formulation leads to exact conservation of energy, magnetic helicity and cross helicity, preserving the differential form character of the physical variables ensures that the divergence of the magnetic field is preserved and in combination with a staggered grid, prevents checker-boarding, a spurious phenomenon often observed with finite difference discretisations of incompressible fluid equations.
The outline of the paper is as follows. In Section 2, the ideal MHD equations are reviewed. We manipulate the equations into a form suitable for our means and sketch the construction of formal Lagrangians as a starting point for deriving variational integrators. In Section 3, we provide the building blocks of discrete exterior calculus on two-dimensional cartesian meshes. In Section 4, we describe the variational discretisation on the staggered grid, which is motivated by the discrete differential forms of Section 3. In Section 5, we provide several numerical examples which demonstrate the good conservation properties and long-time stability of the proposed scheme.
Incompressible Magnetohydrodynamics
Magnetohydrodynamics describes fluids that carry an electric current but remain electrically neutral so that the fluid motion is coupled to the magnetic field only. The equations of incompressible magnetohydrodynamics (MHD) result from the combination of the Navier-Stokes equation for an incompressible fluid with an appropriate form of the induction equation for the magnetic field. Specifically, the system of incompressible MHD equations is given by 
for t ∈ [0, T ], with T > 0 sufficiently small, and on a bounded spatial domain Ω ⊂ R d . The three unknowns are the fluid velocity V : Ω T → R d , the Alfvén velocity B : Ω T → R d , i.e., the magnetic field divided by √ 4πρ (in c.g.s. units) with a constant mass density ρ > 0, and the effective pressure p : Ω T → R, i.e., the sum of the fluid pressure per unit of mass and the magnetic pressure per unit of mass. Here, Ω T = [0, T ] × Ω and ∆ denotes the standard Laplace operator on R d . With a common abuse of terminology, we shall refer to B as the magnetic field, thus implying the proportionality constant, and to p as the pressure. The parameters µ > 0 and η > 0 determine the strength of viscosity and electric resistivity of the fluid, respectively.
Equation (1a) is called the momentum equation, while equation (1b) is the induction equation. Both V and B are divergence-free, V as we consider an incompressible fluid, and B as there are no magnetic monopoles. But while ∇ · B = 0 is implied by the induction equation, provided that the initial magnetic field B| t=0 is divergence-free, ∇ · V = 0 is a dynamical constraint determining the pressure p.
In this paper, we shall consider the two-dimensional case, d = 2, where Ω is a rectangular domain with Cartesian coordinates (x, y), and V = (V x , V y ), B = (B x , B y ). We shall make use of periodic boundary conditions so that Ω ∼ = T 2 , the flat two-dimensional torus.
Ideal Incompressible Magnetohydrodynamics
Ideal incompressible MHD equations are obtained by setting µ = 0 and η = 0 in equations (1) , thus considering the case of an ideal fluid with zero electrical resistivity. Without resistivity, η = 0, equation (1b) states that the magnetic field is advected with the fluid flow, which implies the conservation of the magnetic flux through a surface moving with the fluid [6] . In addition, the topology of magnetic field lines is conserved. They are not allowed to open up and reconnect, a property that is worthwhile to maintain on the discrete level. In a resistive plasma, η∆B describes diffusive effects, for which the magnetic field lines are not just dragged along with the field, but are free to change their topology.
In two spatial dimensions (d = 2), the constraints (1c) and (1d) can be used to recast the initial value problem for ideal incompressible MHD in the form
where the initial data (V 0 , B 0 ) must be divergence-free,
, and we have introduced two bi-linear operators, ψ and φ, defined componentwise by
Although this formulation might not appear natural at first, the operators ψ and φ have a geometrical meaning which will become clear in section 2.3. The same bilinear operators were found by Gawlik et al. [26] in their discretisation of the Euler-Poincaré variational formulation of ideal MHD. A direct calculation shows that, for any triple of vector fields B, V , and W , one has
where dτ = dxdy denotes the volume element on Ω and periodic boundary conditions have been used for (5d). By making use of the foregoing identities, one readily obtains the three important conserved quantities of ideal MHD in two dimensions [6] , namely, the conservation of the total energy,
of cross helicity
and of magnetic helicity
where A z is the third component of the magnetic vector potential, B = (−∂ y A z , ∂ x A z ); from the induction equation one has that ∂ t A z + V · ∇A z = 0, hence dC MH /dt = 0. Conservation of all three quantities is desirable in numerical simulations in order to obtain qualitatively and quantitatively accurate results. In the next step, we construct a formal Lagrangian for equations (2).
Formal Lagrangians
A direct variational formulation of system (2) does not exist since the functional derivative of the MHD equations is not symmetric [56] . Therefore, in order to derive variational integrators for these equations, we resort to a formal Lagrangian formulation [35, 7] . This approach to the development of numerical integration schemes is described in detail in reference [40] . Here we outline the procedure for the case under consideration without theoretical (geometrical and functional) details. Essentially, we treat the ideal MHD system as part of a larger system, which admits a Lagrangian formulation. Each equation of (2) as well as the incompressibility constraint is multiplied with auxiliary variables, α, β and γ, respectively. It is worth mentioning that ∇ · V = 0 is treated as a dynamical equation determining the pressure. The formal Lagrangian density is given as the sum of the resulting expressions,
where ϕ denotes the tuple of all the variable of the extended system,
and ϕ t , ϕ x , and ϕ y denote the corresponding derivatives with respect to t, x, and y, respectively. The ideal MHD equations (2) are obtained from Hamilton's variational principle applied to the action
where
and ϕ(t) = ϕ(t, ·), ϕ (t) = ∂ t ϕ(t, ·), with fixed initial and final points, i.e., ϕ(0) = ϕ 0 , ϕ(T ) = ϕ T . In addition we obtain a set of equations which determine the evolution of the auxiliary variables,
A remarkable property of the Lagrangian (9) is that, if V , B, and P solve the physical equations (2), then we can construct a solution of the adjoint system (13) by setting α = V , β = B, and γ = P .
Differential Forms
As the derivation of the proposed scheme will be based on discrete exterior calculus, we need to reformulate the ideal incompressible MHD equations (2) and the formal Lagrangian (9) in terms of exterior calculus and differential forms [1, 45, 44, 55] . We begin with a minimal simplified overview of the necessary formalism. For a more comprehensive review in the context of discretisation, the reader is referred to [28, 50] . On a two-dimensional domain Ω, there are three non-trivial spaces of differential forms denoted by Λ p = Λ p (Ω) for p ∈ {0, 1, 2}. The space Λ 0 (Ω) comprises scalar functions f : Ω → R, the zero-forms. The space of one-forms Λ 1 (Ω) comprises line elements α = α x (x, y)dx + α y (x, y)dy where α x and α y are functions over Ω. Here, the differentials dx and dy are precisely defined as linear maps acting on a vector W = (W x , W y ) tangent to Ω according to dx(W ) = W x and dy(W ) = W y ; hence a one-form corresponds to a map from Ω to the dual space of the tangent vectors. At last, the space of two-forms Λ 2 (Ω) comprises surface elements m(x, y)dx ∧ dy, where we have defined the exterior product dx ∧ dy = dx ⊗ dy − dy ⊗ dx, with ⊗ being the tensor product of linear operators. This is a bi-linear map over the tangent space, (
, which corresponds to the Euclidean area of the quadrilateral spanned by the vectors W 1 and W 2 , so that dx ∧ dy can be identified with the surface element in Ω for the Euclidean metric. The union of the spaces Λ p forms a graded algebra with respect to the alternating product, which has been introduced above for dx ∧ dy and can be defined as a map
p+q for any pair of forms α ∈ Λ p and β ∈ Λ q . This map can, for simplicity, be characterised by its action on elementary objects, namely, f ∧ dx = f dx, f ∧ dy = f dy, for f ∈ Λ 0 , dx ∧ dx = dy ∧ dy = 0, and associativity (α ∧ β) ∧ γ = α ∧ (β ∧ γ). The exterior product is not commutative and we have α ∧ β = (−1) pq β ∧ α. We can introduce the exterior derivative d : Λ p → Λ p+1 in the same way: It acts on zero-forms as df (x, y) = ∂ x f (x, y)dx + ∂ y f (x, y)dy and on one-forms as dα = (∂ x α y − ∂ y α x )dx∧dy. Then, we have
, where Rng and Ker denote the range and the null space (kernel) of the operator, respectively. Constants are embedded in Λ 0 and R = Ker(d : Λ 0 → Λ 1 ). All spaces Λ p (Ω) for p > 2 reduce to the trivial subspace {0} of the space of p-linear tensors, as the only alternating p-linear tensor with p > d is the trivial one. We therefore have d : Λ 2 (Ω) → {0}. The product rule for the exterior differentiation reads d(α ∧ β) = dα ∧ β + (−1) p α ∧ dβ, for α ∈ Λ p and β ∈ Λ q , which is Leibnitz formula in exterior calculus. Together with the standard spaces of differential forms, we consider their twisted counterparts Λ p (Ω), [15, 22, 12, 41, 50] . In the simple domain under consideration such spaces are just copies of Λ p (Ω). The Hodge operator :
, and µ = m for µ = mdx ∧ dy ∈ Λ 2 (Ω). Since in this case Λ p = Λ p the Hodge operator can be composed with itself and one can check that
This structure is summarised in the following diagram
Due to the fact that the range of d defined on elements of Λ p is in the kernel of d defined on elements of Λ p+1 , each row of the diagram forms a de Rham complex. In addition, we can define the following operations. To a one-form α = α x dx + α y dy we can associate a vector field α = (α x , α y ) and this map corresponds to the raising (or sharp) operator with the trivial metric. Conversely, to a vector field W = (W x , W y ) we can associate a one form W = W x dx + W y dy and this map corresponds to the lowering (or flat) operator with the trivial metric. For the contraction of a vector field and a one-form we write,
while the contraction with a two form µ = mdx ∧ dy we write
We can now write the MHD equations in terms of such objects. In this framework, vector fields and one-forms are isomorphic to each other, both representing two-component fields. We choose to represent both V and B as one-forms, i.e., V = V x dx + V y dy and B = B
x dx + B y dy. The momentum balance suggests P ∈ Λ 0 so that dP represents the pressure gradient as a one-form. At last we have the identities
The divergence-free constraint takes the form
and analogously for B. All the foregoing identities can be checked by direct computation. The Cauchy problem (2) for ideal incompressible MHD equations then writes
, and with divergence-free initial data (V 0 , B 0 ). One should notice that we have applied the Hodge operator to the induction equation, and used the fact that commutes with ∂ t and α = −α for any α ∈ Λ 1 . We remark that terms on the right hand side of (15) are related to the Lie derivative via Cartan's formula
Particularly, ψ(V, V ) corresponds to the term in £ V V , which is not an exact differential (exact differentials can be reabsorbed by the pressure gradient), while φ(V, B) is the full Lie derivative of B, with d B = 0, and thus accounts for the advection of B along the flow of V . Based on the formulation (16), we want to construct a formal Lagrangian. To this end, we need to construct the L 2 -scalar product for differential forms α, β ∈ Λ p (Ω), for all p ∈ {0, 1, 2}. This is achieved on noticing that α ∧ β is always a surface element, and thus it can be integrated over Ω; moreover, it is symmetric, i.e., α ∧ β = β ∧ α. This allows us to define
which provides an inner product on Λ p (Ω). With respect to this inner product, the Hodge operator is either symmetric or anti-symmetric depending on p, namely, for any two forms α ∈ Λ p (Ω) and
and specializing this result to the case β = γ with γ ∈ Λ p (Ω) we obtain
that is, is an L 2 -isometry. We shall also use the fact that the contraction operator ı V with V ∈ Λ 1 (Ω) is the formal adjoint to the operator of exterior multiplication V ∧ ·, namely, for µ ∈ Λ p+1 (Ω) and ν ∈ Λ p (Ω) we have
Analogously we also have that, in two dimensions, − d is the formal adjoint of d, i.e., for µ ∈ Λ p (Ω) and ν ∈ Λ p+1 (Ω)
which follows from the product rule on noticing that
and in two dimensions (−1) p(d−p+1) = 1 while integrating on a periodic domain annihilates the left-hand side.
With the inner product (18) we can construct the formal Lagrangian by pairing the momentum equation with α ∈ Λ 1 (Ω), the induction equation with a twisted one-form β, β ∈ Λ 1 (Ω), and the divergence constraint of the velocity with γ ∈ Λ 0 (Ω),
where V t = ∂ t V and B t = ∂ t B. We want to recast the Lagrangian in terms of forms only, thus removing the vector fields V and B . With that aim, we exploit the properties of the inner product to write
and at last we note that ı V B = −V ∧ B with the result that
We observe that all quantities are differential forms and no vector field is present anymore. The Lagrangian (20) will be the basis for the discretisation outlined in the next section.
Discrete Exterior Calculus on Cartesian Meshes
In this section we define basic elements of the discrete exterior calculus on two-dimensional Cartesian meshes. With this aim we follow the work of Robidoux and Steinberg [52] , who developed a mimetic discretisation method for vector calculus on tensor-product meshes. For discrete exterior calculus on simplicial meshes we refer to the work of Hirani [33] and Desbrun et al. [21] .
In order to obtain a finite difference discretisation of spaces of differential forms, one can exploit the relationship between zero-forms and points, one-forms and line elements, two-forms and area elements, c.f. Section 2.3. This allows us to identify discrete differential forms with their integral over geometric elements of the grid: vertices for zero-forms, edges for one-forms, and cells for two-forms. Within this framework, it is convenient to have a linear space structure over the geometric elements of the grid, which leads to the concept of chains [52] .
We introduce a staggered grid, where the pressure is collocated at the vertices of a grid cell and the velocity and magnetic field components at the edges, c.f. Figure 1(a) . The location of the physical quantities comes natural when viewed as differential forms. The pressure is a zero-form and is therefore collocated at the vertices of a cell of the primal grid. The velocity (and in two dimensions also the magnetic field) is a one-form and is therefore collocated at the edges of a cell, x-components on the horizontal edges and y-components on the vertical edges, c.f. Figure 1 (a). On the dual grid, the pressure becomes a two-form, collocated at the cell centre. The velocity and magnetic field are still one-forms, but twisted, so that x-components are collocated on the vertical edges and y-components on the horizontal edges, c.f. Figure 1 (b).
The Grid
We consider a grid in the two-dimensional Euclidean space R 2 , given by equidistant points in each direction. On the primal grid, cell centers are labelled with integer indices, (i, j), vertices are labelled with half-integer indices, (i + 1/2, j + 1/2) and edges with mixed indices, (i, j + 1/2) and (i + 1/2, j). On the dual grid, the labelling is reversed. Points in the grid correspond to x-and y-coordinates as follows,
with h x , h y ∈ R + and i, j, k ∈ Z. Here, h x and h y denote the grid step size in x-and y-direction, respectively, which is assumed to be constant throughout the grid.
Chains
Let us start with the definition of cell chains. Given a i,j ∈ {−1, 0, +1}, the formal sum
where c i,j is a cell of the primal grid, is interpreted as the disjoint union of cells c i,j . Here, a i,j = ±1 indicates the cell's orientation and a i,j = 0 means that the cell c i,j is not present.
The set of such formal series can be extended to a linear space by taking the coefficients a i,j in R and defining summation and multiplication by scalars according to
Such formal sums are referred to as cell chains and their space is denoted by C. They retain their geometrical meaning for a i,j ∈ {−1, 0, +1} and should be regarded as abstract algebraic objects for general coefficients. Analogously, we define the space E of edge chains
where e x i, j+1/2 and e y i+1/2, j are the top and right edges of the cell c i,j . We always consider periodic boundary conditions, so that we have as many horizontal and vertical edges as cells.
At last, the space V of vertex chains comprises formal sums of the form
where v i+1/2, j+1/2 is the upper right corner of the cell c i,j . One should notice that cells, edges and vertices of the grid act as basis of the corresponding spaces of cell, edge and vertex chains, respectively. Among these spaces, we have boundary operators
which are the linear operators defined on the basis according to
and extended by linearity to the whole spaces. For example, the boundary operator is applied to a cell chain c h ∈ C by applying ∂ to each term in the sum, giving an edge chain ∂c h ∈ E of the form
Note that ∂∂ = 0, which is verified in direct calculation of the boundaries of the expressions in (27) . Analogously, chains on the dual grid are defined as
where v i, j , e x i+1/2, j , e y i, j+1/2 and c i+1/2, j+1/2 denote vertices, edges, cells and thus basis elements of chains on the dual grid. The corresponding spaces of vertex, edge and cell chains are denoted by V , E and C , respectively. The action of the boundary operator on chains on the dual grid is defined in complete analogy to the boundary operator on the primal grid.
Differential Forms
The spaces of discrete differential forms can be defined as the algebraic duals of the spaces of chains (therefore discrete differential forms are also referred to as cochains). Specifically, discrete zero-forms are linear operators from V to R and their space is denoted by Λ 
where the formal integral denotes the action of a discrete form on a chain. Analogously, the space Λ 
At last, the space Λ 2 h of two-forms is the dual of the space V of cell chains. The basis for Λ 2 h is given by the linear operatorsc k, l , defined bȳ
Written in this basis, the discrete forms
h take the following form,
Spaces of twisted differential forms are defined as the algebraic duals of the chain spaces V , E and C on the dual grid, and are denoted by Λ p h with p = 0, 1, 2 and with basis elementsv i, j ,ē
Integrals
By linearity it follows from the basis representation (31) , that the zero-form φ h applied to the vertex chain v h is
the one-form α h applied to the edge chain e h is
and the two-form ω h applied to the cell chain c h is
For the specific cases of discrete one-and two-forms, the formal integrals (33) and (34) can be identified with the integration [1, 45, 44, 55] of piecewise-defined one-and two-forms on the corresponding chains. This justifies the use of the integral notation in the duality relation (30).
Hodge Operator
The discrete hodge operator h is a bijection which takes discrete forms on the primal grid to the dual grid as follows,
The inverse of the hodge h , taking discrete forms on the dual grid to the primal grid, is also denoted h and we have
Applying the discrete hodge twice, we find that h h φ h = φ h , h h α h = −α h and
h , respectively. This shows that the identity
α is preserved at the discrete level.
Exterior Derivative
The exterior derivative of a zero-form φ is given by
and discretised by
As a consequence of this definition, we can state a discrete version of Stokes' theorem, namely,
In order to prove this relation, it suffices to consider the chain basis elements e x i, j+1/2 and e y i+1/2, j , for which we have
and thus
At the same time, integrating (38) over e x i, j+1/2 and e y i+1/2, j , respectively, we get
which verifies (40) . The exterior derivative of a one-form α is given by
which also preserves Stokes' theorem.
Exactness
Computing the discrete exterior derivative of d h φ h with periodic boundary conditions, we find
which means that the result of the exterior derivative applied twice vanishes as it should.
Differential Operators
Following the previous exposition, the divergence of a one-form α, computed by
is discretised by
The Laplacian of a zero-form, computed by
which happens to be the usual second-order finite difference Laplacian.
Exterior Product
In order to discretise the exterior product of two forms, we have to introduce appropriate averaging as (except for the exterior product of zero-forms) the result will be a form of higher degree and therefore located on a different position on the grid. For each combination of forms, the particular averaging follows from the definition of the exterior product of the corresponding basis forms. We need to define four different discrete exterior products: primal-primal, dual-dual, primal-dual and dual-primal. While the definition of the primal-primal and dual-dual exterior products are practically identical, the primal-dual and dual-primal exterior products require separate treatment. In the first case, the result is a form on the primal grid, while the the second case, the result is a form on the dual grid. This apparently arbitrary choice will become clear in Section 3.8 in relation to the definition of discrete pairings.
Primal-Primal and Dual-Dual Exterior Product
The exterior product of two zero-forms φ and ψ is a zero-form defined as
and discretised point-wise as
This can be expressed with respect to the basis forms as
The exterior product of a zero-form φ and a one-form α is a one-form defined as
and discretised as
which follows from the following relation of the basis forms,
As the one-form φ h is defined on vertices while the one-form α h and the resulting oneform are defined on edges, we need to average φ h accordingly. The exterior product of a zero-form φ and a two-form ω is a two-form defined as
where we computed cell averages of the zero-forms, which are defined on the vertices. This relation follows from
The exterior product of two one-forms α and β is a two-form defined as
While the one-forms are defined on edges, the resulting two-form is defined on cells and therefore discretised as
where the x-components are averaged in y-direction and the y-components are averaged in x-direction, as follows from
The dual-dual exterior products follow in complete analogy to the primal-primal definitions. The primal-dual and dual-primal exterior products, however, need special treatment.
Primal-Dual and Dual-Primal Exterior Products
With two separate meshes for primal and dual forms, we have different exterior products between primal and dual forms and dual and primal forms, respectively. For the primaldual and dual-primal exterior products, we only consider those combinations which lead to a volume form. As before, the exterior products of forms are defined through the exterior products of the basis forms. For zero-and two-forms, we havē
so that the exterior product of a primal zero-form ψ h and a dual two-form ω h becomes
and the exterior product of a dual zero-form ψ h and a primal two-form ω h becomes
For exterior products of basis one-forms, we havē
so that the exterior products between primal and dual one-forms, α h and β h as well as α h and β h , become
For exterior products of basis two-forms and basis zero-forms, we havē
so that
With these definitions, we can define the pairings necessary to discretise the Lagrangian.
Pairings
The discrete version of the pairing (18) follows on noting that α h ∧ h h β h is a discrete two-form for arbitrary discrete forms α h , β h ∈ Λ p h with p ∈ {0, 1, 2} and can be integrated over cell chains. Analogously, for any α h , β h ∈ Λ p h the expression α h ∧ h h β h is a discrete two-form on the dual grid. This is a consequence of the specific choices in the definition of the discrete exterior product in Section 3.7. Upon identifying the computational domain Ω with primary and dual chains with unit coefficients,
and
respectively, it is natural to define the discrete pairing by
From Equations (30), (35) and (66) we obtain explicit expressions for the pairing of discrete zero-forms γ h and φ h ,
the pairing of discrete one-forms α h and β h ,
and the pairing of discrete two-forms σ h and ω h ,
For the convenience of the reader, we provide explicit expressions of the pairings on the dual grid, namely for discrete zero-forms γ h and φ h ,
for discrete one-forms α h and β h ,
and for discrete two-forms σ h and ω h
At the continuous level, the Hodge operator is an isometry with respect to the pairing, namely for α, β ∈ Λ p (Ω) we have that
As a consequence of the definitions of discrete exterior products it can be seen that this property is preserved at the discrete level, in particular h is an isometry between the primal and dual grid,
This follows from
which can be proved directly by inspection of the expressions for the discrete exterior products in Section 3.7, together with h h α = (−1) p(d−p) α, cf. Section 3.5. The identity (85) can also be checked directly by comparing Equations (81)-(83) to Equations (78)-(80) and accounting for periodic boundary conditions.
Variational Discretisation
In order to obtain a numerical method for the ideal MHD equations (2), we discretise the action functional A and apply a discrete version of Hamilton's principle of stationary action [47, 40] . Standard variational discretisations on cartesian meshes usually lead to centred finite difference schemes, which are problematic for the momentum equation. Such schemes, for which the components of the velocity vector and the pressure are located at the same grid points, are known to be prone to instabilities (see e.g. Langtangen et al. [43] or McDonough [48] ). The pressure often becomes highly oscillatory as a symmetric difference operator, e.g., with stencil [−1 0 + 1], annihilates pressures which oscillate between +1 and −1 between neighbouring grid points. This is often referred to as checkerboarding.
An effective remedy for this problem within the finite difference method is the introduction of a staggered grid. The notion of discrete exterior calculus as introduced in the previous section provides a guiding principle on how to locate the various quantities on the grid so that their geometric character and desirable properties like the identities from vector calculus are retained on the discrete level. Using these notions, the discrete divergence-free constraint of the velocity field, h d h h V h = 0, becomes
which is defined in such a way that the natural location of the divergence coincides with the location of the pressure. The function of the pressure in incompressible fluid dynamics can be described as a Lagrange multiplier enforcing the divergence-free constraint of the velocity field. By the above discretisation, only the pressure at a single grid point enforces the divergence of the velocity of the surrounding grid points to vanish. As the divergence is computed by one-sided finite differences (and not e.g. by a combination of forward and backward differences), checker-boarding will not be an issue.
Temporal Discretisation
The discrete exterior calculus defined in the previous section fully determines the spatial discretisation. In addition we need to define discrete time derivatives. The velocity and magnetic field are collocated at full time steps t n = t 0 + nh t , with h t the time step size, and their time derivatives are defined point-wise on the primal grid as
so that the time derivative does not change the differential form character of the variables. For the pressure P , the staggering approach is applied also with respect to time, i.e., the pressure nodes are (i + 1/2, j + 1/2, n + 1/2). The adjoint variables will be collocated at the same spatial grid positions as the corresponding physical variables but staggered with respect to time. That is, α and β share their spatial grid positions with V and B, but their temporal position is at half time steps t n+1/2 = t 0 + (n + 1/2)h t , just as the time derivatives of V and B. As γ is a scalar field, it is collocated at the same spatial position as the pressure, but its temporal position is at full time steps t n . For concise notation, we introduce averages of the vector fields V and B on the primal grid, where averaging is applied with respect to both space and time,
The averages of the adjoint variables α and β in (20) do not involve time, therefore we have
With these definitions we will now construct the discrete Lagrangians.
Momentum Equation
We start the derivation of the variational integrator by considering the momentum equation, which corresponds to the incompressible Euler equation with the Lorentz force due to the magnetic field. The terms of the formal Lagrangian (20) , corresponding to the momentum equation, are
This expression is discretised on the primal grid as depicted in Figure 1(a) , yielding the discrete Lagrangian for the momentum equation,
with
The part of the formal Lagrangian (20), corresponding to the divergence term,
is discretised on the dual grid in Figure 1 (b) as
which will give (87) as desired.
Induction Equation
Now we consider those terms of the formal Lagrangian (20) that will yield the induction equation,
These expressions are again discretised on the primal grid, leading to the discrete Lagrangian for the induction equation,
Now we have all the ingredients for a complete discretisation of the action integral corresponding to (2).
Variational Integrator
The discrete action amounts to
where ϕ d denotes the discrete solution, that is
A direct calculation of the variations gives the discrete ideal MHD equations,
with the discrete operators defined by and Figure 2 shows the cells covered by the stencils of each equation. The discretisation of the operators ψ and φ is the very same as the one obtained by Gawlik et al. [26] and Liu and Wang [46] . Gawlik et al. follow a different but related path in their derivation, based on discrete Euler-Poincaré reduction. In this approach, only the velocity field is treated variationally while the magnetic field is a quantity passively advected with the velocity field. Instead in our method the velocity field and the magnetic field are treated on equal footing and fully variationally, leading to a different temporal discretisation. With the Euler-Poincaré integrator, cross helicity is preserved exactly but energy only approximately (cf. Figure 6 .1 in Reference [26] ). We will see that in the proposed scheme, energy, magnetic helicity and cross helicity are preserved exactly (up to machine accuracy). The scheme of Liu and Wang uses an explicit Runge-Kutta method for time integration, so that conservation laws are broken, possibly posing problems in long time simulations. From the discrete action principle, we obtain the implicit midpoint method for time integration, which is a symmetric integrator that exhibits favourable long-time stability [31] . Note the absence of any spatial averaging of the time derivatives and the pressure gradient. This is on purpose, as we wanted to prevent the emergence of grid-scale oscillations in the fields by introducing the staggered grid. Spatial averages of the time derivatives or the pressure gradient might result in symmetric finite difference operators in the discrete equations of motion, which support spurious velocity or pressure oscillations between neighbouring grid points.
Numerical Examples
In this section, we consider four standard test cases of ideal magnetohydrodynamics taken from the previous literature [18, 25, 26] : Alfvén waves (Section 5.2), the development of current sheets in an Orszag-Tang vortex (Section 5.3), the passive advection of a magnetic loop (Section 5.4), and the perturbation of a current sheet (Section 5.5).
The variational integrator (102) is implemented using Python [54, 42] , Cython [10] , PETSc [8, 9] and petsc4py [19] . Visualisation was done using NumPy [57] , SciPy [36] and matplotlib [34] . The nonlinear system is solved with Newton's method, where in each iteration the linear system is solved either via LU decomposition with MUMPS [2, 3] or via GMRES with ASM preconditioning [24] . The tolerance of the nonlinear solver is set to 10 −10 or smaller, which is usually reached after 3 − 5 iterations.
Diagnostics
In the following we give discrete expressions of the conserved quantities, energy (6), cross helicity (7) and magnetic helicity (8) , which are monitored in the simulations, as well as the discrete equations for the reconstruction of the vector potential and the current density. We do not derive these quantities from a discrete Noether theorem as described in [40] , as the corresponding generating vector fields have horizontal components, which are not supported by the current state of the discrete theory (see [37] for an extension).
Energy
The total energy of the system is the sum of kinetic energy and magnetic energy, which are computed by
As there is no dissipation term in the ideal MHD equations, the total energy should always be preserved. As usual for incompressible flows, internal energy due to pressure is not accounted for [16] .
Cross Helicity
The cross helicity is the L 2 -product of the velocity and the magnetic field,
In ideal MHD, the parallel components of the velocity and magnetic fields do not interact, so that the integral of their product over the spatial domain stays constant.
Magnetic Helicity
In two dimensions, magnetic helicity reduces to the integral of the magnetic potential,
where A i,j,n is reconstructed as described below.
Magnetic Potential
In two dimensions, the magnetic field is given in terms of the magnetic potential A ∈ Λ 0 (Ω) by B = dA or in components by
where A is the z-component of the magnetic vector potential, here treated as a twisted zero-form. The magnetic potential is collocated at the vertices of Figure 1 (b) . Therefore these equations are discretised as
Equations (110) can be rewritten as recurrence relations for A i,j , namely
The vector potential can be obtained by fixing the value of A in the point (i, j) = (1, 1) and looping over the whole grid, using the first equation to compute columns and the second to jump between rows, or the other way around. To which value A 1,1 is fixed is not important as A is determined only up to a constant. In a two-dimensional domain, the contour lines of the magnetic potential A correspond to field lines of the magnetic field B. Hence, A is an important diagnostic.
Current Density
The current density J ∈ Λ 2 (Ω) is given by the exterior derivative of the magnetic field, J = dB. The discrete version of that is
h , or explicitly,
Like the vector potential, the current is collocated at cell centres.
Alfvén Waves
In the first example, we consider an Alfvén wave traveling along x, with initial conditions Although this example is rather simple, the results of our variational integrator are already remarkable. Figure 3a shows the time traces of the errors in the total energy, the magnetic helicity and the cross helicity. For most of the simulation, the amplitude of the oscillations is of order 10 −15 , i.e., machine precision. We want to stress that within 500 passings of the wave there is no change in the energy within the machine accuracy, implying that there is no damping due to numerical effects. In this respect, it is worth emphasising that this is a fully nonlinear wave, i.e., the amplitudes of the perturbations of the magnetic field as well as the velocity field are of order one. As can be seen in Figure 4 , the shape of the wave is also well preserved, albeit there is some phase error: for t = 2n, with integer n, the solution should reproduce the initial condition, which is not the case at t = 1000. As can be seen by Fourier analysis, the phase velocity in the simulation is approximately 0.9901 and thus does not match the theoretical Alfvén velocity, which is one. This is not surprising given the low order and dispersiveness of the proposed method (c.f. the discussion in Reference [40] ). 
Orszag-Tang Vortex
Next we consider the evolution of current sheets in an Orszag-Tang vortex, where we use the same initial conditions as Cordoba and Marliani [18] , namely
with the streaming function ψ and the vector potential A given by ψ = 2 sin(y) − 2 cos(x), A = cos(2y) − 2 cos(x).
The spatial domain is Ω = [0, 2π]×[0, 2π] with periodic boundaries. We consider a spatial resolution of n x × n y = 64 × 64 grid points and the time step h t = 0.01. The Orszag-Tang vortex constitutes a turbulent setting that leads to the growths of current sheets. These are narrow areas of large current density due to a change of sign in the magnetic field. In Figure 5 , the current density computed by (112) is plotted. Current sheets are those regions of the domain where the current density concentrates. Starting from about t = 60, the simulation is under-resolved and subgrid modes start to impair the quality of the solution. Note that in the original work, Cordoba and Marliani [18] used an adaptive mesh refinement approach with an initial resolution of 1024 × 1024 points. The important observation is, that even with low resolution energy, magnetic helicity and cross helicity are preserved to machine precision (see Figure 3b ). Even though a slight growth in the errors is observed, the amplitudes do not exceed 3 × 10 −15 throughout the whole simulation.
Loop Advection
We now consider a case with very small magnetic field, such that the momentum and induction equations are almost decoupled and the magnetic field is passively advected by the fluid. The initial conditions are the ones proposed by Gardiner and Stone [25] , namely
with the magnetic potential A given by
essentially describing a cone, and the following constants
The spatial domain is Ω = [−1, +1] × [−0.5, +0.5] with periodic boundaries, so that the lengths of the domain are L x = 2 and L y = 1. We consider a spatial resolution of n x × n y = 128 × 64 grid points and the time step h t = 0.01. The problem is set up so that the loop should return to its initial position after integer times t = 1, 2, 3, .... In Figure 7 it can be seen that this is initially the case, but after some time, the loop gets deformed, such that its centre is slightly displaced from its initial position at integer times. One possible reason for this behaviour is that the proposed scheme is of low order and can be affected by phase errors as already observed Figure 6 : Conservation of energy, magnetic helicity and cross helicity for loop advection, non-smooth (left) and smooth (right).
CCH(t)
for the example of Alfvén Waves in Section 5.2. Another possible reason is that we are using a finite difference discretisation, which assumes a sufficient degree of smoothness of the solution. Here, however, the magnetic field forms a cone and thus is only continuous. Despite the quantitative deficits of the numerical solution, energy, magnetic helicity and cross helicity are preserved to machine accuracy throughout the whole simulation (c.f. Figure 6a ). The magnetic pressure decreases slightly, but after 10 passings the difference to the initial pressure is still smaller than 10 We consider several spatial resolutions, namely n x × n y ∈ {64 × 64, 128 × 128, 256 × 256} grid points and the time step is h t = 0.01.
The results are plotted in Figure 8 . We can see that the deformations at low resolution (64 × 64) are comparable to those observed for the non-smooth loop, but become less pronounced with increasing resolution (128 × 128 and 256 × 256). This hints at the low order of the scheme as the main reason for the inaccuracies. However, in the smooth case, the deformations are mirror-symmetric with respect to the axis of advection, which is not the case for the non-smooth case. This can be attributed to the low regularity of the initial conditions of the non-smooth loop, which leads to more pronounced effects of dispersion than with smooth initial conditions. Figure 9 : Current sheet models: discontinuous magnetic field (red), smooth field (blue).
Current Sheet
In the following, we consider as initial conditions for the magnetic field two different current sheet models that appear in reconnection studies (see Figure 9 ). That is a discontinuous magnetic field with a sharp jump [25] , caused by two singular current sheets,
and a tanh profile similar to [30] , caused by current sheets with finite thickness,
In both cases we have B x = 0 and the following initial conditions for the fluid,
The spatial domain is Ω = [0, 2] × [0, 2], which is discretised by n x × n y = 32 × 32 grid points. We use periodic boundaries and a time step of h t = 0.1. In both cases, energy and magnetic helicity are exactly preserved, i.e., up to machine accuracy (see Figures 10a -10b) . For cross helicity, we see a slight drift (Figure 10b) , however, after 100 characteristic times the error is still of order 10 −15 . In the following, we want to focus on the conservation of field line topology.
In Figure 11 , the field line evolution for the discontinuous magnetic field is plotted. Initially all field lines are parallel. Due to the perturbation in the velocity field, the magnetic field lines get bend, but for more then 10 characteristic times, they do not break up and reconnect. After t = 12, however, magnetic islands start to form and consecutively grow as can be seen at t = 20. At this point, the solution can not be regarded as physical anymore. We have to stress here, that this set of initial conditions is quite challenging for most numerical schemes due to the discontinuity, and that with other methods reconnections sets in much earlier, e.g., in the range t = 0.5 . . . 1.0 for the Gudonov scheme of Gardiner and Stone [25] .
To investigate the preservation of the magnetic field line topology on longer time scales, we consider therefore also a less severe current sheet example, following a tanh profile as it is used in reconnection studies [30] . In the tanh case, the magnetic field changes sign not suddenly but smoothly. Under this condition, we can run the simulation much longer. Figure 12 shows the field line evolution for the case of the smooth magnetic field up to t = 100. We observe that the field lines bend but do not reconnect, as is expected from the theory but rarely observed in numerical simulations, especially on the time scales we are considering here. Most numerical schemes do feature a certain amount of numerical resistivity, leading to unphysical reconnection. In the variational integrator, such spurious resistivity appears to be completely absent, at least in the case of a continuous magnetic field.
Summary
We have shown how the formal Lagrangian approach to variational integrators described in [40] can be used to derive geometric integration schemes for systems as complicated as magnetohydrodynamics featuring strong nonlinearities. The ideas of [40] have been combined with a staggered grid motivated by discrete differential forms. While the variational approach guarantees exact conservation of energy, magnetic helicity and cross helicity, the discrete exterior calculus on the staggered grid ensures conservation of the divergence of the magnetic field. The spatial discretisation thus obtained has already been described in [46] and [26] . Here, however, it is combined with a symmetric time integrator, exhibiting better energy conservation than previous methods. The excellent conservation properties with respect to energy, magnetic helicity and cross helicity have been demonstrated in various numerical examples drawn from the literature. Particularly remarkable is the absence of artificial magnetic reconnection provided that the magnetic field is sufficiently regular. A limitation of the proposed method is the finite-difference staggered grid approach which is not easily generalised to higher-order methods. This work, however, should rather be understood as a proof-of-principle of the applicability of the formal Lagrangian approach of [40] to magnetohydrodynamics and that exact conservation properties can be achieved even with very low-order discretisations. In contrast to the Euler-Poincaré approach of [26] , formal Lagrangians can easily be discretised using finite element exterior calculus [4, 5, 17] , mimetic spectral elements [27, 41, 50] or spline differential forms [14, 13, 51] . This allows for the derivation of numerical schemes of arbitrary order and on general meshes in a straight-forward way (see [37] and [38] for developments in this direction). Moreover, our approach is also applicable to extended magnetohydrodynamics models like inertial MHD [39] .
