For most two-dimensional critical percolation models, we show the existence of a scaling limit for the crossing probabilities in an isosceles right triangle. Furthermore, by justifying the lattice, the scaling limit is a conformal invariance satisfying Cardy's formula in Carleson's form. Together with the standard results of the SLE 6 process, we show that most critical exponents exist in the sense of universality predicted by physics on most two-dimensional lattices.
1
Introduction and statement of results.
Introduction of the percolation model.
Percolation is one of the fundamental stochastic models studied by probabilists. Since percolation is one of the simplest models that exhibit a phase transition, it also becomes one of statistical physicists' favorite models for studying critical phenomena. In particular, the case of two dimensions is very special since it links the conformal field theory with the singularity of a phase transition at the criticality. The percolation model was originally considered in the square lattice by Broadbent and Hammersley in 1957 . In this paper, we will also focus on the square lattice. However, as pointed out in the following remark, all results in this paper can be generalized into any two-dimensional periodic graph with two perpendicular axes and with a certain rotation invariance. Now we will consider the square lattice with the vertices Z and edges connecting a pair of vertices u = (u 1 , u 2 ) and v = (v 1 , v 2 ) with d(u, v) = δ, where d (u, v) is the Euclidean distance between u and v. For any two sets A and B, we also define their distance by d(A, B) = min{d(u, v) : u ∈ A, v ∈ B}.
1 is the precise standard square lattice denoted by Z 2 and originally considered by Broadbent and Hammersley (1957) . Two vertices u = (u 1 , u 2 ) and v = (v 1 , v 2 ) are said to be •-adjacent if |u 1 − v 1 | + |u 2 − v 2 | = δ.
(1.1.1)
In addition, the above two vertices are said to be * -adjacent if
If two vertices are •-adjacent, then they are also * -adjacent. The segments between two •-adjacent vertices are said to be edges or bonds. Note that vertices and •-adjacent edges consist of squares. We call these squares δ-squares.
For each vertex in Z 2 δ , it is either open or closed independently with probability p and 1 − p. This model is called site percolation. The corresponding probability measure on the configurations of open and closed vertices is denoted by P p,δ . We also denote by E p,δ the expectation with respect to P p,δ . A •-path (or correspondingly * -path) from u to v is a sequence (v 0 , ..., v i , v i+1 , ..., v n ) with distinct vertices v i , 0 ≤ i ≤ n, and v 0 = u and v n = v in Z Similarly, let C * (x) consist of all vertices that are connected to x by a closed * -path. A circuit is a path with distinct vertices v i (1 ≤ i ≤ n − 1) and v 0 = v n . For any collection A of vertices, |A| denotes the cardinality of A. We choose 0 as the origin. The percolation probability is θ(p) = P p,δ [|C(0)| = ∞], and the critical probability is p c = sup{p : θ(p) = 0}.
It is well known (see Grimmett (1999) ) that 0 < p c < 1.
However, Broadbent and Hammersley (1957) first considered bond percolation rather than the above site percolation. More precisely, they focused on whether each edge is open or closed rather than on each site. Since we may treat bond percolation as a special case of site percolation, we will not specifically deal with this model. Another popular lattice is the triangular lattice. In fact, we may view (see Fig. 3 ) this lattice as a square lattice by adding an extra northeast edge in each square. We can consider the site percolation on this triangular lattice. We want to point out that for both bond percolation on the square lattice and site percolation on the triangular lattice, the critical probabilities can be precisely computed (see Kesten (1980) ) as p c = 1/2. We take advantage of symmetry when p c = 1/2.
In addition to percolation probability, we introduce other important functions on Z 2 with δ = 1. We denote the correlation length by We denote the probability on the tail of |C(0)| at p c by π(n) = P pc [n ≤ |C(0)| < ∞] and π * (n) = P pc [n ≤ |C * (0)| < ∞].
We denote the free energy function by κ(p) = E p [|C(0)| −1 ; |C(0)| < ∞].
1.2
Power laws, critical exponents, and universality.
The behavior of the percolation process depends dramatically on the subcritical case p < p c , or the supercritical case p > p c . The most interesting phenomena occur when p is near p c . Indeed, for many decades, physicists have widely believed that the power laws should hold for most phase transition models. In particular, the power laws for percolation are introduced as follows:
β, γ, ν, ρ, and α are called critical exponents. It is not clear how strong we can expect such an asymptotic relation as "≈" to be. Thus, we use the logarithmic relation o determine this.
Numerical computations indicate that
It has been proved (see Kesten (1982) ) that there exist constants C i for i = 1, 2, 3, 4 such that
and
In this paper, C and C i are always positive constants that do not depend on δ, η, ǫ, o(1), r, or n. Their values are not significant, and they change from appearance to appearance. As mentioned above, we can also study percolation on more general planar graphs, allowing both sites and bonds to be open or closed. Thus, the critical probabilities vary from model to model, but the evidence strongly indicates that these critical exponents are independent from the models. This is known as universality. In this paper, we will answer these questions affirmatively to show in our Corollary 7 in the following section that most power laws hold with the universality exponents in (1.2.6) for most periodic graphs with some rotation invariance. Before presenting the precise results, we would like to introduce the conformal mapping theorem.
1.3
Conformal mapping for crossing probability and the SLE 6 . Schramm (2000) invented a new kind of stochastic process, called the stochastic Lowner evolution, or Schramm Lowner evolution, or the SLE process, to model certain two-dimensional random processes. In particular, a connection between critical percolation and SLE 6 is suggested by Schramm (2000) in his work. In fact, if scaling limits hold, not only percolation, but various problems in two-dimensional random processes can be reduced in order to compute the hitting probabilities of the sets by SLE or the behavior of the functions of SLE. Werner ((2001), (2002(a) ), (2002(b) ), and (2004)) and Werner (2008) have been quite successful at calculating the exponents of these hitting probabilities. The next step suggested by Schramm (2000) is to show the scaling limit related random processes to SLE. Smirnov's pioneer work (2001) first showed that the scaling limit indeed holds for the triangular lattice. Unfortunately, since his argument relies heavily on the local symmetry of open crossing and p c = 0.5 on the triangular lattice, Smirnov's proofs are limited to the triangular lattice. In this paper, we will use the global symmetry of open crossing in a particular triangle to show the scaling limits working on most lattices. Now we will consider the complex plane C. Let ∆ABC ⊂ C be an isosceles right triangle (see Fig. 1 ). More precisely, we label the three vertices A, B and C with A = (0, 0), B = (1/2, 1/2), C = (0, 1).
sIn addition, let ∆ δ ABC be the vertices of the corners of δ-squares that intersect ∆ABC (see Fig. 1 ). For each •-path γ in Z 2 δ from AB to BC (see Fig. 1 ), we mean that its initial and terminal edges intersect AB and BC, respectively, but the other edges stay inside the interior of ∆ABC. We call such a path a •-crossing. Each crossing separates ∆ABC into two closed sets such that one includes AC and the other one includes B (see Fig. 1 ). We call them the left and the right sets, denoted by L δ (γ) and R δ (γ), such that they contain AC and B, respectively. Similarly, we may replace a •-path with a * -path. For each z ∈ ∆ABC, let π δ (z, ∆ABC) be the probability at p c that there exists an open •-crossing γ such that R δ (γ) contains z in its interior (see Fig. 1 ). Similarly, let π * δ (z, ∆ABC) be the probability at p c that there exists a closed * -crossing γ * such that R δ (γ * ) contains z. We would like to say that z is separated by γ or γ * from AC. It follows from the definition that
For any z ∈ ∆ABC, if d(z, AC) is denoted by the distance of z from AC as we defined above, we show the following theorem.
To apply SLE 6 , we introduce Cardy's formula (1992) . We denote by ∆A ′ B ′ C ′ the equilateral triangle with A ′ = (0, 0), B ′ = ( √ 3/2, 1/2), and C = (0, 1). Let D be a simple connected domain. We select four boundary points a, c, b, and x. There exits a conformal map from D to ∆A ′ B ′ C ′ such that a, c, b, and x are relatively mapped onto A ′ , C ′ , B ′ , and X. With these definitions, it is widely conjectured that the following Cardy's formula with Carleson's form holds:
"If δ → 0, then the probability that there exists a crossing in part ac of ∂D to cx of ∂D converges to A ′ X." Clearly, our Theorem 1 implies that the crossing probability converges in the domain ∆ABC. In addition, there exists a map x → x and y → √ 3y that maps ∆ABC to ∆A ′ B ′ C ′ . However, the map is not conformal. In fact, by Riemann's mapping theorem, there exists a conformal map that maps ∆ABC to ∆A ′ B ′ C ′ , but it is unlikely to be a linear map. Thus, we may not find a conformal map from ∆ABC to ∆A ′ B ′ C ′ that Cardy's formula with Carleson's form satisfies. To get rid of this obstacle, we need to stretch the square lattice into √ 3 in the X-direction to make ∆ABC be the equilateral triangle ∆A ′ B ′ C ′ . More precisely, we consider the rectangular lattice
By replacing the square lattice with the rectangular lattice, we define the open •-and closed * -crossings with separating probabilities at p c by π(z,
We then have the following theorem.
and lim
Clearly, we may apply the identity map for this equilateral triangle to itself such that Cardy's formula with Carleson's form holds.
With Cardy's formula, it is well known that the boundary of a large open cluster converges to the SLE 6 (see Werner (2008) ) as δ → 0. Now we focus on the vertices in Fig. 1 ). 
. By Lemma 1 in Kesten (1986) , C * (A ′ C ′ ) is closed and * -connected. Note that there exists a * -crossing inside C * (A ′ C ′ ). In particular, we consider the left-most closed * -crossing γ *
, like a maze (see Fig. 2 ), there exists a path ρ δ from A ′ to C ′ (see Fig. 2 ). ρ δ is called a discrete exploration path. We choose to reparametrize ρ δ (t) in such a way that they are defined for t ∈ [0, 1] with
Similarly, we may replace open •-and closed * -clusters by closed * -and open •-clusters to have another discrete exploration ρ * δ . With these definitions, it is well known (see Theorem 3.1 in Werner (2008) ) that if the convergence in Theorem 2 holds with Cardy's formula in Carleson's form in Corollary 3, then the law of ρ δ and ρ * δ converge in a law µ of chordal SLE 6 ρ. from A ′ to C ′ . Furthermore, the law of γ * δ converges to the law µ of γ, the boundary of the hull of chordal SLE 6 ρ. The path convergence between two continuous curves γ and γ ′ is in the sense of Holder's norm,
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(the set of all • vertices) and the outer boundary * -cluster
, there exists a closed * -crossing γ * δ . The exploration path ρ δ is a path moving in the maze between C(A ′ C ′ ) and
where the infimum takes over all continuous increasing bijections φ of [0, 1]. We summarize this as the following corollary.
Corollary 4. Under the scaling limit in Theorem 2 with Cardy's formula in Corollary 3, as δ → 0, the law of ρ δ converges to the law µ of chordal
In addition, the law of ρ * δ also converges to the law µ of chordal
Theorem 1 may also work for a more general lattice. Let us define an α-rotation invariance lattice. Consider a periodic lattice (see chapter 2 in Kesten (1982) for a detailed definition) with two perpendicular axes. After rotating ∆ABC and z with an α-angle in a clockwise direction, we have a triangle ∆A α B α C α and z α , respectively. If we say the lattice is an α-rotation invariance, then for any δ > 0 and z ∈ ∆ABC,
Clearly, the square lattice is a π/2-rotation invariance. The lattice indicated in Fig. 3 is not a π/2-rotation invariance lattice.
Remark 1. By using the same proof of Theorem 1, we can show that Theorems 1-2 work for any π/2-rotation invariance lattice. Furthermore, Theorems 1-2 also work for bond percolation on any π/2-rotation invariance lattice. In fact, we can treat bond percolation as a special case of site percolation (see Kesten (1982) ).
Remark 2. By Theorem 1, the discrete exploration path in ∆ABC also converges to a continuous curve. We wonder what the continuous curve looks like; it might be a chordal SLE 6 curve but stretching √ 3 in y-direction.
One of the fundamental conjectures by Langlands, Pouliot, and Saint-Aubin (1994) is to ask what the scaling limit is in a general domain D enclosed by a simple closed curve. We label its four boundary points counterclockwise as a 1 , a 2 , a 3 , and a 4 . We denote this by
With these definitions, it is known (see Kesten (1982) ) that for all D,
When p = p c , it is also known (see Kesten (1982) ) that
The right graph is a triangular lattice generated from the square lattice. Note that it is not a π/2-rotation invariance. The left graph is a standard triangular lattice consisting of equilateral cells with the center at the origin. After a rotation of about π/3 or 2π/3 around the center, a cell α will move to cell β or γ, respectively.
With (1.3.5), it was widely conjectured by Langlands Pouliot, and Saint-Aubin (1994) the existence of the limit: lim
In particular, Langlands Pouliot, and Saint-Aubin (1994) conjectured in their Question 1 that (1.3.6) holds on a square [0, 1] 2 for site percolation on the square lattice. Unfortunately, our method in Theorem 1 only works for an isosceles right triangle. However, we can show that (1.3.6), in addition to Theorem 1, also holds on a diamond shape. But in general, this conjecture remains open for a general domain. For the triangular lattice, Smirnov (2001) showed the scaling limit for a general simple connected domain.
Smirnov's theorem. For a simple connected domain D on the triangular lattice, (1.3.6) holds such that Cardy's formula in Carleson's form satisfies.
As we mentioned above, our method in Theorem 1 on the triangular lattice cannot be used directly. However, we can use the same method by rotating π/3 on an equilateral triangle to show Theorems 1 and 2 on the triangular lattice. In fact, it is easier to work on the triangular lattice, since after rotation, the graph remains the same. On the other hand, if we only focus on an equilateral triangle rather than on a general domain D, the proof is short (less than a page).
Theorem 5. Let ∆A ′ B ′ C ′ be an equilateral triangle in the triangular lattice. Cardy's formula in Carleson's form can be proved by using the method of Theorem 1.
Remark 3. It is also possible to work on more rotation invariance graphs by the method of Theorem 1.
As we mentioned in section 1.1.2, one of the most important problems in statistical physics is to understand critical exponents. Fortunately, most critical exponents can be obtained rigorously if Cardy's formula holds only on an isosceles right triangle, rather than on any simple connected domain D. Let us state this argument more precisely. We first introduce k-arm paths on Z 2 δ . Let U be the unit disk with the center at the origin. For 0 < δ 1 < δ 2 , we then consider the annulus
Let Q k (r) be the event that there exist i disjoint open •-paths and j disjoint closed * -paths with i + j = k for all i ≥ j ≥ 1 from ∂rU to ∂U inside U(r, 1) for a small number 0 < r < 1. Here we assume that any two closed * -paths are separated by open •-paths (see a detailed definition for the separation in Kesten (1987) ). It is believed by Aizenman, Duplantier, and Aharony (1999) that
where o(1) → 0 as δ → 0. For any periodic two-dimensional lattice, (1.3.7) has been proved by Kesten, Sidoravicius and Zhang (1998) for i = 3 and j = 2. Indeed, they showed that there exist C 1 and C 2 such that
Based on Smirnov's Theorem (2001) , Lawler, Schramm, and Werner (2001) proved that (1.3.7) holds for k = 1 on the triangular lattice. Furthermore, Smirnov and Werner claimed that (see Theorem 4 in Smirnov and Werner (2002)) (1.3.7) holds for all integers k ≥ 2 on the triangular lattice. Later Werner (2008) presented an outline of the proof for k = 4. Now we will try to show that (1.3.7) holds for k = 1 and k = 4 on any π/2-invariance lattice. By using the proof of Lawler, Schramm, and Werner (2001) and Corollary 4 with a simple estimate for one arm path from a triangle to the unit disk, we can show (1.3.7) holds for k = 1 for all the π/2-invariance lattices. But showing (1.3.7) for k = 4 is much more difficult. In fact, we may not use Werner's (2008) proof directly since p c = 0.5 for site percolation on the square lattice (the changing color method will not apply). Fortunately, Corollary 4 holds for both open •-and closed * -crossings. Thus, we can show (1.3.7) holds for k = 4. In summary, we have the following theorem.
Theorem 6. For all site or bond percolations in a π/2-rotation invariance lattice, (1.3.7) holds for k = 1 and k = 4.
Remark 4. As we defined, (1.3.7) holds on the annuals between two circuits. By using Kesten's Lemma 4 (Kesten (1982) ), this argument can be extended to the annualuses between any two similar polygons, in particular for two squares. Kesten (1987) showed that if (1.3.7) holds for k = 1 and k = 4, then the power laws (1.2.1)-(1.2.4) hold with exact critical exponents in (1.3.6). With Theorem 6 and Kesten's theorem, we are ready to state the main theorem in this paper.
Corollary 7. The power laws (1.3.1)-(1.3.4) hold with exact critical exponents in (1.3.6) for any periodic two-dimensional lattice with two perpendicular axes and π/2-rotation invariance.
Remark 5. We are unable to show (1.3.5).
2
Separating probabilities in a discrete domain.
In section 2, we will focus on the vertices of Z 2 δ on the triangle ∆ δ ABC. We also will need to focus on p = p c from now on, so we will simply replace P pc,δ with P δ . Consider the •-crossing γ δ in Z 2 δ with the starting vertex v ′ ∈ AB δ and the ending vertex v ′′ ∈ CB δ (see Fig. 4 ). Recall that the crossing stays inside the interior of ∆ δ ABC except at v ′ and v ′′ and it divides ∆ δ ABC into two closed sets on R 2 : the left set L δ (γ), containing AC, and the right set R δ (γ), containing B.
For a configuration, if there is an open •-crossing γ such that it divides ∆ABC δ into L δ (γ) and R δ (γ), there might be many such open crosses. We select one of them such that L δ (γ) contains the smallest number of vertices. We call the path the left-most crossing and denote the crossing by Γ. It follows from Proposition 2.3 in Kesten (1982) to have the following independent lemma. Independent lemma. For any •-crossing γ from AB δ to CB δ , the event {Γ = γ} only depends on the configurations of L δ (γ).
It also follows from Proposition 2.3 in Kesten (1982) that we have the following threearm-path lemma.
Three-arm-path lemma. On the existence of Γ, for each v ∈ Γ, there exist two disjoint open •-paths Γ 1 and Γ 2 inside the interior of ∆ δ ABC from v to AB δ and to CB δ , respectively. In addition, there exists a closed * -path inside the interior of
Figure 4 : The graph shows that event E δ (z) \ E δ (w). This event indicates that there are three arm paths.
to AC δ .
For each z ∈ ∆ABC, let E δ (z) be the event that there is an open •-crossing γ in ∆ δ ABC except for its starting and ending vertices v ′ and v ′′ , from AB δ to BC δ , such that (see Fig.  4) z ∈ R δ (γ).
If E δ (z) occurs, there exists the left-most open •-crossing Γ z such that
For each vertex in ∆ δ ABC, we denote by
By the definition,
At this moment, f (z) is only defined on ∆ δ ABC, so
By the RSW lemma, we know that a closed * -path from a fixed vertex cannot be very long. Thus,
where o(1) → 0 as δ → 0. In fact, by (1.2.8), there exists c > 0 such that
For two points z and w in ∆ABC, we consider event E δ (z) \ E δ (w). Clearly, there exists the left-most open crossing Γ(z) such that
By a simple discussion of the situations of the open •-crossing, we can observe that the open crossing Γ z has to reach a ball U containing both z and w (see Fig. 4 ). By the threearm-path lemma, there are three paths (two open and one closed from U to the boundary of ∆ δ ABC). Note that Smirnov (2001) (see a detailed proof in Claim 10 in Bollobas and Riordan (2006) ) also showed the three-arm-argument for the triangular lattice. By this observation and (1.2.8), we have the following lemma.
Lemma 1. For any two points z and w in ∆ABC, there exist
Moreover, for any two points z and w in ∆ABC,
Our function f is only defined on ∆ δ ABC, and we will extend it in ∆ABC by following the method in Bollobas and Riordan (2006) . We define the value of f at the center of each square in ∆ δ ABC to be the average value of four values of f at the corner vertices of the square. We then divide each square into four equal triangles meeting at the center. We define f on these triangles by linear interpolations. Now our function f is defined on ∆ABC. The following lemma follows from the definition of f (z).
Lemma 2. For each δ > 0, f (z) is continuous on ∆ABC.
Harmonicity of f
In section 3, we will show that f (x, y) is harmonic for z = x + iy ∈ ∆ABC. For each z = x + iy ∈ ∆ABC, we define the following transformations:
We consider triangles ∆A
Similarly, we define ∆ δ A ± B ± C ± to be the vertices of the δ-squares with common parts of ∆A ± B ± C ± . Thus (see Fig. 5 ),
For each z ∈ ∆ABC, φ ± (z) ∈ ∆A ± B ± C ± . Similarly, we define the separating probability on
except at its starting and ending vertices from
where
For each z ∈ ∆ δ ABC, we denote by
Clearly, g ± (φ ± (z)) is a function defined on ∆ δ ABC. Using the same method that used for f (z), we can extend g ± to all points in ∆ABC. Since φ ± (z) maps z into ∆A ± B ± C ± , g ± can also be considered as a function of g ± (z) = g ± (x, y) on ∆A ± B ± C ± , respectively. For any z = x + iy ∈ ∆ABC, note that the square lattice is π/2-rotation invariance, so
By (3.1), (2.3), and Lemma 1,
for z and w in ∆ δ A ± B ± C ± . With functions g ± (z), for z = x + iy ∈ ∆ABC, we define
By Lemma 2 and (3.1), Φ ± (z) are continuous on ∆ABC.
(3.4)
We will show that Φ ± (z) are analytic.
Proposition 1. Φ ± (z) are analytic functions on ∆ABC.
Proof. We first show that Φ + (z) is analytic. We select a square S in ∆ABC (see Fig.  5 ) with the lower-left corner point (a, b) and side length l. We call the boundary of S by ∂S, formed by the bottom side β, the right side R, the top side T and the left side L. Here S may contain the boundary of ∆ABC. We consider (see Fig. 5 ) φ ± (S) = S ± a square with side length l and lower right corner (a ± , b ± ).
We call the boundary of S ± by ∂S ± consisting of the bottom side β ± , the right side R + , the top side T + , and the left side L + . By the rotation transformation φ ± ,
Thus,
Figure 5: The graph shows the transformations of ∆ABC to ∆A ± B ± C ± . With the transformation φ ± , a square S in ∆ABC is transformed to S + , by rotation π/2 counterclockwise, and to S − , by rotation π/2 clockwise.
where the integral is along ∂S counterclockwise. It follows from our definition,
On the other hand,
Furthermore, by (3.1) (see Fig. 5 ), note that the values of f (z) along B from the left to the right are equal to the values of g + (z) along R + from the bottom to the top, so
Thus, by (3.5) and (3.6),
Now we calculate the integrals of g + . Note that we integrate g + along T + from the right to the left, so
By (3.1) (see Fig. 5 ), note that the values of f (z) along R from the bottom to the top are equal to the values of g + (z) along T + from the right to the left, so
Similarly,
By (3.1) again (see Fig. 5 ),
Together with (3.8), (3.10), and (3.11), we have
By (3.4), (3.12), and Morea's theorem, we show that Φ + (z) is analytic on ∆ABC. Note that Morea's theorem is for the interior points of a domain. However, by using (3.12), for any z 0 of the boundary point of ∆ABC, and z in ∆ABC, we can show that the integral along any simple curve inside ∆ABC from z to z 0 is the same. Therefore, f (z) is analytic at z 0 . Now we will show that Φ − (z) is also analytic. For any square S ⊂ ∆ABC,
We have
By these observations together with (3.1) (see Fig. 5 ),
Thus, by (3.4), (3.13), Morea's theorem, and the same analysis for the boundary points as above, we also show that Φ − (z) is analytic on ∆ABC. 2.
Proposition 2. f (x, y) and g ± (x, y) are harmonic on ∆ABC.
Proof. Since Φ(z) ± is analytic, f (x, y) and g ± (x, y) are harmonic. 2 4 Quadratic forms for f (x, y) and g ± (x, y).
Note that both f (x, y) and g ± (x, y) are differentiable, so
( 4.1) and
By (3.1) and the chain rule,
Thus, by (4.1) -( 4.3),
Now we continue to take the second derivative for both Φ + (x, y) and Φ − (x, y) to have
By (4.4) -(4.7),
Now we continue to take the second derivative for both Φ + (x, y) and Φ − (x, y) in y to have
Thus, by (4.13)-(4.16), Similarly,
By (3.1) and the chain rule
Therefore, the same argument implies that
Note that Φ ± (z) is analytic, so we have the following proposition.
Proposition 3. For all z = x + iy ∈ ∆ABC,
Since Φ + (z) is analytic, we know that on ∆ABC (4.23) where z 0 = 0.1 + 0.2i is a point in the interior of ∆ABC. By Proposition 3,
We summarize (4.23) and (4.24) as the following proposition.
Proposition 4. For each δ > 0, there exist a i = a i (δ) for i = 0, 1, 2 such that
on ∆ABC.
5
Proofs of Theorems 1 and 2.
As we showed in Proposition 4,
We assume that a i = r i + ic i for real numbers r i and c i with i = 0, 1, 2. (5.2) Therefore, by (5.1) and (5.2), for z = x + iy,
Hence, by using the definition of the real part f (x, y) and the imaginary part g
Note that by (2.7) and (3. 
On the boundary of AB, we have y = x. Therefore, on AB,
Note that by (3.1) and (5.10),
(5.14)
If we rotate ∆A + B + C + back to ∆ABC, note that the square lattice is a π/2-rotation invariance, so by (3.1),
f (x, y) = 2x for (x, y) ∈ AB ∪ BC.
(5.15)
With these preparations, we begin to show Theorem 1.
Proof of Theorem 1. We only show the first limit for a •-crossing only. The same proof can be carried out to show the second limit for a * -crossing. Suppose that there exists a sequence {δ n } such that |f δn (z) − 2d(AC, z)| ≥ ǫ for n. 
By (5.23), and the same arguments of (2.2), (2.3), and Lemma 1,
Thus, Theorem 2 follows. 2 6 Proof of Theorem 4.
We now consider the equilateral triangle ∆ABC consisting of equilateral triangle cells with mesh δ (see Fig. 3 ). Here we assume that the center of ∆ABC is at the origin. We also use ∆ δ ABC to denote the vertices in ∆ABC. For each z ∈ ∆ABC, we consider the separating probability f AC (z) that is the probability of the open path separating z from AC. Similarly, we can define f BC (z) and f AB (z), respectively. We select a cell α in ∆ABC; after rotating ∆ABC π/3, or 2π/3, respectively, α will become β or γ, respectively (see Fig. 3 ). With symmetry of crossing probability, we can show that
where w = (−1 + √ −3)/2 (a cube root of unity).
With (6.1) and the same argument of Smirnov (see a detailed proof in Bollobas and Riordan (2006) ), we can show that
Therefore, Cardy's formula satisfies for an equilateral triangle domain. So Theorem 4 follows. 2
7 Proof of Theorem 6 for k = 1.
We first show Theorem 6 holds for k = 1. Let ∆A ′ B ′ C ′ be a unit equilateral triangle with the center at the origin and with a vertical side A ′ C ′ . Let B(r) be the ball with the center at the origin and with radius r. Here we take r small such that
Let 
On the other hand, by Corollary 4,
Together with (7.1) and (7.2),
Now we consider another discrete exploration process. For simplicity, we will only work on the triangular lattice with mesh δ. Let P ′ δ be the measure on the triangular lattice. By Smirnov's theorem, and the same arguments of (7.1)-(7.2),
(7.3)
We now focus on the unit disk U. Simply by replacing ∆A ′ B ′ C ′ with unit disk, we define A(r, U) as the event that there exists an open •-path from B(r) to ∂U. By the RSW lemma and the FKG inequality, there exist C 1 and C 2 such that
(7.4)
Now we need to introduce the following lemma by Lawler, Schramm, and Werner (2001) .
Lawler, Schramm and Werner's Lemma. There exist C 3 and C 4 such that
With these observations, we are ready to show (1.3.7).
Proof of Theorem 6 for k = 1. By (7.1)-(7.4) and Lawler, Schramm, and Werner's lemma, for any δ > 0, there exist C 4 and C 5 that do not depend on δ such that
Note that all paths are in
δ , so we have to show (1.3.7) for the lattice Z 2 δ . It is easy to use the RSW lemma and the FKG inequality to show that (7.5) holds on Z 2 δ . Furthermore, by using the RSW lemma and the FKG inequality again, there exist C 5 and C 6 such that
Thus, Theorem 6 holds for k = 1 from (7.6). 2 8 Proof of Theorem 6 for k = 4.
We follow from Werner (2008) to define the following SLE 6 process. For η = η(r) ≥ 0, let F (r, η) be the event that (1) A chordal SLE 6 ρ, in ∆A ′ B ′ C ′ started at A ′ and stopped at its first hitting time τ r of B(r), does not disconnect ∂B(r) from ∆A ′ B ′ C ′ . Let ρ[0, τ r ] be the path and let Γ be ρ[0, τ r ] and its boundary inside the annulus between two boundaries of ∆A ′ B ′ C ′ and B(r). (2) Next, ρ ′ , a subpiece of ρ, goes from ∂B(r) to reach C ′ such that
Note that the chordal SLE 6 is defined on ∆A ′ B ′ C ′ . For a unit disk U, we can select a and c on ∂U and define the same event F (r, U) as F (r) in the unit disk for the corresponding a and c. With this definition, by a computation stochastic differential equation (see Werner (2008) ), we have the following lemma.
Werner's lemma. There exist 0 < C 1 ≤ C 2 < ∞,
for all r > 0.
Now we need to relate the four arm paths to the SLE 6 and to use Werner's lemma to prove Theorem 6 for k = 4. Recall that we force every vertex on (4) There is an open •-path γ δ (2) from C ′ to ∂B(r). Furthermore, open paths and closed paths are separated from each other (see Fig. 6 ). Let us focus on the pairs γ * δ (1) and γ δ (2). There are many such pairs. We select two of them such that the area enclosed by them is the smallest (see Fig. 6 ). Without loss of generality, we still denote them by γ * δ (1) and γ δ (2). With the special configuration on the boundary of ∆ δ A ′ B ′ C ′ , we assume that γ * δ (1) start at u 1 , next to A ′ , and end at v 1 ∈ ∂B(r). Thus, γ δ (2) starts at A ′ and ends at v ′ 1 next to v 1 . Here we can claim that v ′ and v are adjacent because of the three-arm-path argument. Let Γ 1 be the area enclosed by γ * δ (1) and γ δ (2). Recall that the discrete exploration path ρ δ (see Fig. 2 ) starts at a point between two vertices u 1 and A ′ and hits a point between v 1 and v ′ 1 at ∂B(r) inside Γ 1 (see Fig. 6 ). Similarly, we denote by Γ 2 the area, in the sense of smallest area, corresponding to the other pair γ * δ (3) and γ δ (4) (see Fig. 6 ). For η = η(r) > 0, let F δ (r, η) be the subevent of F δ (r) with
Now we need the following proposition to show that Γ 1 and Γ 2 cannot be too close to each other. Since the proof is long, we will prove it separately in the appendix.
Proposition 5. There exists η = η(r) > 0 such that
Proof of Theorem 6 for k = 4. By Proposition 2.3 in Kesten (1982) , for any fixed two disjoint vertex sets L 1 and L 2 ,
For fixed L 2 , let H δ (r, η, L 2 ) be the event that
where the sum takes over all possible sets L 2 . It follows from Corollary 4 (the first limit) that for a fixed set L 2 , lim
We replace γ * δ (1) with an open •-path from u 1 to ∂B(r) at v 1 (see Fig. 6 ). Furthermore, we also replace γ δ (2) with a closed * -path, from A ′ to ∂B(r) at v ′ 1 . In addition, we also switch the configuration on the boundary of ∆ δ A ′ B ′ C ′ from open to closed and from closed to open. Let Γ ′ 1 be the area enclosed by these two replaced paths. Note that after replacing these paths, Γ ′ 1 cannot be the same as Γ since * -and •-paths are replaced by •-and * -paths, respectively. Moreover, let F ′ (r, η) be the event that there exist two replaced paths together with paths γ * δ (3) and γ δ (4) as we defined in (3) and (4) such that
For fixed L 2 , after switching paths from closed * -and open •-paths to open •-and closed * -paths, respectively, we have the event H ′ δ (r, η, L 2 ) that there exist two switched paths that away from L 2 by a distance η. More precisely,
By Corollary 4 (the second limit), we know that for any set L 2 ,
Therefore, by (8.6)-(8.9), 10) where o(1) → 0 as δ → 0. Let G δ (r, η) be the event:
(1) ρ * δ first hits B(r) with the subpiece ρ * δ (1) of ρ * δ .
(2) ρ * δ continues to go out of B(r) to hit C ′ with a subpiece ρ *
(8.11)
On the other hand, by the same discussion in (7.1), we have
By Corollary 4 (the second limit),
Thus, by (8.10)-(8.13), and Proposition 5,
On the other hand, note that
so by (8.13) and (8.10), there exists ǫ η > 0 such that (8.16) where ǫ η → 0 as η → 0. Together with (8.14) and (8.16), there exist C 1 and C 2 such that
Similarly, as we did in section 7, we can define event F δ (r) on the triangular lattice. By Smirnov's theorem and the same argument as (8.17), we have
In addition, we can also define F δ (r, U) to be the four arm paths from ∂B(r) to ∂U. By the same argument as (8.17) and Smirnov's theorem,
By using Lemma 4 in Kesten (1987) , there exist C 3 and C 4 such that To work on Q 4 (r), we need to focus on the lattice Z 2 δ . By using Lemma 4 of Kesten (1982) , it is easy to show (8.21) on Z so, we simply select one in a unique way. Since K ≤ k 0 , there are at most k 0 choices for the selections. Let γ meet at w 1 at ∂B(r) and w 2 at ∂∆ABC, respectively. By these definitions, there are two squares S(w 1 ) and S(w 2 ) with side length r M 1 such that S(w 1 ) contains w 1 and ∂B(r − r M 1 ), and S(w 2 ) contains w 2 and (1 + r M 1 )∆ABC. In either case, by using Proposition 2.2 in Kesten (1982) , there exists a closed * -path from S(w 1 ) to ∂∆ABC, or a closed * -path from S(w 2 ) to ∂B(r) such that the closed * -path blocks the open paths from γ to ∂B(r − r M 1 ) or to the boundary of (1 + r M 1 )∆ABC, respectively. Therefore, by the independent property of Proposition 2.3 in Kesten (1982) ,
where L is a fixed vertex set and the sum takes over all possible L. We claim that if M 1 = M 1 (M, k 0 ) is large, then
To show (A4), by the RSW lemma we know that with a positive 
Similarly, we let H 2 (r) be the event that there exists a closed * -path γ * from ∂B(r) to ∂∆ABC, but it cannot be extended to ∂B(r − r M 1 ) or the boundary of (1 + r M 1 )∆ABC by closed paths. The same argument of (A5) can be adapted to show that
Therefore,
Therefore, Lemma 4 follows. 2
Proof of Proposition 5. On G δ (r), we suppose that there are K pairs of open •-and closed * -paths from ∂B(r) to ∂∆ABC such that they are separated from each other. We denote them by (l 1 , h * 1 ), (l 2 , h * 2 ), · · · , (l K , h * K ) for K ≥ 2. Furthermore, we select the pair (l i , h * i ) such that the area L i , enclosed by l i and h * i , is the smallest.
Let E δ (r) be the subevent of G δ (r) with
Now we will show that there exists η = η(r) > 0 such that
Note that on E δ (r), if d(L i , L j ) ≥ η for all i and j, then it implies that d(Γ 1 , Γ 2 ) ≥ η, where Γ 1 and Γ 2 are defined in Proposition 5. Therefore,
If (A7) holds, Proposition 5 follows by (A0), (A2), and (A8). So it remains to show (A7). By Lemmas 3 and 4, there exists M 1 = M 1 (M) such that
Now we consider the lattice Z 2 η . We may view the lattice as squares with side length η. We call these squares η-squares. If d(L i , L j ) ≤ η for some i and j, then there exists at least one η-square S in ∆ABC such that it contains both vertices of L i and L j . The location of S is random, but there are at most Cη −2 choices to fix S for some constant C. Note that
Note also that on H C (r), the open and closed crossings can be extended to the boundaries of ∂B(r − r M 1 ) and (1 + r M 1 )∆ABC, respectively. Therefore, if S is fixed, by the three-armpath lemma, there exist six separated arm paths, three open and three closed, starting from S with a length larger than r M 1 (see Fig. 7 ). We denote by S(S, r) the event that there exist the six-arm paths from S. By these observations, the five-arm estimate in (1.3.8), one-arm estimate in (1.2.8), Reimer's inequality, and (A8), there exists ǫ > 0 such that If we take
Therefore, (A7) follows. So Proposition 4 follows. 2
