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1. INTRODUCTION 
Related to the initial value problem for an ordinary differential equation 
u’ = f(t, u(t)) in J, u(0) = ug (1) 
there is a classical theorem on differential inequalities which we shall state 
now. The following notation is used: J is the closed interval [0, 2’1, J,, the 
half-open interval (0, T]; R” is the n-dimensional Euclidean space R1 = R; 
u, a, w are functions from /to R”; inequalities involving points x = (x1 ,..., x,), 
Y = (Yl ,***, y,,) E R” are defined in the usual way, i.e., 
X<Y~%dYd for i = l,..., n, 
x <y+xi -=zyi for i = I,..., n. 
The function f (t, x) defined in a set D C J x Rn and with values in Rn, 
is said to be quasimonotone increasing in x (in short quasimonotone), if each 
component fi( t, x1 , . . . , xn) is weakly increasing in xj for i # j; more exactly, if 
(t, 4, (t, y) E D, x < y, xt = yi implies fi(t, x) 6 fi(t, y) (2) 
(i = l,..., n). 
(A) Let f (t, x) be quasimonotone increasing in x. Let v, w be continuous 
in. J and d$%rentiable in Jo and let 
(4 40) < 4% 
(b) v’ -f (t, v) < w’ -f (t, w) in Jo. 
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v < w in /. 
This result goes back to M. Miiller [l] and E. Kamke [2]; we note that 
there are various other formulations in the literature; see, e.g., [3, Chap. II]. 
Recently, similar results have been obtained for infinite systems of ordered 
differential inequalities. It was proved by Mlak and Olech [4] that in the 
countably infinite case, where the initial value problems is of the form 
u:(t) =fi(t, ul, u2 ,...) in J, ui(0) = uoi (i = 1, 2,...) 
a maximal solution exists and a corresponding theorem on differential 
inequalities holds. They assume that f is quasimonotone increasing 
(f&Y Xl 9 x2 ,-) weakly increasing xi for i # j) and that every component fi 
is bounded and continuous in the following sense: fi(t, , x,,) + fi(to , x0) as 
n -+ co if tn --+ t, and x, -+ x0 componentwise, i.e., x,,~ --+ x,,, as n -+ co 
for j = 1,2,... . We remark that this is a rather strong assumption. In [5] 
Mlak uses an abstract approach to reprove the results of [4]. His method is 
completely different from ours. 
In [6] the present author has developed a theory of differential inequalities 
in Banach spaces of the following kind: We consider functions x = (2) = 
(x&~ from a nonempty set A to R. The space B is the Banach space of all 
functions x such that the norm 
1x1 =sup{p,Ix,j:olEA) 
is finite; here p = (p,) is fixed and p, > 0 for (Y E A. Order relations in this 
“function space with a weighted maximum norm” are defined in a natural 
way:x<yiffy-xxB+;x<yiffy-xxintB+.HereB,=(xEB: 
x, > 0 for OL E A} is the positive cone of B and int B, the interior of B, . 
It is also natural to define quasimonotonicity: the function f (t, x) from J x B 
to B is said to be quasimonotone increasing in x, if each component fm has 
the property that 
x <Y, x, = ya implies fa(t, 4 <f$, Y). 
The main purpose of the present work is to prove a “monotonicity theorem” 
of type (A) for an arbitrary ordered Banach space B. The analogue of quasi- 
monotonicity for B-valued functions is the “condition Q” defined in Section 2. 
Let us note that we do not assume that the positive cone of B, which defines 
the order relation, has interior points. Therefore our results apply, e.g., to 
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countable systems of ordered differential equations considered as equations in 
the space 1, of real sequences x = (x1 , xs ,...) with finite ID-norm ] x ID = 
(C 1 xf IP)l’p (the positive cone is, in the I,, example, the set of all sequences 
with nonnegative components; its interior is empty). 
In conclusion we remark that our interest in the subject stems from the 
study of parabolic differential equations. Let us consider, as a simple example, 
the Cauchy problem 
ut = a(t, x)u, + b(t, x) in J x R, ~(0, x) = q%(x) for x E R. 
If the so-called longitudinal line method is applied, where the differential 
equation is discretized in the space variable, the above problem transforms 
into an initial value problem for ul(t) w tl(t, xi) : 
Ui’ = up, Xi) %+1 +;;-1 - 2%+ @*,), W) = b(%) 
(i = 0, fl, f2 ,... ). 
Here h > 0 is given and xi = ih. This system is countably infinite, and its 
right hand side is quasimonotone increasing. Using the results in [6] men- 
tioned above, the author has investigated the line method and has proved 
approximation, convergence, and existence theorems for general nonlinear 
Cauchy problems and for the stationary boundary layer equations in fluid 
mechanics; see [6-91. The results presented here will contribute to further 
studies of parabolic differential equations in connection with the line method. 
They may be used to deal with boundary value problems under different and 
milder regularity assumptions on the right hand side of the differential 
equation. We shall return to this question in a future paper. 
2. ORDERED BANACH SPACES 
Let B be a real Banach space with the norm 1 * 1 and let < be an order 
relation in B defined by a positive cone B, . We require thet B, is a closed 
subset of B with the property 
(a) x,y~B+,O~h~Rimpliesx+y~B+andhx~B+. 
The order relation is then defined by x < y o y - x E B, . It follows from 
(a) that the order relation is transitive (X < y, y < z implies x < z), trans- 
lation-invariant (x < y implies x + z < y + z), and invariant under multi- 
plication by nonnegative constants (X < y, 0 < h E R implies Ax \< Ay). 
Since B, is closed, we have in addition 
(b) .~<y~,~~+~,y~+y(asK+co)impliesx<y. 
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Let us note that we consider always the norm topology, i.e., strong conver- 
gence. 
MONOTONICITY AND THE CONDITION Q. Let D be a subset of B and let 
f(t, X) be a function from J x D to B. The function f is said to be monotone 
increasing in x, if x < y implies f (t, x) < f (t, y). The function f is said 
to satisfy condition Q if there exists a constant M > 0 such that the function 
g(t, x) = f (t, x) + Mx is monotone increasing in x, i.e., 
(4 x d Y implies f (4 x) + Mx < f(t, Y) + MY. 
In both cases it is assumed that t E J and x, y E D. Evidently, if M is a con- 
stant such that (c) holds, then M may be replaced by any constant M’ > M 
without violating (c). 
Remark. Let us consider, in order to clarify the relation between quasi- 
monotonicity and condition Q, the finite-dimensional case. Let B = Iin. 
If f (t, x) satisfies condition Q, then f is quasimonotone increasing in x. On 
the other hand, if f is quasimonotone increasing, then f does, in general, 
not satisfy condition Q. But if f satisfies, in addition to quasimonotonicity, 
a regularity condition of the form 
f$, Xl ,**a, xi-1 > xi + A, xi,, ,***, x72) -f& Xl ,..., x,) > --Lh 
for h > 0 (i = l,..., n), 
then condition Q is satisfied. Especially, for functions f satisfying a Lipschitz 
condition in x, quasimonotonicity and condition Q are equivalent. Let us 
assume, for example, that f is linear, f (t, x) = A(t)x, where A(t) = (aij(t)) is 
a n x n matrix. This function is quasimonotone if all off-diagonal elements are 
nonnegative, while condition Q is satisfied if, in addition, the diagonal 
elements of A are bounded from below. (Varga [14] speaks of a “non- 
negative” matrix A = (aij) if all elements aij are nonnegative, and of an 
“essentially nonnegative” matrix if all off-diagonal elements are nonnegative. 
In a seminar, held at the University of Karlsruhe, Germany in the Winter 
Semester 1968-69, which was partially based on Chapter 8 of Varga’s book, 
there was a discussion on the possibility of generalizing the latter concept to 
more general spaces. Dr. J. Merkwitz suggested that the equivalent definition 
“A is essentially nonnegative iff A + sl is nonnegative for some real s” might 
lead further. It was indeed this rather trivial remark which finally lead to the 
condition Q.) 
Let us mention that a theorem on differential inequalities of type (A) holds 
in an arbitrary ordered Banach space provided the function f (t, x) is mono- 
tone increasing in x. This statement is rather obvious. It is a special case of 
the following monotonicity theorem for Volterra integral operators. 
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THEOREM. Let D be a closed subset of an ordered Banach space B and let 
J* C R2 be the set of all (t, ) T such that 0 < r < t < T. Suppose that the 
function k(t, T, x) : J* x D -+ B is continuous in J* for $xed x E D, monotone 
increasing in x and satisfies a Lipschitx condition 
1 k(t, T, X) - k(t, T, y)l < L / x - y I for (t, T) E J* and x7 Y E D. 
Let C(J, D) be th e set of all continuous functions from J to D. Suppose that the 
operator K, defined by 
(K+)(t) = i?(t) + j: k(4 T,~(T)> dT, 
where g(t) : J -+ B is continuous, maps C( J, D) into itself. Then the equation 
u = Ku, or explicitly 
u(t) = g(t) + /l k(t, T, U(T)) dr in J, 
has exactly one solution u E C( J, D). Th e solution u may be constructed by 
successive approximation, i.e., u,, E C( J, D), uKfl = Kul, (k 3 0) implies 
ulc -+ u uniformly in J. Furthermore, ;f w E C( J, D) satisfies 
then 
W(t) > g(t) + 11 k(t, 7, W(T)) dT in J, 
u(t) 6 w(t) in J. 
The statements about existence, uniqueness, and successive approximation 
are standard. We remark that they are most easily proved if the space C( J, B) 
is normed according to 
II Wll = sup{1 #)I e-2Lt : t E J>. 
Then K satisfies a Lipschitz condition jj K+ - K# II < 8 Ij 4 - # 11. The three 
statements mentioned follow from the contracting mapping principle. 
Likewise, the last assertion is easily obtained. Let the sequence (wlc) be 
defined by wk+i = Kw, (k > 0), wa = w. Then wk -+ u. On the other hand, 
it was assumed that wr = Kw, < w,. Since k is increasing in x, k(t, T, WI(T)) < 
k(t, 7, We(T)). It follows from (b) (and the definition of the Riemann integral) 
that Kw, < Kw, , i.e., wa < w1 . In the same way it is proved by induction 
that w k+l < wk for arbitrary k. But then wk < w,, = w for all k, and hence, 
again by applying (b), u < w. 
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Let us add some remarks. First, it is proved in the same way as above that 
an inequality v < Kv implies v < u. For the sake of simplicity we made the 
assumption that the set C(J, 0) is mapped into itself by K. What is actually 
needed in the proof of the inequality u < w is an assumption which guarantees 
that successive approximation, starting at w0 = w, does not lead outside of 
C(/, D). Finally we note that theorems similar to the one given above have 
been published by several authors. Szarski [lo, $701 proves a theorem about 
differential inequalities in ordered Banach spaces similar to (A), where 
f(t, x) is assumed to be monotone increasing in x. He assumes that the 
positive cone has a nonempty interior. In papers by Collatz and Schroder 
[l l-131 there are results and methods related to the above. 
3. THE MAIN THEOREM 
Let B be an ordered Banach space and f (t, x) : J x B + B a function which 
is continuous in t for Jixed x and sati@es the Lipschitz condition 
If&4 -f(t,r)l <L I x -Y I fm teJ and x,y~B. (3) 
Suppose furthermore that f satisfies condition Q. If the functions v, w from J 
to B are continuously differentiable in J and satisfy 
(4 ~(0) < w(O), 
(b) v’ -f(t, v) < w’ -f(t, w) in J, 
then 
v(t) < w(t) in J. 
We prove that this theorem can be reduced to the theorem at the end of 
Section 2. We may assume without loss of generality that the Lipschitz 
constant L in (3) is equal to the constant iI4 occuring in the definition of 
condition Q (see Section 2(c)). Let the functions d(t) and g(t, x) be defined by 
d(t) = &(w(t) - w(t)), (4 
g(t, x) = Lx + tit{ f (t, v(t) + xemLt) -f (t, w(t)}. (5) 
It is easily derived from the assumptions (a), (b) that 
d(O) 2 0, d’ >g(t, 4 in Jo. (6) 
The function g(t, x) also satisfies a Lipschitz condition (with Lipschitz 
constant 2L), and it is increasing in x, i.e., 
x < y implies g(t, x) < g(t, y). (7) 
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Indeed, x < y implies 
g(t) Y) - g(4 4 = L(y - 4 + @(f(t, 0 + ye-Lt) - f(t, v + x.cLt)} 
> L(y - x) + @{L(y - x) e--Lt} 3 0. 
Here the inequality (c) of Section 3 with M = L was used. 
Now the inequality d(t) > 0 in J follows from the theorem of Section 3, 
where K is the operator defined by 
and where u = 0 and w = d. 
4. GENERALIZATIONS AND REMARKS 
(a) Roughly speaking, the proof of the main theorem shows that the case 
of a right hand side f satisfying condition Q can be reduced to the case of a 
monotone right hand side. To the author’s knowledge, this method of proof 
is new, even for the finite-dimensional case. Naturally, it works only when f 
satisfies a Lipschitz condition or a generalized Lipschitz condition; see the 
remark (d) below. 
(b) In the main theorem of Section 3 we have imposed stronger regularity 
assumptions on the functions v, w than actually needed. This was done in 
order to avoid technical difficulties which have nothing to do with the main 
idea of the proof. 
The main theorem remains true if the functions v, w are assumed to be strongly 
continuous in J and weakly d#rentiable at every point t such that 0 < t < T. 
Under these assumptions we still have d(0) 3 0 and d’(t) > g(t, d), but 
the second inequality holds only for 0 < t < T, and d’(t) is a weak derivative. 
One has to show that the inequality 
follows. This statement is easily reduced to the following one: 
Let the function u(t) : J --f B be strongly continuous in J and weakly differen- 
tiable in Jo : 0 < t < T. Let u(0) 2 0 and u’(t) 3 0 in J,, . Then u(t) > 0 in J. 
We indicate the proof. Let f be a positive, linear and continuous functional, 
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i.e., f e B*, f(x) > 0 for x E B, . Then the real-valued function h(t) = 
f(u(t)) is continuous in J, differentiable in Jo , h’(t) = f (u’(t)). Therefore 
A(O) 3 0 and U(t) > 0 in J,, and hence h(t) 3 0 in J. But now we have 
f (u(t)) > 0 in J for every positive f E B*, whence u(t) > 0 in J follows. 
See also [IO, $691. 
(c) The assumption that f is defined in all of B may be weakened. It 
suffices to assume that f is defined in J x D, where D is a convex closed 
subset of B such that v(t), w(t) E D for t E J. 
(d) Finally we note that the whole theory developed here may be generalized 
to “CarathCodory hypotheses.” Integrals for B-valued functions are then 
of the Bochner type. The Lipschitz condition (3) is replaced by a generalized 
Lipschitz condition 
where Z(t) EL,(J), i.e., Z(t) is integrable over J. Likewise, f (t, X) is said to 
satisfy a (generalized) condition Q if there exists a function I(t) EL,(J) 
such that f (t, x) + Z(t) x is monotone increasing in X. The proof of the main 
theorem carries over with minor changes. The functions d(t), g(t, X) are now 
defined by 
d(t) = eLtt) {w(t) - W>? L(t) = 1” Z(T) dr, 
0 
g(t, x) = Z(t)% + Stt){f (t, 21 + xeeLtt)) -f (t, v)}. 
Otherwise, the proof remains essentially unchanged. 
REFERENCES 
1. M. MUELLER, Uber das Fundamentaltheorem in der Theorie der gewijhnlichen 
Differentialgleichungen, Math. Z. 26 (1926), 619-645. 
2. E. KAMKE, Zur Theorie der Systeme gewiihnlicher Differentialgleichungen. II, 
Acta Math. 58 (1932), 57-85. 
3. W. WALTER, “Differential- und Integral-Ungleichungen,” Springer Tracts in 
Natural Philosophy, Vol. 2, Springer, Berlin-Gsttingen-Heidelberg-New York, 
1964. 
4. W. MLAK AND C. OLECH, Integration of infmite systems of differential inequalities, 
Ann. Polon. Math. 13 (1963), 105-112. 
5. W. MLAK, Note on maximal solutions of differential equations, Contrib. Dia. 
Ep. 1 (1963), 461-465. 
6. W. WALTER, Gewahnliche Differential-Ungleichungen im Banachraum, Arch. 
Math. 20 (1969), 36-47. 
7. W. WALTER, Existenzsiitze im GroDen fiir das Cauchyproblem bei nichtlinearen 
parabolischen Differentialgleichungen mit der Linienmethode, Math. Ann. 183 
(1969), 254-274. 
ORDINARY DIFFERENTIAL INEQUALITIES 261 
8. W. WALTER, Approximation fiir das Cauchyproblem bei parabolischen Differen- 
tialgleichungen mit der Linienmethode, in “Abstrace Spaces and Approximation,” 
Intern. Ser. in Num. Math., Vol. 10, pp. 139-145. BirkhZiuser Verlag, Base& 1969. 
9. W. WALTER, Existence and convergence theorems for the boundary layer equations 
based on the line method, Math. Research Center, Tech. Rept. #lo25 (December 
1969). 
10. J. SZARSKI, “Differential Inequalities,” Monografie Matematycne, Warzawa, 1965. 
11. L. COLLATZ, Aufgaben monotoner Art, Arch. Math. 3 (1952), 366-376. 
12. J. SCHR~DER, Anwendung von Fixpunktsiitzen bei der numerischen Behandlung 
nichtlinearer Gleichungen in halbgeordneten R%rmen, Arch. Rat. Me& Anal. 4 
(1959-60), 177-192. 
13. J. SCHR~DER, A unified theory for estimation and iteration in metric spaces and 
partially ordered spaces, Math. Research Center, Univ. of Wisconsin, Tech. 
Rept. #237. 
14. R. S. VARGA, “Matrix Iterative Analysis,” Prentice Hall, Englewood Cliffs, N. J., 
1962. 
