In this paper we investigate the time decay rates of perturbations of the traveling waves for viscous conservation laws with dispersion. The convergence rates in time to traveling waves are obtained when the initial data have different asymptotic limits at the far fields 7N: This improves previous results on decay rates. r
Introduction
Consider viscous conservation laws with dispersion u t þ f ðuÞ x þ u xxx À mu xx ¼ 0; xAR; t > 0;
ð1:1Þ
where the flux function f : R-R is smooth, and the constant m > 0 is the viscosity parameter. The initial data uðx; 0Þ ¼ u 0 ðxÞ ð 1:2Þ are assumed to satisfy u 0 ðxÞ-u 7 as x-7N: We consider monotone traveling wave solutions fðx À stÞ to Eq. (1.1). Such a profile f satisfies the following O.D.E. [11, Chapter 2] f zzz À mf zz þ ðf ðfÞ À sfÞ z ¼ 0; z ¼ x À st:
ð1:3Þ
The far-field states u 7 AR and the wave speed sAR satisfy the Rankine-Hugoniot condition Grad and Hu [5] , as well as Bona and Schonbek [1] showed that (1.7) admits traveling wave solutions fðx À stÞ connecting u À to u þ ; which are monotone if mc1: Moreover, in obtaining solutions to this problem one can look for solutions which are the sum of a traveling wave and a perturbation. It has been shown that this traveling wave is asymptotically stable for small perturbations by Bona et al. [2] . Another proof of the stability was given by Pego [12] based on the energy method due to Goodman [4] . For the case f ðuÞ ¼ u 3 ; Dodd [3] showed that certain traveling wave solutions are asymptotically stable with respect to a weighted norm as perturbations convect away from the wave profile in the direction indicated by the group velocity associated with the linearized perturbation equation. Warnecke and Pan [14] consider a more general equation of form (1.1) and obtained corresponding stability results. Recently, pointwise methods are also developed to investigate the stability of the traveling waves for equations of type (1.1) by Howard and Zumbrun [6] .
In further work on the Korteweg-de Vries-Burgers equation (1.7), Rajopadhye [13] showed that if the perturbation lies in a suitable weighted class, then it decays: the L 2 -norm of the perturbation decays at the rate of ð1 þ tÞ À 1 4 and the L 2 -norm of the first-order derivative decays at the rate of ð1 þ tÞ À 3 4 as t-N: Recently, Nishihara and Rajopadhye [9] generalized the above result and obtained that the weighted L 2 -norm of the perturbation decays at the rate of ð1 þ tÞ À kÀe 2 ; provided the initial perturbation decays at the rate jxj Àk in space, where e ¼ 0 if k is an integer and e > 0 otherwise.
In this paper we are concerned about the more general equation (1.1) and get the optimal decay rate ð1 þ tÞ À k 2 for any kX0; which improves the previous result for KdVB equation obtained in [9] . Moreover, due to the presence of dispersion, the arguments are much more involved when we replace This paper is organized as follows: in Section 2 we state some results obtained in [14] , which will be used in this work. In Section 3, we establish the L 2 decay rates of the perturbations of traveling wave solutions. In Section 4 we study the decay rates for higher order derivatives.
Notation. We denote by C a generic constant. Moreover, in the inequalities that follow, the constant C can change from one line to the next. For function spaces, L 2 denotes the space of square integrable functions on R with the norm
The usual lth order norm of the Sobolev space H l ; lX0 is denoted by
For a weight function w; L 2 w denotes the space of measurable functions f satisfying ffiffiffi ffi w p f AL 2 with the norm
a and j Á j w ¼ j Á j a : Let T be a positive constant and B a Banach space. Here, for any natural number kX0; C k ð½0; T; BÞ denotes the space of B-valued k-times continuously differentiable functions on ½0; T: The space of B-valued L 2 functions on ½0; T is denoted by L 2 ð½0; T; BÞ: The corresponding spaces of B-valued functions on ½0; NÞ are denoted by C k ð½0; NÞ; BÞ and L 2 ð½0; NÞ; BÞ; respectively.
Asymptotic stability of traveling waves
For completeness, in this section we state the stability results of traveling wave solutions, which are the basis of the study for the decay rates of perturbations.
Assume that f is a monotone traveling wave solution satisfying the O.D.E. (1.3) and that the initial perturbation u 0 À f is integrable over R: It is known that solutions with the initial data near f will typically approach a translate of f rather than f itself, but the shift can usually be determined by the mass carried by the initial perturbation. We define x 0 by
ð2:1Þ where u 0 are the initial data given in (1.2). Observe that
This follows from the fact that the left-hand side regarded as the function of x 0 is differentiable, its differention is u þ À u À and it vanishes at x 0 ¼ 0: Therefore, relation (2.1) is equivalent to
Without loss of generality let us assume that x 0 ¼ 0; i.e., Then stability results obtained in [14] are given as follows. 
We note that
for suitable yðz; tÞA0; 1½: This will be used later. Theorem 2.1 is the consequence of the following result. This global existence and decay for w was derived from the Local Existence Theorem for w combined with the a priori estimate obtained in [14] . &
L 2 decay rate
In this section we establish the L 2 decay rates. We have the theorem below. 
Multiplying (2.7) by 2Kw; we have
we obtain
Integrating (3.2) over R and using
In order to finish the proof of Theorem 3.1, first let us prove the following lemmas.
Lemma 3.2. For z n AR satisfying f 0 ðfðz n ÞÞ ¼ s; there exists a positive constant C 0 such that
; bA½0; a with fixed aX0: ð3:4Þ
Proof. Noting the definition of K and Q; one gets
where
Obviously I 2 ðzÞX0 for all zAR: It will be proved that I 1 ðzÞX0 for all zAR: First, one can choose z n AR such that f 0 ðfðz n ÞÞ ¼ s: In fact, from the inequality f 00 ðuÞ > 0; i.e. f is convex, one can deduce that f 0 ðuÞ increases strictly in uA½u þ ; u À : Therefore, by the Lax shock condition we can choose a unique state
Moreover, the traveling wave solution f is strictly decreasing in zAR by Theorem 2.3.1 [11] . Therefore, there exists uniquely a number z n AR such that fðz n Þ ¼ u n ; i.e. f 0 ðfðz n ÞÞ ¼ s: Next, we can prove that I 1 ðzÞX0 for all zAR: In fact, by the mean value theorem one obtains a suitable % z between z and z n such that In order to do this, we set R ¼ fz : jz À z n jodg,fz : jz À z n jXdg; here d > 0 being suitably small that if zAfz : jz À z n jodg; then
This gives 
Proof. By integration by parts one gets
We set a ¼ w and b ¼ nw z with
Choosing e ¼ C 0 4 /z À z n S bÀ1 and using the inequality
Now using the inequality ða þ b þ cÞ 2 p3a 2 þ 3b 2 þ 3c 2 and ðz À z n Þ 2 p/z À z n S 2 ; we can estimate 
This completes the proof of the lemma. & Combining Lemma 3.3 with Lemma 3.4 gives the following corollary:
Corollary 3.5. Let aX0 be fixed and bpa: For 0otpT; we have the following estimate:
Finally, the nonlinear term is bounded using (2.8) by
Due to (2.9) in combination with the Sobolev lemma, the norm jjwjj N is small if jjw 0 jj 3 is sufficiently small. Therefore, the left-hand side of (3.14) can be absorbed by the third term on the left-hand side of (3.3). By (3.3), (3.4), (3.13) and (3.14) we obtain the inequality
for any bpa:
We set
Integrating the inequality (3.15) over tA½0; t one gets
ð3:16Þ
As in Kawashima and Matsumura [7] or in Matsumura and Nishihara [8] , by induction we have Lemma 3.6. For k ¼ 0; 1; y; ½a; the inequality
holds.
For convenience of the readers, we give an improved argument as following.
Proof.
Step 1. We prove ðH 0 Þ:
Taking b ¼ a; g ¼ 0 in (3.16) and using (3.18), one gets where C e -N as e-0:
Proof. Note that if a ¼ k then Lemma 3.8 is the same as Lemma 3.7. Hence, we consider the case koa: 
Taking any e ¼ e 0 > 0 so that C e is a fixed constant, we obtain estimate (3.1) with
: This completes the proof of Theorem 3.1. &
Decay rate of first derivatives
Now we turn to estimate the decay rate for the derivative of w: The proof of Theorem 4.1 is very technical and was broken up into a number of lemmas. For the proof we consider the following.
We assume that uðx; tÞ ¼ fðzÞ þ w z ðz; tÞ; z ¼ x À st is the solution of Eq. (1.1). Letting v ¼ w z ðz; tÞ; we can get from (1.1)-(1.3) with changing variables from ðx; tÞ to ðz; tÞ
with M a positive constant to be appropriately chosen below. Integrating the result over R we have
After several integrations by parts, we have We have the following lemma.
we have
with x being between f and f þ v; and
where 0oyo1 and x 0 is between f þ yv and f þ v; (4.8) reduces to
Hence, since f; f z and v ¼ w z are bounded, see Corollary 2.3.2 in Chapter 2 of [11] , we have
The lemma is proved. & By (4.3)-(4.7), we get
Further, the following lemma is true. Proof. Using jzjo/z M S one gets
In addition, by choosing M > 3ðaþ1Þ 2m ; and b satisfying bpa þ 1; one gets
Substituting these three inequalities into (4.10), and noting that for any fixed M there always exists a positive constant C such that
we immediately get (4.11 
Integrating this result with respect to time we get 
