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We review a recent development in high-accuracy non-Born–Oppenheimer calculations of atomic and
molecular systems in a basis of explicitly correlated Gaussian functions. Much of the recent progress in this area
is due to the derivation and implementation of analytical gradients of the energy functional with respect to
variational linear and non-linear parameters of the basis functions. This method has been used to obtain atomic
and molecular ground and excited state energies and the corresponding wave functions with accuracy that
exceeds previous calculations. Further, we have performed the ﬁrst calculations of non-linear electrical
properties of molecules without the Born–Oppenheimer approximation for systems with more than one
electron. The results for the dipole moments of such systems as HD and LiH agree very well with experiment.
After reviewing our non-Born–Oppenheimer results we will discuss ways this method can be extended to deal
with larger molecular systems with and without an external perturbation.
1 Introduction
The vast majority of quantum chemical calculations done
today and in fact for the last several decades are performed
within the Born–Oppenheimer (BO) approximation. In this
approximation the electronic part of the wave function is
solved for arbitrary arrangements of stationary nuclei, and
the nuclear wave function is found for a potential energy sur-
face due to the electrons. This separation of nuclear and elec-
tronic motion is acceptable in most calculations of molecular
properties and reaction dynamics (a rule of thumb is that the
importance of the BO corrections to electronic values are
weighted by me/M where me is the mass of an electron and M
is the mass of the lightest nucleus in the molecule of interest).
For the most accurate calculations, though, and in order to
model situations in which the BO approximation breaks down,
non-BO calculations must be performed.
In a recent paper, Handy and Lee1 evaluated the importance
of diagonal non-BO corrections to electronic values of quanti-
ties such as harmonic frequencies and molecular geometries.
They found that the corrections were negligible for most mole-
cules, but more important for molecules containing hydrogen
atoms. It is believed that molecules containing loosely bound
hydrogens/protons will have signiﬁcant non-BO corrections.
There has been a recent increase in interest in the nonadia-
batic eﬀects in general. This interest has been motivated in part
by the maturation of the ﬁelds of ultrafast spectroscopy and
molecular dynamics. In experimental studies in these areas
there is a higher chance of BO breakdown and observation
of nonadiabatic eﬀects. Some of the recent theoretical develop-
ments in non-BO methods include self-consistent-ﬁeld (SCF)
approaches in which the total wave function is the product
of a determinant for the electrons and a determinant (or a per-
manent, for bosons) for the nuclei2,3 as well as conﬁguration
interaction and multi-conﬁgurational self-consistent-ﬁeld
methods for the electrons and nuclei based on the above-
mentioned SCF methods.3,4
Work on the non-BO methods has been carried out in our
laboratory for the last decade. The centerpiece of this work
has been the use of n-particle correlated Gaussian functions
that explicitly depend on the inter-particular distances, i.e.
distances between the electrons, electrons and nuclei, and
between nuclei. An important development in the nonadia-
batic methods has been the derivation and implementation
of the analytical gradient of the variational energy functional
with respect to the non-linear exponential parameters of the
explicitly correlated Gaussian functions. This method has
allowed us to expand the non-BO wave function in a basis
of n-particle functions and very eﬀectively minimize the result-
ing expression for the energy variationally in terms of the non-
linear parameters of the basis functions. The application work
performed with the non-BO method has included a new upper
bound to the nonadiabatic energy of H2
5 and its isotopomers6
and an upper bound to the ground state energy of LiH.7 Some
of the more recent work has included development of a
method for calculating electrical properties of molecules
nonadiabatically. The ﬁrst calculations performed using this
method were of the dipole moments and polarizabilities of
LiH and LiD8,9 and dipole moments, polarizabilities, and ﬁrst
and second hyperpolarizabilities of the H2 isotopomer series.
10
Where experimental values of the calculated properties exist
(dipole moments of LiH, LiD, and HD) the theoretical values
agree well.11,12 The work on the non-BO non-linear optical
properties is the ﬁrst in the ﬁeld that considers molecules with
more than one electron.13,14 Some other previous work in fully
nonadiabatic calculations has been done by Kozlowski and
Adamowicz,15–25 Kinghorn,26 and Kinghorn and Poshusta.27
There has been much interest recently in the area of electri-
cal and optical properties of molecules which has been well
documented and will not be discussed here. One aspect of
the theoretical studies on optical properties that is quite rele-
vant to the work reviewed here is the calculation of the nuclear
contributions to these properties. In the traditional Born–
Oppenheimer (BO) approximation (which by deﬁnition
includes the adiabatic approximation) the calculation of the
electrical and nuclear wave functions are performed sequen-
tially rather than simultaneously, and thus any properties
which are calculated from the wave function, or, equivalently,
from the energy of the system, must be done sequentially as
well. In many cases calculation of electronic contributions to
optical properties are suﬃcient. In other cases, though, the
nuclear contributions are non-negligible and it is necessary
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to include them in order for the result to be quantitatively cor-
rect. While methods for calculating electronic properties are
well developed, the methods for calculating the nuclear contri-
bution are less well known. Some very good reviews on the
topic may be found in the literature.28–30
Two of the current authors (Caﬁero and Adamowicz)
recently collaborated on a study of the magnitude of nonadia-
batic eﬀects on the calculations of dipole moments and polar-
izabilities of some LiH isotopomers.31 It was found that the
eﬀects on these properties is quite small, and, in fact was smal-
ler than the assumed errors in the ﬁnal numbers. A study is
currently being made on the magnitude of the nonadiabatic
eﬀects on the calculations of the ﬁrst and second hyperpolariz-
abilities, where the magnitude may be larger.
Fully non-adiabatic calculations are important for several
reasons. As basic physics, they represent an advance in tech-
nology for calculating stationary states of atoms and molecules
with very high accuracy. Though the theory is basic quantum
mechanics, in the past it has only been applied in specialized
codes to perform non-adiabatic calculations for one- and
two-electron systems of a certain symmetry.13,14 The work dis-
cussed here has been done with general n-particle codes which
include very ﬂexible single-center and multi-center explicitly
correlated Gaussian basis functions (ECG’s). These functions
can form complete sets and, as the numerical results indicate,
in the complete limit can be used to describe atomic and mole-
cular systems very accurately. It should be noted that the
SCF-based methods for calculating the coupled motion of
the nuclei and electrons mentioned above depend on a ﬁnite
orbital expansion in addition to the conﬁguration expansions.
While such an approach is typically much less expensive than
the method described here, the current method has a capacity
for much higher accuracy wave functions due to use of expli-
citly correlated basis functions. As computational chemistry
moves forward and the computational capabilities increase
the old emphasis on inexpensive methods will not be as strong
and the non-BO method may become the method of choice for
problems where high accuracy is desired.
On a more practical note, the current non-BO method is
important in that it provides means of verifying the accuracy of
the BO-correction methods which add the non-adiabatic correc-
tions due to nuclear motion back to the purely electronic proper-
ties using perturbation theory. One example of such a procedure
will be discussed below. There are also cases in which the pertur-
bation method to account for non-adiabatic eﬀects are known to
fail and in such cases the current method is the only reliable one.
2 Non-relativistic Hamiltonian
A system of n+1 particles of massesMi and charges Qi may be
described at any point in time by the n+1 three-dimensional
vectors, Ri , of Cartesian coordinates in the laboratory coordi-
nate system:
Ri ¼
xi
yi
zi
0
@
1
A; ð1Þ
and the n+1 vectors, Pi , describing the momenta of the
particles:
Pi ¼
Px;i
Py;i
Pz;i
0
@
1
A: ð2Þ
For convenience we collect the Ri and Pi vectors together in
vectors R and P, respectively:
R ¼
R1
R2
..
.
Rnþ1
0
BBB@
1
CCCA; P ¼
P1
P2
..
.
Pnþ1
0
BBB@
1
CCCA: ð3Þ
The kinetic energy of this system is given by:
T ¼
Xnþ1
i¼1
P2i
2Mi
: ð4Þ
If we assume only Coulombic interactions between the parti-
cles, the potential energy is given by
V ¼
Xnþ1
i¼1
Xnþ1
j>i
QiQj
Rij
; ð5Þ
where Rij is the magnitude of the distance vector between par-
ticles i and j: Rij ¼ |RiRj|. The total Hamiltonian for this
system is thus:
Htot ¼
Xnþ1
i¼1
P2i
2Mi
þ
Xnþ1
i¼1
Xnþ1
j>i
QiQj
Rij
: ð6Þ
We transform this to the quantum mechanical Hamiltonian
operator by substitution of the conﬁguration space operators
and we get (atomic units are being use throughout this work):
H^tot ¼
Xnþ1
i¼1
1
2Mi
H2i þ
Xnþ1
i¼1
Xnþ1
j>i
QiQj
Rij
: ð7Þ
The interaction of matter and light calls for treating the light
quantum mechanically, or as photons. It is often suﬃcient,
though, to treat the matter quantum mechanically and the
light classically; this is the semi-classical approach. The light,
then, is treated as perpendicular oscillating electric and mag-
netic ﬁelds. The eﬀect of the magnetic portion on matter is
usually less than the eﬀect of the electric portion, and so for
the work presented here we may neglect the magnetic portion.
If we further assume a static ﬁeld, then we may express the
interaction as the scalar product of the total dipole moment
of the system and the ﬁeld vector:
E ¼ le: ð8Þ
For a derivation of the above Hamiltonian, please see Ratner
and Schatz.32 We may also express the total quantum mechan-
ical operator as:
l  e ¼
Xnþ1
i¼1
e  RiQi; ð9Þ
where each term in the sum is the interaction of each particle
with the electric ﬁeld. The Hamiltonian for the system in an
electric ﬁeld is thus:
H^tot ¼
Xnþ1
i¼1
P2i
2Mi
þ
Xnþ1
i¼1
Xnþ1
j>1
QiQj
Rij

Xnþ1
i¼1
e  RiQi: ð10Þ
The number of degrees of freedom for any system may be
reduced by three by a transformation to a new set of coordinates
where three coordinates desribe the center-of-mass. In the pre-
sent work, the system of n+1 particles with 3(n+1) degrees of
freedom is reduced to n pseudo-particles (each with reduced
mass mi) with 3n degrees of freedom with the three remaining
degrees of freedom describing the motion of the center of mass.
One such transformation which acts on the vector of coordi-
nates R described above has the following form:
T ¼
M1
MT
M2
MT
M3
MT
M4
MT
   Mnþ1
MT
1 1 0 0 0   
1 0 1 0 0   
1 0 0 1 0   
1 0 0 0 1   
                 
0
BBBBBBBBB@
1
CCCCCCCCCA
 I3; ð11Þ
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where MT is the sum of all n+1 masses in the original system
(i.e., the total mass of the system), I3 is the 3 3 identity
matrix, and in general, In is the n n identity matrix, and 
denotes the Kronecker product. T transforms R, the set of
the 3(n+1) coordinates in the laboratory coordinate system
into R0 , the set of coordinates describing the position of the
center of mass, and R, the set of 3n coordinates describing
the positions of particle 2, particle 3, . . ., particle n+1 with
respect to particle 1 (the reference particle):
TR ¼
r0
r1
..
.
rn
0
BBB@
1
CCCA ¼ r0r
 
; ð12Þ
where r is deﬁned implicitly in the above equation.
The momenta are transformed by the inverse transforma-
tion:
T1P ¼
p0
p1
..
.
pn
0
BBB@
1
CCCA ¼ p0p
 
; ð13Þ
where p0 describes the momentum of the center of mass and p
describes the momenta of the pseudo-particles. The inverse
transformation T1 is given by:
T1¼
1 M2
MT
M3
MT
M4
MT
 Mnþ1
MT
1
MTM2
MT
M3
MT
M4
MT
M5
MT

1 M2
MT
MTM3
MT
M4
MT
M5
MT

1 M2
MT
M3
MT
MTM4
MT
M5
MT

1 M2
MT
M3
MT
M4
MT
MTM5
MT

     
0
BBBBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCCCA
I3:
ð14Þ
The charges map directly Qi! qi1 with the change on the par-
ticle at the center of mass mapping to a central potential.
These transformations of the position and the momentum
vectors performed on the total Hamiltonian result in the
separation of the Hamiltonian into the center-of-mass Hamil-
tonian that describes the kinetic energy of the center-of-mass
motion and the ‘‘ internal ’’ Hamiltonian describing the internal
state of the system. The internal Hamiltonian is dependent on
coordinates of the n pseudo-particles:
H^ ¼ 1
2
Xn
i¼1
1
mi
H2i þ
Xn
i 6¼j
1
M1
H0iHj
 !
þ
Xn
i¼1
q0qi
ri
þ
Xn
i<j
qiqj
rij

Xn
i¼1
e  riqi; ð15Þ
where (0) denotes transposition.
To provide an illustration of the above transformation let
us consider an example of a three-particle system with masses
{M1 ,M2 ,M3} and charges {Q1 ,Q2 ,Q3} interacting under a
Coulomb potential. In atomic units the total Hamiltonian of
the system is:
H^tot ¼ P
2
1
2M1
þ P
2
2
2M2
þ P
2
3
2M3
þQ1Q2
R12
þQ1Q3
R13
þQ2Q3
R23
; ð16Þ
where Ri , Pi are position and momentum vectors for particle i
and Rij ¼ kRiRjk. The coordinate and momentum transfor-
mation is given by:
r0 ¼ M1R1 þM2R2 þM3R3
m0
; p0 ¼ P1 þ P2 þ P3;
m0 ¼ M1 þM2 þM3; q0 ¼ Q1
r1 ¼ R2  R1; p1 ¼ P2 
M2
m0
p0;
m1 ¼ M1 þM2
M1 þM2 ; q1 ¼ Q2;
r2 ¼ R3  R1; p2 ¼ P3 
M3
m0
p0;
m2 ¼ M1 þM3
M1 þM3 ; q2 ¼ Q3 ð17Þ
Using these quantities in the full Hamiltonian, Hˆtot , results in
its separation into the Hamiltonian describing the kinetic
energy of the center of mass motion, Hˆcm , and the internal
Hamiltonian, Hˆ:
H^tot ¼ H^cm þ H^; ð18Þ
where
H^cm ¼ p
2
0
2m0
ð19Þ
and
H^ ¼ p
2
1
2m1
þ p
2
2
2m2
þ p1  p2
M1
þ q0q1
r1
þ q0q2
r2
þ q1q2
r12
: ð20Þ
The internal Hamiltonian in this form has been used in the
calculations described here.
3 Basis functions for non-BO calculations of
small atoms
In the absence of an external perturbation (e.g., electric ﬁeld)
the internal Hamiltonian, Hˆ, is isotropic (fully spherically sym-
metric) and, thus, its eigenfunctions should form a basis set for
irreducible representations of the rotational group. In particu-
lar the ground state wave function should be fully spherically
symmetric with respect to any rotation in the 3-D space of
the internal coordinates. The basis set used in these calcula-
tions must reﬂect this symmetry of the system. Thus in calcu-
lating the ground state of closed shell atoms and atoms with
only s-electrons in valence shells, which are not completely
occupied, the basis functions should be fully spherically sym-
metric in terms of rotations with respect to the center of the
internal coordinates system.
The non-BO calculations have to be carried out with very
high precision since the non-BO eﬀects are typically very small.
In order to accomplish such precision the correlated motions
of the electrons, the electrons and the nuclei (or nucleus in
the atomic case), and the nuclei (in the molecular case) have
to be very accurately described in the wave function. Since
the electrons, particularly the core electrons, closely follow
the nuclei and the nuclei, unlike electrons, stay far apart from
each other due to their repulsion and large masses, the elec-
tron–nucleus and nucleus–nucleus correlations are much
stronger than the electron–electron correlation. The most eﬀec-
tive way to describe the inter-particle correlation in the system
with Coulombic interactions is to use basis functions that
explicitly depend on the inter-particle distances.
The symmetry requirements and the need to very eﬀectively
describe the correlation eﬀects have turned our attention to
explicitly correlated Gaussian functions as the choice for the
basis set in the atomic and molecular non-BO calculations.
These functions have been used previously in Born–Oppenhei-
mer calculations to describe the electron correlation in molecu-
lar systems using the perturbation theory approach.33–40 In
those calculations, Gaussian pair functions (geminals), each
dependent only on a single inter-electron distance in the expo-
nential factor exp(br2ij), were used. In the non-BO work
described here, diﬀerent forms of the explicitly correlated
Phys. Chem. Chem. Phys., 2003, 5, 1491–1501 1493
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Gaussian functions have been used, each dependent on dis-
tances between all of the particles that form the system. In
the calculations described here the variational method is used
to determine the non-adiabatic ground and excited quantum
states describing the coupled motion of the nuclei and the elec-
trons. The application of correlated Gaussian functions in
molecular calculations has gained momentum in recent years
following some impressively accurate works of Jeziorski,
Szalewicz and their coworkers, as well as Rychlewski and his
coworkers, on small molecular systems performed with the
use of these functions.41–45
In the atomic non-BO calculations the s-type explicitly cor-
related Gaussian functions used have the following form:
fk ¼ exp½r0ðAk  I3Þr: ð21Þ
The above function is a one-center correlated Gaussian with
exponential coeﬃcients forming the symmetric matrix Ak . fk
are rotationally invariant functions as required by the symme-
try of the problem; that is, invariant to any orthogonal trans-
formation. To show the invariance let U be any 3 3
orthogonal matrix (any proper or improper rotation in 3-
space) that is applied to rotate the r vector in the 3-D space:
prove the invariance:
ððInUÞrÞ0ðAk  I3ÞðInUÞr¼ r0ðInU 0ÞðAk  I3ÞðInUÞr
ð22Þ
¼ r0ðAk U 0UÞr ð23Þ
¼ r0ðAk  I3Þr: ð24Þ
fk can be also expressed in the more conventional form used
in the electronic structure calculations as:
f ¼ exp½a1kr21  a2kr22  . . .  ankr2n  b12;kr212
 b13;kr213  . . .  bnðn1Þ;kr2nðn1Þ: ð25Þ
In this form the n-particle correlated Gaussian is a product
of n orbital gaussians and n(n 1)/2 Gaussian pair functions
(geminals).
To describe bound stationary states of the system, the fk
have to be square-normalizable functions. The square-integr-
ability of these functions may be achieved using the following
general form of an n-particle correlated Gaussian with the
negative exponential of a positive deﬁnite quadratic form in
3n variables:
fk ¼ exp½r0ðLkL0k  I3Þr: ð26Þ
Here r is a 3n 1 vector of Cartesian coordinates for the n
particles, and Lk is an n n lower triangular matrix of rank
n whose elements may vary in the range [1,1].
4 Permutational symmetry of the wave function
The energy of a quantum system is invariant to permutations
of identical particles in the system. Thus, the Hamiltonian
for a system with n identical particles has to commute with
the elements of the nth order symmetric group:
½H^;Sn ¼ 0: ð27Þ
This requires that the eigenfunctions of the Hamiltonian in the
basis described in the previous section are simultaneously
eigenfunctions of both the Hamiltonian and the symmetric
group. This may be accomplished by taking the above men-
tioned basis functions, which may be called primitive basis
functions, and projecting them onto the appropriate irreduci-
ble representation of the symmetric group. After this treatment
we may call the basis functions symmetry projected basis
functions.
The projection operator takes the form of a sum of all of the
possible permutations of the identical particles, P^i , each multi-
plied by an appropriate constant, wi :
P^ ¼
Xn!
i¼1
wiP^i: ð28Þ
The Pauli antisymmetry principle requires that the wave func-
tion (including spin degrees of freedom), and thus the basis
functions, for a system of identical particles must transform
like the totally antisymmetric irreducible representation in
the case of fermions, or spin 12k particles (where k is odd),
and like the totally symmetric irreducible representation in
the case of bosons, or spin k particles (where k may take on
any integer value).
Projection operators for irreducible representations of the
symmetric group are obtained easily from their corresponding
Young tableaux.46 A simple way to do this for small n is
described as follows. We deﬁne an operator A to be the anti-
symmetrizer for rows of the Young tableaux:
A ¼
YrowsXn!
i¼1
dP^i; ð29Þ
where d is positive for odd permutations and negative for even
permutations. We also deﬁne an operator S to be the symme-
trizer for columns of the Young tableaux:
S ¼
YcolumnsXn!
i¼1
P^i: ð30Þ
The Young operator, or the projection operator, is then the
product P^ ¼ AS.
As a simple example of the application of the permutational
symmetry in the explcicitly correlated Gaussian basis set, one
may examine the H system and its isotopomers (D and
T). After separating the center-of-mass motion from the
Schro¨dinger equation, the problem is reduced to a two-
pseudo-particle problem where the internal coordinate r,
r ¼ (r01,r
0
2)
0, is the 6 1 vector of relative coordinates. In this
case the ground state spatial wave function is symmetric with
respect to the permutation of the coordinates of the two elec-
trons. This symmetry condition is met using the following
symmetrized form of the basis functions:
fkðrÞ ¼ exp½r0ðLkL0k  I3Þr þ exp½r0ðs0LkL
0
ks I3Þr; ð31Þ
where s is the permutation matrix
0 1
1 0
 
.
5 Variational method
In our calculations the wave function for the ground state is
obtained by directly minimizing the Rayleigh quotient:
E a;cð Þ ¼ minfa;cg c
0HðaÞc
c0SðaÞc ð32Þ
with respect to the linear expansion coeﬃcients, c, of the wave
function in terms of the symmetrized basis functions, and with
respect to the non-linear exponential parameters, a, of the
basis functions. In the ground state calculations diagonaliza-
tion of the H matrix is usually not performed since it is
believed that the energy can be more eﬀectively lowered when
the c and a variables are considered independent parameters.
In minimizing the energies of the excited states, which has been
done in separate calculations for each excited state, we used
the diagonalization procedure that provides the eigenvalue
only for the calculated root.
1494 Phys. Chem. Chem. Phys., 2003, 5, 1491–1501
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In the minimization of the energy functional the analytical
gradient of the energy with respect to the linear and non-linear
parameters of the wave function is used. The energy gradient
with respect to the non-linear variational parameters can be
written as:
HaE ¼ 1
c0Sc
@ vech H
@a0
 E @ vech S
@a0
 0
ðvech½2cc0  diag cc0Þ;
ð33Þ
where a is a m(n(n+1)/2) vector of all the non-linear para-
meters, m is the number of basis functions used, and the vech
operator vectorizes a symmetric matrix by stacking the col-
umns of the lower triangular part of the matrix (excluding
the upper triangular part) on top of each other. The vector a
is made by stacking, function by function, the lower triangular
elements of Lk . In the case of Gaussians with shifted centers
described later in this work, the a vector also includes the
elements of the sk shift vector. The matrices of derivatives
@ vechH/@a0 and @ vechS/@a0 are sparse, since each row has
at most 2(n(n+1)/2) non-zero elements (2(n(n+1)/2+3n)
for shifted Gaussians). The derivatives of the Hamiltonian
matrix are determined using the derivatives of the molecular
integrals:
@ vech H
@a0
¼ @ vech T
@a0
þ @ vech V
@a0
: ð34Þ
The integrals and their derivatives have been described in
the previous papers.6,9,17,20,24 The analytical gradients consi-
derably accelerate the variational optimization of the wave
function.
6 An example of atomic non-Born–Oppenheimer
calculations
As an example of very accurate non-BO calculations we pre-
sent our studies of the electron aﬃnity of H, D, and T.47
The calculated results and their comparison with the experi-
mental results of Lineberger and coworkers48 are shown in
Table 1. The calculated results include the relativistic, relativis-
tic recoil, Lamb shift, and ﬁnite nuclear size corrections labeled
DEcorr calculated by Drake.
49 As one notices the agreement
with the experiment for H and D is excellent. The 3.7 cm1
increase of the electron aﬃnity in going from H to D is very
well reproduced in the calculations. Since the electron aﬃnity
of T has not been measured yet, the calculated value may serve
as a reference for future experimental attempts to measure this
quantity.
7 Diatomic non-Born–Oppenheimer calculations
Encouraged by the high accuracy of the H/H, D/D, and
T/T calculations we applied the explicitly correlated Gaussian
basis, fk ¼ exp[r0(LkL0k  I3)r], to the simplest diatomic
system H2
+. It was believed that since the ground state
non-BO H2
+ wave function like the H/H wave functions
is spherically symmetric the atomic basis should also work
well for the molecular case. However, the ﬁrst calculations
performed led to disappointing results, regardless of the
number of basis functions used. The optimization of the
non-linear parameters in this case always led to signiﬁcant
linear dependencies in the basis set.
In an attempt to determine the origin of the problem the fol-
lowing was tried:50 The very accurate Born–Oppenheimer
potential energy curve for the ground state of H2 from the
work of Kolos and Wolniewicz51 was approximated by a series
of spherically symmetric Gaussian functions multiplied by
powers of inter-nuclear distance, r:
VðrÞ ¼ c0 þ
X
i
cir
miebir
2
: ð35Þ
The non-BO variational method was then used to determine
the ground and excited vibrational states of this system. By
replacing the two electrons of H2 by the potential energy sur-
face in the non-BO Hamiltonian, the problem was reduced to a
one-pseudo-particle 3-D problem. It was realized that only
when a basis set of Gaussians multiplied by a quite extended
range of powers of the inter-nuclear distance, r, was used
(rmiebir2), were the results obtained by the non-BO method
very similar to those reported by Kolos and Wolniewicz. In
one of the calculations a single Gaussian function was used
to expand the ground state wave function, C0 . This optimized
wave function was:
C0 ¼ Nr17e4:3496r2 : ð36Þ
This result shows how high the r powers have to be to describe
the vibrational wave function using only Gaussians located at
the center of the coordinate system. This is not an unexpected
result because it reﬂects the fact that most of the Gaussians in
the basis set should have maxima located at r close to the equi-
librium H2 inter-nuclear distance. This can only be achieved
with one-center Gaussians if the function is multiplied by a
high power of r. The higher the power of the rm factor of the
Gaussian the farther away its maximum is shifted from the
center of the coordinate system.
The realization that in order to describe the relative motion
of the two nuclei (i.e., the inter-nuclear correlation eﬀects) in
the non-BO wave function of a diatomic system one needs to
use Gaussians multiplied by powers of the inter-nuclear dis-
tance convinced us that the following basis should be used
be used in the non-BO calculations for diatomic molecules:
fk ¼ rmk1 exp½r0ðLkL0k  I3Þr; ð37Þ
where only even mk powers are used.
Using the basis set in eqn. (37) we performed calculations on
several diatomic systems5,7,52,53 including H2 . It is important
to note here that our method is not restricted to systems with
two electrons. Since we have used the variational method
where the calculated energy is an upper bound to the exact
energy the quality of the results can be judged by how low
energy value is obtained. As an example of what accuracy
can be achieved with our method, we compare in Table 2
our results for H2 with the best results obtained by others.
Our best most recent upper bound of 1.1640250300 Eh ,
which is an improvement on our previous result of
1.1640250232 Eh , is noticeably better that any of the results
obtained by others. This gave us conﬁdence that the explicitly
correlated basis set we have used correctly describes the
coupled electron–nuclear motion in the diatomic systems.
In the most recent work52 the non-BO H2 calculations were
extended to excited states with the total angular momentum
equal to zero. In the conventional approaches these states
Table 1 Electron aﬃnity of hydrogen, deuterium and tritium atoms
obtained with 300 explicitly correlated Gaussian functions. The term
DEcorr contains relativistic, relativistic recoil, Lamb shift and ﬁnite
nuclear size corrections.47
Hydrogen Deuterium Tritium
(EHEH)/cm1 6083.4058 6087.0201 6088.2233
DEcorr/cm
1 (ref. 49) 0.307505 0.307589 0.307616
EA/cm1 6083.0983 6086.7126 6087.9157
Lykke et al.
(experiment)/cm1
(ref. 48)
6082.99 0.15 6086.2 0.6 —
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D
ow
nl
oa
de
d 
by
 V
an
de
rb
ilt
 U
ni
ve
rs
ity
 o
n 
30
 M
ar
ch
 2
01
2
Pu
bl
ish
ed
 o
n 
05
 M
ar
ch
 2
00
3 
on
 h
ttp
://
pu
bs
.rs
c.o
rg
 | d
oi:
10.
103
9/B
211
193
D
View Online
are described as vibrational excitations, though in the non-BO
calculations they correspond to simultaneous motion of the
nuclei and electrons coupled to form states with zero total
angular momentum. While for the lower lying states the
motion of the nuclei and the motion of the electrons can be
treated separately as is done in the Born–Oppenheimer calcula-
tions, for the higher states near the dissociation limit the cou-
pling of the two motions becomes more signiﬁcant. The excited
state calculations rendered energies of all the vibrational states
of H2 in very close agreement with the experimental data
showing that the Gaussians multiplied by powers of the
inter-nuclear distance are capable of describing the compli-
cated nodal structure of the non-BO wave functions of excited
states. However, to achieve accuracy similar to that obtained
for the ground state the range of powers of the pre-exponential
rmk1 factor had be extended to 250. As may be expected, for the
same number of basis functions, excited states are described
less accurately than the ground state since the former have a
more complicated nodal structure.
8 Basis sets for non-Born–Oppenheimer
calculations on molecules with more than two nuclei
As shown the nucleus-nucleus correlation eﬀects in the di-
atomic systems in the non-BO calculations can be eﬀectively
described by including pre-exponential powers of the inter-
nuclear distance in the one-center Gaussians. This result can
be generalized to systems with more than two nuclei and an
arbitrary number of electrons. This is the next step in the
development of the non-BO method that has been carried
out in our research group. In this development the Gaussian
basis functions for triatomic systems such as H3
+, H3 , for
states with zero total angular momentum have the following
form:
fk ¼ r2mk1 r2lk2 r2nk12 exp½r0ðAk  I3Þr: ð38Þ
This basis function includes powers of distances between all
pairs of the nuclei forming the system. This is necessary to
describe the physical nature of the inter-nuclear correlation
and to describe the nodes in the wave functions corresponding
to vibrational excited states. As with the diatomic basis sets,
here we only use even powers of the distances. The eﬀect this
exclusion of odd powers may have on the ground state energy
of the system has been tested and found to be negligible.
In the general case with N nuclei and n s-electrons the basis
basis functions should have the following form:
fk ¼
YN
i<j
r
2mkij
ij
 !
exp½r0ðAk  I3Þr: ð39Þ
Here again the inter-nuclear distance of each pair of the nuclei
is raised to a power (2mkij) and included as a pre-exponential
multiplier. Derivation of the Hamiltonian integrals over these
basis functions and, subsequently, their derivatives with
respect to the non-linear parameters will be carried out in
the next stage of our non-BO work.
As with the diatomic systems, the non-BO calculations of
polyatomics will be implemented on parallel computer systems
using the MPI message passing protocol. The diatomic calcula-
tions with larger basis sets show that due to separability of the
integral and gradient calculations for each pair of the basis
functions the algorithm is very parallel and runs with almost
100% eﬃciency on computer clusters with distributed opera-
tional memory (e.g. Beowulf clusters).
The most interesting future applications of the method will
concern non-BO calculations of the vibrational spectrum of
the H3/H3
+/H3
 systems and their isotopomers. As discov-
ered in conventional BO calculations, there is a conical inter-
section of the ground and the ﬁrst excited electronic state in
H3
+. Direct non-BO calculations of the vibrational manifold
of this system will allow for the ﬁrst time a rigorous, varia-
tional, non-adiabatic calculated description of this pheno-
menon.
Finally we make a comment about calculating states with
the total angular momentum of electrons and nuclei not equal
to zero. In calculations of rotationally excited states the non-
adiabatic wave functions will be expanded as symmetry
projected linear combinations of the explicitly correlated fk
multiplied by an angular term, YkLM :
CLMG ¼ PG
X
k
ckY
k
LMfk: ð40Þ
Here fk are the explicitly correlated n-body Gaussians given
in eqn. (21), PG is an appropriate permutational symmetry
projection operator for the desired state, G. YkLM is a vector-
coupled product of solid harmonics54 given by the Clebsch–
Gordan expansion,
YkLM ¼
X
lj ;mjf g;m1þþmn¼M
LM; k j l1m1    lnmnh i
Yn
j
Yljmj ; ð41Þ
and the solid harmonics are given by:
YlmðrjÞ ¼ 2l þ 1
4p
ðl þmÞ!ðl mÞ!
 1=2

X
p
ðxj  iyjÞpþmðxj  iyjÞpzl2 pmj
22 pþmðpþmÞ!p!ðl m 2 pÞ! : ð42Þ
The Ylm(rj) are single-particle angular momentum eigenfunc-
tions in relative coordinates which transform the same as sphe-
rical harmonics, i.e. have the same eigenvalues. Since the fk
are angular momentum eigenfunctions with zero total angular
momentum, the product with YkLM can be used in principle to
obtain any desired angular momentum eigen-state. Note the
k-dependence of YkLM ; this is included since there are many
ways to couple the individual angular momenta, lj , to achieve
the desired total angular momentum L and it may be necessary
to include several sets of the lj’s in order to obtain a realistic
description of the wave function. Varga and Suzuki55,56 have
recently proposed representing the angular dependence of
the wave function using a single solid harmonic whose
argument contains additional variational parameters, u ¼
(U1 ,U2 ,  ,Un):
CLMT ¼ PGYLMðvÞ
X
k
ckfk; with v ¼
Xn
i¼1
uiri: ð43Þ
There appears to be several advantages in doing this and we
are investigating the possibility of using this approach in our
full N-body implementation. On the other hand the strict
separation of the angular and ‘‘ radial ’’ variables in eqn. (40)
Table 2 Energy expectation values/Eh for the non-adiabatic ground
state of the H2 molecule
1.1640250300 Ref. 52 (mp ¼ 1836.1526675 me) variational,
3000 basis functions, partial optimization.
1.1640250232 Ref. 5 (mp ¼ 1836.152693 me) variational,
512 basis functions, full optimization.
1.164025018 Ref. 76 (mp ¼ 1836.1527 me) high accuracy
adiabatic and non-adiabatic corrections,
883 basis functions.
1.16402413 Ref. 77 (mp ¼ 1836.15 me) variational,
1070 basis functions.
1.1640239 Ref. 78 (mp not given) quantum
Monte Carlo.
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allows separate consideration of the electronic-vibrational
states with diﬀerent total angular momentum quantum num-
ber, L. Making the angular terms in eqn. (40) only dependent
on Euler angles and not on rij or any other set of rotationally
invariant variables, could lead to a more eﬀective way to
describe the rotational properties of the wave function. The
magnitude of the Coriolis coupling for the particular L-state
will determine whether the most general form, eqn. (40), or
the more simpliﬁed form, eqn. (43), of the total wave function
should be used.
9 Non-Born–Oppenheimer calculations of
molecules in external static electric ﬁelds
When an electric ﬁeld is applied the molecular Hamiltonian no
longer commutes with the angular momentum Jˆ2 (here we use
J ¼ R+L), but, if the ﬁeld is applied along the z-axis, it does
commute with Jˆz . In this case the wave function is no longer
spherically symmetric because the electric ﬁeld polarizes both
the electronic and the nuclear components of the wave func-
tion. The basis functions used in the calculation have to be able
to describe this cylindrical deformation of the wave function.
The wave function is thus expanded in a basis of ﬂoating
spherical explicitly correlated Gaussians (FSECG). When the
functional centers of these basis functions are allowed to vary,
this basis in principle provides a complete set for the expansion
(see ref. 9 or ref. 57 for a discussion of other types of basis
sets which may be used). The FSECG basis function for n
particles is:
fkðrÞ ¼ expfðr skÞ0½LkL0k  I3ðr skÞg: ð44Þ
The spin-free spatial wave function has the form:
C ¼
Xm
k¼1
ckP^fk; ð45Þ
where m is the size of the basis. P^ is the direct product of the
Young operators for all of the sets of identical particles in the
system of interest.
We calculate the dipole moment and the polarizabilities
from total energy values determined for the ground states for
diﬀerent electric ﬁeld strengths. The energy values are obtained
as variationally optimized expectation values of the Hamilto-
nian operator. The wave function in eqn. (45), is optimized
with respect to the parameters Lk , sk , and ck . This leads to
1
2n(n+1)+3n+1 variational parameters per basis function.
The analytical optimization of linear and non-linear para-
meters of the basis functions allows use of smaller basis set
expansions than are used when basis functions are generated
randomly.57 We begin with an initial guess for the wave func-
tion and then use analytical gradients in a truncated Newton-
type algorithm to ﬁnd the lowest value for the energy. The ith
order electrical property is calculated numerically from the
deﬁnition:
Pi ¼  @
iE
@eiz
: ð46Þ
In the nonadiabatic approach, the ground state of any mole-
cule is spherically symmetric. In principle this leads to values
of exactly zero for any odd-ordered properties based on the
above deﬁnitions. This is in fact correct for any unperturbed
ground state molecule. In the absence of any electric ﬁeld,
the wave function has full spherical symmetry and commutes
with the Jˆ2 operator. Thus by deﬁnition it does not have a
dipole moment, or ﬁrst hyperpolarizability, etc.
The properties are calculated by ﬁtting a polynomial to a
series of energies as a function of electric ﬁeld strength. It
should be obvious that in a nonadiabatic calculation, applying
a negative ﬁeld should be equivalent to applying a positive ﬁeld
since the molecule, not being ﬁxed in space, is free to rotate.
Thus a ﬁt of the energy for both positive and negative ﬁeld
strengths would still give a dipole moment of zero, consistant
with the above explanation. This can be overcome by using
only positive ﬁeld strengths in the polynomial ﬁt. This trick
allows a high accuracy calculation of dipole moments, as
shown in the previous work.8,10
Since the basis functions used here are eigenfunctions of Jˆz ,
but not Jˆ2, they are of correct symmetry only for the non-zero-
ﬁeld calculations. In order to maintain equal representation of
all the points in the ﬁt, though, they are used for the zero ﬁeld
point as well. This should introduce only mild contamination
by excited rotational states and has not been a practical pro-
blem in the past.
10 Examples of non-Born–Oppenheimer electrical
property calculations
The smallest systems investigated by the current method have
been H2 and its isotopomer series. For these calculations basis
sets of 16 terms were used for the homonuclear (HON) species,
and 32 terms for the heteronuclear (HEN) species. These rela-
tive sizes were used in order to have results of comparable
quality since the HEN wave functions include projection onto
irreducible representations of the symmetric group Se2 which
takes into account electron permutation (two terms) while
the HON wave functions include projection onto irreducible
representations of Se2SN2 which takes into account electronic
and nuclear exchange (four terms). The wave functions were
fully optimized for each isotopomer at seven ﬁeld strengths:
0, 0.0004, 0.0008, 0.0016, 0.0032, 0.0064, and 0.0128 au. The
energies obtained at each ﬁeld strength for each isotopomer
were plotted and ﬁtted to a fourth order polynomial in ﬁeld
strength and the properties were extracted from the coeﬃcients
of the ﬁt.
While the basis sets used in these calculations were small and
the zero ﬁeld energies were not converged with respect to basis
set size, the calculated properties were of good quality. As
shown in Table 3, the dipole moment of HD, 0.000327 au is
in excellent agreement with other theoretical values (see pre-
vious work;10 average of previous theoretical values is
0.000327 au) and close to the experimentally measured value
of 0.000345 au.12 The relative values of the other dipole
moments may be predicted based on the relative electronega-
tivities of H, D, and T, and these predicted values agree with
the calculated values of Table 3. The values for the higher
order properties also agree with previous values (see previous
work10). The dipole moments and ﬁrst hyperpolarizabilities
for the HON should be identically zero, and the values shown
in the table should give an indication of the numerical error
present in the ﬁtting procedure. As may be expected, the higher
Table 3 Non-BO energies (at zero-ﬁeld), dipole moments (m), polariz-
abilities (a), hyperpolarizabilities (b) and second hyperpolarizabilities
(g), for the H2 isotopomer series. All values are in atomic units
10
hHi m a b g
H2 1.153736345 1.00 108 6.74 (0.0360) 1062
HD 1.156234289 3.27 104 6.67 (0.0306) 1038
HT 1.157152576 4.37 104 6.65 (0.0186) 1028
D2 1.159178760 9.00 109 6.59 (0.0360) 1009
DT 1.160312051 1.09 104 6.56 (0.0312) 999
T2 1.161561149 9.00 109 6.52 (0.0360) 989
Experiment,
HD (ref. 12)
3.45 104
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order properties have larger errors. Also, the ﬁrst hyperpolar-
izabilities of the HEN are too small and too near the noise
level to be reliable.
LiH is the largest system studied so far with this method.
For LiH a series of basis sets was used: 24, 64, 104, 144, and
244 terms; each basis was projected onto the symmetric group
S4 which has 24 terms. As may be seen in Table 4, each basis
set is well converged (as shown by the value of the virial coeﬃ-
cient), and the energy is converging well with the series, though
it is not as low as the current nonadiabatic upper bound for the
LiH ground state.7 The expectation value for the inter-nuclear
distance for the largest basis set used, 3.063 au, is quite close to
that found in the other work,7 3.061 au. The energy and wave
function for each basis was calculated at several ﬁeld strengths:
0, 0.0016, 0.0032, and 0.0048 au. These energies were ﬁt to a
third order polynomial and the properties were extracted from
this ﬁt.
More recently, these same calculations were done in a
slightly diﬀerent way.31 In this attempt, more ﬁeld strengths
were used (0, 0.0004, 0.0008, 0.0016, 0.0032, and 0.0064) and
a fourth order polynomial was used, although the calculations
were only carried out for the three smallest basis sets. The
dipole moments found in this approach were identical to those
found in the work described above. The polarizabilities did
change slightly, as would be expected. This increase in the
polarizabilities is at maximum slightly less than 1% and
the values presented in Table 4 are suﬃcient for the discussion
here. In any case, though, the converged values for the polariz-
ability are in good agreement with previously calculated
electronic+nuclear values. The converged values of the dipole
moments for the largest basis sets for LiH and LiD
(2.3140, 2.3088 au) agree very well with experiment (2.3140,
2.3090 au)11
11 Non-Born–Oppenheimer calculations on larger
molecular systems
The implementation of the basis set consisting of explicitly
correlated Gaussians with shifted centers, fk ¼
exp[(r s)0(Ak I3)(r s)], allows the calculation of wave
functions for systems with more than two nuclei with the
non-Born–Oppenheimer method. Though these basis func-
tions are not eigenfunctions of the square of the total angular
momentum operator as are the functions without shifts,
fk ¼ exp[r0(Ak I3)r], they can still be used to obtain very
good non-adiabatic wave functions since they form a complete
set and, in principle, can describe any non-BO bound state of a
molecular system. However, since they are not eigenfunctions
of the total angular momentum, it is diﬃcult to use them to
calculate excited states in a way that would allow separation
of vibrational-electronic and rotational excitations. Such
separation automatically occurs when one uses basis functions
that are angular momentum eigenfunctions. In order to gener-
ate a wave function corresponding to the speciﬁc rotational
excitation in the basis of shifted correlated Gaussians,
one would need to project out from the wave function the
contributions from angular momenta diﬀerent from the
angular momentum of the calculated state. This may not be
a practical way to proceed, especially if very high accuracy
is required.
Thus, these basis functions may practically be used to calcu-
late only ground states of polyatomic systems. In some preli-
minary calculations in this area we are considering the H3
+/
H3 system and its isotopomers. The goal of the calculations
is to determine the isotopic eﬀect on the adiabatic ionization
potential of H3 . The results will be published in a forthcoming
paper. An interesting aspect of these types of calculations is the
way a good starting guess of the non-BO wave function may be
generated. First, a conventional variational BO calculation
for the system using a basis set of correlated Gaussians with
shifted centers is performed. For this the method developed
recently58 that allows simultaneous optimization of the mole-
cular geometry and the non-linear parameters (i.e. exponents
and centers) of the basis functions is used. Next the converged
BO wave function is multiplied by Gaussians dependent on
the coordinates of the nuclei. These Gaussians are centered
at the equilibrium positions of the nuclei that were obtained
in the BO calculation (with the reference nucleus placed at
the center of the coordinate system).
The non-BO method that we have been developing is general
and can be applied, in principle, to systems with any number of
nuclei and electrons. However, the complexity of the calcula-
tions increases very rapidly (n factorial) with the increase of
the number of identical particles. Thus it is desireable to
develop a hybrid method which describes some of the nuclei
within the BO approximation and treats some of the light
nuclei (protons) as quantum particles. Recently some interest-
ing developments have been reported where such an equivalent
representation has been proposed. In a series of papers Tachi-
kawa, Nakai and coworkers59–62 introduced a variational
molecular orbital theory for constructing a wave functions
dependent on both electrons and nuclei coordinates. In their
work the wave function was a product of single Slater determi-
nants for the electrons and for the protons (and any other fer-
mion particles in the system), and orbitals representing the
boson particles. The method was a straight forward extension
of the Hartree–Fock theory for electrons. The heavier nuclei in
their calculations were represented by point charges and not
included in the wave function. The calculations were done
using cartesian Gaussian basis functions. Their more recent
work extended the method to conﬁguration-interaction (CI)
type wave functions with single excitations to describe excited
states. In a parallel development Hammes-Schiﬀer and co-
workers3 presented a similar scheme termed the nuclear-
electronic orbital (NEO) method where the CI wave function
representing nuclei and electrons included singly and doubly
excited determinants and in their scheme they optimized both
conﬁgurational and orbital linear expansion parameters
(MCSCF-type wave function).
The correlated Gaussians with shifted centers form a very
convenient basis for a hybrid BO/non-BO approach. Below
we describe the major points of a hybrid approach being con-
sidered in our lab. Let us take a molecular system consisting of
light nuclei (protons), heavy nuclei (carbon, nitrogen, oxygen,
etc.) and electrons. For the sake of simplicity we assume that
the light nuclei are all protons. An extension to include other
light nuclei, such as deuterium or lithium nuclei, is straight
forward. At ﬁrst we make an approximation that the heavy
nuclei are treated using the Born–Oppenheimer approximation
and the wave function only parametrically depends on their
Table 4 Energies, virial coeﬃcients (Z), and dipole moments (m), for
non-BO LiH/D for various expansion lengths (m). All values are in
atomic units8
m hHi Z m
LiH
24 8.0423294 1.000000 2.4047
64 8.0592988 1.000000 2.3394
104 8.0619627 1.000000 2.3261
144 8.0629324 0.999999 2.3149
244 8.0636331 0.999999 2.3140
Experimental 2.314 0.001
(ref. 11)
LiD
244 8.0650331 1.000000 2.3088
Experimental 2.309 0.001 (ref. 11)
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coordinates. In some cases wemay also choose to treat some not
essential protons that way. Thus the internal Hamiltonian
and the wave function explicitly depends only on the coordi-
nates of the ‘‘active ’’ protons and all the electrons in the stu-
died system. In the Hamiltonian additional terms representing
the interaction of the active particles with the non-active
particles appear:
H^ ¼ 1
2
ð
Xn
i
1
mi
H2i þ
Xn
i 6¼j
1
M1
Hi  Hj
 
þ
Xn
i¼1
q0qi
ri
þ
Xn
i<j
qiqj
rij
þ
Xn
i
XK
k
qiqk
rik
; ð47Þ
where qi and qk are charges of the active particles and the non-
active nuclei, respectively, and the rik is the distance between
them.
The variational method will be used to determine ground
and excited-state energies and the corresponding wave func-
tions. In the variational calculations we will optimize the linear
and non-linear parameters of the orbital part and the corre-
lated part of the wave function, as well as the positions of
the ‘‘ inactive ’’ nuclei (i.e. heavy nuclei and inactive light
nuclei).
The development of a hybrid method that combines the BO
description of heavier nuclei with quantum-mechanical non-
BO description of light nuclei and electrons evolves from the
realization that at present the application of our non-BO
approach to larger molecular systems is not practical due to
computational limitations. However, our previous studies of
the inter- and intra-molecular proton transfer reactions,63–72
as well as the studies of others (notably, the high accuracy
quantum scattering work on multiple potential energy surfaces
by Schatz, et al.73), have indicated that in the theoretical char-
acterization of those reactions it is important to describe quan-
tum tunneling and non-adiabatic eﬀects. The challenging task
of developing an accurate non-BO method to study intra- and
inter-molecular proton transfer reactions in one of the aims of
this work. Since an important aspect of these reactions is the
quantum-mechanical behavior of the protons and, in some
situations, coupling of the proton and electron motions
(non-adiabatic behavior), the new method has to incorporate
these eﬀects. This will be done by merging of the fully non-
adiabatic method developed in our group for small molecular
systems that utilizes explicitly correlated Gaussian functions,
with the conventional orbital-based BO approach. After separ-
ating the center-of-mass motion from the Hamiltonian, as
described above, the hybrid wave function which will be used
will have the following form:
Cðr1; r2; . . . ; rn;R1;R2; . . . ;RM ;Q1;Q2; . . . ;QKÞ
¼Aðr1; r2; . . . ; rn;R1;R2; . . . ;RMÞ
 ½Fðr1; r2; . . . ; rnÞce1ðR1;Q1;Q2; . . . ;QK Þ
 ce2ðR3;Q1;Q2; . . . ;QKÞ   ceN
 ðRM ;Q1;Q2; . . . ;QK Þ; ð48Þ
where the R1 , R2 , . . ., Rn coordinates refer to the active light
nuclei and their electrons, the R1 , R2 , . . ., RM coordinates
refer to the the electrons that are described with the orbital
basis functions of Cartesian Gaussian orbitals centered on
inactive (stationary) atoms, the Q1 , Q2 , . . ., QK coordinates
are the coordinates the nuclei of the stationary atoms, and
the A operator imposes the appropriate permutational sym-
metry of the electrons and the identical light nuclei in the wave
function. In the wave function ,eqn. (48), we assume that the
electronic orbitals, cei , and the nuclear orbitals, c
n
i , form two
orthogonal sets of functions. As in our previous non-BO calcu-
lations, we will use the variational method to determine the
energies and the wave functions for the ground and excited
states of the system. In the variational optimization of the
wave function, eqn. (48), we will optimize both linear and
non-linear parameters of F(R1 ,R2 ,. . .,Rn), the linear para-
meters of the electronic and nuclear orbitals, cei and c
n
i , as well
as the positions of the inactive nuclei. This will be accom-
plished using algorithms based on analytical gradients that
we have developed for the BO and non-BO calculations.
The ﬁxed positions of the ‘‘ inactive ’’ nuclei, even if they are
fully optimized for each considered state, could be the major
source of error if the wave function in eqn. (48) is used in
the calculations. An alternative, which will be considered,
includes quantum behavior of the ‘‘ inactive ’’ nuclei with the
use of the harmonic approximation. The wave function that
will account for these eﬀects will have the following form:
Cðr1; r2; . . . ; rn;R1;R2; . . . ;RM ;Q1;Q2; . . . ;QK Þ
¼Aðr1; r2; . . . ; rn;R1;R2; . . . ;RMÞ
 ½Fðr1; r2; . . . ; rnÞce1ðR1; Q1h i; Q2h i; . . . ; QKh iÞ
 ce2ðR3; Q1h i; Q2h i; . . . ; QKh iÞ   ceNðRM ;
 Q1h i; Q2h i; . . . ; QKh iÞcn1ðQ1Þcn2ðQ2Þ   cnKðQKÞ; ð49Þ
where the cni (Pi) functions describe the ground vibrational
states of the inactive nuclei in the harmonic approximation.
These functions are linear combinations of simple s-type sphe-
rical Gaussians with ﬂoating centers. The orbitals of the inac-
tive nuclei, ce1(R1 ;hQ1i,hQ2i,. . .,hQKi), still show dependence
on the inactive-nuclei positions, though in this case the coordi-
nates describing these positions are variables and not para-
meters in the wave function in eqn. (48). However, with the
notation hPii we indicate that the electronic orbitals are not
centered at the moving inactive nuclei, but rather at some aver-
age nuclei positions that are subject to the variational optimi-
zation as parameters of the wave function.
One can notice that in the above wave function the inactive
nuclei and their electrons are described with the use of one-
particle functions and they are not explicitly correlated in the
way the active nuclei and their electrons are correlated. This
approximation should hold well for heavier nuclei since their
displacements from the equilibrium positions in the zero-point
vibrations should be small in comparison to the displacements
of the light active nuclei. The one-particle approximation is
made to reduce the computational costs of the calculations
since it allows use of mutually orthogonal electronic orbitals,
cei (Ri ;hQ1i,hQ2i,. . .,hQKi), and orthogonal nuclear orbitals,
cn1(Q1), in the calculation.
Another source of error in the wave function in eqn. (48) is
the lack of correlation of the electrons of the inactive nuclei, as
well as the correlation between the electron of the inactive
nuclei and the active electrons. This missing correlation can
be described by using a conﬁguration-interaction expansion
of the electronic part of the wave function with single- and
double-excitation operators generated by the excitation opera-
tors, Eai , E
ab
ij , in the following way:
Cðr1; r2; . . . ; rn;R1;R2; . . . ;RM ;Q1;Q2; . . . ;QK Þ
Aðr1; r2; . . . ; rn;R1;R2; . . . ;RMÞ
 Fðr1; r2; . . . ; rnÞ 1þ
X
i;a
cai E
a
i þ
X
i;j;a;b
cabij E
ab
ij
 !"
ce1
 ðR1; Q1h i; Q2h i; . . . ; QKh iÞce2ðR3; Q1h i; Q2h i; . . . ;
 QKh iÞ   ceNðRM ; Q1h i; Q2h i; . . . ; QKh iÞ

 cn1ðQ1Þcn2ðQ2Þ   cnK ðQKÞ: ð50Þ
The excitation operators are deﬁned using orthonormal orbi-
tals obtained from a variational Hartree–Fock-like calculation
of the wave function in eqn. (49). The wave function in eqn.
(50) can be further generalized by making the expansion coeﬃ-
cients of the component of the wave function that describes the
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active nuclei and their electrons dependent on the excitations
of the other electrons:
Cðr1; r2; . . . ; rn;R1;R2; . . . ;RM ;Q1;Q2; . . . ;QKÞ
¼Aðr1; r2; . . . ; rn;R1;R2; . . . ;RMÞ
 Fðr1; r2; . . . ; rnÞ þ 1þ
X
i;a
cai Fiaðr1; r2; . . . ; rnÞEai
 "
þ
X
i;j;a;b
cabij Fijabðr1; r2; . . . ; rnÞEabij
!
ce1ðR1; Q1h i; Q2h i
; . . . ; QKh iÞce2ðR3; Q1h i; Q2h i; . . . ; QKh iÞ   ceN
 ðRM ; Q1h i; Q2h i; . . . ; QKh iÞ

cn1ðQ1Þcn2ðQ2Þ   cnK ðQK Þ:
ð51Þ
The above sequence of the wave functions, eqns. (48–51),
demonstrates that the accuracy level in this approach can be
systematically improved by increasing the complexity of the
wave function. The improvement can also be accomplished
by increasing the number of active nuclei and the number of
electrons described by the F(r1 ,r2 ,. . .,rn) component in the
wave function, which is expanded in terms of n-particle expli-
citly-correlated Gaussian functions that, as we have demon-
strated in our previous non-BO calculations, can very
accurately describe highly correlated states of multi-particle
systems with Coulombic interactions.
As mentioned in our non-BO calculations with the explicitly
correlated Gaussians with shifted centers, the variational opti-
mization of the wave function uses an initial guess derived
from the wave function obtained using the BO approximation.
This approach, which will also be used in this hybrid method,
starts with a conventional BO, say Hartree–Fock, geometry
optimization of the system which results in a particular equili-
brium geometry. This geometry is moved in the Cartesian
coordinate frame in such a way that the nucleus that in the
non-BO calculation is selected as the center of the internal
coordinate system is positioned in the center of the frame.
Next the electronic wave function obtained in the BO calcula-
tion is modiﬁed to include the F(r1 ,r2 ,. . .,rn) component
describing the active particles (and exclude the electrons
described by this component from the BO wave function).
The active nuclei in this component are represented by spheri-
cal Gaussian orbitals placed at their respective equilibrium
positions obtained from the BO calculation and their electrons
are described by correlated Gaussians. Such a wave function,
as our calculations for small molecular systems indicate,
provides an excellent starting guess to initiate the non-BO
variational calculation.
12 Summary
In this review we described our recent work on development
and implementation of a method that allows description
atomic and molecular systems without assuming the Born–
Oppenheimer approximation regarding the separability of
the electronic and nuclear motions. The centerpiece of the
development has been the introduction of new types of expli-
citly correlated basis functions in the non-BO calculations.
So far we have used three types of Gaussian explicitly-corre-
lated basis sets in our non-BO calculations: the simplest one
without rij pre-multipliers (fk ¼ exp [r0(Ak I3)r]) in atomic
calculations, with pre-multipliers in the form of powers of r1
ðfk ¼ rmk1 exp½r0ðAk  I3ÞrÞ in calculations for diatomic
systems, and Gaussians with shifted centers (fk ¼ exp
[(r s)0(Ak I3)(r s)]) in non-BO calculations of diatomic
molecules in the static electric ﬁeld. The future work will
involve implementation of new basis functions for triatomic
systems, as well as systems with more than three nuclei and
systems with s and p electrons. We will also work on imple-
menting methods to describe rotational excited states.
The motivation for developing the non-adiabatic approach
to describe the states of molecules stems from the realization
that in order to reach ‘‘ spectroscopic ’’ accuracy in quantum-
mechanical calculations (i.e., error less than 1 mEh), one needs
to account for the coupling between motions of electrons and
nuclei and for the relativistic eﬀects. Modern experimental
techniques, such as gas-phase ion-beam spectroscopy, reach
accuracy on the order of 0.001 cm1 (5 nEh).
74 In order for
molecular quantum mechanics to continue providing assis-
tance in resolving and assigning experimental spectra and in
studies of reaction dynamics, work has to continue on develop-
ment of more reﬁned theoretical methods, which account for
non-adiabatic interactions. With such methods fundamental
notions of molecular quantum mechanics can be explored
and the basic theoretical framework of the high-resolution
molecular spectroscopy can be tested.
There has been a continuing interest in theoretically describ-
ing molecular systems with a method which treats the motions
of both nuclei and electrons equivalently. This type of method
has to entirely depart from the PES concept. It is particularly
interesting how in this type of approach the conventional
notions of molecular structure and chemical bonding will be
represented. In particular, the concept of chemical bonding,
which at the BO level is an electronic phenomenon, is in the
non-BO approach described as an eﬀect derived from collective
dynamical behavior of both electrons and nuclei.
Finally, the development of new algorithms in atomic and
molecular non-BO calculations must be carried out in parallel
to the development of the computer technology, particularly in
advances in parallel computing. Metacomputing on a grid of
distributed computing platforms connected via high-speed net-
works can revolutionize computational research by enabling
hybrid computations that integrate multiple systems distribu-
ted over wide geographical locations.75 The non-BO method
developed in our work is very well suited for implementation
on parallel computational platforms. In our laboratory we
use parallel ‘‘Beowulf ’’ clusters based on commercially avail-
able PC components and connected via a fast Ethernet switch.
The clusters use Unix (Linux) operational system and the soft-
ware parallelism is facilitated by MPI. For our non-BO calcu-
lations we found the Beowulf clusters to be very cost-eﬀective
since the calculations can be easily distributed over a network
of processors and executed with very high degree of parallel-
ism. The nodes on the cluster do not need to share common
operational memory. Utilization of massively parallel systems
has given us momentum to proceed with the development of
the non-BO method which we hope the computers of the
future will allow to apply to larger systems more central to
chemistry. Hence, while the applications presented in this
review concern very small systems, the emphasis in the devel-
opment we have carried out is placed on creating a general
method that is applicable to molecular systems with an arbi-
trary number of electrons and nuclei.
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