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0. Varis, A belief network approach to optimization and parameter estimation: 
application to resource and environmental management 
An approach to use Bayesian belief networks in optimization is presented, with illustration on resource 
and environmental management. A belief network is constructed to work parallel to a deterministic model, 
and it is used to update conditional probabilities associated with different components of that model. The 
divergence between prior and posterior probability distributions at model components is used as indication on 
inconsistency between model structure, parameter values, and other information used. An iteration scheme was 
developed to force prior and posterior distributions to become equal. This removes inconsistencies between 
different sources of information. The scheme can be used in different optimization tasks including parameter 
estimation and optimization between various policy options. Also multiobjective optimization is possible. The 
approach is illustrated with an example on cost-effective management of river water quality. 
A. Bochman, On the relation between default and modal nonmonotonic reasoning 
The notion of a default consequence relation is introduced as a generalization of both default and modal 
formalizations of nonmonotonic reasoning. It is used to study a general problem of correspondence between 
these two formalisms. 
I? Jeavons, D. Cohen and M. Cooper, Constraints, consistency and closure (Research 
Note) 
Although the constraint satisfaction problem is NP-complete in general, a number of constraint classes have 
been identified for which some fixed level of local consistency is sufficient to ensure global consistency. In 
this paper, we describe a simple algebraic property which character&es all possible constraint types for which 
strong k-consistency is sufficient to ensure global consistency, for each k > 2. We give a number of examples 
to illustrate the application of this result. 
A. Gelsey, M. Schwabacher and D. Smith, Using modeling knowledge to guide 
design space search 
Automated search of a space of candidate designs is an attractive way to improve the traditional engineering 
design process. To make this approach work, however, an automated design system must include both knowl- 
edge of the modeling limitations of the method used to evaluate candidate designs and an effective way to 
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use this knowledge to influence the search process. We argue that a productive approach is to include this 
knowledge by implementing a set of model constraint functions which measure how much each modeling 
assumption is violated. The search is then guided by using the values of these model constraint functions as 
constraint inputs to a standard constrained nonlinear optimization numerical method. A key result of our work 
is a successful demonstration of the application of AI techniques to an important engineering problem. In an 
empirical study of parametric conceptual aircraft design, we observed a cost improvement of two orders of 
magnitude. The principal contribution of our work is a new design optimization methodology which makes 
explicit the interaction between models of artifacts, and validity models of artifact models. 
S. Argamon-Engelson, S. Kraus and S. Sina, Utility-based on-line exploration for 
repeated navigation in an embedded graph (Research Note) 
In this paper, we address the tradeoff between exploration and exploitation for agents which need to learn more 
about the structure of their environment in order to perform more effectively. For example, a robot may need 
to learn the most efficient routes between important sites in its environment. We compare on-line and off-line 
exploration for a repeated task, where the agent is given some particular task to perform some number of 
times. Tasks are modeled as navigation on a graph embedded in the plane. This paper describes a utikybased 
on-line exploration algorithm for repeated tasks, which takes into account both the costs and potential benefits 
(over future task repetitions) of different exploratory actions. Exploration is performed in a greedy fashion, 
with the locally optimal exploratory action performed on each task repetition. We experimentally evaluated 
our utility-based on-line algorithm against a heuristic search algorithm for off-line exploration as well as 
a randomized on-line exploration algorithm. We found that for a single repeated task, utility-based on-line 
exploration consistently outperforms the alternatives, unless the number of task repetitions is very high. In 
addition, we extended the algorithms for the case of multiple repeated tasks, where the agent has a different 
randomly-chosen task to perform each time. Here too, we found that utility-based on-line exploration is often 
preferred. 
C. Leckie and I. Zukerman, Inductive learning for search control rules for planning 
One method for reducing the time required for plan generation is to learn search control rules from experience. 
The most common approach to learning search control knowledge has been explanation-based learning. An 
alternative approach is to use inductive learning. An inductive approach does not require a complete and 
tractable domain theory and has the potential to create more effective rules by learning from more than one 
example at a time. In this paper we describe Grasshopper, an inductive system that learns search control rules 
for a classical plan generation system. We also provide an empirical evaluation of Grasshopper by comparing 
it with an existing explanation-based learning system. 
A.Y. Levy and M.-C. Rousset, Verification of knowledge bases based on containment 
checking 
Building complex knowledge based applications requires encoding large amounts of domain knowledge. After 
acquiring knowledge from domain experts, much of the effort in building a knowledge base goes into verifying 
that the knowledge is encoded correctly. A knowledge base is verified if it can be shown that certain constraints 
always hold between the inputs and the outputs, We consider the knowledge base verification problem for 
Horn rule knowledge bases and for three kinds of constraints: I/O consistency constraints, I/O dependency 
constraints and Input completeness constraints. For the first two cases, we establish tight complexity results on 
the problem, and show in what cases it is decidable. In the third case, we show that the problem is, in general, 
undecidable, and we identify two decidable cases. In our analysis we show how the properties of the problem 
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vary depending on the presence of recursion in the Horn rules, the presence of the interpreted predicates =, 
6, < and #, and the presence of negation in the antecedents of the rules. Our approach to the verification 
problem is based on showing a close relationship to the problem of query containment, studied in the database 
literature. This connection also provides novel algorithms for the knowledge base verification problem. Finally, 
we provide the first algorithm for verifying hybrid knowledge bases that combine the expressive power of 
Horn rules and the description logic ALCNR. 
LX Kaelbling, M.L. Littman and A.R. Cassandra, Planning and acting in partially 
observable stochastic domains 
In this paper, we bring techniques from operations research to bear on the problem of choosing optimal 
actions in partially observable stochastic domains. We begin by introducing the theory of Markov decision 
processes (MDPS) and partially observable MDP~ (POMDPS). We then outline a novel algorithm for solving 
POMDP~ off line and show how, in some cases, a finite-memory controller can be extracted from the solution 
to a POMDP. We conclude with a discussion of how our approach relates to previous work, the complexity of 
finding exact solutions to POMDPS, and of some possibilities for finding approximate solutions. 
P. Jonsson and C. BPckstrSm, A unifying approach to temporal constraint reasoning 
We present a formalism, Disjunctive Linear Relations (DRLs), for reasoning about temporal constraints. 
DLRs subsume most of the formalisms for temporal constraint reasoning proposed in the literature and is 
therefore computationally expensive. We also present a restricted type of DLRs, Horn DLRs, which have 
a polynomial-time satisfiability problem. We prove that most approaches to tractable temporal constraint 
reasoning can be encoded as Horn DLRs, including the ORD-Horn algebra by Nebel and Biirckert and the 
simple temporal constraints by Dechter et al. Thus, DLRs is a suitable unifying formalism for reasoning about 
temporal constraints. 
0. Arieli and A. Avron, The value of the four values 
In his well-known paper “How computers should think”, Belnap argues that four-valued semantics is a very 
suitable setting for computerized reasoning. In this paper we vindicate this thesis by showing that the logical 
role that the four-valued structure has among Ginsberg’s bilattices is similar to the role that the two-valued 
algebra has among Boolean algebras. Specifically, we provide several theorems that show that the most useful 
bilattice-valued logics can actually be characterized as four-valued inference relations. In addition, we compare 
the use of three-valued logics with the use of four-valued logics, and show that at least for the task of handling 
inconsistent or uncertain information, the comparison is in favor of the latter. 
M. Tennenholtz, On stable social laws and qualitative equilibria 
This paper introduces and investigates tbe notion of qualitative equilibria, or stable social laws, in the 
context of qualitative decision making. Previous work in qualitative decision theory has used the maximin 
decision criterion for modelling qualitative decision making. When several decision-makers share a common 
environment, a corresponding notion of equilibrium can be defined. This notion can be associated with the 
concept of a stable social law. This paper initiates a basic study of stable social laws; in particular, it discusses 
the stability benefits one obtains from using social laws rather than simple conventions, the existence of stable 
social laws under various assumptions, the computation of stable social laws, and the representation of stable 
social laws in a graph-theoretic framework. 
346 Forthcoming Papers/Artificial Intelligence 100 (1998) 343-346 
H. Blockeel, Top-down induction of first-order logical decision trees (Research Note) 
F. Lin and H.J. Levesque, What robots can do: robot programs and effective 
achievability 
0. Shehory and S. Kraus, Methods for task allocation via agent coalition formation 
G. Schurz, Probabilistic semantics for Delgrande’s conditional logic and a counter- 
sample to his default logic 
A.M. Abdelbar and S.M. Hedetniemi, Approximating MAPS for belief networks is 
NP-hard and other theorems 
V. Brusoni, L. Console, P. Terenziani and D. Theseider DuprC, A spectrum of 
definitions for temporal model-based diagnosis 
