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ABSTRACT
Based on the rate of expansion of the solar wind, the plasma should cool rapidly as a function of
distance to the Sun. Observations show this is not the case. In this work, a magnetic pumping model
is developed as a possible explanation for the heating and the generation of power-law distribution
functions observed in the solar wind plasma. Most previous studies in this area focus on the role
that the dissipation of turbulent energy on microscopic kinetic scales plays in the overall heating of
the plasma. However, with magnetic pumping particles are energized by the largest scale turbulent
fluctuations, thus bypassing the energy cascade. In contrast to other models, we include the pressure
anisotropy term, providing a channel for the large scale fluctuations to heat the plasma directly. In
this work a complete set of coupled differential equations describing the evolution, and energization,
of the distribution function are derived, as well as an approximate closed form solution. Numerical
simulations using the VPIC kinetic code are applied to verify the model’s analytical predictions.
The results of the model for realistic solar wind scenario are computed, where thermal streaming
of particles are important for generating a phase shift between the magnetic perturbations and the
pressure anisotropy. In turn, averaged over a pump cycle, the phase shift permits mechanical work to
be converted directly to heat in the plasma. The results of this scenario show that magnetic pumping
may account for a significant portion of the solar wind energization.
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1. INTRODUCTION
Spacecraft measurements of the solar wind indicate
the presence of an anomalous source of heating through-
out the heliosphere. The radial temperature distri-
bution observed not only exceeds the values expected
given the rapid expansion of the solar wind within the
Parker spiral (Richardson & Smith 2003; Kasper et al.
2002; Cranmer et al. 2009; Stverak et al. 2009), but also
the heating that would be expected from steady-state
hydrodynamic models (Parker 1965; Hartle & Sturrock
1968; Durney 1972). Much of the work on this topic in
the past decade has focused on how energy is injected as
turbulent fluctuations at large spatial scales, and then
propagates through the turbulent cascade and is ab-
sorbed by the plasma at the smaller dissipation scale
(Chandran et al. 2010; Told et al. 2015; Howes et al.
2008, 2011; Bruno & Carbone 2013). While there ex-
ists direct evidence for the turbulent cascade operating
in the solar wind (Sahraoui et al. 2009), there are sig-
nificant details of the solar wind heating problem that
are not readily explained by either the energy cascade
or traditional stochastic acceleration mechanisms. One
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such detail in particular is the observed power-law in
the solar wind’s particle distributions, f ∝ vγ where
γ = −5, which is present throughout the solar wind
(Fisk & Gloeckler 2006, 2012).
In this Letter we propose a heating mechanism based
on magnetic pumping, a process by which a series of ei-
ther periodic or random magnetic perturbations heats
a plasma. While it in no way precludes energy transfer
through the turbulent cascade, this model allows energy
transfer to the particles directly from plasma perturba-
tions on the largest scales, bypassing the turbulent cas-
cade. It also accounts for many of the observations seen
in the solar wind, such as the power-law distributions
in velocity space, that have been observed in the solar
wind.
The most important physical aspect of the model, and
the aspect in which it differs most from other models
for heating in the solar wind, is the role of pressure
anisotropy in relation to the fluctuating magnetic field.
To elucidate this mechanism, one may consider a simple
magnetic flux tube. In the absence of heat fluxes and
other isotropizing effects, contractions of the tube lead
to pressure anisotropy in phase with the density and
magnetic perturbations (Chew et al. 1956), such that
there is no net energization. If, however, an isotropizing
effect is present there will be a net energization of the
plasma, directly related to a finite phase difference be-
tween pressure anisotropy and the plasma compressions,
yielding positive work by the term P⊥∇⊥ · v when av-
eraged over a pump cycle. This result is consistent with
recent results from Yang et al. (2017a,b) that investigate
the importance of the (P · ∇)u term in the collisionless
turbulent cascade.
For the one-dimensional flux tube described above, the
spatially isotropizing effects can be introduced through
pitch-angle scattering. However, in a two-dimensional
scenario, where the plasma perturbations include tem-
poral as well as spatial variations, pressure anisotropy is
reduced by parallel thermal heat fluxes. In this scenario
if an area of increased anisotropy is created locally, it
decays due to the thermal streaming of particles in and
out of the region. Thus, anisotropy in f(v) with spa-
tial variations of lpert decays at the rate νeff ∼ lpert/v.
Below, when applying the model to the solar wind for
realistic dB/B(ω) spectra, we find that ν
eff
∼ lpert/v
dominates the ion isotropization, permitting significant
ion energization and the associated formation of power
law distributions.
2. COMPARISON TO OTHER MODELS
Many models address the heating and forma-
tion of power law distributions in the solar wind
(Fisk & Gloeckler 2006, 2012; Chandran et al. 2010),
but do not adequately explain the observed levels of en-
ergization (Lynn et al. 2013). In constrast to that body
of work, the present analysis considers heating channeled
to the plasma by pressure anisotropy. We note that the
mathematical framework is similar to that applied by
Drake et al. (2013) for Fermi acceleration during mag-
netic island coalescence, where magnetic or density per-
turbations yield velocity changes ∆v ∝ v. The analysis
then brings about a velocity diffusion equation of the
form
df
dt
= K(τpump , νeff)
1
v2
d
dv
(
v2D
df
dv
)
where D ∝ (∆v)2/τpump ∝ v
2/τpump is the diffusion
coefficient and K is a function with a maximum at
1/τpump ≃ νeff , providing a measure of the level of
anisotropy displayed by f .
The model should not be confused with transit-time
damping (Stix 1992). In our model the heating effi-
ciency is proportional to (dB/B)2 and is derived by con-
sidering a standing wave, for which wave-particle reso-
nances are unimportant. With the standing wave being
comprised of two oppositely propagating compressional
waves, the heating can be interpreted as a nonlinear
interaction between these two waves. While such inter-
actions are fundamental to the development of plasma
turbulence (Chandran & Hollweg 2009), the described
heating channel is typically neglected with the assump-
tion of isotropic velocity distributions.
Furthermore, in a standard gyrokinetic treatment the
distribution function is assumed to consist of a back-
ground Maxwellian distribution, constant in time, as
well as a time-dependent first order perturbation. While
we do start with a Maxwellian distribution, in our model
we allow the “background” distribution to vary in time,
which is critical to realizing the power-law formation.
It is worth noting that magnetic pumping has been
investigated in the context of fusion research where
Coulomb collisions provide pitch-angle scattering, but
also relax the heated distributions into Maxwellians
(Laroussi & Roth 1989; Borovsky & Hansen 1990;
Berger et al. 1971). However, in the solar wind par-
ticles may pitch-angle scatter collisionlessly off of
instabilities and fluctuations (Verscharen et al. 2016;
Bale et al. 2009). This occurs with negligible energy
diffusion (Kulsrud & Pearce 1968) such that Boltz-
mann’s H-theorem does not apply (Boltzmann 1872),
and Maxwellian distributed particles are generally not
observed. We show below that in this limit of colli-
sionless scattering, magnetic pumping yields power-law
solutions with spectral indices consistent with values
observed in situ in the solar wind.
3. KINETIC SIMULATIONS
Our initial set-up is a one-dimensional flux tube, as
shown in Fig. 1(a). The domain is doubly periodic and
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an external, sinusoidally driven current is applied along
two infinite current sheets each located halfway between
the mid-line and the top and bottom edge of the sim-
ulation space. The oppositely directed current sheets
cause flux tube expansions and contractions as the cur-
rent oscillates (as show in Fig. 1(b)). The background
distribution is given by a Maxwellian with uniform tem-
perature, Te = Ti = T0 with the mass ratio given by
mi/me = 100. The simulations used a non-relativistic
thermal speed vthe/c = 0.0707 and ωpe/Ωe0 = 1. Spa-
tial scales are normalized by de, and our pumping fre-
quency, ωpump, is normalized by ωpe. In the simula-
tions presented below we use ω = ωpump = 0.1 ωpe,
where ωpump is referred to hereafter as ω. Our den-
sity and magnetic field fluctuations are normalized by
the initial density, n0 = 1, and background magnetic
field, B0 = B0xˆ = 1, respectively. For the pur-
poses of this initial work, the scattering frequency, ν, is
velocity-independent and is implemented using the Tak-
izuka and Abe Monte Carlo method employed to calcu-
late Coulomb collisions in VPIC (Takizuka & Abe 1977;
Daughton et al. 2009). Only electron-ion collisions are
included, so the energy diffusion is minimal given the
mass ratio. The 1D flux tube simulations were carried
out in VPIC for a variety of scattering frequencies. From
Fig.1(d) it is clear that magnetic pumping is increas-
ing the temperature of the plasma. Furthermore, both
the energization and the phase difference between pres-
sure anisotropy and magnetic field that gives rise to the
plasma energization show a dependence on scattering
frequency, ν.
4. ANALYTICAL MODEL DERIVATION
We next proceed to derive an analytic model to ex-
plain the energization and demonstrate that it matches
the results from the kinetic simulations. To that end, we
consider a periodic flux tube with length l and radius r.
The plasma within the flux tube is assumed to remain
uniform while r and l change slowly in time such that
the magnetic moment µ = mv2⊥/(2B) of the particles
is conserved. Furthermore, given the periodic boundary
conditions, the action integral J =
∮
v‖dl is also an adi-
abatic invariant provided that the length of the tube is
not changed significantly during a typical particle tran-
sit.
For this system, our first aim is to obtain a reduced
drift kinetic equation, df/dt = 0, where
d
dt
=
∂
∂t
+
∂v2⊥
∂t
∂
∂v2⊥
+
∂v‖
∂t
∂
∂v‖
, (1)
is the total time derivative along the particle trajec-
tories. Note that given the assumption of a uniform
plasma the convective spatial derivative term (v · ∇)
vanishes.
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Figure 1. (a) A representation of the simulation domain.
The colored regions are the points where the external cur-
rent is applied. The width of the applied current region
is increased 2.5x for visualization purposes. The black cir-
cle represents the z-coordinate where the measurements in
(b-d) were obtained.(b) Plot of the magnetic field taken
at z = 40de (c) Plot of the pressure anisotropy taken at
z = 40de for ν/ωpump = 0, 6.78E-2, 2.26E-1,and 6.78E-
1. (See legend in (d)) (d) Plot of temperature taken at
z = 40de. Temperature measurements were obtained by
taking Te = tr(P )/(3ne). The solid lines are the absolute
results and the dotted lines are the average taken over one
period.
Assuming µ ∝ v2⊥/B, J ∝ lv‖, and N = pir
2nl, we
use the conservation of magnetic moment, action, and
particle number to rewrite the above time derivative.
For the simple geometry considered, the drift kinetic
equation df/dt = 0 simplifies to
∂f
∂t
+
B˙
B
v2⊥
∂f
∂v⊥2
+
(
n˙
n
−
B˙
B
)
v‖
∂f
∂v‖
= 0 . (2)
In this limit without scattering, we note that evolution
equations for p‖ and p⊥ are readily derived by calculat-
ing the v‖
2 and v2⊥ moments of of Eq. 2, which yield the
CGL double adiabatic scaling laws
p‖ ∝ n
3/B2 , p⊥ ∝ nB . (3)
In the following, we explore changes induced in f
due to uniform perturbations of the flux tube in con-
junction with steady pitch-angle diffusion limiting the
development of pressure anisotropy. Thus, similar to
Drake et al. (2013) we generalize our kinetic equation
to include additional physical effects
df
dt
= νLf − c1 f + c2 fext , (4)
where L = ∂/∂ζ(1 − ζ2)∂/∂ζ is the Lorentz scattering
operator, ζ = v‖/v is the cosine of the pitch-angle, and
ν is a typical frequency for the scattering processes. The
constants c1 and c2 specify the rate of plasma losses and
4 Lichko et al.
rate of incoming (external fext) plasma, respectively.
For the analysis below it is convenient to change vari-
ables from (v‖, v
2
⊥) to (v, ζ). Eq. 4 then takes the form:
∂f
∂t
+R
(
P2(ζ)v
∂f
∂v
+
3
2
ζ(1 − ζ2)
∂f
∂ζ
)
+
n˙
3n
v
∂f
∂v
= νLf − c1 f + c2 fext , (5)
where P2(ζ) is the second order Legendre Polyno-
mial and R = (2/3)n˙/n − B˙/B. We note that
d/dt[log(p‖/p⊥)] = d/dt[log(n
2/B3)] = 3R, showing
that R3 is proportional to the rate at which the pressure
anisotropy builds in the CGL system (the system with
ν = c1 = c2 = 0).
To evaluate the efficiency by which the plasma is en-
ergized in the above framework, we next consider pe-
riodic perturbations for the magnetic field and den-
sity. An approximate solution to Eq. 5 can be ob-
tained by expanding f in a series of Legendre polyno-
mials f(v, ζ, t) =
∑
j Pj(ζ)fj(v, t) where Pj is the jth
order Legendre polynomial. The approach provides a
set of coupled differential equations, which we solve nu-
merically, and a first order approximation to the results.
These two solutions will then be compared to the results
of the kinetic simulations.
We still consider the uniform and periodic flux tube
but now with imposed sinusoidal temporal variations in
density and magnetic field:
n˙
n
=
δn
n
iωeiωt ,
B˙
B
=
δB
B
iωei(ωt+φB) ,
R= iωδReiωt , δR =
∣∣∣∣23 δnn − δBB eiφB
∣∣∣∣ . (6)
Our aim is again to obtain a solution to Eq. 5. Given
the periodic variations of the drive, contrary to the anal-
ysis in Drake et al. (2013) we do not need to impose an
ordering involving ν, but only require that δR≪ 1. By
inserting the above expansion in pitch-angle into Eq. 5
and integrating over
∫ 1
−1
Pn(ζ)dζ, we can obtain a set
of coupled differential equations for an arbitrary order
of Legendre polynomial. These equations can be solved
numerically to arbitrary precision. In the following com-
parisons, all numerical solutions were taken to second
order, truncating at the f2 equation, as further terms
resulted in negligible improvements in accuracy.
Additionally we obtain an approximate solution by
assuming that each fn is comprised of a slowly varying
component and a rapidly varying component, denoted
hereafter as:
fn = f
s
n(v, t) + f˜n(v)e
iωt . (7)
Inserting this approximation into Eq. 5 and collecting
terms proportional to P2(ζ)e
iωt we obtain the relation:
f˜2 = K v
∂f s0
∂v
, K = −
ω δR (ω + i6ν)
ω2 + 36ν2
. (8)
Eq. 8 shows how the P2-perturbation of the dis-
tribution develops and will, for finite ν, be offset in
phase from the drive oscillation in R, by the angle
θ = arctan(6ν/ω). This phase shift is important be-
cause when solving for f0 we obtain non-vanishing time
averages from the terms involving f˜2. Since E =
3/2
∫
v2fd3v = 6pi
∫
f0v
4dv, these non-vanishing terms
become the source of the energization. Using Eq. 8,
an equation is obtained for the slowly varying “back-
ground” distribution:
∂f s0
∂t
−
3
5
ν (ω δR)2
ω2 + 36ν2
1
v2
∂
∂v
v4
∂f s0
∂v
= −c1f0 + c2fext .
(9)
For velocities sufficiently large that the cold source is
negligible, the solutions to Eq. 9 then take the form:
f s0 ∝ v
γ , γ = −
3
2
−
√
9
4
+
c1
G
, G =
3
5
ν (ω δR)2
ω2 + 36ν2
.
(10)
In the limit of no net losses (i.e. c1 = 0), the exponent,
γ, approaches−3. Thus, the heating mechanism is more
than adequate to account for the observations of f ∝
v−5 distributions typically observed in the solar wind
(Fisk & Gloeckler 2006, 2012).
From Eq. 9 we can directly obtain the heating range
∂E
∂t
=
3
2
G
∫ ∞
0
v2
1
v2
∂
∂v
(
v4
∂f0
∂v
)
4piv2dv = 10GE ,(11)
which gives us
E = e
6ν(ωδR)2
ω2+36ν2
t
. (12)
When we combine the above expression with the an-
alytic solution for the ν = 0 case, E0(t), which is essen-
tially sinusoidal, to obtain a solution for the energy of
the system for arbitrary ν that agrees with the simula-
tion:
E(t) = E0(t)e
6ν(ωδR)2
ω2+36ν2
t
. (13)
5. DISCUSSION AND APPLICATION TO THE
SOLAR WIND
Given the above results, it is now possible to compare
the predictions of our analytic model with the results
from the kinetic simulations. The relationship between
the relative energy evolution (E/E(t = 0)) and the scat-
tering frequency is shown in Fig. 2(a). Again there is
good agreement between the VPIC simulations and both
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the exact numerical results of our analytic model as well
as the results from the first order approximation. Based
on the form of Eq. 13, the scattering frequency that
will maximize the energization is obtained, as shown in
Fig. 2(a). The analytic solutions and VPIC results all
peak at this most efficient frequency, further lending cre-
dence to the agreement between the models. Similarly,
for the phase difference between P‖/P⊥ and B there is a
good agreement between the two analytic solutions and
the VPIC simulations, as in Fig. 2(b).
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Figure 2. (a) Comparison of fractional energy increase as a
function of scattering frequency for the results of the kinetic
simulations and the two analytical methods. Error bars are
determined using the standard deviation of individual par-
ticle energies. (b) Comparison of phase difference between
P‖/P⊥ and B as a function of scattering frequency. Phase dif-
ference is normalized relative to the ν = 0 phase difference.
Error bars are determined using the standard deviation of
the phase difference calculated for each period in simulation.
For the solar wind, scattering is infrequent and the
main isotropizing effect for the pressure anisotropy is
thermal streaming, for which we estimate ν
eff
∼ lpert/v.
To verify this estimate we set up a VPIC simulation us-
ing the same domain as the 1D simulations described
above, but with no magnetic fluctuations. We initial-
ized the domain with a spatially dependent anisotropy,
as shown in Fig. 3(a), and observed the decay rate. The
results of this for both electrons and ions are shown
in Fig. 3(b). It is clear that the decay rate matches
our expectations of ν
eff
∼ lpert/vth . A similar phe-
nomena has been used in other models, such as in
Hammett & Perkins (1990) where it is used to form
a closure to the MHD equations. The isotropization
caused by thermal streaming is much larger than that
induced by pitch-angle scattering off waves and Coulomb
collisions.
However, to estimate ν
eff
properly for the solar wind
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Figure 3. (a) VPIC initial set-up for the phase-mixing
rate test. Black lines are field lines of the background mag-
netic field. (b) Results from the VPIC simulations of phase-
mixing.(a) Numerical solution for the distribution function
after many oscillations. Note that the slope approaches the
value commonly observed in the solar wind, γ = −3. In this
plot v
th
= 90 km/s.
we need to take into account the spatial anisotropy,
i.e. that k⊥ >> k‖ (Chen 2016). Since this par-
ticle streaming effect is only in the parallel direction,
we need to take into account only the part of the lpert
that is parallel to the magnetic field. As such, where
k = 1/lpert, the correct form of the isotropizing effect is
ν
eff
∼ vk‖ ∼ v/lpert(k‖/k) ∼ v/lpert(k‖/k⊥).
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Figure 4. (a) Simulation domain for the 2D simulations.
Notice that the current sheets only stretch across one-fifth
of the domain. (b) Log-log plot of the distribution function
for the 1D simulation. As seen in the earlier plots, the level
of heating is dependent on the scattering frequency, ν. (c)
Log-log plot of the distribution function for the 2D simula-
tion. Note that the heating is now independent of scattering
frequency.
The results of the model, using parameters relevant
to the solar wind ions, are shown in Fig. 3(c). To gen-
erate this plot a selection of frequencies were randomly
generated and their corresponding dB/B(ω) were taken
from the spectra in Leamon et al. (1998). The distribu-
tion function was then evolved using the set of coupled
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differential equations described above in a closed system
(c1 = c2 = 0). After every cycle a new randomly gener-
ated frequency and corresponding dB/B(ω) was chosen,
so that every cycle the plasma would experience a new
frequency, consistent with the observation that fluctua-
tions in MHD turbulence decohere after a single cycle.
From Chen (2016) Fig. 7 we used k‖/k⊥ ∼ 8 when gen-
erating Fig. 3(c). Using a solar wind speed of 800 km/s
we obtain an estimate of the total transit time from the
Sun to the Earth. We also assume that only 10% of
the perturbations that the plasma will experience will
be compressional. As shown in Fig. 3(c), we obtain a
power-law distribution out to two orders of magnitude
in velocity after the plasma experiences only half the cy-
cles it would be expected to experience on its way from
the Sun to the Earth.
As an additional test of the model we implement a
kinetic simulation of a 2D pump geometry. As shown
in Fig. 4, the set-up is the same as in Fig. 1(a), but the
domain has been extended in the x direction, and the
current sheets providing the oscillating magnetic pertur-
bations only cover a portion of the simulation domain.
In this case, the heating is no longer dependent on the
scattering frequency, ν, as it was in the 1D simulations
shown in Fig. 4(b). Thermal streaming of electrons out
of the pumping region acts as an effective scattering pro-
cess, leading to an increased amount of heating.
6. CONCLUSIONS
In summary, we have explored magnetic pumping as
a possible heating mechanism of the solar wind. En-
ergy associated with large scale magnetic and density
fluctuations heats the plasma directly. The energiza-
tion is related to the phase of the pressure anisotropy
being shifted from the turbulent drive through the in-
clusion of collisionless pitch-angle mixing. This phase
difference between the pressure anisotropy and the driv-
ing magnetic perturbations serves as the source of the
heating, and an important point of distinction between
this model and previous models of energization in the
solar wind. Bypassing the turbulent cascade, the model
provides an efficient scheme for dissipating energy di-
rectly with the largest scale fluctuations and generating
power-law particle distributions.
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