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Abstract
We study the question of “how robust are the known lower bounds of labeling schemes when one
increases the number of consulted labels”. Let f be a function on pairs of vertices. An f -labeling
scheme for a family of graphs F labels the vertices of all graphs in F such that for every graph
G ∈ F and every two vertices u, v ∈ G, the value f(u, v) can be inferred by merely inspecting the
labels of u and v.
This paper introduces a natural generalization: the notion of f -labeling schemes with queries, in
which the value f(u, v) can be inferred by inspecting not only the labels of u and v but possibly the
labels of some additional vertices. We show that inspecting the label of a single additional vertex
(one query) enables us to reduce the label size of many labeling schemes significantly. In particular,
we show that to support the distance function on n-node trees as well as the flow function on
n-node general graphs, O(log n + logW )-bit labels are sufficient and necessary, where W is the
maximum (integral) capacity of an edge. We note that it was shown that any labeling scheme
(without queries) supporting either the flow function on general graphs or the distance function on
trees, must have label size Ω(log2 n + logn logW ). Using a single query, we also show a routing
labeling scheme in the fixed-port model using O(log n)-bit labels, while the lower bound on the
label size of any such routing labeling scheme (without queries) is Ω(log2 n/log logn). We note that
all our labeling schemes with queries have asymptotically optimal label size.
We then show several extensions. In particular, we show that our labeling schemes with queries
on trees can be extended to the dynamic scenario by some adaptations of known model translation
methods. Second, we show that the study of the queries model can help with the traditional model
too. That is, using ideas from our routing labeling scheme with one query, we show how to construct
a 3-approximation routing scheme without queries in the fixed-port model with Θ(logn)-bit labels.
Finally, we turn to a non-distributed environment and first translate known results on finding NCA
to supporting distance queries. We then use the above to show that one can preprocess a general
weighted graph using almost linear space so that flow queries can be answered in almost constant
time.
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1 Introduction
Background: Network representations play a major role in many domains of computer science,
ranging from data structures, graph algorithms, and combinatorial optimization to databases, dis-
tributed computing, and communication networks. In most traditional network representations, the
names or identifiers given to the vertices betray no useful information, and they serve only as pointers
to entries in the data structure, which forms a global representation of the network. Recently, quite a
few papers studied methods for representing network properties by assigning informative labels to the
vertices of the network (see e.g., [43, 9, 32, 39, 51, 5, 24]).
Let f be a function on pairs of vertices (e.g., distance). Informally, the goal of an f -labeling scheme
is to label the vertices of a graph G in such a way that for every two vertices u, v ∈ G, the value f(u, v)
(e.g., the distance between u and v) can be inferred by merely inspecting the labels of u and v.
Of course, this can be done trivially using labels that are large enough (e.g., every label includes
the description of the whole graph). Therefore, the main focus of the research concerning labeling
schemes is to minimize the amount of information (the sizes of the labels) required. Informally, an
f -labeling scheme can be viewed as a way of distributing the graph structure information concerning
f to the vertices of the graph, using small chunks of information per vertex.
This paper introduces the notion of f -labeling schemes with queries which generalizes the notion
of f -labeling schemes. The idea is to distribute the global information (relevant to f) to the vertices,
in such a way that f(u, v) can be inferred by inspecting not only the labels of u and v but possibly
the labels of some additional vertices. We note that all the constructions given in this paper calculate
f(u, v) by inspecting the labels of three vertices (u and v above, and some w). That is, given the
labels of u and v, we first find a vertex w and then consult its label to derive f(u, v).
Our paper demonstrate that the task of distributing the graph structure to the vertices using short
labels is very sensitive to the model used. In particular, in order to calculate f(u, v), if one is allowed
to consult the labels of three vertices instead of two, then the sizes of the labels can drop considerably,
in orders of magnitude. Moreover, our query labeling schemes can be obtained using simple methods.
This turns out to be useful, when we go back to the traditional model (without queries) and apply
ideas from one of our methods to construct a new result in the traditional model.
Most previous research concerning distributed network representations considered the static sce-
nario, in which the topology of the underlying network is fixed. However, recent papers tackle the more
difficult task of labeling dynamic networks in a distributed fashion. Such labeling methods should,
of course, be dynamic too. We show that the effect of introducing a query to the dynamic case is
similar to the effect on the static case. That is, we modify the model translation methods of [38] and
[42], and then use them to extend our static labeling schemes with queries on trees, to the dynamic
scenario. We then show that the sizes of the resulted schemes are smaller than those of the schemes
for the older model. The reduction in the label size is similar to the reduction in the static case.
Finally, we show that our methods are also useful in the non-distributed environment.
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Related work: In this subsection we mostly survey results concerning labeling schemes (with no
queries). However, let us first mention an area of research (namely, overlay and Peer to Peer networks)
that may serve as a practical motivation for our work, and for some other studies concerning labeling
schemes. We stress, though, that the main motivation for this paper is theoretical.
When the third vertex w (mentioned above) is near by to u, it may be quite cheap for u to access
the main memory at w, sometimes even cheaper than consulting the disk at u itself. See, for example
[47, 37]. Indeed, some of our schemes below are based on such a “near by” w. Even when w is remote,
accessing it may be cheap in some overlay networks. The main overhead there is finding w (which can
be done in our constructions by u using v’s label) and creating the connection to it. Such models are
presented explicitly, e.g. in [34, 16, 2, 54], where such remote accesses are used to construct and to use
overlay data structures. Famous overlay data structures that can fit such models appear for example
in [56, 63, 48, 26, 49]. In some of these overlay networks, a vertex w is addressed by its contents. This
may motivate common labeling schemes that assume content addressability.
Implicit labeling schemes were first introduced in [11, 12, 43]. Labeling schemes supporting the
adjacency and ancestry functions on trees were investigated in [43, 9, 44, 7, 8].
Distance labeling schemes were studied in [50, 40, 32, 31, 29, 44, 59, 18, 4]. In particular, [50]
showed that the family of n vertex weighted trees with integer edge capacity of at most W enjoys a
scheme using O(log2 n + log n logW )-bit labels. This bound was proven in [32] to be asymptotically
optimal.
Labeling schemes for routing on trees were investigated in a number of papers [55, 62, 15, 21, 23]
until finally optimized in [24, 25, 61]. For the designer port model, in which the designer of the
scheme can freely enumerate the port numbers of the nodes, [24] shows how to construct a routing
scheme using labels of O(log n) bits on n-node trees. In the adversary port model, in which the port
numbers are fixed by an adversary, they show how to construct a routing scheme using labels of
O(log2 n/ log log n) bits on n-node trees. In [25] they show that both label sizes are asymptotically
optimal. Independently, a routing scheme for trees using (1 + o(1)) log n-bit labels was introduced in
[61] for the designer port model.
Two variants of labeling schemes supporting the nearest common ancestor (NCA) function in trees
appear in the literature. In an id-NCA labeling schemes, the vertices of the input graph are assumed
to have disjoint identifiers (using O(log n) bits) given by an adversary. The goal of an id-NCA labeling
scheme is to label the vertices such that given the labels of any two vertices u and v, one can find the
identifier of the NCA of u and v. Static labeling schemes on trees supporting the separation level and
id-NCA functions were given in [51] using Θ(log2 n)-bit labels. The second variant considered is the
label-NCA labeling scheme, whose goal is to label the vertices such that given the labels of any two
vertices u and v, one can find the label (and not the pre-given identifier) of the NCA of u and v. In
[5] they present a label-NCA labeling scheme on trees enjoying Θ(log n)-bit labels.
In [39] they give a labeling scheme supporting the flow function on n-node general graphs using
Θ(log2 n + log n logW )-bit labels, where W is the maximum capacity of an edge. They also show a
labeling scheme supporting the k-vertex-connectivity function on general graphs using O(2k log n)-bit
labels. See [30] for a survey on (static) labeling schemes.
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Most of the research concerning labeling schemes in the dynamic settings considered the following
two dynamic models on tree topologies. In the leaf-dynamic tree model, the topological event that
may occur is that a leaf is either added to or removed from the tree. In the leaf-increasing tree model,
the only topological event that may occur is that a leaf joins the tree.
A labeling schemes for the ancestry relation in the leaf-dynamic tree model is given in [19] using
O(n)-bit labels. They assume that once a label is given to a node it remains unchanged. Therefore,
the issue of updates is not considered even for the non distributed setting. Other labeling schemes are
presented in the above paper assuming that clues about the future topology of the dynamic tree are
given throughout the scenario.
The study of dynamic distributed labeling schemes was initiated in [42, 41]. In [42], a dynamic
labeling scheme is presented for distances in the leaf-dynamic tree model with O(log2 n) label size
and O(log2 n) amortized message complexity, where n is the current tree size. β-approximate distance
labeling schemes (in which, given two labels, one can infer a β-approximation to the distance between
the corresponding nodes) are presented [41]. Their schemes apply for dynamic models in which the
tree topology is fixed but the edge weights may change.
Two general translation methods for extending static labeling schemes on trees to the dynamic
setting are considered in the literature. Both approaches fit a number of natural functions on trees,
such as ancestry, routing, label-NCA, id-NCA etc. Given a static labeling scheme on trees, in the leaf-
increasing tree model, the resulting dynamic scheme in [42] incurs overheads (over the static scheme)
of O(log n) in both the label size and the communication complexity. Moreover, if an upper bound
nf on the final number of vertices in the tree is known in advance, the resulting dynamic scheme
in [42] incurs overheads (over the static scheme) of O(log2 nf/ log log nf ) in the label size and only
O(log n/ log log n) in the communication complexity. In the leaf-dynamic tree model there is an extra
additive factor of O(log2 n) to the amortized message complexity of the resulted schemes.
In [38], it is shown how to construct for many functions k(x), a dynamic labeling scheme in the leaf-
increasing tree model extending a given static scheme, such that the resulting scheme incurs overheads
(over the static scheme) of O(logk(n) n) in the label size and O(k(n) logk(n) n) in the communication
complexity. As in [42], in the leaf-dynamic tree model there is an extra additive factor of O(log2 n)
to the amortized message complexity of the resulted schemes. In particular, by setting k(n) = nǫ,
dynamic labeling schemes are obtained with the same asymptotic label size as the corresponding static
schemes and sublinear amortized message, namely, O(nǫ).
1.1 Our contribution
We introduce the notion of f -labeling schemes with queries that is a natural generalization of the
notion of f -labeling schemes. Using this notion we demonstrate that by increasing slightly the number
of vertices whose labels are inspected, the size of the labels decreases considerably. Specifically, we
inspect the labels of 3 vertices instead of 2, that is, we use a single query. In particular, we show
that there exist simple labeling schemes with one query supporting the distance function on n-node
trees as well as the flow function on n-node general graphs with label size O(log n+ logW ), where W
is the maximum (integral) capacity of an edge. (We note that the lower bound for labeling schemes
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without queries for each of these problems is Ω(log2 n + log n logW ) [32, 39].) We also show that
there exists a labeling scheme with one query supporting the id-NCA function on n-node trees with
label size O(log n). (The lower bound for schemes without queries is Ω(log2 n) [51].) In addition,
we show a routing labeling scheme with one query in the fixed-port model using O(log n)-bit labels,
while the lower bound (see [25]) for the case of no queries is Ω( log
2 n
log logn). We note that all the schemes
we introduce have asymptotically optimal label size for schemes with one query. The matching lower
bound proofs are straightforward in most of the cases, and we present the proofs in the remaining
cases. Moreover, most of the results are obtained by simple constructions, which strengthens the
motivation for this model.
We then show several extensions that are somewhat more involved. In particular, we show that our
labeling schemes with queries on trees can be extended to the dynamic scenario using model translation
methods based on those of [42, 38]. In order to save in the message complexity, we needed to make
some adaptations to those methods, as well as to one of the static routing schemes of [24]. Second,
we show that the study of the queries model can help with the traditional model too. That is, using
ideas from our routing labeling scheme with one query, we show how to construct a 3-approximation
routing scheme without queries for unweighted trees in the fixed-port model with Θ(log n)-bit labels.
Finally, we turn to a non-distributed environment and demonstrate similar constructions. That is,
first, we show a simple method to transform previous results on NCA queries on static and dynamic
trees in order to support also distance queries. Then, we show that one can preprocess a general
weighted graph using almost linear space so that flow queries can be answered in almost constant
time.
2 Preliminaries
Let T be a tree and let v be a vertex in T . Let deg(v) denote the degree of v. For a non-root vertex
v ∈ T , let p(v) denote the parent of v in T . In the case where the tree T is weighted (respectively,
unweighted), the depth of a vertex is defined as its weighted (resp., unweighted) distance to the
root. The nearest common ancestor of u and w, NCA(u,w), is the common ancestor of both u and
w of maximum depth. Let T (n) denote the family of all n-node unweighted trees. Let T (n,W )
(respectively, G(n,W )) denote the family of all n-node weighted trees (resp., connected graphs) with
(integral) edge weights bounded from above by W .
Incoming and outgoing links from every node are identified by so called port-numbers. We distin-
guish between the following two variants of port models regarding routing schemes. In the designer
port model the designer of the scheme can freely assign the port numbers of each vertex (as long
as these port numbers are unique), and in the fixed-port model the port numbers at each vertex are
assigned by an adversary. We assume that each port number is encoded using O(log n) bits.
2.1 The functions
We consider the following functions which are applied on pairs of vertices u and v in a graph G = 〈V,E〉.
The detailed definitions of these functions are given in the appendix.
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(1) flow (maximum legal flow between u and v), (2) distance (graph distance, either weighted, or
unweighted), (3) routing (the port in u to the next vertex towards v). If the graph is a tree T then
we consider also the following functions: (4) separation level (depth of NCA(u, v)), (5) id-NCA,
(6) label-NCA. In (5) above, it is assumed that identities containing O(log n) bits are assigned to
the vertices by an adversary, and id − NCAT (u, v) is the identity of NCA(u, v). In (6) above, it is
assumed that each vertex can freely select its own identity (as long as all identities remain unique).
In this case, the identities may also be referred to as labels.)
2.2 Labeling schemes and c-query labeling schemes
Let f be a function defined on pairs of vertices of a graph. An f -labeling scheme pi = 〈M,D〉 for a
family of graphs F is composed of the following components:
1. A marker algorithm M that given a graph G ∈ F , assigns a label M(v) to each vertex v ∈ G.
2. A (polynomial time) decoder algorithm D that given the labels M(u) and M(v) of two vertices
u and v in some graph G ∈ F , outputs f(u, v).
The most common measure used to evaluate a labeling scheme pi = 〈M,D〉, is the label size, i.e.,
the maximum number of bits used in a label M(v) over all vertices v in all graphs G ∈ F .
Let c be some constant integer. Informally, in contrast to an f -labeling scheme, in a c-query f -
labeling scheme, given the labels of two vertices u and v, the decoder may also consult the labels of c
other vertices. More formally, a c-query f -labeling scheme ϕ = 〈M, Q,D〉 is composed of the following
components:
1. A marker algorithm M that given a graph G ∈ F , assigns a label M(v) to each vertex v ∈ G.
This label is composed of two sublabels, namely, Mindex(v) and Mdata(v), where it is required
that the index sublabels are unique, i.e., for every two vertices v and u, Mindex(v) 6=Mindex(u).
(In other words, the index sublabels can serve as identities.)
2. A (polynomial time) query algorithm Q that given the labels M(u) and M(v) of two vertices u
and v in some graph G ∈ F , outputs Q(M(u),M(v)) which is a set containing the indices (i.e.,
the first sublabels) of c vertices in G.
3. A (polynomial time) decoder algorithm D that given the labels M(u) and M(v) of two vertices
u and v and the labels of the vertices in Q(M(u),M(v)), outputs f(u, v).
As in the case of f -labeling schemes, we evaluate a c-query f -labeling scheme ϕ = 〈M, Q,D〉 by
its label size, i.e, the maximum number of bits used in a label M(v) over all vertices v in all graphs
G ∈ F . We note that all the schemes in this paper use c = 1, increasing the number of labels used by
a smallest constant, while the size of the maximum label drops significantly in the order of magnitude.
Let us comment also that clearly, since the index sublabels must be disjoint, any c-query f -labeling
scheme on any family of n-node graphs must have label size Ω(log n). See Section 7 for alternative
definition for query labeling schemes.
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2.3 Routing schemes and β-approximation routing schemes
A routing scheme is composed of a marker algorithm M for assigning each vertex v of a graph G with
a labelM(v), coupled with a router algorithm R whose inputs are the header of a message, M(v) and
the label M(y) of a destination vertex y. If a vertex x wishes to send a message to vertex y, it first
prepares and attaches a header to the message. Then the router algorithm x outputs a port of x on
which the message is delivered to the next vertex. This is repeated in every vertex until the message
reaches the destination vertex y. Each intermediate vertex u on the route may replace the header of
the message with a new header and may perform a local computation. The requirement is that the
weighted length of resulting path connecting x and y is the same as the distance between x and y in
G.
For a constant β, a β-approximation routing scheme is the same as a routing scheme except that
the requirement is that the length of resulting route connecting x and y is a β-approximation for the
distance between x and y in G.
In addition to the label size, we also measure a routing scheme (and a β-approximation routing
scheme) by the header size, i.e., the maximum number of bits used in a header of a message.
3 Labeling schemes with one query
In this section we demonstrate that the query model allows for significantly shorter labels. In particu-
lar, we describe simple 1-query labeling schemes with labels that beat the lower bounds in the following
well studied cases: for the family of n-node trees, schemes supporting the routing (in the fixed-port
model), distance, separation level, and the id-NCA functions; for the family of n-node general graphs,
a scheme supporting the flow function. We note that all the schemes we present use asymptotically
optimal labels. Most of the 1-query labeling schemes obtained in this section use the label-NCA label-
ing scheme piNCA = 〈MNCA,DNCA〉 described in [5]. Given an n-node, the marker algorithm MNCA
assigns each vertex v a distinct label MNCA(v) using O(log n) bits. Given the labels MNCA(v) and
MNCA(u) of two vertices v and u in the tree, the decoder DNCA outputs the label MNCA(w).
3.1 Id-NCA function in trees
We first describe a 1-query labeling scheme ϕid−NCA = 〈Mid−NCA, Qid−NCA,Did−NCA〉 that demon-
strates how easy it is to support the id-NCA function on T (n) using one query and O(log n)-bit labels.
(Recall that the lower bound on schemes without queries is Ω(log2 n) [51].)
Informally, the idea behind ϕid−NCA is to have the labels of u and v (their first sublabels) be
the labels given by the label-NCA labeling scheme piNCA(v). Hence, they are enough for the query
algorithm to find the piNCA label of their nearest common ancestor w. Then, the decoder algorithm
finds w’s identity simply in the second sublabel of w.
Let us now describe the 1-query labeling scheme ϕid−NCA more formally. Given a tree T , recall that
it is assumed that each vertex v is assigned a unique identity id(v) by an adversary and that each such
identity is composed of O(log n) bits. The marker algorithmMid−NCA labels each vertex v with the la-
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bel Mid−NCA(v) = 〈M
index
id−NCA(v),M
data
id−NCA(v)〉 = 〈MNCA(v), id(v)〉. Given the labels Mid−NCA(v)
and Mid−NCA(u) of two vertices v and u in the tree, the query algorithm Qid−NCA uses the decoder
DNCA applied on the corresponding first sublabels to output the sublabelM
index
id−NCA(w) =MNCA(w),
where w is the NCA of v and u. Given the labels Mid−NCA(v), Mid−NCA(u) and Mid−NCA(w)
where w is the NCA of v and u, the decoder Did−NCA simply outputs the second sublabel of w, i.e.,
Mdataid−NCA(w) = id(w). The fact that ϕid−NCA is a correct 1-query labeling scheme for the id-NCA
function on T (n) follows from the correctness of the label-NCA labeling scheme piNCA. Since the label
size of piNCA(v) is O(log n) and since the identity of each vertex v is encoded using O(log n) bits, we
obtain that the label size of ϕid−NCA is O(log n). As mentioned before, since the index sublabels must
be disjoint, any query labeling scheme on T (n) must have label size Ω(log n). The following lemma
follows.
Lemma 3.1 The label size of a 1-query id-NCA labeling scheme on T (n) is Θ(log n).
3.2 Distance and separation level in trees
The above method can be applied for other functions. For example, let us now describe 1-query labeling
schemes ϕsep−level and ϕdist supporting the distance and separation level functions respectively on
T (n,W ). Both our scheme have label size Θ(log n+logW ). Recall that any labeling scheme (without
queries) supporting either the distance function or the separation level function on T (n,W ) must have
size Ω(log2 n+ log n logW ), [32, 51]. We first show the following claim.
Claim 3.2 Let c be a constant. Any c-query labeling scheme supporting either the separation level
function or the distance function on T (n,W ) must have label size Ω(logW + log n).
Proof: As mentioned before, any query labeling scheme on T (n) must have label size Ω(log n). We
show the proof for the distance function. Similar proof holds for the separation level function. First
note that we may assume that W ≥ ((c + 2) · nc)2, otherwise, the lower bound trivially follows since
Ω(log n) = Ω(log n + logW ). Let ϕ = 〈M, Q,D〉 be any c-query labeling scheme supporting the
distance function. Let P be an n-node path rooted at one of its end-nodes r. Let v be the (only) child
of r. For every 1 ≤ i ≤ W , let Pi be the path P such that the edge (r, v) has weight i and all other
edges have weight 1. For every 1 ≤ i ≤ W and every vertex u ∈ Pi, let Li(u) denote the label given
to u by the marker algorithm M applied on Pi. For every 1 ≤ i ≤ W , let Si be the set of c vertices
given by the query algorithm applied on the labels of r and v in Pi, i.e., Si = Q(Li(r), Li(v)). Since
there are at most nc sets of c vertices, there exists a set X ⊂ {1, 2, · · ·W} such that |X| ≥W/nc and
for every i, j ∈ X, Si = Sj. Let S denote the set of c vertices such that for every i ∈ X, Si = S. For
each i ∈ X, given the labels Li(r), Li(v) and the labels of the vertices in S assigned by M applied on
Pi, the decoder outputs i, which is the distance between r and v in Pi. Since |X| ≥ W/((c + 2) · n
c),
there must exists a vertex in u ∈ {r, v} ∪ S such that the set {Li(u) | i ∈ X} contains
W
(c+2)·nc values.
Therefore, there must exist an i ∈ X such that Li(u) contains logW − log((c + 2) · n
c) > (logW )/2
bits. The claim follows.
We now show how to construct 1-query labeling schemes supporting the separation level and
distance functions using similar method to the one described in Subsection 3.1. Both schemes are
based on keeping the depth of a vertex in its data sublabel (instead of its identity). The correctness
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of the 1-query labeling scheme supporting the distance function is based on the following equation.
d(v, u) = depth(v) + depth(u)− 2 · depth(NCA(v, u)). (1)
The description of these schemes as well as the proof of the following lemma is deferred to the appendix.
Lemma 3.3 The label size of a 1-query labeling scheme supporting either the separation-level or the
distance function on T (n,W ) is Θ(log n+ logW ).
3.3 Routing in trees using one query
As mentioned in before, any 1-query routing labeling scheme on T (n) must have label size Ω(log n).
In this subsection, we establish a 1-query routing labeling scheme ϕfix in the fixed-port model using
O(log n)-bit labels.
In [24], they give a routing scheme pides = 〈Mdes,Ddes〉 for the designer port model in T (n). Given
a tree T ∈ T (n), for every vertex v ∈ T , and every neighbor u of v, let portdes(v, u) denote the port
number (assigned by the designer of the routing scheme pides) leading from v to u. In particular, the
port number leading from each non-root vertex v to its parent p(v) is assigned the number 1, i.e.,
portdes(v, p(v)) = 1. Given the labels Mdes(v) and Mdes(w) of two vertices v and w in T , the decoder
Ddes outputs the port number portdes(v, u) at v leading from v to the next vertex u on the shortest
path connecting v and w.
Let T be an n-node tree. We refer to a port number assigned by the designer of the routing scheme
pides as a designer port number and to a port number assigned by the adversary as an fixed-port number.
Let port be some port of a vertex in the fixed-port model. Besides having a fixed-port number assigned
by the adversary, we may also consider port as having a designer port number, the number that would
have been assigned to it had we been in the designer port model. For a port leading from vertex v to
vertex u, let portfix(v, u) denote its fixed-port number and let portdes(v, u) denote its designer port
number.
We now describe our 1-query routing labeling scheme ϕfix = 〈Mfix, Qfix,Dfix〉 which operates in
the fixed-port model. Given a a tree T ∈ T (n) and a vertex v ∈ T , the index sublabel of v is composed
of two fields, namely, Mindex(v) = 〈Mindex1 (v),M
index
2 (v)〉 and the data sublabel of v is composed of
three fields, namely, Mdata(v) = 〈Mdata1 (v),M
data
2 (v),M
data
3 (v)〉. If v is not the root then the index
and data sublabels of v are
Mindex(v) = 〈Mdes(p(v)) , portdes(p(v), v)〉 , M
data(v) = 〈Mdes(v) , portfix(p(v), v) , portfix(v, p(v))〉.
Note that we use the designer port number as a part of the label in the fixed-port model. Moreover, the
designer port number at the parent is used to label the child in the fixed-port model. Also note that
the index sublabel is unique, since Mdes(x) must be unique for pides to be a correct routing scheme.
The index sublabel of the root r of T is 〈0, 0〉 and the data sublabel of r isMdata(r) = 〈Mdes(r), 0, 0〉.
Note that since the labels given by the marker algorithm Mdes are unique, the index sublabels of the
vertices are unique.
Given the labels M(v) and M(w) of two vertices v and w, the decoder D first checks whether
Ddes(M
data
1 (v),M
data
1 (w)) = 1, i.e., whether the next vertex on the shortest path leading from v to
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w is v’s parent. In this case, the query algorithm is ignored and the decoder Dfix simply outputs
Mdata3 (v) which is the (fixed) port number at v leading to its parent. Otherwise, the query algorithm
Qfix outputs 〈M
data
1 (v),Ddes(M
data
1 (v),M
data
1 (w))〉 = 〈M
data
1 (v),Ddes(Mdes(v),Mdes(w))〉 which is
precisely the index sublabel of u, the next vertex on the shortest path leading from v to w (and a child
of v), i.e., 〈Mdata1 (v), portdes(v, u)〉. Therefore, given labelsMfix(v), Mfix(w) and labelMfix(u), the
decoder Dfix outputs M
data
2 (u) which is the desired port number portfix(v, u). Since the label size of
pides is O(log n) and since each port number is encoded using O(log n) bits, we obtain the following
lemma.
Lemma 3.4 In the fixed-port model, the label size of a 1-query routing labeling scheme on T (n) is
Θ(log n).
3.4 Flow in general graphs
We now consider the family G(n,W ) of connected n-node weighted graphs with maximum edge capac-
ities W , and present a 1-query flow labeling scheme ϕflow for this family using O(log n + logW )-bit
labels. Recall that any labeling scheme (without queries) supporting the flow function on G(n,W )
must have size Ω(log2 n + log n logW ) [39]. The proof of the following lemma is sketched in the
appendix.
Lemma 3.5 The label size of a 1-query flow labeling scheme on G(n,W ) is Θ(log n+ logW ).
4 3-approximation routing scheme in the fixed-port model (without
queries)
By applying the method described in Subsection 3.3 to the traditional model, we now show how to
construct a 3-approximation routing scheme (without queries) on T (n). Our 3-approximation routing
labeling scheme piapprox operates in the fixed-port model and has label size and header size O(log n).
Recall that any (precise) routing scheme on T (n) must have label size Ω(log2 n/ log log n) [25]. We
note that our ideas for translating routing schemes from the designer port model to the fixed-port
model implicitly appear in [1], however, a 3-approximation routing scheme (without queries) on T (n)
is not explicitly constructed there. The description of the 3-approximation routing labeling scheme
piapprox as well as the proof of the following lemma is deferred to the Appendix.
Lemma 4.1 piapprox is a correct 3-approximation routing scheme on T (n) operating in the fixed port
model. Moreover, its label size and header size are Θ(log n).
5 Adapting the 1-query schemes on trees to the dynamic setting
In this section we show how to translate our 1-query labeling schemes on trees to the dynamic settings,
i.e, to the leaf-increasing and leaf-dynamic tree models, [38, 42] (see also “Related work” in Section 1).
In a dynamic scheme, the marker protocol updates the labels after every topological change. We show
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that the reduction in the label sizes obtained by introducing a single query in the dynamic scenario is
similar to the reduction in the static case.
To describe the adaptation fully, we need to give many details about the methods of [42, 38, 24].
Unfortunately, this is not possible in this extended abstract. In our construction below, we just state
and then use some facts about these methods. These facts can be proven easily given these methods.
The initial idea is to apply the methods introduced in [42, 38] to convert labeling schemes for static
networks to work on dynamic networks too. Unfortunately, we cannot do this directly, since these
methods were designed for traditional labeling schemes and not for 1-query labeling schemes.
The next idea is to perform the conversion indirectly. That is, recall (Section 3) that our 1-query
labeling schemes utilize components that are schemes in the traditional model (with no queries). That
is, some utilize piNCA, the label-NCA labeling scheme of [5] and some utilize pides, the routing scheme
of [24]. Hence, one can first convert these components to the dynamic setting. Second, one can
attempt to use the resulted dynamic components in a similar way that we used the static components
in Section 3. This turns out to be simple in the cases of the distance, separation level and id-NCA
functions, but more involved in the case of the routing function.
In the case of the distance and separation level functions, piNCA is used together with the depth
of each vertex in its label. Hence, in the dynamic case, we need to update the depth with every
topological change. In the dynamic models above, this uses only a constant number of messages per
topological change, since once a vertex is added, its depth remains the same.
However, when trying to translate our 1-query routing labeling scheme to the dynamic settings,
things turn out to be more difficult. Informally, the reason is the following. In ϕfix, our static 1-query
routing labeling scheme, each non-root vertex ‘knows’ the label assigned to its parent by another static
routing scheme pides (see Section 3). When this scheme is made dynamic, the natural translation that
enables the child to continue to ‘know’ the label of its parent is the following:
Notification: whenever the label of a non-leaf vertex changes, it notifies the new label to all the
children. When a child receives such a notification message, it updates its ϕfix label accordingly (see
Section 3).
In order to have an efficient translation, we need to account for the messages used for the above
notification. This turns out to be relatively cheap when using the translation method of [42]. The
relevant facts about [42] is the following: Theorem 4.16 and the fact that the label of a vertex v
changes only as a part of changes in all the vertices of some subtree T ′. These changes in T ′ involve
Ω(|T ′|) messages anyhow (not including the new notification messages required from v to its children).
It so happened that in the method of [42], whenever a vertex v is included in T ′, all its children are
included in T ′ as well. Hence, the cost of the new notification messages can be amortized on the cost
of the messages sent anyhow in T ′ to perform the changes. Hence, we can (1) use the transformation
of [42] to transform pides to be dynamic, and then (2) use the new notification messages to implement
ϕfix using the resulted dynamic version of pides. This yields a dynamic routing scheme with 1-query
enjoying the complexities promised in [42] (see part 2 in Theorem 5.1 below). It is still left to ensure
parts 1 and 3 of Theorem 5.1 below. For that we need to use the transformation of [38], which turns
out to be less easy.
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To prove parts 1 and 3 of Theorem 5.1, the relevant fact about [38] consists of Theorems 1 and 2 of
[38], and of the list of the cases where messages are sent. The latter is needed because we would like to
show that we can amortize the cost of the new messages we now send, on the messages sent anyhow by
the method of [38]. Unlike the case of [42], here messages are sent over a subtree that may include some
vertex v, but not all of its children. Recall that our modifications includes the notification: sending
messages from v, whose label was changed, to all of its children. When v has children outside of T ′,
we cannot amortize the cost of the notification messages on the cost of the messages sent anyhow by
the method of [38]. It turns out, however, that the only vertex in T ′ such that not all of its children
are necessarily in T ′ is the root r′ of T ′. Therefore, the notifications messages sent by a vertex v ∈ T ′,
where v 6= r′ do not increase the cost of the messages sent anyhow by the method of [38]. The only
thing left to consider is the case where r′ changes its label in the dynamic labeling scheme given by the
method of [38] applied on pides, the static routing scheme of [24]. To bound the number of notification
messages sent by r′, we make sure that the label of r′ changes only when r′ has at most 1 child. This
is done by modifying the static routing scheme pides such that when applying pides on any tree, the
label given by pides to the root of the tree is always the same.
It therefore follows that the cost of the remaining notification messages can be amortized on the
cost of the messages sent anyhow by [38]. The necessary modifications of the schemes, as well as the
proof of the following theorem, appear in the appendix.
Theorem 5.1 Consider the fixed-port model and let k(x) be any function satisfying that k(x), logk(x) x
and k(x)log k(x) are nondecreasing functions and that k(Θ(x)) = Θ(k(x)).
1 There exist dynamic 1-query
labeling schemes supporting the distance, separation level, id-NCA and routing functions on trees with
the following complexities.
1. In the leaf-increasing tree model, with label size O(logk(n) n · log n) and amortized message com-
plexity O(k(n) · logk(n) n).
2. In the leaf-increasing tree model, if an upper bound nf on the number vertices in the dynamically
growing tree is known in advance, with label size O(
log3 nf
log lognf
) and amortized message complexity
O(
lognf
log lognf
).
3. In the leaf-dynamic tree model, with label size O(logk(n) n · log n) and amortized message com-
plexity O
(∑
i k(ni) · logk(ni) n ·
MC(π,ni)
ni
)
+O(
∑
i log
2 ni).
6 Applications in a non-distributed environments
In this section we first use ideas from our 1-query labeling schemes to translate previously known
results on finding NCA in trees to support distance queries. We then use the translated scheme to
show that general graphs can be preprocessed efficiently to support flow queries.
1The above requirements are satisfied by most natural sublinear functions such as αxǫ logβ x, α logβ log x etc..
6.1 Distance queries in trees
Harel and Tarjan [36] describe a linear time algorithm to preprocess a tree and build a data structure
allowing NCA queries to be answered in constant time on a RAM. Subsequently, simpler algorithms
with better constant factors have been proposed in [53, 13, 28, 58, 14]. On a pointer machine, [36]
show a lower bound of Ω(log log n) on the query time, which matches the upper bound of [60]. In
the leaf-increasing tree model, [22, 10] show how to make updates in amortized constant time while
keeping the constant worst-case query time on a RAM, or the O(log log n) worst-case query time on
a pointer machine. In [17] they show how to maintain the above mentioned results on a RAM in the
leaf-dynamic tree model with worst case constant update. See [5] for a survey.
Simply by adding a pointer from each vertex to its depth and using Equation 1, we obtain the
following lemma.
Lemma 6.1 The results of [36, 53, 13, 28, 58, 14, 36, 60, 22, 10, 17] can be translated to support
either distance queries or separation level queries (instead of NCA queries).
We note that other types of dynamic models were studied in the non-distributed environment regard-
ing NCA queries. See, for example, [17, 10]. However, in these types of topological changes, our
transformation to distance queries is not efficient since any such changes may effect the depth of too
many vertices.
6.2 Flow queries in general graphs
Let G ∈ G(n,W ) and let u1, u2, · · · , un be the set of vertices of G. Recall that in in [39], they show how
to construct a weighted tree T˜G ∈ T (O(n),W ·n) with n leaves v1, v2, · · · , vn such that flowG(ui, uj) =
sep − levelTG(vi, vj). Using Lemma 6.1 applied on the results of [36], we can preprocess T˜G with
O(n · max{1, logWlogn }) space such that separation level queries can be answered in O(max{1,
logW
logn })
time. The exact model needed to prove the following lemma formally is deferred to the full paper.
Lemma 6.2 Any graph G ∈ G(n,W ) can be preprocessed using O(n ·max{1, logWlogn }) space such that
flow queries can be answered in O(max{1, logWlogn }) time.
7 Conclusion and open problems
In this paper we demonstrate that considering the labels of three vertices, instead of two, can lead
to a significant reduction in the sizes of the labels. Inspecting two labels, and inspecting three,
are approaches that lie on one end of a spectrum. On the other end of the spectrum would be a
representation for which the decoder inspects the labels of all the nodes before answering (n-query
labeling schemes). It is not hard to show that for any graph family F on n node graphs, and for many
functions (for example, distance or adjacency), one can construct an n-query labeling scheme on F
using asymptotically optimal labels, i.e, log |F|/n + Θ(log n)-bit labels (though the decoder may not
be polynomial). The idea behind such a scheme is to enumerate the graphs in F arbitrarily. Then,
given some G ∈ F whose number in this enumeration is i, distribute the binary representation of i
among the vertices of G. In this way, given the labels of all nodes, the decoder can reconstruct the
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graph and answer the desired query. Therefore, a natural question is to examine other points in this
spectrum, i.e, examine c-query labeling schemes for 1 < c < n.
There are other dimensions to the above question. For example, by our definition, given the labels
of two vertices, the c vertices that are chosen by the query algorithm Q are chosen simultaneously.
Alternatively, one may define a possibly stronger model in which these c vertices are chosen one by one,
i.e., the next vertex is determined using the knowledge obtained from the labels of previous vertices.
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A Appendix
A.1 Definition of the functions
We consider the following functions which are applied on pairs of vertices u and v in a graph G = 〈V,E〉.
(When the underlying graph is clear from the context we omit the corresponding subscript).
• Flow: Denote by G′ the multigraph obtained by replacing each edge e in G with ω(e) parallel
edges of capacity 1. A set of paths P in G′ is edge-disjoint if each edge e ∈ E appears in no more
than one path p ∈ P . Let Pu,v be the collection of all sets P of edge-disjoint paths in G
′ between
u and v. Then the maximum flow between u and v is defined as f(u, v) = maxP∈Pu,v{|P |},
where |P | is the number of paths in P . See [39] for additional details regarding labeling for the
flow function.
• distance: in the case where G is weighted (respectively, unweighted), dG(u, v) equals the weighted
(resp. unweighted) distance between u and v in G.
• routing: function: routG(u, v) is the port number at u leading to the next vertex on the shortest
path connecting u to v.
If the graph is a tree T then we consider also the following functions:
• separation level:Sep − levelT (u, v) equals the depth of NCA(u, v).
We distinguish between the following two variants for the NCA function.
• id-NCA: assume that identities containing O(log n) bits are assigned to the vertices by an ad-
versary. Then, id−NCAT (u, v) is the identity of NCA(u, v).
• label-NCA: assuming each vertex can freely select its own identity (as long as all identities remain
unique), label−NCAT (u, v) is the identity of NCA(u, v). (In this case, the identities may also
be referred to as labels.)
A.2 Query labeling schemes for the separation level and distance functions
We start with describing a the 1-query labeling scheme ϕsep−level = 〈Msep−level, Qsep−level,Dsep−level〉
which supports the separation level function on T (n,W ). The idea behind ϕsep−level is to label the
first sublabels with the labels given by the label-NCA labeling scheme piNCA(v) and to label the second
sublabel of each vertex v with its depth depth(v). Then, using the labels of two vertices u and v, the
query algorithm Qsep−level outputs the first sublabel of w = NCA(u, v) using the decoder of piNCA(v).
Given the labels of u, v and w, the decoder Dsep−level simply outputs the second sublabel of w, which
is its depth. Since the label size of piNCA(v) is O(log n) and since the depth of each vertex v can be
encoded using O(log(nW )) bits, we obtain that the label size of ϕsep−level is O(log n+ logW ). Using
Claim 3.2, we obtain the following claim.
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Claim A.1 The label size of a 1-query separation-level labeling scheme on T (n,W ) is Θ(log n+logW ).
We now describe how to transform our 1-query labeling scheme ϕsep−level into a 1-query distance
labeling scheme ϕdist = 〈Mdist, Qdist,Ddist〉. The marker and query algorithms of ϕdist are the same
as the corresponding marker and query algorithms of ϕsep−level. Given the labels Mdist(v), Mdist(u)
of two vertices v and u in some T ∈ T (n,W ) as well as the label Mdist(w) of w = NCA(v, u), the
decoder algorithm Ddist outputs M
data
dist (v) +M
data
dist (u)− 2M
data
dist (w). The correctness of ϕdist follows
from the following equation.
d(v, u) = depth(v) + depth(u)− 2 · depth(NCA(v, u)). (2)
Since the marker algorithm of ϕdist is the same as the marker algorithm of ϕsep−level, we obtain that
the label size of ϕdist is O(log n+ logW ). The following lemma follows, using Claim 3.2.
Claim A.2 The label size of a 1-query distance labeling scheme on T (n,W ) is Θ(log n+ logW ).
Lemma 3.3 follows by combining Claim A.1 and Claim A.2.
A.3 Sketch of the proof of Lemma 3.5
The fact that any 1-query flow labeling scheme on G(n,W ) must have label size Ω(log n + logW )
follows using similar arguments as in the proof of Claim 3.2. We now show how to construct a 1-query
flow labeling scheme on G(n,W ) with label size O(log n + logW ). As shown in [39], given a graph
G ∈ G(n,W ) with vertices u1, u2, · · · , un, one can construct a weighted tree T˜G ∈ T (O(n),W ·n) with
n leaves v1, v2, · · · , vn such that flowG(ui, uj) = sep − levelTG(vi, vj). Therefore, using our 1-query
separation level labeling scheme ϕsep−level on T˜G, we obtain a 1-query flow labeling scheme ϕflow with
size O(log(O(n)) + log(nW )) = O(log n+ logW ).
A.4 A 3-approximation routing scheme in the fixed port model
First note that in order to make sense, any routing scheme must have label size Ω(log n) since the labels
must be distinct. Moreover, the header size of any routing scheme must also be Ω(log n) since the label
of the destination vertex needs to be encoded in the header. We now construct our 3-approximation
routing labeling scheme piapprox = 〈Mapprox,Rapprox〉, which operates in the fixed-port model and has
label size and header size Θ(log n).
Recall that the designer port numbers at any vertex v are numbered from 1 to deg(v) (except that
the designer port numbers at the root r are numbered from 2 to deg(r)). Moreover, the designer port
number leading from any non-root vertex v to its parent is numbered 1. Let v ∈ T be a non-leaf
vertex. For every 2 ≤ i ≤ deg(v), let childdesi (v) be the child of v such that the designer port number
at v leading to childdesi (v) is i, i.e., portdes(v, child
des
i (v)) = i. Let c(v) denote the number of children
of v, i.e, c(v) = deg(v) if v is the root and c(v) = deg(v) − 1 otherwise. For every 1 ≤ i ≤ c(v),
let portfixi (v) be the i’th smallest fixed-port number at v among the fixed-port numbers leading from
v to its children. For every 1 ≤ i ≤ c(v), let childfixi (v) be the child of v such that port
fix
i (v) is
the fixed-port number at v leading to childfixi (v), i.e., portfix(v, child
fix
i (v)) = port
fix
i (v). Let n(v)
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denote the number i such that v = childfixi (p(v)). The marker algorithm M assigns v the label
Mfix(v) = 〈Mdes(v) , portfix(p(v) , child
des
n(v)(p(v))) , portfix(v, p(v))〉.
The label of the root r is simply Mfix(r) = 〈Mdes(r), 0, 0〉. Note that the label of a vertex v is
composed of three fields, namely, Mfix(v) = 〈M1(v),M2(v),M3(v)〉. For a non-root vertex v, its
second field M2(v) is the fixed-port number of the port at v’parent whose designer port number is
n(v). (Recall that n(v) was defined to be the fixed port leading to v.)
The routing is performed as follows. Given the label M(w) of the destination vertex w and the
label M(v) of the vertex v initiating the route of the message, the router algorithm R at v does the
following. Let i = Ddes(M1(v),M1(w)). If i = 1 then a header containing 〈M(w), 0〉 is attached to
the message and the message (with the header) is forwarded to v’s parent via port number M3(v).
If i 6= 1 then a header containing 〈M(w),−1〉 is attached to the message, and the message (with the
header) is forwarded to v’s child childfixi (v) via the i’th smallest adversary port number at v among
the fixed-port numbers leading to children of v. Note that since M3(v) is the fixed-port number
leading from v to its parent, v can identify which of its ports lead to its children. Furthermore, it is a
local computation at v to find which of its (adversary) port numbers is the i’th smallest port number
among the port numbers leading to its children.
If a vertex v receives a message with header 〈M(w), 0〉 and M(v) = M(w) then v = w and the
message reached its destination w thus completing the route. If, M(v) 6= M(w) then the router
R at v does the following (similar operations to the case v is the vertex initiating the route). Let
i = Ddes(M1(v),M1(w)). If i = 1 then a header is attached to the message containing 〈M(w), 0〉
and the message (with the header) is forwarded to v’s parent via port number M3(v). If i 6= 1 then
a header is attached to the message containing 〈M(w),−1〉 and the message (with the header) is
forwarded to v’s child childfixi (v) via port number port
fix
i (v).
If a vertex v receives a message with header 〈M(w),−1〉 then the router R at v does the following.
A header containing 〈M(w),M2(v)〉 is attached to the message and the message (with the header) is
forwarded to v’s parent via port number M3(v).
If a vertex v receives a message with header 〈M(w), x〉 , where x 6= 0,−1, then the router R at v
does the following. A header containing 〈M(w), 0〉 is attached to the message and the message (with
the header) is delivered to a child of v via port number x. Let us now show correctness.
Lemma A.3 The routing scheme piapprox = 〈Mapprox,Rapprox〉 is a 3-approximation routing scheme.
Proof: Let w be the destination vertex. Any intermediate node u on the route delivers the message
to its parent iff its parent is the next vertex on the shortest path connecting u and w. Furthermore,
if a vertex u delivers the message to its parent then the header of the message is set to 〈M(w), 0〉.
Any intermediate node u receiving the message with header 〈M(w), x〉, where x 6= 0,−1, deliverers
the message to one of its children via port number x, where x is precisely the fixed-port number of the
port at v whose designer port number is Ddes(Mdes(v),Mdes(w)). Therefore, the message is delivered
to the next vertex on the shortest path connecting u and w. Moreover, the message is delivered with
the header 〈M(w), 0〉.
If u is the vertex initiating the route or if u is some intermediate node receiving the message with
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header 〈M(w), 0〉, where the next vertex on the shortest path from u to w is one of u’s children,
then precisely two messages are sent before the message returns to u with header 〈M(w), x〉, where
x 6= 0,−1.
We therefore get that the resulting route from the initiator v to the destination w is at most thrice
as long as the shortest path connecting v and w.
Note that the label size of pides is O(log n) and that each port number is encoded using O(log n) bits.
Therefore, using the previous lemma, we obtain Lemma 4.1
A.5 Sketch of the Proof of Theorem 5.1
The proof presented here in not completely self contained. A truely complete proof would include
many details concerning three papers, namely, [24] and especially [42] and [38], and is, thus, too long
to be given here.
We divide the proof into two parts. In the first part we consider the claims of Theorem 5.1 re-
garding the dynamic 1-query labeling schemes supporting the distance, separation level and id-NCA
functions and in the second part we consider the claims of Theorem 5.1 regarding the dynamic 1-query
routing labeling scheme.
A.5.1 First part of the proof
Let us first consider the claims of Theorem 5.1 regarding the dynamic 1-query labeling schemes sup-
porting the distance, separation level and id-NCA functions. This part follows rather naturally from
[42, 38].
Recall that in a query labeling scheme, the label of each vertex is composed of two sublabels, the
index sublabel and the data sublabel. In our (static) 1-query labeling schemes supporting the distance,
separation level and id-NCA functions, the index sublabel of each vertex v is simply the label assigned
to v by piNCA, the label-NCA labeling scheme of [5], and the data sublabel of v is either v’s depth or
v’s identity. Therefore, we can dynamically maintain the index sublabel of each vertex using pˆiNCA,
the dynamic label-NCA labeling scheme resulted by applying either Theorem 4.16 of [42] or Theorems
1 and 2 of [38] on piNCA. In addition, the data sublabel of each vertex v can easily be maintained
as follows. In case we consider the id-NCA function, whenever a new vertex v joins the tree and an
identity id(v) is given to v by the adversary, this identity is stored at the data sublabel of v. If we
consider, instead, either the distance or the separation level functions, the data sublabel of the root is
set to be 0, and whenever a new vertex v joins the tree, it communicates with its parent p(v) and sets
its data sublabel to be Mˆdata(v) = 1 + Mˆdata(p(v)), where Mˆdata(p(v)) is the data sublabel given to
p(v) by our dynamic 1-query scheme. Therefore, each vertex v maintains its depth (or identity) in the
its data sublabel with an extra constant additive cost to the amortized message complexity of pˆiNCA.
The query and decoder algorithms of the resulted dynamic 1-query labeling scheme relate to pˆiNCA
similarly to the way the query and decoder algorithms of the corresponding static 1-query scheme
relate to piNCA. Since the labels of piNCA can be assigned by a distributed algorithm using O(n) mes-
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sages, Theorem 4.16 of [42] and Theorems 1 and 2 of [38] imply the claims of Theorem 5.1 regarding
the dynamic 1-query labeling schemes supporting the distance, separation level and id-NCA functions.
A.5.2 Second part of the proof
We now consider the claims of Theorem 5.1 regarding the dynamic 1-query routing labeling scheme.
Let us first recall the scheme pides of [24] for routing over trees, in which each vertex has both a routing
table and a label. When routing a message from vertex x to a vertex y, vertex x is given the label
L(y) of the destination vertex y and uses its routing table to decide which of its incident ports leads
to the next vertex w on the shortest path connecting x and y. Then x prepares a header containing
the label L(y) and sends the message together with the header to w. When w receives the message it
repeats this process (without changing the header) until the message reaches y. Since both the routing
table and the label of each vertex use O(log n) bits, one can encode the routing table into the label
and easily modify pides into a routing labeling scheme with label size O(log n). Using the terminology
of [24], the label of each vertex v is 〈id(v), ω(v), ω1(v), cpath(v)〉. In particular, the label of the root r
is 〈1, n, ω1(r), ∅〉, where ω1(r) is the largest number of descendants of any child of r.
We now describe how to modify pides to be a routing labeling scheme on n-vertices trees with label
size O(log n), such that the label of the root is always 〈1〉. We denote the modified scheme by pi′des. We
note that our dynamic query labeling scheme (described label) will invoke pi′des on multiple subtrees
of the given dynamic tree. In each such application, the label given to the root of the subtree (not
just the root of the whole tree) is always 〈1〉 (this label is then concatenated with an additional label,
to obtain unique labeling). For every vertex v, let L(v) denote the label given to v by pides and for
every non-root vertex v, let ρ(v) be the port number leading from the root r to the next vertex on the
shortest path connecting r and v. The label given to any vertex v by pi′des is the following:
L′(v) ←
{
1 if v = r,
L(v) ◦ ρ(v) otherwise, where ◦ stands for concatenation.
Let us mention that in pides, the identity id(v) of the a vertex v is its DFS number. Hence, L
′(r) =
1 = id(r). As shown in [24], given the labels L(x) and L(y) of two vertices x and y in the tree, the
decoder D of pides operates as follows.
D(L(x), L(y)) ←


0 if id(y) = id(x),
1 if id(y) < id(x) or id(y) ≥ id(x) + w(x),
1 + b if id(x) < id(y) ≤ id(x) + w1(x),
p+ b otherwise, where p = |cpath(x) + 1|-th element of cpath(y).
Without getting into the details concerning the meanings of the parameters in the above formula,
we describe the decoder D′ of pi′des which satisfies D
′(L′(x), L′(y)) = D(L(x), L(y)) for every two
vertices x and y. Given the labels L′(x) and L′(y) of two vertices x and y, the decoder D′ operates as
follows.
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D′(L′(x), L′(y)) ←


0 if id(y) = id(x),
D(L(x), L(y)) if L′(x) 6= 〈1〉 and L′(y) 6= 〈1〉,
1 if id(y) = 〈1〉 and id(x) > 1,
ρ(y) if id(x) = 〈1〉 and id(y) > 1.
The following claim shows that pi′des is a correct routing labeling scheme on trees.
Claim 1: For every two vertices x and y, D′(L′(x), L′(y)) = D(L(x), L(y)).
Proof of Claim 1: Clearly, if id(x) = id(y) then D′(L′(x), L′(y)) = D(L(x), L(y)) = 0. Moreover,
if both x 6= r and y 6= r, then by the definition of the decoder D′, D′(L′(x), L′(y)) = D(L(x), L(y)).
Assume now that id(x) = 1 (x = r) and id(y) > 1 (y 6= r). In this case, by the definition of ρ(y),
D′(L′(x), L′(y)) = ρ(y) is the port number leading from x = r to the next vertex on the shortest
path connecting x and y. By the correctness of pides, D(L(x), L(y)) also equals ρ(y). If id(y) = 1
and id(x) > 1, then y is the root and therefore the parent of x is next vertex on the shortest path
connecting x and y. It follows that D(L(x), L(y)) = 1, and by the definition of the decoder D′,
D′(L′(x), L′(y)) also equals 1. This established Claim 1.
Since the label size of pides is O(log n) and since for every vertex v, the port number ρ(v) can be
encoded using O(log n) bits, we obtain the following claim.
Claim 2: pi′des is a routing labeling scheme on T (n) with label size O(log n). Moreover, the label
given to the root of any tree by the scheme pi′des is 〈1〉.
We now describe how to extend ϕfix, our 1-query routing labeling scheme, to the dynamic scenario.
We denote the resulted scheme by ϕˆfix = 〈Mˆfix, Qˆfix, Dˆfix〉. Let T be a dynamic tree in the fixed-
port model. Let pˆides(v) be the dynamic routing labeling scheme resulted by applying either Theorem
4.16 of [42] or Theorems 1 and 2 of [38] on the modified routing labeling scheme pi′des described above.
Note that pi′des is designed to operate in the designer port model, and therefore pˆides = 〈Mˆdes, Dˆdes〉
should also operate in the designer port model. However, our aim is a scheme for the fixed port model.
Informally, we overcome this difficulty by running pˆides assuming the designer port model and whenever
the marker algorithm Mˆdes wishes to assign a port number to a port of v (as it should in the designer
port model), it instead uses this value to label the corresponding child of v. Formally, the dynamic
marker algorithm Mˆfix operates as follows. As in any query labeling scheme, the label Mˆfix(v)
assigned to a vertex v by the dynamic marker algorithm Mˆfix contains two sublabels, namely, the
index sublabel Mˆindex(v) and the data sublabel Mˆdata(v). For simplicity, we assume that the dynamic
tree contains only the root when the algorithm starts. The case that the algorithm is started when
the tree already contains additional vertices is deferred to the full paper. (It uses some additional
modification of the translation methods.)
The dynamic marker algorithm Mˆfix
The dynamic marker algorithm Mˆfix first invokes Mˆdes as if we where in the designer port model. We
do not describe here the dynamic algorithm Mˆdes (given either by the method of [42] or by the method
of [38]). However, we note that from time to time Mˆdes assigns and updates labels and port numbers
as a result of a recomputation (shuffle- in the terminology of [42] and reset- in the terminology of [38])
x
performed on some subtree. The events of assigning and updating the labels and port numbers are
modified in the dynamic marker algorithm Mˆfix as described in the following steps (which are applied
simultaneously). In particular, the port numbers that should be assigned by the marker algorithm
Mˆdes, are not assigned to the ports (since we are dealing with the fixed-port model). Instead, these
numbers are used as described in Steps 4 and 5 below.
1. Whenever a label Mˆdes(v) is assigned to (or updated at) a vertex v by Mˆdes, this label is stored
at the first field of v’s data sublabel, i.e., Mˆdata1 (v) = Mˆdes(v).
2. Each time a non-leaf vertex v is supposed to be assigned a new label Mˆdes(v) under the dynamic
marker algorithm Mˆdes, it sends a message to each of its children containing this new value
Mˆdes(v). In turn, each child u of v sets the first field in its index sublabel to be this value, i.e.,
Mˆindex1 (u) = Mˆdes(v) = Mˆdes(p(u)).
3. Whenever a new leaf u joins the tree, it sends a signal to its parent v which in turn sends u a
message containing Mˆdata1 (v). When u receives this message it sets the first field in its index
sublabel to be the value contained in the message, i.e., Mˆindex1 (u) = Mˆ
data
1 (v) = Mˆdes(p(u)).
4. Whenever the marker algorithm Mˆdes wishes to assign a port number ρ to a port leading from
a vertex v to one of its children u, it refrains from doing so and instead assigns the second field
of Mˆindex(u) the value ρ, i.e., Mˆindex2 (u) = portdes(p(u), u).
5. Whenever a leaf u joins the tree as a child of some vertex v and the corresponding ports are
assigned a port number by the adversary, the following happens. The port number portfix(u, v)
is stored at the third field of the data sublabel of u, i.e, Mˆdata3 (u) = portfix(u, p(u)). More-
over, a message is sent from v to u containing the new adversary port number at v, i.e.,
portfix(v, u). When u receives this message it sets the second field of its data sublabel to
be the value portfix(v, u), i.e, Mˆ
data
2 (u) = portfix(p(u), u).
It follows that at all times the index sublabel of each vertex v is
Mˆindex(v) = 〈Mˆdes(p(v)) , portdes(p(v), v)〉
and the data sublabel of v is
Mˆdata(v) = 〈Mˆdes(v) , portfix(p(v), v) , portfix(v, p(v))〉.
The query and decoder algorithms of ϕˆfix, the resulted dynamic 1-query labeling scheme, relate to
pˆides similarly to the way the query and decoder algorithms of ϕfix relate to pides. It follows that ϕˆfix
is a correct dynamic 1-query routing labeling scheme with asymptotically the same label size as pˆides.
Since the labels of pi′des (containing O(log n) bits) can be assigned by a distributed algorithm using
O(n) messages, if Mˆdes is given by Theorem 4.16 of [42], then the label size and amortized message
complexity of Mˆdes are as indicated (for Mˆfix) in the second item of Theorem 5.1. Moreover, if
Mˆdes is given by Theorem 1 (respectively, Theorem 2) of [38], then the label size and amortized
message complexity of Mˆdes are as indicated (for Mˆfix) in the first (resp., third) item of Theorem
5.1. It therefore remains to show that the number of messages used by the marker protocol Mˆfix is
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asymptotically the same as the number of messages used by the marker protocol of Mˆdes. Clearly, we
only need to show that the number of messages resulted from modifying Mˆdes into Mˆfix (as described
in Steps 1-5 in the description of Algorithm Mˆfix) does not affect the asymptotic message complexity
of of Mˆdes. Step 1 in the description of Algorithm Mˆfix does not incurs any messages. Steps 3
and 5 in the description of Algorithm Mˆfix incur O(1) amortized message complexity per topological
change. Note that in the dynamic version of the fixed-port model, a port is assigned a number by the
adversary only once: when a leaf u joins the tree as a child of some vertex v, the port number at u
and the port number at v leading to u are assigned a port number by the adversary. Therefore, Step
4 in the description of protocol Mˆfix also incurs O(1) amortized message complexity per topological
change. It remains to bound the number of messages incurred by Step 2. As mentioned before, in
the translation scheme of [42], a non-leaf vertex v may change its label only when a shuffle operation
is invoked on a subtree T ′ containing T (v), the subtree containing v and all of its descendants (see
Subsections 4.1.3 and 4.1.4 in [42]). In this shuffle operation, a distributed algorithm assigning the
labels of the corresponding static scheme (in this case pides) is invoked on T
′. Therefore, the number
of messages incurred by this shuffle operation is bounded from below by the number of vertices in T ′.
It follows that if Mˆdes is given by Theorem 4.16 of [42], then the extra number of messages incurred
by Step 2 in the description of protocol Mˆfix is bounded from above by the message complexity of
pˆides. This completes the proof of Item 2 in the theorem.
We now bound the number of messages incurred by Step 2 in the case Mˆdes is given by the
translation method of [38]. This is needed in order to prove Items 1 and 3 in the theorem. In this
case (similarly to the translation method of [42]) a non-leaf vertex v may change its label only when
a reset operation is invoked on a subtree T ′ containing v. The number of messages incurred by this
reset operation is bounded from below by the number of vertices in T ′. Let r′ be the root of T ′. In
contrast to the subtree on which the shuffle operation of [42] is invoked on, the subtree T ′ may not
necessarily contain all of r′’s children. In fact T ′ is a subtree of the dynamic tree T which is composed
of a root vertex r′, a set of children {ui}i∈I (for some I defined in [42]) of r
′ and all the descendant the
vertices in {ui}i∈I . We now show that when applying the translation scheme of [38] on the modified
routing labeling scheme pi′des, a non-leaf vertex v with more than one child may change its label only
when a reset operation is invoked on a subtree T ′ containing v’s parent.
Note that in pˆides, when a vertex v is added to the tree, v participates in a reset operation applied
on a subtree containing p(v). Fix some vertex v. Let to(v) be a time in which v participated in a
reset operation applied on a subtree containing p(v) and let L0(v) be the label given to v in this reset
operation. The first time after t0(v) that v changed its label, was either due to another reset operation
which was invoked on a subtree containing p(v) or when a (first) child of v was added to the tree and
a reset operation was applied on a subtree rooted at v. In the latter case, let L1(v) be the label given
to v in this reset operation, and let t1(v) be the time when v received this label. Since 〈1〉 is the label
given by pi′des to the root of any tree, it follows from the description of Scheme FSDL
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p in [38], that
L1(v) = L0(v) ◦ 〈1〉. At any time from t1(v) until the next time v changed its label as a result of a
reset operation containing p(v), whenever v participated in a reset operation invoked on some subtree
T ′, the subtree T ′ must be rooted at v. Moreover, the new label given to v by the reset operation on
T ′ is L0(v) concatenated with the label given to v by the static routing labeling scheme pi
′
des, which
is 〈1〉, since v is the root of T ′. Therefore, the label of v remains L1(v) = L0(v) ◦ 〈1〉. It follows
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that a non-leaf vertex v with more than one child may change its label only when a reset operation
is invoked on a subtree T ′ containing v’s parent. Therefore, T ′ contains all of v’s children. It follows
that the extra number of messages incurred by Step 2 in the description of protocol Mˆfix is bounded
from above by the message complexity of pˆides, as desired. Altogether, we obtain that the number of
message used by the marker protocol Mˆfix is asymptotically the same as the number of message used
by the marker protocol of Mˆdes, as desired. The theorem follows. Theorems 1 and 2 of [38] imply
the remaining claim of Theorem 5.1 regarding the dynamic 1-query labeling scheme supporting the
routing function.
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