Grouping problems aim to partition a set of items into multiple mutually disjoint subsets according to some specific criterion and constraints. Grouping problems cover a large class of important combinatorial optimization problems that are generally computationally difficult. In this paper, we propose a general solution approach for grouping problems, i.e., reinforcement learning based local search (RLS), which combines reinforcement learning techniques with descent-based local search. The viability of the proposed approach is verified on a well-known representative grouping problem (graph coloring) where a very simple descent-based coloring algorithm is applied. Experimental studies on popular DIMACS and COLOR02 benchmark graphs indicate that RLS achieves competitive performances compared to a number of well-known coloring algorithms.
Introduction
Grouping problems aim to partition a set of items into a collection of mutually disjoint subsets according to some specific criterion and constraints. Grouping problems naturally arise in numerous domains. Well-known grouping problems include, for instance, graph coloring (GCP) [12, 15, 17, 29] , timetabling [12, 30] , bin packing [13, 38] , scheduling [28] and clustering [1] . Formally, given a set V of n distinct items, the task of a grouping problem is to partition the items of set V into k different groups g i (i = 1, . . . , k) (k can be fixed or variable), such that ∪ In this work, we are interested in investigating a general purpose local search methodology for grouping problems which employs machine learning techniques to process information collected from the search process with the purpose of improving the performance of heuristic algorithms. Indeed, previous work has demonstrated that machine learning can contribute to improve optimization methods [3, 4, 20] . Existing research in these areas has pursued different objectives.
• Algorithm selection and analysis. For instance, Hutter et al. used machine learning techniques such as random forests and approximate Gaussian process to model algorithm's runtime as a function of problem-specific instance features. This model can predict algorithm runtime for the propositional satisfiability problem, travelling salesperson problem and mixed integer programming problem [24] .
• Learning generative models of solutions. For example, Ceberio et al. introduced the Plackett-Luce probability model to the framework of estimation of distribution algorithms and applied it to solve the linear order problem and the flow-shop scheduling problem [9] .
• Learning evaluation functions. For instance, Boyan and Moore proposed the STAGE algorithm to learn an evaluation function which predicts the outcome of a local search algorithm such as hill-climbing or Walk-SAT, as a function of state features along its search trajectories. The learned evaluation function is used to bias future search trajectories towards better solutions [5] .
• Understanding the search space. For example, Porumbel et al. used multidimensional scaling techniques to explore the spatial distribution of the local optimal solutions visited by tabu search, thus improving local search algorithms for the graph coloring problem [36] .For the same problem, the authors of [21] used the results of an analysis of legal k-colorings to help finding solutions with fewer colors.
In this paper, we present the reinforcement learning based local search (RLS) approach for grouping problems, which combines reinforcement learning techniques with a descent-based local search procedure. Our proposed RLS approach belongs to the above-mentioned category of learning generative models of solutions. For a grouping problem with its k groups, we associate to an item a probability vector with respect to each possible group and determine the group of the item according to the probability vector. Once all items are assigned to their groups, a grouping solution is generated. Then, the descentbased local search procedure is invoked to improve this solution until a local optimum is attained. Afterward, the probability vector of each item is updated by comparing the group of the item in the starting solution and in the attained local optimum solution. If an item stays in its original group, then we reward the selected group of the item, otherwise we penalize the original group and compensate the new group (i.e., expected group). There are two key issues that need to be considered, i.e., how do we select a suitable group for each item according to the probability vector, and how do we smooth the probabilities to avoid potential search traps. To handle these issues, we design two strategies: a hybrid group selection strategy that uses a noise probability to switch between random selection and greedy selection; and a probability smoothing mechanism able to forget old decisions.
To evaluate the viability of the proposed RLS method, we use the well-known graph coloring problem (GCP) as a case study. GCP is one representative grouping problem which has been object of intensive studies in the past decades. We show computational experiments on both DIMACS and COLOR02 benchmark graphs. Computational results demonstrate that the proposed approach, despite its simplicity, achieves competitive performances on most tested instances compared to many existing algorithms. With an analysis of three important issues of RLS, we show the effectiveness of combining reinforcement learning and descent-based local search. We also assess the contribution of the probability smoothing technique to the performance of RLS.
The rest of the paper is organized as follows. Section 2 provides an introduction of reinforcement learning and its applications to enhance heuristic search.
The proposed RLS method is described in Section 3. Section 4 is dedicated to computational assessments and comparisons of RLS applied to the graph coloring problem. Concluding comments and future research directions are discussed in Section 5.
Reinforcement learning and heuristic search
In this section, we briefly introduce the principles of reinforcement learning (RL) and provide a review of some representative examples of using reinforcement learning to solve combinatorial optimization problems.
Reinforcement learning
Reinforcement learning is a learning pattern, which aims to learn optimal actions from a finite set of available actions through continuously interacting with an unknown environment. In contrast to supervised learning techniques, reinforcement learning does not need an experienced agent to show the correct way, but adjusts its future actions based on the obtained feedback signal from the environment [18] .
There are three key elements in a RL agent, i.e., states, actions and rewards. At each instant a RL agent observes the current state, and takes an action from the set of its available actions for the current state. Once an action is performed, the RL agent changes to a new state, based on transition probabilities. Correspondingly, a feedback signal is returned to the RL agent to inform it about the quality of its performed action.
Reinforcement learning and heuristic search
There are a number of studies in the literature where reinforcement learning techniques are put at the service of heuristic algorithms for solving combinatorial problems. Reinforcement learning techniques in these studies have been explored at three different levels.
Heuristic level where RL is directly used as a heuristic to solve optimization problems. In this case, RL techniques are used to learn and directly assign values to the variables. For example, the authors of [35] proposed to solve combinatorial optimization problems based on a population of RL agents. Pairs of variable and value are considered as the RL states, and the branching strategies as the actions. Each RL agent is assigned a specific area of the search space where it has to learn and find good local solutions.
Meta-heuristic level where RL is integrated into a meta-heuristic. There are two types of these algorithms. Firstly, RL is used to learn properties of good initial solutions or an evaluation function that guides a meta-heuristic toward high quality solutions. For example, RL is employed to learn a new evaluation function over multiple search trajectories of the same problem instance and alternates between using the learned and the original evaluation function [5] . Secondly, RL learns the best neighborhoods or heuristics to build or change a solution during the search, so that a good solution can be obtained at the end. For instance, Xu et al. [45] proposed a formulation of constraint satisfaction problems as a RL task. A number of different variable ordering heuristics are available, and RL learns which one to use, and when to use it.
Hyper-heuristic level where RL is used as a component of a hyper-heuristic. Specifically, RL is integrated into selection mechanisms and acceptance mechanisms in order to select a suitable low-level heuristic and determine when to accept a move respectively. For example, Burke et al. [7] presented a hyperheuristic in which the selection of low-level heuristics makes use of basic reinforcement learning principles combined with a tabu search mechanism. The algorithm increases or decreases the rank of the low-level heuristics when the objective function value is improving or deteriorating. Two other examples can be found in [19, 40] where RL is used to schedule several search operators (crossovers, local search...) under the genetic and multi-agent based optimization frameworks.
Both meta-heuristic level and hyper-heuristic level approaches attempt to replace the random component of an algorithm with a RL component to obtain an informed decision mechanism. Based on the above-classification, our proposed RLS approach belongs to first type of the meta-heuristic level category. Specifically, RLS combines reinforcement learning techniques with descent-based local search with the purpose of learning properties of good initial solutions.
3 Reinforcement learning based local search for grouping problems
Grouping problems aim to partition a set of items into k disjoint groups according to some imperative constraints and an optimization criterion. For our RLS approach, we suppose that the number of groups k is given in advance. Note that such a assumption is not necessarily restrictive. In fact, to handle a grouping problem with variable k, one can repetitively run RLS with different k values. We will illustrate this approach on the graph coloring problem in Section 4.
Main scheme
By combining reinforcement learning techniques with a solution improvement procedure, our proposed RLS approach is composed of four keys components: a descent-based local search procedure, a group selection strategy, a probability updating mechanism (i.e., reinforcement learning mechanism), and a probability smoothing technique.
We define a probability matrix P of size n × k (n is the number of items and k is the number of groups, see Figure 1 for an example). An element p ij denotes the probability that the i-th item v i selects the j-th group g j as its group. Therefore, the i-th row of the probability matrix defines the probability vector of the i-th item and is denoted by p i . At the beginning, all the probability values in the probability matrix are set as 1/k. It means that all items select a group from the available k groups with equal probability.
At instant t, each item v i , i ∈ {1, 2, ..., n} selects one suitable group g j , j ∈ {1, 2, ..., k} by applying a group selection strategy (Section 3.2) based on its probability vector p i (t). Once all the items are assigned to their groups, a grouping solution S t is obtained. Then, this solution is improved by a descentbased local search procedure to attain a local optimum denoted byŜ t (Section 3.3). By comparing the solution S t and the improved solutionŜ t , we update the probability vector of each item based on the following rules (Section 3.4):
(a) If the item stays in its original group, then we reward the selected group. (b) If the item is moved to a new group, then we penalize the selected group and compensate its new group (i.e., expected group). Next, we apply a probability smoothing technique to smooth each item's probability vector (Section 3.5). Hereafter, RLS iteratively runs until a predefined stop condition is reached (e.g., a legal solution is found or the number of iterations without improvement exceeds a maximum allowable value). The schematic diagram of RLS for grouping problems is depicted in Figure 2 while its algorithmic pseudo-code is provided in Algorithm 1. In the following subsections, the four key components of our RLS approach are presented in detail.
Group selection
At each iteration of RLS, each item v i needs to select a group g j from the k available groups according to its probability vector p i . We consider four possible group selection strategies:
• Random selection: the item selects its group at random (regardless of its Algorithm 1 Pseudo-code of our RLS for grouping problems.
1: Input:
G: a grouping problem instance; k: the number of available groups; 2: Output: the best solution S * found so far; 3: for all v i , i = 1, 2, ..., n do 4:
..,k ; 5: end for 6: repeat 7:
/ * Section 3.3 * / 9: P t ← probabilityU pdating(P t−1 , S t ,Ŝ t , α, β, γ); / * Section 3.4 * / 10:
P t ← probabilitySmoothing(P t , p 0 , ρ); / * Section 3.5 * / 11: until Stop condition met probability vector). As this selection strategy does not use any useful information collected from the search history, it is expected that this strategy would not perform well.
• Greedy selection: the item always selects the group g j such that the associated probability p ij has the maximum value. This strategy is intuitively reasonable, but may cause the algorithm to be trapped rapidly.
• Roulette wheel selection: the item selects its group based on its probability vector and the chance for the item to select group g j is proportional to the probability p ij . Thus a group with a large (small) probability has more (less) chance to be selected.
• Hybrid selection: this strategy combines the random selection and greedy selection strategies in a probabilistic way; with a noise probability ω, random selection is applied; with probability 1 − ω, greedy selection is applied.
As we show in Section 4.3.3, the group selection strategy greatly affects the performance of the RLS approach. After experimenting the above strategies, we adopted the hybrid selection strategy which combines randomness and greediness which are controlled by the noise probability ω. The purpose of selecting a group with maximum probability (greedy selection) is to make an attempt to correctly select the group for an item that is most often falsified at a local optimum. Selecting such a group for this item may help the search to escape from the current trap. On the other hand, using the noise probability has the advantage of flexibility by switching back and forth between greediness and randomness. Also, this allows the algorithm to occasionally move away from being too greedy. This hybrid group selection strategy proves to be better than the roulette wheel selection strategy, as confirmed by the experiments of Section 4.3.3.
Descent-based local search for solution improvement
Even if any optimization procedure can be used to improve a given starting grouping solution. For the reason of simplicity, we employ a simple and fast descent-based local search (DB-LS) procedure in this work. To explore the search space, DB-LS iteratively makes transitions from the incumbent solution to a neighboring solution according to a given neighborhood relation such that each transition leads to a better solution. This iterative improvement process continues until no improved solution exists in the neighborhood in which case the incumbent solution corresponds to a local optimum with respect to the neighborhood.
Let Ω denote the search space of the given grouping problem. Let N : Ω → 2 Ω be the neighborhood relation which associates to each solution S ∈ Ω a subset of solutions N(S) ⊂ Ω (i.e., N(S) is the set of neighboring solutions of S). Typically, given a solution S, a neighboring solution can be obtained by moving an item of S from its current group to another group. Let f : Ω → R be the evaluation (or cost) function which measures the quality or cost of each grouping solution. The pseudo code of Algorithm 2 displays the general DB-LS procedure.
Algorithm 2 Pseudo-code of descent-based local search procedure 1: Input: S -an initial candidate grouping solution; 2: Output: S * -the local optimum solution attained; 3: f (S * ) = f (S); 4: repeat 5:
choose a best neighbor S ′′ of S such that 6:
Descent-based local search can find a local optimum quickly. However, the local optimal solution discovered is generally of poor quality. It is fully possible to improve the performance of RLS by replacing the descent-based local search with a more powerful improvement algorithm. In RLS, we make the assumption that, if the item stays in its original group after the descent-based local search, then the item has selected the right group in the original solution, otherwise its new group in the improved solution would be the right group. This assumption can be considered to be reasonable because the descent-based local search procedure is driven by its cost function and each transition from the current solution to a new (neighboring) solution is performed only when the transition leads to an improvement.
Reinforcement learning -probability updating
Reinforcement learning is defined as how an agent should take actions in an environment so to maximize some notion of cumulative reward. Reinforcement learning acts optimally through trial-and-error interactions with an unknown environment. Actions may affect not only the immediate reward but also the next situation and all subsequent rewards. The intuition underlying reinforcement learning is that actions that lead to large rewards should be made more likely to recur. In RLS, the problem of selecting the most appropriate group for each item is viewed as a reinforcement learning problem. Through the interactions with the unknown environment, RLS evolves and gradually finds the optimal or a suboptimal solution of the problem.
At instant t, we firstly generate a grouping solution S t based on the current probability matrix P t (see Section 3.1). In other words, each item selects one suitable group from the k available groups based on its probability vector (with the group selection strategy of Sect. 3.2). Then solution S t is improved by the descent-based local search procedure, leading to an improved solution S t . Now, for each item v i , we compare its groups in S t andŜ t . If the item stays in its original group (say g u ), we reward the selected group g u (called correct group) and update its probability vector p i according to Eq. (1):
where α (0 < α < 1) is a reward factor. When item v i moves from its original group g u of solution S t to a new group (say g v , v = u) of the improved solution S t , we penalize the discarded group g u (called incorrect group), compensate the new group g v (called expected group) and finally update its probability vector p i according to Eq. (2):
where β (0 < β < 1) and γ (0 < γ < 1) are a penalization factor and compensation factor respectively. This process is repeated until each item can select its group correctly. The update of the complete probability matrix P is bounded by O(n × k) in terms of time complexity.
It is necessary to note that our learning scheme is different from general reinforcement learning schemes such as linear reward-penalty, linear rewardinaction and linear reward-ǫ-penalty. The philosophy of these schemes is to increase the probability of selecting an action in the event of success and decrease it when receives a failed signal. Unlike these general schemes, our learning scheme not only rewards the correct group and penalizes the incorrect group, but also compensates the expected group.
Reinforcement learning -probability smoothing
The intuition behind the probability smoothing technique is that old decisions that were made long ago are no longer helpful and may mislead the current search. Therefore, these aged decisions should be considered less important than the recent ones. In addition, all items are required to correctly select their suitable groups in order to produce a legal grouping solution. It is not enough that only a part of items can correctly select their groups. Based on these two reasons, we introduce a probability smoothing technique to reduce the group probabilities periodically.
Our probability smoothing strategy is inspired by forgetting mechanisms in smoothing techniques in clause weighting local search algorithms for satisfiability (SAT) [23, 25] . Based on the way that weights are smoothed or forgotten, there are four available forgetting or smoothing techniques for MVC and SAT:
• Decrease one from all clause weights which are greater than one such as PAWS [41] .
• Pull all clause weights to their mean value using the formula w i = ρ · w i + (1 − ρ) · w i like ESG [39] and SAPS [23] .
• Transfer weights from neighboring satisfied clauses to unsatisfied ones like DDWF [25] .
• Reduce all edge weights using the formula w i = ⌊ρ · w i ⌋ when the average weight achieves a threshold like NuMVC [8] .
The probability smoothing strategy adopted in our RLS approach works as follows (see Algorithm 3). For an item, each possible group is associated with a value between 0 and 1 as its probability, and each group probability is initialized as 1/k. At each iteration, we adjust the probability vector based on the obtained feedback information (i.e., reward, penalize or compensate a group). Once the probability of a group in a probability vector achieves a given threshold (i.e., p 0 ), it is reduced by multiplying a smoothing coefficient (i.e., ρ < 1) to forget some earlier decisions. It is obvious that the smoothing technique used in RLS is different from the above-mentioned four techniques.
To the best of our knowledge, this is the first time a smoothing technique is introduced into local search algorithms for grouping problems.
Algorithm 3 Pseudo-code of the probability smoothing procedure 1: Input: P t : probability matrix at instant t; p 0 : smoothing probability; ρ: smoothing coefficient; 2: Output: new probability matrix P
RLS applied to graph coloring: a case study
This section presents an application of the proposed RLS method to the wellknown graph coloring problem which is a typical grouping problem. After presenting the descent-based local search procedure for the problem, we first conduct an experimental analysis of the RLS approach by investigating the influence of its three important components, i.e., the reinforcement learning mechanism, the probability smoothing technique and the group selection strategy. Then we present computational results attained by the proposed RLS method in comparison with a number of existing local search algorithms over well-known DIMACS and COLOR02 benchmark instances.
Graph coloring and local search coloring algorithm
GCP is one of the most studied combinatorial optimization problems [17] . GCP is also a nice representative of grouping problems. Given an undirected graph G = (V, E), where V is the set of |V | = n vertices and E is the set of |E| = m edges, a legal k-coloring of G is a partition of V into k mutually disjoint groups or color classes such that two vertices linked by an edge must belong to two different color classes. GCP is to determine the smallest k for a graph G such that a legal k-coloring exists. This minimum number of groups (i.e., colors) required for a legal coloring is the chromatic number χ(G). When the number of color classes k is fixed, the problem is called k-coloring problem (k-GCP for short). As a grouping problem, items correspond to vertices and groups correspond to color classes.
Notice that GCP can be approximated by solving a series of k-GCP (with decreasing k) as follows [16] . For a given G and a given k, we use our RLS approach to solve k-GCP by seeking a legal k-coloring. If such a coloring is successfully found, we decrease k and solve the new k-GCP again. We repeat this process until no legal k-coloring can be reached. In this case, the last k for which a legal k-coloring has been found represents an approximation (upper bound) of the chromatic number of G. This general solution approach has been used in many coloring algorithms including most of those reviewed below, and is adopted in our work.
Given the theoretical and practical interest of GCP, a huge number of coloring algorithms have been proposed in the past decades [2, 16, 27, 33] . Among them, algorithms based on local search are certainly the most popular approaches, like simulated annealing (SA) [26] , tabu search (TS) [15, 22] , guided local search (GLS) [10] , iterated local search (ILS) [11] , quantum annealing algorithms [42] and focused walk based local search (FWLS) [44] . Populationbased hybrid algorithms represent another class of complex approaches which typically combine local search and dedicated recombination crossover operators [14, 15, 31, 32, 37] . Recent surveys of algorithms for GCP can be found in [16, 33] .
To apply the proposed RLS approach to k-GCP, we need to specify three important ingredients of the descent-based local search in RLS, i.e., the search space, the neighborhood and the evaluation function. First, a legal or illegal k-coloring can be represented by S = {g 1 , g 2 , ..., g k } such that g i is the group of vertices receiving color i. Therefore, the search space Ω is composed of all possible legal and illegal k-colorings. The evaluation function f (S) counts the number of conflicting edges inducted by S such that:
where δ(u, v) = 1, if u ∈ g i , v ∈ g j and i = j, and otherwise δ(u, v) = 0. Accordingly, a candidate solution S is a legal k-coloring S if f (S) = 0.
The neighborhood of a given k-coloring is constructed by moving a conflicting vertex v from its original group g i to another group g j (i = j) [15] . Therefore, for a k-coloring S with cost f (S), the size of the neighborhood is bounded by O(f (S) × k). To evaluate each neighboring solution efficiently, our descentbased local search adopts the fast incremental evaluation technique introduced in [14, 15] . The principle is to maintain a gain matrix which records the variation ∆ = f (S ′ ) − f (S) between the incumbent solution S and every neighboring solution S ′ . After each solution transition from S to S ′ , only the affected elements of the gain matrix are updated accordingly.
The descent-based local search procedure starts then with a random solution taken from the search space Ω and iteratively improves this solution by a neighboring solution of better quality according to the evaluation function f . This process stops either when a legal k-coloring is found (i.e., a solution with f (S) = 0, or no better solution exists among the neighboring solutions (in this later case, a local optimum is reached).
Benchmark instances and experimental settings
We show extensive computational results on two sets of the well-known DI-MACS 1 and COLOR02 2 coloring benchmark instances. These instances are the most widely used benchmark instances for assessing the performance of graph coloring algorithms.
The used DIMACS graphs can be divided into six types:
• Standard random graphs are denoted as DSJCn.x, where n is the number of vertices of the graph. The chromatic number χ of these graphs are unknown.
• Random geometric graphs are composed of R125.x, R250.x, DSJR500.x and R1000.x, graphs with letter c being complements of geometric graphs.
• Flat graphs are structured graphs produced based on an equi-partitioning of vertices into k sets. This kind of graphs are denoted as flatn k 0, where n and k are the number of vertices and chromatic number respectively.
• Leighton graphs are random graphs of density below 0.25. This kind of graphs are denoted as le450 kx, where 450 is the number of vertices, k ∈ {15, 25} is the chromatic number of the graph, x ∈ {a, b, c, d} is a letter to indicate different graphs with the same characteristics.
• Scheduling graphs, i.e., school1 and school1 nsh.
• Latin square graph, i.e., latin square 10.
The used COLOR02 graphs are of three types:
• Queen graphs are highly structured instances and their edge density decreases with their size. The graphs are denoted as queenx x, where x ∈ {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}, with an exception, i.e., queen8 12.
• Mycile graphs are denoted as mycilek, where k ∈ {3, 4, 5, 6, 7}. These graphs are based on the Mycielski transformation.
• Miles Graphs (milesx, with x ∈ {250, 500, 750, 1000, 1500}) are similar to geometric graphs in that nodes are placed in space with two nodes connected if they are close enough. Our RLS algorithm was coded in C and compiled using GNU g++ on a machine with an Intel E5-2760 processor (2.8GHz and 2G RAM) under Linux. To obtain our experimental results, each instance was solved 20 times independently with different random seeds. Each execution was terminated when a legal k-coloring is found or the number of iterations without improvement reaches its maximum allowable value (I max = 10 6 ). In our experiments, all parameters were fixed except for the penalization factor β that varies between 0 and 0.45. Table 1 gives the descriptions and settings of the parameters used for our experiments.
Analysis of key components of the RLS approach
We first show an analysis of the main ingredients of the RLS approach: reinforcement learning mechanism, probability smoothing technique and group selection strategies. This study allows us to better understand the behavior of the proposed RLS approach and shed lights on its inner functioning.
Effectiveness of the reinforcement learning mechanism
To verify the effectiveness of the reinforcement learning mechanism used in RLS, we make a comparison between RLS and its variant RLS 0 where we removed the reinforcement learning mechanism from RLS and randomly restart the search when the DB-LS procedure attains a local optimum.
The investigation was conducted on the 32 DIMACS instances and each algorithm was run 20 times to solve each instance. The comparative results of RLS and RLS 0 are provided in Table 2 . For each graph, we list the known chromatic number χ or the best k * reported in the literature when χ is still unknown. For each algorithm, we indicate the number of the best (the smallest) k value for which the algorithm attains a legal k-coloring and the number of such successful runs over 20 executions (#hit). The differences between the best k of RLS 0 and the best k of RLS are provided in the last column. The results show that RLS significantly outperforms RLS 0 in terms of the best k value for 29 out of 32 instances (indicated in bold). For example, on instance flat 26 0, RLS attains the chromatic number k (i.e., χ = 26) while RLS 0 needs 45 colors to color it legally. Specially, we observe that RLS has a larger improvement on hard instances than on easy instances. For instance, latin square 10 and flat 76 0 are two well-known hard instances, RLS achieves two largest improvements, i.e., using 70 and 46 fewer colors than RLS 0 . In summary, RLS attains better results on 29 out of 32 instances compared to its variant with the reinforcement learning mechanism disabled. This experiment confirms the effectiveness of the reinforcement learning mechanism to help the descent-based local search to attain much better results.
Effectiveness of the probability smoothing technique
To study the effectiveness of the probability smoothing technique used in RLS, we compare RLS with its alternative algorithm RLS 1 , which is obtained from RLS by adjusting the probability updating scheme. More specifically, RLS 1 works in the same way as RLS, but it does not use the probability smoothing strategy, that is, line 12 in Algorithm 1 is removed. For this experiment, by following [15] , we use running profiles to observe the change of evaluation function f over the number of iterations. Running profiles provide interesting information about the convergence of the studied algorithms. The running profiles of RLS and RLS 1 are shown in Figure 3 on two selected instances: Fig. 3(a) for flat300 28 0 (k = 32), and Fig.3(b) for latin square 10 (k = 101). We observe that though both algorithms successfully obtain a legal k-coloring, RLS converges to the best solution more quickly than RLS 1 , i.e., the objective value f of RLS decreases more quickly than that of RLS 1 . Consequently, RLS needs less iterations to attain a legal solution. This experiment demonstrated the benefit of using probability smoothing technique in RLS.
Comparison of different group selection strategies
The group selection strategy plays an important role in RLS. At each iteration, each vertex selects a suitable group based on the group selection strategy to produce a new solution for the next round of the descent-based local search optimization. In this section, we show an analysis of the group selection strategies to confirm the interest of the adopted hybrid strategy which combines random and greedy strategies.
The investigation was carried out between RLS and its variant RLS 2 , which is obtained from RLS by means of replacing the hybrid group selection strategy with the roulette wheel selection strategy. In the experiment, each instance was tested 20 times independently with different random seeds. The number of successful runs, the average number of iterations and the average running time of successful runs are reported. Table 3 Comparative performance of RLS (with its hybrid group selection strategy) and RLS 2 (with the roulette wheel selection strategy). Smaller k and larger #hit are better Table 3 show comparative results of RLS with RLS 2 for the chosen instances.
The results indicate that RLS significantly outperforms RLS 2 in terms of the best k value and the number of successful running times. For example, on instance DSJR500.1c, RLS colors this graph with 85 colors, while RLS 2 needs more colors (k = 87) to color it. A similar observation can be found on instance le450 25c, for which RLS obtains a legal 26-coloring, while RLS 2 only obtains a 27-coloring. Furthermore, when they need the same number of colors to color a graph DSJC1000.1, RLS achieves it with a higher success rate compared to RLS 2 . This experiment confirms the interest of the adopted hybrid selection strategy.
Computational results of RLS and comparisons
We turn now our attention to a comparative study of the proposed RLS approach with respect to some well-known coloring algorithms in the literature. This study focuses on five algorithms based on advanced local search methods including the prominent simulating annealing (SA) algorithm [26] , the improved tabu search (TS) algorithm [15] , the guided local search (GLS) algorithm [10] , the iterative local search (ILS) algorithm [11] and the focused walk based local search (FWLS) algorithm [44] . This comparison is not exhaustive, yet it allows us to assess the effectiveness of using the learning mechanism to boost a very simple descent procedure.
We present in Tables 4 and 5 the results of RLS together with the best solutions of these algorithms. We list the number of vertices (n) and edges (m) of each graph, the known chromatic number χ or the best k * reported in the literature when χ is still unknown. For each algorithm, we list the best (the smallest) k for which a legal k-coloring is attained. A summary of the comparisons between our RLS algorithm and each reference algorithm is provided at the bottom of these tables. The rows 'better', 'equal', and 'worse' respectively represent the number of instances for which our RLS algorithm achieves a better, an equal, and a worse solution than the corresponding reference algorithm over the total number of instances for which the algorithm is tested. The results of the reference algorithms are extracted from the literature except for TS which was run on the same computing platform as RLS. In these tables, '−' indicate that the result of the algorithm on this instance is unavailable in the literature. When a result of RLS is no worse than any result of the competing algorithms, this result is marked in bold.
From Table 4 which concerns the DIMACS graphs, we observe that our RLS algorithm achieves a competitive and even better performance on some graphs. For instance, compared to SA, RLS finds 16 better best solutions out of the 23 instances tested by SA. The comparison with TS is more informative and meaningful given that RLS and TS share the same data structures, both were programmed in C and were run on the same computer. We observe that despite its simple descent local search procedure, RLS attains better results than TS thanks to its learning mechanism. Additionally, we observe that RLS achieves much more 'better' results than 'worse' results compared to the reference algorithms except for ILS. Nevertheless, since the results of ILS for 9 instances are unavailable, it is difficult to draw a clear conclusion.
When we compare our RLS algorithm with the five reference algorithms on the COLOR02 graph instances (Table 5) , we observe that RLS dominates these algorithms. Specifically, RLS achieves no worse results on these instances than any of the reference algorithms, and obtains 4 better solutions than SA and GLS, 1 better solution than TS, ILS, and FWLS respectively.
We also find that our proposed RLS method even achieves competitive performances compared to some complex population algorithms proposed in recent years, such as ant-based algorithm [6] (2008), and modified cuckoo optimiza- tion algorithm [34] (2015). However, given the very simplicity of its underlying local search procedure, it is no surprise that RLS alone cannot compete with the most powerful coloring algorithms like [15, 31, 32, 37, 42, 43] . Indeed, these algorithm are typically complex hybrid algorithms mixing several approaches like genetic computing and local optimization. On the other hand, given the way the proposed RLS approach is composed, it would be interesting to replace the simple descent-based local search by any of these advanced coloring algorithms and investigate the proposed reinforcement learning mechanism in comparison with these advanced coloring algorithms.
Conclusion and discussion
In this paper, we proposed a reinforcement learning based optimization approach for solving the class of grouping problems. The proposed RLS approach combines reinforcement learning techniques with a descent-based local search procedure. Reinforcement learning is used to maintain and update a set of probability vectors, each probability vector specifying the probability that an item belongs to a particular group. At each iteration, RLS builds a starting grouping solution according to the probability vectors and with the help of a group selection strategy. RLS then applies a descent-based local search procedure to improve the given grouping solution until a local optimum is reached. At this point, the starting solution and the ending local optimum solution are compared to update the probability vector of each item according to the situation of the item. Specifically, RLS rewards the selected group of the item if the item stays in the original group, otherwise RLS penalizes the selected group and compensates the new group.
Experimental analyses and performance assessments of the RLS approach were carried out on the graph coloring problem which is a well-known grouping problem. Based on experimental results on popular DIMACS and COLOR02 benchmark graphs, we showed that 1) reinforcement learning is highly valuable to increase the performance of the descent-based local search procedure; 2) the probability smoothing technique which forgets old decisions is very useful to avoid search traps; and 3) the hybrid group selection strategy combining randomness and greediness is more suitable than other selection strategies.
In terms of computational results, RLS, despite the simplicity of its basic coloring procedure, proved to be competitive compared to five advanced local search algorithms. It performs even better than some recent and complex optimization algorithms like the ant-based algorithm [6] and modified cuckoo optimization algorithm [34] . On the other hand, given the competitiveness of the graph coloring problems, RLS cannot really competes with the most advanced coloring algorithms which are often based on complex hybrid schemes. Fortunately, given the way of reinforcement learning being used in RLS, it is reasonable to believe that the proposed reinforcement learning techniques could be combined with these advanced coloring approaches, e.g., by replacing the descent procedure with a more powerful algorithm within the RLS approach. Such a possibility constitutes one of our future research.
Finally, another future work is to apply the proposed approach to solve other grouping problems. For this purpose, it is necessary to devise a descent local search procedure (or any other solution improvement procedure) for the studied problem while the other ingredients of the RLS approach can be kept unchanged.
