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Let fX kgkX1 be a stationary sequence of the form
X k ¼
X1
j¼1
Yj1
s¼1
Aks
 !
Bkj ;
where fAk; Bkg are i.i.d. R2þ-valued random pairs with some given joint distribution. For a
strictly increasing subsequence fgðkÞg; let Y k ¼ X gðkÞ be the deterministic sub-sampled
sequence. The aim of this paper is to look at the limiting form of certain empirical point
processes induced by fY kg for a speciﬁc class of deterministic sampling functions gð	Þ: Such
asymptotic results will be useful in obtaining the weak limiting behavior of various functionals
of the underlying process including the asymptotic distribution of upper and lower ordersee front matter r 2004 Elsevier B.V. All rights reserved.
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corresponding extremal index.
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1. Introduction
Currently a topic of interest in the analysis of time series is to assess the impact of
sampling frequency on linear and non-linear processes observed at regular discrete time
points, driven by innovations with Pareto-like distributions. This interest is generally
justiﬁed by the fact that although time series observations are made available at some
given equal time interval, the process could be observed at one sampling frequency but
interest is in its behavior at a different frequency. One reason for interest in extremes
observed at different sampling rates comes from a wish to compare monitoring
schemes. In ﬁnance, for example, if the assets of a company are monitored hourly
rather than, say, daily, it could be important to know how much larger peak values are
to be expected. Similar questions arise in the monitoring of share values and market
indices. Further examples are encountered in environmental studies. For instance, in
the analysis of offshore sea-surface wave height data, the prediction of the occurrence
of severe sea states plays a crucial role in the design criteria for coastal defences and
offshore structures. In this case the observations are recorded at a frequency of 1 h and
the severity of the sea surface is assessed through of the annual maximum hourly wave
height data. However, this is not immediately useful in practice since coastal ﬂooding
are more likely to occur during the high tides, i.e. approximately every 12h, so the
distribution of the annual maximum wave height at such times is also of interest.
Much of the early work on this topic paid attention on the extremes of systematic
sub-sampled time series, i.e., sub-sequences obtained from the original time series by
sub-sampling every ﬁxed M time intervals. For example, Robinson and Tawn [17]
studied the relationship between the asymptotic distribution of the maximum of a
long sequence of observations made at unit rate, and the asymptotic distribution of
the maximum of the corresponding sequence observed at a slower rate. Scotto et al.
[21] reported some alternative limit results for linear time series models driven by
heavy-tailed innovations. As an application, a problem concerning the setting of an
operational standard in the mining industry for the concentration of methane gas
close to a coal face was discussed. Further examples can be found in Scotto et al.
[19]. Scotto and Turkman [20] derived more general results for systematic sub-
sampled time series represented via stochastic difference equations (SDE). Interest in
these equations arose from the well-known fact that many non-linear processes,
including (G)ARCH and bilinear processes, can be embedded in SDE. This implies
that the extremal properties of these processes can be investigated via the study of
SDE and their extremal behavior. Note, however, that there are still many processes,
including autoregressive processes with ARCH errors and random coefﬁcient
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of their extremal properties; see [2,11]. More recently, Hall and Scotto [8] analyzed
the impact of systematic sub-sampling on the extremal properties of integer-valued
sequences, namely non-negative integer-valued moving averages with regularly
varying tails.
Often, however, there are many situations which cannot be handled through a
systematic sub-sampled approach. Examples are encountered in the analysis of foreign
exchange markets where volatility patterns are likely to occur at the overlapping
business hours of the main market centers in the world namely, when the European
and American markets are open simultaneously [3,13]. Further examples can be found
in the analysis of international tourism demand, such as the analysis of the monthly
numbers of guest-nights spent in hotels and holiday villages, where the volatility
patterns are likely to occur mainly during the holiday period. Above examples show
that when the relationship between the extremes of the original process and those of
the sub-sampled sequence is of interest, it seems reasonable to sub-sample the process
by blocks, rather than to sub-sample systematically. This issue was treated in detail by
Scotto and Ferreira [18] who provided a complete description of the extremal
behavior of sub-sampled sequences from linear models driven by heavy-tailed
innovations, generated by a broad class of sampling functions, generalizing the work
of Scotto et al. [19]. Recently, Hall et al. [9] have proposed a uniﬁed approach to study
the impact of sub-sampling on conventional moving averages and non-negative
integer-valued moving averages with regularly varying tails.
The aim of this paper is to generalize the results given in Scotto and Turkman [20]
for SDE by considering the class of sampling functions introduced in Scotto and
Ferreira [18]. Speciﬁcally, the question raised in this article is as follows: let fX kgkX1
be a stationary process of the form
X k ¼
X1
j¼1
Yj1
s¼1
Aks
 !
Bkj ; k ¼ 1; 2; . . . ; (1)
where fAk; Bkg are i.i.d. R2þ-valued random pairs with some given joint distribution
and independent of X 0: We use the convention
Q0
s¼1 ¼ 1: Let g : N! N; be a class
of strictly increasing deterministic sampling functions and for a ﬁxed integer k0X1;
deﬁne
Y k ¼ X gðkÞ; kXk0; (2)
as the deterministic sub-sampled time series. What can we say about the extremal
properties of the time series fY kgkXk0 ?
The rest of the article is organized as follows: in Section 2, we ﬁrst derive the
extremal behavior of the class of SDE considered in Grey [6]. We also introduce the
class of strictly increasing deterministic sub-sampling functions and a suitable
representation for the deterministic sub-sampled time series fY kgkXk0 is given. In
Section 3, we obtain the limiting distribution of the maximum term of the sub-
sampled sequence as well as the expression of its extremal index. In Section 4, the
results are applied to a particular sub-sampled bilinear process.
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Let fX kgkX1 be a stationary process satisfying Eq. (1). We assume that fAk; Bkg
are i.i.d. R2þ-valued random pairs, where B1 has a heavy tailed distribution with tail
index a; for some aX0; and A1 has a distribution with relatively lighter tails
compared to the distribution of B1: In addition, we further assume that
EAa1o1:
Note that X k satisﬁes the SDE
X k ¼ AkX k1 þ Bk; k ¼ 1; 2; . . . ; (3)
which has been extensively used in ﬁelds such as ﬁnance, economics, and insurance
mathematics. Within this context, the tail properties of X k have been studied by
Grincevic˘ius [7] and Grey [6]. The following result, quoted in Grey [6], totally
characterize the tail behavior of X k:
Theorem 2.1. Let fAk; Bkg be random variables such that
1. E logþ jB1jo1;
2. A1 takes non-negative values with probability one;
3. for some b4a40; EAa1o1 and EAb1o1:
Then, as x !1
PðB14xÞ  xaLðxÞ 3 PðX 14xÞ 
1
1 EAa1
xaLðxÞ; (4)
for some slowly varying function LðxÞ at infinity.
Note that the distribution of B1 plays a key role in determining the tail behavior of
X 1: Here the theorem is stated for positive A1; however, similar results can be
obtained when A1 is not a.s. positive. In this case simultaneous effects of the right
and left tails of A1 have to be taken into account complicating slightly the results; see
Grey [6] for details. Furthermore, the above theorem leads to the following results on
the limit law of the sample maxima, MXn ¼ max1pkpnfX kg; and its corresponding
extremal index.
Corollary 2.1. Let
an ¼ inffx : PðB14xÞon1g; (5)
be a sequence of norming constants so that
lim
n!1
nPða1n B1 2 	Þ ¼ mð	Þ;
where
mðdxÞ ¼ axa11ð0;1ðxÞdx; (6)
Then, under the conditions of Theorem 2.1,
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PðMXn panxÞ ! expfEV a1xag (7)
with
V 1 ¼
_
1pjp1
fU1;1 	 	 	U1;ð j1Þg
( )
;
where fU1;1; . . . ; U1; ð j1Þg are i.i.d. with the same distribution as A1:
2. The sequence fX kgkX1 has extremal index
yX ¼ EV a1ð1 EAa1Þ: (8)
Proof. See Appendix A.
The class of strictly increasing deterministic sub-sampling functions considered in
this work will be those satisfying Condition MS deﬁned below.
Condition MS (model speciﬁcation). Let fX kgkX1 be the stationary process deﬁned in
(1). For a strictly increasing deterministic sub-sampling function g : N! N; we say
that the sub-sampled sequence fY kgkXk0 satisﬁes Condition MS if, for a ﬁxed integer
MX1; there exist functions r : N! N and gi : Z! Z for i ¼ 0; . . . ; M  1; such
that, for every kX1
Y k ¼
XM1
i¼0
W k;i (9)
with
W k;i ¼
X1
j¼1
YMð j1Þþi
s¼1
AgðkÞs
 !
BgiðrðkÞjÞ: (10)
Condition MS above stipulates that Y k can be divided into M sums of non-
negative random variables similar to (1), but not necessarily independent or
identically distributed.
An important class of deterministic sampling functions satisfying Condition MS is
fg: gðkÞ ¼ ½k=I M þ kmod I ; kXI ; 1pIpMg; (11)
where ½	 is the integer part and kmod I represents the remainder after dividing k by
the modulus I. Note that when 1 ¼ IoM; we obtain the systematic sub-sampling
case gðkÞ ¼ kM; kX1; considered by Robinson and Tawn [17], Scotto et al. [21],
Scotto and Turkman [20], and Hall and Scotto [8] whereas for 1 ¼ I ¼ M ; all the
values of the original time series and the sub-sampled time series coincide.
Furthermore, for ﬁxed values of 1oIoM; the function gð	Þ generates blocks of I
consecutive observations, separated by M  I time units.
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Condition MS.1. Consider ﬁrst the systematic sub-sampling case, i.e., gðkÞ ¼ kM; MX1: Since
Y k ¼
XM1
i¼0
X1
j¼1
YMð j1Þþi
s¼1
AkMs
 !
BðkjÞMi1; (12)
we can choose rðkÞ ¼ k for all kX1; and giðhÞ ¼ hM  i  1 for i ¼ 0; . . . ; M  1:
2. For the more general case of sub-sampling by blocks, two different cases have to
be considered:
(a) if kmod I ¼ 0; then
Y k ¼
XM1
i¼0
X1
j¼1
YMð j1Þþi
s¼1
A½k=I Ms
 !
Bð½k=I jÞMi1
with rðkÞ ¼ ½k=I  for all kXI ; and giðhÞ ¼ hM  i  1 for i ¼ 0; . . . ; M  1:
(b) if kmod Ia0; then
Y k ¼
XM1
i¼0
X1
j¼1
YMð j1Þþi
s¼1
A½k=I Ms
 !
Bð½k=I jÞMi
with rðkÞ ¼ ½k=I  for all kXI ; and giðhÞ ¼ hM  i for i ¼ 0; . . . ; M  1:3. Point process approach
In this section we investigate the limit behavior of a sequence of point processes
based on fY kgkXk0 : Since our results are based on point process theory, we brieﬂy
discuss some notation and background about point processes; for further details see
[10,15]. Let ðO;F;PÞ be a probability space and E a state space where points reside
and assume that E is Euclidian. Let E be the s-algebra on E generated by open sets
of E. For x 2 E; deﬁne xð	Þ on E as the simple point measure with unit mass at x. Let
fxjg be a countable collection of points on E. A point measure N on E is deﬁned to be
Nð	Þ ¼
X1
j¼1
xj ð	Þ;
which is a non-negative integer-valued Radon measure on compact subsets of E. Let
MpðEÞ be the class of such Radon measures on E and MpðEÞ the smallest s-algebra,
making maps N ! NðAÞ measurable, where N 2 MpðEÞ and A 2 E: MpðEÞ can be
made into a complete separable metric space, hence we assume that it is a metric space
with vague metric d. A point process on E is a measurable map from ðO;FÞ to
ðMpðEÞ;MpðEÞÞ: Let CþK ðEÞ be the set of all continuous, non-negative functions on the
state space E with compact support. If Nn 2 MpðEÞ then Nn converges vaguely to N
(Nn ) N) if Nnð f Þ converges to Nð f Þ for every f 2 CþK ðEÞ; where Nð f Þ ¼
R
f dN: A
Poisson process on ðE;EÞ with mean measure m is a point process N such that, for every
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mutually independent sets then NðA1Þ; . . . ; NðAmÞ are independent random variables. We
call N a Poisson random measure with mean measure m or PRM(m) for short.
Assume that fX kgkX1 is the stationary process deﬁned in (1). We investigate the
limit behavior of a sequence of point processes based on fa1n Y kgkXk0 ; with an
deﬁned as in (5). Let
Nn ¼
X1
k¼1
ðgðkÞ=n;a1n Y kÞ;
be the time-normalized point processes based on fa1n Y kgkXk0 : We will obtain a non-
degenerate limit for the sequence of point processes fNng: For simplicity of notation
we deﬁne Er ¼ ð0;1Þ  ½1;1rnf0g; with r ¼ 1; 2; . . . .
The main result of this section is formalized through the following theorem, which
discusses the weak convergence of the sequence of point processes based on
fa1n Y kgkXk0 ; to a function of PRM.
Theorem 3.1. Let fX kgkX1 be the stationary process defined in (1) and fY kgkXk0 the
sub-sampled sequence satisfying Condition MS with gið	Þ; for i ¼ 0; . . . ; M  1; and rð	Þ
such that
9gk;i; i ¼ 0; . . . ; M  1 : giðrðkÞÞ ¼ gðkÞ þ gk;i; kX1; (13)
and, for siðnÞ ¼ ]fgiðrðkÞÞ : giðrðkÞÞpn; kX1g; nX1; i ¼ 0; . . . ; M  1;
siðnÞPða1n B14xÞ ! sixa: (14)
Then, as n !1
Nn ¼
X1
k¼1
ðgðkÞ=n;a1n Y kÞ ) N ¼
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
J
ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞ;
in the space MpðE1Þ; where
P1
k¼1 ðT ðiÞ
k
;JðiÞ
k
Þ are PRM (dt  dni) with ni ¼ simðdxÞ; mðdxÞ
defined in (4), and fUk;1; . . . ; Uk;Mð j1Þþig are i.i.d. with the same distribution as A1:
Remark. Note that since an is the 1 n1 quantile of B1; the condition in (14) is
equivalent to siðnÞ=n ! si; as n !1; for i ¼ 0; . . . ; M  1:
Proof of Theorem 3.1. See Appendix A.
We now consider some applications of Theorem 3.1. In particular we derive as
corollary the limit law of the sample maxima MYn ¼ max1pgðkÞpn fY kg and its the
corresponding extremal index.
Corollary 3.1. Under the conditions of the above theorem,1. As n !1
PðMYn panxÞ ! expfEW a1xag (15)
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W 1 ¼
_
0pipM1
si
_
1pjp1
fU1;1 	 	 	U1;Mð j1Þþig
( )
:2. The sequence fY kgkXk0 has extremal index
yY ¼
EW a1ð1 EAa1Þ
s
; (16)
where s ¼ limn!1 sðnÞ=n with sðnÞ ¼ ]fgðkÞ : gðkÞpn; kX1g; nX1:
Note that the case M ¼ I ¼ 1 implies that yY ¼ yX : Otherwise 0pyXoyYp1:
Proof. See Appendix A.
For the class of deterministic sampling functions deﬁned in (11) it follows easily
that si ¼ 1=M ; i ¼ 0; . . . ; M  1 and s ¼ I=M : By (16) we conclude that
yY ¼
EðW0pipM1fW1pjp1fU1;1 	 	 	U1;Mð j1ÞþiggÞað1 EAa1Þ
I
: (17)4. Examples
As an example of the above result, we illustrate the effect of systematic sub-
sampling on the extremal properties of a particular bilinear process. Consider the
process
X k ¼ Zk þ
X1
j¼1
bj
Yj1
s¼1
Zks
 !
Zkj ;
with b40 a positive constant satisfying ba=2Ea=21 o1 (cf. [4]). Thus X k satisﬁes the
bilinear recursion
X k ¼ bZk1X k1 þ Zk: (18)
First note that the representation given in (18) is not Markovian and the random
pair fAk; Bkg ¼ fbZk1; Zkg forms an 1-dependent, identically distributed pair.
However, by setting Sk ¼ bZkX k we see that
Sk ¼ bZkX k
¼ bZkðbZk1X k1 þ ZkÞ
¼ bZkSk1 þ bZ2k
¼ AskSk1 þ Bsk;
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Markovian representation in the form
X k ¼ Sk1 þ Zk;
Sk ¼ AskSk1 þ Bsk
and that the stationary solution of Sk is
Sk ¼
X1
j¼1
Yj1
s¼1
bZks
 !
bZ2kj :
It can be proved (see [20]) that the sequence fY kg obtained by systematic sub-
sampling can be written as
Y k ¼ Qk1 þ ZkM ;
Qk ¼ AqkQk1 þ Bqk
with fAqk; Bqkg ¼ f
QM1
i¼0 bZkMi;
PM
j¼1 b
jðQj1i¼1 ZkMiþ1ÞZ2kMjþ1g: Note that fAqk; Bqkg
forms an i.i.d. random sequence. By (17), the extremal index of the sub-sampled
process fY kg takes the form
yY ¼ E
_
0pipM1
_
1pjp1
fU1;1 	 	 	U1;Mð j1Þþig
( ) !a=2
ð1 ba=2EZa=21 Þ;
with U1;h ¼d As1; h ¼ 1; . . . ; Mð j  1Þ þ i; since PðBs14xÞ is regularly varying with
index a=2:Acknowledgements
The author is grateful to the anonymous referee and the Associate Editor for their
many helpful suggestions and constructive criticism that greatly improved this
article.Appendix A. Proofs
In proving Corollary 2.1, we need the following result:Lemma A.1. Let W
ð j1Þ
1 ¼ B1j1
Qj11
s¼1 A1s and W
ð j2Þ
1 ¼ B1j2
Qj21
s¼1 A1s; for 1oj1
oj2o1: Then, as x !1
PðW ð j1Þ1 4x; W ð j2Þ1 4xÞ
PðB14xÞ
! 0:
ARTICLE IN PRESS
M. Scotto / Stochastic Processes and their Applications 115 (2005) 417–434426Proof. Note that
PðW ð j1Þ1 4x; W ð j2Þ1 4xÞ
¼ P B1j1
Yj11
s¼1
A1s4x; B1j2
Yj11
s¼1
A1s
Yj21
s¼j1
A1s4x
 !
¼ P
Yj11
s¼1
A1s min B1j1 ; B1j2
Yj21
s¼j1
A1s
( )
4x
 !
¼ E P min B1j1 ; B1j2
Yj21
s¼j1
A1s
( )
4x
Yj11
s¼1
A1s
 !10@
1
A
8<
:
9=
;;
where the expectation is taken over
Qj11
s¼1 A1s: Since
P min B1j1 ; B1j2
Yj21
s¼j1
A1s
( )
4x
Yj11
s¼1
A1s
 !10@
1
A
 x2a
Yj11
s¼1
A1s
 !2a
ðEAa1Þ j2j11
as x !1; and
E P min B1j1 ; B1j2
Yj21
s¼j1
A1s
( )
4x
Yj11
s¼1
A1s
 !10@
1
A
8<
:
9=
;
 x2aE
Yj11
s¼1
A1s
 !2a
ðEAa1Þj2j11
implies that
PðW ð j1Þ1 4x; W ð j2Þ1 4xÞ
PðB14xÞ
 xa  ðconstantÞ ! 0; x !1
concluding the proof. &
Proof of Corollary 2.1. Let X
ðmÞ
k be a ﬁnite approximation of X k deﬁned as
X
ðmÞ
k ¼
Xm
j¼1
W
ð jÞ
k ;
with W
ð jÞ
k ¼ Bkj
Qj1
s¼1 Aks: We ﬁrst consider the weak convergence of the sequence
of point processes based on fa1n W ð jÞk ; 1pjpmgkX1: Note that by Theorem 3.4 in
Davis and Resnick [4] it follows that
X1
k¼1
ðk=n;a1n W ð jÞk Þ
)
X1
k¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞ;
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given in Theorem 3.4 in Davis and Resnick [4]
d
X1
k¼1
ðk=n;a1n ðW ð1Þk ;...;W
ðmÞ
k
ÞÞ;
X1
k¼1
Xm
j¼1
ðk=n;a1n W ð jÞk ejÞ
 !
! 0;
in probability, where d is the vague metric on the space MpðEmÞ and ej is the unit
vector in Rm with 1 in the jth component and the rest zero. Consider now the map
T : MpðE1Þ ! MpðEmÞ such that
T
X1
k¼1
ðTk ;JkU1;1			Uk;ð j1ÞÞ
 !
¼
X1
k¼1
Xm
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞejÞ:
This map is continuous and hence by the continuous mapping theorem
T
X1
k¼1
ðk=n;a1n ðW ð1Þk ;...;W
ðmÞ
k
ÞÞ
 !
¼
X1
k¼1
Xm
j¼1
ðk=n;a1n W ð jÞk ejÞ
¼ T
X1
k¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞ
 !
¼
X1
k¼1
Xm
j¼1
ðTk ;JkUk;1			Uk;ð j1Þej Þ ð19Þ
in MpðEmÞ: Finally the map T : MpðEmÞ ! MpðE1Þ deﬁned by
T
X1
k¼1
ðk=n;a1n ðW ð1Þk ;...;W
ðmÞ
k
ÞÞ
 !
¼
X1
k¼1
ðk=n;a1n X ðmÞk Þ
is almost continuous with respect to the distribution of (19) and we obtain
T
X1
k¼1
ðk=n;a1n ðW ð1Þk ;...;W
ðmÞ
k
ÞÞ
 !
¼
X1
k¼1
ðk=n;a1n X ðmÞk Þ
) T
X1
k¼1
Xm
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞejÞ
 !
¼
X1
k¼1
Xm
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞ:
Observe that as m !1X1
k¼1
Xm
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞ !
X1
k¼1
X1
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞ;
ARTICLE IN PRESS
M. Scotto / Stochastic Processes and their Applications 115 (2005) 417–434428pointwise in the vague metric and so by Theorem 4.1 in Billingsley [1] it is sufﬁces to
show that for any d40 and f 2 CþK ðE1Þ
lim
m!1
lim sup
n!1
P
Xn
k¼1
f ða1n X ðmÞk Þ 
Xn
k¼1
f ða1n X kÞ

4d
 !
¼ 0:
Moreover,
P a1n max
1pkpn
jX ðmÞk  X kj4d
 
pP a1n max
1pkpn
X1
j¼mþ1
W
ð jÞ
k 4d
 !
pP a1n
X1
j¼mþ1
W
ð jÞ
k 4d
 !
! da
X1
j¼mþ1
ðEAa1Þj1
! 0; m !1;
by Theorem 2.1. Furthermore,
PðMXn panxÞ ¼ P
X1
k¼1
ðk=n;a1n X kÞðð0; 1  ðx;1Þ ¼ 0
 !
) P
X1
k¼1
X1
j¼1
ðTk ;JkUk;1			Uk;ð j1ÞÞðð0; 1  ðx;1Þ ¼ 0
 !
:
Note that the eventX1
k¼1
X1
j¼1
ðJkUk;1			Uk;ð j1ÞÞðx;1 ¼ 0
( )
is equivalent to the event that none of the points
fJkUk;1 	 	 	Uk;ð j1Þ; jX1; kX1g
exceeds x. The latter can be expressed as the set\1
k¼1
fJkVkpxg; (20)
and it follows by stationarity and expression (4.4) in Resnick [14] that fJkV kgkX1
are the points of a PRM on ð0;1 with mean measure EV a1xa: Furthermore,
let fX^ kgkX1 be the associated independent process of fX kgkX1; i.e., X^ 1; X^ 2; . . . ;
are i.i.d. random variables with the same stationary distribution of X 1; X 2; . . . :
Deﬁne MX^n ¼ max1pkpnfX^ kg: It follows by (4) and the deﬁnition of an that,
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nPðX^ 14anxÞ !
1
1 EAa1
xa;
providing
PðMX^n panxÞ ! exp 
1
1 EAa1
xa
 
: (21)
By comparing (7) with (21), it follows that fX kgkX1 has the extremal index given
in (8). &
Proof of Theorem 3.1. First note that as an application of Proposition 3.2 in Feigin
et al. [5] along with (13) and (14) implies that, for a ﬁxed values of i ¼ 0; . . . ; M  1
X1
k¼1
ðgiðrðkÞÞ=n;a1n ðBgi ðrðkÞjÞ; j¼1;...;mÞ;AgðkÞs; s¼1;...;Mð j1ÞþiÞ
)
X1
k¼1
ðT ðiÞ
k
;JðiÞ
k
e1;1;Uk;1;...;Uk;Mð j1ÞþiÞ þ
X1
k¼1
ðT ðiÞ
k
;JðiÞ
k
e2;Uk;1;1;...;Uk;Mð j1ÞþiÞ
..
.
þ
X1
k¼1
ðT ðiÞ
k
;JðiÞ
k
em ;Uk;1;...;Uk;Mð j1Þþi ;1Þ
in MpðEm  ð0;1ÞMð j1ÞþiÞ; where es is the unit vector in Rm with 1 in the sth
component and the rest zero. Furthermore, condition (13) implies that, for
i ¼ 0; . . . ; M  1
X1
k¼1
ðgðkÞ=n;a1n ðBgi ðrðkÞjÞ; j¼1;...;mÞ;AgðkÞs; s¼1;...;Mð j1ÞþiÞ
converges to the same limit in MpðEm  ð0;1ÞMð j1ÞþiÞÞ: By the same lines of
reasoning given in Theorem 4.1 in Resnick and Van den Berg [16] it follows that
Nn;i ¼
X1
k¼1
ðgðkÞ=n;a1n W k;iÞ ) Ni ¼
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞ
in MpðE1Þ: Next we have to show that the point processes
N ð1Þn ¼
X1
k¼1
ðgðkÞ=n;a1n ðW k;0;...;W k;M1ÞÞ
and
N ð2Þn ¼
XM1
i¼0
X1
k¼1
ðgðkÞ=n;a1n W k;iviÞ;
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M with 1 in the sth component and the rest zero, differ
negligibly, as n !1: In doing so we must prove that
dðN ð1Þn ; N ð2Þn Þ ! 0; (22)
in probability, where d is the vague metric on the space of point measures in which
N ð1Þn and N
ð2Þ
n live. Here N
ð2Þ
n concentrates all its points on the axes vs; and (22) is
expressing the fact that, for each k, at most one of the M components W k;i is
non-negligible as compared to an: From the deﬁnition of vague convergence, (22)
follows if
N ð1Þn ð f Þ  N ð2Þn ð f Þ ! 0; (23)
in probability for each f 2 CþK ðEMÞ; the space of continuous non-negative functions
with compact support on EM : In proving (23), suppose that f is such a function.
Because of compactness, the support of f is contained in a set
½0; t  x : x 2 ½0;1Mnf0g; max
0pipM1
xi4d
 
for some t40 and d40: Note therefore that f vanishes in ½0; t  ½0; dM : For an
arbitrary y 2 ð0; dÞ; let Sy be a set specifying what Resnick [15, p. 232] calls sleeves
around the axes:
Syfx : x 2 ½0;1Mnf0g; at most one component xi4yg:
Deﬁne
N ðhÞn ð f Þ ¼
Z
½0;tSy
f dN ðhÞn þ
Z
½0;tScy
f dN ðhÞn ; h ¼ 1; 2 (24)
and sðnÞ ¼ ]fgðkÞ : gðkÞpn; kX1g; nX1: Note that
E
Z
½0;tScy
f dN ð1Þn
 !
pðsup f ÞE N ð1Þn ð½0; t  ScyÞ
 
pðsup f ÞsðnÞtP½2 or more W 1;0; . . . ; W 1;M14any
pðsup f ÞsðnÞt
M
2
 !
PðW 1;i14any; W 1;i24anyÞ;
for 0pi1oi2pM  1: For simplicity in notation we deﬁne pðwi1 ; wi2Þ ¼ PðW 1;i14
any; W 1;i24anyÞ and A ¼ max1pjp1
QMð j1Þþi1
s¼1 AgðkÞs: Since
pðwi1 ; wi2 ÞpP A
X1
j¼1
Bgi1 ðrðkÞjÞ4any;
 
A
X1
j¼1
Bgi2 ðrðkÞjÞ
YMð j1Þþi2
s¼Mð j1Þþi1þ1
AgðkÞs4any
!
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X1
j¼1
Bgi1 ðrðkÞjÞ;
( 
A
X1
j¼1
Bgi2 ðrðkÞjÞ
YMð j1Þþi2
s¼Mð j1Þþi1þ1
AgðkÞs
)
4any
!
;
implies that, as n !1
sðnÞpðwi1 ; wi2 Þ  EAaya  ðconstantÞ  0 ¼ 0;
because of the properties of regularly varying functions. Furthermore, it is also true
that Z
½0;tScy
f dN ð2Þn ¼ 0:
Thus, in order to prove (23) it will be enough to show thatZ
½0;tSy
f dN ð1Þn 
Z
½0;tSy
f dN ð2Þn ! 0
in probability. This last statement follows by the same arguments used in the proof
of Proposition 4.26 in Resnick [15].
Consider now the map T : ðMpðE1ÞÞM ! MpðEM Þ such that
T
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞ; i ¼ 0; . . . ; M  1
 !
¼
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiviÞ:
Note that this map is continuous and hence by the continuous mapping theorem
T
X1
k¼1
ðgðkÞ=n;a1n W k;iÞ; i ¼ 0; 1; . . . ; M  1
 !
ð25Þ
¼
XM1
i¼0
X1
k¼1
ðgðkÞ=n;a1n W k;iviÞ
) T
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞ; i ¼ 0; . . . ; M  1
 !
¼
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;JðiÞ
k
Uk;1			Uk;Mð j1ÞþiviÞ; ð26Þ
in MpðEM Þ: Finally the map T : MpðEMÞ ! MpðE1Þ deﬁned by
T
X1
k¼1
ðgðkÞ=n;a1n ðW k;0;...;W k;M1ÞÞ
 !
¼
X1
k¼1
ðgðkÞ=n;a1n Y kÞ;
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the continuous mapping theorem we obtain
T
X1
k¼1
ðgðkÞ=n;a1n ðW k;0;...;W k;M1ÞÞ
 !
¼
X1
k¼1
ðgðkÞ=n;a1n Y kÞ
) T
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiviÞ
 !
¼
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
J
ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞ: &
Proof of Corollary 3.1.
PðMYn panxÞ ¼ cP
X1
k¼1
ðgðkÞ=n;a1n Y kÞðð0; 1  ðx;1Þ ¼ 0
 !
) P
XM1
i¼0
X1
k¼1
X1
j¼1
ðT ðiÞ
k
;J ðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞðð0; 1  ðx;1Þ ¼ 0
 !
:
The event
XM1
i¼0
X1
k¼1
X1
j¼1
ðJðiÞ
k
Uk;1			Uk;Mð j1ÞþiÞðx;1 ¼ 0
( )
is equivalent to the event that none of the points
fJðiÞk Uk;1 	 	 	Uk;Mð j1Þþi; i ¼ 0; . . . ; M  1; jX1; kX1g;
exceeds x. The latter can be expressed as the set
\M1
i¼0
\1
k¼1
fJðiÞk V k;ipxg; (27)
where Vk;i ¼
W1
j¼1 Uk;1 	 	 	Uk;Mð j1Þþi: Note that for a ﬁxed value of i ¼ 0; . . . ; M  1;
it follows by stationarity and expression (4.4) in Resnick [14] that fJðiÞk V k;igkX1 are the
points of a PRM on ð0;1 with mean measure siEVa1;ixa: Deﬁne
W k ¼
_M1
i¼0
Vk;i:
The set in (27) can be expressed as
\M1
i¼0
\1
k¼1
fJðiÞk W kpxg:
By the arguments above fJðiÞk W k; i ¼ 0; . . . ; M  1gkX1 are the points of a PRM on
ð0;1 with mean measure EW a1xa and the result in (15) follows. Finally, we
ARTICLE IN PRESS
M. Scotto / Stochastic Processes and their Applications 115 (2005) 417–434 433concentrate on the examination of the extremal index yY of the sub-sampled
sequence. Let fY^ kgkXk0 be the associated independent process of fY kgkXk0 : Deﬁne
MY^n ¼ max1pgðkÞpn fY^ kg: It follows by (4) and the deﬁnition of an that, as n !1;
sðnÞPðY^ 14anxÞ !
s
1 EAa1
xa;
providing
PðMY^n panxÞ ! exp 
s
1 EAa1
xa
 
: (28)
By comparing (15) with (28) the expression of the extremal index is obtained; see
Leadbetter et al. [12]. &References
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