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The basic idea of this thesis is to provide a simple, easy to use and cost-
effective eye-diagram analysis kit for educational lab environment. Mostly eye-
diagram analysis is done on high-end oscilloscopes or with LabView as a source-
code; this research uses Flashy board (Pluto 3 and ADC) a small FPGA kit from 
a company called KNJN, for acquiring signals and then gives those signals to 
python for analysis. The main reason for considering Flashy board was because it 
was cost-effective, and it operates in our frequency range of operation i.e. 
between 10MHz to 100MHz. This thesis is developed with python as the main 
source language for doing the analysis, which not only reduces the cost as it is 
open-source, but it also adds flexibility in the analysis with the help of which we 
can add many more features to the current setup. There are 2 main parts to this 
thesis code i.e. eye-diagram construction and eye-diagram analysis, which I have 
both done with the help of python. Along with providing the results for eye-
diagram analysis and comparing it with the existing system, this research also 
tends to focus on the effect of changing certain parameters during eye-diagram 
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Fiber optics, a thin strand of glass, which carries information at the speed 
of light, has proved to be a boon for the field of Telecommunications and 
Medicines. In the field of Medicines, it has brought the sizes of the devices 
down by a considerable amount and has helped in making compact and more 
accurate measurement devices. As it has low loss, it has vastly helped the 
Telecom industry evolve too. There are many people who believe that we are 
currently living in the “Glass Age” as glass has helped us to transform our 
society and culture and fiber optics is no exception from that. 
Data is transmitted through the fiber optics in the form of light, in simple 
words the light is ON when data is there and OFF where there is not data, 
such type of signals are called as digital signals. Digital signals consist of 2 
levels i.e. 1 and 0. Here 1 will mark that the system is ON and 0 will mark as 
the system is OFF. This is what digital signal means in simple words.  
As our system(Fiber-optics) uses digital signals we must have a measure 
of how to measure our signal quality. This helps to predict if the signal 
received at the receiver side is the same that was transmitted from the 
transmitter side or not. Eye-diagram analysis is such type of signal analysis, 
which can be used to quantify the signal quality and check if the signal that is 
received can be decoded. Many a times when the signal travels long distances, 
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the signal may undergo dispersion and attenuation because of which the 




            Before Transmission                                                    After Transmission 
Figure 1: Input and Output during a lossy transmission 
As you can see from the above figure that the signal may lose a lot of its 
strength and may also induce distortions. So even though we have some excellent 
receivers, when the signal is distorted to such extent then even those receivers 
cannot be of any help in decoding the signals back to their original form. 
Hence, we cannot always blame those receivers for not performing well, 
we should also check our signal for its quality. Eye-diagram analysis is one such 
type of quality analysis techniques, which helps us in getting to know the signal 
better. 
Then again, the world is moving towards automation. Now people want 
everything to be done just by a click of a button. Even the car manufacturing is 
now done all automatically and the main reason behind this is, automating stuff 
reduces the time we put in doing a thing. Now in fiber optic system we cannot 
automate the cable nor the transmitter nor the receiver. But we can automate the 
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measurement technique used in this to give us faster results and even more 
accurate results. Accurate because we often tend to do mistake while take 
measurement of a parameter, but if we tell a PC to do it, it will either give us all 
wrong values (if we don’t give him proper instructions) or it will give us all 
correct values. For example, we cannot expect a human to take reading after every 
0.2 sec, which may the requirement for some system measurement, but we can tell 
that to our computer and it would keep on taking measurements after every 0.2 
sec continuously unless we tell him to stop. 
Automating anything involves instructing the computer to do a work, such 
instructions can be passed by writing codes or designing blocks. There are many 
software’s which help us with this, such as C, C++, Java, LabView, Python, etc. 
All these software’s make it very easy for us to write commands and pass 
instructions for the computer to perform any task. Many of the software’s have 
many user-friendly IDE’s which make writing instructions very easy for the user. 
They mostly have modules which are designed to perform specific tasks. For 
example, C language has header files which contains functions and definitions to 
be shared between different source codes.   
In an analogous way this thesis focuses of automating a process of 
measurement with the help of Python. The main reason for selecting python as my 
coding language here is because it is free, and it is open source. So, there are 
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many people who are using this language and they even share some of their 
thoughts and their version of codes related to the same. 
In this thesis I will be automating the process of eye-diagram 
measurement and to lower down the cost of the entire system I will also be using 
FPGA’s for my signal processing and these will be replacing oscilloscope which 
are usually the large black or white boxes we see in any measurement labs. These 
usually cost a lot, so that was the reason I wanted to find an alternative for it and 
replace it with a cheap option.   
1.2 What are eye diagrams? 
Eye-diagrams as discussed earlier are a means to predict the quality of the 
received signal. They are also known as eye-pattern, which is basically an 
oscilloscope output where a digital signal is repeatedly sampled on top of each 
other. It is called an eye-diagram because for many coding schemes it 
resembles many eye shaped structures between 2 rails of 1’s and 0’s level. As 
it is the output from an oscilloscope its X and Y axis are time and voltage 
respectively. Just by observing an eye-diagram we can get an idea about the 
signal if it is:  
• Too long 
• Too short 
• Too high 
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• Too low 
• Not properly synchronized with the clock of other components in 
the system 
• It has too much noise 
• It has too much undershoot or overshoot in its signal 
















Figure 2: Ideal eye-diagram formation 
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A practical eye-diagram will not drop from one immediately to zero and 
will have a rise and a fall time which would lead to crossings in the eye-
diagrams. This would lead to a phenomenon known as jitter. Below is an 

















Figure 3: Practical eye-diagram formation 
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1.3 Analyzing eye diagrams: 
To characterize an eye-diagram, instead of taking the entire signal, 
we will be just zooming on to 3 signals and then analyzing them. This is 









Figure 4: Single eye-diagram 
A proper eye-diagram can be characterized by: 
• Proper eye-opening 
• Proper eye-width 
• No inter-symbol interference 




1.3.1 Q-factor calculations: 
To analyze eye diagrams, we must consider a single eye and find its unit bit 
time i.e. the time duration for a single bit. Let’s call this unit time as UI. Once this 
is known the next step is to find the center of the UI, this will also bring us to the 
center of the eye-diagram. From the center take 10% to the left and 10% to the 
right and draw a box. So, our box will range from 40% to 60% of the UI. Once 
this is done, the next step is to work on the values that are inside the box. So, we 
collect all the values in the box and find the mean and standard deviation for it. 
We do these steps for both 1 and 0 level., so now we will have mean and standard 
deviation values for both 1 and 0 level. These values are what we will use for our 
calculations. Let’s call the mean value at one’s level as V1 and the mean value at 
zero’s level as V0. Also, let’s name the standard deviation of 1 and 0 level some 
naming scheme, let’s call them δ1 and δ0 respectively.  
As per a basic physics dictionary Q factor is defined as “a parameter of an 
oscillatory system or device, such as a laser, representing the degree to which it is 
undamped”. In simple words, a better Q factor means that the signal quality is good and 
does not involve any or less errors or distortions. To calculate the value of Q factor for an 
eye-diagram we take into consideration all the basic parameters i.e. V1, V0, δ1, δ0. We 
use the following formula to calculate the value of Q-factor: 
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                                            [--] linear 
Q-factor is a dimensionless quantity, so the units of the above equation 
would be [--] linear. We usually plot Q-factor w.r.t. power in dBm and we cannot 
plot a unitless quantity with respect to a dBm power, hence we need to convert 
this value of Q to dB. To calculate the log value of Q we use the following 
formula: 
                             Q_dB = 10log10 𝑄                                         [dB] 
 This dB value of Q is many a times referred to as dBQ and instead of 
referring it to as log value of Q it is also referred to as dbQ. In most of the papers 
and lab journals this value is referred to dBQ only and hence we will also refer it 
as the same.  
 












Q(dB) v/s Mean optical power(dBm)
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 Above shown is a graph of Q vs dBQ. We can clearly see that when we 
decrease the power the value of Q factor begins to drop, and it is expected too, as 
power decreases which states that the signal is weakening and hence the quality of 
the signal is reducing and hence the Q-factor will also be reduced. This 
phenomenon is studied with the help of a graph called as Power Vs dBQ graph 
where on X-axis we have power in dBm and on Y-axis we have Q-factor in dBQ.  
1.3.2 BER calculation: 
 BER is Bit Error Rate, is basically the rate at which errors occur. It 
basically is a term which tells us how fast there are errors occurring in the system. 
It is basically calculated by dividing the number of errors occurred to the total 
number of bits that are being transmitted.  
                                             BER = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟𝑠
                                    [--] 
Above is the basic formula to calculate the BER. But when it comes to our system 
which has waveforms continuously fluctuating we cannot predict the error in 
output bits. For this Q-factor comes to our rescue, Q-factor and BER has a 
relation with each other and we can say that they are inversely proportional 
because as the Q factor is high the signal quality is good and there are less errors 
so the BER value is low, but as the value of Q-factor decreases the number of 
errors are increased, which in short increases the BER value. There is a 
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mathematical derivation for calculating the derivation for the relation between Q 
and BER.  The relation between those 2 is as follows: 
                                                      BER = 
𝑒𝑟𝑓𝑐(𝑄/√2)
2
                                            [--] 
Here “erfc” is complementary error function, error function is said to describe 
diffusion and erfc is the complementary of that, where its limit tends to infinity. 
Expressing BER in terms of log is much easier than expressing it in terms of 
linear units. To convert BER to log value just take a log to the base 10 of BER i.e. 
log (BER).  
 
Figure 6: Graph of BER(dB) Vs Mean Optical Power(dBm) 
Above shown is a typical graph of BER vs mean optical power (these are not the 
final readings, I have just taken them to demonstrate the behavior of BER vs 
power). In this graph we can clearly see that as we decrease the power the BER 














BER vs mean optical power
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increasing and at a certain point they dominate the signal and the signal would be 
nothing but just loss. 
1.4 Current eye-diagram analysis practice: 
To analyze eye-diagrams we use high end oscilloscope, which costs very high 
as it has higher bandwidth of operation. This eye-diagram analysis function is not 
available in lower end oscilloscopes and hence in our college general purpose use 
oscilloscope we do not see it. We only see them in research labs where not all 
students have access too, because of this not every student has the idea about eye-
diagram analysis and how it is performed on oscilloscopes.  Even on these 
oscilloscopes we do not have the provision to save what data is being used for 
eye-diagram analysis. Such data would be helpful to check if there is any pattern 
and can be used to resolve many timing issues. Also, we need to go inside several 
menu screens in to find eye-diagram analysis options 
.  
Figure 7: LabView setup for eye-diagram analysis 
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The automation solution that we have now is LabView, which takes input 
from oscilloscope in the system and then runs the signal received from that 
oscilloscope through its different modules in the code. We have a “Jitter analysis 
module” which we must download. This module consists of individual eye-
diagram analysis blocks in its pallet, which we must place accordingly. When all 
the modules are placed the schematic looks something like this:  
 
Figure 8: LabView Modules for eye-diagram analysis 
The code initially checks for the connected device and checks for its identity. 
When this matches with what we have entered then the signal moves to the next 
block, where is the scope is initialized and asked to transfer the data.  
Above shown is the circuit block diagram of the LabView eye-diagram 
branch. Once the data is set to the transferred, the oscilloscope starts to transfer 
the signal data that is sees on the screen, the LabView code then send this data to 
15 
 
eye-diagram branch, the eye-diagram branch initially sets the reference level by 
check the input coming from oscilloscope and sets it in such a way that we just 
get one eye-diagram in the center for analysis. Then it passes the data to the next 
module and checks for the crossing levels and finally in the next module it 
calculates the height and width of the of the eye-diagram and lastly the data is 
forwarded to the color and scale block which helps in displaying the eye-diagram 
in the output. There is a separate block for Quality factor calculations which takes 
in the data from the oscilloscope and from the level crossing data and calculated 
for Q and BER values. The Q values that we get is in linear units and needs to be 
converted to logarithmic values by adding another block for converting linear to 
logarithmic units and finally all the values are displayed on the output screen. 
 
1.5 Need for automation and simple diagnostics: 
To simplify this process of analysis we need automation which would give us 
results with just a click of a button and to give us quick and simplified automation 
we will be turning to python to provide us with support. LabView has already 
automated the system but it still takes a long time perform the required tasks and 
throws out many errors. And mostly LabView modules block are not available for 
all instruments, especially the instruments from smaller not well-recognized 
companies, which do a much better job compared to well-recognized companies. 
This is the main reason we need to find some simpler and faster alternative to 
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LabView, which would provide simpler diagnostics as well as give us more 
accurate results. 
This is when we turn to python, because it is a freeware and with the help of 
python codes we can control and play with many devices by passing the SCIPY 
commands of the devices and communicate with the device as well as get 
information from it and process the information as well. All this is possible with 
the help of free online resources that are available for python. As it is a freeware 
there are many libraries that are available for free which make writing automation 
and controlling code much easier.    
In this thesis, I have written python code for eye-diagram analysis and it will 
be compared with the similar LabView code that has pre-defined modules already 
setup. With the help of a python code we will be getting information from our 
new Flashy scope and saving this data in an excel file. As we know to make an 
eye-diagram we have to overlap around 60-100 signals on top of each other, so 
we will be using this excel sheet to do the same and form an eye-diagram. After 
that we will be analyzing this eye-diagram for Q-factor and BER values, with the 
help of which we would be then able to quantify the signal quality. All these 
things the python code will be doing with just a click of a button and we won’t be 




Another advantage is that the data is saved for any future use, if we wish to 
see the measurement effect over time then we can tell the code to run daily and 
save the data over time in separate set of files for each reading. Python allows us 
to store the files in different format, for my code I am saving my files in .xls 
format i.e. excel sheet but if we have shortage of space then we can save the files 
in .csv files which are comma separated values, which takes up very less space in 
the hard-disk but is worth large chunk of data. I choose excel because it would 
make management of the signals data very easy and each signal data could be 
stored in separate excel sheet, so when we want to check only a particular signal 
in the stream of 60-100 signal we could easily do that by just looking for that 
sheet number.   
Another advantage that we could get with python is that we can add as many 
features as we want, the only thing we must do is enter the formula of the required 
quantity and select the values which would be used in this calculation and that’s 
about it. For example, if we want to add the feature to calculate the eye-opening 
we would just find the minimum and maximum of the signal we received in a 
region and find their difference and just display it. Many such features can be 

























Before starting any project, we must first check for its requirements and then 
plan accordingly. This basic step for any experiments, as we get to know what all 
things we have and what all we don’t. We can split the requirements into 
following section: 
• Transmitter 




Figure 9: Basic system block diagram 
Now let’s go into details about each of this section. 
2.1 Requirements for transmitter block: 
Eye-diagrams are usually checked for data that has travelled a long 
distance, but in lab scenario we cannot replicate that exact scenario. In order to 
get as close to the real-life scenario we will be using PRBS signal which would 
generate random bits and would help us in forming eye-diagrams. So first of all, 
we will need a PRBS generator, we have 2 options we can directly use a PRBS 
generator or we can burn a PRBS code inside an FPGA (DE2-115, as it is 







 The second main thing is signal transmission, for this we will need to 
convert the signal to light form and then transmit that over spools or use some 
attenuator in order to replicate the real-life signal transmission scenario and then 
again convert it back to electrical form. This can be done using SFP evaluation 
board which take input as electrical and provide it to SFP transmitter and again 
convert the output from light to electrical.  
2.2 Requirements for signal processing: 
For this experiment as I am trying to replace the existing oscilloscope by 
using a cheaper option of FPGA and ADC chip, my first requirement is to find a 
cheaply available FPGA which should be powerful enough to process the signal 
and at the same time should have connection to PC (where I can extract the data 
from it). This would be my basic requirement for an FPGA.  Secondly the FPGA 
should have interface connection for ADC board to plug in and should also have 
an LED for its indication (I will be using this LED just for the sole purpose of 
indication that my circuit is ON). To keep the cost to a minimum the FPGA 
selected should be of a family which is commonly used for signal processing and 
should be of some family which performs high end signal processing as our 
application is limited to megahertz range. 
The second basic requirement for a signal processing block would be an 
ADC, now as the we need to process the signal or higher frequency we need to 
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have at least 8bits of ADC which would be able to process at least frequencies in 
megahertz range as our transmitter laser sources works in megahertz range. The 
ADC board should also have a BNC connector so that we can insert our electrical 
signal into it using a BNC cable. Also as all the devices in our lab work on 50 Ω 
impedance, even the ADC BNC connector should have an impedance of 50 Ω, if 
the impedance will be more we will be getting different amplitude of the signal 
for example, if the impedance is 1 MΩ it will double the signal amplitude and 
also affects the signal shape, these things would largely affect the eye-diagram 
formation and calculation. 
2.3 Requirements for receiver: 
 Our receiver in this case would be a PC, as this PC should have python 3.5 
and above as our code is written in python 3.5. For simplification of editing and 
writing codes it should have IDE (Integrated Development Environment) such as 
Jetbrains PyCharm which would further ease the process of writing or editing the 
code. 
 The PC should have windows operating system, but others operating 
system is also fine as python can be operated in MAC as well as Linux. It should 
have a minimum of windows 7 so that no issues are created while downloading 
the libraries. It should have decent processing power; the code will not require a 
lot of processing power so even 8GB of RAM is more than enough. Also, our 
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code will not be requiring any large space to save and execute so a HDD of 
500GB would be more than enough (The maximum space the saved files would 
need would not be more than 50MB) 
 Lastly all the processing libraries should be installed so than our code can 
run without any errors. These libraries do not come pre-installed with python 3.5 
so we need to install them separately.   
2.4 Miscellaneous requirements: 
 We should have electrical cables i.e. BNC cable for connecting electrical 
signals in our system. We should also have fiber optic patch cables to test for back 
to back connections and spools of fiber optic cable to check for transmission. As 
an alternative to spools we can also have a VOA i.e. variable optical attenuator 
which would induce attenuation in the signal which can be similar to the 



















3.1 Hardware section: 
As we have discussed in the requirements section, there are 3 parts to the 
hardware that is being used in this system. Let’s re-collect that thing once again: 
 
 
Figure 10: Basic block diagram of the system 
   3.1.1 Transmitter section: 
 Here the transmitter section will contain all the hardware stuff 
responsible for:  
• Generation of signal (in our case PRBS) 
• Conversion to light 
• Transmission fiber optic spools 
• Electrical connectors 
 Let’s get in to detail of each one by one, the first is generation of signal. 
Eye-diagram analysis is usually done of data signals as we cannot get data signal 
in lab scenario we need to imitate that. For this we are going to implement PRBS 
signals. To implement PRBS we have 2 options i.e. a PRBS generator or an 
FPGA. With the help of a PRBS generator we generally just change the data rate 







this operation, we don’t need to change the data rate, so we will stick to PRBS 
generated by FPGA.  
 So, our first requirement is an FPGA. The most common FPGA found in 
electronics labs is DE2-115 educational board. Hence, we will be using that to 
generate a PRBS signal. The specifications of the board are as follows: 
• Family: Cyclone IV EP4CE115 
o 114,480 logic elements (LEs) 
o 3,888 Embedded memory (Kbits) 
o 266 Embedded 18 x 18 multipliers 
o 4 General-purpose PLLs 
o 528 User I/Os 
• Configuration Device and USB-Blaster Circuit 
• Memory: 
o 128MB (32Mx32bit) SDRAM 
o 2MB (1Mx16) SRAM 
o 8MB (4Mx16) Flash with 8-bit mode 
o 32Kbit EEPROM 
• Indicators: 
o 18 switches and 4 push-buttons 
o 18 red and 9 green LEDs 
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o Eight 7-segment displays 
• Clock:  
o Three 50MHz oscillator clock inputs 
o SMA connectors (external clock input/output) 
• 2 40-pin Expansion Port (Configurable I/O standards (voltage levels: 
3.3/2.5/1.8/1.5V)) 
 




We will be configuring our PRBS at 10Mbps with the help of this FPGA 
and we will be taking output with the help of 2-wire to BNC cable, which we will 
need to provide the output from GPIO pins to other connections in the transmitter 
section. 
This PRBS signal would then go our transmission setup, our transmission 
setup consists of a laser source which would take the input electrical signal from 
the FPGA and give it to SFP transmitter which will generate laser as per the 
electrical input. The SFP evaluation board will be connected to a fiber optics 
cable which will add distortion to the system and output it back to the SFP 
evaluation board. The SFP evaluation board has an electrical out pin where we 

















Figure 12: a: Fiber optic spool of 10 km length 
b: Fiber optic Patch cord 
         c: Variable Optical attenuator 
29 
 
• Electrical connectors: 
o 2 wire to BNC connector 
o 50Ω BNC cables 
o Supply cables 
 
Figure 13: BNC cable + 2-wire BNC 
3.1.2 Signal processing section: 
 In this section we will be taking the signal from the SFP evaluation board 
and quantizing it and then transferring the digitally quantized signal to our PC. 
 To process the signal, we need ADC and a controller to control that ADC.  
There were 2 options for controller; I could have either gone a microcontroller or 
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an FPGA. The problem with a controller is that it is application specific and 
FPGA is not. Even though my application now is application specific but keeping 
the future in mind I have chosen an FPGA, in which we can increase the 
functionality just by changing the code and there would be no need to add more 
peripherals to increase the functionality like we will need to do when we will be 
using a microcontroller. So, we have decided to use an FPGA, but as our 
application doesn’t do a lot of processing in the main circuit and most of the 
processing is done in the ADC daughter card. So, we can look for a lower version 
of the family of FPGA with lower number of gates, we don’t need any other 
peripherals, just have the IO’s would be enough, where we can add any other 
peripheral if at all we need anything in the future. It should have a USB interface 
for connecting to the PC as having an RS232 port would not be beneficial as most 
of the PC’s do not have that port and then we would again need to get a RS232 to 
USB converter to connect it to PC not having RS232. On chip memory can be 
limited and small as we will be just transferring the data directly to PC and saving 
the data on our PC and there is no point in having a high capacity on chip 
EEPROM 
 Keeping in mind all the things I have selected the Pluto family of FPGA. 
There is a board offered from a startup KNJN, they are a company who offer 
components and FPGA boards for different application purpose. The board 
offered by KNJN is called as Flashy and its specifications are as follows: 
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• Base Family: Cyclone II 
• Logic cells: 4608 
• IO pins: 65 
• Boot PROM- 4Mbit 
• On board oscillator: 25MHz 
• 2 indicator LED’s 
• 1 Push button 
• Dimension: 58 x 41mm 
 




We also got the ADC board from KNJN only as that was also a component 
that they sold, and I thought that buying from the same supplier would make more 
sense as there would not be any component pin mismatch. The basic thing that we 
kept in mind before buying an ADC is, we were looking for an ADC that had a 
BNC port on board, so that we can test any device directly by connecting the 
BNC to the board. If we have 2 BNC connectors that would be even better as we 
would be able to compare 2 signals at the same time. The second and most 
important thing we need to keep in mind is the quantization bits, something like 8 
bit would be a good enough considering our current application, even in future if 
the application changes in the future then, then it will require a minimum of 8 bits 
to operate. Another important specification is the on-board oscillator frequency at 
which it is operating as that would determine the range of our oscilloscope 
operation. So, from KNJN we searched for FlashyD/two ADC08200, its 
specifications are as follows: 
• 8-bit @ 200MSPS 
• 2 input stages: 100MHz Bandwidth 
• DC coupled 47Ω resistance, regular oscilloscope probe compatible 
• Clocked using an on-board oscillator, or from an outside source 
• 3.3V digital outputs 
• 0.1" (2.54mm) spacing output header 
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• Supply: 3.3V which is provided using USB connected to PC 
• Serial USB FTDI port 
• Vpos and V-range POT on the board itself, which we can vary using a 
screw driver. 
 
Figure 15: Flashy ADC board 
3.1.3 Receiver section: 
 Our receiver side will contain a PC and our signal processing connected to 
that PC via a USB. As we are not doing any heavy processing, PC with decent 
configuration is also acceptable. But for proper working I would recommend the 
following specifications: 
• Operating system: Window 7 and above  
• HDD: 500MB 
• RAM: 8GB and above 




• Basic intel GPU 
3.2 Software section: 
 The main software required for this thesis is Python. All the codes are 
written in python 3.5 and hence the target system must also have python 3.5 and 
above. It should also have the following libraries installed as they will not be 



























 As discussed in the previous section the codes for this thesis are written in 
python 3.5, so to make sure it works we should see to it that we have python 
installed on our system. 




Connect all peripherals and 




Give data to python 
for analysis
 





4.1 Opening .exe: 
As per the flowchart we will be making all the connections and powering 
up everything, the connections would include (for our basic back to back 
connection): 
• Connecting the FPGA DE2-115 board, SFP evaluation board to power 
• Giving electrical input(PRBS) to SFP evaluation board from the FPGA 
• Connecting a laser transceiver with a fiber patch cable 
• Taking the output from SFP evaluation board and connecting it to our 
Flashy board 
• Connect the Flashy board to PC via a USB 
When the above connection is done you are ready to start the acquisition. The 
manual way of doing this is as follows: 
• Open the folder containing the startup kit files for flashy 
• Open “FPGAconf.exe” 
• Select the “FPGAdemo.rbf” file by click on “…” in FPGAconf.exe 
• Click “Configure FPGA” 
• It will automatically start Flashy scope 
• On the right-hand bottom corner there is a option of “Save data into file”, 
click on that once 
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• It will start saving data, whenever we feel we have enough data then we 
will again click on “Save data into file”, this will stop saving and create a 
file with .bin extension 
• After that we can read this binary file in matlab or any other software  
This process seems very length and not so suitable for our application here 
where we continuously need to save and plot the data on top of each other. We 
cannot continuously click on save after some time for 100’s of repetition. For this 
I have written a python code which will be doing the exact same things but just by 
the click of a button. 
The code is created to automate the process of starting the scope, saving 
data into a file and reading the binary data and converting it into a form which we 
can understand. For doing this I have used 3 libraries i.e. os, pyautogui and time. 
“os” library is used for creating a portable way of using operating system 
dependent functionality. This we are just using to open the .exe file whose 
destination we have provided in the “command” variable 
“pyautogui” library, we are using this to make keyboard presses and 
mouse clicks. To open the flashy scope from the .exe file there is a shortcut i.e. 
“ctrl+f” by pressing these 2 buttons simultaneously we can directly open the 
flashy scope.  This library is also used for making clicks on the save button to 
create data files 
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“time” library is used to add delays in the system so that next operation is 
not started before the first one is executed completely. 
For reading the binary files we are opening the file and then reading it byte 
by byte and then saving it into a variable using int function. 
4.2 Saving and plotting data: 
Now once we have opened the file the next step is to save this data and 
plot it. The next steps should only be performed when we have done all the 
previous steps, below is the flowchart for it: 
Start
Stop




Save the data to 
excel file and plot 
the data
 
Figure 17: Flowchart for saving and plotting data 
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Here initially we will open the flashy scope and then collect and save the 
data from the scope and store it in a variable. Now we need to save this variable 
data to an excel sheet and then eventually plot the data.  
In this code we will be saving the data in an excel sheet and then plotting 
it. For this along with the previous libraries we will be using: xlwt, xlrd, 
matplotlib and numpy. 
“xlwt” and “xlrd” library is used for writing and reading the data to and 
from an excel sheet. Here we will be writing the data from our data variable to an 
excel sheet where they will be stored permanently. 
“matplotlib” this library is used for using matlab plot command and helps 
in overlapping the signals on each other. 
“numpy” library is a scientific library used for doing simple as well as 
complex mathematical calculations. 
Continuing from the variable in which I had saved the data previously, I 
am saving that data in an excel sheet along with the timebase of the signal. I am 
getting the timebase from the Flashy scope and creating an array out of it. Finally, 





Figure 18: Output from .bin file of Flashy scope 
By plotting I observed that the data bits arrive in some chunk of 1024 bits 
and after some more study I got to know that channel 1’s data bits are transmitted 
after every 1024 bits so from 0-1024 then from 2048-3072 and so on. In the gap 
from 1024-2048 we get channel 2 data. While forming eye-diagrams we will be 
just taking data from 0-1024 from each file and saving only that in our excel sheet 
and using the same data for plotting. 
4.3 Constructing eye diagrams: 
Now we got all the bits and pieces for get and plotting data from our 
scope, but our main aim is to plot eye-diagrams a not square wave output. To get 
that all we must do is save many such signals and then just plot them on top of 
each other. The flashy board provides a rising edge trigger which simplifies our 
task to form eye diagrams. So, as we save the data during each repetition it always 
starts saving at the rising edge. 
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Just to simplify stuff I have made a simple flowchart to follow for 
constructing eye-diagrams which is as follows: 
                           
Initialize
END
Open the .exe file and 
press open Flashy scope 
Click on  save 
waveform  and again 
click on  save the 
waveform after 0.5secs
rep ==1000
Decode the .bin values 
received from the flashy 
scope 






Figure 19: Flowchart for constructing eye-diagram 
We can see that the initial step remains the same i.e. open the .exe file and 
open the flashy scope. Once the flashy scope is opened we can start our loop. 
Here the loop variable is “rep” which means repetitions and I have set its value to 
1000. Until the value of the “rep” is not 1000 the loop will keep on running. 
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Inside the loop we will be saving the data in excel sheet and then plotting it, each 
signal data is stored in a different sheet in the excel file, so the data is no 
overlapped and is not lost and can be used for any further analysis. The plot 
command holds the plot until we type “plot.show()”, till that time it keeps on 
plotting over the same figure, it we haven’t changed the figure. 
Once the number of repetitions is equal to 1000 then the code leaves the 
loop and exits, and we get eye-diagrams as our output. Below is a picture which 
shows what output we get: 
 




4.4 Analysis branch: 
 Now our eye-diagram is created and all we must do is analyze it. To do 
that we first need to separate just one eye-diagram out of the many eye-diagrams 
and create magic boxes on 1’s and 0’s level and finally get the data in those boxes 
and perform mathematical calculations on it. I have made a simple flowchart to 
explain these steps in detail:  
Initialize
END
Open saved excel file 
and extract data in 
magic box 
Data>threshold
YESNOStore value in a 
variable  N  
Store value in a 
variable  P  
Q = (       )/(δ1   + δ0)
BER = (erfc(Q/      
dBQ = 10 * (log(   
log_BER  = log(BER))
Display results
Find mean and std of N and P
 
Figure 21: Flowchart for eye-diagram analysis 
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Once our eye-diagram is created and its data is saved in an excel sheet, we will be 
accessing this excel sheet again to get access to the magic box data. The data from 
the magic box would be directly mapped and extracted in python and just for 
calculation purpose I am saving that data in another excel file.  
  From the input data we have calculated the threshold, which would be the 
deciding factor for 1’s or 0’s. In an analogous way I am using this threshold to 
separate values from one’s and zero’s and storing them in variable “P” and “N” 
respectively. All the values on one’s level in the magic box are stored in “P” and 
all the values in the zero’s level are stored in the variable “N”. 
  The further part is just mathematical calculations for the equations of Q 
and BER. So initially we will find the mean at both one’s and zero’s level i.e. of 
variables P and N. After that we will find the standard deviation of the variables P 
and N. Once this is done, then use the formula of Q to calculate the value of Q.  
  Once we have Q, we will find the complimentary error function of (Q/√2) 
and take half of this value and we will have our BER. Then once this is done take 
log values of both Q and BER. And finally display all the values and the plots of 






















5.1 Preparing flashy scope for operation: 
Before we start with our experiment, we will have to solder our flashy 
board. Our ADC board, BNC connector and FPPGA came all separate. 
   
    
Figure 22: ADC and BNC as arrived 
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So, I solder them together and combined both the ADC board and the 







Once the code was complete it was time to start taking results. But before 
starting I had to fix my signal because we were having pointed edges in our 
signal. This maybe because of the following problems: 
Figure 23: Soldered the ADC and Flashy FPGA 
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• Input signal 
• Transmission system 
• Resistance mismatch 
 
Figure 24: Pointer Flashy output 
I started by considering the first possibility to get the proper signal output. 
5.1.1 Input signal: 
This problem may be because the input signal was not proper coming from 
the source. Here the source is FPGA and it is transmitting a PRBS. So, I initially 
checked the PRBS and its operation again, and check its output on Teledyne 
lecroy oscilloscope, there the output that I got was proper. I then thought maybe 
the input signal frequency is more and so we are getting that output, but as per its 
datasheet we should not be having problems with this frequency range. But still 
just for safety purpose I reduced the input clock frequency and still I was getting 
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the same output. Then I eliminated this as being the potential cause for the 
pointed signals. Then I moved on to the next cause. 
 
5.1.2 Transmission system: 
 As the input signal was good so then I moved on to the next thing in the 
setup i.e. the transmission system. I checked the fiber patch cord connected to it, 
cleaned it and then again inserted it, the output did change, and I had a better 
signal but still I was having those pointed edges. Then I checked the SFP 
transceiver, but it was giving me proper power within its datasheet specifications. 
I also checked if the SFP evaluation board is receiving proper input voltage, but 
event that was not the case and it was getting a proper supply of 3.3 V. I also 
check the output from SFP evaluation board on Teledyne Lecroy oscilloscope and 
that was proper. So, we can eliminate this cause from being the potential cause for 
getting those pointed edges 
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.   
Figure 25: Cleaned the fiber optical cable 
5.1.3 Resistance mismatch: 
 I then started to check the resistance of the Flashy scope, which usually 
changes the output signal which both the resistances are not the same. The 
amplitude of the signal also changes if the resistance is not the same. And after 
reading flashy’s datasheet I found out that its resistance was 1 MΩ, while the rest 
of my system was 50 Ω. So, I had to change the 1 MΩ SMD resistor to 50Ω, 
which I didn’t find so changed it to 47Ω, which is close to 50Ω (I also used a 
POT to check if providing exact 50Ω does change the output, but I didn’t see any 



















Figure 26: 1M Ohm resistance replaced by 47 Ohm 
Figure 27: Output after replacing resistance 
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When everything was all set I started with my code to take readings. As I 
the code was taking values from a binary file, it was storing values in the range of 
0-255(as by ADC is 8 bits) and hence I was not getting the exact voltage values, 
which was an important parameter in my analysis section, so I had to find 
something. So as one of the KNJN support personal guided me, I did the 
following steps: 
• I just connected a DC supply of 0.5V directly to my Flashy scope  
• Recorded the binary value for 0.5V DC supply from the .bin file 
• Disconnected the supply and checked for what value we get in the 
.bin file 
• And finally came up with a formula which would give me the 
voltage value from the corresponding binary value 
 




Figure 29: No signal connected 
So, now I got voltage timebase and proper eye-diagrams. So now I started to take 
my readings. 
5.2 Results:  
5.2.1 Electrical Baseline: 
I started by taking reading for Electrical Baseline, which means I didn’t 
connect any optical component in my system and only had connections done for 


























Figure 32: Eye-diagram output for electrical baseline 
[log]: 
Figure 31: Electrical Baseline setup 
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Here I have printed the results for the Q and BER values and have also 
shown the magic box and what values I have considered for the calculations of 
those values. 
5.2.2 Back to back connection: 
 Now I added my optical component in the system i.e. my SFP evaluation 
board. So, I connected PRBS output from FPGA(DE2-115) directly to the 
electrical input on the SFP evaluation board. This electrical output acts as input 
for our SFP transceiver. This transceiver outputs laser which goes inside a small 
fiber optic single mode patch cable. And comes back to the receiver on the 
photodiode side and converts back to electrical output. This electrical output is 
then given to the Flashy board which is eventually connected to PC via a USB. 

















Figure 34: Back to back system pic 
 











Here we observe that the Q value has decreased considerably compared to 
Electrical Baseline. Which is expected as the signal is not going over a small 
length of fiber.  
[log]: 
Figure 35: Back to back eye-diagram output 
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5.2.3 Transmission Connections: 
 Here along with the previous connections we will be adding a spool of 
10km instead of a patch cable while the rest of the connections will remain the 








































 As we can see that there was not a lot of change in the Q and BER values, 
this means that signal is transmitted almost perfectly and not a lot of attenuation 
or distortion is added to it.  
5.2.4 Variable optical attenuator: 
 As 10km was the highest length spool we had in our lab I moved on to a 
Variable Optical Attenuator(VOA) which is an attenuator on which we can 
change the attenuation manually. In lab scenarios, it is mostly used to imitate the 
effect caused to the signal when it travels long distances. I used this to just see the 
effect of attenuation on my signal, my code and Q and BER values. 
  
 




 In this setup I replaced the 10km spool by an VOA. Below are the 






























The output from my code for the above setup when I set the VOA to minimum 
attenuation was as follows: 
 
 
Figure 41: Variable optical attenuator eye-diagram output (minimum attenuation) 
  
 Here we can see even though the attenuation is minimum the system 
should behave as Back to back and should provide the same values for Q and 
BER, but here we see something different as the length of fiber was different and 
different fibers will have different attenuation. So, we will have a Q value slightly 
less than that for back to back connection.  





 Then I changed the attenuation on VOA to some moderate value to see the 
effect of attenuation on Q and BER values. 
 
 
Figure 42: Variable optical attenuator eye-diagram output (moderate attenuation) 
  
 Here we can see that Q and BER values have changed, the value of Q has 
gone down where as BER value has gone up. This happens because as the signal 
travels longer distances its power decreases as the attenuation has its effect on the 
signal and hence there are some errors introduced in the signal which causes the 
BER to go up and the Q value to come down. When we just look at the signal we 






 Now I increased the attenuation value to the highest value on the VOA.  
Below are the results I got for it: 
 
Figure 43: Variable optical attenuator eye-diagram-output (maximum attenuation ) 
Here we can clearly see that the Q value has gone to a point where the 
Eye-diagram cannot be seen properly and hence the receiver is not properly able 
to distinguish between 1’s and 0’s level. Hence the BER value is very high as 
most of the bits are in error and signal is totally distorted. 
5.3 Effect of change in repetitions: 
Along with the above research I was also working on, finding the effect of 
number of repetitions on the output. For this I started with 10 signals i.e. I 
overlapped 10 signals over each other to form an eye-diagram. This thing came 
into my mind because for smaller readings such as 10, each time I used to run my 




signals to be analyzed and hence it gives out different value each time. I started 
with 10 and went on to 1000 signals. For each reading I have taken 3 readings i.e. 
for a repetition of 10 I have 3 readings and so on. Then I calculated the mean in 
those 3 readings and then compared each value with the mean and calculated the 
% change in each value.  
 
Repetitions Q BER Time 
  [--] [dB] [--] [log]   
10 32.0147 15.053 3.04E-225 -224.467 9sec 
 
34.87 15.42452 1.05E-266 -265.9757 
 
 
39.294 15.9432 0 0 
 
      60 19.3295 12.8622 1.51E-83 -82.8198 51sec 
 
18.0398 12.5623 4.74E-73 -72.33242 
 
 
19.59963 12.9224 7.78E-86 -85.1086 
 
 
18.9202 12.6925 3.88E-80 -79.4103 
 
      100 17.9136 12.5318 4.64E-72 -71.336 1.25min 
 
16.9587 12.2939 8.29E-65 -64.08103 
 
 
19.2938 12.8541 3.02E-83 -82.519 
 
 
18.6726 12.712 4.13E-78 -77.3839 
 
      500 18.26011 12.915 8.59E-75 -74.065 7.06min 
 
18.33 12.6325 2.22E-75 -74.6533 
 
 
18.76 12.7364 7.81E-79 -78.10714 
 
      1000 18.4851 12.6682 1.36E-75 -74.86627 13.88 min 
 
18.263 12.6157 8.15E-75 -74.08875 
 
 
18.2166 12.604689 1.90E-74 -73.7205 
 Table 1: Change in repetitions for eye-diagram formation 




Q[--] Q[dB] BER[--] BER[log] 
10 
35.3929 15.47357 1E-225 -163.481 
60 18.98964 12.7823 1.58E-73 -80.0869 
100 18.05537 12.55993 2.76E-65 -72.6453 
500 18.45004 12.7613 3.6E-75 -75.6085 
1000 18.32157 12.62953 9.5E-75 -74.2252 
Table 2: Mean values of repetitions 
Then I found out the difference of each value in each reading with respect 
to its corresponding mean value. And I got the following table: 
Repetitions Difference 
Q[--] Q[dB] BER[--] BER[log] 
10 3.3782 0.420573 -2E-225 60.9861 
 0.5229 0.049053 1E-225 102.4948 
 -3.9011 -0.46963 1E-225 -163.481 
 
    60 -0.339856667 -0.0799 1.58E-73 2.73286 
 0.949843333 0.22 -3.2E-73 -7.75452 
 -0.609986667 -0.1401 1.58E-73 5.02166 
 0.069443333 0.0898 1.58E-73 -0.67664 
 
    100 0.141766667 0.028133 2.76E-65 -1.30934 
 1.096666667 0.266033 -5.5E-65 -8.56431 
 -1.238433333 -0.29417 2.76E-65 9.873657 
 -0.617233333 -0.15207 2.67E-65 4.738557 
 
    500 0.189926667 -0.1537 -5E-75 -1.54348 
 0.120036667 0.1288 1.38E-75 -0.95518 
 -0.309963333 0.0249 3.60E-75 2.49866 
 
    1000 -0.163533333 -0.03867 8.14E-75 0.641097 
 0.058566667 0.01383 1.35E-75 -0.13642 
 0.104966667 0.024841 -9.50E-75 -0.50467 
Table 3: Difference in mean and each value of repetition 
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And finally, I found out the percentage change of each value for each 
repetition with respect to its mean:  
Repetitions 
% Change 
Q[--] Q[dB] BER[--] BER[log] 
10 9.544852 2.71801 -200 -37.3047 
 1.477415 0.317014 100 -62.6953 
 -11.0223 -3.03502 100 100 
 
    60 -1.78969 -0.62508 100 -3.41237 
 5.001902 1.72113 -200 9.682627 
 -3.21221 -1.09605 100 -6.27026 
 0.365691 0.702534 99.99998 0.844882 
 
    100 0.785177 0.223993 99.99998 1.802378 
 6.07391 2.118111 -200 11.78921 
 -6.85909 -2.3421 100 -13.5916 
 -3.41856 -1.21073 100 -6.52286 
 
    500 1.029411 -1.20442 -138.373 2.041411 
 0.650604 1.009302 38.39483 1.263324 
 -1.68001 0.195121 99.97832 -3.30474 
 
    1000 -0.89257 -0.30619 85.68923 -0.86372 
 0.31966 0.109503 14.24062 0.183797 
 0.572913 0.196687 -99.9298 0.679922 
Table 4: Percentage change 
 From the above table it can be clearly seen that as we go on increasing the 
number of repetitions the percentage change comes down and around 1000 
repetitions it almost comes down to 0.  
To sanity check my calculations I have also calculated the standard deviation, 
percentage change in standard deviation with respect to its mean and calculated 
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the range (i.e. difference between the maximum and minimum). I have plotted 
some graphs to see the change in above parameters: 
 
Figure 44: Standard Deviation/Mean Vs Number of Repetitions 
Here we can see that as we increase the number of repetitions the deviation of the 
readings from each other goes on decreasing and we start to get much constant 
readings. 
 
Figure 45: Range Vs Number of Repetitions 
Here also we can see that as the number of repetitions increase the variation of the 
values from each other decreases and hence the range i.e. the difference between 


































Number of Repetitions 




Figure 46: Standard Deviation/ Mean Vs Repetitions 
This final graph checks for the percentage change in the standard deviation with 
respect to its mean for different repetitions and even here we can see that it 
decreases as the number of repetitions increases. 
So, my recommendation for choosing the number of repetitions for more accurate 
readings would be 1000, we can go further too but then time for each reading 
would also increase. 
5.4 Effect of change in magic box width: 
My final research is related to the magic box width. I have checked the 
values of Q and BER at different widths of the magic box and have found out a 
suitable box width which we should use always and which we should never use. 
For this I tried to put the magic box in various positions such as 10 and 
90% of Unit time interval, at 20% and 80% of UI. At 30% and 70% of UI and at 
40% and 60% of UI. It is recommended to build the box at around 40% and 60% 

















Number  of Repetitions
Std/Mean % Vs Number of Repetitions
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the box also change, at higher widths the jitter is also included in the box which 
we don’t want, as it will give low value of Q and high value of BER even for a 
perfectly clear eye-diagram and at lower values very few values are considered 
and hence we don’t see a lot of variations and we tend to get high values for Q 
and lower values for BER. Hence, we should select a value in the middle range 















                   Figure 48: 30-70% width of magic box                                         40-60% width of magic box                           
                              Figure 47: 10-90% width of magic box                                        20-80% width of magic box                        
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I have performed an experiment to prove the above concept, for this 
experiment I am using a simple back to back connection to check for these values. 
Below is a table explaining the effects of change in width of the magic box used 
for calculation: 
t1 t2 Q BER 
(%) (%) [--] [dB] [--] [log] 
10 90 6.227591 7.9432 2.37E-10 -9.62556 
20 80 6.3162 8.0046 1.34E-10 -9.87299 
30 70 20.516523 13.12103 1.40E-94 -93.1155188 
40 60 23.64322 13.77068 6.93E-124 -123.159379 
Table 5: Effect of change in width of magic box 
I have plotted some graphs to see the effect of change in width on Q and BER.  
 












Q Vs Magic-box Width
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We can see that as we decrease the width the Q linear value goes up, which 
indicates that it doesn’t include the crossing region in the analysis arm.  
 
Figure 50: BER Vs Magic box width 
 
Similarly, as we move away from the crossings we observe that BER changes and 
goes to a more negligible value which is expected for a back to back connection. 
So, my recommendation for making the magic box would be around 30-70% of 
the width of unit bit interval as it would not only include more data for analysis, 





















   
 
 









The main aim of this experiment was to find some cheap and fast 
alternative for eye-diagram analysis for educational lab environment. We were 
able to get a FPGA driven oscilloscope which was not only cost effective, but we 
can re-program it again as per our needs. Currently for this application we don’t 
need to re-program it as its main function here is to save the data and the rest of 
the analysis is done using python, so we are good here.  
Also, as our reference design setup was LabView which requires license 
fees to activate it, with the use of my system even that cost will be reduced as I 
am doing my analysis using python which is a free and open-source software. 
Also adding more features to python is very easy as compared to adding features 
to LabView, in LabView we must download a particular module and then place 
the block accordingly, compared to python where we just directly add 
mathematical expression for the parameter to be added to the analysis and its 
done, it’s that simple. 
The improvement is, as our system works using a fixed serial port its baud 
rate is always fixed and doesn’t get reset each time, this is not the case with 
LabView there we cannot fix the serial port parameters in the code and hence 
when we run it for the first time we always get time out errors and we have to run 
the code 3 to 4 times to get synchronized with the USB connected oscilloscope. 
This cause a wastage of time and may lead to some errors. 
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Another important thing that my code does is, it controls the number of 
repetitions that goes inside the formation of an eye-diagram, which has a major 
effect on the number Q and BER values. This feature is not available in LabView 
code and hence we do not know how many signals it is taking into consideration 
for forming an eye-diagram.   
 The LabView code doesn’t save any data so we do not know what data it 
is taking into consideration for forming and eye-diagram or what data it is taking 
for eye-diagram analysis. This feature is available in my code and I am saving 
both these data i.e. data used to form an eye-diagram and the data used for 
analysis, in separate, easy to read and access excel file. 
  Lastly, the most important advantage of my system over LabView code 
is that it runs faster. As I am using basic libraries and not doing any complex 
process the code runs smoothly and very fast. It is almost 30-40% faster compared 
to LabView code (if we consider 60 signals are overlapped on top of each other). 
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