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Abstract
First-order logic is a nice language with high expressive power and a well
developed model theory, however, its satisfiability problem is undecidable. When
we think about applications requiring effective reasoning problems, it is natural to
look for fragments of first-order logic with better computational properties.
In this thesis, we investigate the decidability and computational complexity of
(deductive) conservative extensions in expressive fragments of first-order logic, such
as the two-variable fragment, the guarded fragment, and the guarded negation
fragment. Moreover, we also investigate the complexity of (query) conservative
extensions in Horn description logics with inverse roles.
Aditionally, we investigate the computational complexity of the satisfiability
problem in the unary negation fragment of first-order logic extended with regular
path expressions. We study the satisfiabiliy problem in order to obtain complexity
results for the ontology-mediated query answering problem.
Besides computational complexity results, we also study the expressive power
of a particular family of modal logics that can update the accessibility relation of
a model during the evaluation of a formula. In particular, we provide translations
into hybrid logic and compare their expressive power using appropriate notions of
bisimulations.
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Zusammenfassung
Prädikatenlogik ist eine grundlegende Logik mit hoher Ausdrucksstärke und
einer gut untersuchten Modelltheorie, deren Erfüllbarkeitsproblem jedoch unent-
scheidbar ist. Da in vielen Anwendungen effektive Verfahren zum Schlussfolgern
erforderlich sind, liegt es nahe Fragmente von Prädikatenlogik zu untersuchen, die
diesbezüglich bessere Eigenschaften haben.
In dieser Arbeit untersuchen wir zuerst die Entscheidbarkeit und Berechnungs-
komplexität von (deduktiven) konservativen Erweiterungen in ausdrucksstarken
Fragmenten der Prädikatenlogik, wie dem Zwei-Variablen-Fragment, dem Guarded-
Fragment und dem Guarded Negation-Fragment. Wir untersuchen weiterhin die
Komplexität von (query) konservativen Erweiterungen in Horn-Beschreibungslogiken
mit inversen Rollen.
Außerdem erweitern wir das Unäre-Negationen-Fragment der Prädikatenlogik
um reguläre Pfad-Ausdrücke und analysieren die Berechnungskomplexität des
Erfüllbarkeitsproblems in dieser Logik. In diesem Zusammenhang erhalten wir auch
Resultate für das eng verwandte Problem der Ontologie-basierten Anfragebeant-
wortung in der eingeführten Logik.
Darüber hinaus betrachten wir eine Familie von modalen Logiken, bei denen
während der Formelauswertung der unterliegende Frame geändert werden kann.
Wir geben Übersetzungen von diesen Logiken in hybride Logik an und vergleichen
mit Hilfe von entsprechend definierten Bisimulationen ihre Ausdrucksstärke mit
der von hybriden Logiken.
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CHAPTER 1
Introduction
1.1 Logic in Computer Science
Logic plays a fundamental role in computer science. We can consider computer science
both as an engineering and a mathematical discipline. From a practical perspective,
the aim is to design algorithms to solve problems with computer programs. In contrast,
we would not be able to identify what kind of problems are solvable, or how hard it is
to solve a problem, if we do not study computer science from a theoretical perspective.
The subfield of theoretical computer science, in particular, is mathematical and abstract
in spirit, but it derives its motivation from practical applications in real life. Logic has
close ties with many subjects of computer science such as computability and complexity
theory [LP97, Pap94], automata theory [GTW02], and databases [AHV95]. In this
thesis, we touch on these subjects and study logics that are relevant for a theoretical
study and also of practical importance.
Most of the thesis is about decidability and computational complexity results. In
computability theory, a decision problem is a problem that can be posed as a yes-no
question of the input values. There is an extensive study and classification of which
mathematical problems are decidable (or computable, or effective) and which are
not. Complexity theory, on the other hand, investigates how much time and space is
needed to solve a particular computable problem. In addition, there is an extensive
classification of computable problems into complexity classes according to how much
computation, as a function of the size of the problem instance, is needed to answer
that instance. For example, PTime is the class of all problems that can be solved by a
deterministic Turing machine in polynomial time. Other classical complexity classes
include the class NP, PSpace, ExpTime, and NExpTime, among others. There are
different techniques to obtain complexity results, but one technique that has been
broadly used over the years consists in exploiting the relationship between logic and
automata theory.
The connections between logic and automata theory are long and fruitful. They
have come together in the 1960s through the fundamental work of Büchi, Elgot, Rabin
and others [Bü60, Elg61, Bü62, Rab69, McN66] who showed, among other results, the
equivalence of automata with logical systems such as monadic second-order logic on
finite and infinite words and trees. In the latter case, the ‘moving to trees’ involves
1
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showing that the logic possesses the tree model property: if a formula φ is satisfiable in
a model, it is satisfiable in a tree-shaped model. Then decidability results for automata
can be used to obtain decidability results for the logics we are interested in. Given a
logical formula φ, we build an automaton Aφ that recognizes the set of all models in
which φ holds. Assuming that Aφ belongs to a well-behaved class of automata, we
can decide the satisfiability problem via a reduction to the non-emptiness problem of
the automaton: φ has a model if and only if the language of Aφ is not empty. Solving
the emptiness problem of Aφ is usually decidable for many well-behaved classes of
automata and the exact complexity depends on the particular automaton model used.
We will use automata-techniques extensively thorough the thesis to obtain complexity
results.
Logic provides a foundation not only in theoretical areas of computer science but
also in many applied areas such as in databases, which is an area concerned with storing,
querying, and updating large amounts of data. Logic and databases are inextricably
intertwined since the early 1970s [Cod70] given that logic provides both a unifying
framework and a set of tools for formalizing and studying data management tasks.
Logic can be used as a database query language to express questions asked against
databases, and in fact, conjuctive queries and unions thereof are useful and decidable
query languages that will be of particular importance for this thesis. We will study
several query languages and the computational complexity of answering queries with
semantic background knowledge, as well as related reasoning problems. This interaction
between logic and databases is a prime example of applications of logic in computer
science.
As we have seen, several areas of computer science are related to logic. But so
far we haven’t mentioned which logic we are talking about. For a long time, logic
was associated with first-order logic (FO) [End01]. First-order logic is by now a well
understood language with high expressive power and a rich model theory. But regarding
its computational behavior, FO doesn’t seem to behave very well: its satisfiability
problem, i.e., the problem of determining whether there exists a model in which a given
formula is true, is undecidable [Chu36, Tur37]. Its model checking problem, i.e., the
problem of determining whether a given formula is true in a give model, is however
decidable and PSpace-complete [Sto74, Var82]. On the other hand, FO sometimes
is not expressive enough as it cannot express, for example, the transitive clousure of
a relation, and this might be important for certain application scenarios. For these
reasons, when we think in areas that requiere applications with effective reasoning
problems, such as artificial intelligence, knowledge representation, or databases, first-
order logic might not be the best option. It is natural then to look for fragments with
better computational properties, and fortunately, many decidable fragments of FO have
been studied through the years. Next we discuss the fragments that are relevant for
this thesis.
1.2 Fragments of First-Order Logic
Many different logics have been studied in computer science. In particular, modal
logics [BdRV01] proved to be very useful in a number of areas where the fundamen-
tal concepts needed can be expressed in terms of graphs-like structures. The main
reason for their effectiveness is their careful balance between expressive power and
computational complexity. Indeed, several modal logics have been successfully tailored
in such a way that they are sufficiently expressive to specify interesting properties of
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a particular application and, at the same time, provide efficient algorithms for their
main computational problems, such as satisfiability and model checking. Equivalent
formalisms from a different application area are description logics [BHLS17], a family
of knowledge representation languages that underly the Web Ontology Language OWL.
Description logics mainly fall into two categories. Expressive description logics, on the
one hand, such as ALC and extensions, aim at maximazing expressive power while
still retaining decidability of standard reasoning problems, such as satisfiability and
subsumption. On the other hand, lightweight description logics, such as EL and DL-Lite,
aim at tractability of standard reasoning problems and at scalability to very large
ontologies, which requires to significantly reduce expressive power. Therefore, modal
and description logics aim at establishing an attractive compromise between expressive
power on one side and computational complexity on the other.
Modal and description logics are known for their robust decidability [Var96], meaning
that the decidability of basic reasoning problems, such as satisfiability and validity, is
preserved under various extensions to the syntax and semantics, for example, by the
addition of transitive clousure operators, inverse roles, fixpoint operators, or nominals.
To understand the robust decididability of modal and description logics, it is useful
to see them as fragments of first-order logic: every formula can be translated into an
equivalent first-order formula with one free variable. This translation yields a small
fragment that it is properly contained in FO2, a fragment of first-order logic with
only two variables. FO2 has the finite model property, i.e, every satisfiable formula
has a finite model, and is known to be decidable [Mor75, GKV97]. But despite this
observation, FO2 is highly undecidable when extended with transitive closure operators,
least and greatest fixed points, etc. [GOR97, GO99], in contrast with the respective
extensions in modal and description logics. Therefore, it seems the translation into
FO2 does not give a satisfactory explanation of the robust decidability of modal and
description logics.
By taking a closer look at the translation of modal and description logic into first-
order logic (see Section 2.3 for details), one can observe that the quantifiers are used
only in a very restricted way, and this observation was what gave rise to the guarded
fragment of first-order logic (GFO) [ANv98]. The restriction to use only two variables
and only unary and binary predicates is dropped, but what is imposed instead is that all
quantifiers must be relativized by atomic formulas. The satisfiability problem in GFO is
decidable, it has the tree-like model property, i.e, if a sentence has a model then it has a
model of bounded tree width, and it also has the finite model property [ANv98, Grä99].
Moreover, many important model theoretic properties which do not hold for FO2, but
do hold for modal and description logics, hold also for the guarded fragment [GR99].
The most recent proposal to explain the good computational behavior of modal and
description logics is based on restricting not the number of variables or the quantification
pattern, but the use of negation. The unary negation fragment (UNFO) restricts first-
order logic by constraining the use of negation to subformulas having at most one free
variable. It generalizes modal and description logics and can expresses conjunctive
queries and unions thereof (see Definition 2.3.1) as formulas in the language, which
is interesting from a database perspective. The satisfiability problem for UNFO is
decidable, it has the tree-like model property and the finite model property. Moreover,
its extension using monadic fixpoints generalizes the two-way µ-calculus and also
monadic Datalog, and is known to be decidable [tCS13]. To the best of our knowledge,
UNFO extended with transitive clousure or regular path expressions has not been
studied yet, and we plan to investigate these extensions in the thesis.
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A common generalization of both UNFO and GFO is the guarded negation fragment
(GNFO) which restricts first-order logic by requiring that all occurrences of negation
are guarded, where the guard is an atomic formula (possibly an equality statement)
containing all the free variables of the negated formula. It is known that GNFO has the
same desirable properties as modal and description logics, the unary negation fragment
and the guarded fragment. In particular, its satisfiability problem is decidable and it
has the tree-like model property as well as the finite model property. An extension of
GNFO with a guarded fixpoint mechanism is also known to be decidable [BtCS15].
All first-order fragments discussed so far will be formally introduced in Chapter 2.
In this thesis, our work can roughly be divided into two main topics. On the one hand,
we study the complexity of conservative extensions, satisfiability and ontology-mediated
queries in decidable fragments of first-order logic, such as the ones mentioned above.
On the other hand, we are also interested in studying the expressive power of modal
logics, and in particular, modal logics that can update the underlying structure. In
the following sections we introduce the topics we study in this thesis as well as the
problems we want to solve.
1.2.1 Complexity of Conservative Extensions
Conservative extensions are a fundamental notion in logic. A theory T2 is said to be a
conservative extension of a theory T1 if the language of T2 extends the language of T1
such that any consequence of T1 is also a consequence of T2; and any consequence of
T2, which uses only symbols from T1, is a consequence of T1 as well. This notion plays
an important role in mathematical logic and the foundations of mathematics as well as
in computer science and artificial intelligence. In mathematical logic, they provide an
important tool for relating logical theories such as theories of arithmetic. For example,
the result that the Bernays-Gödel set theory BG (or BGC) is a conservative extension of
the Zermelo-Fraenkel set theory ZF (or ZFC) means the relative consistency of BG(C):
if ZF(C) is consistent then BG(C) is also consistent.1 On the other hand, in computer
science they come up in diverse areas such as software specification [DGS93], higher
order theorem proving [GM93], and ontologies [KLWW09]. For example, conservative
extensions can be used to define the notion of a module for ontologies: a subtheory is a
module if the whole ontology is a conservative extension of the subtheory.
In this thesis we are interested in studying conservative extensions in computer
science and artificial intelligence, and specifically in the area of ontologies. Ontologies
are logical theories that specify a vocabulary for a domain of interest and describe the
relationships between the terms in that vocabulary. Their main applications are in
knowledge representation, in semantic databases, and in the semantic web. Description
logics (DLs) play a key role as ontology languages, and there, ontologies are usually
called TBoxes. An important reason for the success of DLs as ontology languages is the
availability of a large class of reasoning services, along with implemented tool support
that is integrated into ontology development systems. Traditionally, the most important
reasoning services for DLs are consistency checking (check whether all terms in the
specified vocabulary are free of contradictions) and classification (make explicit the
is-a hierarchy between the terms of the vocabulary). These services are implemented
based on the fundamental reasoning tasks satisfiability and subsumption. Over the last
decade, though, it has become clear that these traditional reasoning services are not
1Observe that a conservative extension of a consistent theory is also consistent. If it were not, then
every consequence in the original theory as well as its negation would belong to the new theory, which
then would not be a conservative extension.
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enough. Given that ontologies from applications can reach considerable size, additional
and more refined reasoning services are needed to support various aspects of ontology
design and management.
A typical example of an advanced reasoning service is ontology modularity and reuse:
when constructing a new ontology, it is often desirable to import a part of another,
already existing ontology with the aim of covering selected thematic subdomains
without modeling them from scratch. This raises the question whether a given subset
of an existing ontology is self-contained regarding a vocabulary of interest, that is,
whether the subset ‘says the same’ about the relevant vocabulary as the overall ontology.
An appropriate way to formalize that a subset O′ of an ontology O is self-contained
regarding a vocabulary (set of relational symbols) Σ is to require that O is a conservative
extension of O′ regarding the symbols in Σ. To be more precise, we concentrate on
deductive conservative extensions.
Definition 1.2.1 (Deductive Conservative Extensions). Let O1 and O2 be ontologies
formulated in an ontology language L, and let Σ be a vocabulary. Then O1 ∪O2 is a
deductive Σ-conservative extension of O1 if for every sentence φ of L that uses only
symbols from Σ , O1 ∪O2 |= φ implies O1 |= φ.
This definition gives rise to a decision problem: Deciding deductive conservative
extensions means, given two ontologies O1 and O2 formulated in an ontology language
L, and a vocabulary Σ, to decide whether O1 ∪O2 is a deductive conservative extension
of O1 with respect to Σ. As expected, conservative extensions are undecidable in first-
order logic, but it has been observed in recent years that they are decidable in many
modal and description logics [GLW06, GLWZ06, LWW07] and that they can often
be characterized elegantly in terms of model theoretic notions [BKL+16]. Moreover,
conservative extensions have become an essential technique in DL research, and tool
support starts to become available, for example, in the form of module extractors.
In this thesis, we take the next step by studying conservative extensions in the more
general context of decidable fragments of first-order logic, such as the two-variable
fragment, the guarded fragment, and the guarded negation fragment. We believe
that studying conservative extensions in more expressive fragments is an important
endeavour from both a theoretical and practical perspective. From a theoretical point
of view, the good computational behavior of DLs regarding (deductive) conservative
extensions calls for a general explanation. We thus aim to study the following questions:
Q1 Are conservative extensions decidable in relevant fragments of FO such as FO2,
GFO, and GNFO?
Q2 What are the reasons for decidability of conservative extensions in modal and
description logics and how far can the limits of decidability be pushed?
Observe that since ontologies are logical theories (sets of logical axioms) they can
be translated into first-order logic, i.e., axioms correspond to universally quantified
implications without free variables. In this context, instead of talking about ontologies
we talk about sentences. Thus, given two sentences φ1 and φ2, and Σ a vocabulary,
we study whether φ1 ∧ φ2 is a (deductive) Σ-conservative extension of φ1. We will
investigate questions Q1 and Q2 in Chapter 3.
On the other hand, from a practical perspective, there has been a very strong trend
in recent years to use DL ontologies for accessing data. The general approach is known
as ontology-based data access (OBDA) and is a very active field of research. Thus, the
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recently very popular use of ontologies in OBDA and database-style applications requires
for ontology languages not to preserve the logical consequences but to provide the
same answers to queries. This gives rise to the notion of query conservative extensions.
Given an ABox A, an ontology O, a query q(x), and a tuple of constants a, we write
A ∪O |= q(a) to say that all models of A and O entail q(a).
Definition 1.2.2 (Query Conservative Extensions). Let O1 and O2 be ontologies
formulated in an ontology language L, and let Γ,Σ be vocabularies. Then O1 ∪O2 is a
query (Γ,Σ)-conservative extension of O1 if for all ABoxes A that use only symbols
from Γ, and conjunctive queries q that use only symbols from Σ, A ∪O1 ∪O2 |= q(a)
implies A ∪O1 |= q(a) for all tuples of constants a.
For example, in OBDA applications it is a useful reasoning service to decide whether
an ontology O that is used for query answering can safely be replaced by a smaller (and
thus computationally more efficient) subset O′. In this case, deductive conservative
extensions are too weak to formalize what we mean by ‘safe replacement’ while query
conservative extensions are sufficient.
To make conservative extensions useful for OBDA applications, we also study the
decidability and computational complexity of query conservative extensions in Horn
description logics. The core feature of these logical languages is that they are incapable
of expressing any form of disjunction. This lack of disjunction means that Horn DLs
can be translated into the Horn fragment of FO. In first-order logic, Horn clauses are
disjunctions of atomic formulas and negated atomic formulas that contain at most one
non-negated atom. Using Horn DLs often leads to computational advantages. However,
query conservative extensions in Horn DLs in the presence of inverse roles, often
considered a crucial feature, have been poorly investigated. Therefore, in Chapter 4 we
study the following question:
Q3 How can advanced reasoning support for ontologies be lifted from standard
DLs to Horn DLs involving inverse roles, thus facilitating ontology design and
maintenance for OBDA applications?
From an OBDA perspective, it is interesting that both database instances and
conjunctive queries can be expressed as formulas in the UNFO fragment. This makes
it suitable to study not only query conservative extensions, but also other reasoning
problems such as ontology-mediated query answering.
1.2.2 Complexity of Satisfiability and Ontology-mediated Queries
Another fundamental reasoning problem that we study in this thesis, other than
conservative extensions, is that of ontology-mediated query answering. In recent years,
there has been a recent trend both from academia and industry to investigate ontology-
mediated queries (OMQ), in which the data is enriched by ontologies providing semantic
and background knowledge to abstract the way in which the data is stored. More
specifically, an ontology-mediated query is a triple (O,Σ, q) where O is a logical sentence
called the ontology, Σ is a set of predicate symbols called the data signature, and q is a
query.
Definition 1.2.3 (Ontology-mediated query answering). Let Q = (O,Σ, q) be an
OMQ and D a database that uses only symbols from Σ. We call a ⊆ dom(D) a certain
answer to Q on D if a ∈ ans(q,A) for every structure A that extends D and is a
model of O, where A extends D if dom(D) ⊆ dom(A) and PD ⊆ PA for all predicate
symbols P . The set of all certain answers to Q on D is denoted cert(Q,D).
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To illustrate the idea, Figure 1.1 shows a typical ontology-mediated query scenario.
ontology O
database D KB
? query q
Figure 1.1: Ontology-mediated Query Answering
Typical decision problems of interest are OMQ evaluation and OMQ containment.
Definition 1.2.4 (OMQ evaluation). OMQ evaluation is the problem to decide, given
an OMQ Q from a language L, a database D, and an a ⊆ dom(D), whether a ∈
cert(Q,D).
For ontology containment, we are interested in the natural special case where both
ontologies are identical and the signature consists of all predicate symbols.
Definition 1.2.5 (OMQ containment). Let Q1 = (O,Σfull, q1) and Q2 = (O,Σfull, q2)
be OMQs from a language L with the same number of answer variables and where Σfull
is the full data signature, that is, the set of all predicate symbols. We say that Q1 is
contained in Q2 and write Q1 ⊆ Q2 if for every database D, cert(Q1, D) ⊆ cert(Q2, D).
Description logics are among the most commonly used and well-studied ontology
languages for ontology-mediated query answering. However, it can also be useful to
consider more expressive decidable fragments of first-order logic as this serves to explore
the limits of the ontology-mediated querying approach, to provide maximum expressive
power for ontology formulation, and to put ontology-mediated querying into a more
general logical perspective. Notably, this has been done in [BGO14, BtCS15, BtCLW14],
where the guarded fragment, the unary negation fragment, and the guarded negation
fragment of FO have been used as ontology languages. In particular, UNFO and
GNFO, are attractive from the perspective of database theory because they can express
conjunctive queries and ontologies formulated in many description logics. Then both
fragments are relevant for ontology-mediated querying and, in fact, CQ evaluation under
UNFO and GNFO ontologies (and thus also under DL ontologies) can be ‘expressed’
in UNFO and GNFO as a satisfiability problem. More precisely, given an OMQ
Q = (O,Σ, q), where q a union of conjunctive queries and D is a Σ-database, then
D |= (O,Σ, q) iff O ∧D ∧ ¬q is unsatisfiable. Moreover, the containment of OMQs,
as presented in Definition 1.2.5, can also be ‘expressed’ as a satisfiability problem. In
this way, to study the complexity of OMQ evaluation and containment in UNFO and
GNFO, it sufficies to study the complexity of its satisfiability problem.
The UNFO fragment, in particular, was introduced in [tCS13] as well as its extension
with fixpoint operators, and the complexity of satisfiability, finite satisfiabiliy and model
checking were investigated. However, besides fixpoints, there are no other extensions
such as regular expressions or trasitive clousure operators, which are important features
of many common description logics. Therefore, it would interesting to extend UNFO
with these features to study ontology-mediated query answering. We thus aim to study
the following question:
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Q4 What is the complexity of OMQ evaluation and OMQ containment when UNFO
is extended with regular expressions and transitive relations?
A possible way to answer this question is by exploiting the relationship between
satisfiability and ontology-mediated query answering. In fact, this is the approach
we will follow in Chapter 5 where we study the complexity of satisfiability of UNFO
extended with regular path expressions to obtain complexity results for OMQ evaluation
and OMQ containment. This is the last chapter of the thesis where we obtain complexity
results, and then move on to investigate the expressive power of a particular family of
modal logics.
1.2.3 Investigating Expressive Power
Besides computational complexity results, in this thesis we are also interested in
investigating the expressive power of logics. In general, one can think of expressive
power as follows. A formula of a language can express an abstract property of models in
which the formula is true. The more properties expressible with the language, the more
expressive power the language has. But which properties can be expressed with which
languages, and which cannot be expressed? We are also interested in the question of
how languages are related. Given two languages, Is one more expressive than the other?
As we have discussed in Section 1.2, modal and description logics can be seen as
fragments of FO2 by providing a satifiability-preserving translation. This illustrates
one of the important strategies one can employ to show that two languages are equally
expressive: provide a translation from one language to the other that provides an
equivalent formula in the other language for each formula in the first language, and
vice versa. We thus can compare their expressive power using appropiate notions of
equivalence. In the case of modal logic, for example, bisimulations are the appropriate
notions. As we will see in later chapters, if two models are bisimilar, then they satisfy
the same formulas. Then to prove that one language is more expressive than another,
we have to show that there are some properties of the more expressive language that
cannot be expressed in the least expressive language, i.e., there are no equivalent
formulas. In fact, we have to show that a formula in the more expressive language
is not equivalent to any other formula in the least expressive language, but there are
infinitely many formulas. Here is where the notion of bisimulation comes into play:
if we can show that there is a formula that can distinguish between two bisimilar
elements, then the formulas that are true on these elements cannnot be equivalent as
bisimilar models satisfy the same formulas. Therefore, we will define various notions
of bisimilations thorough the thesis, tailored to the specific logics at hand. We will
also mention expressivity results in some chapters of the thesis, providing examples
and refering to the literature when necessary. However, most of the technical results
involving expressive power will be concerned with modal logics.
In Chapter 6, we move from ontology languages to modal languages and investigate
a family of modal logics named Relation-Changing Modal Logics (RCMLs). RCMLs are
extensions of the basic modal logic with dynamic operators that modify the accessibility
relation of a model during the evaluation of a formula. These languages are equipped
with dynamic modalities that are able, for example, to delete, add, and swap edges
in the model, both locally and globally. RCMLs were first introduced in [AFH12]
and further studied in [Fer14]. Although the logics are abstract in spirit, they are
motivated by applications in dynamic epistemic logic [vDvdHK07] and sabotage modal
logic [vB05].
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In [AFHM17, Mar15] we showed that RCMLs, as presented in this thesis, are
undecidable. These results rule out the logics to be useful in practical applications
where modeling dynamic scenarios is needed. Thus, it would be interesting to identify
decidable fragments. By taking a closer look at the semantics of RCMLs one can
see that they are related to hybrid logics. Since it is known that there are decidable
fragments for hybrid logics, it would be interesting to investigate if RCMLs can be
translated into hybrid logics in order to benefit from their decidable fragments. By
proving syntactic translations we would also be able to compare the expressive power
between these two families of logics and get a better understanding of their relationship.
We thus study the following questions:
Q5 Is it possible to provide translations of RCMLs to hybrid logics in order to obtain
decidable fragments?
Q6 Are RCMLs as expressive as hybrid logics? How are they related?
It seems that the ability to name states in the model and refer to those states by
their name, is a crucial feature of hybrid logics to simulate changes in the accessibility
relation of a model. We will exploit these characteristics with the aim to answer the
questions Q5 and Q6 above.
Chapter 6 differs from the previous chapters in the sense that we don’t study ontology
languages and don’t obtain complexity results. However, all languages investigated in
this thesis are fragments of first-order logic and it would be useful to understand how
they are related to each other.
GNFO
GFO2
HL(@, ↓)
HL(E, ↓)
RCMLs
Horn-ALCHIF
ELHIF⊥
EL
FO2 GFO UNFO
BML/ALC
UNFOreg
UC2RPQs
UCQs
Figure 1.2: Comparison of expressive power.
Logics studied in Chapter 3.
Logics studied in Chapter 4.
Logics studied in Chapter 5.
Logics studied in Chapter 6.
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In Figure 1.2, we present a global overview of the logics relevant for the thesis by
comparing their expressive power. When a line is drawn between two languages L′ and
L, where L′ is above L, it means that L′ is at least as expressive as L, denoted L ≤ L′;
if there is no line between them, it means they are incomparable in terms of expressive
power. The ≤ relation indicates that we can embed one language into another via a
translation from the first language to the second one. If they are incomparable, then
none of the two languages can be embedded in the other, i.e., they are able to say
different things (see Definition 6.5.2). The colors in Figure 1.2 help to identify the
languages we investigate in this thesis.
Precise definitions of basic formalisms such as EL, ALC, BML, FO2, GFO, UNFO,
GNFO, CQs and UCQs will be provided in Chapter 2. The rest of the logics will be
presented in their respective chapters. In particular, in Chapter 3 we study deductive
conservative extensions in FO2 and GFO, and in their intersection GFO2. In Chap-
ter 4, we investigate query conservative extensions in Horn-ALCHIF and deductive
conservative extensions in ELHIF⊥. Chapter 5 is dedicated to the study of satisfiability
and ontology-mediated queries in UNFOreg, an extension of UNFO with regular path
expressions which can express UC2RPQs. Finally, in Chapter 6 we provide translations
of RCMLs to the hybrid logics HL(@, ↓) and HL(E, ↓). We give more details of the
contents of the thesis in the next section.
1.3 Overview of the Thesis
The thesis can be divided into two main parts. The first part, Chapters 3 and 4, deals
with conservative extensions in the two-variable fragment and the guarded fragment
as well as in Horn description logics with inverse roles. The second part, Chapters 5
and 6, deals with the complexity of satisfiability and expressivity in modal-like logics.
In particular, in Chapter 5 we study the computational complexity of OMQ evaluation
via satisfiability in UNFO (which can be seen as a modal logic with conjunctive queries
as modal operators) extended with regular paths expressions on binary relations. In
Chapter 6, we study modal logics that can update the accessibility relation of a model
during the evaluation of a formula and provide translations into hybrid logic. More
precisely, the thesis is structured as follows.
In Chapter 2 we introduce first-order logic and some of its decidable fragments,
namely the two-variable fragment, the guarded fragment, the unary negation fragment,
and the guarded negation fragment. We also present the basic description logics
ALC and EL as well as the basic modal logic BML. In particular, we cover syntax
and semantics of these logics, we present basic reasoning problems and discuss the
relationship between description logic, modal logic, and first-order logic. The preliminary
chapter is rather short, but serves as a foundation to understand the concepts and
definitions in the following chapters.
In Chapter 3 we study the decidability and computational complexity of deductive
conservative extensions in expressive fragments of FO, such as the two-variable fragment
and the guarded fragment. We show that conservative extensions are undecidable in
FO2 and in GF and that they are decidable and 2ExpTime-complete in the intersection
GF2 of FO2 and GF. The undecidability proofs are by reductions from the halting
problem for two-register machines in the case of GF and from a tiling problem in the
case of FO2. For the upper bound of GF2 we rely on a model-theoretic characterization
based on a mixture of bounded and unbounded guarded bisimulations, and then we
use it as a basis for a decision procedure based on (alternating) tree automata. This
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chapter is based on [JLM+17].
In Chapter 4 we study the decidability and computational complexity of query
conservative extensions in Horn description logics with inverse roles. We prove that
the problem is 2ExpTime-complete in Horn-ALCHIF (and also in Horn-ALC and in
ELI). Moreover, we obtain the same upper bound for deductive conservative extensions,
for which we also prove a coNExpTime lower bound. To prove the upper bound in
Horn-ALCHIF , we provide a model-theoretic characterization in terms of a mixture
of bounded and unbounded homormophisms, and then we resort to a combination of
automata and mosaic techniques to implement it. This chapter is based on [JLMS17].
In Chapter 5 we consider the natural extension of UNFO with regular expressions
on binary relations. The resulting logic UNFOreg can express (unions of) conjunctive
two-way regular path queries (C2RPQs) and ontologies formulated in DLs that include
transitive roles and regular expressions on roles. Our main results are that OMQ
evaluation under UNFOreg ontologies is decidable, 2ExpTime-complete in combined
complexity, and coNP-complete in data complexity, and that satisfiability in UNFOreg
is 2ExpTime-complete, thus not harder than in UNFO. We additionally show that the
complexity of model checking in UNFOreg is the same as in UNFO, namely complete
for PNP[O(log2 n)]. This chapter is based on [JLMS18].
In Chapter 6 we study relation-changing modal logics, a family of modal logics
that allow changes to the accessibility relation of a model during the evaluation of
a formula. In particular, they are equipped with dynamic modalities that are able
to delete, add, and swap edges in the model, both locally and globally. We provide
translations from these logics into hybrid logic, and while RCMLs are known to
be undecidable [AFHM17], we use our translations to identify decidable fragments.
Additionally, we also compare the expressive power of RCMLs with hybrid logics. This
chapter is based on [AFHM16, AFHM18].
Finally, we conclude in Chapter 7 giving a brief summary of the thesis.
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CHAPTER 2
Preliminaries
This chapter briefly introduces the basic formalisms we investigate in the thesis. We
start with first-order logic and then continue with relevant decidable fragments, such
as two-variable, guarded, and unary negation fragments. We then introduce the basic
description logics ALC and EL, present their syntax and semantics as well as basic
reasoning problems, and view them as fragments of first-order logic. Finally, we
formally introduce the syntax and semantics of the basic modal logic together with
basic reasoning problems, and state its relationship with description logic and first-order
logic.
2.1 First-Order Logic
We introduce the syntax of first-order logic (FO) [End01] based on a signature Σ, a
set containing constant and predicate symbols, each predicate symbol with an arity.
First-order formulas over a signature Σ are built according to the following syntax rule:
φ,ψ ::= ⊤ | t1 = t2 | R(t1, . . . , tk) | ¬φ | φ ∧ ψ | ∃xφ(x)
where R ∈ Σ is a k-ary predicate symbol and each ti is either a constant symbol from
Σ or a variable (taken from a countably infinite supply of variable symbols). As usual,
we take ∨, →, ↔, and ∀ as defined symbols. Note that we admit equality but do
not allow for function symbols except for constants. The semantics of FO is given
in terms of relational structures A = (A, π), where A is the domain of A and π is an
interpretation function assigning to each k-ary predicate symbol R a subset π(R) ⊆ Ak
and to each constant symbol c a domain element π(c) ∈ A. A valuation for A is a
function ν from the set of variables to the domain. The satisfaction relation |= is now
defined by induction on the structure of formulas:
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(A, ν) |= ⊤ always
(A, ν) |= t1 = t2 iff a1 = a2,where
ai is ν(ti) if ti is a variable and π(ti) otherwise;
(A, ν) |= R(t1, . . . , tk) iff (a1, . . . , ak) ∈ π(R),where
ai is ν(ti) if ti is a variable and π(ti) otherwise;
(A, ν) |= ¬φ iff not (A, ν) |= φ;
(A, ν) |= φ ∧ ψ iff (A, ν) |= φ and (A, ν) |= ψ;
(A, ν) |= ∃x.φ(x) iff there is a ∈ A with (A, ν[x/a]) |= φ(x),where
ν[x/a] replaces every occurrence of x with a.
We indicate with φ(x) that φ might have free variables among x and call formulas
without free variables sentences. We say that a formula φ(x) is satisfiable if there is a
structure A and a valuation ν such that (A, ν) |= φ(x). For sentences φ, we drop the
valuation and just write A |= φ. A sentence φ is valid if ¬φ is not satisfiable.
We are now ready to introduce the fragments of FO that will be studied in the
thesis.
2.2 Two-Variable, Guarded, and Unary Negation Frag-
ments
The two-variable fragment of FO, denoted FO2, is obtained by fixing two variables x
and y and disallowing the use of other variables [Sco62, Mor75].
For the purpose of introducing the next fragments of FO, we assume a countably
infinite supply of predicate symbols of any arity. We then define the grammar rules
that define the syntax of every fragment, and in all cases the semantics is the same as
FO.
The guarded fragment of FO, denoted GFO, imposes that all quantifiers must
be relativized by atomic formulas. Formulas φ in GFO are formed according to the
following grammar:
φ ::= P (x) | x = y | φ ∧ φ | φ ∨ φ | ¬φ | ∃x(α(x,y) ∧ φ(x,y))
where P ranges over predicate symbols and φ(x,y) is a GFO formula with free variables
among x,y and α(x,y) is an atomic formula or an equality x = y that in either
casecontains all variables in x,y. The formula α is called the guard of the quanti-
fier [ANv98, Grä99]. GFO restricts the use of quantification but allows unrestricted
use of negation, in contrast with the unary negation fragment.
The unary negation fragment of FO, denoted UNFO, restricts the negation of
formulas to having only one free variable. Formulas φ in UNFO are formed according
to the following grammar:
φ ::= P (x) | x = y | φ ∧ φ | φ ∨ φ | ∃xφ | ¬φ(x)
where P ranges over predicate symbols and in the ¬φ(x) clause, φ has no free variables
besides (possibly) x [tCS13]. In particular, x ̸= y is not expressible in UNFO.
The guarded negation fragment of FO, denoted GNFO, is a generalization of both
GFO and UNFO. Formulas φ in GNFO are formed according to the following grammar:
φ ::= P (x) | x = y | φ ∧ φ | φ ∨ φ | ∃xφ | α(x,y) ∧ ¬φ(x)
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where P ranges over predicate symbols and the “guard” α is an atomic formula (possibly
an equality statement) containing all the free variables of φ [BtCS15].
Observe that both UNFO and GNFO allow unrestricted use of existential quantifi-
cation, and therefore, include union of conjunctive queries and monadic Datalog.
Let us now move on to description and modal logics, two related families of logics
that are also fragments of FO.
2.3 Description Logic
We use standard notation for the syntax and semantics of description logic [BHLS17,
BCM+07]. Let NC,NR,NI denote countably infinite sets of concept names, role names,
and individual names, respectively. We introduce the basic description logic ALC.
ALC-concepts are formed according to the following syntax rule:
C,D ::= ⊤ | A | ¬C | C ⊓D | ∃r.C
where A ranges over NC and R over NR. We use the abbreviations ∀r.C for ¬∃r.¬C,
C ⊔D for ¬(¬C ⊓ ¬D), and ⊥ for ¬⊤. The set of EL-concepts is defined by dropping
negation from the syntax rule of ALC-concepts.
Description logic knowledge bases are typically separated in terminological knowledge
and assertional knowledge. The former is represented in the TBox while the latter,
the data, is represented in an ABox. For L ∈ {ALC, EL}, a general L-TBox is a set
T of concept inclusions C ⊑ D with C, D L-concepts. A classical L-TBox is a set
T of concept definitions A ≡ C such that each concept name A ∈ NC occurs at most
once in the left-hand side of a concept definition in T and C is an L-concept. We
will drop the reference to the TBox language when no confusion arises. Note that a
classical TBox is a special case of a general TBox since we can replace A ≡ C by the
two concept inclusions A ⊑ C, C ⊑ A. An ABox A is a non-empty set of concept and
role assertions of the form A(a) and r(a, b), where A ∈ NC, r ∈ NR and a, b ∈ NI. We
write ind(A) for the set of individuals in A. A DL knowledge base is a pair K = (T ,A).
The semantics of DLs is given via interpretations. An interpretation is a pair
I = (∆I , ·I), where ∆I is a non-empty set of individuals, the domain, and ·I is an
interpretation function mapping each a ∈ NI to some domain element aI ∈ ∆I , each
concept name A ∈ NC to a subset AI ⊆ ∆I of the domain and each role name r ∈ NR
to a binary relation rI ⊆ ∆I ×∆I over the domain.
We assume the unique name assumption, that is, we assume that different individuals
are interpreted by different domain elements. The interpretation function is defined for
ALC-concepts as follows:
⊤I = ∆I ;
¬CI = ∆I \ CI ;
(C ⊓D)I = CI ∩DI ;
∃R.C = {d ∈ ∆I | ∃e ∈ ∆I : (d, e) ∈ RI ∧ e ∈ CI}.
An interpretation I satisfies or is a model of a concept C if CI = ∅; a concept inclusion
C ⊑ D, written I |= C ⊑ D, if CI ⊆ DI ; a concept definition A ≡ C, written
I |= A ≡ C, if AI = CI ; a general TBox T , written I |= T , if I |= C ⊑ D for all
C ⊑ D ∈ T ; an ABox A, written I |= A, if for each assertion A(a) ∈ A, we have a
a ∈ AI and for each assertion r(a, b) ∈ A, we have (aI , bI) ∈ rI .
Traditional reasoning problems for DLs are concept satisfiability, knowledge base
consistency, and subsumption. We say that a concept C is satisfiable relative to a TBox
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T if there is a common model of C and T . A concept C is subsumed by D relative to
a TBox T , written T |= C ⊑ D, when for all models I of T we have I |= C ⊑ D. A
knowledge base K = (T ,A) is consistent if there is a common model of T and A.
Another important reasoning problem in DLs is that of conjunctive query evaluation.
Definition 2.3.1 (Conjunctive queries). A conjunctive query (CQ) is of the form
q(x) = ∃yφ(x,y), where x and y are tuples of variables and φ(x,y) is a conjunction
of atoms of the form A(v) or r(v, w) with A ∈ NC, r ∈ NR, and v, w ∈ x ∪ y. We call x
answer variables and y quantified variables of q. A union of conjunctive queries (UCQ)
is a disjunction of CQs where all of them have the same answer variables.
Definition 2.3.2 (Semantics of CQs). A match of q in an interpretation I is a function
π : x∪y→ ∆I such that π(v) ∈ AI for every atom A(v) of q and (π(v), π(w)) ∈ rI for
every atom r(v, w) of q. We write I |= q(a1, . . . , an) if there is a match of q in I with
π(xi) = ai for all i < n. A tuple a of elements from NI is a certain answer to q over an
ABox A given a TBox T , written T ,A |= q(a), if I |= q(a) for all models of T and A.
Definition 2.3.3 (CQ evaluation). CQ evaluation is the problem to decide, given a
TBox T , an ABox A, a CQ q, and a tuple a ∈ ind(A), whether T ,A |= q(a).
As we have discussed in Section 1.2, it is possible to define an equivalence-preserving
translation of modal and description logic formulas into first-order formulas with one
free variable. In particular, the description logic ALC can be seen as a fragment of
first-order logic by providing two translations functions, πx and πy, that inductively
map ALC concepts into first-order formulas with one free variable, x or y:
πx(A) = A(x) πy(A) = A(y)
πx(¬C) = ¬πx(C) πy(¬C) = ¬πy(C)
πx(C ⊓D) = πx(C) ⊓ πx(D) πy(C ⊓D) = πy(C) ⊓ πy(D)
πx(∃r.C) = ∃y(r(x, y) ∧ πy(C)) πy(∃r.C) = ∃x(r(y, x) ∧ πx(C))
For knowledge bases, observe that we can translate TBox axioms as universally
quantified (bi)-implications without free variables, and ABox assertions as ground facts.
We translate a TBox T and an ABox A as follows, where φ[x ↣ a] is the formula
obtained from φ by replacing all free occurences of x with a:
π(T ) = ∀x. ⋀
C⊑D∈T
(πx(C)⇒ πy(C)),
π(A) = ⋀
C(a)∈A
πx(C)[x↣ a] ∧ ⋀
r(a,b)∈A
r(a, b).
With this translation we can view DL interpretations as first-order interpretations
and vice versa. This not only provides an alternative way of defining the semantics
of ALC, but also tell us that ALC is a decidable fragment of first-order logic: the
translation uses only variables x and y, and thus yields a formula in FO2. Similarly,
the translation uses guarded quantification, and thus yields a formula in GFO.
Description logics can be seen as cousins of modal logics, yet they have been
developed independently. We introduce next the basic modal logic and show its
relationship with description logic.
Chapter 2. Preliminaries 17
2.4 Modal Logic
We formally introduce the basic modal logic, denoted BML, and refer to the standard
literature for more details [BdRV01, BvBW06].
Definition 2.4.1 (Syntax). Let PROP be a countable, infinite set of propositional
symbols. Then the set FORM of formulas of ML over PROP is defined as:
FORM ::= ⊤ | p | ¬φ | φ ∧ ψ | ◇φ,
where p ∈ PROP and φ,ψ ∈ FORM. □φ is a shorthand for ¬◇¬φ. Other operators are
defined as usual.
The semantics is defined in terms of Kripke models.
Definition 2.4.2 (Kripke Models). A Kripke model M is a triple M = ⟨W,R, V ⟩,
where W is a non-empty set whose elements are called points or states; R ⊆W×W is
the accessibility relation; and V : PROP→ P(W ) is a valuation. Informally we think
of V (p) as the set of points in M where p is true.
Modal logics describe Kripke structures from an internal perspective. This means
that modal formulas are evaluated at some particular point of the model. For this
purpose we use pointed models: pairs of the form (M, w), where w is a state in M; we
usually drop parentheses and call M, w a pointed model.
Definition 2.4.3 (Semantics). Given a pointed model M, w and a formula φ we say
that M, w satisfies φ (notation, M, w |= φ) when
M, w |= ⊤ always
M, w |= p iff w ∈ V (p)
M, w |= ¬φ iff M, w ̸|= φ
M, w |= φ ∧ ψ iff M, w |= φ and M, w |= ψ
M, w |= ◇φ iff for some v ∈W s.t. (w, v) ∈ R, M, v |= φ.
A formula φ is satisfiable if there exists a pointed model M, w such that M, w |= φ. A
formula φ is globally satisfiable in a model M if it is satisfied at all points in M, and if
this is the case we write M |= φ. A formula φ is valid if it is globally satisfied in all
models, and if this is the case we write |= φ.
As we mentioned before, modal logics are closely related to description logics. It
is not hard to see that ALC-concepts can be viewed as syntactic variants of formulas
of multimodal BML. Kripke structures can easly be viewed as DL interpretations,
and vice versa; we can then view concept names as propositional variables, and role
names as modal parameters. We formalize this relationship through the mapping π
from multimodal BML to ALC as follows:
π(p) = A such that p ∈ A, for p ∈ PROP and A ∈ NC
π(¬φ) = ¬π(φ)
π(φ ∧ ψ) = π(φ) ⊓ π(ψ)
π(⟨r⟩φ) = ∃r.π(φ)
With this translation, modal logics can also be seen as fragments of first-order logic
and, in particular, as fragments of FO2 and GFO.
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The translation of DL knowledge bases is not immediate: a TBox T is satisfied
only in those structures where, for each C ⊑ D, ¬π(C) ∨ π(D) holds globally, i.e., in
each point of the Kripke structure. This can be expressed in modal logic using the
universal modality. Like TBoxes, ABoxes do not have a direct correspondence in modal
logic, but they can be seen as a special case of nominals. The universal modality and
nominals will be introduced in Section 6.2.
CHAPTER 3
Conservative Extensions in Guarded and Two-Variable Fragments
In the area of description logic, deciding whether a logical theory is a conservative
extension of another theory is a fundamental reasoning task with applications in ontology
modularity and reuse, ontology versioning, and ontology summarization [BKL+16].
In these applications, it would be very useful to decide, given two sentences φ1 and
φ2, whether φ1 ∧ φ2 is a conservative extension of φ1. As expected, this problem is
undecidable in first-order logic (FO). In contrast, for many modal and description
logics, conservative extensions are often decidable [GLW06, GLWZ06, LWW07]. The
main approach to proving decidability of conservative extensions is to first establish
a suitable model-theoretic characterization based on bisimulations, simulations, or
homomorphisms, which is then used as a foundation for a decision procedure based on
tree automata [LW11, BKL+16].
Regarding decidability, conservative extensions thus seem to behave similarly to
the classical satisfiability problem, which is also undecidable in FO while it is decidable
for modal and description logics. In the case of satisfiability, the aim to understand
the deeper reasons for this discrepancy and to push the limits of decidability to
more expressive fragments of FO has sparked a long line of research that identified
prominent decidable FO fragments such as the two-variable fragment FO2 [Sco62,
Mor75], the guarded fragment GFO [ANv98, Grä99], and the guarded negation fragment
GNFO [BtCS15]. These fragments have sometimes been used as a replacement for
the modal and description logics that they generalize, and in particular the guarded
fragment has been proposed as an ontology language [BGO14]. Motivated by this
situation, and given that conservative extensions are now well understood in many
modal and description logics, we take the next step by studying the decidability and
computational complexity of conservative extensions in more expressive decidable
fragments of FO such as FO2, GFO, and GNFO. In particular, we study the first two
questions of Section 1.2.1:
Q1 Are conservative extensions decidable in relevant fragments of FO such as FO2,
GFO, and GNFO?
Q2 What are the reasons for decidability of conservative extensions in modal and
description logics and how far can the limits of decidability be pushed?
In this chapter, we show that conservative extensions are undecidable in any fragment
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of FO that contains FO2 or GFO (even the three-variable fragment thereof), and that
they are decidable and 2ExpTime-complete in the two-variable guarded fragment
GFO2, which lies in the intersection of FO2 and GFO.
To be more precise, we concentrate on deductive conservative extensions, that is,
φ1 ∧ φ2 is a conservative extension of φ1 if for every sentence ψ formulated in the
signature of φ1, φ1 ∧ φ2 |= ψ implies φ1 |= ψ. There is also a model-theoretic notion of
conservative extension which says that φ1 ∧φ2 is a conservative extension of φ1 if every
model of φ1 can be extended to a model of φ2 by interpreting the additional symbols
in φ2. Model-theoretic conservative extensions imply deductive conservative extensions,
but the converse fails unless one works with a very expressive logic such as second-order
logic [KLWW09]. Deductive conservative extensions are also closely related to other
important notions in logic, such as uniform interpolation [Vis96, BtCV15]. For example,
in logics that enjoy Craig interpolation, a decision procedure for conservative extensions
can also be used to decide whether a given sentence φ2 is a uniform interpolant of a
given sentence φ1 regarding the symbols used in φ2.
In applications, it is often useful to consider a vocabulary Σ of interest. Instead of
concentrating only on conservative extensions we also consider two related reasoning
problems that we call Σ-entailment and Σ-inseparability, where Σ denotes a signature.
The definitions are as follows: a sentence φ1 Σ-entails a sentence φ2 if for every sentence
ψ formulated in Σ, φ2 |= ψ implies φ1 |= ψ. This can be viewed as a more relaxed
notion of conservative extension where it is not required that one sentence actually
extends the other as in the conjunction φ1 ∧ φ2 used in the definition of conservative
extensions. Two sentences φ1, φ2 are Σ-inseparable if they Σ-entail each other. Note
that conservative extensions and Σ-inseparability reduce in polynomial time to Σ-
entailment (with two calls to Σ-entailment required in the case of Σ-inseparability),
and moreover, conservative extensions reduce in polynomial time to Σ-inseparability.
Therefore, we obtain the same decidability and complexity results for all three problems.
We start by showing that conservative extensions are undecidable in FO2 and (the
three-variable fragment of) GFO, and in fact in all fragments of FO that contain at least
one of the two; note that the latter is not immediate because the separating sentence ψ
in the definition of conservative extensions ranges over all sentences from the considered
fragment, giving greater separating power when we move to a larger fragment. The
proofs are by reductions from the halting problem for two-register machines and a
tiling problem, respectively. We note that undecidability of conservative extensions
also implies that there is no extension of the logic in question in which consequence
is decidable and that has effective uniform interpolation (in the sense that uniform
interpolants exist and are computable). We then we show as our second main result that,
in the two-variable guarded fragment GFO2, Σ-entailment is decidable and 2ExpTime-
complete. Regarding the satisfiability problem, GFO2 behaves fairly similarly to modal
and description logics. It is thus suprising that deciding Σ-entailment in GFO2 turns
out to be much more challenging. However, regarding conservative extensions, the
complexity is not harder than in most modal and description logics. We observe that a
2ExpTime lower bound from [GLW06] for conservative extensions in description logics
can be adapted to GFO2. For the upper bound, we use an automata-based technique
as for modal and description logics, but the model-theoretic characterizations that we
present are much more complex. In GFO2, a model-theoretic characterization in terms
of an appropriate notion of (guarded) bisimulation fails. Instead, one has to demand
the existence of k-bounded guarded bisimulations, for all k, and while tree automata
can easily handle bisimulations, it is not clear how they can deal with such an infinite
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family of bounded bisimulations. We solve this problem by a very careful analysis of
the situation and by providing another characterization that can be viewed as being
‘half way’ between a model-theoretic characterization and an automata-encoding of
Σ-entailment. Since it is known that GFO2 enjoys Craig interpolation, our results are
also relevant to deciding uniform interpolants and to a stronger version of conservative
extensions in which the separating sentence ψ can also use ‘helper symbols’ that occur
neither in φ1 nor in φ2.
3.1 Deductive Conservative Extensions
We consider the two-variable fragment (FO2) and the guarded fragment (GFO) of
first-order logic (FO) as introduced in Chapter 2. We generally admit equality and
disallow function symbols and constants. In FO2 and fragments thereof, we generally
admit only predicates of arity one and two, which is without loss of generality [GKV97].
The k-variable fragment of GFO, denoted GFO k, is the set of GFO formulas involving
no more than k variables.
A signature Σ is a finite set of predicates. We use GFO(Σ) to denote the set of all
GFO-sentences that use only predicates from Σ (and possibly equality), and likewise
for GFO2(Σ) and other fragments. We use sig(φ) to denote the set of predicates that
occur in the FO formula φ. Note that we consider equality to be a logical symbol,
rather than a predicate, and it is thus never part of a signature. We write φ1 |= φ2 if
φ2 is a logical consequence of φ1. The next definition introduces the central notions of
this chapter.
Definition 3.1.1. Let F be a fragment of FO, φ1, φ2 F -sentences and Σ a signature.
Then
1. φ1 Σ-entails φ2, written φ1 |=Σ φ2, if for all F (Σ)-sentences ψ, φ2 |= ψ implies
φ1 |= ψ;
2. φ1 and φ2 are Σ-inseparable if φ1 Σ-entails φ2 and φ2 Σ-entails φ1;
3. φ1 ∧ φ2 is a conservative extension of φ1 if φ1 sig(φ1)-entails φ1 ∧ φ2.
Note that logical consequence, φ1 |= φ2, can be expressed as a validity or (un)satisfia-
bility problem: φ1 implies φ2 is valid, or φ1 ∧ ¬φ2 is unsatisfiable. Then Σ-entailment
could equivalently be defined as follows when F is closed under negation: φ1 Σ-entails
φ2 if for all F (Σ)-sentences ψ, satisfiability of φ1 ∧ψ implies satisfiability of φ2 ∧ψ. In
other words, if φ1 does not Σ-entail φ2, there is thus an F (Σ)-sentence ψ such that
φ1 ∧ ψ is satisfiable while φ2 ∧ ψ is not. We refer to such ψ as a witness sentence for
non-Σ-entailment.
Example 3.1.1. (1) Σ-entailment is a weakening of logical consequence, that is,
φ1 |= φ2 implies φ1 |=Σ φ2 for any Σ. The converse is true when sig(φ2) ⊆ Σ.
(2) Consider the GFO2-sentences φ1 = ∀x∃y(Rxy ∧ x ̸= y) and φ2 = ∀x(∃y(Rxy ∧
Ay) ∧ ∃y(Rxy ∧ ¬Ay)) and let Σ = {R}. Let A be the model of φ1 that consists of an
infinite R-path with an initial element, and let B be the model of φ2 that consists of
two infinite branching R-paths with an initial element. Then φ1 Σ-entails φ2 since the
two models cannot be distinguished (see Theorem 3.3.6) as GFO2 cannot count the
number of R-successors. If φ1 is replaced by φ′1 = ∀x∃yRxy then φ′1 does not Σ-entail
φ2 since the sentence ψ = ∀xy(Rxy → x = y) is a witness for non-Σ-entailment.
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It is important to note that different fragments F of FO give rise to different notions
of Σ-entailment, Σ-inseparability and conservative extensions. For example, if φ1 and
φ2 belong to GFO2, then they also belong to GFO and to FO2, but it might make
a difference whether witness sentences range over all GFO2-sentences, over all GFO-
sentences, or over all FO2-sentences. If we want to emphasize the fragment F in which
witness sentences are formulated, we speak of F (Σ)-entailment instead of Σ-entailment
and write φ1 |=F (Σ) φ2, and likewise for F (Σ)-inseparability and F (Σ)-conservative
extensions.
Example 3.1.2. Let φ1, φ2, and Σ = {R} be from Example 3.1.1 (2). Then
φ1 GFO2(Σ)-entails φ2 but φ1 does not FO(Σ)-entail φ2; a witness is given by
∀xy1y2((Rxy1 ∧Rxy2)→ y1 = y2).
Note that conservative extensions and Σ-inseparability reduce in polynomial time to
Σ-entailment (with two calls to Σ-entailment required in the case of Σ-inseparability).
Moreover, conservative extensions reduce in polynomial time to Σ-inseparability. We
thus state our upper bounds in terms of Σ-entailment and lower bounds in terms of
conservative extensions.
There is a natural variation of each of the three notions in Definition 3.1.1 obtained
by allowing to use additional ‘helper predicates’ in witness sentences. For a fragment
F of FO, F -sentences φ1, φ2, and a signature Σ, we say that φ1 strongly Σ-entails
φ2 if φ1 Σ′-entails φ2 for any Σ′ with Σ′ ∩ sig(φ2) ⊆ Σ. Strong Σ-inseparability and
strong conservative extensions are defined accordingly. Strong Σ-entailment implies
Σ-entailment, but the converse may fail as shown in the following example.
Example 3.1.3. GFO(Σ)-entailment does not imply strong GFO(Σ)-entailment. Let
φ1 state that the binary predicate R is irreflexive and symmetric and let φ2 be the
conjunction of φ1 and ∀x(Ax → ∀y(Rxy → ¬Ay)) ∧ ∀x(¬Ax → ∀y(Rxy → Ay)).
Thus, an {R}-structure satisfying φ1 can be extended to a model of φ2 if it contains
no R-cycles of odd length. Now observe that any satisfiable GFO({R}) sentence is
satisfiable in a forest {R}-structure (see Section 3.3 for a precise definition). Hence, if
a GFO({R})-sentence is satisfiable in an irreflexive and symmetric structure then it is
satisfiable in a structure without odd cycles and so φ1 GFO({R})-entails φ2. In contrast,
for the fresh ternary predicate Q and ψ = ∃x1x2x3(Qx1x2x3 ∧Rx1x2 ∧Rx2x3 ∧Rx3x1)
we have φ2 |= ¬ψ but φ1 ̸|= ¬ψ and so ψ witnesses that φ1 does not GFO({R,Q})-entail
φ2.
The example above is inspired by proofs that GFO does not enjoy Craig interpola-
tion [HM02, DL15]. This is not accidental, as we explain next. Recall that a fragment
F of FO has Craig interpolation if for all F -sentences ψ1, ψ2 with ψ1 |= ψ2 there exists
an F -sentence ψ (called an F -interpolant for ψ1, ψ2) such that ψ1 |= ψ |= ψ2 and
sig(ψ) ⊆ sig(ψ1) ∩ sig(ψ2). F has uniform interpolation if one can always choose an
F -interpolant that does not depend on ψ2, but only on ψ1 and sig(ψ1) ∩ sig(ψ2). Thus,
given ψ1, ψ and Σ with ψ1 |= ψ and sig(ψ) ⊆ Σ, then ψ is a uniform F (Σ)-interpolant
of ψ1 iff ψ strongly F (Σ)-entails ψ1. Both Craig interpolation and uniform interpolation
have been investigated extensively, for example for intuitionistic logic [Pit92], modal
logics [Vis96, DH00, MSV15], guarded fragments [DL15], and description logics [LW11].
The following observation summarizes the connection between (strong) Σ-entailment
and interpolation.
Theorem 3.1.1. Let F be a fragment of FO that enjoys Craig interpolation. Then
F (Σ)-entailment implies strong F (Σ)-entailment. In particular, if φ2 |= φ1 and
sig(φ1) ⊆ Σ, then φ1 is a uniform F (Σ)-interpolant of φ2 iff φ1 F (Σ)-entails φ2.
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Proof. Assume φ1 does not strongly F (Σ)-entail φ2. Then there is an F -sentence
ψ with sig(ψ) ∩ sig(φ2) ⊆ Σ such that φ2 |= ψ and φ1 ∧ ¬ψ is satisfiable. Let χ be
an interpolant for φ2 and ψ in F . Then ¬χ witnesses that φ1 does not F (Σ)-entail
φ2. ❏
The uniform interpolant recognition problem for F is the problem to decide whether a
sentence ψ is a uniform F (Σ)-interpolant of a sentence ψ′. It follows from Theorem 3.1.1
that in any fragment F of FO that enjoys Craig interpolation, this problem reduces in
polynomial time to Σ-inseparability in F and that, conversely, conservative extension
in F reduces in polynomial time to the uniform interpolant recognition problem in F .
Neither GFO nor FO2 nor description logics with role inclusions enjoy Craig interpola-
tion [HM02, Com69, KLWW09], but GFO2 does [HM02]. Thus, our decidability and
complexity results for Σ-entailment in GFO2 also apply to strong Σ-entailment and the
uniform interpolant recognition problem.
3.2 Undecidability Results
We prove that conservative extensions are undecidable in GFO3 and in FO2, and
consequently so are Σ-entailment and Σ-inseparability (as well as strong Σ-entailment
and the uniform interpolant recognition problem). These results hold already without
equality and in fact apply to all fragments of FO that contain at least one of GFO3
and FO2 such as the guarded negation fragment [BtCS15].
3.2.1 The Guarded Fragment
We start with the case of GFO3, using a reduction from the halting problem of two-
register machines.
Definition 3.2.1. A (deterministic) two-register machine (2RM) is a pair M = (Q,P )
with Q = q0, . . . , qℓ a set of states and P = I0, . . . , Iℓ−1 a sequence of instructions. By
definition, q0 is the initial state, and qℓ the halting state. For all i < ℓ,
• either Ii = +(p, qj) is an incrementation instruction with p ∈ {0, 1} a register
and qj the subsequent state;
• or Ii = −(p, qj , qk) is a decrementation instruction with p ∈ {0, 1} a register,
qj the subsequent state if register p contains 0, and qk the subsequent state
otherwise.
A configuration of M is a triple (q,m, n), with q the current state and m,n ∈ N the
register contents. We write (qi, n1, n2)⇒M (qj ,m1,m2) if one of the following holds:
• Ii = +(p, qj), mp = np + 1, and m1−p = n1−p;
• Ii = −(p, qj , qk), np = mp = 0, and m1−p = n1−p;
• Ii = −(p, qk, qj), np > 0, mp = np − 1, and m1−p = n1−p.
The computation of M on input (n,m) ∈ N2 is the unique longest configuration
sequence (p0, n0,m0)⇒M (p1, n1,m1)⇒M · · · such that p0 = q0, n0 = n, and m0 = m.
The halting problem for 2RMs is to decide, given a 2RM M , whether its computation
on input (0, 0) is finite (which implies that its last state is qℓ).
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We show how to convert a given 2RM M into GFO3-sentences φ1 and φ2 such that
M halts on input (0, 0) iff φ1∧φ2 is not a conservative extension of φ1. LetM = (Q,P )
with Q = q0, . . . , qℓ and P = I0, . . . , Iℓ−1. We assume w.l.o.g. that ℓ ≥ 1 and that if
Ii = −(p, qj , qk), then qj ̸= qk. In φ1, we use the following set Σ of predicates:
• a binary predicate N connecting a configuration to its successor configuration;
• binary predicates R1 and R2 that represent the register contents via the length
of paths;
• unary predicates q0, . . . , qℓ representing the states of M ;
• a unary predicate S denoting points where a computation starts.
We define φ1 to be the conjunction of several GFO2-sentences. First, we say that there
is a point where the computation starts:1
∃xSx ∧ ∀x(Sx→ (q0x ∧ ¬∃y R0xy ∧ ¬∃y R1xy))
And second, we add that whenever M is not in the final state, there is a next configu-
ration. For 0 ≤ i < ℓ:
∀x(qix→ ∃y(Nxy ∧ qjy)) if Ii = +(p, qj)
∀x((qix ∧ ¬∃yRpxy)→ ∃y(Nxy ∧ qjy)) if Ii = −(p, qj , qk)
∀x((qix ∧ ∃yRpxy)→ ∃y(Nxy ∧ qky)) if Ii = −(p, qj , qk)
The second sentence φ2 is constructed so as to express that either M does not halt
or the representation of the computation of M contains a defect, using the following
additional predicates:
• a unary predicate P used to represent that M does not halt;
• binary predicates D+p , D−p , D=p used to describe defects in incrementing, decre-
menting, and keeping register p ∈ {0, 1};
• ternary predicates H+1 , H+2 , H−1 , H−2 , H=1 , H=2 used as guards for existential quan-
tifiers.
In fact, φ2 is the disjunction of two sentences. The first sentence says that the
computation does not terminate:
∃x (Sx ∧ Px) ∧ ∀x (Px→ ∃y (Nxy ∧ Py))
while the second says that registers are not updated properly:
∃x∃y (Nxy ∧ ( ⋁
Ii=+(p,qj)
(qix ∧ qjy ∧ (D+p xy ∨D=1−pxy))
∨
⋁
Ii=−(p,qj ,qk)
(qix ∧ qky ∧ (D−p xy ∨D=1−pxy))
∨
⋁
Ii=−(p,qj ,qk)
(qix ∧ qjy ∧ (D=p xy ∨D=1−pxy))
))
∧∀x∀y (D+p xy → (¬∃z Rpyz ∨ (¬∃z Rpxz ∧ ∃z (Rpyz ∧ ∃xRpzx))
∨∃z(H+1 xyz ∧Rpxz ∧ ∃x(H+2 xzy ∧Rpyx ∧D+p zx)).
1The formulas that are not syntactically guarded can easily be rewritten into such formulas.
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In this second sentence, additional conjuncts that implement the desired behaviour of
D=p and D−p are also needed; they are constructed analogously to the last three lines
above (but using guards H−j and H=j ). We now prove the correctness of the reduction.
Lemma 3.2.1.
1. If M halts, then φ1 ∧ φ2 is not a GFO 2-conservative extension of φ1.
2. If there exists a Σ-structure that satisfies φ1 and cannot be extended to a model
of φ2 (by interpreting the predicates in sig(φ2) \ sig(φ1)), then M halts.
In the proof of Point 1, the sentence that witnesses non-conservativity describes
a halting computation of M , up to global GFO2(Σ)-bisimulations. This can be done
using only two variables. We split the proof of Lemma 3.2.1 into two parts.
Lemma 3.2.2. If M halts then φ1 ∧ φ2 is not a GFO 2-conservative extension of φ1.
Proof. Assume that M halts. We define a witness ψ for non-conservativity. It says
that every element participates in a substructure that represents the computation of M
on input (0, 0), that is: if the computation is (q0, n0,m0), . . . , (qk, nk,mk), then there
is an N -path of length k (but not longer) such that any object reachable in i ≤ k steps
from the beginning of the path is labeled with qi, has an outgoing R0-path of length ni
and no longer outgoing R0-path, and likewise for R1 and mi. In more detail, consider
the Σ-structure A with
A = {0, . . . , k} ∪ {aij | 0 < i ≤ k, 0 < j < ni} ∪ {bij | 0 < i ≤ k, 0 < j < mi}
in which
NA = {(i, i+ 1) | i < k}
RA1 =
⋃
i≤k{(i, ai1), (ai1, ai2), . . . , (aini−2, aini−1)}
RA2 =
⋃
i≤k{(i, bi1), (bi1, bi2), . . . , (bimi−2, bimi−1)}
SA = {0}
qA = {i | qi = q} for any q ∈ Q.
Then let ψ be a GFO2(Σ)-sentence that describes A up to global GFO2(Σ)-bisimulations.
Clearly A satisfies φ1 ∧ ψ. It thus remains to show that φ1 ∧ φ2 ∧ ψ is unsatisfiable.
But this is clear as there are no N -paths of length > k in any model of ψ and since
there are no defects in register updates in any model of ψ. ❏
Lemma 3.2.3. If there exists a Σ-structure that satisfies φ1 and cannot be extended
to a model of φ2, then M halts.
Proof. Let A be a Σ-structure satisfying φ1 that cannot be extended to a model
of φ2. Then SA ̸= ∅ and there exists an N -path labeled with states in Q starting in
S. Since A cannot be extended to a model of φ2 the computation starting from S is
finite. Moreover, one can readily prove by induction that no register update defects
occur since otherwise φ2 can be satisfied. ❏
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The following result is an immediate consequence of Lemma 3.2.1.
Theorem 3.2.4. In any fragment of FO that extends the three-variable guarded
fragment GFO 3, the following problems are undecidable: conservative extensions,
Σ-inseparability, Σ-entailment, and strong Σ-entailment.
Since Point 1 of Lemma 3.2.1 ensures GFO2-witnesses, Theorem 3.2.4 can actually
be strengthened to say that GFO2-conservative extensions of GFO3-sentences are
undecidable.
3.2.2 The Two-Variable Fragment
Our result for FO2 is proved by a reduction of a tiling problem that asks for the tiling
of a rectangle (of any size) such that the borders are tiled with certain distinguished
tiles.
Definition 3.2.2. A tiling system D = (T, H, V,Right, Left,Top,Bottom) consists of
a finite set T of tiles, horizontal and vertical matching relations H,V ⊆ T × T, and
subsets Right, Left, Top, and Bottom of T containing the right tiles, left tiles, top tiles,
and bottom tiles, respectively. A solution to D is a triple (n,m, τ) where n,m ∈ N and
τ : {0, . . . , n− 1} × {0, . . . ,m− 1} → T such that the following hold:
1. (τ(i, j), τ(i+ 1, j)) ∈ H, for all i < n and j ≤ m;
2. (τ(i, j), τ(i, j + 1)) ∈ V , for all i ≤ n and j < m;
3. τ(0, j) ∈ Left and τ(n, j) ∈ Right, for all j ≤ m;
4. τ(i, 0) ∈ Bottom and τ(i,m) ∈ Top, for all i ≤ n.
We show how to convert a tiling system D into FO2-sentences φ1 and φ2 such that
D has a solution iff φ1 ∧ φ2 is not a conservative extension of φ1. In particular, models
of witness sentences will define solutions of D.
Let D = (T, H, V,Right, Left,Top,Bottom) be a tiling system. The formula φ1 uses
the following set Σ of predicates:
• binary predicates Rh and Rv (representing a grid) and Sh and Sv (for technical
reasons),
• unary predicates T for every T ∈ T, G (for the domain of the grid), O (for the
lower left corner of the grid), B→, B←, B↑, and B↓ (for the borders of the grid).
Then φ1 is the conjunction of the following sentences:
1. Every position in the n×m grid is labeled with exactly one tile and the matching
conditions are satisfied:
∀x(Gx→ ⋁
T∈T
(Tx ∧
⋀
T ′∈T, T ′ ̸=T
¬T ′x))
∀x(Gx→ ⋀
T∈T
(
Tx→ (
⋁
(T,T ′)∈H
∀y(Rhxy → T ′y) ∧
⋁
(T,T ′)∈V
∀y(Rvxy → T ′y))
))
.
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2. The predicates B→, B←, B↑, and B↓ mark the borders of the grid:
∀x(Gx ∧B→x→ (¬∃yRhxy ∧ ∀y(Rvxy → B→y) ∧ ∀y(Rvyx→ B→y)))
∀x(Gx ∧ ¬B→x→ ∃yRhxy)
and similarly for B←, B↑, and B↓.
3. There is a grid origin:
∃x (Ox ∧B←x ∧B↓x).
4. The grid elements are marked by G:
∀x(Ox→ Gx), ∀x(Gx→ ∀y(Rhxy → Gy)), ∀x(Gx→ ∀y(Rvxy → Gy)).
5. The tiles on border positions are labeled with appropriate tiles:
∀x(B→x→
⋁
T∈Right
T (x)).
and similarly for B←, B↑, and B↓.
6. The predicates Sh and Sv occur in φ1: any FO2-tautology using them.
This finishes the definition of φ1. The sentence φ2 introduces two new unary predicates
Q and P and is the conjuntion of ∃x(Ox ∧Qx) and
∀x(Qx→ (∃y(Rhxy ∧Qy) ∨ ∃y(Rvxy ∧Qy) ∨ φDx))
where
φDx = ∃y
(
Rhxy ∧ ∀x(Rvyx→ Px)
) ∧ ∃y(Rvxy ∧ ∀x(Rhyx→ ¬Px))
Thus, φD describes a defect in the grid: there exist an Rh-successor y1 and an Rv-
successor y2 of x such that every Rv-successor of y1 is labeled with P and every
Rh-successor of y2 is labeled with ¬P . Informally, we can satisfy φ2 only if from some
element of O, there is an infinite Rh/Rv-path or a non-closing grid cell can be reached
by a finite such path. To make this precise, we introduce some notation. Let Σ′ ⊇ Σ
and let B be a Σ′-structure. Then the Σ-structure A obtained from B by removing
the interpretation of predicates in Σ′ \ Σ is called the Σ-reduct of B and B is called
a Σ′ \ Σ-extension of A. For a Σ-structure A, we say that a ∈ A is the root of a
non-closing grid cell if there are (a, b1) ∈ RAh and (a, b2) ∈ RAv such that there does
not exist a c ∈ A with (b1, c) ∈ RAv and (b2, c) ∈ RAh . Now, we show the following
characterization of φ2.
Lemma 3.2.5. φ2 can be satisfied in a {Q,P}-extension of a Σ-structure A iff there
exists an element of OA that starts an infinite Rh/Rv-path or a finite Rh/Rv-path to a
root of a non-closing grid cell.
Proof.(sketch) Assume that φ2 is satisfied in a {Q,P}-extension of a Σ-structure
A. By definition of φ2, we can find an assignment of Q that satisfies φ2 such that there
is an infinite outgoing Rh/Rv-path starting at an element of OA; or we can find an
assignment of (Q and) P that satisfies φ2 such that there is a finite Rh/Rv-path to a
root of a non-closing grid cell.
For the other direction, assume there exists an element of OA that starts an infinite
Rh/Rv-path or there is a finite Rh/Rv-path to a root of a non-closing grid cell. Then
φ1 cannot be satisfied in such a Σ-structure A. We thus define a structure B as a
{Q,P}-extension of A, and therefore, φ2 is clearly satisfied in B. ❏
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We now argue that D has a solution iff φ1 ∧ φ2 is not a conservative extension of
φ1.
Lemma 3.2.6. If D has a solution then φ1 ∧φ2 is not an FO 2-conservative extension
of φ1.
Proof. Assume that D has a solution (n,m, τ). We define a witness ψ, first using
additional fresh unary predicates and then arguing that these can be removed. Thus
introduce fresh unary predicates Pi,j for all i < n and j < m. Intuitively, Pi,j identifies
grid position (i, j). Set
ψ = ∀x (Gx→ ⋁i,j Pi,jx)
∧
⋀
(i,j)̸=(i′,j′)
∀x¬(Pi,jx ∧ Pi′,j′x)
∧ ∀x∀y (Rhxy ↔
⋁
i,j Pi,jx ∧ Pi+1,jy)
∧ ∀x∀y (Rvx, y ↔ ⋁i,j Pi,jx ∧ Pi,j+1y)
∧ ∀x (Ox→ P0,0x).
We first show that φ1 ∧ ψ is satisfiable. As the model, simply take the standard
n×m-grid in which all positions are labeled with Pi,j , G, O, B→ etc in the expected
way, and that is tiled according to τ . It is easily verified that this structure satisfies both
φ1 and ψ. It thus remains to show that φ1 ∧ φ2 ∧ ψ is unsatisfiable. By Lemma 3.2.5
it suffices to show that there is no model A of φ1 ∧ ψ in which there exists an element
of OA starting an infinite Rh/Rv-path or a finite Rh/Rv-path leading to a root of a
non-closing grid cell. Assume for a proof by contradiction that there exists such a model
A and a ∈ OA. Then we find a sequence a0RAz0a1RAz1a2 · · · with a0 = a and zi ∈ {h, v}
such that either some ah is the root of a non-closing grid cell or the sequence is infinite.
By φ1 and the first conjunct of ψ for each ak there exists Pi,j with ak ∈ PAi,j . By the last
conjunct of ψ, a0 ∈ PA0,0. By the remaining conjuncts of ψ we have k ≥ i+ j if ak ∈ PAi,j
and it follows that there is no ak with k > n+m. Thus, assume some ak is the root
of a non-closing grid. Then we have (ak, b1) ∈ RAh and (ak, b2) ∈ RAv such that there
is no c ∈ A with (b1, c) ∈ RAv and (b2, c) ∈ RAh . By ψ, there are i, j with b1 ∈ PAi+1,j
and b2 ∈ PAi,j+1. By the second set of conjuncts of φ1 there exists (b1, c) ∈ RAv . By ψ,
c ∈ PAi+1,j+1. But then again using ψ we obtain that (b2, c) ∈ RAh and we have derived
a contradiction.
We now show how to remove the additional predicates Pi,j . To this end, we use
the binary predicates Sh, Sv. In the sentence ψ, we replace every occurrence of Pi,j(x)
with a formula saying: there is an outgoing Sh-path of length i, but not of length i+ 1
and an outgoing Sv-path of length j, but not of length j + 1. When we build a model
of φ1 ∧ ψ, we now need to introduce additional elements for the “counting paths”. We
make the predicate G false on all those elements and true everywhere on the grid. ❏
Lemma 3.2.7. If there exists a Σ-structure that satisfies φ1 and cannot be extended
to a model of φ2, then D has solution.
Proof. Take a Σ-structure A satisfying φ1 that cannot be extended to a model of
φ2. By the conjunct of φ1 given in Item 3, OA∩BA←∩BA↓ ̸= ∅. Take a ∈ OA∩BA←∩BA↓ .
By Lemma 3.2.5, a does not start an infinite Rh/Rv-path or a finite Rh/Rv-path leading
to the root of a non-closing grid cell. Using the conjuncts of φ1 it is now straightforward
to read off a tiling from A. ❏
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The following result is an immediate consequence of Lemmas 3.2.6 and 3.2.7.
Theorem 3.2.8. In any fragment of FO that extends FO2, the following problems
are undecidable: conservative extensions, Σ-inseparability, Σ-entailment, and strong
Σ-entailment.
Note that the sentences φ1 and φ2 can be replaced by equivalent ALC-TBoxes: in
φ2, we can replace the conjunct ∃x(Ox∧Qx), which cannot be expressed in ALC, by the
concept inclusion ⊤ ⊑ ∃S.(O ⊓Q) with S a fresh binary predicate. Consequently, the
proof of Theorem 3.2.8 also shows that FO2-conservative extensions of ALC-TBoxes are
undecidable while it follows from our results in the next section that GFO2-conservative
extensions of ALC-TBoxes are decidable.
3.3 Model-theoretic Characterization
The undecidability results established in the previous section show that neither the
restriction to two variables nor guardedness alone are sufficient for decidability of
conservative extensions and related problems. We now show that adopting both
restrictions simultaneously results in decidability of Σ-entailment (and thus also of
conservative extensions and of inseparability). We proceed by first establishing a
suitable model-theoretic characterization based on bisimulations to then use it as the
foundation for a decision procedure based on tree automata. We in fact establish two
versions of the characterization, the second one building on the first one.
3.3.1 GFO2-Bisimulations
In this section we introduce GFO2-bisimulations and variants thereof that will be
needed to give a model-theoretic characterization of Σ-entailment.
We start with some preliminaries. An atomic 1-type for Σ is a maximal satisfiable
set τ of atomic GFO2(Σ)-formulas and their negations that use the variable x, only. We
use atΣA(a) to denote the atomic 1-type for Σ realized by the element a in the structure
A. An atomic 2-type for Σ is a maximal satisfiable set τ of atomic GFO2(Σ)-formulas
and their negations that use the variables x and y, only, and contains ¬(x = y). We
say that τ is guarded if it contains an atom of the form Rxy or Ryx, R a predicate
symbol. We use atΣA(a, b) to denote the atomic 2-type for Σ realized by the elements
a, b in the structure A. A relation ∼ ⊆ A×B is a GFO 2(Σ)-bisimulation between A
and B if the following conditions hold whenever a ∼ b:
1. atΣA(a) = atΣB(b);
2. for every a′ ̸= a such that atΣA(a, a′) is guarded, there is a b′ ̸= b such that
atΣA(a, a′) = atΣB(b, b′) and a′ ∼ b′ (forth condition);
3. for every b′ ≠ b such that atΣB(b, b′) is guarded, there is an a′ ̸= a such that
atΣA(b, b′) = atΣB(a, a′) and a′ ∼ b′ (back condition).
We write (A, a) ∼Σ (B, b) and say that (A, a) and (B, b) are GFO 2(Σ)-bisimilar if there
is a GFO2(Σ)-bisimulation ∼ between A and B with a ∼ b. If the domain and range of
∼ coincide with A and B, respectively, then ∼ is called a global GFO 2(Σ)-bisimulation.
We continue giving a bounded version of bisimulations. For k ≥ 0, we write
(A, a) ∼kΣ (B, b) and say that (A, a) and (B, b) are k-GFO 2(Σ)-bisimilar if there is a
∼ ⊆ A×B such that the first condition for bisimulations holds and the back and forth
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conditions can be iterated up to k times starting from a and b. More formally, let A
and B be structures, a ∈ A, and b ∈ B. The definition k-GFO2(Σ) bisimilarity is by
induction on k ≥ 0. Then (A, a) ∼0Σ (B, b) iff atΣA(a) = atΣB(b) and (A, a) ∼k+1Σ (B, b)
iff atΣA(a) = atΣB(b) and
1. for every a′ ̸= a such that atΣA(a, a′) is guarded, there exists b′ ̸= b such that
atΣA(a, a′) = atΣB(b, b′) and (A, a′) ∼kΣ (B, b′)
2. for every b′ ≠ b such that atΣB(b, b′) is guarded, there exists a′ ̸= a such that
atΣB(b, b′) = atΣA(a, a′) and (A, a′) ∼kΣ (B, b′).
Call structures A and B globally k-GFO 2(Σ)-bisimilar if for all a ∈ A there exists
b ∈ B such that (A, a) ∼kΣ (B, b) and, conversely, for every b ∈ B there exists a ∈ A
with (A, a) ∼kΣ (B, b). A and B are globally finitely GFO 2(Σ)-bisimilar iff they are
globally k-GFO2(Σ)-bisimilar for all k ≥ 0.
Example 3.3.1. Consider the GFO2-sentences φ1 = ∀x∃yRxy and φ2 = φ1 ∧ ∃xBx∧
∀x(Bx→ ∃y(Ryx ∧By)) and let Σ = {R}. Let A be the model of φ1 that consists of
an infinite R-path with an initial element. Then there is no model of φ2 that is globally
GFO2({R})-bisimilar to A since any such model has to contain an infinite R-path with
no initial element. Yet, φ2 is a conservative extension of φ1 as all possible witnesses
are finite and can thus see only a finite part of the infinite backwards path. To capture
this insight, we need to consider bounded bisimulations, for arbitrarily large bounds
(see Theorem 3.3.6 below).
Expressive Power
We now show that GFO2(Σ)-bisimulations characterize the expressive power of GFO2(Σ)-
sentences. The proofs are standard [GO14, GO06, ANv98]. We first characterize the
expressive power of a fragment of GFO2, that we call openGFO2, and then we do it for
the general case.
Denote by openGFO2 the fragment of GFO2 consisting of all GFO2 formulas with
one free variable in which equality is not used as a guard and which do not contain a
subformula that is a sentence. It is not difficult to prove the following result.
Lemma 3.3.1. Every GFO 2-sentence is equivalent to a Boolean combination of sen-
tences of the form ∀xφ(x), where φ(x) is an openGFO 2 formula.
To characterize GFO2 we often need structures that satisfy certain saturation
conditions. A structure A is ω-saturated if for every finite set {a1, . . . , an} ⊆ A and
every set Γ(x) of FO formulas using elements of {a1, . . . , an} as constants the following
holds: if every finite subset of Γ(x) is satisfiable in the structure (A, a1, . . . , an), then
Γ(x) is satisfiable in (A, a1, . . . , an). For every structure A there exists an elementary
extension A′ of A that is ω-saturated [CK90]. Mostly we only require a weaker form
of saturation. A structure A is successor-saturated if for any a ∈ A and set Γ(x) of
openGFO2 formulas the following holds for any atomic guarded binary type τ : if for any
finite subset Γ′ of Γ there exists a′ ̸= a with atA(a, a′) = τ and A |= ψ(a′) for all ψ ∈ Γ′,
then there exists b′ ≠ a with atA(a, b′) = τ and A |= ψ(b′) for all ψ ∈ Γ. Observe that
structures of finite outdegree and ω-saturated structures are successor-saturated.
The depth of a GFO2 formula φ is the number of nestings of guarded quantifications
in φ. We first characterize openGFO2.
Lemma 3.3.2. Let A and B be structures, Σ a signature, and a ∈ A, b ∈ B.
Chapter 3. Conservative Extensions in Guarded and Two-Variable Fragments 31
1. The following conditions are equivalent for all k ≥ 0:
• A |= φ(a) iff B |= φ(b) holds for all openGFO 2(Σ) formulas φ(x) of depth k;
• (A, a) ∼kΣ (B, b).
2. If (A, a) ∼Σ (B, b), then A |= φ(a) iff B |= φ(b) holds for all openGFO 2(Σ)
formulas φ(x). The converse direction holds if A and B are successor-saturated.
The proof is standard and ommited. We also require the following link between
bounded bisimulations and unbounded bisimulations which follows from Lemma 3.3.2.
Lemma 3.3.3. Let A and B be successor-saturated structures, a ∈ A, and b ∈ B. If
(A, a) ∼kΣ (B, b) for all k ≥ 0, then (A, a) ∼Σ (B, b).
In order to characterize GFO2 we need to consider global bounded bisimulations.
The following characterization result now follows from Lemma 3.3.1 and Lemma 3.3.2.
Lemma 3.3.4. Let A and B be structures and Σ a signature.
1. The following conditions are equivalent:
• A |= φ iff B |= φ holds for all GFO 2(Σ) sentences φ;
• A and B are globally finitely GFO 2(Σ)-bisimilar.
2. (a) If A and B are globally GFO 2(Σ)-bisimilar, then A |= φ iff B |= φ holds
for all GFO 2(Σ) sentences φ. (b) The converse direction holds if A and B are
ω-saturated.
Observe that in Lemma 3.3.4 we cannot replace ω-saturation by successor-saturation
or finite outdegree.
Theorem 3.3.5. An FO-sentence φ is equivalent to a GFO2-sentence iff its models
are preserved under global GFO 2(sig(φ))-bisimulations.
Proof. One direction follows by Lemma 3.3.4 2.(a). For the other direction, let φ be
an FO-sentence whose models are preserved under global GFO 2(sig(φ))-bisimulations.
We want to show that φ is equivalent to a GFO2-sentence.
We first show that whenever two structures agree on all sentences of GFO2, they
agree on φ. Suppose A and B satisfy the same GFO2-sentences. Without loss of
generality, we can assume that A and B are ω-saturated. By Lemma 3.3.4 2.(b) we
have that A and B are globally GFO2(sig(φ))-bisimilar. Assume now that A |= φ. As
the models of φ are preserved under global GFO 2(sig(φ))-bisimulations, and A and
B are globally GFO2(sig(φ))-bisimilar, this implies that B |= φ. By symmetry we get
A |= φ iff B |= φ as desired.
Now assume that φ is satisfiable, i.e., there is a structure A such that A |= φ, and
let Θ be the set of all GFO2-sentences θ such that A |= θ. We show that Θ |= φ (i.e.,
any model of Θ is a model of φ). If this were not the case then we have a structure B
such that B |= Θ ∧ ¬φ. But because Θ contains each GF2-sentence or its negation we
have that A and B are globally GFO2(sig(φ))-bisimilar and A and B disagree on φ.
This contradicts the claim of the previous paragraph.
Since Θ |= φ then, by compactness, there is a finite subset Θ′ of Θ such that Θ′ |= φ.
By construction, this implies that φ is equivalent to the conjunction of all the sentences
in Θ′ and therefore equivalent to a GFO2-sentence. ❏
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With these notions at hand we are now ready to give a model-theoretic characteri-
zation of Σ-entailment using an appropriate notion of GFO2-bisimulation.
3.3.2 Characterization of Σ-Entailment
In modal and description logics, global Σ-bisimulations can often be used to characterize
Σ-entailment in the following natural way [LW11]: φ1 Σ-entails φ2 iff for every (tree)
model A of φ1, there exists a (tree) model B of φ2 that is globally Σ-bisimilar to A.
Such a characterization enables decision procedures based on tree automata, but does
not hold for GFO2 as shown in Example 3.3.1.
We give our first characterization theorem that uses unbounded bisimulations in
one direction and bounded bisimulations in the other.
Theorem 3.3.6. Let φ1, φ2 be GFO 2-sentences and Σ a signature. Then φ1 |=Σ φ2
iff for every model A of φ1 of finite outdegree, there is a model B of φ2 such that
1. for every a ∈ A there is a b ∈ B such that (A, a) ∼Σ (B, b)
2. for every b ∈ B and every k ≥ 0, there is an a ∈ A such that (A, a) ∼kΣ (B, b)
Proof. “if”. Assume that for every model A of φ1 of finite outdegree, there is a
model B of φ2 as described in Theorem 3.3.6. Take a Σ-sentence ψ such that φ1 ∧ ψ is
satisfiable. We have to show that φ2∧ψ is satisfiable. We find a model A of φ1∧ψ that
has finite outdegree. By assumption, there is a model B of φ2 that satisfies Conditions 1
and 2 of Theorem 3.3.6. It suffices to show that B satisfies ψ. But this follows from
Lemma 3.3.4.
“only if”. Assume that φ1 |=Σ φ2. Let A be a model of φ1 of finite outdegree.
Let Γ denote the set of all GFO2(Σ) sentences ψ with A |= ψ. Then φ1 ∧ ⋀Γ′ is
satisfiable for every finite subset Γ′ of Γ. As φ1 |=Σ φ2, φ2 ∧⋀Γ′ is satisfiable for every
finite subset Γ′ of Γ. By compactness {φ2} ∪ Γ is satisfiable. Then there exists an
ω-saturated model B of {φ2} ∪ Γ. By ω-saturatedness, for every a ∈ A there exists
b ∈ B such that A |= φ(a) iff B |= φ(b) holds for all formulas φ(x) in openGFO2(Σ).
By Lemma 3.3.2, we have (A, a) ∼Σ (B, b), as required for Condition 1. Condition 2
follows from Lemma 3.3.2. ❏
Because of the use of k-bounded bisimulations (for unbounded k), it is not clear
how to use Theorem 3.3.6 to find a decision procedure based on tree automata. In the
following, we formulate a more ‘operational’ but also more technical characterization
that no longer mentions bounded bisimulations. It additionally refers to forest models
A of φ1 (of finite outdegree) instead of unrestricted models, but we remark that
Theorem 3.3.6 also remains true under this modification.
A structure A is a forest if its Gaifman graph is a forest. Thus, a forest admits
cycles of length one and two, but not of any higher length. A (Σ-)tree in a forest
structure A is a maximal (Σ)-connected substructure of A. When working with forest
structures A, we will typically view them as directed forests rather than as undirected
ones. This can be done by choosing a root for each tree in the Gaifman graph of A,
thus giving rise to notions such as successor, descendant, etc. Which node is chosen as
the root will always be irrelevant. Note that the direction of binary relations does not
need to reflect the successor relation. When speaking of a path in a forest structure A,
we mean a path in the directed sense; when speaking of a subtree, we mean a tree that
is obtained by choosing a root a and restricting the structure to a and its descendants.
We say that A is regular if it has only finitely many subtrees, up to isomorphism.
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To see how we can get rid of bounded bisimulations, reconsider Theorem 3.3.6.
The characterization is still correct if we pull out the quantification over k in Point 2
so that the theorem reads ‘...iff for every model A of φ1 of finite outdegree and every
k ≥ 0, there is...’. In fact, this modified version of Theorem 3.3.6 is even closer to
the definition of Σ-entailment. It also suggests that we add a marking A⊥ ⊆ A of
elements in A, representing ‘break-off points’ for bisimulations, and then replace k-
bisimulations with bisimulations that stop whenever they have encountered the second
marked element on the same path—in this way, the distance between marked elements
(roughly) corresponds to the bound k in k-bisimulations. However, we would need a
marking A⊥, for any k ≥ 0, such that there are infinitely many markers on any infinite
path and the distance between any two markers in a tree is at least k. It is easy to see
that such a marking may not exist, for example when k = 3 and A is the infinite full
binary tree. We solve this problem as follows. First, we only demand that the distance
between any two markers on the same path is at least k. And second, we use the
markers only when following bisimulations upwards in a tree while downwards, we use
unbounded bisimulations. This does not compromise correctness of the characterization.
We next introduce a version of bisimulations that implement the ideas just ex-
plained. Let A and B be forest models, Σ a signature, and A⊥ ⊆ A. Two relations
∼A⊥,0Σ ,∼A⊥,1Σ ⊆ A×B form an A⊥-delimited GFO 2(Σ)-bisimulation between A and B
if the following conditions are satisfied:
1. if (A, a) ∼A⊥,0Σ (B, b), then atΣA(a) = atΣB(b) and
(a) for every a′ ̸= a with atΣA(a, a′) guarded, there is a b′ ̸= b such that
(A, a′) ∼A⊥,iΣ (B, b′) where i = 1 if a′ is the predecessor of a and a′ ∈ A⊥,
and i = 0 otherwise;
(b) for every b′ ≠ b with atΣB(b, b′) guarded, there is an a′ ̸= a such that
(A, a′) ∼A⊥,iΣ (B, b′) where i = 1 if a′ is the predecessor of a and a′ ∈ A⊥,
and i = 0 otherwise;
2. if (A, a) ∼A⊥,1Σ (B, b) and the predecessor of a in A is not in A⊥, then atΣA(a) =
atΣB(b) and
(a) for every a′ ̸= a with atΣA(a, a′) guarded, there is a b′ ̸= b such that
(A, a′) ∼A⊥,iΣ (B, b′) where i = 0 if a is the predecessor of a′ and a ∈ A⊥,
and i = 1 otherwise;
(b) for every b′ ≠ b with atΣB(b, b′) guarded, there is an a′ ̸= a such that
(A, a′) ∼A⊥,iΣ (B, b′) where i = 0 if a is the predecessor of a′ and a ∈ A⊥,
and i = 1 otherwise.
Then (A, a) and (B, b) are A⊥-delimited GFO 2(Σ)-bisimilar, in symbols (A, a) ∼A⊥Σ
(B, b), if there exists an A⊥-delimited GFO2(Σ)-bisimulation ∼A⊥,0Σ ,∼A⊥,1Σ between A
and B such that (A, a) ∼A⊥,0Σ (B, b).
Let φ be a GFO2-sentence. We use cl(φ) to denote the set of all subformulas of φ
closed under single negation and renaming of free variables (using only the available
variables x and y). A 1-type for φ is a subset t ⊆ cl(φ) that contains only formulas
of the form ψ(x) and such that φ ∧ ∃x ⋀ t(x) is satisfiable. For a model A of φ and
a ∈ A, we use tpA(a) to denote the 1-type {ψ(x) ∈ cl(φ) | A |= ψ(a)}, assuming that φ
is understood from the context. We say that the 1-type t is realized in A if there is an
a ∈ A with tpA(a) = t. We are now ready to formulate our final characterization.
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Theorem 3.3.7. Let φ1, φ2 be GFO 2-sentences and Σ a signature. Then φ1 |=Σ φ2
iff for every regular forest model A of φ1 that has finite outdegree and for every set
A⊥ ⊆ A with A⊥ ∩ ρ infinite for any infinite Σ-path ρ in A, there is a model B of φ2
such that
1. for every a ∈ A, there is a b ∈ B such that (A, a) ∼Σ (B, b);
2. for every 1-type t for φ2 that is realized in B, there are a ∈ A and b ∈ B such
that tpB(b) = t and (A, a) ∼A⊥Σ (B, b).
Before we come to the proof of Theorem 3.3.7 we prove another characterization
of Σ-entailment in GFO2. If A is a forest structure with a, a′ ∈ A, then we write
a ≺ a′ iff a and a′ are part of the same Σ-tree in A and a is a ancestor of a′ (recall
that a Σ-tree in a forest structure A is a maximal Σ-connected substructure of A and
that we always assume a fixed root in trees within forest structures). For A and B
structures and a⊥ ∈ A, an a⊥-delimited GFO 2(Σ)-bisimulation between A and B is
defined like a GFO2(Σ)-bisimulation except that Conditions 2 and 3 are not required
to hold when a = a⊥. We indicate the existence of an a⊥-delimited bisimulation by
writing (A, a) ∼a⊥Σ (B, b). This requires a⊥ ⪯ a. We now give a characterization of
Σ-entailment using forest models in which we replace the bounded backward condition
by an unbounded condition.
Theorem 3.3.8. Let φ1, φ2 be GFO 2-sentences and Σ a signature. Then φ1 |=Σ φ2
iff for every regular forest model A of φ1 that has finite outdegree there is a model B of
φ2 such that
1. for every a ∈ A there is a b ∈ B such that (A, a) ∼Σ (B, b)
2. for every b ∈ B, one of the following holds:
(a) there is an a ∈ A such that (A, a) ∼Σ (B, b);
(b) there are a⊥, a0, a1, . . . , a′0, a′1, · · · ∈ A such that a⊥ ≺ a0 ≺ a1 ≺ · · · and,
for all i ≥ 0, ai ≺ a′i and (A, a′i) ∼a⊥Σ (B, b).
Proof. We first observe that (i) every (successor-saturated/finite outdegree) struc-
ture A can be unfolded into a globally GFO2(Σ)-bisimilar (successor saturated/finite
outdegree) forest model B, and consequently, (ii) every satisfiable GFO2 formula is
satisfiable in a regular forest model of finite outdegree. Then, using the proof of
Theorem 3.3.6 and the observations (i) and (ii), one can easily prove the following
variant of Theorem 3.3.6 based on forest models:
Fact 1. Let φ1, φ2 be GFO2-sentences and Σ a signature. Then φ1 |=Σ φ2 iff for every
regular forest model A of φ1 that has finite outdegree there is a (successor saturated)
forest model B of φ2 such that
1. for every a ∈ A there is a b ∈ B such that (A, a) ∼Σ (B, b)
2. for every b ∈ B and every k ≥ 0, there is an a ∈ A such that (A, a) ∼kΣ (B, b).
To show Theorem 3.3.8 it therefore suffices to show that for every regular forest model
A of φ1 that has finite outdegree and every successor-saturated forest model B of φ2,
Condition 2 in Fact 1 is equivalent to Condition 2 of Theorem 3.3.8.
Thus, let A and B be as described. The interesting direction is to prove that if
Condition 2 in Fact 1 holds then Condition 2 of Theorem 3.3.8 holds. Thus, assume
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that Condition 2 in Fact 1 holds. Take b ∈ B. We may assume it is a root b of a Σ-tree
in B. Then there are a0, a1, · · · ∈ A such that for all k, (A, ak) ∼kΣ (B, b). If infinitely
many of the ai are identical, then there is an a ∈ A such that (A, a) ∼kΣ (B, b) for all
k ≥ 0, thus (A, a) ∼Σ (B, b) by Lemma 3.3.3 and we are done. Therefore, assume that
there are infinitely many distinct ai. By ‘skipping’ elements in the sequence a0, a1, . . . ,
we can then achieve that the ai are all distinct.
Two nodes a, a′ ∈ A are downwards isomorphic, written a ∼↓ a′, if they are the
roots of isomorphic subtrees. For a forest structure A, a ∈ A, and i ≥ 0, we denote by
A|↑ia the path structure obtained by restricting A to those elements that can be reached
from a by traveling at most i steps towards the root of the tree in A that a is part of
(including a itself). For a, a′ ∈ A and i ≥ 0, we write a ≈i a′ if there is an isomorphism
ι from A|↑ia to A|↑ia′ with ι(a) = a′ such that c ∼↓ ι(c) for all c. Since A is regular, A
contains only finitely many equivalence classes for each ≈i. By skipping ai’s, we can
thus achieve that
(∗) ai ≈k aj for all i, k, j with k ≤ i and j > i.
This also implies that each ai is at least i steps away from the root of the tree in A
that it is in (since there are infinitely many ai, they must be unboundedly deep in their
respective tree, and it remains to apply (∗)). Let ci denote the element of A reached
from ai by traveling i steps towards the root. Since A is regular, there must be an
infinite subsequence aℓ0 , aℓ1 , . . . of a0, a1, . . . such that cℓi ∼↓ cℓj for all i, j.
Choose some a⊥ ∈ A with a⊥ ∼↓ cℓi for all i (equivalently: for some i). We can
assume w.l.o.g. that each aℓi is in the subtree rooted at a⊥ and that when traveling ℓi
steps from aℓi towards the root of the subtree that a⊥ is in, then we reach exactly a⊥.
Let A∗ be the structure obtained in the limit of the neighborhoods A|0aℓ0 ,A|
1
aℓ1
, . . . .
That is, we start with the subtree of A rooted at aℓ0 , renaming aℓ0 to a∗, and then
proceed as follows: after the i-th step, the constructed structure is isomorphic to the
subtree of A rooted at a⊥ via an isomorphism that maps a∗ to aℓi and the root to a⊥;
by (∗), we can thus add a path of predecessor to the root of the structure constructed so
far, and then add additional subtrees to the nodes on the path as additional successors,
making sure that the obtained structure is isomorphic to the subtree of A rooted at a⊥
via an isomorphism that maps a∗ to aℓi+1 and the new root to a⊥. By construction,
(A∗, a∗) ∼kΣ (B, b) for all k ≥ 0 and thus Lemma 3.3.3 yields (A∗, a∗) ∼Σ (B, b).
Take some aℓi . We aim to show that (A, aℓi) ∼a⊥Σ (B, b). Let c be the element
reached from a∗ in A∗ by traveling ℓi steps upwards and recall that a⊥ is the element
reached from aℓi in A by traveling ℓi steps upwards. By construction of A∗, we find
an isomorphism from the subtree in A∗ rooted at c to the subtree in A rooted at a⊥
that takes c to a⊥ and a∗ to ai. From (A∗, a∗) ∼Σ (B, b), we thus obtain the desired
a⊥-delimited Σ-bisimulation that witnesses (A, ai) ∼a⊥Σ (B, b).
It remains to show the existence of the required elements a′0, a′1, . . . , that is, to show
that there is a path through the subtree of A rooted at a⊥ such that each aℓi is either
on the path or can be reached by branching off at a different point of the path. This
can be done in the following straightforward way. Starting at a⊥, we define the path
step by step. In every step, there must be at least one successor which is the root of
a subtree that contains infinitely many aℓi ’s since A has finite outdegree. We always
proceed by choosing such a successor. This almost achieves the desired result, except
that not all aℓi are reachable from a distinct node on the path by traveling downwards.
However, there are infinitely many nodes on the path from which at least one aℓi can be
reached by traveling downwards, so the problem can be cured by skipping aℓi ’s. ❏
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We are now in a position to prove Theorem 3.3.7. We require the following extended
version of k-GFO2-bisimilarity which respects the successor relation in forest structures.
Let A and B be forest structures, a ∈ A, and b ∈ B. The definition is by induction
on k ≥ 0. Then (A, a) ∼0,succΣ (B, b) iff atΣA(a) = atΣB(b) and (A, a) ∼k+1,succΣ (B, b) iff
atΣA(a) = atΣB(b) and
1. for every a′ ≠ a such that atΣA(a, a′) is guarded there exists b′ ̸= b such that
atΣA(a, a′) = atΣB(b, b′) and b′ is a successor of b in B iff a′ is a successor of a in A
and (A, a′) ∼k,succΣ (B, b′)
2. for every b′ ̸= b such that atΣA(b, b′) is guarded there exists a′ ̸= a such that
atΣA(b, b′) = atΣB(a, a′) and a′ is a successor of a in A iff b′ is a successor of b in B
and (A, a′) ∼k,succΣ (B, b′).
Proof.[Theorem 3.3.7] (⇐) It suffices to show that for every m > 0 and every regular
forest model A of φ1 that has finite outdegree there exists a model B of φ2 such that A
and B are globally m-GFO2(Σ)-bisimilar. Assume m > 0 and a regular forest model A
of φ1 that has finite outdegree is given. Let m′ be the maximum of m and the guarded
quantifier depth of φ2. Then f(m,φ2) denotes the maximal number of nodes in any
Σ ∪ sig(φ2)-forest model C which are pairwise ∼m′,succ-incomparable. Define A⊥ ⊆ A
on every Σ-tree with root r in A in such a way that a ∈ A⊥ iff the distance between r
and a is kf(m,φ2) for some k ≥ 0. Let B be a forest shaped model of φ2 satisfying the
conditions of Theorem 3.3.7. One can easily modify B in such a way that in addition
to the conditions given in the theorem
(∗) every 1-type t for φ2 that is realized in B is realized in the root of a Σ-tree in B
and for every root r of a Σ-tree in B there exists a ∈ A such that (A, a) ∼A⊥Σ (B, r).
To show (∗) first pick for every a ∈ A a b ∈ B with (A, a) ∼Σ (B, b). Let S1 be the
set of b’s just picked and let B1 be the disjoint union of the structures induced in B by
the Σ-trees whose roots are in S1. Next pick for every 1-type t for φ2 that is realized in
B a b ∈ B that realizes t. Let S2 be the set of b’s just picked and let B2 be the disjoint
union of the structures induced in B by the Σ-trees whose roots are in S2. Finally,
we add (recursively) witnesses for guarded existential quantifiers not involving binary
predicates from Σ to the disjoint union B′ of B1 and B2. In detail, take for any b in
B′ its copy b′ in B and assume c′ in B is such that {R | (b′, c′) ∈ RB or (c′, b′) ∈ RB}
is non-empty and contains no predicate in Σ. Then add to B′ a copy of the Σ-tree
in B′ whose root c realizes the same 1-type for φ2 as c′ and connect c to b by adding
for all binary predicates R the pair (b, c) to the extension of R if (b′, c′) ∈ RB and the
pair (c, b) to the extension of R if (c′, b′) ∈ RB. We apply this procedure recursively to
the new structure (in a fair way) and obtain the desired structure as the limit of the
resulting sequence of structures.
We now modify B in such a way that the resulting structure is still a model of
φ2 but in addition globally m-GFO2(Σ)-bisimilar to A. Consider the structure Br
induced by the Σ-tree with root r in B. If there exists an a ∈ A with (A, a) ∼Σ (B, r)
then we do not modify Br and set Bur = Br. If no such a exists, then we modify Br
in such a way that every b in the resulting Σ-tree is m-GFO2(Σ)-bisimilar to some
a ∈ A. Note that we only know that there exists a ∈ A such that (A, a) ∼A⊥Σ (B, r). By
construction of A⊥ this implies that (A, a) and (B, r) are f(m,φ2)-GFO2(Σ)-bisimilar.
Thus, it suffices to modify Br in such a way that every node b in the Σ-tree becomes
m-GFO2(Σ)-bisimilar to some b′ in the original Br with distance ≤ f(m,φ2) − m
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from r. To ensure that φ2 is still satisfied we make sure that the following stronger
condition holds: every node b in the Σ-tree rooted at r is m′-GFO2-bisimilar to some
b′ in the original Br with distance ≤ f(m,φ2) −m′ from r. The construction is by
a standard pumping argument. For a, b ∈ B we say that a blocks b if a ≺ b and
(B, a) ∼m′,succ (B, b) and there is no b′ ≺ b such that there is an a′ with a′ ≺ b′
and (B, a′) ∼m′,succ (B, b′). The universe Bur of Bur is the set of words a0 · · · an with
a0, . . . , an in Bur and a0 = r such that either ai+1 is a successor of ai or there is a
successor bi+1 of ai such that ai+1 blocks bi+1. Let tail(a0 . . . an) = an. For every
unary R and w ∈ Aur we set w ∈ RA
u
r if tail(w) ∈ RA and for every binary R we set for
w ∈ Aur : (w,w) ∈ RA
u
r if (tail(w), tail(w)) ∈ RA and for wb ∈ Aur :
• (w,wb) ∈ RAur if (tail(w), b) ∈ RA or there is an a such that b blocks a and
(tail(w), a) ∈ RA;
• (wb,w) ∈ RAua if (b, tail(w)) ∈ RA or there is an a such that b blocks a and
(a, tail(w)) ∈ RA.
We now replace Br by Bur in B. In more detail, take the disjoint union Bd of all Bur ,
r the root of a Σ-tree in B. Then add (recursively) witnesses for guarded existential
quantifiers not involving binary predicates from Σ to Bd: take for any w in Bur and any
1-type t for φ2 that is realized in some node c in B such that {R | (tail(w), c) ∈ RB or
(c, tail(w)) ∈ RB} is non-empty and contains no predicate in Σ the root r′ of a structure
Bur′ such that r′ realizes t in Bur′ . Then add to Bd a new copy of Bur′ and connect r′
to b by adding for any binary predicate R the pair (r, r′) to RBd if (tail(w), c) ∈ RB
and the pair (r′, r) to RBd if (c, tail(w)) ∈ RB. We apply this procedure recursively to
the new structure (in a fair way) and obtain the desired structure B′ as the limit of
the resulting sequence of structures.
(⇒) Assume that φ1 |=Σ φ2. Let A be a regular forest model A of φ1 that has
finite outdegree and let A⊥ ⊆ A be such that A⊥ ∩ ρ is infinite for any maximal infinite
Σ-path ρ in A. By Theorem 3.3.8, there is a model B of φ2 such that
1. for every a ∈ A there is a b ∈ B such that (A, a) ∼Σ (B, b)
2. for every b ∈ B, one of the following holds:
(a) there is an a ∈ A such that (A, a) ∼Σ (B, b);
(b) there are a⊥, a0, a1, . . . , a′0, a′1, · · · ∈ A such that a⊥ ≺ a0 ≺ a1 ≺ · · · and,
for all i ≥ 0, ai ≺ a′i and (A, a′i) ∼a⊥Σ (B, b).
Let t be a 1-type for φ2 realized by some b ∈ B. We have to find an a ∈ A such that
(A, a) ∼A⊥Σ (B, b). If there is an a ∈ A such that (A, a) ∼Σ (B, b) then we are done as
(A, a) ∼A⊥Σ (B, b) follows. Otherwise there are a⊥, a0, a1, . . . , a′0, a′1, · · · ∈ A such that
a⊥ ≺ a0 ≺ a1 ≺ · · · and, for all i ≥ 0, ai ≺ a′i and (A, a′i) ∼a⊥Σ (B, b). Then let ρ be
a Σ-path containing a⊥, a0, a1, . . .. A⊥ ∩ ρ is infinite and so we can choose an a′i such
that there are at least two elements of A⊥ on the path from a⊥ to a′i. It follows from
the definition of ∼A⊥Σ that (A, a′i) ∼A⊥Σ (B, b), as required. ❏
Regularity and finite outdegree are used in the proof of Theorem 3.3.7, but it follows
from the automata constructions in Section 3.4.2 that the theorem is still correct when
these qualifications are dropped.
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3.4 Decidability and Complexity
We show that Σ-entailment in GFO2 is decidable and 2ExpTime-complete, and thus
so are conservative extensions and Σ-inseparability. The upper bound is based on The-
orem 3.3.7 and uses alternating parity automata on infinite trees. Since Theorem 3.3.7
does not provide us with an obvious upper bound on the outdegree of the involved
tree models, we use alternating tree automata which can deal with trees of any finite
outdegree, similar to the ones introduced by Wilke [Wil01], but with the capability to
move both downwards and upwards in the tree.
3.4.1 2ATAs and their Emptiness Problem
A tree is a non-empty (and potentially infinite) set of words T ⊆ (N \ 0)∗ closed under
prefixes. We generally assume that trees are finitely branching, that is, for every w ∈ T ,
the set {i | w · i ∈ T} is finite. For any w ∈ (N \ 0)∗, as a convention we set w · 0 := w.
If w = n0n1 · · ·nk, we additionally set w · −1 := n0 · · ·nk−1. For an alphabet Θ, a
Θ-labeled tree is a pair (T, L) with T a tree and L : T → Θ a node labeling function.
A two-way alternating tree automata (2ATA) is a tuple A = (Q,Θ, q0, δ,Ω) where
Q is a finite set of states, Θ is the input alphabet, q0 ∈ Q is the initial state, δ is a
transition function as specified below, and Ω : Q → N is a priority function, which
assigns a priority to each state. The transition function maps a state q and some input
letter θ ∈ Θ to a transition condition δ(q, θ) which is a positive Boolean formula over
the truth constants true and false and transitions of the form q, ⟨−⟩q, [−]q, ◇q, □q
where q ∈ Q. The automaton runs on Θ-labeled trees. Informally, the transition q
expresses that a copy of the automaton is sent to the current node in state q, ⟨−⟩q
means that a copy is sent in state q to the predecessor node, which is then required
to exist, [−]q means the same except that the predecessor node is not required to
exist, ◇q means that a copy is sent in state q to some successor, and □q that a copy
is sent in state q to all successors. The semantics is defined in terms of runs. Let
A = (Q,Θ, q0, δ,Ω) be a 2ATA and (T, L) a Θ-labeled tree. A run for A on (T, L) is a
T ×Q-labeled tree (Tr, r) such that:
• ε ∈ Tr and r(ε) = (ε, q0);
• For all y ∈ Tr with r(y) = (x, q) and δ(q, L(x)) = φ, there is an assignment v of
truth values to the transitions in φ such that v satisfies φ and:
– if v(p) = 1, then r(y′) = (x, p) for some successor y′ of y in Tr;
– if v(⟨−⟩p) = 1, then x ̸= ε and there is a successor y′ of y in Tr with
r(y′) = (x · −1, p);
– if v([−]p) = 1, then x = ε or there is a successor y′ of y in Tr such that
r(y′) = (x · −1, p);
– if v(◇p) = 1, then there is a successor x′ of x in T and a successor y′ of y in
Tr such that r(y′) = (x′, p);
– if v(□p) = 1, then for every successor x′ of x in T , there is a successor y′ of
y in Tr such that r(y′) = (x′, p).
Let γ = i0i1 · · · be an infinite path in Tr and denote, for all j ≥ 0, with qj the state
such that r(i0 · · · ij) = (x, qj). The path γ is accepting if the largest number m such
that Ω(qj) = m for infinitely many j is even. A run (Tr, r) is accepting, if all infinite
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paths in Tr are accepting. Finally, a tree is accepted if there is some accepting run for
it.
We use L(A) to denote the set of all Θ-labeled trees accepted by A. It is standard
to verify that 2ATAs are closed under complementation and intersection. We now show
that the emptiness problem for 2ATAs can be solved in time exponential in the number
of states. For proving this, we reduce it to the emptiness problem of the standard
two-way alternating tree automata over trees of fixed outdegree [Var98].
We start by introducing strategy trees similar to [Var98, Section 4]. A strategy
tree for a 2ATA A is a tree (T, τ) where τ labels every node in T with a subset
τ(x) ⊆ 2Q×(N∪{−1})×Q, that is, with a graph with nodes from Q and edges labeled with
natural numbers or −1. Intuitively, (q, i, p) ∈ τ(x) expresses that, if we reached node x
in state q, then we should send a copy of the automaton in state p to x · i. For each
label ζ, we define state(ζ) = {q | (q, i, q′) ∈ ζ}, that is, the set of sources in the graph
ζ. A strategy tree is on an input tree (T ′, L) if T = T ′, q0 ∈ state(τ(ε)), and for every
x ∈ T , the following conditions are satisfied:
1. if (q, i, p) ∈ τ(x), then x · i ∈ T ;
2. if (q, i, p) ∈ τ(x), then p ∈ state(τ(x · i));
3. if q ∈ state(τ(x)), then the truth assignment vq,x defined below satisfies δ(q, L(x)):
(a) vq,x(p) = 1 iff (q, 0, p) ∈ τ(x);
(b) vq,x(⟨−⟩p) = 1 iff (q,−1, p) ∈ τ(x);
(c) vq,x([−]p) = 1 iff x = ε or (q,−1, p) ∈ τ(x);
(d) vq,x(◇p) = 1 iff there is some i with (q, i, p) ∈ τ(x);
(e) vq,x(□p) = 1 iff (q, i, p) ∈ τ(x), for all x · i ∈ T ;
A path β in a strategy tree (T, τ) is a sequence β = (u1, q1)(u2, q2) · · · of pairs from
T × Q such that for all ℓ > 0, there is some i such that (qℓ, i, qℓ+1) ∈ τ(uℓ) and
uℓ+1 = uℓ · i. Thus, β is obtained by following moves prescribed by the strategy tree.
We say that β is accepting if the largest number m such that Ω(qi) = m, for infinitely
many i, is even. A strategy tree (T, τ) is accepting if all infinite paths in (T, τ) are
accepting.
Lemma 3.4.1. A 2ATA accepts a Θ-labeled tree (T, L) iff there is an accepting strategy
tree for A on (T, L).
Proof. The “if”-direction is immediate: just read off an accepting run from the
accepting strategy tree.
For the “only if”-direction, we observe that acceptance of an input tree can be
defined in terms of a parity game between Player 1 (trying to show that the input is
accepted) and Player 2 (trying to challenge that). The initial configuration is (ε, q0)
and Player 1 begins. Consider a configuration (x, q). Player 1 chooses a satisfying truth
assignment v of δ(q, L(x)). Player 2 chooses a transition α with v(α) = 1 and the next
configuration is determined as follows:
• if α = p, then the next configuration is (x, p),
• if α = ⟨−⟩p, then the next configuration is (x · −1, p) unless x = ε in which case
Player 1 loses immediately.
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• if α = [−]p, then the next configuration is (x · −1, p) unless x = ε in which case
Player 2 loses immediately;
• if α = ◇p, then Player 1 chooses some i with x · i ∈ T (and loses if no such i
exists) and the next configuration is (x · i, p);
• if α = □p, then Player 2 chooses some i with x · i ∈ T (and loses if no such i
exists) and the next configuration is (x · i, p).
Player 1 wins an infinite play (x0, q0)(x1, q1) · · · if the largest number m such that
Ω(qi) = m, for infinitely many i, is even. It is not difficult to see that Player 1 has a
winning strategy on an input tree iff A accepts the input tree. Observe now that the
defined game is a parity game and thus Player 1 has a winning strategy iff she is has a
memoryless winning strategy [EJ91]. It remains to observe that a memoryless winning
strategy is nothing else than an accepting strategy tree. ❏
Based on the previuos lemma, we show that, if L(A) is not empty, then it contains
a tree of small outdegree.
Lemma 3.4.2. If L(A) ̸= ∅, then there is a (T, L) ∈ L(A) such that the outdegree of
T is bounded by the number of states in A.
Proof. Let (T, L) be a Θ-labeled tree and τ an accepting strategy tree on T .
We construct a tree T ′ ⊆ T and an accepting strategy tree τ ′ on (T ′, L′) where L′
is the restriction of L to T ′. Start with T ′ = {ε} and τ ′ the empty mapping. Then
exhaustively repeat the following step. Select an x ∈ T ′ with τ ′(x) undefined, in a fair
way. Then construct τ ′(x) as follows:
1. for every (q, i, p) ∈ τ(x) with i ∈ {−1, 0}, include (q, i, p) in τ ′(x);
2. for every p ∈ Q, choose an i such that (q, i, p) ∈ τ(x) for some q, if existant. Then
add x · i to T ′ and include (q′, i, p) in τ ′(x) for all (q′, j, p) ∈ τ(x);
3. further include (q, i, p) in τ ′(x) whenever x · i ∈ T ′ and (q, j, p) ∈ τ(x) for all j
with x · j ∈ T .
Clearly, T ′ has the desired outdegree. It remains to show that τ ′ is an accepting strategy
tree on (T ′, L′). Observe that the following properties hold for all x ∈ T ′, and p, q ∈ Q:
(i) (q, i, p) ∈ τ(x) iff (q, i, p) ∈ τ ′(x), for i ∈ {−1, 0};
(ii) (q, i, p) ∈ τ(x) for some i > 0 with x · i ∈ T iff (q, j, p) ∈ τ ′(x) for some j > 0
with x · j ∈ T .
Observe that we have q0 ∈ state(τ ′(ε)), by Points (i) and (ii) and since q0 ∈ state(τ(ε)).
It can be verified that Conditions 1 and 2 of a strategy tree being on an input tree are
satisfied due to the construction of T ′ and τ ′. For Condition 3, take any x ∈ T ′ and
q ∈ state(τ ′(x)). As q ∈ state(τ(x)), we know that the truth assignment vq,x defined
for τ satisfies δ(q, V (x)). Let v′q,x be the truth assignment for τ ′, q, x. It suffices to
show that, for all transitions α, vq,x(α) = 1 implies v′q,x(α) = 1. By Point (i), this is
the case for transitions of the form p, ⟨−⟩p, [−]p. For α = ◇p, we know that there is
some i, p with (q, i, p) ∈ τ(x). By Point (ii), we know that (q, i′, p) ∈ τ ′(x) for some i′
with x · i′ ∈ T ′, and thus, v′q,x(α) = 1. For α = □p, we know that (q, i, p) ∈ τ(x) for
all i with x · i ∈ T . By construction if τ ′, it follows that (q, i, p) ∈ τ(x) for all i with
x · i ∈ T ′, as required.
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We finally argue that τ ′ is also accepting. Let β = (u1, q1)(u2, q2) · · · be an infinite
path in (T ′, τ ′). We construct an infinite path β′ = (u′1, q1)(u′2, q2)(u′3, q3) · · · in (T, τ)
as follows:
• u′1 = u1;
• if ui+1 = ui · ℓ with ℓ ∈ {−1, 0}, then u′i+1 = u′i · ℓ.
• if ui+1 = ui · ℓ for some ℓ ≥ 0 with (qi, ℓ, qi+1) ∈ τ ′(x), then, by Point (ii), there
is some ℓ′ with (qi, ℓ′, qi+1) ∈ τ(x) and x · ℓ′ ∈ T ′. Set ui+1 = ui · ℓ′.
Since every infinite path in (T, τ) is accepting, so is β′, and thus β. ❏
We are now ready to reduce the emptiness problem of 2ATAs to the emptiness of
alternating automata running on trees of fixed outdegree [Var98], which we recall here.
A tree T is k-ary if every node has exactly k successors. A two-way alternating tree
automaton over k-ary trees (2ATAk) that are Θ-labeled is a tuple A = (Q,Θ, q0, δ,Ω)
where Q is a finite set of states, Θ is the input alphabet, q0 ∈ Q is an initial state, δ is
the transition function, and Ω : Q→ N is a priority function. The transition function
maps a state q and some input letter θ to a transition condition δ(q, θ), which is a
positive Boolean formula over the truth constants true, false, and transitions of the
form (i, q) ∈ [k]×Q where [k] = {−1, 0, . . . , k}. A run of A on a Θ-labeled tree (T, L)
is a T ×Q-labeled tree (Tr, r) such that
1. r(ε) = (ε, q0);
2. for all x ∈ Tr, r(x) = (w, q), and δ(q, τ(w)) = φ, there is a (possibly empty) set
S = {(m1, q1), . . . , (mn, qn)} ⊆ [k]×Q such that S satisfies φ and for 1 ≤ i ≤ n,
we have x · i ∈ Tr, w ·mi is defined, and τr(x · i) = (w ·mi, qi).
Accepting runs and accepted trees are defined as for 2ATAs. The emptiness problem
for 2ATAks can be solved in time exponential in the number of states [Var98].
Theorem 3.4.3. The emptiness problem for 2ATAs can be solved in time exponential
in the number of states.
Proof. Let A = (Q,Θ, q0, δ,Ω) be a 2ATA with n states. We transform A
into a 2ATAn A′ = (Q′,Θ′, q′0, δ′,Ω), running over n-ary Θ′-labeled trees, where
Q′ = Q ⊎ {q′0, q′, qr} and Θ′ = Θ× {0, 1}. The extended alphabet and the extra states
q′0, q′, qr are used to simulate transitions of the form [−]p. We make sure that the
additional component labels the root node with 1 and all other nodes with 0, and based
on this use qr to check whether we are at the root of the input tree.
Formally, we proceed as follows. For all q ∈ Q, θ ∈ Θ, and b ∈ {0, 1} obtain
δ′(q, (θ, b)) from δ(q, θ) by replacing q with (0, q), ⟨−⟩q with (−1, q), [−]q with (0, qr)∨
(−1, q), ◇q with ⋁ni=1(i, q), and □q with ⋀ni=1(i, q). To enforce the intended labeling in
the second component and the correct behaviour for qr, we set:
δ′(q′0, (θ, b)) =
{
false if b = 0
(0, q0) ∧⋀ki=1(i, q′) otherwise
δ′(q′, (θ, b)) =
{ ⋀k
i=1(i, q′) if b = 0
false otherwise
δ′(qr, (θ, b)) =
{
true if b = 1
false otherwise
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Using Lemma 4.4.6 it is straightforward to verify that L(A) ̸= ∅ iff L(A′) ̸= ∅. Since
the translation can be done in polynomial time and the emptiness problem for 2ATAks
is in ExpTime, also emptiness for 2ATAs is in ExpTime. ❏
3.4.2 Upper Bound
We aim to show that given two GFO2-sentences φ1 and φ2 and a signature Σ, one can
construct a 2ATA A such that L(A) = ∅ iff φ1 |=GFO2(Σ) φ2. The number of states of
the 2ATA A is polynomial in the size of φ1 and exponential in the size of φ2, which
yields the desired 2ExpTime upper bounds.
Let φ1, φ2, and Σ be given. Since the logics we are concerned with have Craig
interpolation, we can assume w.l.o.g. that Σ ⊆ sig(φ1). With Θ, we denote the set
of all pairs (τ,M) where τ is an atomic 2-type for sig(φ1) and M ∈ {0, 1}. For
p = (τ,M) ∈ Θ, we use p1 to denote τ and p2 to denote M . A Θ-labeled tree (T, L)
represents a forest structure A(T,L) with universe A(T,L) = T and where w ∈ AA(T,L)
if A(y) ∈ L(w) and (w,w′) ∈ RA(T,L) if one of the following conditions is satisfied:
(1) w = w′ and Ryy ∈ L(w)1; (2) w′ is a successor of w and Rxy ∈ L(w′)1; (3) w is a
successor of w′ and Ryx ∈ L(w)1. Thus, the atoms in a node label that involve only
the variable y describe the current node, the atoms that involve both variables x and y
describe the connection between the predecessor and the current node, and the atoms
that involve only the variable x are ignored. The M -components of node labels are
used to represent a set of markers A⊥ = {w ∈ A(T,L) | L(w)2 = 1}. It is easy to see
that, conversely, for every tree structure A over Σ, there is a Θ-labeled tree (T, L) such
that A(T,L) = A.
To obtain the desired 2ATA A, we construct three 2ATAs A1,A2,A3 and then
define A so that it accepts L(A1)∩L(A2)∩L(A3). The 2ATA A3 only makes sure that
the set A⊥ ⊆ A(T,L) is such that for any infinite Σ-path ρ, A⊥∩ρ is infinite (as required
by Theorem 3.3.7), we omit details. We construct A1 so that it accepts a Θ-labeled
tree (T, L) iff A(T,L) is a model of φ1. The number of states of A1 is polynomial in the
size of φ1 and independent of φ2.
Lemma 3.4.4. Let φ1 be a GFO 2-sentence. There is a 2ATA A1 that accepts a
Θ-labeled tree (T, L) iff A(T,L) is a model of φ1.
We assume that in all subformulas of φ1 of the form ∃y(α(x,y) ∧ φ(x,y)) and
∀y(α(x,y) → φ(x,y)), y consists of exactly one variable and α(x,y) is a relational
atom with two variables or an equality atom. This can be done w.l.o.g. because
each sentence ∃xyφ(x, y) can be rewritten into ∃x(x = x ∧ ∃yφ(x, y)), each sentence
∃x(α(x)∧φ(x)) with α a relational atom can be rewritten into ∃x(x = x∧α(x)∧φ(x)),
and likewise for universal quantifiers. We further assume that φ1 has no subformulas of
the form ∃x(x = y∧φ(x, y)) with x ̸= y; such formulas are equivalent to φ[y/x], that is,
the result of replacing in φ all occurrences of x with y. The result of these assumptions
is that each formula ∃y(α(x,y)∧φ(x,y)) takes the form ∃x(x = x∧ψ(x)) or ∃xψ(x, y),
and likewise for universally quantified formulas. We define A1 = (Q1,Θ, qφ1 , δ1,Ω1)
where
Q1 = {qφ(x) | φ(x) ∈ cl(φ1)} ∪ {qφ(x,y), qφ(x,y) | φ(x, y) ∈ cl(φ1)}
and Ω1 assigns two to all states except those of the form q∃x(x=x∧ψ(x)), to which it
assigns one. The underlining in states of the form qφ(x,y) and qφ(x,y) serves as a marking
of the variable that is bound to the tree node to which the state is assigned. We define
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the transition function δ1 as follows, for each σ = (τ,M):
δ1(qAz, σ) =
{
true if Ay ∈ τ
false otherwise
δ1(q¬Az, σ) =
{
true if Ay /∈ τ
false otherwise
δ1(qφ(z)◦ψ(z), σ) = qφ(z) ◦ qψ(z)
δ1(q∃z(z=z∧ψ(z))) = qψ(z) ∨ ⟨−1⟩q∃z(z=z∧ψ(z)) ∨◇q∃z(z=z∧ψ(z))
δ1(q∀z(z=z→ψ(z))) = qψ(z) ∧ [−]q∀z(z=z→ψ(z)) ∧□q∀z(z=z→ψ(z))
δ1(q∃z′ φ(z,z′), σ) = ◇qφ(z,z′) ∨ qφ(z′,z)
δ1(q∀z′ φ(z,z′), σ) = □qφ(z,z′) ∧ qφ(z′,z)
δ1(qRzz′ , σ)) =
{
true if Rxy ∈ τ
false otherwise
δ1(qRzz′ , σ)) =
{
true if Ryx ∈ τ
false otherwise
δ1(q¬Rzz′ , σ)) =
{
true if Rxy /∈ τ
false otherwise
δ1(q¬Rzz′ , σ)) =
{
true if Ryx /∈ τ
false otherwise
δ1(qφ(z,z′)◦ψ(z,z′), σ) = qφ(z,z′) ◦ qψ(z,z′)
δ1(qφ(z,z′)◦ψ(z), σ) = qφ(z,z′) ◦ ⟨−1⟩qψ(z)
δ1(qφ(z,z′)◦ψ(z′), σ) = qφ(z,z′) ◦ qψ(z′)
δ1(qφ(z)◦ψ(z′), σ) = ⟨−1⟩qφ(z) ◦ qψ(z′)
where σ ranges over Θ, z, z′ range over {x, y}, and ◦ ranges over {∧,∨}. With φ(z′, z),
we mean the result of exchanging in φ(z, z′) the variables z and z′, and φ(z, z′) denotes
the negation normal form of the negation of φ(z, z′).
We now construct A2, the most interesting automaton.
Lemma 3.4.5. There is a 2ATA A2 that accepts a Θ-labeled tree (T, L) iff there is
a model B of φ2 s.t. Conditions 1 and 2 from Theorem 3.3.7 are satisfied when A is
replaced with A(T,L).
The general idea of the construction of A2 is to check the existence of the desired
model B of φ2 by verifying that there is a set of 1-types for φ2 from which B can be
assembled, represented via the states that occur in a successful run. Before we can give
details, we introduce some preliminaries.
A 0-type s for φ2 is a maximal set of sentences ψ() ∈ cl(φ2) such that φ2 ∧ s is
satisfiable. A 2-type λ for φ2 is a maximal set of formulas ψ(x, y) ∈ cl(φ2) that contains
¬(x = y) and such that φ2 ∧ ∃xy λ(x, y) is satisfiable. If a 2-type λ contains the atom
Rxy or Ryx for at least one binary predicate R, then it is guarded. If additionally
R ∈ Σ, then it is Σ-guarded. Note that each 1-type contains a (unique) 0-type and
each 2-type contains two (unique) 1-types. Formally, we use λx to denote the 1-type
obtained by restricting the 2-type λ to the formulas that do not use the variable y,
and likewise for λy and the variable x. We use TPn to denote the set of n-types for φ2,
n ∈ {0, 1, 2}. For t ∈ TP1 and a λ ∈ TP2, we say that λ is compatible with t and write
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t ≈ λ if the sentence φ2 ∧ ∃xy(t(x) ∧ λ(x, y)) is satisfiable; for t ∈ TP1 and T ⊆ TP2 a
set of guarded 2-types, we say that T is a neighborhood for t and write t ≈ T if the
sentence
φ2 ∧ ∃x
(
t(x) ∧
⋀
λ∈T
∃y λ(x, y) ∧ ∀y
⋁
R∈sig(φ2)
((Rxy ∨Ryx)→
⋁
λ∈T
λ(x, y))
)
is satisfiable. Note that each of the mentioned sentences is formulated in GFO2 and
at most single exponential in size (in the size of φ1 and φ2), thus satisfiability can be
decided in 2ExpTime.
To build the automaton A2 from Lemma 3.4.5, set A2 = (Q2,Θ, q0, δ2,Ω2) where
Q2 is
{q0, q⊥} ∪ TP0 ∪ {t, t?, t↑, t↓, t&, ti, ti↑, ti↓ | t ∈ TP1, i ∈ {0, 1}}∪
{λ, λ↑, λi, λi↑ | λ ∈ TP2, i ∈ {0, 1}},
Ω2 assigns two to all states except for those of the form t?, to which it assigns one.
The automaton begins by choosing the 0-type s realized in the forest model B of
φ2 whose existence it aims to verify. For every ∃xφ(x) ∈ s, it then chooses a 1-type t
in which φ(x) is realized in B and sends off a copy of itself to find a node where t is
realized. To satisfy Condition 1 of Theorem 3.3.7, at each node it further chooses a
1-type that is compatible with s, to be realized at that node. This is implemented by
the following transitions:
δ2(q0, σ) =
⋁
s∈TP0
(
s ∧
⋀
∃xφ(x)∈s
⋁
t∈TP1|
s∪{φ(x)}⊆t
t?
)
δ2(s, σ) = □s ∧
⋁
t∈TP1,s⊆t
t
δ2(t?, σ) = ⟨−1⟩t? ∨◇t? ∨ t0
where s ranges over TP0. When a state of the form t is assigned to a node w, this
is an obligation to prove that there is a GFO2(Σ)-bisimulation between the element
w in A(T,L) and an element b of type t in B. A state of the form t0 represents the
obligation to verify that there is an A⊥-delimited GFO2(Σ)-bisimulation between w
and an element of type t in B. We first verify that the former obligations are satisfied.
This requires to follow all successors of w and to guess types of successors of b to be
mapped there, satisfying the back condition of bisimulations. We also need to guess
successors of b in B (represented as a neighborhood for t) to satisfy the existential
demands of t and then select successors of a to which they are mapped, satisfying the
“back” condition of bisimulations. Whenever we decide to realize a 1-type t in B that
does not participate in the bisimulation currently being verified, we also send another
copy of the automaton in state t? to guess an a ∈ A(T,L) that we can use to satisfy
Condition 2 from Theorem 3.3.7:
δ2(t, (τ,M)) = t↑ ∧□t↓ ∧
⋁
T |t≈T
⋀
λ∈T
(◇λ ∨ λ↑) if τy =Σ t
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δ2(t, (τ,M)) = false if τy ̸=Σ t
δ2(t↓, (τ,M)) = true if τ is not Σ-guarded
δ2(t↓, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ
λy if τ is Σ-guarded
δ2(t↑, (τ,M)) = true if τ is not Σ-guarded
δ2(t↑, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ−
[−1]λy if τ is Σ-guarded
δ2(λ, (τ,M)) = λy if λ is Σ-guarded and τ =Σ λ
δ2(λ, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ
δ2(λ, (τ,M)) = λ?y if λ is not Σ-guarded
δ2(λ↑, (τ,M)) = ⟨−1⟩λy if λ is Σ-guarded and τ =Σ λ−
δ2(λ↑, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ−
δ2(λ↑, (τ,M)) = λ?y if λ is not Σ-guarded
where τy =Σ t means that the atoms in τ that mention only y are identical to the
Σ-relational atoms in t (up to renaming x to y), τ =Σ λ means that the restriction of
λ to Σ-atoms is exactly τ , and λ− is obtained from λ by swapping x and y. We need
further transitions to satisfy the obligations represented by states of the form t0, which
involves checking A⊥-delimited GFO2(Σ)-bisimulations. Recall that such a bisimulation
consists of two relations ∼A⊥,0Σ and ∼A⊥,1Σ , each of which behaves essentially like a
GFO2(Σ)-bisimulation except in some special cases that pertain to the A⊥-marking of
one of the involved structures, which in this case is the structure A(T,L). To deal with
∼A⊥,0Σ and ∼A⊥,1Σ , we take copies q0 and q1 of every state q that is of the form t, t↓,
t↑, λ, and λ↑, and also copies of the above block of transitions, modified in a suitable
way to take care of the special cases. This is implemented for ∼A⊥,0Σ by the following
transitions:
δ2(t0, (τ,M)) = t0↑ ∧□t0↓ ∧
⋁
T |t≈T
⋀
λ∈T
(◇λ0 ∨ λ0↑) if τy =Σ t
δ2(t0, (τ,M)) = false if τy ̸=Σ t
δ2(t0↓, (τ,M)) = true if τ is not Σ-guarded
δ2(t0↓, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ
λ0y if τ is Σ-guarded
δ2(t0↑, (τ,M)) = true if τ is not Σ-guarded
δ2(t0↑, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ−
[−1]λMy if τ is Σ-guarded
δ2(λ0, (τ,M)) = λ0y if λ is Σ-guarded and τ =Σ λ
δ2(λ0, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ
δ2(λ0, (τ,M)) = λ?y if λ is not Σ-guarded
δ2(λ0↑, (τ,M)) = ⟨−1⟩(λy)& if λ is Σ-guarded and τ =Σ λ−
δ2(λ0↑, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ−
δ2(λ0↑, (τ,M)) = λ?y if λ is not Σ-guarded
δ2(t&, (τ,M)) = tM
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The transitions for ∼A⊥,1Σ are as follows:
δ2(t1, (τ, 1)) =
(
t? ∧ t1↑ ∧□t1↓ ∧
⋁
T |t≈T
⋀
λ∈T
(◇λ1 ∨ λ1↑)
)
if τy =Σ t
∨ (t? ∧ ⟨−1⟩q⊥)
δ2(t1, (τ, 0)) =
(
t? ∧ t1↑ ∧□t0↓ ∧
⋁
T |t≈T
⋀
λ∈T
(◇λ0 ∨ λ1↑)
)
if τy =Σ t
∨ (t? ∧ ⟨−1⟩q⊥)
δ2(t1, (τ,M)) = ⟨−1⟩q⊥ if τy ̸=Σ t
δ2(q⊥, (τ, 0)) = false
δ2(q⊥, (τ, 1)) = true
δ2(t1↓, (τ,M)) = true if τ is not Σ-guarded
δ2(t1↓, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ
λ1y if τ is Σ-guarded
δ2(t1↑, (τ,M)) = true if τ is not Σ-guarded
δ2(t1↑, (τ,M)) =
⋁
λ|t≈λ∧τ=Σλ−
[−1]λ1y if τ is Σ-guarded
δ2(λ1, (τ,M)) = λ1y if λ is Σ-guarded and τ =Σ λ
δ2(λ1, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ
δ2(λ1, (τ,M)) = λ?y if λ is not Σ-guarded
δ2(λ1↑, (τ,M)) = ⟨−1⟩λ1y if λ is Σ-guarded and τ =Σ λ−
δ2(λ1↑, (τ,M)) = false if λ is Σ-guarded and τ ̸=Σ λ−
δ2(λ1↑, (τ,M)) = λ?y if λ is not Σ-guarded
Lemma 3.4.6. A2 satisfies the condition from Lemma 3.4.5.
Proof. “⇐”. Let (T, L) be a Θ-labeled tree and let B be a model of φ2 such that
Conditions 1 and 2 of Theorem 3.3.7 are satisfied when A is replaced with A(T,L) (and
when A⊥ is the set described by the second component of the L-labels). We argue that
B can be used to guide a run of A2 on (T, L) so that it is accepting.
In this run, A2 starts with choosing the 0-type s realized by B. Then, for each
∃xφ(x) ∈ s, we guide A2 to proceed in state t?, where t is the 1-type of some element
b ∈ B with B |= φ(b). By Condition 2 of Theorem 3.3.7, there is a w ∈ A(T,L) such
that tpB(b) = t and (A(T,L), w) ∼A⊥ (B, b). In the search state t?, we guide the run to
reach w and switch to state t0 there. The automaton also sends a copy in state s to
each node w ∈ A(T,L). By Condition 1 of Theorem 3.3.7, there is a b ∈ B such that
(A(T,L), w) ∼Σ (B, b). We guide the run to proceed in state t, the 1-type of b.
At this point, the automaton needs to satisfy two kinds of obligations:
1. states t true at a node w ∈ A(T,L) representing the obligation to verify that there
is a b ∈ B with 1-type t and such that (A(T,L), w) ∼Σ (B, b) and
2. states t0 true at a node w ∈ A(T,L) representing the obligation to verify that there
is a b ∈ B with 1-type t and such that (A(T,L), w) ∼A⊥Σ (B, b).
Note that we have guided the run so that the required bisimulations indeed exist and
therefore we can use them to further guide the run. We only consider Case 1 above,
thus concentrating on states of the form t, t↓, t↑, λ, and λ↑. Suppose the automaton
is in state t at node w. By the way in which we guide the run, there is then a b ∈ B
with 1-type t and such that (A(T,L), w) ∼Σ (B, b). We guide the run to select as T
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the set of all guarded 2-types λ such that B |= (∃yλ(x, y))(b). For each such λ, there
must be a b′ ∈ B and a v ∈ A(T,L) with B |= λ(b, b′) and (A(T,L), v) ∼Σ (B, b′) where
v is either the predecessor of w or a successor of it. In the former case, we guide the
automaton to switch to state λ↑ and in the latter, we guide it to execute ◇λ. When
the automaton was sent in state t↓ to a successor v of w, then there must be a b′ ∈ B
such that (A(T,L), v) ∼Σ (B, b′) and B |= λ(b, b′) for some guarded 2-type λ. Guide the
run to choose λ. The decision to be taken for states t↑ is handled very similarly.
“⇒”. Let (T, L) be a Θ-labeled tree that is accepted by A2. Then there is an
accepting run (Tr, r) of A2 on (T, L). We show how to use (Tr, r) to construct a model
B of φ2 such that Conditions 1 and 2 of Theorem 3.3.7 are satisfied when A is replaced
with A(T,L). Along with B, we construct the following objects:
• a GFO2(Σ)-bisimulation ∼ between A(T,L) andB which witnesses that Condition 1
of Theorem 3.3.7 is satisfied,
• two relations ∼A⊥,0 and ∼A⊥,1 that form an A⊥-delimited GFO2(Σ)-bisimulation
between A(T,L) and B, where A⊥ ⊆ A(T,L) is the subset defined by the second
component of L, and which witness that Condition 2 of Theorem 3.3.7 is satisfied,
and
• a function µ that assigns to each element of B the 1-type that we aim to realize
there.
Throughout the construction, we make sure that the following invariants are satisfied:
1. if (w, b) ∈ ∼, then the label (w, µ(b)) occurs in (Tr, r);
2. if (w, b) ∈ ∼A⊥,i, i ∈ {0, 1}, then the label (w, µ(b)0) occurs in (Tr, r).
The start of the construction is as follows:
• for each label (w, t) that occurs in (Tr, r), introduce an element b of B, add (w, b)
to ∼, and set µ(b) = t;
• for each label (w, t0) that occurs in (Tr, r), introduce an element b of B, add
(w, b) to ∼A⊥,0, and set µ(b) = t.
We then iteratively extend B, ∼, ∼A⊥,0, ∼A⊥,1, and µ, obtaining the desired structure
and bisimulations in the limit. In each step, process every b ∈ B that has not been
processed in a previous round. There are three cases.
Case (a). There is a (w, b) ∈ ∼. By Invariant 1, we find a node x ∈ Tr such that
r(x) = (w, µ(b)). We perform two steps:
• For every predecessor or successor v of w in T with atΣA(T,L)(w, v) guarded, there
must be a 2-type λ such that µ(b) ≈ λ, (v, λy) occurs as a label in (Tr, r), and
atΣA(T,L)(w, v) =Σ λ. Extend B with a new element b
′, extend the interpretation
of the predicates in B such that atΣB(w, v) =Σ λ, set µ(b′) = λy, and extend ∼
with (v, b′).
• There must be a set T of guarded 2-types such that t ≈ T and for every λ ∈ T ,
there is a predecessor or successor v of w in T such that µ(b) ≈ λ, (v, λy) occurs
as a label in (Tr, r), and atΣA(T,L)(w, v) =Σ λ. Extend B with a new element
b′ (for every λ), extend the interpretation of the predicates in B such that
atΣB(w, v) =Σ λ, set µ(b′) = λy, and extend ∼ with (v, b′).
Chapter 3. Conservative Extensions in Guarded and Two-Variable Fragments 48
Case (b). There is a (w, b) ∈ ∼A⊥,0. By Invariant 2, we find a node x ∈ Tr such that
r(x) = (w, µ(b)0). We can now proceed exactly as in Case (a) except that, in both
subcases, we add (v, b′) to ∼A⊥,1 if v is a predecessor of w and v ∈ A⊥, and to ∼A⊥,0
otherwise.
Case (c). There is a (w, b) ∈ ∼A⊥,1. By Invariant 2, we find a node x ∈ Tr such that
r(x) = (w, µ(b)1). If the predecessor of w is not in A⊥, then we again proceed as in
Case (a) except that, in both subcases, we add (v, b′) to ∼A⊥,0 if v is a sucessor of w
and w ∈ A⊥, and to ∼A⊥,1 otherwise. If the predecessor of w is in A⊥, then we we also
proceed as in Case (a), but do not add (v, b′) to any of the constructed bisimulations.
Case (d). None of the above cases applies. Then we proceed as in Case (a), again not
adding (v, b′) to any of the constructed bisimulations.
It can be verified that, as intended the structure B obtained in the limit is a model
of φ2, that the relation ∼ is a GFO2(Σ)-bisimulation, and that ∼A⊥,0,∼A⊥,1 form an
A⊥-delimited GFO2(Σ)-bisimulation. ❏
Recall that we define the overall 2ATA A so that it accepts L(A1) ∩ L(A2) ∩ L(A3).
Using Theorem 3.3.7, it can be verified that, as intended, φ1 |=GFO2(Σ) φ2 iff L(A) = ∅.
Note that for the “only if” direction, we have to show that L(A) ̸= ∅ implies that
there is a regular forest model of φ1 that satisfies the negation of the conditions in
Theorem 3.3.7. As is the case for other kinds of tree automata, also for the 2ATA A it
can be shown that L(A) ̸= ∅ implies that A accepts a regular Θ-labeled tree (T, L).
The corresponding structure A(T,L) must then also be regular.
Theorem 3.4.7. In GFO 2, Σ-entailment and conservative extensions can be decided in
time 22p(|φ2|·log |φ1|) , for some polynomial p. Moreover, Σ-inseparability is in 2ExpTime.
Note that the time bound for conservative extensions given in Theorem 3.4.7 is
double exponential only in the size of φ2 (that is, the extension). In ontology engineering
applications, φ2 will often be small compared with φ1.
3.4.3 Lower Bound
We show that Σ-entailment, Σ-inseparability, and conservative extensions in GFO2
are 2ExpTime-hard. The proof is by reduction of the word problem for exponentially
space bounded alternating Turing machines (ATMs). The construction is inspired by
the proof from [GLW06] that conservative extensions in the description logic ALC are
2ExpTime-hard, but the lower bound does not transfer directly since we are interested
here in witness sentences that are formulated in GFO2 rather than in ALC.
Definition 3.4.1. An ATM is of the form M = (Q,Θ,Γ, q0,∆). The set of states
Q = Q∃ ⊎Q∀ ⊎ {qa} ⊎ {qr} consists of existential states from Q∃, universal states from
Q∀, an accepting state qa, and a rejecting state qr; Θ is the input alphabet and Γ ⊃ Θ
the work alphabet that contains a blank symbol □ /∈ Θ; q0 ∈ Q∃ is the starting state; and
the transition relation ∆ is of the form ∆ ⊆ Q×Γ×Q×Γ×{L,R}. We write ∆(q, a)
for {(q′, b,M) | (q, a, q′, b,M) ∈ ∆} and assume that ∆(q, b) = ∅ for all q ∈ {qa, qr} and
b ∈ Γ.
A configuration of an ATM is a word wqw′ with w,w′ ∈ Γ∗ and q ∈ Q. The intended
meaning is that the one-side infinite tape contains the word ww′ with only blanks
behind it, the machine is in state q, and the head is on the symbol just after w. The
successor configurations of a configuration wqw′ are defined in the usual way in terms
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of the transition relation ∆. A halting configuration (resp. accepting configuration) is
of the form wqw′ with q ∈ {qa, qr} (resp. q = qa).
A computation tree of an ATM M on input w is a tree whose nodes are labeled
with configurations of M on w, such that the descendants of any non-leaf labeled by
a universal (resp. existential) configuration include all (resp. one) of the successor
configurations of that configuration. A computation tree is accepting if the root is labeled
with the initial configuration q0w for w and all leaves with accepting configurations.
An ATM M accepts input w if there is a computation tree of M on w.
Take an exponentially space bounded ATM M whose word problem is 2ExpTime-
hard [CKS81]. We may w.l.o.g. assume that the length of every computation path of
M on w ∈ Θn is bounded by 22n . We can also assume that for each q ∈ Q∀ ∪Q∃ and
each a ∈ Γ, the set ∆(q, a) has exactly two elements. We assume that these elements
are ordered, i.e., ∆(q, a) is an ordered pair ((qL, bL,ML), (qR, bR,MR)). Furthermore,
we assume that M never attempts to move left on the left-most tape cell.
Let w = a0 · · · an−1 ∈ Θ∗ be an input to M . In the following, we construct GFO2
sentences φ1 and φ2 such that φ1 ∧ φ2 is a conservative extension of φ1 if and only if
M does not accept w. Informally, the main idea is to construct φ1 and φ2 such that
models of sentences that witness non-conservativity describe an accepting computation
tree of M on w. In such models, each domain element represents a tape cell of a
configuration of M , the binary predicate N indicates moving to the next tape cell in
the same configuration, and the binary predicates L and R indicate moving to left and
right successor configurations in accepting configuration trees. Thus, each node of the
computation tree (that is, each configuration) is spread out over a sequence of nodes in
the model. We actually assume that every non-halting configuration has two successor
configurations, also when its state is existential. This can of course easily be achieved
by duplicating subtrees in computation trees. The following predicates are used in φ1:
• a unary predicate P to mark the root of computation trees;
• binary predicates N , R, L, as explained above;
• unary predicates C0, . . . , Cn−1 that represent the bits of a binary counter which
identifies tape positions;
• a unary predicate F that marks the topmost configuration in the configuration
tree;
• unary predicates Sa, a ∈ Γ, to represent the tape content of cells that are not
under the head;
• unary predicates Sq,a, q ∈ Q and a ∈ Γ, to represent the state of a configuration,
the head position, and the tape content of the cell that is under the head;
• unary predicates Spa and Spq,a, with the ranges of q and a as above, to represent
the same information, but for the previous configuration in the tree instead of for
the current one;
• unary predicates YL,q,a,M and YR,q,a,M , q ∈ Q, a ∈ Γ, M ∈ {L,R}, to record the
transition to be executed in the subsequent configurations;
• unary predicates Yq,a,M , with the ranges of q, a,M as above, to record the
transition executed to reach the current configuration.
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∀x(Px→ φC=0(x)) (1)
∀x(φC<2n−1(x)→ (∃yNxy ∧ ∀y(Nxy → φC++(x, y))) (2)
∀x(φC=2n−1(x)→ (∃yLxy ∧ ∀y(Lxy → φC=0(y)) ∧ ∃yRxy ∧ ∀y(Rxy → φC=0(y))))
(3)
∀x((Px→ Fx) ∧ ∀y(Nxy → Fy)) (4)
∀x
⋁
α∈Γ∪(Q×Γ)
(
Sαx ∧
⋀
β∈(Γ∪(Q×Γ))\{α}
¬Sβx
)
(5)
∀x
⋁
α∈Γ∪(Q×Γ)
(
Spαx ∧
⋀
β∈(Γ∪(Q×Γ))\{α}
¬Spβx
)
(6)
∀x((Fx ∧ φC=0(x))→ Sq0,a0x) (7)
∀x((Fx ∧ φC=i(x))→ Saix) for 1 ≤ i < n (8)
∀x((Fx ∧ φC≥n(x))→ S□x) (9)
∀x(Sq,ax→ (YL,TLx ∧ YR,TRx)) if ∆(q, a) = (TL, TR), q ∈ Q∀ (10)
∀x(Sq,ax→ ((YL,TLx ∧ YR,TLx) ∨ (YL,TRx ∧ YR,TRx))) (11)
if ∆(q, a) = (TL, TR), q ∈ Q∃
∀x(YP,Tx→ ∀y(Nxy → YP,T y)) (12)
∀x(YP,Tx→ ∀y(Pxy → YT y)) (13)
∀x(YTx→ ∀y(Nxy → YT y)) (14)
∀x((Yq,a,Mx ∧ Spq′,bx)→ Sax) (15)
∀x((Yq,a,Lx ∧ Spbx ∧ ∃y(Nxy ∧ Spq′,a′y))→ Sq,bx) (16)
∀x((Yq,a,Rx ∧ Spbx ∧ ∃y(Nxy ∧ Spq′,a′y))→ Sbx) (17)
∀x((Yq,a,Rx ∧ Spbx ∧ ∃y(Nyx ∧ Spq′,a′y))→ Sq,bx) (18)
∀x((Yq,a,Lx ∧ Spbx ∧ ∃y(Nyx ∧ Spq′,a′y))→ Sbx) (19)
∀x((∃y(Nxy ∧ Spb y)) ∧ Spax ∧ ∃y(Nyx ∧ Spb′y))→ Sax) (20)
∀x¬Sqr,ax (21)
Figure 3.1: The conjuncts of the sentence φ1.
The sentence φ2 uses some additional unary predicates, including C ′0, . . . , C ′n−1 to
implement another counter whose purpose is explained below.
The sentences φ1 and φ2 are shown in Figures 3.1 and 3.2, respectively, where q and
q′ range over Q, a, b, b′ over Γ,M and P over {L,R}, T, TL, TR over Q×Γ×{L,R}, and
α over Γ∪ (Q×Γ). The formula φC=i(x), which is easily worked out in detail, expresses
that the value of the binary counter implemented by C0, . . . , Cn−1 has value exactly i
at x, and likewise for φC<i(x) and φC≥i(x), and for the primed versions in φ2 which
refer to the counter implemented by C ′0, . . . , C ′n−1. The formula φC++(x, y) expresses
that the counter value at y is obtained from the counter value at x by incrementation
modulo 2n. Again, we omit the details.
Let us walk through φ1 and φ2 and give some intuition of what the various conjuncts
are good for. In φ1, Lines (1) to (4) ensure that at an element that satisfies P , there is
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∃xPx→ ∃xDx (22)
∀x(Dx→ (Mx ∧ φC′=0(x))) (23)
∀x((Dx ∧ Sαx)→ Zαx) (24)
∀x((Mx ∧ φC<2n−1(x) ∧ φC′<2n−1(x) ∧ Zαx)→ ∃y(Nxy ∧My ∧ Zαy ∧ φC′++(x, y)))
(25)
∀x((Mx ∧ φC=2n−1(x) ∧ φC′<2n−1(x) ∧ Zαx)→ (26)
∃y(Lxy ∧My ∧ Zαy ∧ φC′++(x, y)) ∨ ∃y(Rxy ∧My ∧ Zαy ∧ φC′++(x, y))
)
∀x((Mx ∧ φC′=2n−1(x) ∧ Zαx)→ ∃y(Nxy ∧ ¬Spαx)) (27)
Figure 3.2: The conjuncts of the sentence φ2.
an infinite tree of the expected pattern: first 2n − 1 N -edges without branching, then a
binary branching of an L-edge and an R-edge, then 2n − 1 N -edges without branching,
and so on, ad infinitum. Of course, a computation tree will be represented using only
a finite initial piece of this infinite tree. These conjuncts also set up the counter C
so that it identifies the position of tape cells and the marker F so that it identifies
the topmost configuration in the tree. Line (5) says that every cell is labeled with
exactly one symbol and that the state is unique (locally to one cell; there is no need to
express the same globally for the entire configuration), and Line (6) says the same for
the representation of the previous configuration. Lines (7) to (9) make sure that the
topmost configuration in the infinite tree is the initial configuration of M on input w.
Lines (10) and (11) choose transitions to execute and Lines (12) to (14) propagate this
choice down to the subsequent configurations. Assume that the predicates of the Spa and
Spq,a indeed represent the previous configuration, Lines (15) to (20) then implement the
chosen transitions. Line (21) says that we do never see a rejecting halting configuration.
Now for φ2. Essentially, we want to achieve that a sentence is a witness for non-
conservativity if and only if it expresses that its models contain (a representation of) an
accepting computation tree of M on w whose root is labeled with P . This is achieved
by designing φ2 so that, whenever a tree model of φ1 contains only instances of P that
are not the root of such a computation tree, then this model can be extended to a
model of φ2 by assigning an interpretation to the additional predicates in φ2. Note that
φ1 already enforces that, below any instance of P , there is a tree that satisfies almost
all of the required conditions of an accepting computation tree. In fact, the only way in
which that tree cannot be an accepting configuration tree is that the predicates Spa and
Spq,a do not behave in the expected way, that is, there is a configuration and a cell in this
configuration that is labeled with Sα, α ∈ Γ∪ (Q×Γ), and in one of the two subsequent
configurations the same cell is not labeled with Spα. We thus design φ2 so that it can be
made true whenever the model contains such a defect. In Line (22), we select the place
where the defect is. Line (23) ensures that the counter C ′ starts counting with value
zero at that place, and that the marker M is set there, too. Line (24) memorizes the
content α of the cell in the upper configuration involved in the defect. Lines (25) to (27)
propagate downwards the memorized content and make sure that, at the corresponding
cell of at least one subsequent configuration (which is identified using the counter C ′),
we do not find Spα.
Lemma 3.4.8.
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1. If M accepts w, then φ1 ∧ φ2 is not a GFO2-conservative extension of φ1.
2. If there exists a sig(φ1)-structure that satisfies φ1 and cannot be extended to a
model of φ1 ∧ φ2, then M does not accept w.
Proof.(sketch) For Point 1 assume that M accepts w. Then there is an accepting
computation tree of M on w. Let Σ = sig(φ1). We can find a GFO2(Σ)-sentence ψ1
which expresses that the model contains a (homomorphic image of a) finite tree which
represents this configuration tree and whose root is labeled with P . We can also find
a GFO2(Σ)-sentence ψ2 which expresses that nowhere in the model there is a defect
situation. It can be verified that ψ1 ∧ ψ2 is satisfiable w.r.t. φ1, but not w.r.t. φ2
because φ2 requires the existence of a defect situation whenever the extension of P is
non-empty.
For Point 2 assume that A is a sig(φ1)-structure that satisfies φ1. If PA = ∅, then
the desired model B is obtained from A by interpreting all predicates in sig(φ2)\ sig(φ1)
as empty. Otherwise, take some a ∈ PA. We can follow the existential quantifiers in
φ1 to identify a homomorphic image of an infinite tree in A with root a whose edges
follow the expected pattern and that is labeled in the expected way by the counter C.
Since A is a model of φ1, an initial piece of the identified tree represents an accepting
computation tree of M on w provided that the predicates Spα behave as expected, that
is, if there is no defect of the form described above. Since M does not accept w, there
must thus be such a defect, that is a path of length 2n that links a cell of a configuration
with the corresponding cell of a subsequent configuration such that the former is labeled
with Sα, but the latter is not labeled with Spα. All the elements of the path (with the
possible exception of the start point and the end point) are labeled with a different
value of the counter C and must thus be distinct. Consequently, we can interpret the
counter C ′ and the other symbols in φ2 to extend A to a model of φ2, as desired. ❏
The following result is an immediate consequence of Lemma 3.4.8.
Theorem 3.4.9. In any fragment of FO that contains GFO 2, the problems Σ-entailment,
Σ-inseparability, conservative extensions, and strong Σ-entailment are 2ExpTime-hard.
3.5 Concluding Remarks
We have shown that conservative extensions are undecidable in (extensions of) GFO
and FO2, and that they are decidable and 2ExpTime-complete in GFO2. It thus
appears that decidability of conservative extensions is linked even more closely to the
tree model property than decidability of the satisfiability problem: apart from cycles of
length at most two, GFO2 enjoys a ‘true’ tree model property while GFO only enjoys
a bounded treewidth model property [Grä99] and FO2 has a rather complex regular
model property that is typically not even made explicit [Mor75].
As future work, it would be interesting to investigate whether conservative extensions
remain decidable when guarded counting quantifiers, transitive relations, equivalence
relations, or fixed points are added, see e.g. [Pra07, Kie06, GW99]. Furthermore,
it would be interesting to know where is the limit of decidability: Are conservative
extensions decidable in FO2 when the separating formulas are formulated in ALC, modal
logic, or something weaker? How low do we have to go to make it decidable? Also, Are
conservative extensions decidable in GFO when the second formula φ2 can only use
fresh relations that are at most binary? And can we come up with decidable separability
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notions for GFO and FO2 that are not defined in terms of logical consequences, but in
terms of natural model-theoretic characterizations? These kind of questions deserve
further investigation. Moreover, it would also be interesting to investigate a finite
model version of conservative extensions.
Deductive conservative extensions, as studied in this chapter, aim at preserving the
logical (non)-consequences of sentences. A crucial difference between onotology-based
data access and more traditional ontology reasoning, though, is that this kind of
entailment (and related satisfiability) questions play only a peripheral role while query
answering becomes the central reasoning task. In these scenarios, the notion of query
conservative extensions is of main importance. This is the topic of the next chapter.
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CHAPTER 4
Conservative Extensions in Horn Description Logics with Inverse Roles
In the past years, access of incomplete data mediated by description logic (DL) ontologies
has gained increasing importance [PLC+08, BO15]. The main idea is to specify domain
knowledge and semantics of the data in the ontology, resulting in more complete
answers to queries. Significant research activity has led to efficient algorithms and
tools for a wide range of DLs such as DL-Lite [CDL+07], more expressive Horn-DLs
[EOŠ+12, TSCS15, BHLW16], and “full Boolean” DLs such as ALC [KG13, ZCN+15].
In contrast to query answering, which is by now well-understood, there is a need
to develop reasoning services for ontology engineering that are tailored towards query-
centric applications and support tasks such as ontology versioning and module extraction
from ontologies. For example, if one wants to safely replace an ontology with a new
version or with a smaller subset of itself (a module), then the new ontology should
preserve the answers to all queries over all ABoxes (which store the data) [KWZ10].
The same guarantee ensures that one can safely replace an ontology with another
version in an application [KLWW12]. In both cases, ontologies need to be tested not
for their logical equivalence, but for giving the same answers to relevant queries over
relevant datasets.
This requirement can be formalized using conservative extensions. In the following,
we use the DL term TBox instead of ontology. A TBox T2 ⊇ T1 is a (Γ,Σ)-query
conservative extension of a TBox T1, where Γ and Σ are signatures of concept/role
names relevant for data and queries, respectively, if all Σ-queries give the same answers
w.r.t. T1 and T2, for every Γ-ABox. Note that the subset relationship T2 ⊇ T1 is
natural when replacing a TBox with a module, but not in versioning, so we might
not want to insist on it. In this more general case, T1 and T2 are called (Γ,Σ)-query
inseparable. Conservativity and inseparability of TBoxes, as defined above, are useful
when knowledge is considered static and data changes frequently. Variants of these
notions for knowledge bases (KBs), which consist of a TBox and an ABox, can be used
for applications with static data [WWT+14, ABCR16].
We also consider the basic notion of query entailment: T1 (Γ,Σ)-query entails T2 if
all Σ-queries give at least the answers w.r.t. T1 that they give w.r.t. T2, on any Γ-ABox.
Query inseparability and conservativity are special cases of entailment as seen in the
previous chapter. As a query language, we concentrate on conjunctive queries (CQs);
since we work with Horn-DLs and quantify over the queries, this is equivalent to using
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unions of CQs (UCQs) or positive existential queries (PEQs). CQ entailment has been
studied for various DLs [KPS+09, LW10, KLWW12, BLR+16], also in the KB version
[BKR+16, BLR+16] and for OBDA specifications [BR15], see also the survey [BKL+16].
Nevertheless, there is still a notable gap in our understanding of this notion: query
entailment between TBoxes is poorly understood in Horn DLs with inverse roles, often
considered a crucial feature, for which there do not seem to be any available results.
Therefore we study the last question of Section 1.2.1:
Q3 How can advanced reasoning support for ontologies be lifted from standard
DLs to Horn DLs involving inverse roles, thus facilitating ontology design and
maintenance for OBDA applications?
Inverse roles have been found particularly challenging, and this is for a reason:
it has been observed in [BKL+16, BKR+16] that standard techniques for Horn DLs
without inverse roles fail when inverse roles are added. In fact, for Horn-DLs without
inverse roles query entailment can be characterized by the existence of homomorphisms
between universal models [LW10, BKL+16]. The resulting characterizations provide an
important foundation for decision procedures, often based on tree automata [BKL+16].
In the presence of inverse roles, however, such characterizations are only correct if we
require the existence of n-bounded homomorphisms, for any n [BKL+16, BKR+16]. It
is not obvious how the existence of such infinite families of bounded homomorphisms can
be verified using tree automata (or related techniques) and, consequently, decidability
results for query conservative extensions in Horn-DLs with inverse roles are difficult
to obtain. The only result we are aware of concerns inseparability of KBs, and it is
proved using intricate game-theoretic techniques.
In this chapter, we develop decision procedures for query entailment and related
problems in Horn DLs with inverse roles. The main idea is to provide a more refined
characterization, mixing unbounded and bounded homomorphisms and using bounded
homomorphisms only in places where this is strictly necessary. We can then deal with
the “unbounded part” using tree automata while the “bounded part” is addressed by
precomputing relevant information using a mosaic technique. In this way, we establish
decidability and a 2ExpTime upper bound for query entailment (and thus inseparability
and conservativity) in Horn-ALCHIF . Together with lower bounds from [BLR+16],
we get 2ExpTime-completeness for all fragments of Horn-ALCHIF that contain ELI
or Horn-ALC.
We additionally study the case of deductive entailment between TBoxes, i.e., the
question whether T1 entails at least the same concept and role inclusions as well as
functionality assertions over Σ as T2. This problem too has not previously been studied
for Horn DLs with inverse roles. We consider ELHIF⊥-TBoxes and show that deductive
entailment is equivalent to a restricted version of query entailment. We obtain a model
theoretic characterization, a decision procedure, and a 2ExpTime upper complexity
bound. We also give a coNExpTime lower bound.
4.1 Horn-ALCHIF
We introduce Horn-ALCHIF , a member of the Horn-ALCQI family of DLs whose
reasoning problems have been widely studied [HMS07, KRH07, EGOŠ08, Kaz09, LW12,
ILS14]. Let NC,NR,NI be sets of concept, role, and individual names. A role is either
a role name r or an inverse role r−. As usual, we identify (r−)− and r, allowing to
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switch between roles names and their inverses easily. A concept inclusion (CI) is of the
form L ⊑ R, where L and R are concepts defined by the syntax rules
R,R′ ::= ⊤ | ⊥ | A | ¬A | R ⊓R′ | ¬L ⊔R | ∃r.R | ∀r.R
L,L′ ::= ⊤ | ⊥ | A | L ⊓ L′ | L ⊔ L′ | ∃r.L
with A ranging over concept names and r over roles. A role inclusion (RI) is of the
form r ⊑ s with r, s roles and a functionality assertion (FA) is of the form func(r) with
r a role. ELI⊥-concepts are expressions that are built according to the syntax rule for
L above, but do not use “⊔”.
A Horn-ALCHIF TBox T is a set of CIs, RIs, and FAs. An ELHIF⊥ TBox is a
set of ELI⊥-CIs, RIs, and FAs. To avoid dealing with rather messy technicalities that
do neither seem to be very illuminating from a theoretical viewpoint nor too useful from
a practical one,1 we generally assume that functional roles cannot have any subroles,
that is, r ⊑ s ∈ T implies func(s) /∈ T . We conjecture that our main results also hold
without that restriction.
The semantics is defined as usual in terms of interpretations I = (∆I , ·I) complying
with the standard name assumption, i.e., aI = a for all a ∈ NI (see Section 2.3). An
interpretation I is a model of a TBox T if it satisfies all inclusions and assertions in it,
and likewise for ABoxes. A is consistent with T if T and A have a common model.
A signature Σ is a set of concept and role names. A Σ-ABox is an ABox that
uses only concept and role names from Σ, and likewise for Σ-ELI⊥-concepts and other
syntactic objects.
Generally and without further notice, we work with Horn-ALCHIF TBoxes that
are in a certain nesting-free normal form, that is, they contain only CIs of the form
⊤ ⊑ A, A ⊑ ⊥, A1 ⊓A2 ⊑ B, A ⊑ ∃r.B, A ⊑ ∀r.B,
where A,B,A1, A2 are concept names and r, s are roles. It is well-known that every
Horn-ALCHIF TBox T can be converted into a TBox T ′ in normal form (introducing
additional concept names) such that T is a logical consequence of T ′ and every model
of T can be extended to one of T ′ by interpreting the additional concept names, see
e.g. [BHLW16]. As a consequence, all results obtained in this chapter for TBoxes in
normal form lift to the general case.
4.2 Query Conservative Extensions and Entailment
We introduce the central notions studied in this chapter.
Definition 4.2.1. Let Γ,Σ be signatures and T1, T2 Horn-ALCHIF TBoxes. We say
that T1 (Γ,Σ)-CQ entails T2, written T1 |=CQΓ,Σ T2, if for all Γ-ABoxes A consistent with
T1 and T2, all Σ-CQs q(x) and all tuples a ⊆ ind(A), T2,A |= q(a) implies T1,A |= q(a).
If in addition T1 ⊆ T2, we say that T2 is a (Γ,Σ)-CQ conservative extension of T1. If
T1 |=CQΓ,Σ T2 and vice versa, then T1 and T2 are (Γ,Σ)-CQ inseparable.
If T1 ̸|=CQΓ,Σ T2 because T2,A |= q(a) but T1,A ̸|= q(a) for some Γ-ABox A consistent
with both Ti, Σ-CQ q(x) and a, we call the triple (A, q,a) a witness to non-entailment.
1E.g., out of 439 available ontologies in BioPortal [MP17], only 21 (≤ 4.8%) contain the described
pattern. A significant fraction of the occurrences of the pattern appear to be due to modeling mistakes.
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Example 4.2.1. Let T1 = {PhDStud ⊑ ∃advBy.Prof, adv ⊑ advBy−} and T2 =
T1 ∪ {func(advBy)}, Σ = {Prof} and Γ = {PhDStud, adv}. Then T1 ̸|=CQΓ,Σ T2 because
of the witness ({PhDStud(john), adv(mary, john)},Prof(x),mary) as illustrated below.
john PhDStud
y Profmary
advByadv
ABox: {PhdStud(john), adv(mary, john)}
Query: Prof(mary)
T2,A |= Prof(mary) but T1,A ̸|= Prof(mary)
A CQ q is tree-shaped if it does not contain atoms of the form r(x, x) and the
undirected graph (x ∪ y, {{v, w} | r(v, w) is an atom in q}) is a tree; tree-shaped CQs
are thus connected and may contain multi-edges. A tree-shaped CQ q is strongly
tree-shaped or an stCQ if the root is the one and only answer variable and q has no
multi-edges, that is, for any distinct variables z, z′ in q, there is at most one role atom
that contains both z and z′.
In addition to the notions introduced in Definition 4.2.1, we also consider (Γ,Σ)-
stCQ entailment, denoted |=stCQΓ,Σ and defined in the obvious way by replacing CQs with
stCQs.
4.2.1 Query Entailment with Inconsistent ABoxes
If we drop from Definition 4.2.1 the condition that A must be consistent with both
T1 and T2, then we obtain an alternative notion of CQ entailment that we call CQ
entailment with inconsistent ABoxes. While this new notion trivially implies CQ
entailment in the original sense, the converse fails.
Example 4.2.2. Let T1 = ∅, T2 = {A1 ⊓A2 ⊑ ⊥} and Γ = {A1, A2}, Σ = {B}. Then
T1 |=CQΓ,Σ T2 but T1 does not (Γ,Σ)-CQ entail T2 with inconsistent ABoxes, witnessed
by ({A1(a), A2(a)}, ∃y r(y, y), a).
We need to deal with the question whether any Γ-ABox that is inconsistent with
some TBox T2 is inconsistent with another TBox T1. We say that T1 Γ-inconsistency
entails T2, written T1 |=⊥Γ T2, if for all Γ-ABoxes A: if A is inconsistent with T2, then
A is inconsistent with T1.
The following lemma relates the two notions of CQ entailment.
Lemma 4.2.1. CQ entailment with inconsistent ABoxes can be decided in polynomial
time given access to oracles deciding CQ entailment and CQ evaluation.
Before proving Lemma 4.2.1 we give some preliminaries. For interpretations I1, I2
and a signature Σ, a Σ-homomorphism from I1 to I2 is a total function h : ∆I1 → ∆I2
such that (1) h(a) = a for all a ∈ NI, (2) h(d) ∈ AI2 for all d ∈ AI1 , A ∈ NC ∩ Σ, and
(3) (h(d), h(d′)) ∈ rI2 for all (d, d′) ∈ rI1 , r ∈ NR ∩ Σ. If there is a Σ-homomorphism
from I1 to I2, we write I1 →Σ I2.
Let T be a Horn-ALCHIF TBox in normal form and A an ABox consistent with
T . A type for T is a set t ⊆ sub(T ) ∩ NC such that T |=
d
t ⊑ A implies A ∈ t for all
concept names A. For a ∈ ind(A), let tpT (a) = {A | T ,A |= A(a)} be the type of a
relative to T . When a ∈ ind(A), t, t′ are types for T , and r is a role, we write
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• a⇝T ,Ar t if T ,A |= ∃r.
d
t(a) and t is maximal with this condition, and
• t⇝Tr t′ if T |=
d
t ⊑ ∃r.d t′ and t′ is maximal with this condition.
A path for A and T is a finite sequence π = ar0t1 · · · tn−1rn−1tn, n ≥ 0, with a ∈ ind(A),
r0, . . . , rn−1 roles, and t1, . . . , tn types for T such that
(i) a ⇝T ,Ar0 t1 and, if func(r0) ∈ T , then there is no b ∈ ind(A) such that T ,A |=
r0(a, b);
(ii) for every 1 ≤ i < n, we have ti ⇝Tri ti+1 and, if func(r) ∈ T , then ri−1 ̸= r−i .
When n > 0, we use tail(π) to denote tn. Let Paths be the set of all paths for A and T .
The universal model IT ,A of T and A is defined as follows:
∆IT ,A = Paths
AIT ,A = {a ∈ ind(A) | T ,A |= A(a)} ∪
{π ∈ ∆I \ ind(A) | T |=
l
tail(π) ⊑ A}
rIT ,A = {(a, b) ∈ ind(A)2 | s(a, b) ∈ A, T |= s ⊑ r} ∪
{(π, πst) | πst ∈ Paths and T |= s ⊑ r} ∪
{(πst, π) | πst ∈ Paths and T |= s− ⊑ r}
We also need universal models of a TBox T and a type t, instead of an ABox. More
precisely, we define IT ,t = IT ,At where At = {A(a) | A ∈ t} for a fixed a ∈ NI. If an
interpretation I is a common model of a TBox T and ABox A, then we also write
I |= (T ,A) and call I a model of (T ,A). The following is standard to prove [BO15].
Lemma 4.2.2. For every Horn-ALCHIF TBox T in normal form and ABox A
consistent with T , the following hold:
(1) IT ,A |= (T ,A).
(2) For all models I of (T ,A), we have IT ,A → I.
(3) For all types t, t′ for T with t ⊆ t′, we have IT ,t → IT ,t′.
(4) T ,A |= q(a) iff IT ,A |= q(a), for all CQs q(x) and tuples a of individuals.
Now we are ready to prove Lemma 4.2.1. We proceed in two steps: first, we show
how to deal with inconsistency entailment; second we show how to use this type of
entailment to deal with CQ entailment with inconsistent ABoxes.
For the first step, we can reduce inconsistency entailment to CQ entailment because,
if A is inconsistent with T , then either (a) IT ,A contains a B-instance for some B
with B ⊑ ⊥ ∈ T , or (b) A contains a “fork” {r(a, b), r(a, c)} that is prohibited by
func(r) ∈ T . We write T1 |=forkΓ T2 if for all Γ-ABoxes A = {r(a, b), r(a, c)}: if A
is inconsistent with T2, then also with T1. Thus, if we have a witness ABox A for
T1 ̸|=⊥Γ T2, then A is inconsistent with T2 either by Case (a) – which we can detect via
CQ entailment if we allow a fresh concept name in the CQ and slightly modify the
TBoxes – or by Case (b), which implies T1 ̸|=forkΓ T2.
Lemma 4.2.3. Let Γ be a signature and let T1 and T2 be Horn-ALCHIF TBoxes.
Furthermore, let A be a fresh concept name and T Ai be obtained from Ti by replacing
each occurrence of ⊥ with A and adding the axioms ∃s.A ⊑ A and ∃s−.A ⊑ A for every
role s occurring in Ti, for i = 1, 2. Then the following are equivalent.
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(1) T1 |=⊥Γ T2
(2) T A1 |=CQΓ,{A} T A2 and T1 |=forkΓ T2
(3) T A1 |=stCQΓ,{A} T A2 and T1 |=forkΓ T2
Note that we only need the equivalence between (1) and (2) to prove Lemma 4.2.1.
However, we will need (3) later to prove Lemma 4.5.1. Indeed, (2) and (3) are obviously
equivalent given the primitive query signature {A} and the propagation of A throughout
the T Ai .
Proof.
“1 ⇒ 2”. We prove the contrapositive. Assume T A1 ̸|=CQΓ,{A} T A2 or T1 ̸|=forkΓ T2. In
case T1 ̸|=forkΓ T2, every witness ABox is a witness for T1 ̸|=⊥Γ T2 too.
In case T A1 ̸|=CQΓ,{A} T A2 is violated, consider a witness (A, q,a). Since A is the only
symbol allowed in q, all atoms of q have the form A(z) for arbitrary variables z. If q
consists of several atoms, then it is disconnected and we can omit all but one atom
from q and still have a witness (see also proof of Lemma 4.3.2, Property d). Hence
we can assume w.l.o.g. that q is of the form (i) q(x) = A(x) or (ii) q() = ∃y A(y) and,
furthermore, that A and thus the universal models ITi,A are connected. (Due to the
“propagation” of A in the Ti, we can even assume that q is of the form (i) only, but that
does not matter in the following argumentation.) We now have:
• A is inconsistent with T2:
Assume to the contrary that A is consistent with T2 and consider the universal
model IT2,A for T2 and A (Section ??). Clearly, for all domain elements d of
IT2,A, we have T2 ̸|=
d
tpIT2,A(d) ⊑ ⊥. Since A is fresh and by the definition of
T A2 we get T A2 ̸|=
d
tpIT2,A(d) ⊑ A. Now Lemma 4.2.2 (1) for T
A
2 implies that
IT2,A |= (T2,A); hence IT2,A satisfies all axioms in T A2 that have been taken over
from T2 without modification, i.e., all axioms that are not of the form B ⊑ A.
But axioms of the latter form are also satisfied because T A2 ̸|=
d
tpIT2,A(d) ⊑ A
for every domain element d. Hence IT2,A |= (T A2 ,A). Now, since IT2,A has no
A-instance, we cannot have T A2 ,A |= q(a) for any {A}-query q; contradicting the
assumption that (A, q,a) is a witness.
• A is consistent with T1:
Since (A, q,a) is a witness, we have IT A1 ,A ̸|= q(a) by Lemma 4.2.2 (4). Due
to the additional axioms in the definition of T A1 , which “propagate” A into
every domain element of the connected (see above) universal model IT A1 ,A, we
have T A1 ̸|=
d
tpITA1 ,A
(d) ⊑ A for all domain elements d. Since A is fresh,
we have T1 ̸|=
d
tpITA1 ,A
(d) ⊑ ⊥. With the same reasoning as above, we get
IT A1 ,A |= (T1,A); hence A is consistent with T1.
Consequently T1 ̸|=⊥Γ T2, as desired.
“2 ⇒ 3”. This is immediate because T A1 |=CQΓ,{A} T A2 implies T A1 |=stCQΓ,{A} T A2 .
“3⇒ 1”. We prove the contrapositive. Assume T1 ̸|=⊥Γ T2, i.e., there is a Γ-ABox A that
is is inconsistent with T2 but consistent with T1. We need to show that T A1 ̸|=stCQΓ,{A} T A2
or T1 ̸|=forkΓ T2.
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From A being inconsistent with T2, we first conclude that one of the following two
properties must hold.
(i) There is some d ∈ BIT2,A with B ⊑ ⊥ ∈ T2.
(ii) A contains a “fork” A− = {r(a, b), r(a, c)} such that A− is inconsistent with T2.
Indeed, if neither (i) nor (ii) holds, then we have IT2,A |= (T2,A), contradicting the
inconsistency of A with T2: First, IT2,A |= A follows directly from the construction of
IT2,A. Second, IT2,A |= T2 can be shown analogously to the (omitted) standard proof
of Lemma 4.2.2 (1), via a case distinction over the axioms in T2, using “not (i)” and
“not (ii)” instead of the assumption that A is consistent with T2.
Now first assume that (ii) holds. Since A is consistent with T1, so is A−. Hence
T1 ̸|=forkΓ T2.
In case (ii) does not hold, (i) must hold. To show that T A1 ̸|=stCQΓ,{A} T A2 , consider the
stCQ q = A(x) and some a ∈ ind(A) to which the element d from (i) is connected in
IT2,A, i.e., if d ∈ ind(A), then choose a = d; otherwise choose a such that d is in the
subtree IT2,A|a. We then have:
• A is consistent with T A2 :
Since T A2 does not contain ⊥ and A does not contain forks as in (ii), A is consistent
with T A2 is consistent, as witnessed by the universal model IT A2 ,A (we again refer
to the standard proof of Lemma 4.2.2 (1); except that the FA case in the ABox
part of IT A2 ,A is now due to “not (ii)”).
• A is consistent with T A1 :
It is not difficult to see that IT1,A |= (T A1 ,A): From IT1,A |= (T1,A), it follows
that IT1,A is a model of A and satisfies all axioms in T A1 that T A1 shares with
T1. The modified axioms B ⊑ A with B ⊑ ⊥ ∈ T1 are satisfied, too, because
IT1,A cannot have any B-instances. Finally, the additional propagation axioms
are satisfied because IT1,A has no A-instance as A is fresh.
• T A2 ,A |= q(a):
Due to (i), we have IT2,A |= ∃y B(y) for some B ⊑ ⊥ ∈ T2. Hence IT A2 ,A |=∃y B(y), which follows from the construction of both universal models (in fact
the only difference between IT A2 ,A and IT2,A is that some domain elements ofIT A2 ,A may be A-instances). Hence IT A2 ,A has a B-instance in the subtree IT2,A|a
and thus, by construction, an A-instance. By the “propagation” of A in T A2 , we
have that a is an instance of A in IT A2 ,A; hence IT A2 ,A |= A(a) = q.
• T A1 ,A ̸|= q(a):
Follows from IT1,A |= (T A1 ,A) (as shown above) and IT1,A ̸|= q(a) (given the lack
of A-instances).
❏
Proposition 4.2.4. Fork entailment T1 |=forkΓ T2 can be (Turing) reduced in polynomial
time to stCQ evaluation.
Proof. Perform 2|Γ| many ABox consistency checks by evaluating the stCQ A(a)
on both Ti, where A is a concept name that does not occur in any of the Ti. ❏
Chapter 4. Conservative Extensions in Horn Description Logics with Inverse Roles 62
For the second step, we can now reduce CQ entailment with inconsistent ABoxes to
the disjunction of our original notion of CQ entailment and inconsistency entailment.
We need an additional notion: Given a TBox T and signatures Γ,Σ, we say that T is
(Γ, Σ)-universal if
(∗) for all Γ-ABoxes A and Σ-CQs q(x) and all tuples a ⊆ ind(A) with |a| = |x|,we have T ,A |= q(a).
Lemma 4.2.5. Let Γ,Σ be signatures and let T1 and T2 be Horn-ALCHIF TBoxes.
Then T1 (Γ,Σ)-CQ entails T2 with inconsistent ABoxes iff one of the two following
conditions holds.
(1) T1 |=CQΓ,Σ T2 and T1 |=⊥Γ T2
(2) T1 is (Γ, Σ)-universal.
Proof. We prove both implications via contraposition.
“⇒”. Assume (1) and (2) are both false, i.e., T1 is not (Γ, Σ)-universal and either
(a) T1 ̸|=CQΓ,Σ T2 or (b) T1 ̸|=⊥Γ T2. In case (a), T1 trivially does not (Γ,Σ)-CQ entail
T2 with inconsistent ABoxes. In case (b), consider a witness Γ-ABox A. Since T1 is
not (Γ, Σ)-universal, there is a Γ-ABox A′, a Σ-CQ q(x) and a tuple a ⊆ ind(A′) with
|a| = |x| such that T1,A′ ̸|= q(a). We assume w.l.o.g. that A and A′ use distinct sets
of individuals. We set A′′ = A ∪A′ and have:
• T2,A′′ |= q(a) because A is inconsistent with T2 and so is A′′.
• T1,A′′ ̸|= q(a): let J be the disjoint union of the universal model IT1,A and the
model I witnessing T1,A′ ̸|= q(a). Clearly J |= (T1,A′′) but J ̸|= q(a).
Hence T1 does not (Γ,Σ)-CQ entail T2 with inconsistent ABoxes, as desired.
“⇐”. Assume T1 does not (Γ,Σ)-CQ entail T2 with inconsistent ABoxes and consider
a witness (A, q,a). Then it is immediate that (2) does not hold. Furthermore, if A is
consistent with both T1 and T2, then T1 ̸|=CQΓ,Σ T2. Otherwise A must be inconsistent with
T2 but consistent with T1; hence T1 ̸|=⊥Γ T2. Therefore (1) does not hold either. ❏
Proposition 4.2.6. (Γ,Σ)-universality can be (Turing) reduced in polynomial time to
stCQ evaluation.
Proof. It suffices to check Condition (∗) above (i) for all singleton Γ-ABoxes
{A(a)} and all single-atom Σ-CQs B(x) or r(x, x), and (ii) for all two-element Γ-ABoxes
{r(a, b)} and all Σ-CQs as in (i) but with possibly two distinct answer variables. ❏
Lemma 4.2.1 is now a direct consequence of Lemmas 4.2.3 and 4.2.5, and Propo-
sitions 4.2.4 and 4.2.6. Consequently and since CQ evaluation is in ExpTime in
Horn-ALCHIF [EGOŠ08], all complexity results obtained in this chapter also apply
to CQ entailment with inconsistent ABoxes.
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4.3 Model-theoretic Characterization
We aim to provide a model-theoretic characterization of query entailment that will be
the basis for our decision procedure later on. The first step towards this characterization
consists in showing that non-entailment is always witnessed by tree-shaped ABoxes
and tree-shaped CQs with at most one answer variable. Here, an ABox A is tree-
shaped if it does not contain an assertion of the form r(a, a), the undirected graph
GA = (ind(A), {{a, b} | r(a, b) ∈ A}) is a tree, and for any a, b ∈ ind(A), A contains at
most one role assertion that involves both a and b.
4.3.1 Unraveling ABoxes
To obtain tree-shaped ABoxes or CQs, we use unraveling, which needs to be more
cautious in the presence of inverse roles and functionality. In particular, we need to
ensure that, whenever a role is functional in an ABox, then so it is in its unraveling. We
define an unraveling for Horn-ALCHIF similar to the one for Horn-ALCIF in [LW12].
Let A be an ABox. The unraveling UaA of A at an individual a ∈ ind(A) is the
following ABox:
• ind(UaA) is the set of sequences b0r0b1 · · · rn−1bn with n ≥ 0, where b0 = a,
bi ∈ ind(A) for all 0 ≤ i ≤ n, ri(bi, bi+1) ∈ A for all 0 ≤ i < n, and (bi−1, r−i−1) ̸=
(bi+1, ri) (the latter inequality is needed to ensure preservation of functionality).
• The concept assertions in UaA are all assertions of the shape C(α) such that
α = b0 · · · bn−1rn−1bn ∈ ind(A) and C(bn) ∈ A. The role assertions in UaA are all
assertions of the shape r(b0 · · · bn−1, α) such that α = b0 · · · bn−1rn−1bn ∈ ind(A).
The following is standard to prove [LW17, LW12]:
Proposition 4.3.1. Let T be a Horn-ALCHIF TBox, A an ABox, and a ∈ ind(A).
If A is consistent with T , then so is UaA.
It is easy to see that T1 ̸|=CQΓ,Σ T2 if there is a Γ-role r and a Σ-role s with T2 |= r ⊑ s
but T1 ̸|= r ⊑ s. We write T1 |=RIΓ,Σ T2 if there are no such r and s. Clearly, T1 |=RIΓ,Σ T2
can be decided via |Γ| · |Σ| many Horn-ALCHIF subsumption tests, thus in ExpTime
[Tob01]. It is thus safe to assume T1 |=RIΓ,Σ T2 when deciding CQ entailment, which we
will generally do from now on to avoid dealing with special cases.
The following result shows that non-entailment is always witnessed by tree-shaped
ABoxes and tree-shaped CQs with at most one answer variable.
Lemma 4.3.2. Let T1 and T2 be Horn-ALCHIF TBoxes with T1 |=RIΓ,Σ T2. If T1 ̸|=CQΓ,Σ
T2, then there is a witness (A, q,a) where A and q are tree-shaped and |a| ≤ 1, i.e., q
has at most one answer variable. If T1 ̸|=stCQΓ,Σ T2, then there is such a witness where
additionally q is an stCQ.
We reformulate the lemma to make its statement more explicit.
Lemma 4.3.2, reformulated equivalently. Let T1, T2 be Horn-ALCHIF TBoxes
with T1 |=RIΓ,Σ T2. If T1 ̸|=CQΓ,Σ T2, then there is a tree-shaped Γ-ABox A consistent with
T1 and T2, and a tree-shaped Σ-CQ q such that one of the following holds:
(1) q has a single answer variable and there is an a ∈ ind(A) such that T2,A |= q(a)
but T1,A ̸|= q(a);
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(2) q is Boolean and T2,A |= q but T1,A ̸|= q.
If T1 ̸|=stCQΓ,Σ T2, then there is a tree-shaped Γ-ABox A and a tree-shaped Σ-stCQ q
with (1).
Proof. Unrestricted CQs. Assume T1 ̸|=CQΓ,Σ T2, i.e., T2,A |= q(a) and T1,A ̸|=
q(a), for some Γ-ABox A consistent with both Ti, some Σ-CQ q and some tuple a.
Lemma 4.2.2 (4) yields IT2,A |= q(a) and IT1,A ̸|= q(a). We first show that the following
properties of q and a are without loss of generality:
(a) Every match of q(x) into IT2,A maps every quantified variable into the anonymous
part.
(b) q(x) does not contain atoms of the form r(x1, x2) with x1, x2 answer variables.
(c) If x = (x1, . . . , xn) and a = (a1, . . . , an), then ai ≠ aj for all i, j with 1 ≤ i < j ≤ n.
(d) q(x) is connected.
For (a), take a match π of q in IT2,A and a quantified variable y such that π(y) = b ∈
ind(A). Obtain q′(x, y) from q(x) by removing the quantification over y, thus making
y an answer variable. Clearly, we have IT2,A |= q′(a, b) and IT1,A ̸|= q′(a, b), and thus
T2,A |= q′(a, b) and T1,A ̸|= q′(a, b).
For (b), observe that such atoms can always be dropped, since they cannot be
inferred via T1 or T2: Let q(x) = ∃y (r(x1, x2) ∧ φ(x′,y)) with x1, x2 ∈ x, and let
IT2,A |= q(a) be witnessed by the match π with π(xi) = ai, i = 1, 2. Construct the
CQ q(x′) = ∃yφ(x′,y) by dropping the atom r(x1, x2) (and thus possibly removing x1
and/or x2 from the free variables). It is clear that IT2,A |= q′(a′) for the corresponding
restriction a′ of the tuple a; thus it suffices to show that IT1,A ̸|= q′(a′).
From IT2,A |= q(a) we can conclude that (a1, a2) ∈ rIT2,A . By construction of
IT2,A there is some Γ-role r′ with r′(a1, a2) ∈ A and T2 |= r′ ⊑ r (which includes the
possibility r′ = r, i.e., r(a1, a2) ∈ A). Due to T1 |=RIΓ,Σ T2, we also have T1 |= r′ ⊑ r and
hence (a1, a2) ∈ rIT1,A . This implies the desired IT1,A ̸|= q′(a′) because, otherwise, any
match π of q′ in IT1,A with π(xi) = ai, i = 1, 2, could be extended to a match of q.
This construction does not introduce any violations of (a).
For (c), observe that, whenever ai = aj for some i, j with 1 ≤ i < j ≤ n, we can
always drop xj and aj : Let x′ and a′ be x and a with xj and aj removed, and transform
q(x) into q′(x′) by replacing every occurrence of xj with xi. Now T2,A |= q′(a′) and
T1,A ̸|= q′(a′). This construction does not introduce any violations of (a) or (b).
For (d), observe that T2,A |= q(a) and T1,A ̸|= q(a) implies T2,A |= q′(a) and
T1,A ̸|= q′(a) for some connected component q′ of q. This construction does not
introduce any violations of (a), (b), or (c). While this is easy to see for (b) and (c),
Property (a) requires a closer look: If the possibly disconnected CQ q satisfies (a) and
has at least one match π in IT2,A, then every match of any connected component q′
in IT2,A can be extended to a match of q in IT2,A via π restricted to the remaining
connected components. Since the match of q satisfies (a), so does the match of q′.
Thus, as long as q violates any of the above properties, we apply the corresponding
modification as described and in the order given. From now on, we assume that q
satisfies properties (a) to (d). Furthermore, they imply:
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(e) q(x) does not contain a proper path between any two answer variables, which is a
non-empty sequence of atoms r1(z1, z2), r2(z2, z3), . . . , rn(zn, zn+1) with variables
z1, zn+1 ∈ x and zi ∈ y for 1 < i ≤ n, and with roles ri such that zi+1 ̸= zi−1 for
every 1 < i ≤ n.
To show this, assume the opposite, i.e., q(x) contains a proper path as above between
two answer variables x, x′. By (b) we have n > 1. By (a) and (c), π maps all zi with
1 < i ≤ n to the anonymous part of IT2,A. However, there is no corresponding proper
path between any two ABox individuals in IT2,A; a contradiction.
Assume now that q(x) = ∃yφ(x,y) is not tree-shaped, i,e., assume there is a cycle
r1(z1, z2), r2(z2, z3), . . . , rn(zn, zn+1) with variables zi ∈ x ∪ y, z1 = zn+1, and roles ri
such that zi+1 ̸= zi−1 for every 1 < i ≤ n and z2 ̸= zn. By (e), we have zi ∈ y for all
1 ≤ i ≤ n+ 1. Let π be a match of q(x) in IT2,A. By (a), π maps all variables to the
anonymous part of IT2,A which, by construction, is acyclic. Hence π cannot satisfy the
properties of a match; contradiction.
Assume now that x in q(x) contains more than one answer variable, say x ̸= x′,
matched by a and a′ in IT2,A, with a ̸= a′ due to (c). By (d), q is connected, and
thus, there is a path from x to x′ in q. Since x ̸= x′, there is even a proper path;
contradicting (e).
Thus, we now have that q is tree-shaped and behaves as required by (1) or (2). It
remains to transform A into a tree-shaped ABox: In case q is Boolean, we get from (a)
and (c) that every match of q in IT2,A is into the anonymous subtree rooted at some
ABox individual a; in case q has one answer variable, let a = a. Consider the unraveling
UaA of A at a. Clearly, T2, UaA |= q(a) and T1, UaA ̸|= q(a), which is still consistent with
both Ti, due to Proposition 4.3.1. By compactness, there is a finite subset B ⊆ UaA
with T1,B |= q(a) and T2,B ̸|= q(a). Clearly, we can also assume that B is connected.
stCQs. Since stCQs are already tree-shaped and have exactly one answer variable,
the previous argument for unrestricted CQs reduces to observing Properties (a) and (c)
and unraveling the witness ABox as described. ❏
4.3.2 Characterization of Query Entailment
Our goal is to characterize query entailment in terms of homomorphisms between
universal models. Homomorphisms are natural because answers to CQs are preserved
under homomorphisms (both on interpretations and on ABoxes). In fact, they are
preserved even under bounded homomorphisms if the bound is not smaller than the
number of variables in the CQ.
Let I1, I2 be interpretations, d ∈ ∆I1 , and n ≥ 0. We say that there is an n-bounded
Σ-homomorphism from I1 to I2, written I1 →nΣ I2, if for any subinterpretation I ′1 of
I1 with |∆I′1 | ≤ n, we have I ′1 →Σ I2. Moreover, we write I1 →finΣ I2 if I1 →nΣ I2 for
any n. The following characterization follows from the definition of CQ entailment,
Lemma 4.3.2, and the connection between CQs and suitably bounded homomorphisms.
Lemma 4.3.3. Let T1 and T2 be Horn-ALCHIF TBoxes with T1 |=RIΓ,Σ T2. Then
T1 |=CQΓ,Σ T2 iff for all tree-shaped Γ-ABoxes A consistent with T1 and T2, IT2,A →finΣ
IT1,A.
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Proof. We prove both implications via contraposition.
“⇐”. Assume T1 ̸|=CQΓ,Σ T2 and consider a witness (A, q,a), By Lemma 4.3.2, we
can assume that A is tree-shaped. From Lemma 4.2.2 (4) we get IT2,A |= q(a) and
IT1,A ̸|= q(a). If we take the finite subinterpretation I of IT2,A given by a match of q in
IT2,A, then we must have I ̸→Σ IT1,A because of IT1,A ̸|= q(a). Hence IT2,A ̸→finΣ IT1,A.
“⇒”. Assume IT2,A ̸→finΣ IT1,A, i.e., there is a finite subinterpretation I of IT2,A with
I ̸→Σ IT1,A. Let a be the ABox individuals in I and let qI be I viewed as a CQ
whose variables correspond to the domain elements of I and the ABox individuals
are represented by answer variables. Then it can be verified that IT2,A |= qI(a) and
I1 ̸|= qI(a). ❏
Ideally, we would like to use Lemma 4.3.3 as a basis for a decision procedure based
on tree automata. To this end, it is useful that the ABox A and models IT1,A and
IT2,A in the lemma are tree-shaped. What is problematic is that Lemma 4.3.3 speaks
about bounded homomorphisms, for any bound (corresponding to the bounded size
of CQs), since it does not seem possible to verify such a condition using automata.
We would thus like to replace bounded homomorphisms with unbounded ones, which
does not compromise the characterization in the case of Horn-DLs without inverse roles
[LW10, BLR+16]. However, this is not true already for ELI TBoxes [BKL+16]:
Example 4.3.1. Let T1 = {A ⊑ ∃s.B, B ⊑ ∃r−.B}, T2 = {A ⊑ ∃s.B, B ⊑ ∃r.B},
Γ = {A}, and Σ = {r}. The universal models are shown below.
a • • • •s r r rA B B B B . . .IT2,A
a • • • •s r r rA B B B B . . .IT1,A
Then both IT1,A and IT2,A contain an infinite r-path; the r-path in IT1,A has a
final element while the one in IT2,A does not. Hence IT2,A ̸→Σ IT1,A, but T1 |=CQΓ,Σ T2
(see Theorem 4.3.4 below).
We now show that it is possible to refine Lemma 4.3.3 so that it makes a much
more careful statement in which bounded homomorphisms are partly replaced by
unbounded ones. It is then possible to check the unbounded homomorphism part
of the characterization using tree automata as desired, and to deal with bounded
homomorphisms using a mosaic technique that “precompiles” relevant information
about unbounded homomorphisms to be used in the automaton construction.
We start with introducing relevant notation. For a signature Σ, we use I|conΣ to
denote the restriction of the interpretation I to those elements that can be reached
from an ABox individual by traveling along Σ-roles (forwards or backwards). Tree-
shaped interpretations are defined analogously to tree-shaped CQs (thus multi-edges
are allowed). For a TBox T , an ABox A, and a ∈ ind(A), we use IT ,A|a to denote the
subtree interpretation in the universal model IT ,A rooted at a. A Σ-subtree in IT ,A is a
maximal tree-shaped, Σ-connected sub-interpretation I of IT ,A that does not comprise
any ABox individuals. The root of I is the (unique) element of ∆I that can be reached
from an ABox individual on a shortest path among all element of ∆I . The refined
characterization uses simulations instead of homomorphisms for the stCQ case because
they are insensitive to multi-edges. Given a signature Σ and two interpretations I,J ,
a Σ-simulation of I in J is a relation σ ⊆ ∆I ×∆J such that: (1) (a, a) ∈ σ for all
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a ∈ NI, (2) if d ∈ AI with A ∈ Σ and (d, e) ∈ σ, then e ∈ AJ , and (3) if (d, d′) ∈ rI
with r a Σ-role and (d, e) ∈ σ, then there is some e′ with (e, e′) ∈ rJ and (d′, e′) ∈ σ.
We write I ⪯Σ J if there is a Σ-simulation of I in J .
Theorem 4.3.4. Let T1 and T2 be Horn-ALCHIF TBoxes with T1 |=RIΓ,Σ T2. Then
T1 |=CQΓ,Σ T2 iff for all tree-shaped Γ-ABoxes A consistent with T1 and T2, and for all
tree-shaped, finitely branching models I1 of A and T1, the following hold:
(1) IT2,A|conΣ →Σ I1;
(2) for all Σ-subtrees I in IT2,A, one of the following holds:
(a) I →Σ I1;
(b) I →finΣ IT1,tpI1 (a) for some a ∈ ind(A).
Furthermore, T1 |=stCQΓ,Σ T2 iff IT2,A|conΣ ⪯Σ I1 for all A and I1 as above iff IT2,A|conΣ ⪯Σ
IT1,A.
To prove the second part of Theorem 4.3.4 (the stCQ case), we need a bounded
variant of simulations, analogously to bounded homomorphisms. We write I1 ⪯nΣ I2
if for any subinterpretation I ′1 of I1 with |∆I
′
1 | ≤ n, we have I ′1 ⪯Σ I2. Moreover, we
write I1 ⪯finΣ I2 if I1 ⪯nΣ I2 for any n.
We begin with two useful insights about bounded homomorphisms (and simulations)
and their connection to unbounded ones. We use I1|dn to denote the restriction of I1 to
elements that can be reached by starting at d and traveling along at most n role edges
(forwards or backwards).
The first insight is straightforward.
Fact 1. Let Σ be a signature and I1, I2 be interpretations such that I1 is finitely
branching.
(1) The following are equivalent.
(a) I1 →finΣ I2
(b) For every d ∈ ∆I1 and every i ≥ 0 : I1|di →Σ I2
(2) The following are equivalent.
(a) I1 ⪯finΣ I2
(b) For every d ∈ ∆I1 and every i ≥ 0 : I1|di ⪯Σ I2
We will thus use Conditions (1b) and (2b) as alternative characterizations of bounded
homomorphisms and simulations.
The second insight shows that, under additional conditions, we can extract an
unbounded homomorphism from a suitable family of bounded ones.
Lemma 4.3.5. Let I1, I2 be finitely branching interpretations and let I1 be Σ-connected.
(1) If there are d0 ∈ ∆I1 and e0 ∈ ∆I2 such that for each i ≥ 0 there is a Σ-
homomorphism hi from I1|d0i to I2 with hi(d0) = e0, then I1 →Σ I2.
(2) If there are d0 ∈ ∆I1 and e0 ∈ ∆I2 such that for each i ≥ 0 there is a Σ-simulation
ρi of I1|d0i in I2 with (d0, e0) ∈ ρi, then I1 ⪯Σ I2.
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Proof. We only show (1); Part (2) is analogous. We are going to construct a
Σ-homomorphism h from I1 to I2 step by step, obtaining the desired homomorphism
in the limit. We will take care that, at all times, the domain of h is finite and
(∗) there is a sequence h0, h1, . . . with hi a Σ-homomorphism from I1|d0i to I2 such
that whenever h(d) is already defined, then hi(d) = h(d) for all i ≥ 0.
Start with setting h(d0) = e0. The original sequence h0, h1 from the lemma witnesses (∗).
Now consider the set Λ that consists of all elements d ∈ ∆I1 such that h(d) is undefined
and there is an e ∈ ∆I1 with h(e) defined and such that d is reachable from e along
a Σ-role edge. Since the domain of h is finite and I1 is finitely branching, Λ is finite.
By (∗), since every d ∈ Λ is reachable in one step from an element e such that h(e) is
defined, and since I2 is finitely branching, for each d ∈ Λ there are only finitely many
e′ such that hi(d) = e′ for some i. Thus there must be a function δ : Λ → ∆I2 such
that, for infinitely many i, we have hi(d) = δ(d) for all d ∈ Λ. Extend h accordingly,
that is, set h(d) = δ(d) for all d ∈ Λ. Clearly, the sequence h0, h1, . . . from (∗) before
the extension is no longer sufficient to witness (∗) after the extension. We fix this
by skipping homomorphisms that do not respect δ, that is, define a new sequence
h′0, h′1, . . . by using as h′i the restriction of hj to the domain of I1|d0i where j ≥ i is
smallest such that hj(d) = δ(d) for all d ∈ Λ. This finishes the construction. Note that
we will automatically have h(a) = a for all individual names a (as required), no matter
whether d0 is an individual name or not. ❏
We are now ready to prove Theorem 4.3.4.
Proof. Unrestricted CQs, “if”. We show the contrapositive. Thus first assume
that T1 ̸|=CQΓ,Σ T2. By Lemma 4.3.2, there is a tree-shaped Γ-ABox A consistent with
both Ti, and a tree-shaped Σ-CQ q such that either
(1′) q has a single answer variable and there is an element a ∈ ind(A) such that
T2,A |= q(a) but T1,A ̸|= q(a) or
(2′) q is Boolean and T2,A |= q but T1,A ̸|= q.
In case (1′) holds, q is connected. Let h be a match of q in IT2,A; in particular h(x) = a.
Since q contains an answer variable, we must have IT2,A|conΣ ̸→Σ IT1,A as otherwise the
composition of h and the witnessing homomorphism shows IT1,A |= q(a), which is not
the case. Thus Condition (1) is violated for I1 = IT1,A.
In case (2′) holds, consider again a match h of q in IT2,A. Let I ′T2,A be the
restriction of IT2,A to the elements in the range of h. Clearly, we have I ′T2,A ̸→Σ IT1,A.
Consequently, IT2,A ̸→nΣ IT1,A where n is the number of variables in q, implying that
Conditions (2a) and (2b) are both false.
Unrestricted CQs, “only if”. Assume that T1 |=CQΓ,Σ T2 and let A be a tree-shaped
Γ-ABox consistent with both Ti. We first show the following:
Claim. For all models I1 of (T1,A), we have IT2,A →finΣ I1.
Proof of claim: Assume to the contrary that IT2,A ̸→finΣ I1. Then IT2,A ̸→nΣ I1 for some
n, that is, there is a subinterpretation I of IT2,A with |∆I | ≤ n such that I ̸→Σ I1.
Let a be the ABox individuals in I and let qI be I viewed as a CQ whose variables
correspond to the domain elements of I and the ABox individuals are represented by
answer variables. Then it can be verified that IT2,A |= qI(a) and I1 ̸|= qI(a).
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Condition 1 is a consequence of Lemma 4.3.5: Fix a tree-shaped, finitely branching
model I1 |= (T1,A) and let IT2,A|conΣ be the disjoint union of the connected interpre-
tations I1, . . . , Ik. In each Ii, we find at least one individual ai from ind(A). Let
ℓ ∈ {1, . . . , k}. By the claim above and Fact 1, we find a sequence h0, h1, . . . such that
hi is a Σ-homomorphism from Iℓ|aℓi to I1. Note that we must have hi(aℓ) = aℓ for all i.
Thus, Lemma 4.3.5 yields Iℓ →Σ I1 and, in summary, IT2,A|conΣ →Σ I1.
Now for Condition 2. Let I be a Σ-subtree in IT2,A with root d0. By the claim
above and Fact 1, there is a sequence h0, h1, . . . such that hi is a Σ-homomorphism
from I|d0i to IT1,A.
First assume that there is an e0 ∈ ∆IT1,A such that hi(d0) = e0 for infinitely many i.
Construct a new sequence h′0, h′1, . . . with h′i a Σ-homomorphism from I|d0i to IT1,A by
skipping homomorphisms that do not map d0 to e0, that is, h′i is the restriction of hj to
the domain of I|d0i where j ≥ i is smallest such that hj(d0) = e0. Clearly, h′i(d0) = e0
for all i. Thus, Lemma 4.3.5 yields I →Σ IT1,A and thus, by Lemma 4.2.2 (2) I →Σ I1
for every tree-shaped, finitely branching model I1 |= (T1,A).
It remains to deal with the case that there is no e0 ∈ ∆IT1,A such that hi(d0) = e0
for infinitely many i. We can assume that there is an a0 ∈ ind(A) such that hi(d0) ∈
∆IT1,A|a0 for all i; in fact, there must be an a0 such that hi(d0) ∈ ∆IT1,A|a0 for infinitely
many i and we can again skip homomorphisms to achieve this for all i. It is important
to note that the remaining homomorphisms do not necessarily map all ancestors of d0
in I to elements in IT1,A|a0 due to the presence of inverse roles. Now, since IT1,A is are
finitely branching, for all i, n ≥ 0 we must find a j ≥ i such that hj(d0) is a domain
element whose distance from a0 exceeds n (otherwise the previous case would apply).
We can use this fact to construct a sequence h′0, h′1, . . . with h′i a Σ-homomorphism
from I|d0i to IT1,A|a0 . It is easy to verify that this implies I →finΣ IT1,A|a0 ; in fact,
h′0, h′1, . . . can again be found by skipping homomorphisms.
If we now fix an arbitrary (tree-shaped, finitely branching) model I1 |= (T1,A), by
Lemma 4.2.2 (2) and (3) we have tpIT1,A(a0) ⊆ tpI1(a0) and thus IT1,tpIT1,A (a0) →Σ
IT1,tpI1 (a0). Hence I →
fin
Σ IT1,tpI1 (a0) as required.
stCQs. We need to show that the following three conditions are equivalent.
(i) T1 |=stCQΓ,Σ T2
(ii) IT2,A|conΣ ⪯Σ I1 for all tree-shaped Γ-ABoxes A consistent with T1 and T2, and
for all tree-shaped, finitely branching models I1 of (T1,A).
(iii) IT2,A|conΣ ⪯Σ IT1,A for all A as above.
(ii) ⇔ (iii). The “only if” direction follows from Lemma 4.2.2 (1); the “if” direction
follows from IT1,A ⪯Σ I1, which is a direct consequence of Lemma 4.2.2 (2).
(ii)⇒ (i). This implication is analogous to the “if” direction of the case for unrestricted
CQs above, except that the witness stCQ is rooted and connected, which rules out
Case (2′) and thus Condition (2).
(i) ⇒ (ii). Assume that T1 |=stCQΓ,Σ T2 and let A be a tree-shaped Σ-ABox consistent
with both Ti. We first show the following:
Claim. For all models I1 of (T1,A) : IT2,A|conΣ ⪯finΣ I1.
Proof of claim: Assume to the contrary that IT2,A|conΣ ⪯̸finΣ I1. Then IT2,A|conΣ ⪯̸nΣ I1 for
some n, that is, there is a subinterpretation I of IT2,A with |∆I | ≤ n such that I ⪯̸Σ I1.
We can assume w.l.o.g. that I is connected and contains at least one ABox individual
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(otherwise we just extend I and increase n accordingly). Let a be the ABox individuals
in I and let qI be I viewed as a tree-shaped CQ whose variables correspond to the
domain elements of I and the ABox individuals are represented by answer variables.
Clearly I |= q(a) and thus IT2,A |= q(a); let π be a match of q in I. To transform q
into an stCQ, perform the following operations.
• Remove all binary atoms involving only answer variables (see Condition (b) in
the proof of Lemma 4.3.2).
• Restrict the resulting CQ to one connected component, with exactly one answer
variable x (see Condition (d) in the proof of Lemma 4.3.2); then x is the root of
the tree q. Let a = π(x).
• “Split” multi-edges along the tree structure of q: if there are n binary atoms
involving variables z1, z2 of q with z2 being a child of z1 in the tree q, introduce
n copies of z2 and its subtree, and redirect each of the n original atoms to its
corresponding copy. Apply this step exhaustively.
The result of this transformation is an stCQ q′, which still satisfies IT2,A |= q′(a). On
the other hand, I1 ̸|= q′(a) because, otherwise, a match π′ of q′(x) in I1 would give rise
to a simulation of I in I1.
Having established the claim, we proceed as follows: Let a be an ABox individual in
IT2,A|conΣ . By the claim and Fact 1, there is a sequence h0, h1, . . . such that hi is a
Σ-homomorphism from IT2,A|ai to I1. Obviously hi(a) = a for all i. From Lemma 4.3.5
we obtain IT2,A|conΣ ⪯Σ I1 as desired. ❏
We can now use the characterization in Theorem 4.3.4 to provide a decision procedure
for CQ entailment.
4.4 Decidability and Complexity
We prove that, in Horn-ALCHIF , CQ entailment can be decided in 2ExpTime.
By existing lower bounds, the former is thus 2ExpTime-complete in all fragments
of Horn-ALCHIF that contain ELI or Horn-ALC. Moreover, stCQ entailment in
Horn-ALCHIF can also be decided in 2ExpTime.
To obtain the upper bounds, we use a combination of tree automata and mosaics
to implement the characterization in Theorem 4.3.4.
4.4.1 Mosaic Technique
We start with a mosaic-based decision procedure for Condition (2b). Note that a
Σ-subtree I in IT2,A can be uniquely identified by the type t2 of its root. It therefore
suffices to show the following.
Theorem 4.4.1. Given two Horn-ALCHIF TBoxes T1 and T2 and types ti for Ti,
i ∈ {1, 2}, it can be decided in time 22p(|T2|log|T1|) whether IT2,t2 |conΣ →finΣ IT1,t1, p a
polynomial.
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Although we cannot get rid of bounded homomorphisms in Theorem 4.3.4, a central
idea for applying a mosaic approach to prove Theorem 4.4.1 is to first replace bounded
homomorphisms with unbounded ones. To make this possible, we also replace IT1,t1 with
a suitable class of interpretations used as targets for the unbounded homomorphisms.
To illustrate, consider Example 4.3.1 and let t1 = t2 = {B}. The difference between
IT2,t2 →finΣ IT1,t1 and IT2,t2 →Σ IT1,t1 is that unbounded homomorphisms fail once
they “reach the root” of IT1,t1 while bounded homomorphisms can, depending on the
bound, map the root of IT2,t2 deeper and deeper into IT1,t1 , thus never reaching its
root. The latter is possible because IT1,t1 is regular in the sense that any two elements
which have the same type root isomorphic subtrees. This is of course not only true
in this example, but by construction in any universal model. To transition back from
bounded to unbounded homomorphisms, we replace IT1,t1 with a class of (finite and
infinite) interpretations that can be seen as a “backwards regularization” of IT1,t1 . In
our concrete example, we would include an interpretation where a predecessor is added
to the root of IT1,t1 because IT1,t1 contains an element of the same type as the root
that has such a predecessor, an interpretation where that predecessor has a predecessor,
and so on, even ad infinitum. We will now make this precise.
An interpretation I is quasi tree-shaped if:
1. ∆I ⊆ ({−1} ∪ N)∗;
2. (d, e) ∈ rI implies that e = d · c or d = e · c for some c ∈ {−1} ∪ N.
For d, e ∈ ∆I , we say that e is a successor of d if e = d · c for some c ∈ N or d = e · −1.
By this convention, quasi tree-shaped interpretations can be viewed as directed graphs.
The directedness does not correspond to the distinction between roles and inverse roles;
in particular, there can be several role edges in both directions between the same d and
e. Quasi tree-shaped interpretations can be viewed as a finite or infinite trees that need
not have a root as they can extend indefinitely not only downwards but also upwards.
Let T be a Horn-ALCHIF TBox and let tp(T ) be the set of all types for T consistent
with T . For every t0 ∈ tp(T ), we use tp(T , t0) to denote the set of all t ∈ tp(T ) that
occur in the universal model IT ,t0 of t0 and T . Furthermore, given a quasi tree-shaped
interpretation I and an element d ∈ ∆I , the 1-neighborhood of d in I is a tuple
nI1 (d) = (t−, ρ, t, S) such that (a) t = tpI(d); (b) if there is a predecessor d0 ∈ ∆I of
d, then t− = tpI(d0) and ρ = {r | (d0, d) ∈ rI}, otherwise ρ = t− = ⊥; (c) S is the
set of all pairs (ρ′, t′) such that there is a successor d′ of d such that t′ = tpI(d′) and
ρ′ = {r | (d, d′) ∈ rI}. We write (t−1 , ρ1, t1, S1) ⊑ (t−2 , ρ2, t2, S2) if t1 = t2, S1 ⊆ S2 and,
if ρ1 ̸= ⊥, then ρ1 = ρ2 and t−1 = t−2 .
In the following, we define a class canω(T , t0) of quasi tree-shaped models of T . To
construct a model from this class, choose a type t ∈ tp(T , t0) and define I = ({d0}, ·I)
such that tpI(d0) = t. Then extend I by applying the following rule exhaustively in a
fair way:
(R) Let d ∈ ∆I . Choose some e ∈ ∆IT ,t0 such that nI1 (d) ⊑ n
IT ,t0
1 (e), and add to d
the predecessor and/or successors required to achieve nI1 (d) = n
IT ,t0
1 (e).
The potentially infinite class canω(T , t0) is the set of all interpretations I obtained
as a limit of this construction.
Lemma 4.4.2. Let T be a Horn-ALCHIF TBox, t0 ∈ tp(T ), and I a tree-shaped
interpretation. Then I →finΣ IT ,t0 iff there is a J ∈ canω(T , t0) with I →Σ J .
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Proof. “⇒”. Let d0 be the root of I. By Fact 1, there is a sequence h0, h1, . . .
such that hi is a Σ-homomorphism from I|d0i to IT ,t0 . Note that the set tp(T ) is finite,
and that IT ,t0 is finitely branching. By skipping homomorphisms, we can thus construct
a new sequence h′0, h′1, . . . such that h′i is a Σ-homomorphism from I|d0i to IT ,t0 and,
additionally, for every 0 ≤ i ≤ j and d ∈ ∆I|d0i the following properties hold:
(i) nIT ,t01 (h′i(d)) = n
IT ,t0
1 (h′j(d)), and
(ii) If e is a successor of d in I, then h′i(e) is a successor of h′i(d) in IT ,t0 iff h′j(e) is a
successor of h′j(d).
Guided by h′i, we construct a sequence of interpretations J0,J1, . . . and a sequence
g0, g1, . . . with gi a Σ-homomorphism from I|d0i to Ji such that for all 0 ≤ i ≤ j and d
in the domain of I|d0i , we have gi(d) = gj(d). Throughout the construction, we maintain
the invariant
nJi1 (gi(d)) ⊑ n
IT ,t0
1 (h′i(d)) (∗)
for all i, d such that gi(d) is defined.
We start with J0 = ({e0}, ·J0) such that tpJ0(e0) = tpIT ,t0 (h
′
0(d0)) and g0(d0) = e0.
Clearly (∗) is satisfied. Assuming that Ji and gi are already defined, we extend them
to Ji+1 and gi+1 by doing the following for every (d, d′) ∈ ρI with d ∈ ∆I|
d0
i and
d′ /∈ ∆I|d0i . By invariant (∗) and Item (i), we have nJi1 (gi(d)) ⊑ n
IT ,t0
1 (h′j(d)) for all
j ≥ i; thus, we can apply (R) to gi(d) and h′i(d). More precisely, we obtain Ji+1 by
adding a predecessor and/or successors to achieve
n
Ji+1
1 (gi(d)) = n
IT ,t0
1 (h′i(d)). (∗∗)
To define gi+1(d′), we distinguish two cases according to Item (ii):
• h′j(d′) is a successor of h′j(d) for all j ≥ i. Then there is some (ρ′, t′) in com-
ponent S of nIT ,t01 (h′i(d)) such that (h′i(d), h′i(d′)) ∈ ρIT ,t0 (ρ maximal) and
tpIT ,t0 (hi(d
′)) = t′. By (∗∗) that pair is also in component S of nJi+11 (gi(d)).
Take a corresponding ρ′-successor e′ of e in Ji+1 and set gi+1(d′) = e′. Clearly
(∗) is satisfied.
• h′j(d) is a successor of h′j(d′) for all j ≥ i. Then t− = tpIT ,t0 (hi(d
′)) and ρ
is maximal with (h′i(d′), h′i(d)) ∈ ρIT ,t0 . By (∗∗), the t−- and ρ-component in
n
Ji+1
1 (gi(d)) are identical. Take a corresponding ρ-predecessor e′ of e in Ji+1 and
set gi+1(d′) = e′. Clearly (∗) is satisfied.
The construction of J and h is finished by setting h = ⋃i⩾0 gi and J ′ = ⋃i⩾0 Ji, and
defining J as the result of exhaustive application of rule (R) to J ′.
“⇐”. It suffices to show J →fin IT ,t0 .2 To this end, denote with Ji, i ≥ 0, the finite
submodel of J obtained after i rule applications, and with di the root of Ji. We verify
the following claim, which implies J →fin IT ,t0 .
Claim. For all i ≥ 0, we have:
(i) there is an e0 ∈ ∆IT ,t0 with tpIT ,t0 (e0) = tpJi(di);
2We write I →fin J to denote that, for every n ≥ 0, there are n-bounded homomorphisms from I
to J , without restricting the signature.
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(ii) for all e0 ∈ ∆IT ,t0 with tpIT ,t0 (e0) ⊇ tpJi(di), we have (Ji, di)→ (IT ,t0 , e0).
We prove the claim by induction on i. For i = 0, Points (i) and (ii) are clear by
definition of J0. For the inductive step, consider Ji+1 and suppose (R) has been
applied to some d ∈ ∆Ji and e ∈ ∆IT ,t0 .
Observe that Point (i) is trivially preserved when d is not the root of Ji. In case
d = di, it is preserved by the condition on the choice of e in (R): e has the same type
as di and, by construction, the predecessor e′ of e (if it exists) has the same type as
di+1.
For Point (ii), we distinguish two cases:
• The extension of Ji to Ji+1 has not added any predecessors to d. In particular, we
then have di+1 = di. Let e0 be as in (ii), i.e., tpIT ,t0 (e0) ⊇ tpJi(di+1) = tpJi(di).
By induction hypothesis, there is a homomorphism h : (Ji, di+1) → (IT ,t0 , e0).
We extend h to the domain of Ji+1 by doing the following for each newly added
successor d′ of d.
Let tpJi+1(d) = t and tpJi+1(d′) = t′ and ρ maximal with (d, d′) ∈ ρJi+1 . By the
choice of e in (R), e is of type t and has a ρ-successor of type t′. By construction
of the universal model, there is some r ∈ ρ with t⇝Tr t′ and ρ = {s | T |= r ⊑ s}.
Denote with tˆ = tpIT ,t0 (h(d)). The definition of a homomorphism yields t ⊆ tˆ.
Thus, there is tˆ′ ⊇ t′ such that tˆ⇝Tr tˆ′. By definition of the universal model, h(d)
has a ρ-successor of type tˆ′ or a ρ-predecessor of type tˆ′′, for tˆ′′ ⊇ tˆ′. We extend
h by setting h(d′) to that predecessor or successor, respectively.
• The extension of Ji to Ji+1 has added a ρ-predecessor d′ to d. Then d = di
and d′ = di+1. Let tpJi+1(d) = t and tpJi+1(d′) = t′. By construction of the
universal model, there is r ∈ ρ with t′ ⇝Tr t and ρ = {s | T |= r ⊑ s}. Let e0
be as in (ii), that is, tˆ′ := tpIT ,t0 (e0) ⊇ t
′. We then have that tˆ′ ⇝r tˆ for some
tˆ ⊇ t. By definition of the universal model, e0 has a ρ-successor of type tˆ or a
ρ-predecessor of type tˆ′′ ⊇ t. Let this element be e0. By induction hypothesis,
there is a homomorphism h : (Ji, d)→ (IT ,t0 , e0). We extend h by first setting
h(d′) = e0 and then extending h to all successors of d as in the previous case.
It should be clear that h, updated as above, witnesses (Ji+1, di+1)→ (IT ,t0 , e0). ❏
We can now use Lemma 4.4.2 to devise the mosaic-based procedure for deciding the
existence of a bounded homomorphism. Let T1, T2 be as in Theorem 4.3.4. We denote
with rol(Ti) the set of all roles r, r− such that the (possibly inverse) role r occurs in Ti.
Moreover, for a set of roles ρ, denote with ρ|Σ the restriction of ρ to Σ-roles.
Fix now some t1 ∈ tp(T1). Intuitively, a mosaic for t1 represents a possible 1-
neighborhood of some element in IT1,t1 together with a decoration with sets of types
for T2 that can be homomorphically embedded into the neighborhood. Formally, a
mosaic for t1 is a tuple M = (t−, ρ, t, S, ℓ) such that (t−, ρ, t, S) = n
IT1,t1
1 (d) for some
d ∈ ∆IT1,t1 and ℓ : {t−, t} ∪ S → 2tp(T2) satisfies the following condition:
(M) For all tˆ ∈ ℓ(t) we have tˆ∩Σ ⊆ t and, for all tˆ′ ∈ tp(T2), r ∈ rol(T2) with tˆ⇝T2r tˆ′,
one of the following holds for σ = {s ∈ rol(T2) | T2 |= r ⊑ s}:
(a) σ|Σ = ∅;
(b) t− ̸= ⊥, σ|Σ ⊆ ρ−, and tˆ′ ∈ ℓ(t−);
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(c) there is (ρ′, t′) ∈ S with tˆ′ ∈ ℓ(ρ′, t′) and σ|Σ ⊆ ρ′.
To ease notation, we use t−M to denote t−, ρM to denote ρ, and likewise for the other
components of a mosaic M . Let M be the set of all mosaics for t1 and M′ ⊆M. An
M ∈M′ is good in M′ if the following conditions are satisfied:
1. for each (ρ, t) ∈ SM , there is an N ∈ M′ such that (tM , ρ, t) = (t−N , ρN , tN ),
ℓM (ρ, t) = ℓN (tN ), and ℓM (tM ) = ℓN (t−N ).
2. if t−M ̸= ⊥, there is N ∈ M′ with (ρM , tM ) ∈ SN , t−M = tN , ℓM (t−M ) = ℓN (tN ), and
ℓM (tM ) = ℓN (ρM , tM ).
Let M0,M1, . . . be the sequence obtained by starting with M0 = M and defining
Mi+1 to beMi when all mosaics that are not good inMi have been removed. Assume
that Mp is where the sequence stabilizes.
Lemma 4.4.3. Let ti ∈ tp(Ti) for i ∈ {1, 2}. Then there is a J ∈ canω(T1, t1) such
that IT2,t2 |conΣ →Σ J iff Mp contains a mosaic M with t2 ∈ ℓM (tM ).
Proof. “⇒”. Let h be a Σ-homomorphism from IT2,t2 |conΣ to some J ∈ canω(T1, t1).
For every d ∈ ∆J , denote with Th(d) the set of all types mapped to d by h, that is,
Th(d) =
{
tpIT2,t2 (e) | h(e) = d, e ∈ ∆
IT2,t2 |conΣ
}
.
For every element d ∈ ∆J , we define a tuple M(d) = (t−, ρ, t, S, ℓ) by taking:
• (t−, ρ, t, S) = nJ1 (d);
• ℓ(t) = Th(d);
• If there is a predecessor d′ of d, then ℓ(t−) = Th(d′); otherwise, set ℓ(t−) = ∅ (not
important);
• For every successor d′ of d with tpJ (d′) = t′ and ρ′ = {r | (d, d′) ∈ rJ } add
(ρ′, t′) ∈ S and set ℓ(ρ′, t′) = Th(d′);
It is easy to verify that every M(d) = (t−, ρ, t, S, ℓ) obtained in this way is actually
a mosaic: By definition of J , we know that (t−, ρ, t, S) = nIT1,t11 (d′) for some d′ ∈
∆IT1,t1 . Moreover, by definition of the universal model IT2,t2 and the fact that h is a
homomorphism, Condition (M) is satisfied.
Let M(J ) = {M(d) | d ∈ ∆J }. It follows from the construction that all mosaics
in M(J ) are good in M(J ); hence M(J ) ⊆Mp. Finally, let d0 be the root of IT2,t2 .
By definition of M :=M(h(d0)), we have t2 ∈ ℓM (tM ).
“⇐”. AssumeMp contains a mosaicM with t2 ∈ ℓM (tM ). We define the interpretation
J as the limit of the following process. We maintain a partial function q : ∆J →Mp,
intuitively mapping each domain element of J to the mosaic that gave rise to it.
Throughout the construction, the following invariant is preserved:
If q(d) = (t−, ρ, t, S, ℓ), then nJ1 (d) = (t−, ρ, t, S). (∗)
We start with defining J as the interpretation corresponding to the 1-neighborhood
represented byM , and define q(e0) =M , where e0 is the “center” of that 1-neighborhood.
By definition, the invariant (∗) is satisfied. Then extend J by applying the following
step exhaustively in a fair way: Choose some d ∈ J such that q(d) is undefined, and:
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• If d has a predecessor d′ such that q(d′) =M ′ then, due to (∗), there is (ρ, t) ∈ SM ′
such that (d′, d) ∈ ρJ and tpJ (d) = t. Let N ∈ Mp be the mosaic that exists
according to Condition 1 of being good for (ρ, t) ∈ SM ′ . Then extend J such
that nJ1 (d) = (t−N , ρN , tN , SN ) and set q(d) = N .
• If d has a successor d′ such that q(d′) = M ′ then, due to (∗), we know that
t−M ′ = tpJ (d) ̸= ⊥. Let N ∈ Mp be the mosaic that exists according to
Condition 2 of being good. Then extend J such that nJ1 (d) = (t−N , ρN , tN , SN )
and set q(d) = N .
It is immediate from the construction that these steps preserve (∗), and that always
one of the cases applies. Moreover, by construction, any interpretation J obtained in
the limit of such a process is an element of canω(T1, t1). It thus remains to construct
a Σ-homomorphism h witnessing IT2,t2 |conΣ →Σ J . We proceed again inductively,
maintaining the invariant:
If h(d) is defined, then tpIT2,t2 (d) ∈ ℓq(h(d))(tq(h(d))). (†)
Let d0 be the root of IT2,t2 . We start with setting h(d0) = e0, where e0 is as above.
By the assumption that t2 ∈ ℓM (tM ), invariant (†) is satisfied. Now, exhaustively
apply the following step. Choose d ∈ ∆IT2,t2 |conΣ such that h(d) is not defined but
h(d′) = e is defined for the predecessor d′ of d. Let t = tpIT2,t2 (d), t
′ = tpIT2,t2 (d
′), and
M ′ = q(d′). By definition of IT2,t2 , we know that t′ ⇝T2r t for some r ∈ rol(T2). Let
σ = {s | T |= r ⊑ s}. By invariant (†), we know that t′ ∈ ℓM ′(tM ′). Thus, one of (a)–(c)
in Condition (M) applies. Since d, d′ ∈ ∆IT2,t2 |conΣ , we know that σ|Σ ̸= ∅, thus only (b)
or (c) are possible. In case of (b), we extend h by setting h(d) to the predecessor of
h(d′). In case of (c), we extend h by setting h(d) to the according successor of h(d′).
Note that h extended like this satisfies the homomorphism conditions and preserves (†)
due to the conditions in (b) and (c). ❏
We are now in a position to prove Theorem 4.4.1.
Proof.[Theorem 4.4.1] By Lemma 4.4.2, we can decide IT2,t2 |conΣ →finΣ IT1,t1 by checking
whether there is a J ∈ canω(T1, t1) with IT2,t2 |conΣ →Σ J . By Lemma 4.4.3, this can be
done by constructing the corresponding set M of mosaics for t1, removing all mosaics
that are not good, and checking whether the remaining set Mp contains a mosaic M
with t2 ∈ TM .
The desired upper time bound is now a consequence of the following observations:
• The size of each 1-neighborhood in IT1,t1 is bounded by q(|T1|), for a polynomial
q.
• The number of mosaics for t1 is bounded by 2q′(|T1|)2|T2| for a polynomial q′: there
are at most 2|T1|2 many 1-neighborhoods in IT1,t1 , and each such neighborhood
admits at most 2|T1|q(|T1|)2|T2| many decorations with sets of types.
• Given a tuple (t−, ρ, t, S, ℓ), one can decide in time 2qˆ(|T1|), qˆ a polynomial, whether
(t−, ρ, t, S) is a 1-neighborhood. Moreover, we can decide in time 2qˆ′(|T1|·|T2|), qˆ′ a
polynomial, whether (M) is satisfied.
• Conditions 1 and 2 of a mosaic being good can be checked in the desired time.
❏
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4.4.2 Automata-Based Technique
We now develop the decision procedure for CQ and stCQ entailment in Horn-ALCHIF ,
based on Theorems 4.3.4 and 4.4.1. Our main tool are alternating two-way tree
automata with counting (2ATAc), an extension of alternating tree automata over
unranked trees [GW99] with the ability to count.
2ATAc and Their Emptiness Problem
A 2ATAc is a tuple A = (Q,Θ, q0, δ,Ω) where Q is a finite set of states, Θ is the input
alphabet, q0 ∈ Q is the initial state, δ is a transition function, and Ω : Q → N is a
priority function. The transition function δ maps every state q and input letter a ∈ Θ to
a positive Boolean formula δ(q, a) over the truth constants true and false and transition
atoms of the form q, ⟨−⟩q, [−]q, ◇nq and □nq. Informally, a transition q expresses that
a copy of A is sent to the current node in state q; ⟨−⟩q means that a copy is sent in
state q to the predecessor node, which is required to exist; [−]q means the same except
that the predecessor node is not required to exist; ◇nq (resp., □nq) means that a copy
of q is sent to n (resp., to all but n) successors. The semantics of 2ATAc is given in
terms of runs. Let (T, L) be a Θ-labeled tree and A = (Q,Θ, q0, δ,Ω) a 2ATAc. A run
of A over (T, L) is a T × Q-labeled tree (Tr, r) such that ε ∈ Tr, r(ε) = (ε, q0), and
for all y ∈ Tr with r(y) = (x, q) and δ(q, V (x)) = θ, there is an assignment v of truth
values to the transition atoms in θ such that v satisfies θ and:
• if v(q′) = 1, then r(y′) = (x, q′) for some successor y′ of y in Tr;
• if v(⟨−⟩q′) = 1, then x ̸= ε and r(y′) = (x · −1, q′) for some successor y′ of y in
Tr;
• if v([−]q′) = 1, then x = ε or r(y′) = (x · −1, q′) for some successor y′ of y in Tr;
• if v(◇nq′) = 1, then there are pairwise different i1, . . . , in such that, for each j,
there is some successor y′ of y in Tr with r(y′) = (x · ij , q′);
• if v(□nq′) = 1, then for all but n successors x′ of x, there is a successor y′ of y in
Tr with r(y′) = (x′, q′).
Let γ = i0i1 · · · be an infinite path in Tr and denote, for all j ≥ 0, with qj the state
such that r(ij) = (x, qj). The path γ is accepting if the largest number m such that
Ω(qj) = m for infinitely many j is even. A run (Tr, r) is accepting, if all infinite paths
in Tr are accepting. A accepts a tree if A has an accepting run over it.
We use L(A) to denote the set of trees accepted by A. It is standard to verify
closure of 2ATAc under intersection. The following is obtained via reduction to standard
alternating parity tree automata [Var98].
Theorem 4.4.4. The emptiness problem for 2ATAc can be solved in time exponential
in the number of states.
The proof is by reduction to the emptiness problem of standard two-way alternating
tree automata on trees of some fixed outdegree [Var98]. We need to introduce strategy
trees similar to [Var98, Section 4]. A strategy tree for A is a tree (T, τ) where τ labels
every node in T with a subset τ(x) ⊆ 2Q×N∪{−1}×Q, that is, with a graph with nodes
from Q and edges labeled with natural numbers or −1. Intuitively, (q, i, p) ∈ τ(x)
expresses that, if we reached node x in state q, then we should send a copy of the
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automaton in state p to x · i. For each label ζ, we define state(ζ) = {q | (q, i, q′) ∈ ζ},
that is, the set of sources in the graph ζ. A strategy tree is on an input tree (T ′, L) if
T = T ′, q0 ∈ state(τ(ε)), and for every x ∈ T , the following conditions are satisfied:
(i) if (q, i, p) ∈ τ(x), then x · i ∈ T ;
(ii) if (q, i, p) ∈ τ(x), then p ∈ state(τ(x · i));
(iii) if q ∈ state(τ(x)), then the truth assignment vq,x defined below satisfies δ(q, L(x)):
• vq,x(p) = 1 iff (q, 0, p) ∈ τ(x);
• vq,x(⟨−⟩p) = 1 iff (q,−1, p) ∈ τ(x);
• vq,x([−]p) = 1 iff x = ε or (q,−1, p) ∈ τ(x);
• vq,x(◇np) = 1 iff (q, i, p) ∈ τ(x) for n pairwise distinct i ≥ 1;
• v(□np) = 1 iff for all but at most n values i ≥ 1 with x · i ∈ T , we have
(q, i, p) ∈ τ(x).
A path β in a strategy tree (T, τ) is a sequence β = (u1, q1)(u2, q2) · · · of pairs from
T × Q such that for all i > 0, there is some ci such that (qi, ci, qi+1) ∈ τ(ui) and
ui+1 = ui · ci. Thus, β is obtained by moves prescribed in the strategy tree. We say
that β is accepting if the largest number m such that Ω(qi) = m, for infinitely many i,
is even. A strategy tree (T, τ) is accepting if all infinite paths in (T, τ) are accepting.
Lemma 4.4.5. A 2ATAc accepts an input tree iff there is an accepting strategy tree
on the input tree.
Proof. The “if”-direction is immediate: just read off an accepting run from the
accepting strategy tree.
For the “only if”-direction, we observe that acceptance of an input tree can be
defined in terms of a parity game between Player 1 (trying to show that the input is
accepted) and Player 2 (trying to challenge that). The initial configuration is (ε, q0)
and Player 1 begins. Consider a configuration (x, q). Player 1 chooses a satisfying
truth assignment v of δ(q, L(x)). Player 2 chooses an atom α with vq,x(α) = 1 and
determines the next configuration as follows:
• if α = p, then the next configuration is (x, p),
• if α = ⟨−⟩p, then the next configuration is (x · −1, p) unless x = ε; in this case,
Player 1 loses immediately;
• if α = [−]p, then the next configuration is (x · −1, p) unless x = ε; in this case,
Player 2 loses immediately;
• if α = ◇np, then Player 1 selects pairwise distinct i1, . . . , in with x · ij ∈ T ,
for all j (and loses if she cannot); Player 2 then chooses some ij and the next
configuration is (x · ij , p);
• if α = □np, then Player 1 selects n values i1, . . . , in; Player 2 then chooses
some ℓ /∈ {i1, . . . , in} such that x · ℓ ∈ T (and loses if he cannot) and the next
configuration is (x · ℓ, p).
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Player 1 wins an infinite play (x0, q0)(x1, q1) · · · if the largest number m such that
Ω(qi) = m, for infinitely many i, is even. It is not difficult to see that Player 1 has a
winning strategy on an input tree iff A accepts the input tree.
Observe now that the defined game is a parity game and thus Player 1 has a winning
strategy iff she is has a memoryless winning strategy [EJ91]. It remains to observe that
a memoryless winning strategy is nothing else than an accepting strategy tree. ❏
Lemma 4.4.6. If L(A) ̸= ∅, then there is some (T, L) ∈ L(A) such that T has outdegree
at most n · C, where n is the number of states in A and C is the largest number in
(some transition ◇mp or □mp in) δ.
Proof. Let (T, L) be an input tree and τ an accepting strategy tree on T , and let
C be the largest number appearing in δ. We inductively construct a tree (T ′, L′) with
T ′ ⊆ T and L′ the restriction of L to T ′ and an accepting strategy tree τ ′ on (T ′, L′).
For the induction base, we start with T ′ = {ε} and τ ′ the empty mapping. For the
inductive step, assume that τ ′(x) is still undefined for some x ∈ T ′, and proceed as
follows:
1. For every (q, i, p) ∈ τ(x) with i ∈ {−1, 0}, add (q, i, p) ∈ τ ′(x).
2. For every p ∈ Q, define Np = {i ≥ 1 | (q, i, p) ∈ τ(x), x · i ∈ T} and let N ′p ⊆ Np
be a subset of Np with precisely min(C, |Np|) elements. Then:
(a) for all i ∈ N ′p, add x · i ∈ T ′;
(b) for all (q, i, p) ∈ τ(x) with i ∈ N ′p, add (q, i, p) ∈ τ ′(x);
(c) for all q ∈ state(x) and i ∈ N ′p, add (q, i, p) ∈ τ ′(x).
By Step 2 above, T ′ has outdegree bounded by |Q| · C. It remains to show that τ ′ is
an accepting strategy tree on T ′. Observe first that, by construction, q0 ∈ state(τ ′(ε)).
We verify Conditions (i)–(iii) of a strategy tree being on an input tree. Conditions 1
follows directly from the construction. For (ii), assume that (q, i, p) ∈ τ ′(x). By
construction, there is some q′ with (q′, i, p) ∈ τ(x), and, by Condition (ii) p ∈ state(τ(x ·
i)). Hence, there is some (p, j, p′) ∈ state(τ(x · i)). By construction, there is also some
(p, j′, p′) ∈ state(τ ′(x · i), thus p ∈ state(x · i). For Condition (iii), take any x ∈ T ′ and
q ∈ state(τ ′(x)). As q ∈ state(τ(x)), we know that the truth assignment vq,x defined
for τ in Condition (iii) satisfies δ(q, L(x)). We show that for all transitions α with
vq,x(α) = 1, we also have v′q,x(α) = 1, where v′q,x is the truth assignment defined for τ ′.
By Step 1 of the construction, this is true for all α of the shape p, ⟨−⟩p, and [−]p. Let
now be α = ◇kp, that is, there are k pairwise distinct i ≥ 1 such that (q, i, p) ∈ τ(x).
By the choice of C, we have |N ′P | ≥ k. By Step 2(c), we know that there are k pairwise
distinct i such that (q, i, p) ∈ τ ′(x), hence v′q,x(α) = 1. Consider now α = □kp, that is,
for all but at most k values i ≥ 1 with x · i ∈ T , we have (q, i, p) ∈ τ(x). By Step 2(b),
this remains true for τ ′, hence v′q,x(α) = 1.
We finally argue that τ ′ is also accepting. Let β = (u1, q1)(u2, q2) · · · be an infinite
path in (T ′, τ ′). We construct an infinite path β′ = (u′1, q1)(u′2, q2)(u′3, q3) · · · in (T, τ)
as follows:
– u′1 = u1;
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– Let ui+1 = ui · ℓ for some ℓ with (qi, ℓ, qi+1) ∈ τ ′(x). If ℓ ∈ {0, 1}, we have
(qi, ℓ, qi+1) ∈ τ(x), by Step 1. We set u′i+1 = u′i · ℓ. If ℓ ≥ 0 then, by Step 2(c),
there is some ℓ′ with (qi, ℓ′, qi+1) ∈ τ(x) and x · ℓ′ ∈ T ′. Set u′i+1 = u′i · ℓ′.
Since every infinite path in (T, τ) is accepting, so is β′, and thus β. ❏
We are now ready to reduce the emptiness problem of 2ATAc to the emptiness of
alternating automata running on trees of fixed outdegree, which can be solved in time
exponential in the number of states [Var98].
Theorem 4.4.4 The emptiness problem for 2ATAc can be solved in time exponential
in the number of states.
Proof. Let A = (Q,Θ, q0, δ,Ω) be an 2ATAc with n states and C the largest number
in δ. We translate A to a 2ATAk A′ = (Q′,Θ′, q′0, δ′,Ω) with k = n ·C, the bound from
Lemma 4.4.6. Set Q′ = Q∪{q′0, q1, qr, q⊥} and Θ′ = (Θ∪{d⊥})×{0, 1}. The extended
alphabet and the extra states are used to simulate transitions of the form [−]p and to
allow for input trees of outdegree less than k.
We obtain δ′ from δ by replacing q with (0, 1), ⟨−⟩q with (−1, q) and [−]q with
(0, qr) ∨ (−1, q). Moreover, we replace
– ◇nq with
⋁
X∈({1,...N}n )
⋀
i∈X(i, q), and
– □nq with
⋁
X∈({1,...N}n )
⋀
i∈{1,...,N}\X(i, q),
where, as usual,
(M
m
)
denotes the set of all m-elementary subsets of a set M . To deal
with the case of smaller outdegree, we use the fresh symbol d⊥ as follows:
– For all q ∈ Q′: δ(q, (d⊥, b)) =
{
true if b = 0
false if b = 1
To enforce the intended labeling in the second component and the correct behaviour
for qr, we set:
δ′(q′0, (θ, b)) =
{
false if b = 0
q0 ∧⋀ki=1(i, q1) otherwise
δ′(q1, (θ, b)) =
{ ⋀k
i=1(i, q1) if b = 0
false otherwise
δ′(qr, (θ, b)) =
{
true if b = 1
false otherwise
Using Lemma 4.4.6, it is easy to verify that L(A) is empty iff L(A′) is empty. Moreover,
since emptiness of 2ATAks can be checked in exponential time in the number of states,
this finishes the proof of Theorem 4.4.4. ❏
Upper Bound
Let T1, T2 be Horn-ALCHIF TBoxes and Γ,Σ signatures. We aim to show that one can
construct a 2ATAc A such that L(A) = ∅ iff T1 ̸|=CQΓ,Σ T2. In fact, A is the intersection
of four 2ATAc A1,A2,A3,A4. They run over Θ-labeled trees with Θ = 2Θ0 × 2Θ1 × 2Θ2 ,
where Θ0 = Γ ∪ {r− | r ∈ Γ} and Θi = sig(Ti) ∪ {r− | r ∈ sig(Ti)} for i = 1, 2. For
a Θ-labeled tree (T, L), we use Li, i ∈ {0, 1, 2} to refer to the i-th component of L,
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that is, L(n) = (L0(n), L1(n), L2(n)), for all n ∈ T . The component L0 represents a
(possibly infinite) ABox A = {A(n) | A ∈ L0(n)} ∪ {r(n · −1, n) | n ̸= ε, r ∈ L0(n)},
where r−(a, b) is identified with r(b, a). The 2ATAc A1 accepts a Θ-labeled tree (T, L)
iff A is finite, tree-shaped (and thus connected) and includes the root of T , and it is
straightforward to construct.
Components L1, L2 give rise to interpretations I1 = (T, ·I1) and I2 = (ind(A), ·I2),
where for i ∈ {1, 2}:
AIi = {n | A ∈ Li(n)}
rIi = {(n, n · −1) | r−∈Li(n)} ∪ {(n · −1, n) | r∈Li(n)}
A2 verifies that I1 is a model of A and T1, which is standard, too. A3 verifies that A
is consistent with T2, and I2 is IT2,A restricted to ind(A). This involves computing
the type of an ABox element without having access to the anonymous (that is: non-
ABox) part of IT2,A, using a characterization of ABox entailments [BLW13] in terms of
derivation trees. Finally, A4 verifies that either (1) or (2) from Theorem 4.3.4 is not
satisfied. For (1), A4 sends a copy of itself to every tree I starting at an ABox element
in IT2,A, and attempts to show that I cannot be homomorphically embedded into a
corresponding tree in I1. This attempt is successful if either incompatible types are
found in the root or, recursively, there is some successor of the current type in IT2,A
that cannot be mapped to any neighbor in I1. Since the anonymous part of IT2,A is
not explicit in the input, the current type is stored in the states, and the generating
relation t⇝T2r t′ is “hard-coded” into the transition function. For Condition (2a), A4
non-deterministically guesses a Σ-subtree I and proceeds as in (1); Condition (2b) is
verified based on Theorem 4.4.1 by pre-computing →finΣ . Thus the number of states of
A4 is exponential in T2 (because of the types) but only polynomial in |T1|. Automata
A1,A2,A3 have polynomially many states.
In the special case of stCQ entailment, we simply replace A4 with a 2ATAc A′4
that refutes the simulation condition of Theorem 4.3.4 analogously to how A4 refutes
Condition (1).
To obtain the desired upper complexity bounds for CQ and stCQ entailment,
we observe that, in both cases, A can be constructed in time polynomial in |T1| and
exponential in |T2|, and the emptiness check adds an exponential blowup (Theorem 4.4.4).
Theorem 4.4.7. In Horn-ALCHIF , the following problems can be decided in time
22p(|T2|log|T1|) , p a polynomial: (Γ,Σ)-CQ entailment, (Γ,Σ)-CQ inseparability, and (Γ,Σ)-
CQ conservative extensions. The same holds for (Γ,Σ)-stCQ entailment, (Γ,Σ)-stCQ
inseparability, and (Γ,Σ)-stCQ conservative extensions.
We show the following lemma which together with Theorem 4.4.4 implies Theo-
rem 4.4.7.
Lemma 4.4.8. There are 2ATAc A1,A2,A3,A4,A′4 such that:
– A1 accepts (T, L) iff A is finite, tree-shaped, and contains ε;
– A2 accepts (T, L) iff I1 is a model of A and T1;
– A3 accepts (T, L) iff A is consistent with T2, and I2 is IT2,A restricted to ind(A);
– A4 accepts (T, L) iff either (1) or (2) from Theorem 4.3.4 is not satisfied, when
IT2,A is replaced with I2.
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– A′4 accepts (T, L) iff I2|conΣ ̸⪯Σ I1.
The number of states of A1 and A2 is polynomial in |T1| (and independent of T2); the
number of states of A3 is polynomial in |T2| (and independent of T1), and the number
of states of A4,A′4 is exponential in |T2| (and independent of T1). All automata can be
constructed in time polynomial in |T1| and double-exponential in |T2|.
The construction of the automaton A1 is straightforward, so we concentrate on A2,
A3, and A4.
In what follows, we use ◇q and □q to abbreviate ◇1q and □0q, respectively. We
define A2 = (Q2,Θ, q0, δ2,Ω2) where
Q2 = {q0, qA} ∪ {qα | α ∈ T1} ∪ {qρ, qρ | ρ ∈ Θ1} ∪
{qr,B, q↓r,B, qr,B, q↓r,B | ∃r.B ∈ cl(T1)},
and Ω2 assigns 0 to all states. The idea of A2 is to check that the ABox is satisfied,
realized in state qA, and that every axiom TBox axiom in T1 is satisfied everywhere,
realized using states qα below. Formally, the transition function δ2 is given as follows,
for σ = (L0, L1, L2):
δ2(q0, σ) = □q0 ∧ qA ∧⋀α∈T1 qα
δ2(qA, σ) =
⋀
ρ∈L0
qρ
δ2(qfunc(r), σ) = (qr− ∧□qr) ∨ (qr− ∧□1qr)
δ2(qr⊑s, σ) = qr ∨ qs
δ2(qA1⊓A2⊑B, σ) = qA1 ∨ qA2 ∨ qB
δ2(qA⊑⊥, σ) = qA
δ2(q⊤⊑A, σ) = qA
δ2(qA⊑∃r.B, σ) = qA ∨ qr,B
δ2(q∃r.A⊑B, σ) = qr,A ∨ qB
δ2(qr,B, σ) = ◇q↓r,B ∨ (qr− ∧ ⟨−⟩qB)
δ2(qr,B, σ) = □q
↓
r,B ∧ (qr− ∨ [−]qB)
δ2(q↓r,B, σ) = qr ∧ qB
δ2(q↓r,B, σ) = qr ∨ qB
Finally, we set for all ρ ∈ Θ1:
δ2(qρ, σ) =
{
true if ρ ∈ L1
false if ρ /∈ L1
δ2(qρ, σ) =
{
true if ρ /∈ L1
false if ρ ∈ L1
Automaton A3 relies on a syntactic characterization of ABox entailment [BLW13],
which we introduce first.
Let T be a Horn-ALCHIF TBox and A a tree-shaped ABox. A derivation tree for
an assertion A0(a0) in A w.r.t. T with A0 ∈ NC is a finite ind(A) × NC-labeled tree
(T, V ) that satisfies the following conditions:
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1. V (ε) = (a0, A0);
2. if V (x) = (a,A) and neither A(a) /∈ A nor ⊤ ⊑ A ∈ T , then one of the following
holds:
(i) x has successors y1, . . . , yk, k ≥ 1 with V (yi) = (a,Ai) for 1 ≤ i ≤ k and
T |= A1 ⊓ · · · ⊓Ak ⊑ A;
(ii) x has a single successor y with V (y) = (b, B) and there is an ∃r.B ⊑ A ∈ T
and an s(a, b) ∈ A such that T |= s ⊑ r;
(iii) x has a single successor y with V (y) = (b, B) and there is a B ⊑ ∃r.A ∈ T
such that r(b, a) ∈ A and func(r) ∈ T .
Note that the first item of Point 2 above requires T |= A1 ⊓ · · · ⊓ An ⊑ A instead of
A1 ⊓ A2 ⊑ A ∈ T to ‘shortcut’ anonymous parts of the universal model. In fact, the
derivation of A from A1 ⊓ · · · ⊓ An by T can involve the introduction of anonymous
elements.
The main property of derivation trees is the following.
Lemma 4.4.9. Let T be a Horn-ALCHIF TBox and A an ABox consistent with T .
Then for all assertions A(a) with A ∈ NC, and a ∈ ind(A) we have T ,A |= A(a) iff
there is a derivation tree for A(a) in A w.r.t. T .
Proof. The “if”-direction is immediate, so we concentrate on the “only if”-direction.
We construct a sequence of interpretations I0, I1, . . . by the following procedure. We
start with setting:
∆I0 = ind(A)
AI0 = {a | A(a) ∈ A}
rI0 = {(a, b) | r(a, b) ∈ A}
For every i ≥ 0, we obtain Ii+1 from Ii by setting Ii+1 = Ii and applying the following
rules to all d, e ∈ ∆Ii :
1. If d ∈ (A1 ⊓A2)Ii , but d /∈ AIi for some A1 ⊓A2 ⊑ A ∈ T , then add d ∈ AIi+1 ;
2. If d ∈ (∃r.B)Ii , but d /∈ AIi for some ∃r.B ⊑ A ∈ T , then add d ∈ AIi+1 ;
3. If (d, e) ∈ rIi but (d, e) /∈ sIi , for some s with T |= r ⊑ s, then add (d, e) ∈ sIi+1 ;
4. If d ∈ AIi , but d /∈ (∃r.B)Ii for some A ⊑ ∃r.B ∈ T , then:
(a) if there is e with (d, e) ∈ rIi and func(r) ∈ T then add e ∈ BIi+1 ;
(b) otherwise add a fresh domain element e with (d, e) ∈ rIi+1 and e ∈ BIi+1 .
Let I be defined as ∆I = ⋃i≥0 Ii, AIi = ⋃i≥0AIi , and rI = ⋃i≥0 rIi . It is standard to
verify the following:
Claim 1. I → J for all models J of T and A.
By definition of I0, we have I |= A. Moreover, we have I |= T ′ where T ′ ⊆ T
is obtained from T by dropping all CIs of the form A ⊑ ⊥ and all FAs. Since A
is consistent with T , there is a model J of A and T ; in particular, AJ = ∅ for all
A ⊑ ⊥ ∈ T . By Claim 1, we have I → J , and thus AI = ∅. For the FAs func(s),
observe that they are obeyed by A (because of consistency with T ) and that they are
preserved, by rule 4(a). Thus, I is a model of T .
Claim 2. For all i ≥ 0, we have:
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(a) For all a ∈ ind(A): if a ∈ AIi , then there is a derivation tree for A(a) in A w.r.t. T .
(b) If e was created because of d in Rule 4(b), then we have T |= d{A | d ∈ AIi} ⊑
∃r.d{A | e ∈ AIi} for all r with (d, e) ∈ rIi .
Proof of Claim 2. It is standard to show Part (b) of the Claim. We show Part (a) by
induction on i. By construction of I0, it is true for i = 0. Consider Ii+1. If a ∈ AIi+1
because of Rule 1, construct a derivation tree of type (i) from the derivation trees for
A1(a) and A2(a) which exist due to the induction hypothesis. If a ∈ AIi+1 because
of Rule 2, there is some d ∈ BIi with (a, d) ∈ rIi and ∃r.B ⊑ A ∈ T . If d ∈ ind(A),
then there is some s(a, d) ∈ A with T |= s ⊑ r, by Rule 3. We can thus construct a
derivation of type (ii) from the derivation tree of B(d), which exists due to induction
hypothesis. If d /∈ ind(A), then d was created because of a in Rule 4(b). By Part (b) of
the Claim, we have T |= d{A′ | a ∈ A′I} ⊑ ∃r.B. Hence, T |= d{A′ | a ∈ A′I} ⊑ A,
and we can construct a derivation tree of type (i) for A(a). If a ∈ AIi+1 because of
Rule 4(a), there is (d, a) ∈ rIi and d ∈ BIi , and B ⊑ ∃r.A, func(r) ∈ T . If d ∈ ind(A),
we can construct a derivation tree of type (iii) for A(a) from the derivation tree of
B(d) which exists by induction. If d /∈ ind(A), then d was created because of a in
Rule 4(b). By Part (b) of the Claim, we have T |= d{A′ | a ∈ A′I} ⊑ ∃r−.B. Hence,
T |= d{A′ | a ∈ A′I} ⊑ A, and construct a derivation tree of type (i) for A(a) based
on this. This finishes the proof of Claim 2 and the Lemma. ❏
In the following Lemma, we characterize consistency of ABoxes with TBoxes.
Lemma 4.4.10. Let T be a Horn-ALCHIF TBox and A an ABox. Then A is
consistent with T iff the following points are satisfied for all a ∈ ind(A):
1. the following ABox Aa is consistent with T :
Aa = {B(a) |B(a) has a derivation tree in A w.r.t. T }
2. for all func(s) ∈ T , there is at most one b ∈ ind(A) with s(a, b) ∈ A.
Proof. The “only if”-direction is immediate, so we concentrate on the “if”-direction.
Assume that all a ∈ ind(A) satisfy both items above. By the first item, there is a model
Ia of Aa and T . Since we are considering Horn-ALCHIF , there is also a tree-model
Ia with root da ∈ ∆Ia satisfying, for all concept names B ∈ NC:
(∗) da ∈ BIa iff T ,Aa |= B(a).
We construct an interpretation I as follows. Start with I0 by taking
∆I0 = ind(A)
AI0 = {a | A(a) has a derivation tree in A w.r.t. T }
rI0 = {(a, b) | s(a, b) ∈ A, T |= s ⊑ r}
Now, obtain I from I0 by performing the following operation for every a ∈ ind(A) and
b ∈ ∆Ia such that (da, b) ∈ ρI for some set of roles ρ which contains no role r such that
there is a′ with r(a, a′) ∈ A. Extend I by adding the sub-interpretation of Ia rooted
at b as a ρ-successor of a.
Based on (∗) and the assumptions, it is straightforward to show that I is a model
of A and T . ❏
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We are now ready to give the automaton A3. We take A3 = (Q3,Θ, q0, δ3,Ω3) where
Q3 = {q0, q0r} ∪ {qA, qA | A ∈ Θ2 ∩ NC} ∪
{qr, qr, qAr , qAr , qfr , q¬r | r ∈ Θ2 \ NC} ∪
{qr,B, qr,B | r ∈ Θ2 ∩ NR, B ∈ Θ2 ∩ NC}
and Ω3 assigns zero to all states, except for states of the form qA, to which it assigns 1.
The automaton A3 ensures that, for all n ∈ ind(A) we have:
(i) A ∈ L2(n) iff there is a derivation tree for A(n) in A,
(ii) for all n ̸= ε, r ∈ L2(n) iff there is some s such that s(n · −1, n) ∈ A and
T2 |= s ⊑ r.
Intuitively, these points ensure that the represented interpretation I2 is the universal
model of T2 and A, in case A is consistent with T2. Having (i) and (ii), we can check
inconsistency of A with T2 based on Lemma 4.4.10, that is, we verify the following
conditions for all n ∈ ind(A):
(iii) the set L2(n) ∩ NC is consistent with T2;
(iv) for each s with func(s) ∈ T , there are no n1 ̸= n2 such that both s(n, n1) ∈ A
and s(n, n2) ∈ A.
For Point (i), we use states qA for the “if” part, and states qA for the “only if” part;
for Point (ii), we use states qr and qr, respectively. Intuitively, a state qA assigned
to some node n is an obligation to verify the existence of a derivation tree for A(n).
Conversely, qA is the obligation that there is no such derivation tree. Similar obligations
hold for qr and qr. For Point (iii), we precompute the set of consistent types and
check (iii) while visiting all n ∈ ind(A). Point (iv) can be checked directly on A, that
is, independent from T2. The automaton starts with the following transitions, where
we assume σ = (L0, L1, L2):
– δ3(q0, σ) = true if L0 = ∅;
– δ3(q0, σ) = false if L0 ̸= ∅ and L2 ∩ Nc inconsistent with T2, c.f. Point (iii);
– if L0 ̸= ∅ and L2 ∩ NC consistent with T2, then
δ3(q0, σ) = □q0 ∧□q0r ∧
⋀
A∈L2∩NC
qA ∧
⋀
A∈(Θ2∩NC)\L2
qA.
– δ3(q0r, σ) = true if L0 = ∅;
– if L0 ̸= ∅, then
δ3(qr, σ) =
⋀
func(r)∈T2
qfr ∧
⋀
r∈L2∩NR
qr ∧
⋀
r∈(Θ2∩NR)\L2
qr
– δ3(qfr , σ) =
{
□q¬r if r− ∈ L0
□1q¬r if r− /∈ L0
– δ3(q¬r, σ) =
{
true if r /∈ L0
false otherwise
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Now, for states qA, we directly implement the conditions of a derivation tree. Finiteness
of the derivation is ensured by the priority of states of the form qA. The relevant
transitions are as follows:
– δ3(qA, σ) = false if L0 = ∅;
– δ3(qA, σ) = true if A ∈ L0;
– if A /∈ L0 and L0 ̸= ∅, then
δ3(qA, σ) =
⋁
T2|=A1⊓···⊓An⊑A
(
qA1 ∧ · · · ∧ qAn
) ∨
⋁
∃r.B⊑A∈T2,T2|=s⊑r
(qAs− ∧ ⟨−⟩qB) ∨◇qs,B ∨
⋁
B⊑∃r.A∈T2,func(r)∈T2
(qAs ∧ ⟨−⟩qB) ∨◇qs−,B
– δ3(qAr , σ) =
{
true if r ∈ L0;
false otherwise;
– δ3(qs,B, σ) = qAs ∧ qB.
The transitions for qA are obtained by taking the “complement” of the ones for qA.
More precisely, we define δ3(q, σ) = δ3(q, σ), where φ is obtained from φ by exchanging
∧ and ∨, ◇ and □, ⟨−⟩ and [−], and true and false, and replacing every state p with p;
see the following set of transitions.
– δ3(qA, σ) = true if L1 = ∅;
– δ3(qA, σ) = false if A ∈ L1;
– if A /∈ L1 and L1 ̸= ∅, then
δ3(A, σ) =
⋀
T2|=A1⊓···⊓An⊑A
(
qA1 ∨ · · · ∨ qAn
) ∧
⋀
∃r.B⊑A∈T2,T2|=s⊑r
(qAs− ∧ [−]qB) ∧□qs,B ∧
⋀
B⊑∃r.A∈T2,func(r)∈T2
(qAs ∨ [−]qB) ∧□qs−,B
– δ3(qAr , σ) =
{
false if r ∈ L0;
true otherwise;
– δ3(qs,B, σ) = qAs ∨ qB.
Finally, states qr and qr at some node n represent the obligation to verify that the
role atom r(n · −1, n) follows, respectively does not follow, from T and A2. This is
realized by the following transitions which implement Point (ii) above.
δ3(qr, σ) =
⋁
T2|=s⊑r
qAs δ3(qr, σ) =
⋀
T2|=s⊑r
qAs
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For the automaton A4, we take A4 = (Q4,Θ, q0, δ4,Ω4) where
Q4 = {q0, q1, qr} ∪ {qt, q3t , q3bt | t ∈ tp(T2)} ∪
{qρ,t, q↓ρ,t | t ∈ tp(T2), ρ set of sig(T2)-roles},
and Ω4 assigns zero to all states, except for states of the form qt, t ∈ tp(T2), to which
it assigns one. For some n ∈ ind(A), denote with Jn the universal model of the type
{A(n) | A ∈ L2(n)} and T2. The automaton ensures that indeed (1) or (2) from
Theorem 4.3.4 is not satisfied, by verifying that there is some n ∈ ind(A) such that one
of the following conditions holds:
1. there is r ∈ Σ and n′ ∈ ind(A) such that (n, n′) ∈ rI2 , but (n, n′) /∈ rI1 ;
2. Jn ̸→Σ I1;
3. there is a Σ-subtree J of Jn such that
(a) J ̸→Σ I1, and
(b) J ̸→finΣ IT1,tpI1 (m), for all m with L0(m) ̸= ∅.
Condition 1 is straightforward (realized in state qr). For Condition 2, we use states qt
with t ∈ tp(T2). A state qt assigned to a node n represents the obligation to verify that
there is no Σ-homomorphism from the universal model of t and T2 to I1 that maps the
root to n. This is the case if either the root cannot be mapped to n, or, recursively,
there is some ρ-successor t′ of t in the universal model such that the universal model of
t′ and T2 cannot be mapped to any ρ-neighbor of n. This process is finite because of
priority 1 for all qt with t ∈ tp(T2). For Condition 3, we precompute the set RΣ(t) of
all types of roots of Σ-subtrees which appear in the universal model of t and T2, and
the relation →finΣ according to Theorem 4.4.1. Thus, the sets RΣ(t) and the test for
finite homomorphisms can be used directly in the transition condition, see states q1
and q3bt , respectively. Using states q3t , the automaton ensures that a given root t of a
Σ-subtree satisfies 3(a) and 3(b).
Let t|Σ and ρ|Σ denote the restriction of t and ρ, respectively, to symbols from Σ.
For σ = (L1, L2, L3), we take the following transitions:
δ3(q0, σ) =
{
◇q0 ∨ q1 if L0 ̸= ∅
false otherwise
δ3(q1, σ) = qr ∨ qt ∨⋁t′∈RΣ(t) q3t′ for t = L2 ∩ NC
δ3(qt, σ) =
{
true if t|Σ ̸⊆ L1⋁
t′|t⇝T2ρ t′ qρ,t′ otherwise
δ3(qρ,t, σ) =
{
□q↓ρ,t if ρ−|Σ ̸⊆ L1
□q↓ρ,t ∧ ⟨−⟩qt if ρ−|Σ ⊆ L1
δ3(q↓ρ,t, σ) =
{
true if ρ|Σ ̸⊆ L1
qt if ρ|Σ ⊆ L1
δ3(q3t , σ) = □q3t ∧ [−]q3t ∧ qt ∧ q3bt
δ3(q3bt , σ) =
{
true if L0 = ∅ or IT2,t|conΣ ̸→finΣ IT1,L1∩NC
false otherwise
δ3(qr, σ) =
{
true if there is Σ-role s ∈ L2 \ L1
false otherwise
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The automaton A′4 is a variant of A4 which drops states q3t , q3bt , and all qρ,t, q
↓
ρ,t with
|ρ| > 1 (and all according transitions), and replaces the transitions for q1 and qt as
follows:
δ3(q1, σ) = qr ∨ qt for t = L2 ∩ NC
δ3(qt, σ) =
⎧⎪⎨⎪⎩
true if t|Σ ̸⊆ L1⋁
t′|t⇝T2ρ t′
⋁
r∈ρ
q{r},t′ otherwise
In this way it verifies that either Condition 1 above is satisfied or the variant 2’ of
Condition 2 is satisfied, for some n ∈ ind(A):
1. there is r ∈ Σ and n′ ∈ ind(A) such that (n, n′) ∈ rI2 , but (n, n′) /∈ rI1 ;
2.’ Jn ̸⪯Σ I1.
This finishes the proof of Lemma 4.4.8.
Matching lower bounds for all problems except stCQ entailment are provided
by [BLR+16]. They hold even in the case where Γ = Σ.
Corollary. In any fragment of Horn-ALCHIF that contains ELI or Horn-ALC,
the following problems are 2ExpTime-complete: (Γ,Σ)-CQ entailment, (Γ,Σ)-CQ
inseparability, and (Γ,Σ)-CQ conservative extensions.
4.5 Deductive Conservative Extensions
Another natural notion of entailment is deductive entailment, which generalizes the
notion of deductive conservative extensions [GLW06, LWW07, KLWW09, LW10], and
which separates two TBoxes in terms of concept and role inclusions and functionality
assertions, instead of ABoxes and queries.
Definition 4.5.1. Let Σ be a signature and let T1 and T2 be ELHIF⊥ TBoxes. We
say that T1 Σ-deductively entails T2, written T1 |=ELHIF⊥Σ T2, if for all Σ-ELI⊥-concept
inclusions α and all Σ-RIs and Σ-FAs α: T2 |= α implies T1 |= α. If additionally T1 ⊆ T2,
then we say that T2 is a Σ-deductive conservative extension of T1. If T1 |=ELHIF⊥Σ T2
and vice versa, then T1 and T2 are Σ-deductively inseparable.
Although closely related, it is not difficult to see that deductive and query entailment
are orthogonal.
Example 4.5.1. (1) Let T1, T2 be as in Example 4.2.2 and Σ = {A1, A2, B}. Then
T1 |=stCQΣ,Σ T2, but T1 ̸|=ELHIF⊥Σ T2.
(2) Let T1 = ∅ and T2 = {A ⊑ ∃r.B}, and Σ = {A,B}. Then T1 |=stCQΣ,Σ T2, but
T1 ̸|=CQΣ,Σ T2 as witnessed by ({A(a)}, ∃xB(x), a). However, T1 |=ELHIF⊥Σ T2.
Nevertheless, the two notions are sufficiently closely related so that we have the
following.
Lemma 4.5.1. In ELHIF⊥, deductive entailment can be decided in polynomial time
given access to oracles for stCQ entailment and stCQ evaluation.
Lemma 4.5.1 is an immediate consequence of the following lemma because the
additional T1 |=⊥Σ T2 can be reduced to stCQ entailment and stCQ evaluation via
Lemma 4.2.3.
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Lemma 4.5.2. Let Σ be a signature and T1, T2 ELHIF⊥ TBoxes such that T1 |=RIΣ,Σ T2.
Then
T1 |=ELHIF⊥Σ T2 iff T1 |=stCQΣ,Σ T2 and T1 |=⊥Σ T2.
Proof. We prove both implications via contraposition.
“⇐”. We assume that T1 ̸|=ELHIF⊥Σ T2. In case this is witnessed by a Σ-FA func(r),
we immediately get a witness Σ-ABox = {r(a, b), r(a, c)} for T1 ̸|=⊥Σ T2 and are done.
Otherwise, T1 contains all Σ-FAs from T2, and there is a witness Σ-CI C ⊑ D
(witness RIs are excluded by the assumption T1 |=RIΣ,Σ T2). Since ELI⊥-concepts that
contain ⊥ are equivalent to ⊥, the left-hand side C cannot contain ⊥ (i.e., is an ELI
concept) and, if D does, then C ⊑ ⊥ is a witness. We show that such witnesses give
rise to either a witness AC for T1 ̸|=⊥Σ T2 or a witness (AC , qD, a) for T1 ̸|=stCQΣ,Σ T2 with
qD(x) an stCQ.
We first consider the case that there is a witness C ⊑ ⊥ with C an ELI concept.
We can construct from C in the obvious way a tree-shaped Σ-ABox AC and root
a: A reflects the tree structure of C; however, to respect the Σ-FAs in T1 (and thus
those in T2), we need to merge the subtrees of all nodes that are r-neighbors of the
same node, whenever func(r) ∈ T1. Consider the universal model IT2,AC 3 and observe
that a ∈ CIT2,AC from the construction of IT2,AC . Since T2 |= C ⊑ ⊥, we have that
IT2,AC is not a model of T2. Hence, by the contrapositive of Lemma 4.2.2 (1), AC is
inconsistent with T2. On the other hand, since T1 ̸|= C ⊑ ⊥, there is a model I |= T1
and an instance d ∈ CI . We can turn I into a model of AC by interpreting the ABox
individuals accordingly (“partial” unraveling might be necessary to ensure that the
standard name assumption is respected), witnessing the consistency of A with T1. We
thus have T1 ̸|=⊥Σ T2 and are done.
In the second case, all witnesses C ⊑ D consist solely of ELI concepts C,D. We
construct the same ABox AC with root a from C and transform D into a Σ-stCQ qD(x)
with a single answer variable that represents the tree shape of D. Now (AC , qD, a) is a
witness to T1 ̸|=stCQΣ,Σ T2 for the following reasons.
• AC is consistent with T1: a model can be obtained in the obvious way from the
model witnessing T1 ̸|= C ⊑ D (possibly involving “partial” unraveling as above).
• AC is consistent with T2: since C ⊑ ⊥ is not a witness to T1 ̸|=ELHIF⊥Σ T2, there
must be a model I |= T2 with d ∈ CI . We claim that we can turn I into a
model of AC by interpreting the ABox individuals without violating the standard
name assumption. If we assume to the contrary that this is not possible, then
there are subconcepts C1, . . . , Cn of C corresponding to subtrees that have been
merged in the construction of AC , such that T2 |= C1 ⊓ · · · ⊓ Cn ⊑ ⊥. However,
T1 ̸|= C1 ⊓ · · · ⊓ Cn ⊑ ⊥ because AC is consistent with T1, as shown previously.
Hence C1 ⊓ · · · ⊓ Cn ⊑ ⊥ would be a witness to T1 ̸|=ELHIF⊥Σ T2, which we have
ruled out – a contradiction.
• T2,AC |= qD(a), witnessed by IT2,AC , together with a ∈ CIT2,AC and T2 |= C ⊑ D.
• T1,AC ̸|= qD(a): take a model I witnessing T1 ̸|= C ⊑ D and an element
d ∈ CI \ DI . As in the previous case, we can turn I into a model J of AC
by interpreting the ABox individuals (again involving unraveling if necessary),
obtaining J ̸|= qD(a).
3The assumption that A is consistent with T is not needed for the construction of IT ,A, only for
the proof of Lemma 4.2.2 (1).
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“⇒”. Assume T1 ̸|=stCQΣ,Σ T2 or T1 ̸|=⊥Σ T2.
In case T1 ̸|=⊥Σ T2, consider a witness Σ-Box A and assume w.l.o.g. that A is tree-
shaped. Let a ∈ ind(A) be its root. We can assume that T1 contains all Σ-FAs from T2
(otherwise T1 ̸|=ELHIF⊥Σ T2 and we are done). We turn A into a Σ-ELI concept CA in
the obvious way. Then CA ⊑ ⊥ is a witness to T1 ̸|=ELHIF⊥Σ T2:
• T2 |= CA ⊑ ⊥ because, if there were a model I of T2 with d ∈ CIA, we could turn it
into a model of (T2,A) by interpreting the ABox individuals accordingly (possibly
involving partial unraveling as above), which would contradict the assumption
that A is a witness to T1 ̸|=⊥Σ T2.
• T1 ̸|= CA ⊑ ⊥, witnessed by IT1,A.
In case T1 ̸|=stCQΣ,Σ T2, by Lemma 4.3.2 there is a witness (A, q, a) with A tree-shaped
and q a Σ-stCQ with exactly one answer variable. We construct CA as above and
another Σ-ELI concept Dq from q in the obvious way. It can be shown analogously to
the previous case that CA ⊑ Dq is a witness to T1 ̸|=ELHIF⊥Σ T2. ❏
The following theorem follows from Lemma 4.5.1 and Theorem 4.4.7.
Theorem 4.5.3. In ELHIF⊥, the following problems can be decided in time 22p(|T2|log|T1|) ,
p a polynomial: deductive Σ-entailment, deductive Σ-inseparability, and deductive con-
servative extensions.
We establish a coNExpTime lower bound and leave the precise complexity open.
4.5.1 Lower Bound
In the description logic EL, which is ELI without inverse roles, deductive conservative
extensions and deductive Σ-entailment are ExpTime-complete [LW10]. This raises the
question whether the upper bound for deductive entailment reported in Theorem 4.5.3
is tight. While we leave this question open, we observe that the transition from EL
to ELI does increase the complexity of deductive conservative extensions and related
problems to at least coNExpTime. We consider this a surprising result since in
reasoning problems that are not defined in terms of conjunctive queries, adding inverse
roles does typically not result in an increase of complexity. The following is established
by a non-trivial reduction of a tiling problem.
Theorem 4.5.4. In any DL between ELI and ELHIF⊥, deductive conservative exten-
sions, deductive Σ-entailment, and deductive Σ-inseparability are coNExpTime-hard.
The proof is by reduction of a NExpTime-complete tiling problem, where the aim
is to tile a 2n× 2n-grid, to the complement of stCQ-conservative extensions. This tiling
problem was introduced as a special case of the origin constrained domino problem
by Grädel [Grä89], and its NExpTime-hardness follows from Grädel’s Theorem 3.3.
An instance is given by a tuple P = (T,T0, H, V ), where T is a finite set of tile types,
T0 ⊆ T is a set of distinguished tiles to be placed on position (0, 0) of the grid, and H
and V are horizontal and vertical matching conditions. Let |T| = n. A solution to P is
a function τ : 2n × 2n → T such that
• if τ(i, j) = t and τ(i+ 1, j) = t′ then (t, t′) ∈ H, for all i < 2n − 1, j < 2n,
• if τ(i, j) = t and τ(i, j + 1) = t′ then (t, t′) ∈ V , for all i < 2n, j < 2n − 1,
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• τ(0, 0) ∈ T0.
We can assume w.l.o.g. that for every tile t ∈ T, there is a t′ with (t′, t) ∈ V .
Let P = (T,T0, H, V ). We show how to construct ELI TBoxes T1 and T2 such that
T1 ∪ T2 is a (sig(T1), sig(T1))-stCQ-conservative extension of T1 iff there is no solution
for P . Hence, stCQ-conservative extensions, (Γ,Σ)-stCQ entailment, and (Γ,Σ)-stCQ
inseparability are coNExpTime-hard in ELI (and any DL that contains it as a
fragment). Since T1 and T2 are formulated in ELI, we trivially have T1 |=⊥sig(T1) T1 ∪ T2.
Thus, hardness of deductive conservative extensions follows from Lemma 4.5.2, in all
DLs between ELI and ELHIF⊥ since T1 and T2 are formulated in ELI and Lemma 4.5.2
covers deductive conservative extensions in ELHIF⊥. This also implies hardness of
deductive Σ-entailment and of deductive Σ-inseparability in the mentioned DLs.
The intuitions and correctness proofs are based on the following characterization of
stCQ-conservative extensions.
Lemma 4.5.5. Let T1 and T2 be ELI TBoxes such that all role names in T2 are
in sig(T1). Then T1 ∪ T2 is a (sig(T1), sig(T1))-stCQ-conservative extension of T1 iff
IT1∪T2,A →sig(T1) IT1,A for all tree-shaped sig(T1)-ABoxes A.
Proof. An interpretation is strongly tree-shaped if it is tree-shaped and does not
contain multi-edges, that is, any d, d′ ∈ ∆I are involved in at most one role edge. Since
T1 and T2 are formulated in ELI (and thus do not contain role inclusions), for any
tree-shaped ABox A the universal models IT1∪T2,A and IT1,A are strongly tree-shaped.
The assumption on role names in T2 made in the lemma implies that every element in
IT1∪T2,A can be reached from an ABox individual by traveling only along sig(T1)-roles.
Together, this implies the following:
(∗) there is a sig(T1)-simulation from IT1∪T2,A to IT1,A iff there is a sig(T1)-homomor-
phism from IT1∪T2,A to IT1,A.
From Theorem 4.3.4, we get that T1 ∪ T2 is a (sig(T1), sig(T1))-stCQ-conservative
extension of T1 iff IT1∪T2,A|consig(T1) ⪯sig(T1) IT1,A. But IT1∪T2,A|consig(T1) = IT1∪T2,A by the
assumption on role names in T2 made in the lemma and simulations can be replaced
with homorphisms by (∗). ❏
We will build T1 and T2 such that the same single role name r is used in T1 and T2,
thus the assumption in Lemma 4.5.5 will be satisfied.
For a clearer presentation, we proceed in two steps. We first define T1 and T2 to be
an ELIU-TBox, i.e., on both sides of CIs we allow concepts of the following form:
L,L′ ::= ⊤ | A | L ⊓ L′ | L ⊔ L′ | ∃r.L.
The only non-trivial use of disjunction will be on the right-hand side of a CI in T2. In
a second step, we show how to remove disjunction.
We use S to abbreviate the role composition r; r−, writing for example ∃S.C for
∃r.∃r−.C. Note that S behaves like a reflexive-symmetric role.4 Ideally, we would
like T1 to be empty (except introducing the required symbols) and T2 to verify the
existence of an S-path in the input ABox whose individuals represent the grid positions
4We will make sure that all ‘relevant domain elements’ have an r-successor, which guarantees
reflexivity.
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along with a tiling, row by row from left to right, starting at the lower left corner and
ending at the upper right corner. The positions in the grid are represented in binary by
the concept names X1, . . . , X2n in the ABox where X1, . . . , Xn indicate the horizontal
position and Xn+1, . . . , X2n the vertical position. The tiling is represented by concept
names Tt, t ∈ T. The verification is done by propagating a concept name as a marker
bottom up and while doing this, verifying the horizontal matching condition. Under
the assumption that an additional labeling with concept names T ′t , t ∈ T, is such that
(∗) every point in the path is labeled with T ′t if its descendant at distance exactly 2n
(that is, the grid position immediately below it) is labeled with Tt,
the vertical matching condition is also verified.
For several reasons, this program cannot quite be implemented in the desired way.
First, we still have to make sure that (∗) actually holds. This is done as follows. We
install yet another labeling with concept names T t, t ∈ T, such that a node is labeled
with T t if it is not labeled with Tt. Then T2 checks for a violation of (∗) in the following
way: when the propagation reaches the final individual the verified path, the generation
of a finite anonymous S-path is triggered. That path homomorphically embeds into the
S-path in the ABox in many different ways since S is reflexiv-symmetric. In fact, for
any individual on the ABox path we can find a homomorphism such that the endpoint
of the anonymous path maps to that individual because (a) the anonymous path is
long enough to reach the first individual on the ABox path and (b) the homomorphism
can always ‘fold’ the reflexive-symmetric role S in a suitable way. At the end of the
anonymous path, we then guess (using disjunction) a tile t, make T ′t true, continue
building the anonymous path for another 2n steps (in a way such that it cannot fold),
and finally make T t true. Let us pretend for a second that our TBoxes are formulated
in ELI. If (∗) is violated, then the guess can be made such that the anonymous path
homomorphically maps into the ABox path. Otherwise, this is not the case. Clearly,
the latter can occur only if P has a solution.
The fact that S is reflexive-symmetric allows the mentioned folding of the existential
path. However, it poses some complications in the verification of the S-path in the
ABox because we must be careful not to confuse successors with predecessors. To this
end, every grid position is actually represented by three consecutive individuals labeled
with the concept names B0, B1, B2, respectively. All these individuals are labeled
identically regarding the X-counter and the concept names Tt. We are going to enforce
(∗) for the B2-individuals and only these individuals also receive T ′t and T t labels (any
other Bi would work as well). Another problem is that T2 cannot check all possible
kinds of defects. In particular, it cannot detect the defect that an element is labeled
with more than one tile or that there are multiple successors in the ABox that have an
incompatible labeling with the counter concept names. We thus use T1 to check for
such defects. If found, it will generate a defect of the kind that T2 can verify, that is, a
violation of (∗).
We start with assembling T2, which uses a single role name r via the abbreviation
S introduced above and the following concept names.
• jointly with T1:
– X1, . . . , X2n, X1, . . . , X2n for the binary representation of the horizontal and
vertical grid positions on the ABox path
– B0, B1, B2 for distinguishing successors and predecessors on the ABox path
(these concept names implement a unary counter that counts modulo three)
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– Tt, T t, t ∈ T, representing tile types present/not present at individuals on
the ABox path
– T ′t , t ∈ T, representing tile types present at the descendant at distance
exactly 3 · 2n from the given individual on the ABox path
• additionally:
– L as a verification marker to be propagated along the ABox path
– oki, 1 ≤ i ≤ 2n, to indicate that the incrementation of the counter values at
an ABox individual is correct regarding the i-th bit (the 1st bit being that
of least value)
– Y1, . . . , Y2n, Y 1, . . . , Y 2n for counting the length of the anonymous path
– Y ′1 , . . . , Y ′n, Y
′
1, . . . , Y
′
n implement another counter on the anonymous path,
used to continue extending the path by exactly 3 · 2n positions to reach the
grid position immediately below
– B′0, B′1, B′2 for distinguishing successors and predecessors on the anonymous
path
– Mt, t ∈ T, for memorizing a tile type on the anonymous path.
T2 consists of the following CIs.
1. The initial grid position starts the propagation:
X1 ⊓ · · · ⊓X2n ⊓B0 ⊓ ⊔
t∈T0
Tt ⊑ L
2. The verification proceeds upwards. We first verify that the counter is incremented
properly when moving upwards along the S-path in the ABox:
B0 ⊓Xi ⊓ ∃S.(B2 ⊓Xi) ⊓ ⊔1≤j<i∃S.(B2 ⊓Xj) ⊑ oki
B0 ⊓Xi ⊓ ∃S.(B2 ⊓Xi) ⊓ ⊔1≤j<i∃S.(B2 ⊓Xj) ⊑ oki
B0 ⊓Xi ⊓ ∃S.(B2⊓Xi) ⊓
d
1≤j<i ∃S.(B2⊓Xj) ⊑ oki
B0 ⊓Xi ⊓ ∃S.(B2⊓Xi) ⊓
d
1≤j<i ∃S.(B2⊓Xj) ⊑ oki
Bj+1 ⊓Xi ⊓ ∃S.(Bj ⊓Xi) ⊑ oki
Bj+1 ⊓Xi ⊓ ∃S.(Bj ⊓Xi) ⊑ oki
where i ranges over 1..2n and j over {0, 1}. These inclusions only work under
the assumption that no individual has two S-neighbors that are labeled with the
same Bi but are labeled differently regarding Xj and Xj for some j. We shall
prevent this situation later using T1.
3. We next make a verification step inside a row of the grid:
B0 ⊓ ok1 ⊓· · ·⊓ okn ⊓Tt2 ⊓
Xi ⊓∃S.(B2 ⊓L⊓Tt1) ⊑ L
B1 ⊓ ok1 ⊓· · ·⊓ okn ⊓Tt2 ⊓
Xi ⊓∃S.(B0 ⊓L⊓Tt1) ⊑ L
B2 ⊓ ok1 ⊓ · · · ⊓ okn ⊓Tt2 ⊓
d
t∈T\{t2} T t ⊓T ′t3 ⊓
Xi ⊓ ∃S.(B1 ⊓ L ⊓ Tt2) ⊑ L
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where t1, t2, t3 range over T such that (t1, t2) ∈ H and (t3, t2) ∈ V and i ranges
over 1..n. The use of Xi on the left-hand sides ensures that we move inside a row.
In the first line, we make a move between horizontally neighboring grid positions,
verifying the horizontal matching condition. In the other lines, we move along
the three points representing the same grid position, ensuring that they are all
labeled by the same tile.5
4. We also have to consider the case where we jump from one grid row to the next,
ignoring the tiling condition:
B0 ⊓ ok1 ⊓· · ·⊓ okn ⊓Tt⊓
Xi ⊓ ∃S.(B2 ⊓ L) ⊑ L
where t ranges over T and i ranges over n+1..2n. The use of Xi on the left-hand
side ensures that we are not yet in the topmost row.
5. When the final individual of the ABox path is reached (maximum counter value
and B2-label), we make an extra step in the ABox to a B0-labeled individual and
then generate the first object of an existential path:
B0 ⊓ ∃S.(B2 ⊓X1 ⊓ · · · ⊓X2n ⊓ L) ⊑ ∃S.C
where
C = Y1 ⊓ · · · ⊓ Y2n ⊓B′2
The purpose of the extra step will be explained later on.
6. Here and in the following, we use the abbreviation
∃S(3).(X1, X2, X3) := ∃S.(X1 ⊓ ∃S.(X2 ⊓ ∃S.X3))
for concept names X1, X2, X3.
We continue building the path, decrementing the Y -counter:
Yi ⊓B′2 ⊑ ∃S(3).(B′1, B′0, B′2)
B′j ⊓ ∃S.(B′j+1 ⊓ Yi) ⊑ Yi
B′j ⊓ ∃S.(B′j+1 ⊓ Y i) ⊑ Y i
B′2 ⊓ ∃S.(B′0 ⊓
d
1≤j≤i Y i) ⊑ Yi
B′2 ⊓ ∃S.(B′0 ⊓ Yi ⊓
d
1≤j<i Y i) ⊑ Y i
B′2 ⊓ ∃S.(B′0 ⊓ Yi ⊓ ⊔1≤j<iYi) ⊑ Yi
B′2 ⊓ ∃S.(B′0 ⊓ Y i ⊓ ⊔1≤j<iYi) ⊑ Y i
where i ranges over 1..2n and j over {0, 1}. It is essential to use different B′i
and counter concepts Yi, Y i than in the ABox; otherwise the anonymous path
could not homomorphically embed into the ABox path in a folded way. It would
actually suffice to build a path of length 3 · (22n−1) because no violation of (∗)
can start in the bottommost row. However, overcounting does not compromise
correctness.
5Note that we expext to see T ′t labels also in row 0; this is why we assume that for every t ∈ T,
there is a (t′, t) ∈ V ; we could avoid the assumption at the cost of dealing with row 0 as a special case.
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7. At the end of the anonymous path, we implement a violation of (∗) as described
above: we guess a tile t involved in the violation, make sure that T ′t holds at
the current point, start a new counter, travel exactly 3 · 2n steps (without any
folding), and verify that T t holds where we arrive:
Y 1 ⊓ · · · ⊓ Y 2n ⊓B′2 ⊑ Y ′1 ⊓· · · ⊓ Y ′n⊓
⊔
t∈T
(T ′t ⊓Mt)
Y ′i ⊓B2 ⊑ ∃S(3).(B0, B1, B2)
Bj+1 ⊓ ∃S.(Bj ⊓ Y ′i ) ⊑ Y ′i
Bj+1 ⊓ ∃S.(Bj ⊓ Y ′i) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓
d
1≤j≤i Y
′
i) ⊑ Y ′i
B0 ⊓∃S.(B2⊓Y ′i ⊓
d
1≤j<i Y
′
i) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓ ⊔1≤j<iY ′i ) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓ ⊔1≤j<iY ′i ) ⊑ Y
′
i
Bj+1 ⊓ ∃S.(Bj ⊓Mt) ⊑Mt
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓Mt) ⊑Mt
Y
′
1 ⊓ · · · ⊓ Y ′n ⊓Mt ⊑ T t
where i ranges over 1..n and t over T. Here we use the same Bi as in the ABox
to avoid folding.
This finishes the definition of T2. We now define T1, which uses the following additional
concept names.
• D for indicating the occurrence of a defect
• Z1, . . . , Zn for an additional counter.
T1 consists of the following CIs.
1. Tiles are mutually exclusive: for all distinct t, t′ ∈ T:
Tt ⊓ Tt′ ⊑ D
where D starts a path that implements a violation of (∗), to be implemented
below;
2. The problematic situation described at the end of Item 2 in the definition of T2
cannot occur:
∃S.(Bk ⊓Xi) ⊓ ∃S.(Bk ⊓Xi) ⊑ D
where k ranges over {0, 1, 2} and i over 1..2n;
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3. We next implement the path triggered by D:
B2 ⊓ (D ⊔ ∃S.D ⊔ ∃S.∃S.D) ⊑ Z1 ⊓ · · · ⊓Zn ⊓T ′t
Zi ⊓B2 ⊑ ∃S(3).(B0, B1, B2)
Bj+1 ⊓ ∃S.(Bj ⊓ Zi) ⊑ Zi
Bj+1 ⊓ ∃S.(Bj ⊓ Zi) ⊑ Zi
B0 ⊓ ∃S.(B2 ⊓
d
1≤j≤i Zi) ⊑ Zi
B0 ⊓∃S.(B2 ⊓Zi ⊓
d
1≤j<i Zi) ⊑ Zi
B0 ⊓ ∃S.(B2 ⊓ Zi ⊓ ⊔1≤j<iZi) ⊑ Zi
B0 ⊓ ∃S.(B2 ⊓ Zi ⊓ ⊔1≤j<iZi) ⊑ Zi
Z1 ⊓ · · · ⊓ Zn ⊑ T t
where i ranges over 1..n and t ∈ T is fixed.
Before we eliminate the disjunction used in T2, let us mention the central property of T1
and T2 that can be used to show correctness of the reduction. Since T2 uses disjunction,
a universal model for T2 and an ABox A is not guaranteed to exist. Instead, there
is a set of models for T2 and A that is universal in the sense that for every model I
of T2 and A, there is a model in the set that admits a homomorphism into I. We
refrain from giving a formal definition. Now, the central property of T1 and T2 is as
follows: P has a solution iff there is a tree-shaped sig(T1)-ABox A consistent with
T1 ∪ T2 such that, for every I in the universal set of models for T1 ∪ T2 and A, there is
no sig(T1)-homomorphism from I to IT1,A.
We now show how to get rid of disjunction. The central property of T1 and T2 will
essentially be preserved, with a single universal model playing the role of the universal
set of models. The disjunctions on the left-hand sides of CIs only serve as abbreviations
and can easily be removed with only a polynomial blowup of TBox sizes. What remains
is the disjunction in Item 7 of the definition of T2. To get rid of it, we need to modify
both T1 and T2:
• In the first line of Point 7 of the definition of T2, the disjunction is replaced with
a conjunction, generating |T| many defective chains at once:
Y 1 ⊓ · · · ⊓ Y 2n ⊑
l
t∈T
∃S.(Y ′1 ⊓ · · · ⊓ Y ′n ⊓B2 ⊓ T ′t ⊓Mt)
The resulting universal model is illustrated in Figure 4.1 where we assume
T = {t1, t2, t3}, showing the final individual on the ABox path, the extra step
from Item 5 of the definition of T2, the anonymous path, and the branching gadget
attached to the end of it.
• We have now generated too many paths and thus the desired homomorphism
may not exist even if (∗) is violated in the ABox. We compensate by enforcing
in T1 that when a B2-individual in the ABox path is labeled with T ′t , then it’s
B0-predecessor on that path roots |T| − 1 many additional paths, realizing every
possible violation of (∗) except the one induced by t ∈ T. This is illustrated
in Figure 4.2 where we again assume T = {t1, t2, t3}, showing a B2-individual
labeled with T ′t1 and the extra successors of it’s B0-predecessor generated by T1.
Note that this explains the extra step in Item 5 of the definition of T2 since also
the final B2-element of the ABox path must have a B0-predecessor.
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B2, X1, . . . , X2n
S
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3 ·
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′
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′
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T t1 T t2 T t3
length 3 · 2n
ABoxanonymous
Figure 4.1: Part of the universal model of T2.
We add the following to T1, using fresh concept names M ′t , t ∈ T:
B0 ⊓ ∃S.(B2 ⊓ T ′t) ⊑
d
t′∈T\{t} ∃S.(
Y ′1 ⊓ · · · ⊓Y ′n ⊓B2 ⊓M ′t′)
Y ′i ⊓B2 ⊑ ∃S(3).(B0, B1, B2)
Bj+1 ⊓ ∃S.(Bj ⊓ Y ′i ) ⊑ Y ′i
Bj+1 ⊓ ∃S.(Bj ⊓ Y ′i) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓
d
1≤j≤i Y
′
i) ⊑ Y ′i
B0 ⊓∃S.(B2 ⊓Y ′i ⊓
d
1≤j<i Y
′
i) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓ ⊔1≤j<iY ′i ) ⊑ Y ′i
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓ ⊔1≤j<iY ′i ) ⊑ Y
′
i
Bj+1 ⊓ ∃S.(Bj ⊓M ′t) ⊑ Y ′i ⊓M ′t
B0 ⊓ ∃S.(B2 ⊓ Y ′i ⊓M ′t) ⊑M ′t
Y
′
1 ⊓ · · · ⊓ Y ′n ⊓M ′t ⊑ T t
where i ranges over 1..n and t over T.
Lemma 4.5.6. T1∪T2 is a (sig(T1), sig(T1))-stCQ-conservative extension of T1 iff there
is no solution for P .
Proof. By Lemma 4.5.5, it suffices to show the following.
Claim. P has a solution iff there is a tree-shaped sig(T1)-ABox A such that there is
no sig(T1)-homomorphism from IT1∪T2,A to IT1,A.
We now sketch a proof of the claim.
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Figure 4.2: Extra successors to eliminate disjunction
“⇒”. Assume that P has a solution. Let A be the ABox that contains a single
S-path of length 3 · 2n which correctly encodes the solution to P via the concept
names Xi, Xi, Bi, Tt, T t, T ′t . Since A correctly encodes the tiling, there is no sig(T1)-
homomorphism from IT1∪T2,A to IT1,A; in particular, the anonymous path described
by T2 that ends in |T| many violations of (∗), each represented via a path, cannot be
mapped to IT1,A.
“⇐”. Assume P has no solution and let A be a tree-shaped sig(T1)-ABox. If A
contains no path of length 3·2n that is labeled in the desired way with the concept names
Xi, Xi, Bi, Tt, T t, T
′
t (and which does not necessarily satisfy (∗)), then the generation
of the anonymous path in IT1∪T2,A is not triggered and the identity is a sig(T1)-
homomorphism from IT1∪T2,A to IT1,A. If there is such a path, then it violates (∗) since
P has no solution. Consequently, the anonymous path in IT1∪T2,A homomorphically
maps to IT1,A, which is sufficient to show that there is a homomorphism from IT1∪T2,A
to IT1,A. ❏
4.6 Concluding Remarks
We studied the decidability and computational complexity of query conservative ex-
tensions in Horn DLs with inverse roles. This was more challenging than without
inverse roles because characterizations in terms of unbounded homomorphisms between
universal models fail, blocking the standard approach to establishing decidability. We
thus resorted to a combination of automata and mosaic techniques, proving that the
problem is 2ExpTime-complete in Horn-ALCHIF (and also in Horn-ALC and in
ELI).
Additionally, we studied the case of deductive entailment between ELHIF⊥-TBoxes
and showed that it is equivalent to a restricted version of query entailment in which the
queries contain no multi-edges and their roots are the only answer variable. We obtained
a model theoretic characterization, a decision procedure, and a 2ExpTime upper bound.
We also gave a coNExpTime lower bound via a reduction of an NExpTime-complete
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tiling problem.
As future work, it would be interesting to close the gap in complexity between coN-
ExpTime and 2ExpTime for deductive entailment in ELI and ELHIF⊥. Furthermore,
the results presented in this chapter show that query conservative extensions in Horn
DLs with inverse roles are closely related to query conservative extensions in Datalog.
Therefore, it would be interesting to extend the results to ontology languages from the
family of Datalog+− (also known as existential rules), in particular, to frontier-guarded
existential rules.
CHAPTER 5
Ontology-mediated Querying in UNFO with Regular Path Expressions
In ontology-mediated querying, queries against incomplete and heterogeneous data are
supported by an ontology that provides domain knowledge and assigns a semantics to
the data [BO15, BtCLW14, KZ14, PLC+08]. The ontologies are often formulated in a
specialized language such as a description logic [BCM+07, BHLS17] or an existential
rule language [BLMS11, BMRT11, CGK08, GOPŠ12] while the actual query is typically
a conjunctive query (CQ) or a mild extension thereof such as a union of CQs (UCQ). It
is useful, however, to consider more expressive decidable fragments of first-order logic
(FO) as an ontology language, such as the guarded fragment (GFO), the unary negation
fragment (UNFO), and the guarded negation fragment (GNFO). These fragments
originate from the attempt to explain the good computational behaviour of modal
and description logics and to extend their expressive power in a natural way. It is
an important result that, for all these fragments, ontology-mediated querying with
UCQs remains decidable and that the complexity stays within the expected, namely
2ExpTime in combined complexity and coNP in data complexity.
From the perspective of database theory, it is an attractive property of both UNFO
and GNFO (but not of GFO) that they can express CQs and UCQs. In ontology-
mediated querying, this allows to ‘express’ the evaluation of ontology-mediated queries
in terms of satisfiability in a natural way. It is easiest to state this for Boolean queries:
if (O,Σ, q) is an ontology-mediated query (OMQ) where O is an ontology, Σ a set of
predicate symbols (that is, relation names) that may occur in the data, and q a UCQ,
and D is a Σ-database, then D |= (O,Σ, q) iff O ∧D ∧ ¬q is unsatisfiable. When O is
formulated in UNFO or in GNFO, then so is O∧D∧¬q. What is more, the containment
of OMQs can also be ‘expressed’ as a satisfiability problem in the natural case where
both OMQs contain the same ontology and Σ is the set of all predicates symbols; from
now on, we generally mean this case when speaking of OMQ containment. But also
beyond ontology-mediated querying, we believe that the ability to express UCQs makes
UNFO and GNFO attractive as an expressive logical backdrop for database theory.
While GNFO is attractive as UNFO as ontology language, we focus only in UNFO and
study the question introduced in Section 1.2.2:
Q4 What is the complexity of OMQ evaluation and OMQ containment when UNFO
is extended with regular expressions and transitive relations?
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In this chapter, we study the natural extension UNFOreg of UNFO with regular
path expressions on binary relations. The resulting logic has the attractive property
that it allows to express regular path queries [CMW87] and conjunctive two-way
regular path queries (C2RPQs) [CDLV00] as well as unions thereof (UC2RPQs). Such
queries play a central role in the area of graph databases [AG08, Bar13] and they have
also received considerable attention in ontology-mediated querying [BCOŠ14, BOŠ15a,
BOŠ15b, CEO07, CEO09, CEO14, ORŠ11]. An additional reason to consider UNFOreg
is provided by the observation that transitive roles are an important feature of many
common description logics (a role is a binary relation), but that transitive roles cannot be
expressed in UNFO. In UNFOreg, even transitive closure of roles and regular expressions
on roles are expressible, two features that are provided by several expressive description
logics [Baa91, CDLN01]. As a concrete example, every ontology formulated in ALCIreg,
the extension of the common description logic ALCI with regular expressions on roles
[Sch91], can be expressed in UNFOreg and thus the evaluation of ontology-mediated
queries (O,Σ, q) where O is formulated in ALCreg and q is a UC2RPQ can be ‘expressed’
as a satisfiability problem in UNFOreg; of course, the same is true when O is formulated
in UNFOreg itself. We remark that transitive roles cannot be expressed in GFO and
GNFO either, and that adding transitive relations to GFO without losing decidability
requires to impose rather strong syntactical restrictions [ST04], especially so in an
ontology-mediated querying context [GPT13]. Adding transitive relations to GNFO
has, to the best of our knowledge, not yet been studied.
The main problem that we are interested in is evaluating OMQs in which the
ontology is formulated in UNFOreg and the actual query is a UC2RPQ. We show that
this problem is decidable, 2ExpTime-complete in combined complexity and coNP-
complete in data complexity. We further consider the OMQ containment problem and
show that it is 2ExpTime-complete as well. We additionally show that the complexity of
model checking in UNFOreg is the same as in UNFO, namely complete for PNP[O(log2 n)].
As explained above, both OMQ evaluation and OMQ containment can be reduced
to satisfiability in polynomial time. For studying the combined complexity of the former
and the complexity of the latter, we thus concentrate on the satisfiability problem
and prove a 2ExpTime upper bound. Note that the addition of regular expressions
does thus not increase the complexity of this problem as satisfiability in UNFO is
also 2ExpTime-complete [tCS13] and that the lower bound holds already when the
arity of predicates is bounded by two, as a consequence of the results in [Lut08]. Our
proof proceeds by first showing that every satisfiable UNFOreg formula φ has a model
whose treewidth is bounded by the size of φ, then establishing a characterization of the
satisfaction of C2RPQs (that occur as a building block in φ) in such models in terms of
certain witness trees, and finally showing that this infrastructure gives rise to a decision
procedure based on two-way alternating tree automata. This ‘direct approach’ is in
contrast to the reduction to satisfiability in the µ-calculus used for UNFO in [tCS13]
which seems unwieldy in the presence of regular path expressions. Note in particular
that an important reason for the relative simplicity of the reduction in [tCS13] is that
there is always a model of bounded treewidth in which any two bags overlap in at most
one element; this is no longer true in UNFOreg. To establish the coNP upper bound
on data complexity, we first observe that it suffices to consider a database satisfiability
problem (given a database D, is there a model of the fixed UNFOreg sentence φ that
extends D?) and then establish a certain kind of decoration of D as a witness for D
being a positive instance, in a way such that witnesses can be guessed and verified in
polynomial time.
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5.1 UNFO with Regular Path Expressions
We assume that a countably infinite supply of predicate symbols of each arity is available.
In the unary negation fragment of first-order logic extended with regular path expressions
(UNFOreg), formulas φ are formed according to the following grammar:
φ ::= P (x) | E(x, y) | x = y | φ ∧ φ | φ ∨ φ | ∃xφ | ¬φ(x)
E ::= R | R− | E ∪ E | E · E | E∗ | φ(x)?
where P ranges over predicate symbols, R over binary predicate symbols, and, in
the ¬φ(x) clause, φ has no free variables besides (possibly) x. Expressions E formed
according to the second line are called (regular) path expressions and expressions φ(x)?
according to the last clause in that line are called tests. Tests are similar to the test
operator in propositional dynamic logic (PDL) [FL79] and to node tests in XPath
[GKP02] and in some versions of regular path queries [BOŠ13, BKR14]. When we
write φ(x), we generally mean that the free variables of φ are among x, but not all
variables from x need actually be free in φ. For a UNFOreg formula φ(x), we use ∀xφ
to abbreviate ¬∃x¬φ(x).
Example 5.1.1. The following are UNFOreg formulas: ∀x(∃yR(x, y)∧¬(R ·R∗)(x, x))
and ∃y(R∗(x, y) ∧ S∗(x, y)).
A structure A takes the form (A,RA1 , RA2 , . . . ) where A is a non-empty set called
the domain and Ri is an ni-ary relation over A if Ri is a predicate symbol of ar-
ity ni.Whenever convenient, we use dom(A) to refer to A. Every path expression E is
interpreted as a binary relation EA over A: RA is part of A, (R−)A is the converse of RA,
(E1 ∪ E2)A = EA1 ∪ EA2 , (E1 ◦ E2)A = EA1 ◦ EA2 , (E∗)A is the reflexive-transitive closure
of EA, and (φ(x)?)A = {(a, a) | A |= φ(a)}. UNFOreg formulas are then interpreted
under the standard first-order semantics with path expressions being treated in the
same way as binary predicates. An UNFOreg sentence φ(x) is satisfiable if there is a
structure A such that A |= φ. Such an A is called a model of φ(x).
Example 5.1.2. Reconsider the UNFOreg formulas from Example 5.1.1. It can be
verified that the first sentence is satisfiable, but not in a finite model. Thus, in
contrast to UNFO (and to propositional dynamic logic), UNFOreg lacks the finite model
property. The second sentence expresses a property that cannot be expressed in UNFO
extended with fixed points, as studied in [tCS13], which can formally be shown using
UN-bisimulations, also defined in [tCS13]. In fact, UNFOreg and UNFO with fixed
points are orthogonal in expressive power. Another related logic is ICPDL, that is,
PDL extended with intersection and converse [GLL09]. This logic, too, is orthogonal in
expressive power to UNFOreg. For example, the existence of a 4-clique can be expressed
as a UNFO sentence, but not in ICPDL since every satisfiable ICPDL formula is
satisfiable in a structure of tree width two.
The expressive power of UNFOreg is closely related to that of conjunctive 2-way
regular path queries. A database D is a finite structure such that for every a ∈ dom(D),
there is an a ⊆ dom(D) and a predicate symbol P such that a ∈ a ∈ PD. Since a
database is a syntactic object, we refer to the elements of dom(D) as constants whereas
we speak about elements in the context of (semantic) structures. A conjunctive 2-way
regular path query (C2RPQ) is a formula of the form q(x) = ∃yφ(x,y) where φ(x,y) is
a conjunction of atoms of the form R(z) and E(z1, z2), R a predicate symbol and E a
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two-way regular path query, that is, an expression formed according to the second line
of the syntax definition of UNFOreg, but allowing only formulas φ(x) that are C2RPQs
in tests. The variables x are the answer variables of q(x) and q(x) is Boolean if x = ∅.
A union of C2RPQs (UC2RPQ) is a disjunction of C2RPQs that all have the same
answer variables. A conjunctive query (CQ) is a C2RPQ that does not use atoms of the
form E(z1, z2). The answers to a UC2RPQ q(x) on a database D, denoted ans(q,D),
are defined in the standard way, see for example [RRV17]. Note that every UC2RPQ is
a UNFOreg formula.
Example 5.1.3. Consider the following database about family relationships, using
binary predicates Child and Spouse, and written as a set of facts.
D = {Child(Nívea,Clara), Child(Clara,Blanca), Child(Blanca,Alba),
Spouse(Nívea, Severo), Spouse(Esteban,Clara)}
The following C2RPQ asks for all pairs (x, y) such that x is an ancestor of y in a line
of only married ancestors (using the shorthand R+ = R ·R∗).
q(x, y) = (m(z)? · Child)+(x, y) where m(z) = ∃z′ (Spouse ∪ Spouse−)(z, z′)
We have ans(q,D) = {(Nívea,Clara), (Nívea,Blanca), (Clara,Blanca)}.
Let q(x) = ∃yφ(x,y) be a C2RPQ. We use var(q) to denote the variables that occur
in q outside of tests, that is, x ∪ y. We do not distinguish between q(x) and the set of
all atoms in φ, writing e.g. R(x, y, z) ∈ q(x) to mean that R(x, y, z) is an atom in φ.
For simplicity, we treat an atom E(x, x) in a C2RPQ q(x) where E is the test φ(y)? as
an atom of the form φ(x); that is, w.l.o.g. we use tests not only in path expressions but
also directly as atoms of a C2RPQ. A C2RPQ q(x) can be viewed as a finite hypergraph
in the expected way, that is, every atom R(z) and E(z1, z2) is viewed as a hyperedge.
We say that q(x) is connected if the Gaifman graph of this hypergraph is connected.
It is interesting to observe that foundational problems concerning UC2RPQs can be
phrased as (un)satisfiability problems in UNFOreg.
Example 5.1.4.
1. The problem whether a Boolean UC2RPQ q() evaluates to true on a database D
(i.e., whether the empty tuple is in ans(q,D)) corresponds to the unsatisfiability
of φD() ∧ ¬q() where φD() is D viewed as a Boolean CQ in the obvious way.
2. The problem whether a Boolean UC2RPQ q1() is contained in a Boolean UC2RPQ
q2() (defined in the usual way) corresponds to the unsatisfiability of q1() ∧ ¬q2().
Both reductions extend to the case of non-Boolean queries by simulating answer
variables using fresh unary predicates, see the proof of Lemma 5.1.1 below.
5.1.1 Ontology-mediated Querying
We are primarily interested in ontology-mediated queries (O,Σ, q) where O is an
UNFOreg sentence and q is a UC2RPQ. We use (UNFOreg,UC2RPQ) to denote the set
of OMQs of this form and similarly for other ontology languages and query languages.
Let Q = (O,Σ, q) be from (UNFOreg,UC2RPQ) and D a database that uses only
symbols from Σ. The certain answers to Q on D, denoted cert(Q,D), are defined as in
Section 1.2.2.
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Example 5.1.5. Consider the OMQ Q = (O,Σ, q′) based on an extension of the
C2RPQ q from Example 5.1.3, where O defines a single mother as an unmarried woman
who has a child, using additional unary predicates Female and SingleMother, and q′ has
an additional conjunct requiring that y is a single mother, that is:
O = ∀x (SingleMother(x)↔ Female(x) ∧ Single(x) ∧ ∃y Child(x, y))
q′(x, y) = q(x, y) ∧ SingleMother(y)
Σ = {Child,Spouse,Female, Single}
Note that O is equivalent to a UNFOreg (even plain UNFO) formula obtained by elimi-
nating ↔ in the usual way. Let D′ = D∪{Female(Blanca), Single(Blanca)}, where D is
the database from Example 5.1.3. Then cert(Q,D′) = {(Nívea,Blanca), (Clara,Blanca)},
but cert(Q,D) = ∅.
OMQ evaluation in (UNFOreg,UC2RPQ) is a relevant problem since ontologies
formulated in many logics used as ontology languages can be translated into an equivalent
UNFOreg sentence in polynomial time. In particular, this is the case for the basic
description logics ALC and ALCI [BtCLW14] and for their extensions with transitive
closure of roles [Baa91] and with regular expressions over roles [CDLN01]. For any of
these logics L, this of course also yields a polynomial time reduction of OMQ evaluation
in (L,UC2RPQ) to OMQ evaluation in (UNFOreg,UC2RPQ). Even UNFO itself has
occasionally been considered as an ontology language [BtCLW14].
For the rather common extension of the description logic ALC with transitive roles
[BHLS17], an equivalence preserving translation of ontologies into UNFOreg sentences
is not possible since UNFOreg cannot enforce that a binary predicate is transitive.
However, a transitive role can be simulated using the transitive closure of a binary
predicate R (and never using R without transitive closure). In this way, one still obtains
the desired polynomial time reduction of OMQ evaluation. The same reduction can
be applied even to UNFOreg extended with transitive relations. We use UNFOregtrans to
denote the extension of UNFOreg where sentences take the form φtrans ∧ φ with φtrans
a conjunction of atoms of the form trans(R), R a binary predicate symbol, and φ a
UNFOreg sentence. An atom trans(R) is satisfied in a structure A if RA is transitive.
Evaluation of Boolean OMQs in (UNFOregtrans,UC2RPQ) reduces in polynomial time
to satisfiability in UNFOregtrans since D |= (O,Σ, q) iff φD() ∧ O ∧ ¬q() is unsatisfiable.
The reduction can be extended to non-Boolean queries by simulating answer variables
using fresh unary predicates. Because of this observation, we concentrate on deciding
satisfiability rather than OMQ evaluation.
Lemma 5.1.1. OMQ evaluation in (UNFOregtrans,UC2RPQ) reduces in polynomial time
to satisfiability in UNFOreg, and so does satisfiability in UNFOregtrans.
Proof. We proceed in three steps: first, we reduce evaluation of Boolean OMQs in
(UNFOregtrans,UC2RPQ) to satisfiability in UNFOregtrans; second, we reduce satisfiability in
UNFOregtrans to satisfiability in UNFOreg; third, we reduce evaluation of (general) OMQs
to the Boolean case. For the sake of a convenient notation, we denote structures (and
thus databases) as sets of facts.
(1) For the reduction from Boolean OMQ evaluation to satisfiability, let D be a database
and Q = (O,Σ, q) an OMQ with O a UNFOregtrans formula and q a Boolean UC2RPQ.
We show that
D |= Q iff φD ∧ O ∧ ¬q is unsatisfiable,
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where φD is D viewed as a Boolean CQ in the obvious way.
The ‘if’ direction is immediate. To prove ‘only if’, assume A |= φD() ∧ O ∧ ¬q for
some structure A. In particular, A |= φD() is witnessed by a homomorphism h from D
to A. If h is injective, then A is an extension of D and thus witnesses D ̸|= Q as desired.
If h is not injective, we have to extend A iteratively, in each step taking an element a
that has two distinct preimages b1, b2 under h, creating a fresh copy a′, duplicating all
tuples in which a participates, and updating h such that it maps b1 to a and b2 to a′.
After exhaustive application of this step, we obtain a structure A′ that homomorphically
embeds into A and is UN-bisimilar [tCS13] to A, plus an injective homomorphism h′
from D to A′. Together with the assumption, this implies that A′ |= O ∧ ¬q and A′
extends D; hence D ̸|= Q as desired.
(2) Let φ be UNFOregtrans sentence with transitivity atoms trans(R1), . . . , trans(Rn).
Transform φ into a UNFOreg sentence φ′ by dropping the transitivity atoms and replac-
ing each atom Ri(x, y) with the (regular expression) atom R+i (x, y). It is straightforward
to show that φ is satisfiable if and only if φ′ is.
(3) For the reduction from (general) OMQ evaluation to the Boolean case, let Q =
(O,Σ, q(x)) be an OMQ in (UNFOregtrans,UC2RPQ) with q(x) = q1(x)∨ · · · ∨ qn(x) such
that qi(x) = ∃yi φi(x,yi) and x = x1, . . . , xn, D a database, and a ⊆ dom(D) with
a = a1, . . . , an. We construct a new OMQ Q′ and database D′ by taking fresh unary
predicates P1, . . . , Pn and setting:
D′ = D ∪ {P1(a1), . . . , Pn(an)}
Q′ =
(O,Σ, q′()), where
q′() = q′1() ∨ · · · ∨ q′n(), with
q′i() = ∃xyi
(
φi(x,yi) ∧ P1(x1) ∧ · · · ∧ Pn(xn)
)
It suffices to prove the following claim, which is nearly straightforward.
Claim. a ∈ cert(Q,D)⇔ () ∈ cert(Q′, D′)
Proof of Claim. We proceed via contraposition in both directions.
‘⇒’ Assume () /∈ cert(Q′, D′). Then there is a structure A that extends D′ and
is a model of O with () /∈ ans(q′,A). Since A extends D′ it also holds that
a /∈ ans(q,A) (because otherwise the witnessing homomorphism would also
witness () ∈ ans(q′,A), a contradiction). Hence a /∈ cert(Q,D).
‘⇐’ Suppose a /∈ cert(Q,D). Then there is a structure A that extends D and is a model
of O with a /∈ ans(q,A). Consider the structure A′ = A ∪ {P1(a1), . . . , Pn(an)},
which extends A and is a model of O (since the Pi were fresh). In addition,
it holds that () /∈ ans(q′,A′) (because otherwise the witnessing homomorphism
would also witness a /∈ ans(q,A), a contradiction). Hence () /∈ cert(Q′, D′).
❏
Together with Theorem 5.3.2 it thus follows that UNFO can be extended with transitive
relations without losing decidability or affecting the complexity of satisfiability and of
OMQ evaluation. This is in contrast to the guarded fragment, where in both cases
decidability can only be obtained by adopting additional syntactic restrictions. While for
satisfiability it suffices to assume that transitive relations are only used in guard positions,
even stronger restrictions are necessary for OMQ evaluation [Grä99, ST04, GPT13].
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There are also other interesting reasoning problems that can be reduced to sat-
isfiability in UNFOreg. Here we consider OMQ containment, leaving out transitive
roles for simplicity. Let Q1 = (O,Σfull, q1) and Q2 = (O,Σfull, q2) be OMQs from
(UNFOreg,UC2RPQ) with the same number of answer variables and where Σfull is
the full data signature, that is, the set of all predicate symbols. We say that Q1 is
contained in Q2 and write Q1 ⊆ Q2 if for every database D, cert(Q1, D) ⊆ cert(Q2, D).
We observe that OMQ containment can also be reduced to satisfiability in polynomial
time.
Lemma 5.1.2. OMQ containment in (UNFOreg,UC2RPQ) reduces in polynomial time
to satisfiability in UNFOreg.
Proof. It suffices to reduce containment between Boolean OMQs to satisfiability; the
case of general OMQs can be reduced to the Boolean case by applying the construction
described in the proof of Lemma 5.1.1, Step 3, to both input OMQs.
Let Q1 = (O,Σfull, q1) and Q2 = (O,Σfull, q2) be OMQs with O a UNFOreg sentence
and q1, q2 Boolean UC2RPQs. Then the following holds:
Q1 ⊆ Q2 iff O ∧ q1 ∧ ¬q2 is unsatisfiable.
For the ‘if’ direction, assume Q1 ⊈ Q2. Then there is a database D with cert(Q1, D) ⊈
cert(Q2, D), i.e., there is a structure A extending D such that A |= O, A |= q1, and
A ̸|= q2. Hence O ∧ q1 ∧ ¬q2 is satisfiable.
For the ‘only if’ direction, assume that O ∧ q1 ∧ ¬q2 is satisfiable. Then A |= O,
A |= q1, and A ̸|= q2 for some structure A. Then A contains some (finite) database D
witnessing Q1 ⊈ Q2. ❏
There are also versions of OMQ containment that admit different ontologies in the two
involved OMQs and more restricted data signatures in place of Σfull [BBP18, BHLW16,
BLW12, BL16]. These are computationally harder and a polynomial time reduction
to satisfiability cannot be expected. In fact, it follows from results in [BL16] that
this more general form of OMQ containment is 2NExpTime-hard already when the
ontologies are formulated in the description logic ALCI, a fragment of UNFO, and
when the actual queries are CQs. Decidability remains an open problem. We remark
that when the actual queries in OMQs are CQs, then OMQ containment under the full
data signature can be reduced to query evaluation in a straightforward way, essentially
by viewing the query from the left-hand OMQ as a database. In the presence of regular
path queries, however, this does not seem to be easily possible.
5.2 Model-theoretic Characterization
We give a characterization of satisfiability in UNFOreg that is tailored towards imple-
mentation by tree automata. In particular, we show that every satisfiable UNFOreg
formula φ has a model whose treewidth is bounded by the width of φ, introduce a
representation of such models in terms of labeled trees, and characterize the satisfaction
of C2RPQs in models represented in this way in terms of tree-shaped witnesses. To
simplify the technical development, in this section and the subsequent one we disallow
predicates of arity zero. Note that an atom P () can be simulated by the formula
∃xP (x), so this assumption is w.l.o.g. We work with UNFOreg sentences that are in
certain normal form.
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5.2.1 Normal Form
We next introduce a normal form for UNFOreg sentences, similar but not identical to
the normal form used for UNFO in [tCS13]. For a set L of UNFOreg formulas with one
free variable, a C2RPQ extended with L-formulas is a C2RPQ in which all tests φ(x)?
in atoms E(z1, z2) have been replaced with tests ψ(x)?, ψ(x) a formula from L. The
set of normal UNFOreg formulas is the smallest set of formulas such that
1. every connected C2RPQ with exactly one free variable, extended with normal
UNFOreg formulas, is a normal UNFOreg formula;
2. if φ(x) and ψ(x) are normal UNFOreg formulas, then ¬φ(x), φ(x) ∨ ψ(x), and
∃xφ(x) are normal UNFOreg formulas.
Observe that Item 1 serves as an induction start since every connected C2RPQ without
tests (and with one free variable) is a normal UNFOreg formula. Note that normal
formulas are closed under conjunction in the sense that the conjunction of normal
formulas φ1(x) and φ2(x) is a C2RPQ extended with normal UNFOreg formulas and
thus a normal formula. Thus, unary disjunction could be eliminated, but for our
purposes it is more convenient to keep it. We note in passing that using this normal
form, it is easy to observe that UNFOreg has the same expressive power as C2RPQs
with exactly one free variable that admit both tests and negated tests.
The width of a normal UNFOreg formula is the maximal number of variables in a
C2RPQ that occurs in it (not counting the variables that occur in the C2RPQ only
inside tests). The atom width is defined analogously, but referring to the number of
atoms instead of the number of variables. In the context of normal UNFOreg formulas,
for brevity we speak of C2RPQs when meaning C2RPQs extended with normal UNFOreg
formulas. The size of a UNFOreg formula is the number of symbols needed to write it,
with variable symbols and predicate symbols being counted as a single symbol.
Lemma 5.2.1. Every UNFOreg sentence φ can be transformed into an equivalent
normal UNFOreg sentence φ′ in single exponential time. Moreover, the width and the
atom width of φ′ are at most polynomial in the size of φ and the path expressions that
occur in φ′ are exactly those in φ.
Proof. By Lemma 4.1 of [tCS13], we can convert any UNFO sentence φ in single
exponential time into an equivalent UNFO sentence φ′ generated by the following
grammar:
φ(x) ::= ∃yψ(x,y) | ¬φ(x) | φ(x) ∨ φ(x)
where ∃yψ(x,y) is a CQ that might contain equality atoms. The transformation steps
are rather straightforward and also work for UNFOreg with the only difference that
∃yψ(x,y) is then a C2RPQ that might contain equality atoms. The transformation
may cause an at most single exponential blowup in formula size and it satisfies the
requirements regarding parameters formulated in Lemma 5.2.1.
We can easily eliminate equality atoms in C2RPQs by identifying variables; when
a free variable is identified with a quantified variable, we use the name of the free
variable.
It remains to make C2RPQs connected. Let ∃yψ(x,y) be a C2RPQ subformula
such that ψ(x,y) has the connected components ψ(x,y0), ψ(y1), . . . , ψ(yk), k ≥ 1. We
replace it with the conjunction of φ0 = ∃y0 ψ(x,y0) and φ1 = ∃y1 ψ(y1), . . . , φk =
∃ykψ(yk), that is, with the C2RPQ φ0?(x), φ1?(x), . . . , φk?(k). Note that this C2RPQ
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and all C2RPQs inside the tests are connected. In fact, in can be verified that the
resulting UNFOreg sentence is normal according to our definition. ❏
In the following sections, we replace atoms E(z1, z2) in the C2RPQs that occur in a
normal UNFOreg formula with atoms of the form A(z1, z2) where A is a nondeterministic
automaton on finite words (NFA) over a suitable alphabet; we call such atoms NFA
atoms. Formally, an NFA is a tuple (Q,Σ,∆, q0, F ) where Q is a finite set of states,
Σ a finite alphabet, ∆ ⊆ Q× Σ×Q a transition relation, q0 ∈ Q an initial state and
F ⊆ Q a set of final states. When deciding the satisfiability of a UNFOreg sentence
φ0, we will generally take Σ to be {R,R− | R a binary predicate in φ0} ∪ {φ(x)? |
φ(x)? a test in φ0}. Clearly, all path expressions in φ0 are regular expressions over
this alphabet. Since every regular expression can be converted into an equivalent NFA
in polynomial time, we can thus w.l.o.g. assume the NFA-based presentation. Let
A = (Q,Σ,∆, q0, F ) be an NFA. Then we use A[F/F ′] to denote the NFA obtained from
A by replacing F with F ′ ⊆ Q and A[q0/q] for the NFA obtained from A by replacing
q0 with q ∈ Q. For a structure A, an NFA A, and a, b ∈ A, we write A |= A(a, b) if
there are a1, . . . , an ∈ A and a word w ∈ L(A) of length n− 1 such that a = a1, an = b,
(ai, ai+1) ∈ RA if the ith symbol in w is R, (ai+1, ai) ∈ RA if the ith symbol in w is R−,
and ai = ai+1 and A |= φ(ai) if the ith symbol in w is φ(x)?. This gives a semantics
to NFA atoms. The size of a normal UNFOreg formula with NFA atoms is defined in
the same way as the size of a UNFO formula, where every NFA A = (Q,Σ,∆, q0, F )
contributes the cardinality of Q plus the cardinality of ∆ plus the cardinality of F .
5.2.2 Tree-like Structures
We aim to show the tree-like model property for UNFOreg. In order to achieve that we
represent tree-like models via type-decorated trees.
We start with some preliminaries. A (directed) tree is a prefix-closed subset T ⊆
(N \ {0})∗. A node w ∈ T is a successor of v ∈ T and v is a predecessor of w if w = v · i
for some i ∈ N. Moreover, w is a neighbor of v if it is a successor or predecessor of v.
A tree-like structure is a pair (T, bag) where T is a tree and bag a function that assigns
to every w ∈ T a finite structure bag(w) such that
the set of nodes {w ∈ T | a ∈ dom(w)} is connected in T , for each a ∈
⋃
w∈T
dom(w)
where, here and in the remainder of the chapter, dom(w) is a shorthand for dom(bag(w)).
The width of (T, bag) is the maximum domain size of structures that occur in the
range of bag. Its outdegree is the outdegree of T . A tree-like structure (T, bag) defines
the associated structure A(T,bag) which is the (non-disjoint) union of all structures
bag(w), w ∈ T . We use dom(T, bag) as a shorthand for dom(A(T,bag)). As witnessed by
its representation (T, bag), the treewidth of the structure A(T,bag) is bounded by the
maximum cardinality of dom(bag(w)), w ∈ T .
We will show that every satisfiable UNFOreg sentence φ0 is satisfiable in a tree-like
structure whose width is bounded by the width of φ0. In UNFO, it suffices to consider
structures of this form in which bags overlap in at most one element; this is not the
case in UNFOreg.
Let φ0 be a normal UNFOreg sentence. We use sub(φ0) to denote the subformulas
of φ0 with at most one free variable, and where the free variable is renamed to x. Then
cl(φ0) denotes the smallest set of normal UNFOreg formulas that contains sub(φ0) and
is closed under single negation. A 1-type for φ0 is a subset t ⊆ cl(φ0) that satisfies the
following conditions:
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1. φ ∈ t iff ¬φ /∈ t for all ¬φ ∈ cl(φ0);
2. φ ∨ ψ ∈ t iff φ ∈ t or ψ ∈ t for all φ ∨ ψ ∈ cl(φ0).
We use TP(φ0) to denote the set of all 1-types for φ0.
A type decorated tree-like structure for φ0 is a triple (T, bag, τ) with (T, bag) a
tree-like structure such that only predicates from φ0 occur in the range of bag and
τ : dom(T, bag) → TP(φ0). Let (T, bag, τ) be such a structure, A an NFA, and
a, b ∈ dom(T, bag). We write A(T,bag), τ |= A(a, b) if A(T,bag) |= A(a, b) with the
semantics of tests reinterpreted: instead of demanding that A |= φ(a′) for a test φ0(x)?
to hold at an element a′, we now require that φ ∈ τ(a′). Let φ(x) = ∃yψ(x,y) be a
C2RPQ and a ∈ dom(T, bag). A homomorphism from φ(x) to (T, bag, τ) is a function
h : {x} ∪ y→ dom(T, bag) such that the following conditions are satisfied:
• h(x) ∈ RA(T,bag) for each R(x) ∈ φ(x);
• A(T,bag), τ |= A(h(y), h(z)) for each A(y, z) ∈ φ(x).
A type decorated tree-like structure (T, bag, τ) for φ0 is proper if:
1. for all ∃xφ(x) ∈ cl(φ0), ∃xφ(x) ∈ τ(a) iff there is a b ∈ dom(T, bag) with
φ(x) ∈ τ(b);
2. for all C2RPQs φ(x) ∈ cl(φ0), φ(x) ∈ τ(a) iff there is a homomorphism h from
φ(x) to (T, bag, τ) such that h(x) = a.
We are now ready to give a model-theoretic characterization of satisfiability for
UNFOreg.
5.2.3 Characterization of Satisfiability
We aim to characterise the satisfaction of C2RPQs in type-decorated trees via tree-
shaped witnesses. The following lemma establishes proper type decorated tree-like
structures for φ0 as witnesses for the satisfiability of φ0. The proof of the ‘only if’
direction is via an unraveling procedure that constructs a type decorated tree-like
structure in a top-down manner, introducing fresh bags to satisfy C2RPQs and to
implement a step-by-step chase of paths that witness satisfaction of NFA atoms in
C2RPQs.
Lemma 5.2.2. A normal UNFOreg sentence φ0 of size n and width m is satisfiable
iff there is a proper type decorated tree-like structure (T, bag, τ) for φ0 of width at most
m and outdegree at most n2 + n such that φ0 ∈ τ(a) for some a.
Proof. (⇐) Assume a proper type decorated tree-like structure (T, bag, τ) for φ0.
It is easily verified by induction on the structure of formulas that, for all ψ(x) ∈ cl(φ0)
and all a ∈ dom(T, bag), we have A(T,bag) |= ψ(a) if, and only if, ψ(x) ∈ τ(a). Since
φ0 ∈ τ(a) for some a, we get A(T,bag) |= φ0.
(⇒) Let A |= φ0 for a UNFOreg sentence φ0 of size n. In order to construct a
tree-like structure (T, bag), we use an unraveling technique during which we maintain a
mapping h : dom(T, bag)→ A and an additional labeling E(w) containing expressions
of the form A(b, b′), for each w ∈ T . Throughout the construction, we preserve as
an invariant that h is a homomorphism and that for each A(b, b′) ∈ E(w), we have
b, b′ ∈ dom(w) and A |= A(h(b), h(b′)).
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Start with choosing elements a1, . . . , ak ∈ A such that, for every formula of the
form ∃xψ(x) ∈ cl(φ0) with A |= ∃xψ(x), there is some i ∈ {1, . . . , k} and A |= ψ(ai).
Initialize (T, bag) by setting T = {ε, 1, . . . , k}, bag(ε) to the empty structure, and
bag(i) = A|{ai}, for every i ∈ {1, . . . , k}, where A|X denotes the restriction of A to
domain X. Moreover, set h(ai) = ai and E(ε) = E(i) = ∅, for all i ∈ {1, . . . , k}.
Clearly, the invariants are satisfied.
Then, apply the following steps exhaustively and in a fair way:
• Choose a node w ∈ T , an element a ∈ dom(w), and a C2RPQ ψ(x) ∈ cl(φ0) with
A |= ψ(h(a)). There is a mapping β : var(ψ)→ A such that β(x) = h(a), and for
each atom R(z) ∈ ψ, we have β(z) ∈ RA, and for each A(z, z′) ∈ ψ, A an NFA,
we have A |= A(β(z), β(z′)). Let B = {β(z) | z ∈ var(ψ)}, and create a successor
v of w where the associated structure bag(v) is obtained from A|B by replacing
each b ∈ B\{h(a)} with a fresh b′, and h(a) with a. Extend h by setting h(b′) = b,
for all introduced b′. Finally, set E(w) = {A(β(z), β(z′)) | A(z, z′) ∈ ψ} where b
is b′ for all b ∈ B \ {h(a)} and h(a) is a.
• Choose a node w ∈ T and a label A(b, b′) ∈ E(w). By the invariant for E(w), we
know that A |= A(h(b), h(b′)). Take a shortest sequence a1, . . . , an ∈ A and word
wˆ ∈ L(A) of length n − 1 such that a1 = h(b), an = h(b′), and (ai, ai+1) ∈ RA
if the ith symbol in wˆ is R, (ai+1, ai) ∈ RA if the ith symbol in wˆ is R−, and
ai = ai+1 and A |= φ(ai) if the ith symbol in wˆ is φ(x)?. If n ≤ 2, then, by
construction, bag(w) |= A(b, b′), so we can stop. If n > 2, let A = (Q,Σ, q0,∆, F )
and q0, . . . , qn be a sequence of states such that (qi, ai+1, qi+1) ∈ ∆ for all i with
0 ≤ i < n and qn ∈ F . Define B = {a1, a2, an, an−1} and B′ = B \ {a1, an}.
Then create a successor v of w, and set bag(v) to the structure obtained fom
A|B by replacing every d ∈ B′ with a fresh d′, a1 with b, and an with b′. Finally,
extend h by setting h(d′) = d for all d ∈ B′, and set E(v) to the singleton set
containing A[q0/q1, F/{qn−1}](a2, an−1), where d is d′, for all d ∈ B′, and a1 = b
and an = b′.
By definition of the rules, the invariants regarding h and E are preserved.
Let (T ∗, bag∗) and h∗ be the tree-like structure and homomorphism, respectively,
obtained in the limit of the unraveling. We define a type decoration τ by taking
τ(a) = {ψ(x) ∈ cl(φ0) | A |= ψ(h∗(a))}, for all a ∈ dom(T ∗, bag∗). It is not difficult
to verify that A(T ∗,bag∗) |= ψ(a) iff ψ(x) ∈ τ(a), for all a ∈ dom(T ∗, bag∗) and all
ψ(x) ∈ cl(φ0). In particular, we have:
• if ψ(x) ∈ τ(a) is a C2RPQ, then A |= ψ(h∗(a)). Since steps 1 and 2 were applied
exhaustively, we know that A(T ∗,bag) |= ψ(a).
• Let ¬ψ(x) ∈ τ(a) for a C2RPQ ψ(x) and assume A(T ∗,bag) |= ψ(a). Since h∗ is a
homomorphism from A(T ∗,bag∗) to A, we also have A |= ψ(h∗(a)), a contradiction
to the definition of τ .
Consequently, (T ∗, bag∗, τ) is proper. Finally, observe that the size of the bag created is
bounded by m in the first step and by 4 in the second step. For the outdegree, observe
that a bag created in the second step has outdegree 1, while a bag created in the first
step has outdegree at most n2 + n. ❏
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As the next step, we take a closer look at Point 2 of properness, that is, we
characterize carefully the existence of a homomorphism h from φ(x) to (T, bag, τ) such
that h(x) = a in a way that is tailored towards implementation by tree automata.
This gives rise to the notion of a witness tree below. We start with introducing the
notions of subdivisions and splittings which shall help us to take care of the fact that
the homomorphic image of a query q(x) may be spread over several bags of a tree-like
structure, and in fact this might even be the case for a single NFA atom.
An instantiated C2RPQ is a C2RPQ in which all free variables have been replaced
with constants. We write φ(a) to indicate that the constants in the instantiated C2RPQ
are exactly a. When working with instantiated C2RPQs, we drop existential quantifiers,
assuming that all variables are implicitly existentially quantified. For brevity, we often
omit the word ‘instantiated’ and only speak of C2RPQs. We speak of terms to mean
both variables and constants, and we denote terms with t.
Let φ(a) be a connected C2RPQ, ∆ be a domain, and s ≥ 1. A (∆, s)-subdivision
of an atom A(t, t′) ∈ φ(a) is a set of atoms
A[F/{q1}](t, b1),A[q0/q1, F/{q2}](b1, b2), . . . ,A[q0/qk−1, F/{qk}](bk−1, bk),A[q0/qk](bk, t′)
where q1, . . . , qk are states of A, k ≤ s, and b1, . . . , bk are constants from ∆. A C2RPQ
ψ(a′) is a (∆, s)-subdivision of φ(a) if it is obtained from φ(a) by replacing zero or
more NFA atoms with (∆, s)-subdivisions. Let ψ(a′) be a (∆, s)-subdivision of φ(a). A
splitting of ψ(a′) is a sequence ψ0(a0), . . . , ψℓ(aℓ), ℓ ≥ 0, of C2RPQs that is a partition
of ψ(a′) (viewed as a set of atoms) where we also allow the special case that ψ0(a0)
is empty (and thus ψ1(a1), . . . , ψℓ(aℓ) is the actual partition). We require that the
following conditions are satisfied:
1. ψ1(a1), . . . , ψℓ(aℓ) are connected;
2. var(ψi(ai)) ∩ var(ψj(aj)) ⊆ var(ψ0(a0)) for 1 ≤ i < j ≤ ℓ;
3. each of ψ1(a1), . . . , ψℓ(aℓ) contains at most one atom from each subdivision of an
atom in φ(a).
Intuitively, the ϑ0(a) component of a splitting is the part of ψ(a′) that maps into
a bag that we are currently focussing on while the other components are pushed to
neighboring bags.
Example 5.2.1. Consider q(a) = {A(a, y), T (a, z), Q(a, y, z)} with A =
0 1
R
R,S . Let ∆ = {a, b, c} and Aij = A[0/i, F/j]. An example for a (∆, 2)-
subdivision of A(a, y) is {A01(a, b),A11(b, b),A11(b, y)}, which yields the following
(∆, 2)-subdivision of φ(a): ψ(a, b) = {A01(a, b),A11(b, b),A11(b, y), T (a, z), Q(a, y, z)}.
ψ(a, b) admits a splitting into ψ0, ψ1 as follows: ψ0(a, b) = {A01(a, b),A11(b, b), T (a, z)}
and ψ1(a, b) = {A11(b, y), Q(y, z, a)}.
The query closure qcl(φ0,∆, s) is defined as the smallest set such that the following
conditions are satisfied:
• if φ(x) ∈ cl(φ0) is a C2RPQ and a ∈ ∆, then φ(a) ∈ qcl(φ0,∆, s);
• if φ(a) ∈ qcl(φ0,∆, s), ψ(a′) is a (∆, s)-subdivision of φ(a), ψ0(a0), . . . , ψℓ(aℓ) is
a splitting of ψ(a′), 1 ≤ i ≤ ℓ, and ψ′i(a′i) is obtained from ψi(ai) by consistently
replacing zero or more variables with constants from ∆, then ψ′i(a′i) ∈ qcl(φ0,∆, s).
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Lemma 5.2.3. The cardinality of qcl(φ0,∆, s) is bounded by p · (a2dm)m′, where p is
the number of C2RPQs in φ0, a the maximal number of states in an NFA in φ0, d the
cardinality of ∆, m the width of φ0, and m′ the atom width of φ0.
Proof. Each query in qcl(φ0,∆, s) can be obtained from a C2RPQ φ(x) ∈ cl(φ0)
by first dropping atoms, then replacing NFA atoms A(t, t′) with an atom A′(tˆ, tˆ′) where
A′ is obtained from A by replacing the initial state and replacing the set of final states
with a single state, tˆ is t or a fresh constant, and tˆ′ is t′ or a fresh constant, and finally
replacing existentially quantified variables with constants from ∆; to see this, it is
important to consider Condition 3 of splittings and to note that the ψ0-component of
splittings is not included in qcl(φ0,∆, s). Thus the number of atoms in each query in
qcl(φ0,∆, s) is at most m′. Furthermore, each atom can take on a2dm variations by
replacing NFA states as described and/or replacing variables with constants. Thus each
of the p C2RPQs φ(x) ∈ cl(φ0) contributes at most (a2dm)m′ C2RPQs to qcl(φ0,∆, s).
❏
We are almost ready to define witness trees. The following notion of a homomorphism
is more local than the ones used so far as it only concerns a single bag rather than the
entire tree-like structure. Let (T, bag, τ) be a type decorated tree-like structure, w ∈ T ,
A an NFA, and a, b ∈ dom(w). We write bag(w), τ |= A(a, b) if bag(w) |= A(a, b) with
the semantics of tests reinterpreted: instead of demanding bag(w) |= φ(a′) for a test
φ(x)? to hold at an element a′, we now require that φ(x) ∈ τ(a′). Let φ(a) be a C2RPQ.
A homomorphism from φ(a) to bag(w) given τ is a function h : a ∪ var(φ)→ dom(w)
such that the following conditions are satisfied:
• h(a) = a for each a ∈ a;
• h(t) ∈ Rbag(w) for each R(t) ∈ φ(a);
• bag(w), τ |= A(h(t), h(t′)) for each A(t, t′) ∈ φ(a).
Let n be the size of φ0, a ∈ dom(T, bag), and φ(x) ∈ cl(φ0) a C2RPQ. A wit-
ness tree for φ(a) in (T, bag, τ) is a finite labeled tree (W,σ) with σ : W → T ×
qcl(φ0, dom(T, bag), n2) such that the root is labeled with σ(ε) = (w,φ(a)) for some
w ∈ T with a ∈ dom(w) and the following conditions are satisfied for all u ∈W :
(∗) if σ(u) = (w,ψ(a)), then there is a (dom(w), n2)-subdivision ϑ′(a) of ψ(a), a
splitting ϑ0(a0), . . . , ϑℓ(aℓ) of ϑ′(a), a homomorphism h from ϑ0(a0) to bag(w)
given τ , and successors u1, . . . , uℓ of u such that σ(ui) = (wi, ϑ′i(a′i)) for 1 ≤ i ≤ ℓ,
where each wi is a neighbor of w in T with a′i ⊆ dom(wi) and ϑ′i(a′i) is obtained
from ϑi(ai) by replacing each variable x in the domain of h with the constant
h(x).
Informally, a witness tree decomposes a homomorphism h from φ(x) to AT,bag into
local ‘chunks’, each of which concerns only a single bag. In particular, the splitting
ϑ0(a0), . . . , ϑk(ak) in (∗) breaks the current C2RPQ down into components that are
satisfied in different parts of the tree-like structure.We need to first subdivide since
satisfaction of NFA atoms is witnessed by an entire path, and this path can pass
through the current node several times. Fortunately, the number of points introduced
in a subdivision can be bounded: we can w.l.o.g. choose a shortest path and such a
path can pass through w at most once for each element in dom(w) and each state of
the automaton A, thus we need at most n2 points in subdivisions.
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Lemma 5.2.4. Let (T, bag, τ) be a type decorated tree-like structure, φ(x) ∈ cl(φ0)
a C2RPQ, and a ∈ dom(T, bag). Then there is a homomorphism h from φ(x) to
(T, bag, τ) with h(x) = a iff there is a witness tree for φ(a) in (T, bag, τ).
Proof. (⇒) Let h be a homomorphism from φ(x) to (T, bag, τ) with h(x) = a.
We inductively construct a witness tree (W,σ) for φ(a) in (T, bag, τ). During the
construction, we maintain the following invariants for all nodes u ∈ W with σ(u) =
(w,ψ(a)):
(i) for all R(t) ∈ ψ(a)), we have h(t) ∈ RA(T,bag) ;
(ii) for all A(t, t′) ∈ ψ(a), we have A(T,bag), τ |= A(h(t), h(t′)).
We start the construction with setting σ(ε) = (w,φ(a)) for some w ∈ T with
a ∈ dom(w), obviously satisfying (i) and (ii).
Then, apply the following step exhaustively. Let u ∈ W be an unprocessed node
in the witness tree constructed so far, and assume that σ(u) = (w,ψ(a)). First,
assign to each constant a ∈ dom(T, bag) \ dom(w) the (uniquely defined) value κ(a) ∈
{−1, 1, . . . ,m}, m the outdegree of T , such that w · κ(a) lies on the shortest path from
w to the unique world where a appears for the first time in (T, bag).
We use the mapping κ to assign atoms occurring in (a subdivision of) ψ(a) to
neighboring nodes of w, intuitively, to reflect where h maps different parts of ψ(a).
Formally, we use queries ψ−1(b−1), . . . , ψℓ(bℓ), initialized with ∅, where ψi(bi) collects
the parts of ψ(a) which are sent to w · i, for all i. We process all atoms in ψ(a) as
follows:
1. For each atom R(t) ∈ ψ(a), by invariant (i), we can fix a v ∈ T with h(t) ∈ Rbag(v)
which has minimal distance to w. We distinguish three cases:
(a) if h(t) ∈ Rbag(w), then add R(t) to ψ0;
(b) if h(t) ⊆ dom(w) and h(t) /∈ Rbag(w), then add R(t) to ψi where i is the
(unique) number such that w · i is on the shortest path to v;
(c) if h(t) ̸⊆ dom(w), add R(t) to ψi where i = κ(h(x)) for some x ∈ t with
h(x) /∈ dom(w). It is important to note that i is uniquely defined in this
way. Indeed, assume two variables x, y ∈ t with h(x), h(y) /∈ dom(w) and
κ(h(x)) ̸= κ(h(y)). Then, one of w · κ(h(x)) and w · κ(h(y)) does not lie on
the shortest path from w to v, say the latter. However, by the connectedness
property of tree decompositions, we know that then h(y) appears in dom(w),
a contradiction.
2. For an atom A(t, t′) ∈ ψ(a), by invariant (ii), we can fix sequences a1, . . . , an and
s0, . . . , sn, and a word ν1 · · · νn−1 ∈ L(A) of minimal length such that a1 = h(t),
an = h(t′), s0 = q0, sn ∈ F , (si, νi, si+1) ∈ ∆, for all i ∈ {1, . . . , n − 1},
(ai, ai+1) ∈ RA(T,bag,τ) if νi = R, (ai+1, ai) ∈ RA(T,bag,τ) if νi = R−, and θ(x) ∈ τ(ai)
and ai+1 = ai if νi = θ(x)?. Let I be the set of all i ∈ {1, . . . , n} such that
ai ∈ dom(w).
If I = ∅, then t, t′ are variables with κ(h(t)) = κ(h(t′)). Add A(t, t′) to ψκ(h(t)).
Otherwise, that is, I ̸= ∅, let i1 < . . . < ik be a linear order of the elements in I.
If a1 /∈ dom(w) and thus 1 /∈ I, then add A[F/{si1+1}](t, ai1) to ψκ(a1), and, if
an /∈ dom(w) and thus n /∈ I, then add A[q0/sik ](aik , t′) to ψκ(an). Moreover, for
each j ∈ {1, . . . , k} such that νij is not a test θ(x)? do:
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• if νij = R and (aij , aij+1) ∈ Rbag(w), then add A[q0/sij , F/{sij+1}](aij , aij+1)
to ψ0;
• if νij = R and (aij , aij+1) /∈ Rbag(w), then add A[q0/sij , F/{sij+1}](aij , aij+1)
to ψi, where i = κ(aij+1);
• if νij = R− and (aij+1, aij ) ∈ Rbag(w), then addA[q0/sij , F/{sij+1}](aij , aij+1)
to ψ0;
• if νij = R− and (aij+1, aij ) /∈ Rbag(w), then addA[q0/sij , F/{sij+1}](aij , aij+1)
to ψi, where i = κ(aij+1).
It is crucial that in Step 2 the cardinality of I is bounded by m2, m the size of φ0. More
precisely, in sequences a1, . . . , an and s0, . . . , sn of minimal length, there are no i < j
such that ai = aj and si = sj , as otherwise we can obtain shorter sequences by dropping
ai+1, . . . , aj and si+1, . . . , sj . As both dom(w) and the number of states in A is bounded
by m, the claimed bound follows. It should thus be clear that ϑ(a) = ⋃i ψi(bi) is a
subdivision of ψ(a).
Note that the ψi(bi) need not be connected. Define a splitting ϑ0(a0), . . . , ϑℓ(aℓ)
of ϑ(a) by setting ϑ0(a0) = ψ0(b0), and including, for each i ∈ {−1, 1, . . . ,m}, each
connected component ψ′(a′) of ψi(bi) in the sequence. By construction, h is a homo-
morphism from ϑ0(a0) to bag(w) given τ . Finally, extend the witness tree by adding,
for each ϑi(ai), 1 ≤ i ≤ ℓ, a successor ui of u with σ(ui) = (w · j, ϑ′i(a′i)) where j is
such that ϑi(ai) ⊆ ψj(bj) and ϑ′i(a′i) is obtained from ϑi(ai) by replacing each variable
x in the domain of h with h(x). By construction, u satisfies (∗). Moreover, it is routine
to verify that invariants (i) and (ii) are preserved.
It remains to argue that the described process results in a finite tree. Clearly, the
constructed tree is finitely branching. For finite depth, consider first atoms of the
form R(t) ∈ φ(a). In Step 1, these atoms are always ‘sent’ to a closest v such that
h(t) ∈ Rbag(v) (Items 1b and 1c). This v is reached after finitely many steps. Consider
now atoms of the form A(t, t′). Assume some atom A(t0, t′0) is obtained in Step 2
applied to A(t, t′) and that A(t0, t1) ∈ ϑi(ai). Let A(t′0, t′1) be the corresponding atom
in ϑ′i(a′i). Then, by the minimality condition, the witnessing sequences selected in
Step 2 when applied to A(t′0, t′1) while processing ϑ′i(a′i) is strictly shorter than the
witnessing sequence for A(t, t′). Thus, finite depth follows.
(⇐) Let (W,σ) be a witness tree for φ(a) in (T, bag, τ). We inductively construct a
homomorphism h from φ(x) to (T, bag, τ) such that h(x) = a.
Start with h(x) = a. Then apply the following rule exhaustively. Let u ∈W be a
node in the witness tree with σ(u) = (w,ψ(a)) such that all predecessor nodes have
been processed. Let g be the homomorphism witnessing Condition (∗) for u, and define
h(z) = g(z) for all z in the domain of g but not in the domain of h.
It is a consequence of Condition 2 of splittings and (∗), that h is well-defined. We
show that the result h of this process is a homomorphism from φ(x) to (T, bag, τ).
• Consider first atoms of the form R(t). We prove by induction that, if R(t) ∈ ψ(a)
for some u ∈ W with σ(u) = (w,ψ(a)), then h(t) ∈ RA(T,bag) . The induction
base is the case when R(t) is put into ϑ0(a) by (∗). By definition of h, we know
h(t) ∈ Rbag(w), thus also h(t) ∈ RA(T,bag) . In the induction step, let R(t) ∈ ψ(a),
but in (∗) the atom R(t) is put into ϑi(ai) for some i > 0. By the definition of,
R(t′) ∈ ϑ′i(a′) where t′ is obtained from t by instantiating some variables z ∈ t
with h(z). By induction, we know that h(t′) ∈ RA(T,bag) , thus also h(t) ∈ RA(T,bag) .
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• Consider now atoms of the form A(t, t′). We prove by induction that, if A(t, t′) ∈
ψ(a) for some u ∈ W with σ(u) = (w,ψ(a)), then A(T,bag), τ |= A(h(t), h(t′)).
The induction base is the case when A(t, t′) is put into ϑ0(a0) by (∗). By (∗)
and the definition of h, we know that h is a homomorphism from A(t, t′) to
bag(w), hence bag(w), τ |= A(h(t), h(t′)) and thus A(T,bag), τ |= A(h(t), h(t′)). In
the induction step, the atom A(t, t′) is subdivided into atoms, say α1, . . . , αk.
However, by definition of subdivisions and by (∗), it is straightforward to prove
that A(T,bag), τ |= A(h(t), h(t′)) given that A(T,bag), τ |= αi for all i, by induction
hypothesis.
❏
5.3 Decidability and Complexity
We now reduce satisfiability of UNFOreg sentences to the nonemptiness problem of two-
way alternating tree automata. We start discussing the encoding of tree-like structures
as an input to automata and then show the automata constructions.
Encoding of tree-like structures. Let φ0 be a normal UNFOreg sentence whose satisfi-
ability we want to decide. By Lemma 5.2.2, this corresponds to deciding the existence
of a proper type decorated tree-like structure for φ0 (of certain dimensions) and thus
our aim is to build a 2ATA A such that L(A) ̸= ∅ if and only if there is such a structure.
2ATAs cannot run directly on tree-like structures because the labeling of the underlying
trees is not finite: we have already shown that UNFOreg does not have the finite model
property and thus it might be necessary that infinitely many elements occur in the
bags. We therefore use an appropriate encoding that ‘reuses’ element names so that we
can make do with finitely many element names overall, similar to what has been done,
for example, in [GW99, ABBV16].
Let R1, . . . , Rℓ be the predicate symbols that occur in φ0 and let m be the width
of φ0. Fix a finite set ∆ with 2m elements and define Σ to be the set of all pairs (bag, τ)
such that bag = (A,Rbag1 , . . . , R
bag
ℓ ) is a structure that satisfies A ⊆ ∆ and |A| ≤ m,
and τ : A→ TP(φ0) is a map that assigns a 1-type to every element in bag.
Let (T, L) be a Σ-labeled tree. For convenience, we use bagw to refer to the first
component of L(w) and τw to refer to the second component, that is, L(w) = (bagw, τw).
Moreover, domw is shorthand for dom(bagw). For an element d ∈ ∆, we say that
v, w ∈ T are d-equivalent if d ∈ domu for all u on the unique shortest path from v
to w. Informally, this means that d represents the same element in bagv and in bagw.
In case that d ∈ domw, we use [w]d to denote the set of all v that are d-equivalent
to w. We say that (T, L) is type consistent if, for all d ∈ ∆ and all d-equivalent
v, w ∈ T , τv(d) = τw(d). Each type consistent (T, L) represents a type decorated
tree-like structure (T, bag′, τ ′) of width at most m as follows. The domain of A(T ′,bag′)
is the set of all equivalence classes [w]d with w ∈ T and d ∈ domw. The function τ ′ maps
each domain element [w]d to τw(d), which is well-defined since (T, L) is type consistent.
Finally, for every w ∈ T , the structure bag′(w) = (A(w), Rbag(w)1 , . . . , Rbag(w)ℓ ) is defined
by:
A(w) = {[w]d | d ∈ domw},
R
bag′(w)
i = {([w]d1 , . . . , [w]dj ) | (d1, . . . , dj) ∈ Rbagwi } for 1 ≤ i ≤ ℓ.
Conversely, for every type decorated tree-like structure (T, bag, τ) of width m, there is
a Σ-labeled tree (T, L) that represents a type decorated tree-like structure (T, bag′, τ ′)
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such that there is an isomorphism π between A(T,bag) and A(T,bag′) that satisfies τ(d) =
τ ′(π(d)), for all d ∈ dom(T, bag). In fact, since ∆ is of size 2m, it is possible to
select a mapping π : dom(T, bag) → ∆ such that for each w ∈ T \ {ε} and each
d ∈ dom(w) \ dom(w · −1), we have π(d) /∈ {π(e) | e ∈ dom(w · −1)}. Define the
Σ-labeled tree (T, L) by setting, for all w ∈ T , bagw to the image of bag(w) under π
and τw to the map defined by τw(h(d)) = τ(d), for all d ∈ domw. Clearly, π satisfies
the desired properties.
The notion of a witness tree carries over straightforwardly from type decorated
tree-like structures to type consistent Σ-labeled trees. In fact, one only needs to
replace τ with τw in Condition (∗). Then, there is a witness tree for φ(a) in a type
consistent (T, L) iff there is a witness tree for φ(a) in the type decorated tree-like
structure (T, bag′, τ ′) represented by (T, L). The notion of properness also carries over
straightforwardly. For easier reference, we spell it out explicitly below, and also replace
the homomorphisms from the original formulation by witness trees as suggested by
Lemma 5.2.4. A type consistent Σ-labeled tree (T, L) is proper if for all w ∈ T and
a ∈ domw,
1′. for all ∃xφ(x) ∈ cl(φ0), ∃xφ(x) ∈ τw(a) iff there is a v ∈ T , b ∈ domv with
φ(x) ∈ τv(b);
2′. for all C2RPQs φ(x) ∈ cl(φ0), φ(x) ∈ τw(a) iff there is a witness tree for φ(a) in
(T, L).
It is straightforward to verify that (T, L) is proper iff the type decorated tree-like
structure (T, bag′, τ ′) represented by (T, L) is proper. Thus, our aim is to build a 2ATA
A that accepts exactly the proper type consistent Σ-labeled trees (T, L) such that
φ0 ∈ τw(a) for some w ∈ T and a ∈ domw.
Automata construction. Let n be the size of φ0, k = n2+n the bound on the outdegree
from Lemma 5.2.2, and assume from now on that the automata run over k-ary Σ-labeled
trees. It is straightforward to construct a 2ATA A0 that accepts (T, L) iff it is type
consistent and satisfies Condition 1′ of properness and the condition that φ0 ∈ τw(a) for
some w ∈ T and a ∈ domw. The number of states of the automaton is linear in the size
of φ0; details are omitted. We next show how to construct a 2ATA A1 = (Q,Σ, q0, δ, F )
that accepts a type consistent (T, L) iff Condition 2′ is satisfied. The automaton uses
the set of states
Q = {q0} ∪ {φ(a), φ(a) | φ(a) ∈ qcl(φ0,∆, n2)}.
where states of the form φ(a) are used to verify the ‘only if’ part of Condition 2′ while
states of the form φ(a) are used to verify the contrapositive of the ‘if’ part, that is,
whenever a C2RPQ φ(x) ∈ cl(φ0) is not in τw(a), then there is no witness tree for φ(a)
in (T, L).
Starting from the initial state, A1 loops over all nodes and domain elements using
the following transitions, for all (bag, τ) ∈ Σ:
δ(q0, (bag, τ)) =
⋀
1≤i≤k
(i, q0) ∧
⋀
a∈dom(bag)
( ⋀
φ(x)∈τ(a),
φ(x) a C2RPQ
φ(a) ∧
⋀
¬φ(x)∈τ(a),
φ(x) a C2RPQ
φ(a)
)
We next give transitions for states of the form φ(a) ∈ qcl(φ0,∆, n2). Informally, if the
automaton visits a node w in state φ(a), then this is an obligation to show that there
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is a witness tree whose root is labeled with (w,φ(a)). In particular, the automaton
has to demonstrate that there are suitable successors for the root of the witness tree,
implementing Condition (∗). For a more concise definition of the transitions, we
first establish a suitable notation. Let φ(a), ϑ1(a1), . . . , ϑℓ(aℓ) ∈ qcl(φ0,∆, n2) and
(bag, τ) ∈ Σ. We write φ(a)→(bag,τ) ϑ1(a1), . . . , ϑℓ(aℓ) if there is a (∆, n2)-subdivision
ϑ(a′) of φ(a), a splitting ϑ′0(a′0), . . . , ϑ′ℓ(a′ℓ) of ϑ(a′), a homomorphism h from ϑ′0(a′0)
to bag given τ , and ϑi(ai) is obtained from ϑ′i(a′i) by replacing each variable x in
the domain of h with the constant h(x); please note that this is an essential part of
Condition (∗). Then, we include for each φ(a) ∈ qcl(φ0,∆, n2) and each (bag, τ) ∈ Σ
the transition
δ(φ(a), (bag, τ)) =
⋁
φ(a)→(bag,τ)ϑ1(a1),...,ϑℓ(aℓ)
⋀
1≤i≤ℓ
⋁
j∈[k]\{0}
(j, ϑi(ai))
if a ⊆ dom(bag) and set δ(φ(a), (bag, τ)) = false otherwise. States of the form φ(a) are
treated dually, that is, using the transitions
δ(φ(a), (bag, τ)) =
⋀
φ(a)→(bag,τ)ϑ1(a1),...,ϑℓ(aℓ)
⋁
1≤i≤ℓ
⋀
j∈[k]\{0}
(j, ϑi(ai))
if a ⊆ dom(bag) and setting δ(φ(a), (bag, τ)) = true otherwise.
To ensure that the witness trees constructed by the states of the form φ(a) are
finite, we use the parity condition F = G1, G2 with G1 = qcl(φ0,∆, n2) and G2 = Q.
From an accepting run of A1 on an input tree (T, L), one can extract the witness
trees that are required to show that the ‘only if’ direction of Condition 2′ is satisfied.
Moreover, the run demonstrates that the witness trees forbidden by the ‘if’ direction
do not exist. We thus obtain the following.
Lemma 5.3.1. The UNFOreg sentence φ0 is satisfiable iff L(A0)∩L(A1) is not empty.
Putting together Lemmas 5.2.1, 5.2.3, and 5.3.1, it follows that satisfiability
in UNFOreg is in 2ExpTime. The corresponding lower bound is inherited from
UNFO [tCS13].
Theorem 5.3.2. In UNFOreg, satisfiability is 2ExpTime-complete.
Proof. The lower bound follows from that for UNFO [tCS13]. For the upper
bound, let φ be a UNFOreg sentence of size n. By Lemma 5.2.1, we can transform φ
into an equivalent normal UNFOreg sentence φ0 whose width m and atom width m′
are polynomial in n and whose size is single exponential in n. Note that the number of
1-types for φ0 is double exponential in n and that, by the bounds stated in Lemma 5.2.1
and by Lemma 5.2.3, the cardinality of qcl(φ0,∆, n2) is single exponential in n.
We then build A0 and A1 for φ0 as described above. The number of states of A0 is
exponential in n and, by the bound on qcl(φ0,∆, n2) stated above, the same is true for
the number of states of A1. The alphabet Σ is of cardinality double exponential in n.
The transition functions of A0 and A1 can be computed in time double exponential
in n. Constructing the intersection 2ATA does not increase the number of states. In
summary, the final 2ATA A can be constructed in time double exponential in n and has
single exponentially many states in n. The number of sets in the parity condition is a
constant. Consequently, nonemptiness of A can be decided in time double exponential
in φ. ❏
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5.4 OMQ Evaluation and Containment
We study the computational complexity of OMQ evaluation and OMQ containment in
(UNFOreg,UC2RPQ). Recall that the complexity of OMQ evaluation can be measured
in different ways. In combined complexity, both the OMQ and the database on which it
is evaluated are considered to be an input. In data complexity, the OMQ is fixed and
the database is the only input. We first state our main result regarding the combined
complexity of OMQ evaluation and the complexity of OMQ containment.
Theorem 5.4.1. In (UNFOreg,UC2RPQ),
1. OMQ evaluation is 2ExpTime-complete in combined complexity and
2. OMQ containment is 2ExpTime-complete.
The upper bounds in Theorem 5.4.1 are a consequence of Lemmas 5.1.1 and 5.1.2
and Theorem 5.3.2. The lower bounds hold already when predicates are at most binary.
For Point 1 this follows from the fact that OMQ evaluation is 2ExpTime-hard even for
OMQs from the class (ALCI,CQ) where the ontology is formulated in the description
logic ALCI, a fragment of UNFO with only unary and binary predicates, and the
actual query is a CQ [Lut08]. The same is true for Point 2 since in (ALCI,CQ), OMQ
evaluation can be reduced in polynomial time to OMQ containment in a straightforward
way.
5.4.1 Data Complexity
We next study the data complexity of (UNFOreg,UC2RPQ). A coNP lower bound is
again inherited from (rather small) fragments of (UNFOreg,C2RPQ) [KL07, CDL+13].
We give a coNP upper bound, thus establishing the following.
Theorem 5.4.2. OMQ evaluation in (UNFOreg,UC2RPQ) is coNP-complete in data
complexity.
Instead of directly considering OMQ evaluation, we work with a problem that we
call database satisfiability. A database D is satisfiable with an UNFOreg sentence φ
if there is a model of φ that extends D. Let φ be an UNFOreg sentence and Σ a set
of predicate symbols. The database satisfiability problem associated with φ and Σ is
to decide, given a Σ-database D, whether D is satisfiable with φ. Note that OMQ
evaluation can be reduced in polynomial time to Boolean OMQ evaluation as in the
proof of Lemma 5.1.1. Moreover, for a Boolean OMQ Q = (O,Σ, q) and a Σ-database
D, D ̸|= Q iff D is satisfiable with O ∧ ¬q. Consequently, a coNP upper bound for
OMQ evaluation in (UNFOreg,UC2RPQ) can be proved by establishing an NP upper
bound for database satisfiability in UNFOreg.
Let φ0 be an UNFOreg formula and Σ a set of predicate symbols. We may assume
w.l.o.g. that φ0 is normal and that every symbol from Σ occurs in φ0. Subdivisions
and splittings, defined as in Section 5.2, shall again play an inportant role. However,
instead of subdividing an atom A(t, t′) into at most n2 many atoms, we use at most
two intermediary points. Informally, this splits a witnessing path for A(t, t′) into three
parts: the first part is from t to the first element from D that appears on the path, the
third subdivision atom represents the part from the last element from D that appears
on the path to t′, and the second atom represents the remaining middle part of the
path.
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We use ecl(φ0) to denote the union of cl(φ0) and qcl(φ0), closed under single negation,
where qcl(φ0) is qcl(φ0, {x}, 2) extended with the set of all A[q0/s, F/{s′}](x, x) such
that A is an NFA that occurs in φ0 and s, s′ are states in A. An extended 1-type for
φ0 is a subset t ⊆ ecl(φ0) such that t satisfies the conditions for being a 1-type from
Section 5.2. We denote with eTP(φ0) the set of all extended 1-types for φ0.
LetD be a Σ-database. A type decoration for D is a mapping τ : dom(D)→ eTP(φ0).
We writeD, τ |= A(a, b) ifD |= A(a, b) with the semantics of tests reinterpreted: instead
of demanding D |= φ(a′) for a test φ(x)? to hold at an element a′, we now require that
φ(x) ∈ τ(a′). Let φ(a) be an (instantiated) C2RPQ. A homomorphism from φ(a) to
D given τ is a function h : a ∪ var(φ)→ dom(D) such that the following conditions are
satisfied: h(a) = a, h(t) ∈ RD for each R(t) ∈ φ(a), and for each A(t, t′) ∈ φ(a), there
are a1, . . . , an ∈ dom(D) and states s0, . . . , sn from A, and a word ν1 · · · νn−1 from the
alphabet of A such that
(a) a1 = h(t), an = h(t′), s0 = q0, and sn ∈ F ,
(b) (ai, ai+1) ∈ RD if νi = R, (ai+1, ai) ∈ RD if νi = R−, and θ(x) ∈ τ(ai) and
ai+1 = ai if νi = θ(x)?, for 1 ≤ i < n, and
(c) (s, νi, si+1) ∈ ∆ for some s with A[q0/si, F/{s}](x, x) ∈ τ(ai+1), for 0 ≤ i < n.
Note that Condition (c) admits the spontaneous change from state si to state s at
ai+1, without reading any of the νj symbols, when the atom A[q0/si, F/{s}](x, x) is
contained in τ(ai+1), asserting that we can indeed get from si to s starting at ai+1 and
cycling back there while reading some unknown subword.
A type decoration τ is called proper if for all a ∈ dom(D), the following hold:
1. ⋀ψ(x)∈τ(a) ψ(a) is satisfiable;
2. ∃xφ(x) ∈ τ(a) iff ∃xφ(x) ∈ τ(b), for all a, b ∈ dom(D) and all ∃xφ(x) ∈ cl(φ0);
3. if ¬ψ(x) ∈ τ(a) for some ψ(x) ∈ qcl(φ0), then for each (dom(D), 2)-subdivision
ϑ(a) of ψ(a) and each splitting ϑ0(a0), ϑ1(a1), . . . , ϑℓ(aℓ) of ϑ(a) such that there
is a homomorphism h from ϑ0(a0) to D given τ , there is an i ∈ {1, . . . , k} such
that ¬ϑi(x) ∈ τ(ai).
Our NP procedure for database satisfiability is, given a Σ-database D, to guess a
type decoration τ for D and to then verify in deterministic polynomial time that D
is proper. Note that the size of a type decoration is O(c · |D|) for some constant
c. The satisfiability checks in Point 1 of properness concern sentences whose size is
independent of D, thus they need only constant time. Point 2 can be checked in time
quadratic in the size of D. For Point 3, note that there are only polynomially many
(dom(D), 2)-subdivisions and splittings (in the size of D). To check the existence of
the required homomorphism h, we can go through all candidates, directly verifying the
homomorphism condition for relational atoms and proceedings as follows for NFA atoms:
first extend D by exhaustively adding ‘implied facts’ of the form A(a, b), also taking
into account assertions of the form A[q0/si, F/{s}](x, x) that occur in τ -labels, as in
Condition (c) above, and then treat NFA atoms like relational atoms. The following
lemma finishes the proof of Theorem 5.4.2.
Lemma 5.4.3. D is satisfiable with φ0 iff D has a proper type decoration τ such that
φ0 ∈ τ(a0) for some a0 ∈ dom(D).
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Proof. The ‘only if’ direction is rather straightforward. Let A be a model of D
and φ0. Then we can define, for every a ∈ dom(D),
τ(a) = {φ(x) ∈ ecl(φ0) | A |= φ(a)}.
We aim to show that τ is a proper type decoration of D and that φ0 ∈ τ(a0), for some
a0 ∈ D. The latter is clear as, by assumption, A |= φ0. We verify Point 1 to 3 of
properness. Points 1 and 2 are clear as τ(a) is read off from a model of τ(a). Assume
to the contrary of what we aim to show that Point 3 is violated. Then there is an
a ∈ dom(D), a ¬ψ(x) ∈ τ(a) for some ψ(x) ∈ qcl(φ0), a subdivision ϑ(a) of ψ(a), a
splitting ϑ0(a0), ϑ1(a1), . . . , ϑk(kk) of ϑ(a) and a homomorphism h from ϑ0(a0) to D
given τ , such that ¬ϑi(x) /∈ τ(ai), for all 1 ≤ i ≤ k. By definition of τ , we get that
A |= ϑi(ai), for all i. It can be verified that this implies A |= ψ(a), in contradiction to
¬ψ(x) ∈ τ(a). Thus, τ is proper.
Now for the ‘if’ direction. Assume that D has a proper type decoration τ . Then we
find, for each a ∈ dom(D), a model Aa of the formula in Point 1 of the definition of
properness. We assume w.l.o.g. that the domains of Aa and Ab are disjoint when a ̸= b
and that each Aa shares with D only the constant a. Let A be obtained by taking the
union of D and all models Aa. Clearly, A is a model of D. It thus remains to show
that it is also a model of φ0. We start with an auxiliary claim.
Claim. For all a ∈ dom(D), b ∈ dom(Aa), and for all φ(x) ∈ ecl(φ0) with a free
variable x, we have Aa |= φ(b) iff A |= φ(b).
Proof of the Claim. The proof is by induction on the structure of φ(x). Since
φ0 is normal, there are three cases: negation ¬φ(x), unary disjunction φ(x) ∨ ψ(x),
and C2RPQs φ(x). Negation and unary disjunction are immediate; we consider only
C2RPQs.
Let φ(x) ∈ ecl(φ0) be a C2RPQ. For (⇒), assume that Aa |= φ(b), that is, there is
a mapping h : var(φ)→ dom(Aa) such that h(x) = b and
• h(x) ∈ RAa for all R(x) ∈ φ(x), and
• Aa |= A(h(z), h(z′)) for all A(z, z′) ∈ φ(x).
By definition of A and the induction hypothesis applied to tests in A(z, z′), we also
have
• h(x) ∈ RA for all R(x) ∈ φ(x), and
• A |= A(h(z), h(z′)) for all A(z, z′) ∈ φ(x).
Thus, we obtain A |= φ(b).
For (⇐), assume that A |= φ(b), that is, there is a mapping h : var(φ)→ dom(A)
such that h(x) = b and
• h(x) ∈ RA for all R(x) ∈ φ(x), and
• A |= A(h(z), h(z′)) for all A(z, z′) ∈ φ(x).
Fix a ∈ dom(D) such that b ∈ dom(Aa), and let U = {a} ∪ (dom(A) \ dom(Aa)). We
first define a query ψ0(x), which intuitively contains those parts of φ that are mapped
to U by h (that is, outside Aa); the free variable x ‘represents’ the domain element a.
Formally, we process φ(x) as follows:
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1. for all R(x) ∈ φ(x) with h(x) ̸⊆ dom(Aa), we have, by construction of A, that
h(x) ⊆ U . In this case, we include R(x′) in ψ0(x), where x′ is obtained from x
by renaming every y ∈ x satisfying h(y) = a with x.
2. for all A(z, z′) ∈ φ(x), there are sequences a1, . . . , an, s0, . . . , sn, and a word
ν1 · · · νn−1 ∈ L(A) such that a1 = h(z), an = h(z′), s0 = q0, sn ∈ F , (si, νi, si+1) ∈
∆, for all i ∈ {1, . . . , n− 1}, (ai, ai+1) ∈ RA if νi = R, (ai+1, ai) ∈ RA if νi = R−,
and θ(x) ∈ τ(ai) and ai+1 = ai if νi = θ(x)?.
For all i, j with 1 ≤ i ≤ j ≤ n such that ai, . . . , aj is a subsequence of a1, . . . , an
maximal with ak ∈ U for all i ≤ k ≤ j, we distinguish four cases:
• if i = 1 and j = n, then add A[F/{sn}](z, z′) to ψ0(x),
• if i = 1 and j ̸= n, then add A[F/{sj−1}](z, x) to ψ0(x),
• if i ̸= 1 and j = n, then add A[q0/si−1, F/{sn}](x, z′) to ψ0(x),
• if i ̸= 1 and j ̸= n, then add A[q0/si−1, F/{sj−1}](x, x) to ψ0.
Note that aj = a in the first, ai = a, in the second, and ai = aj = a in the last
case.
Let ψ1(x), . . . , ψk(x) be all connected components of ψ0(x) with x considered as ‘con-
stant’. It is not hard to see that ψi(x) ∈ qcl(φ0), for every i ∈ {1, . . . , k}.
Assume first that Aa |= ψi(a), for all i ∈ {1, . . . , k}. In this case, we can modify h and
the witnessing sequences to ‘live’ completely in Aa, and thus obtain Aa |= φ(b). Assume
now that Aa ̸|= ψi(a), for some i ∈ {1, . . . , k}. By Point 1, we have ¬ψi(x) ∈ τ(a). We
now derive a contradiction to Point 3 using the mapping h from above. For doing so, we
assume that dom(D) = {b1, . . . , bℓ} and define queries ϑ0(a0), ϑ′1(b1) . . . , ϑ′ℓ(bℓ), where
intuitively ϑ0(a0) contains those atoms from ψi(x) which are mapped to dom(D) by h
while ϑ′i(bi) contains all atoms which are mapped to Abi by h. Formally, we proceed as
follows:
• for all R(x) ∈ ψi(x), we either have h(x) ∈ RD or h(x) ∈ RAbj , for some j. In
the former case, add R(x) to ϑ0(a); in the latter case, add R(x) to ϑ′j(bj), where
x′ is obtained from x by replacing every y ∈ x satisfying h(y) = bj with bj ;
• Let A∗(z, z′) be an atom that was added in Step 2 above, and let ai, . . . , aj and
si−1, . . . , sj be the sub-sequences corresponding to this atom which were assumed
there. Depending on where the sequence ai, . . . , aj lies with respect to dom(D),
we distinguish five cases.
– If {ai, . . . , aj} is disjoint from dom(D), then there is a k such that {ai, . . . , aj} ⊆
dom(Abk). Add A∗(z, z′) to ϑ′k(bk) in this case.
– If {ai, . . . , aj} is not disjoint from dom(D) and ai, aj /∈ dom(D), then let l, u
be the unique numbers with i ≤ l ≤ u ≤ j such that al, au ∈ dom(D) but
ak /∈ dom(D) for all i ≤ k < l and all u < k ≤ j. Moreover, fix k, k′ such that
ai ∈ dom(Abk) and aj ∈ dom(Abk′ ). Note that al = bk and au = bk′ in this
case. Then add A∗[F/{sl−1}](z, al) to ϑ′k(al), A∗[q0/sl−1, F/{su−1}](al, au)
to ϑ0(a0), and A∗[q0/su−1](au, z′) to ϑ′k′(au).
– If ai ∈ dom(D) and aj /∈ dom(D), then let u be the unique number with
i ≤ u ≤ j such that au ∈ dom(D), but ak /∈ dom(D) for all u < k ≤ j, and
fix k such that aj ∈ dom(Abk). Note that au = bk in this case. Then add
A∗[F/{su−1}](ai, au) to ϑ0(a0) and A∗[q0/su−1](au, z′) to ϑ′k(au).
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– If aj ∈ dom(D) and ai /∈ dom(D), then let l be the unique number with
i ≤ l ≤ j such that al ∈ dom(D), but ak /∈ dom(D) for all i ≤ k < l, and
fix k such that ai ∈ dom(Abk). Note that al = bk in this case. Then add
A∗[F/{sl−1}](z, al) to ϑ′k(al) and A∗[q0/sl−1](al, ai) to ϑ0(a0).
– If ai, aj ∈ dom(D), then add A∗(ai, aj) to ϑ0(a0)
Now obtain a sequence ϑ1(a1), . . . , ϑk(ak) by replacing each ϑ′i(bi) with its connected
components. It should be clear that ϑ0(a0), ϑ1(a1) . . . , ϑk(ak) is a splitting of a subdivi-
sion of ψi(a). Moreover, h is a homomorphism from ϑ0(a0) to D given τ . However, by
construction of ϑi(ai), it should be clear that Aai |= ϑi(ai), for all i. Thus, ϑi(x) ∈ τ(ai)
for all i, a contradiction to Condition 3. This finishes the proof of the Claim.
Based on the previous claim, we can establish by structural induction that, for all
sentences φ ∈ ecl(φ0), we have:
φ ∈ τ(a) for all a ∈ dom(D) iff A |= φ.
Note that Condition 2 is used to prove the induction base. As φ0 ∈ τ(a0) for some
a0 ∈ dom(D), this yields the desired A |= φ0. ❏
5.5 Model Checking
We show that model checking in UNFOreg is complete for PNP[O(log2 n)], the class of
problems that can be solved in polyniomial time given access to an NP oracle, but with
only O(log2 n) many oracle calls admitted. It thus has the same complexity as model
checking in UNFO. Formally, the model checking problem for UNFOreg is as follows:
given a finite structure A and a UNFOreg sentence φ, does A |= φ hold? Without tests
in path expressions, UNFOreg model checking can easily be reduced to model checking
in UNFO: simply extend the input structure by exhaustively adding ‘implied facts’
of the form A(a, b) and then replace every A with a fresh binary relation symbol in
both φ and A, obtaining an instance of UNFO model checking. With tests, this does
not work. We would need multiple calls to UNFO model checking, essentially one call
for every subformula inside a test in the input formula, but this bring us outside of
PNP[O(log2 n)]. We thus resort to expanding the PNP[O(log2 n)]upper bound proof from
[tCS13], which is by reduction to a PNP[O(log2 n)]-complete circuit value problem.
Theorem 5.5.1. The UNFOreg model checking problem is PNP[O(log2 n)]-complete.
Proof. The lower bound follows from that for UNFO [tCS13]. For the upper bound,
we give a polynomial-time reduction of the model checking problem for UNFOreg to
a restricted version of the problem ‘Tree Block Satisfaction’, which was shown to be
PNP[O(log2 n)]-complete in [Sch03]. This version, called TB(SAT) in [tCS13], is defined
as follows.
A TB-tree of width k ≥ 1 is a tree consisting of blocks, where each block is a kind of
Boolean circuit that has k outputs and, for each of its n children, has k inputs,1 see
Figure 5.1. The i-th output of a block is determined by the values of its inputs in a
way defined by an existentially quantified Boolean formula (∃QBF) χi of the form
χi = ∃b1c1 . . .bmcmd
(
c1 = inputi1(b1) ∧ . . . ∧ cm = inputim(bm) ∧ ψ
)
, where
1In the general case [Sch03], a block may have additional inputs, which do not connect to children
and are thus inputs of the TB-tree. Our version does not allow this; i.e., we restrict ourselves to
TB-trees without inputs.
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• i1, . . . , im ≤ n;
• each bj is a tuple of log k variables, encoding a number #bj ≤ k;
• inputij (bj) represents the value of the #bj-th output bit of the ij-th child block
(e.g., if #bj = 5, then input2(bj) = y
(2)
5 in Figure 5.1);
• ψ is a Boolean formula using any of the existentially quantified variables.
. . .
χ2χ1 . . . χk
y
(1)
1 . . . y
(1)
k
. . .
y
(n)
1 . . . y
(n)
k
. . .
z1 z2 . . . zk
Figure 5.1: A block in a TB-tree of width k with n children.
TB(SAT) is the following problem: given a TB-tree of width k, does the first output
bit of the root block have value 1? For the reduction, we show how to construct, for a
given UNFOreg sentence φ and structure A, a TB-tree TA,φ such that
TA,φ is a yes-instance of TB(SAT) iff A |= φ. (∗)
Let |dom(A)| = k and assume a linear order on the elements of A from 1 to k. For a
given a ∈ dom(A), we use #a to denote the position of a in this order. We construct
TA,φ of width k via induction on the structure of φ. The construction satisfies the
following invariant: For every subformula ψ(x) of φ with at most one free variable, and
every a ∈ dom(A) with #a = i,
The i-th output gate of TA,ψ(x) is true iff A |= ψ(a). (∗∗)
It is easy to see that (∗∗) implies (∗): just set ψ(x) = φ and i = 1. Furthermore, (∗∗)
is readily checked in every step of the induction.
The shape of each TA,ψ(x) will roughly reflect that of the syntactic tree of ψ(x).
When we construct the ∃QBFs χi of each block, we will use b to denote a vector of
log k variables and #b = i as a shorthand for the Boolean formula expressing that b
represents the binary encoding of i.
Let ψ(x) be a subformula of φ.
Case 1: ψ(x) = ¬ϑ(x). Construct TA,ψ(x) from TA,ϑ(x) by adding a new root block
whose i-th output is defined by the formula that negates the i-th input of the single
child:
χi := ∃bc
(
c = input1(b) ∧ #b = i ∧ c = 0
)
Case 2: ψ(x) is built from atomic formulas and UNFOreg formulas in one free variable
using conjunction, disjunction, and existential quantification. Let y1, . . . , yn be the
variables in ψ(x) that are quantified on the ‘top level’, i.e., outside the scope of any
test in ψ(x). Let ϑ1(z1), . . . , ϑm(zm) the maximal subformulas in one free variable,
where zi ∈ {x, y1, . . . , yn} for all i ≤ m. We can assume w.l.o.g. that the zi are distinct
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and coincide with y1, . . . , ym: if they are not, then one can always introduce additional
quantified variables and equality atoms. We construct TA,ψ(x) from the TA,ϑi(x) by
adding a new root block whose children are the roots of the TA,ϑi(x), and whose i-th
output is defined by the formula
χi := ∃b1c1 . . .bmcm bm+1 . . .bn
( ⋀
j≤m
cj = inputj(bj)
)
∧ χA,
where the bj , cj are used to refer to the values of the subformulas ϑj(yj), the bm+1, . . . ,bn
correspond to the additional yj and χA is obtained from ψ(x) as follows:
• Every subformula ϑj(yj) is replaced by cj .
• Every equational atom x = yj is replaced by #bj = i and yj = yℓ by #bj = #bℓ.
• Every relational atom R(yj1 , . . . , yjℓ) is replaced by a Boolean formula enumerating
all tuples in RA:
⋁
(a1,...,aℓ)∈RA
(
#bj1 = #a1 ∧ . . . ∧ #bjℓ = #aℓ
)
• Every regular atom A(yj , yh) is replaced with the Boolean formula⋁
a,b∈dom(A)
(
#bj = #a ∧ #bh = #b ∧ αA,a,b
)
,
where αA,a,b is an ∃QBF that evaluates to true iff there is a path from element a
to b in A that is accepted by A. After bound renaming, the quantifiers from αA,a,b
can be moved forward such that χi becomes a well-formed ∃QBF. To encode A’s
behavior in αA,a,b, we assume that A = (Q,Σ, q0,∆, F ), where
– Q with |Q| = t is the set of states;
– Σ = {R,R− | R a binary predicate in φ}∪{ϑ(x)? | ϑ(x)? a test in φ} is the
input alphabet;
– q0 is the initial state;
– ∆ ⊆ Q× Σ×Q is the transition relation;
– F ⊆ Q is the set of accepting states.
For every p, q ∈ Q, denote with A[p, q] the NFA obtained from A by setting p to
be the initial state and q to be the only accepting state.
The encoding uses Boolean variables xℓp,q,a,b with ℓ ≤ t · k, p, q ∈ Q, and a, b ∈
dom(A). The truth value of the variable xℓp,q,a,b indicates whether there is a path
of length ℓ from a to b in A that is accepted by A[p, q]. It is clear that, whenever
there is some path from a to b accepted by A[p, q], then there is always a path of
length ≤ t · k because one can always omit loops between two positions in a path
that agree in state and element visited. Therefore the above restriction ℓ ≤ t · k
suffices for a correct modeling of A’s behavior, and the number of variables needed
is polynomial.
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The formula αA,a,b enforces the correct truth values of these variables via induction
on ℓ and requires that some xℓq0,qf ,a,b with qf ∈ F be true:
αA,a,b = ∃b′1,1c′1,1 . . .b′m,kc′m,k ∃
h=0,...,|Q|
p,q∈Q
a,b∈dom(A)
xhp,q,a,b ∃
h=0,...,|Q|
ℓ=1,...,k
q∈Q
a,b∈dom(A)
xh,ℓp,q,a,b
( ⋀
j≤m,ℓ≤k
c′j,ℓ = inputj(b′j,ℓ) ∧#b′j,ℓ = ℓ
)
∧ βA ∧ γA ∧ δA ∧
⋁
ℓ≤t·k
⋁
qf∈F
xℓq0,qf ,a,b ,
where the b′j,ℓ, c′j,ℓ make the values of all ϑj(yj) in all elements of the structure
accessible for evaluating tests in regular atoms, the xh·,·,·,· and x
h,ℓ·,·,· will be used
below to evaluate regular atoms, and the conjuncts βA, γA, δA have the purpose
to set the xℓ·,·,·,· for ℓ = 0, ℓ = 1, and ℓ ≥ 2, respectively. They are defined as
follows.
βA =
⋀
q∈Q
a∈dom(A)
x0q,q,a,a ∧
⋀
p,q∈Q
a,b∈dom(A)
p ̸=q or a̸=b
¬x0p,q,a,b
γA =
⋀
(p,R,q)∈Q
(a,b)∈RA
x1p,q,a,b ∧
⋀
(p,R−,q)∈Q
(a,b)∈RA
x1p,q,b,a ∧
⋀
(p,ϑj?,q)∈Q
a∈dom(A)
(
x1p,q,a,a ↔ c′#a
) ∧ γ′A ,
where γ′A is the conjunction of ¬x1·,·,·,· for all x1·,·,·,· that do not occur in the
preceding conjuncts of γA. Finally,
δA =
⋀
p,q∈Q
a,b∈dom(A)
1≤ℓ<t·k
(
xℓ+1p,q,a,b ↔
⋁
r∈Q
c∈dom(A)
(
x1p,r,a,c ∧ xℓ+1r,q,c,b
))
Case 2 also covers the case where ψ(x) has no subformula with one free variable. It
is easy to check that the invariant (∗∗) holds and that TA,φ can be constructed in
polynomial time. ❏
5.6 Concluding Remarks
We have proved that OMQ evaluation in (UNFOreg,UC2RPQ) is decidable, 2ExpTime-
complete in combined complexity, and coNP-complete in data complexity, and that
OMQ containment and satisfiability are also 2ExpTime-complete. There are several
interesting topics for future work. First, in contrast to UNFO, UNFOreg does not have
the finite model property and thus it would be interesting to study OMQ evaluation
over finite models as well as finite satisfiability. Second, there are various natural
directions for further increasing the expressive power. For example, one could allow
any UNFOreg formula with two free variables as a base case in regular path expressions
instead of only atomic formulas. Such a logic would be strictly more expressive than
propositional dynamic logic (PDL) with converse and intersection [GLL09] and it would
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push the expressive power of UNFOreg into the direction of regular queries, which
have recently been proposed as an extension of C2RPQs [RRV17]. Another natural
extension would be to replace C2RPQs with linear Datalog to remove the asymmetry
between binary relations and relations of higher arity in UNFOreg. Additional relevant
extensions could arise from the aim to capture additional description logics. From this
perspective, it would for example be natural to extend UNFOreg with constants, with
fixed points, and with so-called role inclusions [BHLS17]. Since functional relations and
similar forms of counting play an important role in description logics, we remark that
it is implicit in [tCS13] that satisfiability (and thus OMQ evaluation) is undecidable
in UNFO extended with two functional relations. Finally, it would be interesting to
investigate the complexity of OMQ containment in (UNFOreg,C2RPQ) without the
restriction to a single ontology and to the full data signature. For (UNFO,CQ), a
2-NExpTime upper bound can be proved by a slight adaptation of the technique in
[BL16], also using (a slightly refined version of) the translation from (UNFO,CQ) to
monadic disjunctive Datalog from [BtCLW14]. However, accommodating C2RPQs in
this approach seems nontrivial.
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CHAPTER 6
Relation-Changing Modal Logics as Fragments of Hybrid Logics
Modal logics [BvB07, BdRV01] were originally conceived as logics of necessary and
possible truths. They are now viewed, more broadly, as logics that explore a wide
range of modalities, or modes of truth: epistemic (“it is known that”), doxastic (“it is
believed that”), deontic (“it ought to be the case that”), or temporal (“it has been the
case that”), among others. From a model-theoretic perspective, the field evolved into a
discipline that deals with languages interpreted on various kinds of relational structures
or graphs. Nowadays, modal logics are actively used in areas as diverse as software
verification, artificial intelligence, semantics and pragmatics of natural language, law,
philosophy, etc.
As we just mentioned, from an abstract point of view, modal logics can be seen as
formal languages to navigate and explore properties of a given relational structure. If
we are interested, on the other hand, in describing how a given relational structure
evolves (through time or through the application of certain operations) then classical
modal languages seem a priori to fall short of the mark. Of course, it is a priori possible
to statically model the whole space of possible transformations as a graph, and use
modal languages at that level, but this soon becomes unwieldy. It is also possible to
represent model update conditions as parts of the model itself, and interact with them
by means of the classical modal language. This is the approach taken by Gabbay’s in
his study of reactive Kripke frames [Gab08, Gab13]. Alternatively, it is possible to use
standard relational models, and use modal languages with dynamic modalities encoding
the desired changes.
There exist several dynamic modal logics that fit in this last approach. A clear
example are the dynamic operators introduced in dynamic epistemic logics (see,
e.g., [vDvdHK07]). These operators are used to model changes in the epistemic state of
an agent by removing edges from the graph that represents the information states the
agent considers possible. A less obvious example is given by hybrid logics [AtC07, BS95]
equipped with the down arrow operator ↓ which is used to ‘rebind’ names for states
to the current point of evaluation. Finally, a classical example is Sabotage Logic
introduced by van Benthem in [vB05]. The sabotage operator deletes individual edges
in a graph and was introduced to solve the sabotage game. This game is played on a
graph by two players, Runner and Blocker. Runner can move on the graph from node
to accessible node, starting from a designated point, and with the goal of reaching a
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given final point. Blocker, on the other hand, can delete one edge from the graph every
time it is his turn. Runner wins if he manages to move from the origin to the final
point, while Blocker wins otherwise. Van Benthem turns the sabotage game into a
modal logic, where the (global) sabotage operator ⟨gsb⟩ models the moves of Blocker,
and is interpreted on a graph M at a point w as:
M, w |= ⟨gsb⟩φ iff there is a pair (u, v) of M such that M−(u,v), w |= φ
where M−(u,v) is identical to M except that the edge (u, v) has been removed. The
moves of Runner, on the other hand, can be modeled using the standard ◇ operator of
classical modal logics.
More recently, Sabotage Logic was proposed as a formalism for reasoning about
formal learning theory [GKVQ09]. Learning can be seen as a game with two players,
Teacher and Learner, where Learner changes his information state through a step-by-
step process. The process is successful if he eventually reaches an information state
describing the real state of affairs. The information that Teacher provides can be
interpreted as feedback about Learner’s conjectures about the current state of affairs,
allowing him to discard inconsistent hypotheses. It should be clear that from this
game-theoretical perspective, the interaction between Teacher and Learner can be
modeled using Sabotage Logic.
The dynamic approach seems appealing and very flexible: it is easy to come up
with situations that nicely fit and extend the examples we just mentioned. Discovering
alternative routes for Runner in van Benthem’s sabotage game, or possible shortcuts
that Learner can take in learning theory can be modeled by adding new edges to the
graph. Swapping an edge can be used to represent other scenarios such as changing
the direction of a route, or allowing Learner to return to a previous information state.
All these primitives can also be turned into a modal logic in the same way as Sabotage
Logic, in order to get a formal language for reasoning about the games.
Motivated by scenarios like the ones we just described, we investigate three dynamic
primitives that can change the accessibility relation of a model: sabotage (deletes edges
from the model), bridge (adds edges to a model), and swap (turns around edges), both
in a global version (performing changes anywhere in the model) and local (changing
adjacent edges from the evaluation point). The particular operators we will investigate
should be seen as just examples of the possibilities offered by the framework, with no
intention of being complete or comprehensive. Intuitively, they were chosen because
they represented simple, different ways in which a relation could be updated.
The six primitive operators we will study in this chapter were first introduced
in [AFH12] where their expressive power and the complexity of their model checking
problem are investigated. Tableaux methods for relation-changing modal logics were
introduced in [AFH13]. Local swap logic is studied in [AFH14], in particular its decid-
ability problem and its relation with first-order logic. In [AFH15] a general framework
for representing model updates is defined, and connections with dynamic epistemic
logic were introduced in [AvDFS14, AvDFS15]. Finally, we know that the satisfiability
problem for the six relation-changing logics considered is undecidable [AFHM17, Mar15].
We thus study the questions introduced in Section 1.2.3:
Q5 Is it possible to provide translations of relation-changing logics to hybrid logics in
order to obtain decidable fragments?
Q6 Are relation-changing logics as expressive as hybrid logics? How are they related?
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We show that relation-changing logics can be seen as fragments of hybrid logics.
We consider hybrid logic because it is the best known modal logic that can simulate the
semantics of relation-changing operators. We introduce translations to HL(E, ↓), the
basic modal logic extended with nominals, the down arrow binder ↓, and the universal
modality E (in some cases the translations fall into the less expressive hybrid logic
HL(@, ↓), i.e., with the satisfiability operator @ instead of E). We discuss how we can
benefit from known decidable fragments of HL(E, ↓) to find decidable fragments of
relation-changing modal logics. We also show that relation-changing logics are strictly
less expressive than the hybrid logics they are translated into.
6.1 Relation-Changing Modal Logics
In this section, we formally introduce extensions of the basic modal logic with relation-
changing operators. We call these extensions Relation-Changing Modal Logics (RCMLs
for short). For more details and motivations, we direct the reader to [Fer14].
Definition 6.1.1 (Syntax). Let PROP be a countable, infinite set of propositional
symbols. The set FORM of formulas over PROP is defined as:
FORM ::= ⊤ | p | ¬φ | φ ∧ ψ | ♢φ | ♦φ,
where p ∈ PROP, ♦ ∈ {⟨sb⟩, ⟨br⟩, ⟨sw⟩, ⟨gsb⟩, ⟨gbr⟩, ⟨gsw⟩}, and φ,ψ ∈ FORM. Other
operators are defined as usual.
We denote ML(♦) the extension of BML allowing the ♦ operator, for ♦ ∈
{⟨sb⟩, ⟨br⟩,
⟨sw⟩, ⟨gsb⟩, ⟨gbr⟩, ⟨gsw⟩}. In particular, ML(⟨sb⟩, ⟨gsb⟩) will be called Sabotage Logic,
ML(⟨br⟩, ⟨gbr⟩) Bridge Logic, and ML(⟨sw⟩, ⟨gsw⟩) Swap Logic.
Semantically, formulas are evaluated in standard Kripke models, and the meaning
of the operators of the basic modal logic remains unchanged (see Section 2.4). When
we evaluate formulas containing relation-changing operators, we will need to keep track
of the edges that have been modified. To that end, let us define precisely the model
updates we will use.
Definition 6.1.2 (Model Updates). We define the following notations:
(sabotaging) M−S = ⟨W,R−S , V ⟩, with R−S = R\S, S ⊆ R.
(bridging) M+S = ⟨W,R+S , V ⟩, with R+S = R ∪ S, S ⊆ (W×W )\R.
(swapping) M∗S = ⟨W,R∗S , V ⟩, with R∗S = (R\S−1)∪S, S ⊆ R−1.
Intuitively, M−S is obtained from M by deleting the edges in S, and similarly
M+S adds the edges in S to the accessibility relation, and M∗S adds the edges in S as
inverses of edges previously in the accessibility relation. These operators can be seen
as particular cases of the jump functions introduced in [Gab99], or the model update
functions from [AFH15].
In the rest of the chapter, we consider pointed models M, w and use wv as a
shorthand for {(w, v)} or (w, v); context will always disambiguate the intended use.
Definition 6.1.3 (Semantics). Given a pointed model M, w and a formula φ, we say
that M, w satisfies φ, and write M, w |= φ, when
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M, w |= p iff w ∈ V (p)
M, w |= ¬φ iff M, w ̸|= φ
M, w |= φ ∧ ψ iff M, w |= φ and M, w |= ψ
M, w |= ♢φ iff for some v ∈W s.t. (w, v) ∈ R,M, v |= φ
M, w |= ⟨sb⟩φ iff for some v ∈W s.t. (w, v) ∈ R,M−wv, v |= φ
M, w |= ⟨br⟩φ iff for some v ∈W s.t. (w, v) ̸∈ R,M+wv, v |= φ
M, w |= ⟨sw⟩φ iff for some v ∈W s.t. (w, v) ∈ R,M∗vw, v |= φ
M, w |= ⟨gsb⟩φ iff for some v, u ∈W, s.t. (v, u) ∈ R,M−vu, w |= φ
M, w |= ⟨gbr⟩φ iff for some v, u ∈W, s.t. (v, u) ̸∈ R,M+vu, w |= φ
M, w |= ⟨gsw⟩φ iff for some v, u ∈W, s.t. (v, u) ∈ R,M∗uv, w |= φ.
We say that φ is satisfiable if for some pointed model M, w we have M, w |= φ.
The meaning of the relation-changing operators ⟨sb⟩ (local sabotage), ⟨br⟩ (local
bridge), ⟨sw⟩ (local swap), ⟨gsb⟩ (global sabotage), ⟨gbr⟩ (global bridge) and ⟨gsw⟩
(global swap) should be clear from the semantic conditions above. The local operators
alter one arrow which is adjacent to the point of evaluation (deleting, adding and
swapping it, respectively) while the global versions can change an arrow anywhere in
the model.
6.2 Extensions of Modal Logic and Hybrid Logic
In this section, we present several extensions of the basic modal logic. The existential
modality [GP92], written Eφ, extends BML in the following way:
M, w |= Eφ iff for some v ∈W, M, v |= φ.
In words, Eφ is true at a state w if φ is true somewhere in the model. The E operator,
with its dual A, has been extensively investigated in classical modal logic [Spa93].
Now we consider several traditional ‘hybrid’ operators (see [AtC07] for details):
nominals, the satisfaction operator, and the down-arrow binder. The basic hybrid logic
HL is obtained by adding nominals to BML. A nominal is a propositional symbol
that is true at exactly one state in a model. Fix the signature ⟨PROP,NOM⟩, with
NOM ⊆ PROP. For n ∈ NOM, we require that its valuation is a singleton set, i.e., there
is a single state w such that V (n) = {w}. In addition to nominals, hybrid logic typically
involves the satisfaction operator. For each nominal n, the satisfaction operator is
written @n and allows us to jump to the point named by n. The formula @nφ (read
“at n, φ”) moves the point of evaluation to the state named by n and evaluates φ there.
Its semantics is given by the following clause:
M, w |= @nφ iff M, v |= φ where V (n) = {v}.
Observe that if the language has the E operator and nominals, then @nφ is definable
because @nφ is equivalent to E(n ∧ φ).
Finally, consider the down-arrow binder operator, written ↓. Let the valuation V wn
be defined by V wn (n) = {w} and V wn (m) = V (m), when n ̸= m. The semantic condition
for ↓ is the following:
⟨W,R, V ⟩, w |= ↓n.φ iff ⟨W,R, V wn ⟩, w |= φ.
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The language HL(@, ↓) is a reduction class of first-order logic, and is thus undecid-
able [BS95, tC05]. It remains undecidable even with a single accessibility relation, no
satisfaction operator, and only nominal propositional symbols [ABM99]. HL(E, ↓) is
equivalent to first-order logic, since ↓ can define the operators ∃ and ∀ when combined
with E and A.
The logic HL(E, ↓) is not able to modify the accessibility relation of a model.
However, it can use the binder to name states and, hence, it can refer to specific edges
in the model. This will be exploited by the translations introduced in the next section.
6.3 Translations to Hybrid Logics
Relation-changing modal logics and hybrid logics with the binder ↓ are two families of
logics that are dynamic in their own way. The dynamicity of RCMLs is quite obvious:
they are able to modify the accessibility relation in a model in an explicit way. On the
other hand, hybrid logics carefully move nominals around, avoiding to touch anything
else in the model. If we consider both formalisms, it would seem that hybrid logics
are the gentler and weaker of both. However, this is not true. Hybrid logics have the
advantage of surgical precision over RCMLs. Being able to name states of the model
and use these names turns out to be a crucial advantage. As we will see now, naming
can be used to manipulate edges by naming pairs of states using the pattern ↓x.◇↓y.φ.
We use this naming technique to simulate edge deletion, addition, and swapping.
Our translations are parametrized over a set of pair of nominals S ⊆ NOM× NOM.
For a given RCML-formula φ, we write its translation as a hybrid formula (φ)′S . When
translating a formula, S will originally be empty and it will store pairs of nominals
that we will use to simulate the edges affected by the relation-changing operators we
encounter during the translation.
Intuitively, given that the hybrid operators cannot affect the accessibility relation,
we have to simulate the updates by recording possible affected edges using nominals and
↓. Notice that as a result, in all the relation-changing logics we will consider, the RCML-
formula ◇ψ cannot be simply translated into a hybrid formula ◇(ψ)′S , even though we
have ◇ at our disposition in the hybrid language, because in the source language ◇ is
interpreted over the updated accessibility relation. Instead, diamond-formulas need
to be translated in a way that takes into account the edges that should be considered
deleted, added, or swapped. This is why the translation of diamond-formulas involve
the ◇ operator mixed with specific considerations about the set of altered edges S.
Consider Sabotage Logic with either the local or global operator. We use the set
S ⊆ NOM× NOM to represent sabotaged edges, i.e., edges that have been deleted in a
given updated model.
Definition 6.3.1 (Sabotage to Hybrid Logic). Let S ⊆ NOM× NOM and n ∈ NOM.
We define the translation ( )′S from formulas ofML(⟨sb⟩, ⟨gsb⟩) to formulas of HL(E, ↓)
as:
(p)′S = p
(¬φ)′S = ¬(φ)′S
(φ ∧ ψ)′S = (φ)′S ∧ (ψ)′S
(◇φ)′S = ↓n.♢(¬belongs(n, S) ∧ (φ)′S)
(⟨sb⟩φ)′S = ↓n.♢(¬belongs(n, S) ∧ ↓m.(φ)′S∪nm)
(⟨gsb⟩φ)′S = ↓k.E↓n.♢(¬belongs(n, S) ∧ ↓m.@k(φ)′S∪nm)
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where n, m and k are nominals that do not appear in S, and:
belongs(n, S) =
⋁
xy∈S
(y ∧ @nx)
Some explanations are in order to understand the translation. First, given some
modelM = ⟨W,R, V ⟩ and some set S ⊆ NOM×NOM, the formula ↓n.◇(¬belongs(n, S))
is true at some state w ∈ W if there exists some state v such that (w, v) ∈ R and
there is no pair of nominals (x, y) ∈ S such that (V (x), V (y)) = (w, v). Observe that
the cases for ⟨sb⟩ and ⟨gsb⟩ modify the set of deleted pairs in the recursive call to the
translation by adding an edge named nm. In the ⟨sb⟩ case, n names the evaluation
state of the formula, while in the ⟨gsb⟩ case, n names some state anywhere in the model.
We will now prove that the translation preserves equivalence. We start by introduc-
ing some preliminary notions and definitions.
First, notice that all nominals used in the translation are bound exactly once. We
can, then, define the following unequivocal notation: let S ⊆ NOM× NOM, we define
S¯ = {(x¯, y¯) | (x, y) ∈ S}, where n¯ is the state named by the nominal n ∈ NOM under
the current valuation of a model.
Second, when considering the truth of a translated formula (φ)′S in some model
M = ⟨W,R, V ⟩, one question that may arise is what should be the initial valuation of
the nominals that appear in (φ)′S . Because all nominals in (φ)′S , are bound by ↓, the
truth value of (φ)′S does not depend on their initial valuation. Even if these symbols
are not treated as nominals in the original model M they will be interpreted correctly
when evaluating (φ)′S . This enables us to talk about equivalence preservation of the
translation over the same model M.
Theorem 6.3.1. For M = ⟨W,R, V ⟩ a model, w ∈ W , and φ ∈ ML(⟨sb⟩, ⟨gsb⟩) we
have:
M, w |= φ iff M, w |= (φ)′∅.
Proof. We use structural induction on the relation-changing formula, the inductive
hypothesis being:
M−
S¯
, w |= φ iff ⟨W,R, V ′⟩, w |= (φ)′S
with S ⊆ NOM× NOM, and V ′ is exactly as V except that for all (x, y) ∈ S, there are
v, u ∈W such that V ′(x) = v and V ′(y) = u. Boolean cases are straightforward, so we
only prove the non-trivial inductive cases.
φ = ♢ψ: For the left to right direction, suppose M−
S¯
, w |= ♢ψ. Then there is some
v ∈ W such that (w, v) ∈ R−
S¯
and M−
S¯
, v |= ψ. Because (w, v) /∈ S¯, then there is no
(x, y) ∈ S such that (x¯, y¯) = (w, v). By inductive hypothesis, we have M, v |= (ψ)′S ,
and because we can name w with a fresh nominal n, we obtain ⟨W,R, V wn ⟩, v |=
¬belongs(n, S) ∧ (ψ)′S . Therefore, we have M, w |= ↓n.♢(¬belongs(n, S) ∧ (ψ)′S), and
as a consequence we get M, w |= (ψ)′S .
For the other direction, suppose M, w |= (ψ)′S , i.e., M, w |= ↓n.♢(¬belongs(n, S) ∧
(ψ)′S). Then we have ⟨W,R, V wn ⟩, w |= ♢(¬belongs(n, S) ∧ (ψ)′S), and, by definition,
there is some v ∈ W such that (w, v) ∈ R, ⟨W,R, V wn ⟩, v |= ¬belongs(n, S) and
⟨W,R, V wn ⟩, v |= (ψ)′S . Because we have ¬belongs(n, S), there is no (x, y) ∈ S such that
(x¯, y¯) = (w, v), which implies (w, v) ∈ R if and only if (w, v) ∈ R−
S¯
. On the other hand,
by inductive hypothesis we have M−
S¯
, v |= ψ, then we have M−
S¯
, w |= ♢ψ.
φ = ⟨sb⟩ψ: For the left to right direction, supposeM−
S¯
, w |= ⟨sb⟩ψ. Then there is some
v ∈W such that (w, v) ∈ R−
S¯
and (M−
S¯
)−wv, v |= ψ. This is equivalent to sayM−S¯∪wv, v |=
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ψ. Because (w, v) /∈ S¯, then there is no (x, y) ∈ S such that (x¯, y¯) = (w, v) (⊗). By
inductive hypothesis we have ⟨W,R, ((V ′)wn )vm⟩, v |= (ψ)′S∪nm, where V ′ is exactly as V
but it binds all the nominals which appear in S. By definition, we get ⟨W,R, (V ′)wn )⟩, v |=
↓m.(ψ)′S∪nm, and by (⊗) we have ⟨W,R, (V ′)wn )⟩, v |= ¬belongs(n, S) ∧ ↓m.(ψ)′S∪nm.
Then (by definition) ⟨W,R, V ′⟩, v |= ↓n.♢(¬belongs(n, S) ∧ ↓m.(ψ)′S∪nm), and, as a
consequence, we have ⟨W,R, V ′⟩, v |= (φ)′S .
For the other direction, suppose ⟨W,R, V ′⟩, w |= (ψ)′S , i.e., ⟨W,R, V ′⟩, w |=
↓n.♢(¬belongs(n, S) ∧ ↓m.(ψ)′S∪nm), where V ′ is exactly as V but it binds all the
nominals which appear in S. Then, we have ⟨W,R, (V ′)wn ⟩, w |= ♢(¬belongs(n, S) ∧
↓m.(ψ)′S∪nm), and, by definition, there is some v ∈ W such that (w, v) ∈ R,
⟨W,R, V wn ⟩, v |= ¬belongs(n, S) and ⟨W,R, V wn ⟩, v |= ↓m.(ψ)′S∪nm. Then, we have
⟨W,R, ((V ′)wn )vm⟩, v |= (ψ)′S∪nm. Because we have ¬belongs(n, S), there is no (x, y) ∈ S
such that (x¯, y¯) = (w, v), which implies (w, v) ∈ R if and only if (w, v) ∈ R−
S¯
. On
the other hand, by inductive hypothesis we have M−
S¯∪wv, v |= ψ, and thus we have
M−
S¯
, w |= ⟨sb⟩ψ.
φ = ⟨gsb⟩ψ: this case is very similar to the previous one. ❏
For Bridge Logic, we use the set B ⊆ NOM × NOM to represent the new edges.
New edges present in B mean that the translation of the modality ◇ should be able to
take them. This explains why the translation of ◇ does not look like a ◇ with an extra
condition, but like an E with two possibilities: we traverse an edge that is either in the
original model or an edge from the B set.
Definition 6.3.2 (Bridge to Hybrid Logic). Let B ⊆ NOM× NOM. We define ( )′B
from formulas of ML(⟨br⟩, ⟨gbr⟩) to formulas of HL(E, ↓) as:
(p)′B = p
(¬φ)′B = ¬(φ)′B
(φ ∧ ψ)′B = (φ)′B ∧ (ψ)′B
(◇φ)′B = ↓n.E↓m( (@n♢m ∨ belongs(n,B)) ∧ (φ)′B)
(⟨br⟩φ)′B = ↓n.E↓m.(¬@n◇m ∧ ¬belongs(n,B) ∧ (φ)′B∪nm)
(⟨gbr⟩φ)′B = ↓k.E↓n.E↓m.(¬@n◇m ∧ ¬belongs(n,B) ∧@k(φ)′B∪nm)
where n, m and k are nominals that do not appear in B, and belongs is defined as in
Definition 6.3.1.
Theorem 6.3.2. For M = ⟨W,R, V ⟩ a model, w ∈ W , and φ ∈ ML(⟨br⟩, ⟨gbr⟩), we
have:
M, w |= φ iff M, w |= (φ)′∅.
Proof. A similar reasoning can be done with the following inductive hypothesis:
M+
B¯
, w |= φ iff ⟨W,R, V ′⟩, w |= (φ)′B
with B ⊆ NOM×NOM, and V ′ is exactly as V except that for all (x, y) ∈ B, there are
v, u ∈W such that V ′(x) = v and V ′(y) = u. ❏
We finish with the case of Swap Logic. A different translation is presented in [AFH14]
for the local case only. As we did for Sabotage Logic, we use S ⊆ NOM × NOM to
represent the set of deleted edges, i.e., the edges that should not be possible to traverse
in a given updated model. Indeed, swapping a non-reflexive edge of a model has the
effect of deleting it, along with adding its inverse. This implies that S−1 is a set of
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edges that we can currently traverse. All of this requires that S do not contain any
reflexive edge, since a swapped reflexive edge is not deleted. Neither can it contain a
pair of symmetric edges since that would be contradictory.
To ensure this, the translation gets more cautious when handling ⟨sw⟩ and ⟨gsw⟩.
When swapping occurs, three possible cases are taken into account. The first one is
when a reflexive edge is swapped. In that case, the translation continues with the set S
left unchanged, but we require some reflexive edge to be present, be it at the current
state for ⟨sw⟩ with ↓n.◇n, or anywhere in the model for ⟨gsw⟩ with E↓n.◇n.
The second case is when we swap an irreflexive edge that has never been swapped
before. Hence we ensure that this edge is present in the model, that it is irreflexive,
and that neither this edge nor its inverse is in S. We then add the nominals that name
it to S before moving on with the translation.
The last case is when we traverse an already swapped edge. That is, for some
xy ∈ S, we traverse the edge referred to by the nominals yx. In this case, we do not
need to require the presence of any new edge in the model. We assume to be standing
at the state named by y and that the rest of the formula is satisfied at x, with the
modification that we remove xy from S and add yx to it.
An attentive reader would object: why not just remove xy from the set S since
swapping some edge twice just makes it return to its configuration in the original model?
The answer is that there is a corner case when some edge and its symmetric are both
present in the initial model. Then, the action of swapping it twice is not supposed to
restore its symmetric. This is what we do by adding yx to the set S: we ensure the
former symmetric edge is no longer present.
Definition 6.3.3 (Swap to Hybrid Logic). Let S ⊆ NOM × NOM. We define ( )′S
from formulas of ML(⟨sw⟩, ⟨gsw⟩) to formulas of HL(E, ↓) as:
(p)′S = p
(¬φ)′S = ¬(φ)′S
(φ ∧ ψ)′S = (φ)′S ∧ (ψ)′S
(◇φ)′S = (↓n.♢(¬belongs(n, S) ∧ (φ)′S)) ∨ isSat(S−1, (φ)′S)
(⟨sw⟩φ)′S = ( ↓n.◇n ∧ (φ)′S )
∨ ↓n.♢(¬n ∧ ¬belongs(n, S) ∧ ¬belongs(n, S−1) ∧ ↓m.(φ)′S∪nm)
∨ ⋁
xy∈S
(y ∧@x(φ)′(S\xy)∪yx)
(⟨gsw⟩φ)′S = ( E↓n.◇n ∧ (φ)′S )
∨ ↓k.E↓n.♢(¬n ∧ ¬belongs(n, S) ∧ ¬belongs(n, S−1) ∧ ↓m.@k(φ)′S∪nm)
∨ ⋁
xy∈S
(φ)′(S\xy)∪yx
where n, m and k are nominals that do not appear in S, belongs is defined as in
Definition 6.3.1, and
isSat(S, φ) =
⋁
xy∈S
(x ∧@yφ).
The formula isSat(S, (φ)′S) says that the translation of φ is satisfiable at the end of
some of the edges belonging to S. Note that the translation maps formulas ofML(⟨sw⟩)
to the less expressive HL(@, ↓), i.e., the E operator is not required.
Theorem 6.3.3. For M = ⟨W,R, V ⟩ a model, w ∈ W and φ ∈ ML(⟨sw⟩, ⟨gsw⟩) we
have:
M, w |= φ iff M, w |= (φ)′∅.
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Proof. Again, a similar reasoning can be done with the following inductive
hypothesis:
M∗ ¯S−1 , w |= φ iff ⟨W,R, V ′⟩, w |= (φ)′S
with S ⊆ NOM× NOM, and V ′ is exactly as V except that for all (x, y) ∈ S, there are
v, u ∈W such that V ′(x) = v and V ′(y) = u. ❏
6.4 Decidable Fragments
Interesting decidable fragments of hybrid logics with binders have been found over time.
Such decidable fragments are convenient for our relation-changing logics in the light of
the (computable) translations presented in Section 6.3. First, let us consider restricting
the satisfiability problem over certain classes of models. The following logics are known
to be decidable over the indicated classes:
- HL(E, ↓) over linear frames (i.e., irreflexive, transitive, and trichotomous frames)
[FdRS03, Sch07] (this includes (N, <)),
- HL(E, ↓) over models with a single, transitive tree relation [Sch07],
- HL(E, ↓) over models with a single, S5, or complete relation [Sch07],
- HL(@, ↓) over models with a single relation of bounded finite width [tCF05]; as
a corollary, also over finite models.
Since the translations preserve equivalence, we get:
Corollary. The satisfiability problem for all relation-changing modal logics over linear,
transitive trees, S5, and complete frames is decidable.
Corollary. The satisfiability problem for local sabotage and local swap logics over
models of bounded width is decidable.
Curiously, these results mean that relation-changing modal logics are decidable
over certain classes of models, even if the modifications implied by evaluating RCML-
formulas yield models that do not belong to such class. For instance, these two facts
are simultaneously true: sabotage logic is decidable on the class of S5 models, and
deleting edges in an S5 model can yield a non-S5 model.
Now, let us turn to syntactical definitions of decidable fragments. We recall that
local sabotage and local swap can be translated to HL(@, ↓). Consider formulas
of HL(@, ↓) in negation normal form. HL(@, ↓) \ □↓□ is the fragment obtained by
removing formulas that contain a nesting of □, ↓ and again □. This fragment is
decidable [tCF05].
Our translations do use the ↓ binder in many places, but we can make them a little
more economical in that sense, at the expense of losing succinctness.
Take the following case for ML(⟨sw⟩):
(◇φ)′S = ↓n.♢(¬belongs(n, S) ∧ (φ)′S).
Instead of using the down-arrow binder and later ensuring that we did not take a
deleted edge by using ¬belongs(n, S), we can do the following. For all pairs of nominals
(x, y) ∈ S, the current state w satisfies one combination of the truth values of the
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nominals x. Let X be the set of true nominals x at w. Then, (φ)′S should be true at
some accessible state v that should not satisfy any of the corresponding y nominals for
all x ∈ X.
Then, the translation becomes:
(◇φ)′S =
⋁
X⊆fst(S)
( ⋀
x∈X
x ∧ ⋀
x/∈X
¬x ∧◇( ⋀
y∈snd(S,X)
¬y ∧ (φ)′S))
where fst(S) = {x | (x, y) ∈ S} and snd(S,X) = {y | (x, y) ∈ S, x ∈ X}.
In the case of ML(⟨sw⟩) we can do the same. We recall that the case introduced in
Section 6.3 was:
(◇φ)′S = (↓n.♢(¬belongs(n, S) ∧ (φ)′S)) ∨ isSat(S−1, (φ)′S).
Here the isSat(S−1, (φ)′S) disjunct does not use the ↓ binder, while the first disjunct is
similar to the case of local sabotage, and can be replaced accordingly:
(◇φ)′S =
⋁
X⊆fst(S)
( ⋀
x∈X
x ∧ ⋀
x/∈X
¬x ∧◇( ⋀
y∈snd(S,X)
¬y ∧ (φ)′S))
∨ isSat(S−1, (φ)′S).
Let ♦ be either ⟨sb⟩ or ⟨sw⟩ and ■ be either [sb] or [sw]. The following patterns in
RCML-formulas result in the shown patterns in the hybrid formula obtained by the
translations:
RCML pattern Produced pattern
□ □
♦ ↓
■ ↓□↓
By considering these new versions of the translations, and by taking into account
the syntactic decidable fragment of HL(@, ↓) mentioned above, we can establish the
following result:
Corollary. The following fragments are decidable on the class of all relational models:
- ML(⟨sb⟩) \ {■■,■□,□■,■♦■}
- ML(⟨sw⟩) \ {■■,■□,□■,■♦■}
where ■ is either □ or ■.
6.5 Comparing Expressive Power
We have introduced translations for the six relation-changing modal logics from Sec-
tion 6.1 into hybrid logic. In some cases (for the local version of swap and sabotage),
the obtained formulas fall into the fragment HL(@, ↓). On the other hand, for encoding
the rest of the logics we need also to use the universal modality E. An interesting
question is whether we can obtain translations from hybrid to relation-changing logics,
i.e., if some of the relation-changing logics considered in this chapter are as expressive
as some hybrid logic.
In [AFH12, AFH14, Fer14, AFH15] the expressive power of relation-changing modal
logics is discussed by comparing the logics among each other using appropriate notions
of bisimulations, and it is shown that they are all incomparable in terms of expressive
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power.1 As a consequence, we conclude that it is not possible that two of them capture
the same fragment of hybrid logic. In fact, we will prove that all the relation-changing
logics considered here are strictly less expressive than the corresponding hybrid logic in
which they are translated (see Theorem 6.5.2 below).
Let us first introduce bisimulations for RCMLs. Because we need to keep track
of the changes on the accessibility relation that the dynamic operators can introduce,
we define bisimulations as relations that link a point of evaluation together with the
current accessibility relation. In [Fer14, AFH15] the following notions of bisimulations
are introduced.
Definition 6.5.1 (ML(♦)-Bisimulations). LetM = ⟨W,R, V ⟩ andM′ = ⟨W ′, R′, V ′⟩
be two models. A non-empty relation Z ⊆ (W ×P(W 2))× (W ′×P(W ′2)) is aML(♦)-
bisimulation if it satisfies the conditions atomic harmony, zig and zag below, and
the corresponding ♦-zig and ♦-zag conditions that the considered logic contains, for
♦ ∈ {⟨sb⟩, ⟨gsb⟩, ⟨br⟩, ⟨gbr⟩, ⟨sw⟩, ⟨gsw⟩}. If (w, S)Z(w′, S′) then
(atomic harmony) for all p ∈ PROP, w ∈ V (p) iff w′ ∈ V ′(p);
(zig) if (w, v) ∈ S then for some v′, (w′, v′) ∈ S′ and (v, S)Z(v′, S′);
(zag) if (w′, v′) ∈ S′ then for some v, (w, v) ∈ S and (v, S)Z(v′, S′);
(⟨sb⟩-zig) if (w, v) ∈ S then for some v′, (w′, v′) ∈ S′ and (v, S−wv)Z(v′, S′−w′v′);
(⟨sb⟩-zag) if (w′, v′) ∈ S′ then for some v, (w, v) ∈ S and (v, S−wv)Z(v′, S′−w′v′);
(⟨gsb⟩-zig) if (u, v) ∈ S then for some u′, v′, (u′, v′) ∈ S′ and (w, S−uv)Z(w′, S′−u′v′);
(⟨gsb⟩-zag) if (u′, v′) ∈ S′ then for some u, v, (u, v) ∈ S and (w, S−uv)Z(w′, S′−u′v′);
(⟨br⟩-zig) if (w, v) /∈ S then for some v′, (w′, v′) /∈ S′ and (v, S+wv)Z(v′, S′+w′v′);
(⟨br⟩-zag) if (w′, v′) /∈ S′ then for some v, (w, v) /∈ S and (v, S+wv)Z(v′, S′+w′v′);
(⟨gbr⟩-zig) if (u, v) /∈ S then for some u′, v′, (u′, v′) /∈ S′ and (w, S+uv)Z(w′, S′+u′v′);
(⟨gbr⟩-zag) if (u′, v′) /∈ S′ then for some u, v, (u, v) /∈ S and (w, S+uv)Z(w′, S′+u′v′);
(⟨sw⟩-zig) if (w, v) ∈ S then for some v′, (w′, v′) ∈ S′ and (v, S∗vw)Z(v′, S′∗v′w′);
(⟨sw⟩-zag) if (w′, v′) ∈ S′ then for some v, (w, v) ∈ S and (v, S∗vw)Z(v′, S′∗v′w′);
(⟨gsw⟩-zig) if (u, v) ∈ S then for some u′, v′, (u′, v′) ∈ S′ and (w, S∗vu)Z(w′, S′∗v′u′);
(⟨gsw⟩-zag) if (u′, v′) ∈ S′ then for some u, v, (u, v) ∈ S and (w, S∗vu)Z(w′, S′∗v′u′).
Given two pointed models M, w and M′, w′ we say that they are ML(♦)-bisimilar
and write M, w -ML(♦) M′, w′ if there is a ML(♦)-bisimulation Z such that
(w,R)Z(w′, R′) where R and R′ are respectively the relations of M and M′.
The next theorem establishes that two bisimilar models are not distinguishable for
any formula of the corresponding language.
Theorem 6.5.1 (Invariance Under Bisimulations). LetM = ⟨W,R, V ⟩ andM′ = ⟨W ′,
R′, V ′⟩ be two models, w ∈ W , w′ ∈ W ′, and let S ⊆ W 2, S′ ⊆ W ′2. If there is a
ML(♦)-bisimulation Z between M, w and M′, w′ such that (w, S)Z(w′, S′) then for
any formula φ ∈ML(♦), ⟨W,S, V ⟩, w |= φ iff ⟨W ′, S′, V ′⟩, w′ |= φ.
1Except for the local and global swap operators, which is still open in one direction.
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The proof is standard and can be found, e.g., in [Fer14]. With the appropriate
notions of bisimulation at hand we can now start our study of expressive power. The
next definition formalizes how we compare the expressive power of two logics.
Definition 6.5.2 (L ≤ L′). We say that L′ is at least as expressive as L (notation
L ≤ L′) if there is a function Tr between formulas of L and L′ such that for every
model M and every formula φ of L we have that
M |=L φ iff M |=L′ Tr(φ).
M is seen as a model of L on the left and as a model of L′ on the right, and we use in
each case the appropriate semantic relation |=L or |=L′ as required.
L′ is strictly more expressive than L (L < L′) if L ≤ L′ but L′ ̸≤ L. Finally, we say
that L and L′ are incomparable if L ≰ L′ and L′ ≰ L.
We are now ready to state the main theorem of this section.
Theorem 6.5.2. Let ♦1 ∈ {⟨sb⟩, ⟨sw⟩}, we have ML(♦1) < HL(@, ↓). For ♦2 ∈
{⟨gsb⟩, ⟨gsw⟩, ⟨br⟩, ⟨gbr⟩}, we have ML(♦2) < HL(E, ↓).
Proof. For any of the logics mentioned above, we have translations into the
corresponding hybrid logic. Now we need to prove that these translations do not cover
their entire target language (modulo equivalence). In order to do that, we provide
bisimilar models for relation-changing modal logics which can be distinguished by
some hybrid formula. In Figure 6.1, we show two pairs of models already introduced
in [AFH15] that cover all possibilities of bisimilarity.
M, w M′, w′ Bisimilar for
w w′
ML(⟨sw⟩)
ML(⟨br⟩)
ML(⟨gsw⟩)
ML(⟨gbr⟩)
w w′
ML(⟨sb⟩)
ML(⟨gsb⟩)
Figure 6.1: Bisimilar models
The two models in the first row can be distinguished by the formula ↓n.□n, which
establishes that the only successor of the evaluation point is itself. This formula is
true at M, w and false at M′, w′. Models in the second row can be distinguished by
the formula ↓n.♢↓m.@n♢♢m, which says that from the evaluation point it is possible
to arrive to the same state in one or two steps. This is true at M, w but false at
M′, w′. ❏
Notice that both hybrid formulas we introduced above belong to the fragment
HL(@, ↓), i.e., it was not necessary to use the E operator. This means that even
though we use E in some of the translations (and we strongly believe that it is essential
for some encodings) there are fragments of HL(@, ↓) that cannot be captured by
relation-changing modal logics.
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6.6 Concluding Remarks
We have introduced equivalence-preserving translations from six logics we named
relation-changing to a very expressive hybrid logic. We considered three kinds of
modifications: deleting, adding, and swapping edges, that can be performed both
globally (anywhere in the model) and locally (modifying adjacent edges from the
evaluation point). On the other hand, hybrid logic has operators to rename states in a
model with some particular atomic symbols named nominals. We use the down-arrow
operator ↓ to name pairs of states that represent modified states. In this way, we keep
track of the evolution of a model.
It is known that the hybrid logic HL(E, ↓) has the same expressive power as
FOL, and standard translations from relation-changing logics to FOL were introduced
in [AFH15]. However, by giving explicit translations to hybrid logic we can benefit from
its decidable fragments to find decidable fragments of relation-changing modal logics.
Also, these translations are useful to analyze expressive power. We showed that the six
logics we considered are strictly less expressive than HL(E, ↓). In fact, despite we used
the modality E in some translations, all relation-changing logics we considered here
cannot capture the full fragment HL(@, ↓) (which is less expressive than HL(E, ↓)). In
summary, we learned that relation-changing modal logics are languages that enable to
talk directly and succinctly about distinct kinds of model modifications, but with a
little effort they can be simulated by hybrid logics.
We studied six relation-changing modal logics with the goal of covering a sufficiently
varied sample of alternatives. Clearly, other operators could have been included in this
exploration, and actually some alternative choices have been already investigated in
the literature, e.g., the adjacent sabotage operator discussed in [Roh06], or the more
generic approach investigated in [AFH15].
There are still many interesting questions to be answered. The hybrid perspective
introduced in this chapter gives us a new way to think of the relation-changing framework.
As future work, we can use hybridization techniques (a very standard technique in
modal logic [BdRV01]) to find complete axiomatizations. Moreover, it would interesting
to compute interpolants constructively using tableaux techniques [BM03]. For example,
tableau formulas as defined in [AFH13] contain the current model variant together with
prefixes which indicate in which point of the model the formula has to be evaluated.
This syntactic information contained in prefixes is useful information to construct
interpolants, but prefixes are not directly expressible in relation-changing modal logics.
An alternative would be to extend relation-changing modal logics with hybrid operators,
and adapt the tableau rules to compute interpolants.
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CHAPTER 7
Conclusions
We have studied various topics in this thesis. It is now time to put everything in
perspective and briefly review what we have learned so far.
We started by studying the computational complexity of (deductive) conservative
extensions in expressive fragments of first-order logic, such as the two-variable fragment,
the guarded fragment, and the guarded negation fragment. We pursued this line of
reasearch with the goal of understanding the limits of decidabilitiy of conservative
extensions. We learned that conservative extensions are undecidable in the two-variable
fragment and the guarded fragment, and that decidability can be retained if we allow
in the language both guardeness and two variables. We left open the possibility to
extend these fragments with counting, fixed points, transitive relations, etc. to further
understand where is the border of decidability, which we believe is a very interesting
line of research to pursue in the future.
After this foundational work, we moved on to study conservative extensions in
ontology-based data access scenarios, where answering queries under ontologies is the
most important task. We studied (query) conservative extensions in Horn description
logics with inverse roles, established decidability and obtained complexity results.
Although we left some problems open, there is much more to do. In particular, there is
a recent trend to investigate rule-based languages (such as existential rules) as ontology
languages, and it would be interesting to study (query) conservative extensions in these
contexts.
Following this research trend in studying the complexity of query answering with
background knowledge, we studied the computational complexity of ontology-mediated
queries in the unary negation fragment extended with regular path expressions on
binary relations. Since the unary negation fragment can express union of conjunctive
queries as formulas, it was possible to reduce the ontology-mediated query answering
problem to the satisfiability problem in order to obtain complexity results.
We then moved on from ontology languages to modal languages to investigate the
expressive power of modal logics, with a special interest in modal logics that can modify
the accessibility relation of a model during the evaluation of a formula. We studied their
expressive power both thorugh syntactic and semantic characterizations. We began
by providing syntactic characterizations, and in particular, we presented translations
into hybrid logic. We then turned to semantic characterizations by using appropriate
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notions of bisimulations as natural notions of equivalence between models to compare
expressive power. Although in the last chapter we dealt explicitly with expressive power,
we also used semantic characterizations through the thesis to obtain complexity results.
In particular, we provided model-theoretic characterizations based on appropriate
notions of bisimulations or homomorphisms to characterterize conservative extensions
in fragments of first-order logic, and to characterize the satisfiability problem in
extensions of the unary negation fragment, which were then used to provide decision
procedures based on tree automata.
All in all, we have covered the computational complexity and expressive power of
different logics that are relevant for both a theoretical and practical perspective. We
obtained interesting results in this thesis, but of course this is just a start as there are
several open problems to investigate and different directions of research one can follow.
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