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Abstract
In this paper, we introduce the concept of strongly -regular ideal of a ring. We prove that
every square regular matrix over a strongly -regular ideal of a ring admits a diagonal reduction.
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MSC: 16E50; 16U99
1. Introduction
A ring R is strongly -regular in case for any x∈R there exist n∈N and y∈R such
that xn = xn+1y. In recent years, Many authors have studied strongly -regular rings
from di9erent view points such as [2,4–11,15,19,20]. In this paper, we extend strongly
-regular rings and introduce the concept of strongly -regular ideal of a ring. We
prove that every square regular matrix over a strongly -regular ideal of a ring admits
a diagonal reduction.
Throughout, all rings are associative with identity and all modules are unitary right
modules. The notation U (R) denotes the group of units of R;Mn(I) denotes the n× n
matrix ideal over an ideal I of the ring R, GLn(R) denotes the n-dimensional general
linear groups of R and GLn(I) = GLn(R) ∩ (In + Mn(I)). An element x∈R is reg-
ular provided that x = xyx for a y∈R. An ideal I of a ring R is regular in case
every element in I is regular. We say that x∈R is unit-regular if x = xux for a
u∈U (R). Set Bij(x)=I2+xeij(i = j; 16 i; j6 2) and [; ]=e11+e22, where e11; e22
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and eij(i = j; 16 i; j6 2) are all matrix units. The notation [∗; ∗] denotes [; ] for
some ; ∈U (R). We use N to stand for the set of all natural numbers. The notation
Rn×1 stands for the set



x1
...
xn

 |x1; : : : ; xn ∈R


;
which is a Mn(R)–R-bimodule. The notation R1×n stands for the set {(x1; : : : ; xn)|x1; : : : ;
xn ∈R}, which is a R–Mn(R)-bimodule.
2. Equivalent characterizations
The main purpose of this section is to introduce the concept of strongly -regular
ideals and give some equivalent characterizations for such new conditions.
Denition 2.1. Let I be an ideal of a ring R. We say that I is a strongly -regular
ideal of R in case for any x∈ I if there exist n∈N and y∈ I such that xn = xn+1y.
Clearly, an ideal I of a ring R is strongly -regular if for any a∈ I the chain
aR ⊇ a2R ⊇ · · · terminates. If {Ii}(i∈K) is a set of strongly -regular ideals of a ring
R, then
⋂
i∈K Ii is a strongly -regular ideal of R. Also, we see that every nil ideal of
a ring is a strongly -regular ideal. Let D be a division ring, V1 a Cnitely-dimensional
vector space over D and V2 an inCnitely-dimensional vector space over D. Set R =
EndD(V1)⊕EndD(V2) and I =EndD(V1)⊕ 0. Then I is a strongly -regular ideal of R,
while R is not a strongly -regular ring. Thus the concept of strongly -regular ideals
is a nontrivial generalization of that of strongly -regular rings. We recall that an ideal
I of a ring R is of bounded index if there exists some n∈N such that xn = 0 for any
nilpotent x∈ I .
Example 2.2. Every regular ideal of bounded index is a strongly -regular ideal.
Proof. Let R have a regular ideal I of bounded index. Given any x∈ I , by Menal [15,
Lemma 1.1], we have an idempotent e∈ I such that x∈ eRe. Since I is regular, eRe is
a regular ring of bounded index. It follows by Goodearl [10, Theorem 7.15] that eRe
is a strongly -regular ring. So there exist n∈N and y∈ eRe ⊆ I such that xn=xn+1y.
Therefore, I is a strongly -regular ideal of R.
Recall that an element x∈R is strongly -regular in case there exists y∈R such
that xn = xn+1y and xy = yx for some n∈N. It is well known that R is a strongly
-regular ring if and only if every element in R is strongly -regular(see [9,
Theorem 3.16]). We now extend this fact to strongly -regular ideals by a similar
route.
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Theorem 2.3. Let I be an ideal of a ring R. Then the following are equivalent:
(1) I is strongly -regular.
(2) Every element in I is strongly -regular.
Proof. (2)⇒ (1): This is trivial.
(1) ⇒ (2): Suppose that I is strongly -regular. Given any x∈ I , then we have
n∈N and y∈ I such that xn = xn+1y. Hence xn = xn+iyi for any i∈N. Also we have
some m¿ n such that ym = ym+1z; hence, ym = ym+jzj for any j∈N. Furthermore,
we get xm = xm−nxn = xm−nxn+mym = x2mym. Set a = xm; b = ym and c = zm. Then
a = a2b and b = b2c. As c; a∈ I , we have c − a∈ I . Since I is strongly -regular,
there exist k ∈N and d∈ I such that (c − a)k = (c − a)k+1d. One easily checks that
ac = (a2b)c = a(a2b)bc = a3(b2c) = a3b = a2 and abc = a2(b2c) = a2b = a. Hence
(c−a)2=c2−ca−ac+a2=c(c−a). This infers that ab(c−a)2=abc(c−a)=a(c−a)=0.
It follows from b2(c − a)2 = b2c(c − a) = b(c − a) that b(c − a) = b2(c − a)2 =
b(b(c − a))(c − a) = b(b2(c − a)2)(c − a) = b3(c − a)3. Likewise, we deduce that
bk(c − a)k = b(c − a). Thus b(c − a)2d = bk(c − a)k+1d = bk(c − a)k = b(c − a). So
0 = ab(c − a)2d = ab(c − a), whence, a = abc = aba. In addition, 0 = ab(c − a)d =
ab2(c−a)2d=ab(b(c−a))=−ab2(c−a); hence, ab2c=ab2a. Consequently, we have
a = aba = a(b2c)a = ab2a2. Therefore, we get xm ∈ xm+1R ∩ Rxm+1. In view of [17,
Azumaya’s Lemma], x∈ I is strongly -regular, as asserted.
Theorem 2.3 shows that I is a strongly -regular ideal of a ring R, if and only if
I op is a strongly -regular ideal of the opposite ring Rop. In other words, an ideal I of
a ring R is strongly -regular if and only if for any x∈ I , there exist n∈N and y∈ I
such that xn = yxn+1. This means that the deCnition of a strongly -regular ideal is
right–left symmetric. A ring R is said to be clean, provided that every element in R
is a sum of an idempotent and a unit (see [1,7,17]). For square matrices with entries
in a strongly -regular ideal, we derive the following result.
Corollary 2.4. Every square matrix over a strongly -regular ideal of a ring is a sum
of an idempotent matrix and an invertible matrix.
Proof. Let I be a strongly -regular ideal of a ring R, and let x∈ I . According to
Theorem 2.3, x∈ I is strongly -regular. It follows from [17, Theorem 1] that x is a
sum of an idempotent and a unit. Assume that the result holds for n× n matrix. Let
A=
(
a11 a12
a11 a12
)
∈Mn+1(I)
with a11 ∈ I; a12 ∈M1×n(I); a21 ∈Mn×1(I) and a22 ∈Mn(I). Clearly, there exist an
idempotent e∈R and a unit u∈R such that a11 = e + u. By hypothesis, there exist
an idempotent matrix E and an invertible U such that a22−a21u−1a12 =E+U . Hence,
A= diag(e; E) +
(
u a12
a11 U + a21u−1a12
)
:
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Clearly, diag(e; E) is an idempotent matrix and
(
u a12
a11 U + a21u−1a12
)
is an invertible matrix. Therefore we complete the proof by induction.
Corollary 2.5. Let I be an ideal of a ring R. Then the following are equivalent:
(1) I is strongly -regular.
(2) For any element a∈ I , there exist an idempotent e∈ I , a unit u∈ 1 + I and a
nilpotent w∈ I such that a= eu+ w and e; u; w commute.
Proof. (1) ⇒ (2): Given any a∈ I , by Theorem 2.3, we have n∈N and x∈R such
that an = an+1x; ax= xa. Set w=(a− a2x)+ (a− a2x)ax+ · · ·+(a− a2x)an−2xn−2 and
z= anxn−1. Then (a− a2x)n = an(1− ax)n = an(1− ax)(1− ax)n+1 =0. That is, w∈ I is
a nilpotent. Since z= zxz and xz= zx, we deduce that z= zx′z; x′z= zx′ and x′=(x′)2z,
where x′= xzx. Set u= z+1− zx′ ∈ 1+ I . Then u−1 = x′+1− zx′. Moreover, we have
z= eu, where e= zx′ ∈ I is an idempotent. Obviously, a= eu+w and e; u; w commute.
(2) ⇒ (1): For any element a∈ I , there exist an idempotent e∈ I , a unit u∈R
and a nilpotent w∈ I such that a = eu + w and e; u; w commute. Let x = eu. Then
x = x2u−1; xu−1 = u−1x and wu−1 = u−1w. One easily checks that a − a2u−1 = (w +
eu) − (w + eu)2u−1 = w − w(2e + wu−1) is a nilpotent of R. Clearly, au−1 = u−1a.
Consequently, a∈ I is strongly -regular, as required.
3. Diagonal reduction
Recall that an ideal I of a ring R is an exchange ideal provided that for any x∈ I ,
there exists an idempotent e∈ I such that e − x∈R(x − x2)(cf. [18]).
Lemma 3.1. Every strongly -regular ideal of a ring is an exchange ideal.
Proof. Let I be a strongly -regular ideal of R. For any x∈ I , we have n∈N and
y∈R such that xn = xn+1y and xy = yx by Theorem 2.3. Hence xn = xnzxn, where
z = yn. Set g= zxn and e= g+ (1− g)xng. Then e∈Rx is an idempotent. In addition,
we have 1−e=(1−g)(1−xng)=(1−g)(1−xn)∈R(1−x). Therefore I is an exchange
ideal of R.
Recall that an ideal I of a ring R has stable range one in case aR + bR = R with
a∈ 1 + I; b∈R implies that a + by∈U (R) for y∈R. We know that every strongly
-regular ideal of a regular ring R has stable range one. Now we extend [2, Theorem 4]
as follows.
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Lemma 3.2. Let I be a strongly -regular ideal of a ring R. Then aR+ bR= R with
a∈ I; b∈R implies that a+ by∈U (R) for y∈R.
Proof. Suppose that aR+ bR=R with a∈ I; b∈R. Then ax+ by=1 for some x; y∈R.
Since a∈ I , we have by∈ 1+ I . It follows by Lemma 3.1 that we have an idempotent
e∈ I such that e∈ byR and 1− e∈ axR. So e= bys and 1− e= axt for some s; t ∈R.
Hence (1−e)axt(1−e)+e=1, and then (1−e)axt(1−e)a=(1−e)a. Set f=(1−e)axt
and g=xt(1−e)a. Then R=fR⊕(1−f)R=gR⊕(1−g)R with  :fR ∼= gR. Since I is
a strongly -regular ideal of R, EndR(fR) ∼= fRf is a strongly -regular ring. In view
of [2, Theorem 4], EndR(fR) has a stable range one. So we get  : (1−f)R ∼= (1−g)R.
Let u :R → R given by u(s + t) = (s) + (t) for any s∈ (1 − e)aR; t ∈ (1 − f)R. It
is easy to verify that (1− e)a= (1− e)au(1− e)a with u∈U (R). Set k = (1− e)au.
Then (1 − e)a = ku−1 and k = k2 ∈R. From this it follows that ku−1xt(1 − e)(1 − k)
+e(1−k)=1−k; hence, (1−e)a+e(1−k)u−1=(1−ku−1xt(1−e)(1−k))u−1. Therefore
a+ bys((1− k)u−1 − a) = (1− ku−1xt(1− e)(1− k))u−1 ∈U (R), as asserted.
By the symmetry of strongly -regular ideals, we deduce that if I is a strongly -
regular ideal of a ring R then Ra+Rb=R with a∈ I; b∈R implies that a+ zb∈U (R)
for z ∈R.
Theorem 3.3. Let I be a strongly -regular ideal of a ring R. Then every regular
square matrix over I is unit-regular.
Proof. Suppose that
(
A B
C D
)
∈GL2(Mn(R))
with A=(aij)∈Mn(I); B=(bij); C=(cij); D=(dij)∈Mn(R). Since a11R+ · · ·+ a1nR+
b11R+· · ·+b1nR=R with a11 ∈ I , by virtue of Lemma 3.2, we can Cnd y2; : : : ; yn; z1; : : : ;
zn ∈R such that a11 + a12y2 + · · ·+ a1nyn + b11z1 + · · ·+ b1nzn = u1 ∈U (R). Thus, we
have
(
A B
C D
)


1
y2 1
...
. . .
yn 1
z1 1
...
. . .
zn 1


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=


u1 a12 · · · a1n b11 · · · b1n
a′21 a22 · · · a2n b21 · · · b2n
...
...
. . .
...
. . .
...
a′n1 an2 · · · ann bn1 · · · bnn
∗ c12 · · · c1n d11 · · · d1n
...
...
. . .
...
. . .
...
∗ cn2 · · · cnn dn1 · · · dnn


:
Hence we get
( ∗ 0
0 In
)(
A B
C D
)( ∗ 0
∗ In
)
=


u1 a′12 · · · a′1n b′11 · · · b′1n
0 a′22 · · · a′2n b′21 · · · b′2n
...
...
. . .
...
. . .
...
0 a′n2 · · · a′nn b′n1 · · · b′nn
∗ c12 · · · c1n d11 · · · d1n
...
...
. . .
...
. . .
...
∗ cn2 · · · cnn dn1 · · · dnn


;
where a′ij = aij − a′i1u−11 a1j ∈ I(16 i6 n; 26 j6 n). Since a′22R+ · · ·+ a′2nR+ b′21R+
· · ·+b′2nR=R with a′22 ∈ I , by Lemma 3.2 again, we have y′3; : : : ; y′n; z′1; : : : ; z′n ∈R such
that a′22 + a
′
23y
′
2 + · · ·+ a′2ny′n + b′21z′1 + · · · b′2nz′n = u2 ∈U (R). So we prove that
[∗; ∗]
(
A B
C D
)
B21(∗)[∗; ∗] = [∗; ∗][∗; ∗]
(
A B
C D
)
B21(∗)[∗; ∗]


1
1
y′3 1
...
. . .
y′n 1
z′1 1
...
. . .
z′n 1


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=


u1 a′′12 · · · a′′1n b′′11 · · · b′′1n
0 u2 · · · a′′2n b′′21 · · · b′′2n
...
...
. . .
...
. . .
...
0 0 · · · a′′nn b′′n1 · · · b′′nn
∗ ∗ · · · c1n d11 · · · d1n
...
...
. . .
...
. . .
...
∗ ∗ · · · cnn dn1 · · · dnn


:
Analogously, we claim that
[∗; ∗]
(
A B
C D
)
B21(∗)[∗; ∗]
=


u1 a
(n)
12 · · · a(n)1n b(n)11 · · · b(n)1n
0 u2 · · · a(n)2n b(n)21 · · · b(n)2n
...
...
. . .
...
. . .
...
0 0 · · · un b(n)n1 · · · b(n)nn
∗ ∗ · · · ∗ d11 · · · d1n
...
...
. . .
...
. . .
...
∗ ∗ · · · ∗ dn1 · · · dnn


= [∗; ∗]B21(∗)B12(∗);
where u1; u2; : : : ; un ∈U (R). As a result,(
A B
C D
)
= [∗; ∗]B21(∗)B12(∗)B21(∗):
So we have Y ∈Mn(R) such that(
A B
C D
)
B21(Y ) = [U; V ]B21(∗)B12(∗)
for some U; V ∈GLn(R). This infers that A+ BY = U ∈GLn(R).
Let A∈Mn(I) be regular. Then there exists B∈Mn(I) such that A=ABA. It is easily
to verify that(
A In − AB
−In B
)
=
(
B BA− In
In A
)−1
∈GL2(Mn(R))
and A∈Mn(I). Using the consideration above, we have Z ∈Mn(R) such that A+ (In−
AB)Z = V ∈GLn(R). Therefore A= AV−1A, as required.
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Lemma 3.4. Let I be an ideal of a ring R. Then the following are equivalent:
(1) Every regular element in I is unit-regular.
(2) For any regular a; b∈ I , aR ∼= bR if and only if a= ubv for some u; v∈U (R).
Proof. (2)⇒ (1): Given any regular x∈ I , then we have y∈ I such that x = xyx. Set
e= xy. Then e= e2 ∈R and xR= eR. So there are u; v∈U (R) such that x=uev. Hence
x = xv−1u−1x, as required.
(1)⇒ (2): Suppose that  : aR ∼= bR. Then we have  (a)∈ bR, so that  (a)R ⊆ bR.
On the other hand, there exists r ∈R such that b =  (ar) =  (a)r ∈  (a)R; hence,
bR ⊆  (a)R. Therefore,  (a)R= bR. As b∈R is regular, we have an idempotent e∈R
such that bR= eR. Hence,  (a)R= eR. This infers that  (a)∈R is regular. So we can
Cnd a c∈R such that  (a)= (a)c (a)= (ac (a)), whence a=ac (a)∈R (a). This
means that Ra ⊆ R (a). One the other hand, we have a= ada for a d∈R. We show
that  (a)= (a)da∈Ra; hence, R (a) ⊆ Ra. So Ra=R (a). As Ra=R (a), we have
x; y∈R such that xa =  (a) and a = y (a). By the consideration above, we see that
a;  (a)∈ I are both regular. So we may assume that x; y∈ I . From yx+ (1− yx) = 1,
we have a z ∈R such that y + (1 − yx)z ∈U (R). Thus we can Cnd t ∈R such that
x+ t(1−yx)= u∈U (R). Hence, ua=(x+ t(1−yx))a= xa=  (a). Likewise, we have
v∈U (R) such that  (a)v= b. Therefore we get b= uav.
Conversely, assume that a = ubv for some u; v∈U (R): Clearly,  : aR → u−1aR
given by  (ar) = u−1ar for any r ∈R is a right R-module isomorphism. So we get
aR ∼= u−1aR= bvR= bR, as asserted.
Lemma 3.5. Let I be a strongly -regular ideal of a ring R. If A is a :nitely generated
projective right R-module such that A=AI , then there exist idempotents e1; : : : ; en ∈ I
such that A ∼= e1R⊕ · · · ⊕ enR.
Proof. Suppose that A is a Cnitely generated projective right R-module such that A=AI .
Then we have a right R-module B such that A⊕B ∼= nR for some n∈N. Let e : nR → A
be the projection onto A. Then A ∼= e(nR), whence EndR(A) ∼= eMn(R)e. As A=AI , we
have e(nR)=e(nR)I ⊆ nI . Set e=(1; : : : ; 1)∈Mn(R). Then e(1; 0; : : : ; 0)T ∈ nI ; hence,
1 ∈ nI . Likewise, we have 2; : : : ; n ∈ nI . So e∈Mn(I). Since I is an exchange ideal
of R, Mn(I) is also an exchange ideal of Mn(R), and then EndR(A) is an exchange ring.
Thus A has the Cnitely exchange property. Let M =A⊕B. Then M =A⊕B=⊕ni=1Ri
with all Ri ∼= R. By the Cnite exchange property of A, we have Bi(16 i6 n) such
that M =A⊕ (⊕ni=1 Bi), where all Bi are direct summands of Ri respectively. Assume
that Bi ⊕ Ai = Ri for all i. Then A⊕
(⊕n
i=1 Bi
)
=
(⊕n
i=1 Ai
)⊕ (⊕ni=1 Bi). Hence A ∼=
A1 ⊕ · · · ⊕ An, where Ai is isomorphic to a direct summand of R as a right R-module
for all i. So we have idempotents ei such that Ai ∼= eiR. Clearly, eiR is a Cnitely
generated projective right R-module. It follows from A=AI that A
⊗
R(R=I)=0; hence,
Ai
⊗
R(R=I) = 0. That is, (eiR)
⊗
R(R=I) = 0. So we have eiR= eiRI ⊆ I . Furthermore,
we have ei ∈ I for all i. Therefore, A ∼= e1R⊕ · · · ⊕ enR with all ei ∈ I .
As a result, we prove that every strongly -regular ideal has the following cancella-
tion: Let A be a Cnitely generated projective right R-module over a strongly -regular
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ideal I and AI =A. If B and C are any right R-modules such that A⊕B ∼= A⊕C, then
B ∼= C.
Theorem 3.6. Every square regular matrix over a strongly -regular ideal of a ring
admits a diagonal reduction.
Proof. Let A∈Mn(I) be regular. Then we have E=E2 ∈Mn(I) with AMn(R)=EMn(R).
Clearly, ERn is a generated projective right R-module such that ERn = ERnI . By
Lemma 3.5, there are idempotents e1; : : : ; en ∈ I such that ERn ∼= e1R ⊕ · · · ⊕ enR ∼=
diag(e1; : : : ; en)Rn as right R-modules, so ERn×1 ∼= diag(e1; : : : ; en)Rn×1. Furthermore,
we have  :AMn(R) ∼= diag(e1; : : : ; en)Mn(R). In view of Theorem 3.3 and Lemma 3.4,
we obtain the result.
Corollary 3.7. Every square matrix over a regular ideal of bounded index admits a
diagonal reduction.
Proof. Since every regular ideal of bounded index is strongly -regular, the result
follows by Theorem 3.6.
Corollary 3.8. Let A∈Mn(R) be regular. If Mn(R)AMn(R) is a strongly -regular
ideal of Mn(R), then A admits a diagonal reduction.
Proof. Let K =Mn(R)AMn(R). Then there exists an ideal I of R such that K =Mn(I).
Clearly, A∈Mn(I). Choose e = diag(1; 0; : : : ; 0)n×n. Then eKe ∼= I and eMn(R)e ∼= R.
As K is a strongly -regular ideal of Mn(R), one easily checks that I is a strongly
-regular ideal of R. According to Theorem 3.6, we complete the proof.
Corollary 3.9. Let A∈Mn(R)(n¿ 2). If Mn(R)AMn(R) is a strongly -regular ideal
of Mn(R), then A is a sum of two invertible matrices and a nilpotent matrix.
Proof. Let K = Mn(R)AMn(R). Similarly to Corollary 3.8, we have an ideal I of R
such that K=Mn(I). In addition, I is a strongly -regular ideal of R. As A∈Mn(I), by
Corollary 2.5, we can Cnd an idempotent E ∈Mn(I), an invertible matrix U ∈Mn(R)
and a nilpotent W ∈Mn(R) such that A=EU+W . Since EU ∈Mn(I) is regular, in view
of Theorem 3.6, there exist invertible matrices V1; V2 such that V1EUV2=diag(r1; : : : ; rn)
for some r1; : : : ; rn ∈R. One easily checks that
diag(r1; : : : ; rm) =


r1 1 · · · 0 0
0 r2 · · · 0 0
...
...
. . .
...
...
0 0 · · · rm−1 1
1 0 · · · 0 0


+


0 −1 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 −1
−1 0 · · · 0 rn


:
Hence EU is a sum of two invertible matrices, as required.
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We note that there is no analogue of Corollary 3.9 for n = 1. Let R = Z=2Z. Then
R is a strongly -regular ring, while 1R cannot be written as a sum of two units and
a nilpotent element. In order to investigate the diagonal reduction of matrices over
regular ideals, we extend [16, Lemma 1.1] as follows.
Lemma 3.9. Let I be a regular ideal of a ring R. If a1; : : : ; an ∈ I , then there exists
an idempotent e∈ I such that a1; : : : ; an ∈ eRe.
Proof. Assume that n = 1. Since I is a regular ideal of R, we have x∈ I such that
a = axa. Set e = ax and f = xa. Then a = axaxa∈ eRf. Set eR + fR = Q. Then
eR+(1− e)fR=Q. Since (1− e)f∈ I , we have some r ∈ I such that (1− e)f=(1−
e)fr(1−e)f. Let g=(1−e)fr(1−e). Then Q=eR+gR=(e+g)R. Set h=e+g. Then
h∈ I is an idempotent. Choose g=(1+fh(1−f))h(1−fh(1−f)). As fR ⊆ hR, we
deduce that f=fg and hR=gR. Thus we get a∈ eRf∈ hRf=gRf ⊆ gRg. This means
that the result holds for n = 1. Assume that the result holds for n = k(k¿ 1). Then
we have an idempotent f∈ I such that a1; : : : ; ak ∈fRf. Since f; ak+1 ∈ I , we get an
idempotent e∈ I such that f; ak+1 ∈ eRe. Therefore a1; : : : ; ak ; ak+1 ∈ eRe. By induction,
we complete the proof.
It is well known that every square matrix over a unit-regular ring admits a diagonal
reduction (cf. [12, Theorem 3]). We now extend this result to square matrices over a
strongly -regular regular ideal.
Theorem 3.10. Let I be a strongly -regular regular ideal of a ring R. Then for any
A∈Mn(I), there exist U; V ∈GLn(I) such that UAV is a diagonal matrix.
Proof. Since I is regular, so is Mn(I). Let A = (aij)∈Mn(I). According to Lemma
3.9, there exists an idempotent e∈ I such that all aij ∈ eRe. Thus A∈Mn(eRe) is reg-
ular. Clearly, eRe is a strongly -regular ring; hence, it is a separative exchange ring.
It follows by Ara, Goodearl [3, Theorem 2.4] that U ′AV ′ is a diagonal matrix for
some U ′; V ′ ∈GLn(eRe). Set U = U ′ + diag(1− e; : : : ; 1− e) and V = V ′ + diag(1−
e; : : : ; 1 − e). Then UAV is a diagonal matrix. In addition, we have U ′; V ′ ∈GLn(I),
as required.
Corollary 3.11. Let I be a regular ideal of bounded index. Then for any A∈Mn(I),
there exist U; V ∈GLn(I) such that UAV is a diagonal matrix .
Proof. The proof is true by Theorem 3.10.
Corollary 3.12. Let R be a regular ring, and let (aij)∈Mn(R). If all RaijR are nil
ideals of bounded index, then (aij) admits a diagonal reduction.
Proof. Let I =
∑
16i; j6n RaijR. In view of [13, Corollary 3], I is a nil ideal of R.
Hence I is a strongly -regular regular ideal of R. Therefore, the result follows by
Theorem 3.10.
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The referee asked a natural problem: Is the sum of two strongly -regular ideals
strongly -regular? If so, Corollary 3.12 can be extended to strongly -regular ideals.
4. Recognition of matrix rings
In this section, we deal with the “Recognition Problem”: for an integer n, how can
we tell if a ring R is an n× n ring? Recall that a Cnite orthogonal set of idempotents
e1; : : : ; en in a ring R is said to be complete in case e1 + · · ·+ en = 1∈R. A Cnite set
{eij}(16 i; j6 n) of R is called a set of matrix units in R if and only if
∑
eii = 1
and eijekl = 2jkeil, where 2jk is the Kronecker delta.
Lemma 4.1. Let I be a strongly -regular ideal of a ring R. If {eij}(16 i; j6 n) is
a set of matrix units in R=I , then there exists a set {fij} of matrix units in R such
that fij = eij for all i; j.
Proof. Let {eij}(16 i; j6 n) be a set of matrix units in R=I . Then {e11; : : : ; enn}
is a complete set of idempotents of R=I . Since I is a strongly -regular ideal, by
Theorem 2.3, it is a -regular ideal. In view of [15, Lemma 3], we have a set
{f11; : : : ; f(n−1)(n−1)} of orthogonal idempotents of R such that eii =fii(16 i6 n− 1).
Set fnn=1−f11−· · ·−f(n−1)(n−1). Then enn=fnn and {f11; : : : ; fnn} is a complete set
of idempotents of R. Since eii=ei1e1i ; e11=e1iei1; ei1=eiiei1e11 and e1i=e11e1ieii, we get
eiiS ∼= e11S. Therefore fiiR ∼= f11R. So there exist fi1; f1i ∈R such that fii =fi1f1i and
f11 =f1ifi1. Let fij =fi1f1j. It suOces to show that {fij}(16 i; j6 n) is a set of ma-
trix units of R. It is easy to verify that fijfkl=fi1f1jfk1f1l=fi1f1jfjjfkkfk1f1l=2jkfil.
Therefore {fij}(16 i; j6 n) is a set of matrix units of R, as asserted.
Theorem 4.2. Let I be a strongly -regular ideal of a ring R, and let n∈N. Then
the following are equivalent:
(1) There exists a ring T such that R ∼= Mn(T ).
(2) There exists a ring S such that R=I ∼= Mn(S).
Proof. (1)⇒ (2): Suppose that R ∼= Mn(T ). Then we have a set {eij|16 i; j6 n} of
matrix units in R. Hence {eij|16 i; j6 n} is a set of matrix units in R=I . By Lam [14,
Theorem 7.1], there exists a ring S such that R=I ∼= Mn(S).
(2)⇒ (1): Since there exists a ring S such that R=I ∼= Mn(S), by Lam [14, Theorem
7.1], we have a set {eij|16 i; j6 n} of matrix units in R=I . As I is a strongly -regular
ideal of the ring R, from Lemma 4.1, we have a set {fij|16 i; j6 n} of matrix units
in R such that fij = eij for all i; j. Using [14, Theorem 7.1] again, we have a ring T
such that R ∼= Mn(T ).
Corollary 4.3. Let I be a strongly -regular ideal of a ring R, and let n a positive
integer. Then the following are equivalent:
(1) There exists a ring T such that R ∼= Mn(T ).
(2) There exist a; b; c∈R such that bn ∈ I and abn−1 + bc∈ 1 + I .
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Proof. (1)⇒ (2): This is clear by Lam [14, Theorem 7.6].
(2)⇒ (1): Set S=R=I . Then we have Pa; Pb; Pc∈ S such that Pbn=0 and Pa Pbn−1 + Pb Pc= P1.
In view of [14, Theorem 7.6], there exists a ring K such that S ∼= Mn(K). It follows
by Theorem 4.2 that R ∼= Mn(T ) for a ring T , as asserted.
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