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Metabonomic analysis has been used for classification in a diverse range of 
areas from toxicology and dietary effects through to parasitology and 
molecular epidemiology [1], including disease diagnosis and therapy 
monitoring [2]. Metabonomic data requires correction via pre-processing 
approaches followed by post-processing involving a robust modelling 
approach to provide accurate and fast classification. In this work, we 
developed novel algorithms for both phases. 
 
For pre-processing, we developed a baseline correction algorithm, Automated 
Iterative Moving Averaging (AIMA) [3], which has similar accuracy as 
existing semi-automated algorithms but is fully automated and 
computationally more efficient (28.6 to 197.7 times faster). AIMA baseline 
correction was developed based on the idea of a moving average smoother and 
evaluated on both simulated and experimental data from HPLC 
chromatograms, Raman spectra, surfaced enhanced laser desorption ionization 
time-of-flight (SELDI-TOF) chromatograms, LC-MS chromatograms and 
NMR signals. 
 
For post-processing, we developed a fully automated classification algorithm, 
Automated Pearson’s correlation change classification (APC3) [4], which has 
similar or better prediction accuracy as the current state of art algorithms for 
metabonomic data but is 3.9 to 7 times faster. APC3 involves correlation 
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based feature selection that is integrated to form a classification algorithm 
catered for the classification of two-class data. APC3 was tested on the total 
ion chromatograms (TICs) of two sets of two-class GC/MS datasets. APC3 
was evaluated against various dimensionality reduction and classification 
combinations.  6 transformation methods and 12 variable selection techniques 
were each separately combined with 3 classification approaches to form a total 
of 54 current dimensional reduction and classification combinations which 
APC3 was tested against. 
 
Finally, we did a comparative study on four sparsity embedded classification 
techniques, namely shrunken centroids regularized discriminant analysis 
(RDA) [3], nearest shrunken centroids (NSC) [4],  sparse partial least squares - 
discriminant analysis (sPLS-DA) [5] and penalized linear discriminant 
analysis (PLDA) [6]. All these four methods have been previously performed 
primarily on microarray. Sparsity embedded classification approaches allows 
embedded sparse structures and dimensional reduction to complement each 
other resulting in the elimination of noisy variable which does not contribute 
to classification to make the classifier more accurate and predictive [7] and 
allow automatic variable selection [7]. These classification techniques were 
evaluated on three-class LC-MS chromatograms to study their suitability. 
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ties. 
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Chapter 1: Introduction 
 
1.1 Major “Omics” 
The four major “Omics” disciplines are genomics, transcriptomics, proteomics 
and metabonomics [2, 8, 9]. Their brief descriptions, interactions and 
limitations would be addressed in the sub-sections below. A first cut 
conceptual diagram which is an enhanced adaptation of [10] is displayed in 
Fig. 1.1. In total, there are almost 200 different named “omics”, most of which 
are highly specialized and may come under the umbrella of one of the four 
main “omics” [2] and hence would not be reviewed. An example is lipodomics, 
an “omic” involving the specialized study of lipid pathways and networks 
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markers of the susceptibility of individuals to different diseases and response 
to specific therapies [9]. Understanding the response of a specific genetic 
profile to a specific therapy may provide insight to develop effective 
individualized therapy such as in multifactorial disease treatment for diseases 
like breast cancer [14]. The vulnerability to environmental influences is a 
confounder in genomics and epigenetics is an additional domain that needs to 
be further investigated to cope with this inherent susceptibility of genomics. 
Hence the exposure to epigenetic regulation complicates genomics [15]. 
Environmental changes may greatly affect metabolism making it difficult to 
dissect these influences from gene-related outcomes [16]. Fig. 1.2 graphically 
depicts the relationship between disease, genetic and environmental factors 
[17]. 
 
Fig. 1.2 The relationship between disease, genetic and environmental factors 
(adapted from [17]), which suggests that every disease has both genetic and 





Transcriptomics is the study of mRNA in a cell or organism [8] and a 
transcriptome is the total mRNA in a cell or organism [8]. Gene expression 
microarrays are used to measure gene expression or mRNA levels at a given 
time [8, 9]. It is important to note that gene expression microarrays used in 
transcriptomics differ from DNA microarrays used in genomics via the entity 
they measure. The former measure mRNA while the latter measure differences 
in DNA sequences [8]. 
 
Gene expression levels can be used to separate normal cells or tissues into 
their subtype classification, identify prognostic disease markers, identify 
disease state markers, sub-classify disorders that may appear similar on the 
surface and identify predictors of therapeutic response to facilitate effective 
individualized treatment [9]. Levels of mRNA are not always directly 
proportional to protein expression levels as demonstrated in mammalian 
culture cells [18-21] and 12 different normal human tissues [22]. This 
miscorrelation between mRNA levels and protein levels is possibly due to 
alternative splicing, post-translational modification of proteins [9] and the 
different time scales which gene expression and protein expression operate. 
These create difficulty in establishing causal linkages [23]. With levels of 
mRNA not always correlating to protein expression levels [18-22] and as gene 
expression microarrays measure changes in mRNA levels instead of protein, 
there is a lack of consensus relating to the interpretation of the data [8]. The 
transcriptome, just like the genome is exposed to environmental changes or 
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epigenetic influences and these factors add constraints that need to be 
deciphered to prevent misinterpretation of gene profiling data [2, 8]. The study 
of epigenetic regulation of gene expression [24] is another enormous research 




Proteomics is the large scale application of evolving technologies to study the 
biological functions of proteins and characterize proteins according to their 
appropriate functional cellular or protein pathways [9, 25, 26]. The proteome 
is the set of all expressed proteins in a cell, tissue or organism [27]. 
 
The presence of an immense diversity of proteins possibly due to alternative 
splicing and post-translational modification of proteins, is an advantage for the 
study of proteomics over gene expression in differentiating normal and 
abnormal cellular processes since more information is found in protein 
analysis than gene expression [9]. However, it is useful to note that the 
existence of a huge number of proteins (>100 000) also poses as a 
computational bottleneck for proteomic analysis which is further complicated 
by a lack of accurate detection of low-abundance proteins [8] due to the 
obscuring of the low-abundance protein detection by proteins with higher 
abundance [28-30]. The accurate detection of smaller, less-abundant proteins 
is itself a separate field of exploration where novel approaches of excluding 
large proteins from the analysis have been proposed [28-30]. Although 
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proteomics is potentially less expensive than genomics, it can be slow and 
labour intensive [31]. Due to the in-vitro nature of genomic, transcriptomic 
and proteomic studies, it is difficult to correlate their time-response to drug 
exposure where an in-vivo multi-organ functional integrity in real time is 
preferred resulting in difficulty to relate these three domains to classical 
indices of toxicity or toxicological endpoints [31]. 
 
1.1.4 Metabonomics 
Metabonomics involves the quantitative measurement of the global, dynamic 
metabolic response of living systems to biological stimuli or genetic 
manipulation with a focus on elucidating systemic change through time [16]. 
Metabolomics pursues an analytical descriptive analysis of complex biological 
samples, and aims to distinguish and quantify all the small molecules that are 
present [16]. The terms metabonomics and metabolomics were initially coined 
for slightly varied purposes where the former was first used in the 
chemometric interpretation of biological fluids and tissues analysed via 
nuclear magnetic resonance (NMR) spectroscopy [32] whereas the latter was 
first used in plant science and the study of in vitro systems [33]. The terms 
metabonomics and metabolomics have since converged and are being used 
interchangeably as they essentially share the same analytical and modelling 
procedures [2, 16] and both try to characterize the metabolome [10]. From the 
literature review via PubMed keyword searches as shown in Fig. 1.3, there is 
an increase in the number of publications for both “metabonomics” and 















































 from the a









s count at 4




































































, gives the 
etected and









intake/exposure is frequent but the compound has yet to be detected in the 
body [34]. 
 
1.1.5 Advantages of Metabonomics 
Metabonomics has the advantage of not mandating analyte preselection [16] 
whereas the converse is true for the other three major “omics” which 
encompasses pre-determination of the analytes in order to select the 
appropriate sample preparation and detection platforms [31, 35]. Moreover, 
via the selective use of biofluids such as urine, metabonomics convey minimal 
invasion since these biofluids are essentially collected in a non-invasive 
manner [31, 35]. The option of preselecting the analytes which are metabolites 
in metabonomics dissects metabononomic investigations into targeted and 
untargeted and this division would be elucidated in the Section 1.4 [15]. In the 
presence of external influencing factors such as environment, the 
interpretation of other “omic” data such genomics and proteomics becomes 
non trivial but metabonomics overcomes this challenge by monitoring the 
global outcome of all the influencing factors, without making assumptions 
about any single contributing effects to that outcome [16, 35]. Since 
metabolites are not directly encoded in the genome, unlike RNA and proteins, 
metabonomics also provides information to aid deciphering metabolic 
pathways, which can be used to understand biological mechanisms better [36]. 
As the final downstream product of gene transcription, the metabolome 
inherits relatively amplified changes in comparison to the transcriptome and 
proteome [37] and is the closest to the phenotype of the biological system 
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investigated [8]. Furthermore, as metabolic biomarkers are closely correlated 
to real biological end-points, metabonomics makes hypothesis generation 
studies easier [31, 35]. 
 
Metabonomics has a smaller domain than proteomics giving it a computational 
edge since the number of features in terms of metabolites is lesser than the 
number of proteins that exist in nature. Despite having the smaller domain 
than proteomics, the metabolome contains a diverse range of biological 
molecules making it physically and chemically more complex than the other 
“omics” [8], implying possibly greater informative content. Metabolic 
biomarkers have higher cross species flexibility than transcriptomic or 
proteomic biomarkers since metabolites do not differ as frequently across 
species which is important for pharmaceutical studies [35]. Compared to the 
other “omics”, metabonomics is less expensive with lower cost per sample and 
per analyte and also less labour intensive [8, 35]. These cost and labour 
efficient attributes of metabonomics are driven by its better technological 
advances that includes its analytical procedures being stable and robust and 
with high degree reproducibility [8, 35]. 
 
1.2 Applications of Metabonomics 
Metabonomic analysis has been used for classification in a diverse range of 
areas from toxicology and dietary effects through to parasitology and 
molecular epidemiology [1], and including disease diagnosis and therapy 
monitoring [2]. We attempt to organize them into three broad spectrums, 
10 
 
namely identifying biological targets, individual profiling and population 
profiling [16]. These would be discussed in the proceeding sub-sections. 
 
1.2.1 Identifying biological targets 
With regards to preclinical toxicity, metabonomics enables 
• detection of toxic biomarkers while investigating the adverse effects of 
candidate drugs preclinically [38-45]. It should be noted that this may 
differ between the preclinical species [46], and there is a possible inherent 
and unavoidable uncertainty of these preclinical toxicity markers with 
respect to humans. 
• identifying relevant time points for these studies [46] 
• better study design to help reduce animal count, expenses and output more 
reliable results [47] 
 
An interesting controversial notion that needs awareness and may appear as a 
possible limitation is whether the metabonomic approach is appropriate to 
study toxic effect, especially when non-metabonomic markers are not able to 
conclude metabolic disruption which is only sensitive via metabonomic 
markers [48]. 
 
With respect to disease diagnosis, metabonomics facilitates 
• clinical disease diagnosis such as ovarian cancer [49], meningitis [50], 
prostate cancer [51], inborn errors of metabolism [52], coronary heart 
disease [53], renal cell carcinoma [54] and various brain tumours [55] 
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• drug efficacy study on cardiac mouse models leading to phenotyping of 
four mouse models of cardiac disease [56] 
• developing preclinical assessments of metabolic response to drug therapy 
which may aid in differentiating efficacious from toxic effects [47, 57] 
• clinical disease progression monitoring such as cerebrospinal fluid in 
aneurysmal subarachnoid haemorrhage [58] and prostate cancer [51] 
• differentiating closely related disease types such as distinguishing between 
brain tumour types [55] 
 
In plant science, metabonomics enables 
• detection of metabolite markers for predicting crop yield, which can be 
used to develop transgenic strategies for yield enhancement [59] 
• discovery of metabolite markers for desirable characteristics in plant 
breeding [60, 61] 
 
1.2.2 Individual profiling 
Pharmaco-metabonomics is known as the approach that uses metabonomics to 
create personalized drug treatment, which can improve efficacy and limit the 
instances and severity of adverse drug reactions [62].  It has been studied on 
both preclinical [62, 63] and clinical subjects [64]. 
 
Pharmaco-metabonomics is more superior compared to a conceptually similar 
approach known as pharmacogenomics, which differs by using genomics 
instead of metabonomics but aspires to achieve a similar end point that is 
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individualized drug treatment [62]. The pre-eminence of pharmaco-
metabonomics over pharmacogenomics lies simply in the choice of using 
metabonomics instead of genomics, which implies its added ability to factor in 
environmental influences [62]. 
 
1.2.3 Population profiling 
A sound understanding of a normal biochemical profile would aid to connect 
therapeutic or toxic effects to normality or to elucidate disease associated 
biochemical alterations [35]. The following are examples of various effects 
that have been investigated via preclinical studies involving urine samples 
• diurnal variation, gender, age, diet, species, strain, hormonal status and 
stress [65] 
• age, strain, gender and diurnal variation [66] 
• xenobiotics within the environment or environment toxins [67-69] 
Phenotypic effects can be studied via metabonomic approaches after gene 
transfection in animal models [70], which may provide insights into the 
usefulness of these trans genetic animals as disease models or in drug efficacy 
studies [35]. 
 
In plant science, metabonomics contributes to 
• classifying herbicidal mode of action by relating phenotypical end points 
with physiological processes of herbicide application so that the outcome 
of using new potential herbicides can be anticipated [71-74] 
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• study the response of plants to abiotic stresses where degrees of tolerance 
in species and genotype have been shown [75] 
• study the response of plants to biotic stresses via the metabolic profiling of 
volatiles [76] 
 
1.3 Relative vs Absolute Quantification 
In genomics and transcriptomics, data generated from microarrays are relative 
expression ratios of the same gene under different conditions [77]. 
Hybridisation efficiency [78], cross-hybridisation issues, limited dynamic 
detection range, presence of background noise and the detection of transcripts 
being limited to sequences printed on the array [79] constitute to the 
limitations present in microarray generated data. These restrictions disallow 
the comparison of absolute expression levels across genes using microarray 
[77].  
 
However, transcriptome sequencing (RNA-Seq) gives expression levels in 
terms of counts of expressed transcripts that can be related to transcripts per 
cell which is an absolute level. Therefore, the expression levels generated are 
comparable across the transcriptome and have been shown to be more 
indicative of protein concentrations than gene expression levels generated 
from microarrays [78]. In cancer genomics, absolute quantification of the copy 
number changes and point mutations is preferred over relative quantification 
for the identification of oncogenes and tumour suppressors and paints a better 




In proteomics, relative quantitation is the comparison of the levels of a 
specific protein in different samples with results being expressed as a relative 
fold change of protein abundance [82], whereas absolute quantitation is the 
exact determination or mass concentration of a protein, for example, in units 
of ng/mL of a plasma biomarker [83]. Absolute quantification of proteins can 
be obtained by either labelling via spiking known amounts of stable isotope–
labelled standards into the samples or by a label free approach of 
computationally comparing peptide signals of different samples [83, 84]. 
 
In metabonomics, when comparing across studies, having an absolute 
concentration to compare against would be ideal but it requires having to 
define a reference metabolite or standard to quantify against [85]. With a 
reference material of known fix concentration, the absolute concentration of 
the metabolites under analysis can be determined in relation to the known 
concentration of the reference material. However, no standard reference 
material (SRM) has been made available yet. Hence in place of an endogenous 
reference material, metabolite spike-ins are recommended for use at the 
moment [85].Therefore, it is still possible to perform cross-study analysis 
using metabonomics with metabolite spike-ins to account for technical 
normalization. But the search for a suitable endogenous reference metabolite 
which can additionally account for biological variation across studies remains 




1.4 Targeted vs non-targeted Metabonomics 
Non-targeted metabonomics can be defined as 
“Non-biased identification and quantification of all metabolites in a 
biological system. The analytical technique(s) must be highly selective and 
sensitive. No one analytical technique, or combination of techniques, can 
currently determine all metabolites present in microbial, plant or 
mammalian metabolomes [86].” 
 
Targeted metabonomics can be defined as 
“Quantitative determination of one or a few metabolites related to a specific 
metabolic pathway after extensive sample preparation and separation from 
the sample matrix and employing chromatographic separation and sensitive 
detection [86].” 
 
Untargeted metabonomics requires coupling to advanced chemometric 
techniques, such as multivariate analysis, to reduce the extensive datasets 
generated into a smaller set of manageable signals. This require annotation 
using either in silico libraries or experimental investigation and subsequent 
identification using analytical chemistry [87]. Untargeted analysis is suitable 
for novel target discovery with the metabolome coverage only restricted by the 
sample preparation methodologies and the inherent sensitivity and specificity 
of the analytical technique used [87]. The bottlenecks of this approach lie in 
the protocols and time required to process the huge amount of generated raw 
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Fig. 1.4 A simple metabonomic workflow that depicts the outputs, limitations 
and some methods proposed to minimize these limitations. Our investigations 
would focus on baseline correction and dimensional reduction which are 
highlighted in red background. 
 
The metabonomic workflow as illustrated in Fig. 1.4 begins with data 
acquisition followed by data pre-processing, then by data analysis and finally 
the biological interpretation [88].  
 
1.5.1 Need for Pre Processing 
The ideal chemical spectrum for LC-MS, GC/MS or SELDITOF should have 
well-resolved peaks, adequate signal-to-noise ratios, no background 
contribution, and a large linear response range between analyte concentration 
and detector signal for individual samples or runs [89]. If more than one single 
sample is used, having stable retention times and well-defined peak shapes is 
ideal [89]. However, due to sample complexity and increasing speed of the 
chromatographic runs, artefacts such as baseline drifts, changes in the peak 
shapes and elution times shifts are inherent [90]. 
 
1.5.2 Issues with current baseline correction approaches 
Baseline correction is one of the components of the chemometric data 
preprocessing phase to counter the baseline drifts. Manual baseline correction 
though commonly used in vibrational spectroscopy, tends to have bias towards 
user experience, noise levels and baseline characteristics [91]. For automatic 
baseline correction, we can divide it into fully-automated [8-12] and semi-
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automated [13-20]. The predominant method for fully automated baseline 
correction is polynomial fitting. Polynomial fitting have been  shown to 
perform badly for low signal to noise and signal to background spectrums [92, 
93] for Raman spectroscopy. In NMR data, even with commercially available 
polynomial baseline correction, manual correction might sometimes be 
necessary [94]. Some variants of polynomial fitting have been shown to be 
suitable for only broad and smooth baseline deviation [95]. 
 
Semi-automated baseline correction, such the most recently introduced 
penalized least squares variant, the adaptive iteratively reweighted penalized 
least squares (airPLS) [96], generally have better accuracy than current fully 
automated baseline correction. One general disadvantage of semi-automated 
methods is the need to optimize parameters. Other semi-automated penalized 
square approaches resulted in negative valued regions [8, 14]. Although the 
default values for these parameters are available for different signals such as 
NMR, Raman and HPLC chromatograms [96], the accuracy of baseline 
correction depends on the careful optimization of these parameters. 
 
Semi-automated wavelet baseline correction techniques transform the signals 
into different frequency components, followed by the removal of the varying 
low-frequency background to finally reconstruct the signal from the wavelet 
coefficient. This reconstruction results in some loss of spectra information and 
can cause distortion at some part of the spectra [92]. Wavelet based algorithms 
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assumes that the background is well separated in the transformed domain from 
the signal, which may not be correct for real-world spectra [97]. 
 
1.5.3 Limitations of current data analysis methods 
Currently, partial least squares regression (PLSR) and its variants are the 
preferred approach in metabonomic data modelling and classification due to 
their flexibility and accuracy in catering to the complexity of these data [98] 
including their suitability in handling the issue of multicollinearity [99]. 
However, PLSR typically requires large training sample size and large number 
of indicators of each latent variable [100, 101] which may be disadvantageous 
for rare metabonomic datasets such as those of rare diseases. In addition, it 
would be of interest to reduce PLSR’s training complexity and hence the 
processing time when dealing with metabonomics data such as gas 
chromatography mass spectrometry (GC/MS) total ion chromatograms (TICs), 
which tend to be very large [102]. A common method to reduce the 
computational complexity of classification is to use dimensionality reduction 
approaches prior to classification. Dimensionality reduction techniques can be 
broadly divided into variable selection and transformation. Variable selection 
approaches can identify the significant variables but may not perform well 
when the data is highly correlated. Transformation based approaches tend to 
combine variables without selecting a subset of significant variables. There are 
many different dimensional reduction approaches and this increases the 
complexity of finding an optimum dimensionality reduction approach for 
PLSR and its variants for each metabonomics data. Hence it would be useful 




1.5.4 Approaching dimensional reduction via sparsity embedded 
approaches 
Metabonomic data such as TICs being high dimensional in nature exposes 
themselves to an array of inherent issues. A TIC is high dimensional because 
there are many time points where the total intensity is measured and each time 
point is a feature or dimension. Firstly, high dimensional data have been 
shown to have an inverse exponential relationship between the optimal rate of 
convergence and the dimension of the data under regularity assumptions, 
thereby impeding learning [103]. Next is the concentration phenomenon, 
which describes the difficulty in performing inference due to the presence of 
an inverse proportionality linking the Euclidean distances between feature 
vectors and the data’s dimension [104]. 
 
Amongst the plethora of approaches being proposed for dimensional reduction, 
to export important features necessary for modelling is a recent concept that 
introduces the use of sparse representations [105]. A sparse representation 
uses a basis to transform the dimensions into a linear combination of a few 
dimensions. The basis can either be predefined using functions such as 
wavelets or adapted directly from the data presented. The application of bases 
learnt directly from the data being modelled has been shown to be more 





The high dimensionality of the data and in some instances the small number of 
available training samples for modelling proposes the use of dimensional 
reduction to ease the adaptive learning of the bases. However many existing 
dimensional reduction methods are not known to complement the embedded 
sparse structures. Even dimensional reduction approaches that use sparse 
linear models are not recommended for sparse learning as the basis has been 
predefined [66,67]. Another drawback of many existing sparse representations 
is their inability to handle non-linear relationships. The addressing of non-
linearity has been shown to improve classification [68-71]. 
 
1.6 Significance of Project 
Metabonomic data requires correction via pre-processing approaches followed 
by post processing involving a robust modelling approach to provide accurate 
and fast prediction.  
 
Vast developments were observed in metabonomics over the last decade. 
These developments were particularly focused in modelling methods, rather 
than simply via advances in the supporting analytical platforms and 
biosampling modalities. However, further contributions are needed in these 




Our project intends to contribute ideas to both phases beginning with pre-
processing. The study of these two consecutive phases would provide a more 
cohesive evaluation which would open up the possibility of re-designing of 
concepts back and forth from pre and post processing thereby providing 
complementary enhancements to each phase. The main aim is to develop at 
least one new fully automated algorithm to pre-processing phase, another new 
fully automated algorithm to the post-processing phase and a survey on new 
novel approaches that are relatively new to metabonomics for classification. 
Metabonomic data would include predominantly gas chromatography mass 
spectrometry (GC/MS), liquid chromatography – mass spectrometry (LC-MS) 
and nuclear magnetic resonance (NMR). 
 
Current metabonomic pre-processing and post processing techniques are 
focused on semi-automated approaches, which tend to have better accuracy 
due to the flexibility of having user defined parameters but these have to be 
optimized. There are two ways to perform parameter optimization. One is via 
an exhaustive search and the other is through the use of modelling [106]. The 
exhaustive search involves a grid search of the entire parameter space and is 
hence time consuming. Modelling approaches such as the shrinking hypercube 
method [107, 108] are less time consuming as they utilize scores from 
previous optimization tuning rounds as a guide to obtain a local maximum. 
The grid search approach ensures the global maximum is reached since the full 
parameter space is evaluated at the cost of a larger computational load. In 
contrast, modelling approaches estimate a local maximum at the cost of a 
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reduced computational overhead. Either way, parameter optimization is an 
additional computational cost that is avoided in automated algorithms, which 
is beneficial when processing bulk metabonomic datasets. With the advent of 
Big Data initiatives such as more funding for larger studies and clinical trials 
[109], the advantage of having computationally efficient automated pre and 
post processing algorithms is slowly becoming a necessity.  
 
Moreover, automation reduces user interactivity, thus allowing efficient 
processing of extremely large datasets in a high throughput approach [102], 
and can reduce any bias that may be present manual processing [110]. With 
reference to baseline correction, it has been acknowledged that there does not 
exist any perfect baseline correction method that performs well for all regions 
of a spectra and hence the best approach would be to test several baseline 
correction techniques to achieve the best prediction [111, 112]. Thus, fully 
automated and fast baseline correction approaches would greatly facilitate 
such multiple testing by reducing the amount of user interactivity that is 
required.  
 
For post processing, we also intend to study the possibility of introducing new 
novel classification techniques that has not been extensively used in the 
metabonomics realm but have reduced complexity so that they could be 
applied to deal the issues of high dimensionality of extremely large datasets 




The introduction of new algorithms in literature usually does not include 
readily downloadable software for communities to easily utilize them. In our 
developments, we assure the availability of plugins to ease their evaluation 
and usage by the metabonomic communities. Presentation would conform to 
open source technologies and wherever possible, plugins to open source 
metabonomics processing tools such as MZmine [114] would be made 
publicly available to benefit the metabonomics community. 
 
Sparsity embedded classification algorithms introduce shrinkage as an integral 
part of their classification procedure. By embedding sparsity within the 
classification algorithm, we may have the best of both worlds via the 
embedded sparse structures and dimensional reduction complementing each 
other. In other words, the dimension is reduced while promoting the embedded 
sparse structures. The two-fold benefits of embedding shrinkage within a 
classification technique are: 
1. the elimination of noisy variable which does not contribute to 
classification to make the classifier more accurate and predictive [7] 
2. to achieve automatic variable selection [7]  
 
We have three hypotheses. The first hypothesis is it is possible to develop a 
fully automated baseline correction algorithm that has similar accuracy as 
semi-automated algorithms.  The second hypothesis is it is possible to develop 
25 
 
a fully automated classification technique that has similar prediction accuracy 
as the current state of art algorithms for metabonomic data. The third is current 
sparsity embedded classification techniques can classify multi-class 
metabonomic TIC datasets. 
 
1.7 Thesis Structure 
Chapter 1 would deal with the aspects of providing a basic simplified but yet 
informative introduction to the field of metabonomics, its place in comparison 
to the other “omics”, its advantages over the other “omics”, its various 
attempted applications, its sub categories such as the use of relative versus 
absolute quantification and targeted versus non-targeted metabonomics and its 
processing workflow with the limitations that were addressed in this thesis. 
 
Chapter 2 would describe the fully automated baseline correction technique 
which we developed [115] and its results where it had been shown to have 
similar accuracy as current semi-automated baseline correction methods when 
tested on HPLC chromatograms, Raman spectra, surfaced enhanced laser 
desorption ionization time-of-flight (SELDI-TOF) chromatograms, LC-MS 
chromatograms and NMR signals. 
 
Chapter 3 would introduce the fully automated classification algorithm which 
we proposed [116] and the results of its evaluation on two sets of two-class 
GC/MS TICs against other classification algorithms, classification algorithms 
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in combination with transformation techniques and classification algorithms in 
combination with variable selection approaches. 
 
Chapter 4 would display the evaluation of four current sparsity embedded 
classification approaches in terms of prediction accuracy, variable 
optimization and time complexity on a three-class metabonomic TIC dataset 
and another two-class metabonomic TIC dataset that was used in Chapter 3. 
 
Chapter 5 would summarize the main contributions, state the limitations of my 
work and propose future direction based on the limitation.  
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Chapter 2: A fully Automated Iterative Moving 
Averaging (AIMA) technique for baseline correction 
 
2.1 Introduction 
The presence of baseline drifts in chemometric data establishes the need to 
employ techniques such as baseline correction. One way to segregate the 
various baseline methods in literature is via their feasibility to be automated. 
Those that come under the umbrella of being non-automated, also referred to 
as manual baseline correction, tend to be user biased [91]. As for automated 
baseline correction, further subdivision into fully-automated [8-12] and semi-
automated [13-20] is possible. However, the former has issues for certain 
types of spectrum such as those with low signal to noise and signal to 
background [92, 93], though showing suitability for broad and smooth 
baseline deviation [95]. The latter, hovering midway between being fully 
automated and manual, requires the optimization of parameters at the cost of 
generally producing better accuracy than current fully automated baseline 
correction methods [96]. 
 
Hence, in an attempt to attain both the higher accuracy of semi-automated and 
the redundancy of parameter optimization of fully automated baseline 
correction methods, we developed a novel fully automated baseline correction 





The moving average is an univariate spectral filtering method used in 
chemometrics [117]. The most recent use of the moving averaging as a 
baseline correction technique was in a computational tool, LIMPIC [118] 
where the baseline was estimated using a simple linear interpolation of the 
average values of signals with selected segments. AIMA was developed based 
on this idea of moving average smoother.  
 
The algorithm is divided into two steps. The first involves getting a baseline of 
a spectrum where the peaks are not maximized. Starting with an array of 
intensities with equal interval ݕ ൌ ሾݕଵ, ݕଶ, … ݕேሿ, the first iteration updates the 
even intensities as follows: 
ݕ௜ାଵ ൌ minሺݕ௜ାଵ, ሺݕ௜ ൅ ݕ௜ାଶሻ 2⁄ ሻ                                                                ሺ2.1ሻ 
where i=1,3,5,…,N-3,N-1 
 
The next iteration updates the odd intensities as follows: 








The following iteration updates the even intensities but leaves out the first and 
last update as follows: 
ݕ௜ାଵ ൌ minሺݕ௜ାଵ, ሺݕ௜ ൅ ݕ௜ାଶሻ 2⁄ ሻ                                                                 ሺ2.3ሻ 
where i=3,5,…,N-5,N-3 
 
In a similar note, the next iteration involves the updating the odd intensities 
with the first and last updates being left out as follows: 
ݕ௜ାଵ ൌ minሺݕ௜ାଵ, ሺݕ௜ ൅ ݕ௜ାଶሻ 2⁄ ሻ                                                                 ሺ2.4ሻ 
where i=4,6,…,N-6,N-4 
 
The stopping criteria is when the first update, i, reaches the floor (N/2) where 
N is the number of intensities. This is known as the Iterative Averaging (IA) 
procedure, which will be reused with slight modification in Step 2. 
Next, consecutive segments are formed from the initial intensity array where 
the first and last intensity in each segment is equal to the corresponding 
intensity value of the derived intensity array y. The first and last intensity 
positions of these segments are noted and used to update the initial intensity 
array with linear interpolated intensity values. 
 
Step 2 involves an iterative procedure to maximize the peak. Fig. 2.1 shows 
the maximization of the peak after the first and second calls to the Iterative 
Averaging Smoothing (IAS) function. Step 2 starts with a call to the IAS 
function using the output array from Step 1. The first part IAS involves a loop 
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creating a copy of y known as y’. In the loop, the first iteration updates the 
even intensities as follows: 
ݕԢ௜ାଵ ൌ   ሺݕԢ௜ ൅ ݕԢ௜ାଶሻ 2⁄                                                                                  ሺ2.5ሻ 
where i=1,3,5,…,N-3,N-1 
 
The next iteration updates the odd intensities as follows: 
ݕԢ௜ାଵ ൌ   ሺݕԢ௜ ൅ ݕԢ௜ାଶሻ 2⁄                                                                                  ሺ2.6ሻ 
where i=2,4,6,…,N-4,N-2 
 
The following iteration updates the even intensities but leaves out the first and 
last update as follows: 
ݕԢ௜ାଵ ൌ   ሺݕԢ௜ ൅ ݕԢ௜ାଶሻ 2⁄                                                                                  ሺ2.7ሻ 
where i=3,5,…,N-5,N-3 
 
In a similar note, the next iteration involves the updating the odd intensities 
with the first and last updates being left out as follows: 
ݕԢ௜ାଵ ൌ   ሺݕԢ௜ ൅ ݕԢ௜ାଶሻ 2⁄                                                                                  ሺ2.8ሻ 
where i=4,6,…,N-6,N-4 
 
The stopping criteria is when the first update, i, reaches the floor (N/2) where 
N is the number of intensities. 
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Next a new array ݕ௠௔௫ is created using 
ݕ௠௔௫,௜ ൌ  ݉ܽݔሺݕԢ௜ , ݕ௜ሻ                                                                                    ሺ2.9ሻ 
where i=1,2…N 
 
Another array ݕ௠௜௡ is created as 
ݕ௠௜௡,௜ ൌ  ݉݅݊൫ݕ௠௔௫,௜ , ݕ௜൯                                                                            ሺ2.10ሻ 
where i=1,2…N 
 
Using ݕ௠௜௡ and ݕ௠௔௫ another array ݕௗ௜௙௙ is created using 
ݕௗ௜௙௙,௜ ൌ   ห൫ݕ௠௔௫,௜ െ ݕԢ௠௜௡,௜൯ห                                                                      ሺ2.11ሻ 
where i=1,2…N 
 
Then we update every consecutive segments of ݕԢ where ݕௗ௜௙௙,௜ ൌ  0 with a 
linear interpolation using the first intensity, ݕ௙ and the last intensity, ݕ௟ of that 
particular segment as follows: 
ݕᇱ௜ ൌ  ݕ௙ ൅ ݇൫ݕ௙ െ ݕ௟൯ ሺܯሻ⁄                                                                       ሺ2.12ሻ 
where k=0,1,2….M 
This is known as IAS. 
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Suppose the return intensity array, of IAS is ݕԢ, another array ݕԢԢ is created 
using 





Next we get a value ܣ௔௕௦ using 
ܣ௔௕௦ ൌ  ෍ห൫ݕᇱᇱ௜ െ  ݕ௜൯ห                                                                              ሺ2.14ሻ 
 
Then we repeat the IAS except instead of creating a copy in the start of IAS, 
ݕԢԢ is used as ݕԢ and ݕ is reused. 
 
Suppose the return intensity array, of IAS is a modified ݕԢ, another array ݕᇱᇱ is 
created using 





Next we get a value ܤ௔௕௦using 
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three other semi-automated baseline correction techniques, airPLS, 
Asymmetric Least Squares baseline correction (ALS) [119, 120] and a 
parametric baseline correction [121]. airPLS is the most recently introduced 
baseline correction technique and it is shown to give better accuracy than ALS 
[122]. Although ALS was shown to have poorer accuracy than airPLS, we 
decided to include it in our comparison because our set of experimental data 
was larger than in the earlier study. Thus, it will be interesting to further 
compare airPLS and ALS on this larger experimental data. Parametric baseline 
correction [121] is a recent NMR baseline correction method, which has been 
shown to give better results than a commercial automatic baseline correction 
function in XWINNMR 3.5. 
 
2.2.1 Simulated data 
Simulated data were used because the actual peak heights were known and 
thus it is possible to compute the baseline correction relative error of the 
AIMA algorithm. Data were simulated using three different baselines, which 
are convex curved, concave curved and linear. Pure signals of three Gaussian 
peaks were used. Each peak varied in intensity. Random noise was also added 
to the spectrum. Mathematically, the spectrum can be expressed as follows: 
ݏሺݔሻ ൌ  ܽሺݔሻ ൅ ܾሺݔሻ ൅ ݎሺݔሻ                                                                       ሺ2.18ሻ 
where ݏሺݔሻis the simulated signal, ܽሺݔሻis pure signal peaks, ܾሺݔሻ is the 




A range of noise factor was multiplied to the random noise created to evaluate 
the ability of the algorithm to perform baseline correction in both high and low 
noise environment. Values from the sets {0.01, 0.02.., 1} and {1.1, 0.1.., 11} 
were used for low and high noise ranges respectively. For each noise factor the 
baseline correction was performed with 10 newly generated random noises to 
minimize bias. 
 
As the simulated data and parameters ሺߣ ൌ 10, ݌ ൌ 0.001 ܽ݊݀ ݀ ൌ 2ሻ were 
similar to an earlier study using airPLS and ALS, the optimum parameters for 
both of these methods were obtained from that study [96]. The parametric 
method required estimation of the standard deviation of noise, ߪ௣. A 
systematic search showed that a value of 1  כ 10ଷ for this parameter was 
optimal for the simulated data of low noise and a larger value of 1  כ 10ଵ was 
suitable for high noise data. Appendix - Fig. S1 and S2 shows a plot of a 
curved convex baseline spectrum simulated with noise factors of 0.01 and 11 
respectively with various baselines estimated using different estimated 
standard deviations of noise. 
 
2.2.2 Experimental data 
Experimental data from HPLC chromatograms, Raman spectra, surfaced 
enhanced laser desorption ionization time-of-flight (SELDI-TOF) 
chromatograms, LC-MS chromatograms and NMR signals were used to show 
the applicability of the AIMA algorithm in actual data sets. Information about 




For HPLC and Raman spectra, comparison of the three methods for such 
univariate data were done by measuring the reduction of convex hull of the 
PCA plots. This is because the compactness and separation in principle 
components pattern space would improve clustering and classification results 
[96, 123]. ߣ values of 30 and 50 which were previously used in airPLS for the 
HPLC and Raman datasets respectively [96] were assumed to be optimal. For 
ALS, we performed a grid search using ݌ values from the set {0.001, 0.011... 
0.081, 0.091} and ߣ values from the set {10, 20… 490, 500} and determined 
the optimal parameters that have the minimum reduction in convex hull for 
both HPLC and Raman datasets. The parametric method required the 
optimization of the estimated ߪ௣ which was obtained by doing a grid search on 
the set of values of {10000, 1000, 100, 10, 1} and {10, 20, 30… ,C} and 
assuming the optimal to have the minimum reduction in convex hull for both 
HPLC and Raman datasets. C is the ceiling of the maximum of the standard 
deviation of every spectrum and was calculated to be 150 for HPLC datasets 
and 7250 for the Raman datasets. 
 
For both SELDI-TOF and LC-MS spectra analysis, we compared the ability of 
the algorithms to improve the prediction performance of partial least square 
(PLS) models. For the SELDTI-TOF data, we selected 64 spectra per class to 
form a training set for developing PLS models. The remaining spectra were 
used as a validation set. Root mean error of prediction (RMSEP) [124] 
determined using 10-fold cross-validation (CV) was used to determine the 
optimum number of latent variables for the PLS models and the optimal 
parameter combination for airPLS, ALS and parametric method. Once the 
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optimum PLS model was determined for each algorithm, the prediction 
performance of these models were assessed by computing the area under the 
response operating characteristic curve (AUC) [125] using the validation set. 
The entire process of selecting a training set and validation set, developing, 
optimizing and validating PLS models was repeated 30 times. For the LC-MS 
data, a similar procedure was used except that the full data set was used for 
training and the prediction performance of the optimum PLS model was 
determined using the cross-validated RMSEP. This is because each class 
contains only 6 spectra and thus it is not practical to divide the dataset into a 
training set and validation set. During the optimization of the parameters, we 
used different ߣ values from the set {10, 20… 490, 500} for airPLS and a grid 
search using ݌ values from the set {0.001, 0.011... 0.081, 0.091} and lambda 
values from the set {10, 20… 490, 500} for ALS.  For the parametric method, 
we used ߪ௣ values from the union set of {10000, 1000, 100, 10, 1} and {10, 
















Table 2.1 Experimental data used to evaluate AIMA algorithm. 
Spectra type Description 
HPLC Eight chromatograms of Red Peony Root [96], which has 
varying baseline drifts from sample to sample. The Red Peony 
Root was collected from different producing areas in China, 
and a standard sample was also bought from the National 
Institute for control of Pharmaceutical and Biological Products. 
Two UV spectra per second from 200 nm to 600 nm with a 
bandwidth of 4 nm resulted in 100 data points in each UV 
spectrum. The “most peaks rich” wavelength 230 nm was then 
selected. 
Raman Spectra of Prednisone Acetate Tablets (PATs) from 10 
different pharmaceutical factories [96]. The spectra were 
measured using a laser of 785 nm wavelength for excitation by 
BWTEK i-Raman-785 spectrometer with a 2048 elements 
thermoelectric cooled linear charge-coupled device (TEC-
CCD) arrays and recorded with 5000ms integration times. 
SELDI-TOF One set of chromatograms containing mouse pancreas protein 
analysis, with 101 spectra from control cells and 80 spectra 
from cancerous cells [34]. 
LC-MS Subset of the data from 200-600 m/z and 2500-4500 seconds of 







2.2.1 Comparing simulated data using our AIMA and other 
algorithms 




                          (a)                                 (b) 
 
                          (c)                                       (d) 
Fig. 2.2 Simulated data. (a) 3 pure Gaussian signals; (b) pure signal with linear 
baseline and low random noise; (c) pure signal with convex curved baseline 
and low random noise; (d) pure signal with concave curved baseline and low 
random noise. 
 
The difference between the expected and corrected peak height were 
calculated for the four algorithms and expressed as a percentage difference to 
the actual peaks as well as for the overall spectrum. Table 2.2 shows the 
percentage error the different algorithms for individual peaks for the various 
baselines used. For each row, the top performer is highlighted in bold. Overall, 
AIMA outperforms all the other three algorithms in high noise environment 
for all peaks except peak 2 where ALS outperformed AIMA by 1.24 %. In the 
low noise environment, airPLS and AIMA were better than ALS and 
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parametric method. airPLS tends to work better for convex baseline and 
AIMA tends to work better for concave baseline. The poorer performance of 
AIMA on convex baseline may be due to the inherent inflexibility of the fully-
automated approach of AIMA. It is interesting to note that in the spectra where 
airPLS outperformed AIMA, airPLS outperformed by a maximum error 
reduction of 1.49%. We derived the value of 1.49% as the difference at peak 2 
of the convex baseline (low noise) between airPLS and AIMA had values of 
6.21% and 7.70% as error reduction respectively. This is the largest difference 
between AIMA and airPLS where airPLS had the smaller error of reduction. 
However, where AIMA outperformed airPLS, the maximum error reduction 
was 59.39% which occurred at the peak 1 of the linear baseline with high 
noise. Therefore it should be noted the AIMA tends to outperform airPLS with 
a wider margin compared to when airPLS outperforms AIMA. 
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Table 2.2 Comparison of percentage error of individual peak heights for all the algorithms and various baselines.   
For each baseline, we have calculated the percentage error of individual peak heights for both low and high noise 
for all the algorithms 
* P stands for Parametric 
Peak 1 Peak 2 Peak 3 




noise 22.72 52.27 53 9.18 21.64 56.76 6.78 3.59 22.28 55.03 48.82 6.18 
High 




noise 12.87 52.28 62.12 14.14 6.21 56.75 28.56 7.7 10.18 55.03 47.48 11.35 
High 




noise 12.44 52.27 21.5 13.2 10.3 56.77 44.21 8.69 8.45 55.02 13.94 9.28 
High 
noise 168.82 114.55 143 109.44 59.47 48.42 52.96 42.62 114.03 73.4 97.96 72.56 
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2.2.2 HPLC Chromatogram 
AIMA was ranked second in terms of the reduction of the convex hull area 
and was 34.83% behind the top performer, ALS as shown in Table 2.3. The 
much better performance of ALS compared to the other 3 methods suggests 
that ALS is more suitable for baseline correction of HPLC chromatograms. 
However, more studies are necessary as the number of HPLC chromatograms 
used in this study is small. 
 
 
Table 2.3 Comparison of percentage reduction in area of convex hull of 
airPLS, ALS, parametric methods and AIMA 
 
Method Optimum parameters 
Percentage reduction of 
area of convex hull 
ALS ߣ ൌ 10, ݌ ൌ 1 כ 10ଷ 83.83% 
AIMA N.A. 49.00% 
Parametric 
method ߪ௣ ൌ 1 37.77% 
airPLS ߣ ൌ 30 35.58% 
 
2.2.3 Raman 
Table 2.4 showed that the performance of the 4 methods is comparable for 
baseline correction of Raman spectra. AIMA was ranked second in terms of 
the reduction of the convex hull area and was only 1.72% behind the top 





Table 2.4 Comparison of percentage reduction in area of convex hull 




Percentage reduction of area 
of convex hull 
ALS ߣ ൌ 10, ݌ ൌ 0.031 99.75% 
AIMA N.A. 98.02% 
airPLS ߣ ൌ 50 96.00% 
Parametric 
method ߪ௣ ൌ 1 95.59% 
 
2.2.4 SELDI-TOF 
The box plot for the AUCs determined using the validation sets for the 30 
optimum PLS models of each algorithm is shown in Fig. 2.3. The parametric 
method and AIMA had the highest and lowest median AUC respectively. The 
3 semi-automated algorithms were able to outperform AIMA through a very 
careful parameter optimization with a median AUC improvement ranging 
from 1.13 to 1.17 folds. However, it is to be noted that the time taken to 
optimize these 3 semi-automated algorithms ranged from 28.6 to 197.7 times 




Fig. 2.3 Box plot of AUC for airPLS, ALS, parametric method and AIMA 
using the SELDI-TOF data. 
 
2.2.5 LC-MS 
The RMSEP of the optimum PLS models for airPLS, ALS, parametric method 
and AIMA using LC-MS data are given in Table 2.5. A similar trend is seen as 
in the SELDI TOF data where the best performer was the parametric method 
followed by airPLS, ALS and finally AIMA. All the 3 semi-automated 
algorithms outperform AIMA by 1.03 folds for ALS to 1.23 folds for the 
parametric method. It is important to note again that the time needed to 
carefully optimized the parameters of the 3 semi-automated algorithms can be 





Table 2.5 Comparison of RMSEP of optimum PLS models for airPLS, 





latent variables RMSEP 
Parametric 
method ߪ௣ ൌ 490 3 0.445 
AirPLS ߣ ൌ 120 5 0.461 
ALS ߣ ൌ 370, ݌ ൌ 0.001 3 0.531 
AIMA N.A. 3 0.549 
 
PCA plots of uncorrected spectra and spectra corrected using AIMA are 
shown in Fig. 2.4. The results were processed in MZmine using our AIMA 
plugin and post processing was done in an image editor to give additional 
colouring for clearer differentiation of the two classes of scores. The results 
show that the corrected spectra has a clearer separation of wild type and knock 
out compared to uncorrected spectra. 
 Fig. 2.4 Zo
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Table 2.6 shows the time taken in minutes for processing the full SELDI-TOF 
data to create baseline corrected spectra for all parameter combinations and 
the optimization of PLS models. Baseline correction was performed on Duo 
Core 2.53GHz Windows Vista Business laptop with 4GB RAM using Matlab. 
PLS analysis was performed on a Xeon E5530 2.40GHz Windows Server 
2008 R2 with 40GB RAM using R. Both the baseline correction followed by 
PLS was averaged from two runs with very similar timings. AIMA’s clear 
advantage is seen when parameter optimization of the other algorithms is 
needed as it does not require any optimization. The total time needed for the 3 
semi-automated algorithms range from 28.6 to 197.7 times that required by 
AIMA. 
Table 2.6 Time taken to process SELDI-TOF data with baseline correction 
for all parameter combination and PLS optimization of parameter and 
number of latent variable for airPLS, ALS, parametric methods and AIMA 
Time for baseline Time for PLS Total 
Algorithm correction (mins) optimization (mins) 
time 
(mins) 
AIMA 5.86 8.33 14.19 
airPLS 6.82 398.78 405.6 
Parametric 184.49 2621.07 2805.56 




The results show that AIMA is generally comparable to semi-automated 
algorithms like airPLS, ALS and the parametric algorithm. Using simulated 
data where the actual peaks are known, it revealed that AIMA was the overall 
best performer. However, for experimental data, we do not know the real data 
and hence the different performance metrics that were used to hypothesis the 
improvements like area of the convex hull, RMSEP, AUC may not truly 
reflect the real performance of the baseline correction. Based solely on ranking 
for the individual experimental datasets, ALS would be the best-performer. 
Hence in our study, our comparability was based on AIMA being the best-
performer in the simulated data, ranking 2nd for 2 out of 4 experimental 
datasets and finally even though it was ranked 4th in the LCMS dataset, the 
PCA plots showed a clear separation between the two sample types after 
AIMA correction indicating it effectiveness.  
 
The AIMA algorithm is a fully-automated baseline correction technique 
whereas other algorithms required optimization of its parameters which would 
considerably increase the time taken. We acknowledge that further tuning of 
the parameters for the individual spectrum in each type of spectra was 
possible. However, individual spectrum parameter optimization would further 
exponentially increase the computational time for the semi-automated 
techniques and thus was not done in this study. When processing large data 
sets, a fully-automated algorithm such as AIMA would be desirable as it is not 
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necessary to optimize any parameters. Thus, the AIMA algorithm is a 




Chapter 3: An Automated Pearson’s Correlation 
Change Classification (APC3) approach for GC/MS 




A study has shown variable ranking via the correlation based feature selection 
[127] which uses the magnitude of the Pearson's correlation coefficient 
between the class values and variable values for each feature to be promising. 
In this study, we extended from correlation based feature selection [127] and 
created a new automated Pearson's correlation change classification (APC3) 
technique which have high computational efficiency. The aim of this study is 
to evaluate the performance of APC3 by comparing it with other classification 
algorithms, classification algorithms in combination with transformation 
techniques and classification algorithms in combination with variable selection 











3.2.1 Automated Pearson’s correlation change classification (APC3) 
algorithm 
Suppose there are N training samples, let matrix v and vector w contain the 
intensity values for the retention times (variables) and class values of the 
training samples respectively. Each class is assigned either a value of 1 or -1 
since we are dealing with binary classification. The magnitude of the 
Pearson’s correlation coefficient for each variable with the class value will be 
calculated to derive a vector, a. 
 
To classify a test sample, the test sample will be added to the training samples 
and the Pearson’s correlation coefficient of each variable will be recalculated. 
Since the class value of the test sample is unknown, there will be two possible 
new Pearson’s correlation coefficients vectors b and c; each vector 
corresponding to the case when the test sample is assumed to have a class 
value of 1 or a class value of -1 respectively. The values in a, b and c are then 
sorted based on descending order of the values in a. The first position i where 
ai lies between the bi and ci is determined and the test sample will be classified 
as belonging to class 1 if ci < ai < bi or belong to class -1 if bi < ai < ci. 
 
We will use the following simple example to illustrate how the algorithm 
works. Suppose we have 4 training samples per class with 4 retention times for 
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each sample. N would have the value of 8. Assume that vector a has the 
following values {0.812, 0.988, 0.608, 0.709}, which means that the second 
retention time is the most highly correlated with the class values. The value of 
0.988 is the Pearson’s correlation coefficient for the intensity values for the 
second retention time ({123, 200, 182, 132, 458, 456, 460, 480}) with the 
class values of the training samples ({1, 1, 1, 1, -1, -1, -1, -1}). Next assuming 
we have a test sample with intensity values of {110, 130, 393, 293}. For the 
second retention time, we will add this test sample’s intensity value of 130 to 
that of the training samples to get {123, 200, 182, 132, 458, 456, 460, 480, 
130}. Then bi for the second retention time will be calculated using the new 
vector and the new class vector {1, 1, 1, 1, -1, -1, -1, -1, 1} by assuming the 
test sample belongs to class 1. Similarly ci is calculated by assuming the test 
sample belongs to class -1, with the new class vector as {1, 1, 1, 1, -1, -1, -1, -
1, -1}. In this example, the values of bi and ci would be 0.989 and 0.714 
respectively. Since ci < ai < bi, the test sample will be classified as belonging 
to class 1. 
 
3.2.2 Evaluation of APC3 algorithm 
We compared our APC3 algorithm with different dimensionality reduction 
and classification combinations on the TIC of two GC/MS datasets. One 
urinary metabonomics data of 24 bladder cancer (BC) patients and 35 healthy 
(H) subjects which had been introduced in our previous paper [128]. The 
second set was red wine samples harvested from four different geographical 
locations [129]. The wine data TICs were already available online and hence 
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no pre-processing was required to extract the TIC. For our urinary GC/MS 
dataset, we used a custom script integrated into MZmine [130] using 
MZmine’s library functions. The script would first get the number of scans per 
raw data file and derive a value, m, which is the maximum of these values. For 
every raw data file, an array with value 0 at every index and size m would be 
initialized. Next, the script would iterate again through every raw data file and 
within a raw data file, it would further iterate through the consecutive scan 
numbers to get a TIC value for each scan number. The scan number for each 
raw data file would correspond to the array index for that raw data file. Hence 
the TIC value for each scan number in a raw data file would be updated to the 
value at that corresponding array index. The wine data was divided into three 
sets of two-class data using combinations of those from Chile, Australia and 
South Africa with sample size of 15, 12 and 11 respectively. The Argentinian 
samples had a sample size of 6 which is too small for dividing our set into 
training and testing sets and hence were not used. Sample information utilized 
for training and test sets and the distribution of classes for wine sets are shown 
in Table 3.1. Each split was to ensure that a minimum of half of each class was 
in the training set and the number of samples per class was equal in the 
training set. Models were developed using the training set and their 
performance were evaluated using the testing set. To reduce bias due to the 
splitting of the dataset, we repeated the experiments 100 times with different 
training and test sets for the three wine data sets. The same 100 training and 
test sets were used for the APC3 algorithm and the dimensionality reduction 
and classification combinations. 
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Table 3.1 No. of samples per class for the training and testing sets and the 
location of the individual classes in the wine sets. 
 No of samples Location of Wine 
Sets 
Training set Testing set 
Class 1 Class 2 Class 1 Class 2 Class 1 Class 2 
Wine Set A 8 8 4 7 Australia Chile 
Wine Set B 6 6 6 5 Australia South 
Africa 
Wine Set C 8 8 7 3 Chile South 
Africa 
 
Using the performance on the wine data sets as a preliminary evaluation, we 
selected the top 2 dimensionality reduction and classification combinations 
to compare with APC3 on the urine data using various training and testing 
sizes as shown in Table 3.2. For each training and testing size, just as in the 
wine data evaluation, we repeated the experiments 100 times with different 
training and testing sets. For an extended evaluation on computational 
efficiency, we used the urine sample split A and bootstrapped both the 
training and testing sets so the BC and H for both training and testing sets 
each have the same number of samples which was varied from the set {50, 
100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 4000}.  
 
Additionally, we also tested for performance in the presence of outliers in 
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the urine data. We randomly assigned one of the BC TIC in the training set 
to have the class value of H to make that TIC appear as a H outlier and 
repeated the experiments of the urine data. Next, we randomly assigned one 
of the H TIC in the training set to have the class value of BC to make that 





Table 3.2 No. of samples per class for the training and testing sets in the 
urine data set. 
 
No. of samples 
Training set Testing set 
BC H BC H 
Urine Sample Split A 18 18 6 17 
Urine Sample Split B 16 16 8 19 
Urine Sample Split C 14 14 10 21 
Urine Sample Split D 12 12 12 23 
Urine Sample Split E 10 10 14 25 
Urine Sample Split F 8 8 16 27 
 
 
For transformation techniques, we chose to study the original untransformed 
matrix of TICs which would be referred to as Non Component Analysis 
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(NCA), principal component analysis (PCA) [131] using the covariance matrix 
(PCA1), principal component analysis (PCA) [131] using the correlation 
matrix (PCA2), correspondence analysis [132] (CA1), correspondence analysis 
with scaling (CA2) and detrended correspondence analysis (DCA) [133], 
which are all available from the vegan [134] package. CA is a reciprocal 
averaging ordination technique whereas DCA is an extension of CA with the 
ability to correct the distortion caused by unimodal distributions along 
gradients when using CA. PCA usually performs better than DCA and CA 
when there is a monotonic distributions along gradients. However, DCA and 
CA are more suited for unimodal distributions compared to PCA. In total, we 
experimented with 6 transformation approaches including NCA. 
 
For variable selection algorithms, we used Pearson’s correlation from the 
FSelector [135] package, column wise area under receiver operator curve 
(colAUC) [136], linear discriminant analysis (LDA) [137] and diagonal 
discriminant analysis (DDA) [137] using the sda [138] package and variants of 
Relief [139], Minimum Description Length (MDL) [140], Gini-index (Gini) 
and a measure named Dietterich, Kearns, and Mansour (DKM) [141] from the 
CORElearn [142] package. For the variants of Relief [139], we used the 
original Relief [139], ReliefFexpRank, ReliefFequalK, ReliefFbestK, 
MyopicReliefF. ReliefFexpRank is a version of Relief where K nearest 
instances have weight exponentially decreasing with increasing rank and the 
rank of nearest instance is determined by the increasing Manhattan distance 
from the selected instance. ReliefFequalK is a version of Relief using equally 
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weighted K nearest instances. ReliefFbestK is a version of Relief where all 
possible K, representing K nearest instances, are tested and for each feature 
the highest score is returned and nearest instances have equal weights. 
MyopicReliefF is a myopic version of Relief resulting from assumption of no 
local dependencies and attribute dependencies upon class. Hence in total, we 
studied 12 different variable selection algorithms. 
 
The three classification methods to combine with the dimensionality reduction 
methods were naïve Bayes (NB) and localised linear discriminant analysis 
(locLDA) from the klaR [143] package and PLSR from the pls [144] package. 
NB serves to compute the conditional a-posterior probabilities of a categorical 
class variable given independent predictor variables using the Bayes rule. 
locLDA is a localized version of LDA using the localization concept for 
classification [145] thereby introducing the flexibility of classifying test 
samples individually which would cater for non-linearity otherwise restricted 
by conventional LDA. Although variants of PLSR exist, we only choose the 
improved kernel PLSR [146] since it was shown to be both stable and fast 
[147]. For the dimensionality reduction and classification combinations, the 
number of latent variables of PLSR can be optimized via cross validation 
methods such as a 10-fold cross-validation (CV) or a double cross validation 
[148]. We verified which cross validation approach is significantly better for 
10 different training and testing sets across the PLSR combinations for the 
optimization of latent variables. Then, this cross validation approach was 
employed for latent variable optimization of the PLSR combinations for the 
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full 100 different training and testing sets. In the double cross validation, we 
used k=7 for the inner loop and k=8 for the outer loop which is the most 
commonly used partition for double cross validation when applied to 
metabonomic data sets [148]. For the variable selection and classification 
combinations, the number of important variables was optimized for each 
algorithm combination using the accuracy of the training set as a criterion for 
NaiveBayes, locLDA and PLSR classification approaches. A maximum of 50 
variables were imposed on the variable selection algorithms. 
 
APC3 was initially implemented in R [149] but ported to JAVA for faster 
processing in the evaluation. The top 2 dimensionality reduction and 
classification combinations were also implemented in JAVA by integrating 
with the WEKA [150] library to have a consistent platform when assessing 
their computational time against that of APC3. All other evaluations were 
performed in R [149]. In all, we compared APC3 with 54 dimensional 
reduction and classification combinations which consist of 18 transformation 




For the PLSR latent variable optimization, 10-fold cross validation had 
significantly better performance than double cross validation for most of the 
PLSR combinations as shown in the Appendix - Tables I and II [116]. Hence, 
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we choose to use the 10-fold cross validation for PLSR latent variable 
optimization for the rest of the experiments. 
 
In general, the variable selection and classification combinations outperformed 
the transformation and classification combinations. Fig. 3.1 shows the boxplot 
of the accuracies and AUC of the wine data sets using the dimensionality 
reduction and classification combinations and APC3 in decreasing order of the 
average of the accuracies and average of the AUC for the 100 experiments 
respectively. More details on the overall average accuracy and overall average 
AUC for each dimensionality reduction and classification combinations using 
the wine testing sets are provided in the Appendix - Table III [116].  
 
For each wine dataset the variable length for the original dataset was 2700. 
The variable length after transformation is shown in the Appendix - Table IV. 
For transformation, the variable length does not change further for both NB 
and locLDA classifications while building the training model. However, for 
PLSR, the training model is optimized for the number of latent variables and 
the average number of latent variables for the 100 training and testing sets 
each wine data set is given in the Appendix - Table V. In the variable selection 
combinations, the average variable length of the training models for the 100 
training and testing sets for the wine datasets using PLSR, NB and locLDA are 



































Fig. 3.1 Boxplot of accuracies using (a) wine set A (b) wine set B (c) wine set C and AUC using (d) wine set A (e) wine set B (f) wine set C. The 




Comparing APC3 with the dimensionality reduction and classification 
combinations, the results in Fig. 3.1 showed that the APC3 algorithm, which 
had both an overall average accuracy and an overall average AUC of 0.89 ± 
0.08, has similar performance as the top few dimensionality reduction and 
classification combinations. For the overall results of the wine data sets, which 
is given in Fig. 3.2, the top two dimensionality reduction and classification 
combinations were DDA-NB and LC-NB. Hence the evaluation of the urine 











Fig. 3.2.b AUC boxplot of the average AUC for the wine data sets. The red triangle represents the mean value of each boxplot.
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The mean accuracies and mean AUC across the 100 experiments for the urine 
data for APC3, DDA-NB and LC-NB is shown in Fig. 3.3. The results show 
that APC3 generally had slightly higher or similar performance as DDA-NB 
and LC-NB. Furthermore, only APC3’s performance was almost independent 





Fig. 3.3.a Accuracy boxplot of the average accuracy for the urine data set splits. The red triangle represents the mean value of each boxplot.             
* one of the BC TIC in the training set assigned the class value of H.       




Fig. 3.3.b AUC boxplot of the average accuracy for the urine data set splits. The red triangle represents the mean value of each boxplot.                        
* one of the BC TIC in the training set assigned the class value of H.       





Fig. 3.4.a Average computational time (both the training and test phases) APC3, DDA-NB and LC-NB across the different training sample sizes 




Fig. 3.4.b Average computational time only for the training phase APC3, DDA-NB and LC-NB across the different training sample sizes for the 




Fig. 3.4.c Average computational time only for the testing phase APC3, DDA-NB and LC-NB across the different training sample sizes for the 








The variable length for the urine dataset before dimension reduction was 
28641. The average variable length of the training models for the 100 training 
and testing sets for each urine sample split using DDA-NB and LC-NB are 
given in the Appendix - Table IX [116]. The mean variable length of the 
training model appears directly proportional to the number of training samples 
for both DDA-NB and LC-NB possibly due to increase in sample space. 
 
The average computational time for APC3 as shown in Fig. 3.4.a is almost 
independent of the change in training sample size for the urine data while both 
DDA-NB and LC-NB increased in a linear fashion with increasing training 
size. This is similar to the average computational time of the modelling 
building phase as shown in Fig. 3.4.b. However for the testing phase, all three 
approaches were almost independent of the training sample size with APC3 
being the fastest for all the various training sample sizes except for training 
sample size of 14 where DDA-NB was on the average slightly faster than 
APC3. The boxplot of the computational time for the various urine sample 
splits for APC3, DDA-NB and LC-NB is shown in the Appendix - Fig. I. 
DDA-NB was generally computationally more complex than LC-NB. APC3’s 
mean computational speed ranged between 4.7 to 7 times faster than DDA-NB 
and between 3.9 to 5.9 times faster than LC-NB.  
 
Further evaluation using various sizes for bootstrapping urine sample split A 
in Fig 3.5 a showed that with increasing sample size, DDA-NB starts to show 
an exponential increase in computational speed whereas LC-NB’s exponential 
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increase is more pronounced after the training set exceeds 2000 samples. 
APC3 remains computationally efficient with the least computational time for 
all the training sample sizes compared with DDA-NB and LC-NB and an 
almost linear computational time with respect to the larger range of training 
sample sizes of Fig 3.5a.  
 
In our preliminary studies, we also explored the possibility of using non-
parametric correlation coefficients such as the Spearman rank’s correlation 
coefficient and the Kendall rank correlation coefficient [151]. However, they 
did not show good performances. A possible reason is because these methods 
were designed for use with ordinal variables but our TIC values were real 
numbers. So the use of these non-parametric methods results in loss of useful 
information, leading to poor performances. 
 
It is to be noted that data preprocessing plays a key role in pattern recognition. 
The ideal chemical spectrum for a GC/MS TIC should have well-resolved 
peaks, adequate signal-to-noise ratios, no background contribution, and a large 
linear response range between analyte concentration and detector signal for 
individual samples or runs [89]. If more than one single sample is used, having 
stable retention times and well-defined peak shapes is ideal [89]. However, 
due to sample complexity and increasing speed of the chromatographic runs, 
artefacts such as baseline drifts, changes in the peak shapes and elution times 
shifts are inherent [90]. Hence the use of data preprocessing is essential to 
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minimize these artefacts and thus aid pattern recognition. In this study, we did 
not explore the use of such data preprocessing methods because there is no 
single set of optimal data preprocessing algorithms for TICs and it is not the 
focus of this study to compare different data preprocessing methods. 
Evaluating a classification algorithm without the use of data preprocessing 
would provide a performance baseline for the classification approach which 
should improve with the appropriate inclusion of data preprocessing. 
 
Another limitation of this study is that it was focused on two-class problems. 
Extensions to multi-class or continuous response are possible but will require 
modifications to the algorithm. 
 
3.4 Conclusion 
In this study, we developed APC3, which is a fully automated, 
computationally efficient method based on correlation based feature selection 
for the development of models in metabonomics. We compared APC3 with 
various common dimensionality reduction and classification combinations and 
the results show that APC3 has similar performance as the top few 
dimensionality reduction and classification combinations. The advantage of 
APC3 over these dimensionality reduction and classification combinations is 
that it is fully automated and is 3.9 to 7 times faster than dimensionality 
reduction and classification combinations. This would minimize user 
interactivity and allow efficient processing of extremely large datasets in a 




APC3 also has better tolerance for outliers in the training set compared to the 
best two dimensional reduction and classification combination pairs, DDA-NB 
and LC-NB. This would complement its computational efficiency in high 
throughput processing as the larger the dataset becomes, the more error prone 
it will be, according to Shannon’s information theory [152]. In addition, 
considering outliers as a subset of the possible errors that may be present in a 
dataset, having an approach with a reasonable tolerance to outliers would be 
advantageous. Moreover, we introduced mislabeling as an attempt to create 
outliers. In reality, mislabeling of control subjects can commonly occur when 
they are undiagnosed [153-155]. 
 
The successful application of APC3 in processing GC/MS data suggests its 
potential application in analysing other forms of biological chromatographic 




Chapter 4: Study on sparsity embedded classification 




We studied the prediction accuracies and time complexity of various 
optimizations of the following four state of the art sparsity embedded 
approaches: 
• Shrunken centroids regularized discriminant analysis (RDA) [3] 
• Nearest shrunken centroids (NSC) [4] 
• Sparse partial least squares - discriminant analysis (sPLS-DA) [5] 
• Penalized linear discriminant analysis (PLDA) [6] 
 
RDA 
RDA [3] is a modification of the original LDA. Its first use in metabonomics 
classification was confined to the use of metabonomics profiles [156]. Our 
study depicts its first evaluation on the classification of total ion 
chromatograms (TICs). RDA can be understood via the 3 steps below. 
 
Step 1 
Apply a general regularization of the within-class covariance matrix to solve 
the singularity issue. In contrast to LDA which uses a maximum likelihood 
estimate of the within-class covariance matrix, RDA presents a slightly biased 
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covariance estimate, which not only solves the singularity problem but also 







൅ ሺ1 െ ߙሻܫ , ߙ א ሾ0,1ሿ                                                     ሺ4.1ሻ 
 
where ∑^௪  is the standard estimate for within-class covariance matrix. As 
parameter α shifts towards 0, ∑~௪ becomes the identity covariance matrix, ܫ. 
However as α moves towards to 1, ∑~௪  is equal to ∑^௪ . The varying of α 
provides an avenue of adaptability for RDA. 
 
Step 2 
Use a shrinkage estimator to gain sparsity. Using the following formula: 
ߤ௜












where ∆ is the tuning parameter to obtain a new shrunken centroid. The 
subscript plus indicates positive part, that is, 
ሺݐሻା ൌ ݐ ݂݅ ݐ ൐ 0 ܽ݊݀ ݖ݁ݎ݋ ݋ݐ݄݁ݎݓ݅ݏ݁ሻ. 
 











The class of a new sample ݔ෤ is predicted by computing the discriminant score 
for class ݅: 






















൅   logሺߨ௜ሻ                                     ሺ4.5ሻ 
 
NSC 
Unlike RDA, NSC [4] assumes independence among the variables and uses 
the diagonal estimate of the within-class covariance matrix: 
diagሺߪොଵଶ, … , ߪොଵଶሻ                                                                                                 ሺ4.6ሻ 
where ߪොଵଶ is the jth diagonal element of the within class covariance. 
 
Let ݔ௜௝ be the TIC intensity at position i in sample j, NSC uses a soft-
thresholding rule to shrink the class centroids ݔҧ௜௞ toward the overall centroid  
ݔҧ௜ similar to RDA. Then, via cross-validation (CV), tuning parameter Δ is 
used to obtain a new shrunken centroid  ݔҧ ᇱ௜௞ and the discriminant score for 











where ݔכ ൌ ሺݔଵכ, … , ݔ௣כ) is a new test sample, ௜ܵ is the pooled within-class 
standard deviation for variable i, and ߨ௞ ൌ  
݊௞ ݊ൗ  is the estimated class prior 
probability. The classification rule is then 




sPLS-DA is a natural extension of the sPLS [157, 158]. 
 
sPLS 





sPLS was first used in identifying subsets of correlated variables coming from 
a data matrix, X and a response matrix, Y of sizes (n × p) and (n × q) 
respectively. 
 
The left and right singular vectors derived from the SVD are denoted as ݑ௛ 
and ݒ௛ respectively for the iteration h where h = 1… H where H is the number 
of performed deflations also called the chosen dimensions of the PLS. These 
singular vectors can be referred to as loading vectors in the PLS context. 
Sparse loading vectors were then obtained by applying ݈ଵ penalization on both 
ݑ௛ and ݒ௛. The optimization problem of the sPLS minimizes the Frobenius 
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ᇱ ԡଶ ܨ ൅  ఒܲଵሺݑ௛ሻ  ൅  ఒܲଶሺݒ௛ሻ                                        ሺ4.10ሻ 
where ఒܲଵሺݑ௛ሻ ൌ ݏ݅݃݊ሺݑ௛ሻሺ|ݑ௛| െ ߣଵሻା and  ఒܲଶሺݒ௛ሻ ൌ ݏ݅݃݊ሺݒ௛ሻሺ|ݒ௛| െ
ߣଶሻା are applied componentwise in the vectors ݑ௛ and ݒ௛ and are the soft 
thresholding functions that approximate Lasso penalty functions [159]. They 
are simultaneously applied on both loading vectors. The problem (4.10) is 
solved with an iterative algorithm [158] and the ܺ௛and ௛ܻ matrices are 
subsequently deflated for each iteration h. For practical purposes, the user can 
input the number of variables to select on each data set rather than the 
penalization parameters ߣଵ and ߣଶ. 
 
sPLS extended to sPLS‐DA 
sPLS can be extended to sPLS-DA by coding the response matrix, Y of size (n 
× K) with dummy variables to indicate the class membership of each sample. 
Variable selection is only performed on the X data set to select the 
discriminative features that can help predicting the classes of the samples. The 








ᇱ ԡଶ ܨ ൅  ఒܲሺݑ௛ሻ                                                                ሺ4.12ሻ 
Here we only need to tune a single term, ߣ. 
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sPLS-DA [5] has been implemented to choose the number of variables to 
select instead of choosing ߣ for practical reasons. For the class prediction of 




Similar to NSC, PLDA [6] assumes independence among the variables and 
uses the diagonal estimate of the within-class covariance matrix. Sparsity is 
achieved via imposing a penalty function such as lasso or fused lasso penalties 













where ߚ௞ is the k-th discriminant vector, ∑௪  is diagonal estimate of the 
within-class covariance matrix ∑௪ , and   ∑௕  is the standard estimate for 
the between-class covariance matrix ∑௕ . Using a large value for the tuning 
parameter ߣ௞ will result in some elements of  ߚ௞ becoming equal to 0. As 
ߪො௞
ଶ is used in the penalty function, the variables which vary more within each 
class would undergo greater penalization. Finally, an optimization algorithm is 




The wine classes were chosen according to their location of origin namely 
Australia, Chile and South Africa with sample sizes of 12, 15 and 11 
respectively. The wine data was split into training and testing set, with each 
having all three classes.  For simplicity, wine from Australia, Chile and South 
Africa were reference to belong to class A, B and C respectively. To ensure 
that at least half of each class was used in the training set, each training set 
consisted of 8 samples per class. To reduce bias due to the splitting of the 
dataset, we repeated the experiments 100 times with different training and test 
sets. The training set was further split into modelling and validation sets 
during cross validation (CV) to optimize the model parameters. The optimal 
model parameters were used to create a model using the full training set 
consisting of both entire validation and modelling sets. This model was used 
to predict the classes of the testing set. 
 
From the results of the wine datasets, we selected the top 2 algorithms to 
compare against APC3 on the urine data using a similar methodology as 
outlined in Section 3.2 of Chapter 3. Hence, we used various training and 
testing sizes as shown in Table 3.2. For each training and testing size, just as 
in the wine data evaluation and also in Chapter 3, we repeated the experiments 
100 times with different training and testing sets. To correspond closely to 
Section 3.2’s evaluation, we also tested for performance in the presence of 
outliers in the urine data. We randomly assigned one of the BC TIC in the 
training set to have the class value of H to make that TIC appear as a H outlier 
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and repeated the experiments of the urine data. Next, we randomly assigned 
one of the H TIC in the training set to have the class value of BC to make that 
TIC appear as a BC outlier and similarly repeated the urine data experiments. 
 
 
4.2.1 Choice of CV method 
Although the stratified 10-fold CV is the commonly used CV method [160] 
and stratification has been substantiated to improve variance of the CV 
estimator by ensuring that in each fold, each class is represented with 
approximately equal proportions for the modelling and validation sets [160], 
we did not use a stratified 10-fold CV due to a sample limitation of 8 per class 
in the training set. Previous metabonomic classification studies involving PLS-
DA [161, 162], Random forest [163], PLS-k nearest neigbhbours (kNN) [164] 
and Soft independent modelling of class analogies (SIMCA) [165] have 
previously utilized leave one out (LOO)  as the only CV method studied. 
However, it is worth to note that there is a bias-variance trade-off [160, 166, 
167] with the choice of k in a k-fold CV with a largest k as in LOO-CV having 
highest variance since LOO-CV is inherently non-stratified though LOO-CV 
comes with minimal bias. Hence in order to maximize the number of folds in 
CV while maintaining stratification, we used stratified 8-fold CV as the CV 
method for all the optimization variations in the sparsity approaches evaluated. 
For stratified 8-fold CV, in every fold, the modelling set would consist of 7 
samples per class while the corresponding validation set would consist of the 




In general, CV involves sampling without replacement and if re-sampling is 
involved, it would be explicitly referred to as including bootstrapping or 
bagging [160]. We did not explore other CV methods such as repeated CV 
where the k-fold CV is repeated m number of times which is expected to 
reduce the variance as a previous study [168] has demonstrated that in a low 
sample setting, non-repeated-CV generally gives better accuracy than repeated 
CV methods for metabonomic data. The same previous study [168] also 
showed that bootstrapping or bagging did not improve the best performer and 
though it did improve the accuracy of a few feature selection methods, it also 
impeded the accuracy other methods. A disadvantage of bootstrapping or 
bagging is the introduction of unbalanced modelling set with the repetition of 
certain samples via resampling [169]. Hence we also did not study the addition 
of bootstrapping or bagging to the CV which involves sampling with 
replacement to increase the number of validation folds beyond that used for 
stratified 8-fold CV. 
The following parameters were optimized during the cross validation for the 
various algorithms: 
RDA: Δ א {0 : 0.11 : 0.99} × α א {0 : 0.33 : 3}, which are the default values 
in the rda package. 
NSC: Δ, using the default 30 values in the pamr package. 




4.2.2 Optimizations studied for each sparsity approach 
We describe the various optimizations tested for each sparsity approach below. 
 
4.2.2.1 RDA 
The availability to vary the regularization option for RDA gave rise to two 
versions of RDA being studied. One was the regularization via covariance 
which would be referred to as RDAcov and the other was the regularization via 
correlation which would be known as RDAcor. For both versions, the 
optimization is carried out as follows. First, we find all the parameter pairs for 
alpha and delta that correspond to the minimal CV error. Then, if there are 
parameters give the same CV error rate, the first parameter pair that gives the 
smallest number of variables was chosen. 
 
4.2.2.2 NSC 
Three different optimization methods were applied to NSC giving rise to three 
different versions that were evaluated. For NSCminV, we find all the values for 
delta that correspond to the minimal CV error. From this subset of delta, the 
first delta that gives the corresponding smallest number of variables was 
chosen. Then we find the corresponding threshold for this delta. For NSCminT, 
first, we find all the values for delta that correspond to the minimal CV error. 
From this subset of delta, we find the values of delta corresponding minimum 
threshold. The first delta that gives the corresponding smallest number of 
variables was chosen. NSCmaxT is similar to NSCminT except in the second 
filter, instead of finding the corresponding minimum threshold; we chose the 
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corresponding maximum threshold. A summary of each NSC version is 
presented in Table 4.1. 
 
Table 4.1 Comparison of the individual steps for each NSC version. 
NSCminV NSCminT NSCmaxT 
Step 1 Find all the values of delta that correspond to the minimal CV error 
Step 2 
From this subset of 
delta, choose the first 
delta the corresponds to 
the smallest number of 
variables 
From this subset of 
delta, choose the 
values of delta with 
the minimum 
threshold 
From this subset of 
delta, choose the 
values of delta with 
the maximum 
threshold 
Step 3 - 
From this sub-subset 
of delta, choose the 
first delta with the 
smallest number of 
variables 
From this sub-subset 
of delta, choose the 
first delta with the 




Seven different versions of sPLS-DA were studied. sPLS-DA has been 
evaluated only with the default maximum distance measure for prediction in 
previous literature [5, 170] while other distance measures such as centroids or 
Mahalanobis remain unstudied. In this study, we attempted to also experiment 
with various versions using the maximum distance, centroid distance and a 
combination of both. 
The following version of sPLS-DA used only the maximum distance for 
prediction: 
sPLS-DAmax : optimize using minimum CV errors for 50 components; use the 
 corresponding number of variables and components and the maximum 
distance  measure for prediction 
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The following version of sPLS-DA used only the centroid distance for 
prediction: 
sPLS-DAcen: optimize using minimum CV errors for 50 components; use the 
 corresponding number of variables and components and the centroid 
distance  measure for prediction 
The remaining five versions of sPLS-DA used dynamically chose either the 
maximum or the centroid distance for prediction depending on its respective 
optimization: 
sPLS-DAcom: get the number of variables for sPLS-DAmax and sPLS-DAcen; if 
sPLS-DAmax  has the lesser number of variables, use its corresponding 
number of components and  the maximum distance measure for prediction, 
otherwise use the corresponding  number of components in sPLS-DAcen 
and the centroid distance measure for  prediction 
sPLS-DAvar: get the number of components for sPLS-DAmax and sPLS-DAcen; 
if sPLS- DAmax has the lesser number of components, use its 
corresponding number of  variables and the maximum distance measure 
for prediction, otherwise use the  corresponding number of variables in 
sPLS-DAcen and the centroid distance measure  for prediction 
sPLS-DAcom*var: Get the value of the number of components multiplied by the 
number  of variables for sPLS-DAmax and sPLS-DAcen; if sPLS-DAmax 
has the lesser value, use its  corresponding number of variables and 
components and the maximum distance  measure for prediction, otherwise 
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use the corresponding number of variables and  components in sPLS-
DAcen and the centroid distance measure for prediction 
sPLS-DAcom/var: Get the value of the number of components divided by the 
number of  variables for sPLS-DAmax and sPLS-DAcen; if sPLS-DAmax has 
the lesser value, use its  corresponding number of variables and 
components and the maximum distance  measure for prediction, otherwise 
use the corresponding number of variables and  components in sPLS-
DAcen and the centroid distance measure for prediction 
sPLS-DAvar/com: Get the value of the number of variables divided by the 
number of  components for sPLS-DAmax and sPLS-DAcen; if sPLS-DAmax 
has the lesser value, use its  corresponding number of variables and 
components and the maximum distance  measure for prediction, otherwise 
use the corresponding number of variables and  components in sPLS-
DAcen and the centroid distance measure for prediction 
 
4.2.2.4 PLDA 
Two versions of PLDA were studied. PLDAs was the standard type where 
lasso penalties were used. PLDAo was the ordered type where fused lasso 
penalties were used. We find all the values for lambda that correspond to the 
minimal CV error. The first lambda that gives the corresponding smallest 




4.2.3 Prediction accuracy indices 
The overall prediction accuracy in each sampling of training and testing sets is 
the percentage derived from total number of test classes predicted correctly 
divided by the total number of test samples. This gave higher weightage to the 
class with more test classes. We had a fixed number of test samples which 
were 4, 7 and 3 for class A, B and C respectively which gave a total number of 




Take for instance, the number of test classes predicted correctly for class A, B 
and C were 2, 5 and 2 respectively, then the prediction accuracy would be as 
follows 
ܱݒ݁ݎ݈݈ܽ ܲݎ݁݀݅ܿݐ݅݋݊ ܽܿܿݑݎܽܿݕ  ൌ
ሺ2 ൅ 5 ൅ 2ሻ
14
   ൎ 0.643 
The mean and median of the overall prediction accuracies across the 100 
samplings for each approach was computed. Even though the training classes 
were ensured to have an equal number of samples per class, the availability of 
an unequal number of test samples for each class might create a bias in the 
overall prediction accuracy towards the classes with more test samples. 
 
The area under the response operating characteristic curve (AUC) [125] has 
been widely used as a prediction metric for analysing the performance of two-
class classification which includes the size of the individual class in its 
computation. However there has not been an established standard similar to 
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AUC for multi-nominal classification where number of classes is more than 2. 
Over the last decade, receiver operating characteristic (ROC) surface analysis 
have been proposed as extensions of the two-class AUC to three-class 
classification problems but their usage has not been widely accepted because it 
has still not reached a theoretically robust state [171]. 
In this section, we introduce the following computationally appealing 
























4.2.4 Reason to proceed with sample size limitation 
Franceschi et al. [172] were the pioneers to study the effects of sample size on 
metabonomic biomarker identification where the smallest sample size per 
class being evaluated was 3. Small experimental sample size may arise for 
various reasons, such as when there is limited availability of biological 
samples (e.g. those from rare conditions or diseases), or due to enforcement of 
complex protocols in the experiments. Hence, it would be meaningful to 
present a basis study using sparse embedded approaches on a reduced sample 
sized data.  Furthermore, our analysis of a tri-class dataset would complement 
the biomarker identification study [172] which also evaluated small sample 
sizes per class for CV but used bi-class datasets. As the biomarker 
identification study [172] presented the performance based on the Receiver 
Operating Characteristics (ROC) [173] of the CV set without evaluating it on 
any separate testing set, our study would fill this important gap by describing 
the performance of the CV set on a separate testing set. 
4.3 Results for time complexity 
 
4.3.1 Overall 
Generally, NSC is the least computationally intensive, followed by RDA, 
sPLS-DA and finally PLDA as shown in Fig. 4.1. It can also be noted that the 
standard deviation of the computation time is significantly correlated using 
Pearson’s correlation to the mean (r=0.73, p<0.003) and median (r=0.74, 
p<0.003) computational speeds. In other words, there is a degree of 
proportionality between the computation time and the standard deviation of 
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the computation time which can be extrapolated to the fact that a faster 
algorithm is more consistent in its time taken for processing. This would 
complement the attractiveness of choosing a faster algorithm to process. 
 















Mean time in 
seconds (SD) 
Median computation 
time relative to 
NSCminT 
NSCminT 2.95 (0.102) 1.00 
NSCminV 3.02 (0.242) 1.01 
NSCmaxT 3.16 (0.296) 1.05 
RDAcov 29.28 (0.289) 9.95 
RDAcor 29.61 (0.590) 10.03 
sPLS-DAmax 40.23 (0.354) 13.66 
sPLS-DAcen 40.61 (0.452) 13.79 
sPLS-DAvar/com 76.07 (0.534) 25.86 
sPLS-DAvar 76.08 (0.472) 25.88 
sPLS-DAcom/var 76.28 (0.639) 25.92 
sPLS-DAcom 76.31 (0.575) 25.92 
sPLS-DAcom*var 76.53 (0.625) 26.00 
PLDAs 137.52 (1.261) 46.32 
PLDAo 159.47 (5.783) 54.88 
SD = standard deviation 
 
4.3.2 NSC 
Within the NSC versions, NSCminT is the fastest as shown in Table 4.2. 
Despite NSCminT having an additional step compared to NSCminV as shown in 
Table 4.1,  its faster speed compared to NSCminV suggests that the filtering of 
the smaller thresholds is a negligible overhead which not only improves the 
computational complexity of choosing the minimum number of variables but 





Amongst the RDA versions, RDAcov has the highest computational efficiency. 
This is due to the fact that RDAcor has an inherent computational overhead 




For the various sPLS-DA versions, sPLS-DAmax is the fastest. sPLS-DAmax is 
on the average 0.3s faster than sPLS-DAcen possibly due to a simpler 
computation using the maximum distance for prediction as compared to the 
centroid distance. sPLS-DAmax and sPLS-DAcen are almost twice as fast as the 
other five versions which is expected since these five versions involved the 
computation of both the centroid and maximum distance based predictions 
following by selecting the prediction from the predictor with the better 
respective metric for a corresponding version as described in 4.2.2.3. 
 
4.3.5 PLDA 
For PLDA, PLDAs has the faster computational time. Hence the use of lasso 






4.4 Results for the prediction accuracy 
Table 4.3 Comparison of prediction accuracy indices for the various 
algorithms. Cells highlighted in blue, light blue and turquoise indicate the 
column wise 1st, 2nd and 3rd algorithms with the highest prediction accuracies. 
Columns with more than 1 cell highlighted for a colour denotes ties. 
 Mean (SD) OPA(A) OPA(B) OPA(C) 
RDAcov 0.739 (0.142) 0.675 0.722 0.667 
RDAcor 0.844 (0.100) 0.813 0.889 1.000 
NSCminV 0.809 (0.107) 0.757 0.806 0.750 
NSCminT 0.794 (0.120) 0.748 0.782 0.750 
NSCmaxT 0.814 (0.0908) 0.762 0.806 0.750 
sPLS-
DAmax 
0.796 (0.113) 0.756 0.806 0.750 
sPLS-
DAcen 
0.787 (0.114) 0.749 0.782 0.750 
sPLS-
DAcom 
0.789 (0.119) 0.756 0.758 0.750 
sPLS-
DAvar 
0.791 (0.113) 0.756 0.758 0.750 
sPLS-
DAcom*var 
0.791 (0.107) 0.756 0.758 0.750 
sPLS-
DAcom/var 
0.781 (0.107) 0.743 0.758 0.750 
sPLS-
DAvar/com 
0.801 (0.107) 0.762 0.806 0.750 
PLDAs 0.653 (0.166) 0.637 0.710 0.714 
PLDAo 0.614 (0.132) 0.583 0.599 0.714 




From Table 4.3, we can see that RDAcor is consistently the best performer 
using every prediction accuracy indices followed NSCmaxT although prediction 
accuracies: OPA(A), OPA(B) and  OPA(C) had multiple 2nd best performers. 
NSCminT was ranked third using the mean and OPA(A) while OPA(B) and 
OPA(C) displayed multiple 3rd best performers. 
 
Fig. 4.2 shows the 1st two PCA components of RDAcor before and after 
variable selection using the modelling set alone and also including both the 
modelling and validation sets for a single experiment. A more prominent 
separation between the three class types can be observed after variable 
selection in Fig. 4.2 (b) compared to Fig. 4.2 (a) using only the modelling set 
















Fig. 4.2 PCA Plots with 1st two principal components of RDAcor : (a) the 
modelling set with all the variables (b) the modelling set after variable 
selection (c) both the modelling and validation sets with all the variables (d) 
both the modelling and validation sets after variable selection 
Am: modelling set for class A 
Av: validation set for class A 
Bm: modelling set for class B 
Bv: validation set for class B 
Cm: modelling set for class C 




The mean prediction accuracies across the 100 experiments using the urine 
data for the different versions of both NSC and RDA are shown in Fig. 4.3 (a). 
It can be seen that all 3 NSC versions had better mean prediction accuracy 
than the 2 RDA versions across all the training sample sizes including the 
outlier testing experiments. Fig. 4.3 (b) shows the prediction accuracies of 
APC3 and the top 2 sparsity embedded algorithms from Fig. 4.3 (a) which are 
NSCminV and NSCmaxT. A one tailed paired t-test with a p <0.05 to denote 
significance was used to compare the accuracy between every pair of 
algorithms for the various training sample sizes including the outlier 
experiments in Fig. 4.3 (b). For the non-outlier experiments, both NSCminV and 
NSCmaxT had significantly better accuracy than APC3 for all training sample 
sizes. For the outlier experiments when a bladder cancer patient was made an 
outlier by misclassifying it as a healthy subject in the training set, both 
NSCminV and NSCmaxT had significant better accuracy than APC3 for all the 
training sample sizes except for the largest training sample size of 36. For the 
outlier experiments when a healthy subject was made an outlier by 
misclassifying it as a bladder cancer patient, both NSCminV and NSCmaxT had 
significantly better accuracy than APC3 only when the training samples sizes 
were either 32 or 28 while it was vice-versa with APC3 significantly 
outperforming both NSCminV and NSCmaxT for the smallest the training sample 
size of 16. Additionally for the outlier experiments when a healthy subject was 
made an outlier by misclassifying it as a bladder cancer patient, NSCminV also 




Fig. 4.3 a Accuracy boxplot of the average accuracy for the urine data set splits for the different versions of both NSC and RDA. The red 
triangle represents the mean value of each boxplot.             




Fig. 4.3 b Accuracy boxplot of the average accuracy for the urine data set splits for the different versions of NSC with APC3. The red triangle 
represents the mean value of each boxplot.             




For the wine dataset, RDAcor emerged as the most accurate approach whereas 
NSCminT is the fastest technique. RDAcor is around 10 times slower the 
NSCminT. Considering the fact that NSCmaxT is only 1.05 times slower than 
NSCminT but NSCmaxT is the most accurate amongst the NSC versions tested 
and NSCmaxT second to RDAcor in terms of accuracy, it appears to be a choice 
between accuracy and speed to select between RDAcor and NSCmaxT 
respectively for the wine dataset. 
 
Although PLSR is the preferred approach in metabonomic data modelling and 
classification [98, 99], it is interesting to note that a sparsity embedded variant 
of PLSR, sPLS-DA, has worse accuracy compared to the RDA and NSC 
approaches. We hypothesize the requirement of large training sample size and 
large number of indicators of each latent variable for PLSR [100, 101], could 
have been inherited to its sparsity embedded variant, sPLS-DA. However, this 
could only be evaluated against a larger dataset to verify if there is any change 
in performance accuracy ranking in comparison to the RDA and NSC versions. 
 
With respect to the urine dataset, NSCminV and NSCmaxT were the best 
performers amongst the sparsity embedded approaches and hence we would 
propose to use these two for further evaluations. Although NSCminV and 
NSCmaxT outperformed APC3 generally for the non-outlier experiments with a 
maximum of 7.5% difference in mean prediction accuracy, APC3 was able to 
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perform significantly better for the smallest training sample size for one of the 
outlier experiments. In comparison to APC3, the reduction of training sample 
size and outlier inclusion in the training sample is more deteriorating to both 
NSCminV and NSCmaxT as clearly shown Fig. 4.3 (b).   Hence in terms of 
consistency in prediction accuracy even when using a small training set and 
with possibility of having outliers in the training set, APC3 would be preferred. 
It would be interesting to evaluate NSCminV, NSCmaxT and APC3 with more 
datasets to further establish the consistency of their performance. 
 
The urine dataset has been evaluated with conventional dimensional reduction 
approaches in Chapter 3 with APC3 ranking similarly or better to two of the 
top performing conventional dimensional reduction approaches tested. The 
better performance of both NSCminV and NSCmaxT in comparison to APC3 
particularly for the non-outlier experiments can serve as evidence that noise 
eradication in addition to dimensional reduction does improve prediction 
accuracies. However, this combination of noise eradication with dimensional 
reduction may not have the stability to withstand a reducing training sample 







Chapter 5: Major Contributions, Limitations and 
Future Recommendations 
 
5.1 Major Contributions 
In this thesis, three separate studies were performed to address the current 
limitations that exist within the metabonomic workflow as shown in Fig 1.4. 
AIMA [115] fits into the pre-processing phase of the metabonomic workflow 
by addressing the limitation of baseline artefacts. Both APC3 [174] and the 
investigation of the sparsity embedded classification algorithms fit into the 
data analysis phase of the metabonomic workflow by dealing with the 
limitations of existing metabonomic classification algorithms such as the need 
for large training datasets and large number of features.  
 
5.1.1 Parameter-less algorithms  
Both AIMA [115] and APC3 [174] are fully automated and hence would be 
computationally efficient and fast to prepare for the emergence of Big Data 
[109]. The fully automated attribute of AIMA [115] and APC3 [174] provides 
a parameter-less feature that exempts these two algorithms from the need to 
tune any parameter. This gives AIMA [115] and APC3 [174] a computational 
edge over other non-fully automated algorithms. A two-fold benefit can be 




First is the notion that there is no single perfect baseline correction method 
that performs well for all regions of a spectra and the best approach would be 
to test several baseline correction techniques to achieve the best prediction 
[111, 112]. With reference to this notion and when testing a wide range of 
baseline approaches to achieve the best prediction, a fully automated and fast 
baseline correction approach, such as AIMA [115], would be an ideal choice 
in such a suite of baseline approaches since it would not add much effort nor 
time to the tests. In contrast, non-automated algorithms often require 
parameter optimization via a grid search through a large combination of 
parameters, which is very time-consuming. Hence, it would not be practical in 
most cases to include many non-automated algorithms in the suite of baseline 
approaches to be tested. For the data analysis phase, APC3 [174] has similar 
advantages as AIMA due its parameter-less feature. Hence, it would be useful 
and convenient to add APC3 to the suite of classification algorithms to be 
tested.  
 
Next is with the rise of Big Data [109], a fully automated baseline correction 
algorithm and a fully automated classification algorithm would be easier and 
faster to run as it requires minimal user interactivity. 
 
By doing away with a computational overhead to optimize parameters, 
parameter-less algorithms may improve the speed of the analysis in clinical 
diagnosis if the analytical workflow requires the concatenation of the training 
dataset with the diagnostic data to redo the pre-processing for steps such as 
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retention time alignment. Retention time alignment may require selection the 
common peaks from all the samples to be used ‘Retention Reference’ [175]. 
This may also require remodelling with the re-processed training dataset. This 
speed up in the clinical diagnosis can be crucial for conditions with high 
mortality rate such as sepsis [176]. 
 
The speed of analysis would aid to provide a close to real time analytics in a 
specific subset of metabonomics known flux-analysis or fluxomics for 
experiments such as in-vitro toxicity studies. These studies require sampling 
of data to be performed at high speed and via multiple sequential time points 
[177]. The availability of fast analytics would minimize the delay in deciding 
on the proceeding experiments to perform or whether experiments need to be 
repeated. 
 
Real time metabonomics is also taking centre stage with real time profiling 
techniques developed for uses such as screening of microbial metabolic output 
[178]. Micro-organisms may produce metabolites that are vital for agriculture, 
biological research, and drug discovery [178]. For users of advanced rapid 
profiling techniques where the bottleneck no longer lies in the domain of the 




5.1.2 Addressing the need for dimensional reduction 
Since metabonomic data tend to be very large [102], dimensional reduction is 
highly recommended. APC3 [174] is a computationally efficient classification 
algorithm that combines both dimensional reduction and classification into a 
single algorithm via prediction based on correlation based feature selection.  
 
Sparsity embedded classification approaches has the ability to perform 
simultaneous dimensional and noise reduction via the use of embedded sparse 
structures [7]. In metabonomics, the use of sparsity embedded classification 
algorithms has been limited to only metabolic profiles. This work is the first to 
evaluate its efficacy directly on minimally pre-processed metabonomic TICs. 
The results from this work will serve as a baseline study for future 
metabonomic TIC analytics using these algorithms.  The evaluation of sparsity 
embedded classification approaches on three-class and two-class GC/MS TIC 
datasets showed that NSCmaxT showed consistently promising results. 
However, in terms of robustness against the presence outliers or mislabelled 
samples with a small training set, APC3 would take the lead. The choice 
between NSCmaxT and APC3 is more clear-cut when the number of classes is 
more than two which makes NSCmaxT the only possible option amongst the 
two. 
 
The evaluation of APC3 [174]  and the sparsity embedded approaches in 
processing GC/MS data suggests a natural extension of their usage to other 
types of biological chromatographic data such as LC/MS TICs without much 
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modifications. APC3 will be applicable for other two-class spectra data, 
whereas sparsity embedded approaches will be applicable for two-class and 
multi-class spectra data. 
 
 
5.2 Limitations and Future Studies 
 
The major limitation in the evaluation of AIMA [115] is the datasets which it 
was evaluated on. Although baseline correction serves to remove artefacts, the 
ultimate goal would be to better differentiate spectra originating from different 
classes. The HPLC chromatograms and Raman spectra were both single 
classed spectra and hence it would be useful to have further evaluations on 
two or more-class datasets of such spectra. The LC-MS dataset was a two-
class dataset but it was limited in the sample size and hence a useful future 
evaluation would be on a multi-classed larger sample size LC-MS dataset.  
A possible future extension of AIMA [115], other than to use a more extensive 
dataset space, would be to evaluate AIMA [115] as a standalone algorithm and 
compare it against an approach that includes it as part of a suite of  several 
baseline correction techniques [111, 112].  
 
Another limitation of AIMA [115] could the choice of MZmine [130] as the 
platform for implementation. There are 28 citations to MZmine [130] in 
literature to date which is very limited. There are almost 20 citations to AIMA 
[115], most of which cited AIMA [115] as an example in their literature 
review, while some cited it as an additional reference for airPLS [96]. It could 
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be that airPLS [96] being available in Matlab is more convenient to evaluate. 
Krier et al [111] was the only paper to have evaluated AIMA [115] and even 
in that paper, the authors re-implemented AIMA [115] in Matlab instead of 
using its availabile plugin for MZmine [130]. 
 
As APC3 [174] was tested on the GC/MS TICs without correcting the 
baseline, it would be interesting to evaluate the performance of APC3 on 
different spectra that has been corrected via various baseline correction 
algorithms including AIMA [115], and also using the proposed baseline 
correction approach that involves testing several baseline correction 
techniques to achieve the best prediction [111, 112]. This would provide a 
combined performance evaluation of AIMA [115] and APC3 [174] on the 
same datasets.  
 
The main limitation in the sparsity embedded approaches study is the use of a 
single three-class GC/MS TIC dataset due to the limited availability of three or 
more class GC/MS TIC datasets in the public domain. Although the biasness 
of the small number of sample data of the GC/MS TIC was reduced by 
splitting the dataset into 100 training and testing sets and deriving average 
accuracy and average AUC from the 100 sets, it would be useful to perform 
further testing on more TIC datasets with at least three classes. The evaluation 
of the sparsity embedded approaches with a two-class GC/MS TIC dataset was 
another attempt to delimitate the initial evaluation using a single three-class 
GC/MS TIC dataset. The two-class GC/MS TIC dataset was useful in 
115 
 
providing consensus that the NSC algorithms were more superior to the others 
although they had similar performance to RDA algorithms for the three-class 
dataset. A possible extension would be to complement the use of baseline 
correction methods including AIMA [115] to evaluate if the performance truly 






































































































































































































































































































































































































































































































































































































This section contains the tables and figures taken from the supplementary 
materials of both AIMA [115] and APC3 [174]. 
Table I. Mean, standard deviation (SD) and p-values in the accuracy for the 
various PLSR dimension reduction combinations for latent variable 
optimization using 10-fold cross validation(CV) versus double cross validation 
(CV) for (a)wine set A, (b)wine set B and (c) wine set C. Significant higher 












LC 0.88(0.11) 0.08(0.24) 1.53E-48 
colAUC 0.85(0.14) 0.072(0.22) 3.98E-49 
DDA 0.87(0.11) 0.076(0.23) 2.52E-50 
LDA 0.84(0.15) 0.077(0.24) 1.60E-46 
ReliefFexpRank 0.81(0.13) 0.078(0.24) 1.22E-47 
ReliefFequalK 0.81(0.13) 0.078(0.24) 1.63E-47 
ReliefFbestK 0.69(0.14) 0.063(0.19) 2.88E-47 
Relief 0.7(0.14) 0.062(0.19) 1.36E-47 
MDL 0.84(0.12) 0.072(0.22) 6.66E-49 
Gini 0.84(0.12) 0.072(0.22) 6.66E-49 
MyopicReliefF 0.84(0.12) 0.072(0.22) 6.66E-49 
DKM 0.84(0.12) 0.072(0.22) 6.66E-49 
NCA 0.93(0.066) 0.091(0.27) 3.91E-54 
PCA1 0.64(0.12) 0.049(0.15) 4.05E-56 
PCA2 0.72(0.12) 0.03(0.098) 4.45E-67 
CCA1 0.36(0) 0.036(0.11) 2.66E-51 
CCA2 0.36(0) 0.036(0.11) 2.66E-51 

















using double CV P-value 
LC 0.79(0.16) 0.79(0.15) 0.441 
colAUC 0.73(0.17) 0.72(0.17) 0.326 
DDA 0.78(0.17) 0.79(0.16) 0.456 
LDA 0.78(0.16) 0.77(0.16) 0.429 
ReliefFexpRank 0.67(0.16) 0.66(0.17) 0.565 
ReliefFequalK 0.67(0.16) 0.67(0.17) 0.828 
ReliefFbestK 0.59(0.14) 0.62(0.16) 0.138 
Relief 0.6(0.14) 0.62(0.15) 0.156 
MDL 0.73(0.18) 0.72(0.17) 0.374 
Gini 0.73(0.18) 0.72(0.17) 0.374 
MyopicReliefF 0.74(0.17) 0.74(0.16) 0.779 
DKM 0.73(0.18) 0.72(0.17) 0.374 
NCA 0.55(0.15) 0.048(0.15) 1.84E-42 
PCA1 0.31(0.12) 0.06(0.18) 6.21E-21 
PCA2 0.25(0.099) 0.022(0.075) 7.53E-32 
CCA1 0.52(0.041) 0.045(0.14) 7.80E-58 
CCA2 0.52(0.041) 0.045(0.14) 7.80E-58 
























using double CV P-value 
LC 1(0.026) 0.97(0.047) 3.14E-05 
colAUC 0.93(0.095) 0.9(0.1) 0.0011 
DDA 1(0.026) 0.97(0.047) 3.14E-05 
LDA 1(0.022) 0.97(0.051) 3.74E-07 
ReliefFexpRank 0.95(0.1) 0.93(0.11) 0.0436 
ReliefFequalK 0.95(0.1) 0.93(0.11) 0.102 
ReliefFbestK 0.82(0.2) 0.72(0.21) 8.14E-05 
Relief 0.79(0.21) 0.71(0.21) 0.000207 
MDL 0.93(0.095) 0.9(0.1) 0.0011 
Gini 0.93(0.095) 0.9(0.1) 0.0011 
MyopicReliefF 0.93(0.095) 0.9(0.1) 0.0011 
DKM 0.93(0.095) 0.9(0.1) 0.0011 
NCA 0.94(0.073) 0.094(0.28) 1.29E-46 
PCA1 0.4(0.14) 0.031(0.096) 3.25E-39 
PCA2 0.68(0.15) 0.058(0.18) 1.83E-50 
CCA1 0.3(0) 0.03(0.09) 2.66E-51 
CCA2 0.3(0) 0.03(0.09) 2.66E-51 















Table II. Mean, standard deviation (SD) and p-values in the AUC for the 
various PLSR dimension reduction combinations for latent variable 
optimization using 10-fold cross validation(CV) versus double cross validation 
(CV) for (a)wine set A, (b)wine set B and (c) wine set C. Significant higher 










double CV P-value 
LC 0.86(0.11) 0.081(0.25) 1.18E-47 
colAUC 0.84(0.14) 0.071(0.22) 6.66E-49 
DDA 0.85(0.11) 0.078(0.24) 4.18E-49 
LDA 0.83(0.15) 0.077(0.24) 3.81E-46 
ReliefFexpRank 0.81(0.13) 0.079(0.24) 1.73E-47 
ReliefFequalK 0.8(0.13) 0.079(0.24) 2.16E-47 
ReliefFbestK 0.68(0.14) 0.063(0.2) 4.40E-46 
Relief 0.69(0.14) 0.063(0.19) 8.80E-47 
MDL 0.82(0.13) 0.071(0.22) 1.48E-47 
Gini 0.82(0.13) 0.071(0.22) 1.48E-47 
MyopicReliefF 0.82(0.13) 0.071(0.22) 1.48E-47 
DKM 0.82(0.13) 0.071(0.22) 1.48E-47 
NCA 0.91(0.083) 0.089(0.27) 1.83E-54 
PCA1 0.62(0.13) 0.039(0.12) 8.82E-60 
PCA2 0.71(0.12) 0.033(0.11) 8.19E-67 
CCA1 0.5(0) 0.05(0.15) 2.66E-51 
CCA2 0.5(0) 0.05(0.15) 2.66E-51 



















double CV P-value 
LC 0.78(0.15) 0.79(0.14) 0.344 
colAUC 0.72(0.16) 0.71(0.16) 0.255 
DDA 0.78(0.16) 0.79(0.15) 0.457 
LDA 0.77(0.15) 0.77(0.15) 0.434 
ReliefFexpRank 0.68(0.16) 0.66(0.17) 0.373 
ReliefFequalK 0.67(0.16) 0.66(0.18) 0.611 
ReliefFbestK 0.6(0.14) 0.62(0.16) 0.197 
Relief 0.6(0.14) 0.62(0.15) 0.223 
MDL 0.72(0.17) 0.71(0.17) 0.348 
Gini 0.72(0.17) 0.71(0.17) 0.348 
MyopicReliefF 0.74(0.17) 0.73(0.16) 0.677 
DKM 0.72(0.17) 0.71(0.17) 0.348 
NCA 0.55(0.15) 0.047(0.15) 3.57E-44 
PCA1 0.3(0.12) 0.057(0.17) 8.58E-22 
PCA2 0.25(0.098) 0.021(0.071) 7.58E-32 
CCA1 0.5(0) 0.05(0.15) 2.66E-51 
CCA2 0.5(0) 0.05(0.15) 2.66E-51 























double CV P-value 
LC 1(0.019) 0.96(0.077) 1.30E-06 
colAUC 0.92(0.11) 0.89(0.13) 0.000188 
DDA 1(0.019) 0.96(0.077) 1.30E-06 
LDA 1(0.016) 0.95(0.08) 9.45E-08 
ReliefFexpRank 0.94(0.12) 0.91(0.14) 0.00825 
ReliefFequalK 0.94(0.12) 0.91(0.14) 0.0213 
ReliefFbestK 0.8(0.22) 0.68(0.21) 1.03E-06 
Relief 0.78(0.21) 0.68(0.21) 1.11E-06 
MDL 0.92(0.11) 0.89(0.13) 0.000188 
Gini 0.92(0.11) 0.89(0.13) 0.000188 
MyopicReliefF 0.92(0.11) 0.89(0.13) 0.000188 
DKM 0.92(0.11) 0.89(0.13) 0.000188 
NCA 0.9(0.11) 0.09(0.27) 4.31E-44 
PCA1 0.41(0.15) 0.024(0.076) 3.56E-39 
PCA2 0.71(0.14) 0.062(0.19) 9.89E-49 
CCA1 0.5(0) 0.05(0.15) 2.66E-51 
CCA2 0.5(0) 0.05(0.15) 2.66E-51 




Table III. Overall average accuracy and average AUC for each transformation/variable and classification combination using the wine testing 
sets. Values are expressed in (average accuracy ± standard deviation, average AUC ± standard deviation). Top 2 approaches values for average 
accuracy and average AUC highlighted in bold italics. 
Transformation 





















































































0.89±0.10 0.84±0.10 0.88±0.11 
0.87±0.1
1 0.81±0.14 0.81±0.14 
0.88±0.11 0.83±0.10 0.88±0.11 
0.87±0.1
2 0.81±0.13 0.80±0.13 
NB 
0.89±0.10* 0.84±0.09 0.90±0.09 
0.88±0.1
0 0.81±0.12 0.81±0.12 
0.89±0.10 0.83±0.09 0.89±0.10 
0.88±0.1
0 0.80±0.11 0.80±0.11 
locLD
A 
0.88±0.10 0.84±0.10 0.88±0.10 
0.87±0.1
1 0.81±0.14 0.81±0.14 
0.88±0.10 0.83±0.09 0.89±0.10 
0.88±0.1


































0.70±0.11 0.70±0.10 0.83±0.10 
0.83±0.1
0 0.84±0.09 0.83±0.10 
0.69±0.10 0.69±0.09 0.82±0.10 
0.82±0.1
0 0.83±0.09 0.82±0.10 
NB 
0.76±0.07 0.75±0.06 0.85±0.09 
0.85±0.0
9 0.85±0.08 0.85±0.09 
0.75±0.06 0.75±0.05 0.84±0.09 
0.85±0.0
9 0.85±0.09 0.85±0.09 
locLD
A 
0.70±0.10 0.69±0.09 0.83±0.11 
0.83±0.1
1 0.84±0.09 0.83±0.11 
0.75±0.06 0.75±0.05 0.85±0.09 
0.85±0.0
9 0.85±0.09 0.85±0.09 
*LC-NB had an average accuracy of 0.892 which was higher than that of LC-PLSR’s 0.886 
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* (Number of samples) – 1 
** Only finds 4 axes according to the original implementation in M. O. Hill 
and H. G. Gauch, Vegetatio, 1980, 42, 47-58. 
 
Table V. Mean number of latent variable (SD) after transformation and PLSR 








NCA 2.75(0.60) 3.01(0.89) 2.63(0.56) 
PCA1 1(0) 1(0) 1(0) 
PCA2 1(0) 1(0) 1(0) 
CCA1 1(0) 1(0) 1(0) 
CCA2 1(0) 1(0) 1(0) 














Table VI. Mean number of latent variable (SD) for training model using 










LC 4.63(2.63) 2.60(1.38) 2(0) 
colAUC 4.05(2.18) 3.11(1.63) 2.77(0.77) 
DDA 4.73(2.61) 2.61(1.46) 2(0) 
LDA 4.05(1.89) 2.74(1.54) 2.01(0.10) 
ReliefFexpRank 6.12(2.88) 5.38(2.13) 2.57(0.96) 
ReliefFequalK 6.16(2.91) 5.41(2.11) 2.56(0.96) 
ReliefFbestK 7.00(2.70) 6.07(2.43) 5.71(2.48) 
Relief 7.10(2.76) 6.04(2.39) 5.75(2.55) 
MDL 5.46(2.60) 3.57(2.34) 2.77(0.77) 
Gini 5.46(2.60) 3.56(2.31) 2.77(0.77) 
MyopicReliefF 5.46(2.60) 3.21(1.73) 2.77(0.77) 
DKM 5.46(2.60) 3.56(2.31) 2.77(0.77) 
 
 
Table VII. Mean variable length (SD) for training model using NB after 
variable selection  
 
Wine Set A 
Wine Set 
B Wine Set C 
Variable 
Selection 
LC 10.60(9.75) 3.13(3.50) 2(0) 
colAUC 6.97(7.22) 5.05(8.16) 2.84(1.08) 
DDA 11.70(10.60) 3.15(3.44) 2(0) 
LDA 6.56(5.32) 4.42(5.58) 2.01(0.10) 
ReliefFexpRank 9.67(9.34) 6.67(7.51) 2.98(1.90) 
ReliefFequalK 9.83(10.20) 6.58(7.34) 2.92(1.86) 
ReliefFbestK 15.90(15.10) 8.58(11.20) 11.70(10.90) 
Relief 16.30(15.60) 8.16(10.80) 11.60(11.30) 
MDL 14.10(11.30) 5.48(8.93) 2.84(1.08) 
Gini 14.10(11.30) 5.48(8.93) 2.84(1.08) 
MyopicReliefF 13.80(11.00) 4.29(7.47) 2.84(1.08) 








Table VIII. Mean variable length (SD) for training model using locLDA after 
variable selection  
 









LC 3.66(1.69) 2.46(1.18) 2(0) 
colAUC 3.87(2.06) 2.80(1.29) 2.92(0.99) 
DDA 3.66(1.69) 2.49(1.29) 2(0) 
LDA 3.49(1.40) 2.59(1.40) 2.01(0.10) 
ReliefFexpRank 5.06(2.42) 4.48(1.77) 2.27(0.53) 
ReliefFequalK 5.05(2.49) 4.45(1.79) 2.25(0.52) 
ReliefFbestK 6.08(2.51) 5.16(2.25) 5.18(2.34) 
Relief 6.16(2.57) 5.16(2.20) 5.36(2.44) 
MDL 4.75(2.10) 3.13(1.74) 2.92(0.99) 
Gini 4.75(2.10) 3.13(1.74) 2.92(0.99) 
MyopicReliefF 4.75(2.10) 2.83(1.32) 2.92(0.99) 




Table IX. Mean variable length (SD) for training model using urine sample 
splits after variable selection for both DDA-NB and LC-NB  
 
Urine Sample Split 
A B C D E F 
DDA-
NB 19.4(12.8) 12.5(11.9) 7.42(6.49) 5.49(4.17) 5.75(6.47) 5.01(3.23)
LC-
NB 18.5(12.6) 11.2(11.8) 6.39(7.54) 3.83(4.17) 3.83(6.35) 2.81(3.17)
 
 Fig. S1. A curve convex baseline simulated spectrum with a no
different noi
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 Fig. S2. A curve convex baseline simulated spectrum with a n
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Fig Ia. Boxplot of computational time (both training and testing phases) across the 100 sampling for urine sample splits using APC3, DDA-NB 




Fig IIb. Boxplot of computational time (only training phase) across the 100 sampling for urine sample splits using APC3, DDA-NB and LC-NB. 




Fig IIIc. Boxplot of computational time (only testing phase) across the 100 sampling for urine sample splits using APC3, DDA-NB and LC-NB. 
The red triangle represents the mean value of each boxplot. 
