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Abstract
In this paper, we utilize weighted Sobolev spaces to establish an existence theory for
infinite energy solutions to a coupled non-linear elliptic system. This system describes
the fractional quantum Hall effect in two-dimensional double-layered systems. Via
variational methods in a suitable weighted Sobolev space, we prove the existence of
multiple vortices over the full plane. These methods include constrained minimization
of an action functional and the existence of a critical point, known as a saddle point,
by way of a mountain pass theorem. Furthermore, for these solutions, which are
necessarily of infinite energy, we establish exponential decay estimates.
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1 Introduction
In this paper, we study the nonlinear elliptic system over R2,

∆u = 4k11e
u + 4k12e
v − 4 + 4π
N1∑
j=1
δpj(x)
∆v = 4k21e
u + 4k22e
v − 4 + 4π
N2∑
j=1
δqj(x)
(1.1)
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where δpj and δqj are the Dirac distributions centered at pj and qj respectively. We also note
that the symmetric coupling matrix, K = (kij), is given by
K =
1
p
(
p+ q p− q
p− q p+ q
)
,
with p, q ∈ R, p > 0, q 6= 0. In this paper, we are interested only in a coupled system.
Therefore, we require that p 6= q.
The goal of this paper is to study the coupled non-linear elliptic system (1.1) describing
the fractional quantum Hall effect in the full space, R2, when the solutions are not necessarily
of finite energy. As we will see, the solutions obtained in this paper do not satisfy the finite
energy conditions established in [27], however they will indeed solve the system of differential
equations. In this scenario, the typical function space for bounded domains will not suffice.
That is, we will need to look outside of the standard L2, orW 1,2, spaces for suitable solutions.
To this end, we will choose a suitable weight for L2, or more appropriately W 1,2, so that it
contains all solutions bounded over the full plane [1, 26, 28, 36, 41]. As a result, we will be
able to utilize regularity and embeddings similar to those of standard Sobolev spaces [26, 36].
We arrive at our results by first taking a series of transformations, along with a change
of variables [36], to reduce our elliptic system into triangular form. Then, we are able to
establish a variational principle and via a constrained minimization, we establish existence
of non-topological solutions. We also provide information about the asymptotic behavior of
the solutions.
The model describing the FQHE in a two-dimensional double-layered system was devel-
oped in terms of Chern-Simons theory [5, 13, 14, 22, 23, 29, 33, 34, 36–38, 42–45]. Ichinose
and Sekiguci [17] studied the FQHE in double-layer electron systems in terms of Chern-
Simons gauge theory of bosonized electrons. In [17] a radially symmetric ansatz led to an
effective theory for topological excitations in the (m,m, n) Halperin state. This theory was
limited to single soliton configurations. The BPS equations, which we will present in section
2, were developed by Medina [27] and an existence theory for both doubly-periodic and full-
plane domains was developed. The existence theory in [27] was restricted to only positive
definite coupling matrices and topological solutions which were of finite energy.
The structure of this paper is as follows. In section 2, we present the BPS and vortex
equations developed by Ichinose, Sekiguchi, and Medina [17, 27]. We also discuss the prop-
erties of the coupling matrix. Lastly, we present the appropriate weighted Sobolev space and
corresponding analytical tools developed by McOwen [26]. In section 3, we reduce the system
to a triangular one via a change of variables. In sections 4 and 5, we establish existence of a
unique solution to a constrained minimization problem when the matrix K satisfies k12 < 0
and k12 > 0 respectively. In section 6, we establish a mountain pass structure and existence
of a saddle point type solutions for a modified functional. Finally, in section 7, we study the
decay estimates for solutions established in sections 4-6 and the discussion follows in section
8.
2
2 BPS and Vortex Equations
Here, we provide a brief overview of the system of equations governing the FQHE. The
Lagrangian describing the FQHE in 2 dimensional electron systems was well discussed in
[17, 27] and is given by
L = Lφ + LCS,
which is a sum of the matter term,
Lφ = iψ¯↑(∂0 − ia+0 − ia−0 )ψ↑ + iψ¯↓(∂0 − ia+0 + ia−0 )ψ↓ −
1
2M
∑
σ=↑,↓
∣∣Dσj ψσ∣∣2 − V (ψ↑, ψ↓),
and the Chern-Simons term,
LCS = LCS(a+µ ) + LCS(a−µ ) = −
1
4
ǫµνλ
(
1
p
a+µ ∂νa
+
λ +
1
q
a−µ ∂νa
−
λ
)
.
The bosonized fields are represented in terms of the upper layer, ψ↑, and the lower layer,
ψ↓. The mass of the electrons is given by M , while the parameters p and q are real numbers.
We also have a+µ and a
−
µ , the scalar potential fields corresponding to U(1)⊗U(1) symmetry.
In [17], these scalar fields were restricted to a certain behavior which yielded necessary
conditions for the total energy of the system to be finite. In the present, we require no such
constraints on the fields and allow for solutions which are of divergent energy.
The first integral of the system of BPS type was obtained by Medina in [27]. It is given
by
(D↑1 − iD↑2)ψ↑ = 0 (2.1)
(D↓1 − iD↓2)ψ↓ = 0 (2.2)
B12 = 2(p+ q) |ψ↑|2 + 2(p− q) |ψ↓|2 − eB (2.3)
B˜12 = 2(p− q) |ψ↑|2 + 2(p+ q) |ψ↓|2 − eB (2.4)
b0 =
1
M
(p+ q) |ψ↑|2 + 1
M
(p− q) |ψ↓|2 + eB
M
(2.5)
b˜0 =
1
M
(p− q) |ψ↑|2 + 1
M
(p+ q) |ψ↓|2 + eB
M
, (2.6)
where equations (2.1) and (2.2) are the self-dual equations we are looking for the solutions
to. There are many solutions to these self-dual equations, but this degeneracy is removed
by the Chern-Simons constraints [17]. The ground state configurations for the fractional
quantum Hall effect are represented in terms of the average electron density, ρ¯,
ψ↑,0 = ψ↓,0 =
√
ρ¯
2
which yields the following integral representing the total energy of the system,
E =
1
2M
∫
R2
[∑
|(Dσ1 − iDσ2 )ψσ|2 + eB
(|ψ↑|2 + |ψ↓|2)− eB (|ψ↑,0|2 + |ψ↓,0|2)
]
dx. (2.7)
3
In [17], radially symmetric solutions over the full plane were established numerically. In
[27], solutions to (2.1)–(2.6) were considered over the full plane under the condition that
they were of finite energy. As a result, the following topological boundary conditions were
imposed on the complex fields, ψ↑ and ψ↓,
|ψ↑|2 → |ψ↑,0|2 = ρ¯
2
and |ψ↓|2 → |ψ↓,0|2 = ρ¯
2
as |x| → ∞. (2.8)
In the present, we are also interested in solutions of the BPS (2.1)–(2.6) over the full plane.
However, we remove this boundary condition and will see that without it, the total energy
of the system (2.7) is not necessarily finite. Therefore, we allow for solutions to the system
that are of divergent energy and establish the existence of non-topological solutions.
We now seek these divergent energy solutions over the full plane. To this end, we identify
R2 with the complex plane, C, let z be a point in C and let z0 be a zero of ψ↑. The first
BPS equation tells us that in a neighborhood of z = z0, with z = x1 + ix2,
ψ↑(z0) = (z − z0)n0 hˆ0(x1, x2)
where hˆ0 is nonzero at z0 and smooth [12]. We observe that the zeros of the fields ψ↑ and ψ↓
are therefore discrete and each forms a finite set represented by Zψ↑ = {p1, p2, . . . , pN1} and
Zψ↓ = {q1, q2, . . . , qN2} where the multiplicities of the zeros z = pj and z = qj are njp and njq
respectively. We then define
u = ln |ψ↑|2 − ln |ρ¯| and v = ln |ψ↓|2 − ln |ρ¯| , (2.9)
and pair this with the transformation x 7→ √pρ¯x to yield the vortex equations

∆u = 4k11e
u + 4k12e
v − 4 + 4π
N1∑
j=1
njpδpj(x)
∆v = 4k21e
u + 4k22e
v − 4 + 4π
N2∑
j=1
njqδqj (x)
(2.10)
where δpj and δqj are the Dirac distributions centered at pj and qj respectively. In the rest
of this paper, without loss of generality, we allow repetition of pj’s and qj ’s and we will treat
the njp and n
j
q terms as having value 1.
Here, we state the main theorem of this paper
Theorem 2.1. Let {p1, . . . , pN1 , q1, . . . , qN2} ⊂ R2. For any
α = α0 +
4k12
k11
N1 − 4N2 > 0
β = β0 − 4k12
k11
N1 > 0
satisfying
0 < β <
α
4
(
p
q
+
q
p
− 2
)
when q > p > 0, (2.11)
4
or
α > 0 and β >
α
4
(
p
q
+
q
p
− 2
)
when p > q > 0, (2.12)
the system given by (2.1)–(2.6) has a solution
(
ψ
(α,β)
↑ , ψ
(α,β)
↓ , b
(α,β)
µ , b˜
(α,β)
µ , b
(α,β)
0 , b˜
(α,β)
0
)
of lo-
cally square integrable functions ψ↑ and ψ↓.
In what follows, we use the notation det(K) = |K| = 4q/p and note that the eigenvalues
of K are λ = 2, 2q/p. Since p 6= q, we observe that |K| 6= 4 which splits the positive definite
possibilities into two regions, 0 < |K| < 4 and |K| > 4. Moreover, it is easy to see that if p, q
are of the same sign (both positive), then K is positive definite. Otherwise, K is indefinite.
In the present study of non-topological solutions, we consider only the positive definite case.
Here, we define a suitable weighted Sobolev space for the problem that follows and, as
in [26, 36], we let dµ = h0dx where h0 ∈ C∞ with
h0(x) = |x|−κ , for |x| ≥ 1, κ > 4.
We will use the notation Lp(dµ) = Lp(R2, dµ), and let H denote the Hilbert space of
L2loc functions for which the following norm is finite
‖u‖2H = ‖∇u‖2L2(dx) + ‖u‖2L2(dµ). (2.13)
We denote by H˜ the closed subspace of H ,
H˜ =

u ∈ H :
∫
R2
udµ = 0

 . (2.14)
Therefore, for any u ∈ H , we can decompose u into
u = u¯+ u′, u¯ ∈ R, u′ ∈ H˜ . (2.15)
Before proceeding, we state some necessary lemmas, proofs of which can be found in
[26, 36]. They will play an integral role in our study of the solutions to the system given by
(2.10).
Lemma 2.2. For any 0 < ε < 4π, there is a C(ε) > 0 so that∫
R2
ea|u|dµ ≤ C(ε)e
a2
4(4pi−ε)
‖∇u‖2
L2(dx), u ∈ H˜
for any a ∈ R.
Lemma 2.3. The Poincare´ inequality holds on H . In other words, there is a constant
C > 0 such that
‖u‖2L2(dµ) ≤ C‖∇u‖2L2(dx), u ∈ H˜ .
Finally, we have
Lemma 2.4. The injection H → L2(dµ) is a compact embedding.
Now we are ready to modify the system of equations (2.10) accordingly. In the next
section, we first transform the system into triangular form and then establish a variational
principle.
5
3 System in view of weighted Sobolev spaces
Here, we consider the two dimensional system (2.10) over R2 and rewrite our system so that
we can establish a variational principle. To deal with the delta functions, we must introduce
a cutoff function. We follow the procedure of Yang in [45]. To this end, we define ρ(t) to be
a smooth increasing function over t > 0 so that
ρ(t) =


ln t, t ≤ 1
2
,
0, t ≥ 1,
≤ 0, for all t > 0.
(3.1)
We now cover the points pj with disjoint open balls. Let δ > 0 be so that
Bδpj =
{
x
∣∣∣ |x− pj| < δ} , j = 1, 2, . . . , N1, (3.2)
and consider the functions
φj(x) = 2ρ
( |x− pj|
δ
)
, j = 1, 2, . . . , N1. (3.3)
We also consider the functions with compact support given by
φ0,j = ∆φj − 4πδpj(x). (3.4)
It is clear that ∫
R2
φ0,jdx = 4π, (3.5)
with
φj(x) ≤ 0 and φj(x) = 0 when |x− pj| ≥ δ. (3.6)
We now define a subtractive background function, u0 =
N1∑
j=1
φj , and observe that
∆u0 = 4π
N1∑
j=1
δpj − g1. (3.7)
The function g1 in (3.7) satisfies
g1 =
N1∑
j=1
φ0,j and
∫
R2
g1dx = 4πN1. (3.8)
We now have constructed a function, u0, that satisfies
u0 ≤ 0 and u0 = 0, on R2 \
N1⋃
j=1
Bδ(pj). (3.9)
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Similarly, we find a cover of {q1, q2, . . . , qN2} and define a background function v0 along with
a function g2 so that
∆v0 = 4π
N2∑
j=1
δqj − g2 and
∫
R2
g2 = 4πN2. (3.10)
We now introduce the substitutions
u = u0 + u1 − |x|2 and v = v0 + v1 − |x|2 . (3.11)
We are then able to obtain a system in terms of u1 and v1,{
∆u1 = e
−|x|2 (k11U0e
u1 + k12V0e
v1) + g1
∆v1 = e
−|x|2 (k12U0e
u1 + k11V0e
v1) + g2
(3.12)
where U0 = e
u0, V0 = e
v0 and we have used the symmetry of the coupling matrix K to write
k12 = k21 and k11 = k22. In order to establish a variational principle, we rewrite the system
in triangular form. To this end, we consider the substitutions
u2 = −2k12
k11
u1 + 2v1 and v2 = −2k12
k11
u1. (3.13)
In view of (3.13), we are able to rewrite the system given by (3.12) as{
∆u2 =
2|K|
k11
e−|x|
2
V0e
1
2
(u2−v2) − 2k12
k11
g1 + 2g2
∆v2 = −2k12e−|x|2U0e−
k11
2k12
v2 − 2k212
k11
e−|x|
2
V0e
1
2
(u2−v2) − 2k12
k11
g1.
(3.14)
We now introduce functions u3, v3 ∈ C∞(R2) so that
u3 = α0 ln r, r ≥ 1, α0 > 0
v3 = −β0 ln r, r ≥ 1, β0 > 0,
(3.15)
and set f = −∆u3− 2k12k11 g1+2g2, h = −∆v3− 2k12k11 g1. Since g1 and g2 are functions we defined
to have compact support, we can see that f and h are also functions with compact support.
The function f satisfies∫
R2
fdx = −
∫
|x|≤1
∆u3dx−
∫
R2
(
2k12
k11
g1 − 2g2
)
dx
= −
∫
|x|=1
∂u3
∂r
ds− 2k12
k11
4πN1 + 8πN2
= −2πα0 − 2k12
k11
4πN1 + 8πN2
= −2πα (3.16)
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where
α = α0 +
4k12
k11
N1 − 4N2 > 0. (3.17)
Similarly, for h we obtain ∫
R2
hdx = 2πβ, (3.18)
where
β = β0 − 4k12
k11
N1 > 0. (3.19)
In order for (3.15) to remain valid, we see the requirements of α0 and β0 are
α0 > −4k12
k11
N1 + 4N2, and β0 >
4k12
k11
N1.
Now, we make the translations
u2 = u3 + ξ and v2 = v3 + ζ,
to obtain the following triangular system in terms of ξ and ζ ,{
∆ξ = 2|K|
k11
V e
1
2
(ξ−ζ) + f
∆ζ = −2k12Ue−
k11
2k12
ζ − 2k212
k11
V e
1
2
(ξ−ζ) + h.
(3.20)
We observe that
U = e−|x|
2
U0e
−
k11
2k12
v3 and V = e−|x|
2
V0e
1
2
(u3−v3), (3.21)
where both U and V = O
(
e−|x|
)
for large |x|. We now consider the functional
I(ξ, ζ) =
∫
R2
(
1
2
|∇ξ|2 + σ
2
|∇ζ |2 + fξ + σhζ
)
dx, (3.22)
along with
J1(ξ, ζ) =
∫
R2
V e
1
2
(ξ−ζ)dx and J2(ξ, ζ) =
∫
R2
Ue
−
k11
2k12
ζ
dx, (3.23)
where σ is a real valued constant whose value we will determine in the work that follows.
Prior to determining the value of σ, we first follow the ideas of Spruck and Yang in [38] by
relating the first equation in the system (3.20) to McOwen’s study of conformal deformation
equations in [26] and consider a suitable weighted Sobolev space for the functions ξ and ζ .
The true motivation for such a choice is that our solutions, ξ and ζ , may (and actually will)
approach constants as |x| → ∞. This results in
‖ξ‖L2(dx) →∞ and ‖ζ‖L2(dx) →∞ as |x| → ∞.
8
Therefore, the energy norm, ‖ · ‖2W 1,2(R2) is infinite. The introduction of the power weight for
the L2(dx) norm allows for such behavior while keeping the energy norm finite.
We will now seek to minimize the functional (3.22) with respect to the following con-
straints which come from the integration of (3.20).
2 |K|
k11
∫
R2
V e
1
2
(ξ−ζ)dx = 2πα
2k12
∫
R2
Ue
−
k11
2k12
ζ
dx+ 2
k212
k11
∫
R2
V e
1
2
(ξ−ζ)dx = 2πβ.
(3.24)
From both equations in (3.24), we obtain
2k12
∫
R2
Ue
−
k11
2k12
ζ
dx = 2π
(
β − αk
2
12
|K|
)
. (3.25)
We need to ensure that the constraints are valid. To this end, we recall that when K
is positive definite, k12 < 1 with k12 6= 0 and see that it will be necessary to consider two
possible intervals for k12 and the conditions imposed on α and β,
when 0 < k12 < 1, β >
αk212
|K|
and
when k12 < 0, 0 < β <
αk212
|K| .
In the existence theory that that follows, we will discuss these cases separately. However,
for both of these cases, we will consider the following minimization problem
min {I(ξ, ζ)|ξ, ζ ∈ H , (ξ, ζ) satisfies the constraints (3.24)} . (3.26)
We now state the main result of this section, which will use the Lagrange multiplier rule to
determine the value of σ in (3.22).
Lemma 3.1. If σ = |K|
k212
, then a solution (ξ, ζ) of (3.26) is a solution of (3.20).
Proof. Let (ξ, ζ) be a solution of (3.26). The Lagrange multiplier rule states that there are
constants λ1, λ2 ∈ R such that
∫
R2
∇ξ ·∇χ1+fχ1dx = λ1 |K|
k11
∫
R2
V e
1
2
(ξ−ζ)χ1dx−λ2k
2
12
k11
∫
R2
V e
1
2
(ξ−ζ)χ1dx, ∀χ1 ∈ H , (3.27)
and∫
R2
σ∇ζ · ∇χ2 + σhχ2dx = −λ1 |K|
k11
∫
R2
V e
1
2
(ξ−ζ)χ2dx
− λ2k11
∫
R2
Ue
−
k11
2k12
ζ
χ2dx+ λ2
k212
k11
∫
R2
V e
1
2
(ξ−ζ)χ2dx, ∀χ2 ∈ H . (3.28)
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We combine terms and use the substitutions
λ = λ1 − λ2 k
2
12
|K| µ = −λ2
k11
2k12
.
We proceed in terms of λ and µ to obtain∫
R2
∇ξ · ∇χ1 + fχ1dx = λ |K|
k11
∫
R2
V e
1
2
(ξ−ζ)χ1dx, (3.29)
and ∫
R2
(σ∇ζ · ∇χ2 + σhχ2) dx = −λ |K|
k11
∫
R2
V e
1
2
(ξ−ζ)χ2dx− 2µk12
∫
R2
Ue
−
k11
2k12
ζ
χ2dx. (3.30)
Since χ1 and χ2 are arbitrary test functions in H , we set χ1 ≡ 1 in (3.29) and obtain
− 2πα = 1
2
λ(2πα). (3.31)
We see that by setting λ = −2, we are able to recover the first equation in (3.20). Similarly,
we set χ2 ≡ 1 in (3.30) to obtain
2πβσ = 2πα + µ
[
2π
(
β − αk
2
12
|K|
)]
, (3.32)
and we obtain the second equation in (3.20) by setting µ = |K|/k212. Moreover, in order for
this to be true, it is necessary that
σ = µ =
|K|
k212
.
From this moment on, we fix σ = |K|/k212 and show that the minimization problem given
by (3.26), with this value of σ, has a solution. In order to do so, we will need to use the
decomposition of H = H˜ ⊕ R to write,
ξ = ξ¯ + ξ′, ζ = ζ¯ + ζ ′,
where ξ¯, ζ¯ ∈ R are constants and ξ′, ζ ′ ∈ H˜. We now are able to rewrite the functional in
the form
I(ξ, ζ) =
∫
R2
(
1
2
|∇ξ′|2 + |K|
2k212
|∇ζ ′|2
)
dx+
∫
R2
(
fξ′ +
|K|
k212
hζ ′
)
dx−2παξ¯+2πβ |K|
k212
ζ¯ . (3.33)
We now proceed to establish existence of a minimizer to (3.26). In the next section, we
consider the case when k12 < 0.
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4 Constrained minimization with k12 < 0
In this section, we consider the case when K is positive definite with k12 < 0 and prove that
the minimization problem (3.26) has a solution. The main theorem of this section is given
below.
Theorem 4.1. The constrained minimization problem (3.26) has a solution when
0 < β <
α
4
(
p
q
+
q
p
− 2
)
, α > 0.
Remark: The above inequality is valid. To see this we note that when k12 < 0, both
q and p are positive. Furthermore, 0 < p < q, and the last factor on the right hand side
satisfies
p
q
+
q
p
− 2 > 0.
We now prove Theorem 4.1
Proof. To show that the minimization problem has a solution, we will need to show that the
functional I(ξ, ζ) given by (3.33) is bounded below, coercive, and weakly lower semicontinu-
ous. In order to find a minimum for the functional given by (3.33), we will first find a lower
bound for the last two terms. These are given by
Λ = −2παξ¯ + 2πβ |K|
k212
ζ¯ . (4.1)
From the constraints given by (3.24) and (3.25), we obtain the following expressions for ξ¯
and ζ¯,
ξ¯ = ζ¯ + 2 ln
(
k11πα
|K|
)
− 2 ln

∫
R2
V e
1
2
(ξ′−ζ′)dx

 , (4.2)
and
ζ¯ =
2k12
k11
ln
(
πβ
k12
− παk12|K|
)
+
2k12
k11
ln

∫
R2
Ue
−
k11
2k12
ζ′
dx

 . (4.3)
It is useful to rewrite (4.1) in the following form,
Λ = −2παξ¯ + 2πβ |K|
k212
ζ¯ =
2π |K|
k212
(
β − αk
2
12
|k|
)
ζ¯ + 4πα ln

∫
R2
V e
1
2
(ξ′−ζ′)dx

 . (4.4)
Since 4πα > 0, we must find a lower bound for the last term in (4.8). To this end, we recall
that
V = e−|x|
2
V0e
1
2
(u3−v3) = e−|x|
2
e
1
2
(u3−v3)
N2∏
j=1
|x− qj |2 = ev0+ 12 (u3−v3)−|x|
2
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and see that v0, u3, v3 and |x|2 all belong to L(dµ). This, along with Jensen’s inequality,
allows us to obtain∫
R2
V e
1
2
(ξ′−ζ′)dx =
∫
R2
h−10 V e
1
2
(ξ′−ζ′)dµ
≥ ε0
∫
R2
V e
1
2
(ξ′−ζ′)dµ
≥ C1 exp

∫
R2
(
v0 +
1
2
(u3 − v3)− |x|2
)
dµ
/∫
R2
dµ

 . (4.5)
where
∫
R2
dµ is finite. Since the coefficient of ln
[∫
R2
Ue
−
k11
2k12
ζ′
dx
]
is negative in (4.3), we
must find an upper bound for ∫
R2
Ue
−
k11
2k12
ζ′
dx. (4.6)
To this end, we use the inequality
h−10 U = |x|−κ e−|x|
2
e
u0−
k11
2k12
v3 ≤ C2, (4.7)
and we are now able to obtain the following estimate for (4.6),∫
R2
Ue
−
k11
2k12
ζ′
dx =
∫
R2
h−10 Ue
−
k11
2k12
ζ′
dµ ≤ C3
∫
R2
e
−
k11
2k12
ζ′
dµ ≤ C4(ε) exp
[
k211
16k212(4π − ε)
‖∇ζ ′‖2L2(dx)
]
.
From (4.5) and (4.8), we are able to obtain the following estimate for (4.1),
Λ = −2παξ¯ + 2πβ |K|
k212
ζ¯ ≥ C5 + πk11
4k12(4π − ε)
(
β
|K|
k212
− α
)
‖∇ζ ′‖2L2(dx). (4.8)
We now find an estimate for the middle term in (3.33). We recall again that f and h
are functions with compact support. In the following, we use Young’s inequality and the
Poincare´ inequality to obtain,∫
R2
|fξ′| dx =
∫
R2
∣∣∣∣ f√2εh0
√
2εh0ξ
′
∣∣∣∣ dx ≤
∫
R2
1
4εh0
|f |2 + εh0 |ξ′|2 dx ≤ ε−1C6 + εC‖∇ξ′‖2L2(dx).
(4.9)
Similarly, for the ζ ′ term we obtain,∫
R2
|hζ ′| dx ≤ ε−1C7 + εC‖∇ζ ′‖2L2(dx). (4.10)
Therefore, in view of (4.8), (4.9) and (4.10), we have the following lower bound for I(ξ, ζ),
I(ξ, ζ) ≥
(
1
2
− εC
)
‖∇ξ′‖2L2(dx) +
|K|
2k212
(
1 +
πk11
2k12(4π − ε)
(
β − αk
2
12
|K|
)
− εC ′
)
‖∇ζ ′‖2L2(dx) + C8
≡ δ1‖∇ξ′‖2L2(dx) + δ2‖∇ζ ′‖L2(dx) + C8. (4.11)
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Since we know that k12 < 0, and the constraints (3.24) and (3.25) require 0 < β < αk
2
12/ |K|,
we see that
1 +
πk11
2k12(4π − ε)
(
β − αk
2
12
|K|
)
> 0. (4.12)
Therefore, we can choose any 0 < ε < 4π so that δ1, δ2 > 0. From this choice of ε, we see
that
I(ξ, ζ)→∞ when ‖∇ξ′‖L2(dx), ‖∇ζ ′‖L2(dx) →∞ (4.13)
which establishes that I(ξ, ζ) is coercive. We have thus established that I(ξ, ζ) is bounded
below by (4.11) and coercive by (4.13) on the admissible set
A = {ξ, ζ ∈ H |ξ, ζ satisfy (3.24)} . (4.14)
We now pick a minimizing sequence of (3.26), denoted by {(ξj, ζj)}∞j=1. We note that since
this is a minimizing sequence, and we have established coercivity, I(ξj, ζj) is bounded. There-
fore, both ‖∇ξ′j‖2L2(dx) and ‖∇ζ ′j‖2L2(dx) are bounded. Consequently, the sequence
{
(ξ′j, ζ
′
j)
}∞
j=1
is bounded in H˜ . With this, and the bounds for ξ¯ and ζ¯, we can see that
{
ξ¯j
}∞
j=1
and
{
ζ¯j
}∞
j=1
are bounded sequences in R. Without loss of generality, passing to a subsequence if necessary,
we assume that there exist ξ, ζ ∈ H so that
ξj ⇀ ξ and ζj ⇀ ζ, weakly in H . (4.15)
Now we show that the pair (ξ, ζ) satisfies the constraints (3.24) and (3.25). To this end, we
use the mean value theorem, and Ho¨lder’s inequality to obtain∣∣∣∣∣∣
∫
R2
Ue
−
k11
2k12
ζ
dx−
∫
R2
Ue
−
k11
2k12
ζjdx
∣∣∣∣∣∣
≤ C ′
∫
R2
h
1
2
0 e
−
k11
2k12
|ζ|
h
1
2
0 e
−
k11
2k12
|ζj | |ζ − ζj| dx
≤ C ′

∫
R2
e
−
k11
k12
|ζ|
dµ


1
2

∫
R2
e
−
k11
k12
|ζj | |ζ − ζj|2 dµ


1
2
≤ C ′′(ε)e
k211
8k2
12
(4pi−ε)
(
‖∇ζ‖2
L2(dx)
+‖∇ζj‖2
L2(dx)
)
‖ζ − ζj‖L2(dµ). (4.16)
The inequality (4.16) comes from Lemma 2.2 with a = −k11/k12. By Lemma 2.4, we see
that
‖ζ − ζj‖L2(dµ) → 0 as j →∞, (4.17)
and therefore, ∣∣∣∣∣∣
∫
R2
Ue
−
k11
2k12
ζ
dx−
∫
R2
Ue
−
k11
2k12
ζjdx
∣∣∣∣∣∣→ 0 as j →∞. (4.18)
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Similarly, we use the mean value theorem and Ho¨lder’s inequality to obtain,∣∣∣∣∣∣
∫
R2
V e
1
2
(ξ−ζ)dx−
∫
R2
V e
1
2
(ξj−ζj)dx
∣∣∣∣∣∣→ 0 as j →∞. (4.19)
Therefore, the pair (ξ, ζ) satisfies the constraints (3.24). Furthermore, the last two terms of
the functional, given by (3.33), are continuous. To see this, we use (·, ·) to denote the L2
inner product over R2 and also use the Cauchy-Schwarz inequality to get,
|(f, ξ)− (f, ξj)| = |(f, ξ − ξj)| ≤ ‖f‖L2(dx)‖ξ − ξj‖L2(dx). (4.20)
The same follows for the hζ term. Since f and h are of compact support and continuous,
they are bounded in L2. We see that the right hand side vanishes as j → ∞. Therefore,
I(ξ, ζ) is weakly lower semicontinuous. In other words,
I(ξ, ζ) ≤ lim inf
j→∞
I(ξj, ζj), (4.21)
and the pair (ξ, ζ) solves (3.20). We have thus established existence of a solution to the
constrained minimization problem (3.26) when k12 < 0 under the condition given in (4.12),
0 < β < αk212/|K| or in terms of p and q,
0 < β <
α
4
(
p
q
+
q
p
− 2
)
. (4.22)
The first part of Theorem 2.1 has been established.
5 Constrained minimization with 0 < k12 < 1
Here, we consider the case when K is positive definite with 0 < k12 < 1, and show that the
minimization problem (3.26) has a solution. The approach of this section will mirror most
of the previous section except for a small portion. We will omit the details of repetition.
We state the theorem of this section below.
Theorem 5.1. The constrained minimization problem (3.26) has a solution when 1 < k12 <
0 and
β >
α
4
(
p
q
+
q
p
− 2
)
, α > 0.
Proof. The approach mirrors that in the previous section until we get to the estimates for Λ
given by (4.1). The only part that needs to be modified is how we establish a lower bound
for
ζ¯ =
2k12
k11
ln
(
πβ
k12
− παk12|K|
)
+
2k12
k11
ln

∫
R2
Ue
−
k11
2k12
ζ′
dx

 . (5.1)
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Since 2k12/k11 > 0, rather than finding an upper estimate, we need to find a lower estimate
for ∫
R2
Ue
−
k11
2k12
ζ′
dx. (5.2)
We recall that
U = e
u0−|x|
2−
k11
2k12
v3 , (5.3)
and u0, v3, and |x|2 all belong to L(dµ). We use the fact that ζ ′ ∈ H˜ , along with Jensen’s
inequality to get∫
R2
Ue
−
k11
2k12
ζ′
dx ≥ ε0
∫
R2
(
Ue
−
k11
2k12
ζ′
)
dµ
= ε0
∫
R2
(
e
u0−
k11
2k12
v3−|x|
2−
k11
2k12
ζ′
)
dµ
≥ C1 exp

∫
R2
(
u0 − k11
2k12
v3 − |x|2
)
dµ
/∫
R2
dµ

 . (5.4)
We have now obtained a new lower bound for Λ,
Λ ≥ C2. (5.5)
Therefore, we are able to write the lower bound of I(ξ, ζ) as
I(ξ, ζ) ≥
(
1
2
− εC
)(
‖∇ξ′‖2L2(dx) +
|K|
k212
‖∇ζ ′‖2L2(dx)
)
+ C3. (5.6)
We note here that the coefficients of ‖∇ξ′‖ and ‖∇ζ ′‖ in (5.6) are positive. Furthermore,
the inequality is independent of α and β. We now choose α and β such that the constraints
of the system when 0 < k12 < 1 given in (3.24) are satisfied, then we may choose ε > 0 small
enough so that 1
2
− εC > 0 and I(ξ, ζ) is coercive. In the process, we have also shown that
I(ξ, ζ) is bounded below.
Therefore, we may now prove that the minimization problem has a solution. However,
the rest of this proof is carried out in the same manner as the rest of Theorem 4.1. The end
result is that we established existence of a solution to the constrained minimization problem
(3.26) when k12 > 0 under the condition, β > αk
2
12/|K| or in terms of p and q,
β >
α
4
(
p
q
+
q
p
− 2
)
. (5.7)
This completes the proof of Theorem 2.1
6 Mountain pass for k11, k12 > 0
In this section, we provide an alternative approach for establishing existence of solutions.
Here, we establish the existence of a saddle point type solution to the system via a mountain
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pass theorem. As we will see, the result will provide a smaller range for α and β. Before
proceeding, we consider a modified version of the functional, I(ξ, ζ) used in the previous
sections,
E(ξ, ζ) =
∫
R2
1
2
|∇ξ|2 + |K|
2k212
|∇ζ |2 + 4 |K|
k11
V e
1
2
(ξ−ζ)
+
4 |K|
k11
Ue
−
k11
2k12
ζ
+ fξ +
|K|
k212
hζ − 4 |K|
k11
(V + U)dx. (6.1)
We see that E(0, 0) = 0 and E(c, c)→ −∞ as c→∞. We first establish that the functional
(6.1) satisfies a certain compactness condition. This lemma is stated below.
Lemma 6.1. The functional given by (6.1), satisfies the Palais-Smale (PS) compactness
condition. That is, for every sequence {(ξn, ζn)}∞n=1 ⊂ H × H such that E(ξn, ζn) → M
and E ′(ξn, ζn)→ 0 as n→∞, there exists a strongly convergent subsequence.
Proof. First, we represent the PS conditions as,
E(ξn, ζn) =
∫
R2
1
2
|∇ξn|2 + |K|
2k212
|∇ζn|2 + 4 |K|
k11
V e
1
2
(ξ−ζn) +
4 |K|
k11
Ue
−
k11
2k12
ζn
+ fξ +
|K|
k212
hζn − 4 |K|
k11
(V + U)dx→M, n→∞ (6.2)
and for any w1, w2 ∈ H ,
|E ′(ξn, ζn)(w1, w2)| =
∣∣∣∣∣
∫
R2
(
∇ξn · ∇w1 + |K|
k212
∇ζn · ∇w2 + 2 |K|
k11
V e
1
2
(ξn−ζn)(w1 − w2)
− 2 |K|
k12
Ue
−
k11
2k12
ζnw2 + fw1 +
|K|
k212
hw2
)
dx
∣∣∣∣∣ ≤ εn (‖w1‖H + ‖w2‖H ) . (6.3)
Where E ′ represents the Fre´chet derivative of (6.1). We then choose (w1, w2) = (1, 0) and
(0, 1) respectively in (6.3) to obtain the following estimates,∣∣∣∣∣∣
∫
R2
(
2 |K|
k11
V e
1
2
(ξn−ζn) + f
)
dx
∣∣∣∣∣∣ ≤ εn

∫
R2
dµ


1
2
, (6.4)
and ∣∣∣∣∣∣
∫
R2
(
−2 |K|
k11
V e
1
2
(ξn−ζn) − 2 |K|
k12
Ue
−
k11
2k12
ζn +
|K|
k212
h
)
dx
∣∣∣∣∣∣ ≤ εn

∫
R2
dµ


1
2
. (6.5)
Again, we use the decomposition of ξ = ξ¯ + ξ′ and ζ = ζ¯ + ζ ′, insert this into inequalities
(6.4) and (6.5) to get,∣∣∣∣∣∣
∫
R2
(
2 |K|
k11
e
1
2
(ξ¯n−ζ¯n)V e
1
2
(ξ′n−ζ
′
n) + f
)
dx
∣∣∣∣∣∣ ≤ εn

∫
R2
dµ


1
2
, (6.6)
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and∣∣∣∣∣∣
∫
R2
(
− 2 |K|
k11
V e
1
2
(ξ¯n−ζ¯n)V e
1
2
(ξ′n−ζ
′
n) − 2 |K|
k12
e
−
k11
2k12
ζ¯nUe
−
k11
2k12
ζ′n
)
dx
∣∣∣∣∣∣ ≤ εn

∫
R2
dµ


1
2
. (6.7)
The next step is to show that ξ¯n and ζ¯n are bounded in R. We also need to show that ξ
′
n, ζ
′
n
are bounded in H˜ . To this end, in (6.6), we solve for e
1
2
(ξ¯n−ζ¯n) and obtain,
k11
2 |K|

2πα− εn

∫
R2
dµ


1
2



∫
R2
V e
1
2
(ξ′n−ζ
′
n)dx


−1
≤ e 12 (ξ¯n−ζ¯n)
≤ k11
2 |K|

2πα + εn

∫
R2
dµ


1
2



∫
R2
V e
1
2
(ξ′n−ζ
′
n)dx


−1
. (6.8)
We then subtract (6.6) from (6.7) and isolate the term e
−
k11
2k12
ζ¯n to obtain,
− k12
2 |K|

2πα− 2πβ |K|
k212
+ 2εn

∫
R2
dµ


1
2


≤ e−
k11
2k12
ζ¯n
≤ − k12
2 |K|

2πα− 2πβ |K|
k212
− 2εn

∫
R2
dµ


1
2

 . (6.9)
We see that the above inequalities (6.8) and (6.9) are valid under the following conditions
for α and β,
β >
k212α
|K| . (6.10)
We then take the natural logarithm of (6.9) and isolate the ζ¯n term. We use Jensen’s
inequality and the Trudinger-Moser inequality to obtain the following,
C1 ≤ ζ¯n ≤ C2(ε) + k11
8k12(4π − ε)‖∇ζ
′‖2L2(dx). (6.11)
In order to find estimates for ξ¯n, we will use Ho¨lder’s inequality to obtain the following for
s1, s2 > 1 with 1/s1 + 1/s2 = 1 to obtain,
∫
R2
V e
1
2
(ξ′n−ζ
′
n)dx ≤
∫
R2
V e
1
2
|ξ′n|+
1
2
|ζ′n|dx ≤ C

∫
R2
e
s1
2
|ξ′n|dµ


1
s1

∫
R2
e
s2
2
|ζ′n|dµ


1
s2
. (6.12)
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Furthermore, by using the Trudinger-Moser inequality, we see that
C

∫
R2
e
s1
2
|ξ′n|dµ


1
s1

∫
R2
e
s2
2
|ζ′n|dµ


1
s2
≤ C ′(ε)e 116(4pi−ε)
(
s1‖∇ξ′n‖
2
L2(dx)
+s2‖∇ζ′n‖
2
L2(dx)
)
. (6.13)
Therefore, we have the following estimate for ξ¯n,
ζ¯n + C3 − 1
16(4π − ε)
(
s1‖∇ξ′n‖2L2(dx) + s2‖∇ζ ′n‖2L2(dx)
)
≤ ξ¯n ≤ C4 + ζ¯n. (6.14)
We see that the boundedness of ξ¯n and ζ¯n depend upon the gradient terms, ‖∇ξ′‖ and ‖∇ζ ′‖.
In order to establish the bounds of these gradient terms, we take n to be large enough in
(6.2) and use the decompositions ξn = ξ
′
n + ξ¯n, ζn = ζ
′
n + ζ¯n so that
|M | + 1 ≥
∫
R2
(
1
2
|∇ξ′n|2 +
|K|
2k212
|∇ζ ′n|2 dx+
4 |K|
k11
e
1
2
(ξ¯n−ζ¯n)
∫
R2
V e
1
2
(ξ′n−ζ
′
n)
)
dx+
4 |K|
k11
e
−
k11
2k12
ζ¯n
∫
R2
Ue
−
k11
2k12
ζ′ndx+
∫
R2
fξ′ndx+
|K|
2k212
∫
R2
hζ ′ndx
− 2παξ¯n + 2πβ |K|
k212
ζ¯n − 4 |K|
k11
(U ′ + V ′) , (6.15)
where we have used the fact that U and V are bounded above by positive constants U ′ and
V ′ respectively. We recall the estimates for the f and h terms,∫
R2
= |fξ′| dx ≤ ε−1C6 + εC‖∇ξ′‖2L2(dx) and
∫
R2
= |hζ ′| dx ≤ ε−1C7 + εC‖∇ζ ′‖2L2(dx),
and use our estimates for ξ¯n and ζ¯n in (6.15) along with the Trudinger-Moser inequality to
obtain,
|M | + 1 ≥
(
1
2
− εC
)
‖∇ξ′n‖2L2(dx) +
|K|
k212
(
1
2
− εC − k11k12πα
4 |K| (4π − ε)
)
‖∇ζ ′n‖2L2(dx)
− 2παC5(ε)− ε−1C6 − 4 |K|
k11
(U ′ + V ′) . (6.16)
We let
δ1 =
1
2
− εC, δ2 = |K|
K212
(
1
2
− εC − k11k12πα
4 |K| (4π − ε)
)
(6.17)
and obtain,
|M |+ C7 + 4 |K|
k11
(U ′ + V ′) ≥ δ1‖∇ξ′n‖2L2(dx) + δ2‖∇ζ ′n‖2L2(dx) (6.18)
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In order to ensure that we may choose ε > 0 small enough so that δ1, δ2 > 0, we require
α <
8 |K|
k11k12
(6.19)
and recall the conditions on β,
β >
k212α
|K| .
This can be written in terms of p and q,
α < 32
(
p
q
− q
p
)−1
and β >
α
4
(
p
q
+
q
p
− 2
)
. (6.20)
We recall that k11, k12 > 0, and |K| > 0. Therefore, p > q and the condition (6.20) is valid.
We have now established that {∇ξ′n}, {∇ζ ′n} are bounded in L2(dx) and consequently
that
{
ξ¯n
}
,
{
ζ¯n
}
are bounded in R. From the Poincare´ inequality, we see that both ξ′n and ζ
′
n
are bounded above and thus the sequence {(ξn, ζn)} is bounded in H ×H . Therefore, there
exists a subsequence converging weakly in H ×H . Passing to a subsequence if necessary,
we write this as,
ξn ⇀ ξ and ζn ⇀ ζ.
Since H ⊂⊂ L2(dµ), we have strong convergence in L2(dµ) or in other words,
‖ξn − ξ‖L2(dµ), ‖ζn − ζ‖L2(dµ) → 0, as n→∞. (6.21)
Now we need to establish strong convergence in H . To this end, we take the limit as n→∞
in (6.3) and obtain,∫
R2
(
∇ξ·∇w1+ |K|
k212
∇ζ ·∇w2+2 |K|
k11
V e
1
2
(ξ−ζ)(w1−w2)−2 |K|
k12
Ue
−
k11
2k12
ζ
w2+fw1+
|K|
k212
hw2d
)
x = 0.
(6.22)
We now subtract (6.22) from (6.3) and set w1 = ξn − ξ, w2 = ζn − ζ to get,∣∣∣∣∣
∫
R2
(
|∇(ξn − ξ)|2 + |K|
k212
|∇(ζn − ζ)|2 + 2 |K|
k11
V
(
e
1
2
(ξn−ζn) − e 12 (ξ−ζ)
)
(ξn − ξ + ζ − ζn)
+
2 |K|
k212
U
(
e
−
k11
2k12
ζ − e−
k11
2k12
ζn
)
(ζn − ζ)
)
dx
∣∣∣∣∣ ≤ εn (‖ξn − ξ‖H + ‖ζn − ζ‖H ) . (6.23)
We can rewrite (6.23) and use the norm notation to obtain,
‖∇(ξn − ξ)‖2L2(dx) +
|K|
k212
‖∇(ζn − ζ)‖2L2(dx) ≤
2 |K|
k11
∫
R2
∣∣∣V e 12 (ξ−ζ) − V e 12 (ξn−ζn)∣∣∣ |ξn − ξ| dx
+
2 |K|
k11
∫
R2
∣∣∣V e 12 (ξ−ζ) − V e 12 (ξn−ζn)∣∣∣ |ζn − ζ | dx+ 2 |K|
k212
∫
R2
∣∣∣Ue− k112k12 ζn − Ue− k112k12 ζ∣∣∣ |ζn − ζ | dx
+ εn (‖ξn − ξ‖H + ‖ζn − ζ‖H ) . (6.24)
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We now write dx = h
− 1
2
0 h
1
2
0 dx for the integrals involving V and use Ho¨lder’s inequality to
obtain
‖∇(ξn − ξ)‖2L2(dx) +
|K|
k212
‖∇(ζn − ζ)‖2L2(dx)
≤ C1

∫
R2
∣∣∣e 12 (ξ−ζ) − e 12 (ξn−ζn)∣∣∣2 dx


1
2 (‖ξn − ξ‖L2(dµ) + ‖ζn − ζ‖L2(dµ))
+ C2

∫
R2
∣∣∣e− k112k12 ζn − e− k112k12 ζ∣∣∣2


1
2
‖ζn − ζ‖L2(dµ) + εn (‖ξn − ξ‖H + ‖ζn − ζ‖H ) . (6.25)
Since ξ, ζ, ξn, ζn are bounded in H , and the integrals of the exponential terms are bounded,
we have that the right hand side vanishes as we let n→∞ in (6.25). This implies that
ξn → ξ and ζn → ζ strongly in H (6.26)
and we have established our PS compactness condition. Furthermore, we established that
(ξ, ζ) is a critical point of E(ξ, ζ) by (6.22).
We now show the existence of a mountain pass structure. However, we first note that
both U and V are bounded below and denote their respective lower bounds by U0 and V0.
Lemma 6.2. There exist constants a, r > 0 such that E(ξ, ζ) ≥ a for any ξ, ζ satisfying
‖ξ‖H + ‖ζ‖H = r
Proof. By the Poincare´ inequality, we see that
C‖∇ξ‖2L2(dx) + C‖∇ζ‖2L2(dx) ≥ r2. (6.27)
Then, we have the lower bound for E(ξ, ζ),
E(ξ, ζ) ≥
(
1
2
− εC
)
‖∇ξ‖2L2(dx)+
|K|
k212
(
1
2
− εC
)
‖∇ζ‖2L2(dx)−ε−1C2−
4 |K|
k11
(V0 + U0)

∫
R2
dµ

 .
(6.28)
We now let δ = min
{(
1
2
− εC) , |K|
k212
(
1
2
− εC)} and obtain,
E(ξ, ζ) ≥ δr2 − ε−1C2 − 4 |K|
k11
(V0 + U0)

∫
R2
dµ

 . (6.29)
By choosing an r big enough, we set a = δr2− ε−1C2− 4 |K| (V0 + U0) /k11
(∫
R2
dµ
)
> 0 and
to this end we obtain E(ξ, ζ) ≥ a. Furthermore, we note that if we take (ξ, ζ) = (c, c), and
take c > r large enough, we obtain E(c, c) < 0, since E is indefinite.
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We have now established all conditions for the mountain pass theorem, which we state
below.
Theorem 6.3. For 0 < α < 8|K|
k11k12
and β >
k212
|K|
α, the functional (6.1) has a nontrivial
critical point in H ×H . This nontrivial critical point is a nonzero classical solution of the
system (3.20).
Proof. We assume that δ is such that the functional E(ξ, ζ) satisfies the Palais-Smale con-
dition. We now define
Γ = {g ∈ C (C [0, 1] ;H ×H ) |g(0) = (0, 0), g(1) = (ξ, ζ)} (6.30)
then there is a point tg ∈ (0, 1) such that
‖g(tg)‖H ×H = R. (6.31)
Therefore, we have a critical value of the functional, (6.1),
c = inf
g∈Γ
max
0≤t≤1
E(g(t)) ≥ a (6.32)
As a result, E has a critical point, (ξ, ζ) ∈ H ×H , such that E(ξ, ζ) = c. Since c ≥ a > 0,
and E(0, 0) = 0, we see that (ξ, ζ) is nontrivial.
In the next section, we discuss the rate of decay of solutions established in sections 4, 5,
and 6.
7 Asymptotic Decay Estimates
In this section, we discuss the decay of the solutions obtained in the previous sections. First,
by the substitutions in the work that precedes this section, we see that the solutions we
established are of the form,
u = u0 − |x|2 + k11
2k12
(ζ + v3)
v = v0 − |x|2 + 1
2
(ξ + u3) +
1
2
(ζ + v3).
(7.1)
We recall that in the derivation of the system, Medina [27] had used the substitution,
u = ln |ψ↑|2 − ln |ρ¯| ,
v = ln |ψ↓|2 − ln |ρ¯| .
(7.2)
In view of (7.1) and (7.2), we see that the solutions to the original system are
|ψ↑|2 = |ρ¯| eu0−|x|2e
k11
2k12
(ζ+v3),
|ψ↓|2 = |ρ¯| ev0−|x|
2
e
1
2
(ξ+u3)e
1
2
(ζ+v3).
(7.3)
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Moreover, from the constraints given by (3.24) and (3.25), we may obtain∫
R2
|ψ↑|2 dx =
∫
R2
Ue
−
k11
2k12
ζ
dx =
pπ
p− q
[
β − α
4
(
p
q
+
q
p
− 2
)]
(7.4)
∫
R2
|ψ↓|2 dx =
∫
R2
V e
1
2
(ξ−ζ)dx = α
16πq
p+ q
. (7.5)
We then look back at the energy of the system given by (2.7) and use (7.4) along with (7.5)
to see that
E =
1
2M
∫
R2
(∑
|(Dσ1 − iDσ2 )ψσ|2 + eB(|ψ↑|2 + |ψ↓|2)− eB(|ψ↑,0|2 + |ψ↓,0|2)
)
dx (7.6)
=
eB
2M

α 16πq
p+ q
+
pπ
p− q
[
β − α
4
(
p
q
+
q
p
− 2
)]
−
∫
R2
ρ¯

 . (7.7)
As we can see, the total energy diverges and different values of α and β give rise to multivortex
solutions of (2.1) that are of divergent energy.
We now study the decay rate of solutions as in [25, 26, 36]. We define W 2s,δ to be the
closure of C∞ functions with compact support over R2 with the norm,
‖u‖2W 2
s,δ
=
∑
|γ|≤s
‖(1 + |x|)δ+|γ|Dγu‖2L2(dx).
Furthermore, we let C0(R
2) denote the set of continuous functions over R2 vanishing as
|x| → ∞. Below we state three necessary lemmas, which were fully established in [25, 26].
Lemma 7.1. If s > 1 and δ > −1 then W 2s,δ ⊂ C0(R2).
Lemma 7.2. For −1 < δ < 0, the Laplace operator ∆ : W 22,δ → W 20,δ+2 is one-to-one.
Furthermore, the range of ∆ has the following characterization,
∆
(
W 20,δ+2
)
=

f ∈ W 20,δ+2
∣∣∣∣∣
∫
R2
fdx = 0

 .
Lemma 7.3. If ξ ∈ H and ∆ξ = 0 then ξ =constant.
Lemma 7.4. Let (ξ, ζ) be a solution pair of the system obtained as a minimizer of (3.26).
Then ξ and ζ both approach some constants at infinity.
Proof. First, we recall the Trudinger-Moser type inequality [26],∫
R2
ea|u|dµ ≤ C(ε)e a
2
4(4pi−ε)
‖∇u‖2
L2(dx), u ∈ H˜
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and we look at the right hand side of (3.20) and let
f1 =
2 |K|
k11
V e
1
2
(ξ−ζ) + f and h1 = −2k12Ue−
k11
2k12
ζ − 2k
2
12
k11
V e
1
2
(ξ−ζ) + h. (7.8)
Since we have the constraints (3.24), we see that f1, h1 ∈ L2(dx) with,∫
R2
f1dx =
∫
R2
h1dx = 0. (7.9)
Now we recall that ξ¯ and ζ¯ are bounded in R. Also, the functions ∇ξ′ and ∇ζ ′ are
bounded in L2(dx). With this in mind, we now claim that f1, h1 ∈ W 20,δ+2 for −1 < δ < 0.
To see this, we first observe that for this choice of s and δ, we have the following norm,
‖u‖2W 20,δ = ‖(1 + |x|)
δ+2u‖2L2(dx).
Then, for f1 we use the triangle inequality to get the following,
‖f1‖2W 20,δ+2 =
∫
R2
∣∣(1 + |x|)δ+2f1∣∣2 dx
=
∫
R2
(1 + |x|)2δ+4
∣∣∣∣2 |K|k11 V e
1
2
(ξ−ζ) + f
∣∣∣∣
2
dx
≤
∫
R2
(1 + |x|)2δ+4
(
4 |K|2
k211
V 2eξ−ζ +
∣∣∣∣4 |K|k11
∣∣∣∣ |f |V e 12 (ξ−ζ) + |f |2
)
dx. (7.10)
Recall that V = O(e−|x|) and f has compact support and satisfies
∫
fdx = −2πα. As
a result, we see that the last term in on the right hand side is bounded. We must then
find bounds for the first two terms. To this end, we use the decomposition ξ = ξ¯ + ξ′
and ζ = ζ¯ + ζ ′. We observe that for the first term, V 2 controls (1 + |x|)2δ+4, and use the
Trudinger-Moser type inequality to obtain,∫
R2
(
4 |K|2
k211
(1 + |x|)2δ+4V 2eξ−ζ
)
dx ≤ C1eξ¯−ζ¯
∫
R2
eξ
′−ζ′dµ
≤ C ′(ε)e 14(4pi−ε)
(
‖∇ξ′‖2
L2(dx)
+‖∇ζ′‖2
L2(dx)
)
≤ C ′′. (7.11)
Now we must find an upper bound for the second term. We use Young’s inequality with ε
to get the following,∫
R2
(1 + |x|)2δ+4
∣∣∣∣4 |K|k11
∣∣∣∣ |f |V e 12 (ξ−ζ)dx =
∣∣∣∣4 |K|k11
∣∣∣∣
∫
R2
(
(1 + |x|)2δ+4 |f |√
2εh0
V e
1
2
(ξ−ζ)
√
2εh0
)
dx
≤ C2
∫
R2
(1 + |x|)4δ+8
4εh0
|f |2 dx+ C2ε
∫
R2
V eξ−ζdµ
≤ C ′2ε−1 + C ′′. (7.12)
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This establishes the fact that f1 ∈ W 20,δ+2. We now turn to h1. For this, we recall that h has
compact support with
∫
hdx = 2πβ and U = O(e−|x|). We observe that,
‖h1‖2W 20,δ+2 = ‖2k12(1 + |x|)
δ+2Ue
−
k11
2k12
ζ
+ 2
k212
k11
(1 + |x|)δ+2V e 12 (ξ−ζ) − (1 + |x|)δ+2h‖2L2(dx)
≤ C3‖(1 + |x|)δ+2Ue−
k11
2k12
ζ‖2L2(dx)
+ C4‖(1 + |x|)δ+2V e 12 (ξ−ζ)‖2L2(dx) + ‖(1 + |x|)δ+2h‖2L2(dx) (7.13)
The boundedness of the last two terms follows from the bound for f1. To establish a bound
for the first term, we use the Trudinger-Moser inequality. We have established our claim.
We now use Lemma 7.2 to obtain that there are unique ξ1, ζ1 ∈ W 22,δ so that
∆ξ1 = f1 and ∆ζ1 = h1.
Now, by Lemma 7.1, we see that as |x| → ∞, then ξ1, ζ1 → 0. Moreover, ξ1, ζ1 ∈ L2(dµ).
Also, since ∇ξ1,∇ζ1 ∈ W 20,δ+1 and δ > −1 we see that
‖∇ξ1‖2W0,δ+1 = ‖(1 + |x|)δ+1∇ξ1‖2L2(dx). (7.14)
And since δ > −1, we see that
(1 + |x|)δ+1 > 1. (7.15)
When we combine the right hand side of (7.14) and (7.15), we see that ∇ξ1 ∈ L2(dx).
Similarly, we find that ∇ζ1 ∈ L2(dx). Therefore, we have obtained that ξ1, ζ1 ∈ H . We now
use Lemma 7.3 to conclude that ξ − ξ1 and ζ − ζ1 are constants. From this, we conclude
that ξ, and ζ approach constants at infinity.
Moreover, since u0, v0 → 0 as |x| → ∞, eu3 = |x|α0 , and ev3 = |x|−β0 , we see that
|ψ↑|2 , |ψ↓|2 → 0 as |x| → ∞. (7.16)
This confirms that the functions ψ↑ and ψ↓ do not satisfy the finite energy conditions im-
posed in [17, 27]. Furthermore, the end behavior of these solutions classifies them as non-
topological.
8 Results
In this paper, we studied the solutions to the system given by (3.20) when the coupling
matrix, K is positive definite. In [27], the same system was studied and Medina was able
to establish existence of topological solutions. That is, these solutions were of finite energy.
In the present, we have established existence of non-topological solutions to (3.20) and
ultimately solutions to (2.10) that are of divergent energy. What allowed us to consider such
solutions is changing the function space from a standard Sobolev space to a weighted one
by using a power weight on the L2 norm. Thus, we allowed for a different class of solutions.
These solutions would have an infinite norm in W 1,2, but would still be solutions to the
system. Under the appropriate power weight, we control the end behavior, and end up with
solutions having a finite weighted norm.
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Since the matrix K is in terms of p and q, and the filling factor, ν is in terms of p, we
summarize the results of the paper in terms of the quantities p and q as well as the constraint
parameters α and β given by (3.24).
1. When k12 < 0, the parameters of the matrix satisfy q > p > 0. In Theorem 4.1, we
obtained the necessary conditions for non-topological solutions, which decay exponen-
tially to zero, to occur. These necessary conditions are given by
0 < β <
α
4
(
p
q
+
q
p
− 2
)
. (8.1)
2. In Theorem 5.1, when p > q > 0, the necessary conditions for non-topological solutions
decaying to zero at infinity are given by
α > 0 and β >
α
4
(
p
q
+
q
p
− 2
)
. (8.2)
3. When p > q > 0, and β > α
4
(
p
q
+ q
p
− 2
)
, we obtained the necessary condition for
saddle point type solutions in Theorem 6.3. The necessary condition is given by 0 <
α < 32qp
p2−q2
.
We now consider a special case, when the filling factor satisfies the much studied ν = 5/2
yielding p = 2π/5 [30, 32]. For this filling factor, we observe that there are two ranges for q.
When k12 < 0, or p < q, we have q > 2π/5 and then α and β must satisfy
0 < β <
α
4
(
2π
5q
+
5q
2π
− 2
)
. (8.3)
As an example we take the pair p = 2π/5 and q = 3π/5. This yields the following conditions
on α and β, 0 < 24β < α, corresponding to the the following coupling matrix,
K =
1
2
(
5 −1
−1 5
)
.
If 0 < k12 < 1 and ν = 5/2, then 0 < q < 2π/5. We observe that if we take q = π/5, we
obtain the following restriction on the constraints 8β > α > 0 corresponding to the following
coupling matrix,
K =
1
2
(
3 1
1 3
)
.
An interesting question to ask would be if the coupling matrix were indefinite, that is
|K| < 0, could such nontopological solutions be found? That is, can one seek to establish
existence of solutions in a weighted Sobolev space when |K| < 0. In the present, we were
unable to establish the coercivity of the energy functional for such K. Another direction of
further study would be for an arbitrary matrix, K. In this scenario, the relationship between
the system and the FQHE will be broken, but the problem will be interesting from a pure
mathematical point of view.
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