In this paper, we propose a novel manifold alignment method by learning the underlying common manifold with supervision of corresponding data pairs from different observation sets. Different from the previous algorithms of semi-supervised manifold alignment, our method learns the explicit corresponding projections from each original observation space to the common embedding space everywhere. Benefiting from this property, our method could process new test data directly rather than re-alignment. Furthermore, our approach doesn't have any assumption on the data structures, thus it could handle more complex cases and get better results compared with previous work. In the proposed algorithm, manifold alignment is formulated as a minimization problem with proper constraints, which could be solved in an analytical manner with closed-form solution. Experimental results on pose manifold alignment of different objects and faces demonstrate the effectiveness of our proposed method.
Introduction
In many real-world applications, the same object (e.g., pose, face) may have different observations (or descriptions) which are highly related but sometimes look different from each other, such as the videos of the same scene from different viewpoints, the image sequences of the same action for different objects, the video and audio segments that come from the same circumstances, and so on. How to find the correspondence between the data points of different observation sets is a hot topic. Due to the fact that different datasets might be located in different high-dimensional spaces and represented by different features, it is difficult to match the data in their original observation spaces. From the geometric perspective, each observation set (e.g., a sequence of face images under various poses) forms a manifold. Given that these observations are from the same object, it is reasonable to assume that some common features across different observation spaces can be represented in an underlying common manifold. The shared low-dimensional embeddings, as better descriptions of the intrinsic geometry and relationship between different manifolds, are expected to benefit the subsequent task of datasets alignment.
In order to obtain the intrinsic low-dimensional representations of samples, many algorithms of manifold learning have been proposed in the literature. Traditional techniques such as principle components analysis (PCA) have been extensively used for linear dimensionality reduction. Other proposed linear methods include locally preserving projection (LPP) [7] , neighbors preserving embedding (NPE) [8] , and so on. Whereafter, some nonlinear methods such as locally linear embedding (LLE) [12] , ISOMAP [15] , and Laplacian Eigenmaps [4, 5] have shown promising results in nonlinear dimensionality reduction problems. Note that most algorithms of manifold learning are to find the intrinsic low-dimensional embeddings of a given dataset from only one high-dimensional observation. In this paper, we focus on the task of finding the underlying common manifold of multiple observation datasets, i.e., aligning different manifolds.
During the past several years, manifold alignment has attracted much attention in the community of machine learning and computer vision. In [10] , a semi-supervised nonlinear manifold alignment (NMA) algorithm is proposed. Shon et al. [11] propose an algorithm based on Gaussian process regression to learn the shared latent structure between datasets and apply it in image synthesis and robotic imitation. In [6] , the authors propose to align the data manifolds into the predefined target coordinates. Xiong et al. [17] propose a method of manifold alignment with loose semi-supervised priors and formulate manifold alignment as an energy optimization problem. However, all above alignment methods cannot process new test data without retraining. More recently, some researchers propose a new two-stage algorithm for manifold alignment based on Procrustes analysis [16] , which can be generalized to new data points. Nevertheless, Procrustes analysis, which only learns single affine transformation between one manifold and others, has limitations on the strong assumption on data structures. In addition, Verbeek [18] propose a shared manifold method with the perspective of probability theory. The method, however, restricted to one-to-one mappings, and so cannot model multi-modal conditionals.
In this paper, we propose a novel manifold alignment method via corresponding projections under the semi-supervised learning setting. In our algorithm, manifold alignment is formulated as a minimization problem with constraints. Our optimization could be solved in an analytical manner with closed-form solution. The proposed method is more general in the following three senses: (1) It learns explicit corresponding mappings from different manifolds to the underlying common embeddings, thus overcome the limitation of most previous methods on out-of-sample extension [3] ability. (2) It defines the corresponding mappings for different datasets at the same time and doesn't have any assumption on the data structures, hence could deal with more complex cases than single affine transformation used in Procrustes analysis. (3) It could be easily extended to multi-manifolds alignment. In experiments, pose alignment on image sequences of different objects and face images, are used to verify the efficiency of our algorithm.
The rest of this paper is organized as follows. In Section 2, we first claim some notations and then we present our manifold alignment method in details. Section 3 shows the experimental results on two pose datasets of different objects and face images. Finally, Section 4 gives some concluding remarks. 
where each column vector x i ∈ ℜ D x (y j ∈ ℜ D y ) denotes a data point in the input highdimensional observation space. M and N indicate the numbers of the data points involved in the two data sets, respectively. The unknown shared low-dimensional embeddings of X and Y are denoted byX = [x 1x2 · · ·x M ] andỸ = [ỹ 1ỹ2 · · ·ỹ N ], respectively. Suppose K labeled correspondence pairs are given in set C, i.e., (i, j) ∈ C if x i corresponds to y i . With the prior knowledge, the original data sets can be separated into labeled and unlabeled subsets,
Overview Formulation
The target of our manifold alignment method is to learn the corresponding mappings which could project data points from different datasets to the intrinsic common embeddings. By doing this, we can compare the embeddings of the two datasets instead of their original high-dimensional representations.
More specifically, our algorithm learns mapping matrices P x and P y for data sets X and Y, respectively. In mapping matrices learning, two important issues should be taken into consideration: (1) The common embeddings should be consistent with the given labeled correspondence pairs; (2) The common embeddings should preserve the local geometric structures in all original input spaces. We achieve the overall objective by minimizing the following energy function:
There are three terms in this energy function defined above. The first term J(P x , P y , X l , Y l ) is called the correspondence preserving term. And the other two terms, J(P x , X) and J(P y , Y), are the manifold regularization terms which are used to preserve the intrinsic manifold structures of different datasets. The parameters α x and α y are used to balance the three terms and further influence the relative contribution of local structure preserving in each observation space.
Energy Function Definition
In the objective function formulated in Eq.( 1), the term of correspondence preserving cost is defined according to the given correspondence pairs as
As claimed in subsection 2.1, set C contains all index pairs (i, j) of given correspondences. Ideally, on the underlying common manifold, the embedded labeled pairs (P T x x i , P T y y j ) should be as close as possible. Therefore, we formulate the correspondence preserving term as a sum of squared differences (SSD) between the embeddings of all labeled correspondence data pairs.
Inspired by LLE [12] method, the two manifold regularization terms are defined as
Here, w x ik is calculated through reconstructing the data point x i using its k-nearest neighbors
w x ik = 1, and w y jk could be got in a similar manner. In the proposed method, we try to preserve the local topological structure of each input observation space.
Ultimately, we formulate the energy function as the following form:
The objective function gives a high penalty when the labeled correspondence pairs from different spaces or neighboring data points in the same space are mapped far apart. Therefore, it tries to find an underlying common manifold which reflects the intrinsic relationships and preserves the local geometric structures of data in the original spaces. In the following subsection, the solution of this optimization problem will be described.
Optimization Solution
Let us express the objective function Eq.( 5) using a complete matrix form. More specifically, the correspondence preserving term defined in Eq. ( 2) is
Here the matrix L xy with size of M × N contains the prior information on labeled correspondence pairs. The correspondence indicator matrix is defined as
Then, we can have the matrix form of Eq.( 6) as follows: 
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and
The matrix M x with size of M × M and M y with size of N × N serve to preserve the local linear structures between data points in X and Y, respectively. Similar representations are used in LLE [12] and NPE [8] . As for M x , it could be presented as
In Eq. ( 12), the reconstruction weights matrix W x is defined as
and j ∈ N x (i) means that x j belongs to x i 's k-nearest neighbors. The matrix M y is defined in a similar way on Y.
Combining the new forms of all objective terms, the energy function is rewritten as
Let
Consequently, we obtain a concise form as
Finally, we add the constraints to achieve scaling and translation invariance, and solve the optimization problem of manifold alignment by minimizing
where I is the identity matrix with size of d × d, and e = [1 1 · · · 1] T is the vector of ones with M + N entries. Let E = ZAZ T and F = ZZ T . The solution to the optimization problem with respect to P is given by the second to (d+1)-th smallest generalized eigenvectors p with Ep = λ Fp.
Note that p = p x p y and d represents the dimensionality of the common embeddings.
The final mapping matrices P x and P y are composed of the corresponding d eigenvectors, p's. More specifically, P x with size of D x × d is constructed by arraying the p x 's as its d column vectors and P y with size of D y × d is constructed by arraying the p y 's as its d column vectors.
During the optimization process, the following issue should be concerned. In general case, F = ZZ T is singular. There are two ways to assure F invertible. One is to incorporate a regularization term such as F = ZZ T + κI, where κ is set to a small positive value (e.g.,κ = 10 −6 ). The other is to carry out dimensionality reduction on X and Y respectively, such as PCA, to reduce the singularity of matrix F.
The algorithm
The algorithm of manifold alignment via correspondence projection is summarized in Table 1. In our method, two separate mapping matrices P x and P y for different datasets are computed at the same time by solving a convex optimization problem in Step 1. Then the learned explicit projections can be easily generalized to new test data in Step 2. Therefore, our method is very effective by learning mappings from each input space to the shared lowdimensional space explicitly and simultaneously. Furthermore, it is suitable for real-time systems due to the efficiency.
and query data point y. Output: y's counterpart in X.
Step 1: Learning mapping matrices P x and P y according to Eq. (16);
Step 2: Compute the embedding for y byỹ = P T y y; Compute the embeddings for X byX = P T x X; Step 3: Findỹ's the nearest neighborx i from the column vectors ofX;
Step 4: x i corresponding tox i is treated as the counterpart for y. 
Experiments
In this Section, we verify the efficiency of our manifold alignment method on multi-pose sequences alignment problem. In our experiments, we attempt to align the images with various poses of different objects and persons.
Experimental Settings
For comprehensive comparison, the proposed manifold alignment algorithm is compared with some state-of-the-art methods on two multi-pose datasets: COIL-20 [2] and FACE-10.
As illustrated in Figure 1 (a), the first pose dataset, COIL-20, contains 1440 images of 20 different objects. The pose coordinates for each object specify the camera movements around it, which are at interval of 5 • and contain 72 different sites in total, as shown in Figure 1(c) . The examples of the first object are shown in Figure 1(b) . In our experiment, 32 images for each observation are selected evenly for the training set and the rest 40 images for testing. The second pose dataset, FACE-10, contains face image sequences with various poses (from −90 • to +90 • as indicated in Figure 1 (e)) of 10 persons. Two example sequences are illustrated in Figure 1(d) . In our experiment, 37 images for each observation are selected evenly for the training set and the rest images for testing. We use the image intensity as the feature. The images in COIL-20 and FACE-10 are of size 16 × 16 and 32 × 32 pixels, respectively. 
Experimental Results
In this section, we verify the efficacy of our manifold alignment method on the image datasets of various poses and illuminations. In the experiments of the pose sequences alignment, we attempt to align the images with various poses from different persons and even from different objects. In the illumination manifold alignment, our method is used to align the image sets with various illumination conditions from different persons. In all experiments, we set
Pose Manifold Alignment
As for pose alignment, we use two pose datasets in our experiments. As shown in Figure 1(a) , the first pose dataset, COIL-20 dataset [2] , contains 1440 images of 20 different objects. As shown in Figure 2 Figure 1 (c) . In experiments, we use the image intensity as the feature. The images in COIL-20 and FACE-10 are of size 16×16 and 32×32 pixels, respectively.
For pose manifold alignment, we compare the results of our algorithm with some previous methods. In the experiments, the image sequences with various poses from different persons or objects are aligned with the priors of some labeled correspondence pairs. Some visual results are shown in Figure 3 . In Figure 3 (a) and (b) , we present the low-dimensional manifold of the object 'duck' and that of the object 'block', which are computed by NPE with k=2 neighbors [8] independently. From the results of alignment 
Experimental Results
Pose Manifold Alignment
For pose manifold alignment, we compare the results of our algorithm with some previous methods. In the experiments, the image sequences with various poses from different persons or objects are aligned with the priors of some labeled correspondence pairs. Some visual results are shown in Figure 3 . In Figure 3 (a) and (b), we present the low-dimensional manifold of the object 'duck' and that of the object 'block', which are computed by NPE with k=2 neighbors [8] independently. From the results of alignment We compare our proposed algorithm with some baseline and previous related methods. More specifically, five approaches are included in our comparative study: (1) Baseline method which directly uses the original space for alignment; (2) Locality Preserving Projections (LPP) [7] ; (3) Nonlinear Manifold Alignment(NMA) [10] ; (4) Linear Procrustes Analysis (LPA) [16] ; (5) Our approach. For the last four methods mentioned above, after finding the shared embedding space, a simple nearest neighbor (NN) classifier is performed and the nearest pairs are aligned as the counterparts. In the next subsection, both qualitative and quantity are conducted. Due to space limitation, the Euclidean and LPP results are omitted for qualitative comparisons. While in quantity analysis, we will give comparative studies for all mentioned methods.
There are a few parameters involved in our experiments. As for the number of neighbors k used to calculate the weights in Eq.(5), we empirically set k = 2 for COIL-20 and k = 6 for FACE-10, respectively. The dimensionality of the shared common embeddings is fixed to 5. And the balance coefficients α x and α y are set to some values in (0, 1] which can be finally determined by cross-validation. In the comparative studies, the common parameters of other methods are set the same as ours.
Pose Alignment Results and Analysis
For clearer comparison of the alignment results, we inlay two aligned sequences on two concentric circles. And then, we connect the points in the sequence Y with their corresponding points in the sequence X. As shown in Figure 2 , the 'blue bold' lines connect the labeled point pairs. The 'red' lines denote the connections for aligned unlabeled points. In perfect alignment, the connections should be along the direction of radius (of the rays emitting from the center of the concentric circles). Under this visual criterion, our method get the comparable and even better performance compared with the semi-supervised algorithm NMA. Meanwhile, LPA cannot give satisfactory results for this situation. As illustrated in Figure 2(b) , even if there are only 4 labeled pairs, our method still achieves good results. The more pairs given, the better performance our method achieves. Some results of face image sequences with various poses are shown in Figure 3 .
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Possible Nonlinear Extension
The main weakness of the proposed method is that our algorithm is linear which will fail in presence of some highly nonlinear problems. Fortunately, kernel technique provides a possible way to extend our method into nonlinear version. As proposed in [14] , our optimization function will involve inner product terms. The new formulation could then use the kernel trick to implicitly perform manifold alignment in the kernel-induced feature space. In this case, kernel and its parameter selection (or kernel learning) is a key problem to solve. In our future work, we will devote to applying our manifold alignment method with kernel extension on some special nonlinear alignment problems.
Concluding Remarks
This paper proposes a novel manifold alignment method. Different from most previous work, our method learns the 
This paper proposes a novel manifold alignment method via corresponding projections. Different from most previous work, our method learns the explicit corresponding projections from each observation space to the common embedding space. Benefiting from the explicit projections, our method could handle new test data directly rather than re-aligning the manifolds. Compared with the method based on some assumptions about the structure of dataset (e.g., alignment using Procrustes analysis), our method could deal with more complex realworld alignment problem. Besides, our method could be easily extended to align multimanifolds. Experimental results on pose datasets of various objects and face images show that our method gets comparable and even better performance than other related alignment methods.
