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Abstract
The sum of independent Wishart matrices, taken from distributions with unequal covariance
matrices, plays a crucial role in multivariate statistics, and has applications in the fields of quan-
titative finance and telecommunication. However, analytical results concerning the correspond-
ing eigenvalue statistics have remained unavailable, even for the sum of two Wishart matrices.
This can be attributed to the complicated and rotationally-noninvariant nature of the matrix
distribution that makes extracting the information about eigenvalues a nontrivial task. Using
a generalization of the Harish-Chandra-Itzykson-Zuber integral, we find exact solution to this
problem for the case when one of the covariance matrices is proportional to the identity matrix,
while the other is arbitrary. We find exact and compact expressions for the joint probability
density and marginal density of eigenvalues. The analytical results are compared with numerical
simulations and we find perfect agreement.
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I. INTRODUCTION
Wishart random matrices are named after John Wishart who worked out their distribu-
tion in 1928 [1]. Wishart distribution generalizes the χ2-distribution to the case of multiple
variables. Since their inception, Wishart matrices have played a prominent role in the area
of multivariate statistics [2–6]. In recent years there has been a renewed and growing inter-
est in their study because of their applicability in analyzing a variety of unrelated complex
problems. For instance, on the one hand Wishart matrices have been implemented to an-
alyze financial data [7–10]. On the other hand they have been used to identify vulnerable
regions in the human immunodeficiency virus (HIV), which could lead to effective AIDS
vaccines or drugs [11]. Further examples, where Wishart matrices appear include telecom-
munication networks [12–17], quantum chromodynamics [18–22], quantum entanglement
problem [23–27], mesoscopic systems [28, 29], gene expression data analysis [30, 31], etc.
Random matrix ensembles involving various combinations of Wishart matrices are also
relevant to several problems. The Jacobi or MANOVA (Multivariate ANalysis Of VAri-
ance) ensemble is an example which is useful in the quantum conductance problem, and
optical fiber communication studies [17, 32–35]. Very recently several results involving
the product of Wishart matrices have appeared in the literature [36, 37]. These ensem-
bles find applications in telecommunication of multi-layered scattering multiple-input and
multiple-output channels.
Another important ensemble which plays a crucial role in the multivariate statistics
comprises sum of Wishart matrices [4–6, 38–41]. They arise in matrix quadratic forms,
MANOVA random effects model, and robustness studies involving mixtures of multivari-
ate Gaussian distributions [6]. The distribution of sum of Wishart matrices serves as
a natural candidate distribution for modeling realized covariance and is of fundamental
importance to the multivariate Behrens-Fisher problem [39–41]. Moreover, it has appli-
cations in quantitative finance [41], telecommunication [42, 43], sensor network related
algorithms [44], etc.
The sum of independent Wishart matrices taken from distributions with identical co-
variance matrices gives rise, again, to a Wishart distribution with the same covariance
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matrix [4, 5]; see Eq. (8) ahead. However, for the case of unequal covariance matrices,
deriving the distribution of the sum of Wishart matrices becomes extremely difficult and
impractical. Even in the case of two Wishart matrices, the distribution of sum involves
a hypergeometric function with matrix arguments [6]. This complicated and rotationally-
noninvariant nature of the matrix distribution makes the evaluation of statistics of eigen-
values an intractable task.
In the present work we take the first steps towards solving this problem and consider
the sum of two independent complex Wishart matrices associated with unequal covariance
matrices, such that one of the covariance matrices is proportional to the identity matrix,
while the second one is arbitrary. To tackle this problem we employ a generalization of
the Harish-Chandra-Itzykson-Zuber unitary-group integral [2, 45]. We derive compact
results for the joint probability density of eigenvalues, as well as the marginal density
which involves easily evaluable determinantal structure. The analytical predictions are
verified by numerical simulations, and we find excellent agreements.
II. DISTRIBUTION OF THE SUM OF TWO COMPLEX WISHART MATRI-
CES
Let us consider two independent complex matrices A and B of dimensions n× nA and
n× nB taken, respectively, from the distributions
PA(A) = (pi
−n det Σ−1A )
nA e− tr (A
†Σ−1
A
A), PB(B) = (pi
−n det Σ−1B )
nB e− tr (B
†Σ−1
B
B). (1)
Here ‘ tr ’ and ‘det’ represent the trace and the determinant, respectively, and ‘†’ denotes
the Hermitian-conjugate. ΣA, ΣB are the covariance matrices. We assume that nA, nB ≥
n. We have
∫
d[A]PA(A) =
∫
d[B]PB(B) = 1. Here d[A] =
∏n
j=1
∏nA
k=1 dA
(R)
jk dA
(I)
jk , with
(R) and (I) representing the real and imaginary parts, respectively. Similar definition
is to be understood for d[B]. Since the domains of A and B remain invariant under
unitary rotation, without loss of generality, we may take ΣA and ΣB as diagonal matrices.
We consider ΣA = diag (σA1, ..., σAn) and ΣB = diag (σB1, ..., σBn). The matrices AA
†
and BB† are then n-variate complex-Wishart-distributed, i.e., AA† ∼ WCn (nA,ΣA) and
BB† ∼ WCn (nB,ΣB); nA, nB being the respective degrees of freedom.
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We are interested in the statistics of the ensemble of n × n dimensional Hermitian
matrices
H = AA† +BB†. (2)
The distribution of H can be obtained as
PH(H) =
∫
d[A]
∫
d[B]δ(H − AA† − BB†)PA(A)PB(B). (3)
The delta function with matrix argument in the above equation represents the product
of delta functions with scalar arguments, one for each independent real and imaginary
component of H−AA†−BB†. Using the Fourier representation for delta function we can
write
PH(H) ∝
∫
d[K]
∫
d[A]
∫
d[B]ei tr (K(H−AA
†−BB†))e− tr (A
†Σ−1
A
A) e− tr (B
†Σ−1
B
B). (4)
Here K is an n×n dimensional matrix with the same symmetry properties as H −AA†−
BB†, i.e., it is Hermitian. The Gaussian integrals over A and B can be performed trivially
and result in
PH(H) ∝
∫
d[K]ei tr (KH) det−nA(Σ−1A + iK) det
−nB(Σ−1B + iK). (5)
As shown in the appendix, this can be brought to the form
PH(H) ∝ det
mH e− tr (Σ
−1
A
H)F (H), (6)
where m = nA + nB − n, and F (H) is the following matrix integral involving the Jacobi
ensemble:
F (H) =
∫
1n
0
d[T ] det nA−n(1n − T ) det
nB−nTe tr ((Σ
−1
A
−Σ−1
B
)HT ). (7)
Here T is an n × n dimensional Hermitian matrix. If the covariance matrices happen to
be equal, i.e., ΣA = ΣB = Σ, then F (H) gives just a constant and we obtain
PH(H) ∝ det
mH e− tr (Σ
−1H), (8)
showing that H is complex-Wishart-distributed asWCn (nA+nB,Σ) [4, 5]. Exact as well as
asymptotic results for various eigenvalue statistics are known for this case [14, 15, 46–52].
4
In the general case F (H) can be represented in terms of a confluent Hypergeometric
function of matrix argument [53, 54],
F (H) ∝ 1F1(nB;nA + nB; (Σ
−1
A − Σ
−1
B )H)
= e tr ((Σ
−1
A
−Σ−1
B
)H)
1F1(nA;nA + nB; (Σ
−1
B − Σ
−1
A )H). (9)
The second line in the above equation follows from the Kummer’s transformation [2, 53].
Therefore, we obtain the distribution of H as
PH(H) = C det
mH e− tr (Σ
−1
A
H)
1F1(nB;nA + nB; (Σ
−1
A − Σ
−1
B )H)
= C detmH e− tr (Σ
−1
B
H)
1F1(nA;nA + nB; (Σ
−1
B − Σ
−1
A )H).
(10)
The normalization can be fixed by keeping track of all the constants from the begin-
ning [55]. We have
C−1 =
pin(n−1)/2
(det Σ−1A )
nA(det Σ−1B )
nB
n∏
j=1
Γ(m+ j), (11)
where Γ(a) is the Gamma function. Eq. (10) constitutes one of the key results of this
paper. In the case of identical covariance matrices 1F1(nB;nA + nB; (Σ
−1
A −Σ
−1
B )H) gives
1, and thereby we recover Eq. (8). We remark that the distribution of H in the case of
real matrices can also be obtained using the same procedure.
III. STATISTICS OF EIGENVALUES
We now specialize to the case when one of the covariance matrices is proportional to
the identity matrix, say ΣA = σA1n, while the second, ΣB, is arbitrary. Equivalently,
we may consider ΣB = σB1n and an arbitrary ΣA in the second expression in Eq. (10).
For the former choice, the factor before the Hypergeometric function in Eq. (10) becomes
unitarily invariant [56]. Using the eigenvalue-decomposition H = U †ΛU , where Λ is the
diagonal matrix with the eigenvalues of H , we obtain
P (λ1, ..., λn) ∝ ∆
2
n({λ})
n∏
l=1
λml e
−σ−1
A
λl
∫
Un
dµ(U)
× 1F1(nB;nA + nB; (σ
−1
A 1n − Σ
−1
B )U
†ΛU). (12)
Here ∆n({λ}) =
∏
j>k(λj−λk) is the Vandermonde determinant and dµ(U) represents the
Haar measure over the unitary group Un. The above group integral can be performed using
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the result below, and leads to a Hypergeometric function of two matrix arguments [2, 45],∫
Un
dµ(U) 1F1(a; b;XU
†Y U) = 1F1(a; b;X, Y ). (13)
This result is a generalization of the celebrated Harish-Chandra-Itzykson-Zuber unitary
group integral. We have the following representation for 1F1(a; b;X, Y ) in terms of a
determinant involving the eigenvalues {x1, ..., xn} and {y1, ..., yn} of normal matrices X
and Y [45]:
1F1(a; b;X, Y ) ∝
det [1F1(a− n + 1; b− n + 1; xjyk)]
∆n({x})∆n({y})
, (14)
where 1F1 inside the determinant is the usual confluent hypergeometric function with
scalar arguments. Using Eqs. (13) and (14) in Eq. (12), we obtain the joint probability
density of the eigenvalues of H as
P (λ1, ..., λn) = C∆n({λ})
n∏
l=1
λml e
−σ−1
A
λl det
[
1F1(α; γ; (σ
−1
A − σ
−1
Bj )λk
]
j,k=1,...,n
. (15)
Here C is the normalization constant, and α = nB − n+ 1, γ = nA + nB − n+ 1.
It is worth mentioning that the confluent hypergeometric function in Eq. (15) can be
represented in terms of more elementary functions. Noting that γ = α + nA, we have
1F1(α; γ; z) =
(−z)−α
B(α, nA)
nA∑
k=0
z−k
(
nA − 1
k
)
 (α + k,−z),
where
(
a
b
)
represents the binomial coefficient, and B(a, b) and  (a, b) are the Beta function
and the lower incomplete gamma function, respectively. This simplifies further for special
cases or parameter values. For instance, nB = n gives
1F1(1;nA + 1 ; z) = nA z
−nA ez  (nA, z)
= nA! z
−nA
(
ez −
nA−1∑
k=0
zk
k!
)
,
which also includes the case nA = nB = n.
To evaluate the normalization constant C in Eq. (15), we expand the Vandermonde de-
terminant as well as the determinant involving the hypergeometric functions and perform
the integral over the eigenvalues using the relation∫ ∞
0
dλ λµe−sλ 1F1(a; b; cλ) =
Γ(µ+ 1)
sµ+1
2F1
(
a;µ+ 1; b;
c
s
)
, (16)
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(a) (b)
FIG. 1: (a) Analytical joint probability density of eigenvalues for n = 2, nA = 3, nB = 4,
and (σA; σB1, σB2) = (1; 4, 6), (b) Analytical plot overlaid on the histogram obtained
from numerical simulation.
which holds whenever the integral is convergent. The expression obtained afterwards can
be reformulated as a determinant [55]. We obtain
C−1 = n! σ
nm+n(n+1)/2
A
n∏
l=1
Γ(m+ l) det
[
2F1(α,m+ j, γ, 1− σAσ
−1
Bk)
]
j,k=1,...,n
, (17)
such that
∫∞
0
dλ1 · · ·
∫∞
0
dλnP (λ1, ..., λn) = 1.
When the σBk’s have multiplicity greater than 1, i.e., if some or all of the σBk’s are
identical, then the determinants in Eqs. (15) and (17) become zero. In such degenerate
cases the appropriate result can be obtained by a limiting procedure. Eq. (15) is another
important contribution of this work. Fig. 1 shows the joint probability density P (λ1, λ2)
corresponding to the n = 2 case, with parameter values as indicated in the caption. The
agreement between the analytical result and numerical-simulation result is excellent.
We remark that the joint probability density given by Eq. (15) is of the form of a bi-
orthogonal ensemble in the sense of Borodin [57]. Such a structure, in view of the results
in [57], implies existence of compact expression for the n-point correlation function [56],
Rn(λ1, ..., λn) =
N !
(N − n)!
∫ ∞
0
dλn+1 · · ·
∫ ∞
0
dλNP (λ1, ..., λn), (18)
which includes the level density R1(λ). We now move on to calculate the marginal density
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FIG. 2: Marginal density of eigenvalues for n = 9, nA = 10, nB = 13, and
(σA; σB1, ..., σB9) = (2; 4/17, 1/2, 5/3, 2/7, 6/5, 10/29, 5/16, 9/11, 4). The histogram
is from the numerical simulation while the solid line is the analytical prediction.
p(λ) of eigenvalues, which is given by
p(λ) =
∫ ∞
0
dλ2 · · ·
∫ ∞
0
dλn P (λ, λ2..., λn), (19)
and is related to the level density as p(λ) = R1(λ)/N . To this end, we expand the
determinants in Eq. (15) and then integrate over the n − 1 eigenvalues with the aid of
Eq. (16). The resulting expression can be recast in terms of the determinant of an n+ 1-
dimensional matrix [49, 55]. We have
p(λ) = c λme−σ
−1
A
λ det

 0 [fk(λ)]k=1,...,n
[gj(λ)]j=1,...,n [hj,k]j,k=1,...,n

 ; (20)
fk(λ) = 1F1(α; γ; (σ
−1
A − σ
−1
Bk)λ),
gj(λ) = λ
j−1/Γ(m+ j),
hj,k = σ
m+j
A 2F1(α; m+ j; γ; 1− σAσ
−1
Bk).
To enunciate the notation used above we consider, as an example, the n = 2 case and
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FIG. 3: Marginal density of eigenvalues for a degenerate case: n = 4, nA = 6, nB = 5, and
(σA; σB1, ..., σB4) = (5/4; 5/7, 5/7, 5/7, 5/7).
write the determinant part explicitly:
det


0 f1(λ) f2(λ)
g1(λ) h1,1 h1,2
g2(λ) h2,1 h2,2

 .
The normalization c in Eq. (20) is given by
c−1 = −n det[hj,k]j,k=1,...,n. (21)
Eq. (20) constitutes the main result of this paper. Fig. 2 shows an example where we
compare the analytical and simulation results. The parameter values are indicated in the
caption. We find perfect agreement.
Again, if some or all of the σBk’s are identical, then we have to take the limit properly to
obtain the appropriate expression. For instance, if all the σBk’s are equal, viz. σB1 = · · · =
σBn = σB, then p(λ) is still given by Eq.(20), but with the following modification [55]:
fk(λ) = λ
k−1
1F
(k−1)
1 (α; γ; (σ
−1
A − σ
−1
B )λ),
gj = λ
j−1/Γ(m+ j),
hj,k = σ
m+j+k−1
A 2F
(k−1)
1 (α; m+ j; γ; 1− σAσ
−1
B ).
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Here 1F
(k−1)
1 (α; γ; z)= ∂
k−1
1F1(α; γ; z)/∂z
k−1. Similar definition is to be understood for
2F
(k−1)
1 (α; m+ j; γ; z). We note that the following relations hold for the kth derivative of
the confluent and Gauss hypergeometric functions with respect to the last argument:
∂k 1F1(a; b; z)
∂zk
=
(a)k
(b)k
1F1(a+ k; b+ k; z),
∂k 2F1(a; b; c; z)
∂zk
=
(a)k(b)k
(c)n
2F1(a+ k; b+ k; c+ k; z),
where (a)k etc. represent the Pochhammer symbol with definition (a)k = Γ(a+k)/Γ(k). In
Fig. 3 we consider a degenerate case where both the covariance matrices are proportional
to the identity matrix. Once again the analytic and the simulation results agree perfectly.
IV. SUMMARY AND DISCUSSION
We considered the problem of computing the eigenvalue statistics of sum of two in-
dependent complex Wishart matrices taken from distributions with unequal covariance
matrices. We found a complete solution to the problem when one of the covariance ma-
trices is proportional to the identity matrix. We derived a compact result for the joint
probability density of eigenvalues which can be used to evaluate the statistics of any
observable dependent on the eigenvalues. We also derived an easily computable determi-
nantal expression for the marginal density of eigenvalues. These expressions can be readily
implemented in Mathematica [58]. Finally, we performed numerical simulations to test
the analytical results and found perfect agreement.
It remains to see if some compact form can be obtained for the case when both the
covariance matrices are arbitrary. Moreover, it will be of interest to explore if the problem
involving the sum of more than two Wishart matrices is analytically surmountable, and if
there is some underlying deeper structure.
APPENDIX
We outline here the steps leading to Eq. (6), starting from Eq. (5). We introduce
another delta-function in Eq. (5), involving a new Hermitian matrix K˜ and afterwards
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separate the ‘K’ and ‘K˜’ parts:
PH(H) ∝
∫
d[K]
∫
d[K˜]δ(K˜ −K)ei tr (KH) det−nA(Σ−1A + iK) det
−nB(Σ−1B + iK)
=
∫
d[K]
∫
d[K˜]δ(K˜ −K)ei tr (KH/2) det−nA(Σ−1A + iK)e
i tr (K˜H/2) det−nB(Σ−1B + iK˜)
=
∫
d[S]
∫
d[K]
∫
d[K˜]ei tr (S(K˜−K))ei tr (KH/2) det−nA(Σ−1A + iK)e
i tr (K˜H/2) det−nB(Σ−1B + iK˜).
In the last step above we introduced the Fourier representation for δ(K˜−K) with the aid of
a Hermitian matrix S. We now consider the transformations K → Σ−1A K and K˜ → Σ
−1
B K˜.
The resulting Jacobians can be absorbed in the overall constant and therefore we obtain
PH(H)∝
∫
d[S]
∫
d[K]ei tr (K(H/2−S)Σ
−1
A
) det−nA(1n + iK)
×
∫
d[K˜]ei tr (K˜(H/2+S)Σ
−1
B
) det−nB(1n + iK˜).
The K and K˜ integrals can be performed using the Ingham-Siegel type integral [59],
yielding
PH(H) ∝
∫
d[S] detnA−n(H/2− S) e− tr ((H/2−S)Σ
−1
A
) detnB−n(H/2 + S) e− tr ((H/2+S)Σ
−1
B
)
×Θ((H/2− S)Σ−1A ) Θ((H/2 + S)Σ
−1
B ).
Here Θ(G) represents the matrix theta function, and requires the matrix G to be positive
definite (G > 0) for a non-vanishing result. Employing the transformation S → (H/2)S,
and observing that Σ−1A > 0,Σ
−1
B > 0, H > 0, we obtain [60]
PH(H) ∝ (detH)
(nA+nB−n)e− tr ((Σ
−1
A
+Σ−1
B
)H/2)
∫
d[S] det nA−n(1n − S) det
nB−n(1n + S)
×e tr ((Σ
−1
A
−Σ−1
B
)HS/2)Θ(1n − S)Θ(1n + S).
The matrix theta functions in the above expression restricts the domain of S in the inte-
gration to −1n < S < 1n. Finally, introducing the Hermitian matrix T = (1n + S)/2 we
have
PH(H) ∝ (detH)
(nA+nB−n)e− tr (Σ
−1
A
H)
∫
1n
0
d[T ] detnA−n(1n − T ) det
nB−nT e tr ((Σ
−1
A
−Σ−1
B
)HT ),
and hence Eq. (6).
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