Introduction and Main Result
In [1] , D. Burns and G. Krantz [1, pp.662-4] proved the following lemma.
Lemma 1 (Burns-Krantz). Let φ : D → D be a holomorphic function from the disc to itself such that
as z → 1. Then φ(z) = z on the disc.
This lemma can be generalized in the following manner. In the following statement, as in the previous lemma, asymptotic conditions are given as z approached
∂D. There are a number of possible limit types: radial, non-tangential, and tangential limits. In this paper, we will only refer to full limits and we will use the standard limiting O and o notation. 
The proof of this statement relies on a proposition and then proceeds to use a streamlined version of the Burns-Krantz argument employing Hopf's lemma. Lemma 4 (Hopf's Lemma on the Disc). Let u be a nonconstant real-valued harmonic function in D. Let γ ∈ ∂D be such that,
Then the outer normal derivative ∂u ∂ν of u at γ if it exists, satisfies the strict inequality ∂u ∂ν (γ) > 0.
We will soon construct a nonnegative harmonic function u on D which has a minimum at γ 0 ∈ ∂D. It will also satisfy ∂u ∂ν (γ 0 ) = 0. This will force u to be identically zero. By our construction, this will lead to our theorem's conclusion.
Proposition 5. Let f : D → D be analytic and let f have a continuous limit at some γ ∈ ∂D and
Proof. Assume otherwise, namely that f − 1 = o(z − γ). Define the positive harmonic function u by
By the properties of f , u is o(z − γ) around γ. However, u is a positive harmonic function which takes a minimum at γ. By Hopf's Lemma, its first derivative at γ cannot be zero, yielding a contradiction.
Proof of Theorem 2. Without loss of generality, we may easily assume that τ = 1
and that γ 0 = 1. Consider the harmonic function g defined as
Note that the second term of g is zero almost everywhere on ∂D, i.e., on ∂D − A f .
Of course, the first term of g is nonnegative. Thus, when taking radial limits to the boundary (or at least liminf's) one obtains a nonnegative (possibly infinite) value for all complex numbers in A c f . In addition, define h as φ −f . Then, h has all of the limiting properties described by conditions (i) and (ii). In addition, one may write
For any γ ∈ A f − {γ 0 }, the numerator of g will be O((z − γ) k ) for some k ≥ 2, by the conditions of Lemma 2. In addition, by Lemma 5, the denominator can be
2 ) in some neighborhood of γ 0 . Finally, since A f is finite, g must be bounded below through any approach to the boundary ∂D. Now, the fact that g(z) is nonnegative almost everywhere and has a finite lower bound everywhere on ∂D implies that g(z) is in fact nonnegative for all z ∈ D.
First, by continuity of f off of A f , the behavior of g near A f , and the compactness of ∂D, there exists a lower bound M and a radius r < 1 so that for all complex w so that r < |w| < 1, g(w) > M. Using the Poisson kernel with r < R < 1, one may write g(ρe
Then, taking a liminf as R approaches 1 yields
The second to last inequality follows from Fatou's lemma, while the last inequality uses the fact that g is nonnegative almost everywhere on ∂D; i.e., it follows from the fact that A f is finite.
Thus, g is a nonnegative harmonic function on D. In addition, it equals 0 at γ 0 .
By Hopf's lemma, if g is nonzero, it must have a nonzero derivative at γ 0 which is contradicted by the assumption that g is O((z − γ 0 ) 2 ) as z → γ 0 . Thus, g ≡ 0, which implies that φ ≡ f .
Examples and Conclusion
Here are some examples to convince a reader that this result is optimal. Burns and Krantz demonstrated that one needs the first condition of Theorem 2. They pointed out that φ(z) = z − 1 10
(z − 1) 3 maps the unit disc to itself and thus the degree of asymptotic agreement between φ and z cannot be lowered to achieve the result in Lemma 1. Consequently, take any inner function f and consider the function ψ(z) = φ(f (z)). We can see that f and ψ agree with each other to third order at every point in A f and yet they are not equal.
In addition, one can show that the second condition is also optimal in some cases.
The following three functions map the unit disc into itself:
These examples illustrate that one cannot lower the degree of radial asymptotics at the other points of A f and obtain the same result.
For completeness, we will prove that φ 1 is a self-map of the unit disc. φ 1 is clearly an entire function. Therefore, if we can show that Φ(t) ≡ |φ 1 (e it )| 2 ≤ 1 for all −π ≤ t < π, then we are finished. As φ 1 is a polynomial with real coefficients, we may use Chebyshev polynomials to expand Φ(t) in powers of cos t and then set x = cos t as follows: 
We now maximize p(x) over [−1, 1] using standard calculus:
Since p(1) = p(−1) = 1 and p( showed that such a modification cannot be avoided. Furthermore, we have shown that a similar statement cannot be made for arbitrary self-maps of the unit disc.
