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ABSTRACT 
 
PHASE TRANSFORMATION STUDIES OF METAL OXIDES TO 
DICHALCOGENIDES IN 1-D STRUCTURES
 
Dustin R. Cummins 
 
December 2, 2014 
 
 Recently, the use of materials with nanoscale morphologies has expanded, 
particularly with applications in energy conversion, catalysis, and energy storage.  One 
drawback to single crystalline nanomaterials, especially 1D nanowires, is the difficulty in 
synthesizing these compounds, as the material chemistry becomes more complicated.  
Metal oxide nanowires can be synthesized easily and can be produced in relatively large 
quantities.  However, more complex materials, such as metal chalcogenides, cannot 
typically be synthesized using facile methods, and currently very few techniques involve 
scalable methods.  Phase transformation of metal oxides nanowires to form metal sulfides 
and selenides by gas-solid reactions is one viable route to scalable chalcogenide 
production.  However, the transformation of 1D materials from oxides to other 
compositions using gas-solid reactions has not been well studied and the underlying 
mechanisms involved with phase transformation are minimally understood.  A 
fundamental understanding of how gas phase reactants interact with nanomaterials is 
critical to not only making new materials on the nanoscale, but also allowing the 
engineering and optimization of nanomorphologies for functional applications. 
v 
Iron sulfide and molybdenum sulfide nanowires are chosen as the two model 
materials to investigate crystal phase transformations in 1D systems. 
In reaction of Fe2O3 single crystal nanowires with H2S gas to form FeS, the 
formation of a hollow nanotube morphology is observed, caused by unequal diffusion of 
the cation and anion, resulting in the accumulation of voids.  These findings suggest that 
the reactant (sulfur) does not diffuse into the nanostructure; rather, iron atoms diffuse 
outward and react on the surface. The resulting FeS compound also has interesting optical 
absorption properties that could be of use in solar applications.  
The conversion of MoO3 nanowires in an attempt to form MoS2 nanowires resulted 
in a MoS2/MoOx shell/core nanowire morphology, with strong diffusion limits in formation 
of the sulfide shell.  In this case, the sulfur diffusion through the MoS2 shell limits the 
reaction, leading to core-shell morphology.  
The MoS2/MoOx shell/core architecture shows considerable activity for 
electrocatalysis of the hydrogen evolution reaction due to the high surface area architecture 
for edge plane sites.  Chemical intercalation of the MoS2 shell shows a further change in 
the crystal morphology and an improvement in catalytic activity.  Reducing agents 
(hydrazine) are also investigated in attempts to chemically modify the MoS2 surface, 
changing the surface charge carrier concentrations.  This is the first report of the effect of 
hydrazine in any chalcogenide system and the hydrazine treated MoS2 nanowire 
architecture shows one of the best electrocatalytic performance to date.  The chemical 
modifications of MoS2 1D structures suggest the electrocatalytic activity can be tuned and 
corresponding architectures could be synthesized through phase transformation by design. 
vi 
To further understand oxide to sulfide phase transformations in a generic sense for 
1D systems, compounds with differing cationic diffusion rates and kinetics, i.e. tin oxide 
and zinc oxide single crystal nanowires, are reacted with H2S and the transformation effects 
studied.  Zinc oxide forms a hollow, polycrystalline ZnS structure similar to FeS, but the 
hollowing and crystallinity is much less defined, highlighting the importance of epitaxial 
relationships during transformation reaction.  The reacted tin oxide forms single crystal tin 
sulfide branches, while the original oxide core remains unaffected.  This morphology is 
due to the tendency of tin cations to surface diffuse, rather than typical bulk diffusion.  
These experiments help to demonstrate that crystal phase transformation is more 
complicated than simply the diffusion rates of cations and anions.  In addition, these results 
suggest some insight to nanomaterial degradation during use in reactive environments. 
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CHAPTER I: INTRODUCTION
Crystal phase transformation, i.e. chemical conversion a material from one crystal 
phase to another, is of fundamental interest both in research environments and commercial 
uses.  One of the most common applications in which a phase transformation occurs 
regularly is the charging and discharging of lithium ion batteries.  During charging and 
discharging, lithium ions are intercalated into the anode/cathode, which consists typically 
of a nano-structured semiconductor.  This addition and removal of the lithium ion 
continually transforms the nanostructured semiconductor from one phase in to another and 
this directly leads to degradation of the electrode.  This is clearly illustrated in an 
investigation involving MoS2. The bulk MoS2 particles start as crystalline, but the 
intercalation of lithium, i.e. the phase transformation from MoS2 to LixMoS2, eventually 
destroyed the ordered structure.[1]  This same degradation is observed in layered transition 
metal oxide materials, such as metal doped (Ni, Fe, Co) MnO2, and even organic 
electrodes.[2, 3]  Understanding how to change, and more importantly, maintain 
crystallinity and morphology during crystal phase transformation will facilitate the design 
of improved and more robust electrodes. 
Similar crystal transformations occurring during normal processing is observed in 
transition metal catalysts and absorbents.  Catalysts operate by the absorbing of chemicals 
onto active sites and then reacting; this affects the crystal and chemical properties of many 
catalysts.  This transformation and changing of crystal structure leads to the degradation of 
the catalysts.  Common applications where this degradation is problematic is in metal oxide 
2 
supports in automotive catalytic converters, or metal oxide nanostructures in fuel 
desulfurization.  When adsorbing compounds, whether organics from exhaust or sulfur 
from a fuel stream, the metal oxide framework reacts and loses crystallinity, degrading the 
active surface area and, eventually destroying the catalyst. [4, 5] Phase transformation 
studies can lead to the creation of new, longer lasting catalyst materials, as well as 
facilitating the regeneration of a spent, degraded catalyst.   
An emerging technology that relies heavily on understanding and controlling 
crystal phase transformations is solid state memory applications, in which two different 
crystal phases of the same material acting as the data storage medium.  The current form 
of large data storage, digital versatile discs (DVDs) operate on a simple binary phase 
transformation model, converting a pseudobinary compound (GeTe (1-x)–Sb2Te3 (x)) from 
an amorphous state to a metastable cubic NiCl crystal structure using laser annealing.  
These amorphous and crystalline phases have different optical absorption/reflectivity 
properties, therefore allowing for optical recording of data onto the disc.[6, 7]  This is a 
widely used technology, but requires exotic and relatively expensive materials.  Exploiting 
the properties of different crystal structures, whether that is difference in optical, thermal, 
or magnetic properties, has been demonstrated in more earth abundant materials, 
particularly transition metal chalcogenide compounds, such as FeSx[8], InSe[9], and doped 
In2O3[10, 11].  Despite the success in some commercial applications, there is still a large 
knowledge gap in fundamental understanding of the materials science aspects of crystal 
phase transformations.  This emerging class of materials, transition metal chalcogenides, 
have potentially interesting electronic and optical properties, which make them a prime 
material system to be optimized with nano-structuring and chemical modification, for a 
3 
variety of applications.  One of the only hindrances to implementation of chalcogenides is 
the inability for scalable and controllable synthesis.  Crystal phase transformation, 
particularly conversion of one chemical structure to another, i.e. metal oxide to metal 
sulfide, seems to be an optimal solution to the synthesis issues. 
Transition metal chalcogenides (TMCs) are an interesting class of materials, which 
consist of transition metal cations (Group 3 through 12 elements) forming a chemical 
compound with chalcogen anions (Group 6), which include sulfur, selenium, and tellurium.  
This class of materials consist predominantly of earth abundant elements and possess 
desirable optical and electronic properties for a variety of applications, many notable for 
energy generation and storage.  At a time when global energy demands are increasing and 
rising concentrations of CO2 and other greenhouse gases are leading to global climate 
change[12], there is a necessity for carbon free, renewable, and efficient energy generation 
using inexpensive, non-toxic, and scalable materials.  TMCs have the potential to fulfill 
these requirements and be the energy source of the future, but the largest drawback is the 
synthesis of these materials is control of crystallinity and morphology.  Creation of these 
materials using scalable methods is very important for future implementation in 
commercial devices. 
 Many TMCs with high surface nanomorphologies show promise as an inexpensive 
yet efficient alternative to traditional photoabsorption and hydrogen production.  The 
production of hydrogen by water splitting allows for a storable chemical fuel, which is 
carbon free and environmentally friendly.  Currently, the most common form of hydrogen 
production by water splitting involves the use of platinum or platinum composites as an 
electrocatalyst [13-15], which is very expensive and easily “poisoned” by contaminants in 
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the system.  Other methods of hydrogen production involve thermal reforming of coal and 
fossil fuel[16-18], which is very cheap, but creates greenhouse gases, electrolysis of 
water[19], and photolytic water splitting[20], which are not efficient and expensive.  
Inexpensive alternatives, such as metal oxides [21, 22] are not efficient or stable for long 
periods, and rare earth materials[23, 24] are efficient, but economically unfeasible for large 
scale production.  Transition metal chalcogenides, particularly MoS2 and WS2, are earth 
abundant and efficient, with electrocatalytic performances near platinum and are most 
likely to be the solution to efficient hydrogen production.[25-40]  The primary limitation 
for first, optimization of TMCs catalytic performance, then implementation into large scale 
devices is a fundamental understanding in the crystallographic properties of the these 
materials on the nanoscale, as well as scalable material creation.  One dimensional 
nanomorphologies, referred to as nanowires, provide an optimal architecture for absorption 
and catalytic applications, allowing for a high surface area crystalline structure which 
facilitates improved charge transfer kinetics.  Metal oxide nanowire synthesis is well 
understood and very accessible, but creation of more complex compounds, i.e. TMCs, is 
much more challenging.  This dissertation seeks to investigate crystal phase transformation 
processes in the post-synthesis gas solid reaction to convert metal oxide 1D structures to 
more desirable chalcogenides. 
 Currently, the prevailing methods of chemical phase transformation are performed 
using liquid phase reactants, typically organic molecules with dispersed 0D particles with 
very small size scales (1 – 10 nm).  These larger reactant molecules encounter significant 
diffusion limitation during the chemical reaction of solid particles with liquid species, 
which necessitates the small dimensioned particles.  Solid state reactions require high 
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pressures and high temperatures, due to the even larger diffusion limits. A representation 
of the limitations in current technologies using 0D materials and how 1D structure can 
overcome these limitations is outlined in Figure 1.1.  Here, we propose that using a gas 
phase anion reactant species, like H2, N2, H2S, etc. will have a diffusive advantage, capable 
of longer diffusion lengths into the solid system, so more favorable conversion and crystal 
transformation.  Further, as the size of the particle increases in 0D systems, there is less 
control over the resulting crystallinity and morphology, typically forming highly 
polycrystalline structures.  Using 1D structures having micron scale lengths with 
nanometer scale diameters, should not only help overcome diffusion limits, but will also 
provide support and control over the crystallinity of the reacted material, whether this be 
single crystal to single crystal conversion, or nucleated polycrystalline growth.  One benefit 
of single crystal 1D nanowires, compared to 0D particles for chemical conversion, is 
uniformity in exposed surface crystal planes; crystal lattice planes are consistent in most 
1D single crystal nanowires along the growth direction, while the lattice planes vary with 
the curvature of 0D spherical particles.  This will favor epitaxial growth/orientation during 
chemical reactions with 1D nanowires.  From a material science perspective, it is not clear 
if reaction processes follow the same “rules” (diffusion, kinetics, nucleation, and growth) 
in nanoscale 0D particles when compared to 1D structures, so the reactions in 0D particles 
are not necessarily applicable to 1D systems.  This motivates this fundamental investigation 
of gas-solid reactions in nanowires; how different are 0D, 1D, and even 2D architectures?  
An understanding of how crystal structures change and interact, during both reaction of 
one material system to form another, as well as crystal transitions in the same material, e.g. 
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hexagonal to cubic structure, has never been adequately explored and will have profound 
implications in fundamental material science on the nanoscale.   
 
Figure 1.1.  Representation of the limitations in current techniques for phase 
transformation in 0-D material systems, which typically suffer from poor crystallinity 
control and diffusion inhibitions.  It is proposed that 1-D morphologies, along with gas 
phase reactants, can overcome this limitations. 
 
The primary objectives put forth in this dissertation are: 
• Develop a fundamental understanding of phase transformation and diffusion 
processes occurring in gas-solid reactions of metal oxide nanowires with chalcogen 
sources to synthesize sulfide and selenide compounds with 1D morphologies.  This 
involves extensive crystallographic and spectroscopic characterization 
• After optimization and understanding of the TMCs nanomorphology synthesis, 
these materials are implemented in photoelectrochemical and electrocatalytic 
device application to demonstrate the increased performance resulting from the 1D 
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structure resulting from phase transformation.  This not only involves 
understanding the performance of the as-synthesized nanowires, but also using 
chemical modification techniques to further exploit this optimal architecture. 
Understanding phase transformation on the nanoscale, particularly in post-synthesis metal 
oxide gas solid reactions to form these chalcogenides provides not only the opportunity for 
novel material synthesis, which may be impossible using other techniques, but also 
tailoring the nanomorphology to optimize the material for the desired applications. 
Chapter II begins by laying a foundation with a strong review of phase 
transformation in 0D nanoparticles, then expanding to chalcogen phase transformation in 
1D materials and 2D sheets.  The favorable electronic and optical properties of select TMCs 
are discussed along with materials possessing a unique 2D layered structure, with focus on 
the current methods of synthesizing TMCs in nanoscale morphologies. 
Chapter III describes the synthesis techniques used in the creation of metal oxide 
nanowires for this research and the reactor designs for the sulfurization reaction.  
Crystallographic and spectroscopic characterization techniques are explained, along with 
a thorough description of electrochemical techniques used in electrocatalysis of the 
hydrogen evolution reaction.   
Chapter IV describes the synthesis of MoS2/MoOx shell/core nanowires using 
sulfurization of MoO3 nanowire arrays and the strong applications in electrocatalysis.  A 
brief review of the state of the art in MoS2 for electrocatalysis highlights the novelty and 
improved performance following phase transformation.  Due to the strong catalytic 
performance of these nanowires, further chemical modification is pursued, involving both 
the intercalation of lithium to attempts to induce a crystal phase change to a metastable 
8 
MoS2 structure, as well as using strong electron donors and reducing agents to 
electrochemically modify the nanowire surface, discussed in Chapter V. 
Chapter VI describes the phase transformation of Fe2O3 single crystal nanowires to 
FeSx hollow crystalline nanotubes and the extensive characterization, both experimental 
and theoretical, for application in photo energy generation.  Preliminary results of “hot” 
electron injection from the FeS nanotubes into a wide band gap semiconductor, detected 
using Ultrafast pump-probe spectroscopy, are briefly discussed. 
Chapter VII details other phase transformation of transition metal oxides nanowires 
to transition metal chalcogenides, with strong characterization of SnSx/SnO2 branched 
nanowire growth, as well as observation of hollowing in ZnS/ZnO nanowires.  These 
observations, together with literature reports of other cation and anion systems, are used to 
provide insight into the effects of differing diffusion rates and material properties.  Chapter 
VIII outlines the conclusions that can be drawn from this work and further confirmation of 
the scientific and technological merit of understanding phase transformation on the 
nanoscale.  Chapter IX briefly outlines recommendations for future work.
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CHAPTER II: BACKGROUND
 This chapter provides a review of nanoscale materials and their transformations 
from one composition to another using various methods.  Of the nanoscale materials, 0D 
materials have been extensively studied with respect to transformations through chemical 
reaction.  Significantly less research has been shown for phase transformations 1D 
nanostructures, “nanowires” and even less in 2D layered materials.  The final section 
reviews the appeal and desired properties of transition metal chalcogenide and the 
difficulties associated with their synthesis.  A strong review of crystal phase transformation 
in multiple nanoscale geometries will not only determine the areas open for innovation and 
further study, but will provide insight for the proposed experiments and multiple chemical 
and crystallographic factor which must be taken into account when synthesizing and 
optimizing phase transformed nanomaterials.  
2.1. Phase Transformation in 0D Chalcogenides 
Methods for making colloidal suspensions of transition metal chalcogenides using 
organic chemistry methods involving metallic precursors and chalcogen rich solutions are 
fairly well known.  The chalcogen concentration is achieved by either injection of sulfur 
or selenium powders into hot organic solvents, known as “hot injection”, but more 
commonly involves a soluble chalcogen compound, such as Na2S, thioacetamide (C2H5NS) 
and thiohydracrylic acid (C3H6O2S), commonly referred to as “solvothermal”.  These liquid 
processing synthesis have been shown in a plethora of transition metal chalcogenides, 
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including GeTe[41, 42], ZnS[43], Bi2S3[44, 45], Bi2Te3[46, 47], Ag2(S, Se, Te)[48], 
FeSex[49], In2Se3[50, 51], SnSe[52, 53], CuSx[54], GaSe[55], Sb2S3[56], and others. 
While the understanding of direct liquid synthesis of metal chalcogenide structures 
has been well established, these methods lack any significant control over morphology and 
chemistry.  To overcome this, chemical reaction of metal and metal oxide nanostructures 
to serve as a template for chalcogenides through crystal phase transformation has been 
pursued.  One of the earliest reports of the formation of 0D nanoparticles via the phase 
transformation from metal to metal chalcogen is from Paul Alivisatos at Berkeley National 
Laboratory in 2004.[57]  These studies used cobalt nanoparticles formed by solvothermal 
methods.  The resulting nanoparticle solution was heated to ~455 K and a sulfur solution 
was injected to quickly form cobalt sulfide nanoparticles in solution.  HRTEM analysis 
showed that the resulting nanoparticles were actually hollow nanospheres on the scale of 
15 nm.  This hollowing effect was repeated by oxidation of the cobalt nanoparticles, as 
well as exposure to selenium.  Time resolved formation of these hollow cobalt selenide 
nanospheres can be seen in Figure 2.1. 
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Figure 2.1.  HRTEM showing the progressive reaction of a single crystal cobalt 
nanoparticle (zero seconds) with selenium in solution.  The accumulation of vacancies at 
the core, as well as the selenide/metal reaction interface begin to appear, until the cobalt 
core is completely depleted, forming the hollow CoSe nanosphere.  Adapted from Yin, et 
al. 2004.[57] © AAAS, 2004. 
 
The formation of these chalcogenide nanoparticles, and more specifically hollow 
nanospheres, paved the way for many different material systems to be formed by chemical 
reactions and phase transformation.  To fully understand the mechanisms underlying the 
phase transformation of nanoscale morphologies, it is important to look at the atomic 
diffusion processes occurring during reaction.  The first experimental evidence that atomic 
diffusion occurs predominantly by movement and exchange of vacancies as opposed to 
direct exchange of cations and anions, reported by Smigelkas and Kirkendall in 1947.[58]  
In this experiment, a brass rod (alloy of copper and zinc) was heated to varying 
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temperatures and the formation of voids at zinc-copper interfaces was observed.  It was 
found that the diffusion of zinc is significantly faster than the diffusion of copper in the 
brass alloy, which thermodynamically necessitate that cationic vacancies diffuse in the 
opposite direction of the net diffusion flow.  Due to the large difference between the copper 
and zinc diffusion rates, these vacancies will either annihilate at crystal defects and/or grain 
boundaries or will accumulate to form macroscopic voids.  This accumulation of vacancies 
in systems of two materials with different diffusion rates is now known at the Kirkendall 
Effect.  This effect is most noted in electronic applications and the formation of voids in 
lead-tin solder.  The formation of voids is seen as a detriment in many material applications, 
but has recently been exploited in nano materials to control the void formation and create 
interesting nano morphologies. 
The exploitation of the Kirkendall Effect in phase transformation has, 
predominantly, been shown in 0D metal and metal oxide nanoparticles and nanostructures 
reacted in solutions concentrated with the chalcogen anions.[59, 60]  This has been shown 
heavily in CuSx, CuSe, and CuTex nanoparticles and nanostructures, due to the fast 
diffusion kinetics of copper cations, as well as established crystallinity.[61-63]  
Understanding the effects of liquid reactants on nanoscale phase transformations has been 
demonstrated in non chalcogen systems as well, including formation of hollow platinum 
particles and spheres[64, 65], hollow Fe-Cr alloys[66], nickel phosphides[67], and many 
more. 
This Kirkendall Effect induced formation of hollow structures, typically, has been 
observed only in small size scales, < 20 nm.  This is due to the preference for the diffusing 
vacancies to annihilate at defects in the crystal structure and grain boundaries in 
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polycrystalline materials, rather than agglomerating to form voids; the occurrence of these 
annihilation sites obviously increases as the size of the system increases.[68]  Also, due to 
the necessity of small size scales, liquid phase processing dominates the current field.  
Using gas phase processing helps to overcome some of these limitations, but is also 
scalable and provides some control over morphology and chemical composition.  The gas-
solid reaction induced phase transformations in 0D materials has been confined almost 
entirely to thermal oxidation and hollow, polycrystalline spheres.  This technique has been 
demonstrated in many transition metals.[69-77]   
2.2. Phase Transformation in 1D Structures. 
 One dimensional nanomaterials, i.e. having a high aspect ratio and a primary size 
on scale of 10-100 nm, allow for unique properties in the areas of energy generation, energy 
storage, catalysis, and many other applications.  Semiconductors with these 1D 
morphologies allow for small diffusion lengths in devices for minority carriers, leading to 
improved charge transfer kinetics, while having a large surface area, especially when 
compared with nanoparticles or thin films.  These single crystal nanowires have many 
interesting properties, but one bottleneck is the synthesis methods.  Unlike 0-D 
morphologies, the one-dimensional growth of nanostructures needs additional control, i.e., 
enhanced crystal growth in one-dimension. Metal oxide nanowires can be efficiently and 
easily grown using various CVD techniques, templating, and solvothermal approaches.  
However it is much more difficult to directly grow metal chalcogenide (sulfides and 
selenides) nanowires, while maintaining crystallinity and optimize electrochemical 
properties.  Due to the ease of synthesis of metal oxides, it stands to reason that the 
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“simplest” approach to chalcogenide synthesis is conversion, or phase transformation, of 
the metal oxide nanowire by chemical reaction. 
 Recently, the area of post-processing of metal or metal oxide nanowires to create 
new materials via phase transformation has gained interest, but there is still little work in 
the effects and mechanism of phase transformation on the nanoscale.  In addition to 
conversion from one composition to another, there is a generic interest in phase 
transformation of one phase to another within 1-D. One of the first reports of crystal phase 
transformation in nanowires is the conversion of hexagonal GaN nanowires to a metastable 
cubic phase.  Hexagonal wurtzite GaN nanowires were synthesized by CVD then 
bombarded by Ga+ ions using focused ion beam (FIB) ion implantation, which caused the 
phase transformation to a more stable cubic GaN, with improved electronic properties.[78]  
This metastable phase is difficult to form in thin films, but the unique size scale of 1D 
nanowires allowed for the synthesis.   
The majority of phase transformation in synthesis of 1D TMCs is performed by 
liquid phase processing, primarily anodic exchange, but also some cationic exchange.  The 
use of phase transformation in solutions helps to facilitate diffusion, but typically require 
high processing temperatures and/or long processing times.  Reports of cationic exchange 
to form hybrid CdS/Ag2S and CdSe/Ag2Se nanowires has also been shown, but require 
liquid processing methods.[79, 80]  This cationic exchange mechanism, however, has led 
to some interesting compounds, such as formation of 1D ternary compounds, such as 
CuInSe2 nanowires by cationic reaction between In2Se3 nanowires and a copper rich 
solution.[81]  The large disadvantage for liquid processing is the lack of scalability, as well 
as loss of the original crystallinity and, therefore, any control on the resulting crystal 
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structure and morphology.  The majority of liquid reaction phase transformed materials are 
heavily polycrystalline. 
Research in phase transformation of 1D transition metal nanowires using gas-solid 
reactions is dominated by oxidation of metal nanowires.  Nanowires have the unique 
properties of, predominantly, being composed of single crystal and having very few 
defects.[82]  One of the earliest reports of metal oxide nanotube formation is in the Ni/NiO 
nanowire system.  The single crystalline metal nickel nanowires (80 nm) are synthesized 
using electrodeposition in an anodic aluminum oxide template.[83-86]  When exposed to 
oxygen at elevated temperatures, a ~10 nm NiO shell on a hollow core starts to form.  This 
small diameter nanowire allows for the nickel cation to diffuse out much more quickly than 
the oxygen can diffuse into the nanowire, which forms the hollow nanotube using the 
Kirkendall Effect.[87]  As the oxidation reaction occurs, the nickel cations diffuse quickly 
to the nanowire surface and of the nanowire, these vacancies accumulate at the metal/oxide 
interface to form voids, which agglomerate to form larger voids and, eventually, a 
completely hollow structure.  This phase transformation using thermal oxidation has been 
demonstrated in formation of other metal oxide nanowires and nanotubes, such as 
CuOx[88-91], Co3O4[92], Nb2O5[93], TiO2[94], FeOx[95], MnO[96], MgO and ZnO[97].  
The understanding of the effects of thermal oxidation on 1D metallic structures can be 
expanded to form more complex compounds, such as nitrides and chalcogenides. 
One of the first demonstrations of non-oxide formation by gas phase reaction is 
exposure of pseudo-1D cadmium “nanorods” to H2S to from polycrystalline, hemispherical 
CdS.[98]  These resultant nanowires were highly polycrystalline and were restricted to 
patterned substrates.  Phase transformation of free standing 1D nanowires was observed in 
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nitride formation, creating boron nitride[99] by reaction with metallic boron nanowires 
with nitrogen at very high temperatures.  Phase transformation of metal oxide nanowire, 
which are most often more thermodynamically reactive, using post synthesis gas phase 
reaction was first described in the conversion of WO3 nanowires to W2N by exposure to 
NH3 gas.  WO3 nanowires were grown by hot filament CVD, then reacted with ammonia 
gas at high temperatures (~750°C).  This resulted in a diameter dependent phase 
transformation; smaller diameter nanowires showed complete anion exchange with single 
crystal WO3 to single crystal W2N conversion, while large diameter nanowires showed 
polycrystalline nucleation throughout the whole bulk of the wire, forming randomly 
oriented W2N grains, which maintained the overall 1D morphology.[100] 
In the area of metal chalcogenide nanowires, the zinc oxide to zinc sulfide nanowire 
transformation is one of the most well studied, due in part to the ease of synthesis of ZnO 
nanowires.  The earliest report involves exposing ZnO “nanocolumns” grown by 
electrodeposition in a chemical bath, to H2S gas at elevated temperatures at atmospheric 
pressure.  The ZnO nanowires are quickly converted to polycrystalline ZnS nanocolumns, 
which maintain the same over hexagonal 1D morphology as the starting nanowires.[101]  
This work was built upon to form polycrystalline ZnS hollow nanotubes by phase 
transformation.[102]  This hollowing effect is due to unequal cation and anion diffusion 
rates, resulting in the accumulation of voids, known as the Kirkendall Effect.  
Understanding the Kirkendall Effect and the processes taking place in the phase 
transformation allowed for optimization to form single crystalline hollow ZnS 
nanotubes.[103]  Despite the success of the ZnO/ZnS system, very little work has been 
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done in phase transformation of nanostructures using gas-solid reactions, or the even in 
understanding gas-solid processes on a nanoscale. 
In many applications, the transition metal chalcogenide must be single crystalline 
and phase pure, which cannot be accomplished using liquid methods and is unlikely using 
gas phase reactants.  Iron sulfide, the merits of which will be discussed later in this chapter, 
requires absolute phase purity and crystallinity to effectively manifest its desirable 
properties.  The most obvious morphology to achieve this is a 1D nanowire array; the first 
published claim of FeS2 nanowires was reported by Wan, et al. in 2005.  This method 
utilized an anodized aluminum oxide template, into which iron was electrodeposited, then 
subsequently exposed to sulfur.[104]  However, the crystallographic characterization of 
these “nanowires” was very limited and there is almost no evidence of crystal phase 
identification, crystallinity, or purity provided.  Single crystal pyrite nanowires were 
claimed by Sunkara, et al. in 2011, as a part of a review of inorganic nanowire synthesis 
and application, but there is no provided crystallographic evidence to support the 
claim.[82]  A credible and substantiated claim to single crystal FeS2 nanowires was 
reported by Caban-Acevedo, et al. in 2013.  This was achieved by thermal sulfurization of 
an iron foil.  Exposure of the iron foil at 200°C for 2 hours in a sulfur vapor atmosphere 
lead to direct growth of single crystal FeS2 nanowires, with diameters of 4 to 10 nm and 
long lengths of 2 to 6 µm.[105]  Extensive TEM, Raman, and optical characterization were 
used to confirm the cubic pyrite FeS2 phase.  The growth mechanism, as well as 
morphological control, is not well described in these reports.  Other groups claim to have 
utilized phase transformation of 1D iron oxide nanostructures to synthesize pyrite, but 
typically have poor characterization and most like, lack phase purity and proper 
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crystallinity.[106]  There is a large gap, which systematic experiments can be used to 
provide understanding of iron-sulfur chemistry and phase transformation to provide 
crystallinity and morphology control.  Not only for iron sulfide, but many other sulfides 
have not, to date, been successfully synthesized in 1D single crystalline morphologies, 
especially using scalable methods. 
2.3 Phase Transformation in 2D Layered Materials. 
 Phase transformation, i.e. chemical conversion of one compound to another, is 
severely understudied, due in part to the limited materials capable of forming atomically 
thin layered structures.  Of these 2D layered materials, the most researched is graphene, 
composed of single atom thick two dimensional layer of carbon.  These layers are weakly 
held together by van der Waals forces to form bulk graphite, which can be chemically or 
mechanically separated to form these single graphene layers.  The unique properties of this 
single layer graphene is well studied and understood.[107-109]  Individual sheets of 
graphene are, relatively, chemically inert and must be doped or be used as a support for 
some other, more active material system for real effectiveness in electrochemical or 
electrocatalytic applications.  Since the majority of 2D materials research focuses on 
graphene, studies of phase transformation in 2D sheets, especially inorganic, is very 
limited.  Boron nitride (BN) has a very similar structure to graphene and is commonly 
referred to as “white graphite”, not only for its layered structure, but similar hexagonal 
lattice.  Due to these similarities in lattice structure, h-BN is used as a support for graphene 
growth and vice versa.[110]  One of the few reports of actual phase transformation in 2D 
sheets involves doping graphene with boron and nitrogen, forming BCN 2D sheets, which 
allows for tunable mechanical properties and electronic band structure.[111] 
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The majority of research in crystal transformation of 2D sheets is concerned not 
with anion or cation exchange, but transitioning between polymorphs of the same material.  
This type of crystal transition is shown in carbon chemistries, transforming layers of 
graphene to a diamond-like structure [112] and has been researched extensively in boron 
nitride, converting from hexagonal, layered BN to cubic BN, which has a diamond 
structure and similar hardness properties.  [113-118]  Investigation of these crystal phase 
transitions, while maintaining the same material composition, has to other inorganic 
layered structures, including metallic bismuth[119] MoOx [120], In2Se3 sheets[121], Zinc 
sulfates (ZDHS)[122], Ge2Sb2Te5 2D films[123], and many other transition metal 
chalcogens with layered structures[25]. 
Many transition metal dichalcogenides (TMDCs) have a similar layered structure 
to graphene and boron nitride, but maintain chemical functionality when exfoliated, leading 
to many interesting applications.  TMDCs with a layered structure (LTMDs) are composed 
of cations, predominantly, from Group 4 – 7 metals.  The oxidation state of the cation in 
these systems is typically 4+, while the anion has an oxidation state of 2-.  In most cases, 
the pair of electrons contributed by the chalcogen anion are terminated at the surface of the 
layers, which means there are no dangling bonds on the surface, making the surface 
resistant to oxidation, corrosion, etc., but also typically leaves the larger, basal plane 
surface of the LTMDs electrochemically inert. In a single LTMD crystal layer, while the 
metal cation is covalently bonded to the chalcogen anion, each layer is bonded to one 
another only by weak van der Waals forces.  The cation and anion are typically oriented in 
a trigonal prismatic orientation or an octahedral orientation.  This octahedral orientation is, 
essentially, a distortion of the trigonal structure, so it as also known as trigonal 
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antiprismatic.  Due to the multitude of transition metals which can compose LTMDs, there 
are a variety of polymorphs which can be formed by different stacking orientations of the 
individual layers, each consisting of three atomic layers (anion-cation-anion).  The most 
common crystal stacking polymorphs are 1T, 2H, and 3R.  The letters stand for the crystal 
orientation, i.e. trigonal, hexagonal, and rhombohedral respectively, while the numbers 
indicates the number of “layers” in each unit cell.[25]  Typically, bulk LTMDs are a 
combination of multiple crystallographic polymorphs.  One of the most interesting layered 
semiconductors is molybdenum disulfide, and understanding its crystal phase 
transformation has been shown to dramatically affect its electronic and catalytic properties. 
Bulk MoS2 layered can be separated to form single sheets by either chemical 
intercalation[124-128] or mechanical layer exfoliation.[129, 130]  Specifically, during the 
intercalation of lithium and other alkali metals to the interlayer spacing of the MoS2 not 
only separates the sheets, but also induces a crystal phase change from the stable trigonal 
2H-MoS2 to a metastable octahedral 1T-MoS2.[25, 27, 28, 124, 131]  Typically the 
intercalation of lithium is performed by exposure to ionic liquids such as lithium 
borohydride (LiBH4) or n-butyllithium.[132]  During the intercalation of lithium, an 
electron is donated to the trigonal prismatic MoS2, causing a tension in the lattice leading 
to a 60° rotation of the basal plane, forming the trigonal antiprismatic, or octahedral 1T-
MoS2 phase.  Bulk 2H-MoS2, consisting of a minimum of several layers, has an indirect 
band gap of 1.2 eV and has semiconducting properties.[133]  This metastable strained 1T-
MoS2, typically consisting of only a single to a few layers, exhibits highly conducting, 
almost metallic properties with a direct band gap transition of ~1.9 eV.[25, 129, 131]  A 
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molecular model showing this electron strained induced phase transformation 
schematically is shown in Figure 2.2. 
 
Figure 2.2. Molecular schematic demonstrating the strain induced phase transformation 
from hexagonal MoS2 to trigonal MoS2.  The intercalation of lithium donates an electron 
to the 2H lattice, causing strain to form an octahedral molecular orientation and a 
metastable, metallic phase. 
 
 This phase transformed 1T-MoS2 has significantly different electronic, as well as 
chemical properties than the bulk 2H-MoS2.  This plays an important role in 
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electrocatalysis, especially when coupled with a 1D nanowire architecture, which will be 
discussed in depth in Chapter 5.  This 2H to 1T formation due to strain in the lattice 
following chemical intercalation is also observed in molybdenum selenides, as well as 
tungsten sulfide and selenides, which have similar layered structures. 
2.4. Transition Metal Chalcogenide Materials Systems 
In most applications with earth abundant materials, transition metal chalcogenides 
present the best material system for a variety of electronic and catalytic applications.  
Transition metal dichalcogenides have the chemical structure MX2, where M is a transition 
metal in the groups 4 – 10, and X is a chalcogen.  Chalcogens are the Group 16 anions, 
sulfur (S), selenium (Se), tellurium (Te), and polonium (Po).  Oxygen is technically a 
member of the chalcogen family, but since transition metal oxides are incredibly abundant 
and have significantly different properties than other, more active sulfide/selenide/telluride 
compounds, oxides are not considered TMCs.  The chalcogen anions have six electrons in 
the valence shell, so when bound to a transition metal cation, there are two unbound 
electrons exposed, which makes these compounds particularly reactive.  These interesting 
properties are most applicable and interesting as a solar absorber material for 
photoelectrochemical cells, as well as electrocatalytic materials. 
Photoabsorption 
Many transition metal chalcogenides are desirable for solar energy generation due 
to high optical absorption elevated charge carrier concentrations.  Many of these materials 
are earth abundant and, due to the variety of TMCs, cover a large range of band gaps in the 
visible region.  This variety of band gap has applications not only in thin film solar devices, 
but also designing photoelectrochemical devices.  A plot showing a literature review of 
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many TMCs with band gaps in the visible region versus their respective absorption 
coefficient, is shown in Figure 2.3.  For comparison, the absorption characteristics of 
crystalline silicon, the predominant material current used in commercial photovoltaics, 
along with amorphous silicon and gallium arsenide, used in high efficiency PV.  As is 
clearly evident, a large amount of TMCs have absorption coefficients orders of magnitude 
greater than crystalline silicon, but possessing very similar band gap transitions.  Transition 
metal sulfides (red circles), selenides (blue circles), layered structures (triangles), ternary 
chalcopyrites (diamonds) all share desirable properties for solar absorption. 
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Figure 2.3.  Review of literature reports of absorption coefficients and optical band gaps 
for common TMCs for thin film solar energy and photoelectrochemical applications. [129, 
134-157] 
 
Combining these properties with earth abundance and appropriate electronic band 
structure, materials such as iron sulfides and tin sulfides show promise for implementation 
in solar energy conversion.  Theoretical calculations by Wadia, et al. shows that FeS2, cubic 
pyrite has the greatest potential, from an economic stand point together with its desirable 
band gap and optical properties, is the most desirable material for large scale photovoltaic 
applications.[158]  Unfortunately, iron sulfides have an incredibly complicated phase 
diagram, with 100’s of possible crystal morphologies and iron/sulfur ratios, even multiple, 
stable structures for the same stoichiometries.[159]  It should be noted that the most desired 
phase, cubic FeS2, only occurs in sulfur concentrations between 50 and 52% and in a 
narrow synthesis temperature window, which leads to its difficult synthesis parameters. 
 Cubic FeS2 pyrite has an indirect band gap of ~0.95 eV and a high absorption 
coefficient in the visible region (6 x 105 cm-2).[160]  Despite the difficulty in synthesizing 
FeS2 pyrite, especially without phase impurity, there are many reports of using 
nanoparticles for solar energy applications.  The first report of using FeS2 thin films to 
“sensitize” a wide band gap semiconductor (TiO2) is by Ennaoui, et al.  The TiO2 thin film 
is grown by a sol-gel method and an “FeS2” thin film was electrochemically deposited on 
the surface.  This set up generated a solar to energy efficiency of ~ 1 %, which is due in a 
large part to the very poor quality of the deposited FeS2 film.[161]  The film was 
polycrystalline and almost certainly not phase pure.  There is little evidence that the 
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deposited film was actually composed of cubic crystal FeS2 pyrite.  This, as well as other 
studies, details the importance of not only single crystallinity in the pyrite structure, but 
also phase purity. 
There have been many attempts to synthesize nanoparticles and thin films of iron 
sulfide using MOCVD[162-164], sulfurization of iron and iron oxide films[165], reactive 
sputtering, spray pyrolysis[161], hydrothermal[160], solvothermal[166, 167], surfactant 
assisted hot injection[168], etc.  Many of these methods reported have poor phase 
characterization and have many defects and chemical impurities.  As mentioned previously, 
there have been many claims to pyrite 1D nanowire synthesis [82, 104-106], some more 
credible than others, but there is a lack of understanding of this complex material and 
extensive characterization is necessary.  The proposed work for this dissertation asserts 
that gas-solid reaction of single crystal iron oxide nanowires with H2S gas will allow for 
phase purity and morphological control of the resulting iron sulfide structure. 
Electrocatalysis 
As briefly discussed earlier in this chapter, layered TMCs have the unique property 
being able to be exfoliated into 2D single crystal sheets, the properties of which are 
drastically different than the bulk semiconductor.  This section will look more in depth at 
the characteristics, and more importantly, the synthesis difficulties for molybdenum 
disulfide. 
 Of the multitude of layered transition metal chalcogenides, MoS2 is by far the most 
researched, since it is earth abundant and very chemically active.  Typical of layered 
chalcogenides, bulk MoS2 has a hexagonal crystal structure with a trigonal prismatic 
orientation, having each Mo cation tightly bound to six sulfur anions.  To form the bulk 
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crystal, the S-Mo-S sheets are weakly bound to one another by van der Waals forces, with 
an average interlayer spacing of 6.2 Å.  A ball and stick model of the 2H-MoS2 crystal can 
be seen in Figure 2.4.   
 
Figure 2.4.  Ball and Stick model (Crystal Maker ®) of 2H-MoS2 with the Mo cation 
represented by the purple sphere and the sulfur anion represented by a smaller, yellow 
sphere.  The left hand model highlights the layered structure of the MoS2, as well as 
showing the chemically inert basal plane.  The right hand model showcases the hexagonal 
structure, when observing the crystal from the (100) direction. 
 
In a single crystal sheet, each sulfur atom is bound strongly to three molybdenum atoms to 
form the basal plane, which makes this plane almost completely chemically inert.  Any 
chemical activity, whether it is reactions or catalysis, must therefore occur at sulfur 
vacancies, which thermodynamically, occur very rarely on the large basal surface, but 
instead on concentrated at the crystal edges [169-172]. During oxidation of the MoS2 
crystal, the crystal edges will oxidize much more quickly than the larger basal planes. Also, 
when dopants, such as cobalt ions, are introduced into the system, they will preferential 
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accumulate at these edge sites; this is further evidence that these edge sites are very 
chemically active compared to the larger basal crystal plane.[169]  Density functional 
theory, along with microscopy of a single MoS2 sheet shows that the S – Mo dimer which 
occurs at the edge sites of the 2H-MoS2 crystal have highly conducting, almost metallic 
properties, which different significantly from the adjacent basal plane.[173]  The 
significantly different chemical properties of the crystal edges have the largest impact in 
the catalytic applications of MoS2.  Jaramillo et al. experimentally demonstrated the 
significance of the catalytically active edge sites of MoS2 for catalysis of the Hydrogen 
evolution reaction (HER). [33] 
 Once it was well understood that the chemical and catalytic activity of hexagonal 
2H-MoS2 was dependent on the exposure of the crystal edge sites, a multitude of 
morphologies and synthesis techniques were proposed to optimize the MoS2 structures for 
HER electrocatalysis.  Not only is the chemical reactivity highly anisotropic, but the 
electron transfer kinetics and chemical diffusion properties are also very dependent; 
electrons diffuse much more quickly along the basal plan, while even a few layers thick 
will inhibit any inter-layer flow. [174]  The primary approach to both optimize the exposure 
of edge sites, as well as decrease the impediment to charge transfer is nanostructured MoS2 
morphologies.  MoS2 nanoparticles have been synthesized chemical reduction of 
molybdenum sulfide particles[175], as well as thermal sulfurization and 
decomposition[176] of molybdenum and sulfur precursors.[32]  Synthesizing these layered 
chalcogenides has many of the same challenges as traditional bulk crystal TMCs, but now 
also include consideration of additional diffusion and reactivity limitations, as well as 
overcoming the anisotropic properties to make a functional device.  Phase transformation, 
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from oxide to sulfide using gas reactant, can mitigate these difficulties, not only assisting 
in chemical conversion, due to the thermodynamic favorability of oxide to sulfide reaction, 
but also the nanostructure architecture opens the possibility for tailoring the anisotropic 
properties to optimize desired effects.  Understanding phase transformation will help to 
overcome these limitation or use these limitations in an advantageous way, using metal 
oxide nanostructures to provide high surface area support for the layered materials.  
Understanding phase transformation in these 2D layered semiconductors, both in 
conversion of one material to another, as well as phase transitions from one crystal structure 
to another in the same compound can lead to new materials creation and optimal nano-
architectures. 
 
2.5  Summary 
 Transition metal chalcogenides have garnered a great deal of attention for their 
desirable electronic and chemical properties.  Many of these materials have complicated 
phase diagrams and crystal structures, so cannot be synthesized easily, if at all, in a phase 
pure, nanoscale morphology by conventional chemical methods.  What progress has been 
made uses long reaction times, high temperatures and complicated liquid techniques.  More 
importantly, liquid processing techniques are not scalable and limit the impact of the initial 
starting material on morphology.  Using phase transformation by gas-solid reactions of 1D 
metal oxides provides for a scalable method of creating transition metal chalcogenides in 
1D morphologies with phase purity, improved crystallinity, and morphological control.  
While some initial work has been done, there are still many, very fundamental questions 
which have not been addressed, not limited to just 1D systems. 
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•  Can single crystal chalcogenide nanowires be formed using gas-solid reactions with 
single crystal metal oxide nanowires? 
•  What role does the metal cation play in the resulting phase transformation and the 
morphology? 
•  How do 2D layered materials function and interact when synthesized using 1D 
morphologies as a template? 
•  The properties of the resulting 1-D materials systems and the methods for their 
integration into devices still needs to be studied. 
Understanding the many factors which occur in nanoscale phase transformation, 
such as cation and anion diffusion rates, epitaxial relationships, and crystallographic 
properties of the reacted material will lead to synthesis of new materials, but determining 
which characteristics are important to the resulting structure and properties will allow for 
tailoring and optimizing morphologies for desired applications.  This will involve extensive 
crystallographic and electrochemical characterization, as well as implementation in 
electrochemical device applications, in order to show the improved properties of the phase 
transformed nanowires. 
.
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CHAPTER III: EXPERIMENTAL AND CHARACTERIZATION TECHNIQUES
This dissertation focuses on a variety of chemical reactions to first, create the 
transition metal oxide nanowire arrays and second, the reaction of these metal oxides, 
which undergo a phase transformation to create metal chalcogenide structures.  This 
chapter provides an in depth discussion of the CVD processes used to synthesize the 
original metal oxide nanowire arrays, as well as the reactor chambers designed to perform 
the phase transformation experiments.  Also discussed is the theory and working principles 
of the variety of crystallographic and spectroscopic materials characterization techniques 
used in this research, along with explanation of the electrochemical and electrocatalytic 
properties testing, both theoretical and practical. 
3.1. Metal Oxide Nanowire Synthesis 
3.1.1. Fe2O3 Nanowire Synthesis by Atmospheric Plasma Oxidation 
 1D nanowires of single crystal α-Fe2O3 have been synthesized previously by a 
variety of techniques including electrodeposition in an alumina template[177, 178], 
hydrothermal reactions[179, 180], sol-gel and solvothermal techniques[181-183], thermal 
oxidation[184-186], chemical vapor deposition[187], as well as CVD assisted by 
plasma.[188]  Many of these techniques are limited by long reaction times, especially 
thermal oxidation, or are limited in scalability.  To overcome this, plasma oxidation of an 
iron foil was discovered to directly nucleate hematite nanowires from the substrate.  This 
was first reported in vacuum oxidation by a low temperature RF plasma[189].  It is 
proposed that these nanowires start by nucleation of iron oxide on the foil surface, then the 
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oxygen radicals in the plasma react to grow this nucleus in one direction in a modified VLS 
mechanism, using the iron foil as a metal cation “sink”.  Further optimization of this plasma 
oxidation led to the use of an atmospheric plasma set up to react iron foils, producing Fe2O3 
nanowires.  A schematic of the plasma set up is seen in Figure 3.1.  A Magnetron emits 
microwaves, which are focused by other physically and electronically by wave guides to a 
small chamber where the reactive gases, in this case O2, N2, and Ar, enter the reactor.  
Based on the entry gas valve orientation, the gases are “sparked” to form a plasma, which 
is ejected upward from the reactor as a flame.[190]  When an iron foil is exposed to the 
atmospheric plasma, it quickly reaches temperatures of 700 – 800°C and after ~10 to 15 
minutes of exposure, single crystal nanowires have grown from the surface.  These 
nanowires have a large range in diameter, from 10 nm to 500 nm and lengths of 1 – 3 
µm.[191, 192]  These single crystal nanowires are further discussed in the phase 
transformation experiments to FeSx in Chapter VI. 
 
Figure 3.1.  A) Schematic of “upstream” atmospheric plasma flame set up. B) Photograph 
of metallic iron foil being exposed to atmospheric oxygen plasma.  Schematic was 
modified from Kumar, et al. 2008[190] by Ben Russell. 
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3.1.2. MoO3 Nanowire Synthesis by Hot Filament CVD 
 The synthesis of MoO3, as well as WO3 nanowires on a relatively bulk scale is 
performed by hot filament chemical vapor deposition (HF CVD).  This reactor was first 
designed as a Master’s of Engineering thesis for the bulk production of WO3 
nanowires.[193]  6 ft. of metal filament, typically 0.5 mm in diameter, is wound around 2 
7” ceramic boron nitride cylinders and connected to 2 electrical contacts in order to apply 
an external voltage.  This hot filament set up is placed into a 2” diameter quartz tubes 
vacuum reactor (32” in length).  Substrates consisting of quartz, FTO, silicon, etc. are 
placed in a smaller, 1.75” quartz tube and inserted to be directly underneath the metal 
filament coils, with ~0.5” of separation between the filament and the growth substrates.  A 
photograph of the HF CVD reactor set up, as well as a detail showing the coiled metal 
filament around the boron nitride cylinders.  In the case of WO3 nanowire synthesis, the 
tungsten metal filament is heated to ~1,650°C by an applied voltage of 25 to 30 V, in a low 
oxygen atmosphere, which produces vertically oriented WO3 nanowire arrays on the 
substrates.[193, 194]  To modify this process to synthesize MoO3 nanowires, the reactor 
was modified and conditions optimized.  Obviously, the tungsten source wire is replaced 
with molybdenum metal filament.  A lower voltage is applied (17 to 22 V), yielding a lower 
filament temperature of ~775°C, which in a lean oxygen environment leads to a glass 
substrate temperature of ~450°C, facilitating the deposition and growth of single crystal, 
vertically oriented MoO3 nanowires.[195, 196]  A schematic showing the operating 
principles of the HFCVD are shown in Figure 3.2A, while a photograph details the metal 
filament coil and its electrical connection to the conducting molybdenum rod is seen in 
Figure 3.2B. 
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Figure 3.2.  A) Schematic of the HF CVD quartz tube vacuum reactor highlighting the 
reactor setup and orientation. B) Detail showing metal filament coiled around boron nitride 
cylinders and electrically connected at the end of molybdenum rods.  Adapted from 
Cummins, 2009 [195] 
3.1.3. SnO2 Nanowire Synthesis by Hot Cup CVD 
 Tin oxide nanowires are formed by vaporization of tin metal in a CVD reactor.  
The tin metal powder is placed in a funnel shaped alumina coated tungsten heater.  A 
quartz substrate is placed over the opening of the funnel and a DC voltage of ~40 V is 
applied to the heater.  The resistive heating quickly heats the tin metal to 1200°C causing 
the vaporization of the tin.  In a lean oxygen reducing environment, typically 5 sccm O2 
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and 350 sccm of H2, the tin vapor nucleated on the substrate and stimulates the growth of 
SnO2 nanowires on the quartz surface.  These nanowires range in diameter from 10 nm to 
300 nm and have lengths of 10’s of microns.  A schematic showing the operating 
principles of the “hot cup” reactor is shown in Figure 3.3A, and a detail of the alumina 
coated tungsten funnel “cup” is shown in Figure 3.3B. 
 
Figure 3.3.  A) Schematic of “hot cup” CVD vacuum reactor used in SnO2 nanowire 
synthesis. B) Photograph of alumina coated tungsten funnel cup which acts as heater for 
tin metal powder. 
 
3.1.4. ZnO Nanowire Synthesis by Bulk Plasma Oxidation 
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 ZnO nanowires were made by utilization of unique high throughput microwave 
atmospheric plasma flame oxidation of zinc metal nanoparticles.  An H2/O2/Ar microwave 
plasma is initiated at the top of a vertically oriented 2” quartz tube.  This plasma is pulled 
down into the tube by a combination of vacuum pumps and oriented gas flows, leading to 
a 12 to 15” highly reactive plasma flame.  A schematic and photograph of the plasma flame 
reactor can be seen in Figure 3.4.  The zinc metal powder is fed into the top of the plasma 
flame; these particles react quickly to nucleate zinc oxide nanowire powders by the time 
the bottom of the flame is reached (1 second).  For zinc oxide nanowire and nanoparticle 
formation, typically a plasma power of 1400 to 1700 W is applied to spark the gases.[190]  
These nanowires formed are single crystal hexagonal wurtzite ZnO, with long lengths (1 – 
10 nm) and diameters of 10 to 200 nm.  For phase transformation experiments, small 
amounts of the ZnO nanowire powder is dispersed on carbon tape, which is mounted on 
thin iron foil for stability. 
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Figure 3.4. A) Schematic of the microwave plasma jet reactor, showing the essential 
components. B) Photograph of high density plasma jet at 2,000 W power in 1.5” quartz 
tube.  Figure published by Kumar et al. 2008 [190] © American Chemical Society, 2008. 
 
3.2. Sulfurization and Selenization Reactor  
3.2.1. H2S Reactor 
 To perform the reaction of metal oxides with H2S gas, a sulfurization reactor was 
designed from stainless steel ConFlat components.  The primary body of the reactor is 
composed of a stainless steel 6 point cross with 2.75” flanges, providing an approximate 
total reactor volume of 22.5 cm3.  0.25” Teflon tubing is used to introduce 99 % H2S 
(stored in a 3 lb. lecture bottle) using a Type 1660 Metal ZSeal™ Mass Flow Controller 
(MFC) calibrated to 25 sccm.  The substrate is placed on a boron nitride resistive heater, 
connected to an outside voltage source by two copper contacts.  The sample is lowered 
onto the heater through the top flange.  Figure 3.5A shows a schematic highlighting the 
operating principles for the stainless steel sulfurization reactor, including key reactor 
dimensions, accompanied by a photograph of the reactor (Figure 3.5B).  The front facing 
flange connection once, during initial construction, housed a thermocouple for in situ 
reaction temperature measurement, but due to the uniquely corrosive conditions in the 
reactor, the thermocouple decomposed completely and was not practical. 
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Figure 3.5.  A) Schematic of H2S sulfurization reactor.  B) Photograph showing typical 
reactor set up. 
 
Figure 3.6.  Correlation curve of spectroscopically measured heating stage temperature at 
incremental applied voltages, shown by black squares. 
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In order to calibrate the reaction temperature and accurately set the required applied 
voltage, a spectrometer was used to correlate the florescence emission of the heated stage 
to the stage temperature, and then related to the voltage.  The calibration curve is shown in 
Figure 3.6.  This curve is extrapolated to give an accurate correlation of applied voltage to 
reactor temperature.  For the sake of example, for an average reaction temperature of 
~300°C, the applied voltage is set to ~13.6 V.  This provides a consistent method of 
standardizing reaction temperatures, regardless of thermocouple degradation.  This reactor 
is frequently leak checked, due to the corrosive and highly toxic nature of H2S gas. 
3.2.2. Two Zone Furnace 
 In order to study the effects of vaporized reactive solids, in this case sulfur and 
selenium powders, a two heated zone quartz tube vacuum reactor is designed.  A 2” 
diameter quartz tube is placed into a Model OTF1200X-II Two Zone Tube Furnace 
manufactured by MTI Corp.  Ceramic insulation is placed around the quartz reactor tube 
at the approximate separation between the two heating zones, allowing for some amount 
of temperature isolation.  In typical phase transformation experiments, the metal oxide 
nanowires or nanoparticles are placed in the second zone, while the sulfur or selenium 
powder is placed in an alumina or iron boat in the first zone.  The carrier gas, either inert 
Argon or Hydrogen are flowed into the reactor from the first zone to the second zone.  The 
first zone is heated to a lower temperature (~100°C) to allow for the slow sublimation of 
the sulfur powder, whose vapors are then carried by the carrier gas flow to the second zone, 
heated to 300°C to 500°C, where the phase transformation reaction takes place.  A 
schematic of this reactor set up is shown in Figure 3.7.  For practical reasons, a cold moist 
towel is placed on the outlet of the tube furnace, just before the entrance to the main vacuum 
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control valve and pumping equipment.  This allows the vaporized selenium or sulfur to 
deposit on the quartz tube, rather than accumulate in the valves and pump, potentially 
leading to catastrophic failure.   
 
Figure 3.7. Schematic showing the reactor layout involving vaporization of sulfur powder 
in the first, cold zone, which is then carried to the second, “hot” zone where the reaction 
takes place. 
 
3.3. Characterization Techniques 
3.3.1. Crystallographic Techniques 
 The characterization of the material is almost as important as the actual synthesis.  
The physical and electrochemical properties of the nanowire arrays were determined by 
scanning electron microscopy (SEM), X-Ray diffraction (XRD), UV- Visible 
spectroscopy, and also Raman Spectroscopy and Photoluminescence (PL). 
Scanning Electron Microscopy 
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Scanning Electron microscopy (SEM) is a vital instrument in in the characterization 
nanoscale morphologies.  SEM works by bombarding the sample surface with electrons.  
When the electron interacts with the sample, some of the electrons are elastically scattered 
and reflected back, known as “back scattered” electrons, but it can also inelastically interact 
with the sample and cause the emission of a secondary electron, an Auger electron, or an 
X-ray. 
 The topographical surface imaging ability of the SEM is due to the detection of 
secondary electrons from the sample.  The incident electron beam interacts with the 
conduction band electrons, weakly bound to the atoms on the sample surface; these 
secondary emitted electrons typically have an energy of only 3 eV to 5 eV.  When the 
electron beam interacts with a sample, secondary electrons are actual produced in the whole 
area of the beam/sample interaction, but since these conduction band electrons have such 
low energy, they are quickly and easily absorbed by the sample, except for those emitted 
at surface.  In metals, the calculated “escape depth” of secondary electrons is ~5 nm, which 
makes the imaging produced by secondary electron detection surface sensitive, leading to 
the sensitivity if SEM imaging.  The secondary electrons provide the strongest resolution 
of the topography of the sample surface, compared to other emissions.[197]  SEM imaging 
is used in this dissertation to characterize the external nanowire morphologies of the metal 
oxides and sulfides. 
Characteristic X-Rays. 
 In some cases, the incident electron beam interacts with the sample, causing an 
electron from an inner orbital of an atom to be emitted.  This causes a vacancy, which an 
electron from a higher energy shell will “fall down” to occupy.  The difference in energy 
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from this electron shell mobility could lead to the emission of an x ray.  The x ray emitted 
is described by the name of the shell where vacancy was created, e.g. K, L, M, etc. and the 
number of shells the higher energy electron had to transfer from in order to fill that vacancy.  
A one shell jump is denoted by “α”, two shells by “β”, and a three shell jump by “γ”.  As 
an example, if a vacancy is caused in the K shell of an atom and is filled by an electron 
from the L shell, the x ray emitted would be labeled Kα; if the vacancy filling electron 
originated from the M shell, then the resulting x ray would be labeled Kβ.  Since electron 
shell contains orbitals (s, p, d etc.), subshells, spin differences, and quantum interactions, 
the labeling of an emitted x ray by source can become complicated with multiple subscripts 
and numerals, but in practice, only one Greek letter subscript is use.[197]  A schematic 
showing the most common electron shell transitions for EDS analysis and their 
corresponding characteristic x ray emission can be seen in Figure 3.8. 
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Figure 3.8.  Schematic of the most common electron shell transitions during EDS analysis 
and emission of a characteristic x ray.  The red arrows show electron transitions to 
vacancies in the K shell, blue arrows for transitions to L shell vacancies, and green arrows 
for M shell vacancy transitions.  
 
 Energy Dispersive x ray spectroscopy (EDS), also known as EDAX, is a technique 
where these emitted characteristic x rays can be used to determine the elemental 
composition of a sample.  The incident electron beam must have sufficient energy to 
remove an electron from an energy shell and cause an x ray emission.  This binding energy 
of shell electrons is unique to each element.  For example, 25.517 keV of energy is required 
to remove an electron from the K shell of silver.  This energy is known as the “critical 
excitation energy”.  If the incident electron has an energy less than the critical excitation, 
then no characteristic x ray will be emitted.  If the incident electron energy is larger than 
critical excitation energy, then the electron shell will be disrupted and one or more 
characteristic x rays will be produced.  EDS provided elemental analysis, both in SEM and 
TEM imaging, to characterize the extent of phase transformations and estimate 
stoichiometric ratios of the reacted species. 
 The SEM used for these experiments was the Nova 600 NanoSEM by FEI with a 
field emission gun.  The secondary electron detector used was a TLD detector in immersion 
mode for high resolution images. 
Transmission Electron Microscopy (TEM) 
 While scanning electron microscopy is surface sensitive and characterize the 
topography of a sample using the “reflection” of secondary electrons, transmission electron 
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microscopy characterize the internal structure of a sample by detecting the electrons which 
are transmitted through the sample.  The most common form of imaging using a TEM is 
known as bright field TEM, where a narrow electron beam with an average spot size of 1 
to 10 Å is rastered across the sample, transmitting electrons through the sample, which are 
collected by an aperture on the back, projecting the image onto a detector.  Using high 
resolution TEM mode (HRTEM), the phase of the diffracted electron wave is maintained 
which allows for constructive and destructive interference.  This forms the “phase 
contrasted” image, which shows fringes forming atomic columns and rows.  Measurement 
of the spacing between these diffraction fringes gives the characteristic “d spacing” of the 
crystal structure in multiple geometric crystal planes.[198]  These d spacing analysis were 
used in this dissertation to identify crystal lattice structure and analyze epitaxial 
relationships formed in core/shell structrures during phase transformation reactions. 
X-Ray Diffraction 
 X-Ray Diffraction (XRD) is a characterization technique to determine the crystal 
structure of a material.  X-rays are produced by a tungsten filament, which is heated and 
bombards a target, usually copper to produce x-rays.  The x-rays hit the sample and, if the 
sample is crystalline and has the proper atomic spacing, then constructive and destructive 
interference occurs.  In order for the incident x-ray to be diffracted, the scattered ray must 
satisfy Bragg's Law, which is 
 sin2dn     (10) 
The wavelength of the monochromatic incident x-ray, , must strike penetrate the sample 
to a certain depth, d, and at a specific angle, , to be diffracted.[199]  The XRD apparatus 
involves two movable arms that revolve around a stage.  One arm is the x-ray emitter, 
44 
while the other is a collector.  The angle between the emitter and the detector is measured 
as 2.  The intensity of the diffracted x-ray is plotted versus 2, and the spectrum can be 
used to determine chemical composition and crystal structure.  When the x ray diffracts 
off the crystal plane (hkl), that diffraction peak will occur at an angle 2θhkl, specified by: 
2𝜃ℎ𝑘𝑙 = 2 sin
−1 (
𝜆√ℎ2 + 𝑘2 + 𝑙2
2𝑎0
) 
Where h, k, l are the miller indices of the crystal plane and a0 is the crystal lattice spacing.  
The combination of crystal planes which allow for a diffraction peak and its relative 
intensity provide a “fingerprint” for a compound and, using databases, can easily identify 
the composition and crystal structure.[198] 
The XRD used for these experiments is the Bruker AXS D-8 HR XRD 
3.3.2. Spectroscopic Techniques: Optical and X Ray 
UV- Visible Spectroscopy 
UV- Visible Spectroscopy (UV-Vis) is a technique to determine the band gap of a 
material by exposing the sample to light ranging from Ultraviolet to the near Infra-Red and 
measuring the adsorption of each wavelength. 
 For UV-Vis spectroscopy, the following equations can be used to calculate 
important parameters such as band gap.   
 
For direct band gap semiconductors: 
 
      (11) 
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where α is the absorption coefficient, hω is the energy of incident photons, and Εg is the 
electronic band gap of the semiconductor.  Εg is the intercept of the straight line obtained 
by plotting (α hω)2 vs. hω. 
For indirect band gap semiconductors: 
    (12) 
Εg is the intercept of the straight line obtained by plotting the square root of (α hω) vs. 
hω. 
 The UV-Vis spectrometer used in these experiments was Perkin Elmer Lambda 950 
UV/Visible/NIR Spectrophotometer. 
Raman Spectroscopy 
Raman spectroscopy is a spectroscopic technique useful in characterizing the 
vibrational, rotational properties of a material system and investigate the internal structure 
of molecules and crystals.  When light interacts with a material, it can either be absorbed, 
scattered, or could pass through the material.  If the photon interacts with the electron cloud 
of the material, it will be scattered.  If the electron cloud distortion is the only interaction 
with the photon, then the frequency change of the photon will be very small, as the electrons 
in the cloud are relatively smaller and lighter.  This is known as elastic scattering, or 
Rayleigh scattering.  Rayleigh scattering is the dominant process in most photon/atom 
interactions.  However, if the photon passes through the electron cloud and interacts with 
the nucleus, then energy is transferred from the photon to the molecule, or form the 
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molecule to the photon.  This is inelastic scattering, and is known as Raman scattering.  
The signal from Raman scattering is significantly weaker than Rayleigh scattering, as only 
one photon in every 106 to 108 will exhibit Raman scattering[200]. 
 There are two mechanisms by which Raman scattering can occur.  If the photon 
transmits energy to the molecule and excites it from the m vibrational ground state to and 
excited n state, then the scattering is known as Stokes scattering.  However, if the molecule 
is already in an excited vibrational state, due to thermal energy or some other excitation, 
then the molecule will relax back to the ground state, m, and that excess energy will be 
transferred to the scattered photon.  This is known as anti-Stokes scattering.  Anti-Stokes 
scattering is significantly less intense than Stokes scattering and the Anti-Stokes transitions 
tend to diminish as the excitations are conducted at lower temperatures.  Typically, in 
Raman spectroscopy, Stokes inelastic scattering is the dominant process and contributes to 
the measured signal [200].  A comparison of the excitations involved during Rayleigh, 
Stokes, and anti-Stokes scattering can be seen in Figure 3.9. 
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Figure 3.9. Summary of elastic and inelastic scattering processes observed during Raman 
spectroscopy. 
A monochromatic laser source is most typically used to provide photons to induce 
Raman scattering in a material.  This laser could be Visible wavelengths (most commonly 
632 nm or 535 nm), UV (325 nm) or near infrared (nIR).  The frequency of the Raman 
scattered photon is shifted with respect to the frequency of the original excitation phonon, 
but the magnitude of the shift is independent of the excitation frequency.  This "Raman 
shift" is therefore an intrinsic property of the material in which the scattering occurs.  Since 
the Raman scattered photon has undergone a change in frequency, the conservation of 
energy mandates that some energy is transferred to the material system.  A definite Raman 
shift corresponds to excitation energy of the sample (such as the energy of a free vibration 
of a molecule).  For most materials, only a few vibrations and excitations are considered 
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"Raman active," meaning that some vibrations will contribute to the Raman scattering 
process.  The Raman spectrum obtained during spectroscopy is plotted as the intensity of 
the Raman scattered photons as a function of the frequency shift from the original 
excitation radiation, which is represented by wave number or inverse wavelength (cm-1).  
The Raman peaks allow for detection of different bond energies in the material lattice, 
which is very helpful in understanding phase transformations in some material systems. 
The Renishaw inVia Raman Microscope is used to obtain all the Raman spectra 
reported in this work and, most commonly, the excitation radiation source is a 633 nm 
HeCd red laser. 
Photoluminescence. 
 Photoluminescence (PL) spectroscopy analyzes the polarized emissions of a 
semiconductor when excited by an optical source.  If the energy of the incident phonon 
source is above the band gap of the semiconductor, this causes the formation of an exciton, 
with the electron and hole forming in the valence and conduction band at the same 
momentum space.  The exciton relaxes, in both energy and momentum, to the band gap 
minimum and emits a photon with the energy at this point.  This photon is detected in the 
spectroscopy system and gives the value of the minimum band gap transition.  The 
momentum and energy relaxation occurs by Coulombic scattering or phonon interactions.  
Coulombic scattering is more commonly known as Rutherford scattering and causes the 
dissipation of atomic energy by elastic collisions with neighboring particles.[201]  The 
other means of energy dissipation/relaxation is by vibrations of the crystal lattice, i.e. 
phonons.  This phonon mechanism necessitates a semiconductor with a direct band gap 
transition for room temperature PL; indirect band gap transitions rely upon phonons to 
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transition from the valence to the conduction band, therefore the photo induced exciton 
formed in PL will not have the same momenta and, therefore will not emit a characteristic 
luminesced photon, at least at room temperature.  “Cold PL” cools the semiconductor to 
sufficiently low temperatures (typically using liquid nitrogen) to restrict the phonons and 
allow for a photon to be emitted by the indirect band gap transition.  PL spectroscopy was 
attempted for many of the materials discussed in this dissertation, but was only 
significantly observed in tin sulfide nanowires. 
X-Ray Photoelectron Spectroscopy 
X Ray Photoelectron Spectroscopy (XPS) is a surface sensitive technique which 
measures the chemical composition of a compound and, most notably, the electronic state 
of each element.  This is done by irradiating the compound with x-rays, which interact with 
the atoms, leading to the emission of high energy electrons from the core levels.  The most 
common x-ray sources are Magnesium Kα (1253.6 eV) and Aluminum Kα (1486.7 eV).  
The energy of the emitted electrons can be described by the equation: 
𝐾𝐸 = ℎ𝑣 − 𝐵𝐸 − 𝜑𝑠 
where KE is the kinetic energy of the electron, hν denoting the excitation energy of the 
electron, BE the binding energy of the atomic orbital from which the emitted electron 
originated, and φs is the work function of the spectrometer.  Each element has its own 
unique set of ionization energies, which allows for elemental analysis.  Interestingly, the 
ionization resulting from the x-ray excitation leads to the separation of the p, d, and f 
orbitals.  This leaves vacancies in the p1/2, p3/2, d3/2, d5/2, f5/2, and f7/2 orbitals.  These split 
orbitals, due to spin, have the ratio of 1:2 for the p orbitals, 2:3 for d orbitals, and 3:4 for f 
orbitals.  Shifts in these ionization peaks can show the chemical potential or oxidation state 
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of the element in the compound from which it originated.  A schematic of a typical XPS 
measurement apparatus can be seen in Figure 3.10.   
 
Figure 3.10.  Schematic showing the typical set up and operating principle of an XPS.  The 
sample is bombarded with an x ray source, causing the emission of photo-electrons.  These 
electrons pass through an aperture into a hemispherical detector, which is composed of an 
inner and outer shell with a potential difference between each other.  These biases 
hemispheres act to guide the photo-emitted electrons to a multi-channel detector, which 
communicates with software to create the experimental spectrum.  The example spectrum 
used in the schematic is adapted from Cummins, et al.[202] 
 
The large hemispherical detector actual consists of an inner and outer hemisphere 
shells, which are biased so that a potential difference exists between them, known as the 
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pass voltage.  The potential difference acts to guide the emitted electrons through the 
hemisphere and to the detector, rather than the electrons colliding with the shells.  This is 
similar to the XPS system used in these measurements, the MultiLab 3000 by VG 
technologies and Al Kα radiation was used.  In this dissertation, XPS is most utilized in 
characterization of MoS2 and the effects of phase transitions from hexagonal to trigonal 
during chemical modification. 
3.4 Electrochemical and Electrocatalytic Characterization 
 The predominant method of analyzing the electrochemical and electrocatalytic 
performance of a material is by cyclic voltammetry sweeps in a three electrode 
electrochemical test cell.[203-206]  A schematic showing a typical electrochemical, three 
electrode setup is shown in Figure 3.11.  In the case of the majority of electrochemical 
analysis presented in these experiments, a 3 mm diameter (.070686 cm2) glassy carbon 
electrode acted as the conducting substrate on which the catalyst material was dispersed; 
this is referred to as the working electrode.  Other conducting substrates, such as stainless 
steel or fluorine doped tin oxide (FTO) or indium doped tin oxide (ITO) coated glass are 
commonly used as the working electrode substrate, but it is important that the substrate 
must be stable in the electrolyte chosen, as well as does not contribute any electrochemical 
or electrocatalytic activity, which is possible in FTO under certain conditions.  A unique 
consideration in these experiments, which focus on the exposure of metal oxide nanowires 
to reactive, sulfurizing environments, is the chemical stability of the substrate.  FTO reacts 
with H2S to form a tin sulfide layer, which is more resistive than the manufactured FTO 
and may impede the measurement of generated current.[196]  To normalize the effects of 
the working electrode substrate in the analysis of electrocatalytic activity of MoS2/MoOx 
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shell/core nanowires (discussed in Chapters 6 and 7), the nanowires were synthesized and 
subsequently chemically modified on stainless steel substrates.  The nanowires were then 
dispersed in ~5 – 10 µL of DI water and transferred to the glassy carbon electrode by drop 
casting.  In order to prevent delamination of the nanowires into the 0.5 M H2SO4 electrolyte 
during testing, a thin layer of 5% Nafion was applied to the working electrode surface.  
Nafion is a fluorinated polymer which facilitates proton exchange with the solution and 
provides mechanical support to the sample.  The Nafion coating has no effect on the 
overpotential to catalyze the HER reaction and, actually, decreases the measured current 
density generated by the catalyst. 
 
53 
Figure 3.11.  Schematic showing typically set up of three probe 
electrochemical/electrocatalytic testing set up.  The active catalyst material is loaded on 
the glassy carbon electrode (working electrode).  The silver chloride coated silver wire acts 
as the reference voltage (reference electrode) and the graphite rod acts as the counter 
electrode.  Nitrogen is bubbled into the system to purge oxygen. 
 
It is important to select a counter electrode which can efficiently accept all the current 
generated by the electrochemical activity of the working electrode/catalyst material.  In the 
case of hydrogen evolution, platinum mesh is the most common counter electrode, as it 
provides high surface area for current collection, but also facilitates the half reaction for 
hydrogen evolution.  In a p type semiconductor, platinum would not be an ideal counter 
electrode, as the oxygen evolution reaction (OER) would have to be facilitated by the 
counter electrode and platinum is not desirable for that application.  In these experiments, 
a large conducting graphite rod is used as the counter electrode.  Since we are analyzing 
the changes to catalysis of the HER, it is not appropriate to have an optimized HER 
electrocatalyst (platinum) in the system.  It is possible for platinum to be leeched into the 
solution, adsorbed onto the working electrode, or there is the possibility that the working 
electrode material may become absorbed onto the platinum mesh, potentially permanently 
poisoning the counter electrode.  For these reasons, electrocatalytic measurements typically 
used graphite as the counter electrode.   
 The reference electrode used in the majority of the electrochemical measurements 
in this dissertation is a silver chloride (AgCl) coated silver (Ag) wire in a 3 M potassium 
chloride (KCl) electrolyte.  This voltage reference set up has a potential of +0.210 V vs. 
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the reversible hydrogen electrode, which was calibrated against platinum coated carbon 
saturated with Hydrogen gas (SHE).  This forms the thermodynamic scale for the splitting 
of water, which is the production of hydrogen by reduction and molecular oxygen by 
oxygenation of the water.  The reactions are summarized as: 
2𝐻+ + 2𝑒− →𝐻2   (HER) 
𝐻2𝑂 →
1
2⁄ 𝑂2 + 2𝐻
+   (OER) 
The Gibbs energy of the total water splitting reaction is +237.2 kJ/mol, meaning that it is 
significantly non-spontaneous and requires an energy input to proceed.  This energy is 
calculated to be ~1.23 V using the Nernst Equation.  In photoelectrochemical water 
splitting, the valence band maximum and conduction band minimum must be separated by 
at least 1.23 V, i.e. the minimum band gap of the semiconductor to drive both the HER and 
OER.  In the case of electrocatalysis, the band edges are not necessarily important, as the 
semiconductor crystal acts as the site for catalysis of the hydrogen or oxygen evolution 
reaction.   
 Cyclic voltammetry in the three electrode set up helps to establish the onset 
potential of the electrochemical reaction.  In a completely catalytic inactive system, e.g. 
bare glassy carbon, a cyclic voltammagram (CV) will only exhibit capacitive current 
between the working electrode and the counter electrode.  A typical CV of a blank glassy 
electrode in 0.5 M H2SO4 in the three electrode set up with a graphite counter electrode is 
shown in Figure 3.12. 
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Figure 3.12.  Cyclic voltammagram of blank glassy carbon, demonstrating capacitance 
between the working electrode and the counter electrode. 
 
When there is electrochemical or electrocatalytic activity at the working electrode surface, 
i.e. the active material, then that capacitance is superseded and the generated current 
density increases dramatically.  The voltage required to overcome this capacitance is the 
electrochemical “on set” potential, also referred to as the overpotential to drive the reaction.  
The generated current density is calculated based on the exposed geometric surface area.  
In the case of nanowire arrays, the geometric area is not equal to the electrochemically 
active surface area, but it simplifies analysis and standardizes the generated density.  In 
most electrochemical and electrocatalytic materials for the HER, typically the voltage 
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required to drive 10 mA/cm2, which corresponds to an optimal efficiency to operate large 
scale water splitting operations.  However, since the actual amount of material used in the 
catalysts measurement, as well as the actual surface area is different for every literature 
report, the “mA/cm2” parameter is subjective in many cases. 
 An important analytical tool which can be extracted from an electrochemical CV 
curve, especially in HER catalysis is the Tafel slope.  This is calculated by plotting the 
logarithm of the current as the x axis and the overpotential (voltage) as the y axis.  The 
measured slope of the CV after the catalytic on set, with units of mA/decade, gives insight 
into which reaction component of water splitting is the rate limiting step.  Typically, there 
are three elementary rate-determining reactions involved in hydrogen catalysis at an active 
catalyst surface.  Specifically, the proton adsorption (known as the Volmer (eq. 1) step), 
followed by either (a) the evolution of molecular hydrogen by the combination of an 
adsorbed proton and a proton from solution (Heyrovsky (eq. 2) step), or (b) the 
combination of two adsorbed protons (Tafel (eq. 3) step).[207, 208] Reaction pathways are 
either Volmer-Heyrovsky (1-2) or Volmer-Tafel (1-3). 
Volmer:     (1) 
Heyrovsky:    (2) 
Tafel:     (3) 
Experimental observation and kinetic modeling show that if the adsorption of a 
proton, i.e. the Volmer step, is the rate-determining step, then a Tafel slope of ~120 
mV/decade should be observed.  However, if the evolution of molecular hydrogen is the 
rate-determining step, then a Tafel slope of ~40 mV/decade or ~30 mV/decade should be 
observed, indicative of the Heyrovsky or Tafel steps respectively.[15, 207, 208]  It is 
adsHeH 

2HeHHads 

2HHH adsads 
57 
important to understand that these values will only hold if the same rate-determining step 
is homogeneous throughout the catalyst.  However, this is rarely the case. Multiple 
reactions occur at any given applied potential as a consequence of different reaction sites.  
Due to this convolution of reactions, a higher Tafel slope, nearer to 120 mV/decade, 
indicates predominantly adsorption limited, while a lower Tafel slope is indicative of an 
evolution limitation. 
The combination of all of these characterization techniques, both crystallographic 
and electrochemical, assists in providing a clear understanding of the processes occurring 
in crystal phase transformation, both the change in crystal morphology, as well as the 
effects of this transformation on the electronic and chemical material properties. 
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CHAPTER IV: MOLYBDENUM OXIDE TO MOLYBDENUM SULFIDE
 As mentioned earlier in this dissertation, one of the key parameters in the design of 
a strong catalytic material is optimization of the exposed surface area.  Especially with a 
material such as MoS2, which has very anisotropic properties, i.e. only active at crystal 
edge sites[169, 209], the need for carefully synthesized morphologies is great.  This edge 
site dependent chemical activity is very applicable to electrocatalysis of the hydrogen 
eveolution reaction; the edge sites provide very efficient catalytic sites at the crystal edges, 
while the larger basal is completely chemical and catalytically inert.[33]  A multitude of 
different morphologies have been attempted to optimize the anisotropy of MoS2 for 
electrocatalysis, typically involving dispersions of particles[31], complex gyroid 
structures[34], CVD grown single crystals[33], vertically oriented sheets[35-37], carbon 
co-catalysts and graphene supports[32], etc.  Many of these morphologies suffer from low 
surface area and are only available on small scale.  The use of 1D morpholiges, formed by 
phase transformation, creates a high surface area for catalytic material using scalable 
methods.  The effectiveness of 1D morphologies for improved catalysis has been shown in 
silicon microwires[210, 211] and, by design, are the ideal catalytic architecture.[82]  This 
motivation lead to experiments with synthesis of MoS2 in a one dimensional nanowire 
structure.  This is achieved by phase transformation of MoO3 nanowire arrays by reaction 
with H2S gas.  The result is a MoS2 crystalline shell on a reduced conducting MoOx core, 
which exhibits strong HER catalytic properties and excellent stability in acid.  Figure 4.1 
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shows a summary schematic and this chapter will discuss in detail the synthesis and 
characterization. 
 
Figure 4.1. Summary schematic of the MoS2/MoOx shell/core nanowires, highlighting by 
HRTEM the crystal structure.  The plot shows the normalized current and strong stability 
in acidic media.  Published by Chen, et al., 2011[212] © American Chemical Society, 2011. 
 
 First, the MoO3 nanowire array is grown using Hot Filament Chemical Vapor 
Deposition (HFCVD), which has been used in the synthesis of other metal oxide nanowire 
arrays.[100, 194]  A 6 foot molybdenum metal wire is coiled around two, 6.5” ceramic 
cylinders, which is placed in a 2” diameter quartz tube reactor, with a base pressure of ~10-
3 Torr.  Due to the almost “sputtering” effect of the HFCVD and no need for a catalyst, 
practically any substrate, under the right conditions, can be used as a growth platform for 
the metal oxide nanowire arrays, but most commonly quartz, stainless steel, SiO2/Si wafers, 
or fluorine doped tin oxide (FTO) coated glass (15 Ω/⧠) were utilized.  In order to convert 
these nanowires to MoS2, at least in these initial experiments done in collaboration with 
Zhebo Chen and Tom Jaramillo at Stanford University, the MoO3 nanowire arrays were 
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reacted in 10% H2S / 90% H2 for 1 hour.  These experiments were carried out at incremental 
temperatures in order to optimize the HER catalytic performance.  A schematic showing 
the reactor set up for HFCVD, as well as reaction scheme can be seen in Figure 4.2.   
 
Figure 4.2.  Schematic showing reaction scheme of, first, MoO3 nanowire arrays by 
HFCVD, then exposure to H2S to form MoS2 shell on a reduced MoOx nanowire core.  This 
image was adapted from figure appearing in a presentation by Zhebo Chen. 
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Figure 4.3.  SEM imaging showing the external morphology of the nanowires array.  A) 
shows the as grown MoO3 nanowires, then the morphology at sulfurization of B) 200°C, 
C) 300°C, D) 400°C, E) 500°C, and F) 700°C.  There is some slight thinning of the 
nanowires at higher temperatures, as well as some evidence sintering/agglomeration.[196] 
Published by Chen, et al. © American Chemical Society, 2011. 
 
The incremental temperature of reaction between the MoO3 nanowires in the 10% 
H2S atmosphere helps to determine the optimal temperature for MoS2 shell formation.  The 
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reaction was performed in 100° intervals beginning at 200°C.  Even at temperature as high 
as 700°C, the nanowire morphology is still maintained, due in part to the low reaction 
pressure.  Bulk MoO3 typically sublimes at 600° to 700°C[213], but in the case of the low 
pressure, reducing atmosphere, the MoO3 nanowires tend to agglomerate, but also may be 
thinning at higher temperatures.  SEM images showing the maintenance of the nanowire 
morphology at various temperatures of sulfurization are shown in Figure 4.3. 
HRTEM analysis of the H2S exposed nanowires shows that a conformal epitaxial 
layer of crystalline MoS2 has grown on the surface of the MoO3 nanowire, which maintains 
its single crystallinity (Figure 4.4).  The MoS2 shell grows with the basal plane (100) 
parallel to the nanowire growth direction.  The thickness of the MoS2 shell increases with 
the increase in reaction temperature, as expected.  At 200°C, ~ 3 nm MoS2 shell is formed, 
which maintains a single crystalline nature (Figure 4.4B).  As the H2S reaction temperature 
increases, the actual thickness of the nanowire shell does not increase quickly, ~3 nm at 
200°C, ~5 nm at 300°C, ~ 7 nm at 400°C, ~10 nm at 500°C, and ~12 nm at 700°C (Figure 
4.4 B – F).  This slow increase in reaction progression is due to the strong diffusion limits 
of the layered MoS2 structure; these diffusion limitations continue to increase with shell 
thickness.  Interestingly, the polycrystallinity of the MoS2 shell increases with reaction 
temperature, with the grain boundaries increasing from practically nonexistent at 200°C, 
to the formation of large grains at 700°C, which exhibit a polycrystalline nature, but still 
maintain the oriented growth of the basal plane parallel to the nanowire length. 
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.  
Figure 4.4.  HRTEM imaging of the internal morphology of the MoS2/MoO3 shell/core 
nanowires.  A) As grown, single crystal MoO3 nanowire.  Reaction with H2S at incremental 
temperatures B) 200°C, C) 300°C, D) 400°C, E) 500°C, and F) 700°C shows the increase 
in shell thickness, as well as formation of grain boundaries in the crystalline shell with 
increased temperature.[196] Published by Chen, et al. © American Chemical Society, 
2011. 
 
 X ray diffraction (XRD) analysis (Figure 4.5) of the nanowires grown at ~300°C 
shows that the MoO3 nanowire core has been partially reduced to form tetragonal MoO2 
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(PDF 00-002-0422), as well as other molybdenum sub oxides, shown by prominent XRD 
peaks from (100), (101), and (211) MoO2 crystal planes.  Signal from 2H-MoS2 (PDF 00-
02-0132) is generated from the MoS2 shell.  For comparison, the as grown MoO3 nanowires 
show phase purity of orthorhombic MoO3 (PDF 00-001-0706).  While MoO3 has a band 
gap of ~ 3 eV[214], the reduced molybdenum oxide shows conducting, almost metallic 
properties from the high concentration of oxygen vacancies.[215, 216]  This reduced 
molybdenum oxide core provides for a “metallic”, high surface area support for the MoS2 
electrocatalyst. 
 
Figure 4.5.  XRD analysis of the as grown MoO3 nanowire array (blue curve) on 
amorphous quartz, showing phase purity of orthorhombic MoO3 (blue).  After sulfurization 
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(black curve), there is no signal from MoO3, but instead MoO2 (black) and MoS2 (red).  
The asterisks at ~38, ~45, ~65, and ~77 2θ correspond to metallic Aluminum from the 
XRD instrument substrate.  Modified from Cummins, et al. [195] 
 
 The reaction of MoO3 in a reducing H2S reactor has multiple reaction pathways to 
from MoS2, by either direct conversion of the oxide, or that the molybdenum oxide is first 
reduced, then reacted.  The two most common reaction pathways are: 
 dG = -1609 kJ 
 dG = -670 kJ 
Thermodynamically, there is no limitation to the complete conversion of the molybdenum 
oxide to 2H MoS2.  However, experimentally, there seems to be a limitation on the 
thickness of the MoS2 shell formed.  Since these limitations are not due to the reaction 
thermodynamics, they must be diffusion and kinetics based.  As mentioned previously, 
there are strong diffusion limits for species to diffuse between the 2D MoS2 layers through 
the chemically inert MoS2 basal planes.  Typically, sulfur has a low diffusion coefficient 
in many metal oxides, which further contributes to the diffusion limitations of the 
MoO3/MoS2 conversion.  The average rate of diffusion (D) for sulfur through an oxide, as 
well as a sulfide, is very low, while the kinetics of the reaction (k) tend to be significantly 
higher.  The length of the reaction, which is a measure of how far the reaction can proceed 
and is defined as: 
(𝐷 𝑘⁄ )
0.5
 
223 3272 SOMoSSMoO 
222 3 SOMoSSMoO 
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It is these diffusion and kinetic limitations inherent in the formation of a layered 
chalcogenide which leads to the shell/core structure, compared to complete conversion of 
Kirkendall-induced hollowing. 
 The electrochemical activity of the MoS2/MoOx nanowire arrays is tested using a 
three probe electrocatalytic set up in 0.5 M H2SO4 (pH = 0), with a graphite counter 
electrode and a saturated mercury electrode (Hg/HgSO4 in saturated K2SO4) and subjected 
to cyclic voltammetry; this is reported in Figure 4.6.  As expected, the bare MoO3 
nanowires are not stable in acid and degrade during electrochemical testing.[217]  As soon 
as a very thin layer of MoS2 is grown on the surface (at 150°C), the degradation of the 
molybdenum oxide is significantly reduced and evolution of molecular hydrogen is 
observed, shown in Figure 4.6A.  It is found that the optimal HER electrocatalytic activity 
is found for the nanowires grown at 200°C (in this particular study).  As the temperature 
increase, the grain boundaries in the MoS2 shell increase, as well as agglomeration of the 
nanowires begins to occur, which lowers the surface area exposed for catalysis, shown in 
Figure 4.6B.  The resistance of the solution and measurement set up (~ 14 Ω) is accounted 
for by iR correction, i.e. 
𝑉𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝑉𝑒𝑥𝑝 − 𝑖𝑅𝑠 
where Vexp is the experimentally obtained voltage, i is the measured current and Rs is the 
solution resistance. 
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Figure 4.6.  A) Cyclic voltammagram of MoO3 nanowire array as grown (blue) and after 
exposure to H2S at 150°C (red curve).  B) Voltammetry of the sulfurized nanowires at 
200°C (black curve) and 300°C (yellow curve).  The electrochemical activity of bare FTO 
coated glass is shown (green) for comparison.  The inset highlights an electrochemical 
degradation reaction from the MoO3 core, which occurs at 150°C, but is not observed at 
200°C.  C) Effects on the electrochemical voltammagram after iR correction.  D) Tafel 
slope analysis of the MoS2/MoOx shell core nanowires after iR correction.  E) Comparison 
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of the MoS2 nanowire structure’s Tafel slope to other literature reported 
electrocatalysts.[196] Published by Chen, et al. © American Chemical Society, 2011. 
 
This iR correction allows for accurate determination of the Tafel slope and the rate limiting 
mechanism of hydrogen catalysis at the sample surface (Figure 4.6C).  After iR correction, 
the Tafel slope of the MoS2/MoOx shell/core nanowire arrays is ~50 mV/decade, which is 
sufficiently low when compared to other catalytic metals (Figure 4.6 F).  At the optimized 
reaction conditions, the shell/core MoS2 coated MoOx core nanowires show a favorable 
HER onset potential of ~150 mV vs. RHE and a geometric current density of 20 mA/cm2 
at < -0.3 V vs. RHE. 
 These MoS2/MoOx nanowires show the potential to be a great architecture for 
electrocatalytic water splitting, but there are some limitations to this architecture.  As 
grown, the basal plane of MoS2, which has been shown to be catalytically inert, grows 
parallel to the nanowire growth direction, which means that relatively few catalytically 
active crystal edge sites are available for water splitting.  If these nanowires can be 
modified in order to expose more catalytic sites or chemically altered to make the basal 
plane effective for catalysis, as shown in 1T – MoS2 2D sheets[28, 37], the shell/core 
nanowire architecture (highly conducting with high surface area) could be an optimal 
morphology for an electrocatalyst material.  In this dissertation, lithium intercalation is 
used to attempt a crystal phase transformation in the MoS2 nanowires, along with attempts 
to electrochemically “activate” the MoS2 surface by using a strong reducing agent/electron 
dopant and these results are discussed in Chapter V. 
69 
CHAPTER V. CHEMICAL MODIFICATION OF MoS2 SHELL/CORE NANOWIRES
 As discussed briefly in Chapter 2, the chemical modification of 2D layered 
materials has been well researched, at least from the point of view of experimental 
techniques.  This is especially true in the lithium exfoliation of MoS2 particles to from 2D, 
single layered sheets.  The lithium intercalation is believed to apply a strain on the MoS2 
lattice, cause the crystal phase transformation from bulk hexagonal (2H) to a metastable 
trigonal (1T), which has dramatically different electronic properties.  Voiry, et al. have 
recently shown experimentally that this metastable 1T phase does not seem to suffer from 
the anisotropic catalytic properties as bulk 2H; both the basal and edge planes seems to be 
electrocatalytically active for HER.[28, 29]  This recent observation has lead researchers 
to lithium intercalate various structure of MoS2, attempting to improve catalysis.[37, 38] 
Despite this preliminary work, there still remains a gap in the understanding of the actual 
mechanism of improved electronic properties and catalytic activity.  In this chapter, the 
MoS2/MoOx shell/core nanowires are intercalated with lithium to attempt this 2H to 1T 
phase transformation, as well as provide insight into the actual mechanism of improved 
catalysis.  In the second section, a strong reducing agent, hydrazine (N2H4) is used to study 
the effects of electron donation in this 1D shell/core system. 
5.1. Lithium Intercalation of MoS2 Nanowires. 
As described in Chapter 4, MoS2/MoOx shell/core nanowires have been 
successfully synthesized by the reaction of MoO3 with H2S.[196]  The thickness of the 
MoS2 shell, i.e. the progression of the reaction, can be manipulated by the pressure of the 
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H2S atmosphere.  In these experiments, a thicker, 8 – 10 nm MoS2 shell is grown on the 
single crystal MoOx core by reacting in a ~15 Torr 99% H2S atmosphere at 300°C for 2 
hours.  This ensures that the reduced oxide core is not exposed when the nanowires are 
testing in acidic media for HER catalytic activity.  At the time of the writing of this 
dissertation, this work has been submitted and is under review.  The majority of the figures 
in this section are taken from this manuscript.[202] 
 
Figure 5.1. A) SEM of as grown MoS2/MoOx shell/core nanowire array. B) HRTEM of as 
grown nanowire, showing crystalline oriented MoS2 shell on single crystal MoOx core. C) 
SEM of the MoS2/MoOx nanowires after lithium intercalation. D) HRTEM showing the 
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disordered MoS2 shell after lithium intercalation. E) SEM image of bulk MoS2 powder. F) 
SEM image of chemically exfoliated MoS2 sheets. G) STEM imaging of 1T-MoS2 
chemically exfoliated 2D sheets. 
The as-grown, “thick shelled” MoS2 nanowires has a single crystalline shell (with 
some low angle grain boundaries) on a single crystal reduced MoOx core.  At first glance, 
the nanowires do not seem to change their overall morphology, which can be seen by SEM 
in Figure 5.1A.  HR-TEM (Figure 5.1B), however, shows that the shell/core morphology.  
It should be noted that the MoS2 layers (interlayer spacing of 6.2Å) grow parallel to the 
growth axis of the nanowire.  As discussed in Chapter 2, the larger, basal plane of MoS2 is 
chemically inert, compared to the metallic, “edge” sites.  In the as-grown nanowires, these 
edge sites are not well exposed to provide sites for the catalysis. 
 In an attempt to take advantage of the high surface area morphology of the nanowire 
array and also to increase the catalytic activity of the MoS2 shell, the intercalation of lithium 
was proposed.  The MoS2 shell nanowires were soaked in tert butyl lithium solution from 
12 to 24 hours, then rinsed vigorously in DI water to remove lithium.  As seen in Figure 
5.1C, the nanowire morphology is maintained after lithium intercalation.  Due to the liquid 
processing, the entire nanowire film is delaminated from the substrate, but the individual 
nanowire structure is maintained.  HRTEM analysis (Figure 5.1D), however, shows that 
the ordered MoS2 shell has been severely disrupted, leading to polycrystalline domains 
with random orientations.  This is due to the large volume expansions observed during 
lithium intercalation.[218, 219]  As discussed previously, bulk MoS2 particles (Figure 
5.1E) has a hexagonal structure, known as 2H-MoS2.  A metastable phase of MoS2 with an 
octahedral crystal structure (1T-MoS2) has been shown to have significantly different 
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electronic properties than the stable, bulk 2H phase.  For comparison, bulk MoS2 powder 
was intercalated with lithium in the exact same manner as the nanowires, leading to single 
layer, 2D sheets composed primarily of 1T-MoS2, as seen in Figure 5.1 F and G.  
 
Figure 5.2. Raman spectroscopy for MoS2 architectures: “as grown” MoS2 nanowires 
(black curve), MoS2 nanowires following lithium intercalation (red curve), chemically 
exfoliated 1T-MoS2 sheets (green curve), and 2H-MoS2 sheets (blue curves). 
 
Since the intercalation of lithium has been shown to induce a phase change in MoS2 
from trigonal 2H to orthorhombic 1T, more characterization is necessary to determine 
whether any phase transition has occurred in the intercalated nanowires.  Raman 
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spectroscopy is a reliable method to identify the predominant phase of MoS2.  The stable 
2H-MoS2 has strong Raman shifts at ~382 and 407 cm
-1, which correspond to the E12g and 
A1g, respectively.  The broad peak at 454 cm
-1, which is a convolution of a second order 
zone-edge phonon peak, 2LA(M), and a first order optical phonon, A2u.[220, 221]  The 
metastable 1T-MoS2 has unique vibrational modes at ~150 (J1), ~220 (J2), and ~325 cm
-1 
(J3).[131]  Figure 5.2 compares the Raman spectra of the MoS2 nanowires, both as grown 
(black curve) and after lithiation (red curve), as well as chemically exfoliated 1T-MoS2 
sheets (green curve) and 2H-MoS2 flakes (blue curve).  The J2 and J3 Raman modes are 
clearly evident in 1T-MoS2 sheets, but are no present in the nanowires, either before or 
after lithiation, which demonstrates that no detectable phase transition has occurred during 
the lithiation of the nanowires. 
 
Figure 5.3.  XPS analysis of various MoS2 architectures, focusing on the core level binding 
energies for molybdenum and sulfur. 
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 To further characterize the effect of lithium intercalation on the crystal structure of 
the MoS2 nanowires, x ray photoelectron spectroscopy (XPS) is performed.  Figure 5.3 
clearly shows the core level binding energies of molybdenum, corresponding to trigonal 
prismatic 2H-MoS2 with strong peaks at 229 and 232 eV, denoting Mo
4+ 3d5/2 and Mo
4+ 
3d3/2.  Deconvolution shows the signal for Mo
6+ 3d5/2 and 3d3/2 at 232 and 236 eV, which 
arises from the reduced MoOx core.  After exposure to lithium, the Mo
4+ binding energy is 
unaffected, but a new signal corresponding to Mo6+ shows that the lithium has affected the 
MoOx core, further reducing it.  Analysis of the sulfur core level binding energies shows 
the 2H-MoS2 characteristic S 2p3/2 and 2p1/2 energies at 162.5 and 163.6 eV.  The lithium 
intercalation of the nanowires shows no effect on the sulfur oxidation states.  In contrast, 
XPS analysis of the chemically exfoliated 1T-MoS2 shows a positive 0.9 eV shift in binding 
energies, in both Mo 3d and S 2p energies.[25, 131, 222]  This is clearly evident in 
spectrum in Figure 5.3.  This shows that no crystal phase transition has occurred during the 
lithium intercalation of the MoS2/MoOx shell/core nanowires. 
 
Figure 5.4.  A) Linear voltammagrams of MoS2 architectures: 2H-MoS2 sheets (blue 
curve), 1T-MoS2 sheets (green curve), as-grown MoS2/MoOx shell/core nanowires (red 
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curve) and lithium intercalated MoS2/MoOx nanowires (black curve). B) Tafel slope 
analysis of the MoS2 architectures. 
 
 To see the effect of the increased surface area of the intercalated nanowires, linear 
voltammetry is performed to gauge catalytic activity.  The voltammagrams can be seen in 
Figure 5.4A.  The as-grown MoS2 nanowires (red curve) show an on-set potential for the 
HER of -0.200 V vs. RHE and a current density of ~4 mA/cm2 at -0.35 V.  After the 
intercalation of lithium into the nanowires (black curve), resulting in the disruption of the 
ordered, MoS2 crystalline shell, the overpotential necessary to drive the HER reduced to 
~0.150 V vs. RHE and the generated current density increases six fold, ~25 mA/cm2 at -
0.35 V.  This improvement in catalytic on-set potential is due directly to the increased 
exposure of active MoS2 edge sites, but the catalysis is also improved by the continued 
reduction of the MoOx core, which provides greater conductivity of the nanowire array and 
allows for better carrier transport, which assists in the catalysis.  2D sheets of 
semiconducting 2H-MoS2 sheets (blue curve), which have low conductivity, as well as low 
surface area, show poor catalytic activity, with an on-set potential of -0.250 mV vs. RHE 
and a current density of ~1.5 mA/cm2.  The chemically exfoliated 1T-MoS2 sheets (green 
curve) shows a favorable on-set potential of -0.150 mV vs. RHE, comparable to the 
intercalated nanowires, and a current density of ~20 mA/cm2.  The metallic nature of the 
1T sheets allows for better charge transport, which leads to the improved catalysis[28], but 
it is still inhibited by low surface area, which is overcome by the conducting, high surface 
area nanowire architecture. 
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 Figure 5.4B shows the Tafel slope analysis for the various experimental MoS2 
architectures.  The semiconducting 2H-MoS2 flakes show a Tafel slope of ~136 mV/decade 
(blue curve), which denotes that the adsorption of protons onto the catalyst surface (i.e. the 
Volmer reaction) is the rate limiting step.  The chemically exfoliated, 1T-MoS2 sheets show 
a significantly lower Tafel slope (~56 mV/decade), which shows that the rate limiting step 
has changed from adsorption (Volmer step) to the evolution of hydrogen from the catalyst 
(Heyrovsky and Tafel steps).  The chemical exfoliation and resulting crystal phase 
transformation has fundamentally changed the catalytic site.  In contrast, the as grown 
MoS2/MoOx core shell nanowires show a Tafel slope of 83 mV/decade, which indicates a 
combination of hydrogen adsorption and evolution as the rate limiting step, but the 
adsorption onto the catalytic site is still the dominant rate limiting step.  After the 
intercalation of lithium into the shell/core nanowire, the Tafel slope decreases to 52 
mV/decade, similar to the 1T-MoS2 sheets.  This shows a change in the rate determining 
step, which shows that catalytically active site has changed, indicative of the freshly 
exposed active edge sites from the crystal disruption of the MoS2 shell.  For comparison, 
Figure 5.5A shows the catalytic activity of bulk MoS2 powder, prepared for 
electrochemical testing in a similar method as the nanowires and 2D sheets.  The bulk MoS2 
requires a significantly high overpotential to drive the HER, ~0.8 V vs. RHE and has poor 
conductivity, thus low current density.  The high Tafel slope of ~155 mV/decade shows 
the poor kinetics. 
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Figure 5.5. A) Linear Voltammagram of bulk MoS2 powder. B) Tafel slope analysis of 
bulk MoS2 powder. 
 
 
Figure 5.6.  EELS spectrum of lithium intercalated MoS2/MoOx shell/core nanowires, 
showing strong signal for sulfur, molybdenum, and oxygen.  The inset focuses on the 
location of the lithium edge (65 eV).  This shows very minimal signal for the presence of 
lithium. 
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 It is possible that some intercalated lithium may remain intercalated in the MoS2 
shell lattice of the nanowires, even after the vigorous water washing.  To confirm that all 
the intercalated lithium has been effectively removed, electron energy loss spectroscopy 
(EELS) was performed.  Figure 5.6 shows the strong signal resulting from the Sulfur edge 
(165 eV), Molybdenum edge (227, 392, and 410 eV), and Oxygen edge (532 eV).  The 
inset focuses on the location of the Lithium edge (65 eV).  The EELS spectrum was 
obtained in multiple spots on different nanowires and showed no trace of lithium signal.  
The spectrum shown reveals the weakest trace of lithium.  This shows that, predominantly, 
the lithium has been removed from the nanowires and only trace amounts may remain in 
the lattice or adsorbed on the surface.  The nanowires are essentially washed again when 
they are dispersed in DI water for transfer to the glassy carbon electrode, so it is virtually 
impossible that lithium is contributing in any way to the catalytic activity.   
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Figure 5.7. A) Normalized Current density of MoS2 nanosheets and nanowires during step 
by step annealing. B) Change in Tafel slope of MoS2 nanosheets and nanowires during step 
by step annealing. C) Linear voltammagrams showing the HER catalytic activity of 
lithitated nanowires during step by step annealing. D) Linear voltammagrams showing 
HER activity of 1T-MoS2 during step by step annealing. 
 
 It is well known that metallic octahedral 1T-MoS2 is a metastable phase and will 
convert back to stable, semiconducting trigonal 2H-MoS2 under mild annealing.  Step by 
step annealing was performed on the chemically exfoliated flakes and the lithiated 
nanowires and the effect on catalytic activity is measured and can be seen in Figure 5.7.  
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As expected, the catalytic activity of the 1T-MoS2 changes significantly during the 
annealing process, due to the crystal phase transition from 1T to 2H phase.  The 
overpotential required to drive the HER reaction increases linearly with increasing 
temperature while the current density decreases; similarly the Tafel slope increases with 
annealing temperature, showing a change in the catalytically active site.  In contrast, the 
lithiated MoS2/MoOx nanowires show almost no change in HER on-set potential as the 
sample is annealed and the Tafel slope remains unchanged, demonstrating that there is no 
change in the catalytically active site.  The current density of the lithiated nanowires 
slightly decreases as the sample is annealed, but not to the extent as the 1T-MoS2 2D sheets.  
This current density reduction, but no change in onset or Tafel slope in the nanowires is a 
result of physical agglomeration of the nanowires during annealing; there is no effect on 
the active site, but the actual surface area is reduced. 
 In conclusion, the goal of these experiments was, initially, to expose MoS2/MoOx 
shell/core nanowires to lithium solution in order to induce a crystal phase transformation 
from bulk trigonal prismatic 2H-MoS2, which has semiconducting properties and is 
relatively poor for catalysis to the metastable octahedral 1T-MoS2, which as metallic 
properties and has been shown to be highly active in catalyzing the hydrogen evolution 
reaction.  After extensive characterization, it was observed that no crystal phase transition 
occurred during the lithium intercalation, i.e. the MoS2 shell maintained its stable 2H-MoS2 
phase.  The lithium intercalation instead caused a large volume change, which lead to the 
large expansion of the MoS2 shell and, upon relaxation, destroyed the ordered layered 
structure, leading to polycrystalline MoS2 domains with random orientations.  These 
random orientation dramatically exposed more “edge sites” of the MoS2, which increased 
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the active area for HER catalysis.  While not being a crystal phase transformation, the 
crystal structure was modified to improve the overpotential required to drive the catalysis, 
as well as increasing the generated current density during electrocatalysis. 
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5.2. Exposure of MoS2 Nanowires to Reducing Agents 
 It has been shown that lithiation of bulk MoS2 causes the donation of an electron to 
the lattice, causing a 60° tension in the structure, changing the properties from 
semiconducting to metallic and improving the catalytic properties of the exfoliated 
sheets.[131]  The molecular orientation shift from trigonal prismatic to octahedral is 
attributed to the donation of an electron from lithium, but no other electron donors have 
been investigated.  In the production of graphene, hydrazine (N2H4) is a common reducing 
agent and “electron dopant” in conversion of graphene oxide (GO) flakes to reduced 
graphene oxide (rGO).[223, 224].  The effects of these reducing agents/electron donors in 
layered transition metal chalcogenides has not been reported.   
 In this section, hydrazine is used to chemically modify the surface of the 1D 
MoS2/MoOx shell/core nanowires.  A brief exposure to N2H4 significantly improves the 
HER catalytic activity of the nanowires, requiring a low onset potential of <100 mV vs. 
RHE and an exponential improvement in current density.   
 In the preparation of these nanowires to observe the surface effects, a thinner 
MoS2 shell (1 – 3 nm) was grown on the MoOx core by reacting at low pressures (~100 
mTorr) in 99% H2S at 300°C for the two hours.  In order to treat the nanowires with 
hydrazine, a 1% by volume solution of N2H4 in water was dropped (5 µL) directly on the 
nanowire array and allowed to dry in air (~10 – 15 minutes).  For electrochemical testing, 
this array was dispersed in DI water and applied to a glassy carbon electrode; this second 
dispersion reduces the agglomeration of the treated nanowires.   
 Figure 5.8A shows SEM of the as-grown vertically oriented MoS2/MoOx 
nanowires.  SEM images of the drop cast nanowire array merely shows the viscous N2H4 
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solution, which is what necessitates the second dispersion in DI water.  SEM of the 
hydrazine treated nanowire array shows that the nanowire morphology is still maintained, 
as seen in Figure 5.8B. 
 
Figure 5.8. A) SEM image of the as grown MoS2/MoOx shell core nanowires grown on 
SiO2 substrates.  B) SEM of the hydrazine treated nanowires, showing the maintenance of 
the 1D morphology. 
 
 Under HRTEM, the as grown nanowires show the shell/core structure, having a 1 
– 3 nm MoS2 shell on the single crystal oxide core.  The MoS2 shell exhibits the 
characteristic interlayer spacing of 6.2 Å for semiconducting 2H-MoS2, as seen in Figure 
5.9A.  Figure 5.9B shows the crystallographic structure after exposure to the 1% hydrazine.  
There is no noticeable disruption of the ordered MoS2 shell, as seen during the lithium 
intercalation.[202]  Upon analysis of the interlayer spacing, the hydrazine treated 
nanowires show an average interlayer spacing of ~5.7 Å.  This decrease of interlayer 
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spacing is not indicative of intercalation, which would lead to an increase in the spacing 
[37], even though it has been shown that it is possible for hydrazine (N2H4) molecules to 
intercalate into bulk MoS2 [225].  Since the d spacing of the material decreased, simple 
intercalation cannot be the observed mechanism; the effects of hydrazine on the nanowires 
structure can be seen in Figure 5.9B. 
 
Figure 5.9. A) HRTEM of the as grown “thin shelled” MoS2/MoOx shell/core nanowire, 
with the thin 1 – 3 nm shell with interlayer spacing of ~6.2 Å.  B) HRTEM of the 
MoS2/MoOx shell/core nanowire after exposure to 1% Hydrazine.  There is no significant 
disruption of the order MoS2 crystalline shell, but the average interlayer spacing has 
decreased to ~5.7 Å. 
 
Though it appears that there appears to be no significant modification of the MoS2 
crystal structure, the electrocatalytic activity of the nanowires increases significantly, as 
seen in Figure 5.10.  The nanowires were dispersed in DI water and applied to a glassy 
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carbon electrode for testing in a three-electrode electrochemical setup, with 0.5 M H2SO4 
as the electrolyte. 
 
Figure 5.10. A) Linear voltammagrams of the as grown MoS2/MoOx shell/core nanowire 
(1-3 nm shell) and after exposure to 1% hydrazine.  B) Tafel slope analysis of the as grown 
and hydrazine treated nanowires.  The Tafel slope of platinum wire is shown for 
comparison. 
 
The thin shelled, as grown nanowires show an HER on set potential of -200 mV vs. RHE 
and a current density of ~ 2 mA/cm2 at -0.4 V vs. RHE.  After the 10 minute exposure to 
dilute hydrazine, the overpotential required to drive the HER is improved to < 100 mV vs. 
RHE.  The Tafel slope of the nanowires decreases from 75 mV/decade, indicative of 
limited proton absorption sites (Volmer reaction)[15], combined with limited evolution of 
molecular hydrogen via  the Hevrovsky mechanism.  After the exposure to hydrazine, the 
Tafel slope decreases to 60 mV/decade.  This is not a dramatic change in Tafel slope, but 
indicates that the adsorption of hydrogen has been facilitated by the hydrazine.  This could 
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be indicative that more electrons have been accumulated on the surface, providing sites for 
protons.  The Tafel slope of the hydrazine treated nanowires is nearing the ideal HER 
electrocatalyst, platinum, with a Tafel slope of 30 mV/decade.[207] 
 To further characterize the effect of hydrazine on the MoS2/MoOx shell/core 
nanowires, the crystal structure was analyzed using Raman and XPS spectroscopy to 
determine if the donated electron has induced a phase change from semiconducting 2H to 
metallic 1T.  The Raman spectrum can be seen in Figure 5.11. 
 
Figure 5.11. Raman spectroscopy of MoS2 nanowire arrays as grown (black curve) and 
after the hydrazine treatment (red curve).  For comparison, Raman analysis of chemically 
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intercalated 1T – MoS2 2D sheets (green curve) and 2H – MoS2 sheets (blue curve) is 
included.  Location of the J2 and J3 vibrational modes for 1T – MoS2 are highlighted in 
blue. 
 
The black curve shows the Raman spectrum for the as grown nanowires, with the 
characteristic MoS2 Raman peaks at ~382 and 407 cm
-1, indicative of the E12g and A1g 
vibrational modes.  The broad Raman peak at ~453 cm-1 corresponds to a second order 
phonon, 2LA(M).[220, 221].  The as grown nanowires corresponds to the 2H-MoS2 
spectrum (blue curve).[202]  Raman analysis of the 1T – MoS2 (green curve) shows the 
presence of unique J2 and J3 vibrational modes at 230 cm
-1 and 350 cm-1, which are unique 
to the metallic trigonal crystal phase.  Raman analysis of the hydrazine treated MoS2 
nanowires (red curve) shows no evidence of a crystal phase transformation, indicating that 
the 2H-MoS2 crystal structure is maintained. 
 To further confirm that the hydrazine treatment did not induce a crystal phase 
change, XPS analysis is performed and seen in Figure 5.12.  The as grown MoS2 / MoOx 
shell / core nanowires show the characteristic doublet peak at 229 and 232 eV, arising from 
the Mo4+ 3d5/2 and Mo
4+ 3d3/2 from 2H-MoS2, denoted by the red curve.  The peak at 230 
eV is a convolution between Mo4+ of MoS2 and Mo
6+ from the reduced MoOx core.  After 
exposure to hydrazine, there is no shift in the Mo binding energy for Mo4+ at 2H-MoS2, 
but there was a slight shift in the Mo6+ signal, indicating that the reduced Molybdenum 
oxide core was further reduced by the hydrazine.  The sulfur 2p signal is very apparent at 
~162.5 eV in the as grown sample and there is no observed shift in the S 2p binding energies 
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after hydrazine treatment, clearly indicating no crystal phase transformation from the 2H – 
MoS2 phase.   
 
Figure 5.12.  XPS analysis of the molybdenum 3d, sulfur 2s, and sulfur 2p core level 
binding energies in the MoS2/MoOx shell/core nanowires, both as grown and after exposure 
to 1% hydrazine. 
 
 Since the hydrazine electron dopant treatment does not induce a crystal phase 
transformation from semiconducting 2H to metallic 1T and the hydrazine does not appear 
to have intercalated between the layers, another mechanism must be considered.  The 
relatively inert basal plane of the 2H-MoS2 must be somehow “activated” by the hydrazine.  
One possibility is that the N2H4 slightly reduces the MoS2 surface.  In aqueous conditions, 
hydrazine reacts to form a basic solution. 
𝑁2𝐻4 + 𝐻2𝑂 → [𝑁2𝐻5]
+ + 𝑂𝐻− 
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It has been shown in strong basic solutions, chalcogenide semiconductors, though 
chemically stable, can be pseudo “reduced” at surface sites.[226]  Applying this reducing 
mechanism to the MoS2 system, the following mechanism is proposed.[227] 
𝑂𝐻− +𝑀𝑜𝑆2 → 𝑀𝑜𝑆2−𝑥𝑂𝑥 + 𝑆
2− + 𝑥𝐻+ 
𝑥𝑆2− →
1
𝑥
𝑆𝑥 + 2𝑒
− 
0.3𝑒− +𝑀𝑜𝑆2−𝑥𝑂𝑥 → [𝑀𝑜𝑆2−𝑥𝑂𝑥]
0.3− 
This reducing effect gives an overall negative charge to the MoS2 nanowires, effectively 
“electron doping” and activating the MoS2 basal plane.   
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Figure 5.13.  Linear sweep voltammetry of MoS2 nanowire array first treated with dilute 
hydrazine (red curve), then exposed to dilute nitric acid (dashed black curve).  The 
exposure of the hydrazine to a proton rich solution (acid) returned the electrocatalytic 
performance to as-grown properties. 
 
The simplest method to test if charge carriers, whether they are electrons or 
hydroxyl groups are adsorbing onto the MoS2 surface is to add protons to the system and 
observe the effects.  The MoS2/MoOx shell/core nanowires were exposed to 1% hydrazine 
in the typical drop-cast method and the improved electrocatalytic activity was observed.  
Then, a 1% solution of nitric acid (HNO3) was drop-cast onto the hydrazine treated 
nanowires, essentially providing protons which will react with any negative charge carriers 
on the surface.  The results of this experiment, shown in Figure 5.13, show the introduction 
of protons to the hydrazine treated system returns the nanowire to the as-grown activity.  
This helps build the argument that the hydrazine is causing the adsorption of negative 
charges on the MoS2 surface. 
Since the hydrazine is applied in aqueous form directly on the nanowires, it is 
possible that simply a monolayer of N2H4/H2O is absorbed on the surface of the nanowire 
and the actual activity of the MoS2 is not affected.  To disprove the presence of an aqueous 
layer, the nanowire array was treated with 1% hydrazine, then annealed at 150°C for 1 
hour.  As Figure 5.14 shows, there is no significant change in HER catalysis after 
annealing, proving that the improved electron concentration does not result from an 
aqueous physisorption.  The increased activity is a result of electrochemical modification 
of the MoS2 surface 
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Figure 5.14.  Linear voltammetry for as grown MoS2 nanowires (blue curve), treated with 
Hydrazine (red curve), then annealed at 150°C for 1 hour (red dashed line). 
 
 To test the hypothesis that increasing the electron concentration on the basal plane 
of MoS2 can effectively “activate” the material, an in-situ gate dependent HER catalysis 
experiment was set up.  A mechanically exfoliated 2H – MoS2 sheets is placed on a SiO2 
back gated substrate.  E beam lithography is used to place gold contacts on the single sheet.  
The entire substrate is covered in a thick polymer PMMA coating and a window (~140 
µm2) is opened, exposing only the basal plane of the 2H sheet, but covering the gold 
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contacts.  An optical microscopic image of the device set up can be seen in Figure 5.13B.  
To measure the HER catalysis, a small droplet of 0.5 M H2SO4 is applied to the flake and 
a thin platinum wire counter electrode and a AgCl coated Ag wire is placed into the droplet 
to act as a voltage reference.  A schematic of the experimental set up is shown in Figure 
5.15A.  In this device set up, two different voltage sources were utilized.  To perform the 
cyclic voltammetry and measure the actual electrochemical activity, the three-electrode 
system (working, counter and reference electrode) was controlled by an Autolab® 
Potentiostat.  A voltage is applied between the working electrode (MoS2 flake) and the 
reference electrode (Ag/AgCl wire) and the generated current is measured between the 
working electrode and the counter electrode (platinum wire).  A separate voltage source is 
used to apply a gate voltage to the doped silicon wafer, which leads to the MoS2 flake 
acting as the “channel” in the transistor device, the SiO2 layer acting as the oxide layer, 
and Si (n++) acting as the gate, which is grounded.[228] 
 
Figure 5.15. A) Schematic showing experimental set up for gate dependent HER catalysis 
measurements.  B) Optical microscopic image of the exposed MoS2 flake. 
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Figure 5.16. Linear sweep voltammagrams showing the gate dependence of HER catalysis 
in a single MoS2 sheet. 
 
Figure 5.16 shows linear sweep voltammagrams of the MoS2 flake when a gate 
voltage is applied.  The voltage is reported versus the arbitrary Ag/AgCl wire.  It is not 
possible to establish a reference voltage for the electrode vs. RHE if there is no redox 
reaction.  As expected, the 2H sheet with no gate voltage shows very poor electrocatalytic 
activity (black curve).  When a positive 10 V gate is applied to the substrate, electrons are 
effectively forced to the material surface (green curve).  The overpotential to drive the HER 
catalysis reduces dramatically and the generated current density improves.  When the gate 
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bias is increased to 20 V, the on-set potential continues to improve, as well as the current 
density.  This in-situ analysis shows that the inert basal plane of MoS2 can be activated by 
increasing the electron concentration on the surface.  The hydrazine treatment is causing a 
similar effect in the MoS2 nanowires.   
While the increased electron concentration has been shown to increase 
electrocatalytic activity, it is not clear if hydrazine actually has an effect on the 
electrochemical properties of MoS2.  The MoS2/MoOx shell/core nanowire array was 
grown a non-conducting substrate, glass, and was mounted on a ceramic holder and 
connected in a four point probe configuration using silver epoxy.  A photograph of the 
nanowire array in the four point probe set up is shown in Figure 5.17. 
 
Figure 5.17.  Photograph of MoS2/MoOx shell/core nanowire array in a four point probe 
configuration.  The ceramic holder is in an evacuated quartz chamber. 
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The ceramic holder was placed in an evacuated quartz chamber, then placed inside 
a tube furnace.  The initial four point resistance was measured at ~1.588 kΩ.  The chamber 
was evacuated to a base pressure of ~10-5 Torr and the resistance decreased to ~1.064 kΩ, 
shown in Figure 5.18A.  The sample was annealed at 450 K under vacuum in order to 
remove surface moisture and contamination.  As the sample is annealed (Figure 5.18B), 
the resistance of the array decreases and reaches an equilibrium of ~706 Ω. 
 
Figure 5.18. A) Change in four probe resistance as the chamber is evacuated.  B) Effect of 
annealing on the four probe resistance of MoS2 
 
Once the sample maintained a constant resistance (~710 Ω), a maximum pressure 
of 350 Torr of ambient air was introduced to the system.  The introduced air resulted in a 
very minimal increase in the MoS2 nanowire array, from 706 to 708 Ω.  The introduction 
of ambient air acts as a control experiment; this will isolate the effects of ambient air and 
moisture.  The sample was annealed again, then 15 Torr of anhydrous hydrazine vapor was 
introduced.  Almost instantaneously, the overall sample resistance decreased from 706 Ω 
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to ~495 Ω.  This dramatic decrease in resistance stabilized after approximately 30 minutes 
and the system was evacuated.  Interestingly, there was no significant change in the 
hydrazine treated MoS2 nanowire array, even after the hydrazine vapor was removed.  This 
experimentally shows that not only does hydrazine treatment lower the resistance, i.e. 
increase the conductivity of the MoS2 nanowires, but it is not just a temporary surface 
affect, but the nanowires are chemically altered.  This seems to show that hydrazine acts 
as a reducing agent and electron “dopant” for the MoS2 and chemically modifies the 
material.  The change in four probe resistance after hydrazine introduction is shown in 
Figure 5.19. 
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Figure 5.19. A) In Situ resistance measurement of MoS2 nanowires after exposure to 
hydrazine vapor.  B) Change in resistance when exposed to ambient air. 
 
 
Figure 5.20.  Linear voltammagram of thick shelled (8 – 10 nm) MoS2/MoOx nanowires 
as grown (black curve) and treated with 1% hydrazine (red curve). 
 
The unique attribute of the shell/core nanowire is that the MoS2 is grown epitaxially 
on the reduced MoOx core.  The thin 1 – 3 nm MoS2 shell used in the hydrazine treatment 
experiment may not be completely conformal and may allow some of the reduced oxide 
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core to be exposed to solution.  To determine if the MoOx core contributes to the catalysis, 
the same hydrazine treatment was applied to thicker, 8 -10 nm MoS2 shell nanowires.[202]  
Interestingly, the dramatic improvement in catalysis is not observed for the thicker shelled 
nanowires.  The catalysis remains unchanged and, in some cases, is reduced by the 
hydrazine treatment, as seen in Figure 5.20.  This seems to show that the molybdenum 
oxide core plays some role in the HER catalysis. 
To ensure that the reduction of the molybdenum oxide core, i.e. the improvement 
in conductivity is not the primary reason for the improved electrocatalysis, simple 
calculations are performed to determine the voltage resistance of an individual MoOx core 
(iR).  Assuming a 50 nm molybdenum oxide nanowire with 1 micron length, the average 
voltage drop from the nanowire, in this case MoO2, is ~2.6 x 10
-4 mV.  XRD analysis shows 
the core of the as-synthesized MoS2 shell/core nanowire is composed predominantly of 
MoO2.  For this calculation, the resistance of MoO2 is taken from thin films in literature 
(5.2 x 10-3 Ω-cm)[229].  In order for the core of the nanowire to impact the applied voltage 
for electrocatalysis even ~ 10 mV, the hydrazine treatment would have to increase the 
conductivity of MoO2 by at least five orders of magnitude.  Interestingly, under similar 
conditions, the resistivity of molybdenum metal is only three orders of magnitude lower 
than MoO2 (~5 x 10
-6 Ω-cm)[230].  So, even if the hydrazine reduces the molybdenum 
oxide core completely to molybdenum metal, which characterization shows is not the case, 
the impact on the applied voltage would be less than 1 mV.  This confirms that the 
improved electrocatalytic activity is resulting from an electrochemical modification of the 
MoS2 surface, not merely improved conductivity of the electrode. 
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Pure MoO3 is catalytically inactive and decomposes quickly in acid solutions.  To 
see the true effect of hydrazine on the molybdenum oxide nanowire core, the bare MoO3 
nanowires were reacted with 1% hydrazine and subjected to electrochemical testing (Figure 
5.21).  As expected, the MoO3 nanowires show no catalytic activity and strongly 
decomposes in the 0.5 M H2SO4.[217]  When exposed to hydrazine, this electrochemical 
decomposition is diminished and even a weak HER catalytic on set potential develops.  
This seems to show that improved electron conductivity, synergistically combined with 
catalytic active site exposure, are very important parameters in designing an ideal 
electrocatalyst.  The MoS2/MoOx shell core nanowire morphology, combined with the 
hydrazine treatment uniquely provides an architecture for an optimized electrocatalyst. 
 
100 
Figure 5.21.  Linear voltammagram showing the effect of hydrazine treatment on MoO3 
nanowires. 
 
 In summary, the exposure of the MoS2/MoOx shell core nanowire arrays to dilute 
1% aqueous hydrazine (N2H4) dramatically improves the HER electrocatalytic activity, 
leading to one of the best reported HER overpotentials for any MoS2 architecture and an 
exponentially improved current density.  The hydrazine acts as a reducing agent and, 
effectively, as an electron dopant, which increase the electron carrier concentration of the 
MoS2 surface, activating the entire basal surface, while still maintaining the 
thermodynamically stable 2H – MoS2 crystal phase.  These charge carriers may be actual 
electrons or negative hydroxyl (OH-) groups, but may also be the result of pseudo-reduction 
of the MoS2 surface by degradation in a basic solution.  Gate dependent HER catalytic 
measurements confirm that the basal plane of MoS2 can be activated by artificially 
increasing the electron surface concentration.  In situ resistance measurements on the 
MoS2/MoOx shell core nanowire arrays shows that the electrochemical properties of the 
MoS2 is altered by exposure to hydrazine, significantly increasing the overall conductivity.  
It seems that the hydrazine is affecting the nanowire structure in multiple ways; the MoS2 
surface is being electronically activated, the MoOx core is being further reduced, and it has 
been shown here that MoO3 reduced in hydrazine can have a catalytic effect.  The synergy 
of these processes leads to the dramatic electrocatalysis of the HER: activated material on 
a high surface area, highly conducting nanowire substrate.  This shell core nanowire 
structure, especially with chemical modification, seems to be an ideal electrocatalytic 
architecture, not only applicable to MoS2, but many other catalyst systems.  This is one of 
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the lowest overpotentials for the HER reported for any MoS2 system and is one of the first 
reports of gate dependent HER catalytic measurements, as well as one of the first 
investigations of the effects of hydrazine on transition metal semiconductors. 
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CHAPTER VI: IRON OXIDE TO IRON SULFIDE
 
6.1. Conversion of Iron Oxide Nanowires to Iron Sulfide Nanotubes 
As discussed, there is considerable interest in transition metal chalcogenide 
nanostructures, due to their favorable properties for solar light absorption.[139]  
Particularly, pyrite phase FeS2 has an desirable band gap to absorb a large portion of the 
solar spectrum (0.95 eV) and a significantly high absorption coefficient (6 x 105 cm2/mol).  
It is a nontoxic, earth abundant material and is considered one of the least expensive 
semiconductors for implementation in a PV energy generation set up.[158]  One inhibition 
to the use of iron sulfide in a variety of applications is the difficult synthesis of single 
crystal and phase pure compounds, which is due in large part to the complex phase diagram 
of iron-sulfur system and the multitude of possible stable crystal structures for iron 
sulfide.[159] 
The approach used in this work involves the synthesis of single crystal, Fe2O3, 
hematite phase nanowire arrays and their subsequent exposure to H2S in order to form 
single crystal iron sulfide nanowires, hopefully with the desired, pyrite FeS2 crystal 
structure.  The hematite Fe2O3 nanowires were first synthesized by Chen et al. using radio 
frequency, low temperature plasma oxidation of an iron foil.[189, 192]  Other attempts 
have used the thermal oxidation of an iron foil, which after a few hours, grows vertically 
oriented Fe2O3 nanowires by means of an “extrusion” process through a very thick 
amorphous iron oxide layer composed predominantly of hematite and magnetite (Fe3O4), 
which forms on the iron foil surface.[191]  This very thick amorphous iron oxide layer 
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prevents almost all electronic and chemical characterization of the nanowires themselves, 
so this technique is not favorable.   
 
Figure 6.1. SEM imaging of as grown hematite, iron oxide nanowire arrays.  The inset 
shows HRTEM imaging, confirming the single crystal nature of the nanowires.[231]  
Published by Cummins, et al. 2013. © American Chemical Society, 2013 
 
Chernomordik, et al. devised a method in order to quickly and efficiently grow phase pure, 
single crystal Fe2O3 with a minimal interfacial amorphous oxide layer using atmospheric 
plasma oxidation of thin iron foil.  The oxygen plasma flame quickly heats the iron foil to 
between 580° C and 740° C for short time scales (averaging 10 minutes) producing single 
104 
crystal nanowires with lengths ranging from 500 nm to 2 µm and a wide range of diameters 
from 5 nm to 300 nm.[191]  Each nanowire is single crystal and phase pure α-Fe2O3 with 
a rhombohedral crystal structure and lattice parameters of a = 5.038 Å and c = 13.772 Å.   
 
Figure 6.2.  Gibbs phase triangle of conversion of iron oxides and iron sulfides in a Fe- O 
– S system.  Published by Ennaoui, et al. 1993[161] © Elsevier Publishing, 1993. 
 
 Figure 6.1 shows the as synthesized hematite Fe2O3 vertically oriented array with 
dense nanowire coverage on the iron substrate.  The figure inset shows HRTEM imaging 
of a single nanowire, confirming the defect free, single crystal structure and hematite phase. 
Thermodynamically, it is much more favorable for iron oxide to convert to form FeS2 
pyrite, compared to the reaction of iron metal.[139, 161, 232, 233]  The two most pertinent 
reactions are, assuming the H2S dissociates and hydrogen does not play a role: 
2𝐹𝑒2𝑂3 + 11𝑆
450°𝐶
→   4𝐹𝑒𝑆2 + 3𝑆𝑂2   dG = -2296 kJ mol
-1 
𝐹𝑒 + 2𝑆
450°𝐶
→   𝐹𝑒𝑆2     dG = -500 kJ mol
-1 
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Plotting the Gibb’s energy of reaction, taking into account the phase diagram leads to a 
Gibb’s phase triangle of the Fe – O – S system (Figure 6.2), graphically showing the 
thermodynamic advantage of exposing iron oxides to sulfur. 
The first experiment for phase transformation of the Fe2O3 nanowires to FeSx 
involved the exposure in low pressure 99% H2S at 450°C for 15 hours, in order to ensure 
complete conversion.  Analysis by SEM (Figure 6.3A) shows long iron sulfide nanowires 
that appear to be single crystal segments, confirmed by HRTEM (Figure 6.3B).  The 
crystallographic analysis shows that the crystals are non-stoichiometric Fe7S8 pyrrhotite.[8]  
More interestingly, it appears that the original iron oxide nanowires decompose at these 
high temperatures, then the iron sulfide nanostructures nucleate directly on the foil and 
grow in 1D.  The reaction temperature was lowered to prevent the destruction of the 
original nanowires, but also further investigation demonstrated that stoichiometric pyrite 
FeS2 will decompose at ~390°C[159].   
 
Figure 6.3.  A) SEM image of Fe7S8 nanowires grown at 450°C. B) HRTEM imaging 
confirming each segment of the nanowire is single crystal. 
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Decreasing the sulfurization reaction temperature to ~250°C and the reactant 
pressure was maintained, ~100 mTorr.  Under these reaction conditions, the nanowire 
architecture is maintained, as shown in Figure 6.4A.  However, it appears that the reaction 
proceeds only ~ 8 – 10 nm, which typically results in a very thin FeSx shell on the larger 
Fe2O3 nanowire.  Due to the range of hematite nanowire size scales, one nanowire with a 
small, 10 nm diameter was analyzed and showed complete single crystal transformation to 
an iron sulfide nanowire, evidenced by HRTEM (Figure 6.4B).[82]   
 
Figure 6.4.  A) SEM of FeSx nanowires with small diameters.  B) HRTEM image of single 
crystal 10 nm FeSx nanowire after phase transformation reaction.  Adapted from Sunkara, 
et al., 2011 [82] © IOP Publishing Ltd. 2011 
 
The measured d –spacings of the nanowire are measured to be 3.8 Å, with a 
perpendicular spacing of 2.7 Å, which correspond to the dominant spacings of cubic FeS2.  
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Unfortunately, there are hundreds of possible iron sulfide phases and structures, with very 
similar crystal d-spacings.  Closer analysis of the relative angular orientation of the d 
spacings shows that this nanowire is not pyrite phase.  The majority of the hematite 
nanowires synthesized have diameters of 100 nm to 300 nm, so duplication of this observed 
“thin” 10 nm wire has been impossible.  This result, however, provides valuable insight 
into the size dependence of phase transformation. 
 
Figure 6.5.  SEM of the Fe2O3 nanowire array after exposure to 15 Torr H2S at 300°C for 
2 hours.  Published by Cummins, et al. 2013[231] © American Chemical Society, 2013. 
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To overcome the strong diffusion limitations of the transformation of Fe2O3 
nanowires to FeSx by post oxide synthesis reaction with H2S, the reactant H2S pressure was 
increased to 15 Torr and the temperature set at 300°C.  After the reaction with H2S for 2 
hours, the external structure of the nanowires is maintained as shown by SEM imaging, 
seen in Figure 6.5.[231]  However, using HRTEM and EDS analysis, the reacted nanowires 
have actually phase transformed to create hollow, single crystalline nanotubes composed 
of phase pure iron sulfide.  This crystalline hollow nanotube structure can be seen in the 
Bright Field TEM image (BF-TEM) in Figure 6.6A.  This BFTEM image shows that the 
nanotube walls are single crystal along the radius of the wire, but there appears to be low 
angle grain boundaries along the length of the nanowires between the crystal domains.  
Figure 6.6B shows a HRTEM image of a single crystal grain from the [1,-2,1,-3] zone axis 
with 3 measured d spacings of 2.97 Å, 2.65 Å, and a perpendicular 2.65 Å, indicative of a 
hexagonal structure.  These d spacings correspond with less than 0.5% error with the 
reported d spacings of hexagonal iron monosulfide (FeS) with a NiAs type structure (PDF 
00-001-1247), having lattice parameters of a = 3.43 Å and c = 5.68 Å.  Using this crystal 
database identification, the measure d spacings from the HRTEM, 2.97 Å, 2.65 Å, and 2.65 
Å can be appropriately indexed to the (-1010), (-1101), and (0-111) crystal planes 
respectively.[231] 
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Figure 6.6. A) Bright Field TEM imaging of the hollow, crystalline, iron sulfide nanotube, 
formed by reaction of iron oxide nanowires with H2S. B) HRTEM of a single crystal grain 
from the [1-21-3] zone axis, allowing for crystal phase identification as hexagonal FeS with 
NiAs structure.[231] © American Chemical Society, 2013 
 
Raman spectroscopy is one of the predominant methods for quickly establishing 
the presence of cubic FeS2.  The Raman active modes in FeS2 are one symmetric mode 
(Ag), a doublet degenerate mode (Eg), and three triplet degenerate modes (Tg).  The Ag 
corresponds to the in-phase stretching of the S-S dimer.[234]  The perpendicular 
displacement of S atoms on the dimer axes corresponds to the Eg mode.  The triplet 
degenerate modes (Tg) describe various liberational and stretching vibrations, or a 
combination of these.  Theoretical DFT calculations show that Raman shifts at ~340 cm-1 
and ~380 cm-1 correspond to the Eg mode and Ag mode, respectively, of FeS2 pyrite.[235]  
Literature shows that a Raman excitation at ~320 cm-1 corresponds to the Ag vibrational 
mode of orthorhombic FeS2 marcasite.[236]. 
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Figure 6.7. Experimental Raman spectrum for FeS nanowires grown on Fe/Fe2O3 foil. 
 
Due to the complex crystal structure and phase diagram for FeS2, a combination of 
multiple characterization techniques is necessary to confirm cubic pyrite.  Common 
“contaminants” of pyrite are marcasite, which is FeS2 with an orthorhombic crystal 
structure and a smaller band gap of ~.32 eV and FeS, troilite, which is commonly reported 
to have an almost metallic band gap of 0.04. Raman analysis of the phase transformed FeS 
nanowire array (Figure 6.7) shows a dominant signal for Fe2O3, resulting from the 
interfacial oxide layer on the substrate, but after full sulfurization of the nanowires, 3 
unique peaks are observed at ~316, 335, and 385 cm-1.  The strong peaks at 410 cm-1 are 
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attributed to Fe2O3.[237]  The peak at ~316 cm
-1 matches reports for FeS2 marcasite in 
literature, and 335 and 385 cm-1 match literature values for FeS2 pyrite.  Some preliminary 
theoretical calculations for FeS with NiAs structure show that it possesses 3 Raman active 
modes at 295.8, 307.8, and 308.2 cm-1, corresponding to the B2g, Ag, and B
1
g vibrational 
modes, respectively.  Further analysis of this system under strain, which exists in the phase 
transformed nanowires/nanotubes shows these Raman peaks are positively shifted, 
therefore matching more closely to the FeS experimental Raman spectra and easily 
misinterpreted for pyrite phase.  A summary of these theoretical results are shown in Figure 
6.8.[238]  This confusion in characterization, especially in iron sulfide systems, 
necessitates multiple, in depth techniques. 
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Figure 6.8. Raman spectra showing a theoretical vibrational mode of for single crystal FeS 
with NiAs structure (black curve) and after isotropic strain is applied (red curve) causing a 
~50 cm-1 positive shift. Unpublished work in collaboration with Madhu Menon. 
 
Since the iron/sulfur phase diagram is very complicated with hundreds of possible 
crystal structures, many of which having very similar d spacings, nano probe electron 
diffraction was performed on a single iron sulfide grain, tilted in order to allow diffraction 
from multiple zone axes.  These three nano probe diffraction patterns can be seen in Figure 
6.9 A, B, and C.  The first diffraction pattern is observed from the [1-21-3] zone axis, which 
is the same zone axis as the HR TEM image in Figure 6.6B.  The sample was tilted 
appropriately to collect diffraction patterns from the [01-10] zone axis, and then the [01-
11] direction.  These zone axes are consistently indexed by both atomic spacing and angle 
to definitively prove the crystal phase as hexagonal FeS with NiAs structure. 
 
Figure 6.9.  Nano probe electron diffraction from a single FeS crystal from multiple zone 
axes: A) [1-21-3], B) [01-10], and C) [01-11]. [231] © American Chemical Society, 2013 
 
Further characterization is used to both confirm the FeS with NiAs structure crystal 
phase identification, as well as investigate the growth mechanism of the iron sulfide 
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nanotubes.  XRD characterization clearly shows the FeS with NiAs structure phase, along 
with crystalline Fe2O3 and Fe3O4 from the thick iron oxide interfacial layer on the substrate.  
Careful analysis of the XRD peak intensities shows a preferential orientation of the crystal 
growth.  Literature database patterns for powder x ray diffraction report the relative peak 
intensities for randomly oriented, polycrystalline powders.   
 
Figure 6.10. XRD pattern of vertically oriented iron sulfide nanowire/nanotube array on 
iron substrate with hematite and magnetite (iron oxide) interfacial layer.[231] ©American 
Chemical Society, 2013 
 
PDF 00-001-1274 shows randomly oriented FeS crystals should have a ratio between the 
peak intensities of the (100) and (102) crystal planes of 0.33.  Measurement of the actual 
XRD peaks of the iron sulfide array shows a diffraction peak ratio of ~1.2; this is indicative 
of a large preferential orientation of the (100) plane parallel to the substrate, compared to 
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random orientation.  This same preferential orientation is observed in the (110) plane of 
hematite Fe2O3, showing that some of the vertically oriented iron oxide nanowires were 
unreacted on the substrate.  This XRD pattern can be seen in Figure 6.10. 
 
Figure 6.11.  A) HRTEM imaging of the iron oxide core/ iron sulfide shell epitaxial 
interface.  B) Selected Area electron diffraction showing the epitaxial relationship between 
the FeS (100) crystal plane (red circle) and the (210) hematite planes, denoted by blue 
triangles. [231] © American Chemical Society, 2013 
 
To further confirm this epitaxial relationship between the (210) crystal planes of Fe2O3 and 
the (100) planes of FeS, a single nanowire, reacted for 30 minutes, was observed in multiple 
zone axes using TEM and electron diffraction.  As Figure 6.11 shows, this epitaxial 
relationship is maintained in multiple zone axes, showing this strong preferential growth 
and crystal orientation. 
To understand this preferential orientated growth, growth studies were done at the 
same temperature and reaction pressure, but at incremental times.  A thin iron sulfide shell 
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was grown on the surface of the oxide nanowire and that interface was investigated with 
HRTEM and electron diffraction.  Figure 6.11A shows a HRTEM image of the 
oxide/sulfide interface.  Most obviously are the Moiré fringes with the spacing of ~ 1.5 nm.  
Moiré fringes result from interfering periodicity from the diffraction from 2 crystals in 
series during HRTEM imaging.  The fringe signal from the d spacing of the Fe2O3, interacts 
with the signal from the FeS at the interface, leading to a distortion and broadening of the 
observed d-spacing in the image.  Since the crystals at the interface may have both 
interference from different d spacings, as well as interference from rotation of the crystal 
orientation, the observed Moiré fringe spacing can be described by: 
𝐷 =
𝑑1𝑑2
√𝑑1𝑑2𝜃2 + (𝑑1 − 𝑑2)2
 
where d1 and d2 correspond to the parallel d spacings of “crystal 1” and “crystal 2” and θ 
corresponding the angle of rotation between the two crystals.[198]  For the sake of 
simplification, the rotational contribution of the Moiré fringe is assumed to be zero, 
reducing the relationship to: 
𝐷 =
𝑑1𝑑2
𝑑1 − 𝑑2
 
Using this Moiré fringe relationship in the FeS/Fe2O3 system with d1 = 2.52 Å from the 
(210) plane of Fe2O3 and d2 = 2.99 Å from the (100) of FeS, a theoretical Moiré fringe 
spacing of 1.60 nm, which matches very well to the experimentally measured spacing of 
~1.5 nm, indicative of a close interaction between the FeS and Fe2O3 lattice.  Figure 6.11B 
shows selected area electron diffraction of the interface region.  This diffraction clearly 
confirms that there is an epitaxial relationship between the hematite core (210) plane, 
marked by blue triangles and the (100) planes of the FeS shell, denoted by the red circle.  
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These crystal planes have a large lattice mismatch, which generates a large amount of strain 
and as the reaction continues the iron oxide core is depleted and defects form, leading to 
the observed low angle crystal boundaries.   
UV-Visible Diffuse Reflectance Spectroscopy shows a high molar absorption 
coefficient in the visible region, on the order of 104 cm-1 (Figure 6.12), similar to that of 
pyrite, FeS2.[104]  The absorption coefficient was calculated using the Kubelka-Munk 
transformation of the diffuse reflectance data.[239]  The Kubelka-Munk transformation, in 
its simplified form is: 
𝐹(𝑅) =
(1 − 𝑅)2
2𝑅
 
Figure 6.12A shows the absorption spectra for three separate samples of FeS nanowires, 
showing a consistent feature at ~1350 nm.  This data is unsmoothed, which is the reason 
for the noisiness of the signal, especially above ~1600 nm.  The absorption spectrum shows 
a broad, relatively uniform absorption, except for this “dip” in adsorption at ~1350 nm, 
which is shown more clearly in Figure 6.12B.   
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Figure 6.12. A) Absorption coefficient determination for FeS nanowire array by UV-
Visible Diffuse Reflectance Spectroscopy for three separate samples. B) Zoomed spectrum 
highlighting the absorption feature. 
 
 
Figure 6.13.  Tauc’s plot analysis of absorption feature in FeS nanowires, showing the 
possibility of an indirect band gap transition. 
 
Tauc’s plot analysis of this feature (Figure 6.13) calculates an indirect band gap transition 
of ~0.9 eV, which matches closely to reported values for FeS2 pyrite (0.95 eV) and is 
slightly higher than the theoretical band gap transition of 0.6 eV, calculated from the DFT 
for FeS.  It is tempting to label this feature as a band gap transition, but this is a very small 
decrease in adsorption, compared to typical “band edges” in other materials, which 
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essentially have no absorption signal below the band gap.  Therefore, it is difficult to 
conclude much from the absorption spectra of FeS, other than a relatively uniform high 
absorption coefficient and this feature at ~0.9 eV, which may be indicative of trap states, 
defects, etc.  It is not clear if this feature corresponds to a band edge transition, which would 
be consistent with FeS2 pyrite (0.95 eV), but could also correspond to a defect state in the 
crystal.   
 In literature, hexagonal FeS phase is known as troilite and is considered a 
detrimental contaminant in FeS2 pyrite, with an almost metallic band gap of 0.04 eV.  The 
phase achieved in these experiments, as stated earlier, is a more symmetric hexagonal FeS 
with NiAs structure.  The band structure of this symmetric phase of FeS had not been 
researched; the only available literature shows a theoretical broadening of the band gap 
when troilite phase FeS is converted to the symmetric NiAs structure and may achieve a 
band structure similar to sub stoichiometric Fe7S8.[240]  This lack of reliable data prompted 
our group to perform density functional theory (DFT) calculations to determine the band 
structure of this unique FeS phase.  Using an idealized crystal structure (hexagonal a = 3.43 
Å, c = 5.68 Å), we used first-principles DFT in the generalized gradient approximation 
(GGA) and the Perdew-Burke-Ernzerhof (PBE)[241] augmented by including Hubbard-U 
corrections (GGA+U formalism)[242] based on Dudarev's approach[243] as implemented 
in the Vienna Ab-initio Simulation Package (VASP).[244]  The results can be seen in 
Figure 6.14, showing a direct band gap transition of ~0.6 eV and high absorption in the 
visible region.  This band gap determination may be consistent with the “feature” in the 
experimental absorption spectrum, occurring at ~0.9 eV, but this is difficult to confirm.  
Interestingly, the theoretical calculations show a very high optical absorption at ~ 2.5 eV, 
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allowing the possibility of excitation above the band gap, i.e. “hot” electron injection, 
which will be discussed in the next section. 
 
Figure 6.14.  Results of first principles DFT calculations on FeS with NiAs structure.  The 
band edge positions clearly show a direct band gap transition at Γ of 0.6 eV with slightly p 
type behavior, based on the density of states.[231] 
 
 In an effort to understand the mechanism by which the single crystal Fe2O3 hematite 
nanowire is converted to a hollow, crystalline FeS shell, the sulfurization reaction was 
carried out at the same temperature and pressure for different time intervals.  STEM and 
corresponding EDS line scans show the progression of the sulfurization reaction at 30 
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minutes, 1 hours, and 2 hours (Figure 6.15).  After 30 minutes, the sulfurization has 
occurred epitaxially on the nanowire surface, proceeding only ~40 nm and the iron oxide 
core is maintained.  After 1 hour, the iron sulfide shell thickness has increased to ~50 to 60 
nm and there is a noticeable hollowing of the iron oxide core at the center, as well as void 
formation at the Fe2O3/FeS interface.  After 2 hours at 300°C, the iron oxide core has been 
completely depleted, leaving only the hollow, FeS shell.  This formation of hollow 
structures results from the Kirkendall Effect, i.e. the accumulation of voids due to different 
diffusion rates.   
 
Figure 6.15. STEM and corresponding EDS line spectra showing the progression of the 
sulfurization reaction over time.[231] ©American Chemical Society, 2013 
 
 In order to claim the Kirkendall Effect as a medium for hollow structure formation, 
there should be a large difference between the diffusion of the cation and that of the anion 
within the lattice, in this case Fe and S.  Since pyrite and other iron sulfides have large 
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application in the mining industry, the diffusion properties have been well researched.  
Using iron isotopes as a tracer, the self-diffusion of atomic iron was measured in sub 
stoichiometric iron sulfides.  At 300°C (the reactor conditions), the average diffusion 
coefficient of iron cations in Fe1-xSx was measured to be on the order of 9 x 10
-12 cm2 sec-
1.[245]  In these analyses, the diffusion of sulfur in the iron sulfide was assumed to be 
negligible, due to its diffusion rate being significantly less than iron.  In more recent work, 
sulfur isotopes were used as radiotracers in natural pyrite[246] and experimentally 
calculated that the diffusion coefficient of sulfur anions in pyrite has a temperature 
dependence fitting an Arrhenius relationship, given by: 
𝐷𝑠 = 1.75 × 10
−14𝑒
−132,100
𝑅𝑇⁄  
where Ds is the sulfur diffusion coefficient with units of m
2 sec-1, R is the ideal gas constant 
(8.314 J mol-1 K-1), T is the absolute temperature (K).  Extrapolating the data to the 
temperature of interest leads to a sulfur diffusion coefficient of 1.6 x 10-22 cm2 sec-1 at 
300°C.  This is ten orders of magnitude slower diffusion than iron in a similar system, 
which is optimal conditions for the Kirkendall Effect and diffusion of vacancies and voids 
to dominate.  To determine if these diffusion coefficients measured in bulk, polycrystalline 
iron sulfides are comparable to the Fe2O3/FeS nanowire system, the sulfurization reaction 
was carried out at various times and temperatures in order to develop a relationship, 
depending on the progression of the sulfur reaction.  This relationship, shown in Figure 
6.16, shows an Arrhenius dependence and an estimated activation energy can be extracted 
from the data.  This experimentally found energy (59 ± 7 kJ mol-1) correlates very well 
with literature reports of vacancy diffusion of iron in iron sulfides.[245, 247]  This not only 
confirms that the literature diffusion coefficients are applicable for this system, but also 
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that iron diffusion is the dominant process, further proof that the hollow nanowires are 
formed by unequal diffusion of iron and the Kirkendall Effect.   
 
Figure 6.16.  Experimental determination of the activation energy required for diffusion 
during the sulfurization reaction using an Arrhenius relationship. [231] ©American 
Chemical Society, 2013 
 
In the system of reacting the Fe2O3 nanowire with H2S to form FeS, there are four 
diffusion processes occurring simultaneously.  At the nanowire surface, at 300°C, the H2S 
will spontaneously dissociate to form H2 and S
-.  As these reactive hydrogen and sulfur 
species are beginning to diffuse into the nanowire, the iron and oxygen are both diffusing 
toward the surface, due to the diffusion gradient.  The hydrogen reacts with the Fe2O3 
surface, removing the oxygen as H2O vapor and reducing the Fe cation from the stable Fe
3+ 
to reactive Fe2+.  These Fe2+ cations can diffuse much more quickly out toward the 
nanowire surface than the sulfur anions can diffuse into the wire, which causes the diffusion 
of vacancies opposite the iron diffusion, i.e. the Kirkendall Effect.  As the iron cations 
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continue to diffuse to the surface/reaction interface, the vacancies are accumulating into 
voids at the center of the nanowire, as well as at the iron oxide/iron sulfide reaction 
interface.  The iron cations from the iron oxide nanowire continue to diffuse to the surface 
and react to form iron sulfide, depleting the core and allowing more and more voids to 
accumulate.  Once all of the iron from the iron oxide core has diffused out and reacted, the 
core has been completely depleted and “replaced” by voids, leaving only the FeS shell on 
a hollow core.  Typically in larger scale systems, meaning larger than a few nanometers, 
the diffusing vacancies would be annihilated at grain boundaries and interfaces, so this 
uniform hollowing from the Kirkendall Effect is not observed.  Using the unique system 
of single crystal nanowires, there are no crystal defects or grain boundaries, even on the 
order of 200 – 300 nm, so the vacancies have no impediment to their diffusion and easily 
accumulate to form voids and hollow structure.  A schematic representation of the diffusion 
processes occurring in the Fe2O3/FeS conversion can be seen in Figure 6.17. 
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Figure 6.17.  Schematic showing the progression of the reaction of Fe2O3 nanowires with 
H2S, detailing the diffusion processes. [231] ©American Chemical Society, 2013 
 These iron sulfide nanowires/nanotube have a beneficial and previously unexplored 
crystal structure, hexagonal FeS with a symmetrical NiAs structure.  This FeS has a direct 
band gap transition and high absorption in the visible region.  DFT calculations show that 
it is possible for very intense absorption at ~2.3 eV, creating the possibility for electrons to 
be excited significantly more than the band gap of the material.  In normal systems, these 
“hot” electrons would just relax down and cause the semiconductor to heat, but if coupled 
with a wide band gap semiconductor with appropriate band edges (such as TiO2, SnO2, 
etc.), then this hot electron can be injected into the wide gap semiconductor before it has a 
chance to relax, allowing for the potential for a high energy solar absorption set up.  This 
will be discussed in the next section.   
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6.2. Hot Carrier Injection of FeS Nanotubes  
 Based on the theoretical DFT calculations, it seems possible that electrons can be 
photoexcited above the band gap.  By properly aligning the band edges, this “hot electron” 
can be injected into a wide band gap semiconductor.  To test this theory, the FeS nanowires 
are coupled with a TiO2 electrode.  The conduction band of FeS is slightly below the 
conduction band of TiO2, so under normal conditions, the photoinduced electron in FeS 
cannot inject into TiO2, unless this excitation is above the band gap to a metastable state in 
the FeS conduction band.  This band structure is schematically shown in Figure 6.18.  The 
band edges for FeS are estimated from published band positions of Fe7S8, which has a very 
similar crystal structure.[240] 
 
Figure 6.18.  Schematic showing the theoretical band edge positions of TiO2 for hot carrier 
injection from FeS. 
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 To experimentally test this “hot” carrier injection, FeS nanowires were conformally 
coated with a ~10 nm shell of amorphous TiO2 using atomic layer deposition (ALD).  TEM 
imaging of this structure (Figure 6.19) shows the close contact relationship.  The injection 
kinetics between the FeS nanowire and the TiO2 was characterized using Ultra-Fast 
(femtosecond) Transient Absorption Pump Probe Spectroscopy (TAPPS).   
 
Figure 6.19.  TEM image of FeS nanowire coated with TiO2 via ALD. 
 
 To probe the electronic states of the FeS, the TiO2/FeS nanowires were suspended 
in dichloromethane and pumped and probed with various wavelengths.  The pump 
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wavelengths used in these initial experiments were 388, 490, 530, 550, and 565 nm.  The 
pulse width of the pump laser averaged <100 fs.  A white light laser (pulse width of ~150 
fs) was used as the probe beam.  Figure 6.20 shows a contour plot of the transient 
absorption of the FeS/TiO2 pumped with 388 nm and probed with white light.  The delay 
time between the pump and probe beam is measured on the x-axis versus the probe 
wavelength.  The color change describes the difference in optical density, indicative of 
photoabsorption processes. 
 
Figure 6.20.  Contour plot showing the transient absorption spectra of the FeS/TiO2 
nanowire system during Ultrafast Pump/probe spectroscopy.  The system is being pumped 
with 388 nm laser and probed with white light continuum.  The change in color corresponds 
to change in optical density (ΔOD). Courtesy of Dr. Abed Jamhawi. 
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To quantitatively describe the injection/absorption processes and time-scales, the 
change in optical density (ΔOD) is analyzed at individual probe wavelengths.  Exponential 
regression extracts the time-scale of the processes.  A representative plot is shown in Figure 
6.21. 
 
Figure 6.21.  Plot of ΔOD versus delay time at specific pump (490 nm) and probe (510 
nm) wavelengths.  This data is fit with a double exponential.  Courtesy of Dr. Abed 
Jamhawi. 
 
This plot shows the change in optical density, pumped at 490 nm and probed at 510 nm.  A 
double exponential regression shows a component with a time delay averaging ~7.5 ps and 
a slower component with a time delay ~166 ps.  The fast component seems to correspond 
to the successful injection of the electron into the conduction band of the TiO2.  Since the 
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experiment was designed with intentional band edge misalignment between the FeS and 
TiO2, this electron must have excited to a state above the conduction band minimum for 
FeS, then injected into the TiO2.  The slower component seems to be describing the 
relaxation of this electron which is excited to the state in the conduction band.  Rather than 
quickly injecting, this “hot” electron relaxes back to the ground state.   
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Figure 6.22.  Schematic display of results of Ultrafast pump probe spectroscopy, showing 
the possible location of “hot” electron excited state in conduction band. Courtesy of Dr. 
Abed Jamhawi and Dr. Jinjun Liu. 
 
A summary of these preliminary pump/probe results are schematically in Figure 
6.22.  Interestingly, the injection/excitation signal is only detected at wavelengths lower 
than 550 nm, i.e. 530, 490, and 388 nm and no signal is detected while pumping with 550, 
565, 775 nm.  This seems to indicate the location of this “hot” electron state in the 
conduction band.  But these experiments are very preliminary and further experimentation, 
in both replication of this initial result and analysis of other probe wavelengths to better 
describe the electronic states. 
This experiment successfully demonstrated not only a “hot” electron can excite to 
a state above the conduction band minimum, also referred to as the lowest unoccupied 
molecular orbital (LUMO), but that excited electron can be injected into a wide band gap 
semiconductor.  Future work is needed to implement this experimental set up into a 
functional photoelectrochemical device in order to determine the real effect on photo-
efficiency by hot carrier injection.
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CHAPTER VII: SYNTHESIS OF OTHER TRANSITION METAL  
CHALCOGENIDE NANOWIRES
 
 In order to fully understand the effects of diffusion processes, as well as other 
important factors in nanoscale phase transformation, a variety of transition metal systems 
must be investigated, with the metal cations having different self-diffusion rates, different 
reactant anions, etc.  In this section, two phase transformation systems were chosen for 
experimental study: conversion of SnO2 nanowires to SnSx and conversion of ZnO to ZnS, 
which is a classic example used in many phase transformation studies in literature 
involving the Kirkendall Effect.  Also, for a stronger conclusion, some observations of 
other cation and anion systems from literature reports are included in the discussion to 
provide insight, but could not be performed as a part of this laboratory research, due to 
materials or time constraint.  By observing various materials, with different 
crystallographic properties, but more importantly with very different cationic diffusion 
properties, a strong fundamental understanding of phase transformation in nano-scale 1D 
systems can be achieved. 
7.1. Conversion of Tin Oxide Nanowires to Tin Sulfide Branched Wires 
 Tin chalcogenides have been shown to have applications in solar energy and lithium 
batteries[248-250], but were selected for these experiments primarily due to the large 
cationic diffusion rates of tin, which will provide insight into nanoscale reaction kinetics 
and diffusion. 
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 Tin oxide nanowire arrays were synthesized on quartz substrates by reactive vapor 
transport of tin metal vapor in lean oxygen conditions (5 sccm O2 with 350 sccm of H2).[82, 
251-253]  These SnO2 nanowires have diameters ranging from ~200 nm to over 1 µm and 
very long lengths, on the order of 10’s of microns.  SEM imaging (Figure 7.1A) shows 
dense nanowire packing with smooth, faceted surfaces, shown in Figure 7.1B.  HRTEM 
shows a single crystal structure free of defects (Figure 7.1C) and selected area electron 
diffraction (Figure 7.1D) confirms the tetragonal SnO2 phase (PDF 00-001-0625). 
 
Figure 7.1.  A) SEM of as grown SnO2 nanowire array. B) Detail SEM showing the 
smooth, faceted surface of an individual SnO2 wire. C) HRTEM and D) SAED of an 
individual nanowire, showing phase pure, single crystal tetragonal SnO2. 
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 The tin oxide nanowires were reacted at 400°C for 1 hour in a 15 Torr 99% H2S 
atmosphere, similar to FeS nanotube synthesis conditions.  SEM (Figure 7.2A) shows 
significant branch formation of tin sulfide, with no apparent deformation of the tin oxide 
nanowire.  TEM (Figure 7.2B) of an individual branched nanowire confirms that single 
crystal tin sulfide nanowire branches have grown epitaxially from the surface of the tin 
oxide nanowire.  There does not appear to be any oriented growth of the tin sulfide wires, 
as the nucleation seems random.  Most interesting is that there does not seem to be any 
hollowing or defect formation in the tin oxide nanowire.   
 
Figure 7.2.  A) SEM image of branched SnSx nanowire array, reacted at 400°C for 1 hour. 
B) BF-TEM of individual reacted nanowire, showing crystalline sulfide branches growing 
from the tin oxide nanowire core. 
 
134 
HRTEM (Figure 7.3A) of an individual tin sulfide nanowire branch shows that the 
nanowires are phase pure and single crystal, with no evidence of oxygen remaining.  
Analysis of crystal d-spacings (Figure 7.3B), shows that these tin sulfide nanowire 
branches are single crystal, orthorhombic Sn2S3 (PDF 01-072-0031). 
 
Figure 7.3.  TEM of a single SnSx nanowire branch. B) HRTEM of the nanowire branch, 
showing single crystallinity and a dominant d spacing of ~7.0 Å, indicative of 
orthorhombic Sn2S3. 
 
Selected Area Electron Diffraction of multiple tin sulfide nanowires in multiple 
orientations can be seen in Figure 7.4.  There are clear diffraction signals of ~7.05 Å, which 
is observed in multiple zone axes, and ~5.50 Å, corresponding to (010) and (120) planes 
for Sn2S3, respectively.  This suggests that the majority of the nanowire branches, if not all 
of them, are composed of orthorhombic Sn2S3. 
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Figure 7.4.  Selected Area Electron Diffraction (SAED) of multiple tin sulfide nanowire 
branches in various orientations.  This helps to confirm that all of the nanowire branches 
are single crystal and form the same phase of tin sulfide, orthorhombic Sn2S3. 
 
 To better understand the growth mechanism of the of Sn2S3/SnO2 nanowires, the 
reaction with H2S was performed for only 15 minutes and the resulting nanowires were 
analyzed.  Figure 7.5 shows the BF TEM of the nanowire, with single crystal tin sulfide 
randomly nucleated on the surface.  SAED was taken from multiple sites on the nanowire, 
focusing on the nanowire core (blue circle), the tin sulfide shell (green circle) and the 
shell/core interface (red circle). 
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Figure 7.5.  BF TEM of a single nanowire reacted at 400°C for 15 minutes.  Selected Area 
Electron Diffraction (SAED) focusing on the nanowire core (blue circle), the sulfide shell 
(green circle) and the tin oxide/tin sulfide interface is shown. 
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The SnO2 nanowire core maintains it tetragonal crystal phase, with no signs of vacancy 
formation, or even reduction of the SnO2.  The tin sulfide crystal shell are each single 
crystal, but there seem to be no control of where the nucleation occurs.  At the interface, 
the interesting effect of double diffraction is observed.  In double diffraction, the high 
energy diffracted electron acts as the incident electron beam for the second crystal, forming 
the doubled pattern.  This shows that the tin oxide and tin sulfide are in close 
crystallographic contact, not merely the physical adsorption of tin sulfide nanoparticles.  
The measured lattice spacings from the isolated tin sulfide shell shows are ~4.35 Å, which 
could correspond to either the (200) (4.43 Å) or the (210) (4.13 Å) for Sn2S3, and ~2.94 Å, 
which could correspond to Sn2S3 (031).  It is possible that the tin sulfide is a 
substoichiometric species, which continues to react with sulfur as the reaction proceeds.  
As is common in transition metal chalcogenides, the phase diagram for Sn – S is very 
complicated and there are many possible stoichiometries and crystal structures formed, so 
a concrete phase identification is difficult. 
 In attempts to further determine the crystal structure and properties of the tin sulfide 
phase, multiple spectroscopic analyses were performed.  UV Visible absorption was taken 
for the branched nanowire array and is shown in Figure 7.6A.  It shows high overall optical 
absorption (~7 x 104 cm-2), with a sharp absorption edge at ~520 nm.  Tauc’s plot analysis 
(Figure 7.6B) shows that there is an indirect optical band gap transition of ~ 2.5 eV, which 
is similar to reported band gaps for SnS2.   
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Figure 7.6. A) UV Visible absorption spectrum of SnSx/SnO2 nanowire array.  B) Tauc’s 
plot analysis showing an indirect optical band gap transition. 
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Figure 7.7.  Cold (125 K) photoluminescence signal for the SnSx/SnO2 branched nanowire 
array, dispersed on carbon tape.  Broad PL peak at ~2.3 eV corresponds to indirect band 
gap transition of SnSx and sharp peak at ~3.3 eV results from the SnO2 core. 
 
To further characterize the band gap transition, photoluminescence was measured 
on the array. (Figure 7.7)  At room temperatures (298 K), no PL signal was observed.  The 
sample was then transferred to carbon tape and placed in a cooling set up.  Liquid Nitrogen 
(44 K) was pumped into the system until the sample maintained an equilibrium temperature 
of ~125 K (-145°C).  In the visible region, a broad photoluminescence signal is observed 
at ~2.3 eV, corresponding to an indirect band gap transition similar to that obtained by the 
Tauc’s plot.  A sharp PL signal appears at ~3.3 eV, which corresponds to the SnO2 core. 
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Figure 7.8.  Raman spectroscopy of the as grown SnO2 nanowire array (black) on quartz 
glass.  After reaction of SnO2 with H2S at 400°C for 1 hour (red curve), there is no signal 
from tin oxide. 
 
 Raman spectroscopic analysis provides further information on the crystal structure 
of the branched nanowires, shown in Figure 7.8.  The as grown SnO2 nanowire array shows 
distinctive Raman shifts at 475, 635, 776 cm-1, which corresponds to the Eg, A1g, and B2g 
vibrational modes for octahedral SnO2.[254, 255]  The relative intensity of the Eg mode 
(475 cm-1) shows a prevalence of deep oxygen vacancies in the nanowire[256], which is 
common in many metal oxide nanowires synthesized by CVD.[192]  After the reaction to 
H2S at 400°C, there is no longer any trace of the SnO2 Raman signal, but rather a single, 
strong Raman shift ~306 cm-1 is observed, which is consistent with crystalline SnS2.[257, 
258]  Though the band gap information and Raman signal is consistent with SnS2 
formation, the HRTEM and SAED clearly show that this stoichiometric phase is not 
formed, but suggests that Sn2S3 is formed. 
 It is interesting that the reaction of SnO2 with H2S does not follow the similar 
Kirkendall effect driven phase transformation as seen in other metal oxide/H2S systems.  
The question this raises is what is different about the tin cation, compared to those like iron 
and zinc.  While some tin sulfides have a layered structure and this formed 
nonstoichiometric phase has a large d- spacing of ~7 Å, it does not appear that the diffusion 
limitations of layered chalcogenides plays a role in this phase transformation, as seen in 
MoO3/MoS2.  In bulk tin metal, the spontaneous growth of tin “whiskers”, even under 
ambient conditions, has been observed.  This is due to the very high diffusion rates of tin 
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cations, as well as the dominance of surface diffusion, rather than bulk, in tin systems.  The 
sulfur anion reacts with the tin cations on the nanowire surface, nucleating SnSx, which 
continue to grow by surface diffusion of the tin cations with the SnO2 core acts as a “tin 
sink”.  Since surface diffusion is dominant, rather than bulk diffusion, the Kirkendall Effect 
does not exist significantly in this case, so there is no noticeable accumulation of vacancies 
and voids. 
7.2. Conversion of Zinc Oxide Nanowires to Zinc Sulfide Nanowires 
 The conversion of ZnO nanowires to hollow ZnS nanotubes has been shown 
previous and is practically the textbook example of Kirkendall induced hollowing.[101-
103]  In order to confirm this observation in the H2S reactor set up used in these phase 
transformation experiments, ZnO nanowires were reacted at 300°C in a 15 Torr H2S 
atmosphere, very similar conditions to the conversion of Fe2O3 nanowires to FeS 
nanotubes.  After 1 hour, a polycrystalline ZnS shell is formed on the single crystal ZnO 
core, shown in Figure 7.9A.  There are very clear void accumulation at the sulfide/oxide 
reaction interface, which is consistent with a Kirkendall Effect induced hollowing.  
Electron diffraction shows that, while this ZnS shell is not single crystal, the crystals are 
oriented, which indicates an epitaxial relationship between the ZnO and ZnS.   
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Figure 7.9.  A) BF TEM of ZnS nanowires with visible voids.  B) Electron diffraction 
showing oriented crystal growth. 
 
This diffraction (Figure 7.9B) suggests that there is an ordering for the formed crystals, 
showing a 10° to 15° angle between the crystal grains.  This indicates some sort of epitaxial 
relationship between the ZnS shell and the ZnO core.  Interestingly, the hollow core 
formation is not uniform, with random positioning and size of the voids.  This may be 
explained by a weaker epitaxial relationship during the shell formation, than compared to 
the Fe2O3/FeS system.  This indicated that the epitaxy between the exposed planes of the 
oxide and the resultant sulfide plays a large role in the resultant nanomorphology, having 
some impact on the resulting crystallinity of the chalcogenide. 
7.3. Summary of Phase Transformation in Various Systems 
 This presented work investigates the effects of phase transformation in sulfur 
anions with iron, molybdenum, tin, and zinc cations.  The first comparison which can be 
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made is effect of cation diffusion rates on resulting nanomorphologies.  Transformation of 
iron oxide to sulfide and zinc oxide to sulfide both show formation of a hollow nanotube, 
characteristic of nanoscale Kirkendall Effect resulting from large difference in cationic and 
anionic diffusion rates.  However, the iron sulfide forms a single crystalline shell, with only 
~5° between each grain and a clearly defined hollow core.  The zinc sulfide conversion 
shows a larger strain between the crystal grains, with 10-15° grain boundaries and do not 
show this uniform core, but random positioned voids with various sizes.  Both zinc and 
iron have high diffusion rates compared to sulfur, so the difference in nanomorphology can 
be attributed to the epitaxial relationship between the formed sulfide shell and the original 
oxide core.  The exposed edge planes of the Fe2O3 nanowire have a spacing of ~2.9Å, and 
the FeS grows oriented by the ~2.5 Å crystal planes.  This small lattice mismatch leads to 
the low angle grain boundaries, but provides strong support for the growing FeS shell 
during the reaction as the iron oxide core hollows.  The zinc sulfide shell is more difficult 
to characterize, since it is highly polycrystalline with large angle grain boundaries.  The 
weaker epitaxial relationship does not seem to provide enough support for the zinc sulfide 
shell during formation, compared to the iron sulfide, leading to the variation in void size 
and position.  The epitaxial relationship plays a large role in the resulting nanostructure 
after phase transformation, especially when the Kirkendall Effect is dominating. 
 The characteristic hollowing via Kirkendall Effect is not observed in the MoS2 and 
SnS2 systems.  In the case of MoO3/MoS2 system, the MoS2 layered structure strongly 
inhibits diffusion of both anions into the system, as well as cations out of the system, 
leading to the core shell structure.  The large interlayer spacing, ~6.2 Å, provides adequate 
opportunity for the Kirkendall vacancies to be annihilated, rather than agglomerate into 
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voids.  However, in tin oxide to tin sulfide, there is surface nucleation and growth of tin 
sulfide on the tin oxide nanowire core, which shows no sign of hollowing or 
decomposition.  This phenomenon, it seems, is due to very large diffusion rate of tin 
cations, coupled with the dominance of surface diffusion, rather than bulk.  Even under 
ambient conditions, tin metal will “grow” 1D whiskers based purely on tin cation 
diffusion.[252, 259]  This strong diffusion rates leads to a domination of surface diffusion, 
rather than bulk diffusion.  This surface diffusion leads to random nucleation of tin sulfide, 
which then grow into single crystal nanowires, with the tin oxide acting as a tin “sink”.  
This same random surface nucleation is also seen in sulfurization of tin oxide 
particles.[260] 
 These phase transformation experiments with various cations show that nanoscale 
phase transformation is much more complicated than “larger diffusion leads to vacancy 
formation.”  Moving to a more extreme system, at least in terms of diffusion, lead (Pb) 
metal cations are very large and, therefore, have very low diffusion rates.  Interestingly, 
oxidation of lead metal particles leads to solid PbO particles, with no hollowing.[71]  This 
is due to the strong preference for oxygen to diffuse in lead and lead oxide crystals[261-
263], taking the slow cation diffusion out of the situation.  Considering sulfur does not 
diffuse quickly into most metal oxide systems, the characteristic hollowing to form 
polycrystalline PbS following sulfurization of Pb particles is observed.[264]  This shows 
that, at least in metal chalcogenide transformations, the particular anion and cation are not 
significant; so long as the cationic diffusion rates is at least a few orders of magnitude 
higher than the anionic diffusion in the system, the resulting transformed structure is likely 
to exhibit hollowing, due to Kirkendall vacancies.  Changing the anion to a larger size, and 
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therefore lower diffusion, such as replacing sulfur with selenium or tellurium, will not 
significantly impact the hollow structured form.  This has been observed in literature 
reports of formation of copper sulfides, selenides, and tellurides from particles.[59, 61-63]  
Each of these transformation show a similar hollowing, there does not appear to be any 
impact based on the anion.  The diffusion driving force is not “increased” as originally 
proposed, just so long as the driving force exists or not.  Understanding the synergistic 
effects of cation diffusion, as well as epitaxial and crystallographic properties of the formed 
sulfide shell will assist in prediction of the nano-structure of the phase transformed 
material, but also allow for tailoring of the morphologies.  
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CHAPTER VIII: CONCLUSIONS
This dissertation investigates the phase transformation of metal oxide nanowires to 
chalcogenide, i.e. metal sulfide nanostructures.  A fundamental understanding of the 
processes occurring in reactions of metal oxides with reactive gases (H2S) allows not only 
for novel synthesis of semiconductors with nanomorphologies, but also for optimization of 
nanoscale architecture for desired applications, such as improved photoabsorption and 
electrocatalysis.  Here we report the synthesis and analysis of multiple chalcogenide 
nanowires formed by phase transformation of metal oxide nanowires: MoS2, FeS, Sn2S3, 
and ZnS.  Observation of different cationic diffusion rates leads to different 
crystallographic structures, forming core-shell structures or hollow nanostructures as a 
result of the Kirkendall Effect.  Of these phase transformed 1D metal chalcogenides, the 
MoS2/MoOx shell/core nanowire architecture were found to have very promising properties 
for the electrocatalysis of the Hydrogen evolution reaction (HER) in renewable water 
splitting, so this material system was further analyzed to optimize these catalytic properties 
by chemical modification.  The following is a summary of the observed results, then the 
conclusions drawn from this work. 
 As discussed, bulk 2H-MoS2 can be made more catalytically active by a lithium 
induced phase transformation to a metastable 1T-MoS2 crystal.  This approach has shown 
success in formation of 2D sheets, but when applied to the shell/core nanowire system 
described here, no phase transformation was observed, but the activity still increase due to 
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an increase in catalytically active sites exposed after disruption of the oriented single 
crystalline MoS2 nanowire shell.  Another attempt to modify the 2H-MoS2 nanowire and 
induce a phase change involved the use of a reducing agent/ chemical electron “dopant”, 
in this case dilute hydrazine (N2H4).  These chemical treatment also did not induce a phase 
transformation from 2H to 1T, but did electronically activate the normally chemically inert 
basal plane of the 2H-MoS2 nanowire, leading to one of the best reported HER catalytic 
activity for any MoS2 architecture to date.  Working to understand the phase transformation 
effects in MoS2 produced to a strong understanding of the electronic and catalytic 
properties of the material and helped establish chemically modified MoS2/MoOx shell/core 
nanowire arrays as one of the best architectures for electrocatalysis. 
 In the area of solar energy conversion, pyrite FeS2 is considered the least expensive 
and, theoretically, the most efficient solid solar absorber.  In attempts to create a high 
surface area pyrite morphology, Fe2O3 nanowires were reacted with H2S at relatively low 
temperatures (300°C).  During these experiments, FeS2 nanowires were not formed, instead 
hollow crystalline nanotubes composed of FeS were grown.  This hollow morphology is a 
result of the Kirkendall Effect, caused by the large difference between the diffusion rate of 
iron cations out of the nanowire compared to the sulfur anionic diffusion rate.  This leads 
to the accumulation of vacancies into voids and the hollow structure.  Interestingly, the FeS 
phase formed by the phase transformation is an understudied symmetric hexagonal 
structure (NiAs structure) with a theoretical direct band gap transition of ~0.6 eV and 
experimentally measured as 0.8 – 0.9 eV with high absorption in the solar region.  This 
unique phase has strong potential as a solar absorber and, according to theory, could excite 
above the band gap leading to a “hot” electron injection and a more efficient 
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photoelectrochemical energy device.  This theoretical “hot” carrier injection has been 
confirmed by preliminary Ultrafast TAPPS analysis in a TiO2/FeS system.  This is the one 
of the first reports to investigate the electrochemical properties of this symmetric FeS with 
NiAs structure and the first report of the nanowire/nanotube morphology.  Due to the single 
crystalline nature of the as grown iron oxide nanowires, this is one of the first reports of 
Kirkendall Effect induced hollowing in relatively large structures (100 to 300 nm).  This is 
also one of the first practical investigations into hot carrier injection in semiconductors. 
 To further understand iron oxide to sulfide phase transformation in nanowires, 
SnO2 nanowires and ZnO nanowires were exposed to similar conditions as Fe2O3.  SnO2 
nanowires, surprisingly, did not form a hollow core shell structure, but instead nucleated 
single crystal SnSx nanowire branched growth from the oxide nanowire, with no visible 
void formation.  This tin sulfide formation is dominated by surface diffusion of tin cations, 
rather than the bulk diffusion seen in the Kirkendall effect.  Conversion of ZnO to ZnS, 
however, shows the Kirkendall induced hollowing during phase transformation.  However, 
these voids were random in position and size, rather than a uniform core observed in the 
Fe2O3/FeS system.  This is due to the strong epitaxial relationship in the iron sulfide system, 
compared to that zinc sulfide. 
 The fundamental question raised by these results is what causes some metal oxides 
to form shell/core structures, hollow structures, or surface nucleation.  This, as initially 
proposed, is not based purely on the metal cation “size” and, therefore its relative diffusion 
rate.  Iron, Molybdenum, and Tin have very similar atomic radii (140 pm, 139 pm and 
140.5 pm, respectively), while zinc is significantly smaller at 134 pm.  Based purely on a 
physical diffusion basis, the conversion of these metal oxides should form very similar 
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structures.  This is not the case, experimentally.  Other parameters must be taken into 
account, such as bonding energy of the initial starting metal oxide crystal lattice, the 
chemical activity of the exposed crystal faces, as well as the chemical structure of the 
resulting metal sulfide and the epitaxial relationship with the starting oxide, if any exists.  
In the case of iron oxide to iron sulfide, iron cations diffuse much more quickly to the 
nanowire surface/reaction interface and sulfur anions, for all practical purposes, does not 
diffuse into the oxide.  The formed sulfide phase, FeS, has a hexagonal crystal structure 
and has a close epitaxial relationship with the surface exposed iron oxide planes.  This 
facilitates the diffusion of the iron, but also provides stability for the growing iron sulfide 
shell.  In the case of tin oxide to tin sulfide, tin cations diffuse very quickly; the surface 
diffusion is so favorably that surface “whiskers” will grow on tin metal, due purely to 
diffusion gradient.  During the reaction H2S, as expected, the sulfur anion does not diffuse 
into the tin oxide, but surface diffusion of tin cations dominates, rather than bulk diffusion.  
The sulfur will nucleate tin sulfide on the nanowire surface, then surface diffusion fuels 
the reaction and crystal growth with tin, having the bulk tin oxide nanowire acting as a tin 
“sink”.  There does not appear to be an epitaxial relationship between the oxide and sulfide, 
evidenced by the randomness of the sulfide nanowire growth.  In the case of MoO3/MoS2, 
there exists the strong diffusion limits for sulfur, but this limitation comes primarily from 
the MoS2 2D layered structure.  There is almost no diffusion through the large van der 
Waals spacing (6.2 Å) between the layers, so the sulfur cannot react with the oxide core 
after the formation of a maximum 8 – 10 nm MoS2 layer.  Any vacancies, which may have 
formed during the diffusion will be annihilated in the interlayer spacings, which will negate 
any agglomeration to form voids or hollowing.  The resulting sulfide, in this case, inhibits 
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the transformation and plays a larger role than the diffusion rate of the transition metal 
cation.  Comparing these results, there are many factors which play a role in 
nanomorphology formation during phase transformation, which makes absolute statements 
difficult, but it is this synergy of processes occurring, which allows for these unique 
structures and unique properties.   
The fundamental questions raised at the beginning of this dissertation are first, 
concerning the feasibility of using post-synthesis gas-solid reaction of metal oxide 
nanowires to create more complex, chalcogenide nanostructures and understanding the 
processes which are occurring on the nanoscale, thereby allowing for prediction of the 
resulting structure based on parameters.  Second, after successful creation of these 
transition metal chalcogenide nanostructures, can these materials be implemented into 
devices and is any improved activity or efficiency demonstrated.  After extensive 
experimentation and literature review of multiple transition metal chalcogenide systems, 
the following conclusions and achievements have been reached: 
•  Gas-solid reactions of metal oxide nanowires with chalcogen rich species (H2S) is a 
promising and efficient method for scalable TMC 1D nanostructure production. 
•  As a general rule, sulfur and other chalcogen anions have very slow diffusion rates in 
transition metal oxide systems, usually orders of magnitude lower than the metal cation 
diffusion rate.  This typically leads to an unequal diffusion and accumulation of Kirkendall 
vacancies, forming hollow structures during phase transformation.  However, this model is 
not simple in predicting formed structure; there a multiple parameters which play a role, 
such as: crystal structure of the phase transformed chalcogenide, epitaxial relationship with 
the original oxide nanowire, and surface diffusion properties and activity of the original 
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oxide surface.  These parameters allow for systems with similar cation diffusion rates to 
form core/shell nanowires, hollow or branched structures. 
•  The unique properties of phase transformed chalcogenides allowed for the first reported 
synthesis of FeS with NiAs structure nanowires, a phase of iron sulfide which has been 
barely investigated.  The band structure and electronic properties of this novel material are 
first described in this work and one of the first investigations, and detection of a “hot” 
electron excited above the band gap and injected into a wide band gap semiconductor using 
Ultrafast spectroscopy. 
•  The phase transformation of MoO3 nanowires to form MoS2 lead to an optimized 
shell/core morphology which provided a conductive, high surface area support for an 
electrocatalytically active material.  Subsequent chemical intercalation and modification 
have produced one of the best performances to date for any MoS2 architecture for 
catalyzing the hydrogen evolution reaction.  This chemically modified core/shell nanowire 
structure has the possibility to be applied to other material systems and provide significant 
improvements to catalytic applications. 
Phase transformation is one of the most efficient way to create chalcogenide 
materials using metal oxide nanowires and nanoparticles as the starting materials.  This 
post-synthesis processing approach allows for improved scalability and tunability of the 
electrochemical properties, as well as the morphological aspects.  The epitaxial relationship 
formed in many of the shell/core sulfide/oxide nanostructures allows for improved charge 
transfer kinetics while maintaining a high active surface area.  Exploiting the unique 
diffusion and crystallographic processes occurring in phase transformation of metal oxide 
nanowires has already lead to some of the leading catalytic and solar absorbing 
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architectures and further research will only improve these materials.  A firm understanding 
of how compounds interact on an atomic level in nanomaterials not only has applications 
in new material synthesis, but has a huge impact in understanding the degradation and 
transition of nanomaterials in many other applications.
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CHAPTER IX.  RECOMMENDATIONS
While this dissertation investigates the diffusion processes and reaction kinetics in 
phase transformations on the nanoscale by gas-solid reactions, there are many more related 
areas which can be explored.  It has been shown that metal selenides, and even tellurides, 
have improved catalytic and absorption properties than sulfides, but the synthesis of these 
compounds is more complex, from a practical point of view.  Expanding the investigations 
to these larger chalcogen anions would be very beneficial from a technological perspective, 
but would also provide further insight into nanoscale phase transformation.  Phase 
transformation studies do not have to be limited to chalcogenides: understanding how 1D 
metal oxide nanowires behave in a reducing atmosphere (H2) has not been explored.  This 
will allow for crystalline, metallic nanowires which have many applications.  Exploring 
new material systems, such as perovskites, would be very rewarding and novel if phase 
transformation can be applied, for example converting lead oxide to lead iodide. 
Large scale device fabrication utilizing these phase transformed nanowires would 
provide a lot of insight into what sorts of morphologies are optimal for various applications.  
These hollow and branched nanostructures could be ideal for lithium battery electrodes, as 
well as platforms for other chemical reactions.  On this same note, assembling the FeS 
nanotubes into a functional photoelectrochemical cell would provide very interesting 
results of how this “hot electron” injection translates to real solar efficiency. 
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This dissertation has shown that not only are these phase transformed nanostructure 
beneficial for energy applications, but can be further improved by chemical modification 
after synthesis.  Understanding intercalation processes, as well as chemical dopants, has 
the potential to open a whole new field in nanoscale research.  Too often is the assumption 
that bulk processes can be easily applied to nano-systems.  Chemical reactions and dopants 
work differently, especially in 1D nanostructures, and the effects of these reactions are 
different than bulk properties.  Understanding not just phase transformation, but chemical 
modification in nanomaterials will produce some high impact work and real discovery. 
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