Introduction
The problem of assigning the constituent parts of a large parallel application onto the processors of a multiple computer system is one of the key issues in parallel processing. While the general form of this problem has eluded efficient solution [1, 3] In the present paper we describe a new Ccondensation' approach that permits exact polynomial time solutions to these problems that are faster than any of the previously reported exact or approximate algorithms. Our approach involves a preprocessing step on the given chain or tree that makes it monotonic and permits a very fast exact solution. These new algorithms are straightforward to implement and provide the exactness of [2] , the speed of [8] , are no more involved than those of [6] , and make no assumptions about magnitudes of costs. Chain-structured computations form an important class that includes many signal processing applications. Such computations are conveniently carried out on chain structured machines in parallel or pipelined mode [4, 5] .
Tree-structured computations also arise in signal processing as well as in industrial control applications [2] . In the latter case sensor inputs from the In this Section we will define our assignment problem and discuss the properties of chains.
We will show how a given chain can be transformed into a monotonic chain and how this transformation permits faster solutions to the assignment problem.
Statement of Problem
We will assume that we are given a chain-structured program of m modules (numbered 1 to m) and that this is to be partitioned over a chain structured processor with n < m nodes (numbered 1 to n). With each module i is associated an execution cost wi and a communication cost ci. wi is the time required to execute that module on any processor (we assume a homogeneous system), while cl is the time required for module i to communicate with module i + 1.
We will work under the assumption that each processor has a contiguous subchain of modules assigned to it. Thus the chain is partitioned into subchains such that modules i and i + 1 reside on the same or on adjacent processors. We call this the contiguity constraint. When a subchain is assigned to a processor, the load on that processor is the sum of the execution costs wi plus the communication costs for the two modules at the ends of the subchain. The time required for the entire system to complete the task is equal to the time taken by the most heavily loaded processor which is equivalent to the weight of the heaviest subchain. The next subsection summarizes these definitions. weight of a partition = the weight of its bottleneck processor. This is denoted by w when no confusion is likely.
The optimal partition is the T(p) for which the weight w(r(p)) is minimum.
The
Condensation Theorem Theorem 1. Consider a chain that has a partition of weight w, and in which there exists an edge ct such that either ct _> Wt+l + ct+l or ct > wt + ct-1, or both. Then this chain will continue to have a partition of weight < w if we merge modules t and t + 1.
Proof. In the given partition of weight w, modules t and t+ 1 must belong to different subchains, otherwise the proof is trivial. We assume that modules s... t belong to subchain p and that modules t + 1 ... u belong to subchain p + 1 (see Figure  1 ). 
If ct > wt+l + ct+l we obtain f2p,,,t+l < f2p,,,t f_l,t+2,. < f_p+l,t+l,,,.
If the condensed module is assigned to subchain p+ 1, the weights of the two subchains become The searchat step 3 canbe carried out by simply incrementing t, in which case this procedure takes time proportional to m, the number of modules in the condensed chain. However, the monotonicity of the condensed chain permits us to use a binary search over the remaining modules at step 3. This is because once we have computed f21,1,t for all t, there is no need to compute any other f2p,,,t since 12p,,, t = f_l,l,t -Co -_=_ wi + c,-1 (this is illustrated in Figure 3 ). Thus we need to compute 121,x,t once for all t, and compute ,-1 
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,"-26 O(min(m, n log m) log(IV/e)). This is better than the best previously known approximation algorithm [6] which is O(mn log(W/e)). 
A Simple

Satellites
Host Figure 5 : A host-satellite systemprocessingreal-time data.
Chains on Host-Satellite Systems
We now address the problem of partitioning multiple chains on a host-satellite system. In this case we assume that we have a large, powerful host computer connected to many smaller satellite machines ( Figure  5 ). Each satellite receives a data stream from a real time environment, performs a chain of computations on it, and forwards the results to the central host.
It is possible to partition each satellite's chain so that some of its modules reside on the host and take advantage of the host's greater computational power.
We are interested in minimizing the time required for all satellites to complete one iteration of their respective tasks.
If too much load is assigned to the host, then the time to complete one iteration of all tasks will increase to an intolerable extent.
On the other hand if all chains reside on their respective satellites then the power of the host is wasted. The problem is to find a balance between the two extremes, i.e. a partitioning of the several chains that minimizes the maximum of (1) the most heavily loadedsatellite and (2) the total load on the host. As before, we assumepartitions into contiguous subchains. In the present case,this meansthat eachchain is divided into two contiguoussubchains,one of which resideson the host and the other on the satellite. 
Definitions
Probing Function
We now assume that all our n chains of m modules are condensed, monotonic chains as discussed above. If we view a single host-satellite combination as a 
Partitioning Algorithms
In a problem with n chains of m modules each, there are mn possible values of w. We could carry out rnn 'ensemble' probes to obtain the assignment that minimizes (2) in O(mn _ logm) time. This is an exact algorithm, but is not an improvement over previously known exact algorithms. If we denote by W the time taken if all modules are assigned to the host and resolve to an accuracy of e, we immediately obtain an approximation algorithm that takes O(n logmlog(W/e)) time, which isbetter than lqbal'sO(mn log(W/e)) approximation algorithm [6] .
However it is possible to do much better. Note that our n monotonic chains have m potential ws each, in ascending order. These n listscan be 
Trees on Host-Satellite Systems
We now consider the problem of partitioning a tree structured program over a host-satellite system. Our program is made up of a number of modules that can execute either on the host or on one of the satellites. As in the previous Section, we have a motivation to assign as many modules as possible on the host in order to take advantage of its greater power. However, we do not wish to load the host to the point that the time required for it to complete its portion of the task is greater than the time that would have been required by the satellites.
We will assume that our partitioning is under the {ollowing constraints.
1. The root of the tree is always assigned to the host, 2. if a specific node is assigned to a satellite, all its children nodes are also assigned to the same satellite, 3. if two nodes are assigned to a satellite, their lowest common ancestor is also assigned to the same satellite.
In other words each satellite has a single maximal subtree assigned to it. An example of a partition that satisfies these constraints is given in Figure  7 . We will assume that we have available as many nodes as there are satellites and that the optimal assignment may choose not to use some of them. This is a good model of many industrial process monitoring and/or control systems.
Satellite1
Satellite2 Satellite 3 Processing may be done in a pipelined or parallel fashion. It is important to partition the tree between the host and the satellites such that the response time of the system is minimized. As in the preceding Section, this response time depends on the larger of (1) the load on the most heavily loaded satellite and (2) the total load on the host.
5.1
Definitions m number of modules in the tree.
n number of satellites in a given partition. If inequality (4) holds assign the condensed node to a satellite (see Figure   8 ). In this case the load on the satellite before condensation was i_'C_)
After condensation it is
This quantity
is non-negative because of (4). The load on the host will decrease by at least % + ey/a -cI which is also non-negative because of (4). If inequality (5) holds then assign the condensed node to the host. In this case the load on the satellite before condensation is again S 0 (given above for the restricted class of chain-or tree-structured programs. In the present paper we have described a condensation approach that preprocesses the given chain or tree in linear time.
This condensation makes the chain or tree monotonic and permits fast algorithms to be used in the search for the optimal partition.
For the problem of partitioning an m module chain over a chain of n pro- 
