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ON THE NON-CRITICAL EXCEPTIONAL ZEROS OF KATZ p-ADIC
L-FUNCTIONS FOR CM FIELDS
KÂZIM BÜYÜKBODUK AND RYOTARO SAKAMOTO
Abstract. The primary goal of this article is to study p-adic Beilinson conjectures in
the presence of exceptional zeros for Artin motives over CM fields. In more precise terms,
we address a question raised by Hida and Tilouine on the order of vanishing of Katz p-
adic L-functions associated to CM fields, by means of a leading term formula we prove
in terms of Rubin–Stark elements. In the particular case when the CM field in question
is imaginary quadratic, our leading term formula and its consequences we record herein
are unconditional.
1. Introduction
Fix forever a prime p> 2. Let us fix an algebraic closure Q of Q and fix embeddings
ι∞ : Q →֒ C and ιp : Q →֒ Cp as well as an isomorphism j : C
∼
−→ Cp in a way that the
diagram
C
j

Q
ι∞ 77♥♥♥♥♥♥
ιp ''❖
❖❖
❖❖
❖
Cp
commutes.
Perrin-Riou’s p-adic variant of Beilinson’s conjectures expresses the special values of p-
adic L-functions in terms of motivic cohomology, so long as one avoids exceptional zeros.
The key feature of these conjectures is that they involve the special values of p-adic L-
functions outside their interpolation range, where they have no direct link to complex
L-values (which Beilinson’s conjectures explain in terms of motivic cohomology). The
main contribution in the current article is a formulation and a proof of an extension1) of
these conjectures for certain Artin motives (where the corresponding p-adic L-function is
that constructed by Katz), in a manner to allow a treatment exceptional zeros.
To be able to give a slightly more precise account of Perrin-Riou’s conjectures, we let
M be a pure motive over Q which is ordinary and crystalline at p, with motivic weight w.
Let L(ι∞M , s) denote the L-series associated to ι∞M and let Lp(ιpM ) ∈ Cp[[Γ]] (where
Γ ∼= Z×p is the Galois group of the cyclotomic Z
×
p -extension of Q) denote the conjectural
p-adic L-function whose existence is predicted by Coates and Perrin-Riou [CPR89]. This
p-adic L-function is characterised by a conjectural interpolation property, which in very
rough form requires that
χn−1cyc η
−1 (Lp(ιpM )) = Ep(M , η, n) · j
(
L(ι∞M ⊗ η, n)
Ω(M , η, n)
)
for all integers n which are critical for L(ι∞M , s) in the sense of Deligne, where χcyc :
Γ
∼
→ Z×p is the cyclotomic character and η : Γ → C
×
p is a character of finite order.
Here, Ep(M , η, n) is the Euler-like interpolation factor that corresponds to Φp(Mp(η), n)
1)The extension of the conjectures of Perrin-Riou we formulate and prove here not only allow treatment
of exceptional zeros, but also to study the leading terms of multivariate p-adic L-functions.
1
in [CPR89, (4.11)]. Perrin-Riou [PR95] conjecturally describes the values χn−1cyc η
−1 (Lp(ιpM ))
in terms of the motivic cohomology, for all integers n that lie to the left of w+12 , so long
as we have
Ep(M , η, n) 6= 0.
This is akin to Beilinson’s conjectural formula for the leading term of L(ι∞M⊗η, s) at non-
critical integers s = n, in terms of his regulators on motivic cohomology groups. We say
that the p-adic L-function Lp(ιpM ) has an exceptional zero at χ
n−1
cyc η ∈ SpecZp[[Γ]](Cp)
whenever Ep(M , η, n) = 0. In case Ep(M , η, n) = 0 and n lies left of
w+1
2 but it is non-
critical, we say that Lp(ιpM ) has a non-critical exceptional zero at χ
n−1
cyc η. Exceptional
zeros of p-adic L-functions in the cyclotomic variable alone have been extensively studied
(c.f. [Ben10, Ben11, Ben14] for the current state of art, including the treatment of the
non-critical exceptional zeros), but to best of our knowledge, non-critical exceptional zeros
along Zp-extensions other than the cyclotomic tower
2) have never been explored. The
main objective of the current article is to initiate this study for Katz’ p-adic L-functions
associated to CM fields.
We now explain the results we obtain in this article. To that end, let us fix a totally
real field k+ of degree g and a totally imaginary quadratic extension k of k+ (so that k is
a CM field and k+ is its maximal totally real subfield). Let χ : Gk −→ Q
×
be a non-trivial
character with prime-to-p order and let L/k denote the extension cut by χ. We assume
that the following p-ordinary condition of Katz holds true:
(ord) Every prime of k+ above p splits in k .
Let Sp(k) denote the set of primes of k above p and let c ∈ Gal(k/k
+) be the generator.
We fix a subset Σ ⊆ Sp(k) such that Σ ∪ Σ
c = Sp(k) and Σ ∩ Σ
c = ∅. Let k(p∞) denote
the compositum of all Zp-extensions of k and set Γ∞ = Gal(k(p
∞)/k). We let
Lχp,Σ ∈ Z
ur
p [[Γ∞]]
denote Katz’ p-adic L-function introduced in [Kat78, HT93]; see also Section 4 (particu-
larly, (14)) below for its defining interpolative property. Here, Zurp stands for the ring of
integers of the completion of the maximal unramified extension of Qp. We remark that
the trivial character 1 is not in the interpolation range for Lχp,Σ, in particular, its defining
property (14) allows no conclusion concerning the triviality (or not) of the value 1(Lχp,Σ).
It is easy to see that
#{v ∈ Σc : Ev(χ,1) = 0} = #{v ∈ Σ
c : χ(Gkv ) = 1} =: e.
In view of this observation, expanding on the discussion Hida and Tilouine in [HT94, §1.5],
one is lead to predict that
(1) Lχp,Σ
?
∈ AeΓ∞ \ A
e+1
Γ∞
,
where AΓ∞ := ker
(
Zurp [[Γ∞]] −→ Z
ur
p
)
is the augmentation ideal. We shall call this guessed
containment the exceptional zero conjecture for Katz’ p-adic L-function at the trivial chac-
ter. Our Corollary 1.3 below asserts that (1) indeed holds true if one assumes a number of
folklore conjectures (and it holds true unconditionally in the situation when k/Q is imagi-
nary quadratic; see Theorem 1.6 below). This result follows from a non-critical exceptional
zero formula (Theorem 1.1) we prove below (which one may think of an instance of p-adic
Beilinson conjecture in the presence of exceptional zeros), which involves the L-invariant
we introduce also in the current article.
2)Note in particular that the work of Benois is built on the theory of (ϕ,Γ)-modules. For many of the
Zp-towers (with Galois group Γ) we consider in this work, one does not expect to have a reasonable theory
of (ϕ,Γ)-modules; c.f. [Ber14].
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Our main objectives in the current note can be summarised as in the list below of three
items. Let kΓ/k be any Zp-extension with Galois group Γ and setAΓ := ker
(
Zurp [[Γ]] −→ Z
ur
p
)
.
(1) Introduce an explicit L-invariant LΣ,Γ ∈ Cp⊗Zurp A
e
Γ/A
e+1
Γ along the extension kΓ/k
(see Definition 5.2).
(2) Prove a leading term formula for the the restriction Lχp,Σ|Γ ∈ Z
ur
p [[Γ]] of Katz’ p-
adic L-function to Γ (see Theorem 1.1 for a precise statement of our result and
Theorem 6.3 in the main text) under the following hypotheses:
(H.1) No prime in Sp(k) splits completely in kΓ/k.
(H.2) p splits completely in k.
(H.3) Σ–Leopoldt’s conjecture for the number field L is true.
(H.4) Rubin–Stark conjecture for each finite subextension of Lk(p∞)/k holds true.
(H.5) Iwasawa theoretic Mazur–Rubin–Sano Conjecture 2.9 and the Reciprocity
Conjecture 4.7 hold.
(3) Conclude that (1) holds true under the hypotheses (H.1) – (H.5); unconditionally if
k/Q is imaginary quadratic (Corollary 1.3; see also the final portion of Theorem 6.3
in the main text).
Theorem 1.1 (p-adic Beilinson conjecture with exceptional zeros). Let e ∈ Z≥0 be as
above and suppose that the hypotheses (H.1) – (H.5) hold true.
Then ordAΓ
(
Lχp,Σ|Γ
)
≥ e and
(2) Lχp,Σ|Γ = (−1)
eLΣ,Γ ·
∏
v∈Σ
(
1−
χ(v)
p
) ∏
v∈Σc\Vp
(1− χ(v)−1) ·
RegΣ,χp
Regχ∞
· L∗(χ−1, 0)
inside AeΓ/A
e+1
Γ , where
• Vp is the set of places of k above p which split completely in L,
• L∗(χ−1, 0) := lim
s→0
s−gL(χ−1, 0) is the leading term of the L-function associated to
χ−1 at s = 0,
• RegΣ,χp /Reg
χ
∞ is the determinant of the compositum of the Cp-linear map
Cgp
(
λχ
L,S∞(k)
)
−1
−−−−−−−−−→ Cp ⊗Z O
×,χ
L
⊕v∈Σ logv−−−−−−→ Cgp .
Here, λχL,S∞(k) is the χ-part of the Dirichlet regulator isomorphism (given as in (6))
and logv is the v-adic logarithm (see (12) for its definition).
Remark 1.2.
i) The leading term formula (2) follows on combining Theorem 6.3 with the discussion in
Remark 6.2.
ii) We need to assume (H.2) solely because the Coleman maps that we recall in Section 3
are currently available only under this hypothesis.
iii) If a prime in Σc splits completely in kΓ/k, then LΣ,Γ = 0 (Remark 5.3(ii) and Iwasawa
Main Conjecture implies (see Corollary C.11 below) that Lχp,Σ|Γ is identically zero.
iv) Let kΓΣ/k be a Zp-extension which is unramified outside Σ (it is unique under the
Σ–Leopoldt conjecture). It follows from Definition 5.2 of the LΣ,ΓΣ (and the fact that
recΓΣ,v = ordv whenever v ∈ Σ
c) that LΣ,ΓΣ = 1.
v) The term
RegΣ,χp
Regχ∞
is non-zero if and only if Σ– Leopoldt conjecture is true.
Corollary 1.3. In the notation of Theorem 1.1, ordAΓ (Lp,Σ|Γ) = e if and only if LΣ,Γ 6= 0.
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Corollary 1.4. Under the hypotheses of Theorem 1.1, prediction (1) holds true:
Lχp,Σ∈A
e
Γ∞ \ A
e+1
Γ∞
.
Proof. This is an immediate consequence of Theorem 1.1 and Remark 1.2(iii). 
Remark 1.5. Throughout this remark, suppose k an imaginary quadratic field where the
prime p = ppc splits and suppose p is the prime induced from the embedding ιp (so that
Σ = {p}). Let χ be as before and let L denote the fixed field of ker(χ).
i) In this particular case, the L-invariant along Γ is given as the unique element Lp,Γ ∈
Qp ⊗Zp Γ that validates the equality
recΓ,pc = Lp,Γ · ordpc .
Here,
recΓ,pc ∈ Hom
(
(L⊗k,ιcp Qp)
×,χ,Γ
)
= Hom
(
k×pc ,Γ
)
= Hom
(
Q×p ,Γ
)
is induced from the local Artin reciprocity map (and the first equality is because χ(pc) = 1);
whereas
ordpc ∈ Hom
(
(L⊗k,ιcp Qp)
×,χ,Zp
)
= Hom
(
k×pc ,Zp
)
is the pc-adic valuation.
ii) Let {c} ∈ O×,χL denote a basis. Then,
RegΣ,χp
Regχ∞
=
logp |ιp(c)|
log |ι∞(c)|
.
iii) If Γ = Γcyc is the Galois group of the cyclotomic Zp-extension of k and χcyc : Γcyc
∼
−→ pZp
denotes the composite map of the cyclotomic character and p-adic logarithm, then we have
χcyc(Lp,Γcyc) = −
logp(u)
ordpc(u)
,
where u ∈ X = ker
(
OL[1/p]
×,χ → L×p
)
is an arbitrary non-trivial element and
logp ∈ Hom
(
(L⊗k,ιcp Qp)
×,χ, pZp
)
= Hom
(
Q×p , pZp
)
is the Iwasawa’s p-adic logarithm, which is normalized so that logp(p) = 0.
Let us assume further that χ is the restriction of a character χQ : GQ → Q
×
of GQ. Put
F := Q
ker(χ)
and let ǫk : Gal(k/Q)→ {±1} denote the non-trivial character. Then,
χcyc(Lp,Γcyc) = −
logp(uGr)
ordp(uGr)
,
where
uGr := eχ · x ∈
{
OF [1/p]
×,χ if χ is odd,
OL[1/p]
×,χǫk if χ is even.
and x ∈ OL[1/p]
×,± is such that OL ·x = ℘
h(℘c)±h for any prime ℘ of L above p and such
that 〈c〉 = Gal(k/Q) acts on it by ±1.
In particular, Brumer’s p-adic version of Baker’s theorem implies that Lp,Γcyc is non-zero
in the special case when χ arises as the restriction of a character of GQ.
iv) The same line of argument as in (ii) shows more generally that, if χ is the restriction of
a character of Gk+ and e = 1, then LΣ,Γcyc 6= 0.
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v) It would be interesting to deduce the leading term formula (2) in the particular case
Γ = Γcyc extending the methods of [DDP11, DKV18], without relying on the conjectural
Rubin–Stark elements and the conjectural reciprocity law. It seems to the authors that
the methods in op. cit. are not likely to allow treatment beyond the case Γ = Γcyc. When
e = 1, one may hope that an explicit construction of a test vector u ∈ X (where X is
given in Lemma 5.4) in a manner that parallels [DDP11] would allow us to conclude that
LΣ,Γcyc 6= 0, without assuming as in (iii) that χ arises as a base change from k
+. The case
e > 1 seems to require new ideas.
In the case when k/Q is an imaginary quadratic field where the prime p splits (so that
hypothesis (H.2) above holds), hypotheses (H3)–(H5) are valid if we in addition assume
that the class number of k is prime to p (see Remark 2.10(ii) and Remark 4.8 below).
Notice also that (H1) is trivially true when k is imaginary quadratic. In this situation, the
results above take the following form:
Theorem 1.6. Suppose k an imaginary quadratic field where the prime p = ppc splits and
whose class number is prime-to-p. Suppose p is the prime induced from the embedding ιp
(so that Σ = {p} in our notation above). Let kΓ and χ be as before and let L
χ
p denote Katz’
two-variable p-adic L-function. Suppose χ(pc) = 1.
i) We have Lχp (1) = 0 and
(3) (Lχp |Γ)
′(1) = −Lp,Γ
(
1−
χ(p)
p
)
·
RegΣ,χp
Regχ∞
· L∗(χ−1, 0),
where the equality takes place in AΓ/A
2
Γ.
ii) In particular, Lχp ∈ AΓ∞ \ A
2
Γ∞
.
Remark 1.7. Suppose in this remark that we are in the setting of Theorem 1.6. We will
indicate implications of Theorem 1.6 (already known to experts) in two important cases.
i) Suppose Γ = Γp is the Galois group of the Zp-extension kΓp of k unramified outside {p}.
In this situation, it follows from the discussion in Remark 1.2(iii) that LΓp = 1 and the
leading term formula in Theorem 1.6(i) takes the following form:
(Lχp |Γ)
′(1) = −
(
1−
χ(p)
p
)
·
RegΣ,χp
Regχ∞
· L∗(χ−1, 0).
This equality can be deduced directly as a consequence of Katz’ p-adic Kronecker limit
formula.
ii) Let us assume now that χ is the restriction of a character χQ : GQ → Q
×
of GQ. In the
situation when Γ = Γcyc, our leading term formula (3) can be obtained on combining Gross’
factorisation of Katz p-adic L-function in [Gro80, Corollary 3.9] with results of Ferrero–
Greenberg in [FG79] and Gross–Koblitz in [GK79]; see also [Ben14, Theorem 3.3.2].
Acknowledgements. K.B. thanks Ming-Lun Hsieh for inquiring about K.B.’s prior work
on exceptional zeros of p-adic L-functions [Büy12, Büy16] (as well as for his comments
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(Büyükboduk); the Program for Leading Graduate Schools, MEXT, Japan and JSPS KAK-
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Notation. Let p be an odd prime and let µpn denote the set of p
n-th roots of unity. For
any field K, we write GK for the absolute Galois group of K.
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Let Zurp denote the ring of integers of the completion of the maximal unramified extension
of Qp. Note that Z
ur
p equals the Witt ring of an algebraic closure of Fp and hence Z
ur
p is a
complete discrete valuation ring with maximal ideal pZurp .
For any number field K, we denote by Sp(K) and S∞(K) the set of places of K above p
and ∞, respectively. For a finite set S ⊇ S∞(K), we denote by KS the maximal extension
of K which is unramified outside S. Put
GK,S := Gal(KS/K).
For a prime v of K, we denote by Kv the completion of K at v and by OKv the ring of
integers of Kv.
Let k be a CM field and let k+ denote its maximal totally real subfield. We set
g := [k+ : Q].
Throughout this paper, for each prime v of k, we fix a prime w in Q above v. For any set
S of places of k and algebraic extension K/k, we denote by SK the set of places of K/k
lying above S and by OK,S the ring of SK -integers in K. We also write Sram(K/k) for the
set of primes at which K/k is ramified.
Let χ : Gk −→ Q
×
be a non-trivial character with prime-to-p order. Set L := Q
ker(χ)
.
Throughout this paper, we assume that the prime p is unramified in L. We put
eχ :=
1
[L : k]
∑
σ∈Gal(L/k)
χ(σ)σ−1
and, for any Z(p)[im(χ)][Gal(L/k)]-module M , define M
χ := eχM .
Let T := Zurp (1)⊗ χ
−1, that is, T is equal to Zurp as a Z
ur
p -module and Gk acts on T via
the character χcycχ
−1, where χcyc denotes the cyclotomic character of k. Since the prime
p is unramified in L, we note that
H0(Gk,S , T/pT ) = 0
for any finite set S of places of k containing S∞(k) ∪ Sp(k) ∪ Sram(L/k).
For an abelian extension K/k, we let ι : Zp[[Gal(K/k)]] −→ Zp[[Gal(K/k)]] denote the
involution given by g 7→ g−1 on group-like elements. For a Zp[[Gal(K/k)]]-module M , we
set M ι :=M ⊗Zp[[Gal(K/k)]],ι Zp[[Gal(K/k)]]. We also set
TK := T ⊗Zp Zp[[Gal(K/k)]]
ι.
We note that for any set S ⊇ S∞(k)∪Sp(k)∪Sram(KL/k), the Galois group Gk,S acts on
TK . By Hilbert’s Theorem 90, there is a canonical identification
lim
←−
K ′
(Zurp ⊗Zp (OLK ′)
×,∧)χ = H1(Gk,S , TK).(4)
Here K ′ runs over all finite extension of k contained in K and we denote by
M∧ := lim←−
n
M/pnM
the pro-p-completion of a Z-module M .
For any prime v of k, we define
H1f (Gkv , TK) := lim←−
K ′
(Zurp ⊗Zp (OKL ⊗Ok Okv )
×,∧)χ.(5)
We set
T∞ := Tk(p∞) and Γ∞ := Gal(k(p
∞)/k).
If K/k is a Zsp-extension with Galois group Γ for some s ≥ 1, then we also put
TΓ := TK and AΓ := ker
(
Zurp [[Γ]] −→ Z
ur
p
)
.
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2. Rubin–Stark elements and Conjecture of Mazur–Rubin–Sano
In this section, we first recall the definition of the (p, χ)-part of the Rubin–Stark element
for our fixed prime p and character χ and recall the Rubin–Stark conjecture. Secondly, we
recall a certain special case of a conjecture of Mazur–Rubin–Sano, which was independently
formulated in [MR16] and [San14].
The contents of this subsection dwells largely on [Rub96, San14, BKS17].
Rubin–Stark elements. Let K/k be a finite abelian extension satisfying K∩L = k. We
then have a canonical identification Gal(KL/k) = Gal(K/k) ×Gal(L/k).
Fix a finite set S of places of k such that S∞(k) ∪ Sram(KL/k) ⊆ S. We also fix a
labeling S = {v1, . . . , vn} and a positive integer r ≤ n. Assume that the places v1, . . . , vr
split completely in KL and then set V := {v1, . . . , vr}.
For a set Σ of places in k, we define the Z[Gal(KL/k)]-module XKL,Σ to be the aug-
mentation kernel of the divisor group on ΣKL:
XKL,Σ := ker
 ⊕
w∈ΣKL
Zw −→ Z;w 7−→ 1
 .
We put
CO×KL,S := C⊗Z O
×
KL,S and CXKL,S := C⊗Z XKL,S.
It is well-known that there is the regulator isomorphism
λKL,S : CO
×
KL,S
∼
−→ CXKL,S(6)
of C[Gal(KL/k)]-modules, which is given for a ∈ O×KL,S by
λKL,S(a) = −
∑
w∈SKL
log |a|ww .
For a non-trivial character ψ ∈ Hom(Gal(KL/k),C×), let LS(ψ, s) denote the S-
truncated Dirichlet L-function for ψ and
eψ :=
1
#Gal(KL/k)
∑
σ∈Gal(KL/k)
ψ(σ)σ−1.
We write rψ,S for the order of vanishing of LS(ψ, s) at s = 0. Since ψ is non-trivial, the
class number formula shows that
rψ,S = dimC(eψCO
×
KL,S) = dimC(eψCXKL,S) = #{v ∈ S | ψ(Gkv ) = 1} .
Therefore, by the assumption of V , we have r ≤ rψ,S and hence lim
s→0
s−rLS(ψ, s) is well-
defined. Set
eχθ
(r)
KL/k,S := eχ
∑
ψ
lim
s→0
s−rLS(ψ
−1, s) · eψ
 ∈ eχC[Gal(KL/k)].
Recall that, throughout this paper, we shall fix a prime wi of KL lying above vi ∈ V .
We also note that
eχ(CXKL,S) = eχ
( ⊕
w∈ΣKL
Cw
)
since χ is a non-trivial character.
7
Definition 2.1. The χ-part of the (r-th order) Rubin–Stark element
ǫV,χKL/k,S ∈ eχ
(∧r
Cp[Gal(KL/k)]
CO×KL,S
)
=
∧r
C[Gal(K/k)]
(CO×KL,S)
χ
is defined to be the element which corresponds to
eχθ
(r)
KL/k,S · w1 ∧ · · · ∧ wr ∈ eχ
(∧r
C[Gal(KL/k)]
CXLK,S
)
under the isomorphism∧r
C[Gal(KL/k)]
CO×KL,S
∼=
∧r
C[Gal(KL/k)]
CXLK,S.
induced by the regulator isomorphism (6). By using the fixed isomorphism j : C ∼= Cp, we
regard
ǫV,χKL/k,S ∈
∧r
Cp[Gal(K/k)]
(CpO
×
KL,S)
χ.
Here CpO
×
KL,S := Cp ⊗Z O
×
KL,S.
Remark 2.2. (i) The Rubin–Stark element depends on the choice of the fixed prime wi
above vi for 1 ≤ i ≤ r. For example, if we take another prime w
′
1 in KL satisfying
w′1 = σw1 for some σ ∈ Gal(KL/k), then we get another element ǫ
′ and we have
ǫ′ = χ(σ)ǫV,χKL/k,S.
(ii) The Rubin–Stark element depends on the labeling of the elements v1, . . . , vr in V .
By using the canonical isomorphism
HomZ(O
×
KL,S,Z)
∼
−→ HomZ[Gal(KL/k)](O
×
KL,S,Z[Gal(KL/k)]);
f 7−→
x 7−→ ∑
σ∈Gal(KL/k)
f(σx)σ−1
 ,
the order map O×KL,S →֒ (KL)
×
w ։ Z at w induces a homomorphism
(7) ordv : O
×
KL,S −→ Z[Gal(KL/k)].
Remark 2.3. This notation is lightly abusive in that the map ordv depends on the choice of
the fixed prime w above v. Namely, if we take another prime w′ in KL satisfying w′ = σw
for some σ ∈ Gal(KL/k), then there is the map ord′v associated with w
′ and we have
ord′v = σ
−1 · ordv.
For any subset T ⊆ S \S∞(k) and non-negative integer s, the maps ordv induces a map∧
v∈T
ordv :
∧s+#T
Cp[Gal(K/k)]
(CpO
×
KL,S)
χ −→
∧s
Cp[Gal(K/k)]
(CpO
×
KL,S)
χ
(see Appendix B).
Proposition 2.4. Let K ′ ⊆ K be a subfield containing k and S∞(k)∪Sram(K
′L/k) ⊆ S′.
(i) If V ⊆ S′, then
NK/K ′(ǫ
V,χ
KL/k,S) =
∏
v∈S\S′
(1− Frob−1v )ǫ
V,χ
K ′L/k,S′.
Here, Frobv denotes the arithmetically normalized Frobenius element at v and
NK/K ′ : (LK)
× −→ (LK ′)× denotes the norm map. In particular, if S = S′,
then
NK ′/K(ǫ
V,χ
K ′L/k,S) = ǫ
V,χ
KL/k,S.
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(ii) Let V ′ ⊆ V such that S \ V = S′ \ V ′. Then we have∧
v∈V \V ′
ordv(ǫ
V,χ
KL/k,S) = sgn(V, V
′)ǫV
′,χ
K ′L/k,S′.
Here the sign sgn(V, V ′) ∈ {±1} is defined by the relation
sgn(V, V ′)
∧
v∈V
=
∧
v∈V ′
∧
∧
v∈V \V ′
.
Proof. Claim (i) is [Rub96, Proposition 6.1]; see also [San14, Proposition 3.5]. Claim (ii)
is [Rub96, Lemma 5.1(iv) and Proposition 5.2]; see also [San14, Proposition 3.6]. 
Let S := S ∪ Sp(k). By (4), we have
eχ(Z
ur
p ⊗Z O
×
KL,S
) = H1(Gk,S , TK).
Let G := Gal(K/k) and put (−)∗ := HomZurp [G](−,Z
ur
p [G]). Then by Remark B.1, there is
a canonical injection⋂r
Zurp [G]
H1(Gk,S , TK) :=
(∧r
Zurp [G]
H1(Gk,S , TK)
∗
)∗
→֒
∧r
Cp[Gal(K/k)]
(CpO
×
KL,S
)χ.
Then the following is the (p, χ)-part of the Rubin–Stark conjecture.
Conjecture 2.5 (Rubin–Stark Conjecture). The Rubin–Stark element ǫV,χKL/k,S is contained
in the Rubin-lattice
⋂r
Zurp [G]
H1(Gk,S , TK).
Remark 2.6. In the articles [Rub96, San14, BKS17], the authors choose an auxiliary finite
set T of places of k which is disjoint from S and such that the (S, T )-unit group of KL
is torsion-free, in order to state the Rubin–Stark conjecture. However, since χ cannot be
the Teichmüllar character thanks to our running assumptions, the group H0(Gk,S , T/pT )
vanishes and therefore, H1(Gk,S , TK) is torsion-free. For this reason, we can (and will)
take T = ∅.
Conjecture of Mazur–Rubin–Sano. Let kΓ be a Zp-extension of k with Galois group
Γ. We write kn for the n-th layer of kΓ/k and put Γn := Gal(kn/k). We also set Ln := knL
and LΓ := kΓL. Note that Gal(Ln/k) = Γn ×Gal(L/k) since p ∤ [L : k]. Let
S := S∞(k) ∪ Sp(k) ∪ Sram(L/k) and V := {v ∈ S | χ(Gkv) = 1}.
Note that S∞(k) ⊆ V since k is a CM field. Put r := #V − g. We fix a labeling
S = {v1, . . . , vn} such that
S∞(k) = {v1, . . . , vg},
V \ S∞(k) = {vg+1, . . . , vg+r}.
We then have the (p, χ)-components of the Rubin–Stark elements
ǫ
S∞(k),χ
Ln/k,S
∈
∧g
Cp[Γn]
(CpO
×
Ln,S
)χ and ǫV,χ
L/k,S
∈
∧g+r
Cp
(CpO
×
L,S)
χ.
Assume the (p, χ)-part of the Rubin–Stark conjecture, namely that,
ǫ
S∞(k),χ
Ln/k,S
∈
⋂g
Zurp [Γn]
H1(Gk,S , Tkn) and ǫ
V,χ
L/k,S ∈
⋂g+r
Zurp
H1(Gk,S , T ).
As H0(Gk,S, T/pT ) vanishes, we have a canonical isomorphism⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ) ∼= lim←−
n
⋂g
Zurp [Γn]
H1(Gk,S , Tkn).
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by Corollary B.5. Here, TΓ := T ⊗Zp Zp[[Γ]]. Furthermore, the Rubin–Stark elements
{ǫ
S∞(k),χ
Ln/k,S
}n are norm-compatible by Proposition 2.4. One can therefore define an element
(8) ǫ
S∞(k),χ
LΓ/k,S
:= lim
←−
n
ǫ
S∞(k),χ
Ln/k,S
∈
⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ).
Let AΓ := ker(Z
ur
p [[Γ]] −→ Z
ur
p ) denote the augmentation ideal of Z
ur
p [[Γ]].
Conjecture 2.7 (Exceptional Zero Conjecture for Rubin–Stark elements).
ǫ
S∞(k),χ
LΓ/k,S
∈ ArΓ ·
⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ).
Recall that w denotes the fixed prime of LΓ above v ∈ V . We have the reciprocity map
recw : L
×
w −→ Gal(LΓ,w/Lw) →֒ Gal(LΓ/L)
∼= Γ.
Since χ(Gkv) = 1, so that the prime v splits completely in L, the fixed prime w induces
an isomorphism of Z[Gal(L/K)]-modules⊕
w′|v
L×w′
∼= L×w ⊗Z Z[Gal(L/k)],
and the reciprocity map recw induces a Z[Gal(L/k)]-homomorphism⊕
w′|v
L×w′ −→ Γ⊗ Z[Gal(L/k)].
On taking the χ-part, we obtain a Zurp -homomorphism
(9) recΓ,v : H
1(Gkv , T ) −→ Z
ur
p ⊗Zp Γ
∼= AΓ/A
2
Γ.
Remark 2.8. The map recΓ,v depends on the choice of the prime w above v, as does ordv
defined in (7); see Remark 2.3.
By abuse of notation, we also write recΓ,v for the composite map
H1(Gk,S, T )
locv−−→ H1(Gkv , T )
recv−−→ AΓ/A
2
Γ.
We then have an induced Zurp -morphism∧
v∈V \S∞(k)
recΓ,v :
⋂g+r
Zurp
H1(Gk,S , T ) −→ A
r
Γ/A
r+1
Γ ⊗Zurp
⋂g
Zurp
H1(Gk,S , T )
(see Appendix B). Assume that Conjecture 2.7 holds true. Fix a topological generator γ of
Γ. Since H1(Gk,S,TΓ) is a free Z
ur
p [[Γ]]-module by Corollary A.6, there is a unique element
κ∞,γ ∈
⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ) such that
(γ − 1)r · κ∞,γ = ǫ
S∞(k),χ
LΓ/k,S
.
Let κγ denote the image of κ∞,γ in
⋂g
Zurp
H1(Gk,S , T ). The following is the Iwasawa theoretic
version of the conjecture of Mazur–Rubin–Sano (see [BKS17, Conjecture 4.2]).
Conjecture 2.9 (Iwasawa theoretic Mazur–Rubin–Sano Conjecture). Suppose that no
prime in S splits completely in kΓ/k. Conjecture 2.7 holds true and∧
v∈V \S∞(k)
recΓ,w(ǫ
V,χ
L/k,S) = (−1)
gr(γ − 1)r ⊗ κγ .
Note that sgn(V, S∞(k)) = (−1)
gr.
10
Remark 2.10. (i) Conjecture 2.9 is slightly stronger than the conjecture of Mazur–
Rubin–Sano in that their original conjecture does not require the validity of Con-
jecture 2.7. However, under Conjecture 2.7, one can show that Conjecture 2.9 is
equivalent to [BKS17, Conjecture 4.2].
(ii) Assume that k is an imaginary quadratic field, the prime p splits in k/Q, and
the class number of k is coprime to p. ETNC for abelian extensions of k in this
set up is proved by Bley in [Ble06]. Furthermore, Conjecture 2.7 holds true by
Lemma 4.9 below (see also Remarks C.2 and 4.8). It therefore follows from [BKS16,
Theorem 1.1] that Conjecture 2.9 holds true in this situation.
3. Coleman Maps
In this section, we assume that the prime p splits completely in k. Following the discus-
sion in [dS87], we recall here the construction of the Coleman map for Gm/Qp.
3.1. Construction of the Coleman Map. Let v ∈ Sp(k). We fix a Zp-extension kΓ of k
at which v is ramified. We also take a finite p-abelian extension K of k which is unramified
at v. Recall that w denotes the fixed prime in kΓKL(µp) above v. For notational simplicity,
we set
E∞ := (kΓKL(µp))w
and we denote by H the maximal unramified extension of kv contained in E∞. We also
set
E1 := H(µp)
and En denotes the Galois extension of E1 contained in E∞ such that Gal(En/E1) ∼=
Z/(pn−1).
Since kv = Qp and E∞/H is a totally ramified Z
×
p -extension, there is an element π ∈ Okv
such that
NEn/kv(E
×
n ) = π
Z × (1 + pnZp).
Furthermore, by the definition of H, we can take a uniformizer ̟ ∈ OH such that
NH/kv(̟) = π.
Fix a power series f(X) = ̟X + · · · ∈ XOH [[X]] such that
f(X) ≡ Xp mod mH .
Here mH denotes the maximal ideal of OH . Then there exists a unique relative Lubin-Tate
group Ff ∈ OH [[X,Y ]] defined over OH with
Fϕf (f(X), f(Y )) = f(Ff (X,Y )),
where ϕ ∈ Gal(H/kv) denotes the p-th Frobenius element (see [dS87, Theorem 1.3]). Let
mCp denote the maximal ideal of the ring of integers in Cp and put
x+f y := Ff (x, y)
for x, y ∈ mCp . Then there is a canonical ring isomorphism
Okv
∼= End(Ff ) ⊆ Okv [[X]]; a 7→ [a]f = aX + · · ·
and we define an Okv -module structure on (mCp ,+f ) by a · x := [a]f (x) for a ∈ Okv and
x ∈ mCp . Define
fn := f
ϕn−1 ◦ · · · ◦ f
and set
W nf := {x ∈ mCp | fn(x) = 0}.
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Then it is well-known that
NH(Wnf )/kv (H(W
n
f )
×) = πZ × (1 + pnZp) = NEn/kv (E
×
n )
(see, for example, [Yos08, Proposition 5.10]). It follows by local class field theory that
H(W nf ) = En.
For each positive integer n, we fix a generator ωn of the Okv -module (W
n
fϕ−n
,+
fϕ−n
) such
that fϕ
−n
(ωn) = ωn−1.
Proposition 3.1 ([dS87, Theorem 2.2 and Corollary 2.3]). Let
β = (βn+1)n ∈ lim←−
n
E×n
be a norm-coherent sequence. Set ν(β) = ord(β1).
Then there is a unique power series gβ(X) ∈ X
ν(β) ·OH [[X]]
× (called by Coleman power
series of β) such that, for any positive integer n,
gϕ
−n
β (ωn) = βn.
Furthermore, Coleman power series have the following properties:
(i) For any β′ ∈ lim←−nE
×
n , we have gββ′(X) = gβ(X)gβ′(X).
(ii) We have
∏
ω∈W 1f
gβ(ω) = g
ϕ
β (0).
(iii) If β ∈ lim←−nO
×
En
, then we have (1− ϕ−1) · gβ(0) = β0.
(iv) For any u ∈ O×kv , we have grec(u−1)β(X) = gβ(X) ◦ [u]f (X). Here
rec : O×kv −→ Gal(E∞/H)
stands for the reciprocity map.
Lemma 3.2. Let u ∈ O×kv and let π˜ = (πn) ∈ lim←−n
E×n be a norm-coherent sequence of
uniformizers. Put β := (rec(u−1)− 1)π˜ ∈ lim←−nO
×
En
Then gβ(0) = u.
Proof. By Proposition 3.1, we have
gβ(X) = gπ˜(X) ◦ [u]f (X)/gπ˜(X).
Since gπ˜(X) ∈ X ·OH [[X]]
× and [u]f (X) = uX+ · · · , the proof that gβ(0) = u follows. 
By [dS87, Proposition 1.6], there is an element θ(S) ∈ Zurp [[S]] such that θ induces an
isomorphism of Lubin-Tate groups:
θ : Gˆm ∼= Ff .
For a non-negative integer n, we fix primitive pn-th roots of unity ζn such that ζ
p
n+1 = ζn
and now we take
ωn := θ
ϕ−n(ζn − 1).
We note that ωn is a generator of W
n
fϕ−n
and fϕ
−n
(ωn) = ωn−1.
Let β = (βn)n ∈ lim←−n
O×,∧En . Since βi are principal unit, we see that
gβ(X) ≡ 1 mod (̟,X).
We may therefore define a power series log gβ(X) ∈ OH [[X]]. By [dS87, p.18, Lemma], the
power series
l˜og gβ(X) := log gβ(X)−
1
p
∑
ω∈W 1f
log gβ(X +f ω)
has integral coefficients. The following lemma is a direct consequence of Proposition 3.1.
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Lemma 3.3. For a norm-coherent sequence β = (βn)n ∈ lim←−n
O×,∧En , we have
l˜og gβ(0) =
(
1−
ϕ
p
)
log gβ(0).
The reciprocity map defines a map
κ : Gal(E∞/H)
rec−1w−−−→ Z×p
x 7→x−1
−−−−→ Z×p .
We then choose an element µβ ∈ Z
ur
p [[Gal(E∞/H)]] such that
l˜og gβ(X) ◦ θ(S) =
∫
Gal(E∞/H)
(1 + S)κ(g) dµβ(g).
This element canonically extends to an element µ˜β ∈ Z
ur
p [[Gal(E∞/kv)]] (see [dS87, p. 20]).
Remark 3.4. Note that∫
Gal(E∞/kv)
dµ˜β(g) = [H : kv ] · l˜og gβ(0) = [H : kv]
(
1−
ϕ
p
)
log gβ(0).
As a result of the discussion above, one jas the following homomorphism of Zurp [[Gal(E∞/kv)]]-
modules:
lim←−
n
(Zurp ⊗Zp O
×,∧
En
) −→ Zurp [[Gal(E∞/kv)]](10)
β 7−→ dµ˜β .
Since kv = Qp, we have µp∞ ∩ (kΓKL)w = 1. Hence, by [dS87, page 21, (13)], the map
(10) map induces an isomorphism of Zurp [[Gal((E∞/kv)]]-modules
lim
←−
n
(Zurp ⊗Zp O
×,∧
(knKL)w
)
∼
−→ Zurp [[Gal((kΓKL)w/kv)]].
We recall here that kn denotes the n-th layer of the Zp-extension kΓ/k. Using the fixed
prime w and on passing to χ-parts, we obtain the isomorphism
ColΓ,K,v : H
1
f (Gkv , TkΓK)
∼
−→ Zurp [[Γ]][Gal(K/k)].
of Zurp [[Γ]][Gal(K/k)]-modules. Here, TkΓK := T ⊗Zp Zp[[Γ]][Gal(K/k)]. For an extension
K ′/k contained in K, by construction, we see that the diagram
H1f (Gkv , TkΓK)
ColΓ,K,v
//

Zurp [[Γ]][Gal(K/k)]

H1f (Gkv , TkΓK ′)
ColΓ,K′,v
// Zurp [[Γ]][Gal(K
′/k)]
commutes. This in turn induces an isomorphism
Colv : H
1
f (Gkv ,T∞)
∼
−→ Zurp [[Γ∞]].
of Zurp [[Γ∞]]-modules.
Remark 3.5. We note that, by [dS87, Chapter 1, Proposition 3.9], the isomorphism Colv
is independent of the choice of f , θ, and ζi. We also note that Colv depends on the choice
of the prime w above v; compare with the discsussion in Remark 2.3.
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The order map (KL)×w ։ Z induces a surjective homomorphism
ordv : (KL⊗k kv)
×,∧
։ Zp[Gal(KL/k)/DKL,v],
where DKL,v denotes the decomposition group at v in Gal(KL/k). Furthermore, ordv
induces an isomorphism
H1(Gkv , TK)/H
1
f (Gkv , TK)
∼
−→ eχZ
ur
p [Gal(LK/k)/DKL,v ](11)
of Zurp [Gal(K/k)]-modules. We therefore infer that
H1f (Gkv ,T∞) = H
1(Gkv ,T∞)
and we have
Colv : H
1(Gkv ,T∞) = H
1
f (Gkv ,T∞)
∼
−→ Zurp [[Γ∞]].
3.2. “Constant terms” of Coleman maps. Let v ∈ Sp(k) and K/k an abelian p-
extension which is unramified at v. Since Lw is an unramified extension of Qp thanks
to our running assumptions on χ, the p-adic logarithm defines a Zp-isomorphism
O×,∧(KL)w
∼
−→ pO(KL)w ; x 7→
∞∑
n=1
(−1)n
(x− 1)n
n
.
The fixed prime w induces a Zp[Gal(K/k)]-homomorphism
(OKL ⊗Ok Okv)
χ =
(⊕
w′|v
O(KL)w′
)χ
−→ Okv ⊗Ok OK .
Thence, the logarithm and the fixed prime w together induce a Zurp [Gal(K/k)]-homomorphism
logK,v : H
1
f (Gkv , TK) −→ p(Z
ur
p ⊗Zp Okv ⊗Ok OK).
In particular, if K = k, since kv = Qp and p ∤ [L : k], we have a Zurp -isomorphism
logv : H
1
f (Gkv , T )
∼
−→ pZurp .(12)
Remark 3.6. The map logK,v depends on the choice of the prime w above v; compare with
the discussion in Remark 2.3.
3.2.1. Non-Split Case. Suppose throughout §3.2.1 that v does not split completely in L
(namely that, χ(Gkv) 6= 1).
Lemma 3.7. Let K be a subfield of k(p∞)/k.
(i) We have H1f (Gkv , TK) = H
1(Gkv , TK).
(ii) The norm map
H1(Gkv ,T∞)⊗Zurp [[Γ∞]] Z
ur
p [[Gal(K/k)]] −→ H
1(Gkv , TK)
is an isomorphism.
Proof. Since χ(Gkv) 6= 1, (i) follows from the isomorphism (11). Still based on the fact that
χ(Gkv) 6= 1, we see that H
2(kv, T ) = 0 by local duality, and (ii) follows from Corollary A.7.

Definition 3.8. Let kΓ/k be a Zp-extension (which is not necessarily ramified). It follows
from Lemma 3.7 that we have a unique isomorphism
ColΓ,v : H
1(Gkv ,TΓ)
∼
−→ Zurp [[Γ]]
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which is given by the commutativity of the following diagram
H1(Gkv ,T∞)


Colv
// Zurp [[Γ∞]]


H1(Gkv ,TΓ)
ColΓ,v
// Zurp [[Γ]]
Notice that if kΓ/k is a ramified Zp-extension, then ColΓ,v = ColΓ,k,v (where the latter is
given as in Section 3.1 above).
Note in addition that, we have by Lemma 3.7(i) the following logarithm map:
logv : H
1(Gkv , T ) = H
1
f (Gkv , T )
∼
−→ pZp.
Proposition 3.9. The diagram
H1(Gkv ,TΓ)


ColΓ,v
// Zurp [[Γ]]


H1(Gkv , T )
(
1−
χ(v)
p
)
(1−χ(v)−1)−1logv
// Zurp
commutes. Here χ(v) denotes the value of χ at the Frobenius element at v.
Proof. This proposition follows from Proposition 3.1 and Lemma 3.3. 
3.2.2. Split Case. Suppose throughout §3.2.2 that v splits completely in L. Let kΓ/k be a
Zp-extension with Galois group Γ and let kn denote the n-th layer of kΓ/k. Set Ln := knL
and LΓ := kΓL. We denote by Γv ⊂ Γ the decomposition group at v. Assume that v does
not split completely in kΓ/k, so that Γ/Γv is a finite group.
Lemma 3.10. The Zurp [[Γ]]-module H
1(Gkv ,TΓ) is free of rank 1.
Proof. Note that H2(Gkv ,TΓ) is a torsion Z
ur
p [[Γ]]-module since v does not split completely
in kΓ/k. Our lemma therefore follows from Corollary A.6. 
Put AΓv := AnnZurp [[Γ]](Z
ur
p [Γ/Γv]).
Proposition 3.11. im
(
H1(Gkv ,T∞) −→ H
1(Gkv ,TΓ)
)
= AΓv ·H
1(Gkv ,TΓ).
Proof. By Corollary A.5, there is an Zurp [[Γ∞]]-homomorphism P
1 → P 2 of finitely gener-
ated free Zurp [[Γ∞]]-modules such that
RΓ(Gkv ,T∞) = [ · · · −→ 0 −→ P
1 −→ P 2 −→ · · · ].
Set I := im(P 1 → P 2) and
IΓ := im(P
1 ⊗Zurp [[Γ∞]] Z
ur
p [[Γ]] −→ P
2 ⊗Zurp [[Γ∞]] Z
ur
p [[Γ]]).
Since RΓ(Gkv ,T∞) ⊗
L
Zurp [[Γ∞]]
Zurp [[Γ]]
∼= RΓ(Gkv ,TΓ) by Lemma A.2, snake lemma shows
that there is a natural isomorphism
coker
(
H1(Gkv ,T∞) −→ H
1(Gkv ,TΓ)
)
∼= ker
(
I ⊗Zurp [[Γ∞]] Z
ur
p [[Γ]] −→ IΓ
)
= ker
(
I ⊗Zurp [[Γ∞]] Z
ur
p [[Γ]] −→ P
2 ⊗Zurp [[Γ∞]] Z
ur
p [[Γ]]
)
∼= Tor
Zurp [[Γ∞]]
1 (Z
ur
p [[Γ]],H
2(Gkv ,T∞)).
Since v splits completely in L, we have an isomorphism
H2(Gkv ,T∞)
∼= Zurp [[Γ∞/Γ∞,v]].
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by local duality. Here, Γ∞,v ⊆ Γ∞ denotes the decomposition group at v. We claim that
there is a canonical isomorphism
(13) Tor
Zurp [[Γ∞]]
1 (Z
ur
p [[Γ]],Z
ur
p [[Γ∞/Γ∞,v]])
?
∼= Zurp [Γ/Γv ].
Since H1(Gkv ,TΓ) is free of rank 1, the claimed isomorphism (13) concludes the proof of
Proposition 3.11.
We now verify (13). First, we note that Γ∞,v ∼= Z
2
p since kv = Qp. As the canonical map
Γ∞,v −→ Γv is surjective and Γv ∼= Zp, there is a regular sequence {x, y} ⊂ Z
ur
p [[Γ∞]] such
that
• Zurp [[Γ∞]]/(x, y)
∼= Zurp [[Γ∞/Γ∞,v]],
• the image of y in Zurp [[Γ]] is zero,
• Zurp [[Γ]]/xZ
ur
p [[Γ]]
∼= Zurp [Γ∞/Γv].
Since y maps to zero in Zurp [[Γ]], on applying −⊗Zurp [[Γ∞]] Z
ur
p [[Γ]] on the exact sequence
0 −→ Zurp [[Γ∞]]
y
−→ Zurp [[Γ∞]] −→ Z
ur
p [[Γ∞]]/(y) −→ 0,
we have
Tor
Zurp [[Γ∞]]
1 (Z
ur
p [[Γ]],Z
ur
p [[Γ∞]]/(y)) = Z
ur
p [[Γ]].
Since x is a regular element in Zurp [[Γ]], again on applying −⊗Zurp [[Γ∞]] Z
ur
p [[Γ]] on the exact
sequence
0 −→ Zurp [[Γ∞]]/(y)
x
−→ Zurp [[Γ∞]]/(y) −→ Z
ur
p [[Γ∞/Γ∞,v]] −→ 0,
the equality Tor
Zurp [[Γ∞]]
1 (Z
ur
p [[Γ]],Z
ur
p [[Γ∞]]/(y)) = Z
ur
p [[Γ]] shows that
Tor
Zurp [[Γ∞]]
1 (Z
ur
p [[Γ]],Z
ur
p [[Γ∞/Γ∞,v]]) = coker
(
Zurp [[Γ]]
x
−→ Zurp [[Γ]]
)
∼= Zurp [Γ/Γv ],
as required. 
Recall that AΓ = ker
(
Zurp [[Γ]] −→ Z
ur
p
)
.
Definition 3.12.
(i) We let
ColΓ,v : AΓv ⊗Zurp [[Γ]] H
1(Gkv ,TΓ)
∼
−→ Zurp [[Γ]] ; α⊗ x 7→ Colv(α˜x)|Γ,
denote the isomorphism of Zurp [[Γ]]-modules induced by the Coleman map Colv, using
Proposition 3.11. Here, α˜x ∈ H1(Gkv ,T∞) is a lift of αx and Colv(α˜x)|Γ denotes the
image of Colv(α˜x) in Z
ur
p [[Γ]].
(ii) We set
UχΓ,v := im
(
H1(Gkv ,TΓ) −→ H
1(Gkv , T )
)
.
(iii) Let u˜ ∈ H1(Gkv ,TΓ) be any lift of u ∈ U
χ
Γ,v. We let
C˜olΓ,v : AΓv/AΓAΓv ⊗Zurp U
χ
Γ,v
∼
−→ Zurp ; (γ − 1)⊗ u 7→ ColΓ,v((γ − 1)u˜) mod AΓ,
denote the isomorphism induced by the map ColΓ,v.
Recall the map
recΓ,v : H
1(Gkv , T ) −→ AΓ/A
2
Γ
induced from the reciprocity map
recw : L
×
w −→ Gal(L
ab
w /Lw)։ Γv →֒ Γ.
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Since the image of Zurp ⊗Zp Γv →֒ Z
ur
p ⊗Zp Γ
∼
−→ AΓ/A
2
Γ is canonically isomorphic to
AΓv/AΓAΓv , we have a surjection
recΓ,v : H
1(Gkv , T )։ AΓv/AΓAΓv .
Local class field theory shows
UχΓ,v = ker
(
recΓ,v : H
1(Gkv , T )։ AΓv/AΓAΓv
)
.
We therefore have an isomorphism
recΓ,v ∧ C˜olΓ,v :
⋂2
Zurp
H1(Gkv , T )
∼
−→ Zurp .
Recall the “v-adic valuation” map
ordv : H
1(Gkv , T )։ Z
ur
p
and note that ker(ordv) = H
1
f (Gkv , T ).
Proposition 3.13. The map
recΓ,v ∧ C˜olΓ,v :
⋂2
Zurp
H1(Gkv , T )
∼
−→ Zurp
is (1− 1/p) ordv ∧ logv.
Proof. Let us first suppose that kΓ/k is unramified at v. We take elements π, u ofH
1(Gkv , T )
such that ordv(π) = 1 and ordv(u) = 0, so that we have
ordv ∧ logv(π ∧ u) = logv(u)
by definition; it is also helpful to notice that we have
∧2
Zurp
H1(Gkv , T ) =
⋂2
Zurp
H1(Gkv , T ).
Since kΓ/k is unramified at v, we conclude by local class field theory and the isomor-
phism (11) that
H1f (Gkv ,TΓ) = H
1(Gkv ,TΓ) and U
χ
Γ,v = H
1
f (Gkv , T ).
Since kΓ/k is unramified at v, we have
recΓ,v(π ∧ u) = (ϕ− 1)⊗ u = (1− ϕ
−1)⊗ u
in AΓv/AΓAΓv ⊗Zurp H
1
f (Gkv , T ). Here, ϕ ∈ Gal(kΓ/k) stands for the Frobenius element at
v. Let u˜ ∈ H1(Gkv ,TΓ) be a lift of u and β ∈ H
1(Gkv ,T∞) a lift of (1 − ϕ
−1)u˜. We have
by construction
recΓ,v ∧ C˜olΓ,v(π ∧ u) = Colv(β) mod AΓ∞ .
Since kΓ/k is unramified at v, one may use the p-adic logarithm to define the map
Logv : H
1(Gkv ,TΓ) −→ Z
ur
p [[Γ]].
Since β is a lift of (1− ϕ−1)u˜, we have
(1− ϕ−1)Colv(β)|Γ =
(
1−
ϕ
p
)
(1− ϕ−1)Logw(u˜)
by the construction of Colw and Lemma 3.3. Since 1−ϕ
−1 is a regular element of Zurp [[Γ]],
we conclude that
Colv(β)|Γ =
(
1−
ϕ
p
)
Logv(u˜),
which in turn shows that
recΓ,v ∧ C˜olΓ,v(π ∧ u) =
(
1−
1
p
)
logv(u) =
(
1−
1
p
)
ordv ∧ logv(π ∧ u)
and concludes the proof when kΓ/k is unramified at v.
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Next, we assume that kΓ/k is ramified at v. Let {π} ⊂ U
χ
Γ,v be a basis and set q :=
[kΓ,w ∩ k
ur
v : kv]. Since ordv(U
χ
Γ,v) = qZ
ur
p , there is an element u ∈ H
1
f (Gkv , T ) such that
ordv ∧ logv(π ∧ u) = q logv(u).
On the other hand, since recΓ,v(U
χ
Γ,v) = 0, we have
recΓ,v(π ∧ u) = −(recv(u)− 1)⊗ π = (recv(u
−1)− 1)⊗ π.
Let π˜ ∈ H1(Gkv ,TΓ) be a lift of π and put β := (recv(u
−1) − 1)π˜ ∈ H1f (Gkv ,TΓ). Using
Lemma 3.2 and Remark 3.4, we compute
recΓ,v ∧ C˜olΓ,v(π ∧ u) = ColΓ,k,v(β) mod AΓ
=
(
1−
1
p
)
qlogv(u)
=
(
1−
1
p
)
ordv ∧ logv(π ∧ u).

4. Non-critical exceptional zeros of the Katz p-adic L-function
Until the end of this article, the following p-ordinary hypothesis of Katz will be in effect:
(ord) any prime of k+ above p splits in k.
Let c ∈ Gal(k/k+) denote the generator. Then we can take a subset Σ ⊆ Sp(k) such that
Σ ∪ Σc = Sp(k) and Σ ∩ Σ
c = ∅. Until the end, we fix such a subset Σ ⊂ Sp(k).
Recall that k(p∞) denotes the compositum of all Zp-extensions of k and Γ∞ = Gal(k(p
∞)/k).
Thanks to (ord), we have Katz’ p-adic L-function (see [Kat78] and [HT93, Theorem II])
Lχp,Σ ∈ Z
ur
p [[Γ∞]]
that interpolates p-adically the algebraic part of critical Σc-truncated Hecke L-values for
χ−1 twisted by characters of Γ∞. In more precise terms, it is characterised by the following
interpolative property: For p-adic avatars ǫ̂ of Hecke characters ǫ of infinity type mΣ∞
with m > 4, we have
(14)
ǫ̂(Lχp,Σ)
ΩmΣ∞p
=
[O×k : O
×
k+
]√
|Dk+ |R
· Γ(m)g ·
∏
v∈Σ
1− ψ
−1
v (̟v)
Nv
ǫ(0, ψv)
·
∏
v∈Σc
(1− ψv(̟v)) ·
L(ψ, 0)
ΩmΣ∞∞
where
• Σ∞ := {j
−1 ◦ ιv : k →֒ C | v ∈ Σ} is the CM type corresponding to Σ,
• Dk+ is the absolute discriminant of k
+,
• ψ is the Hecke character χ−1ǫ and ψv its v-component,
• ̟v ∈ kv is a uniformizer,
• ǫ(s, ψv) is Tate’s local epsilon factor,
• Ωp and Ω∞ are the p-adic and archimedean CM periods (which we shall not define
here) .
Definition 4.1. Set e := #{v ∈ Σc | χ(Gkv) = 1}.
Remark 4.2.
i) The trivial character 1 is not in the range of interpolation for Katz’ p-adic L-function.
ii) When ǫ = 1, precisely e of the factors {1−ψv(̟v) : v ∈ Σ
c} that appear in (14) vanish.
One is led to the following conjecture, based on Remark 4.2(ii):
Conjecture 4.3 (Weak Exceptional Zero Conjecture). Lχp,Σ ∈ A
e
Γ∞
.
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We have the following evidence in favor of this conjecture. It is proved in Appendix C
as Proposition C.9:
Proposition 4.4. If the Iwasawa Main Conjecture C.1 holds true, then so is the Weak
Exceptional Zero Conjecture 4.3.
In view of Theorem C.3(iii) of Hsieh, one has the following:
Corollary 4.5 (Hsieh). In addition to our running hypotheses, suppose p > 3 is coprime
to h−k . Assume k = k
+M where M is an imaginary quadratic field in which p splits, and
that Σp is obtained by extending ιp : M →֒ Cp, and finally that L is abelian over M and
p ∤ [L :M ]. Then the Weak Exceptional Zero Conjecture 4.3 holds true.
Remark 4.6. When k is an imaginary quadratic field, a proof of Conjecture 4.3 is already
available in [HT94, Theorem 1.5.7]. Their line of argument (which is based on a p-adic
Kronecker limit formula) is different from the one presented in this article.
Explicit Reciprocity Conjecture for Rubin–Stark elements. Fix an ordering of the
places in S = S∞(k)∪Sp(k)∪Sram(L/k) as in Section 2. We have a Rubin–Stark element
ǫ
S∞(k),χ
KL/k,S ∈
∧g
Cp[Gal(K/k)]
(CpO
×
KL,S)
χ
for any finite extension K/k with Sram(K/k) ⊆ S. Assume the truth of the Rubin–
Stark conjecture for all subextensions Lk(p∞)/k of finite order. Using Proposition 2.4 and
Corollary B.5, we may (and we will) define
ǫ
S∞(k),χ
L(p∞)/k,S := lim←−
K⊆k(p∞)
ǫ
S∞(k),χ
KL/k,S ∈
⋂g
Zurp [[Γ∞]]
H1(Gk,S ,T∞).
Suppose that p splits completely in k. As explained in Section 3, we have a Coleman
map Colv : H
1(Gkv ,T∞)
∼
−→ Zurp [[Γ∞]] for each place v of k above p. Put
H1Σ(T∞) :=
⊕
v∈Σ
H1(Gkv ,T∞).
The Coleman maps {Colv}v∈Σ in turn induce an isomorphism∧
v∈Σ
Colv :
⋂g
Zurp [[Γ∞]]
H1Σ(T∞)
∼
−→ Zurp [[Γ∞]].
Let
locΣ :
⋂g
Zurp [[Γ∞]]
H1(Gk,S ,T∞) −→
⋂g
Zurp [[Γ∞]]
H1Σ(T∞)
denote the obvious map induced by the localization maps at primes above p.
Conjecture 4.7 (Explicit Reciprocity Conjecture for Rubin–Stark elements).∧
v∈Σ
Colv(locΣ(ǫ
S∞(k),χ
L(p∞)/k,S)) = L
χ,ι
p,Σ.
Remark 4.8. When k is an imaginary quadratic field, Conjecture 4.7 is a theorem of
Yager [Yag82]; see also [dS87].
Let kΓ/k be a Zp-extension with Galois group Γ. We set V := {v ∈ S | χ(Gkv ) = 1}
and
H1Σ(TΓ) :=
⊕
v∈Σ
H1(Gkv ,TΓ).
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We also denote by
locΣ :
⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ) −→
⋂g
Zurp [[Γ]]
H1Σ(TΓ)
the map induced by the localization maps. Suppose that no prime in Σ splits completely
in kΓ/k. We then have the commutative diagram
⋂g
Zurp [[Γ∞]]
H1(Gk,S,T∞)
locΣ
//
⋂g
Zurp [[Γ∞]]
H1Σ(T∞)

∧
v∈ΣColv
// Zurp [[Γ∞]]
⊗
v∈V ∩ΣAΓv ⊗Zurp [[Γ]]
⋂g
Zurp [[Γ]]
H1Σ(TΓ)
∧
v∈ΣColΓ,v
// Zurp [[Γ]].
(15)
Here, AΓv := AnnZurp [[Γ]](Z
ur
p [Γ/Γv]). Conjecture 4.7 therefore implies that∧
v∈Σ
ColΓ,v(locΣ(ǫ
S∞,χ
LΓ/k,S
)) = Lχ,ιp,Σ|Γ (conditional on Conjecture 4.7).(16)
Lemma 4.9. The Iwasawa Main Conjecture C.1 and the Explicit Reciprocity Conjec-
ture 4.7 together imply Exceptional Zero Conjecture 2.7 for Rubin–Stark elements.
Proof. This lemma follows from (16), (28), and Corollary C.10. 
5. L-invariant
In this section, we assume the truth of the Σ–Leopoldt’s conjecture (for the field L),
which reads as follows:
Conjecture 5.1 (Σ–Leopoldt’s conjecture). The canonical map
eχ(Zp ⊗Z O
×
L ) −→
⊕
v∈Σ
H1f (Gkv , T )
is injective.
Let kΓ be a Zp-extension of k with Galois group Γ. Recall that the logarithm and the
fixed prime w induce an isomorphism of Zurp -modules:
logv : H
1
f (Gkv , T )
∼
−→ p(OL ⊗Ok Okv ⊗Zp Z
ur
p )
χ ∼−→ p(Okv ⊗Zp Z
ur
p ).
Furthermore, on fixing a basis of
⊕
v∈ΣOkv ⊗Zp Z
ur
p we have∧
v∈Σ
logv :
⋂g
Zurp
H1Σc(Gk,S , T ) −→
⋂g
Zurp
(⊕
v∈Σ
p(Okv ⊗Zp Z
ur
p )
)
∼= pgZurp ,
(where the isomorphism at the end is induced via the fixed basis).
Let us set S = S∞(k) ∪ Sp(k) ∪ Sram(L/k) and V := {v ∈ S | χ(Gkv ) = 1}. Put
r := #V − g. Recall that AΓ := ker
(
Zurp [[Γ]] −→ Z
ur
p
)
and that we have the maps
ordv : H
1(Gkv , T )։ Z
ur
p
recΓ,v : H
1(Gkv , T ) −→ AΓ/A
2
Γ.
Note that both maps depend on the choice of the prime w above v (see Remarks 2.3 and
2.8). We therefore have an element
(17)
∧
v∈V \S∞(k)
ordv ∧
∧
v∈Σ
logv ∈
∧g+r
Zurp
HomZurp (H
1(Gk,S , T ),Z
ur
p ).
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We also note that
rankZurp H
1(Gk,S , T ) = g + r
and that Σ–Leopoldt’s conjecture holds true if and only if the element given in (17) does
not vanish.
Definition 5.2. Assume the Σ–Leopoldt conjecture. Set e := #(Σc ∩ V ). We define the
L-invariant LΣ,Γ along Γ to be the element LΣ,Γ ∈ Cp ⊗Zurp A
e
Γ/A
e+1
Γ which verifies∧
v∈V \S∞(k)
ψv ∧
∧
v∈Σ
logv = LΣ,Γ ⊗
∧
v∈V \S∞(k)
ordv ∧
∧
v∈Σ
logv .
Here, the equality takes place in
Cp ⊗Zurp A
e
Γ/A
e+1
Γ ⊗Zurp
∧g+r
Zurp
HomZurp (H
1(Gk,S , T ),Z
ur
p )
and we have set
ψv :=
{
recΓ,v if v ∈ V ∩ Σ
c,
ordv if v ∈ V ∩ Σ .
Remark 5.3.
(i) Note that LΣ,Γ depends only on Σ and Γ and is independent of the choices
• of the prime w above v ∈ Sp(k) (see Remark 2.3 and Remark 2.8) and,
• of a basis of the module
⊕
v∈ΣOkv ⊗Zp Z
ur
p .
(ii) If there is a prime v ∈ Σc which splits completely in kΓ/k, then recΓ,v is trivial and in
turn, we have LΣ,Γ = 0.
Lemma 5.4. Assume the validity of Σ–Leopoldt conjecture. Then the rank of free Zurp -
module
X := ker
(
H1(Gk,S, T ) −→
⊕
v∈Σ
H1(Gkv , T )
)
is e = #(V ∩Σc). Moreover,∧
v∈V ∩Σc
recΓ,v = LΣ,Γ ⊗
∧
v∈V ∩Σc
ordv
where the equality takes place in
Cp ⊗Zurp A
e
Γ/A
e+1
Γ ⊗Zurp
∧e
Zurp
HomZurp (X,Z
ur
p ).
Proof. First, we note that there is the diagram
0 // eχ(Z
ur
p ⊗Z O
×
L )
//

H1(Gk,S , T ) //

⊕
v∈Sp(k)
H1/f (Gkv , T )

0 //
⊕
v∈ΣH
1
f (Gk,S, T )
//
⊕
v∈ΣH
1(Gk,S, T ) //
⊕
v∈ΣH
1
/f (Gk,S, T )
// 0,
where H1/f (Gkv , T ) := H
1(Gkv , T )/H
1
f (Gkv , T ). Since the cokernel of the map
H1(Gk,S , T ) −→
⊕
v∈Sp(k)
H1/f (Gkv , T )
is a torsion Zurp -module, the Σ–Leopoldt conjecture implies that
rankZurp X =
∑
v∈Σc
rankZurp H
1
/f (Gkv , T ) = e.
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As H1(Gkv , T ) is a torsion-free Z
ur
p -free module, one may take a Z
ur
p -submodule Y of
H1(Gk,S , T ) such that H
1(Gk,S, T ) = X ⊕ Y . We then have an identification∧g+r
Zurp
H1(Gk,S , T ) =
∧e
Zurp
X ⊗
∧g+r−e
Zurp
Y .
We take non-zero elements x ∈
∧e
Zurp
X and y ∈
∧g+r−e
Zurp
Y , and set
Ψ :=
∧
v∈Σ∩V
ordv ∧
∧
v∈Σ
logv ∈
∧g+r−e
Zurp
HomZurp (Y,Z
ur
p ) .
Since the maps ordv and logv are identically zero on X by definition, we compute that∧
v∈V ∩Σc
recΓ,v(x) = ±Ψ(y)
−1
( ∧
v∈V \S∞(k)
ψv ∧
∧
v∈Σ
logv
)
(x⊗ y)
= ±Ψ(y)−1LΣ,Γ ⊗
( ∧
v∈V \S∞(k)
ordv ∧
∧
v∈Σ
logv
)
(x⊗ y)
= LΣ,Γ ⊗
∧
v∈V ∩Σc
ordv(x).

6. Leading Term of Katz p-adic L-function
Let kΓ be a Zp-extension of k with Galois group Γ as before. We recall that AΓ =
ker
(
Zurp [[Γ]] −→ Z
ur
p
)
.
Definition 6.1. For a non-negative integer s and an element f ∈ AsΓ, we define
f (s)(1) :=
(
f +As+1Γ
)
∈ AsΓ/A
s+1
Γ .
We remark that (f ι)(s)(1) = (−1)sf (s)(1), where ι is the usual involution on Γ.
Let S := S∞(k) ∪ Sp(k) ∪ Sram(L/k), V := {v ∈ S | χ(Gkv ) = 1}, and Vp := V ∩ Sp(k).
We fix a labelling of elements in S as in Section 2. We then obtain the Rubin–Stark element
(18) ξ := ǫ
S∞(k),χ
L/k,S∞(k)∪Sram(L/k)
∈
∧g
Cp
(CpO
×
L,S∞∪Sram(L/k)
)χ =
∧g
Cp
(CpO
×
L )
χ.
Remark 6.2. The isomorphism∧g
Cp
eχ(CpO
×
L )
∼
−→
∧g
Cp
eχ(CpXL,S∞(k))
∼= Cp
(first induced from the the regulator map CpO
×
L
∼
−→ CpXL,S∞(k) and the second on fixing
places that lie above S∞(k)) maps the element ξ to the leading term lim
s→0
s−gL(χ−1, s) of
the Hecke L-function associated to the character χ−1 at s = 0.
Recall that we have the Katz p-adic L-function Lχp,Σ ∈ Z
ur
p [[Γ∞]] and we denote by
Lχp,Σ|Γ the image of L
χ
p,Σ in Z
ur
p [[Γ]].
Theorem 6.3. Let us set e := #(V ∩ Σc) and suppose that the hypotheses (H.1) – (H.5)
hold true. Then ordAΓ
(
Lχp,Σ|Γ
)
≥ e and
(Lχp,Σ|Γ)
(e)(1) = (−1)eLΣ,Γ ·
∏
v∈Σ
(
1−
χ(v)
p
) ∏
v∈Σc\Vp
(1− χ(v)−1)
∧
v∈Σ
logv(ξ)
in AeΓ/A
e+1
Γ . In particular, ordAΓ
(
Lχp,Σ|Γ
)
= e if and only if LΣ,Γ 6= 0.
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Proof. By (16), we have ∧
v∈Σ
ColΓ,v(locΣ(ǫ
S∞(k),χ
LΓ/k,S
)) = Lχ,ιp,Σ|Γ.
Put r := #Vp = #(V ∩ Sp(k)) and fix a topological generator γ of Γ. Then, by Conjec-
ture 2.7, there is a unique element κ∞,γ ∈
⋂g
Zurp [[Γ]]
H1(Gk,S ,TΓ) such that
ǫ
S∞(k),χ
LΓ/k,S
= (γ − 1)rκ∞,γ .
We therefore have ∧
v∈Σ
ColΓ,v ((γ − 1)
r · locΣ(κ∞,γ)) = L
χ,ι
p,Σ|Γ.(19)
By the definition of ColΓ,v, we see that
ordAΓ (Lp,Σ|Γ) ≥ r −#(V ∩ Σ) = e.
Furthermore, since the Zurp [[Γ]]-homomorphism∧
v∈Σ
ColΓ,v :
⊗
v∈V ∩Σ
AΓv ⊗Zurp [[Γ]]
⋂g
Zurp [[Γ]]
H1Σ(TΓ) −→ Z
ur
p [[Γ]]
is an isomorphism, we have
(γ − 1)r−e ⊗ locΣ(κ∞,γ) ∈
⊗
v∈V ∩Σ
AΓv ⊗Zurp [[Γ]]
⋂g
Zurp [[Γ]]
H1Σ(TΓ).
Let κγ denote the image of κ∞,γ in
⋂g
Zurp
H1(Gk,S , T ). We then have
(γ − 1)r−e ⊗ locΣ(κγ) ∈
⊗
v∈V ∩Σ
AΓv/AΓAΓv ⊗Zurp
⋂g
Zurp [[Γ]]
H1Σ(TΓ).
It therefore follows from (19) that∧
v∈Σ
C˜olΓ,v
(
(γ − 1)r−e ⊗ locΣ(κγ)
)
⊗ (γ − 1)e = (Lχ,ιp,Σ|Γ)
(e)(1).(20)
Moreover, we have by Conjecture 2.9 (which we assume) that∧
v∈Vp
recΓ,v(ǫ
V,χ
L/k,S) = (−1)
gr(γ − 1)r ⊗ κγ .
Combining with (20), we conclude that∧
v∈Vp
recΓ,v ∧
∧
v∈Σ
C˜olΓ,v(locΣ(ǫ
V,χ
L/k,S)) =
∧
v∈Σ
C˜olΓ,v
(
(γ − 1)r−e ⊗ locΣ(κγ)
)
⊗ (γ − 1)e
= (−1)gr(Lχ,ιp,Σ|Γ)
(e)(1).(21)
By Proposition 3.9 and Proposition 3.13, we have
(22)
∧
v∈Vp
recΓ,v ∧
∧
v∈Σ
C˜olΓ,v =
∏
v∈Σ
(
1−
χ(v)
p
) ∏
v∈Σ\Vp
(1− χ(v)−1)−1
∧
v∈Vp
ψv ∧
∧
v∈Σ
logv,
where we recall that
ψv :=
{
recΓ,v if v ∈ V ∩ Σ
c,
ordv if v ∈ V ∩ Σ .
By Proposition 2.4, we have
(23)
∧
v∈Vp
ordv(ǫ
V
L/k,S) = (−1)
grǫ
S∞(k)
L/k,S\Vp
= (−1)gr
∏
v∈Sp(k)\Vp
(1− χ(v)−1)ξ.
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We see by the very definition of LΓ,Σ that∧
v∈V
ψv ∧
∧
v∈Σ
logv(ǫ
V,χ
L/k,S) = LΓ,Σ
∧
v∈V
ordv ∧
∧
v∈Σ
logv(ǫ
V,χ
L/k,S)
= (−1)grLΓ,Σ
∏
v∈Sp(k)\Vp
(1− χ(v)−1)
∧
v∈Σ
logv(ξ)(24)
where the second equality follows from (23). Thence,
(Lχp,Σ|Γ)
(e)(1) = (−1)e(Lχ,ιp,Σ|Γ)
(e)(1)
= (−1)gr+e
∧
v∈V
recΓ,v ∧
∧
v∈Σ
C˜olΓ,v(ǫ
V,χ
L/k,S′)
= (−1)eLΓ,Σ
∏
v∈Σ
(
1−
χ(v)
p
) ∏
v∈Σc\Vp
(1− χ(v)−1)
∧
v∈Σ
logv(ξ)
where the first equality is the remark in Definition 6.1, second is (21) and the final equality
is (22) combined with (24). 
Appendix A. Continuous Cochain Complex
Let (R,m) be a complete noetherian local ring with residue characteristic p. Let S be a
finite set of places of k with S∞(k)∪Sp(k) ⊆ S. In this appendix, let T be a free R-module
of finite rank on which Gk,S acts continuously; namely, the composite map
Gk,S →֒ R[Gk,S] −→ EndR(T )
is continuous. Let us set
G := {Gkv | v ∈ Sp(k)} ∪ {Gk,S}.
We note that, for G ∈ G, the pair (T,G) satisfies [Pot13, Hypotheses A]. For G ∈ G and
a topological G-module M , let C•(G,M) denote the complex of continuous cochains. We
also denote the object in the derived category corresponding to the complex C•(G,M) by
RΓ(G,M).
Definition A.1. Let A be a noetherian ring and M• a complex of A-modules.
(i) We say that M• is a perfect complex if there exists a quasi-isomorphism
P • −→M•,
where P • is a bounded complex of projective A-modules of finite type. Further-
more, if P i = 0 for every i < a and i > b, then we say that M• has perfect
amplitude contained in [a, b].
(ii) We denote by D
[a,b]
parf(A) the full subcategory consisting of perfect complexes having
perfect amplitude contained in [a, b] in the derived category of the abelian category
of A-modules.
Lemma A.2 ([Pot13, Theorem 1.4(1)]). For G ∈ G and an ideal I of R, we have
RΓ(G,T ) ⊗LR R/I
∼= RΓ(G,T/IT ).
Lemma A.3 ([Pot13, Corollary 1.2]). For G ∈ G, we have RΓ(G,T ) ∈ D
[0,2]
parf (R).
Corollary A.4. For G ∈ G and an ideal I of R, there is a canonical isomorphism
H2(G,T ) ⊗R R/I ∼= H
2(G,T/IT ).
Proof. This corollary easily follows from Lemma A.2 and Lemma A.3. 
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Corollary A.5. Suppose G ∈ G and assumme that H0(G,T/mT ) = 0. Then,
RΓ(G,T ) ∈ D
[1,2]
parf (R).
Proof. By Lemma A.3, there is a complex
P • = [ · · · −→ 0 −→ P 0 −→ P 1 −→ P 2 −→ 0 −→ · · · ]
of finitely generated projective R-modules such that P • is quasi-isomorphic to RΓ(G,T ).
Since H0(G,T/mT ) vanishes, we have
(mi/mi+1 ⊗R T )
G ∼= (T ⊗R (R/m)
dimR/m m
i/mi+1)G = 0.
The exact sequence
0 −→ mi/mi+1 −→ R/mi+1 −→ R/mi −→ 0
shows that (T/miT )G = 0 for any integer i ≥ 1 and hence H0(P •) = TG = 0. In other
words, the map P 0 −→ P 1 is injective. To conclude with the proof of Corollary A.5, it
suffices to show that the cokernel X := coker
(
P 0 −→ P 1
)
is a projective R-module. Since
R is a noetherian local ring, we only need to check TorR1 (X,R/m) = 0 by the local criterion
for flatness.
Since P 1 is flat, we have
TorR1 (X,R/m) = ker
(
P 0 ⊗R R/m −→ P
1 ⊗R R/m
)
= H0(RΓ(G,T ) ⊗LR R/m).
By Lemma A.2, we have RΓ(G,T ) ⊗LR R/m
∼= RΓ(G,T/mT ) and hence we conclude
TorR1 (X,R/m) = H
0(RΓ(G,T/mT )) = (T/mT )G = 0, as required. 
Corollary A.6. Suppose G ∈ G. Assume that
• R is a regular local ring with Krull dimension at most 2, and
• H0(G,T/mT ) vanishes.
Then the R-module H1(G,T ) is free. Furthermore, if G = Gkv for some v ∈ Sp(k), then
the rank of H1(G,T ) is [kv : Qp] · rankRT − rankRH
2(G,T ).
Proof. By Corollary A.5, there is an R-homomorphism P 1 → P 2 such that P i is a free
R-module and H1(Gk,S , T ) ∼= ker
(
P 1 → P 2
)
. This shows that H1(Gk,S , T ) is a reflexive
R-module. Since R is a regular local ring with Krull dimension at most 2, the R-module
H1(Gk,S , T ) is free.
Suppose that G = Gkv for some v ∈ Sp(k). Lemma A.2 combined with the local Euler
characteristic formula shows
rankRP
1 − rankRP
2 = [kv : Qp] · rankRT.
This completes the proof. 
Corollary A.7. Suppose G ∈ G. Assume that
• H0(G,T/mT ) vanishes, and
• H2(G,T/IT ) vanishes for some proper ideal I of R.
Then the R-module H1(G,T ) is free and H1(G,T ) ⊗R R/J ∼= H
1(G,T/JT ) for any ideal
J of R.
Proof. It follows from the assumptions that H2(G,T/JT ) = 0 for any ideal J of R and
henceRΓ(G,T/JT ) ∈ D
[1,1]
parf (R/J). In particular, H
1(G,T ) is free. The surjectivity follows
from Lemma A.2. 
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Appendix B. Exterior bi-dual
Let R be a commutative ring. For a finitely generated R-module M , we put M∗ :=
HomR(M,R) and ⋂r
R
M :=
(∧r
R
(M∗)
)∗
for any integer r ≥ 0. Note that there is a canonical R-homomorphism∧r
R
M −→
⋂r
R
M.
We remark that this map is neither injective nor surjective in general. If M is a finitely
generated projective R-module, then it is an isomorphism.
Remark B.1. If R is a finite group ring over a Dedekind domain R′, then there is a canonical
isomorphism{
x ∈ Frac(R′)⊗R′
∧r
R
M
∣∣∣ Φ(a) ∈ R for all Φ ∈∧r
R
M∗
}
∼
−→
⋂r
R
M.
This tells us that the exterior bi-dual
⋂r
RM simply agrees what is known in the literature
as the Rubin-lattice.
For non-negative integers r ≥ s and Φ ∈
∧r
RM
∗, we define a homomorphism
Φ:
⋂s
R
M −→
⋂s−r
R
M
by setting it as the R-dual of the map
∧s−r
R M
∗ −→
∧s
RM
∗; Ψ 7→ Φ ∧ Ψ. For a map
φ ∈M∗, we have an R-homomorphism
φ :
∧s
R
M −→
∧s−1
R
M ;x1 ∧ · · · ∧ xs 7→
s∑
i=1
(−1)i−1φ(xi)x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xs.
We therefore obtain an R-homomorphism
Φ:
∧s
R
M −→
∧s−r
R
M.
Note that, if Φ = φ1 ∧ · · · ∧ φr, then Φ:
∧s
RM −→
∧s−r
R M is defined by φr ◦ · · · ◦ φ1.
Furthermore, the diagram ∧s
RM
Φ
//

∧s−r
R M
⋂s
RM
Φ
//
⋂s−1
R M
commutes.
Lemma B.2. Suppose that we have an exact sequence
0 −→M −→ P 1 −→ P 2,
of R-modules, where P 1 and P 2 are finitely generated free R-modules. Put I = im(P 1 →
P 2). Then the canonical map ⋂r
R
M −→
⋂r
R
P 1 ∼=
∧r
R
P 1
induces an isomorphism⋂r
R
M ∼= ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
.
for any integer r ≥ 1.
26
Proof. On passing to R-duals, we have
I∗ −→ (P 1)∗ −→M∗ −→ 0
and this gives rise to the exact sequence
I∗ ⊗R
∧r
R
(P 1)∗ −→
∧r
R
(P 1)∗ −→
∧r
R
M∗ −→ 0.
Passing to R-duals once again and using the canonical identification
∧r
RP
1 =
⋂r
RP
1, we
have an exact sequence
0 −→
⋂r
R
M −→
∧r
R
P 1 −→
(
I∗ ⊗R
∧r−1
R
(P 1)∗
)∗
since P 1 is free of finite rank. Note that there is canonical isomorphisms(
I∗ ⊗R
∧r−1
R
(P 1)∗
)∗
∼= HomR
(
I∗,
⋂r−1
R
P 1
)
∼= I∗∗ ⊗R
⋂r−1
R
P 1 ∼= I∗∗ ⊗R
∧r−1
R
P 1
and I −→ I∗∗ is injective since I is a submodule of P 2. We conclude that⋂r
R
M = ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
.

Lemma B.3. Let S be a commutative ring and R −→ S be a ring homomorphism. Let
C ∈ D
[1,∞)
perf (R) :=
⋃
1<bD
[1,b]
parf(R). Then for any integer r ≥ 0, there is a canonical
homomorphism ⋂r
R
H1(C) −→
⋂r
S
H1(C ⊗LR S)
Proof. This follows from Lemma B.2. 
Lemma B.4. Let I be a directed poset and {Ri}i∈I an inverse system of commutative
rings. Set R := lim←−i∈I Ri and let C ∈ D
[1,∞)
perf (R). Then for any integer r ≥ 0, there is a
canonical isomorphism ⋂r
R
H1(C)
∼
−→ lim←−
i∈I
⋂r
Ri
H1(C ⊗LR Ri).
Proof. There is an R-homomorphism P 1 → P 2 such that each P i is a free R-module of
finite rank and H1(C) = ker(P 1 → P 2). Set I := im(P 1 → P 2). For i ∈ I, we put
P 1i := P
1 ⊗R Ri, P
2
i := P
2 ⊗R Ri, Ii := im(P
1
i → P
2
i ). We then have by Lemma B.2⋂r
R
H1(C) = ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
and
lim
←−
i∈I
⋂r
R
H1(C ⊗LR Ri) = lim←−
i∈I
ker
(∧r
Ri
P 1i −→ Ii ⊗Ri
∧r−1
Ri
P 1i
)
.
Since P 1i is a free Ri-module, we have
lim
←−
i∈I
ker
(∧r
Ri
P 1i −→ Ii ⊗Ri
∧r−1
Ri
P 1i
)
= ker
(∧r
R
P 1 −→ lim
←−
i
Ii ⊗R
∧r−1
R
P 1
)
Since Ii is a submodule of P
2
i , the canonical map I −→ lim←−i
Ii is injective. This shows that
ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
= ker
(∧r
R
P 1 −→ lim←−
i∈I
Ii ⊗R
∧r−1
R
P 1
)
and completes the proof. 
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Corollary B.5. Suppose that (R,m) is a complete noetherian local ring with residue char-
acteristic p. Let G ∈ G and T a free R-module of finite rank on which G acts continuously.
Let I be a directed poset and {Ri}i∈I an inverse system of complete noetherian local rings
satisfying R = lim
←−i∈I
Ri.
If H0(G,T/mT ) vanishes, then, for any integer r ≥ 0, there is a canonical isomorphism⋂r
R
H1(G,T )
∼
−→ lim←−
i∈I
⋂r
Ri
H1(G,T ⊗R Ri).
Proof. This follows from Lemma A.2, Corollary A.5, and Lemma B.4. 
Appendix C. Main Conjectures and Exceptional Zeros
In this appendix, we shall recast the Iwasawa main conjecture for the CM field k and
the branch character χ in terms of Selmer complexes. This will allow us (on combining
Lemma C.8) to prove that the Iwasawa Main Conjecture implies the Weak Exceptional
Zero Conjecture 4.3 (see Proposition C.9).
We first recall the classical formulation of the Iwasawa Main Conjectures. Let MΣ
be the maximal abelian pro-p-extension of Lk(p∞) which is Σ-ramifield and let XΣ :=
Gal(MΣ/Lk(p
∞)). We put
XχΣ := eχ(Z
ur
p ⊗Zp XΣ).
By [HT94, Theorem 1.2.2], the Zurp [[Γ∞]]-module X
χ
Σ is torsion. The following is the
Iwasawa Main Conjecture for the CM field k and the branch character χ (see [HT94]).
Conjecture C.1 (Iwasawa Main Conjecture). The characteristic ideal of XχΣ is generated
by the Katz p-adic L-function Lχp,Σ:
char(XχΣ) = (L
χ,ι
p,Σ).
Remark C.2. If K is imaginary quadratic field, then Conjecture C.1 is a theorem of Ru-
bin [Rub91].
In general, the following result was proved by Hsieh in [Hsi14] towards the validity of
Conjecture C.1:
Theorem C.3 (Hsieh). Suppose p > 3 is coprime to h−k [L : k], and in addition that it is
unramified in L/Q. Then,
i) char(XχΣ) ⊆ L
χ
p,Σ · Z
ur
p [[Γ∞]] (Theorem 2 in [Hsi14]).
ii) Assume that χ is anticyclotomic and the local character χv is non-trivial for every v ∈
Sp(k). Then, the Iwasawa Main Conjecture C.1 holds (Corollary 2 in [Hsi14]).
iii) Assume k = k+M where M is an imaginary quadratic field in which p splits, and that Σp
is obtained by extending ιp :M →֒ Cp, and finally that L is abelian over M and p ∤ [L :M ].
Then, the Iwasawa Main Conjecture C.1 holds (Corollary 3 in [Hsi14]).
Remark C.4. Notice that Theorem C.3(ii) excludes the treatment of exceptional zeros and
in particular, it offers no utility in the setting of our article. However, Theorem C.3(iii)
allows exceptional zeros and allows one to deduce Corollary 4.5 above.
Let us resume with our task to reformulate Conjecture C.1 in terms of Selmer complexes.
Let T := Zurp (1) ⊗ χ
−1. Fix a subfield K of k(p∞)/k. Recall that we put
TK := T ⊗Zp Zp[[Gal(K/k)]]
ι.
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Let S = S∞(k) ∪ Sp(k) ∪ Sram(L/k). Let Iv := Gal(kv/k
ur
v ) denote the inertia group at
v ∈ S. We set
U+v :=

C•(Gkv , TK) if v ∈ Σ
c,
0 if v ∈ Σ,
C•(Gal(kurv /kv), T
Iv
K ) if v 6∈ Sp(k).
Here, for a pro-finite group G and a topological G-module M , let C•(G,M) denote the
complex of continuous cochains. Then, for each prime v of k, we have a canonical injection
i+v : U
+
v →֒ C
•(Gkv , TK).
Define
U−v (T ) = Cone
(
U+v
−i+v−−→ C•(Gkv , TK)
)
.
Set i+S := {i
+
v }v∈S\S∞(k) and U
±
S (TK) :=
⊕
v∈S\S∞(k)
U±v (TK).
Definition C.5. Let
resf : C
•(Gk,S, TK) −→
⊕
v∈S\S∞(k)
C•(Gkv , TK)
denote the sum of the restriction maps. The Selmer complex on TK associated with the
local condition {U+v }v is given by the complex
C˜f (Gk,S , TK ,∆Σ) := Cone
C•(Gk,S , TK)⊕ U+S (TK) resf−i+S−−−−−→ ⊕
v∈S\S∞(k)
C•(Gkv , TK)
 [1]
where [n] denotes the n-shift. We write R˜Γf (Gk,S , TK ,∆Σ) for the corresponding object
in the derived category and H˜ if (Gk,S , TK ,∆Σ) for its cohomology.
By definition, there is an exact triangle
U−S (TK)[−1] −→ R˜Γf (Gk,S, TK ,∆Σ) −→ RΓ(Gk,S , TK) −→ U
−
S (TK).(25)
Furthermore, since C•(Gkv , TK) is quasi-isomorphic to zero for v ∈ Sram(L/k), we have an
exact sequence
0 −→ H˜1f (Gk,S , TK ,∆Σ) −→ H
1(Gk,S, TK) −→
⊕
v∈Σ
H1(Gkv , TK)
−→ H˜2f (Gk,S , TK ,∆Σ) −→ H
2(Gk,S , TK) −→
⊕
v∈Σ
H2(Gkv , TK) −→ 0.
(26)
and we have
H˜ if (Gk,S , TK ,∆Σ) = 0 if i 6= 1, 2.
Hence by Corollary A.5, we have
R˜Γf (Gk,S ,T∞,∆Σ) ∈ D
[1,2]
parf (Z
ur
p [[Γ∞]]).
Put (−)∨ := Hom(−,Qp/Zp). Then by global duality, we have an exact sequence
H1(Gk,S, TK) −→
⊕
v∈Sp(k)
H1(Gkv , TK) −→ H
1(Gk,S , T
∨
K(1))
∨,ι
−→ H2(Gk,S, TK) −→
⊕
v∈Sp(k)
H2(Gkv , TK) −→ 0.
(27)
The exact sequences (26) and (27) together show that we have a canonical homomorphism
H1(Gk,S , T
∨
K(1))
∨,ι −→ H˜2f (Gk,S , TK ,∆Σ) ,
29
and in fact, that there is an exact sequence
0 −→ Y χΣ,K −→ H˜
2
f (Gk,S , TK ,∆Σ) −→
⊕
v∈Σc
H2(Gkv , TK) −→ 0,(28)
where
Y χΣ,K := coker
(⊕
v∈Σc
H1(Gkv , TK) −→ H
1(Gk,S , T
∨
K(1))
∨,ι
)
.
By global class field theory, we also have an exact sequence⊕
v∈Σc
H1(Gkv ,T∞)/H
1
f (Gkv ,T∞) −→ X
χ
Σ −→ Y
χ
Σ,k(p∞) −→ 0.
However, since H1(Gkv ,T∞) = H
1
f (Gkv ,T∞), we conclude that X
χ
Σ = Y
χ
Σ,k(p∞) and hence
0 −→ XχΣ −→ H˜
2
f (Gk,S ,T∞,∆Σ) −→
⊕
v∈Σc
H2(Gkv ,T∞) −→ 0.(29)
Lemma C.6. The Zurp [[Γ∞]]-module H
2(Gkv ,T∞) is pseudo-null for any prime v of k
above p.
Proof. Put L(p∞) := Lk(p∞). By the local duality, we have
H2(Gkv ,T∞)
∼= eχZ
ur
p [[Gal(L(p
∞)/k)/DL(p∞),v]]
where DL(p∞),v denotes the decomposition group of Gal(L(p
∞)/k) at v. By the global field
theory, we have
rankZpDL(p∞),v = rankZpk
×,∧
v ≥ 2,
which completes the proof. 
Lemma C.7.
(i) The Zurp [[Γ∞]]-module H˜
2
f (Gk,S,T∞,∆Σ) is torsion.
(ii) We have
Fitt(H˜2f (Gk,S,T∞,∆Σ)) = char(H˜
2
f (Gk,S ,T∞,∆Σ)) = char(X
χ
Σ).(30)
Proof. Since XχΣ is torsion, claim (i) follows from (29) and Lemma C.6. Let us show
claim (ii). Recall that we have the exact triangle
U−S (T∞)[−1] −→ R˜Γf (Gk,S ,T∞,∆Σ) −→ RΓ(Gk,S ,T∞) −→ U
−
S (T∞).
The local and global Euler characteristic formulae therefore imply that the Euler charac-
teristic of the Selmer complex R˜Γf (Gk,S ,T∞,∆Σ) is zero. By [Nek06, Proposition 9.7.5],
we have
R˜Γf (Gk,S ,T∞,∆Σ) ∈ D
[1,2]
parf (Z
ur
p [[Γ∞]]).
This shows that there is an Zurp [[Γ∞]]-homomorphism P
1 −→ P 2 of free Zurp [[Γ∞]]-modules
such that
H˜1f (Gk,S ,T∞,∆Σ) = ker
(
P 1 −→ P 2
)
and H˜2f (Gk,S ,T∞,∆Σ) = coker
(
P 1 −→ P 2
)
.
Since the Euler characteristic of the Selmer complex R˜Γf (Gk,S ,T∞,∆Σ) is zero, that is to
say,
rankZurp [[Γ∞]] P
1 = rankZurp [[Γ∞]] P
2,
(i) shows that H˜1f (Gk,S ,T∞,∆Σ) = 0. We conclude that
Fitt(H˜2f (Gk,S,T∞,∆Σ)) = det(P
1 −→ P 2) = char(H˜2f (Gk,S ,T∞,∆Σ)).
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By Lemma C.6 and the exact sequence (29), we have
char(H˜2f (Gk,S ,T∞,∆Σ)) = char(X
χ
Σ).
The proof of our lemma follows. 
Lemma C.8. Let e := {v ∈ Σc | χ(Gkv ) = 1}. Then we have
Fitt(H˜2f (Gk,S ,T∞,∆Σ)) ∈ A
e
Γ∞ .
Proof. Take a Zp-extention kΓ/k with Galois group Γ. It suffices to show that
Fitt(H˜2f (Gk,S,T∞,∆Σ)⊗Zurp [[Γ∞]] Z
ur
p [[Γ]]) ∈ A
e
Γ.
By [Nek06, Proposition 8.10.13(ii)], we have an isomorphism
H˜2f (Gk,S ,T∞,∆Σ)⊗Zurp [[Γ∞]] Z
ur
p [[Γ]]
∼= H˜2f (Gk,S ,TΓ,∆Σ).
We note that Fitt(H˜2f (Gk,S ,TΓ,∆Σ)) is principal ideal by (30) and hence
Fitt(H˜2f (Gk,S ,TΓ,∆Σ)) = char(H˜
2
f (Gk,S ,TΓ,∆Σ)).
Therefore, by the exact sequence (28), we conclude that
Fitt(H˜2f (Gk,S ,TΓ,∆Σ)) ⊆
∏
v∈Σc
char(H2(Gkv ,TΓ)).
By the local duality, we have H2(Gkv ,TΓ) = 0 if χ(Gkv) 6= 1 and
H2(Gkv ,TΓ)
∼= Zurp [[Γ/Γv ]]
if χ(Gkv) = 1. Here Γv ⊆ Γ denotes the decomposition group at v. This fact implies
char(H2(Gkv ,TΓ)) ⊆ AΓ
if χ(Gkv) = 1, which completes the proof. 
The following proposition follows from (30) and Lemma C.8.
Proposition C.9. Iwasawa Main Conjecture C.1 for the CM field k and the branch char-
acter χ is equivalent to that the Fitting ideal of H˜2f (Gk,S ,T∞,∆Σ)
ι is generated by Lχp,Σ:
Fitt(H˜2f (Gk,S ,T∞,∆Σ)
ι) = (Lχp,Σ).
In particular, Iwasawa Main Conjecture for the CM field k implies exceptional zero con-
jecture.
Let kΓ/k be a Zp-extention with Galois group Γ. Then note that TkΓ = TΓ.
Corollary C.10. Assume the Iwasawa Main Conjecture for the CM field k. Then we have
Fitt(H˜2f (Gk,S ,TΓ,∆Σ)
ι) = (Lχp,Σ|Γ).
Here, Lχp,Σ|Γ denotes the image of L
χ
p,Σ in Z
ur
p [[Γ]].
Corollary C.11. If the Zurp [[Γ]]-module H˜
2
f (Gk,S ,TΓ,∆Σ) is torsion, then no primes in
Σc splits completely in kΓ/k.
Proof. Note that H2(Gkv ,TΓ) is a torsion Z
ur
p [[Γ]]-module if and only if v does not split
completely in kΓ/k. Hence this corollary follows from the exact sequence (26). 
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