Abstract. We prove the existence of sectors of minimal growth for general closed extensions of elliptic cone operators under natural ellipticity conditions. This is achieved by the construction of a suitable parametrix and reduction to the boundary. Special attention is devoted to the clarification of the analytic structure of the resolvent.
Introduction
Motivated by Seeley's seminal work [21] , and with the same intentions, the purpose of this paper is, first, to prove the existence of sectors of minimal growth for general closed extensions of elliptic cone differential operators under suitable ray conditions on the symbols of the operator; and second, to describe the structure of the resolvent as a pseudodifferential operator.
Previous relevant investigations in this direction assume that the coefficients are constant near the boundary, cf. [16] , [17] , or the technically convenient but rather restrictive dilation invariance of the domain, cf. [1] , [11] , [4] , [12] , [17] . Some of these works deal with special classes of operators such as Laplacians. In the general setting followed in this paper, the interactions of lower order terms in the Taylor expansion of the coefficients of the operators near the boundary lead to a domain structure beyond the minimal domain D min that brings up essential new difficulties not present in the constant coefficients case. Thus the investigation of the general case entails the development of new techniques.
Let M be a smooth compact n-manifold with boundary. Recall that a cone differential operator is a linear differential operator with smooth coefficients in the interior of M which locally near the boundary and in terms of coordinates x, y 1 , . . . , y n−1 with x = 0 on ∂M , is of the form Cone differential operators arise when introducing polar coordinates around a point, and for that reason they are of great interest in the study of operators on manifolds with conical singularities (cf. [9] , [19] ). In this context it is natural to base the L 2 theory of these operators, at least initially, on a c-density on M , which is a measure of the form x n m where m is a smooth b-density, that is, xm is a smooth everywhere positive density on M . Suppose that A is c-elliptic. By a theorem of Lesch [11] , D min has finite codimension in D max , and all closed extensions of (1. see Lesch, op . cit. and Gil-Mendoza [7] . Thus, if ind(A Dmin ) is already positive, then there is no extension of A with nonempty resolvent set. In fact, a necessary and sufficient condition for the existence of a closed extension A D of (1.1) with nonempty resolvent set is that for some λ ∈ C, A Dmin − λ is injective and A Dmax − λ is surjective, see [5] . Given a closed extension A D , we will prove in Section 6 (see Theorem 6.9) that under natural ellipticity conditions pertaining the symbol of A and the model operator A ∧ , cf. (2.6), there exists a sector Λ = {z ∈ C : z = re iθ , r ≥ 0, |θ − θ 0 | ≤ a} of minimal growth, i.e., A − λ : D → L 2 c (M ; E) is invertible for λ ∈ Λ with |λ| large, and
c (M;E)) = O(|λ| −1 ) as |λ| → ∞.
More precisely, we require that Λ is free of spectrum of the homogeneous principal c-symbol c σ σ(A) of A on c T * M \{0}, and that the model operator
is invertible for large λ ∈ Λ with inverse bounded in the norm as |λ| → ∞, where Y ∧ = R + × Y is the stretched model cone with boundary Y = ∂M , and D ∧ is a domain for A ∧ associated with D in a natural way (see [5] ).
The proof of this result relies on the construction of a parameter-dependent parametrix B(λ) : L 2 c (M ; E) → D min (A), (1.5) which is a left-inverse for the operator A Dmin − λ for large |λ|. Then, in order to deal with the finite dimensional contribution of the domain D beyond D min , we follow the idea of reduction to the boundary motivated by the point of view that the choice of a domain corresponds to the choice of a boundary condition for the operator A.
More precisely, we add a suitable operator family K(λ) to A Dmin − λ such that A Dmin − λ K(λ) :
is invertible for large |λ|, and consider (1.6) a "Dirichlet problem" for the operator A − λ. Following Schulze's viewpoint from the pseudodifferential edge-calculus [18, 19] we invert (1.6) in the context of operator matrices by adding generalized
Green remainders to the parametrix B(λ). We then multiply the inverse B(λ) T (λ) from the left to the operator A D − λ, reducing the problem of inverting A D − λ to the simpler problem of inverting the operator family
(1.7)
The operator F (λ) can be interpreted as the reduction to the boundary of A − λ under the boundary condition D by (1.6), and it plays a similar role as, e.g., the Dirichlet-to-Neumann map in classical boundary value problems.
It turns out that we may write the resolvent as
with B(λ) from (1.5) and a finite dimensional smoothing pseudodifferential projection Π(λ) onto a complement of the range of A Dmin − λ in L 2 c (M ; E). The operators B(λ) and Π(λ) have complete asymptotic expansions as |λ| → ∞ into homogeneous components in the interior and κ-homogeneous operator-valued components near the boundary, respectively.
The structure of the paper is as follows: In Section 2 we recall basic facts about cone operators and their symbols. Section 3 is devoted to closed extensions in L 2 and in higher order Sobolev spaces. Section 4 concerns some relations between A and its symbols regarding the discreteness of the spectrum and the existence of sectors of minimal growth. In Section 5 we perform the construction of the parametrix (1.5) and establish the "Dirichlet problem" (1.6). Finally, in Section 6, we prove the results about the existence and norm estimates of the resolvent by investigating the operator (1.7).
Preliminaries
Let M be a smooth compact n-manifold with boundary and fix a defining function x for ∂M with x > 0 in Let E → M be Hermitian, and m be a positive b-density. Recall that the Hilbert space L 2 b (M ; E) is the L 2 space of sections of E with respect to the Hermitian form on E and the density m. Thus the inner product is
For non-negative integers s the Sobolev spaces H
The spaces H s b (M ; E) for general s ∈ R are defined by interpolation and duality, and we set
The weighted spaces
is an isomorphism. In the case of s = 0 one has
and the Sobolev space based on L 2 (M, x −2µ m; E) and Diff
To define a Mellin transform consistent with the density m, pick a collar neighborhood U Y ∼ = Y × [0, 1) of the boundary Y = ∂M in M , and a defining function
for some smooth density m Y on ∂M . Let ∂ x be the vector field tangent to the fibers of U Y → Y such that ∂ x x = 1. Fix ω ∈ C ∞ 0 (−1, 1) real valued, nonnegative and such that ω = 1 in a neighborhood of 0. Also fix a Hermitian connection ∇ on E. The Mellin transform of an 
be the conormal symbol of P . Recall thatP (σ) is elliptic for every σ ∈ C if A is c-elliptic. The boundary spectrum of A is spec b (A) = {σ ∈ C :P (σ) is not invertible}, which is discrete if A is c-elliptic, and the conormal symbol of A is defined to be that of the operator P . Near Y one can write
where the P ′ ℓ are differential operators of order m − ℓ (defined on U Y ) such that for any smooth function φ(x) and section u of E over
Definition 2.4. P is said to have coefficients independent of x near Y , or simply constant coefficients, if ∇ x∂x P k (u) = P k (∇ x∂x u) for any smooth section u of E supported in U Y . Correspondingly, A is said to have coefficients independent of x near Y if this holds for P .
For any N there are operators
where each P k has coefficients independent of x near Y . If P k has coefficients independent of x near Y then so does its formal adjoint P
where
is the constant term in the expansion (2.5) and has therefore coefficients independent of x.
For ̺ > 0 we consider the normalized dilation group action from sections of E to sections of E on
The normalizing factor ̺ m/2 in the definition of κ ̺ is added only because it makes
an isometry, where the measure on
Definition 2.9. A family of operators A(λ) acting on a κ-invariant space of distributions on Y ∧ will be called κ-homogeneous of degree ν if
This notion of homogeneity is systematically used in Schulze's edge-calculus. On Y ∧ it is convenient to introduce weighted Sobolev spaces with a particular structure at infinity consistent with the structure of the operators involved. Let ω ∈ C ∞ 0 (R) be a nonnegative function with ω(r) = 1 near r = 0. We follow Schulze (cf. [18] ) and consider the space H s cone (Y ∧ ; E) consisting of distributions u such that given any coordinate patch Ω on Y diffeomorphic to an open subset of the sphere S n−1 , and given any function ϕ ∈ C ∞ 0 (Ω), we have (1 − ω)ϕ u ∈ H s (R n ; E) where R + × S n−1 is identified with R n \{0} via polar coordinates. For s, α ∈ R we define K s,α (Y ∧ ; E) as the space of distributions u such that
, and
is bounded for every s and α. The group {κ ̺ } ̺∈R+ is a strongly continuous group of isomorphisms on K s,α for every s, α ∈ R. As pointed out already, it defines an isometry on the space
which we will take as reference Hilbert space on Y ∧ .
Closed extensions
, then for any s and µ, A :
is continuous. In order not to have to deal with the index µ we normalize so that if our original interests are in x µ L 2 b (M ; E), then we work with the operator x −µ−m/2 Ax µ+m/2 and base all the analysis on x −m/2 L 2 b (M ; E). Clearly,
The latter operator has the same c-symbol as A, so is c-elliptic if and only if A is so, and it has the same spectral properties. This said, we assume that µ = −m/2.
The closed extensions of elliptic cone operators on x −m/2 L 2 b (M ; E) have been studied by Lesch [11] and by two of the authors of the present work in [7] , among others. It is important for our purposes to admit arbitrary regularity. In analogy with the x −m/2 L 2 b -case, two canonical closed extensions of the operator
are singled out. Its closure
and 
is closed (with respect to the graph norm of A). These facts do not involve c-ellipticity.
We will usually abbreviate D The proof of the following proposition characterizing D s min when A is c-elliptic and s is arbitrary is a small variation of the characterization of D 0 min as given in Gil-Mendoza [7] .
Also the following theorem is a straightforward generalization of the corresponding results for the case s = 0, cf. Lesch [11] , Gil-Mendoza [7] . 
are continuous.
Assuming that A is c-elliptic, the space D Granted this, one can then speak of the "same" extension of A for different s;
is in fact independent of s. To see this, we first observe that the kernel of
, and is therefore finite dimensional and contained in each space x −m/2 H s b (M ; E). Next, using the nonsingular sesquilinear pairing
we see that the annihilator of the range of 
is independent of s. [7] gives that the minimal and maximal domains of A − λ are those of A.
s is the domain in (3.9). Thus:
The spectrum of (3.11) is independent of s. Let U Y be a collar neighborhood of Y . For small τ > 0 let
where ω ∈ C ∞ 0 (R + ) is a cut-off function with ω = 1 near 0. Given A let
For small enough τ > 0 the operator A τ is well defined, c-elliptic, and has the same conormal symbol and therefore the same boundary spectrum as A. Thus
The following lemma was given in [6] . Related results can also be found in [11, Section 1.3] .
Lemma 3.14.
is bounded for all s and γ. Write A = x −m P and expand P = P 0 + xP 1 as in (2.5). Then x −m P 0 = A ∧ , and withÃ = x −mP
Let 0 < α ≪ 1 and write xω τÃ R = τ 1−α (
The operator
In a similar way it can be shown that, for the formal adjoints, we also have the convergence A ⋆ τ → A ⋆ as τ → 0. An immediate consequence of this lemma is the following result that was originally given in [11, Section 1.3] .
are the Hilbert space adjoints of A τ,Dmax and A Dmax , respectively. In conclusion, the quotient spaces must have the same dimension.
Similarly to the above, we consider extensions of the model operator
with respect to the norm induced by the inner product 17) and let
is closed and densely defined, and D ∧,min ⊂ D ∧,max is a closed subspace with respect to the graph norm. We have proved in [5] that
for all cut-off functions ω ∈ C ∞ 0 (R + ) near zero, i.e. ω = 1 in a neighborhood of zero, and ω = 0 near infinity.
Consequently, near infinity all domains
On the other hand, near the boundary, the closed extensions of A ∧ are determined by its boundary spectrum which is the same as the boundary spectrum of A. For this reason, many of the results concerning the closed extensions of A find their analogs in the situation at hand. In fact, using an approximation A τ as in (3.13) with τ small, one can easily describe the minimal and maximal extensions of A ∧ on Y ∧ in terms of those of A τ on the manifold
and ωu ∈ D max (A τ ) for some cut-off function ω with small support and such that ω = 1 near the boundary.
In particular, we have the embeddings
for some small ε > 0. Because of (2.8) (with λ = 0), both D min (A ∧ ) and D max (A ∧ ) are κ-invariant. By the previous discussion, the following proposition is a direct consequence of Proposition 3.5 and Corollary 3.16.
Finally, we define the background spectrum of A ∧ as bg-spec A ∧ = {λ ∈ C : A ∧,D∧,min − λ is not injective, or
The complement bg-res A ∧ = C\ bg-spec A ∧ is the background resolvent set.
Ray conditions
The following theorem establishes the necessity of ray conditions on the symbols of A in order to have rays of minimal growth for A on some domain D.
and a number R > 0 such that A − λ :
is invertible for all λ ∈ Γ with |λ| > R. Suppose further that for such λ, the resolvent
Proof. The hypotheses imply that A − λ :
for some constant C > 0. Here · denotes the norm in x −m/2 L 2 b and · A is the graph norm. We first prove that
is supported near Y , the boundary of Y ∧ , and gives an element κ
̺ v for some C > 0 and all small ̺. In view of the definition of A ∧ , taking the limit as ̺ → 0 we arrive at
The estimate (4.4) implies the injectivity of
The latter is a consequence of the injectivity of (A ⋆ − λ) on D min (A ⋆ ) for λ ∈ Γ and the above argument. This proves the first assertion in (4.2).
We now prove the second assertion. Since A is c-elliptic, A ∧ is elliptic in the usual sense in the interior of Y ∧ . So the usual elliptic a priori estimate holds in compact subsets of
Thus there is a constant C > 0 such that
with some C independent of λ. By standard arguments (see e.g. Seeley [22] ) this gives that σ σ(
In this formula we made use of the fact that the c-symbol of A ∧ is independent of x. Replacing xξ by ξ and x m λ by λ, and using that
is invertible over Y , and therefore over a neighborhood of Y in M , when λ ∈ Γ. The hypothesis on A also implies estimates like (4.5) for A on compact subsets of the interior of M . Thus also σ σ(A) − λ is invertible over compact subsets of the interior of M when λ ∈ Γ. This gives the second statement in (4.2).
The following is a partial converse of Theorem 4.1.
Proof. We will use the parametrix from Section 5 to prove the statement. First of all, the compactness of M and the spectral condition on the symbol c σ σ(A) imply that there exists some closed sector Λ with Γ ⊂
Consequently, A − λ is c-elliptic with parameter λ ∈ Λ, cf. Definition 2.1. We choose Λ in such a way that Λ\{0} ⊂ bg-res A ∧ also holds; this is possible because bg-res A ∧ is a union of open sectors, see [5] . Then, for λ ∈ Λ\{0}, we also have that
is injective and therefore, by Theorem 5.29,
On the other hand, the surjectivity of
Consequently, for λ large, A − λ is injective on D min and surjective on D max , and hence there exists a domain D such that
Thus spec A D = C, so it must be discrete.
Observe that for λ ∈ Γ, |λ| > R > 0, the norm (
is uniformly bounded if and only if
Stronger and more precise statements about resolvents of elliptic cone operators will be given in Section 6.
Parametrix construction
In this section we assume Λ to be a closed sector in C of the form
for some real θ 0 and a > 0, and assume that A − λ is c-elliptic with parameter λ ∈ Λ according to Definition 2.1, and that
Our goal is to construct a parameter-dependent parametrix of
by means of three crucial steps that we proceed to outline.
Step 1: The first step is concerned with the construction of a pseudodifferential parametrix
taking care of the degeneracy of the complete symbol of A − λ near the boundary of M . The parametrix B 1 (λ) is constructed within a corresponding (sub)calculus of parameter-dependent pseudodifferential operators that are built upon degenerate symbols.
Step 2: In the second step the parametrix B 1 (λ) is refined to a parametrix
which is continuous and pointwise a Fredholm inverse of A − λ. The remainders
are parameter-dependent smoothing pseudodifferential operators in
since B 2 (λ) is a refinement of B 1 (λ), but the operator norms in the spaces (5.3) and (5.4) are not decreasing as |λ| → ∞.
Step 3: While in the first two steps we only make use of the c-ellipticity with parameter, we now need the additional requirement that (5.1) holds. In view of the κ-homogeneity of A ∧ − λ,
we only need to require (5.1) for |λ| = 1. Recall that the minimal domain D min (A ∧ ) is invariant under the action of κ ̺ .
Under the additional assumption (5.1) we will refine B 2 (λ) to obtain a parameterdependent parametrix B(λ) such that
is compactly supported in λ ∈ Λ. In particular, for λ sufficiently large the operator family A − λ :
is injective, and the parametrix B(λ) is a left-inverse. Moreover, for λ large, the smoothing remainder
For the final construction of B(λ) we adopt Schulze's viewpoint from the pseudodifferential edge-calculus, see e.g. [19, 20] , and add extra conditions of trace and potential type within a suitably defined class of Green remainders.
We now proceed to construct a suitable parametrix of A − λ as outlined above. The first step is the parametrix construction in the interior of the manifold, assuming only that A − λ is c-elliptic with parameter in a closed sector Λ ⊂ C.
On M we fix a collar neighborhood diffeomorphic to [0, 1) × Y , Y = ∂M , and consider local coordinates of the form [0, 1) × Ω ⊂ R + × R n−1 near the boundary, where Ω ⊂ R n−1 corresponds to a chart on Y . Moreover, these coordinates are chosen in such a way that the push-forward of the vector bundle E is trivial on [0, 1) × Ω (e.g., choose Ω contractible).
In these coordinates the operator A − λ takes the form
where the a kα are smooth matrix-valued coefficients on [0, 1) × Ω. The c-ellipticity with parameter of the family A − λ implies that, in the interior of M , it is elliptic with parameter in the usual sense, and in local coordinates near the boundary, (5.5) we deduce that the complete symbol of A − λ in (0, 1) × Ω is of the form x −m a(x, y, xξ, η, x m λ) for some parameter-dependent classical symbol a(x, y, ξ, η, λ) of order m, and the c-ellipticity condition near the boundary is equivalent to the invertibility of the principal component a (m) (x, y, ξ, η, λ) of a. These observations give rise to the class of parameter-dependent pseudodifferential operators that we will consider below.
For the rest of this section we will work (without loss of generality) with scalar symbols; the general case of matrix-valued symbols is straightforward.
Sometimes we will denote the variables in (0, 1)×Ω by z = (x, y) and z ′ = (x ′ , y ′ ), and the corresponding covariables in R n by ζ = (ξ, η) ∈ R × R n−1 .
depending on the parameter λ ∈ Λ of the form
for z, z ′ ∈ (0, 1) × Ω, ζ ∈ R n , where the family C(λ) ∈ Ψ −∞ (Λ) is a parameterdependent smoothing operator of the form
, and where the symbolã(z, ζ, λ) =ã(x, y, ξ, η, λ) satisfies
satisfying for all multi-indices α, β, and γ, the symbol estimates
Here d ∈ N is a fixed parameter for the class Ψ ∞ (Λ) which refers to the anisotropy; in the case of the operator A − λ we have d = m = ord(A). Moreover, the symbol a(x, y, ξ, η, λ) is assumed to be classical: It admits an asymptotic expansion
where χ ∈ C ∞ (R×R n−1 ×Λ) is a function such that χ = 0 near the origin and χ = 1 for |(ξ, η, λ)| large, and the components a (µ−j) (x, y, ξ, η, λ) satisfy the homogeneity relation
Note that the symbol a(x, y, ξ, η, λ) is smooth in x up to x = 0.
Proof. Letã(x, y, ξ, η, λ) andb(x, y, ξ, η, λ) be complete symbols associated with A(λ) and B(λ) according to (5.7). Then the corresponding complete symbol of the composition has the asymptotic expansion
with a and b as in Definition 5.6. This gives
and since
c kj (xD x ) j with some universal constants c kj , we see that each term in the asymptotic expansion (5.9a) is of the form
with a parameter-dependent symbol p k,α of order µ 1 + µ 2 − k − |α| which satisfies the conditions of Definition 5.6. In conclusion, if p is such that
is a complete symbol of the composition A(λ)B(λ) and the proposition follows.
Proposition 5.11. For A(λ) ∈ Ψ µ (Λ) the following are equivalent:
Proof. For the proof we need the auxiliary operator class Ψ µ,0 (Λ) = x µ Ψ µ (Λ). It is easy to see from the proof of Proposition 5.9 that the composition gives rise to
provided that one of the factors is properly supported (uniformly in λ). Actually, it is not necessary to couple the weight factor and the order of the operators as it is done for the elements of Ψ µ (Λ). Let A(λ) ∈ Ψ µ (Λ) be c-elliptic with parameter. Without loss of generality assume that A(λ) is properly supported, uniformly in λ. Let Q ′ (λ) ∈ Ψ −µ (Λ) be properly supported with complete symbol x µ (χ·a
, and are properly supported, uniformly in λ.
and let R ′ (λ) ∈ Ψ −1,0 (Λ) be properly supported having r(x, y, xξ, η, x d λ) as complete symbol. Then
In the same way we obtain a right parametrix. The other direction of the proposition is immediate.
We now pass to the collar neighborhood [0, 1)×Y ⊂ M : The restriction of the bundle E to [0, 1)×Y is isomorphic to the pull-back of a bundle on Y . For simplicity, we denote this bundle by the same letter E, and the sections of the bundle E on [0, 1)×Y are then represented as C ∞ ([0, 1), C ∞ (Y ; E)). We consider families of pseudodifferential operators
on (0, 1)×Y acting in sections of the bundle E which depend anisotropically on the parameter λ ∈ Λ. With respect to the fixed splitting of variables these operators can be written as follows:
As in the local case, cf. Definition 5.6, we use here the notation Ψ −∞ (Λ) for the remainder class. Moreover, the symbolã(x, ξ, λ) is a smooth function of x ∈ (0, 1) taking values in the space L µ,(1,d) (Y ; R × Λ) of pseudodifferential operators of order µ ∈ R on Y depending on the parameters (ξ, λ) ∈ R × Λ. Recall that a family of operators
, and where the symbol b(y, ξ, η, λ) satisfies the symbol estimates of Definition 5.6, but here in the x-independent case.
As before, we do not consider general families of pseudodifferential operators on (0, 1)×Y and restrict ourselves to operators in Ψ µ (Λ) where the symbolã(x, ξ, λ) in (5.12) is required to be of the form
Observe that this is precisely the class of operators that is obtained via globalizing the local classes from Definition 5.6 to the collar neighborhood (0, 1)×Y .
The parameter-dependent homogeneous principal symbol of an operator in Ψ µ (Λ) extends to an anisotropic homogeneous section on ( c T * ([0, 1)×Y ) × Λ)\0, and the global meaning of the c-ellipticity from Definition 5.10 is the invertibility of the principal symbol there. From Proposition 5.11 we get the following: Proposition 5.13. There exists a parametrix Q(λ) ∈ Ψ −m (Λ) of A − λ which is properly supported (uniformly in λ) and has the form
Proof. The existence of a properly supported parametrix in Ψ −m (Λ) follows immediately from Proposition 5.11. We only need to verify that the remainder term C(λ) from equation (5.12) can be arranged to vanish. Let first
be a parametrix of A − λ in Ψ −m (Λ), obtained by patching together local parametrices from Proposition 5.11, whereq(x, ξ, λ) = x m q(x, xξ, x m λ). We get the desired
We are finally ready to construct a parameter-dependent parametrix B 1 (λ) of A − λ on M . The important aspect of the following theorem is the structure of the complete symbol of B 1 (λ) close to the boundary of M . 
Recall that a cut-off function ω ∈ C ∞ 0 ([0, 1)) is a function which equals 1 in a neighborhood of the origin. Observe that these functions can also be considered as functions on M supported in the collar neighborhood [0, 1)×Y of the boundary. Moreover, we use the notation ϕ ≺ ψ to indicate that the function ψ equals 1 in a neighborhood of the support of the function ϕ, in particular, ϕψ = ϕ.
The second step in our parametrix construction concerns the refinement of B 1 (λ) from Theorem 5.14 to a Fredholm inverse. First of all, we want to modify B 1 (λ) in order to get a family of bounded operators 
is bounded for every s ∈ R. Mellin representations of pseudodifferential operators are standard. The following proposition is a direct consequence of known results about the Mellin quantization that can be found for instance in [8] .
Proposition 5.15. Let Q(λ) be the parametrix of A − λ from Proposition 5.13 defined via the symbol p(x, ξ, λ). Let
ℑσ=m/2 (0,1)
then the corresponding family B 1 (λ) from Theorem 5.14 is again a properly supported parametrix of A − λ such that, in addition,
Our goal in this second step is to refine this parameter-dependent parametrix in such a way that the remainders are elements of order zero in a suitable class of Green operators that will be defined below. To this end we consider scales of Hilbert spaces {E s } s∈R on M and associated scales {E
and for the scale of minimal domains E = D min we define
Here ω ∈ C ∞ 0 ([0, 1)) denotes, as usual, a cut-off function near the origin. Note that in the latter case we have E
is called a Green remainder of order µ ∈ R with respect to the scales (E, F ) if for all cut-off functions ω,ω ∈ C ∞ 0 ([0, 1)) the following holds:
Green symbol, i.e., a classical operator-valued symbol of order µ ∈ R in the following sense:
and for all multi-indices α ∈ N 2 0 , κ
as |λ| → ∞. Here K(E s , F t ) denotes the space of compact operators from E Moreover, for j ∈ N 0 there exist
and for some function χ ∈ C ∞ (Λ) with χ = 0 near zero and χ = 1 near ∞, and all j ∈ N 0 , the symbol estimates (5.17) hold for g(λ) − j−1 k=0 χ(λ)g (µ−k) (λ) with µ replaced by µ − j.
As usual, the cut-off functions in C ∞ 0 ([0, 1)) are considered as functions on both M and Y ∧ , and {κ ̺ } ̺∈R+ is the dilation group from (2.7). The κ-homogeneous components g (µ−j) (λ) are well-defined for the Green remainder G(λ), i.e., they do not depend on the particular choice of cut-off functions (see also Lemma 5.19 below). Hence a Green remainder is determined by an asymptotic expansion
up to Green remainders of order −∞, where
The principal component of G(λ) in this expansion will be denoted by
Note that in view of Definition 5.16(i) every Green remainder G(λ) is a parameterdependent smoothing pseudodifferential operator over the manifold • M . It should be pointed out that the choice of the compact operators as operator ideal for the Green remainders is just for convenience; we could also pass to the Schatten classes
. This is useful for applications to index theory, especially the case of trace class remainders. 
Proof. We only need to prove that
The argument for higher derivatives and for g(λ)(1 − ω) is analogous.
is supported away from the origin, and ϕ k (x) = 1 x k for sufficiently large x. Then, for any given s, t, δ, δ ′ ∈ R, and denoting the norms in
for some constants C andC. As the norm of
as |λ| → ∞, the assertion follows for (1 − ω)g(λ).
A direct consequence from Lemma 5.19 is that the Green remainders form an algebra. The homogeneous components of the product of two Green remainders are determined by formally multiplying the asymptotic sums (5.18). In particular, Recall that the principal component of A − λ is A ∧ − λ. On the other hand, the principal component of B 1 (λ) is given by
, where h(x, σ, λ) is the symbol from Proposition 5.15. For the above compositions to make sense, we are tacitly assuming that G(λ) acts on corresponding scales.
Proof. Let us consider (A − λ)G(λ).
The product G(λ)(A − λ) can be treated in a similar way. In the collar neighborhood (0, 1)×Y we have
We set A (m) (λ) = A ∧ − λ, and for k ∈ N,
Observe that for each j, A (j) (λ) :
for any cut-off functions ω,ω ∈ C is rapidly decreasing in Λ. On the other hand, using a suitable cut-off function
Thus also (1 − ω)(A − λ)G(λ) is rapidly decreasing in Λ. It remains to consider ω(A − λ)G(λ)ω for cut-off functions ω,ω ∈ C ∞ 0 ([0, 1)). Choose cut-off functions ω 0 and ω 1 such that ω ≺ ω 1 ≺ ω 0 . Then
ω is a Green symbol, it is easy to see that ωÃ N ω 1 g(λ) is an operator-valued symbol of order µ + m − N , i.e., the estimates (5.17) hold with µ + m − N instead of µ. The argument here is to consider separately the terms ω(x)ω(
. Now, using the κ-homogeneity
for ̺ > 0 and λ ∈ Λ\{0}, and because of Lemma 5.19, we finally conclude that (A − λ)G(λ) is a Green remainder of order µ + m. Moreover, the homogeneous components of (A − λ)G(λ) are given by
The analysis for the products G(λ)B 1 (λ) and B 1 (λ)G(λ) follows the same lines. At the places where the locality of (A − λ) was used, we can still draw the desired conclusions for B 1 (λ), noting that for cut-off functions ω ≺ω in C ∞ 0 ([0, 1)), the operator families ωB 1 (λ)(1 −ω) and (1 −ω)B 1 (λ)ω are Green remainders of order −∞. Moreover, on Y ∧ we expand B 1 (λ) into components given by
, and proceed as above.
Proposition 5.22. For an operator family
the following are equivalent:
is a Green remainder of order µ ∈ R in the scales (E, x m/2−ε H) for every ε > 0, and (A − λ)G(λ) is Green of order µ + m in (E, x −m/2 H).
Proof. The direction (i) ⇒ (ii) follows from Lemma 5.20 noting that
Let us now assume (ii). Then it is evident that for every cut-off function ω ∈ C Observe that this argument makes use of our assumption that G(λ) is a Green remainder of order µ ∈ R in the scales (E, x m/2−ε H) for every ε > 0. On the other hand, we may write 
where h is the holomorphic Mellin symbol from Proposition 5.15. Then h 0 (σ) is finitely meromorphic in C taking values in L −∞ (Y ) and it is rapidly decreasing as |ℜσ| → ∞, uniformly for ℑσ in compact intervals. Moreover, the strip
is free of poles of h 0 (σ).
For arbitrary 0 < ε < ε 0 and cut-off function ω ∈ C ∞ 0 ([0, 1)) we define 
Observe that M ∧ (λ) is κ-homogeneous of degree −m.
is a parameter-dependent parametrix of A − λ, and the remainders 
Green families of order zero in the sense of Definition 5.16 with principal components given by
G 1,∧ (λ) = (A ∧ − λ)B 2,∧ (λ) − 1 and G 2,∧ (λ) = B 2,∧ (λ)(A ∧ − λ) − 1,
Proof. Let us begin by noting that
is continuous. Hence, in order to show that B 2 (λ) maps indeed into D s min (A), it suffices to check that
. We will prove that this operator is in fact of the form 1 + G 1 (λ).
By the standard composition rules for (parameter-dependent) cone operators in cone Sobolev spaces (see e.g. [4] , [8] , and [20] ), we know that
where G(λ) is a Green remainder of order zero in the scales (x −m/2 H, x −m/2 H), andM (λ) is a smoothing Mellin operator given bỹ
with a holomorphic Mellin symbol
with h 0 as in (5.23). Moreover, the principal components satisfy the identity
is defined by replacing [λ] by |λ| inM (λ).
Next we consider the composition (A − λ)M (λ). As M (λ) is a Green remainder of order −m in the scales (x −m/2 H, x m/2−ε H) for every ε > 0, we conclude that up to a Green remainder of order 0 in (x −m/2 H, x −m/2 H) we may write
where ω 0 is a cut-off function with ω ≺ ω 0 , so ω 0 ω = ω. Because of the relation (5.24a), and since the commutator [A ∧ , ω(
1/m ) produces arbitrary flatness near the origin, we have Remark 5.26. The parametrix B 2 (λ) has the following properties.
(i) As a consequence of Theorem 5.24, for λ ∈ Λ\{0},
is Fredholm and B 2,∧ (λ) is a Fredholm inverse. (ii) The principal component B 2,∧ (λ) is κ-homogeneous of degree −m, i.e.,
for ̺ > 0 and λ ∈ Λ\{0}. (iii) Let G(λ) be a Green remainder of order µ ∈ R. Then B 2 (λ)G(λ) and G(λ)B 2 (λ) are Green remainders of order µ−m, and the principal components are given as B 2,∧ (λ)G ∧ (λ) and G ∧ (λ)B 2,∧ (λ), respectively. (iv) For every s ∈ R the following equivalent norm estimates hold:
If G(λ) is an arbitrary Green remainder of order −m, then B 2 (λ) + G(λ) is also an admissible parameter-dependent parametrix of A − λ satisfying the same norm estimates as B 2 (λ).
Proof. Let us prove (iii): By Lemma 5.20 we only have to deal with the terms
for |λ| ≫ 0 and ̺ ≥ 1, the assertion for these terms is evident. We now prove (iv): The group action {κ ̺ } ̺∈R+ satisfies the estimate
|s|/m on the space
. Hence every Green remainder G(λ) of order zero in the scales (x −m/2 H, x −m/2 H) satisfies the norm estimate
Together with Theorem 5.24 this implies that the asserted estimates are actually equivalent. Moreover, (5.27) follows from the estimates for the group action and the standard estimates for parameter-dependent pseudodifferential operators in Sobolev spaces, cf. Shubin [23, Section 9] .
As outlined at the beginning of this section, our goal is the construction of a parametrix B(λ) of A − λ that is a left-inverse for λ sufficiently large. To achieve this, we additionally require that the family
be injective for all λ ∈ Λ\{0}.
In the remaining part of this section we will prove the following theorem: 
, and is independent of s. For the proof of this theorem we first introduce the following class of generalized Green remainders. 
(ii) The family g(λ) given by
is a generalized Green symbol, i.e., it is a classical operator-valued symbol of order µ ∈ R in the following sense:
and for all multi-indices α ∈ N 2 0 ,
as |λ| → ∞. Moreover, for j ∈ N 0 there exist
such that
for every ̺ > 0, and for some function χ ∈ C ∞ (Λ) with χ = 0 near zero and χ = 1 near ∞, the symbol estimates (5.31) hold for g(λ) −
with µ replaced by µ − j.
Note that when N − = N + = 0, we recover the class of Green remainders from Definition 5.16. Also for generalized Green remainders, the κ-homogeneous components g (µ−j) (λ) are well-defined for G(λ), i.e., they do not depend on the choice of the cut-off functions. Thus a generalized Green remainder is determined by an asymptotic expansion
up to generalized Green remainders of order −∞, where
The principal component will again be denoted by G ∧ (λ) = G (µ) (λ). We will be particularly concerned with the operators
for generalized Green remainders G(λ) and G ′ (λ) of order m and −m, respectively. We will also need their κ-homogeneous principal components
Lemma 5.20 (as well as (iii) in Remark 5.26) continues to hold in this more general framework, and Theorem 5.24 implies
with generalized Green remainders G 1 (λ) and G 2 (λ) of order zero, provided the scales are such that the composition makes sense. Moreover, the principal components satisfy the same relations.
Lemma 5.33. Let G(λ) be a generalized Green remainder of order zero in the scales (E ⊕ C N , E ⊕ C N ) for some N ∈ N 0 , and assume that
is invertible for all λ ∈ Λ\{0} and some s, δ ∈ R. Then there exists a generalized Green remainderG(λ) of order zero such that Proof. The inverse of 1 + G ∧ (λ) can be written as
) is a cut-off function and χ ∈ C ∞ (Λ) is a function with χ = 0 near 0 and χ = 1 near ∞. Hence G ′ (λ) is a generalized Green remainder of order zero, and by construction we obtain
with generalized Green remaindersG 1 (λ) andG 2 (λ) of order −1.
As the class of generalized Green remainders is asymptotically complete, there exists a generalized Green remainderG R (λ) of order −1 with
This asymptotic expansion holds up to generalized Green remainders of order −∞.
with a generalized Green remainderG (−∞) (λ) of order −∞. In particular, the operator norm ofG (−∞) (λ) is decreasing as |λ| → ∞ and therefore 1 +G (−∞) (λ) is invertible for λ large. Moreover, the inverse can be written as
is a suitable function with χ = 0 near 0 and χ = 1 near ∞, then χ(λ)G (−∞) (λ) is a generalized Green remainder of order −∞. Summing up, we have proved that
is compactly supported in Λ. Finally, we defineG(λ) by
By construction,G(λ) is a generalized Green remainder of order zero, and 1 +G(λ) inverts 1 + G(λ) from the right for large values of λ.
In the same way, we can prove that 1 + G(λ) has a left-inverse for λ sufficiently large. This inverse must be necessarily 1 +G(λ) and the lemma is proved.
The following theorem implies Theorem 5.29. 
is invertible for λ sufficiently large. Moreover, the inverse can be written as
is a generalized Green remainder of order −m in the corresponding
In particular, the parameter-dependent parametrix
satisfies the conditions of Theorem 5.29.
Proof. From Theorem A.1 (see also Remark A.2 and Corollary A.3) we conclude that there exists k ∧ (λ) such that
is invertible for λ ∈ Λ\{0}, and k ∧ (λ) can be arranged to be a homogeneous principal Green symbol of order m.
Let ω ∈ C ∞ 0 ([0, 1)) be a cut-off function and let χ ∈ C ∞ (Λ) be a function with χ = 0 near 0 and χ = 1 near ∞. If we set K(λ) = ωχ(λ)k ∧ (λ), then 0 K(λ) is a generalized Green remainder of order m. We will prove that the theorem holds with this particular choice for K(λ).
As B 2,∧ (λ) is a Fredholm inverse of A ∧ − λ for λ ∈ Λ\{0}, we may apply once again the results from Appendix A to conclude the existence of familiesk ∧ (λ), t ∧ (λ), andq ∧ (λ) such that
is invertible for λ ∈ Λ\{0}, and
is a homogeneous principal Green symbol of order −m. Note that by construction
According to
and let
where ω and χ are as above. Then G ′ (λ) is a generalized Green remainder of order −m in the scales (
and consider the compositions
is a generalized Green remainder of order m with principal component
Hence G 1 (λ) and G 2 (λ) are generalized Green remainders of order zero, and by construction both 1 + G 1,∧ (λ) and 1 + G 2,∧ (λ) are invertible for λ ∈ Λ\{0}. Lemma 5.33 now implies the invertibility of A(λ) for λ large. Consequently, the diagonal matrix structure of A(λ) gives the invertibility of A − λ K(λ) . Moreover,
for some generalized Green remainderG(λ) of order −m. Thus A − λ K(λ) −1 must be of the form
which proves the theorem.
Corollary 5.35. For λ ∈ Λ\{0} we have ind(A ∧,Dmin − λ) = ind A Dmin .
As stated above, the parameter-dependent family B(λ) = B 2 (λ) + G(λ) is a parametrix of (A − λ) satisfying the conditions of Theorem 5.29. Let us draw some consequences of that theorem.
Corollary 5.36. There exists a discrete set ∆ ⊂ C such that
is injective for λ ∈ C\∆, and there exists a finitely meromorphic left-inverse.
Proof. Due to Theorem 5.29,
is injective for λ ∈ Λ sufficiently large, and the parametrix B(λ) is a left-inverse.
Fix some large λ 0 ∈ Λ and consider the operator function
. Then F is a holomorphic Fredholm family on C, and F (λ 0 ) = 1 is invertible. The well known theorem on the inversion of holomorphic Fredholm families now implies that the inverse C\∆ ∋ λ → F (λ) −1 is a finitely meromorphic operator function, where ∆ ⊂ C is discrete. Hence A − λ is injective for λ ∈ C\∆, and F (λ) −1 B(λ 0 ) is a finitely meromorphic left-inverse.
Corollary 5.37. Let λ 0 ∈ Λ and assume there exists some domain D s such that
Then it is invertible for all s ∈ R, and we have
with the parametrix B(λ) and the projection Π(λ) from Theorem 5.29.
Resolvents
The elements of the quotientẼ max = D max /D min can be conveniently identified with singular functions as follows. Let u ∈ D max . Then there is a finite sum of the form 1) ) is a cut-off function near zero. The functionũ is uniquely determined by the equivalence class u + D min , and in this way we may identifyẼ max with a finite dimensional subspace of C ∞ (
• Y ∧ ; E) consisting of singular functions (6.1). Analogously, we also obtain an identification ofẼ ∧,max = D ∧,max /D ∧,min with a finite dimensional space of functions of the form (6.1).
In order to prove the existence of sectors of minimal growth for a given extension A D , we are led to consider a particular extension A ∧,D∧ of the model operator. Thereby, the domain D ∧ is associated to D via
where θ :Ẽ max →Ẽ ∧,max is the natural isomorphism introduced in [5] .
Using the identification of the quotients with spaces of singular functions, we briefly recall the definition of θ. To this end, we split
has coefficients independent of x, and
. LetP k (σ) be the conormal symbol associated with P k . In this section, all arguments involving (6.3) will refer to functions that are supported near Y , so we may assume that the coefficients ofP m vanish near infinity. In slight abuse of the notation from [5] we now writẽ
The spaceẼ ∧,σ0 consists of all singular functions of the form
that are associated with elements ofẼ ∧,max . The operator θ acts isomorphically betweenẼ σ0 →Ẽ ∧,σ0 . Both, the spaceẼ σ0 and the operator itself, are easiest understood from its inverse 5) where N (σ 0 ) ∈ N 0 is the largest integer such that ℑσ 0 − N (σ 0 ) > −m/2, and the operators e σ0,k :
are inductively defined as follows:
• e σ0,0 = I, the identity map.
• Given e σ0,0 , . . . , e σ0,ϑ−1 for some ϑ ∈ {1, . . . , N (σ 0 ) − 1}, we define e σ0,ϑ (ψ) for ψ ∈Ẽ ∧,σ0 to be the unique singular function of the form
is holomorphic at σ = σ 0 − iϑ, where (ωe σ0,ϑ−k (ψ)) ∧ (σ) is the Mellin transform of the function ωe σ0,ϑ−k (ψ), and s σ0−iϑ (ωe σ0,ϑ−k (ψ)) ∧ (σ + ik) is the singular part of the Laurent expansion at σ 0 − iϑ. Here, ω ∈ C ∞ 0 (R + ) is an arbitrary cut-off function near zero. Recall that the Mellin transform of ωe σ0,ϑ−k (ψ) is meromorphic in C with only one pole at σ 0 − i(ϑ − k).
It is of interest to note that this construction yields
for every ψ ∈Ẽ ∧,σ0 and every ϑ = 0, . . . , N (σ 0 ).
In conclusion, every spaceẼ σ0 consists of singular functions of the form
and we have
The main result of this section concerns the existence of sectors of minimal growth for closed extensions of a c-elliptic cone operator A. Recall that a sector Λ = {λ ∈ C : λ = re iθ for r ≥ 0, θ ∈ R, |θ − θ 0 | ≤ a}, with θ 0 ∈ R and a > 0, is called a sector of minimal growth for the extension
is invertible, and the resolvent (A D − λ) −1 satisfies the equivalent norm estimates
Analogously, we call Λ a sector of minimal growth for A ∧,D∧ if
is invertible for large |λ| > 0 in Λ, and the inverse satisfies the equivalent estimates 
Before we prove this theorem, we discuss some interesting properties of the resolvent conditions on A ∧ . For more details see [5] . 
In general, the norm estimates (6.8) are not easy to check. However, the following proposition shows that this resolvent condition only needs to be verified for the projection of (A ∧,D∧ − λ) 
is invertible for large |λ| > 0, and the inverse satisfies the estimate
Here q ∧ : D ∧,max →Ẽ ∧,max denotes the canonical projection.
Proof. We first observe that the κ-homogeneity of A ∧ implies
. Using this identity and the fact that κ ̺ is an isometry in
, one can easily see that the estimates (6.8) are equivalent to κ 15) and therefore (6.14) holds. Note that κ ̺ q ∧ = q ∧ κ ̺ . Conversely, assume that we have (6.14). Let B ∧ (λ) be the principal part of the parametrix B(λ) from Theorem 5.29. Then, for λ ∈ Λ\{0}, we have
and we may write
Since B ∧ (λ) and (A ∧ −λ) are κ-homogeneous of degree −m and m, respectively, we have the identities
Passing to the norm in
) and using (6.14) we obtain (6.15) which is equivalent to the estimates (6.8).
For the proof of Theorem 6.9 we need further ingredients. First of all, using the operator θ defined via (6.5) and (6.6), we now define onẼ max the group actioñ
We may writeκ ̺ = κ ̺ L ̺ , where
is the direct sum of the operators L ̺ |Ẽ σ 0 which act as follows:
Forũ ∈Ẽ σ0 we have 17) where e σ0,ϑ (̺) is defined as
In particular, e σ0,0 (̺)(ũ) =ũ for all ̺ ∈ R + andũ ∈Ẽ ∧,σ0 .
Lemma 6.18.
(i) For every ψ ∈Ẽ ∧,σ0 and every ϑ ∈ {0, . . . , N (σ 0 )} there exists a polynomial q ϑ (y, log x, log ̺) in (log x, log ̺) with coefficients in C ∞ (Y ; E) such that 19) and the degree of q ϑ with respect to (log x, log ̺) is bounded by some µ ∈ N 0 which is independent of σ 0 ∈ Σ, ψ ∈Ẽ ∧,σ0 , and ϑ ∈ {0, . . . , N (σ 0 )}. 
satisfies for every s ∈ R the norm estimate
where µ ∈ N 0 is the bound for the degrees of the polynomials q ϑ in (i), and
is the weighted Sobolev space defined in Section 2.
Proof. As Σ is a finite set and all spacesẼ ∧,σ0 are finite dimensional, it suffices to show that (6.19) holds for a basis ofẼ ∧,σ0 . We pick a basis {ψ 0 , . . . , ψ K } ⊂Ẽ ∧,σ0 which is a Jordan basis for the infinitesimal generator (
). Recall thatẼ ∧,max is κ-invariant, and so are necessarily all the spacesẼ ∧,σ0 . Note that the only eigenvalue of ( m 2 + x∂ x ) onẼ ∧,σ0 is m/2 + iσ 0 . Consequently, for each j we may write
where p jk is a polynomial, and thus
Every e σ0,ϑ (ψ k ) is a singular function of the form
and so
Hence (i) is proved. For the proof of (ii) note that according to (6.17) and (i), we have forũ ∈Ẽ σ0
and consequently
for ̺ ≥ 1, which then in fact holds for allũ ∈Ẽ max . As
is continuous for every ̺ > 0, we obtain (ii) from the Banach-Steinhaus theorem. 
Moreover, for every t ∈ R there exists M t ∈ R such that
is evident from the definition. In order to show the norm estimates, it is sufficient to consider for each σ 0 ∈ Σ the restrictionK
and prove the estimates for this operator. Recall thatκ ̺ = κ ̺ L ̺ so that forũ ∈Ẽ σ0 we haveK σ0 (̺)ũ = κ ̺ (ωL ̺ũ ). On the other hand, by Lemma 6.18 
as ̺ → ∞, so the family ωL ̺ is uniformly bounded for ̺ ≥ 1. Thus 
Thus we will prove that there exists a constant C > 0, independent ofũ ∈Ẽ σ0 and ̺ ≥ 1, such that
To this end we split A near the boundary as in (6.3) and use (6.17) to obtain
with the convention that e σ0,j (̺) = 0 for j > N (σ 0 ). For every ϑ ∈ {0, . . . , 2m − 2} we consider the family of linear maps
We will prove that (6.25) is well-defined, i.e., everyũ ∈Ẽ σ0 is indeed mapped into
, and that the norms are bounded by a constant times log µ ̺ as ̺ → ∞ with µ as in Lemma 6.18. Thus for every ϑ ∈ {0, . . . , 2m − 2} we have
while for ϑ = 0, 
(6.27) According to Lemma 6.18 the second sum in (6.27) is a polynomial in log ̺ of degree at most µ with coefficients in
, we get from the equations (6.24) and (6.27) that necessarily
for all ̺ ∈ R + and allũ ∈Ẽ σ0 , and, moreover, that
for ϑ ≤ N (σ 0 ) because these functions are of the form
, and by Lemma 6.18 is a polynomial in log ̺ of degree at most µ with coefficients in
. Summing up, we have shown that for everyũ ∈Ẽ σ0 the function
is a polynomial in log ̺ of degree at most µ with coefficients in
, and from the Banach-Steinhaus theorem we now obtain the desired norm estimates for the family of maps (6.25).
On the other hand,
) ωL ̺ũ K m,−m/2 . Lemma 6.18 implies ωL ̺ũ K m,−m/2 ≤ const ωũ Dmax , and so
and consequently (6.23) follows because the norm κ ̺ L (K t,−m/2 ) behaves polynomially as ̺ → ∞.
Proof of Theorem 6.9. Fix some complement E max of D min in D max and let E ⊂ E max be a subspace such that D = D min ⊕ E. With respect to this decomposition the operator A D − λ can be written as 
is invertible for λ sufficiently large with inverse
is a generalized Green remainder of order −m. Since
which implies that (A − λ)| Dmin (A − λ)| E is invertible if and only if
is invertible. Moreover, we get the explicit representation 
Under the assumptions of Theorem 6.9 we will prove that F (λ) :
invertible for large λ, and that the inverse satisfies the norm estimate
Observe that the parametrix construction from Theorem 5.34 gives the relation
for the κ-homogeneous principal parts of (6.28). Thus with the same reasoning as above we conclude that
is invertible if and only if the restriction of the induced operator 
b →Ẽ ∧,max , and Proposition 6.13, we deduce that our assumption on A ∧ is equivalent to
We will prove in Lemma 6.34 that
Thus together with (6.33) we obtain that R(λ) → 0 as |λ| → ∞. Hence 1+R(λ) is invertible for large |λ| > 0, and the inverse is of the form 1 +R(λ) with R (λ) → 0 as |λ| → ∞. This shows that F (λ) :Ẽ → C d ′′ is invertible from the right for large λ, and by (6.33) the right-inverse θ −1 F ∧ (λ) −1 (1 +R(λ)) satisfies the norm estimate (6.32). Since
we conclude that F (λ) is also injective, and so the invertibility of F (λ) is proved. In particular, the operator
is invertible for large λ. It remains to show the norm estimates (6.7). In order to prove (6.7) we make use of the familyK(̺) from Lemma 6.20 and the representation (6.31) of the resolvent. Thus we may write
) and (6.32) we further obtain
and consequently, using (6.22) we get
On the other hand, by (6.32) and the estimates (6.21) and (6.22) we have Finally, we want to point out that under the assumptions of Theorem 6.9 we get the existence of the resolvent with polynomial bounds for the norm also for closed extensions in Sobolev spaces of arbitrary smoothness. where λ ∈ Ω = {z ∈ Λ : |z| = 1} (see also Corollary A.3). Theorem A.1 is rather standard and widely used throughout the literature. However, since several of our key arguments in the parametrix construction given in Theorem 5.34 rely on this result, we decide to give here an independent proof. Proof. Let x ∈ Ω be arbitrary. Choose (smooth) sections s 1 , . . . , s N (x) of H 2 such that {s 1 (x), . . . , s N (x) (x)} forms a basis of a complement of rg(a(x)) in H 2 . Define
c j s j .
It follows that
a(x) k x (x) :
→ H 2 is surjective, and so a k x is surjective in an open neighborhood U (x) ⊂ Ω. Let Ω = M k=1 U (x k ) be a covering of Ω by such neighborhoods, and set
Then a(x) k(x) :
is surjective for all x ∈ Ω, where N − = M k=1 N (x k ). So suppose without loss of generality that a(x) is a surjective Fredholm family. Then dim ker a(x) is independent of x, and the disjoint union
is a locally trivial finite rank continuous (smooth) vector bundle. Let π x : H 1 → J + be the orthogonal projection. Then
If a is pointwise injective, we obtain from the above argument, applied to a * , that we may choose J + = 0. This finishes the proof of the theorem. for λ ∈ Λ\{0} depends smoothly on λ; note that the group actions are assumed to be only strongly continuous. In fact, q is clearly C ∞ and a was assumed to be smooth. Thus we only have to check the smoothness of t and k. According to Remark A.2 we may takek Remark A.5. In our applications the group action involved is always the dilation group defined in (2.7). The space of compactly supported smooth functions is then an admissible choice for the spaces D 
