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Abstract
We study the asymptotics of solutions of logistic type equations with fractional
Laplacian as time goes to infinity and as the exponent in nonlinear part goes to
infinity. We prove strong convergence of solutions in the energy space and uniform
convergence to the solution of an obstacle problem. As a by-product, we also prove
the cut-off property for eigenvalues of the Dirichlet fractional Laplace operator
perturbed by exploding potentials.
1 Introduction
Let D ⊂ Rd (d ≥ 2) be a bounded Lipschitz domain, ϕ, b be bounded positive Borel
measurable functions on D and a > 0. In the present paper, we investigate asymptotics,
as p→∞ and t→∞, of solutions to the following Cauchy-Dirichlet problem{
∂vp
∂t − (∆
α/2)|Dvp = avp − bv
p
p,
vp(0, ·) = ϕ,
(1.1)
where α ∈ (0, 2) and (∆α/2)|D is the Dirichlet fractional Laplacian, i.e. the operator
associated with the part (ED,D(ED)) on D of the Dirichlet form associated with the
usual fractional Laplace operator ∆α/2 (see Section 2 for details).
Equations and systems of type (1.1) serve as basic models in population biology.
In classical models, α = 2, i.e. the operator involved in (1.1) is the usual Laplace
operator. In the present paper, we concentrate on the study of (1.1) with nonlocal
operators. In recent years nonlocal population models attracted quite a lot interest
(see [1, 7, 32, 34, 41] and the references therein). They are designed to describe the
nonlocal dispersal strategy of animals. This type of dispersal strategy based on Le´vy
flights has been observed in nature (see, e.g., [21, 32] for a discussion of this problem).
Very recently, Caffarelli, Dipierro and Valdinoci [6] investigated the existence problem
for steady-state population model of type (1.1) with additional nonlocal term on the
right-hand side. This term describes the nonlocal character of the rate of species.
In the case of the classical Laplace operator, Dancer and Du [9, 10] proved a very
interesting result saying that for large p ≥ 1 the solutions of a stationary counterpart to
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(1.1) behave like solutions of certain steady-state predator-pray models. This common
behaviour was described by a certain free boundary problem.
In the present paper, motivated by the results of Dancer and Du, we are interested
in the asymptotic behaviour of solutions to (1.1). We consider the following two cases:
(I) We pass to the limit in (1.1) with p→ +∞ and then with t→ +∞.
(II) We pass to the limit in (1.1) with t→ +∞ and then with p→ +∞.
The most interesting part is the convergence as p→ +∞ because by the known results
for the usual Laplace operator (see [4, 5, 8, 11, 37]) it is reasonable to expect that
the limit function is a solution of some free boundary problem (or, equivalently, the
obstacle problem). This phenomenon was studied for the first time by Boccardo and
Murat [4] in the case of equations with Leray-Lions type operator and with a = 0,
b = 1. Asymptotics of solutions of equations of type (1.1) with classical Laplacian and
general a, b was investigated in [11, 37]. To our knowledge, there are no asymptotics
results for (1.1) with α ∈ (0, 2) when p→∞.
In the paper, we combine the methods used in the case of local operators with some
new methods based on the probabilistic potential theory and stochastic analysis, which
in particular allow us to weaken the assumptions adopted in [11, 37]. In the paper, we
focus on the nonlocal case (α ∈ (0, 2)), but our proofs apply after obvious changes to
the local case (α = 2). In particular, we strengthen the results proved in [11, 37] for
the classical Laplace operator.
In the whole paper, we assume that the following hypotheses are satisfied.
(H1) b ∈ B+b (D) is nontrivial (i.e.
∫
D b dm > 0, where m is the Lebesgue measure),
there exists a Lipschitz domain D0 ⊂ D such that {b = 0} = D0, and for every
compact K ⊂ D \D0,
inf
x∈K
b(x) > 0.
(H2) ϕ ∈ B+b (D) is nontrivial and 0 ≤ ϕ ≤ ID\D0 , where
ID\D0 =∞1D0 + 1D\D0 .
Note that in the paper [37] devoted to evolution equations the authors assume addi-
tionally that ϕ ∈ H10 (D) and D,D0 are smooth domains, and in [11] devoted to elliptic
equations the authors assume additionally that D,D0 are smooth, b is continuous and
D0 ⊂ D.
As for problem (I), we prove that if v is a unique weak solution of the parabolic
obstacle problem {
max
{
∂v
∂t − (∆
α/2)|Dv − av, v − ID\D0
}
,
v(0, ·) = ϕ,
(1.2)
then for all T > 0 and δ ∈ (0, T ],
sup
δ≤t≤T
‖vp(t)− v(t)‖∞ +
∫ T
0
ED(vp − v, vp − v) dt→ 0 as p→∞. (1.3)
Moreover, if ϕ ∈ C0(D), then (1.3) holds with δ = 0. We then show that for every a ∈
(λD1 , λ
D0
1 ), where λ
D
1 (resp. λ
D0
1 ) denote the first eigenvalue of the operator −(∆
α/2)|D
2
(resp. −(∆α/2)|D0), there exists a (unique) weak solution u of the elliptic obstacle
problem {
max
{
− (∆α/2)|Du− au, u− ID\D0
}
= 0,
u > 0 on D,
(1.4)
and
‖v(t)− u‖∞ + ED(v(t)− u, v(t) − u)→ 0 as t→∞. (1.5)
As a matter of fact, in the present paper we only show the existence of u. The unique-
ness problem for (1.4) is a separate difficult issue. It is solved in [28] (see also [12] for
the case of the classical Laplacian).
As for problem (II), we show that there exists a solution up of the problem{
−(∆α/2)|Dup = aup − bu
p
p,
up > 0 on D
(1.6)
if and only if a ∈ (λD1 , λ
D0
1 ), and that for a satisfying this condition,
‖vp(t)− up‖∞ + ED(vp(t)− up, vp(t)− up)→ 0 as t→∞. (1.7)
We next show that for every a ∈ (λD1 , λ
D0
1 ),
‖up − u‖∞ + ED(up − u, up − u)→ 0 as p→∞, (1.8)
where u is a solution to (1.4).
Note that the convergence in (1.8) in the uniform norm has been considered in the
literature only in the case when b ≥ c for some constant c > 0. In the paper, we are
able to obtain stronger result thanks to the new methods based on the probabilistic
potential theory and stochastic analysis. In particular, to prove pointwise convergence
and pointwise estimates, in the paper we frequently exploit the Feynman-Kac formula
for solutions to the problems (1.1)–(1.6). In the proof of the asymptotics as t → ∞,
we combine an analytic methods introduced in [38] with the probabilistic one based on
the Feynman-Kac representation and stochastic analysis introduced in [23]. Note here
that under additional regularity conditions on b,D,D0, ϕ the large time behaviour of
solutions to (1.1) and (1.2) with classical Laplace operator was studied in [16, 17, 18,
37]. Probabilistic methods also allow us to generalize to the case of fractional Laplace
operator the result of [18], which in our framework says that
λ1(−(∆
α/2)|D + qk)ր λ
D0
1 as k →∞. (1.9)
Here λ1(−(∆
α/2)|D+qk) is the first eigenvalue of the operator −(∆
α/2)|D+qk and {qk}
is an increasing sequence of bounded nonnegative measurable functions on D such that
supp[qk] ⊂ D \D0 and
∀K ⊂ D \D0, K-compact inf
x∈K
qk(x)ր∞.
Thanks to the Feynman-Kac representation for eigenfunctions, we provide a short proof
of this fact for general class of domains D,D0 (in particular, for Lipschitz domains).
We thus strengthen the result of [18] even in case α = 2. Property (1.9) plays a pivotal
role in our proofs of the energy estimates for solutions to (1.1)–(1.6) and existence
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results for (1.4), (1.6). The uniform convergence in (1.3) and (1.8) is proved by using
the analytic methods of [4, 37] combined with the Feynman-Kac representation and
some probabilistic methods of stochastic analysis and probabilistic potential theory.
It is worth mentioning that there is a wide set of papers (see [1, 7] and the references
therein) devoted to the nonlocal logistic equations of the form (1.1) but with (∆α/2)|D
replaced by a nonlocal operator A of the form
−Au(x) =
∫
D
J(x, y)(u(x) − u(y)) dy (1.10)
with some strictly positive symmetric kernel J ∈ C(D ×D). It is well known that for
u ∈ C∞c (D),
−(∆α/2)|Du(x) =
∫
D
K(x, y)(u(x) − u(y)) dy + c(x)u(x), x ∈ D,
for some positive c and strictly positive symmetric K, such that K(x, y) ∼ |x− y|−d−α
on compact subsets of D. Therefore the class of fractional Laplace operators and
operators of the form (1.10) are disjoint.
2 Preliminary results
In what follows, D ⊂ Rd, d ≥ 2, is a nonempty bounded open set andm is the Lebesgue
measure on Rd. W denote by B(D) the σ-field of Borel subsets of D. Bb(D) (resp.
B+(D)) is the set of real bounded (resp. nonnegative) Borel measurable functions on
D. B+b (D) = Bb(D) ∩ B
+(D).
2.1 Dirichlet fractional Laplace operator
We consider the Dirichlet form (E ,D(E)) on L2(Rd;m) defined as
D(E) = {u ∈ L2(Rd;m) :
∫
Rd
|ξ|α|uˆ(ξ)|2 dξ <∞}, E(u, v) =
∫
Rd
|ξ|αuˆ(ξ)¯ˆv(ξ) dξ.
Note that D(E) = Hα/2(Rd).
Let Cap be the capacity naturally associated with the form E (see [19, Section 2.1]).
We say that a property holds E-q.e. if it holds outside a set of capacity Cap zero. We
say that a function u on Rd is E-quasi-continuous if for every ε > 0 there exists a closed
set Fε such that Cap(R
d \ Fε) ≤ ε and u|Fε is continuous. It is well known (see [19,
Theorem 2.1.3]) that each u ∈ D(E) has an E-quasi-continuous m-version, which in the
sequel will be denoted by u˜.
By {Tt, t ≥ 0} (resp. {Jα, α ∈ ρ(A)}), we denote the semigroup (resp. resolvent)
generated by ∆α/2.
Let D be a bounded open subset of Rd. We define the form (ED,D(ED)) (called the
part of (E ,D(E)) on D) by
D(ED) = {u ∈ D(E) : u˜ = 0 E-q.e. on R
d \D}, ED(u, v) = E(u, v), u, v ∈ D(ED).
By [19, Theorem 4.4.3], (ED,D(ED)) is a regular Dirichlet form on L
2(D;m). There-
fore (see [19, Sections 1.3, 1.4]) there exists a unique self-adjoint non-positive definite
operator (AD,D(AD)) on L
2(D;m) such that
D(AD) ⊂ D(ED), ED(u, v) = (−ADu, v), u ∈ D(AD), v ∈ D(ED)
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(here (·, ·) stands for the usual scalar product in L2(Rd;m)). We put
(∆α/2)|D = AD.
The operator AD is called the Dirichlet fractional Laplace operator. By [19, Theorem
4.4.3], D(ED) = H˜
α/2(D) (see [33, page 77]). As in the case of the form (E ,D(E)),
one can define capacity CapD and the notions of ED-exceptional sets and ED-quasi-
continuity. We will drop ED in the notation if it will be clear from the context which
Dirichlet form is considered.
We denote by GD,α the Green function for the operator −AD + α, and by pD its
transition function (see [19] for details). By the definition, for any f ∈ L2(D;m),
TDt f =
∫
D
f(y)pD(t, ·, y) dy, J
D
α f =
∫
D
GD,α(·, y)f(y) dy m-a.e., (2.1)
where TD is the Markov semigroup generated by AD and J
D is its resolvent (note that
[0,∞) is included in the resolvent set of AD). We write GD = GD,0. For a positive
Borel measure µ on D, we set
PDt µ(x) =
∫
D
pD(t, x, y)µ(dy), R
D
α µ(x) =
∫
D
GD,α(x, y)µ(dy)
and RD = RD0 . By [19, Theorem 4.2.3], for any f ∈ B(D) ∩ L
2(D;m) we have PDt f =
T˜Dt f q.e. for t > 0 and R
D
α f = J˜
D
α f q.e. for α > 0.
2.2 Probabilistic potential theory
We denote by X = ({(Xt)t≥0, (Px)x∈Rd , (Ft)t≥0) a rotation invariant α-stable Le´vy pro-
cess associated with (E ,D(E)) in the sense that for every Borel function f ∈ L2(E;m),
Exf(Xt) = Ttf(x) m-a.e. x ∈ R
d,
where Ex denotes the expectation with respect to the measure Px. It is well know that
such a process is doubly Feller, i.e. it is strongly Feller: Tt(Bb(R
d)) ⊂ Cb(R
d), and
it is Fellerian: Tt(C0(R
d)) ⊂ C0(R
d). Here Cb(R
d) is the set of bounded continuous
functions on R, and C0(R
d) is the set of continuous functions on Rd vanishing at infinity.
We denote by XD the process X killed upon exiting D. It is known that XD is associated
with the form (ED,D(ED)) (see [19, Section 4.4] for details).
Let
τD = inf{t > 0 : Xt ∈ R
d \D}.
It is well known that for any f ∈ B+(D).
Ex[f(Xt)1t<τD ] = P
D
t f(x), Ex
∫ τD
0
e−αrf(Xr) dr = R
D
α f(x), x ∈ D, (2.2)
We say that a Borel measure µ on D is ED-smooth if |µ| ≪ CapD (i.e. µ charges
no set of capacity CapD zero) and there exists an increasing sequence {Fn} of closed
subsets of D such that |µ|(Fn) < ∞, n ≥ 1, and CapD(K \ Fn) → 0 as n → ∞ for
every compact set K ⊂ D.
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Let M0,b(D) be the space of all bounded ED-smooth measures on D. We say that
an ED-smooth measure µ belongs to the class S0(D) if there exists c > 0 such that∫
D
|u˜| d|µ| ≤ c
√
ED(u, u), u ∈ D(ED). (2.3)
It is well known that there is a one-to-one correspondence (Revuz duality) between
positive ED-smooth measures and positive continuous additive functionals (PCAFs for
short) of XD. By [19, Section 5.1], if Aµ is the unique PCAF associated with a positive
smooth measure µ, then for every positive Borel function f on D,
Ex
∫ τD
0
e−αrf(Xr) dA
µ
r = R
D
α (f · µ)(x) q.e. x ∈ D. (2.4)
In what follows, if there is no ambiguity, in the notation we drop the prefix ED.
Lemma 2.1. Assume that u ∈ B(D) and µ ∈ M0,b(D). Then
u(x) = RDµ(x)
for q.e. x ∈ D if and only if there exists a process M with M0 = 0 such that M is a
uniformly integrable martingale on [0, τD] under the measure Px for q.e. x ∈ R
d, and
for q.e. x ∈ D,
u(Xt) =
∫ τD
t
dAµr −
∫ τD
t
dMr, t ∈ [0, τD], Px-a.s.
Proof. See [28].
2.3 Regular domains
We say that a bounded domain D ⊂ Rd is Dirichlet regular if for every x ∈ E \D,
Px(τD > 0) = 0.
By [2, Proposition VII.3.1, Proposition VII.3.3], D is Dirichlet regular if and only if
for every x ∈ D, GD(x, ·) ∧ 1 ∈ C0(D), where C0(D) denotes the space of continuous
functions on D vanishing at the boundary. In particular, by [22, Theorem 21], each
bounded Lipschitz domain is Dirichlet regular.
We say that a domain D is stable regular if
τD = τD Pm-a.s., (2.5)
where Pm(·) =
∫
D Px(·)m(dx).
Proposition 2.2. If D is a bounded Lipschitz domain, then D is stable regular.
Proof. Let Dn = {x ∈ R
d : dist(x,D) ≤ 1/n}, and let δD(x) = dist(x, ∂D), δDn(x) =
dist(x, ∂Dn). Since D is a Lipschitz domain,
δDn(x)→ δD(x), x ∈ D. (2.6)
By (2.2), un(x) := ExτDn , x ∈ Dn, is a solution to the equation
−ADnun = 1.
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Hence, for every η ∈ D(EDn),
E(un, η) = (1, η).
In particular, E(un, un) ≤ m(D) · ‖un‖∞. By [20, Lemma 2.1], un(x) ≤ c(D1, α). By
[19, Theorem 2.4.3], up to a subsequence, {un} is strongly convergent in L
2(D1;m)
and weakly convergent with respect to E . Let u be the limit of {un}. Then, for every
η ∈ D(ED),
E(u, η) = (1, η). (2.7)
By [19, Theorem 2.2.1], un is an excessive function with respect to (T
Dn
t )t>0, so it is
excessive with respect to (TDt )t>0. It follows that u is an excessive function with respect
to (TDt )t>0. By [22, Lemma 20], un(x) ≤ cδ
α/2
Dn
(x), x ∈ Dn. Letting n →∞ and using
(2.6) we get
u(x) ≤ cδ
α/2
D (x), x ∈ D.
By (2.2) and [22, Lemma 20],
u(x) ≤ cϕD1 (x), x ∈ D,
where ϕD1 is the ground state of −AD. Therefore, by [19, Lemma 2.3.2], u ∈ D(ED).
This when combined with (2.7) implies that u is a solution to
−ADu = 1.
By uniqueness, u(x) = ExτD. On the other hand, by the very definition of τDn and τD,
ExτDn ց ExτD as n→∞. Hence ExτD = ExτD, which implies (2.5).
2.4 Eigenfunctions and intrinsic ultracontractivity
In what follows, we denote by λ1(B) the first eigenvalue of a given operator B. To
simplify notation, we also set
λD1 = λ1(−AD).
It is well know that for a bounded open domain D ⊂ Rd and a positive q ∈ Bb(D)
there exists a unique strictly positive continuous eigenfunction ψ associated with the
eigenvalue λ1(−AD + q) such that ‖ψ‖L2(D;m) = 1. We call it the first eigenfunction
(or ground state) for the operator −AD + q. Moreover, if D is Dirichlet regular, then
ψ ∈ C0(D). In the sequel, we always consider eigenfunctions ψ which are strictly
positive continuous and ‖ψ‖L2(D;m) = 1. We also denote by ϕ
D
1 the first eigenfunction
for −AD. By [20], the semigroup (T
D
t )t>0 is intrinsically ultracontractive (see also [13,
Section 2.1]), i.e. for every t > 0 there exist bt, ct > 0 such that
bte
−tλD1 ϕD1 (x)ϕ
D
1 (y) ≤ pD(t, x, y) ≤ cte
−tλD1 ϕD1 (x)ϕ
D
1 (y), x, y ∈ D.
By [13, Lemma 2.1.2], ct ց 0, t→∞. It is also well known that
pD(t, x, y) ≤ cmin
{ 1
td/α
,
t
|x− y|d+α
}
, x, y ∈ D, t > 0. (2.8)
From the above inequality it follows in particular that there exists q > 1 such that for
every T > 0,
sup
x∈D
∫ T
0
‖pD(t, x, ·)‖Lq(D;m) dt <∞. (2.9)
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3 Eigenfunctions and eigenvalues
From now on, unless it is stated otherwise, we assume that (H1), (H2) are satisfied and
D is a Lipschitz domain.
Theorem 3.1. Let c ∈ B+b (D) and {qk} ⊂ B
+
b (D) be a sequence such that supp[qk] ⊂
D\D0 and for every compact K ⊂ D\D0, infx∈K qk(x)ր∞ as k →∞. Let ψ
c
k (resp.
ψc) be the first eigenfunction for −AD + c+ qk (resp. −AD + c). Then
λ1(−AD + c+ qk)ր λ1(−AD0 + c),
and there exists a subsequence {kn} such that
ψckn(x)→ ψ
c(x) for q.e. x ∈ D0.
Proof. Set λck = λ1(−AD + c+ qk). By the definition of the eigenvalue,
ED(ψ
c
k, ψ
c
k) + (cψ
c
k, ψ
c
k) + (qkψ
c
k, ψ
c
k) = λ
c
k. (3.1)
By [19, Theorem 6.1.1],
ψck(x) = λ
c
kEx
∫ τD
0
e−
∫ t
0
(c+qk)(Xr) drψck(Xt) dt, x ∈ D. (3.2)
By a standard property of eigenvalues,
λck = λ1(−AD + c+ qk) ≤ λ1(−AD0 + c+ qk) = λ1(−AD0 + c).
By this and (3.1),
sup
k≥1
ED(ψ
c
k, ψ
c
k) ≤ sup
k≥1
λck =: λ <∞. (3.3)
By [19, Theorem 2.4.3], there exists q > 2 such that Lq(D;m) ⊂ D(ED) and the
embedding is compact. Therefore there exists a subsequence {nk} such that ψ
c
kn
→ ψ
in L2(D;m) for some ψ ∈ L2(D;m) such that ‖ψ‖L2(D;m) = 1. Let ν ∈ S0(D) be a
positive measure such that RDν is bounded q.e by a constant. Then
Eν
∫ τD
0
|ψck(Xr)− ψ(Xr)| dr = (|ψ
c
k − ψ|, R
Dν) ≤ c‖ψck − ψ‖L2(D;m).
From this and (3.2) we deduce that, up to a subsequence, {ψckn} is convergent q.e. (see
the reasoning following [19, (5.2.22)]). Set ψ˜(x) = lim supn→∞ ψ
c
kn
(x), x ∈ D. Observe
that by the assumptions on {qk},∫ t
0
qk(Xr)→∞1{τ
D0
<t}, t ∈ [0, τD],
with the convention that 0 · ∞ = 0. Hence
e−
∫ t
0
qk(Xr) dr → 1[0,τ
D0
](t), t ∈ [0, τD].
From this, (3.2) and q.e. convergence of ψckn we deduce that for q.e. x ∈ D0,
ψ˜(x) = λEx
∫ τ
D0
0
e−
∫ t
0 c(Xr) drψ˜(Xt) dt.
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By Proposition 2.2, for q.e. x ∈ D0,
ψ˜(x) = λEx
∫ τD0
0
e−
∫ t
0 c(Xr) drψ˜(Xt) dt.
From the above formula we get in particular that ψ˜ is strictly positive and quasi-
continuous on D0. Since ψ˜ = ψ m-a.e., ψ˜ ∈ D(ED). Hence, by [19, Theorem 6.1.1],
ψ˜ is a strictly positive solution to −AD0u + cu = λu. Therefore ψ˜ = ψ
c q.e. and
λ = λ1(−AD0 + c).
Lemma 3.2. Let q1, q2 ∈ B
+
b (D). If q1 ≤ q2 m-a.e. and m({q1 < q2}) > 0, then
λ1(−AD + q1) < λ1(−AD + q2).
Proof. Let ψ1, ψ2 be the first eigenfunctions for λ1(−AD + q1) and λ1(−AD + q2),
respectively. It is clear that λ1(−AD + q1) ≤ λ1(−AD + q2). Suppose that λ :=
λ1(−AD + q1) = λ1(−AD + q2). Then
ED(ψ1, ψ2) + (q1ψ1, ψ2) = λ(ψ1, ψ2), ED(ψ2, ψ2) + (q2ψ2, ψ1) = λ(ψ2, ψ1).
Hence (q2 − q1, ψ1ψ2) = 0, which contradicts the fact that m({q1 < q2}) > 0.
Lemma 3.3. We have λ1(−AD) < λ1(−AD0).
Proof. Let {qk} ⊂ B
+
b (D) be a sequence of functions such that supp[qk] ⊂ D \D0 and
for every compact K ⊂ D \D0, infx∈K qk(x)ր∞. By Theorem 3.1, λ1(−AD + qk)ր
λ1(−AD0) as k →∞, whereas by Lemma 3.2, λ1(−AD) < λ1(−AD + qk), k ≥ 1, which
proves the lemma.
4 Existence result for semilinear elliptic equations
We recall that we assume that (H1), (H2) are satisfied and D is a Lipschitz domain.
Let f : D×R→ R be a continuous function which is bounded on bounded subsets
of D × R. We consider the following problem:
− (∆α/2)|Du = f(·, u). (4.1)
Definition 4.1. We say that a bounded function u on D is a solution to (4.1) if for
q.e. x ∈ Rd,
u(x) = RDf(·, u)(x). (4.2)
Remark 4.2. By (2.1), u satisfies (4.2) if and only if u ∈ D(ED) and
ED(u, v) = (f(·, u), v), v ∈ D(ED).
Definition 4.3. We say that a bounded function u on D is a supersolution (resp.
subsolution) to (4.1) if there exists a positive (resp. nonpositive) meaure µ ∈ M0(D)
such that for q.e. x ∈ Rd,
u(x) = RDf(·, u)(x) +RDµ(x).
Proposition 4.4. Let u (resp. u) be a subsolution (resp. supersolution) to (4.1) and
u ≤ u. Then there exists a solution u to (4.1) such that u ≤ u ≤ u.
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Proof. Step 1. Define
fˆ(x, y) = f(x, (u(x) ∧ y) ∨ u(x)), x ∈ D, y ∈ R.
We will show that if uˆ is a solution to the problem
− (∆α/2)|Duˆ = fˆ(·, uˆ), (4.3)
then u ≤ uˆ ≤ u. By the definition of a supersolution, there exists a positive µ ∈
M0,b(D) such that
u = RDf(·, u) +RDµ q.e.
By Lemma 2.1, there exist martingales Mˆ , M¯ such that for q.e. x ∈ D,
uˆ(Xt) =
∫ τD
t
fˆ(Xr, uˆ(Xr)) dr −
∫ τD
t
dMˆr, t ∈ [0, τD], Px-a.s.,
u(Xt) =
∫ τD
t
f(Xr, u(Xr)) dr +
∫ τD
t
dAµr −
∫ τD
t
dM¯r, t ∈ [0, τD], Px-a.s.
By the Tanaka-Meyer formula (see, e.g., [36, IV.Theorem 70]),
(uˆ− u)+(x) ≤ Ex
∫ τD
0
1{uˆ>u}(Xr)(fˆ(Xr, uˆ(Xr))− f(Xr, u(Xr))) dr
− Ex
∫ τD
0
1{uˆ>u}(Xr) dA
µ
r .
By the definition of fˆ and positivity of µ we get (uˆ − u)+ = 0. A similar argument
shows that (u− uˆ)+ = 0. Thus u ≤ uˆ ≤ u as claimed.
Step 2. Define Φ by
Φ : L2(D;m)→ L2(D;m), Φ(u) = RDfˆ(·, u).
Since fˆ is bounded, the operator Φ is well defined. From continuity of f it follows that
Φ is continuous. Let {un} ⊂ L
2(D;m). By [15, Lemma 94, page 306], there exists a
subsequence {nk} such that R
Dfˆ(·, unk) is convergent m-a.e. Applying the dominated
convergence theorem shows the convergence of {RDfˆ(·, un)} in L
2(D;m). Therefore Φ
is compact. Therefore, by Schauder’s fixed point theorem, there exists u ∈ L2(D;m)
such that u = RDfˆ(·, u) m-a.e. Of course, we may choose an m-version uˆ of u such
that uˆ = RDfˆ(·, uˆ). By Step 1, u ≤ uˆ ≤ u, so uˆ = RDf(·, uˆ).
Proposition 4.5. Assume that a > 0. Then there exists at most one strictly positive
solution to (1.6).
Proof. Let u1, u2 be strictly positive solutions to (1.6). It is an elementary check that
u1 + u2 is a supersolution to (1.6). It is also well known (see [28]) that u1 ∨ u2 is a
subsolution to (1.6). This when combined with Proposition 4.4 shows that without loss
of generality we may assume that u1 ≤ u2. Striving for a contradiction, suppose that
m({u1 < u2}) > 0. By the Feynman-Kac formula, for every x ∈ D,
(u2 − u1)(x) = aEx
∫ τD
0
e−
∫ t
0 (b(u2)
p−1−b(u1)p−1)(Xr) dr(u2 − u1)(Xt) dt.
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From this we conclude that u1(x) < u2(x), x ∈ D. In particular, since b is nontrivial
and positive, m({b(u1)
p−1 < b(u2)
p−1}) > 0. Hence, by Lemma 3.2,
a = λ1(−AD + b(u1)
p−1) < λ1(−AD + b(u2)
p−1) = a,
which is a contradiction.
Theorem 4.6. There exists a solution to (1.6) if and only if λD1 < a < λ
D0
1 .
Proof. Assume that there exists a solution u to (1.6). Then, by Lemma 3.2,
a = λ1(−AD + bu
p−1) > λ1(−AD) = λ
D
1 .
Moreover, by Lemma 3.3 and (H1),
a = λ1(−AD + bu
p−1) < λ1(−AD0 + bu
p−1) = λ1(−AD0) = λ
D0
1 .
Now, assume that λD1 < a < λ
D0
1 . By Theorem 3.1 and the fact that a < λ
D0
1 ,
there exists a positive η ∈ C∞c (D) with supp[η] ⊂ D \ D0 such that λ1(−AD + η) ≥
a. By (H1), there exists a positive function v ∈ C∞c (D) such that bv
p−1 ≥ η. We
have λ1(−AD + bv
p−1) ≥ λ1(−AD + η) ≥ a. Let ψ be the first eigenfunction for
λ1(−AD + bv
p−1), and let c > 0 be such that cψ ≥ v. Then
−AD(cψ) = a(cψ) − b(cψ)
p + (λ1(−AD + bv
p−1)− a)cψ + cψb((cψ)p−1 − vp−1).
Therefore cψ is a supersolution to (1.6). It is clear that for a sufficiently small ε > 0, εϕD1
is a subsolution to (1.6). Moreover, by the Feynman-Kac formula and ultracontracivity
of pD, for every x ∈ D we have
ψ(x) = eλ1(−AD+bv
p−1)tExe
−
∫ t
0 bv
p−1(Xr) dr1t<τDψ(Xt)
≥ e[λ1(−AD+bv
p−1)−‖bvp−1‖∞]tEx1t<τDψ(Xt)
= e[λ1(−AD+bv
p−1)−‖bvp−1‖∞]t
∫
D
pD(t, x, y)ψ(y) dy
≥ ct
∫
D
ϕD1 (x)ϕ
D
1 (y)ψ(y) dy ≥ c¯tϕ
D
1 (x).
Hence, for a sufficiently small ε > 0, εϕD1 ≤ cψ. Therefore, by Proposition 4.4, there
exists a solution to (1.6).
5 Obstacle problem and asymptotics as p→∞ for elliptic
equations
In this section, we provide four equivalent formulations of the obstacle problem (1.4).
Next we prove asymptotics of steady-state logistic equations with respect to the in-
creasing power of the absorption term. As a by-product, we get the existence result
for the obstacle problem (1.4). As in Sections 3 and 4, we assume that (H1), (H2) are
satisfied and D is a Lipschitz domain.
11
5.1 Obstacle problem
Definition 5.1. We say that u ∈ D(ED) is a solution to (1.4) if u ≤ ID\D0 m-a.e. and
for every η ∈ D(ED) such that η ≤ ID\D0 m-a.e. we have
ED(u, η − u) ≥ a(u, η − u). (5.1)
Proposition 5.2. Assume that u is a quasi-continuous bounded strictly positive func-
tion on D such that u ≤ ID\D0 m-a.e. Then the following statements are equivalent:
(i) u is a solution to (1.4).
(ii) There exists a positive µ ∈ S0(D) such that
(a) ED(u, η) = a(u, η) −
∫
D η˜ dµ, η ∈ D(ED),
(b)
∫
D(u − η) dµ = 0 for every quasi-continuous function η on D such that
u ≤ η ≤ ID\D0 m-a.e.,
(iii) There exists a ca`dla`g process M withM0 = 0 and a positive measure µ ∈M0,b(D)
such that
(a) M is a uniformly integrable martingale under the measure Px for q.e. x ∈ D,
and for q.e. x ∈ D,
u(Xt) = a
∫ τD
t
u(Xr) dr −
∫ τD
t
dAµr −
∫ τD
t
dMr, t ≤ τD, Px-a.s.,
(b) For every quasi-continuous function η on D such that u ≤ η ≤ ID\D0 m-a.e.,∫ τD
0
(η − u)(Xr) dA
µ
r = 0 Px-a.s.
for q.e. x ∈ D.
(iv) For every quasi-continuous function η on D such that u ≤ η ≤ ID\D0 m-a.e., for
q.e x ∈ D we have
u(x) = inf
τ≤τD
Ex(a
∫ τD
0
u(Xr) dr + η(Xτ )1τ<τD),
where the infimum is taken over (Ft)t≥0-stopping times τ .
Proof. (iii)⇒ (ii). By [30, Theorem 3.5], Tk(u) := u∧k ∈ D(E), k ≥ 0, and there exists
a sequence {νk} ⊂ M0,b(D) such that ‖νk‖TV → 0 and for every bounded η ∈ D(ED),
ED(Tk(u), η) = a(u, η)L2(D;m) −
∫
D
η˜ dµ+
∫
D
η˜ dνk, k ≥ 0.
Since u is bounded, u ∈ D(ED). From the above equation and the properties of {νk} it
follows that for every bounded η ∈ D(ED),
ED(u, η) = a(u, η)L2 −
∫
D
η˜ dµ.
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From this we conclude that µ ∈ S0(D) and condition (ii)(a) is satisfied. By (2.4), (ii)(b)
is equivalent to (iii)(b).
(i) ⇒ (ii). For ξ ∈ C∞c (D), we define
I(ξ) = −ED(u, ξ) + a(u, ξ)L2(D;m).
By (5.1), I(ξ) ≥ 0 for ξ ≥ 0. Therefore, by Riesz’s theorem, there exists a positive
Radon measure ν on D such that I(ξ) =
∫
D ξ dµ, ξ ∈ C
∞
c (D). Hence
ED(u, η) = a(u, η)L2 −
∫
D
η dµ, η ∈ C∞c (D). (5.2)
From this one can easily conclude that µ ∈ S0(D) and the above equation holds for
every quasi-continuous η ∈ D(ED). Thus u = aR
Du− RDµ. From this and positivity
of u we get in particular that RDν ≤ aRDu q.e. Hence, by [29, Lemma 5.4], ‖µ‖TV ≤
a‖u‖L1(D;m). By (5.1) and (5.2), ∫
D
(η˜ − u) dµ ≤ 0 (5.3)
for every η ∈ D(ED) such that η ≤ ID\D0 , m-a.e. Let ξ ∈ C
∞(D) be such that ξ = 1
on D \D0 and ξ > 1 on D0, and let η be a quasi-continuous function on D such that
u ≤ η ≤ ID\D0 m-a.e. Set ηα = αR
D
α η∧ξ
α. It is clear that ηα ∈ D(ED) and ηα ≤ ID\D0
m-a.e. By (5.3), ∫
D
(ηα − u) dµ ≤ 0.
Letting α→∞ and applying the dominated convergence theorem yields (ii)(b).
The implication (ii) ⇒ (i) is trivial. That (iii) and (iv) are equivalent follows from
[27, Theorem 5.1] and [27, Theorem 6.4, Corollary 5.2].
Proposition 5.3. If u is a solution to (1.4), then u ∈ C0(D).
Proof. Follows from [28].
5.2 Existence and asymptotics
Let us recall an equivalent definition of a solution to (1.6) (see Remark 4.2).
Definition 5.4. We say that a strictly positive function up ∈ D(ED) is a solution to
(1.6) if
ED(up, η) = (aup, η)− (bu
p
p, η), η ∈ D(ED). (5.4)
Theorem 5.5. (i) For every a ∈ (λD1 , λ
D0
1 ) there exists a unique bounded solution u
to (1.4).
(ii) Let up, p > 1, be a solution to (1.6). Then
‖up − u‖∞ + ED(up − u, up − u)→ 0 as p→∞.
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Proof. Choose {qk} ⊂ B
+
b (D) so that supp[qk] ⊂ D \ D0 and for every compact K ⊂
D \D0, infx∈K qk(x) ր∞. Let λk = λ1(−AD + qk) and ψk be the first eigenfunction
for −AD + qk. Then
−AD(cψk) = a(cψk)− b(cψk)
p + (λk − a)(cψk) + b(cψk)
p − qk(cψk). (5.5)
By the fact that a < λD01 and Theorem 3.1, there exists k0 such that λk0 − a ≥ 0.
Observe that
b(cψk0)
p − cqk0ψk0 ≥ 1Kk0cψk0(c
p−1 inf
x∈Kk0
b(x) inf
x∈Kk0
ψk0(x)− sup
x∈D
qk0(x)),
where Kk0 = supp[qk0 ]. Since Kk0 is compact and Kk0 ⊂ D \D0, (H1) implies that
dk0 := inf
x∈Kk0
b(x) inf
x∈Kk0
ψk0(x) > 0.
Hence, since qk0 is bounded, there exists ck0 (independent of p ≥ 2) such that
b(ck0ψk0)
p − ck0qk0ψk0 ≥ 0.
Therefore ck0ψk0 is a supersolution to (1.6). Since λ
D
1 < a, we easily conclude that εϕ
D
1
is a subsolution to (1.6) for a sufficiently small ε > 0. Moreover, by [14, Theorem 3.4],
for a sufficiently small ε > 0, εϕD1 ≤ ck0ψk0 . By Propositions 4.4 and 4.5,
εϕD1 (x) ≤ up(x) ≤ ck0ψk0(x), x ∈ D, p ≥ 2. (5.6)
By the definition of a weak solution to (1.6),
ED(up, η) +
∫
D
η dνp = a(up, η), η ∈ D(ED), (5.7)
where νp = bu
p
p ·m. Taking η = up as a test function and using (5.6), we get
sup
p≥2
ED(up, up) <∞, sup
p≥2
∫
D
bup+1p dm <∞. (5.8)
From this and (5.7) we deduce that supp≥2 ‖νp‖D(ED)′ < ∞. Therefore there exists
u ∈ D(ED) and ν ∈ S0(D) such that, up to a subsequence, νp → ν weakly in D(ED)
′
and up → u weakly in D(ED). Moreover, since D(ED) is compactly embedded in
Lq(D;m) for some q > 2, up to a subsequence, up → u m-a.e. From the second
inequality in (5.8) and (H1), we easily deduce that
u ≤ ID\D0 m-a.e. (5.9)
Putting η = up − u in (5.7) we get
ED(up − u, up − u) + ED(u, up − u) +
∫
D
(up − u) dνp = a(up, up − u). (5.10)
Next, by (5.9),∫
D
(up − u) dνp ≥
∫
{up≤u}
bupp(up − u) ≥ −‖b‖∞
∫
{up≤u}
|up − u|.
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From this, (5.10), weak convergence of {up} in D(ED), weak convergence of {νp} in
D(ED)
′ and strong convergence of {up} in L
q(D;m) we deduce that, up to a subse-
quence,
ED(up − u, up − u)→ 0.
Let η ∈ D(ED) be such that η ≤ ID\D0 m-a.e., and let α ∈ (0, 1). By (H1),∫
D
(αη − up) dνp ≤
∫
{αη≥up}
(αη − up)bu
p
p dm
≤ ‖b‖∞
∫
{αη≥up}
|αη − up|α
p dm→ 0. (5.11)
As a consequence, by the proved convergence of {up} and (5.7), we get that for every
η ∈ D(ED) such that η ≤ ID\D0 m-a.e.,
ED(u, η − u) ≥ a(u, η − u). (5.12)
By this and (5.9), u is a weak solution to (1.4). Moreover, by Proposition 5.3, u is
continuous. By the uniqueness result for (1.4) (see [28]), ED(up − u, up − u)→ 0.
As for the uniform convergence in (ii), by Proposition 5.2(iii) and Itoˆ’s formula,
|up(x)− u(x)|
2 = 2aEx
∫ τD
0
|up − u|
2(Xr) dr − 2Ex
∫ τD
0
(up − u)(Xr)bu
p
p(Xr) dr
− 2Ex
∫ τD
0
(up − u)(Xr) dA
µ
r
≤ 2aEx
∫ τD
0
|up − u|
2(Xr) dr + 2‖b‖∞Ex
∫ τD
0
|up − u|(Xr) dr
+ 2Ex
∫ τD
0
|up − u|(Xr) dA
µ
r
≤ c(2a + 2‖b‖∞)‖up − u‖Lq(D;m) + 2Ex
∫ τD
0
|up − u|(Xr) dA
µ
r
with c depending only on D,α and d. By ultracontractivity of pD, for h > 0 we have
Ex
∫ τD
0
|up − u|(Xr) dA
µ
r
= Ex
∫ ∞
h
1r<τD |up − u|(Xr) dA
µ
r + Ex
∫ h
0
1r<τD |up − u|(Xr) dA
µ
r
=
∫
D
∫ ∞
h
|up − u|(y)pD(t, x, y) dt µ(dy) + Ex
∫ h
0
1r<τD |up − u|(Xr) dA
µ
r
≤ c
e−hλ
D
1 ‖ϕD1 ‖
2
∞
λD1
∫
D
|up − u|(y)µ(dy) + 2MEx
∫ h
0
1r<τD dA
µ
r .
It is clear that µ ∈ S0(D). Therefore∫
D
|up − u|(y)µ(dy) ≤ cED(up − u, up − u).
By Proposition 5.2(iii), for every x ∈ D,
Ex
∫ h
0
1r<τD dA
µ
r = aEx
∫ h
0
1r<τDu(Xr) dr + Exu(Xh)1h<τD − u(x)
≤ aMh+ ‖PDh (u)− u‖∞.
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Since PD is Fellerian on D, ‖PDh (u) − u‖∞ → 0 as h ց 0. By the above inequalities
and the already proved convergences, we get ‖up − u‖∞ → 0 as p→∞.
6 Parabolic equations: existence and probabilistic inter-
pretation
Set DT = (0, T ) × D, m1 = m ⊗ dt. Let 〈·, ·〉 denote the duality pairing between
(ED,D(ED)) and its dual space. Set
W = {u ∈ L2(R;D(ED) :
∂u
∂t
∈ L2(R;D(ED)
′},
W(0, T ) = {u ∈ L2(0, T ;D(ED)) :
∂u
∂t
∈ L2(0, T ;D(ED)
′)},
and define a bilinear form BD by
BD(u, v) =
{ ∫
R
〈−∂u∂t , v〉 dt+
∫
R
ED(u, v) dt, u ∈ W, v ∈ L
2(R;D(ED)),∫
R
〈−∂v∂t , u〉 dt+
∫
R
ED(u, v) dt, u ∈ L
2(R;D(ED)), v ∈ W,
Let XD = ((XDt )t≥0, (Ps,x)(s,x)∈Rd+1 , (Ft)t≥0 be a Hunt process associated with the
form BD (see [35, Theorem 6.3.1]). In fact (see [35, Theorem 6.3.1] again)
X
D
t = (υ(t),X
D
υ(t)), t ≥ 0,
where υ(t) is the uniform motion to the right, i.e. υ(t) = υ(0)+ t and υ(0) = s Ps,x-a.s.
Moreover, XD is a ca`dla`g process such that that for any Borel subset B of D,
Ps,x(X
D
t ∈ B) =
∫
B
pD(t− s, x, y) dy, s < t.
It follows that for fixed s ≥ 0 and x ∈ D, under the measure Ps,x the process t 7→ X
D
s+t
is the process X killed upon exiting the set D.
As in [35, Section 6.2], we define a Choquet naturally associated with the form BD.
We will denote it bym Cap1. Then, as in the case of the form ED, we define quasi-
notions associated with Cap1 (Cap1-q.e., B
D-quasi-continuity, BD-smooth measures).
We denote byM0,b(R×D) the set of B
D-smooth bounded measures on R×D, and for
fixed T > 0, we denote by M0(DT ) the subset of M0,b(R ×D) consisting of measures
µ such that µ((R ×D) \DT ) = 0.
In the sequel, for a function v on DT , we set
v(T )(t, x) := v(T − t, x), (t, x) ∈ DT ,
and for a given measure µ ∈ M0,b(DT ), we denote by µ
(T ) the measure on DT given
by ∫
DT
η dµ(T ) =
∫
DT
η(T ) dµ, η ∈ Cb(DT ).
16
6.1 Probabilistic interpretation of solutions to linear equations
Proposition 6.1. Let ϕ ∈ L2(Rd) and f ∈ L2(DT ;m1).
(i) v is a solution to the Cauchy-Dirichlet problem
∂v
∂t
−ADv = f, v(0) = ϕ,
on [0, T ], i.e., v ∈ W(0, T ), v(0, ·) = ϕ and∫ s
0
(
∂v
dt
, η) dt+
∫ s
0
ED(v, η) dt =
∫ s
0
(f, η) dt
for all s ∈ (0, T ) and η ∈ L2(0, T ;D(ED)) if and only if for m1-a.e. (s, x) ∈ DT ,
v(T )(s, x) = Es,xϕ(X
D
T ) + Es,x
∫ T−s
0
f (T )(XDr ) dr. (6.1)
(ii) Let v˜(T )(s, x) be equal to the right-hand side of (6.1) if it is finite and v˜(T )(s, x) = 0
otherwise. Then there exists a ca`dla`g process M with M0 = 0 such that M is an
{(Ft)t≥0-martingale under the measure Ps,x and
v˜(T )(XDt ) = ϕ(X
D
T )+
∫ T−s
t
f (T )(XDr ) dr−
∫ T−s
t
dMr, t ∈ [0, T − s], Ps,x-a.s.,
for every (s, x) ∈ DT such that Es,x|ϕ(X
D
T )|+ Es,x
∫ T−s
0 |f
(T )(XDr )| dr <∞.
Proof. Follows from [25, Theorem 3.7, Theorem 5.8].
6.2 Existence for parabolic logistic equations
Definition 6.2. We say that vp ∈ W(0, T ) is a solution to (1.1) on [0, T ] if vp(0, ·) = ϕ
and for every η ∈ L2(0, T ;D(ED)),∫ s
0
(
∂vp
dt
, η) dt +
∫ s
0
ED(vp, η) dt = a
∫ s
0
(vp, η) dt−
∫ s
0
(bvpp, η) dt, s ∈ (0, T ). (6.2)
Remark 6.3. It is clear that (6.2) is equivalent to the following statement: for a.e.
t ∈ (0, T ) and every η ∈ D(ED),
(
∂vp
dt
(t), η) + ED(vp(t), η) = a(vp(t), η) dt − (bv
p
p(t), η). (6.3)
A standard argument shows that there exists a version of vp such that t 7→
∂vp
∂t (t) ∈
C(0, T ;L2(D;m)) and t 7→ vp(t) ∈ C((0, T );D(ED)) ∩ C(0, T, L
q(D;m)) with q ≥ 1.
We will always consider such a version of vp. With this convention, in fact (6.3) holds
for every t ∈ (0, T ).
Theorem 6.4. For every p > 0 there exists a unique solution vp to (1.1).
Proof. Follows from [25, Theorem 5.8].
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7 Obstacle problem and asymptotics as p→∞ for parabolic
equations
LetWT (0, T ) = {u ∈ W(0, T ) : u(T ) = 0}. In this section, we prove asymptotics results
for parabolic logistic equations with respect to the increasing power in the absorption
term. To this end, as in the elliptic case, we begin with formulating some equivalent
formulations of the parabolic obstacle problem (1.2). We will also show some regularity
results for solutions to (1.2).
Recall that we assume that (H1), (H2) are satisfied and D is a Lipschitz domain.
7.1 Obstacle problem
Definition 7.1. We say that v ∈ C(0, T ;L2(D;m)) ∩ L2(0, T ;D(ED)) is a solution to
(1.2) on [0, T ] if
(i) v ≤ ID\D0 m1-a.e. and v(0, ·) = ϕ m-a.e.,
(ii) For every η ∈ W(0, T ) such that η ≤ ID\D0 m1-a.e. we have∫ s
0
〈
dη
dt
, η − v〉 dt +
∫ s
0
ED(v, η − v) dt ≥
∫ s
0
(av, η − v) dt
+
1
2
‖η(s)− v(s)‖2L2(D;m) −
1
2
‖η(0) − ϕ‖2L2(D;m), s ∈ [0, T ].
Proposition 7.2. Assume that v is quasi-continuous and v ∈ L2(0, T ;D(ED)). Then
the following statements are equivalent.
(i) v is a solution to (1.2) on [0, T ].
(ii) There exists a positive ν ∈ M0,b(DT ) such that
(a)
∫ T
0 〈
∂η
∂t , v〉 dt +
∫ T
0 ED(v, η) dt = (ϕ, η(0)) + a
∫ T
0 (v, η) dt −
∫
DT
η˜ dν for every
η ∈ WT (0, T ),
(b)
∫
DT
(v − η) dν = 0 for every quasi-continuous function η on DT such that
v ≤ η ≤ ID\D0 m1-a.e.
(iii) There exists a ca`dla`g process M with M0 = 0 and a positive measure ν ∈
M0,b(DT ) such that
(a) M is a uniformly integrable (Ft)t≥0-martingale under the measure Ps,x for
q.e. (s, x) ∈ DT , and for q.e. (s, x) ∈ DT ,
v(T )(XDt ) = ϕ(X
D
T ) + a
∫ T−s
t
v(T )(XDr ) dr
−
∫ T−s
t
dAν
(T )
r −
∫ T−s
t
dMr, t ≤ T − s, Ps,x-a.s.
(b) For every quasi-continuous function η on DT such that v
(T ) ≤ η ≤ ID\D0
m1-a.e., ∫ T−s
0
(η − v(T ))(Xr) dA
ν(T )
r = 0, Ps,x-a.s.
for q.e. (s, x) ∈ DT .
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(iv) For every quasi-continuous function η on DT such that v
(T ) ≤ η ≤ ID\D0 m1-a.e.,
v(T )(s, x) = ess inf
τ≤T−s
Es,x
(
a
∫ τ
0
v(T )(XDr ) dr + η(X
D
τ )1τ<T−s + ϕ(X
D
T−s)1τ=T−s
)
,
for q.e. (s, x) ∈ DT .
Proof. From [25, Theorem 3.7, Theorem 5.8] it follows that (ii)(a) and (iii)(a) are
equivalent, whereas from the definition of the Revuz duality between ν and Aν it
follows that (ii)(b) and (iii)(b) are equivalent. Therefore (ii) is equivalent to (iii). By
[27, Theorem 5.1, Corollary 5.1], (iii) is equivalent to (iv). The proof is completed by
showing that (i) is equivalent to (iii). To see this, we first note that by [31, Theorem
6.2, Chapter 3], there exists a unique solution to (1.2), and by [26, Theorem 5.3], there
exists a unique solution to the problem (iii) (i.e. a unique function v(T ) satisfying (a),
(b) for some uniformly integrable martingale M). Therefore it is enough to show that
(i) implies (iii). By [31, Theorem 6.2, Chapter 3], a unique solution v of (1.2) is a limit
of functions vn which solve the following Cauchy-Dirichlet problem
∂vn
∂t
−ADvn = avn − n(vn − ID\D0)
+, vn(0) = ϕ.
Therefore, by [26, Theorem 5.4], v satisfies (iii).
In the following proposition, we use the notion of perfect PCAFs of XD (see [3,
Section IV] for the definition).
Proposition 7.3. Let v be a solution to (1.2) on [0, T ]. Then v is quasi-continuous
and there exists a perfect PCAF A˜ν
(T )
of XD such that condition (iii) of Proposition
7.2 holds for every (s, x) ∈ DT . Moreover, if ϕ ∈ C0(D), then v ∈ C(0, T ;C0(D)).
Proof. By [26, Proposition 5.5]), v ≤ v¯ , where v¯ is a solution of the Cauchy-Dirichlet
problem
∂v¯
∂t
−ADv¯ = av¯, v¯(0) = ϕ.
It is clear that v¯ is bounded, so v is bounded, too. Set
h(s, x) = 1 + Es,x
∫ T−s
0
v(T )(XD0r ) dr.
By [35, Theorem 6.3.1], h is quasi-continuous. By Proposition 7.2(iii),
v(T )(s, x) = v(T )(XDτD0
) + aEs,x
∫ τD0∧(T−s)
0
v(T )(XDr ) dr − Es,x
∫ τD0∧(T−s)
0
dAν
(T )
r
≤ 1 + aEs,x
∫ τD0∧(T−s)
0
v(T )(XDr ) dr = h(s, x).
Thus v(T ) ≤ h ≤ ID\D0 m1-a.e. Therefore, in fact, v is a solution to (1.2) with ID\D0
replaced by h. By [24, Theorem 2.13, Proposition 4.3] and [27, Theorem 6.2], condition
(iii) is satisfied with Aν
(T )
replaced by some continuous increasing process Ks,x and
ID\D0 replaced by h. Therefore, by [39, Theorem IV.3.8], v is quasi-continuous. Set
v˜(T )(s, x) = v˜
(T )
1 (s, x)− v˜
(T )
1 (s, x), (s, x) ∈ DT ,
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where
v˜
(T )
1 (s, x) =
∫
D
ϕ(y)pD(s, x, y) dt+
∫ T
s
∫
D
pD(r − s, x, y)v
(T )(r, y) dr
v˜
(T )
2 (s, x) =
∫ T
s
∫
D
pD(r − s, x, y) ν
(T )(dr dy).
By Proposition 7.2(iii) and Revuz duality, for q.e. (s, x) ∈ DT we have
v˜
(T )
2 (s, x) = Es,x
∫ T−s
0
dAν
(T )
r ≤ Ta‖v‖∞ + ‖ϕ‖∞.
Since v˜
(T )
2 is lower continuous (as pD is lower semi-continuous), the above inequality
holds for every (s, x) ∈ DT . Hence, by [3, Theorem IV.3.13, Theorem V.2.1], there
exists a perfect PCAF A˜ν
(T )
such that
v˜
(T )
2 (s, x) = Es,x
∫ T−s
0
dA˜ν
(T )
r , (s, x) ∈ DT .
Since v˜(T ) = v(T ) m1-a.e., for (s, x) ∈ DT we have
v˜(T )(s, x) = Es,xϕ(X
D
T ) + aEs,x
∫ T−s
0
v˜(T )(Xr) dr + Es,x
∫ T−s
0
dA˜ν
(T )
r .
Applying now a standard argument (see [25, Theorem 5.8]) shows that condition (iii)
of Proposition 7.2 holds for every (s, x) ∈ DT with A
ν(T ) replaced by A˜ν
(T )
. Assume
that ϕ ∈ C0(D). Set
hˆ(s, x) = 1 + ‖v‖∞Es,x
∫ ∞
0
1(XD0r ) dr.
Since h ≤ hˆ ≤ ID\D0 , v is a solution to (1.2) with ID\D0 replaced by hˆ. Observe that
hˆ(s, x) = 1 +
∫ ∞
0
∫
D0
pD0(r, x, y) dy = 1 +R
D01(x).
Since pD0 is strongly Feller (as D0 is Dirichlet regular), hˆ ∈ C(D). By Proposition
7.2(iv) and [40, Theorem 1], v ∈ C(0, T, C(D)). Since v ≤ vˆ and vˆ ∈ C(0, T ;C0(D)) by
classical results, v ∈ C(0, T ;C0(D)) as well.
7.2 Existence and asymptotics
Theorem 7.4. (i) For every a ≥ 0 there exists a unique solution v to (1.2).
(ii) Let vp, p > 0, be a solution to (1.1). Then for every δ ∈ (0, T ],
sup
δ≤t≤T
‖vp(t)− v(t)‖∞ +
∫ T
0
ED(vp − v, vp − v) dt→ 0 as p→∞. (7.1)
(iii) If, in addition, ϕ ∈ D(ED), then
∂vp
∂t →
∂v
∂t weakly in L
2(0, T ;L2(D;m)), and if
ϕ ∈ C0(D), then (7.1) holds with δ = 0.
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Proof. Uniqueness follows from [31, Theorem 6.2, Chapter 3]. By [25, Corollary 5.9],
0 ≤ vp(s, x) ≤ e
sa‖ϕ‖∞. (7.2)
By Proposition 6.1,
v(T )p (s, x) = Es,xϕ(X
D
T ) + aEs,x
∫ T−s
0
v(T )p (X
D
r ) dr − Es,x
∫ T−s
0
b(v(T )p )
p(XDr ) dr.
Therefore, by (7.2) and [15, Lemma 94, page 306], there exists a subsequence (still
denoted by {vp}) such that {vp} is convergent m1-a.e. By this and (7.2), for all q ≥ 1
and T ≥ 0, {vp} converges in L
q(DT ) to some v ∈ L
q(DT ). Taking η = vp as a test
function in (6.2) we obtain
‖vp(s)‖
2
L2(D;m) +
∫ s
0
ED(vp, vp) dt+
∫ s
0
bvp+1p dt ≤ ‖ϕ‖
2
L2(D;m) + a
∫ s
0
‖vp‖
2
L2(D;m) dt.
Hence, up to a subsequence, vp → v weakly in L
2(0, T ;D(ED)). Observe also that since
supp≥2
∫ s
0 bv
p+1
p dt <∞, we have v ≤ ID\D0 m1-a.e. Taking η =
dvp
dt in (6.2) we get∫ s
r
(dvp
dt
)2
dt+
1
2
ED(vp(s), vp(s)) +
a
2
∫
D
v2p(r) dm+
∫
D
b
vp
p+1(s)
p+ 1
dm
=
1
2
ED(vp(r), vp(r)) +
a
2
∫
D
v2p(s) dm+
∫
D
b
vp
p+1(r)
p+ 1
dm. (7.3)
The rest of the proof we divide into two steps.
Step 1. We assume additionally that ϕ ∈ D(ED). Then, by (7.2) and (7.3),∫ s
0
(dvp
dt
)2
dt+
1
2
ED(vp(s), vp(s)) ≤
1
2
ED(ϕ,ϕ) +
a
2
m(D)e2s‖ϕ‖2∞ +
‖b‖∞
p+ 1
.
From this we conclude that ∂v∂t ∈ L
2(0, T ;L2(D;m)) and, up to a subsequence,
∂vp
∂t →
∂v
∂t
weakly in L2(0, T ;L2(D;m)). Now, taking η = vp − v as a test function in (6.2), we
obtain
‖vp(s)− v(s)‖
2
L2(D;m) +
∫ s
0
ED(vp − v, vp − v) dt
≤
∫ s
0
a(vp − v, v
p) dt−
∫ s
0
(vp − v, bv
p
p) dt
−
∫ s
0
ED(v, vp − v) dt −
∫ s
0
(
∂v
∂t
, vp − v) dt.
Since v ≤ ID\D0 m1-a.e., we have
−
∫ s
0
(vp − v, bv
p
p) dt ≤
∫ s
0
((v − vp)
+, bupp) dt ≤
∫ s
0
((v − vp)
+, bvp) dt
≤ ‖b‖∞
∫ s
0
|v − vp| dt,
which converges to zero as p→∞. By what has already been proved,∫ T
0
ED(vp − v, vp − v) dt→ 0
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as p →∞. From this and a parabolic counterpart to the argument given in (5.11) we
conclude that v is a solution to (1.2). Applying now a uniqueness argument shows the
convergence of the whole sequence {vp}.
To prove the uniform convergence of {vp} in (7.1), we first assume additionally
that ϕ ∈ C0(D). Then, since (P
D
t )t≥0 is Fellerian, a fixed point argument shows that
vp ∈ C(0, T ;C0(D)). By using Proposition 6.1 and Proposition 7.3, we can now show,
by the same method as in the proof of Theorem 5.5 (see the reasoning following (5.12)),
that for every (s, x) ∈ DT ,
|v(T )p (s, x)− v
(T )(s, x)|2 ≤ 2c(a+ ‖b‖∞)‖vp − v‖Lq(DT )
+ 2Es,x
∫ T−s
0
|v(T )p (X
D
r )− v
(T )(XDr )| dA
ν(T )
r . (7.4)
By ultracontractivity of pD, for h > 0 we have
Es,x
∫ (T−s)∨h
h
|v(T )p (X
D
r )− v
(T )(XDr )| dA
ν(T )
r
=
∫
D
∫ T∨(s+h)
s+h
|vp(T − r, y) − v(T − r, y)|pD(r − s, x, y)ν
(T )(dr dy)
≤ c
e−hλ
D
1 ‖ϕD1 ‖
2
∞
λD1
∫
D
∫ T∨(s+h)
s+h
|vp(T − r, y)− v(T − r, y)|ν
(T )(dr dy)
≤ c
e−hλ
D
1 ‖ϕD1 ‖
2
∞
λD1
∫
D
∫ T
0
|vp(r, y) − v(r, y)|ν(dr dy).
Taking η = |vp−v| as a test function in Proposition 7.2(ii) and using the already proved
convergences of {vp} shows that the right-hand side of the above inequality tends to
zero as p→∞. Next, by (7.2) and Proposition 7.3,
Es,x
∫ h
0
|v(T )p (X
D
r )− v
(T )(XDr )| dA
ν(T )
r ≤ cEs,x
∫ h
0
dAν
(T )
r
= acEs,x
∫ h
0
v(T )(XDr ) dr + cEs,xv
(T )(XDh )− cv
(T )(s, x)
≤ ac2h+ c(Es,xv
(T )(XDh )− v
(T )(s, x)).
Observe that
Es,xv
(T )(XDh )− v
(T )(s, x) = PDh (v(T − s− h, ·))(x) − v(T − s, x).
Since v ∈ C(0, T ;C0(D)), using the Feller property of P
D shows that
sup
0≤s≤T
‖PDh (v(T − s− h, ·)) − v(T − s, ·)‖∞ → 0 as hց 0.
Since we know that vp → v in L
q(DT ), from (7.4) and the estimates following it we
deduce that ‖vp − v‖∞ → 0 as p→∞.
Step 2. The general case. Let ϕε ∈ D(ED) ∩C0(D) be a positive bounded function
such that ‖ϕε − ϕ‖L2(D;m) ≤ ε and ϕε ≤ ID\D0 m1-a.e. Let v be a solution to (1.2),
vεp be a solution to (1.1) with ϕ replaced by ϕε, and v
ε be a solution to (1.2) with ϕ
replaced by ϕε. By a standard argument,
sup
t≤T
‖vεp(t)− vp(t)‖L2(D;m) +
∫ T
0
ED(v
ε
p − vp, v
ε
p − vp) dt ≤ e
aT ‖ϕε − ϕ‖L2(D;m),
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sup
t≤T
‖vε(t)− v(t)‖L2(D;m) +
∫ T
0
ED(v
ε − v, vε − v) dt ≤ eaT ‖ϕε − ϕ‖L2(D;m).
Hence
sup
t≤T
‖vp(t)− v(t)‖L2(D;m) +
∫ T
0
ED(vp − v, vp − v) dt
≤ 2eaT ε sup
t≤T
‖vεp(t)− v
ε(t)‖L2(D;m) +
∫ T
0
ED(v
ε
p − v
ε, vεp − v
ε) dt.
On the other hand, by Proposition 7.3, [27, Theorem 3.3] and (2.8), for every s ∈
[0, T − δ],
|vε(T − s, x)− v(T − s, x)| ≤ eaTEs,x|ϕε(X
D
T )− ϕ(X
D
T )|
= eaT
∫
D
|ϕε(y)− ϕ(y)|pD(T − s, x, y) dy
≤ c
eaT
δd/α
∫
D
|ϕε(y)− ϕ(y)| dy.
From this and Step 1 we get the desired result.
8 Asymptotics as t→∞
As in Sections 3-7, we assume that the hypotheses (H1), (H2) are satisfied and D is a
Lipschitz domain.
8.1 Cauchy-Dirichlet problem
Lemma 8.1. Let vp be a solution to (1.1). Assume that there exists c > 0 such that
b ≥ c on D. Then
vp(s, x) ≤ max{‖ϕ‖∞, (a/c)
1/(p−1)}, x ∈ D, s ≥ 0.
Proof. Let Mp = max{‖ϕ‖∞, (a/c)
1/(p−1)}. By the Tanaka-Meyer formula,
(v(T )p (s, x)−Mp)
+ ≤ Es,x(ϕ(X
D
T )−Mp)
+
+ Es,x
∫ T−s
0
1
{v
(T )
p (XDr )>Mp}
(
av(T )p (X
D
r )− (b(v
(T )
p )
p)(XDr )
)
dr ≤ 0,
the last inequality being a consequence of the fact that ay − cyp ≤ 0, y ≥Mp.
Corollary 8.2. Under the assumptions of Lemma 8.1, the reaction measure µ for the
unique solution v to (1.2) is of the form µ = g ·m1 with some positive g ∈ L
∞(R+×D).
Proof. Follows from Lemma 8.1 and Theorem 7.4.
Lemma 8.3. Let vp be a solution to (1.1) and a ∈ (λ
D
1 , λ
D0
1 ). Then for every δ > 0
there exist M, c, t0 > 0 such that
vp(t, x) ≤M, (t, x) ∈ R
+ ×D, p ≥ 1 + δ, (8.1)
and
cϕD1 (x) ≤ vp(t, x), t ≥ t0, x ∈ D, p ≥ 1 + δ. (8.2)
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Proof. For ε > 0, we set Dε = {x ∈ R
d : dist{x,D} < ε}. Let {qk} be a sequence of
bounded positive functions on Dε such that supp[qk] ⊂ Dε \D0 and for every compact
K ⊂ Dε \ D0, infx∈K qk(x) ր ∞. Let λk = λ1(−ADε + qk) and ψk be the first
eigenfunction for −ADε + qk. As in the proof of Theorem 5.5 we show that for fixed
δ > 0 there exist k0 ∈ N and ck0 > 0 such that λk ≥ a, k ≥ k0, cψk0 ≥ ϕ
Dε
1 and cψk0
is a supersolution to (1.6) on Dε for c ≥ ck0 , p ≥ 1 + δ. More precisely, there exists a
positive bounded function h on Dε such that
−ADε(cψk0) = a(cψk0)− b(cψk0)
p + h
(see the reasoning following (5.5)). Of course, since ψk0 is independent of t, we have
d(cψk0)
dt
−ADε(cψk0) = a(cψk0)− b(cψk0)
p + h.
Let c be chosen so that cψk0 ≥ 1 on D. By the Tanaka-Meyer formula, for every
t ∈ [0, T − s],
Es,x(v
(T )
p (X
D
t )− cψk0(X
Dε
t ))
+
≤ Es,x(ϕ(X
D
T )− cψk0(X
Dε
T ))
+
+ aEs,x
∫ T−s
t
1
{v
(T )
p (XDr )>cψk0 (X
Dε
r )}
(v(T )p (X
D
r )− cψk0(X
Dε
r )) dr
− Es,x
∫ T−s
t
1
{v
(T )
p (XDr )>cψk0 (X
Dε
r )}
b((v(T )p )
p(XDr )− (cψk0)
p(XDεr )) dr
− Es,x
∫ T−s
t
1
{v
(T )
p (XDr )>cψk0 (X
Dε
r )}
h(XDεr ) dr
≤ Es,x(ϕ(X
D
T )− cψk0(X
Dε
T ))
+ + aEs,x
∫ T−s
t
(v(T )p (X
D
r )− cψk0(X
Dε
r ))
+ dr.
Applying Gronwall’s lemma gives
Es,x(v
(T )
p (X
D
t )− cψk0(X
Dε
t ))
+ ≤ eaTEs,x(ϕ(X
D
T )− cψk0(X
Dε
T ))
+.
Observe that
Es,x(ϕ(X
D
T )− cψk0(X
Dε
T ))
+ = Es,x1{ϕ(XD
T
)>0}(ϕ(X
D
T )− cψk0(X
Dε
T ))
+
= Es,x1{ϕ(XD
T
)>0}(ϕ(XT )− cψk0(XT ))
+ = 0.
The last equality follows from the fact that cψk0 ≥ 1 on D. Consequently,
Es,x(v
(T )
p (X
D
t )− cψk0(X
D
t ))
+ = 0, t ∈ [0, T − s].
Taking t = 0, we get (8.1). Now, let wp be a solution to the Cauchy problem
∂wp
∂t
−ADwp = awp − ‖b‖∞w
p
p, wp(0) = ϕ.
By [25, Corollary 5.9], wp ≤ up. By Lemma 8.1, h := ‖b‖∞w
p−1
p is bounded by a
constant independent of p. Observe that
∂wp
∂t
−ADwp + hwp = awp, wp(0) = ϕ.
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Hence, by [25, Corollary 5.9], wp ≥ w¯p, where w¯p is a solution to the problem
∂w¯p
∂t
−ADw¯p + ‖h‖∞w¯p = aw¯p, w¯p(0) = ϕ.
By the Feynman-Kac formula,
w¯p(t, x) =
∫
D
e(a−‖h‖∞)tpD(t, x, y)ϕ(y) dy.
By the ultracontractivity of pD(t, ·, ·), there exists c1, t0 > 0 such that pD(t, x, y) ≥
de−λ
D
1 tϕD1 (x)ϕ
D
1 (y), t ≥ t0. Hence
w¯p(t0, x) ≥ e
(a−‖h‖∞)t0ϕD1 (x)c1
∫
D
ϕD1 (y)ϕ(y) dy = ct0ϕ
D
1 (x)
with some ct0 > 0. Now observe that for every c > 0,
∂(cϕD1 )
∂t
−AD(cϕ
D
1 ) = a(cϕ
D
1 )− ‖b‖∞(cϕ
D
1 )
p + {|b‖∞(cϕ
D
1 )
p + (λD1 − a)cϕ
D
1 }.
For c ≤ (a − λD1 )
p−1/(‖b‖∞‖ϕ
D
1 ‖∞), the term in braces is less than or equal to zero.
Therefore, by [25, Corollary 5.9], for such c > 0 we have w¯(t) ≥ cϕD1 , t ≥ t0.
Proposition 8.4. Let vp be a solution to (1.1) and up be a solution to (1.6). Then
‖vp(t)− up‖∞ + ED(vp(t)− up, vp(t)− up)→ 0 as t→∞. (8.3)
Proof. We have
∂2vp
∂t2
−AD
∂vp
∂t
= a
∂vp
∂t
− pbvp−1p
∂vp
∂t
.
Multiplying the above equation by
∂vp
∂t and integrating over D we get
1
2
d
dt
∥∥∥∂vp
∂t
(t)
∥∥∥2
L2(D;m)
+ ED(
∂vp
∂t
(t),
∂vp
∂t
(t))
+
∫
D
bvp−1(t)(
∂vp
∂t
)2(t) dm = a
∥∥∥∂vp
∂t
(t)
∥∥∥2
L2(D;m)
.
Write yp(t) = ‖
∂vp
∂t (t)‖
2
L2(D;m). From the above equation we conclude that
d
dt
yp(t) ≤ ay
2
p(t) + a, t > 0. (8.4)
By (7.3) and Lemma 8.3,
∫∞
0 yp(t) dt < ∞. Hence, by [42, Lemma 6.2.1], yp(t) → 0.
By (7.3) and Lemma 8.3 again, supt≥t0 ED(vp(t), vp(t)) <∞ for every t0 > 0, Therefore
there exists a sequence {tn} ⊂ R
+ such that tn → ∞ and {vp(tn)} is convergent as
n→∞ to some wp ∈ D(ED) weakly in D(ED) and strongly in L
q(D;m) for every q ≥ 1.
Since vp is a solution to (1.1), we have
(
∂vp
∂t
(tn), η) + ED(vp(tn), η) = a
∫
D
vp(tn)η dm−
∫
D
bvpp(tn)η dm
25
for every η ∈ D(ED). Letting n→∞ we obtain
ED(wp, η) = a
∫
D
wpη dm−
∫
D
bwppη dm
for every η ∈ D(ED). By Lemma 8.3, wp is strictly positive, so by [28], wp = up.
Hence, by a uniqueness argument, the convergence of {vp(tn)} can be strengthened to
the convergence of vp(t) as t→∞. Subtracting now (6.3) from (5.4), and then taking
η = vp(t)− up as a test function and using the already proved convergences of {vp(t)}
as t→∞, we show that vp(t)→ up in D(ED) as t→∞.
To prove the uniform convergence in (8.3), we first observe that
∂(vp − up)
∂t
−AD(vp − up) = a(vp − up)− (bv
p
p − bu
p
p), (vp − up)(0) = ϕ− up.
Hence, by Proposition 6.1 and the Tanaka-Meyer formula, for every x ∈ D,
|v(T )p (0, x) − u
(T )
p (0, x)| ≤ E0,x|ϕ(X
D
T )− up(X
D
T )|+ aE0,x
∫ T
0
|v(T )p − u
(T )
p |(X
D
r ) dr.
Equivalently,
|vp(T, x)− up(x)| ≤ E0,x|ϕ(X
D
T )− up(X
D
T )|+ aE0,x
∫ T
0
|vp − up|(T − r,X
D
r ) dr
for every x ∈ D. By (2.8) and (5.6),
E0,x|ϕ(X
D
T )− up(X
D
T )| ≤ cMT
−d/α, x ∈ D.
Let 0 ≤ S < T . We have
E0,x
∫ T
0
|vp − up|(T − r,X
D
r ) dr =
∫
D
∫ S
0
|vp − up|(T − r, y)pD(r, x, y) dy
+
∫
D
∫ T
S
|vp − up|(T − r, y)pD(r, x, y) dy.
By (5.6), (8.1) and ultracontractivity of (TDt )t≥0,∫
D
∫ T
S
|vp − up|(T − r, y)pD(r, x, y) dy ≤ cm(D)
M‖ϕD1 ‖
2
∞
λD1
e−λ
D
1 S.
By (2.9),∫
D
∫ S
0
|vp − up|(T − r, y)pD(r, x, y) dy ≤ c(S) sup
T−S≤r≤T
‖vp(r)− up‖Lq(D;m).
By what has already been proved, for every x ∈ D we have
|vp(T, x)− up(x)| ≤ cMT
−d/α + cm(D)
M‖ϕD1 ‖∞
λD1
e−λ
D
1 S
+ Sc(S) sup
T−S≤r≤T
‖vp(r)− up‖Lq(D;m). (8.5)
Since we know that vp(t) → up in L
q(D;m) as t → ∞, from (8.5) it follows that
‖vp(T )− up‖∞ → 0 as T →∞.
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8.2 Obstacle problem
Theorem 8.5. Let v be a solution to (1.2) and u be a solution to (1.4). Then
‖v(t)− u‖∞ + ED(v(t) − u, v(t)− u)→ 0 as t→∞. (8.6)
Proof. We divide the proof into three steps.
Step 1. We assume additionally that ϕ ∈ D(ED). By (7.3) and (8.1),∫ s
0
(dvp
dt
)2
dt+
1
2
ED(vp(s), vp(s)) ≤
1
2
ED(ϕ,ϕ) +
a
2
M2m(D) + ‖b‖∞m(D). (8.7)
From this, (8.4), [42, Lemma 6.2.1] (see also [37, Lemma 4.1]) and the fact that the
constants in (8.4), (8.7) do not depend on p we conclude that for every ε > 0 there
exists t0 > 0 such that ∥∥∥∂vp
∂t
(t)
∥∥∥
L2(D;m)
≤ ε, t ≥ t0, p ≥ 2. (8.8)
From this and Theorem 7.4 we deduce that ‖∂v∂t (t)‖L2(D;m) ≤ ε for a.e. t ≥ t0. By
Theorem 7.4 and (8.7) again, ess supt≥0ED(v(t), v(t)) < ∞. Therefore there exists a
sequence {tn} such that tn →∞,
∂v
∂t (tn)→ 0 in L
2(D;m), v(tn)→ u weakly in D(ED)
and for every q ≥ 1, v(tn)→ u in L
q(D;m) for some u ∈ D(ED). We may assume that
{tn} is chosen so that
(
∂v
∂t
(tn), η − v(tn))L2(D:m) + ED(v(tn), η − v(tn)) ≥ a(v(tn), η − v(tn))L2(D;m)
for every η ∈ D(ED) such that η ≤ ID\D0 . Letting n→∞ in the above inequality and
using (8.2) shows that u is a solution to (1.4). By [28] and the fact that v ∈ W(0, T ) ⊂
C(0, T, L2(D;m)), T ≥ 0, we have v(t)→ u as t→∞ strongly in L2(D;m). By (6.3),
ED(vp(t)− vp(s), vp(t)− vp(s))
≤ a‖vp(t)− vp(s)‖
2
L2(D;m) +
∥∥∥∂vp
∂t
(t)−
∂vp
∂t
(s)
∥∥∥
L2(D;m)
‖vp(t)− vp(s)‖L2(D;m).
By (8.8) and Theorem 7.4, for all s, t ≥ t0,
ED(v(t)− v(s), v(t) − v(s)) ≤ a‖v(t) − v(s)‖
2
L2(D;m) + ε‖v(t) − v(s)‖L2(D;m).
From this and already proved properties of v(t) we conclude that v(t) → u in D(ED)
as t→∞.
Step 2. We assume that ϕ satisfies the assumptions of the theorem. By Theorem
7.4, v(t) ∈ D(ED) for a.e. t ≥ 0. Let t0 ≥ 0 be such that v(t0) ∈ D(ED). Then
v0(t) := v(t+ t0) is a solution to (1.2) with ϕ replaced by v(t0). By Step 1, v
0(t)→ u
as t→∞, which implies v(t)→ u in D(ED).
Step 3. The uniform convergence in (8.6). By Theorem 5.5 and Theorem 7.4, letting
p→∞ in (8.5) we get
|v(T, x) − u(x)| ≤ cMT−d/α + cm(D)
M‖ϕD1 ‖∞
λD1
e−S
+ Sc(S) sup
T−S≤r≤T
‖v(r)− u‖qLq(D;m), x ∈ D.
for x ∈ D, from which one can deduce that ‖v(T )− u‖∞ → 0 as T →∞.
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