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Let (X, ti) be a measurable space, 6 _C aB an open interval and Pa 1 d, 
8 E 8, a family of probability measures fulfilling certain regularity conditions. 
Let 9, be the maximum likelihood estimate for the sample size n. Let h be a prior 
distribution on 8 and let R,, be the posterior distribution for the sample size 
n given x_EX”. L: 8 X 8+ R denotes a loss function fulfilling certain re- 
gularity conditions and T,, denotes the Bayes estimate relative to h and L for 
the sample size n. It is proved that for every compact K C 8 there exists CA > 0 
such that 
sup&A P#{g E X”I / T,(p) - S,,(~)~ > cA(log n)n-‘} = o(n-‘I*). 
This theorem improves results of Bickel and Yahav [3], and Ibragimov and 
Has’minskii [4], as far as the speed of convergence is concerned. 
1. INTRODUCTION 
Let (X, ~22) be a measurable space and Pe [ &, 6 E 0, a family of probability 
measures. 8 denotes a parameter set. Let W be a u-algebra on 8 and let X be a 
prior distribution on (@, A9). For every n E N we define a probability measure R, 
on(Xn x @,dn@3Y)by 
%(A x 2:) = f, PdV) W@, AEd02", ZEca!, 
and x I-+ R,., , x E Xn, denotes a version of the conditional probability of R, 
under the hypothesis SP (in the following we will always assume the existence of 
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a regular version R,,,). R,,, is called the posterior distribution (for the sample 
size n) given x E X”. 
Let L: 6 x 8 -+ R be a loss function fulfilling certain regularity conditions 
the most important of which is 
L(9,6) = infL(a, 8) for all 6 E 8, 
which formally states that in case of the true parameter value 6 the minimal loss 
is obtained by the decision 9. 
A sequence of Bayes estimates T,,: X” -+ @ is defined by 
I L(T,+>, 0) R,&J) = inf 6G I L(a, u) R&u) 
for all x E Xn, n E N (the dependence of T,, of the prior distribution h and the 
loss function L is suppressed). The above definition of Bayes estimates is equiv- 
alent with 
jjL(T,(x), U) R,(dx,du) = inf ljL(&(x), 0) R&k 4, 
where the infimum is taken over all &fl-measurable functions S,: X” + G for 
which the integrals on the right hand are well defined. 
The asymptotic behaviour of Bayes estimates has been subject to research 
for many years. The first general result on consistency of Bayes estimates is due 
to Doob [l]. His method, which was generalized by several authors [9, lo], 
however, yields only consistency for X-almost all elements of the parameter set. 
Under stronger regularity conditions consistency of Bayes estimates for all 
values of the parameter set and even asymptotic normality may be proved. 
A first result concerning asymptotic normality is due to Freedman [2]. Bickel 
and Yahav [3], showed that d2(Tn - 6,) + 0 PaN-a.e. for every 6 E 0, where 
(an) denotes the sequence of maximum likelihood estimates. An improvement of 
this result was given by Ibragimov and Has’minskii [4]. These authors proved 
that for some E > 0, r~l/~+‘(T~ - 8,) -+ 0 PeN-a.e. for every 6 E 0. 
In this paper it is proved that in highly regular cases the probability of 
deviations 1 T,(x) - S,(x)] > c(log n)n-l of Bayes estimates from maximum 
likelihood estimates decreases of the order o(n-l12). The result is based on 
Theorem 4 in Strasser [ll], where the accuracy of the normal approximation 
for posterior distributions is investigated. 
There are several important implications. First, a bound decreasing of the 
order (log n)n-1i2 is established for the accuracy of the normal approximation for 
Bayes estimates. It seems to be unknown whether this bound may be replaced by 
another one which decreases of the order n-1/2 (this bound holds for the normal 
208 HELMUT STRASSER 
approximation of maximum likelihood estimates, cf. [6]). On the other hand, 
however, such a theorem would not imply our result on the probability of 
deviations j T,(x) - a,(x)\ 3 c(log n)n-1. Another implication of the main 
result of the present paper states that the probability of moderate deviations 
1 T,(x) - 8 1 > c(log n)1/2n-1/2 of Bayes estimates from the true parameter 19 
decreases of the order o(n-li2). This implies [7, Lemma 3 and Theor. 2, b] that 
one step of Newton’s approximation of the solution of the maximum likelihood 
equation applied to T, yields a sequence of estimates T,* which is asymptotically 
normally distributed with accuracy of the order n-1/z. 
The result is proved under regularity conditions involving the existence of at 
most third moments. If higher moment conditions are imposed (conditions 
R, , s 2 3, in Pfanzagl [S]) then ~(n-l/~) can be replaced by o(K(~-~)/~). 
Our approach is a bit more general than the classical Bayesian method since 
we use contrast functions instead of likelihood functions. There are well-known 
advantages of doing so in particular as robust estimation is concerned. If p is a 
a-finite measure such that P8 1~2 < p I -02, B E 0, and he a version of a density 
of Pfi 1 ~2 relative to p I ~2 then with fs = -log & ,a E 0, all results can be 
read as statements on classical Bayes, respectively, maximum likelihood 
estimates. 
2. NOTATIONS AND REGULARITY CONDITIONS 
In the following 0 is assumed to be an open interval of R and # denotes the 
o-algebra of Bore1 sets in 0. A family of &-measurable functions fB: X -+ w, 
6 E 0, is a family of contrast functions for {P, 1 6 E 0) if Pa(f7) exists for all 
6E0,TE@,andif 
Pa(fe) < Pa(f7) for all QE 0, 5-E @, 79 # 7. 
A minimum contrast (m.c.) estimate for the sample size n is an d4”-measurable 
function 9,: X” --f 8 such that 
For those x E Xn for which it is possible we define the probability measure 
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Lemma 1 in Strasser [ll], gives conditions under which the sets 
satisfy 
for every compact KC 0. Since in the following these conditions are always 
imposed we may restrict our attention to x E M, , for which R,-, can be defined. 
A 93 @ &measurable function L: @ x 0 -+ R is called loss function if 
Jw, 8) < L(T, 8) for all 6EO, 7EO, 6 #T. 
We assume that (T t-t L(8, u), CJ E 0, is extended h-integrable for all 6 E 6 and 
has finite X-expectation if 9 E 0. A Bayes estimate (relative to a prior distribution 
h and a loss function L) is an &m-measurable function T,,: X” + 8 such that 
forxEM;,,nEN. 
Throughout the paper we refer to the following regularity conditions: 
(i) 6 w Pa is continuous in 0 with respect to the supremum metric on 
(P* ] 8 E O} (defined by the distance function d(P, Q) = supAed 1 P(A) - Q(A)/). 
(ii) For each x E X, 6 wf&) is continuous in 0. 
(iii) For every 19 E 8 and every compact KC 8: 
(4 sup,~~ P7tf2) < 00. 
(b) fs is uniformly integrable on {P7 1 T E K). 
(iv) For each x E X, 8 t+ f*(x) is twice differentiable in 0. With 
a 
f ‘(x, 8) : = - f&) a8 and f “(X, 8) := 
we have for all 8 E 0: P6( f ‘(a, 8)) = 0. 
(v) For every compact KC 0: 
(a) id,, &((f ‘(m, W) > 0. 
tb) i&K Pd(f ‘Ye, 6) - J%(f “(*, a)))‘) > 0. 
(4 inf,, Pe(f “(*, 6)) > 0. 
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(vi) For every compact KC 0: 
(4 supeEK C(lf’(~, a)l”) < 00. 
(b) SUPBEK Pe(lf”(., $)I”) < 00. 
(vii) For every 6 E 0 there exists a neighbourhood Cl, of 8 such that 
(a) for every neighbourhood U of 8, U C Cl, , and every compact 
KC@ 
(b) for every compact KC 0 the function inf,,,,, fm is uniformly 
integrable from below on (P7 1 r E K}. 
(viii) For every 8 E 0 there exists an open neighbourhood V, of 8 and a 
measurable function &,: X -+ R such that supTEK PT(K,2) < co for every compact 
KC@and 
If p, 7’) - f N(% T>I < I 7’ - 7 I b(x) for all T’, 7 E V, x E X. 
(ix) X has a continuous, positive density p on 0 with respect to the 
Lebesgue measure satisfying the following condition: For every 6 E Q there 
exists a neighbourhood W, of 8 and a constant c, > 0 such that 
P(4 --1 <cgIu’-u/ 
P(u) 
for all u’, a E W, . 
(4 
(4 
(xii) 
L: 0 x 0 --t R is continuous. 
(a) u H L(6, o), 6 E 0, is extended X-integrable for all 6 E 8 and 
has finite X-expectation if 6 E 0. 
(b) For every 8 E 6 there exists a neighbourhood UeA of 6 such 
that for every neighbourhood UC U$ of 6, a w infL(U, u) is 
X-integrable. 
(a) For every u E 0, 6 I+L(~, u) is twice differentiable in 0. We 
denote 
L,,(9, u) := $ L(6, a), L,, := -g L(79, u). 
(b) For every 8 E 0, u b L&8, u) is differentiable in 8. We denote 
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(We remark that this condition together with the fact that u ++L(o, 19) attains 
its infimum exactly at u = 8 implies --L,,(9,9)/L,(19,6) = 1 for every 8 E 0, 
since --L,,(8, G)/&,(@, 8) is the derivative of the implicit function QI which is 
defined by L.,,(~(B), 8) = 0. Obviously q~ = U) 
(xiii) For every compact K C 0: 
(4 SUPM I -L@, 0 -c 03. 
(b) SUPBEK IJ%@> $)I -=c 03. 
(xiv) For every compact KC 0: 
g$L,,(B, 8) > 0. 
(xv) For every compact K C 0: 
(a> sups J I Lrs(~, 41 JVJ) < ~0. 
(b) SUPBEK .I- I ~%a(~, 41 WJ) < ~0. 
(xvi) (a) For every 8 E 8 there exists a neighborhood m, of 6 and a 
constant 4 > 0 such that 
1 L.&u, a’) - L&u, CT”)\ < 4 1 u’ - u” I for all u, u’, (I’ E P8. 
(b) For every 6 E 0 there exists a neighbourhood fi8 of 19 and a 
constant & >, 0 such that 
I L,,(u, 4 - L,,(u, u”>l < c”e I 0’ - u” I for all u, u’, u” E g6 . 
(xvii) For every 8 E 8 there exists a neighbourhood V,h of 9 and a con- 
tinuous function k,: 0 -+ Iw such that 
1 L&U’, U) - L&u”, u)/ < k&u) 1 a’ - us 1 for all u’, CT” E V,h and all u E 0 
and 
s 
k+(u) h(h) < 00 for all 8 E 0. 
Remark. We give an example of a class of loss functions L for which condi- 
tions (x), (xii)-(xiv), (xvi), and (xvii) are fulfilled. 
Let 8 C R. Let W be the class of functions UI’: w -+ R+ satisfying the following 
conditions: 
(i) W(u) > 0 for u # 0. 
(ii) W(0) = 0. 
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(iii) W is twice differentiable and W’ satisfies: 
(a) w"(0) > 0, 
(b) For every 6 E R there exists a neighbourhood 0, and a constant 
c, 2 0 such that 
1 w”(u) - w”(u’)l < c, 1 u - u’ 1 for all a, CT’ E OB . 
Every loss function L which is defined by 
L(79, u) = W(8 - u), 9 E 0, DE@, WEZV, 
fulfills conditions (x), (xii)-(xiv), (xvi), and (xvii). 
The following notations will be used: 
CD(t) = (27~)-l/~ sf, exp (- f) dr, t E R, 
@) = P,(f”(-, qy, 8 E 0. 
The letters c, and nK will be used to denote generic constants which only depend 
on a compact subset KC 0. Let &(x, 8, K) be a statement depending on 
n E N, x E Xn, 8 E 0 and K C 0. For notational convenience the assertion 
“for every compact KC 0 there exists c, > 0 and 01 E R such that 
sump P,“(x E X” ] E,(x, 6, K)} < cKra for all 71 15 N” 
is abreviated by 
E,(x, 8, K) N O&Z--~). 
If c, can be replaced by a sequence cg’ > 0, n E N, satisfying lirnneN cp) = 0, 
we write 
EJx, 9, K) N O&Z-~). 
The next paragraph contains the main results. In order to improve the 
readibility of the paper some auxiliary results are collected in Section 4. 
3. THE MAIN RESULTS 
We begin with a remark on the possibility of interchanging integration and 
differentiation of loss functions. 
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Remark. Suppose that conditions (xi)(a), (xii), (xv)(a) and (b), and (xvii) 
are satisfied. Then a Taylor expansion argument shows that for every 6 E 8 
there exist h, > 0, ha > 0, such that the families of functions 
u ~ Jw + 4 4 - w, 4 
h , 
a E 0, 0 < h < h, , 
and 
u ~ -L4fi + 4 4 - hd6,4 
h , 
u E 0, 0 <h < h,, 
are dominated by X-integrable functions. Thus for every x E A&,‘, n E N, it 
follows that 
and 
Since in the following always sufficiently regular cases are considered and we 
have x E 1M, N O,(n-I), we restrict ourselves without mentioning particuiary 
to those x E Xn, n E N, for which the identities (1) and (2) are true. 
Theorem 3 gives conditions under which we can assume T,(x) E 0. In this 
case Bayes estimates are characterized by the identity 
s L,(Tn(x), 4 R,,,(4 = 0, 
x EM,‘. 
@ 
Taylor’s formula yields 
0 = j+,(% 4 &&4 + P”,(x) - 8) jeL,(%, 34 &&u) 
for a~@, XEM,,‘, where 1 Tn(x, 8) - 8 1 < [ T,(x) - 6 j. Thus we obtain 
for all 8 E 0, x E M,‘, n E N. 
We start with the investigation of the asymptotic behaviour of 
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To this end we need a few results from Strasser [l 11. For every u E R, 6 E 8, 
andxEXn,nEIBI,let 
where 6, denotes the minimum contrast estimate for the sample size 71. Let for 
S>O 
W,“(x, s) = {u E 0 1 1 T,B,,(u)l < (s log ?.qq. 
R,,, * Tz,* denotes that p-measure on R which is induced by T& applied to 
R n.x 3 and F& denotes the p.d.f. of R,,, * T,,, . 11 c,, - Q, 11 denotes the 
variational distance of e,, and 0. 
THEOREM 1 [l 1, Theorems 2 and 43. Assume that regularity conditions 
(i)-(ix) are satisjed. Then the following assertions are true: 
(A) For every r > 0 
1 R,,,(Wn”(x, Y)) - 1 1 > c&-‘)/~ - OK(?+‘~). 
m I/ Fi,, - @ 11 2 cK(log q/a n--1/s - o&-1/2). 
Now we are in a position to prove the fundamental technical step for the 
proof of the main result. 
THEOREM 2. Assume that regularity conditions (i)--(ix), (xii), (xiii), (xv)(a), 
and (xvi)(b) are satis$ed. Then 
[ JB M6,4 R,.,(d4 - 4,(8, W~&4 - 4 1 2 c&g 4 n-l - odn-1/2). 
Proof. Condition (xv)(a) and Lemma 1 imply that for every 6 > 0 and 
every compact K _C 8 there exists r], > 0 such that 
s lo-Sl28 
I -L@, 41 R,&4 > exp(--r)s) - O&-l). 
Choose dK according to Lemma 2 and 6 < dK . There exists rz, such that 
tL > n, implies 
or 
Wn8(x, 3) c {a E 0 1 1 u - 8 1 < S}, 
I 6744 - 6 I 2 w. 
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Since 
I I, - 6 I 2 cm - wn-‘1 
[5, Lemma 41 in the following we may restrict our attention to those x E M,’ 
for which n > n, implies 
W,~(X,3)C(lJE@~~cl-I9~ <S}. 
Hence it follows that n > nK implies 
Since 6 < d, Lemma 2 yields 
EJ ,os_us* I -L@~ 41 =: a < 03 
and we obtain 
I (o.ollo-sl<s)\w,“(x.a) I &lp, 41 ~,,,(W d &J(wn% 3))‘). 
Assertion (A) of Theorem 1 implies 
R,*,((W,~(x, 3))‘) > c& - o,(n-1’2). 
Thus we have proved that 
Since 
= s 
j+g310gnP’~ 
~,o(~, iJn(x> + +(w”” nq C,x(q 
a Taylor expansion yields 
6831512-7 
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where 1$,(x, T) - 9 I < 1 an(x) - 8 + T(u(I~))~~~K-~/~ 1, (remember&,($, S) = 0 
for all iE E 0). Lemma 3 in Pfanzagl [8] states 
1 6,(x) - 6 1 2 +(log n)Wz-1/2 - o,(n-1’2), 
and therefore condition (xvi)(b) implies by a standard argument that 
SUP 
171<(3lom~‘2 
1 L,,(6,8,(x, T)) - L,,(8, 7F)l 2 cK(log ?2)1/2 n-1/2 - O&z+). 
Now consider 
- s ,T,~(310gn)l,B 
+ 1 ~T,,1310g.l~~~ P,(x) - 4 4lP, &(x9 4)c%w 
- JLP, W~nb) - 8) /
< (fz(~Y))l/~ r1j2 
IS ,,,~(310gn)l,a ~-hlP~ h&(x, 4) ~:>xw j 
+ I in - 6 I SUP 1 L~,(6, &(X, 7)) - -h,(~, 81 
171<(310gnP’e 
< (u(tq)‘/” n-112 
+ (f@))l~2 n-l/2 SUP 
lr1<(310gnP’2 
1 T 1 I’%I(~, &(x, T)) - L~~(6, s)l 
+ I in@) - 6 I SUP 
/71$(310bw”~ 
1 L,,(@, h& 7)) - k,(fi> a)l. 
In order to prove 
2 +(log n) n-l - oK(n-1/2)9 
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it remains to show that 
IS 
&Add 1 3 cK(log n) n-112 - oK(n-1/3). 
1+g31ognP 
This is an immediate consequence of Assertion (B) of Theorem 1 and 
Lemma 3. 1 
Our next aim is to investigate the speed of convergence of 
to &,(a, 8). This is done within a few steps two of which are of independent 
interest since they estimate the speed of consistency of T, , n E N. Moreover, 
Theorem 3 shows that we may restrict our attention to those x E X” for which 
T,(x) E 0. 
THEOREM 3. Let conditions (i)-(iv), (vi)-(xi) be satisfied. Then for every 6 > 0 
and every compact K C 0 
1 T,(x) - 9 1 3 6 - O&z-‘) 
Proof. Let 6 > 0 be arbitrary. Choose ox > 0 according to Lemma 3. 
Then\~---91 >6,6EK,implies 
L(8,S) < L(T, 8) - EK . 
Let C = ((8, T) E K X @ 1 1 8 - 7 / > 81. For every (8, T) E c choose an open 
neighbourhood U,,, of 7 such that u,,, c 0, (see Lemma 5) and 
Then 
L(6,8) < infL(UB,7, 8) - (42). 
O,,, = {u E 0 ] L(8, u) < inf L( U,,, , u) - (42)) 
is an open neighbourhood of 6. Since C is compact there exist 89 , Tj , 1 < j < m, 
such that OJ x U, , I < j < m, with Oj := 0, ,T and U, := UBI,71, covers C. 
It follows that for every (6, T) E C there exists j: ll,..., m> such that 7 E U, and 
L(I!+~ , 8) < inf L( Uj ,6) - (42). Hence 1 T,(x) - 9r 1 > 6, 6 E K, implies the 
existence of j E { I,.. . , m> satisfying 
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and L(8i a 6) < inf L( Uj , 19) - (42). Thus we obtain for 8 E K 
P${x E X” 1 1 T,(x) - 9 1 2 s> 
+ 2 Pen lx E X* j I inf L( Uj ,0) R&do) < inf L( Uj ,6) - 51. 
j=l 
Now Lemmas 4 and 5 prove the assertion. 1 
COROLLARY 1. Let conditions (+0-(v), (vi)-(xiii), (xv)(b), (xvi)(a) and (xvii) 
be satisfied. Then for every o > 0 
j s, L,,(cdx, a 4 &,,(W - &Id@, 9;) j b E - OKF). 
Proof. Condition (xvii) yields by a standard argument that for every compact 
KC 0 there exist e, > 0 and a continuous function kK: 8 -+ 88 such that 
I u’ --61 <e,,&EK,implies 
IL&‘, 4 - 4&J, 4 < W) I 0’ - 91 I for all u E 8, 
and 
s o k&) h(du) < co. 
Now choose 8, < e, such that 
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or 
or 
or 
Now Theorem 3 and Lemma 4 prove the assertion since condition (xvi)(a) 
implies condition (3) of Lemma 4 for g*(u) = &,,(a, u), 8, o E 0. 1 
THEOREM 4. Let conditions (i)-(xvii) be satisfzed. Then 
1 T,(x) - 9 1 > cK(log n)1/%-1/2 N O&Z-~/~). 
Proof. Let a, := infaEK L,,(8,6) > 0 ( condition (xiv)). Then Corollary 1 
implies 
s L,l@n,(x, 84 R&4 < 42 - wn-‘>. 0 
Let bK : = supeEK 1 &,(a, S)/ < co (condition (xiii)(b)). It follows that 
Now Theorem 2, and well-known properties of {Qn}neN [8, Lemma 31 prove the 
assertion. 1 
COROLLARY 2. Let conditions (Q-(x&) be satisfied. Then 
1 IQ L,,( rf,(x, a), 0) R&W - L,,(a, 4 1 3 c&g fiY2 n-2 - o&l”). 
Proof. Define e, and KK as in the proof of Corollary 1. Theorem 4 implies 
1 T,(x) - 8 I > c,(log n)%~-~/~ N O&Z-~/~). 
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Since 
or 
1 T,(x) - 6 1 2 c,(log .)1/%-l/2. 
s o AK(U) K&u) < SUP WI + E> 7EK 
1 je kK(u) &,(du) - k,(8) 1 > c 
Lemma 4 implies 
for all 6 E K. 
1 i?,(x) - 6 1 j AK(u) &(du) > c&g n)“’ ,.+‘2 - OK(?.+‘2). 
0 
Since Lemma 7 and condition (xvi)(a) yield 
1 ,$(8, u) &(du) - a&,(8, 8) / > c&g n)1’2 n-1’2 - oK(“1’2) 
the proof is completed. 1 
Now the main result of the present paper is an easy consequence of Theorems 2 
and 4. 
THEOREM 5. Let conditions (i)-(xvii) be satisfied. Th 
1 T,(x) - S,(x)1 2 cK(log n)n-1 - o&-1/2). 
Proof. Let 
and 
4x, 0) = s, L,,P, 4 &&4 - L,,P, Wn(x) - a>, 
&(x, 4 = s, Lp&(x, +u> %,,(W - L,,P, 6). 
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Theorem 2 implies 
1 A,(x, S)l > cx(log n)n-1 - o,(n-l/2), 
and Theorem 4 and Corollary 2 imply 
1 B,(x, a)/ 1 T,(x) - 91 1 2 c,(log n)n-1 - o&l/2). 
The fundamental equation 
J-0 Ll,(~, 4 Rn,xP) 
Tn(x) = 6 - Jo L,,( Tn(x, S), u) R&do) 
leads to 
L,,@, @(T,(x) - 6) + Kdx, WT,(x) - 4 = --L,,P, ~)PnW - $1 - &(x9 a), 
which proves the assertion since 
L,,P, 6) = -&UP, 8) for all 9 E 0, 
and 
jp,(% q > 0 
for every compact KC 0. 1 
4. AUXILIARY RESULTS 
LEMMA 1. Let conditions (i)-(iv), (vi)-(ix) be satisfied. Let g,: 0 + R, 19 E 0, 
be a class of X-integrable functions satisfving 
2; s, I ge(4l W) < ~0 
for every compact K _C 0. Then for every 6 < 0 and every compact KC 0 there 
exists vK > 0 such that 
s ,o--8,26 I g&I JLxW > exp(-w) - O&-Y. 
Proof. Since g, is h-integrable for every 6 E 0 it is also R,,,- integrable for 
every x E M,‘, n E N. Since x E M, N O,(n-l) we assume in the following that 
x EM,‘. Then the proof of the assertion is completely the same as the proof of 
Theorem 1 in [l 11, if there the constant a is replaced by 
a’ :=i&(logx{uE0 1 ) u - 8 I < SI> - log s, I addI G4) > - 0~). I 
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LEMMA 2. Let conditions (xii), (xiii), and (xvi)(b) be satisfied. Then for every 
compact KG 0 there exists dK > 0 such that 
SUP sup 
6EK lU4<dK 
I JL,(~, 41 < 03. 
Proof. Condition (xvi)(b) implies by a standard argument that for every 
compact K 2 0 there exist constants c ,,dKsuchthat la---91 <d,,8EK, 
implies 
1 Lll(8, u> - ‘&(a, $)I < cK 1 CJ - 6 I* 
A Taylor expansion argument yields 
where I e(8) - 6 1 < I u - 6 j. Thus we obtain 
SUP SUP 4EK lo-L+l<dK I ~I,(~~ 41 
d SUP I L,P> s)l + dK SUP I Ma, a>1 + d&K < 00. I 
BEK 6EK 
LEMMA 3. Let (x) be satisfied. Then for every compact K _C 0 and every 
6 > 0 there exists Ed > 0 such that 1 7 - 9 / > 8, 9 E K, +r E 0, implies 
L(8, 6) < L(T, 8) - EK . 
Proof. Since L(T, 8) - L(9,8) > 0 for all 6 E 0, T E 8, and 
{(T$)E@ x K I 17-9 I 3 S} 
is compact the continuity of L on @ x 0 implies 
inf inf (L(T, 8) - L(6, 8)) =: EK > 0. 
4EK 17-La5 
m 
LEMMA 4. Let conditions (i)-(iv), (vi)-(ix) be satis$ed. Let g,: 8 + R, 6 E 8, 
be a class of continuous, h-integrable functions satisfying the following conditions: 
(1) For every compact K _C 0 
(2) For every compact KC 0 
SUP l&WI < a. 
BEK 
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(3) For ewery compact KC 0 and every l > 0 there exists 6, > 0 such that 
la----61 <6,,6~K, implies 
I &(4 - &4@1 < E* 
Then for every E > 0 and every compact K C 0 
/ S, id4 K&4 - g&V / > c - Odn-9. 
Proof. Choose SK > 0 such that \ c - 9 1 < 8, ,9 E K, implies 
I &b) - &@)I -=I r/4. 
This is possible by (3). Lemma 1 implies that there exists Q > 0 such that 
N Ox(n-‘). 
Thus we only have to show that 
But this is an immediate consequence of (3), 
Ox(n-l). 
< + + I &@)I I %>,{U E @ I I u - 8 I < SK> - 1 I, 
and Theorem 1 in Strasser [ 111, which implies that 
IR,,,(UE@IIU-81 <6,}-11 >E/4NO&‘). 1 
LEMMA 5. Let conditions (i)-(iv), (vi)-(xi) be satisfied. Then for wery E > 0, 
7 E 6 there exists o7 C UTA such that U C 0, implies 
I 
inf L( U, u) A,,,(du) < inf L( U, 8) - E N Ox(n-1). 
0 
Proof. Let E > 0 be arbitrary. For fixed r E 6 and every 6 E K there exist 
neighborhoods 0, of T and W, of 9 such that 7’ E 0, and a, u’ E W, imply 
1 L(T’, u) - L(T’, u’)I < e/8 
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(condition (x)). Since K is compact there exist 6$ ,..., 19~ , such that WeI ,..., W, 
covers K. Let 0 = fly=, Oar . The uniform cover theorem yields e, > 0 suci 
that for every 8 E K there exists j ~(l,..., m> with the following property: 
6EWBjand ]a--61 <e,implyaEWg .Thusforall7’EOand 8EKthe 3 
inequality 1 a - 8 1 < e, implies 
j L(T’, u) - L(T’, a>1 < c/s. 
Choose o7 = 0 n UTA. Then UC 0, implies 
inf L( U, u) > inf L( U, 8) - (e/4) 
for I u - 8 I < e, and 6 E K. Now the proof is finished similar to the proof of 
Lemma 4. 1 
LEMMA 6. Let conditions (i)-(viii) b e satisfied. Then for every compact KC 0 
there exists a, > 0 such that 
R,,,{u e 0 1 1 u - 6 j > (a,a(9))1i2(log n)1&z-1~2) > cKn-1/2 N ~(n-l/~). 
Proof. Theorem 2 in Strasser [ll], yields a, > 0 such that 
R,,,{o e 0 1 I u - 8,(x)/ > $(uKa(8))1i2(log n)1/sn-1/2} 3 cKn-li2 N o(+/~). 
Lemma 3 in Pfanzagl [S], implies 
I 6,(x) - 6 I > &(a,a(6))1/2(log n)1Pn-1/2 N oK(n-lj2) 
for sufficiently large aK > 0. Since 
{U E 0 1 I u - 6 1 > (aKa(8))112(10g n)1/2n-1/2) 
_C {U E 0 1 1 u - S,(x)1 > $(u,u(8))1~2(log n)1/2n-1/2}, 
or 
1 9,(x) - B I > $(u,a(8))1/2(log n)1/2n-1/2 
the assertion follows immediately. 1 
LEMMA 7. Let conditions (i)-(ix) be sutisjied. Let g,: 0 + R, 6 E 0, be a class of 
continuous, A-integrable functions satisfying the following conditions: 
(1) For every compact K _C 0 
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(2) For every compact K C 0 
sup I &(@)I < 03. 
6EK 
(3) For every compact K c @ there exist eK > 0 and dK > 0 such that 
la-81 < eK ,9 E K, implies 1 g8(a) - g@(a)1 < dK1 D - 8 1. 
Then 
1 /eg8(u) R&do) - g*(8) / 3 cK(log n)l” n-l” - oK(n-1’2)- 
Proof. Lemma 1 implies that we need only show 
IS ,o-a,<exgL9cJ) JLW - &e> 1 2 cK(log nY2 n-1/2 - oK(n-1’2)- 
From Lemma 7 we obtain aK > 0 such that 
&,(a E 0 ] ] (5 - 8 1 > (aKa(t9))112(log n)1&z-1/2} 2 cKn-l12 - oK(n-1/2). 
Thus the proof is finished considering 
Is ,o--8/<eK B6(4 K&u) - &@) 1 
< c?KdK&x{U E 0 I I U - 9 1 3 (aKa(8))l12 (log n)l12 n-l12} 
+ dK(aKa(Q))l12 (log n)li2 n--l/z 
+ g,(8) j &,(u e @ 1 1 u - 8 I < (aKa(8))“” (log n)li2 n-li2} - 1 I. 1 
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