The fast evolution of microstructure is key to understanding "crackling" phenomena [1-5]. It has been proposed [2-3] that formation of a nonlinear zone around a moving crack tip controls the crack tip velocity. Progress in understanding the physics of this critical zone has been limited due to the lack of hard data describing the detailed complex physical processes that occur within. For the first time, we show that the signature of the non-linear elastic zone around a microscopic dynamic crack maps directly to generic phases of acoustic noises, supporting the formation of a strongly weak zone [2-3,5] near the moving crack tips. We additionally show that the rate of traversing to non-linear zone controls the rate of weakening, i.e. speed of global rupture propagation. We measure the power-law dependence of nonlinear zone size on the traversing rate, and show that our observations are in agreement with the Kibble-Zurek mechanism (KZM) [8-9].
the curvature of the tip, resulting in deviation of the curvature of tip from linear elastic analyses that are commonly used in material science.
In this study we use functional networks applied to multi-stationary acoustic emission records from microscopic cracks of rock deformation and rock friction experiments (see methods section) to show that the nucleation phase of micro-ruptures reflects signatures of non-linearity (i.e., a critical or impulse zone), which allows an independent verification of the rupture state. We illustrate how the initial strengthening phase acts as a barrier against the eventual dynamic failure during rock deformation, and that the details of evolution during this stage, of only a few microseconds duration, plays a major role in determining the final rupture state. Our observations indicate that cracking noises which traverse faster to their critical point induce a higher magnitude of material softening, reducing the weakening rate. These new results facilitate prediction of the ongoing rupture state and its magnitude, and are consistent with other studies [6] [7] . For the first time, we show that cracking noises hold the signature of Kibble-Zurek mechanism (KZM) [8] [9] [10] [11] that provides an estimation of microscopic defect density versus traversing rate to critical zone. A key result of KZM relates faster "quenches" to shorter freeze-in time and higher defect densities. This proves that dynamics of topological defects in near tip region likely follows universality of continuous phase transitions. In addition, we illustrate that cracks exhibiting global rupture fronts with velocity faster than Rayleigh waves (i.e., super-shear rupture fronts [13] ) display a complex configuration of non-linear zone prior to the fast weakening phase.
Results
We use short-term records of multi-stationary acoustic emission waveforms from rock deformation experiments under different confining pressures and loading paths on two rock types:
Westerly granite and Basalt from Mount Etna, Italy. (datasets Lab.EQ1, Lab.EQ2, Lab.EQ3 and Lab.EQ4 -see methods section and supporting information). We apply tools from the theory of complex networks to analysis microscopic cracks with the received AE waveforms [4, 12] . These results then allow us to develop a new interpretation of multiple acoustic-crackling signals involving micro-second evolution of different regimes of dynamic "defect", encoded in "Q-profiles" (a temporal modularity of constructed functional networks). The analysis proceeds as follows (Fig.1a-Fig.S1 ): S-phase: an initial strengthening or nucleation regime with fast-approaching to the main critical point or the catastrophic failure phase; W-phase: a fast-slip or weakening phase; D-phase: a slow slip phase (decelerating phase) [12, [14] [15] . To better understand the S-phase , we use the reciprocal of modularity profiles (R-profiles) which closely resembles dynamic stress profiles (Fig.S1 ).
To investigate the nucleation phase of dynamic cracks (and defects), we employed these laboratory tools in combination with a definition of the critical zone onset, R c , as a step change in curvature in the computed R-profile (Fig.2 b,c) . Defining a critical zone (hereafter, C-zone), which is accompanied by a very fast transition to negative 
correlates with the local rate of ramping ( Fig.S6) , and show that it controls the rate of weakening where the fast-slip occurs ( Fig.3c and Fig.S3 ). This is illustrated in Fig 3c, as traverses across to the C-zone increase in speed, a slower rate of weakening is observed. We interpret this key result as the effect of higher C-zone size ( Fig.3a) , which generates a slower weakening rate due to a slower global rupture front. This finding implies that earlier onset of C-zone associates with smaller  and then higher rupture velocity. This observation is in agreement with Buehler's molecular dynamic simulations [2] regarding inverse scaling of the onset of non-linear zone and crack velocity. This evidence further promotes our hypothesis that the initial strengthening phase acts as an obstacle and that the "path" of the system in crossing from an impulsive zone to a more benign zone is the key to determine the next evolutionary phases in acoustic excitations. Fig.3b shows that a shorter C-zone scales inversely with faster traversing to C-zone. This finding indicates that the time to freeze out defects is strongly associated with the rate of transiting to this regime, implying an active Kibble-Zurek mechanism (KZM) [9] [10] [11] . Based on this theory, the resulting density of defects left behind by transitions is dependent on the rate at which the critical point is traversed, and the rate with which the systems can adjust (i.e., healing time). This mechanism is reflected in the density of defects and freeze-out time which is scaled with ramp rate [10] [11] . Based on our new data, the traversing rate to the C-zone is scaled as (Fig.S6 ) : Further investigation of acoustic excitation events shows two typical behaviours in their critical zone. While most of the events imprint uniform evolution of C-zone, some events display a complex trend of this zone. To further understand the nature these unusual events, we calculated the C-zones from super-shear and sub-shear macro-ruptures reported in [22] (Fig.4) . Whilst reference to super-shear events such as these produce a complex C-zone, including significant fluctuations within this zone (Fig.4, Fig.S9-12 ), sub-shear events reflect simpler evolutionary trends within this zone. As such, we have shown in this work that key changes in the curvature of C-zone are correlated with very fast rupture events. By fitting a polynomial functions on the C-zone, we are able to describe both sub-shear (i.e. regular earthquakes) and super-shear events with polynomial function of degree 2 and 3 (or higher for super ruptures) respectively (Fig. 5and Fig.S .12-S.13). As a result, we interpret the observed stiffening regime in C-zone of microscopic events with very fast ruptures where the rupture velocity approaches intersonic speeds. These observations resemble the results of molecular dynamic models in which elastic stiffening or softening elastic behaviour is induced through disharmonic interatomic potential, producing super-ruptures and sub-Rayleigh fronts respectively [2] . Further analysis of events from our experiments indicates that extreme fluctuation in the critical zone is not limited to macro-scale events and can be accessible in micro-scales ( Fig.5 and Fig.S .11-S.12). In such cases, and by using the same characteristics of C-zone in macro-scale template events, we postulate that some of microscopic events in rock interfaces possess the signature of super shear events. The reason for such microscopic super-shear events lies in the build-up of large stresses at microscopic scales, which may reach to the required order of stress to onset super ruptures in microscopic damage zones [16] . This is the first indication for the occurrence of super shear defects in microscopic scale and proves the results of atomistic models concerning rupture (or dislocation)
velocities.
To conclude, we have shown, for the first time via laboratory data, the effect, of a few microseconds duration, of fracture evolution derived purely from microscopic defects using multiple acoustic excitations. This was used to define the rupture regime (style) and the rupture dimension.
We found that acoustic waveforms may be analyzed via mathematical graph theory to yield new insight on the structure of dynamic crack-tip processes, confirming the recent approaches on the role of non-linear zones to govern the rupture state. For the first time, we confirmed the validation of KZM mechanism in the scale of microscopic cracks and acoustic-crackling noises, where the size of non-linear critical zone is scaled with the traversing rate to this zone. For supershear ruptures, we found that complexity in the nucleation phase induces a stiffening zone in vicinity of moving crack tip. With using such characteristics of C-zone, we recognized microscopic super rupture events in laboratory tests; a significant step towards recognizing dislocations with velocity faster than shear waves.
Methods Laboratory Procedures:
We use four sets of recorded acoustic emissions-labeled as Lab.EQ1, 2 , 3 and 4 -from Westerly granite and Basalt rock samples (most of the analyzed events are precursor rupture fronts). The Lab.EQ1and 2 are the recorded multi-stationary acoustic waveforms from evolution of frictional rock-interfaces of Westerly Granite samples. The interfaces were in dry conditions with smooth (saw-cut) and naturally -rough surfaces, respectively [17] . The evaluated events are from different stages and position and then are not limited to particular stage of the tests. The Lab.EQ3 is the fast-loading experiment on a cylindrical sample of Westerly Granite (~10 -5 s -1 ) at 50MPa confining stress, which is about an order faster than Lab.EQ1 and 2 [18] . Lab.EQ4 are events from Basalt samples; described in [19] .The global loading rate was about 10 -6 s -1 . We also use unamplified waves with definite global rupture velocity in centimeter scales from [22] as our macroscopic template events. We use these template events to discover microscopic super-shear events. In all of the above experiments, we reordered amplified events using 16 to 18 sensor networks in both short (discrete events) and long timescale recorders (AE records).
Networks of Acoustic emission waveforms:
The idea in studying each single acoustic excitation event is to determine the onset of the critical phase where the defects (damage) precipitate out in a matrix of elastic material. The details of the employed algorithm can be found in [4, 12, 14] . In summary, the algorithm uses a thresholded-closeness metric to establish functional networks where the nodes are the sensors and per each time step in a short-time interval (~200µs), a network is assigned. Per each network a set of properties, including modularity index are extracted. The temporal evolution of Q values in the monitored time interval forms Q-curves. Q(t) carries generic universal time scales, distinguishing microseconds details of micro-cracks. Regarding wide range applications of acoustic emissions and their observation in an unusually large number of experiments , finding such a universal frame on complicated emitted waveforms are much of important. Following [4, 14] ,we found three generic classes, corresponding to the following phases in Q-profiles (Fig.S.1 (Q 0 is the initial or rest value of Q(t)). The trend of R(t) is similar to the temporal trend of maximum of node's degree (Fig.S.3) . We also use a parameter indicating the mean of local energy flow for a given network: betweenness centrality (B.C). It characterizes the importance of a node using the number of shortest paths from all nodes that pass through that node [20] . We discover that negative concavity of the theory of accelerated waves in incipient plasticity in crystals (see SI-section3) [21] .
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