Abstract. Association rule mining, studied for over ten years in the literature of data mining, aims to help enterprises with sophisticated decision making, but the resulting rules typically cannot be directly applied and require further processing. In this paper, we propose a method for actionable recommendations from itemset analysis and investigate an application of the concepts of association rules-maximal-profit item selection with cross-selling effect (MPIS). This problem is about choosing a subset of items which can give the maximal profit with the consideration of cross-selling effect. A simple approach to this problem is shown to be NP-hard. A new approach is proposed with consideration of the loss rule-a rule similar to the association rule-to model the cross-selling effect. We show that MPIS can be approximated by a quadratic programming problem. We also propose a greedy approach and a genetic algorithm to deal with this problem. Experiments are conducted, which show that our proposed approaches are highly effective and efficient.
Introduction
Data mining technology, as one of the strong pillars in CRM (Customer Relationship Management), plays a vital role in business expansion. By knowing customer behavior based on past records, increased profits from cross-selling and other business strategies can be achieved. The behaviour in terms of sales transactions is considered significant (Blischok, 1995) . Data mining on such transactions is called market basket analysis. We consider the scenario of a supermarket or a large store. Typically there are a lot of different items offered, and the amount of transactions can be very large. For instance, Hedberg (1995) reports that the American supermarket chain Wal-Mart keeps about 20 million sales transactions per day. This vast amount of data requires sophisticated methods in the analysis.
Decision making in the business sector is considered one of the critical tasks in data mining. There is a study in Kleinberg et al. (1998) on the utility of data mining for such problems, which proposes a framework based on optimization for the evaluation of data mining operations. The general decision making problem is considered as a maximization problem as follows: max x∈D i∈C G(x, y i ) where D is the set of all possible decisions in the domain problem (e.g. inventory control), C is the set of customers, y i is the data or history we have on customer i, and G(x, y i ) is the utility (benefit) from a decision x and y i . However, with a further investigation of such decision problems, we notice that we are in fact dealing with a maximization problem of the following form:
where Y is the set of all y i , or the set of data and history collected about all customers. The above form is more appropriate when there are correlations among the behaviours of customers (e.g. cross-selling -the purchase of one item is related to the purchase of another item), or when there are interactions among the customers themselves (e.g. viral marketing, or marketing by word-of-month among customers). Such effects can be uncovered only by extracting patterns in Y and we cannot determine G() based on each single customer alone.
The problem under investigation in this paper is about such a problem: optimal product selection (Brijs et al., 1999 (Brijs et al., , 2000 Wang and Su, 2002; Wong et al., 2003) . The problem is to find a subset of the products to be discontinued so that the profit can be maximized. The formulation of the problem considers the important factor of cross-selling which is the influence of some products on the sales of other products. The cross-selling factor is embedded into the calculation of the maximum profit gain from a decision. This factor can be obtained from an analysis of the history of transactions kept from previous sales which corresponds to the set Y in formulation (1).
1
Association rule mining (Agrawal et al., 1993) aims at understanding the relationships among items in transactions or market baskets. However, it is generally true that the association rules in themselves do not serve the end purpose of the business people. We believe that association rules can aid in more specific targets. Recently, some researchers (Brijs et al., 1999) suggest that association rules can be used in the item selection problem with the consideration of relationships among items. Here we follow this line of work in what we consider as investigations of the application of data mining in the decision-making process of an enterprise.
We study the problem of Maximal-Profit Item Selection with cross-selling effect (MPIS) (Wong et al., 2003) . MPIS is the problem of finding a set of J items with the consideration of the cross-selling effect such that the total profit from the item selection is maximized, where J is an input parameter. We assume that a history of transaction records is given for uncovering customer behaviours. We show that a simple version of this problem is NP-hard. We model the cross-selling factor with a special kind of association rule called loss rule. The rule is of the form I → ♦d, where I is an item and d is a set of items, and ♦d means the purchase of any items in d. This loss rule helps to estimate the loss in profit of item I if all items in d are missing after the selection. The rule corresponds to the cross-selling effect between I and d.
To tackle this problem, we propose a quadratic programming method (QP), a heuristics method called MPIS Alg and a genetic algorithm (GA) approach. Some preliminary results for QP and MPIS Alg are shown in Wong et al. (2003) . In QP, we express the total profit of the item selection in quadratic form and solve a quadratic optimization problem. Algorithm MPIS Alg is a greedy approach which uses an estimate of the benefits of the items to prune items iteratively for maximal-profit. From the experiment, the profitabilities of these two proposed algorithms are greater than that of naive approach for all data sets. On average, the profitability of QP and MPIS Alg is 1.33 times higher than the naive approach for the synthetic data set. Besides, when the number of items is large (as in the drugstore data set), the execution time of the best previous method, HAP (Wang and Su, 2002) , is 6.5 times slower than MPIS Alg. This shows that the MPIS Alg is highly effective and efficient. GA can be viewed as an optimization method which encodes a possible solution of a problem in a chromosome-like data structure. The GA approach creates a number of chromosomes in a population and finds a solution by rearranging the chromosomes in the population. From our experiments, GA also gives high profitabilities and the efficiency is comparable to MPIS Alg. For some datasets in our experiments, GA out-performs MPIS Alg in both profitabilities and efficiency.
Problem definition
Item selection problem was first addressed by Brijs et al. (1999 Brijs et al. ( , 2000 and Wang and Su (2002) . MPIS is a problem of selecting a subset from a given set of items so that the estimated profit of the resulting selection is maximal among all choices. Our definition of the problem is close to Wang and Su (2002) . Given a data set with m transactions, t 1 , t 2 , . . . , t m , and n items, I 1 , I 2 , . . . , I n , let I = {I 1 , I 2 , . . . , I n }. The profit of item I ∈ I in transaction t i is given by pro f (I, t i ).
2 Let S ⊂ I be a set of J selected items. In each transaction t i , we define two symbols, t i and d i , for the calculation of the total profit.
t i represents a set of items selected in the transaction t i while d i represents a set of items not selected in t i . Suppose a subset S of items is chosen. In other words, some items in I 1 , . . . , I n will be eliminated. The transactions t 1 , . . . , t m might not occur in exactly the same way if some items have been removed beforehand, since customers may not make some purchase if they know they cannot get some of the items. Therefore, the anticipated profit pro f (I, t i ) of items in future transactions can be affected if some items are removed from the stock. This is caused by the cross-selling factor. Here, we assume the customers do not substitute for items that are not available. 3 The cross-selling factor is modeled by csfactor(D, T ), where D is a set of unselected items and T is a set of selected items, and 0 ≤ csfactor(D, T ) ≤ 1. csfactor (D, T ) , is the fraction of the profit of the items in T that will be lost in a transaction if the items in D are not available and the items in T are available. Note that the cross-selling factor can be determined in different ways. One way is by the domain experts. Here we advocate an alternative to derive this factor from the given history of transactions.
We define the total profit of item selection based on the given set of transactions. Roughly speaking, this is given by the original profits of the transactions subtracting the profit loss due to the items removed after making the selection. Assume customers react in the same way if one or more of their favourite products in their choice set is removed. Thus, we can handle each transaction in the same way. For each transaction, we calculate the profit remained of the selected items after the selection. Then, we sum up the profit remained for all the transactions. The sum is the total profit of the item selection of our problem.
A general formula of the total profit of item selection is shown as follows. Let pro f (t , t) be the total profit of the items in t in transaction t. That is, pro f (t , t) = I ∈t pro f (I, t).
Definition 1 (Total profit of item selection). The total profit of an item selection S is given by
We select a set of J items so that the total profit is the maximal among all such sets.
For the special cases when all items in transaction t i are selected in the set S, d i is empty, t i will not be affected and so the profit of transaction t i would remain unchanged. If no item in transaction t i is selected, then the customer could not have executed the transaction t i . t i is an empty set, and the profit of transaction t i becomes zero after we have made the selection. This is because, as the items in the transaction would no longer be in the stock, the transaction should not appear after we have made the selection.
For simplicity, we modify Definition 1 to Definition 2 by assuming the independence of csfactors in the same transaction. For instance, there is a transaction t i = {I 1 , I 2 , I 3 , I 4 } and I 1 and I 2 are removed. In Definition 1, the total profit is modeled as pro f ({I 3 , I 4 }, t i )(1 − csfactor({I 1 , I 2 }, {I 3 , I 4 })). In Definition 2, we simplify it by the summation of each item. That is,
Later we shall show that the selection problem for this simplified definition is already very hard. For clarify, we denote csfactor(d i , {I }) by csfactor(d i , I ). The simplified form of the total profit of item selection is shown as follows.
Definition 2 (Total profit of item selection). The total profit of an item selection S is given by MPIS. Given a set of transactions with profits assigned to each item in each transaction, and the cross-selling factors, csfactor(), pick a set S of J items from all given items which gives a maximum profit P(S).
Example: Suppose a shop carries office equipments of monitors, keyboards, and telephones, with profits of $1000 K, $100 K, $300 K, respectively (See Table 1 ). Suppose now the shop decides to remove one of the 3 items from its stock, the question is which two should we choose to keep. If we simply examine the profits, we may choose to keep monitors and telephones, so that the total profit is $1300 K. However, we know that there is strong cross-selling effect between monitor and keyboard. We can get this information from a sales record such as the following table of transactions, where each row records a transaction, with the value of 1 meaning a purchase. If the shop stops carrying keyboard, the customers of monitor may choose to shop elsewhere to get both items. The profit from monitor may drop greatly, and we may be left with profit of $300 K from telephones. If we choose to keep both monitors and keyboards, then the profit can be expected to be $1100 K which is higher. MPIS with the profit as defined in Definition 2 will give us the desired solution. Suppose we choose monitor and telephone. For a transaction t i , with the purchase of monitor and keyboard, d i = {keyboard}, csfactor(d i , monitor) = csfactor({keyboard}, monitor) → 1, and prof (monitor, t i )(1 − csfactor(d i , monitor)) → 0. This example illustrates the importance of the consideration of cross-selling factor in the profit estimation, and the usefulness of our definition for the determination of a selection.
The MPIS problem is at least as difficult as the following decision problem, which we call the decision problem for MPIS:
MPIS decision problem. Given a set of items and a set of transactions with profits assigned to each item in each transaction, a minimum benefit B, and cross-selling factors, csfactor(), can we pick a set S of J items such that P(S) ≥ B?
To understand the difficulty of the problem, we consider the very simple version where csfactor(d i , I ) = 1 for any non-empty set of d i . That is, any missing item in the transaction will eliminate the profit of the other items. This may be a much simplified version of the problem, but it is still very difficult. 
Proof:
We shall transform the problem of CLIQUE to the MPIS problem. CLIQUE (Garey and Johnson, 1979 ) is an NP-complete problem defined as follows:
Clique. Given a graph G = (V, E) and a positive integer K ≤ |V |, is there a subset V ⊆ V such that |V | ≥ K and every two vertices in V are joined by an edge in E ?
The transformation from CLIQUE to the above MPIS problem is described as follows. Set J = K , B = K (K − 1). For each vertex v ∈ V , construct an item. For each edge e ∈ E, where e = (v 1 , v 2 ), create a transaction with 2 items {v 1 , v 2 }. Set pro f (I j , t i ) = 1, where t i is a transaction created in the above, i = 1, 2, . . . , |E|, and I j is an item in t i . It is easy to see that this transformation can be constructed in polynomial time.
Consider the case where K vertices form a complete graph in G. Let the set of corresponding items for the clique be C. That is, in the MPIS problem, each corresponding item should co-exist with the other K − 1 items in C in some transactions. Let this set of transactions be T c . It is easy to see that if the set of items in the clique are chosen in the set S then the profit will be B. T c is the set of the only transactions that contribute to the profit calculation. In a transaction not in T c , if an item I i in C exists, it co-exists with another item which is not in C. Since the cs factor is 1, the profit from item I i in the transaction is 0. Conversely if S is a set in the MPIS problem with benefit above B, then there must exist a complete graph with at least K vertices in the CLIQUE problem. Since CLIQUE is an NP-complete problem, the above MPIS problem is NP-hard.
Related work
Suppose we are given a set I of items, and a set of transactions. Each transaction is a subset of I. An association rule has the form X → I , where X ⊆ I and I ∈ I; the support of such a rule is the fraction of transactions containing all items in X and item I ; the confidence for the rule is the fraction of the transactions containing all items in set X that also contain item I . The problem is to find all rules with sufficient support and confidence. Some of the earlier work includes Mannila et al. (1994) , Agrawal and Srikant (1994) and Mannila (1997) . Note that in all such data mining research, it is assumed that some patterns can be mined from the history of transactions and these patterns will persist in the future, so that they can help to predict the customer behaviour for decision making.
The maximal-profit item selection problem has been studied recently in Brijs et al. (1999) , (2000) and Wang and Su (2002) (PROFSET and HAP) . In PROFSET, the crossselling effects are modeled by frequent itemsets, which are sets of items co-occurring frequently. A maximal frequent itemset is a frequent itemset which does not have a frequent item superset. The profit margins of maximal frequent itemsets are counted in the total profit. The problem is formulated as binary programming that aims at maximizing the total profit.
A number of drawbacks of the original PROFSET are pointed out in Wang and Su (2002) : (1) PROFSET is independent of the strength of the relationship between items (i.e. the level of confidence). 4 (2) PROFSET does not give a relative ranking of the selected items directly from the objective function.
5 (3) The purchase intention is not only illustrated in the maximal frequent itemsets because subsets of maximal frequent itemsets are also related to purchase intention, which are not considered in PROFSET. HAP (Wang and Su, 2002) applies the "hub-authority" profit ranking approach (Safronov and Parashar, 2002) to solve the maximal profit item-selection problem. Items are considered as vertices in a graph. A link from I i to I j represents the cross-selling effect from I i to I j . A node I j is a good authority if there are many links of the form I i → I j with a strong strength of the link. The HITS algorithm (Kleinberg, 1999 ) is applied and the items with the highest resulting authorities will be the chosen items. It is shown that the result converges to the principal eigenvectors of a matrix defined in terms of the links, confidence values, and profit values. However, HAP also has some weaknesses. (1) Problems of dead ends or spider traps as illustrated in Ullman (2003) can arise. (2) In HAP, the authority weight of an item I j depends on the profit of any other item I i with the association rule I i → I j . It is possible that some items with low/zero profit gain have very high authority weights, and are selected by HAP. In fact the real data set we shall use in the experiments exhibits this phenomenon, and HAP cannot give a good solution.
Cross selling effect by association rules
So far we have introduced the idea of the problem formulation but we have not specified how to determine the cross-selling effect csfactor. In previous work (Wang and Su, 2002) , the concept of association rules is applied to this task. Here we also apply the ideas of association rules for the determination of csfactor.
We are going to estimate the possible profit from a given set of transactions. As in previous work on data mining, our assumption is that some patterns corresponding to customer behaviour can be discovered in the data set, and these patterns will remain unchanged in the future. Therefore, if all items are selected, the profit will remain the same since the customers will make similar purchases. Suppose we have made a selection S of J items (J < n). According to the customer behaviour, the decrease in available items may change the future purchases and similar transactions as the history would probably not occur in the future. In particular, some transaction types may be reduced in size and this leads to profit loss if some items in the transactions are missing.
Consider a transaction t i in our transaction history. Suppose some item, say I , is selected in S but some items are not selected (i.e. d i ). If there is the customer behaviour that purchasing I always co-occurs with the purchase of at least one element in d i then it would be unlikely for transaction t i to exist after the selection of S. This is because t i contains I and no element in d i after the selection, which does not follow the pattern of customer behaviour. The profit generated by t i from I should be removed from our estimated profit. The above customer behaviour can be modeled by the concepts of association rule. We model the cross-selling factor in the total profit of item selection csfactor
given by the following:
Consider a transaction t i in our transaction history. Suppose some item, say I , is selected in S but some items are not selected (i.e. d i ). If there is a customer behaviour that purchasing I always co-occurs with the purchase of at least one element in d i then it would be unlikely for transaction t i to exist after the selection of S. This is because t i contains I and no element in d i after the selection, which does not follow the pattern of customer behaviour. The profit generated by t i from I should be removed from our estimated profit. The above customer behaviour can be modeled by the concepts of association rule. We model the cross-selling factor in the total profit of item selection csfactor
The rule I → ♦d i is called a loss rule. The rule I → ♦d i indicates that from the history, whenever a customer buys the item I , he/she also buys at least one of the items in d i . Interpreting this as a pattern of customer behaviour, and assuming that the pattern will not change even when some items were removed from the stock 6 , if none of the items in d i are available then the customer also will not purchase I . This is because if the customer still purchases I , without purchasing any item in d i , then the pattern would be changed. Therefore, the higher the confidence of I → ♦d i , the more likely the profit of I in t i should not be counted. This is the reasoning behind the above definition.
The confidence of the loss rule I → ♦d i is defined in a similar manner as for the association rule:
is equal to number of transactions containing I and any element in d i
number of transactions containing I
The total profit estimates the amount of profit we would get from the set of transactions t 1 , . . . t m , if the set of items is reduced to the selected set S. From Definition 2, we have Definition 5 (Total profit of item selection (loss rule based)). The loss rule based total profit of item selection S is given by
On the choice of I → ♦d i
It may seem that ♦d i → I also shows the correlation between d i and I , but it is not applicable here. Let us consider an example of a supermarket. Suppose it is observed that whenever a customer buys tea, milk or cream is usually purchased. However, milk or cream is often purchased without the purchase of any tea. That is, {tea} → ♦{milk, cr eam} has high confidence and ♦{milk, cr eam} → {tea} has low confidence. If the shop discontinues both milk and cream, it can highly affect the sales of tea. We can see that the high confidence of {tea} → ♦{milk, cr eam} will uncover the cross-selling effect. We can also see that the rule ♦{milk, cr eam} → {tea} is not relevant here. In fact, with its low confidence, it would indicate that there is no cross-selling correlation.
Another alternate candidate for the loss rule is
is the conjunction of all items in d i . This rule is the implication that the purchase of I will lead to the purchase of all items in d i . Let us consider another example where the purchase of tea is often accompanied by the purchase of milk. However, the purchase of tea has not much relation to the purchase of pencil. Therefore, the confidence of {tea} → {milk∧ pencil} is low while the confidence of {tea} → {milk ∨ pencil} is high. It is clear that if we discontinue milk and pencil, then the sales of tea will be affected. However, if the rule of {tea} → {milk ∧ pencil} is used, then the expected effect on a transaction with tea, milk and pencil will not be achieved. Or suppose people usually have their tea with either milk or cream. The confidence of {tea} → {milk ∧ cr eam} is low while that of {tea} → {milk ∨ cr eam} is high. If the rule of {tea} → {milk ∧ cr eam} is used, then we would not get the expected effect on a transaction with tea, milk and cream.
Quadratic programming
Mathematical programming (or constrained optimization), and its most popular special form, linear programming (LP), has found practical applications in the optimal allocation of scarce resources. The method has been applied for optimization problems in many companies and has saved millions of dollars in their operation (Hiller and Lieberman, 2001 ). The petroleum industry was an early intensive user of LP for solving fuel blending problems. The problem involves a number of decision variables, an objective function in terms of these variables to be maximized or minimized, and a set of constraints stated as inequalities in terms of the variables. In LP, the objective function is a linear function of the variables. In quadratic programming, the objective function must be quadratic. That means the terms in the objective function involve the square of a variable or the product of two variables. If s is the vector of all variables, a general form of such a function is
s T Qs where f is a vector and Q is a symmetric matrix. If the variables take binary values of 0 and 1, the problem is called zero-one quadratic programming.
In this section, we propose to tackle the problem of MPIS by means of zero-one quadratic programming. We shall show how the problem can be approximated by a quadratic programming problem. Let s = (s 1 , s 2 , . . . , s n )
T be a binary vector representing which items are selected in the set S. s i = 1 if item I i is selected in the output. Otherwise, s i = 0. The total profit of item selection P can be approximated by the quadratic form f T s + 1 2 s T Qs where f is a vector of length n and Q is an n by n matrix in which the entries are derived from the given transactions. The objective is to maximize f T s + The above observation is based on the principle of inclusion-exclusion in set theory. To see this, let us consider the numerator in Definition 4 and let it equal g(I a , d i ). 
.| is the number of transactions containing the items
The reason the above approximation is acceptable is that the number of transactions containing a set of items J is typically smaller than the number of transactions containing a subset of J . Hence |I j I k I l | is typically much smaller than |I j I k |, etc. From this approximation we can deduce the following theorem. 
The proof of Theorem 2 can be found in Appendix A.
Corollary 1. P can be approximated by P
s T Qs where Q is a symmetric n by n matrix.
The corollary follows because
Since the value of s i is either 0 or 1, from the above corollary, we have approximated the problem of MPIS by that of 0-1 quadratic programming with the maximization of P and an equality constraint of i s i = J :
s i = J, and s i = 0 or s i = 1 for i = 1, 2, . . . , n Any 0-1 quadratic programming problem is polynomially reducible to an unconstrained binary quadratic programming problem (Iasemidis et al., 2001 ). An unconstrained binary quadratic programming problem can be transformed to a binary linear programming problem (zero-one linear programming) (Beasley, 1998) . More related properties can be found in Luo et al. (2001) and Horst et al. (2000) . Zero-one linear programming and quadratic programming are known to be NP-complete (Sahni, 1974) . However, there exist programming tools which can typically return good results within a reasonable time for moderate problem sizes. We shall apply such a tool in our experiments which will be presented in Section 8.
The above quadratic programming model can also be enhanced by pushing additional constraints. Typically, retailers will have the need to impose several additional restrictions related to their retail domain knowledge. For instance, a retailer will only accept the decisions from a product selection model in so far that the assortment (after selection) offers sufficient variety (assortment width) and alternatives (assortment depth).
Algorithm MPIS Alg
As quadratic programming may not scale up to large data sizes, we propose next a heuristical algorithm called Maximal-Profit Item Selection (MPIS Alg). This is an iterative algorithm. In each iteration, we estimate a selected item set with respect to each item based on its "neighborhood" in terms of cross-selling effects, and hence try to estimate a profit for each item that would include the cross-selling effect. With the estimated profit we can give a ranking for the items so that some pruning can be achieved in each iteration. The possible items for selections will become more and more refined with the iterations and when the possible set reaches the selection size, we return it as the result.
This algorithm takes account of the following factors: (1) We utilize the exact formula of the profitability in the iterations. This should steer the result better towards the goal of maximal profits compared to other approaches such as HAP (Wang and Su, 2002 ) that do not directly use the formula. (2) With the "neighborhood" consideration, the item pruning at each iteration usually affects only a minor portion of the set of items and hence introduces only a small amount of computation for an iteration. Compared to the HAP approach where the entire cross-selling matrix is involved in each iteration, our approach can be much more efficient when the number of items is large.
Overall framework
Before describing the algorithm, we define a few terms that we use. If a transaction contains I k only, the transaction is an individual transaction for I k . The individual count c k , of an item I k is the total number of individual transactions for I k . The individual count reflects the frequency of an item appearing without association with other items.
Let Z k be the set of transactions that contain I k , the average profit of I k is given by 
In the algorithm MPIS Alg, there are two phases-(1) Preparation Phase and (2) Main Phase. In the Preparation Phase, the frequency and the individual count of each item and the size 2 itemsets are returned. In the Main Phase, the benefit of each item is evaluated. Initially the result set contains all items, a number of iterative steps of removing items with minimum estimated benefit proceed until J items remains.
In order to estimate the significance of an item in terms of profits, the cross-selling factor should be considered, which depends on a selection set S. Since S does not exist initially, we shall estimate a chosen item set for each item. For each item I i , we find J − 1 "best" items in its "neighborhood", the set of the J − 1 items is denoted by S i . Hence the neighborhood is roughly a set of items that co-occur frequently with I i with high profits. Set S i is called the estimation set for I i .
In order to determine set S i , we calculate the following values for all j:
. support(X ) refers to the number of transactions containing X in the given database. e i, j is called the estimated value of item I j with respect to item I i . The first part p j × c j is due to the benefit of the individual profit given by item I j as this count is not related to other items. The reason is that if an item is highly profitable by itself, then it should have a high chance to be selected. The second part ( p j + p i )×support(I i , I j ) is a profit value given by the items I i and I j . If the two items co-occur frequently and have high individual profits, this value will be higher. Note that the computation of this value involves only the supports of size 2 itemsets. It is a simple step in a greedy approach. To determine S i , we select the items I j corresponding to the top e i, j values.
After the estimation set S i is determined for item I i , we can estimate the resulting profit assuming that items in S i ∪ {I i } are selected. The profit is called the item benefit of I i , denoted by b i . The item benefit b i is defined as:
where P() is defined in Definition 5. Hence b i models the significane of I i in terms of profits, with the consideration of the cross-selling effect.
Next, items are ranked by their item benefits, and one item I x with the lowest item benefits is pruned. We shall prune items one at a time until J items are left. After we remove item I x , we need to check the selection S i for each item I i in I. If S i contains item I x , it should be updated because item I x has been removed. Thus, I x is removed from such S i , and we have to select the item I k , which has not yet been selected yet, with the greatest estimate value e i,k . I k will be included into S i . As S i is changed, the benefit b i also has to be updated. However, note that it is possible that S i does not change for some I i if the items in S i are not pruned. In such cases, updating of b i is not needed. After updating b i 's, the items are ranked again by b i 's. Another item is pruned and this process of benefit updating and item pruning is repeated until only J items remain unpruned. Next we describe both phases in pseudocode.
Preparation phase
1. count the number of occurrences of each item, n 1 , n 2 , . . . , n n . obtain the individual count for each item, c 1 , c 2 , . . . , c n 2. generate all size 2 itemsets, with their counts.
Main phase

Estimation Set Creation -
In this step, the estimation sets for all items, S 1 , S 2 , . . . , S n are computed. For each item I i , calculate the estimated value of item I j from item I i : 
Step 3 until J items remain.
Enhancement Step
We can add a Item Pruning step in between Step 1 and Step 2 in the above to enhance the performance. It prunes items with apparently small benefit. The basic idea is to compute both a lower value and an upper value for the profit of each item. These values are generated by varying the estimated selection set for an item.
For each item I i , calculate L i and H i , where
is an estimate of the lowest possible profit contributed by I i ; we assume that the selected set contains only I i . In this case, the cross-selling effect may greatly reduce the profit generated from I i . H i is the opposite of L i ; we assume that the best estimation set S i is selected. H i is equal to the profit gain from adding item I i to set S i . Hence the cross-selling effect will diminish the profit to a much lesser extent.
Let
) be the profit contribution from I in P(S). Since I i ∈ S i , the profit contribution from I i is zero in P(S i ). Hence H i = P(S i ∪ I i ) − P(S i ) contains all the profit contribution from I i in P(S i ∪ I i ). This value should be greater than or equal to the profit that I i generates when it is the only item selected (L i ), because of less profit loss from cross-selling factors. Hence H i and L i satisfy the following property:
Item I i is pruned if H i is smaller than the values of profits of the first J items which have the highest values of L j . The rationale is that I i has little chance of contributing more profit than other items.
When this pruning step is inserted, Step 2 in the Main Phase above will not need to compute the estimated benefit for all items, only the items that remain (are not pruned) will be considered when the estimated benefits are computed. However, the set S i would be updated if it initially contains items that are pruned.
Our experiments show that this step is very effective. In the IBM synthetic data set with 1000 items, if the number of items to be selected, J , is 500, there are only 881 remaining items after the pruning step, and the resulting profitability is not affected. Note that if J is large, this enhancement step can be skipped.
The implementation Details can be found in Appendix B.
Genetic algorithm
Genetic algorithms (GA) are a family of evolution-inspired computational models. A genetic algorithm encodes a possible solution of a problem in a chromosome-like data structure. The algorithm keeps track of a number of chromosomes in a population. By utilizing some reformation operators to these chromosomes in the population, the algorithm can iteratively create a new population in order to preserve critical information in the previous population. Our genetic algorithm (GA) is based on the steady-state GA described in Syswerda (1989) . It also uses a strategy of the weaker-parent replacement described in Mahfoud (1992) and Cavicchio (1970) . The details of the genetic algorithm can be found in Mahfoud (1992) and Cavicchio (1970) . In our experiment, we adopt the number of generations as the stopping criteria.
Solution representation. We need to represent the solution of MPIS (i.e. which items should be selected). There are n items in total. We need to select a set S of items of size J out of n items such that the total profit P of such an item selection is maximized. We represent the solution as a gene in a binary representation. Each gene is represented by an n-dimensional binary vector, v. Each entry v i is either 0 or 1 to represent the choice of selection of item I i for i = 1, 2, . . . , n. If item I i is selected, v i will be equal to 1. Otherwise, v i is equal to 0. In this representation, there is a restriction on the number of 1's such that n i=1 v i = J . This means that the total number of selected items is equal to J . For example, if n = 5 and J = 2, and the selection set S contains I 1 and I 3 , then the vector v is equal to (10100).
Population generation. The initial population contains N genes, each generated with a random selection of J items. In binary representation, we just select J positions randomly in the genes and set those positions to 1 and other positions to 0. For example, if n = 4 and J = 2, and we select I 1 and I 3 randomly, the gene becomes 1010.
Fitness function. Our fitness function is the same as Definition 5. That is, given a set S of selected items of size J , the total profit of item selection P is:
We can adopt the computation method of P(S) in Algorithm MPIS Alg (See Appendix B).
Selection for the second parent. In the algorithm, we need to select two parents for crossover. If there are n genes in the population, n pairs of parents are selected. Each gene in the population is the first gene of one of the pairs. The second parent in the pair is chosen from the population in a roulette wheel approach. Each gene in the population will be evaluated with the fitness function. We can rank all genes in the population according to this fitness value. The gene with the smallest fitness value is assigned rank 1; the gene with the second smallest fitness value is assigned rank 2; ....; the gene with the largest fitness value is assigned with the largest rank. After assigning the rank to each gene, we can calculate the selection probability of a gene G according to the ranks as follows:
We now introduce the two major operators in GA-crossover and mutation.
Crossover
During crossover, a child will be generated from two parents in the following steps:
1. The child contains the intersection of the two parent genes, C. That is, the child will contain all items that both parents contain. Let k be the number of such items. 2. Usually, the number of selected items generated in Step 1, k, is smaller than the desired number of selected items, J . We need to generate the remaining J − k items chosen from the items in set D, where D is the set containing the items in parent 1 but not in parent 2 and the items in parent 2 but not in parent 1. The method of the selection of J − k items from set D is described as follows. Consider a matrix L. Each entry L i, j in the matrix estimates the profit loss of item I i if item I j is not selected. We model this entry by 
Rank all items I j ∈ D according to L j , with the smallest value ranked 1, the second smallest ranked 2, . . . and the greatest ranked the highest. Then, we select the remaining items I j from D in a roulette wheel approach with the following selection probability:
This means that those item I j which leads to a larger profit loss if item I j is absent will have a higher probability to be selected. This is because if we do not select item I j , then there will be a greater profit loss to other items in set C.
Mutation
During mutation, we randomly choose a selected item I s and an unselected item I u in the gene. It is noted that, in a gene, a selected item is represented by 1 and an unselected item is represented by 0. Then, we set item I u to be selected and set item I s to be unselected. That means, in the gene representation, we change the bit at the position of I u from 0 to 1 and the bit at the position of I s from 1 to 0. For example, if the gene is 1010, and I 1 and I 2 are selected as I s and I u respectively, then the mutated gene is 0110.
Empirical study
In this section, we report on the performance study of the three proposed algorithms over two kinds of data sets-synthetic data set and real data sets. We compare the efficiency of our proposed algorithms-QP, MPIS Alg and GA-with the previous best method HAP and the naive approach. The naive approach simply calculates the profits generated by each item I for all transactions (profit(I ) = m j=1 prof (I, t j )) and selects the J items with the greatest profits.
We compare our proposed algorithms with HAP. Note that the problem definition of HAP is a little different from ours. However, as mentioned in Section 3, the algorithm of HAP does not correspond exactly to the problem definition. Instead, HAP relies on a simpler rule involving only two items. The reason why we compare with HAP is that it is the state of the art in the consideration of item selection with cross-selling effect in the data mining literature.
We use the Pentium IV 1.5 GHz PC to conduct all our experiments. Frontline System Solver is used to solve the QP problem. All algorithms other than QP are implemented in C/C++. The profitability is in terms of the percentage of the total profit in the data set.
We have conducted separate experiments for GA in order to study how the parameters of GA affects the profitabilities and execution time and determine a set of GA parameters which can give good quality results without excessive overhead: two children will be generated from each pair of parents, population size is 25 and the number of generations is 20.
For the experiments with quadratic programming, there are some additional considerations. We have tried a number of quadratic programming tools, including LINDO, TOMLAB, GAMS, BARON, OPTRIS, WSAT, Frontline System Solver, MOSEK and OPBDP. We choose Frontline System Solver (Premium Solver-Premium Solver Platform) (http://www.solver.com/) because it performs the best out of these solvers.
Frontline System Solver is built on top of the Microsoft Excel. As Excel has a limitation of at most 256 columns, we need to partition the matrices in order to calculate the desired quadratic objective function. We use some properties of partitioned matrices. For instance, if the number of items is 1000, the matrix Q used in our quadratic programming method is of order 1000 by 1000. We can partition the matrix into 16 submatrices. We utilize the following lemma (Leon, 1998) in our matrix computation. Agrawal (2004) to generate the data set with the following parameters (same as the parameters of Wang and Su (2002)): 1,000 items, 10,000 transactions, 10 items per transaction on average, and 4 items per frequent itemset on average. The price distribution can be approximated by a lognormal distribution, as pointed out in Hull (1997) . We use the same settings as Wang and Su (2002) . That is, 10% of items have the low profit range between $0.1 and $1.0, 80% of items have the medium profit range between $1.0 and $5.0, and 10% of items have the high profit range between $5.0 and $10.0.
Lemma 2 (Block multiplication). If A = (
We also generate two data sets to illustrate some weaknesses of HAP, as described in Section 3. They are called HAP worst-case data set 1 and HAP worst-case data set 2. For HAP worst-case data set 1, we try to illustrate problem (2) as described in Section III. If there are 10,000 transactions and 1000 items, the first 20 transactions contain only two items, say I 1 and I 2 . In this way a loop containing item I 1 and I 2 can be generated. Then, only one item randomly selected from the remaining items (i.e. I 2 , I 3 , . . . , I 1000 ) is included in each of the remaining transactions (t 21 , t 22 . . . , t 10000 ). The profit distribution is generated similarly as the IBM synthetic data set.
We now illustrate how to generate HAP worst-case data set 2. The idea is illustrated in figure 1 We divide the transactions evenly for each item pair. Suppose there are 10,000 transactions and 1,000 items, hence 500 disjoint item pairs. A set of 20 transactions are related to each such item pair {I A , I B }. Consider a particular pair {I A , I B }. The first half (10 transactions) contains both item I A and I B . The second half (also 10 transactions) contains only item I B but not item I A . Similarly for each of the remaining 499 item pairs, 20 transactions are assigned and divided into the first half and the second half. Let us call the union of the transactions in the 499 first halves as the first-half group. We randomly insert item I B into 80 transactions in the first-half group. With this insertion, we create some weak link from the items in the top layer to the items in the bottom layer. Other elements in the lower layer are treated in a similar manner.
In figure 1 , we observe that the authorities of the items at the lower layer are accumulated. Thus, HAP will choose most of the items at the lower layer. There is little/no correlation among them, making the total profit of the selection small. If we assign high profit values to the items at the upper layer (e.g. I A ) for all transactions but low profit values to the items (e.g. I B ) at the lower layer, HAP would return poor results. In this data set, the items at the upper layer are assigned profits in the high profit range between $5 and $10 while the items at the lower layer are assigned profits in the low profit range between $0.1 and $1.0. Real data set. The real data set is obtained from a large drug store in Canada over a period of 3 month. In this data set, there are 26,128 items and 193,995 transactions. On average, each transaction contains 2.86 items. About 40% of the transactions contain a single item, 22% contain 2 items, 13% contain 3 items, the percentages for increasing sizes decrease smoothly, and there are about 3% of the transactions with more than 10 items. The greatest transaction size is 88 items. In this data set, the profit distribution of items is shown in Table 2 .
Experimental results
Results for synthetic data.
We first experiment on the synthetic data sets. The results are shown in figures 2-4. 8 For profitability, we observe that, for all data sets, the naive approach gives the lowest profitability among all algorithms. This is because the naive approach does not consider any cross-selling effect. Naturally the profitabilities of all algorithms increase when the number of items selected increases.
For the HAP worst-case data set 1, the profitabilities of MPIS Alg, QP, GA and Naive are similar. HAP gives a much lower profitability. For the HAP worst-case data set 2, GA and MPIS Alg give the highest profitability and the second highest profitability among all algorithms, respectively. The QP and HAP approach gives the medium results in profitability, and Naive has the lowest results. Note that the QP tool does not guarantee the optimal Figure 2 . n = 1000, the profit follows log-normal distribution (NOTE: Profitability lines for MPIS Alg, QP, GA and HAP are overlapping and execution-time line for HAP is slightly greater than that for naive). solution, and also in our formulation, the objective function of QP is an approximation by the Principle of Inclusion-Exclusion (Definition 6).
When the selection size is varied, the execution time of MPIS Alg increases from 0% selection, reaching a maximum when about half the items are selected, and then decreases afterwards. Here the execution time depends on two factors: (1) If there are more items to be selected, the benefit calculation in each iteration is more complex and updates to the benefit are more likely. The initial increase is related to the first factor. (2) When the number of items selected increases, the number of items to be removed in the iteration step decreases, and thus, the number of iterations decreases. The first factor is dominant when the selection is below 50% but the second factor becomes dominant in the other cases.
All algorithms involve the process of the calculation of the total profit as defined in Definition 5. The execution time of the calculation depends on two factors: (1) computation of the csfactor: As the number of selected items increases from 0%, there is increasing chance that both t i and d i are non-empty set. That means con f (I j → ♦d i ) has to be computed. The execution time will be greater. However, if the number of selected items approaches 100%, then there is higher chance that t i and d i are empty sets. If t i is an empty set, we do not need to sum up the profit to the total profit because there are no selected items in the transaction. If d i is an empty set, then we do not need to evaluate term con f (I j → ♦d i ). Thus, the execution time will decrease. (2) computation depending on the number of selected items: if the number of selected items increases, we have to sum up the profit of the selected items, regardless of the term cs factor. So, the execution time will increase. In the experimental results we note that the first factor out-weighs the second factor, hence we see a increasing and then decreasing trend for both MPIS Alg and GA.
The quadratic programming approach(QP) used in the chosen Solver uses a variant of the Simplex method to determine a feasible region and then uses the methods described in Hohenbalken (1975) to find the solution. As the approach uses an iterative step based on the current state to determine the next step, the execution time is quite fluctuating as the execution time is mainly dependent on the problem (or which state the algorithm is in).
HAP is an iterative approach to find the authority weight of each item. The formula for the update of the authority weight is of the form a = Ma, where a is a vector of dimension n representing the authority weight of n items and M is an n × n matrix used in HAP to update the authority weight. In our experiment, we observe that the authority weights converge rapidly.
The execution time of GAs usually increases with the number of items selected. This is because the computation time of the fitness function used in GAs increases with the number of items selected.
QP takes the longest execution time compared with other algorithms. Naive gives the shortest execution time as there are only simple operations. HAP gives the second shortest execution time for this small synthetic data set. We note that the number of iterations involved are quite small. MPIS Alg has the second greatest execution time, but it scales much better with increasing number of items, where it can outperform HAP many folds (see the next subsection). GA is faster than MPIS Alg as it does not involve a great number of chromosomes required for computation. Thus, it runs faster than MPIS Alg.
Scalability.
We have also studied the scalability of the algorithms Naive, MPIS Alg, QP, HAP and GA. We have conducted two kinds of experiments. The first one is to study the variation of execution time against the number of items n. The other one is to study how the number of transactions m affects the execution time.
Similar to the previous synthetic data sets, we generated a number of data sets by using the IBM synthetic data generator (Agrawal, 2004) with the following parameters: 10 items per transaction on average, and 4 items per frequent itemset on average. The profit distribution is approximated by a lognormal distribution (Hull, 1997) . 10% of items have the low profit range between $0.1 and $1, 80% of items have the medium profit range between $1 and $5, and 10% of items have the high profit range between $5 and $10. For the experiment of execution time with the variation of the number of items, the number of transactions is set to be 10,000 while the number of items is varied. Similarly, for the experiment examining execution time against the number of transactions, the number of items is set to be 1,000 while the number of transactions is varied. For each kind of experiment, we conducted the experiments 5 times with different data sets generated from IBM synthetic data set with different random seeds. The results are shown in figure 5 where the execution time is the average of different random sets.
We observe that the execution time of most algorithms increases with the number of transaction and the number of items because most algorithms run longer with a larger data size. However, for the execution time against the number of items n, we observe that the performance of GA decreases quickly with n. Recall that we have generated the data sets with the IBM synthetic data generator. The setting of the number of items per transaction (i.e. 10 items per transaction) is the same for different data sets with different total number of items n. So, with a smaller value of n, there is a higher chance that each item co-occurs Figure 5 . Graphs of Execution Time/Profitability against (1) total number of items n with m = 10000 and (2) total number of transactions m with n = 1000; the profit follows log-normal distribution.
with other items, or the number of items which co-occurs with an item is greater. This will lead to a greater number of branches from each node in FP-tree and FP-MPIS-tree (See Appendix B for the description of FP-tree and FP-MPIS-tree). As our implementation of computation of the confidence in the objective function is heavily dependent on FP-tree and FP-MPIS-tree, more branches are traversed for the computation of the objective function, which makes GA slower. Therefore the execution time of GA decreases with n initially.
For large n, the execution time of GA increases because the total profit requires more computation time. This is due to the fact that compared with other algorithms, GA requires heavier computations for the objective functions.
There is another algorithm which does not follow the general trend. For the graph of execution time against the number of transactions m, the line of QP remains nearly the same. We should note that the fundamental execution time of QP depends on the dimensionality of the quadratic objective function, which depends on n and not on m. No matter how the number of transactions changes, QP runs for nearly the same execution time.
The profitabilities of all algorithms increases with the number of items. As described above, the chance that two items co-occur is higher with smaller n. Thus, there is a stronger cross-selling effect among items. Once some items are missing, the effect of profit loss in other selected items is higher. For the same reason, the naive algorithm has a greater difference in profitability compared with other algorithms initially.
Results for the real data set.
With the drug store data set, we have conducted similar experiments as with the synthetic data. However, the Quadratic Programming (QP) Solver (Frontline Systems Solver, http://www.solver.com/) does not handle more than 2000 variables. In the real data set, there are 26,128 variables (i.e. items), hence it is not possible to experiment with our QP tool.
The results of the experiments are shown in figures 6 and 7. In the results, HAP gives the lowest profitability. The reason is as follows. In the dataset, there are some items with zero-profit and high authority weight (described in Section 3), yielding a low estimated total profit of the item selection. Suppose item I i has zero profit, it is likely a good buy and hence can lead to high support. If there are sufficient number of purchases of other item, says item I j , with item I i and if item I i usually occur in the transactions containing item I j , the confidence of the rule I j → I i is quite high. This creates a high authority weight for item I i . Items like I i would lead to smaller profitability for HAP.
The profitabilities/execution time of MPIS Alg and GA are quite similar, hence in the following we only compare MPIS Alg with the naive approach and HAP.
MPIS Alg gives a greater profitability than the naive approach in the real data set. For instance, if J = 20, 902, the difference in profitabilities between these two approaches is 2%. In the real data set, the total profit is equal to $1,006,970. The difference in 2% profitability corresponds to $20,139.4, which is a significant value. If J = 8709, the difference in profitabilities between the two approaches is about 8%, which corresponds to $80,557.6.
The execution time of HAP increases significantly when the number of items increases compared with MPIS Alg. In HAP, a cross-selling matrix B is updated iteratively. The matrix is of the order n × n. For the real data set n = 26, 128, and n 2 will be very large. Let a be the n × 1 vector representing the authority weight of each item. In HAP, there is a process to update Ma iteratively, where M = B T B. This matrix multiplication of matrix M with vector a is highly costly. Let us consider the memory required for matrix M. If double data type (8 bytes) is used for storage of each entry, then the matrix requires a memory size of about 5.08 GB. If float data type (4 bytes) is required, then about 2.5 GB memory is required. This large matrix cannot fit into the physical memory, causing a lot of disk accesses for virtual memory. Since the matrix M is sparse, a hash data structure can be used, so that only non-zero entries are stored. We have adopted the hash structure for the real data set, and found that less than 5 MB memory is needed. Our results in figures 6 and 7 are based on this enhanced hashing approach. However, the computation with this reduced size is still very massive.
On average, the execution time of HAP is 6.5 times slower than MPIS Alg when the problem size is large. HAP requires 6 days to find the item selection while MPIS Alg requires about 1 day to find the solution. Since item selection is typically performed once in a while, only when a store should update the types of products it carries, the execution time is acceptable.
To summarize, the profit gain and efficiency considerations would make MPIS Alg and GA the better choices for an application.
We have also tried other sets of experiments where not all the items are considered but only those above a minimum support threshold of 0.05% or 0.1% are considered. However, the resulting profitabilities are much lower than those shown in figure 6. This is explained by the existence of items that generate high profits but which are not purchased frequently enough to be counted given the support thresholds.
On the application of MPIS
We assume that patterns can be mined from the history of transactions. However, in the history we should be cautious of the following possible disturbing events:
1. Out-of-stock situations: Most supermarkets regularly face periods of temporal unavailability of particular products. As a result, some customers may purchase a substitute product, whilst others may not purchase the product at all. 2. Promotional actions: Promotional campaigns and product mix of a competing store influence purchase behavior of customers in the current store. Promotional effects may bias the purchases in a particular product category (say soft drink) towards the most advertised products (say Coca-Cola and Pepsi). This is called 'market concentration' in marketing. The historical transactional records of the store will be affected by this competitive environment.
The above problems can be avoided if we keep track of the out-of-stock events and special promotions so as to avoid the polluted data. Some kinds of store such as DIY (do-it-yourself) stores (i.e. stores where one can purchase screws, bolts, hammers, etc.) would be suitable for the product selection framework. DIY stores typically have a limited product assortment, with much less alternatives for product substitution, and the purchases are much less driven by promotional effects.
Conclusion
One of the applications of association rule-the maximal-profit item selection problem with cross-selling effect (MPIS) is discussed in this paper. We propose a modeling by the loss rule, which is used in the formulation of the total profit of the item selection. We propose a quadratic programming approach, a heuristical approach and an evolutionary approach to solve the MPIS problem. We show by experiments that these methods are efficient and effective.
We believe that there are many opportunities to extend the current work. The heuristical method can be enhanced with known methodologies such as hill climbing. Expert knowledge can be included in the methods, and the definition of the problem can be changed in different ways to reflect different user environments. For example, item selection can be considered with an additional taxonomy of categories. Each item may belong to a specific category. For example, item cheese belongs to category dairy products which belongs to food while item pencil belongs to category stationery. The problem can be formulated as item selection such that the number of selected items in each category should be greater than or equal to a user-defined number, or as a problem of category selection instead of item selection.
Another investigation is possible if we have the customer identity in each transaction. We can study the behaviour that a customer may switch to another store altogether when some items are missing. In this case, not only the transactions of a customer with some missing items are interesting, but the other transactions by the same customer will also be of interest.
Appendix B: Implementation details of MPIS Alg
Here we describe how some of the steps in MPIS Alg are implemented. Some sophisticated mechanisms such as the FP-tree techniques are employed to make the computation efficient even with a large amount of items and transactions.
B.1. Preparation phase
The individual count of each item can be derived if the database is scanned. For each transaction t i , check whether the transaction t i contains only one item, I k . If yes, increment the individual count c k . This counting can take place together with the counting of the item occurrences n 1 , . . . , n n . The size 2 itemsets are kept in a hash table with a hash function on the sum of the item ids of the two items in each set. The count of each itemset is kept in the table. This facilitates the computation of e i, j when the support of such itemsets are needed.
B.2. Reading transactions from an FP-tree
In a number of cases, computation requires that the transactions in the database are examined; for example, in the preparation step, when we generate all size 2 itemsets; in the item benefit calculation, to determine the profit of a selection. If we actually scan the given database, which typically contains one record for each transaction, the computation will be very costly. Here we make use of the FP-tree structure (Han et al., 2000) . We construct an FP-tree FPT once for all transactions, setting the support threshold to zero, and recording the occurrence count of itemsets at each tree node. With the zero threshold, FPT retains all information in the given set of transactions. Then we can traverse FPT instead of scanning the original database. The advantage of FPT is that it forms a single path for transactions with repeated patterns. In many applications, there exist many transactions with the same pattern, especially when the number of transactions is large. These repeated patterns are usually processed only once with FPT . From our experiments this mechanism can greatly reduce the overall running time.
B.3. Mining size 2 itemsets
The size 2 itemsets are mined by a modified FP-growth algorithm with the constraint that the maximum size of itemsets mined should be 2. This mining is similar to the mining of frequent itemsets of all lengths in FP-growth. The difference is as follows. Suppose an FP-tree T has a single path P. In normal FP-growth, the complete set of the frequent itemsets of T can be generated by enumerating all the combinations of the subpaths of P. However, in our case, we generate the combinations of itemsets of size 2 only.
B.4. Calculating profit with the FP-MPIS-tree
In the definition of the profit of an item selection P(A) (see Definition 5), we need to compute the number of transactions containing some item I and any item in set d i (the value of g(I, d i )), where I ∈ A and d i ⊆ I − A. This is computed for many selections for each iteration, hence the efficiency is important. For this task, we use the FP-MPIS-tree (Han et al., 2000) data structure.
In the FP-MPIS-tree, we divide the items into two sets, I − A and A. Set A corresponds to items selected while I − A contains those not selected. The items in set I − A are inserted into FP-MPIS-tree near to the root. Similar to the FP-tree, the ordering of items in each set in the FP-MPIS-tree is based on the frequencies of items. An example is shown in figure 8 . In this example, the set of selected items is A = {I 3 , I 5 , I 6 } and the set of unselected items is I − A = {I 1 , I 2 , I 4 }, where I = {I 1 , I 2 , . . . , I 6 }.
To compute g (I a , d) , we first look up the horizontal linked list (dotted links in figure 8 ) of item I a in the FP-MPIS-tree. For each node Q in the linked list, we call the function parseFPTree (Q, d) . The function returns a count, we add up all the counts returned from the nodes Q and it is the value of g (I a , d) .
Function parse FPTree (N , d) computes the number of transactions containing item I a and at least one item in d in the path from root of FP-MPIS-tree to N . Starting from the node N , we traverse the tree upwards towards the root of the FP-MPIS-tree until we find a node M containing one element in set d or we hit the root node. If M exists, the count stored in node N is returned. The call of function parseFPTree (N , d) is quite efficient as we do not need to traverse downwards from node N . This is because all nodes below node N are selected items, no item in d will be found below N .
A further refinement for the FP-MPIS-tree is to insert only transactions that contain both selected and non-selected items. For transactions with only selected items, the profit for each selected item is simply given. For transactions with only non-selected item, the profit contribution will be zero. This refinement can greatly reduce the size of the FP-MPIS-tree. Note also that the FP-MPIS-tree is built from the FP-tree FPT and not from the original database. We adopt the refinements above in all of our experiments.
B.5. Item benefit update
In each iteration, after we remove item I x , we need to check the selection S i for each item I i in I . If S i contains item I x , it should be updated because item I x has been removed, and also a new item I k will be selected to be included into S i . As S i is changed, the benefits b i also have to be updated.
Let S i ∪ {I x } be the selection before we remove item I x while S i ∪ {I k } be the selection after we have removed item I x and added item I k in the selection S i . We can do the item benefit update by scanning only those transactions T containing item I x or item I k . The scanning is based on FPT and is highly efficient by making use of the linked lists starting from the header table. Let P (A, T ) be the profit of the item selection A generated by transactions in T . The item benefit is updated as follows.
The computation of P (A, T ) can be done in a similar manner as P(A) but P (A, T ) considers only transactions T , instead of all transactions. As there are fewer transactions in T compared to the whole database, the update can be done very efficiently.
