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ABSTRACT. Classical Hecke operators on Maass forms are unitarily equiv-
alent, up to a commuting, operatorial, phase, to completely positive maps
on II1 factors, associated to a pair of isomorphic subfactors, and an in-
tertwining unitary. This representation is obtained through a quantized
representation of the Hecke operators. The Hecke operators act on the
Berezin’s quantization, deformation algebra of the fundamental domain of
PSL(2,Z) in the upper halfplane. The Hecke operators are inheriting from
the ambient, non-commutative algebra on which they act, a rich structure
of matrix inequalities. Using this construction we obtain that, for every
prime p, the essential spectrum of the classical Hecke operator Tp is con-
tained in the interval [−2√p, 2√p], predicted by the Ramanujan Petersson
conjectures. In particular, given an open interval containing [−2√p, 2√p],
there are at most a finite number of possible exceptional eigenvalues ly-
ing outside this interval. The main tool for obtaining this representation
of the Hecke operators (unitarily equivalent to the classical representation,
up to a commuting phase) is a Schurr type, positive ”square root” of the
state on PGL(2,Q), measuring the displacement of fundamental domain
of PSL(2,Z) in H, by translations in PGL(2,Q). The ”square root” is
obtained from the matrix coefficients of the discrete series representations
of PSL(2,R) restricted to PGL(2,Q). The methods in this paper may
also be applied to any finite index, modular subgroup Γ0(pn), n ≥ 1, of
PSL(2,Z). In this case the essential norm of the Hecke operator is equal to
the norm of the corresponding convolution operator on the cosets Hilbert
space ℓ2((Γ0(pn))\PGL(2,Z[1/p]).
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INTRODUCTION
In this paper we obtain an operator algebra representation for the clas-
sical Hecke operators. We prove that the classical operators admit a ”quan-
tized” representation, to which they are unitarily equivalent, up to commuting
phase. The ”quantized” Hecke operators act on the noncommuative von Neu-
mann algebra associated to the PSL(2,Z)-equivariant, Berezin’s quantization
deformation of the upper halfplane ([Ra1]). Using matrix positivity proper-
ties, inherent to operator algebra structures, we deduce various properties for
the Hecke operators on Maass forms, e.g. we compute the essential spectrum.
Some of the results in this paper are valid in a more general setting. We
start with countable a discrete group G with an almost normal subgroup Γ,
such that the set S of finite index subgroups of the form Γσ = Γ∩σΓσ−1, σ in
G, generates a downward directed, modular lattice, with respect to inclusion.
The Hecke algebra H0 = H0(Γ, G) of double cosets of Γ in G has
a canonical representation, called left regular representation, acting by left
convolution on ℓ2(Γ/G) (see [BC]). Our basic object will be von Neumann
algebra H , the closure of H0, in the weak operator topology on the bounded
linear operators B(ℓ2(Γ/G), that are acting on ℓ2(Γ/G). We will refer to
the von Neumann algebra H as to the reduced von Neumann Hecke algebra
(as customary in operator algebra). When taking the norm closure of H0 in
B(ℓ2(Γ/G) we obtain the reduced C∗ reduced Hecke algebra. We denote this
C∗-algebra by Hred.
Our main assumption is that there exists a (projective) unitary represen-
tation π of G on ℓ2(Γ), extending the left regular representation (projective,
when a group 2-cocycle is present) of Γ on ℓ2(Γ). This assumption implies in
particular that [Γ : Γσ] = [Γ : Γσ−1 ] for all σ in G (see the paper [Ra7] for a
more general setting).
This assumption is equivalent to the existence of an isometric embed-
ding of the Hilbert spaces having as orthonormal basis the left (respectively
right) cosets in G, of the subgroup Γ, into the Hilbert space associated to the
type II1 von Neumann algebra L(G) associated to the discrete group G. We
require that this embedding transforms cosets concatenation into algebra mul-
tiplication and and we require that the ∗-operation on L(G) moves the image
(through the embedding) of a left coset Γσ into the corresponding image of
the right coset σ−1Γ, for all σ in G.
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The above mentioned embedding is constructed out of the data given by
the matrix coefficients of the representation π.
More precisely, we let C(G,Γ) be the linear space spanned by all sets of
the form [σ1Γσ2], σ1, σ2 ∈ G, subject to the obvious relation that∑
i
[σi1Γσ
i
2] =
∑
j
[θj1Γθ
j
2],
whenever σiε, θjε, ε = 1, 2 are elements in G, such that the sets (σi1Γσi2)i and
respectively (θj1Γθ
j
2)j are disjoint, and⋃
i
σi1Γσ
i
2 =
⋃
j
θj1Γθ
j
2.
of equal union. The adjoint map ∗ on C(G,Γ) is defined by mapping [σ1Γσ2]
into [σ−12 Γσ−11 ]. In particular the ∗ operation maps [σ1Γ] into [Γσ−11 ].
Let C(Γ/G), (respectively C(G/Γ)) be the vector space having as basis
the left (respectively right) cosets of Γ in G. There exists a canonical pairing
C(G/Γ)×C(Γ/G)→ C(G,Γ), mapping [σ1Γ]× [Γσ2] into [σ1Γσ2] σ1, σ2 ∈
G (this is what we call coset concatenation). This map obviously factors to
C(Γ/G)⊗H0 C(G/Γ)→ C(G,Γ), and hence gives another way to define the
multiplication on H0 = H0(Γ, G).
A representation of C(G,Γ) into a II1 factor M with trace τ is an iso-
metric embedding of the Hilbert spaces ℓ2(Γ \ G), ℓ2(G/Γ) into the standard
Hilbert space L2(M, τ) associated to M and τ via the GNS representation.
This embedding should be compatible with the ∗ operation, and should trans-
form the concatenation [σ1Γ] × [Γσ2] = [σ1Γσ2] into the algebra product in
M .
Let L(G, ε), L(Γ, ε) be the finite von Neumann algebras, with cocycle
ε associated to the discrete groups G,Γ (see e.g. [Su] for definitions). Here ε
is the two cocycle on G associated with the projective representation π of G
considered above.
From the matrix coefficients of the representation π, we construct the
representation t of C(G,Γ) into the von Neumann II1 factorL(G, ε) = C(G, ε)w
(by · w we designate the closure in the weak operator topology), associated
with the group G and with the 2-group cocycle ε. In this representation, the
cosets [Γσ] are mapped into a family tΓσ ∈ ℓ2(Γσ) ∩ L(G, ε), σ ∈ G.
The formula for tΓσ, σ ∈ G depends on the matrix algebra coefficients
of the representation π with respect to the unit vector I in ℓ2(Γ) corresponding
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to the identity element of Γ. More precisely,
tΓσ =
∑
θ∈Γσ
〈π(θ)I, I〉θ,
where I ∈ ℓ2(Γ) is the vector corresponding to the neutral element of Γ.
Even more general, if A is a subset of G we define
tA =
∑
θ∈A
〈π(θ)I, I〉θ.
The main property of the elements tΓσ ∈ L(Γ, ε), σ ∈ G, is that, with
respect to the adjoint and multiplication operation on L(Γ, ε), we have
(tΓσ1)∗tΓσ2 = tσ1ΓtΓσ2 = tσ1Γσ2 , σ1, σ2 ∈ G.
This defines the representation t of C(G,Γ) into L(G, ε).
Our construction also shows that we may chose (tΓσ)σ∈G so they consti-
tute a basis of L(G, ε) as a module over L(Γ, ε) (a Pimsner-Popa basis ([PP])
for L(Γ, ε) ⊆ L(G, ε)). Moreover, tΓσ is supported in ℓ2(Γσ).
By using this representation we construct a ∗-algebra representation of
the Hecke algebraH0, mapping a double coset [ΓσΓ] into a into a completely
positive map Ψ[ΓσΓ] on the von Neumann algebra associated with G. We
will refer to the completely positive maps Ψ[ΓσΓ] by calling them ”quan-
tized” or abstract Hecke operators. This is because, when Γ is PSL2(Z),
these completely positive maps are proven to be unitarily equivalent, via
the quantization representation, to the classical Hecke operators for G =
PGL2(Z[
1
p
]), (modulo a positive phase operator, commuting to the Laplacian).
These ”quantized’ Hecke operators are constructed, as described bellow, by
using the representation t of C(G,Γ).
Let σ ∈ G, and let [ΓσΓ] be the corresponding double coset. According
to the previous definition for general subsets A of G, the operator tΓσΓ is
simply
∑
[Γσs]⊆[ΓσΓ]
tΓσs where s ∈ Γ runs over a system of representatives for
cosets of Γσ ⊆ Γ. Let EL(G,ε)L(Γ,ε) be the canonical conditional expectation from
L(G, ε) → L(Γ, ε) (the conditional is the linear, positive map on L(G, ε,
killing all g with g not in Γ, extended then by linearity and continuity to
L(G, ε) .
The abstract Hecke operators are constructed as follows. The abstract
Hecke operator Ψ[ΓσΓ] is the completely positive, unital operator on L(Γ, ε)
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(extendable to ℓ2(Γ)), defined by the formula
(1) Ψ[ΓσΓ](x) = [Γ : Γσ]E
L(G,ε)
L(Γ,ε) (t
ΓσΓx(tΓσΓ)∗), x ∈ L(Γ, ε).
In general, throughout the paper we will use the convention that Ψ[ΓσΓ]
is the non-normalized operator corresponding to the coset [ΓσΓ], while Ψ˜[ΓσΓ]
will stand for the normalized Hecke operator:
Ψ˜[ΓσΓ] =
1
[Γ : Γσ]
Ψ[ΓσΓ],
so that Ψ˜[ΓσΓ](1) = 1.
The abstract Hecke operators are canonically determined by the rep-
resentation t of C(G,Γ) that we described above (or equivalently since t is
computed from the coefficients of π by the representation π of G).
We will prove in Appendix 4 and in Example 79 that this new repre-
sentation of the Hecke algebra corresponds to a new method of construct-
ing Hecke algebra representations. One starts with a representation of the
groupoid (G × Gop) ⋊ K on a Hilbert space V (K is the profinite comple-
tion of Γ). By restricting to Γ × Γ invariant vectors in V , one obtains a new
representation of the Hecke algebra associated to Γ ⊆ G. In Example 79, we
prove that the above construction is a particular realization of this new model
for the Hecke operators.
In particular, the family Ψ[ΓσΓ], σ ∈ G, forms a hypergroup (see e.g.
[Ve]) of completely positive maps (that is the product of any two elements
in the family is a linear combination of elements in the family, with positive
coefficients). Then formula (1) is a Stinespring dilation of the hypergroup
Ψ[ΓσΓ], σ ∈ G.
Indeed, recall that in quantum dynamics ([Bel], [Bh], [Par], [Ar]), for
a semigroup of unital completely positive maps Φn, n ≥ 0, n ∈ Z, on a
II1 von Neumann algebra A, on finds a larger II1 von Neumann algebra B, a
semigroup of endomorphisms ρn, n ∈ N of B, such that ρn(B) is increasing
with n and such that if E = EBA is the conditional expectation from B onto
A, then
Φn(x) = E(ρ
n(x)), x ∈ B.
When ρ is inner, that is, if there exists a unitary u in B such that ρ(x) = uxu∗,
this is analogous to formula (1).
A generalized form of the Ramanujan Petersson conjectures can be for-
mulated as follows:
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Generalized Ramanujan Petersson Conjecture. Let G be a countable
discrete group with an almost normal subgroup Γ. Let t be a representation
of C(G,Γ) with the properties outlined above (equivalently t is defined by
using the matrix coefficients of unitary representation π of G extending the
left regular representation).
The statement of the conjecture is that the ∗-algebra homeomorphism
[ΓσΓ]→ Ψ[ΓσΓ], σ ∈ G,
from the Hecke algebra H0 = H0(Γ, G) into the bounded linear maps on
L(Γ, ε) (extended by continuity to the to bounded linear maps on ℓ2(Γ)), has
a continuous extension (with respect to the weak operator topology on H)
from H into B(ℓ2(Γ)).
We will prove that for Γ = PSL2(Z) this corresponds to the classical
Ramanujan Petersson conjectures for Hecke operators on Maass wave forms.
Our main result is the following
Theorem. Let p be a prime number. Let G = PGL2(Z[1p ]) ⊇ Γ =
PSL2(Z). Let π be the representation π13|G, where π13 is the 13-th projec-
tive unitary representation in the discrete series of unitary representations of
PSL(2,R). For a double coset [ΓσΓ] let Ψ[ΓσΓ] be the completely positive
map constructed as above. Let ΠQ be the projection from B(ℓ2(Γ)) onto the
Calkin algebra (see e.g. [Do] for the definition of Calkin algebra)
Q(ℓ2(Γ) = B(ℓ2(Γ))/K(ℓ2(Γ)).
Then the ∗-algebra homeomorphism
[ΓσΓ]→ ΠQ(Ψ[ΓσΓ]), σ ∈ G,
from the Hecke algebraH0 = H0(Γ, G) into Q(ℓ2(Γ) has a continuous exten-
sion (with respect to the weak operator topology onH) fromH into Q(ℓ2(Γ)).
Moreover, the operators Ψ[ΓσΓ], σ ∈ G, are unitarily equivalent, up to
a commuting phase to the classical Hecke operators on Maass wave forms,
corresponding to the cosets [ΓσΓ]. This implies that the essential spectrum of
the classical operators Tn = T[ΓσpnΓ] coincides with the spectrum in the rep-
resentation of the Hecke algebra on ℓ2(Γ\G). The spectrum in this last repre-
sentation coincides with the spectrum predicted by the Ramanujan-Petersson
Conjectures.
This result holds true for finite index modular subgroups of PSL(2,Z),
the essential norm of the corresponding Hecke operators is then equal to the
norm of the corresponding convolutor in the reduced C∗ Hecke algebraHred.
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We explain bellow the reformulation of this result in classical terms.
Recall that the classical Hecke operators are acting on L2(F, dzdz
(Im z)2
), where F
is a fundamental domain for the action of PSL2(Z) in the upper half planeH.
Let n be an natural number. The classical Hecke operator, corresponding to
the sum of double cosets in matrices of determinant n is given by the formula
T (n)f(z) =
∑
ad=n
b=0,1,...,d−1
f
(
az + b
d
)
and the normalized version ˜˜
T (n) =
1√
n
Tn.
The Ramanujan-Petersson conjecture states that if c(p) are the eigenval-
ues for a common eigenvector ξ 6= 0, for all the ˜˜T p’s, then c(p) ∈ [−2, 2]
for all primes p (see [Hej]). This corresponds, when working with the non-
normalized Hecke operator Tp, to the fact that the eigenvalues should be in
the interval [−2√p, 2√p] (it is well known see e.g. [Hej] that it is sufficient
to verify the conjecture for n a prime number).
It is well known (going back to Hecke’s and Peterssons’s work (see
e.g. [Krieg])) that the Hecke operators give a ∗-algebra representation for
the Hecke algebra associated to G = PGL2(Q) ⊇ Γ = PSL2(Z). As formu-
lated above, the conjecture is equivalent to the continuity, with respect to the
weak operator topology on the Hecke algebra, of the linear application map-
ping a double coset (which is labelled by n -the determinant), in the Hecke
algebra H0(PSL2(Z),PGL2(Q)), into the Hecke operator T (n).
The conjecture thus makes sense in the more general setting of a group
G, an almost normal subgroup Γ and π a projective unitary representation
of G on l2(Γ) extending the left regular representation (with cocycle) of Γ.
The Hecke operators are replaced by the operators in formula (1), and the
Ramanujan Petersson conjectured estimates are equivalent to conjecturing the
continuity of the linear application which maps [ΓσΓ] into the completely
positive mapΨ[ΓσΓ]. This is equivalent, by what we explained in the preceding
paragraph to the classical case for PGL2(Z[1p ]) ⊇ PSL2(Z).
We prove therefore that this continuity holds, when replacing the Hecke
operators with their image in the Calkin algebra, and thus prove that the essen-
tial spectrum of the Hecke operator sits in the predicted interval ([−2√p, 2√p]).
Therefore our main result implies the following:
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Corollary. For every prime p the essential spectrum of the classical
Hecke operator Tp is contained in the interval [−2√p, 2√p], predicted by the
Ramanujan-Petersson conjectures. In particular, given an open interval con-
taining [−2√p, 2√p], there are at most a finite number of possible exceptional
eigenvalues lying outside this interval.
Our result shows that the representation of the Hecke algebra into com-
pletely positive maps have a canonical extension to C(G,Γ). Hence their
knowledge is relevant for the determination of the eigenvalues.
The fact that the classical Hecke operators are unitarily equivalent to the
abstract Hecke operators in formula (1) is outlined bellow.
First we describe a more abstract setting. Let G be a discrete countable
group and Γ an almost normal subgroup, with the modular family of sub-
groups described above. Assume that H is a Hilbert space acted unitarily by
G, with a rich family of Γ fixed vectors. We denote by HΓσ the Hilbert space
of vectors in H fixed by the subgroup Γσ, σ ∈ G. Then the Hecke operator
v → Tσ(v) =
∑
siσv (where Γ =
⋃
siΓσ is the decomposition into right
cosets of the group Γ) is obtained by composing the maps in the following
diagram
HΓσ−1
σ−→ HΓσ
inc տ ւ P
HΓ
where P is the orthogonal projection from HΓσ onto HΓ. Thus
Tσv = [Γ : Γσ]P (σv), σ ∈ G, v ∈ HΓ.
The commutant algebras {Γ}′, {Γσ}′, {Γσ−1}′ in B(ℓ2(Γ)), are II1 fac-
tors, so there is a canonical conditional expectation E = E{Γσ}
′
{Γ}′ from {Γσ}′
onto {Γ}′, which plays the role of the projection P .
In particular, if we let Γ act on ℓ2(Γ) (eventually with a cocycle ε) and
π a unitary representation of G on ℓ2(Γ) with cocycle ε, extending the left
regular representation to G, then the following diagram (with E = E{Γσ}′{Γ}′ ,
the canonical conditional expectation from {Γσ}′ onto {Γ}′)
{Γσ−1}′ Adπ(σ)−→ {Γσ}′
inc տ ւ E
{Γ}′
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for σ in G, yields a Hecke operator, Ψσ = Ψ[ΓσΓ], defined by the formula:
(2) Ψσ(X) = [Γ : Γσ]E
{π(Γσ)}′
{π(Γ)}′ (π(σ)Xπ(σ)
∗) =
n∑
i=1
π(siσ)(X)π(siσ)
∗,
where Γ =
⋃
siΓσ is the coset decomposition of Γ with respect to Γσ.
The equivalence of the two representations of the Hecke operators is
based on the following theorem of V.F.R. Jones (see e.g. [GHJ]). Let M be
the factor generated by the image of PSL2(Z) through the discrete series
representation π13 of PSL2(R). Then as proven in ([GHJ]), M is unitarily
equivalent to the factor L(PSL2(Z), ε) associated to the left regular represen-
tation of the discrete group PSL2(Z). Thus in the case of G = PGL2(Z[1p ]),
Γ = PSL2(Z), the left regular representation of Γ on ℓ2(Γ), with cocycle ε, is
equivalent by [GHJ], with the restriction to Γ of the 13-th element π13 in the
discrete series representation of PSL2(R).
The Hilbert space H13 of π13 is the space H2(H, dν13), where dν13 =
(Im z)13−2dzdz, and π acts by left translations via Mo¨bius transforms, cor-
rected by the factor J(g, z)13 = (cz + d)−13, z ∈ H, g =
(
a b
c d
)
in
PSL2(R).
The operators inB(H13) (the bounded linear operators onH13), by using
Berezin’s quantization method ([Be]), are represented by reproducing kernels
k(z, η), z, η ∈ H, which are analytic functions on η and antianalytic functions
of z, subject to certain growth condition ([Ra1]). Then {π13(Γ)}′ consists of
kernels k such that k(γz, γη) = k(z, η), for all γ ∈ Γ, z, η ∈ H. The action
of Ψσ, σ ∈ G, on the operator X with kernel kX gives un operator with kernel
given by the kernel
z, η →
∑
kX(siσz, siση).
The completely positive maps Ψσ, σ ∈ G may be looked at as a quan-
tization of the classical Hecke operators, as they are acting on the algebra
of a deformation quantization of their classical domain. If we restrict to the
diagonal we get the classical Hecke operators. By the theory of the Berezin
transform ([Be]) (which is in fact the same as the Selberg transform) we know
that the comparison between the kernel itself and its restriction to the diago-
nal is given by an invertible phase, e.g. a positive transformation - the Berezin
transform.
This allows to prove that the operators in (1) and (2) are equivalent (up
to a commuting, operatorial phase). Hence the analysis of the spectrum of
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the classical Hecke operators is reduced to the analysis of the operators in
formula (1).
To analyze the essential spectrum of the operators in formula (1) we
compute the values of the positive states on the image of the Hecke algebra, in
the Calkin algebra (we will refer to such states as to essential states, since they
determine the essential spectrum). The states are then generically averages,
over points in Γ, distributed in cosets of modular subgroups. Thus, when
passing to the Calkin algebra, equalities of the type g1γ0g2 = γ, are replaced
by equalities on average, with respect to the measure induced on the profinite
completion of Γ, by the supports of the finite sets of points in Γ.
Identifying the corresponding states amounts, at least when reducing
to the case of limits of finite sets of averages that converge to the identity,
(i.e. the averaging points sit inside a family of normal subgroups shrinking to
the identity) to the study of the the space of conjugation orbits in the group,
viewed as infinite measure spaces, with the counting measure on sets of orbits.
Fortunately for PSL(2,Z) this can be done exactly.
We let G × Gop act as a groupoid (by left and right action) on Γ and
thus on ℓ2(Γ) as partial isometries. Let K = PSL2(Zp), be the profinite
completion of Γ with respect to the modular family S, with Zp the p-adic
integers. Denote by µp the Haar measure on K. The algebra C(K) of contin-
uos functions on the profinite completion of Γ is contained in ℓ∞(Γ) and thus
acts on ℓ2(Γ). Hence we can construct the (groupoid) reduced and maximal
C∗-crossed product algebra
A = C∗red((G×Gop)⋊ C(K)), Amax = C∗((G×Gop)⋊ C(K)).
To construct the reduced crossed product algebra we use the canonical trace
τp on the algebraic crossed product (G×Gop)⋊C(K) induced by the G×Gop
invariant measure µp on K.
We have a covariant representation of the crossed product
C∗((G×Gop)⋊ C(K))
which comes from the embedding of C(K) into B(ℓ2(Γ)) described above,
and by representing elements in (G×Gop) as left or right convolutors. By B
we denote the C∗ algebra that is the image of this representation.
Our main tool is a local version for the group G = PGL(2,Z[1/p]) of
the Akeman- Ostrand result ([AO], [Oz]). Indeed we prove that the image of
B in the Calkin algebra (the quotient modulo the compact operators) is the
reduced C∗- algebra product. The result is:
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Theorem. Let p be a prime number and letG be the groupPGL(2,Z[1
p
]),
Γ = PSL(2,Z). Let A0 = B/K(ℓ2(Γ)) be the projection in the Calkin alge-
bra of the algebraB considered above (generated by left and right convolutors
and by C(K) acting on Bℓ2(Γ)). ThenA0 is isomorphic to the C∗-algebraA,
the reduced groupoid crossed product of G × Gop acting on K, with respect
to the invariant Haar measure on K. This remains valid if instead C∗(G) we
use the skewed C∗-algebra by the canonical 2-group cocycle on PSL(2,Z).
Using this, we prove that the map [ΓσΓ]→ ΠQ(ℓ2(Γ))([ΨΓσΓ]) is preserv-
ing the essential states, and hence is continuous with respect to the reduced
Hecke algebra topology onH. Hence it follows that the Ramanujan-Petterson
estimate holds true for the essential spectrum in the case G = PGL2(Z[1p ]).
Our methods also allows to derive matrix inequalities on eigenvalues
for Hecke operators. This inequalities are encoded in the fact the linear map
on the reduced C∗- Hecke algebra multiplying a double coset by the corre-
sponding (normalized) eigenvalue is a completely positive map on the Hecke
algebra H.
Assume the completely positive maps Ψα in formula (1), where α runs
over the space of double cosets of G have a joint eigenvector ξ 6= 0, and
denote by c˜(α) the corresponding eigenvalue.
The above description allows one to prove the following
Theorem. The map on the Hecke algebra that maps a coset α = [ΓσΓ]
into
Φc˜(α) = c˜(α)[ΓσΓ]
extends to a completely positive map on the reduced von Neumann algebra of
the Hecke algebra.
In particular, this proves that the sequence (c˜(α))α∈Γ\G/Γ is a completely
positive multiplier for the Hecke C∗-algebra of Γ in G.
This information encodes positive definiteness for various matrices whose
coefficients are linear combinations of the Hecke operators eigenvalues c˜(α)’s.
In fact, the representation we obtained for the Hecke operators, through
the completely positive maps Ψα encodes a stronger positivity result, based
on the complete positivity of the bilinear form ofH
(a, b)→ τL(G)(ξ∗aξb∗).
This happens because the type II1 representations encodes an action of
H⊗H. The Hecke operators on Maass form only the “diagonal” part of this
action.
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Another consequence of our representation for the Hecke operators is
the following; let A(G,Γ) the free ∗ − C-algebra generated by all the cosets
[Γσ], σ ∈ G, and their adjoints ([Γσ]∗ = [σ−1Γ], subject to∑
[σi1Γ][Γσ
i
2] =
∑
[θj1Γ][Γθ
j
2]
if σis, θjr are elements ofG, and the disjoint union σi1Γσi2 is equal to the disjoint
union of θj1Γθ
j
2. Note that the above relation corresponds exactly to the fact
that the Hecke algebra of double cosets is a a subalgebra of A(G,Γ), by the
trivial embedding of a double coset into the formal sum of its left or right
cosets (using representatives). Then we have (see Appendix 2).
Theorem. The ∗ − C-algebra A(G,Γ) admits at least one unital C∗
algebra representation.
Note that the Hecke algebra operator represention in formula (1) admits
an extension to the algebraA(G,Γ) ([Ra5]), and the content of the Ramanujan
Petersson conjecture can be viewed a s a conjecture on the representations of
A(G,Γ).
The author is indebted to Professors F. Boca, A. Figa-Talamanca, A.
Gorodnik, R. Grigorchuk D. Hejhal, N. Monod, H. Moscovici, R. Nest.,
Lizhen Ji, P. Sarnak, G. Skandalis, Tim Steger and L. Zsido and to the anony-
mous referee for a first version of this paper for several discussions regarding
topics related to the subject of this paper. The author is particularly indebted
to Professor N. Ozawa for several comments on this paper and for providing
him his personal notes for a seminary at the University of Tokyo on the con-
tent of this paper (see [Ra3]). The author is specially thanking to Professor
S. Neshveyev for very pertinent questions on arguments in the proofs. The
author is specially indebted to Professor A. Gorodnik for inviting him to the
University of Bristol, and for pointing out that calculating states of equidis-
tributed points would not be sufficient to determine the states corresponding
to singular measures with respect Haar measure. The author is indebted to
Professor Ovidiu Pa˘sa˘rescu for pointing him out the relation between Loeb
measures and essential states. The author also thanks his formers colleagues
at the University of Iowa, for the warm supporting environment, during first
attempts toward this work, several years ago.
1. HECKE OPERATORS AND HILBERT SPACES
In this chapter we present known facts about Hecke operators, from the
point of view of Hecke operators as orthogonal projections composed with
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translation operators. This point of view is particularly relevant when dealing
with finite von Neumann algebras, since in that case the projections are con-
ditional expectations between von Neumann algebras. This representation of
the Hecke operators as conditional expectations unveils an operators system
structure on the Hilbert space of cosets, which in turn determines the structure
of the Hecke algebra.
Let G be a discrete group and Γ an almost normal subgroup.
We assume that the modular set S generated by all finite index subgroups
Γσ of the form Γσ = σΓσ−1 ∩ Γ, σ ∈ Γ has the modular property, that is for
any σ1, σ2 in G there exists σ3 in G, such that Γσ1 ∩ Γσ2 ⊇ Γσ3 . Later we will
also need the assumption that the indices [Γ : Γσ] and [Γ : Γσ−1 ] are equal.
We introduce following type of unitary representations of the group Γ.
Definition 1. An adelic Hilbert space representation of the group G,
consists of the following data. Let V be a topological vector space, acted by
G, and let H ⊆ V be a dense Hilbert space unitarily acted by G (this is not
the Hilbert space of the adelic Hilbert space representation).
For Γσ ∈ S, we denote by VΓσ the set of vectors in V fixed by Γσ. We
assume that we are given a family of Hilbert space HΓσ for Γσ in S with the
following properties:
1) For all Γ1 ⊆ Γ0, for Γ1,Γ0 in S then
HΓ0 = HΓ1 ∩ VΓ0 .
2) The Hilbert space norm on HΓσ , for all Γσ in S has the property that
if Γσ1 ⊆ Γσ0 then the inclusion HΓσ0 ⊆ HΓσ1 is isometric.
3) Note that if v ∈ VΓσ then σ1v is invariant by the group σ1Γσσ−11
and thus by σ1Γσσ−11 ∩ Γ = Γσσ1 ∩ Γσ1 , which by modularity contains some
subgroup Γσ2 ∈ S. Thus σ1(VΓσ) is contained in VΓσ2 and consequently
σ(HΓσ) is contained in HΓσ2 .
In particular, the group G acts on the reunion of all the spaces HΓσ , σ ∈
G and
σHΓσ−1 = HΓσ .
Thus G acts on Had =
⋃
Γσ∈ρH
Γσ and the inductive limit of Hilbert
spaces (since all the inclusions are isometric) carries a natural inductive limit
Hilbert space pre-norm. Let Had be Hilbert space completion of Had.
We assume that G acts unitarily on Had. We will refer to the Hilbert
space Had as to the adelic Hilbert space.
The following axiom will not be used, although it holds true in all ex-
amples. It relates the Hilbert space H with the Hilbert spaces HΓσ , Γσ ∈ S.
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4) We assume that there exist 〈 , 〉 a pairing between a dense subspace
of H and the Hilbert space HΓ such that for all Γσ ∈ S, and v, w ∈ HΓσ , such
there exists a vector ξ in V , such that v = ∑
γ∈Γσ
γξ, for the topology on V , then
〈v, w〉HΓσ = 1
[Γ : Γσ]
〈ξ, w〉.
In the following we describe the orthogonal projection from HΓσ onto
HΓ. This will then be used to define an abstract Hecke operator.
Definition 2. Fix Γσ0 ⊇ Γσ1 two subgroups in S and denote by PHΓσ0
the orthogonal projection from Had onto HΓσ0 and by PHΓσ1
HΓσ0
the restriction
of PHΓσ0 to HΓσ1 (which is the same as the orthogonal projection from HΓσ1
onto HΓσ0 ).
When Γσ0 = Γ, we denote, the above projection, simply by PHΓσ1 .
The projection PHΓσ has the following property
Lemma 3. For all v in Had, a in Γσ, PHΓσ has the property PHΓσ (av) =
PHΓσ (v). To give a suggestive description of this property we will write
PHΓσ ([Γσ]v) = PHΓσ (v).
Proof. Indeed for all w ∈ HΓσ we have
〈PHΓσ (av), w〉HΓσ = 〈av, w〉HΓσ = 〈v, a−1w〉HΓσ = 〈v, w〉HΓσ . 
The following proposition is almost contained in Sarnak [Sa 1].
Proposition 4. Let Γσ in S and let (si)ni=1 (where n is the index [Γ : Γσ])
be a system of right coset representatives for Γσ in Γ (that is Γ =
n⋃
i=1
siΓσ).
Define Qσ : V → V by the formula Qσv = 1n
( n∑
i=1
siv
)
, v ∈ V .
Then Qσ|HΓσ is the orthogonal projection from HΓσ onto HΓ.
Proof. First, we note that indeed Qσ is a projection from HΓσ onto HΓ. In-
deed, for all γ ∈ Γ, and for every i in {1, 2, . . . , n} there exists θi(γ) an
element in Γσ and πγ a permutation of {1, 2, . . . , n} such that
γsi = sπγ(i)θγ(i).
Hence for all v in VΓσ (by the argument in [Sa1]), for v in VΓσ
γ(Qσv) =
1
n
n∑
i=1
γs1v =
1
n
n∑
i=1
sπγ(i)θi(γ)v =
1
n
n∑
i=1
s1v = Qσ(v).
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(This holds true since θv = v for all θ in Γσ.) Since Qσ is obviously the
identity when restricted to VΓ it follows that Qσ is a projection onto HΓ.
The complete the proof we have to show that Qσ is indeed an orthogonal
projection, i.e., that the adjoint of Qσ is equal to Qσ.
For v, w in HΓσ we have
〈Qσv, w〉HΓσ = 1n
n∑
i=1
〈siv, w〉HΓσ =
=
1
n
n∑
i=1
〈v, s−1i w〉HΓσ =
1
n
n∑
i=1
〈v, PHΓσ (s−1i w)〉.
Hence for w in HΓσ
Qσw =
1
n
n∑
i=1
PH
Γσ
(s−1i w)
and by using the notation in the previous lemma we have
(Qσ)
∗(w) =
1
n
n∑
i=1
PH
Γσ
([Γσ]s
−1
i w).
But Γ =
⋃
siΓσ and hence Γ =
⋃
Γσ(si)
−1 and hence we can arrange by
taking appropriate representatives for the right cosets of Γσ that
(Qσ)
∗(w) =
1
n
∑
PH
Γσ
(siw) =
1
n
PH
Γσ
( n∑
i=1
siw
)
.
Since
n∑
i=1
siw is already in HΓ this is further equal to
n∑
i=1
siw = θσ(w).
Thus Qσ is a selfadjoint projection. We note as a consequence of the previous
proof that PHΓ(sσv) = P (σv) for all v in HΓ, s in Γ, σ in G. Indeed in this
case σv is in HΓσ and hence
PHΓ(σv) = PHΓ([Γ]σv). 
As a corollary, we have the following equivalent description of the Hecke
operator.
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Proposition 5. Fix σ in G. Let T[ΓσΓ] = Tσ : HΓ → HΓ be the abstract
Hecke operator, defined by the formula
Tσv =
n∑
i=1
siσv, v ∈ HΓ,
where si is a system of representatives for right cosets for Γσ in Γ (that is
Γ =
⋃
siΓσ)
Let PHΓσHΓ be the orthogonal projection from HΓσ onto HΓ and note that
σo belongs to HΓσ . Then
Tσv = [Γ : Γσ]P
HΓσ
HΓ (σv) = [Γ : Γσ]P
HΓσ
HΓ ([ΓσΓ]v),
(where the last term of the equality is rather a notation to suggest that it
doesn’t depend on which element in the coset we choose: that is PHΓσHΓ (σv) =
PH
Γσ
HΓ (σ1v) for all σ1 in ΓσΓ; also Γσ1 = Γσ if σ1 = γ1σγ2).
Proof. This is a direct consequence of the last proposition and of the remark
afterwords. 
Corollary 6. The composition of the arrows in the following diagram
gives the Hecke operator. Let σ in G. The diagram is
HΓσ−1
σ−→ HΓσ
inc տ  ւ PHΓσ
HΓ
HΓ
.
To get the non-normalized Hecke operator we have to multiply PHΓσHΓ by
[Γ : Γσ].
Bellow, we present some basic examples of this construction. The first
example corresponds to the induced C∗-Hecke algebra ([BC]) which also as-
signs a canonical norm on the Hecke algebra (the reduced C∗-algebra norm).
Example 7. Let V consist of the function on the discrete group G, and
let G act on V by left translation. We let H = ℓ2(G) and define HΓ as
ℓ2(Γ/G) ⊆ VΓ (since cosets of Γ are Γ-invariant functions).
We define the ℓ2 norm of cosets of [Γ] to be equal to 1, and then for
smaller cosets, we renormalize that scalar product on ℓ2(Γσ \G) by the factor
1
[Γ:Γσ]
. Hence the canonical map ℓ2(Γ/G) →֒ ℓ2(Γσ/G) becomes an isometry.
In this setting si(σΓ) is the set siσΓ which decomposes as a union
smaller cosets. Hence for the Hecke operator we have the formula (Tσ)[σ1Γ] =∑
[siσσ1Γ].
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This means that in this representation the Hecke operator Tσ coincides
with the multiplication by [ΓσΓ] in the Hecke algebra ([Krieg]).
Thus the C-algebra generated by the Hecke operators coincides with the
Hecke algebraH0 of double cosets. Recall ([BC]) that if [Γ : Γσ] = [Γ : Γσ−1 ]
for all Γσ in S, then the vector state 〈·[Γ], [Γ]〉 is a trace onH0 and the reduced
C∗-Hecke algebra Hred is the closure of H0 in the topology induced by the
GNS construction corresponding to this state. (Thus H ⊆ B(ℓ2(Γ/G)) is the
weak operator topology closure of the ∗-algebra H0.)
Recall ([Krieg]) that in the case G = PGL2(Z[1p ]), Γ = PSL2(Z) and
σpn =
(
pn 0
0 1
)
, n a positive integer, then if χn = [ΓσpnΓ], the cosets χn
generate the Hecke algebra and are selfadjoint. The relations for the elements
χn are as follows
χ1χn =
{
χ2 + (p+ 1)Id if n = 1,
χn+1 + pχn−1 if n ≥ 2.
and the value of the state 〈·[Γ], [Γ]〉 on χn is 0 unless n = 0, when the value
is 1.
By comparing with [Py], we see that these are exactly the relations ver-
ified by the elements of the radial algebra of a free group with N = p+1
2
generators.
We can define polynomials tn(λ) by the recurrence relations above
t1(λ)tn(λ) =
{
t2(λ) + 2N if n = 1,
tn+1(λ) + (2N − 1)tn−1(λ) if n ≥ 2.
Let ϕλ be the character of the ∗-algebraH0 define by requiring ϕλ(χ1) =
λ (and thus ϕλ(χn) = tn(λ)). It turns out ([Py]) that ϕλ is positive for λ in
[−2N, 2N ] = [−(p+ 1), (p+ 1)]. Moreover if λ is in the interval [−2ω, 2ω],
where ω = √p, then ϕλ is a state on the reduced C∗-algebra (it is actually a
positive definite function on FN and it is affiliated with the left regular rep-
resentation). Thus the spectrum of χ1 in the reduced C∗-algebra is equal to
[−2ω, 2ω] = [−2√p, 2√p] and thus ‖χ1‖ = 2√p.
In particular, the norm of [ΓσpΓ] in the reduced C∗-Hecke algebra is
equal to 2√p.
It is thus natural, in view of this example to formulate a generalized
Ramanujan-Petterson conjecture as follows.
Definition 8. Generalized Ramanujan-Petersson conjecture for an
adelic representation of a discrete group G, containing an almost normal
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subgroup Γ, such that the subgroups Γσ = σΓσ−1 ∩ Γ generate a modular
family and [Γ : Γσ] = [Γ : Γ−1σ ] (and thus [ΓσΓ] = [Γσ−1Γ]) for all σ in G.
For all σ in G, let T[ΓσΓ] = Tσ be the corresponding Hecke operator acting
on HΓ.
The claim of the conjecture is that ‖Tσ‖ = ‖[ΓσΓ]‖, where the norm
of [ΓσΓ] is calculated in the reduced C∗-Hecke algebra of double cosets of Γ
in G.
Equivalently, for any adelic representation of G on Had (as in the sense
of Definition 1) the Γ-equivalent states of G from this representation are weak
limits of Γ-invariant states of G derived from the left regular representation of
the Hecke algebra.
Proof. (of the equivalence of the two statements). Indeed a Γ-equivariant state
of G is of the form ϕ(g) = 〈gv, v〉, where v is HΓ. On the other hand, the
Hecke algebra is the center of the algebra generalized by G.
Indeed, if v, w are two vectors in HΓ such that 〈Tσv, w〉 = 0 for all σ in
G then 〈[ΓσΓ]v, w〉 = 0 for all σ and thus 〈gv, w〉 = 0 for all g in G. 
Remark 9. In the case of G = PSL2(Z[1p ]), Γ = PSL2(Z), the positives
states on H0, are ϕλ, λ ∈ [−(p + 1), (p+ 1)].
In general, a positive state on H0 is not necessary a positive state on G
(see [Ha]) but in the case of PSL2(Z[1p ]) all such states are positive definite
on G, and hence cannot he excluded a priori ([Lu]).
We now describe a second example, related to operators algebra. The
essential data here is a projective unitary representation π (with cocycle ε)
which extends to G the left regular representation with cocycle ε of Γ, on the
Hilbert space ℓ2(Γ). We assume that π acts on the same Hilbert space as the
left regular representation.
Example 10. Let G,Γ as above; π a (projective) unitary representa-
tion of G on H = ℓ2(Γ) extending the left regular representation. Then,
let V = B(H), let G act on V by Ad(π(g)). Note that even if π may be
a projective representation, Ad(π) is an actual representation. Then VΓ =
{π(Γ)}′ ∼= R(Γ) (the commutant). Let H = L2(L(G), τ) ∼= ℓ2(G). Hence
HΓ = ℓ2(L(Γ)) ∼= ℓ2(Γ) and naturally HΓσ = L2(L(Γσ), τ)′, where L(Γσ)′
is endowed with the normalized trace τ . Here if the representation π is effec-
tively projective, then we consider the skewed version of L(G).
Then clearly, Tσ = Ψσ is a map from ℓ2(Γ) into ℓ2(Γ) induced by the
map on (L(Γ))′ given by the formula:
Ψσ(X) = [Γ : Γσ]E(π(σ)Xπ(σ)
−1) =
∑
π(sσ)Xπ(σs)−1)
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for x in L(Γ) and where s runs over a system of representatives of left cosets
of Γσ in Γ. Note that Φσ is a completely positive map.
The classical setting also fits into this pattern:
Example 11. Classical setting of Hecke operators acting on Maass forms.
Let G = PGL2(Z[1p ]), Γ = PSL2(Z). The group G acts naturally on the up-
per halfplaneH by Moebius transforms. The topological vector space V is, in
this example, the space of measurable functions on H, and G acts on a func-
tion f by mapping it into gf(z) = f(g−1z), z ∈ H and HΓ = L2(FΓ, ν0),
HΓσ = L2(FΓσ),
1
[Γ:Γ0]
ν0), (where FΓσ is a fundamental domain for the ac-
tion of the discrete group Γσ on the upper half plane H,σ ∈ G). Here,
Tσf(z) =
∑
f(siσz), z ∈ H, with si a system of representatives of left
cosets of Γσ in Γ. Let σpn =
(
pn 0
0 1
)
, n ∈ N. Then the Hecke operator,
Tσp(f)(z), has the form
p−1∑
d=0
f
(
z+d
p
)
+ f(pz), z ∈ H.
In the next chapter we explain why Example 11 is equivalent to Example
10 in the case G = PGL2(Z[1p ]), Γ = PSL2(Z).
Of course, the Hecke operators acting on automorphic forms are another
example of this setting.
2. ABSTRACT HECKE OPERATORS ON II1 FACTORS
In this section we introduce the abstract Hecke operators, associated
with a pair of isomorphic subfactors, of equal indices, of a given factor M .
In the case M = L(PSL2(Z), ε) we prove that with a suitable choice of
the unitary implementing the isomorphism, one recovers the classical Hecke
operators acting on Maass forms. This isomorphism is based on the Berezin’s
quantization of the upper half plane introduced in [Ra1], [Ra2].
First, we introduce the definition of an abstract Hecke operator.
Definition 12. LetM be a type II1 factor and let P0, P1 be two subfactors
of finite equal indices.
Let θ : P0 → P1 be a von Neumann algebras isomorphism. Let U be
a unitary in U(L2(M)), that implements θ, that is UpU∗ = θ(p) for all p in
P0. Since P0, P1 have equal indices there always exists such a unitary, which
is unique up to left multiplication by a unitary in P ′1. Then UP ′0U∗ = P ′1 and
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hence we can define Ψ˜U as the composition of the following diagram:
P ′0
AdU−→ P ′1
inc տ ւ E
M ′
that is Ψ˜U(x) = E
P ′1
M ′(UxU
∗), x ∈ M ′, where E = EP ′1M ′ is the canonical
conditional expectation. We will use in the sequel the notation ΨU = [M :
P0]Ψ˜U , for the non-normalized version.
Remark 13. If θ can be extended to an automorphism θ˜ of M , then we
can choose U such that UxU∗ = θ˜(x), for x ∈ M and hence in this case it
follows that UM ′U∗ = M ′ and hence Ψ˜U(x) is simply UxU∗, x ∈ M ′, that
is Ψ˜U is an automorphism of M ′.
To get a more exact description of Ψ˜U in the case of group von Neumann
algebras, we need a more precise formula for the conditional expectation E
in the case of Γ1 ⊆ Γ a subgroup of a discrete group of finite index.
Lemma 14. Let Γ be a discrete group and let Γ1 be a discrete subgroup
of finite index.
Let Γ1 act on ℓ2(Γ), and letL(Γ1)′ be the commutant ofL(Γ1) inB(ℓ2(Γ)).
Then the conditional expectation EL(Γ1)
′
L(Γ)′ from L(Γ1)′ onto L(Γ)′ is defined by
following formula: choose (si)ni=1 be a system of representatives for right
cosets for Γ1 in Γ (that is Γ =
⋃n
i=1 siΓ1 disjointly).
Denote by Lsi the operator of left convolution with si acting on ℓ2(Γ).
Then
E
L(Γ1)′
L(Γ)′ (x) =
1
n
n∑
i=1
LsixL
∗
si
, x ∈ L(Γ1)′.
This formula is reminiscent of the average formula in the definition of a
double coset action on Maass forms.
Proof. The lemma is certainly well known for specialists in von Neumann
algebras although we could not find a citation. For the sake of completeness
we include the proof.
The proof is identical to the argument used for proving that Hecke oper-
ators are mapping PSL2(Z)-invariant functions into PSL2(Z)-invariant func-
tions.
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For every γ in Γ there exists a permutation πγ of {1, 2, . . . , n} such that
γsi = sπγ(i)θi(γ), i = 1, 2, . . . , n.
Here πγ(i) is uniquely determined by the requirement that the element θi(γ) =
s−1πγ(i)γsi belongs to Γ1.
We denote, for x in L(Γ1)′, by E(x) the expression
E(x) =
1
n
n∑
i=1
LsixL
∗
si
.
We have that for all γ in Γ
LγE(x)Lγ =
1
n
n∑
i=1
LγsixL
∗
γsi
=
1
n
n∑
i=1
Lspiγ (i)Lθi(γ)xL
∗
θi(γ)
Lspiγ (i).
Since x belongs toL(Γ1)′, and θi(γ) belongs to Γ1, it follows thatLθi(γ)xL∗θi(γ) =
x and hence that
LγE(x)L
∗
γ =
1
n
n∑
i=1
Lspiγ (i)xL
∗
spiγ (i)
= E(x).
Hence E(x) belongs to L(Γ1)′ for all x in L(Γ1)′. Moreover, it is obvious
that E is positive and E(x) = x for x in L(Γ1)′. Hence E is the conditional
expectation EL(Γ1)
′
L(Γ)′ . The fact that E is selfadjoint was proved in the previous
chapter, in Proposition 4. This completes the proof. 
Using this lemma we can conclude the unitary equivalence of the ab-
stract Hecke operators (in the case of Γ = PSL2(Z)), for a specific choice
of the unitary U coming from a representation of PSL2(R), with the classical
Hecke operators on Maass forms. This has been observed in [Ra2], and we
recall the argument for the comfort of the reader.
The analytic discrete series πn, n ≥ 2 of representations of PSL2(R)
is realized by considering the Hilbert space Hn = H2(H, dµn) of analytic
square summable functions on the upper half plane H = {z ∈ C | Im z > 0}
with respect to the measure dµn = (Im z)n−2dzdz. For g =
(
a b
c d
)
in
PSL2(R), with the standard action on H, and automorphy factor j(g, z) =
(cz + d), z ∈ H, the formula for the representation is
π(g)f(z) = f(g−1z)j(g, z)−n, f ∈ Hn, z ∈ H.
For odd n this corresponds to a projective, unitary representation of
PSL2(R) (the author thanks to the anonymous referee of a first submitted
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version of the paper, who reminded to the author this detail). We denote the
2-cocycle corresponding to the projective representation by ε, and note that it
only takes the values ±1.
As a particular case of the results in [GHJ], the space H13 is unitarily
equivalent to ℓ2(PSL2(Z)) by a unitary isomorphism that transforms π13(γ)
for γ in Γ = PSL2(Z) into the unitary operator of left convolution (with
cocycle ε) with γ on ℓ2(Γ).
Another way to rephrase this is to say that the Hilbert space H13 contains
a cyclic vector ξ for π13(Γ) such that 〈π13(γ)ξ, ξ〉 is 0, for γ ∈ Γ with the
exception of the case γ = e.
In [Ra1] we proved that the commutant A13 = {π13(Γ)}′ ⊆ B(H13)
(which is thus isomorphic to L(PSL2(Z), ε), the ε skewed, II1 factor, asso-
ciated to the discrete group PSL2(Z)), can be described as the space of bi-
variant kernels k : H × H → C (subject to a growth condition depending on
the Hilbert space) that are analytic in the first variable and anti-analytic in the
second variable, and that are Γ-bivariant, that is k(γz, γη) = k(z, η) for all
γ in Γ, z, η ∈ H. The growth condition an the kernel k is requiring that k
generates a bounded operator Xk on H13, via the reproducing kernel formula
(Xkf)(z) =
∫
H
k(z, η)f(η)dµ13(η)
for z ∈ H, f in H13. It is obvious that Xk commutes with {π13(Γ)}, and thus
belongs to A13, because of the Γ-invariance of the kernel.
The uniform norm of X is difficult to compute, but the trace in A13 of
Xk (Xk is an element in the type II1 factor A13) is given by the formula
τA13(Xk) =
1
µ0(F )
∫
F
k(z, z)dµ0(z).
Hence the L2-norm of Xk, that is τA13(X∗kXk)1/2, is given by the formula
τA13(X
∗
kXk)
1/2 =
1
µ(F )
∫
H
∫
F
|k(z, η)|2|d(z, η)|13dµ0(z)dµ0(η).
Here d(z, η) = |z−η|
2
Im z Im η
for z, η ∈ H is the cosine of the hyperbolic distance
from z to η.
In [Ra1] it was proven that L2(A13, τ) is isomorphic to the Hilbert space
of functions on F , with scalar product formula
≪ f, g ≫13= 〈f, B13(∆)〉L2(F ),
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(the Selberg-Berezin transform [Be]), where B13(∆) is a positive, injective,
selfadjoint operator, a well determined function of the G-invariant Laplacian
∆, which therefore commutes with all the Hecke operators. In fact B13(∆) is
determined by the point pair invariant function d(z, η)13 on H×H.
The unitary map Φ13 from L2(A13, τ) into the space of functions on F
with Hilbert scalar product induced by B13(∆), is simply the restriction of k
to the diagonal. If g is an element in PSL2(R) and Xk is an element in A13
represented by the kernel k, then π13(γ)Xkπ−113 (γ) is represented by the kernel
αg(k) defined by the formula
(1) αg(k)(z, η) = k(g
−1z, g−1η), z, η ∈ H.
With these identifications we can prove the following proposition
Note that we are using here representations of PGL2(Q+), the quotient
of GL2(Q)+ by its center.
Proposition 15. Let Γ = PSL2(Z). Let ΓσΓ in PGL2(Q) be a double
coset of Γ in PGL2(Q), where σ ∈ PGL2(Q). Then the classical Hecke op-
erator associated to σ, is defined, by using a system of representatives (si)ni=1
for right cosets of Γσ = Γ∩σΓσ−1 in Γ = PSL2(Z), by the following formula:
For f a Γ-invariant function on H,
(T˜σf)(z) =
1
n
n∑
i=1
f((siσ)
−1z), z ∈ H.
Let Ψ˜σ(x) = E
{π13(Γσ}′
{π13(Γ}′ (π13(σ)xπ13(σ)
∗) be the abstract Hecke operator
associated, to L(Γσ−1 , ε), L(Γσ, ε), and the isomorphism θσ(x) = σxσ−1,
x ∈ L(Γσ−1 , ε), and unitary Uσ = π13(σ).
Then Ψ˜σ is unitarily equivalent to T˜σ, up to a scalar phase, B13(∆), on
L2(F, dν0). Since B13(∆) commutes with all Hecke operators on L2(F, ν0),
Ψ˜σ and T˜σ have the same eigenvalues, and the eigenvectors are the same in
the correspondence given by the restriction of the Berezin’s bivariant kernels
representing elements in the algebra to the diagonal.
Proof. For the sake of completeness we verify that T˜σ maps Γ-invariant func-
tions into Γ-invariant functions.
Since si was a system of representatives for right cosets of Γσ in Γ, that
is Γ =
⋃n
i=1 siΓσ as a disjoint union, it follows that for every γ in Γ, there
exists a permutation πγ of {1, 2, . . . , n} such that
γsi = sπγ(i)θi(γ),
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with
θi(γ) = s
−1
πγ(i)
γsi
belonging to Γσ.
Hence for all i = 1, 2, . . . , n
γsiσ = sπγ(i)θi(γ)σ = sπγ(i)σ(σ
−1θi(γ)σ).
Note that θi(γ) belongs to Γσ = Γ∩σΓσ−1 and hence that σ−1θi(γ)σ belongs
to Γσ−1 = Γ ∩ σ−1Γσ ⊆ Γ.
As a consequence, if f is a Γ-invariant function on H, then for z ∈ H,
we have
(T˜σf)(γ
−1z) =
1
n
n∑
i=1
f((sσ)−1γ−1z) =
1
n
n∑
i=1
f((γsiσ)
−1z) =
=
1
n
n∑
i=1
f((sπγ(i)θi(γ)σ)
−1z) =
1
n
n∑
i=1
f((sπγ(i)σ · (σ−1θi(γ)σ))−1z) =
=
1
n
n∑
i=1
f((σ−1θi(γ)σ)−1(sπγ(i)σ)
−1z),
but f is Γ-invariant, σ−1θi(γ)σ belongs to Γ and hence this is equal to
1
n
n∑
i=1
f((sπγ(i)σ)
−1z) = T˜σf(z).
Hence T˜σf is a Γ-invariant function on H.
The abstract Hecke operator associated to the unitary Uσ = π13(σ) is
defined for x in {π13(Γ)}′, by the formula
Ψ˜σ(x) = E
{π13(Γσ}′
{π13(Γ}′ (UσxU
∗
σ) =
n∑
i=1
1
n
π13(si)UσxU
∗
σπ13(si)
∗,
where si are a system of right representatives for Γσ in Γ (that is Γ =
⋃
siΓσ).
Because π13(si)Uσ = π13(siσ), if x is represented by a kernel k, then by
formula (1), we get that Ψ˜σ(x) is represented by the kernel
1
n
n∑
i=1
k(siσ)
−1z, (siσ)−1η),
z, η ∈ H. If we identify L2(A13, τ) with the Hilbert space L2(F, dµ0) with
scalar product
≪ f, g ≫= 〈f, B13(∆)g〉L2(F ),
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then, in this identification, Ψ˜σ will thus map a function f in L2(F, dµ0) into
the function
Ψ˜σ(f)(z) =
1
n
n∑
i=1
f((σsi)
−1z).
But this is exactly the Hecke operator T˜σ, at least as a linear map. The struc-
ture of eigenvector, eigenvalues and the selfadjointness is unchanged by the
new scalar product, since B13(∆) has zero kernel, and as a function of the
invariant Laplacian, commutes with all Hecke operators. 
3. EXPLICIT DESCRIPTION OF THE ABSTRACT HECKE OPERATOR
IN THE SUBGROUP CASE
In this section we assume that Γ is a discrete subgroup and let Γ0, Γ1
be two isomorphic subgroups of equal, finite index. Let θ be an isomorphism
between Γ0, Γ1 and let U be a unitary in B(ℓ2(Γ)) that implements θ (we can
always find such a unitary since the subgroups have equal index). For γ in Γ
we denote by Lγ , Rγ the operators of left and respectively right convolution
on ℓ2(Γ) by Γ. All the statements in the chapters that follows are also valid
in the presence of a group 2-cocycle ǫ on the group G, which restricts to the
group Γ (see Appendix 1). We will assume that all the partial automorphisms
of Γ, Ad σ, σ ∈ G are ε preserving. This certainly happens in the case
G = PGL2(Z[
1
p
]), Γ = PSL2(Z), since ε is in this case canonical. In the
appendix 1 we will provide an alternative approach for the case with cocycle.
For m in ℓ2(Γ), we denote by Lm, Rm the (eventually unbounded) oper-
ator of left (respectively right) convolution on ℓ2(Γ) with m.
By L(Γ) and respectively R(Γ), we denote the algebra of left (respec-
tively right) bounded convolutors on ℓ2(Γ). L(Γ) is then the type II1 factor
associated with Γ. When a two cocycle ε on Γ is given we will use instead the
notation L(Γ, ε) and respectivelyR(Γ, ε)
Recall that the anti-linear involution operator J : ℓ2(Γ)→ ℓ2(Γ), defined
by Jx = x∗, x ∈ ℓ2(Γ) has the property that JL(Γ)J = R(Γ) and JLmJ =
R∗m.
We have that RaRb = Rba, a, b ∈ ℓ2(Γ) and Φ(Lx) = Rx∗ = JLxJ is a
∗ isomorphism from L(Γ) onto R(Γ).
Moreover, for the von Neumann algebra of a group, the conjugation
map · which maps
∑
γ∈Γ
aγγ into
∑
γ∈Γ
aγγ (aγ ∈ C, γ ∈ Γ), is an antilinear
isomorphism of von Neumann algebras (from L(Γ) onto L(Γ)).
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Now, if U is a unitary implementing θ that is, ULγU∗ = Lθ(γ) for γ in
Γ0, we obtain an expression for
Ψ˜U(Rx) = E
R(Γ1)
R(Γ) (URxU
∗).
We will transfer, via the canonical antiisomorphism Φ(Lx) = Rx∗ , this
map to a completely positive map on L(Γ). The ingredients for the explicit
expression of Ψ˜U are the unit vectors ti = Usi, where (si) ∈ Γ ⊆ ℓ2(Γ)
i = 1, 2, . . ., n = [Γ : Γ0], is a system of representatives for left cosets of Γ0
in Γ. Since Ad U maps L(Γ0) into L(Γ1) and since {si}ni=1 are a Pimsner–
Popa basis [PP] for L(Γ0) ⊆ L(Γ) it follows that (ti)ni=1 are Pimsner–Popa
basis for L(Γ1) ⊆ L(Γ). More precisely, this is equivalent to the fact that
ℓ2(Γ) is the orthogonal sum of the subspaces ℓ2(Γ1)ti and to the property that
〈γ1ti, γ2ti〉ℓ2(Γ) is equal to zero unless γ1 = γ2.
The properties of ti relative toL(Γ1) can be also expressed by saying that
τ(γtit
∗
j) is zero unless i = j and γ is the identity. Equivalently, EL(Γ1)(tit∗j )
is zero unless i = j and in this case EL(Γ1)(tit∗i ) = 1.
To prove the result we need first a lemma, which gives a tool for calcu-
lating conditional expectations from elements in L(Γ1)′ onto R(Γ) = L(Γ)′.
Lemma 16. Let Γ be a discrete group and let Γ1 be a subgroup of finite
index. Let a, b two vectors in ℓ2(Γ1), that are left Γ1 orthonormal, that is
EL(Γ1)(aa
∗) = EL(Γ1)(bb
∗) = 1. Fix an element m in L(Γ1) and consider the
operator V mab acting on ℓ2(Γ), with initial space ℓ2(Γ1)a and range contained
in ℓ2(Γ1)b given by the formula
V mab (γ1a) = γ1mb.
Then V mab belongs to L(Γ1)′ and EL(Γ1)
′
L(Γ)′ (V
m
ab ) = ([Γ : Γ1])
−1Ra∗mb (here the
product a∗mb is computed in L(Γ)).
Proof. Let Va (respectively Vb) be the partial isometries with initial space
ℓ2(Γ1) and range ℓ2(Γ1)a and ℓ2(Γ1)b respectively.
Note that Va, Vb are partial isometries because a, b are left orthonor-
mal with respect to L(Γ1). Indeed, the relation EL(Γ1)(aa∗) = 1 implies
that for γ ∈ Γ1, τL(Γ1)(γaa∗) is zero unless γ is the identity and hence
〈γ1a, γ2a〉ℓ2(Γ) = τ(γ−12 γ1aa∗) is zero unless γ1 = γ2. Similarly for Vb.
If e is the projection from ℓ2(Γ) onto ℓ2(Γ1) then e ∈ L(Γ1)′ and
Va = Rae and Vb = Rbe.
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Clearly, being an isometry V ∗a is the partial isometry that maps γ1a into γ1 for
γ1 in Γ1. Consequently,
V mab = VbRmV
∗
a = RbeRmeR
∗
a
But if we use the map onB(ℓ2(Γ))mapping x into Jx∗J thenR(Γ) is mapped
into L(Γ), L(Γ1)′ is mapped into JL(Γ1)′J and JeJ = e. The inclusion
R(Γ) ⊆ L(Γ1)′ is mapped into the first step of the Jones basic construction
for L(Γ1) ⊆ L(Γ). Hence e commutes with Rm and EL(Γ1)
′
L(Γ)′ (e) =
1
[Γ:Γ1]
.
Thus V mab = RbeRmR∗a and since Rb, Rm, R∗a all belong to L(Γ)′, it
follows that
E
L(Γ1)′
L(Γ)′ (V
m
ab ) =
1
[Γ : Γ1]
RbRmR
∗
a
which is further equal to
1
[Γ : Γ1]
Ra∗mb. 
As an exemplification we note the following corollary, which is certainly
known to specialists. We include its proof for completeness.
Corollary. Let t in ℓ2(Γ) be left orthonormal with respect to Γ1 (that is
EL(Γ1)(tt
∗) = 1). Let (si)ni=1 be a system of right representatives for Γ1 in Γ,
that is Γ is the disjoint union of siΓ1.
Denote by P[siΓt] the projection onto the space Sp siΓt. Then∑
P[siΓt] = Rt∗t.
If we use the map J · J we get in L(Γ) that in L(Γ), if rα is a system of
representatives for left cosets of Γ1 in Γ (that is Γ =
⋃
Γ1rα) then
n∑
α=1
P[t∗Γ1rα] = t
∗t.
Proof. The projection P[Γ1t] clearly belongs to L(Γ1)′ since it is invariant
to left multiplication by Γ1. In the terminology of the previous lemma we
have that
p = P[Γ1t] = V
1
tt
and hence
E
L(Γ1)′
L(Γ)′ (p) =
1
[Γ : Γ1]
Rt∗t.
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Now by Lemma 3, since si is a system of right representatives for Γ1 in Γ it
follows that
E
L(Γ1)′
L(Γ)′ (p) =
1
[Γ : Γ1]
n∑
i=1
LsipL
∗
si
.
But LsiP[Γ1t]L∗si = P[siΓ1t]. Hence
n∑
i=1
P[siΓ1t] = Rt∗t.
If we apply the conjugation map J · J , the space siΓt gets mapped into
J(siΓt) = t
∗Γs−1i and J(Rt∗t)J = Lt∗t. But (s−1i )ni=1 is a system of left
representatives for Γ1 in Γ and the result follows. 
We can now prove the main result of this section, which gives a concrete
expression for the completely positive map Ψ˜U(Rx) = EL(Γ1)
′
L(Γ)′ (URxU
∗). We
will also describe this map as an operator from L(Γ) into L(Γ).
Theorem 17. Let Γ be a discrete subgroup and let Γ0,Γ1 be two iso-
morphic subgroups of equal finite index. Let θ be an isomorphism from Γ0
onto Γ1 and assume that U is a unitary in B(ℓ2(Γ)) that implements θ, that is
ULγ0 = Lθ(γ0)U , for γ0 in Γ0.
Let Ψ˜U : L(Γ)′ → L(Γ)′ be the corresponding completely positive map,
defined by the formula
ΨU(x) = [Γ : Γ0]Ψ˜U(x) = [Γ : Γ0]E
L(Γ1)′
L(Γ)′ (UxU
∗), x ∈ L(Γ1)′.
Let (si)ni=1, with n = [Γ : Γ0] = [Γ : Γ1] be a system of representatives
for left cosets for Γ0 in Γ, that is Γ =
⋃
Γ0si. Let ti = U(si), i = 1, 2, . . . , n,
which as we observed before have the property that EL(Γ1)(tit∗j) = δij . Then
[Γ : Γ0]Ψ˜U(Rx) =
∑
i,j
Rt∗i θ(EL(Γ0)(sixs
∗
j ))tj
.
Viewed as map from L(Γ) onto L(Γ) (via the identification of Lx with Rx∗
through J · J) the formula becomes
ΨU(x) = [Γ : Γ0]Ψ˜U(x) =
n∑
i,j=1
t∗i θ(EL(Γ0)(sixs
∗
j ))tj, x ∈ L(Γ).
Proof. Fix γ in Γ. We will first determine a formula for URγU∗. We use
the fact si are a system of representatives for right cosets for Γ0 in Γ, so that
Γ =
⋃
Γ0si.
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Hence for every γ in Γ, and i ∈ {1, 2, . . . , n} there exists a permutation
πγ of 1, 2, . . . , n and an element θi(γ) in Γ0 such that
siγ = θi(γ)sπγ(i),
and hence, θi(γ) = siγs−1πγ(i). One other way to write this expression is
(3.2) θi(γ) =
∑
j
EL(Γ0)(siγs
−1
j ).
Then for an arbitrary basis element γ1ti in ℓ2(Γ1)ti, γ1 ∈ Γ1, we have
(URγU
∗)(γ1ti) = URγθ−1(γ1)si = Uθ−1(γ1)siγ = Uθ−1(γ1)θi(γ)sπγ(i).
Since θ−1(γ1)θi(γ) belongs to Γ0 this is further equal to
θ(θ−1(γ1)θi(γ))tπγ(i) = γ1θ(θi(γ))tπγ(i).
Hence (URγU∗)(γ1ti) = γ1θ(θi(γ))tπγ(i). With the terminology from Lem-
ma 5, it follows that the restriction of URγU∗ to ℓ2(Γ1)ti is exactly V θ(θi(γ))ti,tpiγ (i) ,
which is a partial isometry whose initial space is exactly ℓ2(Γ1)ti. Since the
space ℓ2(Γ1)ti are pairwise orthogonal it follows that
URγU
∗ =
n∑
i=1
V
θ(θi(γ))
ti,tpiγ (i)
.
Hence by Lemma 5 it follows that EL(Γ1)
′
L(Γ)′ (URγU
∗) is equal to the right con-
volutor by
1
[Γ : Γ0]
∑
i
t∗i θ(θi(γ))tπγ(i).
By formula (3.2), this turns out to be
1
[Γ : Γ0]
∑
i,j
t∗i θ(EL(Γ0)(siγs
−1
j ))tj .
By linearity it then follows that
[Γ : Γ0]Ψ˜U(Rx) =
∑
i,j
Rt∗i θ(EL(Γ0)(sixs
−1
j ))tj
, Rx ∈ R(Γ).
Passing from R(Γ) to L(Γ), (Rx being mapped into Lx∗) this is then (after
switching the indices i and j) the completely positive map taking Lx∗ into∑
i,j
Lt∗
i
θ(EL(Γ0)(six
∗s−1
j
))tj
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and thus as, a map on L(Γ) this is the completely positive, unital map onL(Γ)
[Γ : Γ0]Ψ˜U(x) =
∑
i,j
t∗i θ(EL(Γ0)(sixs
−1
j ))tj , γ ∈ Γ.
If we use the conjugation map on L(Γ), this map becomes
[Γ : Γ0]Ψ˜U(x) = t
∗
i θ(EL(Γ0)(sixs
−1
j ))tj
or
[Γ : Γ0]Ψ˜U(x) = t
∗
i θ(EL(Γ0)(sixs
−1
j ))tj
for x in L(Γ). 
We note here that the result in this section are in fact true in a much more
general context, (see the Appendix 1) which also explains why the statements
remain true in the presence of a two-cocycle on G.
Remark. Let M be a type II1 factor with unital trace τ . Let P0, P1 two
subfactors of equal, finite, integer index in M . Assume that U is a unitary
in B(L2(M, τ) that maps, by conjugation, the II1 factor P0 onto P1 (that is
Ad U(P0) = U(P0)U∗ = P1). Let θ˜ be the automorphism from P0 onto P1
induced by Ad U . Let M act on L2(M, τ) and denote the commutants of the
corresponding algebras by M ′, P ′0, P ′1. Let Ψ˜U be the completely positive,
unital map on M ′ defined by
Ψ˜U(m
′) = EP
′
1
M ′(m
′), m′ ∈M ′.
Let si, i = 1, 2, . . . , [M : P0] be a (left) Pimsner Popa basis for P0 in M
(a left orthonormal P0 module basis for M over P0). Let ti = U(si), i =
1, 2, . . . , [M : P0] = [M : P1] Thus ti, i = 1, 2, . . . , [M : P1] is a (left)
Pimsner Popa basis for P1 in M . Then the following formula holds true for
Ψ˜U . Let x be an element in M and denote by Rx ∈M ′ be the right convolutor
by x. Then:
[M : P1]Ψ˜U(Rx) =
[M :P0]∑
i,j=1
Rt∗i θ˜(EMP0 (s
∗
i xsj))tj
.
Proof. This is almost contained in the previous proof. The only more general
fact that is needed is that in general, if a, b ∈ M are two P1 orthonormal
elements, (e.g. EP1(aa∗) = EP2(bb∗) = 1) then if Va,b ∈ P ′1 is the isometry
from L2(P1)a onto L2(P1)b mapping p1a into p1b, p1 ∈ P1, then
E
P ′1
M ′(Va,b) = ([M : P1])
−1Ra∗b. 
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Remark. Let M = L(G, ε), P0 = L(Γσ−1 , ε), P1 = L(Γσ, ε) and U =
π(σ), σ ∈ G, where π is a projective unitary representation of G on ℓ2(Γ),
extending the left regular (projective) representation of Γ. Let θ = θσ be the
group morphism from Γσ−1 onto Γσ defined by θ(γ0) = σγ0σ−1, γ0 ∈ Γσ−1 .
Let
χ(σ, γ0) =
ε(σγ0σ
−1, σ)
ε(σ, γ0)
, σ ∈ G, γ0 ∈ Γσ−1 .
Then θ˜ is related to θ by the formula
θ˜(γ0) = χ(σ, γ0)θ(γ0), γ0 ∈ Γσ−1 .
4. THE TYPE II1 REPRESENTATION FOR THE HECKE ALGEBRA
OF A PAIR Γ ⊆ G, WHEN THE REGULAR REPRESENTATION
OF Γ MAY BE UNITARILY EXTENDED TO G
In this section we consider the case of an almost normal subgroup Γ of
a countable discrete group G. We assume that G has the property that there
exists a (projective) unitary representation π : G→ U(ℓ2(Γ)) that extends the
left (projective) regular representation of Γ. In this case, as noted before, for
every σ in G, the groups Γσ = Γ∩ σΓσ−1 and Γσ−1 = Γ∩ σ−1Γσ have equal
indices. LetH0 = H0(G,Γ) which we will also denote asH(Γ\G/Γ), be the
Hecke algebra of the pair Γ ⊆ G. All the proofs in this section remain valid
in the presence of a group 2-cocycle on G, which restricts to the group Γ. We
present the proofs for the case when no cocycle is present, and refer for the
general case to Appendix 1.
We recall from [Krieg], that H(Γ \ G/Γ) is simply the linearization of
the algebra of double cosets of Γ in G. The product formula is as follows: let
σ1, σ2 be elements of G
[Γσ1Γ][Γσ2Γ] =
∑
c(σ1, σ2, z)[ΓzΓ],
where [ΓzΓ] runs over the space of double cosets of Γ contained in Γσ1Γσ2Γ.
The multiplicity c(σ1, σ2, z) is computed by the formula
(3) c(σ1, σ2, z) = #{Γθ2 | Γθ2 ⊆ Γσ2Γ s.t. (∃)θ1 in Γσ1Γ with z = θ1θ2}
(see [Krieg], formula on page 15).
Moreover, H(Γ \ G/Γ) acts on the vector space of left cosets ℓ2(Γ/G),
which has as a basis the set {Γs} of left cosets representatives for Γ in G.
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The formula of the action is for g, h ∈ G,
[ΓgΓ][Γh] =
∑
Γgi⊆ΓgΓ
Γgih.
This ∗-representation is called ([BC], [CM], [Tz]) the left regular representa-
tion of the Hecke algebra on ℓ2(Γ \G) and is denoted by λΓ\G.
Consequently, the above formula reads as
λΓ\G([ΓgΓ])([Γh]) =
∑
Γgi⊆ΓgΓ
Γσgih,
where Γgi are a system of representatives for left cosets of Γ that contained
in ΓgΓ.
The Hecke algebra comes with a natural multiplicative homeomorphism
ind : H(Γ \G/Γ)→ C which is defined by the requirement that
ind[ΓgΓ] = # right cosets of Γ in ΓgΓ = card[Γ : Γg].
The space of cosets has a natural Hilbert space structure defined by im-
posing the condition that the representatives of cosets [Γg], g ∈ G are an
orthonormal basis in ℓ2(Γ \G).
The reduced Hecke von Neumann algebra H is the von Neumann sub-
algebra of B(ℓ2(Γ \G)) generated by the left multiplication with elements in
H(Γ\G/Γ) (the weak closure). ByHred(Γ\G/Γ) we will denote the reduced
C*-Hecke algebra which is the normic closure ofH(Γ\G/Γ). These algebras
are the weak (respectively the norm) closure of the algebra generated by the
image of λΓ\G. Note that this algebras come with a natural state ϕ = ωΓ,Γ
which is simply
ϕ(x) = 〈x[Γ], [Γ]〉.
In particular,
ϕ([ΓgΓ]∗[ΓgΓ]) = ind[ΓgΓ]
If for all g in G, the subgroups Γg and Γg−1 have equal indices in Γ then ϕ is a
trace, and the reduced C∗ algebraHred(Γ\G/Γ) is obtained through the GNS
construction from the trace ϕ on H(Γ \ G/Γ). (Note that H(Γ \ G/Γ) has
involution [ΓσΓ]∗ = [Γσ−1Γ] and hence the Hecke algebra is a ∗-algebra.)
Proposition 18. Recall that the generators of the Hecke algebra of G =
PGL2(Q+) over Γ = PSL2(Z) are then the cosets of the form αpk = ΓσpkΓ,
with σpk =
(
1 0
0 pk
)
, where p ≥ 2 runs over the prime numbers and k is a
natural number.
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Consequently, the spectrum of αp in the reduced C∗-Hecke algebra of
G = PGL2(Q+) over Γ = PSL2(Z) is exactly [−2√p, 2√p].
In particular if ζ is an eigenvector for the classical Hecke operator Tp
with eigenvalue cp, let ℵp be the corresponding character induced by ζ on the
algebra generated by the double cosets αpk . It follows that cp belongs to the
interval [−2√p, 2√p] if and only if ℵp extends to a continuous character of
the C∗-algebra generated by the αpk , k ≥ 1 in the reduced C∗-Hecke algebra
Hred.
Proof. Fix p ≥ 3 be a prime number. Let N = (p − 1)/2 and let FN be
the free group with N generators. Let χk ∈ L(FN) be the sum of words of
length k, k ≥ 0. It is proved in [Py] that the algebra generated by the self-
adjoint elements χk, k ≥ 0 is abelian, and that the spectrum of χ1 is exactly
[−2√p, 2√p]. Moreover the recurrence relations for χk are the same as the
one for αpk , and hence we have an algebra morphism mapping αpk into χk.
Since this morphism is trace preserving, we actually obtain an isomorphism
of C∗-algebras. It is easily seen that this is also valid for p = 2. 
We can now state the main result of this section. In particular, this proves
that if G has a unitary representation on ℓ2(Γ) that extends the left regular
representation, thenHred(Γ\G/Γ) andH embeds in a natural way intoL(G).
Theorem 19. Let G be a discrete group with an almost normal subgroup
Γ. Assume that G admits a unitary representation π on ℓ2(Γ) that extends the
left regular representation of Γ on ℓ2(Γ). Let e be the neutral element of Γ,
viewed as on element of the Hilbert space ℓ2(Γ).
For θ in G, we use the scalar product on ℓ2(Γ) to define
t(θ) = 〈π(θ)e, e〉.
This is a specific matrix coefficient of the representation π.
For α = [ΓσΓ] a double coset in H(Γ \G/Γ) define
tα =
∑
θ∈α
t(θ) · θ.
Then tα is an element of ℓ2(ΓgΓ) ⊆ ℓ2(G) and the map ρ
α→ tα, α = [ΓgΓ] ∈ H(Γ \G/Γ)
extends by linearity and continuity to a unital ∗ normal isomorphism ρ from
the von Neumann algebraHred(Γ \G/Γ)w = H intoL(G). The restriction of
τL(G) to the image of H correspond to the state ω[Γ],[Γ] on the Hecke algebra.
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For c = [Γs] a coset in ℓ2(Γ/G), define
tc =
∑
θ∈Γs
t(θ)θ.
Then tc ∈ ℓ2(Γs), and the family tc, where c runs over the space of left cosets
of Γ inG is an orthonormal system generating a Hilbert spaceK. Then K is a
reducing space for the representation ρ. The restriction of the representation
ρ of H to K is unitarily equivalent to the left representation λΓ\G ofHred(Γ \
G/Γ) on ℓ2(Γ \G), by the unitary that maps tc into the coset c ∈ ℓ2(Γ \G).
As explained in the Appendix 1, this construction obviously extends to
the case of a projective representation of G.
(Note that by replacing t(θ) by t(θ), for all θ ∈ G, the results remain
valid, since this corresponds to taking the conjugation map on the group
algebra).
Remark 20. Note that, in particular, the theorem implies that the fol-
lowing properties hold true.
For all a1 = [Γσ1Γ], a2 = [Γσ2Γ] double cosets of Γ in G
a) ta1ta2 =∑ΓzΓ⊆Γσ1Γσ2Γ c(a1, a2, z)tΓzΓ.
b) For all double cosets ΓσΓ we have
(tΓσΓ)∗ = tΓσ
−1Γ.
c) If a = [ΓσΓ], and c = [Γs] is a coset then
ta · tc =
∑
Γgi⊆ΓσΓ
t[Γgis],
where Γgi runs over a set of representatives for left cosets of Γ that are con-
tained in ΓσΓ.
d) For every coset c = Γs, ‖tc‖22 = 1 and {tc}, where c runs over cosets
of Γ, is an orthonormal basis.
Moreover, the following additional properties 1) through 9) hold true.
1) ‖tΓσΓ‖22 = τ((tΓσΓ)∗tΓσΓ) = ind[ΓσΓ].
2) If a1 = [Γσ1Γ], a2 = [Γσ2Γ] are two different double cosets, then for
all γ in Γ
E
L(G)
L(Γ) (t
a1γta2) = 0.
(In particular, ta1 , ta2 are orthogonal.)
3) If a = [ΓσΓ] then
E
L(G)
L(Γ) (t
a(ta)∗) = ind a.
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4) For all ξ, η in ℓ2(Γ) and a = [ΓσΓ]
ηtaξ∗ =
∑
θ∈[ΓσΓ]
〈π(θ)ξ, η〉θ,
where ξ, η are the images of ξ, η to the conjugation map∑ ξγγ =∑ ξγγ.
5) If si is a system of representatives for right cosets Γσ−1 in Γ, so that
ΓσΓ is as a set the disjoint union of Γσsi (since Γ =
⋃
Γσ−1si) then
tΓσΓ =
[Γ:Γ
σ−1 ]∑
i=1
tΓσsi .
6) If σ in G commutes with Γ, then tΓσΓ is simply a multiple of σ as an
element of L(G) ⊆ ℓ2(G).
7) The representation π can be recovered from the coefficients t(θ), θ in
G. Indeed, for all θ in G, γ in Γ
π(θ)γ =
∑
γ1
t(γ−11 θγ)γ1.
In particular, π(σ)e as an element of ℓ2(Γ) is equal to σ · tσ−1Γ and hence
(π(σ)e)∗ = tΓσ · σ−1.
Recall that if x =
∑
xγγ is an element of L(Γ), then x =
∑
xγγ.
8) Let Γs,Γt be two left cosets of Γ in G. Let AΓs,Γt be the subset of Γ
defined by AΓs,Γt = Γ ∩ s−1Γt.
Let αΓs,Γt be the projection from ℓ2(Γ) onto the Hilbert space generated
by the elements in AΓs,Γt. In particular, γ belongs to AΓs,Γt is equivalent to
αΓs,Γt(γ) 6= 0 (and hence αΓs,Γt(γ) = γ) and this is further equivalent to the
fact that there exist θ in Γ such that
sγ = θt (γ = s−1θt).
Then, for x in L(Γ),
E
L(G)
L(Γ) (t
Γsx(tΓt)∗) = tΓsαΓs,Γt(x)(tΓt)∗.
9)Let ΓσΓ be a double coset in G, and let (si)[Γ:Γσ−1 ]i=1 be a set of rep-
resentatives for left Γσ−1 cosets of Γσ−1 in Γ (that is Γ =
⋃
Γσ−1si, so that
ΓσΓ =
⋃
Γσsi). For γ inΓ, let πγ be the permutation of {1, 2, . . . , [Γ : Γσ−1 ]}
defined by the requirement that for i in {1, 2, . . . , [Γ : Γσ]}, πγ(i) is the
unique element of {1, 2, . . . , [Γ : Γσ]}, such that there exists θ in Γσ−1 with
siγ = θsπγ(i) (in particular, θ = s1γs−1πγ(i) ∈ Γσ−1).
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Then
[Γ : Γσ]E
L(G)
L(Γ) (t
Γσsiγ(tΓσsj )∗) = tΓσsiαΓσsi,Γσsj (γ)(t
Γσsj )∗
is different from 0, if and only if j = πγ(i), in which case it is equal to
tΓσsiγ(tΓσspiγ (i))∗.
This is equivalent to fact that γ belongs to AΓσsi,Γσsj which is equivalent to
the fact that there exists θ in Γ such that (σsi)γ = θ(σsj).
To prove the remark, we will first prove the following lemma, which is
the main computational tool for all these equalities.
Lemma 21. For all θ1, θ2 in G the following equality holds:
1) t(θ1) = t(θ−11 );
2)∑γ∈Γ t(θ1γ)t(γ−1θ2) = t(θ1θ2).
Proof. Clearly
t(θ1) = 〈π(θ1)e, e〉ℓ2(Γ) = 〈e, π(θ−11 )e〉 = 〈π(θ−11 )e, e〉 = t(θ−11 ).
To prove the second property note that
t(θ2θ1) = 〈π(θ1)e, π(θ−12 )e〉
which by property 7) (that we will prove below) is〈∑
γ1
t(γ−11 θ1)γ1,
∑
γ2
t(γ−12 θ2)γ2
〉
=
=
∑
γ1
t(γ−11 θ1)t(γ
−1
1 θ
−1
2 ) =
∑
γ
t(θ2γ1)t(γ
−1
1 θ1).

The proof of property 7) is as follows: Fix θ ∈ G, γ ∈ Γ. Then
π(θ)γ =
∑
γ1
〈π(θ)γ, γ1〉γ1 =
∑
γ1
〈π(γ−11 θγ)e, e〉γ1 =
∑
t(γ−11 θγ)γ1.
We now start the proof of Theorem 7.
The most relevant properties are a), c) that we will prove first.
To prove property a) let a1 = [Γσ1Γ], a2 = [Γσ2Γ] be two double cosets
in H(Γ \G/Γ). Then
ta1 · ta2 =
∑
θ1∈Γσ1Γ
θ2∈Γσ2Γ
t(θ1)t(θ2) · θ1θ2
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and hence this is equal to∑
z∈Γσ1Γσ2Γ
z
( ∑
θ1∈Γσ1Γ, θ2∈Γσ2Γ
θ1θ2=z
t(θ1)t(θ2)
)
.
To identify the coefficient
(4)
∑
θ1∈Γσ1Γ, θ2∈Γσ2Γ
θ1θ2=z
t(θ1)t(θ2)
for any z ∈ G, that belongs to Γσ1Γσ2Γ, we consider
Az = {(θ1, θ2) ∈ Γσ1Γ× Γσ2Γ | θ1θ2 = z}.
Clearly, the group Γ acts on Az, the action of γ on an element (θ1, θ2)
being
γ(θ1, θ2) = (θ1γ
−1, γθ2).
It is obvious that this is a free action of Γ. Let O be the space of orbits of Γ.
Each orbit is of the form {(θ1γ−1, γθ2) | γ ∈ Γ}, with the action of Γ being
bijective. It follows by property 2) of Lemma 9 that for every orbit o in O∑
(θ1,θ2)∈o
t(θ1)t(θ2) = t(z).
Hence the coefficient in formula (4) is n(z)t(z), where n(z) is the number of
orbits of Γ for the given action on Az.
We consider the following map Φ from O into the space of cosets of Γ
in G. If o ∈ O, is defined as o = {(θ1γ, γ−1θ2) | γ ∈ Γ} ⊆ Az for some
θ1 ∈ Γσ1Γ, θ2 ∈ Γσ2Γ, (with the necessary property that θ1θ2 = z) then we
define
Φ(o) = Γθ2.
Clearly, this map is well defined.
Moreover, the image lies in the set M = M(σ1, σ2, z) of cosets of Γy in
G that verify that there exists x in Γσ1Γ with xy = z. (This is the set defining
the coefficient c(σ1, σ2, z) in formula (3).
Now, clearly Φ is injective since if o′ = {(θ′1, γ−1, γθ′2) | γ ∈ Γ} is
another orbit in Az, such that
Φ(o′) = Φ(o)
then it follows that
Γθ2 = Γθ
′
2.
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But this implies θ′2 = γ0θ2 for some γ0 in Γ. Since θ1θ2 = θ′1θ′2 = z, this
implies that θ′1 = θ′2γ−10 and hence that o and o′ are the same orbit.
Thus the number n(z) in formula (4) is c(σ1, σ2, z), and since this only
depends of the double coset of ΓzΓ and not of the individual value of z,
this proves that in the product tatc the element tΓzΓ appears with coefficient
c(σ1, σ2, z).
This completes the proof of property a).
We now prove property c). Let a = ΓσΓ be a double coset and let
c = Γs be a left coset of Γ in G. We want to determine tatc. Then
(5) tatc =
∑
θ∈ΓσΓ, g∈Γs
t(θ)t(g)θg =
∑
z∈ΓσΓΓg
z
( ∑
θ∈ΓσΓ, g∈Γs
θg=z
t(θ)t(g)
)
.
Let (ra)na=1, with n = [Γ : Γσ−1 ], be a set of representatives for right
cosets of Γσ−1 in Γ. Then Γ =
⋃n
a=1 Γσ−1ra as a disjoint union. Since
σΓσ−1σ
−1 = Γσ ⊆ Γ it follows that
ΓσΓ =
⋃
a
ΓσΓσ−1ra =
n⋃
a=1
Γσra.
Clearly, this is also a disjoint union, since if γ1σra = γ2σrb with γ1, γ2
in Γ, then it follows that
rbr
−1
a = σ
−1(γ−12 γ1)σ
and hence since rar−1b belongs to Γ. It follows that σ−1(γ−12 γ1)σ belongs to
σ−1Γσ ∩ Γ. Hence rbr−1a belongs to Γσ−1 or rb belongs to Γσ−1ra. But this
implies ra = rb, since the r′as were a set of representatives. We decompose
the set ΓθΓ× Γs as the reunion⋃a=1,2,...,n⋃γ1∈ΓAγ1,a, where Aγ1,a is the set
{(γ1σraγ, γ−1s) | γ ∈ Γ}. Note that the sets Aγ1,a are disjoint.
Indeed, if Aγ1,a ∩Aγ2,b 6= ∅, then there exists γ′, γ′′ ∈ Γ such that
(γ1σraγ
′, (γ′)−1s) = (γ2σrbγ′′, (γ′′)−1s)
but this implies that γ′ = γ′′ and hence this implies that
γ1σra = γ2σrb.
Since as we have shown before the union Γ =
⋃n
c=1 Γσrc is disjoint it follows
that ra = rb and hence that γ1 = γ2.
By formula (5) we thus have
tatc =
∑
γ1,a
∑
γ∈Γ
t(γ1σraγ)t(γ
−1s)γ1σraγγ−1s.
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By Lemma 9, this is further equal to∑
γ1,a
t(γ1σras)γ1σras =
∑
a
(∑
γ1
t(γ1σras)γ1σras
)
=
∑
a
tΓσras
which is exactly ∑
Γz⊆ΓσΓ
tΓzs,
where the sum runs over right cosets of Γ contained in ΓσΓ.
We now prove property d) in Remark 8. Let c = Γs, d = Γt be two
cosets of Γ in G.
Then 〈tc, td〉ℓ2(G) is equal to〈∑
γ1∈Γ
t(γ1s)γ1s,
∑
γ2∈Γ
t(γ2t)γ2t
〉
ℓ2(G)
=
∑
γ1,γ2∈Γ
t(γ1s)t(γ2t)〈γ1s, γ2t〉.
If the cosets Γs and Γt are disjoint then this is clearly 0. Otherwise, if
s = t then this is further equal to∑
γ1∈Γ
t(γ1s)t(γ1s) =
∑
γ∈Γ
t(γ1s)t(s
−1γ1) =
∑
γ∈Γ
t(s−1γ1)t(γ1s) = t(s−1s) = 1
again by Lemma 9.
This completes the proof of properties a), b), c), d) from Remark 8.
We now proceed to the proof of Theorem 7.
By properties a), b) it is then obvious that the map Φ from H(Γ \ G/Γ)
into L(G) defined by Φ([ΓσΓ]) = tΓσΓ and then extended by linearity is ∗
homeomorphism.
Because of properties c), d) the map V which maps tΓs into the coset
Γs in ℓ2(Γ \ G) is a unitary operator. Moreover, Φ(H(Γ \ G/Γ)) invariates
K, so the projection PK from ℓ2(G) onto K belongs to the commutant of the
algebra H0 = Φ(H(Γ \G/Γ)).
Moreover, by property d) and because of the definition of the left action
λΓ/G of H(Γ \G/Γ) on ℓ2(Γ \G) it follows that
U(PΦ(a)P )U∗ = λΓ/G(a)
for all a in H(Γ \G/Γ).
Moreover,
τL(G)(Φ(a)) = ωΓ,Γ(λΓ/G(a)) = 〈Φ(a)e, e〉 = 〈PΦ(a)Pe, e〉.
Here we use the fact that e (the unit of Γ ⊆ G) belongs to K, as tΓ = e.
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To conclude the fact that Φ is an isomorphism from Hred(Γ \G/Γ) into
L(G) we need the following lemmata that summarizes the properties we ob-
tained so far
Lemmata. Let M be a finite von Neumann algebra with finite faithful
trace τ . Let N0 be a unital ∗-subalgebra of M that contains the unit. Assume
that there exist a projection P onto a subspace K of L2(M, τ) that contains
1, and such that P commutes with N0. Let B0 = P0N0P0, and let B be the
von Neumann algebra generated by B0 in B(K). Assume that τ = ω1,1 is a
faithful state on B.
Then the reduction map, which maps n0 ∈ N0 into p0n0p0 extends to a
von Neumann algebra isomorphism from N = {N0}′′ onto B.
Proof. Indeed Φ becomes a unitary from L2(N, τ) onto L2(B, ω1,1) which
then implements the isomorphism from N onto B.
This concludes the proof of the fact that Φ : H(Γ \ G/Γ) extends
to a von Neumann algebras isomorphism, from Hred(Γ \ G/Γ) into H =
{Φ(H(Γ \ G/Γ))′′} because of the unitary U that intertwines the left regular
representation of H with the restriction of Φ to ℓ2(Γ \ H) (which generates
Hred(Γ \ G/Γ) with the representation a → PKΦ(a)PK . This concludes the
proof of Theorem 7. 
We now proceed to the proof of the properties 1)–8) in Remark 8 (since
7) was already proven).
We start with property 2). Assume that a1 = Γσ1Γ, a2 = Γσ2Γ are two
double cosets such that EL(G)L(Γ) (ta1γ(ta2)∗) is different from 0 for some γ in Γ.
The terms in taγ(ta2)∗ are sums of multiples of elements of the form
(γ1σ1γ2)γ(γ3σ
−1
2 γ4), with γ1, γ2, γ3, γ4 6= 0 and hence if EL(G)L(Γ) (ta1γ(ta2)∗) is
different from 0, it follows that there exists γ1, γ2, γ3, γ4 and θ in Γ such that
(γ1σ1γ2)γ(γ3σ
−1
2 γ4) = θ.
Hence σ2 = (γ−14 θ−1γ1)σ1(γ2γγ3) and hence Γσ2Γ = Γσ1Γ or a1 = a2.
This proves property 3) and also proves that
τL(G)((tΓσ1Γ)∗(tΓσ2Γ)) = 0
if Γσ1Γ 6= Γσ2Γ.
To prove the remaining part of property 1), note that by property 5)
(which is obvious since the sets Γσsi are disjoint) we have that
tΓσΓ =
∑
Γz⊆ΓσΓ
tΓz.
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Since we know that for different cosets Γz1,Γz2, tΓz1 and tΓz2 are orthogonal,
it follows that
‖tΓσΓ‖22 = τL(G)(tΓσΓtΓσΓ) =
∑
Γz⊆ΓσΓ
〈Γz,Γz〉 =
∑
Γz⊆ΓσΓ
1,
and this is exactly the number of left cosets in ΓσΓ, which is ind[ΓσΓ].
Property 3) is now a consequence of property 1). Indeed, as we have
proven in property 1), for every double coset a = [ΓσΓ], we have that ta(ta)∗
is the sum ∑
ΓzΓ⊆ΓσΓσ−1Γ
c(σ, σ−1, z)tΓzΓ.
Hence
E
L(G)
L(Γ) (t
a(ta)∗) = c(σ, σ−1, e)tΓe.
But tΓe is just the identity.
On the other hand, if we apply the trace τ into the previous relation, and
since E preserves the trace it follows that
ind a = τ(ta(ta)∗) = τ(EL(G)L(Γ) (t
a(ta)∗) = c(σ, σ−1, e).
Hence c(σ, σ−1, e) = ind a where a = [ΓσΓ] and hence
E
L(G)
L(Γ) (t
a(ta)∗) = (ind a).
We now proceed to the proof of property 4). By bilinearity it is sufficient
to prove this property for ξ = h1, η = h2, where h1, h2 are two elements in Γ.
Hence we have to prove that for a = [ΓσΓ]
h1t
ah2 =
∑
θ∈ΓσΓ
〈π(θ)h2, h1〉θ,
i.e.,
ta =
∑
θ∈ΓσΓ
〈π(h−11 θh2)e, e〉h−11 θh2.
Doing a change of variable θ′ = h−11 θh2 this equality becomes the definition
of ta.
Finally, property 6) follows from the fact that in this case π(σ) commutes
with Γ on ℓ2(Γ) so it must be a scalar λ. Hence
t(γ1σγ2) = 〈π(γ1σγ2)e, e〉 = λ〈γ1γ2e, e〉
which is different from 0, if and only if γ1γ2 = e.
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But in this case ΓσΓ is simply Γσ and hence
tΓσΓ = tΓσ =
∑
γ∈Γ
t(γσ)γσ = t(σ)σ = λσ.
For property 7) note that
π(σ)e =
∑
γ∈Γ
〈π(σ)e, γ〉γ =
∑
γ
t(γ−1σ)γ.
Hence
σ−1(π(σ)e) =
∑
γ∈Γ
t(γ−1σ)σ−1γ =
∑
γ∈Γ
t(σ−1γ)σ−1γ = tσ−1Γ.
Taking the adjoint we obtain
(π(σ)e)∗σ = tΓσ.
We now prove property 8).
Let Γs,Γt be two left cosets as in the statement. Let γ be any element in
Γ. Then EL(G)L(Γ) (tΓsγ(tΓt)∗) is different from 0, if and only if there exists γ1, γ2
and θ in Γ such that
γ1sγt
−1γ2 = θ
which is equivalent to
γ = s−1(γ1θγ−12 )t = s
−1(γ′)t,
where γ′ belongs to Γ.
Thus EL(G)L(Γ) (tΓsγ(tΓt)∗) is different from 0, if and only if γ belongs to
Γ ∩ s−1Γt = AΓs,Γt. But this gives exactly that
E
L(G)
L(Γ) (t
Γsγ(tΓt)∗) = αΓs,Γt(γ)
which by linearity proves the statement of property 8).
Note that αΓs,Γt is the zero projection if Γ ∩ s−1Γt is void.
To prove property 9) we use property 8). αΓσsi,Γσsj (γ) is different from
0, if and only if γ belongs to Γ∩(σsi)−1Γ(σsj) = Γ∩s−1i σ−1Γσsj for γ in Γ.
So αΓσsi,Γσsj (γ) is different from 0, if and only if there exists θ in Γ such
that
γ = s−1i (σ
−1θσ)sj (or σsiγ = θσsj)
or
siγs
−1
j = θ
′ = σ−1θσ.
Hence θ belongs to Γσ−1 and siγ = θ′sj so j must be equal to πγ(i). 
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5. THE REPRESENTATION OF THE HECKE OPERATORS FOR Γ ⊆ G
ON THE TYPE II1 VON NEUMANN ALGEBRA L(G)
This section contains the main technical result of the paper. In Section 2
we obtained an explicit formula for abstract Hecke operator.
In this section we prove that the algebra consisting of completely posi-
tive maps representing the Hecke operators has a lifting to L(G). This lifting
is similar to the dilation of a semigroup of completely positive maps, as ex-
plained in the introduction. It relies on the representation for the Hecke alge-
bra given in the previous section. The result is a formula that does not involve
in its expression any choice of a system of representatives.
The main theorem of this paper is the following.
Note that all the result in this section remain valid in the presence of a
group 2-cocycle on G, which restricts to the group Γ. We will assume that
all the partial automorphisms of Γ, Ad σ, σ ∈ G are ε preserving, (see also
Appendix 1).
Theorem 22. Let G be a discrete group and Γ ⊆ G an almost normal
subgroup. Assume that G admits a unitary representation π on ℓ2(Γ) that
extends the left regular representation. For a coset [ΓσΓ] let Ψ˜σ = Ψ˜[ΓσΓ] be
the abstract Hecke operator, associated with the unitary π(σ),
Ψ˜σ(x) = E
L(Γσ)′
L(Γ)′ (π(σ)xπ(σ)
∗)
for x inR(Γ). We identifyR(Γ)withL(Γ) via the canonical anti-isomorphism
and hence consider Ψ˜σ as a map from L(Γ) into L(Γ).
Let ρ : H(Γ \G/Γ)→ L(G) be the representation of the Hecke algebra
constructed in the previous section, so that
ρ([ΓσΓ]) =
∑
θ∈[ΓσΓ]
〈π(θ)e, e, 〉ℓ2(Γ)θ = tΓσΓ
for a = [ΓσΓ] a double coset.
Then for x in L(Γ),
Ψσ(x) = [Γ : Γσ]Ψ˜σ(x) = [Γ : Γσ]E
L(G)
L(Γ) (ρ(a)xρ(a)
∗
).
Note that in particular Ψσ depends only on the coset ΓσΓ.
This formula is a dilation formula, for the “pseudo-semigroup” of com-
pletely positive maps Ψσ, in the sense of the corresponding theory for semi-
groups of completely positive maps ([Ar]).
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Remark. In Appendix 4 we are constructing a two variable version of
the Hecke operators. One starts with a representation of the groupoid (G ×
Gop) ⋊ K on a Hilbert space V (K is the profinite completion of Γ). By
restricting to Γ × Γ invariant vectors in V , one obtains a new representation
of the Hecke algebra associated to Γ ⊆ G. In Example 79, we prove that the
above construction is a particular realization of this new model for the Hecke
operators.
Remark. By using the anti-linear isomorphism : L(G) → L(Γ)
defined by
∑
xγγ →
∑
xγγ, where xγ are complex numbers, the formula
for Ψσ(x) becomes
[Γ : Γσ]Ψ˜σ(x) = [Γ : Γσ]E
L(G)
L(Γ) (ρ(a)xρ(a)
∗), x ∈ L(G), a = [ΓσΓ], σ ∈ G.
If Γ = PSL2(Z), G = PGL2(Q+) , by Proposition 4, Ψσ = [Γ : Γσ]Ψ˜σ
is unitary equivalent to the Hecke operator associated with ΓσΓ on Maass
forms.
In the next proposition we will prove that, as in the classical case
[Γ : Γσ1 ][Γ : Γσ2 ]Ψ˜σ1Ψ˜σ2 =
∑
ΓzΓ⊆Γσ1Γσ2Γ
c(σ1, σ2, z)[Γ : Γz]Ψ˜z.
Recall that Γσ−1 = Γ∩σ−1Γσ, Γσ = Γ∩σΓσ−1 and si is a system of left
representatives for left cosets for Γσ−1 in Γ, that is Γ =
⋃n
i=1 Γσ−1si, where
n = [Γ : Γσ] = [Γ : Γσ−1 ]. Let ti = π(σ)si, which is a L(Γσ−1) orthonormal
family of vectors in ℓ2(Γ) (that is EL(Γ
σ−1 )
(tit
∗
j) = δij).
Moreover, θσ : Γσ−1 → Γσ is the isomorphism implemented by σ, de-
fined by θσ(γ) = σγσ−1 for γ in Γσ−1 . In particular, for y inL(Γ)we have that
(6) E
L(Γ)
L(Γσ)(σxσ
−1) = σEL(Γ
σ−1 )
(x)σ−1.
In Proposition 6 we proved that Ψ˜σ(x) is given by the following formula,
for x in L(Γ):
[ΓσΓ]Ψ˜σ(x) =
[Γ:Γσ]∑
i,j=1
t∗i θσE
L(Γ)
L(Γ
σ−1 )
(sixs
−1
j )tj .
By linearity we may assume that x is equal to γ = Lγ a group element in
L(Γ). Let πγ be the permutation of the set {1, 2, . . . , [Γ : Γσ−1 ]}, determined
by the requirement that
siγ = θi(γ)sπγ(i),
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where θi(γ) = siγs−1πγ(i) belongs to Γσ−1 . Then
Ψ˜σ(γ) =
1
[Γ : Γσ]
[Γ:Γσ]∑
i=1
t∗i θσ(siγs
−1
πγ(i)
)tπγ(i).
Because θσ is conjugation by σ this is further equal to
(7)
1
[Γ : Γσ]
[Γ:Γσ]∑
i=1
t∗iσsi(γ)s
−1
πγ(i)
σ−1tπγ(i).
By property 7) in Remark 8
t∗i = (π(σ)si)
∗ = (π(σsi)e)∗
is equal to
tΓσsi(σsi)
−1
and hence
t∗iσsi = tΓσsi for i = 1, 2, . . . , n.
Consequently, combining this with formula 7) it follows that Ψ˜σ(γ) is
further equal to
(8)
1
[Γ : Γσ]
[Γ:Γσ]∑
i=1
tΓσsiγ(tΓσspiγ (i))∗.
Note that EL(G)L(Γ) (tΓσsiγ(tΓσsj )∗) is equal to δi,πγ(i)tΓσsiγ(t
Γσspiγ (i))∗.
Indeed, a term of the form tΓσsiγtΓσsj contains various terms of the form
a(γ1σsiγs
−1
j σ
−1γ2). Then EL(G)L(Γ) of such a term is different from 0 if and only
if there exists a θ in Γ such that
γ1σsiγs
−1
j σ
−1γ2 = θ
which implies that
σ(siγs
−1
j )σ
−1 = γ−11 θγ2
and hence
siγs
−1
j = σ
−1(γ−11 θγ2).
Thus, siγs−1j = θ1 for some θ1 in Γσ−1 and hence siγ = θ1sj . But this by the
definition of the permutation πγ implies that j = πγ(i).
Thus the equality (8) might be continued as
[Γ:Γσ]∑
i,j=1
E
L(G)
L(Γ) (t
ΓσsiγtΓσsj ).
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But tΓσΓ =
∑n
i=1 t
Γσsi and hence this is further equal to
E
L(G)
L(Γ) (t
ΓσΓγtΓσΓ).
By linearly this gives the required formula for Ψ˜σ.
It is well known that the Hecke operators on Maass forms (or cusp
forms) give a representation for the Hecke algebra.
This is also true for the abstract Hecke operators, and we prove this,
directly from the formula in the preceding theorem.
Proposition. The map α = [ΓσΓ] → Ψα = [Γ : Γσ]Ψ˜α described in
the previous theorem is a ∗ morphism from H(G \ Γ/G) into the algebra of
bounded operators on ℓ2(Γ). If a1 = Γσ1Γ, a2 = Γσ2Γ are two double cosets
with multiplication rule
a1a2 =
∑
ΓzΓ⊆Γσ1Γσ2Γ
c(σ1, σ2, z)ΓzΓ.
Then for all x in L(Γ)
[Γ : Γσ1 ][Γ : Γσ2 ]Ψ˜σ1Ψ˜σ2 =
∑
ΓzΓ
c(σ1, σ2, z)[Γ : Γz]Ψ˜z
and hence
[Γ : Γσ1 ][Γ : Γσ2 ]E(t
a1E(ta2x(ta2)∗)(ta1)∗) =
=
∑
ΓzΓ⊆Γσ1Γσ2Γ
c(σ1, σ2, z)[Γ : Γz]E
L(G)
L(Γ) (t
ΓzΓxtΓzΓ).
Proof. To do this we need first to formulate another variant for the formula of
ΨΓσΓ, for ΓσΓ a double coset of Γ in G.
Let (si)
[Γ:Γ
σ−1 ]
i=1 be a system of representatives for right cosets for Γσ−1 in
Γ, that is Γ is the disjoint union of Γσ−1si, i = 1, 2, . . . , [Γ : Γσ−1 ]. Then for
each γ in Γ there exists a permutation πγ of the set {i = 1, 2, . . . , [Γ : Γσ−1 ]}
such that for each i, there exists θi(γ) in Γσ−1 with the property that
siγ = θi(γ)sπγ(i).
We proved that
(9) [Γ : Γσ]Ψ˜σ(γ) =
[Γ:Γ
σ−1 ]∑
i=1
tΓσsiγ(tΓσspiγ (i))∗.
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By property 9) in Remark 8, let αij = αΓσsi,Γσsj be the projection from
ℓ2(Γ) onto the Hilbert space generated by
Γ ∩ (σsi)−1Γ(σsj) = Γ ∩ si(σΓσ−1)sj .
Combining properties 8) and 9) it follows that
[Γ : Γσ]Ψσ(x) =
n∑
i,j=1
tΓσsiαΓσsi,Γσsj (x)t
Γσsj .
Let now a1 = [Γσ1Γ], a2 = [Γσ2Γ], be two double cosets in G, for
which we want to compute the composition
[Γ : Γσ1 ][Γ : Γσ2 ]Ψ˜a2 ◦ Ψ˜a1 .
Assume that si are representatives for left Γσ−11 cosets in Γ (that is Γ =⋃[Γ:Γσ1 ]
i=1 siΓσ−11 and similarly assume that rα, α = 1, 2, . . . , [Γ : Γσ−12 ] are
representatives for Γσ−12 left cosets, that is Γ =
⋃
Γσ−12 rα.
Recall that by property c) in Remark 8, we have that for all i = 1, 2, . . . ,
[Γ : Γσ1 ]
(11) tΓσ2ΓtΓσ1si =
[Γ:Γσ2 ]∑
a=1
tΓσ2raσ1si.
Let πγ be the permutation associated to the cosets Γσ−11 s1,Γσ−11 s2, . . . as
in Remark 8 and 9.
Then by using property 10) for [Γσ1Γ] we obtain that for every γ in Γ,
we have that
[Γ : Γσ−12 ][Γ : Γσ
−1
1
]Ψ˜σ2(Ψ˜σ1(γ)) =
=
[Γ:Γσ1 ]∑
i,j=1
[Γ : Γσ−12 ][Γ : Γσ
−1
1
]E
L(G)
L(Γ) t
Γσ2Γ tΓσ1siαΓσsi,Γσsj (γ)(t
Γσ1sj)∗(tΓσ2Γ)∗
which by using the equality (11) is further equal to
(12)
[Γ:Γ
σ
−1
2
]∑
a,b=1
[Γ:Γ
σ
−1
1
]∑
i,j=1
[Γ : Γσ−12 ][Γ : Γσ
−1
1
]E
L(G)
L(Γ) (t
Γσ2raσ1si)αΓσsi,Γσsj (γ)(t
Γσ2rbσ1sj)∗).
As noted in property 9) of Remark 8, αΓσsi,Γσsj(γ) is different from 0
if and only if γ ∈ Γ ∩ s−11 σ−1Γσsj which is equivalent to the fact that there
exists θ in Γ such that σsiγ = θσsj .
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Moreover, still as a consequence from property 8) in Remark 8 it follows
that a term in the sum (12) is different from 0 if and only if there exists θ′ in
Γ such that
(13) (σ2raσ1si)γ = θ
′(σ1rbσ1sj).
But j was determined by the fact that
(14) σ1si = θσ1sj for some θ in Γ.
From (14) we deduce that
σ2raσ1siγ = σ2raθσ1sj
and using (13) we deduce that
σ2raθσ1sj = θ
′σ1rbσ1sj
and hence
σ2raθ = θ
′σ1rb.
Hence b and θ′ are uniquely determined by θ and a and hence by a, i and γ.
Thus there exists a bijection αγ = (α1γ, α2γ) of the set {1, 2, . . . , [Γ :
Γσ−12 ]}×{1, 2, . . . , [Γ : Γσ−11 ]}which to every pair (a, i) associates the unique
b = α1γ(a, i), j = α
2
γ(a, i) = πγ(i) for which the term starting with tΓσ1raσ2si
in the sum (12) remains non zero after applying EL(G)L(Γ) . Moreover, this bijec-
tion has the property that for all (a, i) in {1, 2, . . . , [Γ : Γσ−12 ]}×{1, 2, . . . , [Γ :
Γσ−11 ]} we have that there exists θ′ in Γ such that
σ2raσ1siγ = θ
′σ2rα1
γ(a,i)
σ1sπγ(i).
Thus, [Γ : Γσ−12 ][Γ : Γσ−11 ]Ψ˜σ2Ψ˜σ1(γ) is equal to
(15)
[Γ:Γ
σ
−1
2
]∑
a=1
[Γ:Γ
σ
−1
1
]∑
i=1
tΓσ2raσ1siγ
(
t
Γσ2rα1
γ(a,i)
σ1spiγ (i)
)∗
,
where αγ = (α1γ, α2γ) is a bijection.
On the other hand, we know that
tΓσ2ΓtΓσ1Γ =
∑
ΓzΓ⊆Γσ1Γσ2Γ
c(σ2, σ1, z)t
ΓzΓ,
where the multiplicities c(σ2, σ1, z) are strictly positive integer numbers that
come from the algebra structure of the Hecke algebra of double cosets.
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Moreover, as we have seen above
tΓσ2ΓtΓσ1Γ =
[Γ:Γ
σ
−1
2
]∑
a=1
[Γ:Γ
σ
−1
1
]∑
i=1
tΓσ2raσ1sj .
Hence the enumeration of left cosets in [Γσ2Γ][Γσ1Γ] is Γσ2raσ1si, a =
1, 2, . . . , [Γ : Γσ−12 ], i = 1, 2, . . . , [Γ : Γσ
−1
1
].
This enumeration will contain for each coset [ΓzΓ] ⊆ [Γσ1Γ][Γσ2Γ]
exactly c(γ1, γ2, z) sets of [Γ : Γz−1] cosets, that together constitute of ΓzΓ.
The contribution of any such group in the sum (15), will be one copy of
E
L(G)
L(Γ) (t
zγ(tz)∗).
But this proves exactly that
[Γ : Γσ−11 ][Γ : Γσ
−1
2
]E
L(G)
L(Γ) (t
Γσ2ΓE(tΓσ1Γγ(tΓσ1Γ)∗)(tΓσ2Γ)∗)
is ∑
ΓzΓ⊆Γσ1Γσ2Γ
α(σ2, σ1, z)[Γ : Γz]E
L(G)
L(Γ) (t
zγ(tz)∗).
By linearity this proves our result. 
In concrete examples, it might happen that we have the unitary repre-
sentation π of G on a Hilbert space H , and that we know that π|Γ is unitarily
equivalent to the left regular representation, but without knowing precisely
the structure of the intertwiner realizing the unitary equivalence.
Hence, it would be useful to proceed with the construction of the ele-
ments tΓσΓ, but starting just with a cyclic vector η (which automatically is
separating) which is not necessary a trace vector, in the Hilbert space of the
representation of π.
So, in this case we would start with
t˜ΓσΓ =
∑
θ∈ΓσΓ
〈π(θ)η, η〉.
For example, in the case of PSL2(Z) represented on the space H13
([GHJ]) by Perelmov ([Pe], see also [KL]) we know that the evaluation vector
at any given point in H is cyclic. Then the t˜ΓσΓ might have an easier expres-
sion.
To exemplify we replace PSL2(R) by SU(1, 1). Hence the upper half
plane gets replaced by the unit disk, and PSL2(Z) gets replaced by a discrete
subgroup Γ0 of SU(1, 1). Let η be the evaluation vector at 0, so η becomes
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the constant function 1 and 〈π(θ)η, η〉H13 is clearly easy to compute (since
π(γ)1 is a multiple of the evaluation vector at γ0).
In the next lemma we prove that the family of “deformed” t˜ΓσΓ might be
used to compute Ψσ.
Proposition 23. Let η be a cyclic separating vector in ℓ2(Γ) and let, for
σ in G,
t˜ΓσΓ =
∑
θ∈ΓσΓ
〈π(θ)η, η〉θ.
Let x = (η∗η)1/2 which is invertible at least in the affiliated algebra of
unbounded operators. Then ξ = x−1/2η is a cyclic trace vector, and hence by
Remark 8, property 4),
tΓσΓ = x−1/2t˜ΓσΓx−1/2
and hence for y in L(Γ),
[Γ : Γσ]Ψ˜σ(y) = [Γ : Γσ]E
L(G)
L(Γ)
(
x−1/2t˜ΓσΓ(x−1/2yx−1/2)(t˜ΓσΓ)∗x−1/2
)
.
Proof. This is now obvious. 
There is a very simple way to compute the element x in the preceding
lemma from the matrix coefficients 〈π(θ)η, η〉, γ ∈ Γ. This is certainly well
known to specialist, but for completeness we include the exact result here.
Lemma. Let η in ℓ2(Γ) be given. Assume we know the element A =∑〈γη, η〉γ−1. Then ξ = (A∗A)−1/2η is a cyclic trace vector in ℓ2(Γ).
Proof. Indeed,
A =
∑
γ
τ(η∗γη)γ−1 =
∑
γ
τ((ηη∗)γ−1)γ =
∑
γ
〈ηη∗, γ〉γ = ηη∗.
Hence (ηη∗)−1/2 = A−1/2 which is invertible since η is cyclic and separating.
Then (ηη∗)−1/2η is a unitary, that is (as a vector) a cyclic trace vector. 
6. COMPLETE POSITIVITY MULTIPLIERS PROPERTIES
FOR EIGENVALUES FOR A JOINT EIGENVECTOR
OF THE HECKE OPERATORS
In this section we derive further consequences, from the relations derived
in the previous chapter, regarding the relative position in L(G) of the algebra
L(Γ), and the von Neumann algebra H ⊆ L(G) generated by the tα’s α
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running in the space of double cosets of Γ in G. This will also work for the
image of H, through the canonical conjugation anti-isomorphism in L(Γ).
To avoid cumbersome notations we will use ρ(a) and ta for ρ(a) and ta
for a = [ΓσΓ] double cosets.
Let D be the von Neumann subalgebra in B(ℓ2(G)) generated by the
operators of left and right multiplication with elements in H, that is by Lα =
Ltα , Rα = Rtα , the left and right convoluters by the elements tα ∈ H, that
are associated to double cosets α = [ΓσΓ], σ in G.
From an algebra point of view, the algebra D is isomorphic to H ⊗
H, but, when taking closures, this might be false (e.g., see the action of the
algebra D on the vector 1 (the unit of G), viewed as a vector in ℓ2(G) (see
[Po])).
Let P be the projection from ℓ2(G) onto ℓ2(Γ). Then, by property 2) in
Remark 8, it follows that
PLαR
∗
βP = 0
unless α = β in which case
PLαR
∗
αP = [Γ : Γσ]Ψ˜α, α = [ΓσΓ].
Then D has the following remarkable property:
(PDP )(PDP ) ⊆ (PDP )
and hence PDP is an algebra.
Moreover, the algebra tα → P (LαR∗α)P , α = [ΓσΓ], σ ∈ G extends to
a ∗-algebra homeomorphism Φ from the ∗-algebra generated by the tα’s, into
PDP .
Although we do not know the structure of the action of the algebraD on
a vector ξ in ℓ2(Γ), that is different from 1, we can still derive some conclusion
in the case when the unit vector ξ in ℓ2(Γ) is a joint eigenvalue for all the
[Γ : Γσ−1 ]Ψ˜α’s of eigenvalue λ(α), α = [ΓσΓ] running over all double cosets
of Γ.
Let K be the Hilbert subspace of ℓ2(G) generated by HξH.
The fact that ξ is a norm 1 eigenvector for all the Ψ˜α’s, and α a double
coset, implies that
[Γ : Γα]Ψ˜α(ξ) = [Γ : Γα]EL(Γ)(tαξt
∗
β) = δαβλ(α)ξ
for all double cosets α, β of Γ in G, and hence
τ(tαξ(t
∗
β)ξ
∗) = δαβλ(α).
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(Here ξ is a norm 1 eigenvector for [Γ : Γσ]Ψ˜α, of eigenvalue λ(α), with
α = ΓσΓ, σ in G.)
We note the following consequence of these considerations.
Lemma 24. Let ξ be a norm 1 joint eigenvector for the maps [Γ :
Γσ−1 ]Ψ˜α = [Γ : Γσ−1 ]EL(Γ)(tα · (tα)∗) on ℓ2(Γ), of eigenvalue λ(α) where
α is the double coset ΓσΓ, σ in G.
Recall that H is the von Neumann algebra generated by all the tα’s.
Then
EH(ξ
∗tαξ) =
λα
[Γ : Γσ−1 ]
tα
for all double cosets α = ΓσΓ, σ in G.
Proof. Let η, in L2(H, τG), be the vector EH(ξ∗tαξ).
Then for all cosets β = Γσ1Γ, σ1 in G we have that
〈η, tβ〉ℓ2(G) = τL(G)(ξ∗tαξt∗β) = τL(G)(tαξt∗βξ∗) = τL(G)(EL(Γ)(tαξt∗β)ξ∗)
and this is 0 unless, α = β, case in which the quantity above is further equal
to
τL(G)(λαξξ
∗) = λα.
Thus η is a vector in L2(H, τL(G)) which verifies that 〈η, tβ〉 is 0 unless α = β
case in which 〈η, tα〉 = λα.
Since as proven in Remark 8, {tα} is an orthogonal basis forL2(H, τL(G))
implies that (again by Remark 8)
η =
λα
‖tα‖22
tα =
λα
[Γ : Γσ−1 ]
tα,
if α = [ΓσΓ]. 
This observation has the following important corollary
Corollary 25. Let G be a discrete group and Γ ⊂ G an almost normal
subgroup. Assume that G admits a unitary representation π that extends the
left regular representation of Γ on ℓ2(Γ). For α = [ΓσΓ] a double coset of Γ
in G, let Ψ˜α be the completely positive map on L(Γ)′ defined by the formula
Ψ˜α(x) = E
L(Γσ)′
L(Γ)′ (π(σ)xπ(σ
−1)).
Let ξ in ℓ2(Γ) be a joint eigenvector of eigenvalue λ(α), for all the com-
pletely positive linear maps [Γ : Γσ−1 ]Ψ˜α, α = [ΓσΓ], σ in G.
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Consider the linear map Φ0 on H(Γ \ G/Γ) (the linear span of double
cosets) defined by
Φ0(α) =
λ(α)
indα
α.
Here α = [ΓσΓ], runs over all double cosets ΓσΓ of Γ in G, and indα = [Γ :
Γσ−1 ].
Then Φ0 extends to completely positive linear Φλ map on H.
In particular, the sequence
(
λ(α)
indα
)
α=[ΓσΓ], σ∈G
is a completely positive
bounded multiplier of the Hecke’s double cosets algebra.
Proof. The extension of the map Φ0 is the map Φ on H defined by Φ(x) =
EH(ξ∗xξ).
But this is clearly completely positive. 
Corollary 26. Let Γ ⊂ G be an almost normal subgroup as above. Let
∆ be the map from the Hecke algebra H0 into H0 ⊗H0, defined by
∆([ΓσΓ]) =
1
[Γ : Γσ]
[ΓσΓ]⊗ [Γσ−1Γ]
for σ in G. (We may also extend ∆ to the reduced C∗-Hecke algebraH.)
Then ∆ is positive. In the terminology of Vershik ([Ve]) where this is
proved for finite G, the algebraH0 (with basis [ΓσΓ]) is 2-positive.
Proof. We have to verify that if p is positive inH0 then ∆(p) is positive. Since
H0 is a commutative algebra, it is sufficient to prove that if χλ is a character
of H0, then (Id⊗ χλ) (∆(p)) ∈ H0 is positive).
But obviously (Id ⊗ χλ) is the previous map Φλ, which is positive for
all λ corresponding to values in the spectrum of [ΓσΓ] in the reduced C∗-
algebra. 
Remark 27. In the case of G = PGL2(Z[1p ]), Γ = PSL2(Z), p ≥ 3, as
we observed before, the Hecke algebra H0 is isomorphic to the radial algebra
in the free group with N = p−1
2
generators. The results of [Py], [DeCaHa],
also prove that Φλ is a completely positive map on H, for λ in the interval
[−(p+ 1), (p+ 1)]. So, we cannot exclude values of λ by this method, in the
case of PSL2(Z).
However, we have the following additional property of the map Φλ, that
is derived from the representation of the primitive structure of the Hecke al-
gebra.
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Proposition 28. Let C˜ be the vector space of sets of the form [σ1Γσ2],
σ1, σ2 ∈ G. We let C(G,Γ) be the vector space obtained from C˜ by factorizing
at the linear relations of the form∑
[σi1Γσ
i
2] =
∑
[θj1Γθ
j
2]
if σis, θjr are elements ofG, and the disjoint union σi1Γσi2 is equal to the disjoint
union θj1Γθ
j
2. Let ξ be an eigenvector (see Appendix 2). Then there exists a
bilinear map χ : C(G,Γ) × C(G,Γ) → C such that χ recovers the value of
the eigenvector, that is χ|H0×H0 is defined by χ([ΓαΓ], [ΓβΓ]) = δαβ λ([ΓαΓ])[Γ:Γα]
and χ is positive in the following sense∑
λi2i3λi1i4([σi1Γσi2 ]), ([σi3Γσi4 ]) ≥ 0.
Proof. Indeed we define
χ([σ1Γσ2], [σ3Γσ4]) = τ(t
Γσi2 ξtσi3ΓtΓi4ξ∗tσi1Γ).
Note that χ has a second positivity property coming from the inequality
τ
(
ξ
(∑
ηi3ηi4t
σi3Γt
Γσi4
)
ξ∗
(∑
θi1θi2t
σi1Γt
Γσi2
))
≥ 0
for all complex numbers ηi, θj . 
Remark 29. It is not clear if the completely positive map, for values of
λ outside [−2√p, 2√p] would have such an extension χ.
7. THE STRUCTURE OF THE CROSSED PRODUCT ALGEBRA, MODULO THE
COMPACT OPERATORS, OF LEFT AND RIGHT CONVOLUTERS IN
PGL2(Z[
1
p
]) ACTING ON ℓ2(PSL2(Z)), p PRIME NUMBER
In this sectionGwill be the discrete groupPGL2(Z[1p ]) and Γ = PSL2(Z).
By ε we denote the 2 group cocycle on G with values in ±1 introduced in
Chapter 2 (corresponding to the projective representation π13 for PSL2(R)
on H13).
We will prove an extension of the usual Akemann-Ostrand property
([AO]), that asserts the C∗-algebra generated by left and right convolution of
Γ on ℓ2(Γ), is isomorphic modulo the compact operators to the reduced C∗-
algebra C∗red(Γ× Γop). (Here Γop is the group Γ considered with the opposite
multiplication, so that we have a natural action of Γ× Γop on Γ.)
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We will extend this result to the (partial) action of G × Gop on Γ and
identify the structure of the crossed product algebra in the quotient, modulo
the compact operators.
As a consequence, and since the representation we constructed in Chap-
ter 5 for the Hecke algebra, (giving unitarily equivalent operators to the clas-
sical Hecke operators), takes values into the C∗-algebra generated by left and
right convolutors from G×Gop, and characteristic functions of cosets of mod-
ular subgroups acting ℓ2(Γ), we can compute the essential spectrum of the
classical Hecke operators.
Let Zp be the p-adic integers and K be the compact group PSL2(Zp).
Note that K is totally disconnected and that Γ is dense in K. Let µp be the
normalized Haar measure on K.
We will use the following embedding of the algebra of continuous func-
tions on K into B(ℓ2(Γ)). To each function f in C(K) we associate the
diagonal multiplication operator on ℓ2(Γ) by the restriction of f to Γ ⊆ K.
In this way, C(K) is identified with the commutative C∗-subalgebra
XΓ of ℓ∞(Γ) generated by characteristic functions of left cosets (equivalently
right) of modular subgroups (we have to add to the generators of XΓ a con-
tinuous sign function to separate the points). Thus C(K) = XΓ ⊆ ℓ∞(Γ).
The Haar measure µp on K then correspond to the state (trace) on XΓ
that associates to the characteristic function of a coset sΓσ of a modular sub-
group Γσ of Γ the value 1[Γ:Γσ] . Note the group G˜ = G × Gop (where Gop is
the group G with opposite multiplication) acts as a groupoid on Γ and hence
it acts also on K, by the formula
(g1 × gop2 )(γ) = g1γg2, g1 × gop2 ∈ G˜, γ ∈ g−11 Γg−12 ∩ Γ ⊆ Γ.
If we take into account also the cocycle ε (thus working with L(G, ε)
instead of L(G), the formula of the action of (g1 × gop2 ) on γ is modified by
the factor ε(g1, γ)ε(γ, g2).
The domain of g1 × gop2 is Γ ∩ g−11 Γg−12 . This shows that only elements
of the form g1 × gop2 with g1, g2 belonging to the same double coset of Γ in
G will have a nontrivial domain. Because g1, g2 are in the same double coset
the action is measure preserving. Hence we can construct the reduced and
maximal crossed product algebra
A = C∗red((G×Gop)⋊ C(K)), Amax = C∗((G×Gop)⋊ C(K))
To construct the reduced crossed product algebra we use the canonical trace
τp on the algebraic crossed product (G×Gop)⋊C(K) induced by the G×Gop
invariant measure µp on K.
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We have consequently a covariant representation of the crossed product
C∗((G×Gop)⋊ C(K))
which comes from the embedding of C(K) into B(ℓ2(Γ)) described above,
and by representing elements in (G×Gop) as left and respectively right con-
volutors.
Indeed, let θ : G × Gop → B(ℓ2(Γ)) be the representation (by par-
tial isometries) of G × Gop by left and right convolutions on Γ. Then θ
is compatible (equivalent) with respect to the action of G × Gop on K and
hence we get in this way a covariant representation of the C∗-algebraAmax =
C∗((G× Gop)⋊ C(K)) into B(ℓ2(Γ)). We denote the C∗-algebra generated
by the image of this representation by B. Thus B is generated as a C∗-algebra
by θ(G × Gop) and C(K). By the results of Akemann-Ostrand ([AO]; see
also [Co]) this algebra contains the compacts operators K(ℓ2(Γ)).
Note that the algebras B is in fact a corner (under the projection repre-
sented by the characteristic function of Γ, in the larger crossed product alge-
bra, of the group G×Gop acting on ℓ2(G)).
We formulate now our main result, which proves that the quotient al-
gebra, modulo the ideal of compact operators, is isomorphic to the reduced,
groupoid crossed product algebra.
Theorem 30. [Local Akemann-Ostrand property for PGL2(Z[1p ])] Let p
be a prime number and let G= PGL2(Z[1p ]). Let B be the C∗-algebra gener-
ated by left and right convolutors in C∗red(G) and by the image of the algebra
C(K) acting by multiplication operators on ℓ2(Γ).
Let A0 = B/K(ℓ2(Γ)) be the projection in the Calkin algebra of the
algebra B ⊆ B(ℓ2(Γ)) Then A0 is canonically isomorphic to the C∗ algebra
A, the reduced, C∗- groupoid crossed product of G× Gop acting on K, with
respect to the invariant Haar measure on K.
The statement remains valid if instead of the C∗-algebra C∗red(G), we
consider the skewed crossed product C∗-algebra, in which the canonical Z2
valueded, 2-group cocycle on PSL(2,Z) also intervenes.
Proof. First we give an outline of the proof.
The reduction of the general case with a Z2 valued 2-cocycle, to the case
when no cocycle is present, will be done in the Remark 37.
In the appendices 4,5,6 we prove a reduction procedure that reduces the
analysis of essential states (states induced by the representation in the Calkin
algebra) to the analysis of states that are concentrated in the identify fiber ofK
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(e.g. limits of averaging sets, contained in families of normal subgroups, with
trivial intersection,as explained bellow). This reduction procedure is valid for
more general inclusions Γ ⊆ G.
Then, to analyze the specific states, concentrated in the fiber at e we use
properties specific to the dynamics of the action, by conjugation with elements
in the group G, on the subgroups of Γ. One essential property of the inclusion
Γ = PSL(2,Z) ⊆ G = PSL(2,Z[1/p]) is the following. Let S0 be the subset
of stabilizer groups (except the stabilizer of the identity), of the action of G,
by conjugation on Γ. Then the groups in S0 are amenable. Moreover, the
cosets of the groups in S0 are asymptotically disjoint (that is they have finite
intersections).
This will be used to prove that in the realization of the essential states in
infinite measures, acted by G × Gop, by measure preserving transformation
(the essential states are measuring displacement by translations in the group),
the actions may be assumed to be free, with trivial stabilizers.
The proof is organized in the following steps: We prove in Appendix 6
that the analysis of the behavior of essential states on the crossed product C∗
algebra may be reduced to states that are a convex combination of limits of
mutually singular averaging sets of points in Γ.
Using the elements of Loeb measure theory developed in ([Lo]), it fol-
lows that is sufficient to analyze states that are realized as the measure of
the displacement, due to the measure preserving action of the groupoid (G×
Gop) ⋊ K, of a fixed finite measure subset F in an infinite measure space
(Y , ν) (more precisely the space Y is a G×Gop-equivariant, measurable bun-
dle over K and we are computing ν(g1Fg2 ∩ F ), for g1, g2 ∈ G).
If the groups are exact we may further reduce to the case when F is a Γ
wandering set, whose translates by the groupoid action cover Y . By using the
action of Γ, we prove in Appendix 5, by using Γ-equivalent subsets ([Ng]),
that we may substitute F with a subset that ”sits” in the fiber of the neutral
element of K.
Consequently, it is sufficient to analyze essential states that are obtained
by limits of averaging sets contained in a family of normal subgroups shrink-
ing to the identity (with trivial intersection). The state now becomes equiva-
lent (through Γ translations) to a state concentrated on the C∗ algebra C∗(G)
(G is identified with the subgroup {g × g−1|g ∈ G} of (G×Gop).
In the Appendix 6, we prove that if certain conditions of temperedness
(in the sense of the tempered Koopman representations in [Ke]) on the state
on C∗(G), constructed above, are verified, then the original state, given by the
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measure of the displacements of the set F under the action of the groupoid
(G × Gop) ⋊K is continuous with respect to the C∗red((G × Gop) ⋊ C(K))
topology, and hence so are the essential states. This is outlined in Corollary
77.
What remains to be verified is that the state on C∗(G) given by limits
of averaging sets, shrinking to the identity, is continuous with respect to the
C∗red(G) topology (and is a limit of states having support in a finite reunion
of double cosets of Γ in G). This last statement (specific to PSL(2,Z) ⊆
PGL(2,Z[1/p])) is proved in the statements 31 through 35 bellow, in this
chapter, by using the dynamics of the action by conjugation with elements in
the group G on subgroups of Γ.
We now start the exposition of the proof of Theorem 30. On B(l2(Γ))
we consider the essential states (forms) which are states (forms) that factorize
to the Calkin algebra
Q(l2(Γ)) = B(l2(Γ))/K(l2(Γ)).
By the original work of Calkin ([Ca]), to describe the essential states (forms),
we let ω be any free ultrafilter on N, and let lim
n→ω
be the corresponding ultra-
filter limit on bounded sequences.
Then the essential forms are obtained as follows. Let ξ = (ξn), η = (ηn)
be sequences of unit vectors in l2(Γ), converging weakly to 0. For X in
B(l2(Γ)) define
ϕξ,η,ω(X) = lim
n→ω
〈Xξn, ηn〉.
Then the forms (respectively states) of the formϕξ,η,ω (respectivelyϕξ,ξ,ω)
exhaust the space of essential forms (respectively states) on B(l2(Γ)) (that is
the forms (respectively states) that vanish on K(l2(Γ))).
In the Appendix 6 (Theorem 71), we prove that the analysis of these
essential states, from the point of view of the topology induced on B, is further
reduced to the case when the sequence of vectors ξ = (ξn) is of the following
form: Let (An)n be a family of finite sets in Γ, that eventually avoid any fixed,
finite subset of Γ. Then consider ξA = ((cardAn)−1/2χAn)n, where by χAn
we denote the characteristic function of the set An.
Then it will be sufficient, to determine the topology on the C∗-algebra B
induced by essential states of the form ξA.
The most general case corresponds to a countable family As = (Asn),
s ∈ N of such sets, disjoint (after s ∈ N) for any fixed s and ξ = ∑
s
1
2s
χAsn ,
where the states χAs are singular to each other as explained bellow.
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By using the Loeb measure construction, we construct a probability
measure space (Cω(A), µω,A), where Cω(A) is the infinite product of the Asn
and the probability measure µω,A is the ultrafilter limit of the normalized
counting measure. In particular if Bn ⊆ An, n ∈ N is a sequence of subsets,
letting Cω((Bn)) be the subset of all sequences (an)n ∈ Cω(A) that eventually
belong to Bn, then
µω,A(Cω((Bn))) = lim
n→ω
cardBn
cardAn
.
Then Cω(A) is obviously a C(K) module, simply by defining, for a coset
sΓ0 of a Γ0 a modular subgroup of Γ, the action to be χsΓ0Cω(A) = Cω((An ∩
sΓ0)n).
Moreover we may construct an (infinite) measure space acted by mea-
sure preserving transformations by G×Gop as follows:
Let Y = Yω,A (which we will denote simply Yω when no confusion is
possible) be the reunion (as subsets of Γℵ0) of the sets g1Cω(A)g−12 . Thus
Yω,A =
⋃
g1,g2∈G
Cω(
(
g1(Γg−11 ,g2 ∩An)g2
)
n
).
Because we are taking the counting measures, the corresponding ultra-
limit measures do coincide on the overlaps and hence we obtain a measure νω
on Y that is invariant to the (partial) action of G× Gop. Note that Y remains
a C(K) module, and in fact in this way we obtained a measure space (Y , νω)
acted by (partial) measure preserving transformations of G × Gop. Hence
we obtain a unitary Koopmann representation of C∗((G×Gop)⋊ C(K)) on
L2(Y , νω). Note that the absence of Folner sets automatically implies that
νω(Y) is infinite.
The goal of this section is to prove that this Koopmann representation
is continuous with respect to the C∗red((G × Gop) ⋊ C(K)) norm and that it
verifies the additional conditions (FS1), (FS2) of Theorem 64. We will then
apply Corollary 77.
We have thus to analyze the states ϕω,A onC∗((G×Gop)⋊C(K)) which
on an element of the form (g1, g2)χsΓ0 ∈ C∗((G×Gop)⋊C(K)), where sΓ0
is a coset of a modular subgroup of Γ, g1, g2 ∈ Γ take the value
ϕω,A((g1, g2)χsΓ0) = ϕω,A((g1, g2)χsΓ0∩g−11 Γg2) =
= νω(g1(sΓ0 ∩ g−11 Γg2)Fg−12 ∩ F ) = µω,A(g1(sΓ0 ∩ g−11 Γg2)Fg−12 ∩ F ) =
= lim
n→ω
card(g1(An ∩ sΓ0 ∩ g−11 Γg2)g−12 ∩An)
cardAn
.
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In the above, the meaning of the notation CF , where C is a coset of a
modular group in Γ, is precisely the ∪{cF c ∈ C}, where C is the closure in
K of C.
If more generally we have a family As = (Asn)n, s ∈ N, such that the
measures µω,As are all singular, then the state corresponding to the vector
ξ =
∑
s
1
2s
ξAs will be in fact a direct sum of infinite measure space (Ys, νsω),
so the proof may be reduced to the case of a single family.
Note that because of the arguments in [Ra6], we may assume that G ×
Gop acts freely on Yω.
In the Appendix 6, Corollary 77, we prove that we may further reduce
the analysis of the continuity of the states ϕω,A, to the following more par-
ticular situation. Recall that the group Γ(pn) is the kernel of the surjection
PSL(2,Z) → PSL(2,Zpn), n ∈ N. Then let Γn = Γ(psn), n ∈ N, where sn
is strictly increasing sequence of integers. Then we may further assume, that
An ⊆ Γ(psn), n ∈ N.
In this case ϕω,A is simply a state onC∗(G) (since it vanishes on (g1, g2)f ,
if g2 6= g1) and the statement to be proved is that ϕω,A is continuous with re-
spect to the C∗red(G) norm (more precisely that it verifies the conditions of
Theorem 64).
Denote by F = Cω((An)n), which is finite measure subset of Yω,A. Then
ϕω,A(g) = νω(gFg
−1 ∩F ) = µω,A(gFg−1 ∩F ) = lim
n→ω
card(gAng
−1 ∩ An)
cardAn
.
Note that in this context, the particular choice of the sets (An)n implies
that (Y , νω) is an infinite measure space, acted by bijective, measure preserv-
ing transformations of G. We prove bellow that the Koopmann representation
is tempered (in the sense of Kechris ([Ke])), i.e. that the representation is
continuous with respect to the C∗red(G) norm.
We will do this by proving that Y inherits a finer module structure over
the Borel ∗ - algebra generated by characteristic functions of subgroups of
PSL2(Zp).
For simplicity we denote the positive definite function ϕω,A by ϕA and
the measure µω,A by µA. The positive definite function ϕA is then computed
by the formula
ϕA(g) = µ(gF ∩ F ), g ∈ G
We prove that ϕA belongs to C∗red(G). Although we are not using the
following remark, we note that ultimately, to prove the Ramanujan–Pettersson
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conjecture (for the essential spectrum) we are interested in the positive definite
functional associating to the double coset [ΓσΓ] the sum
ΨA([ΓσΓ]) =
∑
g∈[ΓσΓ]
ϕA(g)|〈π13(g)I, I〉|2.
It is easy to see that ΨA is a positive definite functional on the reduced Hecke
algebra of double cosets if the positive definite function ϕA(g)|〈π13(g)I, I〉|2
is a positive definite function on C∗red(G). This might be useful for other
groups Γ, G.
For x in Γ denote by OΓx (respectively OGx ) the orbit of x, under the
conjugation action, by Γ (respectively by G).
It is obvious that for g ∈ ΓσΓ, gOxg−1 ∩ Γn is non void and only if
Ox intersects x ∈ Γn ∩ g−1Γng, i.e., Ox intersects Γn ∩ σ−1Γnσ. Thus for
e ∈ {1, 2, . . .} we may consider
Aen = {a ∈ An | OΓa does not intersect Γn ∩ (σpe+1)−1Γnσpe+1}.
We let F e be the subset of Cω(A) defined by F e = Cω((Aen)n), e =
0, 1, 2, . . .. Let F∞ be defined by the formula
F∞ = Cω(A) \
[⋃
e
F e
]
.
Then F∞ consists of all sequences (an)n in Cω(A) such that for every integer
k, the set {n | OΓan intersects Γn ∩ (σpk)−1Γnσpk} is cofinal in ω.
The sets
⋃
e
F e and F∞ have disjoint G orbits in Yω.
Moreover, (ΓσpfΓ)F e ∩ F e is non-void only if f ≤ e.
Thus the states
g → 1
µ(Fe)
〈g(F e), F e〉
are C∗red(G) continuous and verify the conditions of Theorem 64 (here we use
the fact that the Akemann–Ostrand property holds true for the group Γ ([AO],
[Oz])), for all finite e. Hence the same holds true for the state corresponding
to the reunion
⋃
e∈N
F e, which consequently is is a C∗red(G) continuous state.
It remains to analyze the state corresponding to F∞. To prove that the
state on G corresponding to displacement of F∞ is continuous with respect
to the C∗red(G) norm and verifies the hypothesis (FS1) of Theorem 64, we
introduce the following definition.
Afterwards we will prove that the conditions in the next definition hold
true for the action of G on Yω. Note that condition (FS2) follows from N.
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Ozawa’s papers ([Oz1], [Oz]). The proof of Theorem 30 will the be completed
by applying Corollary 77 in Appendix 6.
Definition 31. Let MS be the G-equivariant, ∗ Borel algebra of Borel
functions on PGL2(Qp) generated by the characteristic functions of conju-
gates by elements in G, of the group K = PSL2(Zp) (Recall that Zp are the
p-adic integers). ThenMS contains all intersections K∩gKg−1, g ∈ G (and
infinite intersections of type the above). We let G act onMS by conjugation.
ByMS∩K, we denote the Borel algebra obtained by intersecting all the sets
in MS with K.
Let (Y , ν) be an infinite, measure space and assume that the group G =
PGL2(Z[
1
p
]) acts by measure preserving transformations on Y . We also fix F
a finite measure subset of Y , that is Γ - wandering (i.e. ν(γF ∩ F ) = 0 for
γ 6= e, γ ∈ Γ). We also assume that ⋃
g∈G
gF = Y .
We will say that the G system (Y , ν) is quasi-expanding ,if Y has aMS
module structure, that is G - equivariant and that verifies the normalizing
property χK(ΓF ) = ΓF .
We will prove bellow (Lemma 34) that the infinite measure space (Yω, νω,A),
constructed as above, starting with the Loeb space Cω((An)), has the property
in the previous definition.
We first prove a ”nesting” property for the subgroups, whose character-
istic function generate MS.
Lemma 32. For g in G let Kg be the subgroup of K given by Kg =
gKg−1 ∩K. Then Kg is uniquely determined by the coset sσpeΓ to which g
belongs.
Moreover there exists an order preserving equivalence between the cosets
of Γσpe , e ≥ 1 in Γ and such subgroups: if g belongs to sσpeΓ, and sΓσpe is
contained in s1Γσ
pe−1
then for any g1 in s1σpe−1Γ we have Kg ⊆ Kg1 .
Proof. This is equivalent to the corresponding property of the subgroups Γg =
gΓg−1 ∩ Γ of Γ and this property is almost tautological. Indeed sΓσpes−1 =
Γσpe for s ∈ Γ, e ≥ 1. On the other hand for g in G, γ ∈ Γ we have Γgγ = Γg.
If s belongs to Γσ
pe−1
then sΓσ
pe−1
s−1 = Γσ
pe−1
and hence
Γσpe = sΓσpes
−1 ⊆ sΓσ
pe−1
= Γσ
pe−1
.

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Because of the ”nesting” property, it follows that any infinite intersection
of sets in MS, reintersected with K, will contain a reunion of infinite inter-
sections of the form K∩Ks1σp1∩. . .∩Kseσpe∩. . .where seΓσpe ⊆ se−1Γσpe−1
for all e ≥ 1.
But such a decreasing sequence of cosets corresponds to a coset inK/K∞,
where K∞ consists of the lower triangular matrices in K, that is the subgroup
of matrices of the form
(
a 0
c d
)
in K.
Hence the intersection is determined uniquely by an element in the pro-
jective space P 1(Z2p).
Indeed if se =
(
xe ye
ze te
)
, modulo the scalars, then seΓσpe is deter-
mined by (ye, te) ∈ P 1(Z2pe), and the nesting condition
seΓσpe ⊆ se−1Γσpe−1
corresponds to the fact that for e ≥ 1, (ye, ze) ≡ (ye−1, ze−1) in P 1(Z2pe−1).
We analyze now the structure of infinite intersections.
Lemma 33. Denote the infinite intersection, described above, corre-
sponding to (y, t) ∈ P 1(Z2p) by K(y,t).
Given 2 distinct points (y1, t1) and (y2, t2) in P 1(Z2p), the intersection
K(y1,t1) ∩K(y2,t2) will reintersect a third K(y3,t3), with (y3, t3) in P 1(Z2p), dif-
ferent from the previous two, in the trivial element.
Proof. By left translations by elements in K, we may assume that (y1, t1) =
(0, 1) in P 1(Z2p) and thus K0,1 = K ∩
⋂
e≥1
Kσpe = K∞.
Assume that
(
x2 y2
z2 t2
)
is a representative in K = PSL2(2,Zp) of the
coset of K/K∞ represented by (y2, t2) ∈ P 1(Z2p).
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ThenKy2,t2 is
(
x2 y2
z2 t2
)
K∞
(
x2 y2
z2 t2
)−1
and henceK(0,1)∩K(y2,t2)
consists of all elements
(
a 0
c d
)
in K(0,1) such that
(
x1 y1
z1 t1
)−1(
a 0
c d
)(
x1 y1
z1 t1
)
.
This condition becomes in Zp
y1t1(a− d) = y21c.
Thus, if (0, 1) 6= (y1, t1) in P 1(Z2p), the intersection K(0,1) ∩K(y,t) is, :{(
a 0
c d
)
∈ PSL2(2,Zp) | t1(a− d) = y1c
}
.
Clearly this can reintersect K(0,1) ∩ K(y2,t2) in a non-trivial element if
and only if (y2, t2) = (y1, t1) in P 1(Z2p). 
In the following we describe the MS module structure on the measure
space (Yω, νω) introduced at the beginning of the proof the theorem. Recall
that the group Γ(pn) is the kernel of the surjectionPSL(2,Z)→ PSL(2,Zpn).
Lemma 34. For a family of a subgroups Hn of Γ let Cω((Hn)) consist
of all sequences (γn)n, such that γn belongs to Hn eventually, with respect to
the ultrafilter ω.
Let sn be a strictly increasing sequence of natural numbers and let Γn =
Γ(psn). Then (Γn) is a decreasing sequence of normal subgroups of Γ, with
trivial intersection.
Let MSω((Γn)), which, for simplicity, when no confusion is possible,
we denote by MSω, be the countable Borel algebra (of functions on Γℵ0)
generated by the characteristic functions of Cω((Γn)n) and their conjugates
Cω((gΓng−1)n) = gCω((Γn)n)g−1, g ∈ G.
Then there exists a ∗ homeomorphism from MSω onto MS, uniquely
determined by the following requirements.
(a). The morphism is G - equivariant and maps the characteristic func-
tion of Cω((Γn)) into the characteristic function of K = PSL(2,Zp).
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(b). For unicity purposes, we require that the kernel of the above ∗
homeomorphism, restricted to subgroups of Cω((Γn)), which are mapped into
to subgroups of K, is contained in the space of the characteristic function of⋂
e≥1
Cω((Γ(psn+e))n).
Then the space (Yω, νω) has a canonical, G - equivariant,MSω module
structure, and χCω((Γn))(ΓF ) = ΓF .
Proof. Since every intersection of finite index subgroups is again a finite index
subgroup, it follows that if (Hsn)n , s ∈ N is an infinite collection of decreasing
sequences of finite index subgroups of Γ, then
⋂
s
Cω((Hsn)n) is always non
trivial, as it contains
Cω((H1n ∩H2n ∩ . . . ∩Hnn )n).
Hence the only problem in establishing the homeomorphism fromMSω
onto MS will consist in determining the kernel.
To do this observe that the nesting property proven for the subsetsKg, g ∈
G also holds true for the groups
Ag = Cω((Γn ∩ gΓng−1)n) = Cω((Γn)) ∩ gCω((Γn)n)g−1.
Indeed it is obvious that if g belongs to sσpeΓ, then Ag depends only on sσpe .
Indeed Agγ = Ag for all g ∈ G, γ ∈ Γ since computing Agγ corresponds to
conjugate Γn by γ, but the conjugate is again Γn, since the subgroups Γn are
normal.
We also have to prove that if [seΓσpe ] is contained in [se−1Γσpe−1 ], where
se, se−1 ∈ Γ, e ≥ 1 then Aseσpe ⊆ Ase−1σpe−1 .
It is obvious that
Asg = sAgs
−1.
Hence to prove the inclusion it is sufficient to assume that s belongs to Γσ
pe−1
and to prove that sAσpes−1 ⊆ Aσpe−1 . But if s ∈ Γσpe−1 then sσpe = σpeθ′ for
some θ′ in Γ and hence
sσpe−1Γn(σpe−1)
−1s−1 ∩ Γn = σpe−1θ′Γn(θ′)−1(σpe−1)−1 ∩ Γn =
= σpe−1Γn(σpe−1)
−1 ∩ Γn.
Thus sAσ
pe−1
s−1 = Aσ
pe−1
and hence, since Aσpe ⊆ Aσpe−1 (by the choice we
made for the groups Γn) it follows that sAσpes−1 ⊆ Aσpe−1 .
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Thus, as in the case of subgroups in MS, any infinite intersection of
subgroups in MSω, when intersected with Cω((Γn)n), will contain a reunion
of infinite intersections of the form
(∗) Cω((Γn)n) ∩ As1σp ∩ . . . ∩ Aseσpe ∩ . . .
where [s1Γσ] ⊇ [s2Γp2] ⊇ . . . ⊇ [seΓσpe ], and se ∈ Γ, e ≥ 1.
Again this will depend only on a coset of a point in P 1(Z2p) that in turn
determines a coset of K/K∞. We denote the infinite intersection in formula
(∗) corresponding an element (y, t) ∈ P 1(Z2p) (which in turns corresponds to
[s1Γσ] ⊇ [s2Γσ
p2
] ⊇ . . . ⊇ [seΓσpe ]) by Kω(y,t).
We will verify the same property of intersection for this class of sub-
groups as the one holding for the for subgroups in MS. We check that
Kω(y1,t1) ∩ Kω(y2,t2) ∩ Kω(y3,t3) is contained in the kernel of the morphism from
MSω ∩ Cω((Γn)) onto K = PSL(2,Zp).
Indeed to check this we may assume that (y1, t1) = (0, 1) in P 1(Z2p).
Thus assume representatives for (y2, t2), (y3, t3) are
(
x2 y2
z2 t2
)
and
(
x3 y3
z3 t3
)
and
Kω(y1,t1) = K
ω
(0,1) = Cω((Γn)) ∩
⋂
e≥1
Cω(Γn ∩ σpeΓnσ−1pe ).
Assume that [sjeΓσpe ] are the decreasing sequence of cosets that determine
Kω(yj ,tj), and thus we may assume s
j
e =
(
xje y
j
e
zje t
j
e
)
, e ≥ 1, j = 1, 2, where
the sequence (yje, tje) in P 1(Z2pe) represents (yj, tj) in P 1(Z2p).
Then Kω0,1 ∩ Kω(yj ,tj), for j = 1, 2, by the same computations that we
have performed for the subgroups of PSL(2,Zp), consists of the group of
sequences:{(
an bn
cn dn
)
∈ Cω((Γn)n) | bn ≡ 0, yej tej(an − dn) ≡ (tej)2,mod psn+e.
}
Because (yje, tje)e, j = 1, 2 in the p - adic completion correspond to dif-
ferent elements in (yj, tj) in P 1(Z2p), the triple intersection will be contained
in
{(
an bn
cn dn
)
∈ Cω((Γn)n) | an ≡ dn cn ≡ 0 (mod psn+e−f), bn ≡ 0 (mod psn+e)
}
,
where f depends on which power of p divides (yj, tj).
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Replacing e by e + f , when necessary, this is contained in the required
kernel.
To complete the proof we note that because of this argument, the only
non-trivial intersections of subgroups inMSω∩K are the intersectionsKω(y1,t1)∩
Kω(y2,t2) which may also be intersected by finite intersection of the form
r⋂
i=1
Cω((Γn ∩ giΓng−1i )n),
where g1, g2, . . . , gr belongs to G.
The MSω structure on Yω is now simply the appurtenance relation, de-
fined by the fact that points in Yω are sequences (an)n in Γ. Thus the charac-
teristic function of Cω((Hn)n) will multiply (an)n by 1 (or 0) if {an ∈ Hn} is
cofinal in ω (respectively is not cofinal).

In the above terminology the set ΓF∞ is contained in⋂
e≥1
(
⋃
i
Cω
(
seiσpeΓn(σpe)
−1(sei )
−1 ∩ Γn
)
),
where sei are the coset representatives for Γσpe in Γ, for e ≥ 1.
The characteristic function in MS, acting identically on ΓF∞, via the
module structure, is the characteristic function of the set:
S∞ =
⋂
e
(
⋃
i
Kseiσpe ).
We have thus proved that modulo the trivial element of K, The set S∞ is
a reunion of sets of the form K(y1,t1)∩K(y2,t2)∩
r⋂
i=1
Kgi where (y1, t1), (y2, t2)
are distinct points in P 1(Z2p) and g1, g2, . . . , gr belong to G.
The similar statement holds true in MSω (modulo the kernel).
Note that, (in the terminology introduced at the end of the proof above),
ΓF is indeed contained in Cω((Γn)), because F is contained in Cω((Γn)n) and
all subgroups in (Γn)n are normal.
Corollary 35. There exists aMS∩K, G - equivariant module structure
on ΓF .
Moreover, let ms be the Gelfand spectrum of MS ∩ K, and let p be
the corresponding, G - equivariant, projection fromMS ∩K onto ms. Then
p(F∞) ⊆ S∞. Hence the dynamics of the action of the group G, on F∞ (e. g.
the precise movement of the subsets of F∞ that are brought back to into F∞
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by the action of G) is determined by the dynamics of the (conjugation) action
of G on MS ∩K. Moreover
S∞ =
⋃
(y,t)∈P 1(Z2p)
K(y,t) =
⋃
s∈K/K∞
sK∞s−1.
The only possible intersections of subgroups in MS ∩ K yielding a
nontrivial intersections (that is not equal to identity) are
K(y,t) ∩K(y1,t1) ∩Kg1 ∩ . . . ∩Kgr ,
where (y, t), (y1, t1) are distinct elements in P 1(Z2p) and g1, g2, . . . , gr are
elements in G.
Moreover g(K(y,t))g−1∩K is non-trivial if and only if (y, t) corresponds
to s ∈ K/K∞ with the property that Ky,t = sK∞s−1. In this case necessary
g is of the form sσpe for some σpe , e ≥ 1.
In addition σp(K(0,1) ∩K(y,t)) is K0,1 ∩Ky,pt ∩ σp(K0,1).
Proof. The fact that there exists such a bimodule structure follows from the
previous Lemma.
The only part of the statement that was not yet proved is the statement
about g(Ky,t)g−1 ∩K.
To prove this we may assume that (y, t) = (0, 1) in P 1(Z2p) and hence
we are analyzing the set
L∞ = K ∩ g(K ∩ σpKσ−1p ∩ . . . ∩ σpeK(σpe)−1 ∩ . . .)g−1.
But, unless g is of the form sσpe for some e ≥ 1, the intersection is
trivial. In the non-trivial case the intersection is
L∞ = sσpe(K∞)(σpe)−1s−1.
The last computation is trivial.

Hence we observe that the subset of S∞, that is brought back into S∞ by
the action by elements in the group G, is⋃
γ∈Γ/K∞∩Γ
γK∞γ−1.
To conclude the proof of Theorem 30, we observe that, by using the same
arguments as Proposition 72 (Appendix 6) we may replace F∞ by a measur-
able subset F∞,1, which Γ equivalent to F∞ ([Ng]), and such that F∞,1 ⊆ K∞.
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In this case the only movements by G that bring back pieces of F∞,1 are
those implemented by K∞ ∩ G, which is an amenable group. Moreover be-
cause of the last statement of Corollary 35, this action verifies the conditions
of Theorem 64 (Appendix 4).
The remaining case is the analysis of the case in which the set ΓF has a
part sitting in the kernel of the morphism from MSω onto MS.
But the orbits of G through points in the kernel are returning to the ker-
nel, and hence the dynamics under the action of G of the subset p−1(e) ∩ F
(where p is the projection from Corollary 35) might be analyzed separately.
But this subset of F corresponds to a finer selection of the groups Γn. If we re-
quire that the original set F has effective mass in (Γn) (i.e. that the sequence
of subgroups (Γn)n is minimal for F ), then we may proceed by transfinite
induction on smaller sets of normal subgroups shrinking to e.
This completes the proof of Theorem 30.

Although this is not needed for the proof, we note that if the sets (An)n∈N
are equidistributed in the coset representatives, so that the measure µA is the
Haar measure µp on K then one can obtain an explicit formula for the essen-
tial states.
Proposition 36. We use the notations from the previous theorem. Let
Bt = {g | g ∈ PSL2(R), ‖g‖2 ≤ t} be the hyperbolic ball in PSL2(R)
of radius t. Because of the work of Gorodnik and Nevo ([GoNe]), see also
[EM], [DRS]), it follows that the sets Γt = Γ ∩ Bt are equidistributed in
the cosets of modular subgroups in Γ. We let the sets An be defined by the
formula An = Γ ∩ Bn. Then the measure µA (constructed in the previous
theorem) induces the Haar measure on K. Moreover the state φp on Amax
corresponding to this choice of the sets An is given by the formula
φp =
∑
(g1×g2)∈G×Gop
F (g1, g2)χΓ∩g−11 Γ(g2)−1
dµp × dµp (g1 × g2).
Here χ
Γ∩g−11 Γ(g2)−1
is the characteristic function of the closure of Γ∩g−11 Γ(g2)−1
in K and F is a numerical, positive definite function on G× Gop, depending
only on ‖g1‖2, ‖g2‖2, of the order of
ln ‖g1‖2 + ln ‖g2‖2
‖g1‖2 · ‖g2‖2 .
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More precisely F (g1, g2) is the asymptotic displacement of the family of
well rounded balls Bt (as in [GoNe]), that is
F (g1, g2) = lim
t→∞
vol(Bt ∩ g1Btg2)
vol(Bt)
(volumes computed with respect Haar measure on G).
Then φp is state on the reduced C*-crossed product. Indeed if Ψ is the
completely positive map on C∗(G) mapping an element g ∈ ΓσΓ into 1
[Γ:Γσ]
g,
then viewing Ψ⊗Ψ as a map onAmax, then φp◦(Ψ⊗Ψ)ǫ is square summable
for any ǫ > 0 (see the L2+ǫ summability criteria in ([DeCaHa]).
Proof. Because the points in An are equidistributed in cosets it follows that
the measure µω,A from the Theorem 30 is absolutely continuous with respect
to the Haar measure µp on K. It follows that for every g = (g1, g2) inG×Gop,
there exists for (g1×g2) ∈ G×Gop, there exists a density θA,g−1A a measurable
function K, computing the displacement:
φA(g1, g2) =
∫
K
θA,g−1Adµp.
Moreover θA,g−1A is equal to the limit, for Γσpes a modular subgroup coset
with closure K(pe, s), of the following expression.
1
µp(K(pe, s))
∫
K(pe,s)
θA,g−1A(ω)dµp(ω) = lim
t→∞
card(g1Γtg2 ∩ Γt ∩ Γσpes)
card(Γt ∩ Γσpes)
.
Since the sets g1Btg2 ∩ Bt, g1, g2 ∈ PSL2(R), t > 0, ([GoNe]) are well
rounded, it follows that this is equal to
lim
t→∞
card(g1Γg2 ∩ Γ ∩ (Γσpes) ∩ (Bt ∩ g1Btg2))
card(Γ ∩Bt ∩ Γσpes)
.
For a large exponent e, the above quantity is non-zero, if and only if the
coset Γσpes is contained in g−11 Γg−12 ∩ Γ, and hence it follows, by ([GoNe]),
that θA,g−1A is given by a constant density with respect to µp, supported on the
closure in K of g−11 Γg−12 ∩ Γ, of weight
F (g1, g2) = lim
t→∞
vol (Bt ∩ g1Btg2)
vol Bt
.
Here vol stands for the volume computed with respect to Haar measure on
PSL2(R). Note that F is in itself a positive definite function on PSL2(R) ×
PSL2(R)
op
, but we are only interested in values of F at (g1× g2) ∈ G×Gop,
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whenever g1, g2 determine the same double coset of Γ in G (so that g−11 Γg−12 ∩
Γ is non-void).
To finish the proof we have to find the order of growth of F . To do this
we switch to SU(1, 1) instead of PSL2(R). Assume g1, g2 ∈ SU(1, 1) are
given by:
g1 =
(
x y
y x
)
, g2 =
(
s r
r s
)
.
Since Bt is invariant to left and right multiplication by unitaries, it follows
that F (g1, g2) only depends on ‖g1‖2, ‖g2‖2 and hence we may assume that
the numbers x, y, s, t are all positive.
We have to compute the relative volume (with respect to the volume of
Bt), as t tends to infinity, of the intersection g1Bt ∩ Btg−12 . Using the KAK
decomposition of SU(1, 1), and the corresponding Haar measure, we have to
compute the volume of the set{(a b
b a
)
∈ SU (1, 1) | |xa+ yb| ≤ t, |as+ br| ≤ t
}
.
We denote |a| = ρ, a = ρ exp iθ1, b = |b| exp iθ2. Since we are inter-
ested only in the asymptotic ratio of volumes as t tends to infinity, we may
substitute |b| = √|a|2 − 1 with |a| and we may replace the Haar measure on
SU (1, 1) = KAK, dµSU (1,1) = dk1d|a|dk2 = dk1(cosh2 α)dαdk2 (where
|a| = coshα) with dθ1ρdρdθ2 (since we are interested only is asymptotic
relative size of volumes).
Hence the formula for F (g1, g2) is∫ π
−π
∫ π
−π
∫ min( 1
|x exp iθ1+y|
, 1
|s exp iθ2+r|
)
0
ρdρdθ1dθ2,
which up to a constant is
1
x2s2
∫ π
−π
∫ π
−π
min
(
1
| exp iθ1 + yx |2
,
1
| exp iθ2 + rs |2
)
dθ1dθ2.
Denote α = y/x and β = r/s and note that these two quantities are of
the order of respectively 1/x2 and 1/s2 . Using arclenght approximation it
follows that the integral is of the order of
1
x2s2
∫ 1
−1
∫ 1
−1
min
(
1
α2 + θ21
,
1
β2 + θ22
)
dθ1dθ2.
The result follows then by a straightforward computation. 
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In the following remark we describe a method to avoid the use of the
cocycle ε from the projective representation, by passing to a Z2 cover.
Remark 37. Assume that Γ ⊆ G is an almost normal subgroup of G.
We assume that G is presented in the following way: (Here we assume Z2 is
mapped into the center of G˜.)
0 −→ Z2 −→ G˜ −→ G −→ 0
|| ∪ ∪
0 −→ Z2 −→ Γ˜ −→ Γ −→ 0
Let u be the image of the non-identity element of Z2 in G˜ (or which is
the same, in Γ˜). Then we assume that u is central element in G˜.
In the group algebra of G˜ let P = 1 − u, which is a projection (corre-
sponding to the negative part of u). We consider the reduced algebra AP =
PL(G˜)P ⊇ PC(G˜)P . (PC(G˜)P is like the group algebra of C(G˜) modulo
the identity u = −P , P being the identity of the reduced algebra.)
A similar construction the one in the preceding chapters, can be done in
this setting, as follows.
Let HP = L2(AP , τP ), where τP is the reduced trace. The group Γ˜ acts
by left and right convolutors Lγ˜ , Rγ˜ , γ˜ ∈ Γ˜ on HP and we obviously have
Luγ˜ = −Lγ˜ , Rγ˜u = −Rγ˜ (γ˜ ∈ Γ˜). Assume σ˜ ∈ G˜ and let Γ˜σ˜ = σ˜Γ˜σ˜−1 ∩ Γ˜.
Then every X˜ in B(L2(AP , τP )), such that X˜Lγ˜0 = Lσ˜γ˜0σ−1X˜ for γ˜0 ∈ Γ˜σ−1
will give raise to a completely positive map ΨX˜ obtained from the following
diagram
(PL(Γ˜σ˜−1)P )′ X
∗·X−→ (PL(Γ˜σ˜)P )′
⊇  ւ E
(PL(Γ˜)P )′
.
Here the commutants are computed in the Hilbert space HP and E is the
canonical conditional expectation.
If we start with a representation π˜ of G˜ on L2(AP , τP ) extending the left
regular representation of Γ˜ on L2(AP , τP ) (thus π(u) = −1), then we can
construct as before
T˜ [Γ˜σ˜Γ˜] =
1
2
( ∑
θ∈[Γ˜σ˜Γ˜]
〈π(θ)P, P 〉 θ
)
.
The factor 1
2
is needed because when reducing by P the terms 〈π(θ)P, P 〉 θ
and 〈π(θu)P, P 〉 θu correspond to the same term.
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Assuming that X˜ = π˜(σ˜), σ˜ ∈ G˜, by using the identification PL(Γ˜)P =
PR(Γ˜)P and the same construction as in the Appendix 1, we obtain that ΨX˜
is unitarily equivalent to
Ψ˜[Γ˜σ˜Γ˜](x) = E
PL(G˜)P
PL(Γ˜)P
(
P T˜ [Γ˜σΓ]PxP T˜ [Γ˜σΓ]P
)
, x ∈ PL(Γ˜)P,
where [Γ˜σ˜Γ˜] = [Γ˜σΓ] is a double coset.
Choosing a system of representatives for the elements γ˜P , γ˜ ∈ Γ˜ amounts
to give a cocycle ε, and working with L(Γ, ε) instead of AP , and hence also
the operators T˜ [Γ˜σ˜Γ˜] are unitarily equivalent to the classical Hecke operators
where G˜ = PGL2(Z[1p ]), Γ˜ = PSL2(Z).
We now return to the context of Theorem 19. The previous remark shows
that we may always switch from the skewed algebra with cocycle to a reduced
algebra of the cover group G˜. In chapter 5, we proved that the Hecke algebra
H0 of double cosets [ΓσΓ] of Γ in G admits a ∗-representation into L(G, ε),
by mapping a double coset [ΓσΓ] into
t[ΓσΓ] =
∑
θ∈ΓσΓ
〈π13(θ)e, e〉13θ ∈ l2(ΓσΓ) ∩ L(G),
where e is the identity element of G.
(For simplicity, from now on we do the notational substitution consisting
in changing the coefficients t(θ) with t(θ), θ ∈ G). Here e is a vector in the
Hilbert space H13 that is a cyclic trace vector for the von Neumann algebra
generated by π13(Γ), which is isomorphic to L(G, ε).
We will apply this theorem to the representation of the completely posi-
tive maps Ψσ(x) = [Γ : Γσ]EL(G,ε)L(Γ,ε)
(
tΓσΓxtΓσΓ
)
, x ∈ L(Γ, ε). We analyze the
spectrum of the maps Ψσ modulo the compact operators. We require then that
the convolutors tΓσΓ are in the reduced C∗-algebra C∗red(G, ε). To obtain this
requirement, we prove that there exists a choice for the cyclic trace vector ξ
in H13 such that tΓσΓ belong to the reduced C∗-algebra C∗red(G, ε).
Note that changing ξ into uξ, where u is a unitary in L(Γ, ε), changes
tΓσΓ into u∗tΓσΓu. We are proving that the orbit
{
u∗tΓσΓu | u ∈ U(L(Γ, ε))}
intersects the reduced C∗-algebra.
Lemma 38. With the notations from Proposition 4, there exists a choice
of the cyclic trace vector ξ in H13 used in the construction of the elements
tΓσΓ, such that for all double cosets [ΓσΓ], the elements tΓσΓ belong to the
reduced C∗-algebra C∗red(G, ε).
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Proof. Consider the spaceH13 of positive functions on PSL2(R) that are
obtained as matrix coefficients from elements η in H13 (that is ϕ : G → C
belongs to H13 if there exists η in H13 such that ϕ(g) = 〈π13(g)η, η〉, g in
PSL2(R).
Obviously, H13 is a cone closed to infinite convergent sums. Indeed if
(ηi) is a family of vectors inH13,
∑ ‖ηi‖2 <∞, each determining the positive
functional ϕi. Consider the Hilbert subspace L of H13 ⊗ ℓ2(I) generated by⊕
i∈I
π(g)ηi. This space is obviously invariant to the action of G. Since π13 is
irreducible π(g)|L is a multiple of the representation π13 and because we have
a cyclic vector, it is unitary equivalent to π13. The vector η =
⊕
i∈I
ηi will then
determine the positive definite function on G defined by the formula∑
i
ϕi(g) =
∑
i
〈π13(g)ηi, ηi〉, g ∈ G.
In the sequel we denote π13 simply by π.
As it was noted in the list of properties of tΓσΓ, this is equal to∑
g∈[ΓσΓ]
〈π(g)ξ, ξ〉g.
If ϕη(g) = 〈π(g)η, η〉, g ∈ PSL2(R) is determined by the vector η,
then for a in L1(L(Γ), τ) the vector π(a)η (note that π|Γ extends from G to
a representation of Γ on H13 to a representation of L(Γ, ε)) will determine a
functional ϕa, that has the property that
ϕa|PGL2(Q) = a∗ϕa.
We are looking to find a positive functional in H13 that has the property
that ϕ|PGL2(Q) belongs to the reduced C∗-algebra, and such that moreover ϕ is
implemented by a trace vector (as we have seen in Chapter 3, this is equivalent
to the pseudo-multiplicative property
ϕ(g1g2) =
∑
γ∈Γ
ϕ(g1γ)ϕ(γ
−1g2), g1, g2 ∈ PSL2(R).
To find such a ϕ = ϕξ is therefore sufficient to find a vector ξ such that
the corresponding positive functional has the following properties:
1) the restriction ofϕξ toΓσΓ determines an element inC∗red(PGL2(Q)+, ε);
2) ϕξ|Γ is invertible in C∗red(Γ).
Indeed if we found such a vector ξ then we are done because the vector
ξ0 = π((ϕξ|Γ)−1)ξ is a trace vector.
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Moreover, let
Ψ(g) = 〈π(g)ξ0, ξ0〉
and let tΓσΓ0 =
∑
g∈ΓσΓ
Ψ(g)g. Then tΓσΓ0 = (ϕξ|Γ)−1/2tΓσΓ(ϕξ|Γ)−1/2, where
tΓσΓ correspond to ϕξ|ΓσΓ and hence are in C∗red(G, ε) and thus belongs to
C∗red(G, ε).
Hence to conclude the proof it is sufficient to construct a vector with
properties 1), 2). By Jolissaint estimates, it is sufficient to take a fast decreas-
ing vector for the group G, such that ϕξ|Γ is invertible.
We now use a result by in [BH] (proof of Theorem A1) which says that
given x ≥ 0, x 6= 0 in C∗red(Γ, ε) there exists unitaries γ1, . . . , γn in Γ such
that
∑
γixγ
−1
i is invertible.
Let ξ be a vector in H13, generating a positive definite function on G,
which has rapidly decreasing coefficients ([Jo]). For example we may take
the vector of evaluation at 0 in the model of the unit disk).
Then we construct the functional ϕξ and use the above mentioned result
in [BH], to replace ϕξ by
∑
γ−1i ϕξγi = Ψ0.
Then Ψ0 corresponds to the vector 1√n(⊕ π(γi)ξ) which is a vector gen-
erating a positive definite function with rapidly decreasing coefficients. Con-
sequently, by construction, Ψ0 is invertible and the inverse belongs to the
C∗-algebra.
(See also [Ra5], where it is proved that the elements t[Γσ], σ ∈ G are a
Pimsner Popa basis, and thus bounded). 
The algebraic mechanism, that is implicit in the fact that the linear ap-
plication, mapping a double coset [ΓσΓ] into the completely positive map Ψσ
on L(Γ), is a *-algebra morphism (constructed in Chapter 5), is summarized
as follows:
Lemma 39. Let A˜ be the ∗ − C-algebra generated by L(G)⊗ L(G)op
and the characteristic functions χC , where C runs through the cosets, in G,
of the subgroups Γσ, σ ∈ G, subject to the relation
(g1 ⊗ g2)χC = χg1C(g2)−1(g1 ⊗ g2),
for g1 ⊗ g2 in G ⊗ Gop. Let A˜0 be the the subalgebra χΓA˜χΓ, with unit
χΓ. Note that A˜0 is a weakly dense sub algebra in the reduced, von Neumann
crossed product algebra of the measure preserving, grupoid action ofG⊗Gop
on the space K (as is the C∗ algebraA from the statement of Theorem 30).
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Then map Φ from the Hecke algebra H0 = H0(G,Γ) into A˜0, defined
by
Φ([ΓσΓ]) = χΓ(t
[ΓσΓ] ⊗ t[ΓσΓ])χΓ,
is a ∗-algebra morphism (see also [Ra5]).
Proof. This obtained by passing to the quotient, modulo the compacts the
fact that the map taking the double coset [ΓσΓ] into the completely positive
application Ψσ, defined by
Ψσ(x) = [Γ : Γσ]E
L(G)
L(Γ)
(
tΓσΓxtΓσΓ
)
, x ∈ L(G, ε),
is a ∗-algebra morphism.

In the next theorem, by using the identification proved in Theorem 30,
of the algebra A0 with the reduced C∗-algebra groupoid crossed product of
G × Gop acting on K, we prove that the linear application mapping a coset
ΓσΓ, σ ∈ G into the class, in the Calkin algebra, of the completely positive
mapΨσ, extends to an isometric embedding from the reducedC∗ algebraHred
into the reduced C∗-algebra C∗red((G × Gop) ⋉ C(K)). We are now proving
that this latest map, is in fact the linear application Φ constructed in Lemma
39.
Theorem 40. Let G = PGL2(Z[1p ]), Γ = PSL2(Z). Let ΠQ be the
canonical projection from B(ℓ2(Γ)) onto the Calkin algebra Q(ℓ2(Γ)).
Then, the ∗-algebra morphism, constructed in Chapter 5, which maps a
double coset [ΓσΓ] into the completely positive map Ψσ on L(Γ, ε) given by
the Stinespring dilation formula
Ψσ(x) = [Γ : Γσ]E
L(G,ε)
L(Γ,ε)
(
tΓσΓxtΓσΓ
)
, x ∈ L(Γ, ε)
extends, when composing with the canonical projection ΠQ to an isomor-
phism from the reduced C∗-Hecke algebraH−red into the the Calkin algebra
Q(ℓ2(Γ)), mapping the double coset ΓσΓ into ΠQ(Ψσ) for σ in G.
Here we use implicitly the fact that for all σ in G, the linear continuous
map Ψσ, which is defined a priori on L(Γ, ε), extends to a bounded operator
on ℓ2(Γ).
Note. We proved in Chapter 4 (Lemma 18, see also [Ra3]) that the va-
lidity of the estimates of the Ramanujan-Petersson conjecture is equivalent to
the continuity, with respect to the reduced C∗-algebra associated to the Hecke
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algebra, of the map taking ΓσΓ into Ψσ. Hence we prove that the Ramanujan-
Petersson conjecture holds true, modulo the compact operators (that is for the
essential spectrum of the Hecke operators) in the case G = PGL2(Z
[
1
p
]
),
Γ = PSL2(Z), for every prime number p.
In fact, a trivial application of classical Fredholm theory gives the fol-
lowing corollary.
Corollary 41. For every prime number p, the essential spectrum of the
classical Hecke operator Tp, acting on Maass forms, is contained in the in-
terval [−2√p, 2√p], predicted by the Ramanujan Petersson conjectures. In
particular, given an open interval containing [−2√p, 2√p], there are at most
a finite number of possible exceptional eigenvalues lying outside this interval.
Note that as a corollary of the proof we reprove that the continuous
part of the spectrum (corresponding to Eisenstein series) also verifies the
Ramanujan-Petersson estimates. (See also the paper of P. Sarnak ([Sa])
where a distribution formula for the exceptional values is computed).
Let Γ0 = Γ0(pn), n ≥ 1 be a modular subgroup of PSL(2,Z). We re-
place in the above computations, the projective unitary representation π13 by
the projective unitary representation πt, where t is determined by the condi-
tion [(t− 1)/12] = 1
[Γ:Γ0]
.
Then using the matrix coefficients of the representation πt restricted to
PGL(2,Z[1/p]), the above methods prove that the essential norm for Hecke
operator on the Γ0-invariant Maass forms, associated to the double coset
Γ0σΓ0, σ ∈ PGL(2,Z[1/p]) is equal to the norm of the convolution operator
by the coset Γ0σΓ0 on the Hilbert space ℓ2(Γ0\PGL(2,Z[1/p])) (this norm
is by definition, is the norm of the double coset Γ0σΓ0, viewed as en element
of the reduced C∗-Hecke algebra Hred(Γ0\PSL(2,Z[1p ])/Γ0)).
We note that the existence of a spectral gap bellow the eigenvalue [Γ :
Γσ] (corresponding to the eigenvector 1) of Ψ(σ) is equivalent to the existence
to a spectral gap in the sense of [Po2] (that is to the fact that a sequence in
L(Γ, ε) that asymptotically commutes with tΓσpΓ, p a prime number, should
be an asymptotically scalar sequence).
Proof. (of Corollary 41) The corollary follows from the Theorem 40. Indeed
for every prime p ≥ 2 let σp =
(
1 0
0 p
)
and let αp = [ΓσpΓ] be the corre-
sponding double coset. By Theorem 33 it follows that the essential spectrum
of Ψσp is equal to the spectrum of the double coset αp as a selfadjoint convo-
lutor in the reduced C∗-Hecke algebra. By the Lemma 18, the spectrum of αp
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is the interval [−2√p, 2√p]. Consequently the essential spectrum of Ψσp is
the interval [−2√p, 2√p]. By the Proposition 15, the classical Hecke opera-
tors Tp are unitarily equivalent (modulo a rescaling of the Hilbert space) to the
completely positive map Ψσp acting on ℓ2(Γ). Hence the essential spectrum
of Tp is [−2√p, 2√p] and hence by Fredholm theory the discrete spectrum
can only accumulate at the endpoints of the interval.
The last part of the statement follows from the fact that, by the dimen-
sion formula in ([GHJ]), we have that the Murray von Neumann dimension
dim{π(Γ0)}′′′Ht = 1. Hence the construction (in Chapter 4) of the represen-
tation of the reduced C∗-Hecke algebra Hred(Γ0\PSL(2,Z[1p ])/Γ0) could be
done also in this case. The local Akemann Ostrand property remains valid for
finite index subgroups of PSL(2,Z) ⊆ PSL(2,Z[1
p
]) , and this proves the last
part of the statement.

Proof. (of Theorem 40). By definition, for σ ∈ G, the operator Ψσ be-
longs to the algebra B, which we recall that it is the C∗-algebra generated
by χΓLg1Rg2χΓ ∈ B(ℓ2(Γ)), g1, g2 ∈ G, and C(K) ⊆ B(ℓ2(Γ)) (by χΓ we
denote the characteristic function of Γ viewed as a multiplication operator on
ℓ2(G)).
Taking its image into the Calkin algebra, and using the identification
of the quotient algebra from Theorem 30, the only thing that remains to be
proved is that the map
[ΓσΓ]→ χΓ
(
tΓσΓ ⊗ tΓσΓ)χΓ ∈ A = C∗red((G×Gop)⋊ C(K)).
extend to a continuous isomorphism from the reduced, C∗-Hecke algebra
Hred into A. But this is a trace preserving map when endowing A0 with
the crossed product trace coming from the Haar measure on K. Hence the
above map preserves moments and thus is an isomorphism. 
APPENDIX 1
A CONSTRUCTION OF ABSTRACT HECKE OPERATORS ON II1 FACTORS
In this appendix we start with a pair of isomorphic subfactors of a given
type II1 factor. We define the analogue of the first step of the Jones’s basic
construction for such a data, which is a correspondence between spaces of
intertwiners and von Neumann bimodules over the initial II1 factor (see also
[FV] for a related approach).
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We then analyze the Connes’ fusion for these bimodules and prove a
multiplicativity property for the associated completely positive maps, which
generalizes the construction in Chapters 2,3.
Definition 42. Let M be a type II1 factor and let N0, N1 ⊆ M be two
subfactors of equal index and θ : N0 → N1 an isomorphism. We denote by
Iσ ⊆ B(L2(M, τ)) the linear space of all X : L2(M, τ) → L2(M, τ) such
that
Xa = θ(a)X for all a ∈ N0.
Note that if M = L(Γ), N0 = L(Γσ−1) and N1 = L(Γσ) then θ is
σ · σ−1, viewed as a map on Γσ−1 into Γσ, and extended to the group algebra.
Also if X belongs Iσ then obviously Y ∗ belongs to Iσ−1 . Iσ plays the
role of the commutant algebra of a subfactor, in the case N0 = N1 and if θ is
the identity.
The following construction is a measure for the obstruction for σ being
implemented by an automorphism of M .
Definition 43. Let X, Y in Iσ. ThenX ·Y ∗ mapsN ′0 intoN ′1 (e.g. XaY ∗
belongs to N ′1 for all a in N ′0), and hence we have the following diagram
N ′0 −→
X·Y ∗
N ′1
inc տ ւ
E
N′
1
M′
M ′
where EN
′
1
M ′ is the canonical expectation from N ′1 onto M ′ (both N ′1, M ′ are
II1 factors, and the commutants are computed in the algebra B(L2(M, τ)).
Denote ΨX,Y ∗ the composition, which is thus a linear map from M ′ into M ′.
Thus the formula for ΨX,Y ∗ is
ΨX,Y ∗(m
′) = EN
′
1
M ′(Xm
′Y ∗), m′ ∈ M ′.
Note that if X = Y , then ΨX,X∗ is a completely positive map. As
explained in Chapter 2, ΨX,Y ∗ is a generalization of the Hecke operators.
The analysis of the maps ΨX,Y ∗ is a method to measure how far is θ
from being implemented by an internal automorphism. Indeed if σ was the
restriction of an automorphism of M , then σ would implement an unitary U
on L2(M, τ) which in turn would have the property that UM ′U∗ = M ′ and
hence the completely positive map ΨU,U∗ would be simply an automorphism
of M ′.
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We develop the analogy with the Jones’ basic construction. In Jones’s
basic construction, for an inclusion of algebras with traces, B ⊆ A, the first
algebra in the basic construction is AeBA (see [GHJ]) (as an A⊗Aop bimod-
ule) and it isomorphic to the algebra B′ ⊆ B(L2(A, τ)).
In our situation, we want to get an abstract definition of the Γ × Γop
bimodule ℓ2(ΓσΓ), starting from θσ : Γσ−1 → Γσ defined by θσ(γ) = σγσ−1.
Definition 44. If a cocycle ε is present on G (coming from a projec-
tive unitary representation of G) then θ is replaced with the automorphism
θ˜, constructed at the end of Chapter 3. In this case the bimodule ℓ2(ΓσΓ) is
identified with a subspace of L(G, ε). In particular if ug, g ∈ G is the canon-
ical basis of L(G, ε), the the bimodule structure of ℓ2(ΓσΓ) over Γ × Γop is
so that
γ1uσγ2 = χε(γ1, σ, γ2)uγ1σγ2 , γ1, γ2 ∈ Γ, g ∈ G.
The coefficient χε(γ1, σ, γ2) is determined by the cocycle ε.
Definition 45. Let N0, N1 ⊆ M and let θ : N0 → N1 an isomorphism.
(which should correspond respectively to Γσ−1 ,Γσ ⊆ Γ and θσ(γ) = σγσ−1
in the group case, with the above amendment if a cocycle ε is present). The
bimodule generalizing for the pair of isomorphic subfactors, the commutant
in the Jones’s construction, is the Hilbert space closure of MσM = MσMop
where σ is a virtual element with the property σn0σ−1 = θ(n0) or σ−1n1σ =
θ−1(n1) for n0 in N0, n1 in N1.
Here the element mσm′ is the tensor product m ⊗ m′, where m ⊗ m′
belongs to M ⊗Mop, and the scalar product is
〈m⊗m′, a⊗ a′〉 = τ(a∗mθ(EN0((a′)∗ ⊙m′))
for all m, a in M , m′, a′ in Mop. Here ⊙ stands for the product in Mop that is
x⊙ y = yx.
Thus the formula for the scalar product is
〈m⊗m′, a⊗ a′〉 = τ(a∗mθ(EN0(m′(a′)∗).
Note that the above formula could also be used to define an M-left
Hilbert module structure on MσMop.
Proof of the consistency of the definition. We have to prove that the
definition is consistent with the formal definition of MσM , which is equal as
a vector space to M ⊗Mop.
Thus we have to verify that
mn1σm
′ = mσ(σ−1n1σ)m′ = mσθ−1(n1)m′ = mσ(m′ ⊙ θ−1(n1))
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for all m,m′ in M , n1 in N1.
Thus we have to verify that 〈mn1⊗m′−m⊗θ−1(n1)m′, a⊗a′〉 is zero
for all m,m′, a, a′ in M , n1 in N1. But
〈mn1 ⊗m′, a⊗ a′〉 = τ(a∗mn1θ(EN0(m′(a′)∗) =
= τ(a∗mθ(θ−1(n1))θ(EN0(m
′(a′)∗))) =
= τ(a∗mθ(θ−1(n1))(EN0(m
′(a′)∗))) = τ(a∗mθ(EN0(θ
−1(n1)m′(a′)∗))).
Here we use the fact that EN0 is a conditional expectation and that
θ−1(n1) belongs to N0.
Note that the scalar product corresponds exactly to the Stinespring dila-
tion of the completely positive map m → θ(EN0(m)) viewed as a map from
M with values into N1 ⊆Mop.
Remark 46. Without going into the complication of using the definition
of Mop, which is only needed to have positivity of the scalar product, we
could simply say that MσM is the Hilbert space completion, of the bimodule
defined by the relation
mn1σm
′ = mσθ−1(n1)m′
for all m, m′ in M , n1 in N and θ is implemented formally by σ.
Then the scalar product 〈mσm′, aσa′〉 is formally trace of (a′)∗σ−1a∗mσm′
which, by the trace property, is equal to the trace of a∗mσ(m′(a′)∗)σ−1 and is
formally equal to τ(a∗mθ(EN0(m′(a′)∗))).
We define an anti-linear isomorphism between the intertwiner space and
the bimodule as follows.
Definition 47. For X in Iσ (that is Xn0 = θ(n0)X for all n0 ∈ N0) we
associate to X a canonical element in MσM , where as above, the element σ
virtually implements θ (that is mn0σm′ = mσθ(n0)m′, for all m, m′ in M ,
n0 in N).
Then the anti-linear map X → θ(X) ∈ L2(MσM) is defined by the
relation
〈mσm′, θ(X)〉 = τ(X(m′)m)
for all m, m′ in M .
Proof (of the consistency of the definition). We have to check that with
this definition X(n0m) = θ(n0)X(m) or by taking a trace against on element
m′ that
τ(X(n0m)m
′) = τ(X(m)m′θ(n0)).
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By using the above definition of θ(X) this comes to
〈m′σn0m, θ(X)〉 = 〈m′θ(n0)σm, θ(X)〉
which is obviously true from the definition of the bimodule property ofMσM .
Corollary 48. With the notations introduced above, assume that si a left
Pimsner Popa orthonormal basis for N0 in M . Consequently, M is as left N0
bimodule the (N0-orthogonal) sum of N0si.
Then X(n0si) = θ(n0)X(si), for all n0 ∈ N0. Denote by ti = X(si).
Then the ti are a N1 Pimsner-Popa orthonormal basis for N1 in M .
Moreover, the formula for θ(X) is in this case
θ(X) =
∑
i
t∗iσsi.
Proof. Note that the decomposition MσMop = ⋃[Mσsi] is orthogonal.
Hence we may assume that assume θ(X) =
∑
i xiσsi.
The relation between θ(X) and X is
〈m0σm1, θ(X)〉 = τ(X(m1), m0)
and hence
〈X(m1), m0〉 = 〈m∗0σm1, θ(X)〉.
Hence taking m1 = si we obtain
〈ti, m0〉 = 〈X(si), m0〉 = 〈m∗0σsi, θ(X)〉 = 〈m∗0σsi, xiσsi〉.
Hence we get that for all m0 in M = L(Γ) we have that
〈ti, m0〉 = 〈m∗0, xi〉
or that τ(tim∗0) = τ(x∗1m∗0) and hence that ti = x∗i .
Hence
θ(X) =
∑
i
(X(si))
∗σsi.
Another corollary is the explicit formula for θ(X) in the case we have that
γ1Xγ2 = X(γ1σγ2), γ1, γ2 ∈ Γ.
Corollary 49. We assume that we are in the case of a group G with two-
cocycle ε, as described in Definition 37. Let σ be an element in G. Let θ˜ be
the corresponding isomorphism from N0 = L(Γσ−1 , ε) onto N1 = L(Γσ, ε).
Let X be in Iθ˜. Denote γ1Xγ2 by X(γ1σγ2). Then
θ(X) =
∑
α∈ΓσΓ
χε(γ1, σ, γ2)(〈X(γ1σγ2)I, I〉),
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where I is the unit element (or more generally a trace vector) in L(Γ, ε).
In particular, if π is a projective unitary representation of G, with 2-
cocyle ε, extending the left regular representation, and σ ∈ G, X = π(σ),
then
θ(π(σ)) =
∑
α∈ΓσΓ
(〈X(α)I, I〉)α,
Proof. Again we use the formula 〈m0σm1, θ(X)〉 = τ(X(m1)m0) and hence
〈X(a), b〉 = 〈b∗σa, θ(X)〉
or
〈θ(X), b∗σa〉 = 〈b,X(a)〉.
Thus, using the notations from Definition 44, we obtain:
〈θ(X), uγ0σγ1〉 = χε(γ0, σ, γ1)〈θ(X), γ0uσγ1〉 =
χε(γ0, σ, γ1)〈γ−10 , X(γ1)〉 = χε(γ0, σ, γ1)〈I, γ0Xγ1I〉 =
= χε(γ0, σ, γ1)〈(γ0Xγ1I, I〉.
The second part of the statement follows from the fact that since π is a projec-
tive unitary representation extending the left regular representation of Γ, we
have
γ1π(σ)γ2 = χε(γ0, σ, γ1)π(γ1σγ2), γ1, γ2 ∈ Γ.

The isometrical property of the map θ from intertwiners into bimodules
is described in the next proposition.
First, we define an M-valued pairing P from MσM ×Mσ−1M into M
as follows
Definition 50. There is a well defined projection P : MσM ×Mσ−1M
into M , defined by the formula
P((m0σm1)(m2σ−1m3)) =
= P((m0σm1), (m2σ−1m3)) = m0θ(EN0(m1m2))m3.
Indeed, this is the M-component of the Connes’ fusion product
(MσM)⊗
M
(Mσ−1M).
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Proposition 51. Let N0, N1 ⊆ M and θ an isomorphism from N0 into
N1, virtually implemented by σ. Fix m′ = Rm ∈M ′, for m in M be the right
convolutor by m.
Then for all X, Y in Iσ we have that
EN
′
M ′(Xm
′Y ∗) = P(θ(Y )mθ(X∗))
for all m′ = Rm in M ′.
Proof. The proof is essentially that fromTheorem 22. and won’t be repeated
here. Note that by linearity here we can assume simply that θ(X) = sσr,
θ(Y ) = s1σ1r1, for unitaries s, s1, r, r1 in M . 
From here on we work (for simplicity) only in the case G, Γ and σ1, σ2
partial automorphism of Γ reduced by elements in G, but we maintain the
generality of the choice X , Y . We assume that we are given ε a 2-cocycle on
G, preserved by all σ’s and all algebras are group algebras with cocycle.
Definition 52. Fix an element σ′ in [ΓσΓ]. Let two orthogonal projec-
tions Pσ′Γ and PΓσ′ be the projections on ℓ2[σ′Γ] and ℓ2[Γσ′] respectively. For
α in ℓ2(ΓσΓ) we denote α|σ′Γ or Γσ′ |α the projection Pσ′Γ(α) and PΓσ′(α).
We now prove various formulas of the multiplication of θ(X), θ(Y )
where X , Y are in the intertwiners set Iσ1 , Iσ2 for various σ1, σ2.
The multiplicativity property for θ is then as follows:
Proposition 53. We assume that G is a discrete group containing Γ al-
most normal. For σ in G denote Γσ = Γ ∩ σΓσ−1.
Assume ε is a cocycle on G coming from a projective representation π
of G. Let σ1, σ2 in Γ and X, Y in Iσ1 , Iσ2 respectively. Assume X = π(σ1)
and Y = π(σ2).
We consider the algebra M = L(G, ε), N = L(Γ, ε), and by Nσ =
L(Γσ, ε|Γσ) we denote the corresponding subalgebras for σ ∈ G. Denote the
basis of L(G, ε) by ug, and note that ug1ug2 = ε(g1, g2)ug1g2 .
We have:
(1) The coefficient of α ∈ [Γσ1Γσ2Γ] in θ(X)θ(Y ) is given by the for-
mula ∑
〈(r1Xr2)(r′2Y r3)I, I〉ε(r1σ1r2, r′2σ2r′3),
where the sum runs over all r1, r2, r′2, r3 in Γ such that (r1σ1r2)(r′2σ2r3) = α,
with no repetitions of the type [(r1σ1(r2γ)][(γ−1r′2)σ2r3] allowed.
Note that if π is a representation of G extending the left regular repre-
sentation and X = π(σ1), Y = π(σ2) then the summand becomes 〈π(α)I, I〉.
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(2) For all s in Γ, σ1, σ2 in G, X in Iσ1 , Y in Iσ2
θ(X)[Γσ2]
∣∣∣θ(Y ) =∑ [Γσ1sjσ2]∣∣∣θ(XsjY ),
where sj are a system of coset representatives for Γσ−11 in Γ.
Proof. It is clear that (2) is a consequence of formula (1); consequently, we
will only prove (1).
First note that the following identity
ε(σ1, σ2) = ε(σ1γ, σ2γ
−1)ε(σ1, γ)ε(γ−1σ2)
is a consequence of the projectivity property of a representation π having ε as
a cocycle.
Indeed, just expand in two ways
π(σ1σ2) = π((σ1γ)(γ
−1σ2)).
Recall that
θ(X) =
∑
θ=γ1σγ2∈Γσ1Γ
〈π(γ1σ1γ2)I, I〉uθ,
θ(Y ) =
∑
θ=γ′2σ2γ3∈Γσ2Γ
〈π(γ′2σ2γ3)I, I〉uθ.
We want to compute the coefficient of uα in θ(X)θ(Y ), where
α = (γ1σ1γ2)(γ
′
2σ2γ3).
We will compute the sum of all the terms corresponding to non-allowable
repetitions. Denote σ = γ1σ1γ2, σ′ = γ′2σ2γ3. Since
uσrur−1σ′ = ε(σr, r
−1σ′)uσσ′ ,
the sum of this coefficients will be∑
r
ε(σr, r−1σ′)〈π(σr)I, I〉 〈π(r−1σ′)I, I〉 =
=
∑
r
ε(σr, r−1σ′)ε(σ, r)ε(r−1, σ′)〈π(r)1, π(σ)∗I〉 〈(π(σ′)I, π(r)I〉 =
=
∑
r
ε(σ, σ′)〈(π(σ)∗I, π(r)I〉〈(π(σ′)I, π(r)I〉
which, since π(r)I, r ∈ Γ is an orthonormal basis, is equal to
ε(σ, σ′)〈(π(σ)∗I, π(σ′)I〉 = ε(σ, σ′)〈I, (π(σ)π(σ′)I〉 =
= ε(σ, σ′)〈π(σ)π(σ′)I, I〉 = 〈π(σσ′)I, I〉.
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This completes the proof of formula (1), and the other two are simple
consequences. 
Using formula (3) we obtain a generalization of the composition formula
for the completely positive maps from Chapter 5.
Proposition 54. Let σ1, σ2 be elements in G, and A,B in Iσ1 , C,D in
Iσ2 . Let Nσj = L(Γσj ), j = 1, 2.
Let Iσ1,σ2 = {σ3 | [Γσ3Γ] ⊆ [Γσ1Γσ2Γ]} and let Xσ3 , Yσ3 be the Iσ3
intertwiners that are obtained by taking products of the form DsiB, CsiA,
where si is a system of representatives for Γσ2 .
LetΨAB = [Γ : Γσ1 ]E
L(G,ε)
L(Γ,ε) (θ(A) · θ(B)),ΨCD = [Γ : Γσ2 ]EL(G,ε)L(Γ,ε) (θ(C)·
θ(D)). Then
ΨCD ◦ΨAB =
∑
Nσ3σ1σ2ΨXσ3 ,Yσ3 ,
where σ3 runs over Iσ1,σ2 , and Nσ3σ1,σ2 are the multiplicities.
Proof. Fix u a unitary in M ′. Note that uθ(X)u∗ denoted by θu(X) has the
same properties as θ(X), as it is obtained by using the cyclic vector u instead
of the unit vector 1 in the matrix coefficient computations for the map θ.
Then E(θ(A)uθ(B)) = E(θ(A)θu(B))u where E = EL(G,ε)L(Γ,ε) . Let si be
a system of representatives for Γσ−11 in Γ.
Applying the condition expectation we obtain that
E(θ(A)θu(B))u =
∑
i
[
θ(A)|Γσ1si
][
s−1i σ
−1
1 Γ
∣∣∣(θu(B))]u .
Apply θ(C), θ(D) to the right and left, taking rj a system of representations
for Γσ−12 in Γ, we get by using formula (3) in the preceding statement that
formula the following expression for C(ΨAB(u))D∗:
C(ΨAB(u))D
∗ =
∑
j,k,i
[
θ(CA)
∣∣
Γσ2rjσ1si
][
s−11 σ
−1
1 r
−1
j σ
−1
2 Γ
∣∣∣θu(BD)]u.
When applying EL(G,ε)L(Γ,ε) , only the terms with j = k will remain in the above
formula. The conclusion follows from the fact that the cosets [Γσ2rjσ1si]
when grouped into double cosets will make a list of the double cosets in the
product [Γσ1Γ][Γσ2Γ], with multiplicities taken into account. 
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APPENDIX 2
A MORE PRIMITIVE STRUCTURE OF THE HECKE ALGEBRA
Behind the structure of the Hecke algebras of double cosets of an almost
normal subgroup Γ of G (discrete and countable) there exists in fact a more
natural pairing operation between left and right cosets, which in fact gives all
the information about the multiplication structure and the embedding of the
Hecke algebra. We refers to this structure as to a ”primary structure” of the
Hecke algebra.
We prove here that our construction in chapters 2,3 is in fact a represen-
tation of the primary structure of the Hecke algebra.
First, we describe this primitive structure of the Hecke algebra.
Let H0 = C(Γ \ G/Γ) be the algebra of double cosets, which is repre-
sented either on ℓ2(Γ \G) or ℓ2(G/Γ) (by left or right convolution).
Definition 55. The ”primary structure” of the Hecke algebra. (This is an
operator system in the sense of Pisier ([Pi])). Let C˜ be the vector space of sets
of the form [σ1Γσ2], σ1, σ2 ∈ G. We let C(G,Γ) be the vector space obtained
from C˜, by factorizing by the subspace generated by the linear relations of the
form ∑
[σi1Γσ
i
2] =
∑
[θj1Γθ
j
2]
if σis, θjr are elements ofG, and the disjoint union σi1Γσi2 is equal to the disjoint
union θj1Γθ
j
2.
Then there exist a natural bilinear pairingC(Γ\G)×C(G/Γ)→ C(G,Γ)
extending the usual product of the Hecke algebra. (Note that the Hecke al-
gebra of double cosets is contained in C(G,Γ). We obtain a natural isomor-
phism, by considering the tensor productC(Γ\G)⊗H0C(G/Γ) and extending
the bilinear map to the tensor product).
We prove that our construction in Chapter 4, beyond proving a represen-
tation of the Hecke algebra (and of its subjacent left and right Hilbert space
module) in L(G) it also gives a representation of the more primitive structure
described above. The proof of the following theorem is contained in what we
proved in Chapter 4.
Theorem 56. Let G be a countable discrete group and let Γ ⊆ G be
an almost normal subgroup. Assume that there exists a projective represen-
tation π with cocycle ε of G, which, when restricted to Γ is unitarily equiv-
alent with the left regular representation λΓ,ε of Γ on ℓ2(Γ). For σ in G, let
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tΓσ = (tσ
−1Γ)∗ be the L(Γσ)-unitary element (that is EL(Γσ,ε)((tΓσ)∗tΓσ) = 1)
constructed in Chapter 4.
Moreover, we proved in Chapter 4 that the elements (tΓσ), where Γσ runs
over a system of representatives of right cosets of Γ in G, form a Pimsner-
Popa basis for L(Γ) ⊆ L(G).
Then the map Φ : ℓ2(Γ/G) → L(G, ε) mapping Γσ into tΓσ along with
its dual Φ˜ : ℓ2(G \ Γ) → L(G, ε) mapping (mapping σΓ into tσΓ) extends
to a representation of the ”primary” structure, by defining: Φ2(σ1Γσ2) =
tσ1Γσ2 =
∑
θ∈[σ1Γσ2] 〈π(θ)I, I〉θ.
In particular, tΓσ is determined by the following identity:∑
(tΓσ
1
i )∗(tΓσ
2
i ) =
∑
(tΓθ
1
i )∗(tΓθ
2
i )
if the disjoint union⋃ σi1Γσi2 is equal to the disjoint union⋃ θ1jΓθ2j . Moreover,
tΓσ is L2(Γσ) ∩ L(G).
Remark 57. There exists a remarkable pairing involving Φ2, which is
defined by the following formula:
χ([σ1Γσ2], [σ3Γσ4]) = τ(Φ˜([σ1Γσ2])Φ˜([σ3Γσ4])).
It is easy to compute that
χ([σ1Γσ2], [σ3Γσ4]) =
∑
θ∈σ1Γσ2∩σ3Γσ4
|t(θ)|2.
Moreover, χ has special positivity properties that derive from the fact
that τ is a trace (χ is a cyclic Hilbert space product in the sense of [Ra4]).
χ([σ1Γσ2], [σ3Γσ4]) = τ(t
σ1Γ(tσ2Γ)∗tσ3Γ(tσ4Γ)∗),
Proof. The proof of the representation Φ˜ is a straight consequence of the iden-
tity (proved in Chapter 4, see also the preceding Appendix for the cocycle ε).
t(θ1θ2) = ε(θ1, θ2)
∑
γ∈Γ
t(θ1γ)t(γ
−1θ2)
which implies
(tΓσ1)∗tΓσ2 = tσ1Γσ2 .

The existence of the representation Φ2 is equivalent the existence of the
unitary representation, extending to G the left regular representation of Γ, as
explained bellow.
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Proposition 58. Assume that there exists a representation (as in Theo-
rem 56) Φ2,Φ, Φ˜ of C(G,Γ), C(Γ \ G), C(G/Γ), into the algebra L(G, ε).
Assume that aΓσ = Φ(Γσ) is a Pimsner-Popa basis for L(Γ) ⊆ L(G) such
that in addition Φ([Γσ]) belongs to ℓ2([Γσ]).
We also assume the following property, which is implicit in the statement
of Theorem 56. Let β, α be cosets, α of the form σ1Γσ2, σ1, σ2 ∈ G and
β=σ3Γ or Γσ3, σ3 ∈ G. Let I be their intersection and PI the projection from
ℓ2(G) onto the subspace ℓ2(I). We assume that PI(Φ2(α)) = PI(Φ(β)), for
all α, β, as above.
Then there exists a projective unitary representation π of G onto ℓ2(Γ),
extending the left regular representation of Γ with cocycle ε, on ℓ2(Γ). More-
over, π is projective with cocycle ε. Through the construction in Theorem 56,
the representation π corresponds to the representation Φ2 in the hypothesis of
this statement.
We also assume that aΓ is the identity element in the group G. Then
the condition aσ1ΓaΓσ2 = Φ2(σ1Γσ2) implies the above Pimsner-Popa basis
condition.
Proof. Denote the basis ofL(G, ε) by ug, and note that ug1ug2 = ε(g1, g2)ug1g2 ,
g1, g2 ∈ G.
Let σ an element of G, si a set of representatives for Γσ−1 in Γ. Then we
define
π(σ)si = ε(σ, si)[t
Γσsi(σsi)
−1]∗ ∈ L(Γ, ε).
Then the fact that π(σ) is a representation follows form the identity
a(θ1θ2) =
∑
a(θ1γ)a(γ
−1θ2)ε(σ1, σ2). Here a(θ) is the uθ coefficient of
a[Γσ]. The identity is a consequence of the fact that aσ1ΓaΓσ2 depends only on
the set σ1Γσ2 and of the fact that aΓσ1ΓaΓσ2Γ =
∑
σ3
Nσ3σ1σ2a
Γσ3Γ
, where Nσ3σ1σ2
are the multiplicities from the Hecke algebra structure. The fact that π(σ) is
a unitary follows from the last condition in the statement. 
We also note that the free C-algebra generated by left or right cosets,
subject admits a canonical C∗-representation (in fact a representation into
L(G, ε), in the above terms.
Theorem 59. Let A(G,Γ) the free ∗ − C-algebra generated by all the
cosets [Γσ], σ ∈ G, and their adjoints ([Γσ]∗ = [σ−1Γ], subject to the relation∑
[σi1Γ][Γσ
i
2] =
∑
[θj1Γ][Γθ
j
2]
if σis, θjr are elements ofG, and the disjoint union σi1Γσi2 is equal to the disjoint
union θj1Γθ
j
2. Note that the above relation corresponds exactly to the fact that
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the Hecke algebra of double cosets is a canonical subalgebra of A(G,Γ) ,
with the trivial embedding mapping a double coset into the formal sum of its
left or right cosets (using representatives).
Then we have that the ∗ −C-algebraA(G,Γ) admits at least one unital
C∗ algebra representation into L(G, ε).
Proof. This is a trivial consequence of the relation described above , by map-
ping the coset [Γσ], σ ∈ G into t[Γσ]. 
APPENDIX 3
PROPERTIES OF THE ”SQUARE ROOT STATE” OF THE STATE MEASURING
THE DISPLACEMENT OF A FUNDAMENTAL DOMAIN
LetH be the upper half plane and let F be a fundamental domain for the
action of the group Γ = PSL2(Z). Let µ be the canonical PSL2(Z) invariant
measure on H.
Let ϕ be the positive state on G = PGL2(Z[1p ]) defined by
ϕ(g) = µ(gF ∩ F ), g ∈ G.
Consider F be the set of states on G that are obtained as follows. Let
(Fi)
n
i=1 be a partition of F with measurable sets. Let ϕij(g) = µ(gFi ∩ Fj).
For every family (ξi)ni=1 in C of scalars, consider the state∑
ξiξjϕij
The set F is the collection of all such states.
Given any state ϕ1 on G such that the restriction of ϕ1 to any coset Γs
belongs to ℓ2(Γs), we define a state θ(ϕ1) on the Hecke algebra of Γ in G by
θ(ϕ1)(ΓσΓ) =
∑
θ∈ΓσΓ
ϕ1(θ).
To prove the Ramanujan-Petersson conjecture one should prove that θ(ϕ1)
is continuous on the reduced Hecke algebra for any ϕ1 in F as above (with∑
ξiµ(Fi) = 0).
Our approach is based on the existence of a “square root” of the state of
the type µ(gF ∩ F ) as above.
Assume that G is an abstract discrete group, Γ is a discrete (infinite
subgroup), X is an infinite measure space with measure µ and assume that G
acts on X by preserving the measure. Also we assume that F ⊆ X is subset
of measure 1, that is a fundamental domain for Γ (in particular, we assume
that X =
⋃
γ∈Γ
γF ).
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Let as before ϕX be the positive definite function G, defined by
ϕX(g) = µ(gF ∩ F ), g ∈ G.
Then ϕX |Γ is zero, unless we evaluate at the neutral element.
We assume that ϕX has a square root, that is there exists a positive defi-
nite state on G such that
|ϕ0(g)|2 = ϕX(g), g ∈ G.
Here we may also assume, with no loss in the conclusion that ϕ0 is positive
definite on the group algebra of G twisted by a cocycle.
Then ϕ0 has built in very strong algebraic identifies, that may be derived
as follows.
The fact that
∑
γ∈Γ
ϕX(γg) = 1 for all g ∈ G, implies that in the GNS
representation (Hϕ0 , πϕ0, ξϕ0) of the state ϕ0 (see, e.g., [Dix]) we have that
πξϕ0 belongs to closed linear square of π(γ)ξϕ0 , γ ∈ Γ.
In particular, H0, the Hilbert closure of π(Γ)ξϕ0 ⊆ Hϕ0 is invariant
under G. Moreover, the vectors {π(γ)ξϕ0 | γ ∈ Γ} are an orthonormal basis
for H0.
If we apply the Parseval Identity, with respect to this basis of H0 we
obtain the following identity (with π = πϕ0 |H0)
ϕ0(g1g2) = 〈π(g1g2)ξϕ0, ξϕ0〉 = 〈π(g2)ξϕ0, π(g−11 )ξϕ0〉 =
=
∑
γ∈Γ
〈π(g2)ξϕ0, π(γ)ξϕ0〉〈π(g−11 )ξϕ0 , π(γ)ξϕ0〉 =
=
∑
γ∈Γ
ϕ0(γ
−1g2)〈ξϕ0, π(gγ)ξϕ0〉 =
∑
γ∈Γ
ϕ0(gγ)ϕ0(γ
−1g2).
Thus we obtain that for all g1, g2 ∈ G we have that
(∗) ϕ0(g1g2) =
∑
γ∈Γ
ϕ0(gγ)ϕ0(γ
−1g2)
Thus if write for a coset gΓ of Γ in G
ϕ0 |gΓ=
∑
θ∈gΓ
ϕ0(θ)θ
then the identity (∗) has as consequence that
(∗∗) ϕ0 |g1Γ ∗ϕ0 |Γg2= ϕ0 |g1Γg2
where ϕ0 |A=
∑
θ∈A
ϕ0(θ)θ.
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The identity (∗∗), in the case of an almost normal subgroup Γ of G, it is
proven in this paper to be equivalent to the fact that the map
[ΓσΓ]→ ϕ0 |ΓσΓ∈ ℓ2(ΓσΓ), σ ∈ G
is a representation of Hecke algebra.
If the state ϕ0 is represented as the matrix coefficient of the representa-
tion π of G on H0, that is ϕ0(g) = 〈π(g)ξϕ0, ξϕ0〉, then we may replace the
states in the set F (that are supposed to be obtained from vectors orthogonal
to the constant function), by the states
(∗ ∗ ∗) g → ϕ0(g)ϕ0(γ−1gγ), γ ∈ Γ.
For γ ∈ Γ we denote by πγ the representation g → π(γ−1gγ) on H0.
Then the analysis of the states inF may be replaced by the matrix coefficients
of π ⊗ πγ , evaluated at the vector ξϕ
X
⊗ ξϕ
X
.
In our case the square root state is provided by Jones’ theorem, as the
discrete series representation π13 of PSL2(Z) verifies all of these conditions
Moreover, the identities (∗∗) give a “double” representation of the Hecke al-
gebra, which allows to analyze the matrix coefficients in (∗ ∗ ∗) as γ →∞.
APPENDIX 4. A TWO VARIABLE VERSION OF THE HECKE OPERATORS
In this appendix we are constructing a new type of representation of the
Hecke algebra.
Let Γ ⊆ G be a countable discrete group with an infinite, almost nor-
mal subgroup Γ. We assume that we are given a directed net S (closed to
intersections) of finite index subgroups of Γ, that contains a family of normal
subgroups shrinking to the neutral element, and such that for any σ in G, the
subgroup Γσ = σΓσ−1∩Γ belongs to S. Let K be the profinite completion of
Γ with respect to S. For g1, g2 in G, let Γg−11 ,g2 = g
−1
1 Γg2 ∩ Γ and let Kg−11 ,g2
be the closure of this coset in K. Let χg−11 ,g2 = χΓg−1
1
,g2
be the characteristic
function of this coset, viewed as a multiplication operator on C(K). Then
there exists a partial action of G×Gop on K, defined by (g1, g2)k = g1 k g−12 ,
for g1, g2 in G, k in Kg−11 ,g2 .
By C∗((G × Gop) ⋊ C(K)) we denote the canonical, full groupoid
crossed product C∗-algebra associated to this action. Since the Haar measure
onK, is invariant under the (partial) action ofG×Gop, we also have a reduced
groupoid crossed product C∗-algebra, denoted as C∗red((G×Gop)⋊ C(K)).
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One starts with a representation of the groupoid (G × Gop) ⋊ K on a
Hilbert space V . By restricting to Γ × Γ invariant vectors in V , one obtains
a new type of representation of the Hecke algebra. In Example 79, we prove
that the construction in Chapter 5, is a particular realization of this new rep-
resentation for the Hecke operators.
We introduce the following definition.
Definition 60. Let H be a countable discrete group, and consider a uni-
tary representation of H on a Hilbert space V . We denote the action (repre-
sentation) by h · v ∈ V , for h ∈ H , v ∈ V . We assume that there exists
a Hilbert subspace W ⊆ H , such that hw1 ⊥ w2 for h ∈ H , h 6= e and
w1, w2 ∈ W (such a property for W will be called H-wandering). We also
assume that W is H-generating, that is V is the closure of the span
⋃
h∈H
hW .
We define V H(W ), as the subspace of H-invariant vectors on V (with
respect to W ), consisting of the subspace of the densely defined, H-invariant
functionals on V . We identify the space V H(W ) with the the space of formal
sums
∑
h∈H
hw, w ∈ W . It is an obvious Hilbert space (isomorphic to W ), with
scalar product, for w1, w2 ∈ W , defined by〈∑
h1∈H
h1w1,
∑
h2∈H
h2w2
〉
V H(W )
=
∑
h1∈H
〈h1w1, w2〉V = 〈w1, w2〉W .
This formalism will be useful for our description of the Hecke opera-
tors. It is obvious that if (Y , ν) is a measure space, and H acts by mea-
sure preserving transformations on Y , with a fundamental domain F , then
L2(Y , ν)H(L2(F, ν)) is obviously isomorphic toL2(F, ν) and also toL2(YH , ν);
the Hilbert space of H-invariant functions on Y , with (Pettersson style) scalar
product, defined by the following formula: for f, g ∈ L2(YH , ν)
〈f, g〉L2(YH ,ν) =
∫
F
fgdν.
Obviously, this scalar product is independent on the choice of the fun-
damental domain F for H in Y .
Note that with this definition, the Hilbert space H12, which is acted by
the unitary representation of Γ = PSL2(Z) via π12, does not have Γ-invariant
vectors, since it doesn’t have a wandering subspace, (because the Murray von
Neumann dimension dimΓH12 < 1, by Jones’s formula [GHJ]). However the
modular form ∆ gives a Γ-invariant, densely defined functional on H12.
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With this definition we can describe a new approach to the Hecke op-
erators, on bivariant functions, in the presence of a unitary representation of
C∗((G × Gop) ⋊ C(K)). We assume that this representation has a Γ × {e}
wandering, generating subspace.
Theorem 61. Let G be a countable discrete group, and let Γ be an in-
finite, almost normal subgroup. We assume that S is a family of finite index
subgroups of Γ, directed downward, and containing all the subgroups of the
form Γg = gΓg−1 ∩ Γ, for g in G.
Let K be the profinite completion of Γ with respect to this family of
subgroups. Let V be a Hilbert space endowed with a unitary action (repre-
sentation) of the full C∗-algebra C∗((G×Gop)⋊ C(K)).
The action of C(K), will be denoted simply f · v, for f in C(K), v ∈ V .
Let χg−11 ,g2 be the characteristic function of the closure inK of the intersection
g−11 Γg2 ∩ Γ, for g1, g2 ∈ G. Then the range in V of the projection χg−11 ,g2
will be the domain for the partial isometry on V defined by the action of
(g1, g2) ∈ G×Gop.
We denote the action of (g1, g2) ∈ G×Gop on a vector v in χg−11 ,g2V by
(g1, g2)v = (g1, g2)(χg−11 ,g2v) = g1(χg
−1
1 ,g2
v)g−12 , g1, g2 ∈ G, v ∈ V.
Assume that the unitary representation of Γ × {e} on V , obtained by
restriction of the action of G × Gop, admits a Γ × {e} wandering subspace
W0 such that the translations by elements in Γ× {e} of W0 cover V .
Let σ be an arbitrary element in G, and assume that [ΓσΓ] is the disjoint
union of the cosets siσΓ, si ∈ Γ, i = 1, 2, . . . , [Γ : Γσ]. We use the obvious
extension of the action of C(K) on V Γ×{e}(W0), which maps a Γ invariant
vector into a vector that is invariant with respect to a smaller subgroup.
For v in V Γ×{e}(W0), we define
Π(σ)v =
∑
i
siσ(χσ−1,σv)σ
−1.
We have the following: if the vector v has the expression v = ∑
γ∈Γ
γw, for
some w ∈ V Γ×{e}(W0), then
Π(σ)
(∑
γ
γw
)
=
∑
i
siσ
(∑
γ∈Γ
χσ−1,σγw
)
σ−1 =
∑
θ∈ΓσΓ
θ(χθ−1,σw)σ
−1.
Moreover, in this case, Π is a unitary representation of G on V Γ×{e}(W0).
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Observation 62. Assume in addition that the unitary action of Γ × Γ
on V , obtained by restriction of the action of G × Gop, admits a (Γ × Γ)
wandering, generating subspace W (and thus W0 = Sp(Wγ | γ ∈ Γ) is a
(Γ × {e})-wandering, generating, subspace of V ). Since the representation
Π acts on (Γ × {e}) equivariant vectors on V and W1 = Sp(γW | γ ∈ Γ) is
wandering Hilbert subspace for {e}×Γ, we can define a unitary representation
of the Hecke operators on (V Γ×{e}(W0)){e}⊗Γ(W1) = V Γ×Γ(W ) by defining
for a double coset [ΓσΓ] of G, and for v in V Γ×Γ(W0),
T ([ΓσΓ])(v) =
∑
i,j
siσ
(
χσ−1,σv
)
σ−1sj .
If v is given as
∑
γ1,γ2∈Γ
γ1wγ
−1
2 , for w ∈ W , the formula has the expression:∑
θ1,θ2∈ΓσΓ
θ1
(
χθ−11 ,θ2w
)
θ−12 .
We will prove in Appendix 7 that in fact the Hecke operators, that we intro-
duced in Chapter 3, are of this form.
Observation 63. In the context of Theorem 61, let w be a vector in W ,
and let v =
∑
γ∈Γ
γw. Let σ be an element in G and assume that ΓσΓ =
⋃
siσΓ
where si ∈ Γ are coset representatives. Let Ki be a the closure of siΓσ−1 in
K. Note that Γ =
⋃
i
siΓσ−1 . Consider wi = χKiw. Let
w0 =
∑
s−1i (χKiw).
Then χσ−1,σ(w0) = w0 and ∑
γ∈Γ
γw =
∑
γ∈Γ
γw0.
The formula for the representation Π(σ) becomes
Π(σ)
(∑
γ∈Γ
γw
)
=
∑
i
siσ
(
χσ−1,σ
(∑
γ∈Γ
γw0
))
σ−1
=
∑
i
siσ
( ∑
γ∈Γ
σ−1
γw0
)
σ−1 =
∑
γ∈Γ
γσw0σ
−1 =
∑
θ∈[Γσ]
θw0σ
−1.
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Proof. (of Theorem 61). To prove thatΠ is a representation ofG on V Γ×{e}(W0),
take σ1, σ2 ∈ G, and a vector v =
∑
γ∈Γ
γw in V Γ×{e}(W0).
We want to prove that
Π(σ1)Π(σ2)
(∑
γ∈γ
γw
)
= Π(σ1σ2)
(∑
γ∈Γ
γw
)
.
By the Observation 62, letting the subgroup
L = L(σ1, σ2) = σ
−1
2 (σ
−1
1 Γσ1)σ2 ∩ σ−12 Γσ1σ2 ∩ Γ,
one can replace w in the previous formula, by another vector in w0 such that
χLw0 = w0. By the formula in Observation 63, we have that
Π(σ1)v = Π(σ1)
(∑
γ∈Γ
γw0
)
=
∑
γ∈Γ
γ(σ1w0σ
−1
1 )
and hence Π(σ2)(Π(σ1)v) = Π(σ2)
(
γ
∑
γ∈Γ
σ1w0σ
−1
1
)
.
But χσ−12 σ2(σ1w0σ
−1) = σ1w0σ−11 by our assumption, and hence this is
equal for
∑
γ∈Γ
γσ2σ1w0σ
−1
1 σ
−1
2 which is the formula for Π(σ2σ1)
( ∑
γ∈Γ
γw0
)
.
To verify that Π is a unitary, it is this sufficient to check that Π(σ)∗ =
Π(σ−1), i.e., to check for all σ in G, w1,w2 in W0 we have〈
Π(σ)
(∑
γ∈Γ
γw1
)
,
∑
γ∈Γ
γw2
〉
V Γ×{e}(W )
=
〈∑
γ∈Γ
γw1,Π(σ
−1)
∑
γ∈Γ
γw2
〉
V Γ×{e}
Using the formula from Observation 63, and the definition of the scalar
product on Γ× {e} invariant vectors, and replacing w1,w2 with vectors in the
image of χσ−1,σ and χσ,σ−1 respectively, this is then equivalent to〈∑
γ
γσwiσ
−1, w2
〉
V
=
〈
w1,
∑
γ
γσ−1w2σ
〉
V
which holds true because of the unitarity of the action of G. Note that the
matrix coefficients of representation Π are of the form
Πw1,w2(σ) =
∑
θ∈ΓσΓ
〈
θ(χθ−1,σw1)σ
−1, w2
〉
, w1, w2 ∈ W, σ ∈ G.
The formula from Observation 62, is an obvious consequence of the
formula for the Hecke operators on Γ-invariant vectors. 
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We analyze now the case when the Hilbert V is a Hilbert space of L2 -
functions on an infinite measure space Y and the representation on V comes
from the Koopmann representation a groupoid action of (G×G)⋊K.
Theorem 64. Let (Y , ν) be an infinite measure space and let V =
L2(Y , ν). We assume that we have a module action of C(K) on L2(Y , ν),
(that is we assume that we are given a projection π : Y → K), and we as-
sume that G × Gop has a groupoid action on Y . Here we are given a partial
action of G×Gop on Y , denoted by g1yg−12 , defined if y ∈ Y , g1, g2 ∈ G and
π(y) belongs to
Kg−11 ,g2 = Γg
−1
1 ,g2
= g−11 Γg2 ∩ Γ,
the closure of g−11 Γg2 ∩ Γ being computed in K.
Since π(g1yg−12 ) = g1π(y)g−12 , for all g1, g2 ∈ G, y ∈ Y , it follows
that this action gives a unitary representation C∗((G × Gop) ⋊ C(K)). The
representation is unitary if the action of (g1, g2) ∈ G×Gop from π−1(Kg−11 ,g2)
onto π−1(Kg1,g−12 ) is a measure preserving transformation (on Y). Note that
the representation of C∗((G × Gop) ⋊ C(K)) on L2(Y , ν) is the Koopman
representation ([Ke]) associated to the groupoid action of (G×Gop)⋊K.
Assume that there exists a Γ × {e} - fundamental domain F1 in Y . In
particular the quotient space Γ \ Y , with the induced quotient measure νΓ\Y
is isomorphic to the measure space (F1, ν|F1).
Through the construction from Theorem 61, the Koopmann unitary rep-
resentation ofC∗((G×G)⋊C(K)) on L2(Y , ν) gives rise to a representation
Π of G on L2(Γ \ Y). There exists a canonical measure preserving action α
of G on Γ \ Y , whose associated Koopmann representation is exactly the rep-
resentation Π of G on L2(Γ \ Y).
We assume in additional the following set of conditions:
(FS1) There exists a finite measure subset F2 of Γ \ Y whose translates,
by α(g), g ∈ G, cover Γ\Y . Moreover assume that there exists an increasing
sequenceEn of measurable subsets of F2, whose union is F2 and assume there
exist natural numbers en, such that the states on G defined by the formulae
ψEn(g) = 〈 Π(g)χEn, χEn〉L2(Γ\Y) = νΓ\Y(α(g)(Fn) ∩ Fn), g ∈ G
have support in
⋃
e≤en
[ΓσpeΓ] (in particular this implies that the Koopmann
representation of G on L2(Γ \ Y) is tempered (see e.g [Ke] for the definition
of the Koopman representation)).
(FS2) We assume that restriction of the groupoid action of (G×G)⋊K
to (Γ × Γ) ⋊ K gives, through the Koopmann representation, a tempered
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representation (that is continuous with respect to the C∗red((Γ× Γ)⋊ C(K))
norm).
Then, if the above conditions FS1, FS2, hold true, the Koopmann repre-
sentation of C∗((G×G)⋊C(K)) on L2(Y , ν) is tempered (continuous with
respect to the C∗red((G×G)⋊ C(K)) norm).
Proof. Let Γ\K be the space of left orbits of Γ in G. There exists a canonical
action of G on Γ \K, described as follows.
Fix σ in G, and take an orbit Γk for some k ∈ K. Define for σ ∈ G, the
action of G on the orbit Γk by the formula
α(σ)(Γk) =
⋃
i
siσ(Γσ−1,σ ∩ Γk)σ−1,
where ΓσΓ =
⋃
siΓσ, is the coset description. Equivalently, if k′ = θk is
such that θk ∈ Γσ−1,σ, then α(σ)(Γk) = α(σ)(Γθk) = Γσ(θk)σ−1.
This can also be described as
α(σ)[Γk] = [ΓσΓ]kσ−1,
with the convention that, if ΓσΓ in the formula ΓσΓkσ−1 is decomposed into
the cosets, then Γσsikσ−1 is taken to be zero, if k does not belong to Γ(σsi)−1,σ
(i.e., if k not in the corresponding domain).
Then the action of Π(σ) on Γ invariant functions on Y , is described in
the same way. If we identity the points of Γ \ Y with Γ-orbits, Γy, y ∈ Y ,
then the projection π induces a projection π˜ : Γ \ Y → Γ/K. The action of
Π(σ) on Γy, y ∈ Y , is described as follows: choose θ ∈ Γ so that y′ = θy
belongs to π−1(Γσ−1,σ) and let
Π(σ)([Γy]) = Π(σ)[Γy′] = Γ(σy′σ−1)
which again as above way be described as
Π(σ)[Γy] = [ΓσΓ]yσ−1.
Let F0, E0n be finite measure, Γ × {e} wandering subsets of Y , that
project in the quotient Γ \ Y into the sets F2 and En respectively. We may
assume that E0n is an increasing sequence of subsets of Y , whose union is F0.
The state ϕE0n on C
∗((G × G) ⋊ C(K)), associated through the Koop-
mann representation to the characteristic function χE0n , is
ϕE0n((g1, g2)f) =
∫
Y
g1(fχE0n)g
−1
2 χE0ndν.
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These states converge weakly to the state ϕF0 on C∗((G×G)⋊C(K)) asso-
ciated, by the same type of formula, to the characteristic function χF0 .
Since ψEn has support in
⋃
e≤en
ΓσpeΓ it follows, by the construction of
the representation of G, in Theorem 61, that ϕEn has support in
⋃
e≤en
[ΓpeΓ]×
[ΓpeΓ] ⊆ G × G. Hence by the hypothesis, on the continuity with respect to
the reduced C∗-algebra norm, of the representation Π restricted to C∗((Γ ×
Γ)⋊C(K)), it follows that ϕEn is a state on C∗red((G×G)⋊ C(K)). Hence
ϕF0 is a state on C∗red((G × G) ⋊ C(K)). Since the translates of F0 through
G × G cover Y , it follows that the associated Koopmann representation is
continuous with respect to the C∗red((G×G)⋊ C(K)) norm.

Appendix 5. Analysis of the correspondence between states on C∗((G×
G)⋊ C(K)) and C∗(G) through the Koopmann representation.
In this appendix we work in the hypothesis of Theorem 64. Let (Y , ν),
together with the action (G × G) ⋊ K on Y be as in the above mentioned
theorem. Let Π be the associated Koopmann representation ofG onL2(Γ\Y).
We want to analyze the relation between the states on C∗((G×G)⋊ C(K))
induced by Γ×{e}wandering subsets F0 ofY and the state onC∗(G) induced
(through Koopmann representation) by the image F˜ of the set F0 in Γ \ Y .
Obviously the continuity properties of the state on C∗(G) do not change
if we replace F0 by a Γ - equivalent ([Ng]) subset Fn of Y , and hence we will
”shrink” Fn to the fiber π−1(e) of Y over e ∈ K. We obtain a sequence of
states on C∗((G× G)⋊ C(K)) that weakly converge to a state on C∗((G×
G)⋊C(K)) which is ”supported” at the neutral element e of K, and which by
restricting to G (viewed as the subgroup {(g, g−1) | g ∈ G} of G× G) gives
the state on C∗(G) associated to F˜ . The procedure is explicitly described in
terms of cosets for a family of normal subgroups in S, of Γ, shrinking to e.
Recall that F0 ⊆ Y is a (Γ× {e}) wandering subset. Let F = ΓF0. Let
F˜ = Γ \F be the image of F in the quotient Γ \Y . Then F˜ is a finite measure
subset of Γ \ Y , with respect to the induced measure on the quotient.
Then we have the following two states on C∗((G× Gop)⋊ C(K)) and
C∗(G) respectively, defined (extending by linearity) by the formula
ϕF0((g1, g2)f) =
∫
Y
g1fχF0g
−1
2 χF0dν
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for (g1, g2) ∈ G × Gop, f ∈ C(K) (here (g1, g2)f is a generic element in
C∗((G×Gop)⋊ C(K))). For g in G we define
ΨF˜ (g) = 〈Π(g)χF˜ , χF˜ 〉L2(Γ\Y),
where Π is the representation introduced in Theorem 64. The precise relation
between the two states is described in following definition.
Definition 65. Let θ be the linear map that to every state ϕ on C∗((G×
Gop) ⋊ C(K)), with positive coefficients (that is ϕ((g1, g2)f) ≥ 0 for all
(g1, g2) ∈ G×Gop, and f a positive function on K, associates the functional
an C(G), (which is then extended to a state on C∗(G)) defined by the formula
θ(ϕ)(g) =
∑
θ∈ΓσΓ
ϕ((θ, g)χθ−1,g).
Then clearly, with the above notations, we have θ(ϕF0) = ΨF˜ . Moreover if
F ′0 is Γ-equivalent to F0 in the sense of ([Ng]), then θ(ϕF0) = θ(ϕF ′0).
In the following we describe an explicit process that gives a formula for
the state ΨF˜ constructed above, on C∗(G), as the restriction to the diagonal
C*-subalgebra generated by {(g, g−1), g ∈ G} ⊆ C∗((G×Gop)⋊C(K)), of
a limit of states of the type ϕF0 , as above.
Proposition 66. Let Γ ⊆ G, andK as above and let (Y , ν) be an infinite
measure space, so that L2(Y , ν) is the Hilbert space of a Koopman unitary
representation of C∗((G×Gop)⋊C(K)). Thus, we assume that we are given
a surjective projection π : Y → K (corresponding to the action of C(K)
on L2(Y , ν)), which is G×Gop equivariant, (that is π(g1yg2)=g1π(y)g2, for
(g1, g2) ∈ G × Gop, where y belongs to π−1(Kg−11 ,g2) ⊆ Y). Moreover, we
assume that the partial transformations of G × Gop are measure preserving
(and hence we assume that the Koopman representation is unitary).
Let F0 be a subset of Y that is Γ × {e} wandering. Let F = ΓF0, F˜ =
Γ\F and let ϕF0 , ΨF˜ be the states onC∗((G×Gop)⋊C(K)), and respectively
C∗(G), introduced above, in the Definition 65. Thus ΨF˜ = θ(ϕF0).
Then, there exists a sequence of states ϕFn , for a suitable choice of Γ×
{e}-wandering subsets Fn of Y , that are Γ × {e} equivalent to F0 in the
sense of [Ng], such that θ(ϕFn) = ΨF˜ for all n. Moreover the states ϕFn are
converging weakly to a state ϕ0 on C∗((G×Gop)⋊ C(K)), θ(ϕ0) = ΨF˜ . In
addition ϕ0 has the property that ϕ0((g1, g2)f) is equal to
ΨF˜ (g1)δg1,g2f(e), g1, g2 ∈ G
TYPE II1 VON NEUMANN ALGEBRA REPRESENTATIONS OF HECKE OPERATORS 101
where δg1,g2 is the Kronecker symbol.
Before giving the proof of the proposition we make the following obser-
vations describing the structure of the G-measure space Γ \ Y , (acted by G,
through the transformations constructed in Theorem 66).
Observation 67. Along with the subspace L2(Γ \Y , νΓ\Y), we consider
the Hilbert spaceH = L2(Yad, νΓ) defined as the profinite limit of L2(Γi\Y),
after Γi in S. Here (Γi)i is a decreasing family of normal subgroups, with
trivial intersection. We let νΓ = νΓ\Y be the induced measure on the quotient
Γ \ Y .
Then H is naturally acted by C∗((G × Gop) ⋊ C(K)). This is simply
because multiplying a Γ-invariant function with the characteristic function of
the closure of the coset Γ0s, s ∈ Γ, gives a function that is Γ0 invariant.
Clearly, the fiber at e ofL2(Yad, νΓ) isL2(Γ\Y , νΓ\Y) and the restriction
of the action of (G×Gop)⋊K to the fiber at e is exactly the unitary represen-
tation Π of G, that we have constructed in Theorem 64, on L2(Γ \ Y , νΓ\Y).
The above Hilbert space is in fact the Hilbert space of germs of Γ-
invariant functions on Y . Recall that the space Y admits a fibbering over
the compact set K.
A more convenient description of such a space of germs is obtained by
considering an adelic completion of Y . By using this representation we obtain
an alternative description of the measure on Γ \ Y (represented as the fiber at
e in the adelic description) in terms of Γ× {e} wandering subsets of Y .
We describe this construction, assuming first only of the action of the
group Γ.
Proposition 68. Let (X , µ) be an infinite measure space, and assume
that we are given an action of Γ on X , by measure preserving automorphisms
of X . We denote the action of γ ∈ Γ by γx, for γ ∈ Γ, x ∈ X .
Also, we are given an action of C(K) on X , equivalently a projection
π : X → K, which is also Γ equivariant (that is π(γx) = γπ(x), γ ∈ Γ,
x ∈ X ). Thus, via the Koopmann representation we have a representation of
C∗(G⋊ C(K)) on L2(X , µ).
Let X ad be the measure space K ×Γ X , where Γ acts on the left on both
K and X , and the equivalence relation is
(k, x) ∼ (γk, γx), k ∈ K, x ∈ X , γ ∈ Γ.
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If Γ admits a fundamental domain in X , then X ad has a canonical mea-
sure. Moreover, X ad is again fibered over K, via π˜(k, x) = k−1x. Let X ade be
the fiber at e, with the induced measure µX ade . Thus
X ade = {(k, x) ∈ K ×Γ X | k = π(x)}.
Note that every fundamental domain F for Γ inX is canonically isomor-
phic to X ade , simply by mapping F into F˜ = {(π(f)−1, f) | f ∈ F}. Clearly,
this map is surjective.
Then for every two Γ wandering subsets G1, G2 of X , we denote by
G˜1, G˜2 their image into X ade .
Let Γn be a family of subgroups in S. (Recall that S is the family of finite
index subgroups of Γ used in order to construct the profinite completion K.)
Let (sni )i be a system of coset representatives for Γn in Γ.
Then, we have that µXe(G˜1 ∩ G˜2) is equal to the limit of the following
increasing sequence
(∗) lim
n→∞
∑
i,j
µ
(
(sni )
−1[π−1((sni )Γn) ∩G1] ∩ (snj )−1[π−1((snj )Γn) ∩G2]).
Proof. Indeed, the formula for the intersection of G˜1, G˜2 can be written obvi-
ously as
(∗∗) µXe(G˜1 ∩ G˜2) = µ
(
G1 ∩ (∪γγG2)
)
=
∑
γ∈Γ
µ(G1 ∩ γG2).
Formally, we disintegrate G1, G2 as measures over K
Gi =
∫ ⊕
K
(µGi)kdk.
We have that
µXe(G˜1 ∩ G˜2) =
∫∫
K2
〈
(µG1)k, k
−1l(µG2)l
〉
,
and translating this at the origin, this gives∫∫
K2
〈
k−1(µG1)k, l
−1(µG2)l
〉
dkdl.
Here by the scalar product of two positive measure we understand
〈µ, ν〉 =
∫
dµ
dν
dν,
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(which could also be ∞).
Rigorously the proof is as follows: the sequence on the right hand side
of formula (∗) is increasing, as the reunion is taking into account more and
more intersections, when n is increasing.
Since the subgroups (Γn) are separating the points of Γ, the family
{(sni )−1 (snj ) | i, j, n} is exhausting the points of Γ and hence by formula
(∗∗), the two quantities in the statement are equal. 
The following observation is used only to clarify the relation between
the G-system obtained as the fiber over e ∈ K of the adelic system, and the
G system in the quotient Γ\Y described in the Theorem 64 .
Observation 69. Assume that Γ, G,Y , ν are as at the beginning of this
section with the left and right action of G × Gop on Y . This action is equi-
variant with respect to the projection π : Y → K.
Then Yad also admits a (G×Gop)⋊K action, defined as follows:
Recall that Yad = K ×Y , is defined by the equivalence relation defined
by requiring that (γk, γy) is equivalent to (k, y) γ ∈ Γ, k ∈ K, y ∈ Y .
Then G×Gop acts as
(g1, g2)(k, y) = (kg
−1
1 , yg
−1
2 ).
The projection π˜ : K ×Γ Y is π((ky)) = k−1π(y) and hence
π˜((g1, g2))(k, y)) = π˜((kg
−1
1 , yg
−1
2 )) = (kg
−1
1 )
−1π(yg−12 )
= g1k
−1π(y)g−12 = g1(π(k, y))g
−1
2 .
Thus we have a new representation of C∗((G×Gop)⋊C(K)) on L2(Yad, ν).
The fiber at e of this action corresponds to L2(Yade , µYade ). Clearly the fiber at
e, as a G system, is the same as the fiber at e in the above construction, by
taking the profinite limit after subgroups S.
Thus adjoint action ofG in the fiber at e ofL2(Yad, νΓ) is then equivalent
to the action Π of G on on Γ \ Y , that we have constructed in the Theorem
64.
The advantage of the adelic formulation is the fact that we obtain the ex-
plicit formula (∗) which is used to compute the measure displacement func-
tion, by translations representation of G in (Γ\Y , νΓ\Y).
We obtain consequently:
Corollary 70. With the previous notations, let F0 ⊆ Y be a Γ × {e}
wandering, measurable subset of Y , of finite measure. Let F˜ be the projection
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of this set in the quotient space Γ \ Y . Recall that the space (Γ\Y , νΓ\Y) is
acted by G through the transformation Π described in the last theorem of the
previous appendix. Then the measure νΓ/Y
(
F˜∩Π(g)(F˜ )
)
of the displacement
of F0 in the quotient Γ \ Y , by elements in G, is given by the formula
lim
n→∞
∑
i,j
ν
(([
(sni )
−1
(
π−1(sni Γn) ∩ F0
)]
∩
[
g
(
snj )
−1π−1(snj Γn) ∩ F0)
)
g−1
])
.
Proof. This is essentially formula (∗). The fact that for any fixed g ∈ G, we
obtain in the formula simply conjugation by g, instead of the more compli-
cated expression for the action of Π(g), is due to the fact that the groups Γn
are normal in Γ and due to the fact then when the cosets snj Γn are very small
(for large n) , that is, if the groups Γn we started with (eventually for large n)
are in the domain of the adjoint action by g on Γ, then the expression for Π(g)
becomes, by the preceding observation, simply conjugation by g. 
We now return to the proof of Proposition 66.
Proof. (Proposition 66) Let (Γn) be finite index normal subgroups shrinking
to e in S (the family of subgroups that defines the profinite completion of K).
Let (Γn) be a family of coset representatives for Γn, n ∈ N. Start with F0 a
Γ× 1 wandering subset of Y . Then take
Fn =
⋃
i
(sni )
−1[π−1(sni Γn) ∩ F0].
Then for g1, g2 ∈ Γn the value of ϕ((g1, g2)χFn) is zero unless g−11 g2 belongs
to Γn. Hence the stateϕFN onC∗((G×Gop)⋊C(K)) defined by the following
formula, for (g1, g2) ∈ G×Gop, f ∈ C(K),
ϕFN ((g1, g2)f) =
∫
Y
g1(fχFn)g
−1
2 χFndν
has support in the Γn-tubular neighborhood of the diagonal.
Then ϕFn converges weakly to a state concentrated ϕ∞ on the diagonal.
On the other hand since ΓFn = ΓFm for all n,m, by the Observation 61,
θ(ϕFN ) = θ(ϕM) for all N,M . Thus the states ϕFN , induce, through the
map θ from Definition 65, the same state on C∗(G). This state on C∗(G)
will thus be the restriction to the diagonal G×Gop of the state ΨF˜ = θ(ϕF0)
constructed in Proposition 66. 
TYPE II1 VON NEUMANN ALGEBRA REPRESENTATIONS OF HECKE OPERATORS 105
APPENDIX 6. ANALYSIS OF THE ESSENTIAL STATES ON
C∗((G×Gop)⋊ C(K)) COMING FROM THE EMBEDDING INTO THE
CALKIN ALGEBRA Q(ℓ2(Γ))
We consider as in the previous section, Γ ⊆ G a pair consisting of a
discrete group and an almost normal subgroup of the countable discrete group
G. As before, we assume that we have a directed family S of finite index
subgroups of Γ, that also contains a family, shrinking to the identity, of normal
subgroups Γn of Γ. Let K be the profinite completion of Γ with respect to
S. By definition, C(K) is generated by characteristic functions of cosets of
elements in S, and hence acts on ℓ2(Γ).
The left and right action of G×Gop on ℓ2(Γ) give the action of G×Gop
(the domain of g1, g2 is χΓ
g
−1
1 ,g2
ℓ2(Γ))). Together, the left and right repre-
sentations determine a representation of C∗((G × Gop) ⋊ C(K)) on ℓ2(Γ).
We want to analyze states on C∗((G × Gop) ⋊ C(K)), which are obtained
by composing the above representation, with the projection onto Q(ℓ2(Γ)) =
B(ℓ2(Γ))/K(ℓ2(Γ)).
By Calkin [Ca], it sufficient to consider the essential states on B(ℓ2(Γ))
of the form
ωξζ = ω(ξn),(ζn)(A) = lim
n→∞
〈Aξn, ζn〉, A ∈ B(ℓ2(Γ)),
where ξ = (ξn), ζ = (ζn)n are sequences in ℓ2(Γ), weakly convergent to
zero. Here the limit is after a free ultrafilter. It is sufficient (for continuity
purposes), by linearity, to consider states such that ξn, n ∈ N are vectors in
ℓ2(Γ) with finite support and positive coefficients.
We will prove, by using the Loeb measure construction [Lo], that all
such states are reconductible to states of the form
G×Gop ∋ (g1, g2)→ ν(g1Fg−12 ∩ F ),
where ν is an infinite measure on an infinite measure space Y , with an ac-
tion of C(K) and an equivariant groupoid action of G × Gop, invariating the
measure.
We may exclude suitable measurable sets from Y , (corresponding to
averaging sets of points concentrated in cosets of amenable subgroups) so
that this action becomes free (see [Ra6]).
Assuming Γ is exact, it will also follow that we may assume that the
action of Γ × {e} (which is by construction continuous on C∗red(Γ)) has ei-
ther a fundamental domain for Γ, or either has a fundamental domain for a
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coamenable quotient of Γ. First we prove the representation result for the
essential states.
Theorem 71. With the above notations, any state ωξ,ξ is a weak limit of
states of the following, form described bellow.
There exist (Y , ν) an infinite probability measure space, with a surjective
projection onto K (thus C(K) acts by multiplication on L2(Y , ν)), a measure
preserving, groupoid action of G × Gop on Y , that is G × Gop equivariant
with respect to π (that is π(g1yg−12 ) = g1π(y)g−12 if g1, g2 ∈ G, π(y) ∈
g−11 Γg2 ∩ Γ, y ∈ Y) and a finite measure subset F of Y . Associated to this
data, we define a state ϕ0 on C∗((G×Gop)⋊ C(K)) as follows:
For (g1, g2) ∈ G×Gop, θ ∈ C(K), let
(∗ ∗ ∗) ϕ0((g1, g2)θ) =
∫
Y
g1θχF g
−1
2 χFdν.
Then the state ωξ,ξ|C∗((G×Gop)⋊C(K)) is a weak limit of convex combina-
tions of states of the form f ∗ϕ0f |C∗((G×Gop)⋊C(K)), with ϕ0 as above, where f
is a positive, measurable, square integrable function on Y .
Therefore, the continuity problem for essential state on C∗((G×Gop)⋊
C(K)) is reduced to states of the form (∗ ∗ ∗).
Moreover we may restrict to states ϕ0 as above, so that, in addition,
the Koopman representation of C∗((G × Gop) ⋊ C(K)) into B(L2(Y , ν))
is continuous with respect to norm inherited from the norm on the crossed
product representation into Q(ℓ2(Γ)), of the C∗-algebra C∗((G × Gop) ⋊
ℓ∞(Γ)). Here we view C(K) as a subalgebra of ℓ∞(Γ). This corresponds to
the fact that the states in the convex combinations are ultrafilter limit of states
coming from averaging sets.
Proof. Let (ξn)n ⊆ ℓ2(Γ) be a sequence weakly convergent to zero, ω a free
ultrafilter and ωξ,ξ the corresponding essential states. We may assume that
ξn =
∑
a∈An
λn(a)a,
where An are finite subsets of Γ, and λn(a), a ∈ An ≥ 0, are positive weights.
Then ωξ,ξ gives a Loeb measure µλ on Cω((An)n). Here Cω((An)n) is the
ultra-product of the sets An. Note that on Cω((An)n) we also have the canon-
ical Loeb counting measure, that we will denote by µω = µω,(An)n (see also
[Ra6]).
Because of ℵ1-saturation ([Lo], [Cut]) and since we are interested only
in weak approximation, we may assume that the support of µλ is Cω((An)n)
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(eventually by replacing the set Cω((An)n) with a subset of the same type
(Lemma 1.19, [Cut]).
For M > 0, let AMn =
{
a ∈ An | λn(a) ≤ McardAn
}
. For every (αn)n,
positive sequence of numbers increasing to ∞ we let
Aαn =
{
a ∈ An | λn(a) > αn
cardAn
}
.
Then Cω((An)n) is the reunion of
⋃
M>0
Cω((AMn )n) and
⋃
α
Cω((Aαn)n),
where the second, directed, reunion runs over all positive increasing sequences
(αn). By ℵ1 saturation, it will be sufficient then to assume the case when the
support of µλ is of the form Cω((AMn )n) for a sufficiently large M , union with
Cω((Aαn)n) for a sufficiently slow decreasing sequence α. (In fact, µλ is here
decomposed into a measure absolutely continuous with the Loeb measure µMω
on Cω(AM), (where AM = (AMn )n), and another measure µαω supported on
Cω(Aα) (where Aα = (Aαn)n). Note that µMω and µαω are singular. Also, the
total mass of µMω is non zero, by our initial assumption, that the support of µλ
is Cw((An)n).)
We repeat this procedure by transfinite induction for Cw(Aα).
Because the mass of the measures is always non zero, this procedure will
stop after a countable number of iterations.
In this way we end up by writing the initial measure µλ in the form
µλ =
∞∑
k=1
(fnk )dµω,(Akn)n
where fk = (fnk ), are measurable functions positive on Cω(A) (and we also
may assume fk are step functions with finite values), and µω,(Akn)n is singular
with respect
∑
s>k
µω,(Asn)n .
We take the measure µ0λ =
∑
1
2k
µω,(Akn)n and by renormalizing the func-
tions fn into f˜n = 2nfn, we get
µλ = F˜ dµ
0
λ.
The measure µ0λ is extended to a Γ-invariant measure on the countable union⋃
γCω(A). This is because the pieces of µ0λ, which are weighted copies of
µω,(Akn)n are reciprocally singular (with the translates of µω,(Aln)n , l > k), being
multiples of counting measures (so that the computations for µ0λ(Cω(An) ∩
gCω(An)) involve only the diagonal pieces µω,(Akn)
(Cω(Akn) ∩ gCω(Akn)), g ∈
G). The required functions f from the statement are then the square root of F .
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Since we will prove temperedness (continuity with respect to the C∗ reduced
crossed product norm) for all the representations involving these states, it
will be sufficient for proving continuity to consider only states of the type
(***). 
The analysis of the essential states on C∗((G×Gop)⋊C(K)) could be
further reduced, by noting that we may only consider states with the property
that the measure µ0λ, from the proof of the preceding proposition, is concen-
trated at the fiber at e (the unit element of K).
Proposition 72. Let ϕ0 be a state of the form
∑
1
2n
µω,(Akn)n as in the
preceding theorem and let (Y , ν) be the corresponding, associated measure
space, with the (G×Gop)⋊ C(K) action and F the finite measure subset of
Y whose displacements by G compute ϕ0. With the above notations let Ψ0 be
the state on C∗(G), associated to ϕ0, constructed in Proposition 66 (which
can be extended to C∗((G×Gop)⋊ C(K)).
Then Ψ0 is a state of the type considered in the previous proposition
(constructed as an ultrafilter limit of states associated to averaging sets of
points), with the additional property that there exists a decreasing family of
normal, finite subgroups, Γn of Γ, with trivial intersection, such that the finite
sets (Akn)n) from the construction of the measure space Y in the previous
proposition, have the property that Akn ⊆ Γn, for all k, n.
Proof. Fix a family (Γn)n of finite index, normal subgroups in S, shrinking
to e. We fix an exhausting family (Gn)n in G, with finite sets, and let C(Kn)
be the finite subalgebra of C(K) generated by characteristic functions of the
closure of cosets of the group Γn. We know from Proposition 66 that the state
Ψ is realized as a weak limit of ϕFn , measuring the displacement of Fn, (with
the notations from the Proposition 66 ) under the action of (G × Gop) ⋊ K,
where
Fn =
⋃
i
(sni )
−1(π−1(sni Γn) ∩ F0),
where sni are coset representatives for Γn.
Then we replace the sets Akn by sets A˜kn, that are obtained as follows
A˜kn =
⋃
i
(sni )
−1(π−1(sni Γn) ∩ Akpn),
where pn are chosen so large that the characteristic functions of (Akpn), k =
1, 2, . . . , n and of gAkpng−1, g ∈ Gn, verify up to ε2n the same measure of
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intersections relations as the corresponding measure of intersections rela-
tions of the characteristic functions of χF , χgFg−1 , g ∈ Gn in relation to
the characteristic functions in C(Kn). Then (A˜kn)n have support in Γn even-
tually, and letting ε ց 0, and using Corollary 70, we get that the state on
C∗((G×Gop)⋊C(K)) corresponding to the new family of sets (A˜kn)n, k ∈ N ,
is the state Ψ0. 
Note that one could give an alternative proof by arguing that Ψ0 is still
an essential state.
Remark 73. As in [Ra6], we may assume that the action is free on Y .
To do this we subtract the sets corresponding to fixed points of the action of
G × G on Y . The fact that the fixed point sets are permuted by the action of
G × G, implies that the state Ψ0 obtained in this case is represented as the
state associated to the ultra limit of averaging sets Cω(A˜kn)n) shrinking to e,
minus the reunion of the ultra limit of averaging sets of the same type. In
either case, it follows that we can represent the state Ψ0 by the displacement
ultra limit measure of averaging finite sets (Akn)n whose support is shrinking
to e, and such that the action of G×Gop on Y is free.
To apply the machinery that we developed in the preceding appendix
for the quotient Γ\Y , we prove the following result which establishes the
existence of a fundamental domain for the action of Γ (or for a coamenable
quotient). This will be applied to the measure preserving action of the group
Γ×{e}, (the left action) on the measure spaces, that we are using to represent
essential states on C∗((G×Gop)⋊ C(K)).
Lemma 74. Let Γ be a countable discrete group that is non-amenable,
with infinite conjugacy classes and exact. Let ω be a free ultrafilter on N.
Let A = (An)n be a family of finite subsets of Γ, that avoids eventually
(with respect to the ultrafilter ω) any finite, initial subset of Γ. Let, as above,
(Cω
(
(An)n
)
, µω,(An)n) be the Loeb probability measure space associated to
this data, where µω,(An)n the ultrafilter limit of the counting measure.
Let (Yω, νω,(An)n) be the infinite measure space constructed as follows.
Let
Yω =
⋃
γ∈Γ
γCω((An)n) =
⋃
γ∈Γ
Cω((γAn)n).
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Since the restriction of the corresponding Loeb ultrafilter limits of counting
measures µω,(An)n coincide on overlaps, the measures µω,(γAn)n , γ ∈ Γ, define
a Γ - invariant measure νω on Yω. Note that the absence of Folner sets for
the group Γ, implies that νω(Yω) = ∞. The same arguments will apply for
a countable reunion of such spaces, if the corresponding Loeb measures are
mutually singular.
Consequently νω defines an infinite measure on ∂β(Γ) = βΓ \ c0(Γ),
where β(Γ) is the Stone-Cech compactification of Γ. Moreover νω defines a
semifinite trace of the algebra C∗(Γ⋊ L∞(Yω, νω)). This C∗ algebra is then
a crossed product C∗ representation of the Roe-algebra C∗(Γ ⋊ l∞(Γ)) ⊆
B(l2(Γ)). Because of the exactness assumption, we have that the maximal
crossed product C∗-algebraC∗(Γ⋊L∞(Yω, νω)) coincides with the C∗-algebra
C∗red(Γ⋊ L
∞(Yω, νω)).
We assume in addition that Γ admits only a countable subset SA of
infinite amenable subgroups, and that the distinct cosets for all the subgroups
in this family have finite intersections.
Then there exists a disjoint splitting of Yω into Γ - invariant, measurable
subsets of infinite measure (or zero measure) YI and YII , and furthermore
we have the disjoint splitting into Γ - invariant, measurable subsets, YII =⋃
Γ0∈SA
YΓ0 , such that the following happens
1) The action of Γ on YI has a finite measure fundamental domain in Y ,
2) For each Γ0 there exists a subset FΓ0 of finite measure in YΓ0 , such
thatFΓ0 is invariated by Γ0 and the Γ - systemYΓ0 is isomorphic to FΓ0×Γ/Γ0
(where Γ/Γ0 has the counting measure).
The second situation corresponds, after doing a rearrangement of the
sets (An)n, by Γ-transformations, to the case
Γ0Cω((An)) = Cω((An)) = Cω((Bnxn)),
where Bn are Folner sets in Γ0, and xn are elements in Γ, n in a cofinal
subset of ω. Note that by doing a rearrangement by Γ transformations, doesn’t
change the topology on the crossed product C∗ algebra (see [Ng]).
Proof. The weight ν = νω is semifinite, and Γ acts by measure preserving
transformations on Y = Yω, which is a subspace of the spectrum β(Γ)\ c0(Γ)
of l∞(Γ). It follows the algebra C∗red(Γ⋊L∞(Y , ν)) is a representation of the
Roe algebra C∗(Γ⋊ l∞(Γ)) ⊆ B(l2(Γ)), which by exactness is nuclear.
We have a canonical semifinite trace on this algebra, which is the com-
position of the canonical, normal conditional expectation E onto L∞(Y , ν)
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with the measure (weight) on L∞(Y , ν) given by ν. We consider the Koop-
man unitary representation of the reduced C∗ - algebra C∗red(Γ ⋊ L∞(Y , ν))
on the Hilbert space Hν = L2(Y , ν) associated to the semifinite trace ν (the
representation is isometric because of nuclearity).
Let M be the corresponding von Neumann algebra, which is necessary
of semifinite type. Let D = L∞(Y , ν) be the corresponding MASA in M ,
and let E be the normal conditional expectation from M onto E. Because of
the infinite conjugacy classes condition on the group Γ, the center Z(M) is is
contained in D = L∞(Y , ν).
We identify the algebra Z(M) with the algebra L∞(Z, ν0), for some
measure space Z , for a canonical measure ν0. In fact L∞(Z, ν0) is the Γ-
invariant part of L∞(Y , ν). The measure ν0 is defined simply by letting
ν0(F˜ ) = ν(F ), if F is measurable subset of Y , of finite measure and the
characteristic function χF˜ is the central support in M of the projection χF .
We denote by ν, the semifinite, faithful weight on M induced by νω.
Note that M can only have type I∞ or hyperfinite type II∞ components. (the
infiniteness is a consequence of the absence of Folner sets). Indeed, by the
nuclearity of the algebra C∗red(Γ ⋊ L∞(Y , ν)), the type II components are
hyperfinite ([Co]).
We disintegrate M over the center Z(M) and obtain fibers Mz ⊇ Dz,
z ∈ Z , with normal faithful conditional expectation Ez : Mz → Dz and νz
a semifinite trace on Dz, giving a semifinite faithful trace on Mz, for z ∈ Z ,
almost everywhere.
In the case of type I , which corresponds to YI , because of the existence
of a normal conditional expectation onto the algebra Dz, it follows that the
algebras Dz are maximal abelian, diagonal algebras. Hence any field of min-
imal projections is the characteristic function a fundamental domain for the
action of Γ (e.g. by Vitali’s criteria [Za]).
In the case of type II , which corresponds to theYII part in the statement,
the fact that there exists a conditional expectation from Mz ontoDz, and since
Mz is of type II∞ it follows that Mz admits a splitting Nz⊗B(l2(Iz)), where
Nz is a type II , (hyperfinite) factor, and l2(Iz) is the Hilbert space associated
to a countable set Iz.
Moreover, since Dz is maximal abelian and generated by finite projec-
tions, it follows that Dz splits as D1z ⊗D2z , in such a way that D1z is a MASA
in N1z and D2z is the maximal abelian diagonal algebra of B(l2(Iz)) associated
to the basis indexed by Iz.
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Let πz be the disintegration of the left regular representation of the group
Γ inHν . Thus πz(Γ)′′ =Mz and πz(γ) normalizes the algebra Dz for every γ.
Then necessary there exists a permutation Pz(γ) of Iz, Pz(γ) : Iz → Iz such
that if (ezi,j) is the matrix unit of B(l2(Iz)) associated to the basis indexed by
Iz, then there exists unitaries uzi (γ), i ∈ Iz in the normalizer NNz(D1z) such
that πz(γ) =
∑
i∈Iz
uzi (γ)⊗ ei,Pz(γ)(i) for all γ ∈ Γ. But then necessary the map
γ → Pz(γ) into the permutation group of Iz is a homeomorphism and hence
there exists a subgroup (Γz0) of Γ such that the index set Iz is identified with
the set of cosets [sΓz0] in Γ/Γ0, s ∈ Γ. The identification is Γ - invariant. Note
that Γz0 is necessary infinite, since otherwise we are back in the case of type
I∞. Moreover Pz(γ), in this identification, is translation by Γ on Γ/Γz0. Let
ez0 in B(l2(Γ/Γz0)) be the projection corresponding to e[Γz0],[Γz0].
Then ez0 is fixed by πz(γ), γ ∈ Γz0, and hence after identifying Nz with
Nz ⊗ ez0, we have a representation πz0(γ), γ ∈ Γz0 of Γz0 in Nz, such that
the original representation is now the induced representation IndΓΓz0(π
z
0) on
L2(Nz, ν
z
0)⊗ l2(Γ/Γz0). (νz0 is the canonical trace on Mz).
Because in the original representation Ez(πz(γ)) = 0, it follows that, if
we denote by νz0 = νz(ez0·) the trace induced by ν on N z, then νz0(πz0(γ)) = 0
for all γ ∈ Γ0. Moreover πz0(Γ0)′′ = Nz and hence Nz is isomorphic the type
II , factor associated to the group Γz0.
Since Nz is hyperfinite, it follows that Γz0 is amenable and infinite. Since
ez0 is the projection in Dz corresponding to 1 ⊗ e[Γ0],[Γ0] it also follows that
the G system Yz is isomorphic to a G - system F z × Γ/Γz0, where F z is a
probability measure space, that is Γz0 invariant. Since we have a countable set
of infinite amenable subgroups, the property (2) holds true.
Moreover considering, any of the Γ - invariant components YΓ0 of Y , for
some Γ0 in SA, it follows that the original set F = Cω((An)n), out of which
the space Yω was constructed, by Γ - translations, is decomposed into pieces
corresponding to cosets of Γ/Γ0.
We may divide the sets (An)n by working with large n, so that recom-
posing the corresponding pieces, and bringing back by Γ translations, to sub-
sets of the form Cω((A′n)n) is contained in FΓ0 ,by which we denote the set
corresponding to the projections ez[Γ0],[Γ0], z ∈ YΓ0 . Then Cω((A′n)n) is Γ -
equivalent to Cω((An)n) (in the sense of [Ng]) Note that alternatively, we may
argue that by continuity and linearity, we may reduce the proof to states such
that Cω((An)n) has already this property.
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Since Cω((A′n)n) is contained FΓ0 , which is Γ0 invariant, it follows that
there exists Folner sets Bn in Γ0 and xn in Γ, such that A′n ⊆ Bnxn, for n in
a cofinal set of the ultrafilter ω.

Lemma 75. With the assumption from the previous lemma, assume in
addition that we have a larger discrete group G, such that Γ is almost normal
in G. Assume that G is exact. In the setting of the previous lemma, consider
the larger measure space (Yω, νω,A), defined by:
Yω =
⋃
(g1,g2)∈G×Gop
Cω(g1(An ∩ Γg−11 g2)g
−1
2 ).
Then the measure νω,A is invariant to the partial G × Gop transforma-
tions on Yω,A.
We assume the following additional property on the group G: for every
amenable subgroup Γ0 of Γ, the normalizer NG of Γ0 in G is amenable and
NG(Γ0)x ∩ (gNG(Γ0)g−1)y is finite, for all Γ0 in SA, g in G and x, y in Γ.
Fix Γ0 in SA.
Then the state on C∗red((G ⋊ Gop) ⋊ C(K)) corresponding to a family
(An) of the form (Bnxn)n, where (Bn) is a family of Folner sets in Γ0, is
continuous with respect to the C∗red((G⋊Gop)⋊ C(K)) topology.
Proof. Indeed in this case the state on C∗((G×G)⋊C(K)) corresponding to
Cω((Bn)n), will have support on (NG(Γ0)) × G. Since NG(Γ0) is amenable
and G is exact, the result follows.

The following remark explains the mechanics of the previous argument
in Lemma 74.
Remark 76. Let H be a discrete, exact group acting ergodical, and mea-
sure preserving on the (infinite) measure space (X, µ). Assume that the ac-
tion of H has a fundamental domain F . Let A = W ∗koop(H,L∞(X)) be
the crossed product algebra (representing W ∗(H ⋊ L∞(X))) in the space
L2(X, µ). This is the Koopman representation ([Ke]) of H on L2(X, µ). Then
the center of A, Z(A) is canonically identified to L∞(X)H (the H-invariant
functions in L∞(X)) and A is isomorphic to W ∗(H ⋊ ℓ∞(H)) ⊗ L∞(X)H
acting on ℓ2(Γ)⊗L2(F, ν). Here XH , the spectrum ofL∞(X)H is measurably
identified to F , and the algebra W ∗(H ⋊ ℓ∞(H)) is the Roe crossed product
([Br Oz]).
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Proof. This simply result by the identification ofL2(X, µ)with ℓ2(Γ)⊗L2(F ).

We can conclude the study of the essential states on C∗((G × Gop) ⋊
C(K)), induced by the representation into the Calkin algebra. More precisely,
we have following corollary, which is used in the proof of Theorem 30, to
reduce to the case of essential states on C∗((G×Gop)⋊C(K)) to the case of
essential states that vanish outside the diagonal {(g, g−1)|g ∈ G} of the group
G×Gop.
Corollary 77. Let Γ ⊆ G, S, K, as above. Then the continuity property,
with respect the reduced C* norm on C∗((G × Gop) ⋊ C(K)) of the states
coming from the Calkin algebra representation on the C*-algebra C∗((G ×
Gop) ⋊ C(K)), is determined by the analysis of states on C∗(G), which are
of the form ϕ(g) = ν(gF ∩ F ), where (Y , ν) is an infinite measure space of
the type described described bellow, and G is acting by measure preserving
transformations and freely on the space Y . Here F is a set of finite measure
in Y .
The measured space (Y , ν) is constructed as follows: Let ω be a free
ultrafilter on N. The initial data is a family of normal subgroups Γn in S, with
trivial intersection, and (Akn)n∈N is a family (indexed by k ∈ N) of disjoint (for
every fixed n ∈ N) and finite, subsets of Γn, for n, k, that eventually avoid (in
the ultrafilter ω, after n ∈ N) any given, finite subset of Γ. For k ∈ N, let
(Cω,(Akn)n , µω,(Akn)n) be the associated Loeb probability measure space. We
may assume (by Proposition 72) that for every k ∈ N, the Loeb counting
measure µω,(Akn)n is singular to
∑
s>k
µω,(Asn). We let Yk be the reunion of the by
the adjoint action of (G × Gop) on the probability measure spaces Cω,(Akn)n .
We obtain a well defined family of measured spaces (Yk, νk), the measure
νk being obtained by patching together the Loeb measures of the terms in
the above reunion. Because of coincidence on the overlaps, the measures νk
are G-invariant. Then Y is the direct sum of the spaces Yk with G-invariant
measure ν =
∑
k≥1
1
2k
νk.
To obtain a free action, we subtract (as in [Ra6]) the Loeb spaces associ-
ated to infinite sets of fixed points in Γ, corresponding to amenable subgroups.
Then, if all the states on C∗(G), obtained through this method are con-
tinuous with respect C∗red(G), and verify the additional assumptions (FS1),
(FS2) of Theorem 64, then the essential states on C∗((G×Gop)⋊ C(K)) ⊆
Q(ℓ2(Γ)) are continuous with respect to C∗red((G×Gop)⋊ C(K)).
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Proof. Indeed by Theorem 71, for the analysis of the continuity properties
of essential states on the C* algebra C∗((G × Gop) ⋊ C(K)) ⊆ Q(ℓ2(Γ))
it is sufficient to consider the states φF0 (as in Definition 65) measuring the
displacement by (G × Gop) ⋊K of a finite measure subset F0 in an infinite
invariant, measure space (Y , ν) constructed as in Theorem 71 and acted by
(G × Gop) ⋊ K. Because of Lemma 74 we know that the restriction of the
action of G×Gop to Γ× {e} admits a fundamental domain in Y (the case of
type II∞, in the Lemma 74 was analyzed in the Lemma 75 directly). Consider
the associated state Ψ = θ(φF0) introduced in Definition 65 on C∗(G) and
computed in Proposition 66. By Proposition 72 and Corollary 70, the state Ψ
on C∗(G) is of the same form as in the statement of the corollary that we are
now proving.
The conclusion of the corollary now follows, because of Theorem 64,
which asserts that the initial state φF0 onC∗((G×Gop)⋊C(K)) is continuous
with respect to the norm on C∗red((G×Gop)⋊C(K)), if and only if the state
Ψ = θ(φF0) on C
∗(G) is continuous on C∗(G) and verifies the additional
conditions (FS1), (FS2) in Theorem 64. These additional conditions will be
proved hold true in the proof of Theorem 30.

APPENDIX 7. EXAMPLES
In the following we present a few examples of the construction in Ap-
pendix 5, of a C∗((G × Gop) ⋊ C(K)) action on a Hilbert space V , and we
determine the corresponding action Π of G. First, we consider the reduced
C∗-algebra case.
Example 78. Let V = L2((G× Gop)⋊K) be the Hilbert space of the
reduced groupoid crossed product (G×Gop)⋊K. Then V may be identified
with L2(X , µ), where X = ⋃{g1kg2 | g1, g2 ∈ G, k ∈ Kg1,g2}.
Here X , as topological space, is a direct sum of copies of pieces of K,
which are labeled by g1, g2, and denoted in the sequel by underlined g1, g2 ∈
G. The measure is the one induced from the Haar measure of K.
The action of C(K) on V which identified with L2(X , µ) is described,
by giving an explicit formula for the projection π : X → K, which is simply
π(g1 k g
−1
2 ) = g1 k g
−1
2 , g1, g2 ∈ G, k ∈ Kg1,g−12 .
This action is compatible with the partial action of G×G on X , because
(g3, g4)(g1 k g
−1
2 ) = g3g1 k g
−1
2 g
−1
4 .
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Here one requires that g1 k g−12 belongs to Kg3,g−14 and that k should
belong to Kg1,g−12 .
To describe the representation Π we have to describe L2(Γ\X ). Clearly,
the points of this space are of the form Γg1 k g−12 for all k in Kg−11 ,g2 and the
measure is induced from Haar measure on K (by ignoring the symbol Γ).
To describe the formula for σ ∈ G, for the action Π(σ) on y ∈ Γ\X one
has to consider a well chosen representative for y. We choose θ ∈ Γ such that
y′ = θy has the property that π(y′) belongs to Γσ−1 .
Then by using the definition of the the action of G in the Theorem 64,
we have that Π(σ)(Γy) = Π(σ)Γy′ = Γσy′σ−1. It is obvious from the above
formula that π is a representation.
The fact that Π is equivalent to the C∗red representation of G can be seen
as follows: L2(Y , ν) is ⊕
Γθ1∈Γ\G, θ2∈G
Γθ1L
2(Kθ−11 ,θ2)θ2.
When applying Π(σ), for every y = g1kg2, there exist a selection of θ in
Γ such that the result is
Π(σ)(Γg1kg
−1
2 ) = Γθg1kg
−1
2
we may describe
Π(σ)(Γg1kg2) = [ΓσΓ]g1kg
−1
2 σ
−1
where ΓσΓ is a sum of cosets
∑
i
Γσsig1kg
−1
2 σ
−1 and automatically only one
index i in this sum, gives a non zero term.
Because of the label on the right hand side, this action has K as funda-
mental domain, and the action is C∗red(G).
Clearly, the Hecke operators are described pointwise as mappingΓg1kg−12 Γ
g1, g2 ∈ G into [ΓσΓ][Γg1]k[g−12 Γ][ΓσΓ] and taking into account k makes that
this sum is performed on a suitable selection of a permutation πσ of the indices∑
σσsig1kg2s
−1
πσ(i)
σ−1Γ.
A second example will be obtained by tensoring a given action ofC∗((G×
Gop) ⋊ C(K)) with a representation in which the action of C(K) is trivial.
We will prove below that the Hecke operators we constructed in Section 5
in Theorem 22 and Theorem 30, are of this form. In this way, this example
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gives another direct proof of the algebraic relations implying that the opera-
tors Ψ([ΓσΓ]) that we have constructed in Section 3 are a representation of
the Hecke algebra.
Also, in this way the continuity of the action of the Hecke algebra (rela-
tive to theC∗red topology) is reduced to the analysis of the continuity properties
of the associated unitary representation of G.
Example 79. Let π be a representation of C∗((G × Gop) ⋊ C(K)) on
V . Assume that π0 is a unitary representation of the discrete group G on
the Hilbert space H0. We assume that π0|Γ is unitarily equivalent to the left
regular representation of Γ.
We consider the unitary representation of C∗((G × Gop) ⋊ C(K)) on
H = H0 ⊗ H0 ⊗ V , in which the representation of G × Gop is mapping
(g1 × g2) into π0(g1)⊗ π0(g2)⊗ π((g1, g2)), g1, g2 ∈ G, and by letting C(K)
act as 1⊗ 1⊗ π.
We fix 1, a cyclic trace vector of Γ inH0. Then 1⊗H0⊗V is a generating,
wandering subspace for the action of Γ× 1, while 1⊗ 1⊗ V is a generating,
wandering subspace for Γ× Γop acting on H0 ⊗H0 ⊗ V .
Thus HΓ×1(1 ⊗ H0 ⊗ V ) is identified with 1 ⊗ H0 ⊗ V and HΓ×Γ is
identified with 1⊗ 1⊗ V .
Then, the unitary representation Π of G, associated in Theorem 61 to
this unitary representation of C∗((G × Gop) ⋊ C(K)), is acting on H0 ⊗ V
and is described by the linear application Π(σ), σ ∈ G, mapping the vector
ξ × v, ξ ∈ H0, v ∈ V , into∑
θ∈ΓσΓ
〈
π(θ)1, 1
〉
π(θ)ξ ⊗ (θχΓσθ−1(v)σ−1).
If λ˜ is the representation of G on H0 ⊗ V defined as σ → π0(σ)⊗ π(σ ⊗ 1),
σ ∈ G then let T [ΓσΓ] be the image of t[ΓσΓ], considered in Section 3, via this
representation.
Note that mapping [ΓσΓ] into T [ΓσΓ] is a representation of the Hecke
algebra on the Hilbert space H0 ⊗ V .
Then Π(σ) = T [ΓσΓ](1⊗ π(1⊗ σ−1)) ∈ B(H0 ⊗ V ).
The representation of the Hecke algebra associated to the representation
Π, will act on the Hilbert space V . For σ in G, the Hecke operator associated
to the coset [ΓσΓ] will map a vector v ∈ H0 into∑
θ1,θ2∈ΓσΓ
〈π(θ1)1, 1〉〈π(θ2)1, 1〉θ1χθ1−1,θ2(v)θ−12 .
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Proof. We have proved that the matrix coefficients for the representation Π
associated to the action of the C∗-algebra C∗((G×Gop)⋊C(K)) on Hilbert
space V , with Γ-wandering, generating space W1 are, for v =
∑
γ∈Γ
γw, w ∈
W1,
Π(σ)v =
∑
i
siσχσ−1,σ(v)σ
−1 =
∑
i
siσχσ−1,σ(v)wσ
−1.
Hence, for w1, w2 ∈ W , we have〈∑
i
siσχΓ
σ−1
(∑
γ1w1
)
σ−1,
∑
γ2w2
〉
V Γ×1(W )
=
=
∑
i,γ
〈
siσχσ1σ−1(γw1)σ
−1, w2
〉
=
∑
θ∈ΓσΓ
〈θχθ,σ−1(w1)σ−1, w2〉.
We take two vectors ξi ⊗ vi, i = 1, 2, in 1 ⊗H0 ⊗ V and identity these
vectors with the corresponding Γ× 1 invariant vectors∑
γ∈Γ
π0(γ)1⊗ π0(γ)ξi ⊗ γvi, i = 1, 2.
It follows that the matrix coefficients corresponding to this vectors are∑
θ∈ΓσΓ
〈π0(θ) 1⊗ π0(θ)ξi ⊗ θχθ,σ−1(v1)σ−1, 1⊗ ξ2 ⊗ v2〉 =
=
∑
θ∈ΓσΓ
〈π0(θ)1, 1〈π0(θ)ξ1, ξ2〉〈θχθ,σ−1(v1)σ−1, v2〉.
But these are the matrix coefficients for the unitary representation Π(σ), σ ∈
G, that was announced in the statement.
The same argument will then work for the formula of the Hecke opera-
tors associated to Π.
Assume now that the representation V is ℓ2(Γ) with the canonical action
of the left and right representation.
Then the representation Π will have the matrix coefficients on vectors
ξ ⊗ γ, ξ ⊗ γ equal to∑
θ∈ΓσΓ
〈π0(θ)1, 1〉〈π0(θ)ξ, ξ〉〈θχθ,σ−1(γ)σ−1, γ〉.
In this sum the only non zero terms are obtained if θχθ,σ−1(γ)σ−1 = γ,
i.e., θ = γσχθ,σ−1(γ), i.e., θ = γσγ−1. This last equality holds true only if
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γ belongs to σΓσ−1 ∩ Γ. Such a term would give a matrix coefficient of the
type 〈π(σ)1, 1〉〈π(σ)γ, γ〉, i.e.,
〈(π ⊗ π)(σ)1⊗ γ, 1⊗ γ〉H0⊗H0.
This corresponds to the fact that the Hecke operators associated to this
data are obtained from the (diagonal) representation of G
σ → (π ⊗ π)(σ) on H0 ⊗H0.
Hence these are the Hecke operators on H0⊗H0,excluding the part that gives
eigenvalue 1, which is the subspace generated by {π0(γ)1⊗ π0(γ)1, γ ∈ Γ}.
The matrix coefficients for the Hecke operators will be obtained sum-
ming over ΓσΓ.
Thus, the diagonal matrix coefficients of the Hecke operators, evaluated
at elements of the group Γ have the formula, for γ ∈ Γ \ {e},∑
θ∈ΓσΓ
〈π0(θ)1, 1〉〈π0(θ)γ, π0(θ)γ〉, σ ∈ G.

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