Several authors (13) (14) (15) (16) have shown how the STEM probe is prone to scatter forward and backward between neighbouring atomic columns in an oscillating fashion. Hwang et al. (14) showed by STEM simulation that Cs-corrected instruments are particularly prone to such scatter. In their SrTiO3 example, the first maximum of probe intensity occurs at 0.8nm, after which a significant fraction of the intensity scatters to neighbouring columns. After this maxima, direct and intuitive correlation of intensities becomes much more complex and increases uncertainty in atom-counting. Hence, atomcounting techniques are not suitable when attempting to detect vacancy or substitution cases with very few atoms. Instead, the present paper presents a solution in the form of STEM image simulation in combination with numerical analysis and pattern recognition.
Methodology 2.1. Simulation details
The Prismatic (8, 10 ) STEM simulation software were used to perform the simulations. Prismatic can utilize both the CPU and GPU, and always provides the full range of possible detector angles as output, with a given step, up to the maximum collection angle given by the potential spacing. The simulation computers were three servers with 28-core Intel Xeon CPU, 128 GB of ram and four Nvidia GeForce RTX 2080TI graphics cards. With Prismatic we were able to quickly simulate images with and without a defect with a small (1 mrad) step in acceptance angle, in order to understand over which acceptance angle regime we should be measuring the defect.
In order to ensure accurate simulation, the potential pixel size p was set to 5pm. This was smaller than the 8pm spatial resolution (probe spacing) of the simulated electron beam, ensuring that the atoms did not appear pixelated. Since prismatic additionally uses an anti-aliasing aperture 0.5 times the maximum scattering angle, and the accelerating voltage was set to 300kV, the effective maximum scattering angle was 98 mrad, according to equation 1.
max = λq 2
where q = 1/(2p) is the reciprocal-space pixel size of the real space potential grid spacing p and lambda is the relativistic wavelength of the incoming electron. A final restriction is the angular resolution of the beam on the sample. Egerton (17) writes that the ratio of the incident beam semiangle α should be at least ten times the angular resolution. This condition is described by equation 2,
where x is the shortest lateral sample length, 72Å for our models. With the large cell size, the PRISM interpolation factor was set to 4, which gave fast simulation speeds with accurate results. For our simulations with a α=20mrad (and a PRISM alpha limit of 22mrad), the ratio of α to angular resolution was 50.8. Simulations were performed with spherical aberration of 0.001mm and the beam focused on the top surface of the samples. It should be noted that in Prismatic, the beam hits the atoms with highest value of z first, and atoms at z=0 last. This is the opposite convention of most other simulation software. Chromatic aberration due to 0.9 eV energy spread of the incoming electron was included by a defocus series of five steps, equally spaced by the standard deviation of 48Å, as seen in Figure 1a . 
Creating the defect models
As a starting point for modelling, hexagonal unit cells of ZnO were transformed into orthogonal cells. The orthogonal angles of these cells made it easier to construct and cut samples. Supercells of 3x3x2 unit cells of orthogonal ZnO were then constructed, with dimensions a=9.73Å, b=11.24Å, c=10.38Å, and rotated to give an orientation with the beam-direction along the 100 zone axis. Defect cells were built based on these supercells. The static defect model was modelled by removal of a single Zn and In substitution of a neighbouring Zn on the 110 plane. This static model was then relaxed by density functional theory (DFT) to produce the relaxed defect model. Larger models for STEM simulation were constructed using the Atomic Simulation Environment (18) Python software.
DFT calculations were performed using the Heyd-Scuseria-Ernzerhof (HSE) (19, 20) hybrid functional and the projector augmented wave method (21) (22) (23) , as implemented in the VASP code (21, 23) . The screening parameter was fixed to the standard value to ω = 0.2 Å -1
, and the fraction of screened Hartree-Fock exchange adjusted to α = 0.375 (24) . Defect calculations were performed with the 3x3x2 supercell by keeping the lattice parameters fixed and relaxing all atomic positions until the residual forces were reduced to less than 5 meV/Å. The cut-off energy for the plane-wave basis set was set to 500 eV, and a special off-Γ k-point at k = (¼,¼,¼) was used for integrations over the Brillouin zone. The maximum radial displacements from the static model in three-dimensions were 0.114Å and 0.311Å for Zn and O, respectively. Of the three-dimensional displacement, most was in the lateral direction, perpendicular to the beam direction. The maximum lateral displacements were 0.104Å and 0.311Å. 6 supercells of pristine ZnO were stacked along the beam direction. To model the defect as a function of depth, the defect supercell was inserted into the bulk at increasing depths, with steps of 1/3 of the defect cell depth. Total sample thickness was approximately 3.2nm. Once the defect structure was built, pristine ZnO was stacked laterally to give sample width and heights of 50 nm. Figure 2 shows the structure of the relaxed supercell, with labels indicating the defect-containing columns. While for larger models, 20-40 Frozen Phonon (FP) configurations are often enough to produce a realistic simulation, the thin specimen model demands a much higher number of FP configurations.
To estimate the necessary number of FPs, convergence testing was performed on bulk ZnO. Simulation was performed on a region of interest (ROI) containing 30 columns of ZnO of the same thickness as the defect models. Each frozen phonon configuration was generated by random lateral displacement of the atom according to its Debye Waller factor (shown in Table 1 ) by the Prismatic software. 
Analysis details
Each frozen phonon image resulted in a spectrum image with a file size of 28 MB. The 30 models simulated with 500 phonons totalled over 400 GB of data. To load such data, the lazy loading capability of the Hyperspy (25) open-source Python software was employed, which made it able to manipulate large data without loading it all into memory simultaneously. In order to measure the intensity of a given column, the Absolute Integration feature of the Atomap (26) open-source Python software was used. The integrator, which has previously (27,28) been used for numerical studies on STEM images is a method based on Voronoi cell integration. The smallest lateral distance between the Zn columns of the simulated model is 2.7Å. This is larger than the 2Å minimum distance recommended by De Backer et al. (29) for analysis like Voronoi cell integration that does not take peak overlap (such as could be fitted by two gaussians) into account. In its Atomap implementation, Voronoi integration can be limited to within circles of a given radii, in order to prevent edge-effects from interfering with the region of interest. In the present work, simulation was performed on an area large enough to facilitate full Voronoi integration. The Voronoi cells from columns at the edge of the images were removed as their areas differed due to interaction with the image border.
Automatic removal of such edge effects, along with significant performance increases have been merged into the Atomap software by the authors.
Choosing optimal acceptance angles
STEM instruments have annular detectors that are fixed at a certain distance, and hence angle, from the specimen. Instruments that have post-specimen lenses can control the camera length from the specimen, which in turn affects the inner and outer acceptance angle for a given annular detector. On high-end STEM instruments, it is not unusual to have three or four annular detectors covering several ranges of acceptance angles, which can all simultaneously record images. These, combined with the ability to change camera length give rise to a high number of possible acceptance angles. If the microscope allows it, this can be further enhanced by shadowing one detector by another, thereby reducing the outer acceptance angle on the detector furthest from the specimen.
To determine the acceptance angles giving the highest contrast between pristine and defect ZnO regardless of defect depth position, bulk and static models were simulated across acceptance angles from 0 to 100 mrad in steps of 1 mrad. Then, for each equivalent pixel in the resulting two image stacks, the Michelson contrast was computed. The contrast value of all pixels for a given contrasted acceptance angle was then summed. This procedure was done for defect-complexes sat at increasing depth in the sample (depth position is further discussed later). The same procedure was applied to the bulk and relaxed models, giving slightly different contrast values. The contrasts were offset relative to each other and are displayed in Figure 4 . It is shown that high contrast is found from approximately 35 mrad and upwards. At the medium-angle annular dark-field (MAADF), the total contrast is shown to vary strongly with depth. At the high-angle annular dark-field (65 mrad and upwards), the total contrast appears nearly unchanging as a function of depth.
Two ranges of acceptance angles were chosen for further study. A high-contrast HAADF region from 65-95 mrad was chosen to maximize the probability of finding a defect region, and a MAADF region of varying contrast from 35-45 mrad was chosen to distinguish the depth-position of the defectcomplex within the sample. Acceptance angles in the range 65-95 mrad are typical of the HAADF detector on the microscope. With the chosen convergence angle of 20 mrad, acceptance angles in the range 35-45 mrad constitute are detectable on an ADF detector placed in this range, possibly shadowed by another detector. MAADF images typically contain a mix of diffraction contrast and atomic number contrast, which are sensible contrast mechanisms for the material system we are investigating. With realistic acceptance angles to construct the STEM images, the differences between STEM simulation on the static and relaxed defect structures were calculated.
Results

Comparing DFT-relaxed defect cell with static defect cell
The effect and importance of DFT-relaxation of the static defect cell is difficult to see by eye on the standard STEM image, but the differences become clear by numerical analysis. Figure 5 shows the differences in intensity of the static (top) and relaxed (bottom) cells, showing both the raw MAADF STEM simulation but also the integrated Voronoi image. The intensities summed in the Voronoi images have been normalised by the equivalent intensity for pure ZnO. The defect-containing columns stand out in accordance with the typically referred-to notion of linear dependence on number of atoms and a Z 2 -dependence for HAADF images (30) . There is no distinct change in the intensity on the neighbouring columns around the defect. 
Effect of defect depth position on contrast
To further investigate the intensity variation of the defect, the defect was modelled as a function of depth. To preserve relaxation around the defect, the first depth position containing the indium defect was the fifth layer. Then, the defect supercell was stepped down throughout the bulk model until the indium defect reached the second layer from the bottom of the model. This is shown on the right-hand schematic in Figure 6 .
After Voronoi-integration, the intensities of the two defect-containing columns were normalised by the bulk mean and plotted in Figure 6 , as a function of depth. The HAADF signal shows typical Zcontrast, displaying intensities of the expected trend of InZn > Bulk > VZn due to the atomic number of the atoms and number of atoms present in the column. The indium-containing column (hereafter "In-column") is on average 26% brighter than the vacancy-column (V-column) on both the static and relaxed model, with small variation of the intensities with defect depth position. This is beneficial for locating the defect laterally on the sample but is of no value in determining its depth-position. There is little difference between the static and relaxed models for the HAADF signal.
The MAADF signal shows strong variation in intensity with depth, particularly for the VZn-containing column. When near the top of the sample, the defect-complex (particularly the vacancy column) is virtually indistinguishable from the average bulk intensity in the MAADF image, whilst intense in the HAADF. However, as the defect moves down through the sample it increases significantly in MAADF contrast. When located at the penultimate position, the InZn column is 52% and 60% brighter than the VZn column, and 16% and 23% brighter than the bulk atom for the relaxed and static models, respectively. This variation in contrast makes it possible to determine the approximate depthposition of the defect. The change in defect intensity is even more clearly visualised by looking at the Voronoi image as a function of depth. Figure 7 shows the Voronoi intensity for HAADF (top) and MAADF (bottom) intensity normalised for the bulk mean. Here it is clear that the MAADF pattern created by the defect becomes stronger with increasing depth, with the In-column column becoming visible first. 
Effect of temperature on sample
Modern STEM instruments often have the addition of cooling holders to cool the sample down using liquid nitrogen, typically to about 100K. To investigate the effect of cooling on the STEM intensity, we repeated the defect depth-study with Debye-Waller factors for ZnO at 100K instead of 300K. A temperature-dependent model for the Debye-Waller factor of Zn and O in ZnO is given by (31) , and is plotted in Figure 8 . The Debye-Waller values chosen for simulation are shown in Table 1 . The value for the In defect was set equal to the Zn value, since no Debye-Waller value was available for the In defect and the Zn and O values were very close despite their difference in atomic number. Table 1 . Values of the root-mean-square Debye-Waller factor at 300 and 100K from (31) The Voronoi-integrated intensities of the same columns as shown in Figure 6 are shown in Figure 9 . The liquid-nitrogen HAADF results are similar to the room-temperature results, but with an overall increase in intensity of the defect columns relative to the bulk. This shifts the In-column up from the bulk average but reduces the intensity gap between the bulk and the V-column. For both temperatures, the In-column shows an increasing intensity with depth position, but this behaviour is not seen for the V-column. The MAADF intensity is greatly changed. For the first three depth positions, the V-column is brighter than the In-column. At deeper positions, the defect increases strongly in contrast relative to the room-temperature simulation. At its highest, the In-column is 85% brighter than its counterpart. The DFT-relaxation has approximately the same impact on the defect columns at liquid nitrogen temperatures as at room-temperature but reduces the HAADF In-column intensity more at the lower temperature. The V-column experiences only a small relaxation effect on the MAADF image. The second and third depth position are brighter than expected by the static model, but for all other depths the vacancy appears nearly identical in both cases. Noticeably, there is a contrast reversal at depth-position 4, where the V-column becomes darker than its counterpart.
There is a significant change in intensity on the columns surrounding the defect on the relaxed model at liquid nitrogen temperature, as seen in Figure 10 . This effect is not seen on the static model nor seen on the simulations done at room-temperature, but only visible on the Relaxed model MAADF image at liquid nitrogen temperature. 
Discussion
Voronoi cell integration of high-resolution STEM images has been shown to be an efficient method to simplify identification of changes to column intensity without resorting to curve fitting or maxima approaches. While the method yields less information (such as the width of the column) than conventional curve-fitting algorithms, it is much faster and can be performed on very large datasets in a matter of seconds. However, it is important to note that it requires sufficient spatial resolution (80 pm was determined to be enough for this work) to not introduce sampling artefacts, and datasets acquired experimentally must be done so with long enough exposure to minimize noise.
The HAADF intensity is mostly independent with the depth-position of the defect. This is in agreement with previous results (5). However, for the In-column, there is an increased intensity for the last three positions as the defect approaches the bottom of the sample. Zhang et al. (32) provide a likely explanation of the increase by electron channelling. They argue that as the incident probe channels along a column, atoms deeper in the foil see a more focused probe and consequently scatter to higher angles due to the closer proximity of the probe to the nucleus. This explains the brighter column intensity of the heavy In defect with depth. The V-column is dimmest when the vacancy is in the middle of the sample, becoming slightly brighter at the edges. This is likely due to the vacancy disrupting the effect of the channelling-focused probe, causing scatter to lower angles instead.
The MAADF intensity has been found to vary significantly with depth position, and alongside the lateral position gained from the HAADF intensity, allows for a full three-dimensional measurement of the defect position. This work complements similar analysis done by Johnson et al. (5) on single point-defects. The depth variation is likely due to a shift in scattering angle as the defect proceeds deeper into the sample. The peaks in the MAADF range on Figure 4 show a clear trend to the right with depth position, confirming this suspicion. It is possible that the same effect described by Zhang et al. (32) for the HAADF regime is present here.
The DFT relaxation affects the In HAADF intensity in a nearly consistent manner, significantly reducing the intensity. This reduction can be attributed to the lateral shift of the indium atom with respect to the channelling-focused probe. Since the probe no longer targets the centre of the atom, this reduces the likelihood of the high-angle electron-nucleus scattering associated with the HAADF imaging.
The measurements at liquid nitrogen temperature show a bigger difference between the relaxed and static models than for the measurements at room-temperature. The biggest change is found on the In column. This is likely due to the Debye-Waller factors of Zn and O being much higher at room temperature than at liquid nitrogen temperatures, which results in a smearing of the intensity across acceptance angles. The smaller change on the vacancy column is expected due to the lack of a Debye-Waller effect associated with the vacancy.
The change in MAADF intensity of the neighbouring columns at liquid-nitrogen temperatures due to defect relaxation is a novel important observation. The intensity change makes it easier to spot such defects, but also implies that other types of defects may cause significant intensity changes on several columns at liquid nitrogen temperatures. Hence, depending on the type of defect one wishes to measure, it may be either an advantage or a disadvantage to image at liquid nitrogen temperatures. More types of defects would need to be investigated to determine whether this is a general phenomenon.
An exciting avenue for single-defect detection is template matching (33, 34) . By manipulating the integrated intensities from the simulation, a "defect-complex" pattern could be created and fit across large STEM images to find the position of defects in an objective manner. If a simulated static image is used to "hunt" for defects by attempting to pattern match across a large STEM image, it may find such a defect but estimate an incorrect z-position in the sample. Template matching based on simulated data is in its infancy, but here we report an important consideration for future work.
Conclusions
The three-dimensional position information of a defect-complex in ZnO has been shown to be possible to determine by STEM. A multi-detector configuration with specific acceptance angles is shown to be particularly helpful to maximise contrast and the chance of detecting the defect. The particular angles are shown to be computable by a straightforward contrast calculation on simulated data. While the lateral position could possibly be determined via conventional "atom-counting" techniques on HAADF images, we have shown that STEM simulation is essential to determine the depth-position within the sample from experimental STEM images. The impact of a DFT-relaxed simulation model is shown to be particularly important for simulations with low Debye-Waller factors, either due to the elements involved or temperature considerations. Particularly, for simulating template-matching templates, relaxation is crucial. With the high energy-resolution present in the newest generation monochromated STEM instruments, low noise in energy filter cameras, and true measurements of the position of a defect described in this paper, it is possible to begin investigating the optical and electronic properties of such defects by EELS measurements.
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