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THERMO-VISCO-ELASTICITY FOR NORTON-HOFF-TYPE MODELS
PIOTR GWIAZDA, FILIP Z. KLAWE, AND AGNIESZKA ŚWIERCZEWSKA-GWIAZDA
Abstract. Our research is directed to a quasi-static evolution of the thermo-visco-elastic model. We assume
that the material is subject to two kinds of mechanical deformations: elastic and inelastic. Moreover, our
analysis captures the influence of the temperature on the visco-elastic properties of the body. The novelty of
the paper is the consideration of the thermodynamically complete model to describe this kind of phenomena
related with a hardening rule of Norton-Hoff type. We provide the proof of existence of solutions to thermo-
visco-elastic model in a simplified setting, namely the thermal expansion effects are neglected. Consequently,
the coupling between the temperature and the displacement occurs only in the constitutive function for the
evolution of the visco-elastic strain.
1. Introduction
We are aiming to describe the response of thermo-visco-elastic material to applied external forces and the
heat flux through the boundary. The system of equations capturing the displacement, temperature and visco-
elastic strain of the body is a consequence of physical principles such as balance of momentum and balance of
energy, cf. [22,30], see also [24]. The equations are complemented by the constitutive relation for the Cauchy
stress tensor and the constitutive equation for the evolution of the visco-elastic strain tensor. Although we
treat the case where the thermal expansion is negligible, but the changes of temperature affect the visco-elastic
properties of the considered material. We shall observe it in the appearance of the temperature-dependent
constitutive relation in the evolution equation for the visco-elastic strain tensor.
We assume that the body Ω ⊂ R3 is an open bounded set with a C1 boundary and moreover, the body
is homogeneous in space. The material undergoes two kinds of deformations: elastic and visco-elastic. By
the first type we understand the deformations which are reversible and the second ones are irreversible. The
problem is captured by the following system
(1.1)

−divT = f in Ω× (0, T ),
T = D(ε(u)− εp) in Ω× (0, T ),
ε
p
t = G(θ,T
d) in Ω× (0, T ),
θt −∆θ = T d : G(θ,T d) in Ω× (0, T ),
which describes the quasi-static evolution of the displacement of the material u : Ω × R+ → R3, the tem-
perature of the material θ : Ω × R+ → R+ and the visco-elastic strain tensor εp : Ω × R+ → S3d . We
denote by S3 the set of symmetric 3× 3-matrices with real entries and by S3d a subset of S3 which contains
traceless matrices. By T d we mean the deviatoric part (traceless) of the tensor T , i.e. T d = T − 13 tr(T )I,
where I is the identity matrix from S3. Additionally, ε(u) denotes the symmetric part of the gradient of the
displacement u, i.e. ε(u) = 12 (∇u+∇Tu). The volume force is denoted by f : Ω× R+ → R3.
The visco-elastic strain tensor is described by the evolutionary equation with prescribed constitutive
function G(·, ·). The function G(·, ·) is assumed to be monotone and to satisfy polynomial growth and
coercivity conditions.
Assumption 1.1. The function G(θ,T d) is continuous with respect to θ and T d and satisfies for p ≥ 2 the
following conditions:
a) (G(θ,T d1)−G(θ,T d2)) : (T d1 − T d2) ≥ 0, for all T d1,T d2 ∈ S3d and θ ∈ R+;
b) |G(θ,T d)| ≤ C(1 + |T d|)p−1, where T d ∈ S3d , θ ∈ R+;
c) G(θ,T d) : T d ≥ β|T d|p, where T d ∈ S3d , θ ∈ R+,
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where C and β are positive constants, independent of the temperature θ.
We complete the considered problem by formulating the initial conditions
(1.2)
{
θ(x, 0) = θ0(x),
εp(x, 0) = εp0 (x),
in Ω and boundary conditions
(1.3)
{
u = g,
∂θ
∂n = gθ,
on ∂Ω× (0, T ).
The properties of the material under consideration determine the choice of the function G. Such a
framework includes the classical Norton-Hoff model, cf. [2], which we shall briefly discuss in a sequel. There
are various different relations considered, e.g.
• Bodner-Partom model [4, 13, 15]:
G(θ,T d) = G

{
|T d|+ β(θ)
}+
y
 T d|T d| ,
yt = γ(y)G
(
|T d|
y
)
|T d| −Aδ(y),
(1.4)
where y : Ω× R+ → R+ describes the isotropic hardening of the metal, {·}+ stands for the positive
part of {·}, γ : R+ ⊃ D(γ) → R+ and δ : R+ ⊃ D(δ) → R+ are given functions and A is a positive
constant. Moreover, functions G(·), γ(·), δ(·) and β(·) fulfill some specific properties.
• Mróz model [9, 24, 26]:
(1.5) G(θ,T d) = g(θ)T d,
where g : R+ → R+ is a continuous function.
• Prandtl-Reuss model with linear kinematic hardening [18]
ε
p
t ∈ ∂IK(θ)(T − αεp),(1.6)
where IK(θ) is the indicator function of the closed and convex subset K(θ) = {T ∈ S3 : |T d| ≤ k− θ}
and α, k > 0 are material parameters. Furthermore, ∂IK(θ) is a subdifferential of the function IK(θ).
For further examples of constitutive relations (e.g. classical Maxwell model, models proposed by Chaboche,
Hart, Miler, Bruhns and many others) we refer to [1, Chapter 2.2].
Our motivation for current considerations were the results of Alber and Chełmiński [2] and of Hömberg [26].
In [2] the authors considered the quasi-static visco-elasticity1 models with Norton-Hoff constitutive function,
namely of the power-law type
(1.7) G = c|T |p−1T
with p > 2. The parameter c was either assumed to be a positive constant or dependent on an additional
relaxation parameter described by a separate equation. The scheme of the proof in [2] was to formulate the
problem in a way that it fits to the abstract theory of maximal monotone operators, cf. [3]. In the current
paper we include the thermal effects of the process through the dependence of the constitutive function G
on the temperature. This dependence obstructs following the same scheme and requires different approach.
Furthermore, we assume that G(θ, ·) depends only on the deviatoric part of the Cauchy stress tensor and
its range is the set of traceless matrices. The last assumption, together with the fact that εp0 (x) is traceless,
provides that also εp is traceless. Vanishing of the trace of the deformation tensor corresponds to preserving
the volume of the material. Indeed, the volume change is associated only with the elastic response of the
material, and the plastic response is essentially incompressible, cf. [23]. The dependence of G(θ, ·) only on
T d is essential to maintain the coercivity of the model. Once we know that the range of G is S3d , then even
1The authors used the notion visco-plasticity which is sometimes also applied in the literature to capture the appearance of
irreversible deformations.
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for the isothermal process, namely the case of G = G(T ) we observe that G(T ) : T = G(T ) : T d. Then e.g.
taking as T the identity matrix we immediately see that G(I) : Id = 0. Let us now comment on the technical
consequences of this assumption. Contrary to the proof of Alber and Chełmiński, where they showed that T
belongs to Lp(0, T, Lp(Ω,S3)) for p ≥ 2, the estimates conducted in the current situation provide only that
T belongs to L2(0, T, L2(Ω,S3)).
Hömberg in [26] considered more general physical phenomena including the electro-magnetic effects. The
changes of temperature influenced the concentration of different phases of materials and this dependence was
prescribed by some general operator P [·] having good properties. Then the constitutive function describing the
evolution of visco-elastic strain depends no more on the temperature, but on these concentrations. Moreover
it is linear with respect to the deviatoric part of the Cauchy stress tensor, namely corresponds to the Mróz
model. The similarities with our approach are related with the construction of the approximated problem,
namely by the truncation of the terms which appear on the right-hand side of the heat equation and are only
integrable. The method also follows the framework of Boccardo and Gallouët. Nevertheless, because of the
different structure of the problem, Hömberg can show the strong convergence of the approximated sequence
of the Cauchy stress tensor. For the concept of showing this strong convergence observe that in the case of
linear Mróz relation, and in fact also in the case of Norton-Hoff relation (1.7), the stronger condition than
monotonicity holds, namely the uniform monotonicity condition
(G(θ,T d1)−G(θ,T d2)) : (T d1 − T d2) ≥ c|T d1 − T d2|p for all T d1,T d2 ∈ S3d and θ ∈ R+.
For the proof see e.g. [31].
The studies on the Mróz model presented in [24] essentially used the strong monotonicity of the function
G in the second variable. The existence proof used the methods developed in [16, 25, 38] arising from the
tools of Young measures. In the present setting none of the assumptions of strong nor uniform monotonicity
are needed. We only assume monotonicity of G.
Following Bartczak [4], Chełmiński [13], Chełmiński and Racke [18], Duvaut and J.L. Lions [20], Johnson
[28, 29], Nečas and Hlaváček [32], Suquet [35–37], Temam [39, 40] and many others, we study the quasi-
static evolution, i.e. the evolution, which is slow and we neglect the acceleration term in the equation for
balance of momentum. Moreover, we consider the model with infinitesimal displacement. In a consequence,
the dependence between the Cauchy stress tensor and the symmetric gradient of displacement is linear
(generalized Hooke’s law, for more details see [32] or [33]). Much of the approaches involve the models
that are purely mechanical, namely concern the theory of inelastic and infinitesimal deformations with the
nonlinear inelastic constitutive relation of monotone type, however neglect all thermal influences, see [1]
and also [13–15, 17]. On the other hand, the mathematical analysis of linear thermo-elasticity is also a
classical, well understood topic, cf. [27], contrary to an analysis of thermo-inelastic models. By the thermo-
inelastic models we mean the systems consisting of balance of momentum for kind of inelastic deformation
and the equation for an evolution of the temperature. In the equation for balance of momentum for inelastic
deformation the stress is not proportional to the strain, i.e. there appear term which absorbs the mechanical
energy. There are only some results for special models or for simplified models in the literature [4, 5, 18].
If we introduce thermal effects into various purely mechanical models, then the right hand side of the
heat equation (the product T d : G(θ,T d)) turns out to be only an integrable function. In such a case
the standard energy methods fail and one needs to search for more delicate tools. Using the Boccardo
and Gallouët [8] approach to prove the existence of solutions to the heat equation the essential point is to
use the truncation of the solution as a test function. This is however difficult to combine with a classical
Galerkin method as the truncation of a function may no longer be a linear combination of the functions
from the Galerkin basis. Therefore we appeal to non-standard energy methods, such as two-level Galerkin
approximation, see also [10–12]. The new difficulty which arises here is the construction of the appropriate
basis for approximation of the strain tensor εp, for details see Appendix B.
All functions appearing in this paper are the functions of position x and time t. We often omit the
variables of the function and write u instead of u(x, t). All of the computation are conducted in Lagrangian
coordinates. In view of the fact that the displacement is small, the stress tensor in the Lagrangian coordinates
is approximated by the stress tensor in Eulerian coordinates. This is a standard way of considering the
inelastic models, for more details see [41, Chapter 13.2].
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Before we formulate the definition of weak solutions and state the main result of the paper let us introduce
the notation W 1,p
′
g (Ω,R
3) :=
{
u ∈ W 1,p′(Ω,R3) : u = g on ∂Ω
}
.
Definition 1.1. Let p ≥ 2, q < 54 and s ∈ R be large enough. The triple of functions
u ∈ Lp′(0, T,W 1,p′g (Ω,R3))
T ∈ L2(0, T, L2(Ω,S3))
and
θ ∈ Lq(0, T,W 1,q(Ω)) ∩ C([0, T ],W−s,2(Ω))
is a weak solution to the system (1.1) if∫ T
0
∫
Ω
T : ∇ϕ dxdt =
∫ T
0
∫
Ω
f · ϕ dxdt,(1.8)
where
(1.9) T =D(ε(u)− εp),
and
−
∫ T
0
∫
Ω
θφt dxdt−
∫
Ω
θ0(x)φ(0, x) dx
+
∫ T
0
∫
Ω
∇θ · ∇φdxdt−
∫ T
0
∫
∂Ω
gθφdxdt =
∫ T
0
∫
Ω
T d : G(θ,T d)φdxdt,
(1.10)
holds for every test function ϕ ∈ C∞([0, T ], C∞c (Ω,R3)) and φ ∈ C∞c ([−∞, T ), C∞(Ω)). Furthermore, the
visco-elastic strain tensor can be recovered from the equation on its evolution, i.e.
(1.11) εp(x, t) = εp0 (x) +
∫ t
0
G(θ(x, τ),T d(x, τ)) dτ,
for a.e. x ∈ Ω and t ∈ [0, T ). Moreover, εp ∈W 1,p′(0, T, Lp′(Ω,S3d)).
Theorem 1.1. Let p ≥ 2 and let initial conditions satisfy θ0 ∈ L1(Ω), εp0 ∈ L2(Ω,S3d), boundary conditions
satisfy g ∈ Lp(0, T,W 1− 1p ,p(∂Ω,R3)), gθ ∈ L2(0, T, L2(∂Ω)) and volume force f ∈ Lp(0, T,W−1,p(Ω,R3))
and function G(·, ·) satisfy the Assumption 1.1. Then there exists a weak solution to system (1.1).
Remark. There is nothing about the uniqueness of solutions in Theorem 1.1. Using Boccardo and Gallouët
approach to the heat equation we obtain the existence of θ only in the space Lq(0, T,W 1,q(Ω)) for all q < 54 ,
see the Appendix. The lack of uniqueness of the temperature implies the lack of uniqueness of the solution to
the whole system. In order to find the class of solutions providing both existence and uniqueness one should
consider the renormalized solutions to the heat equation, see [6, 7]. However, the existing theory concerns
mostly the homogeneous Dirichlet boundary-value problems.
The rest of the paper is organized as follows: Section 2 is mostly dedicated to physical aspects of the
problem. Therefore in Section 2.1 we introduce the complete model and present the assumptions which
brought us to the simplified setting. Then in Section 2.2 we concentrate on physical justification of the
model after simplifications. Section 2.3 is only a technical part that prepares us to the proof of the main
theorem, namely we transform the problem to a homogeneous boundary-value problem. The whole Section
3 is devoted to the proof of Theorem 1.1. The subsequent subsections correspond to the steps of the proof
such as existence of the approximate solutions, boundedness of the approximate solution and the behaviour
of the energy of the system. Finally we pass to the limit in the Galerkin approximations.
We complete the introduction by introducing the notation. As a result of integration
∫ t2
t1
dg
dt dt we write
g|t2t1 which is equal to g(t2)−g(t1). Furthermore, we denote by Lp(Ω) standard Lebesgue spaces, for k,m ∈ N
and 1 ≤ p, q ≤ ∞, by W k,p(Ω) the Sobolev spaces, by W mk ,p(∂Ω) the fractional order Sobolev space and
by Lp(0, T, Lq(Ω)) Bochner spaces, by C(K) continuous functions on K, by C∞c (K) compactly supported
smooth functions on K.
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2. The physical model. Motivations and simplifications.
We will start the current section with formulating the full system describing the evolution of visco-elastic
body including thermal effects. Subsequently we describe the assumptions that were made due to simplify
the system and motivate considering equations (1.1). The second part concerns the issue of thermodynamical
completeness of the considered system. This part essentially follows [24]. However, since this is an important
argument for choosing this model, we include the main steps for completeness. In the last subsection we
include the technical step which allows to reduce the problem to homogeneous boundary-value problem.
2.1. Origin of the model problem. Let us consider the system of equations in the bounded domain
Ω ⊂ R3 with a C1 boundary ∂Ω
̺utt − divσ = f in Ω× (0, T ),(2.1)
σ = T − α(θ − θR)I in Ω× (0, T ),(2.2)
T = D(ε(u)− εp) in Ω× (0, T ),(2.3)
ε
p
t = G(θ,T
d) in Ω× (0, T ),(2.4)
θt − κ∆θ + α(θ − θR)divut = T d : G(θ,T d) + r in Ω× (0, T ).(2.5)
Derivation of this system was presented in [22], [24] and [30]. The equation (2.1) describes the balance of
momentum. Equations (2.2) and (2.3) prescribe the constitutive relation for the Cauchy stress tensor and
(2.4) presents the constitutive relation for the evolution of the visco-elastic strain tensor. Finally, (2.5) stands
for the balance of energy.
The function σ : Ω × R+ → S3 is the Cauchy stress tensor. The Cauchy stress tensor can be divided
into two parts: mechanical and thermal. The mechanical part is T = D(ε(u) − εp), where the operator
D : S3 → S3 is linear, positively definite and bounded. Assuming that Ω is a homogeneous material, the
operator D is a four-index matrix, i.e. D = {di,j,k,l}3i,j,k,l=1 and the following equalities hold
(2.6) di,j,k,l = dj,i,k,l, di,j,k,l = di,j,l,k and di,j,k,l = dk,l,i,j ∀i, j, k, l = 1, 2, 3.
The evolution of the visco-elastic strain tensor εp is governed by the constitutive relationG : R+×S3d → S3d .
The visco-elastic strain tensor εp = (εp)d is traceless if εp0 is traceless. The temperature θR is the reference
temperature. The function r : Ω × R+ → R+ describes a given density of heat sources, κ : Ω × R+ → R+
is the material’s conductivity, which in the case of homogeneous materials is a positive constant, ̺ is the
constant density of the body. Moreover, α describes the thermal expansion of the body. We will study the
simplified situation, namely under the following assumptions
Assumption 2.1. We consider only the problem with small inertial force, i.e. ̺utt = 0.
Assumption 2.2. We assume that α = 0, i.e. the considered material is not subject to the thermal expansion.
The fact of neglecting the acceleration term implies that the system of equations may be supplemented
only by the initial conditions (1.2). Moreover, we complete the system with boundary conditions (1.3). Using
the Dirichlet condition for the displacement means that we control the shape of the body, and by using the
Neumann condition for the temperature we control the flow of the energy through the boundary.
There are various simplifications that are proposed due to provide the mathematical analysis of the system.
In the linear thermoelasticity, the term connected with thermal expansion in the heat equation is approxi-
mated by a linear one, i.e. α(θ− θ0)divut ≈ α0divut with the argumentation that the temperature θ in the
considered process is close to the reference temperature, cf. Bartczak [4], Chełmiński and Racke [18].
From the point of view of mathematical techniques used in the linear theory, such as e.g. linear semigroup
theory, this approximation seems to be accurate. Unfortunately, in a consequence of this procedure one
obtains the model which is not consistent with the physical principles. Our simplification follows different
way, we consider the case where no thermal expansion appears, hence α = 0. In the proceeding section we
discuss in detail the issue of thermodynamical completeness of the system after the simplifications. Finally,
we also formulate the last assumption.
Assumption 2.3. We assume that there are no heat sources in the system, hence r ≡ 0. The material’s
conductivity κ is for simplicity equal to 1.
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Taking into account the above conditions we obtain the considered system (1.1).
2.2. Thermodynamical completeness. The purpose of the current section is to underline the physical
advantages of the considered system. The assumptions used in the construction of the simplified model do
not effect the loss of physical properties, i.e. the system (1.1) still conserves the energy, the temperature is
positive and there exists a function of state, namely the entropy, which has a positive rate of production. We
shall say that the system is thermodynamically complete if these properties are satisfied. In [24] we showed
the thermodynamical completeness of the system (2.1)–(2.5) in the case it is isolated, i.e. f = 0, we assume
homogeneous boundary values and there are no heat sources (r = 0). All of the calculation in this section
are formal.
Conservation of total energy
In the first step we intend to show that the global energy is preserved. Multiplying the first equation of
system (1.1) by ut and integrating over an arbitrary set O ⊂ Ω, we obtain
(2.7) −
∫
O
divT · ut dx = 0
and hence
(2.8)
∫
O
T : ∇ut dx−
∫
∂O
Tn · ut ds = 0.
We multiply the evolutionary equation for the visco-elastic strain by T and integrate over O. Subtracting
this equation from (2.8) implies that∫
O
(
T : ∇ut − T : εpt
)
dx−
∫
∂O
Tn · ut ds = −
∫
O
T d : Gdx.(2.9)
Finally, using the symmetry of T we obtain
1
2
d
dt
∫
O
T : (ε(u)− εp) dx−
∫
∂O
Tn · ut ds = −
∫
O
T d : Gdx.(2.10)
Since the global energy of the set O is equal to EO(τ) =
∫
O e(x, τ) dx and the density of the total energy is
defined by e(x, τ) = θ + 12D
−1T : T , we obtain
(2.11) EO(t) =
∫
O
θ(t) dx +
1
2
∫
O
T : (ε(u)− εp)(t) dx.
Consequently equation (2.10) may be written in the following from
d
dt
EO(t) = d
dt
∫
O
θ dx−
∫
O
T d : Gdx+
∫
∂O
Tn · ut ds.(2.12)
Using (1.1)4, we obtain
d
dt
EO(t) =
∫
O
θt dx−
∫
O
θt dx+
∫
O
∆θ dx+
∫
∂O
Tn · ut ds
=
∫
∂O
(
Tut +∇θ
) · n ds.(2.13)
Zero external forces, homogeneous boundary conditions and no heat sources implies that ut = 0 and∇θ·n = 0
on the boundary ∂Ω. Therefore, the global energy EΩ is constant in time.
Positivity of the temperature
Let us assume that the initial temperature θ0 is positive. The heat equation after simplifications has a form
(2.14) θt −∆θ = G(θ,T d) : T d.
Hence, the assumptions on the function G(·, ·) imply that the right hand side of (2.14) is positive, namely
(2.15) θt −∆θ ≥ 0.
When the initial and boundary conditions for the temperature are positive, then the temperature θ is positive.
Entropy inequality
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Multiplying (2.14) by 1/θ and integrating over an arbitrary set O ⊂ Ω, we obtain
d
dt
∫
O
ln θ dx−
∫
O
div
∇θ
θ
dx−
∫
O
|∇θ|2
θ2
dx =
∫
O
G(θ,T d) : T d
θ
dx.
Thus
d
dt
∫
O
ln θ dx+
∫
O
div
(q
θ
)
dx =
∫
O
G(θ,T d) : T d
θ
dx+
∫
O
|∇θ|2
θ2
dx.(2.16)
By the properties of the functionG(·, ·) and positivity of θ, the right hand side of (2.16) is positive. Therefore,
an arbitrary choice of the domain O implies that the inequality holds
(2.17)
(
ln θ
)
t
+ div
(q
θ
)
≥ 0.
The above relation is the so-called Clausius-Duhem inequality and it is one of the equivalent formulations of
the second principle of thermodynamics. Hence, the homogeneous boundary conditions and the definition of
the heat flux (q = −∇θ) implies that
(2.18)
d
dt
∫
Ω
ln θ ≥ 0.
Note that η(θ) = ln θ is one of the admissible entropies for system (1.1) what furnishes a formal justification
for the thermodynamical completeness of the model. For the situation with linearization of the term α(θ −
θR)divut one can show that none of the thermodynamical principles is fulfilled.
2.3. Transformation to a homogeneous boundary-value problem. Our aim is to reduce the problem
to a homogeneous one. For this purpose we are interested in a decoupled elastic systems and a heat equation.
The first system is subject to the same external forces as problem (1.1) and both of the problems are
complemented with the same boundary conditions as (1.1). Hence, given θ˜0 ∈ L2(Ω) we study
(2.19)

−div T˜ = f in Ω× (0, T ),
T˜ = Dε(u˜) in Ω× (0, T ),
u˜ = g on ∂Ω× (0, T ),
and
(2.20)

θ˜t −∆θ˜ = 0 in Ω× (0, T ),
∂θ˜
∂n = gθ on ∂Ω× (0, T ),
θ˜(x, 0) = θ˜0 in Ω.
Lemma 2.1. Let θ˜0 ∈ L2(Ω), g ∈ Lp(0, T,W 1−
1
p
,p(∂Ω,R3)), gθ ∈ L2(0, T, L2(∂Ω)) and moreover f ∈
Lp(0, T,W−1,p(Ω,R3)). Then there exists a solution to systems (2.19) and (2.20). Additionally, the following
estimates hold:
‖u˜‖Lp(0,T,W 1,p(Ω)) ≤ C1
(
‖g‖
Lp(0,T,W
1− 1
p
,p
(∂Ω,R3))
+ ‖f‖Lp(0,T,W−1,p(Ω))
)
,
‖θ˜‖L∞(0,T,L1(Ω)) + ‖θ˜‖L2(0,T,W 1,2(Ω)) ≤ C2
(
‖gθ‖L2(0,T,L2(∂Ω)) + ‖θ˜0‖L2(Ω)
)
.
Moreover, θ belongs to C([0, T ], L2(Ω)).
Remark. From the trace theorem [42, Chapter II] there exist g˜ ∈ Lp(0, T,W 1,p(Ω,R3)) such that g˜|∂Ω = g.
Then, finding the solution u˜ to (2.19) is equivalent to finding the solution u˜1 to the following problem
(2.21)
{ −divDε(u˜1) = f + divDε(g˜) in Ω× (0, T ),
u˜1 = 0 on ∂Ω× (0, T ),
and u˜ = u˜1 + g˜. Using [42, Corollary 4.4], we obtain the estimates presented in Lemma 2.1.
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Instead of finding (û, θ̂)− the solution to problem (1.1)-(1.2)-(1.3) we shall search for (u, θ), where u =
û− u˜ and θ = θ̂ − θ˜ and (u˜, θ˜) solve (2.19) with g = 0 and (2.20). Furthermore, we get
(2.22)

−divT = −div (T̂ − T˜ ) = 0,
T =D(ε(u)− εp),
ε
p
t = G(θ̂, T̂
d
)
= G(θ + θ˜,T d + T˜
d
),
θt −∆θ = (θ̂ − θ˜)t −∆(θ̂ − θ˜) = T̂
d
: G(θ + θ˜,T d + T˜
d
)
=
(
T d + T˜
d)
: G(θ + θ˜,T d + T˜
d
).
Hence, we consider the problem
(2.23)

−divT = 0,
T =D(ε(u)− εp),
ε
p
t = G(θ + θ˜,T
d + T˜
d
),
θt −∆θ =
(
T d + T˜
d)
: G(θ + θ˜,T d + T˜
d
),
with the initial and boundary conditions
(2.24)

u = 0 on ∂Ω× (0, T ),
∂θ
∂n = 0 on ∂Ω× (0, T ),
θ(·, 0) = θ̂0 − θ˜0 ≡ θ0 in Ω,
εp(·, 0) = εp0 in Ω,
where θ̂0 is the given initial condition for the temperature and θ˜0 is the initial condition for the system (2.20).
Remark. From the proof provided in Section 3 it follows that the displacement u, which is a solution to the
homogeneous problem belongs to the space C([0, T ], Lp
′
(Ω)). However, in Theorem 1.1 the information on
the continuity of the solution to the nonhomogeneous problem does not appear. This is the consequence of
the the fact that u˜ may fail to be continuous under the assumptions that we have for the volume force f and
boundary data.
3. Proof of Theorem 1.1
3.1. Approximate solutions. Let k ∈ N and Tk(·) be a standard truncation operator
(3.1) Tk(x) =

k x > k
x |x| ≤ k
−k x < −k.
We are facing the problem of low regularity of the right hand side of the heat equation and the initial
condition. Both functions are only integrable what enforces using some delicate methods, such as the approach
of Boccardo and Gallouët, cf. [8], for showing the existence of solutions. An essential step is testing the
equation with the truncation of solution. However, this truncation need not to be a linear combination
of basis functions. This is the reason why we use two level approximation, i.e. independent parameters
of approximation in the displacement and temperature. We pass to the limit, firstly with parameter l
corresponding to the dimension of the Galerkin basis for the temperature to get the sequence of infinite
dimensional approximate solutions. Passing to the limit with parameter k corresponding to the dimension of
the Galerkin basis for the displacement requires closer attention.
We construct the approximated system using the Galerkin method. Consider the space L2(Ω,S3) with a
scalar product defined
(3.2) (ξ,η)D :=
∫
Ω
D
1
2 ξ ·D 12η dx for ξ,η ∈ L2(Ω,S3)
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where D
1
2 ◦D 12 = D. Let {wi}∞i=1 be the set of eigenfunctions of the operator −divDε(·) with the domain
W 1,20 (Ω,R
3) and {λi} be the corresponding eigenvalues such that {wi} is orthogonal in W 1,20 (Ω,R3) with the
inner product
(3.3) (w,v)W 1,20 (Ω) = (ε(w), ε(v))D
and orthonormal in L2(Ω,R3). Hence
(3.4) ‖ε(w)‖2D = (ε(w), ε(v))D.
Using the eigenvalue problem for the operator −divDε(·) we obtain
(3.5)
∫
Ω
Dε(wi) : ε(wj) dx = λi
∫
Ω
wi ·wj dx = 0
Moreover, let {vi}∞i=1 be the set of eigenfunctions of the Laplace operator with the domain W 1,2n (Ω) = {v ∈
W 1,2(Ω) : ∂v∂n = 0}, let {µi} be the set of corresponding eigenvalues, let {vi} be orthogonal in W 1,2n (Ω)
and orthonormal in L2(Ω). These two families of vectors shall be used to construct the finite dimensional
approximations of the displacement and the temperature. To construct the basis for approximating the
visco-elastic strain tensor we will proceed as follows.
Let us consider the symmetric gradients of first k functions from the basis {wi}∞i=1. Due to the regularity
of the eigenfunctions we observe that ε(wi) are elements of Hs(Ω,S3), namely the fractional Sobolev space
with a scalar product denoted by ((·, ·))s and s > 32 . Define now
(3.6) Vk := (span{ε(w1), ..., ε(wk)})⊥,
which is the orthogonal complement in L2(Ω,S3) taken with respect to the scalar product (·, ·)D and also
(3.7) V sk := Vk ∩Hs(Ω,S3)
Let {ζkn}∞n=1 denote the orthonormal basis of Vk, which is also an orthogonal basis of V sk , for more details
see Appendix B.
For k, l ∈ N, we are ready to define
uk,l =
k∑
n=1
αnk,l(t)wn,
θk,l =
l∑
m=1
βmk,l(t)vm,
ε
p
k,l =
k∑
n=1
γnk,l(t)ε(wn) +
l∑
m=1
δmk,l(t)ζ
k
m,
(3.8)
such that uk,l, ε
p
k,l and θk,l solve the system of equations
(3.9)
∫
Ω T k,l : ε(wn) dx = 0 n = 1, ..., k,
T k,l = D(ε(uk,l)− εpk,l),∫
Ω
(εpk,l)t :Dε(wn) dx =
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
) :Dε(wn) dx n = 1, ..., k,∫
Ω
(εpk,l)t : Dζ
k
m dx =
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
) :Dζkm dx m = 1, ..., l,∫
Ω(θk,l)tvm dx+
∫
Ω∇θk,l · ∇vm dx
=
∫
Ω Tk((T dk,l + T˜
d
) : G(θk,l + θ˜,T
d
k,l + T˜
d
))vm dx m = 1, ..., l.
for a.a. t ∈ (0, T ). For each approximate equation we have the initial conditions in the following form
(3.10)

(θk,l(x, 0), vm) = (Tk(θ0), vm) m = 1, .., l,(
ε
p
k,l(x, 0), ε(wn)
)
D
= (εp0 , ε(wn))D n = 1, .., k,(
ε
p
k,l(x, 0), ζ
k
m)
)
D
=
(
ε
p
0 , ζ
k
m
)
D
m = 1, .., l,
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where
(·, ·) denotes the inner product in L2(Ω) and (·, ·)
D
the inner product in L2(Ω,S3).
Let us define
ξ1(t) = (α
1
k,l(t), ..., α
k
k,l(t))
T ,
ξ2(t) = (β
1
k,l(t), ..., β
l
k,l(t), γ
1
k,l(t), ..., γ
k
k,l(t), δ
1
k,l(t), ..., δ
l
k,l(t))
T .
The selection of the Galerkin bases and representation of the approximate solution (3.8) allows to notice that
(3.11) αnk,l(t) =
1
λn
γnk,l(t)
∫
Ω
Dε(wn) : ε(wn) dx = γ
n
k,l(t)
and hence we obtain
(3.12)

(γnk,l(t))t =
1
λn
∫
Ω
G˜(x, t, ξ1(t), ξ2(t)) :Dε(wn) dx,
(δmk,l(t))t =
∫
Ω
G˜(x, t, ξ1(t), ξ2(t)) :Dζ
k
m dx,
(βmk,l(t))t =
∫
Ω
Tk
((
(D
k∑
n=1
αnk,lε(wn)−D(
l∑
n=1
γnk,l(t)ε(wn) + δ
n
k,l(t)ζn))
d + T˜
d)
: G˜(x, t, ξ1(t), ξ2(t))
)
vm dx+ µmβ
m
k,l(t),
for n = 1, ..., k and m = 1, ..., l, where
G˜(x, t, ξ1(t), ξ2(t))
:= G(θk,l + θ˜,T
d
k,l + T˜
d
)
= G
( l∑
j=1
βjk,l(t)vj(x) + θ˜,
(
D
k∑
j=1
αjk,l(t)ε(wj)−D
l∑
j=1
(
γjk,l(t)ε(wj) + δ
j
k,l(t)ζj
))d
+ T˜
d
)
Hence
(3.13)

(γnk,l(t))t =
1
λn
∫
Ω
G˜(x, t, ξ1(t), ξ2(t)) :Dε(wn) dx,
(δmk,l(t))t =
∫
Ω
G˜(x, t, ξ1(t), ξ2(t)) :Dζ
k
m dx,
(βmk,l(t))t =
∫
Ω
Tk
((
(D
k∑
n=1
αnk,lε(wn)−D(
l∑
n=1
γnk,l(t)ε(wn) + δ
n
k,l(t)ζn))
d + T˜
d)
: G˜(x, t, ξ1(t), ξ2(t))
)
vm dx+ µmβ
m
k,l(t),
System (3.13) with initial conditions (3.10) can be equivalently written as the initial value problem
dξ2
dt
= F (ξ1(t), ξ2(t), t), t ∈ [0, T ),
ξ2(0) = ξ2,0,
(3.14)
where ξ2,0 is a vector of initial conditions obtained from (3.10). For n ≤ k, we get αnk,l = γnk,l, hence
F (ξ1(t), ξ2(t), t) can be treated as a function only of ξ2(t), i.e. F (ξ1(t), ξ2(t), t) = F˜ (ξ2(t), t).
Lemma 3.1. (Existence of approximate solution)
For initial condition satisfying εp0 ∈ L2(Ω,S3d) and θ0 ∈ L1(Ω) there exists an absolutely continuous in
time solution to (3.14).
Proof. According to Carathéodory Theorem, see [31, Theorem 3.4] or [43, Appendix (61)], there exist unique
absolutely continuous functions βmk,l(t), γ
n
k,l(t) and δ
m
k,l(t) for every n ≤ k and m ≤ l on some time interval
[0, t∗]. Moreover for every n ≤ k there exists a unique absolutely continuous function αnk,l(t).

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3.2. Boundedness of approximate solutions. In this section we show the uniform boundedness of ap-
proximate solutions. As the considered model describes the physical phenomena, then it is obvious that the
total energy should be finite. The total energy of the system consists of potential energy and thermal energy.
Definition 3.1. We say that E is the potential energy if
E(ε(u), εp) := 1
2
∫
Ω
D(ε(u)− εp) : (ε(u)− εp) dx.
Lemma 3.2. There exists a constant C which is uniform with respect to k and l such that
(3.15) sup
t∈[0,T ]
E(ε(uk,l), εpk,l)(t) + c‖T dk,l + T˜
d‖pLp(0,T,Lp(Ω)) ≤ C.
Proof. The potential energy is an absolutely continuous function and calculating the time derivative of E(t)
we get for a.a. t ∈ [0, T ]
d
dt
E(ε(uk,l), εpk,l) =
∫
Ω
D(ε(uk,l)− εpk,l) : (ε(uk,l))t dx
−
∫
Ω
D(ε(uk,l)− εpk,l) : (εpk,l)t dx.
(3.16)
In the first step we multiply (3.9)(1) by {(αnk,l)t} for each n ≤ k. Summing over n = 1, ..., k we obtain
(3.17)
∫
Ω
D(ε(uk,l)− εpk,l) : (ε(uk,l)t dx = 0.
In the second step we multiply (3.9)(4) by δmk,l and summing over m = 1, ..., l, we obtain the identity, which
is equivalent to
(3.18)
∫
Ω
(εpk,l)t : T k,l dx =
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T k,l dx.
Thus
d
dt
E(ε(uk,l), εpk,l) = −
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l dx.(3.19)
Using Assumption 1c and the Young inequality we get
d
dt
E(ε(uk,l), εpk,l) = −
∫
Ω
(T dk,l + T˜
d
) : G(θk,l + θ˜,T
d
k,l + T˜
d
) dx
+
∫
Ω
T˜
d
: G(θk,l + θ˜,T
d
k,l + T˜
d
) dx
≤ −β‖T dk,l + T˜
d‖pLp(Ω) + ‖T˜
d‖Lp(Ω)‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)
≤ −β‖T dk,l + T˜
d‖pLp(Ω) + c(ǫ)‖T˜
d‖pLp(Ω) + ǫ‖G(θk,l + θ˜,T dk,l + T˜
d
)‖p′
Lp′(Ω)
where ǫ = β2p+1C , with a constant C coming from Assumption 1b. Hence we estimate the last term as follows
(3.20) ǫ‖G(θk,l + θ˜,T dk,l + T˜
d
)‖p′
Lp′(Ω)
≤ β
2
|Ω|+ β
2
‖T dk,l + T˜
d‖pLp(Ω).
Finally, integrating over (0, t), with 0 ≤ t ≤ T we obtain
E(ε(uk,l), εpk,l)(t) +
β
2
‖T dk,l + T˜
d‖pLp(0,T,Lp(Ω))
≤ c(ǫ)‖T˜ d‖pLp(0,T,Lp(Ω)) + E(ε(uk,l), εpk,l)(0) +
β
2
|Ω|.
(3.21)

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Remark. From (3.21) we immediately observe that the sequence {T dk,l} is uniformly bounded in the space
Lp(0, T, Lp(Ω,S3)) with respect to k and l. Additionally, combining (3.20) and (3.21) we conclude the uniform
boundedness of the sequence {G(θk,l+ θ˜,T dk,l+ T˜
d
)} in the space Lp′(0, T, Lp′(Ω,S3)) and hence the uniform
boundedness of the sequence {(T dk,l + T˜
d
) : G(θk,l + θ˜,T
d
k,l + T˜
d
)} in L1(0, T, L1(Ω)).
Remark. The uniform boundedness of the potential energy implies that the sequence {T k,l} is uniformly
bounded in L∞(0, T, L2(Ω,S3)) and in particular in L2(0, T, L2(Ω,S3)).
Lemma 3.3. The sequence {(εpk,l)t} is uniformly bounded in Lp
′
(0, T, (Hs(Ω,S3))′) with respect to k and l.
Proof. Let P l be a projection on lin{ζ1, . . . , ζl}, P l(v) :=
∑l
i=1(v, ζi)Dζi, then ‖P lϕ‖Hs ≤ ‖ϕ‖Hs . Let P k
be a projection on lin{ε(w1), . . . , ε(w1)}, P k(v) :=
∑k
i=1(v, ε(wi))Dε(wi). Since P
k is the projection of
a finite dimensional space, and the dimension of the space is independent of l, there exists a constant, also
independent of l such that ‖P kϕ‖Hs ≤ c‖ϕ‖Hs Let ϕ ∈ Lp(0, T,Hs(Ω,S3)) and we may estimate as follows∫ T
0
|〈(εpk,l)t, ϕ〉| dt =
∫ T
0
|〈(εpk,l)t, (P k + P l)ϕ〉| dt
≤
∫ T
0
|〈(εpk,l)t, P kϕ〉| dt +
∫ T
0
|〈(εpk,l)t, P lϕ〉| dt,
(3.22)
where the equality results from orthogonality of subspaces lin{ε(w1), . . . , ε(wk)} and lin{ζ1, . . . , ζl}. Then∫ T
0
|〈(εpk,l)t, ϕ〉| dt ≤
∫ T
0
|
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
)P kϕdx| dt
+
∫ T
0
|
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
)P lϕdx| dt
≤
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖P kϕ‖Lp(Ω) dt
+
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖P lϕ‖Lp(Ω) dt
≤ c˜
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖P kϕ‖Hs(Ω) dt
+ c˜
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖P lϕ‖Hs(Ω) dt
≤ cc˜
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖ϕ‖Hs(Ω) dt
+ c˜
∫ T
0
‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(Ω)‖ϕ‖Hs(Ω) dt
≤ (1 + c)c˜‖G(θk,l + θ˜,T dk,l + T˜
d
)‖Lp′(0,T,Lp′(Ω))‖ϕ‖Lp(0,T,Hs(Ω)),
(3.23)
where c˜ is an optimal embedding constant of Hs(Ω,S3) ⊂ L2(Ω,S3). Consequently, there exists C > 0 such
that
(3.24) sup
ϕ∈Lp(0,T,Hs(Ω))
‖ϕ‖Lp(0,T,Hs(Ω))≤1
∫ T
0
|〈(εpk,l)t, ϕ〉| dt ≤ C
and hence sequence {(εpk,l)t} is uniformly bounded in Lp
′
(0, T, (Hs(Ω,S3))′) 
Lemma 3.4. The sequence {θk,l} is uniformly bounded in L∞(0, T ;L1(Ω)) with respect to k and l.
Since it can be immediately observed that
sup
0≤t≤T
‖θk,l(t)‖L1(Ω) ≤ C(1 + ‖T dk,l + T˜
d‖Lp(0,T,Lp(Ω))) + ‖θ0‖L1(Ω)
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and Lemma 3.2 holds, we omit the details of the proof. The lemma provides that the internal energy of Ω
is finite at any time t ∈ [0, T ]. It is possible to prove better estimates for the temperature, however they are
uniform only with respect to l and not with respect to k. We provide the details in the proceeding lemma.
Lemma 3.5. There exists a constant C, depending on the domain Ω and the time interval (0, T ), such that
for every k ∈ N
sup
0≤t≤T
‖θk,l(t)‖2L2(Ω) + ‖θk,l‖2L2(0,T,W 1,2(Ω)) + ‖(θk,l)t‖2L2(0,T,W−1,2(Ω))
≤ C
(
‖Tk
(
(T dk,l + T˜
d
) : G(θk,l + θ˜,T
d
k,l + T˜
d
)
)
‖2L2(0,T,L2(Ω)) + ‖Tk(θ0)‖2L2(Ω)
)
.
(3.25)
The proof follows from the standard tools for parabolic equations, see e.g. Evans [21].
Remark. The uniform boundedness of solutions (Lemma 3.2 and Lemma 3.5) implies the global existence
of approximate solutions, i.e. existence of solutions {βmk,l(t), γnk,l(t), δmk,l(t)} on the whole time interval [0, T ]
for each n = 1, ..., k and m = 1, ..., l. Moreover, there exist global solutions {αnk,l(t)} for all n = 1, ..., k.
3.3. Limit passage l→∞ and uniform estimates. Before we pass to the limit let us multiply the system
(3.9) by smooth time-dependent functions, integrate over [0, T ] and then rewrite the system as follows∫ T
0
∫
Ω
T k,l : ∇wnϕ1(t) dxdt = 0, n = 1, . . . , k(3.26)
∫ T
0
∫
Ω
(εpk,l)t :Dε(wn)ϕ2(t) dxdt
=
∫ T
0
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
) : Dε(wn)ϕ2(t) dxdt, n = 1, ..., k,∫ T
0
∫
Ω
(εpk,l)t :Dζ
k
mϕ3(t) dxdt
=
∫ T
0
∫
Ω
G(θk,l + θ˜,T
d
k,l + T˜
d
) : Dζkmϕ3(t) dxdt, m = 1, ..., l,
(3.27)
and for m = 1, . . . , l
−
∫ T
0
∫
Ω
θk,lϕ
′
4(t)vm dxdt−
∫
Ω
θ0(x)ϕ4(0)vm dx+
∫ T
0
∫
Ω
∇θk,l · ϕ4(t)∇vm dxdt
=
∫ T
0
∫
Ω
Tk
(
(T dk,l + T˜
d
) : G(θk,l + θ˜,T
d
k,l + T˜
d
)
)
ϕ4(t)vm dxdt,
(3.28)
holds for every test functions ϕ1, ϕ2, ϕ3 ∈ C∞([0, T ]) and ϕ4 ∈ C∞c ([−∞, T )).
Firstly, we pass to the limit with l → ∞ - the Galerkin approximation of temperature. From the pre-
vious section we get uniform boundedness with respect to l for appropriate sequences. Then at least for a
subsequence, but still denoted by the index l, we get the following convergences
(3.29)
T k,l ⇀ T k weakly in L2(0, T, L2(Ω,S3)),
T dk,l ⇀ T
d
k weakly in L
p(0, T, Lp(Ω,S3d)),
G(θ˜ + θk,l, T˜
d
+ T dk,l) ⇀ χk weakly in L
p′(0, T, Lp
′
(Ω,S3d)),
θk,l ⇀ θk weakly in L2(0, T,W 1,2(Ω)),
θk,l → θk a.e. in Ω× (0, T ),
(εpk,l)t ⇀ (ε
p
k )t weakly in L
p′(0, T, (Hs(Ω,S3))′).
Passing now to the limit in (3.26)-(3.27) yields∫ T
0
∫
Ω
T k : ∇wnϕ1(t) dxdt = 0, n = 1, . . . , k(3.30)
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0
∫
Ω
(εpk )t :Dε(wn)ϕ2(t) dxdt =
∫ T
0
∫
Ω
χk :Dε(wn)ϕ2(t) dxdt, n = 1, ..., k,∫ T
0
∫
Ω
(εpk )t :Dζ
k
mϕ3(t) dxdt =
∫ T
0
∫
Ω
χk : Dζ
k
mϕ3(t) dxdt, m ∈ N,
(3.31)
holds for every test functions ϕ1, ϕ2, ϕ3 ∈ C∞([0, T ]). By the density of lin{ζkm}∞m=1 in Lp(Ω,S3) we conclude
that
(3.32)
∫ T
0
∫
Ω
(εpk )t : ϕ dxdt =
∫ T
0
∫
Ω
χk : ϕ dxdt
holds for all ϕ ∈ C∞([0, T ], Lp(Ω,S3)) and then also for all ϕ ∈ Lp(0, T ;Lp(Ω,S3)). In the rest of this
section we identify the weak limit of the nonlinear term χk and then show the convergence of∫ T
0
∫
Ω
Tk
(
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk,l)
)
dxdt
what shall allow to pass to the limit in (3.28).
Lemma 3.6. The sequence {εpk} is uniformly bounded in W 1,p
′
(0, T, Lp
′
(Ω,S3)) with respect to k.
Proof. By Assumption 1b and the fact that the constant C is independent of temperature, we get
ε
p
k (x, t) = ε
p
k (x, 0) +
∫ t
0
(εpk (x, s))s ds.
Hence
|εpk |p
′
(x, t) ≤ c|εpk |p
′
(x, 0) + ct1/p
∫ t
0
|(εpk )s|p
′
(x, s) ds
and consequently∫ T
0
∫
Ω
|εpk |p
′
(x, t) dxdt ≤ c
∫ T
0
∫
Ω
|εpk |p
′
(x, 0) dxdt+ ct1/p
∫ T
0
∫
Ω
∫ t
0
|(εpk )s|p
′
(x, s) ds dxdt
≤ C(T )(1 +
∫
Ω
∫ T
0
|G(θk + θ˜,T dk + T˜
d
)|p′) ds dx
≤ C(T )(1 +
∫ T
0
∫
Ω
|T dk + T˜
d|p) dxdt.
It follows from the previous lemma that the right hand side is uniformly bounded. 
Lemma 3.7. The sequence {uk} is uniformly bounded in Lp′(0, T,W 1,p
′
0 (Ω,R
3)) with respect to k.
Proof. In view of Lemma 3.2 the sequence {T k} is uniformly bounded in L2(0, T, L2(Ω,S3)). Using the
triangle inequality and boundedness of the operator D we obtain
(3.33) |ε(uk)|p
′ ≤ c|ε(uk)− εpk |p
′
+ c|εpk |p
′ ≤ c|T k|p
′
+ c|εpk |p
′
.
Integrating over Ω× (0, T ) and using that 1 < p′ ≤ 2 we get∫ T
0
∫
Ω
|ε(uk)|p
′
dxdt ≤ c
∫ T
0
∫
Ω
|T k|p
′
dxdt+ c
∫ T
0
∫
Ω
|εpk |p
′
dxdt
≤ c
∫ T
0
∫
Ω
|T k|2 dxdt+ c
∫ T
0
∫
Ω
|εpk |p
′
dxdt
≤ c‖T k‖2L2(0,T,L2(Ω)) + c‖εpk‖p
′
Lp′(0,T,Lp′(Ω))
.
(3.34)
The tensor ε(uk) is the symmetric gradient of the displacement, thus using the Korn inequality (cf. [31,
Theorem 1.10]) we conclude that the sequence {uk} is uniformly bounded in Lp′(0, T,W 1,p
′
0 (Ω,R
3)). 
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Lemma 3.8. The following inequality holds for the solution of approximate system
(3.35) lim sup
l→∞
∫ t
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l dxdt ≤
∫ t
0
∫
Ω
χk : T
d
k dxdt.
Proof. For each µ > 0, t2 ≤ T − µ, s ≥ 0, let ψµ : R+ → R+ be defined as follows
(3.36) ψµ,t2(s) =

1 for s ∈ [0, t2),
− 1µs+ 1µ t2 + 1 for s ∈ [t2, t2 + µ),
0 for s ≥ t2 + µ.
Next we shall use (3.19) and multiply it by ψµ,t2(t) and integrate over (0, T )∫ T
0
d
dτ
E(ε(uk,l), εpk,l)ψµ,t2 dt = −
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l ψµ,t2 dxdt.(3.37)
Let us now integrate by parts the left hand side of (3.37)∫ T
0
d
dτ
E(ε(uk,l), εpk,l)ψµ,t2 dt =
1
µ
∫ t2+µ
t2
E(ε(uk,l(t)), εpk,l(t)) dt− E(ε(uk,l(0)), εpk,l(0)).(3.38)
Passing to the limit in (3.38) with l →∞ we obtain
lim inf
l→∞
∫ T
0
d
dτ
E(ε(uk,l), εpk,l)ψµ,t2 dt
= lim inf
l→∞
1
µ
∫ t2+µ
t2
E(ε(uk,l), εpk,l) dt− liml→∞ E(ε(uk,l(0)), ε
p
k,l(0))
≥ 1
µ
∫ t2+µ
t2
E(ε(uk(t)), εpk (t)) dt− E(ε(uk(0)), εpk (0))
(3.39)
Note that the last inequality holds due to the weak lower semicontinuity in L2(0, T, L2(Ω;S3)). To complete
the proof we choose in (3.30) the test functions ϕ1(t) = ((αnk )t ∗ ηǫ1(t1,t2)) ∗ ηǫ, and in (3.32) ϕ = (T dk ∗
ηǫ1(t1,t2)) ∗ ηǫ, where ηǫ is a standard mollifier and we mollify with respect to time. Thus we obtain∫ T
0
∫
Ω
T k : ε(((α
n
k )t ∗ ηǫ1(t1,t2)) ∗ ηǫwn) dx = 0,∫ T
0
∫
Ω
(εpk )t : (T
d
k ∗ ηǫ1(t1,t2)) ∗ ηǫ dx =
∫ T
0
∫
Ω
χk :(T
d
k ∗ ηǫ1(t1,t2)) ∗ ηǫ dx,
(3.40)
for n = 1, ..., k. Summing (3.40)(1) over n = 1, ..., k we obtain
(3.41)
∫ t2
t1
∫
Ω
D (ε(uk)− εpk ) ∗ ηǫ : (ε(uk) ∗ ηǫ)t dxdt = 0.
and
(3.42)
∫ t2
t1
∫
Ω
(εpk ∗ ηǫ)t : T k ∗ ηǫ dxdt =
∫ t2
t1
∫
Ω
χk ∗ ηǫ : T k ∗ ηǫ dxdt.
Products in (3.42) are well defined, since for the matricesA ∈ S3d andB ∈ S3 the equivalenceA : Bd = A : B
holds and the sequence {T dk} is uniformly bounded in Lp
′
(0, T, Lp
′
(Ω,S3d)). Passing with ǫ → 0 we obtain
the equality
(3.43)
1
2
∫
Ω
D(ε(uk)− εpk ) : (ε(uk)− εpk ) dx
∣∣∣t2
t1
= −
∫ t2
t1
∫
Ω
χk : T
d
k dxdt.
Since ε(uk), ε
p
k ∈ Cw([0, T ], L2(Ω,S3)), then we may pass with t1 → 0 and conclude
(3.44) E(ε(uk(t2)), εpk (t2))− E(ε(uk(0)), εpk (0)) = −
∫ t2
0
∫
Ω
χk : T
d
k dxdt.
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Multiplying (3.44) by 1µ and integrating over the interval (t2, t2 + µ) we get
1
µ
∫ t2+µ
t2
E(ε(uk(t)), εpk (t)) dt − E(ε(uk(0)), εpk (0)) = −
1
µ
∫ t2+µ
t2
∫ τ
0
∫
Ω
χk : T
d
k dxdt dτ.(3.45)
For brevity we denote
F (s) :=
∫
Ω
χk : T
d
k dx
which is obviously in L1(0, T ). Then we may apply the Fubini theorem
1
µ
∫ t2+µ
t2
∫ τ
0
F (s) ds dτ =
1
µ
∫
R2
1{0≤s≤τ}(s)1{t2≤τ≤t2+µ}(τ)F (s) ds dτ
=
1
µ
∫
R
(∫
R
1{0≤s≤τ}(s)1{t2≤τ≤t2+µ}(τ) dτ
)
F (s) ds.
(3.46)
The crucial observation is that
(3.47) ψµ,t2(s) =
1
µ
∫
R
1{0≤t≤τ}(t)1{t2≤τ≤t2+µ}(τ) dτ.
Hence using (3.37) and (3.39) we conclude
(3.48) −
∫ T
0
∫
Ω
χk : T
d
k ψµ,t2 dxdt ≤ lim inf
l→∞
(
−
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l ψµ,t2 dxdt
)
which is nothing else than
(3.49) lim sup
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l ψµ,t2 dxdt ≤
∫ T
0
∫
Ω
χk : T
d
k ψµ,t2 dxdt.
Observe now that
lim sup
l→∞
∫ t2
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l dxdt
≤ lim sup
l→∞
∫ t2
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk,l) dxdt
− lim
l→∞
∫ t2
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
dxdt
≤ lim sup
l→∞
∫ t2+µ
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk,l)ψµ,t2 dxdt
− lim
l→∞
∫ t2
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
dxdt
≤ lim sup
l→∞
∫ t2+µ
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l ψµ,t2 dxdt
+ lim
l→∞
∫ t2+µ
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
ψµ,t2 dxdt
− lim
l→∞
∫ t2
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
dxdt
≤
∫ t2+µ
0
∫
Ω
χk : T
d
k ψµ,t2 dxdt
+ lim
l→∞
∫ t2+µ
t2
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
ψµ,t2 dxdt
=
∫ t2+µ
0
∫
Ω
χk : T
d
k ψµ,t2 dxdt+ lim
l→∞
∫ t2+µ
t2
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T˜
d
k dxdt
(3.50)
Passing with µ→ 0 yields (3.35). The proof is complete. 
THERMO-VISCO-ELASTICITY FOR NORTON-HOFF-TYPE MODELS 17
To identify the weak limit χk we use the Minty-Browder trick. From the monotonicity of the function
G(·, ·) we obtain∫
Ω
(
G(θ˜ + θk,l, T˜
d
+ T dk,l)−G(θ˜ + θk,l, T˜
d
+W d)
)
:(T dk,l −W d) dx ≥ 0
∀ W d ∈ Lp(0, T, Lp(Ω,S3)).
(3.51)
Hence ∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : T
d
k,l dxdt−
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) :W
d dxdt
−
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+W d) : T dk,l dxdt+
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+W d) :W d dxdt ≥ 0.
(3.52)
The pointwise convergence of {θk,l} implies the pointwise convergence of {G(θ˜ + θk,l, T˜ d +W d)}. The
function |T˜ d+W d|p−1 belongs to Lp′(0, T, Lp′(Ω)), hence the sequence {G(θ˜+ θk,l, T˜ d+W d)} is uniformly
bounded in Lp
′
(0, T, Lp
′
(Ω,S3)). Then, using the Lebesgue dominated convergence theorem we obtain that
G(θ˜ + θk,l, T˜
d
+W d) → G(θ˜ + θk, T˜ d +W d) in Lp′(0, T, Lp′(Ω,S3)) for every W d ∈ Lp(0, T, Lp(Ω,S3)).
Letting l →∞ in (3.52), we get
(3.53)
∫ T
0
∫
Ω
(
χk −G(θ˜ + θk, T˜
d
+W d)
)
: (T dk −W d) dxdt ≥ 0 ∀ W d ∈ Lp(0, T, Lp(Ω,S3)),
and taking W d = T dk − λUd, where Ud ∈ Lp(0, T, Lp(Ω,S3)) and λ > 0, then∫ T
0
∫
Ω
(
χk −G(θ˜ + θk, T˜
d
+ T dk − λUd)
)
: (λU d) dxdt ≥ 0 ∀ Ud ∈ Lp(0, T, Lp(Ω,S3))(3.54)
hence ∫ T
0
∫
Ω
(
χk −G(θ˜ + θk, T˜
d
+ T dk − λUd)
)
: Ud dxdt ≥ 0 ∀ Ud ∈ Lp(0, T, Lp(Ω,S3)).(3.55)
Letting λ→ 0 we obtain
(3.56)
∫ T
0
∫
Ω
(
χk −G(θ˜ + θk, T˜
d
+ T dk)
)
: Ud dxdt ≥ 0 ∀ Ud ∈ Lp(0, T, Lp(Ω,S3)).
Choosing now λ < 0 we obtain the opposite inequality and hence
(3.57)
∫ T
0
∫
Ω
(
χk −G(θ˜ + θk, T˜
d
+ T dk)
)
: Ud dxdt = 0 ∀ Ud ∈ Lp(0, T, Lp(Ω,S3)).
Thus
(3.58) χk = G(θ˜ + θk, T˜
d
+ T dk) a.e. in (0, T )× Ω.
Consequently for every k ∈ N
G(θ˜ + θk,l, T˜
d
+ T dk,l) ⇀ G(θ˜ + θk, T˜
d
+ T dk) in L
p′(0, T, Lp
′
(Ω,S3))
as l →∞.
Lemma 3.9. For each k ∈ N it holds
lim
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk,l) dxdt
=
∫ T
0
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) : (T˜
d
+ T dk) dxdt.
(3.59)
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Proof. Using monotonicity of the function G(·, ·)
0 ≤
∫ T
0
∫
Ω
(
G(θ˜ + θk,l, T˜
d
+ T dk,l)−G(θ˜ + θk,l, T˜
d
+ T dk)
)
: (T dk,l − T dk) dxdt
=
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T
d
k,l − T dk)−G(θ˜ + θk,l, T˜
d
+ T dk) : (T
d
k,l − T dk) dxdt.
(3.60)
Passing with l to ∞ we get that the second term from (3.60) converges to zero. Furthermore, using Lemma
3.8
0 ≤ lim sup
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T
d
k,l + T˜
d − T˜ d − T dk) dxdt
= lim sup
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk,l) dxdt
− lim
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) : (T˜
d
+ T dk) dxdt ≤ 0.
(3.61)
Hence
(3.62) 0 = lim
l→∞
∫ T
0
∫
Ω
(
G(θ˜ + θk,l, T˜
d
+ T dk,l)−G(θ˜ + θk,l, T˜
d
+ T dk)
)
: (T dk,l − T dk) dxdt,
and
lim
l→∞
∫ T
0
∫
Ω
G(θ˜ + θk,l, T˜
d
+ T dk,l) :(T˜
d
+ T dk,l) dxdt
=
∫ T
0
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) : (T˜
d
+ T dk) dxdt,
which completes the proof. 
Hence now we can also pass to the limit in the heat equation, namely we obtain for all φ ∈ C∞([0, T ]×Ω)
−
∫ T
0
∫
Ω
θkφt dxdt−
∫
Ω
θk(x, 0)φ(x, 0) dx +
∫ T
0
∫
Ω
∇θk · ∇φdxdt
=
∫ T
0
∫
Ω
Tk
(
(T dk + T˜
d
) : G(θk + θ˜,T
d
k + T˜
d
)
)
φdxdt,
(3.63)
3.4. Limit passage k → ∞. We start this section with considerations on the sequence of temperatures.
We are using the result of Boccardo and Galllouët [8] for parabolic equation with only integrable data and
Dirichlet boundary conditions. Since our studies concern the problem with Neumann boundary conditions,
we include the modification of their result in the Appendix A. Consequently, we conclude for each 1 < q < 54
(3.64) θk ⇀ θ weakly in Lq(0, T,W 1,q(Ω)).
Moreover, the uniform estimates from the previous sections allow to conclude that at least for a subsequence
the following holds
(3.65)
θk → θ a.e. in Ω× (0, T ),
uk ⇀ u weakly in Lp
′
(0, T,W 1,p
′
0 (Ω,R
3)),
T k ⇀ T weakly in L2(0, T, L2(Ω,S3)),
T dk ⇀ T
d weakly in Lp(0, T, Lp(Ω,S3d)),
G(θ˜ + θk, T˜
d
+ T dk) ⇀ χ weakly in L
p′(0, T, Lp
′
(Ω,S3d)),
(εpk )t ⇀ (ε
p)t weakly in Lp
′
(0, T, Lp
′
(Ω,S3d)).
Consequently, passing to the limit in (3.30), (3.32) we obtain∫ T
0
∫
Ω
T : ∇ϕ dxdt = 0(3.66)
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(3.67)
∫ T
0
∫
Ω
(εp)t : ψ dxdt =
∫ T
0
∫
Ω
χ : ψ dxdt
for allϕ ∈ C∞([0, T ], L2(Ω,S3)) and then also for allϕ ∈ L2(0, T ;L2(Ω,S3)) and for allψ ∈ Lp(0, T ;Lp(Ω,S3))
To characterize the limit χ and pass to the limit in the heat equation we follow the similar lines as in the
limit passage with l→∞.
Lemma 3.10. The following inequality holds for the solution of approximate systems.
(3.68) lim sup
k→∞
∫ t2
0
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) : T
d
k dxdt ≤
∫ t2
0
∫
Ω
χ : T d dxdt.
Proof. Due to (3.58) we can rewrite (3.44) as follows
(3.69)
d
dt
E(ε(uk), εpk ) = −
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) : T
d
k dx.
We multiply the above identity by ψµ,t2 given by formula (3.36) and integrate over (0, T ). Passing to the
limit k →∞ we proceed in the same manner as in the proof of Lemma 3.8 and obtain
lim inf
k→∞
∫ T
0
d
dτ
E(ε(uk), εpk )ψµ,t2 dt
= lim inf
k→∞
1
µ
∫ t2+µ
t2
E(ε(uk), εpk ) dt− limk→∞ E(ε(uk(0)), ε
p
k (0))
≥ 1
µ
∫ t2+µ
t2
E(ε(uk(t)), εpk (t)) dt− E(ε(u(0)), εp(0)).
(3.70)
For the final step of the proof of the lemma we need to show that the energy equality holds. Contrary to
the case of previous section, we cannot use the time derivative of the limit, namely ε(u)t as the test function.
Although we shall mollifty with respect to time, but the regularity with respect to space is not sufficient since
possibly p′ < 2. Therefore we proceed differently. We use an approximate sequence as a test function in the
limit identity. Indeed, we take in (3.66) the test function ϕ = (ε(uk) ∗ ηǫ)t1(t1,t2)) ∗ ηǫ, where again ηǫ is a
standard mollifier and we mollify with respect to time
(3.71)
∫ t2
t1
∫
Ω
D(ε(u)− εp) ∗ ηǫ : (ε(uk) ∗ ηǫ)t dxdt = 0.
Then we use the approximate equation (3.32) with a test function ψ = (T dk ∗ ηǫ1(t1,t2))∗ ηǫ. In a consequence
we obtain (3.42), which together with (3.58) yields
(3.72)
∫ t2
t1
∫
Ω
(εpk ∗ ηǫ)t : T ∗ ηǫ dxdt =
∫ t2
t1
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) ∗ ηǫ : T ∗ ηǫ dxdt.
Products in (3.72) are well defined, since for the matricesA ∈ S3d andB ∈ S3 the equivalenceA : Bd = A : B
holds and tensor T d belongs to Lp
′
(0, T, Lp
′
(Ω,S3)). Subtracting (3.72) from (3.71) we get
(3.73)
∫ t2
t1
∫
Ω
T ∗ ηǫ : (ε(uk)− εpk )t ∗ ηǫ dxdt = −
∫ t2
t1
∫
Ω
G(θ˜ + θk, T˜
d
+ T dk) ∗ ηǫ : T d ∗ ηǫ dxdt.
For every ǫ > 0 the sequence {(ε(uk)− εpk )t ∗ ηǫ} belongs to L2(0, T, L2(Ω,S3)) and is uniformly bounded in
L2(0, T, L2(Ω,S3)), hence we pass to the limit with k→∞ and we obtain∫ t2
t1
∫
Ω
T ∗ ηǫ : (ε(u)− εp)t ∗ ηǫ dxdt = −
∫ t2
t1
∫
Ω
χ ∗ ηǫ : T d ∗ ηǫ dxdt.
Using the properties of convolution we get∫
Ω
T ∗ ηǫ : (ε(u)− εp) ∗ ηǫ dx
∣∣∣t2
t1
= −
∫ t2
t1
∫
Ω
χ ∗ ηǫ : T d ∗ ηǫ ∗ ηδ dxdt,
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and finally passing to the limit with ǫ→ 0 and then with t1 → 0
(3.74)
∫
Ω
D(ε(u)− εp) : (ε(u)− εp) dx
∣∣∣t2
0
= −
∫ t2
0
∫
Ω
χ : T d dxdt.
We multiply (3.74) by 1µ and integrate over (t2, t2 + µ) and proceed now in the same manner as in the proof
of Lemma 3.8 to complete the proof.

Using the Minty-Browder trick to identify the weak limit χ and the same argumentation as in the previous
section, we obtain that
(3.75) G(θ˜ + θk, T˜
d
+ T k) : (T˜
d
+ T dk) ⇀ G(θ˜ + θ, T˜ + T ) : (T˜
d
+ T d) in L1(0, T, L1(Ω)).
Furthermore
(3.76) Tk
(
G(θ˜ + θk, T˜
d
+ T k) : (T˜
d
+ T dk)
)
⇀ G(θ˜ + θ, T˜ + T ) : (T˜
d
+ T d)
in L1(0, T, L1(Ω)). Using convergences presented above we pass to the limit with k → ∞ in the equations
(3.30) and (3.63), include the previously removed boundary and volume force term and obtain∫ T
0
∫
Ω
(
T˜ + T
)
: ∇ϕ dxdt =
∫ T
0
∫
Ω
f ·ϕ dxdt,(3.77)
where
(3.78) T =D(ε(u)− εp) T˜ = ε(u˜),
and
−
∫ T
0
∫
Ω
(θ˜ + θ)φt dxdt−
∫
Ω
(θ˜0(x) + θ0(x))φ(x, 0) dx
+
∫ T
0
∫
Ω
∇(θ˜ + θ) · ∇φdxdt −
∫ T
0
∫
∂Ω
gθφds dt
=
∫ T
0
∫
Ω
(T˜
d
+ T d) : G(θ˜ + θ, T˜
d
+ T d)φdxdt,
(3.79)
and
(3.80) εp(x, t) = εp0 (x) +
∫ t
0
G(θ˜ + θ, T˜
d
+ T d) dτ,
what completes the proof of Theorem 1.1.
Appendix A.
Let Tk(·) be a standard truncation operator defined in (3.1). In [8], the authors showed the existence of
solutions for the heat equation with Dirichlet boundary conditions. The current section is devoted to the
existence proof to the problem with Neumann boundary conditions. Two dimensional case was considered
in [19].
We consider the sequence of the heat equations with boundary and initial conditions and with the right
hand side of equation in the form
(A.1) fk = Tk
(
(T˜
d
+ T dk) : G(θ˜ + θk, T˜
d
+ T dk)
)
which for every k ∈ N belongs to L2(0, T, L2(Ω)) and moreover is uniformly bounded ‖fk‖L1(0,T,L1(Ω)) ≤ C
and fk → f in L1(0, T, L1(Ω)) as k → ∞. Additionally, we have Tk(θ0) ∈ L2(Ω), ‖Tk(θ0)‖L1(Ω) ≤ ‖θ0‖L1(Ω)
and Tk(θ0) → θ0 in L1(Ω). To simplify the notation in the remaining part of the Appendix we denote
Ω× (0, T ) by Q. Let us consider the following problem
(A.2)

(θk)t −∆θk = fk in Ω× (0, T ),
∂θk
∂n = 0 in ∂Ω× (0, T ),
θk(·, 0) = Tk(θ0) on Ω.
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and its weak formulation∫ T
0
∫
Ω
θkϕt dxdt+
∫ T
0
∫
Ω
∇θk · ∇ϕdxdt =
∫ T
0
∫
Ω
fkϕdxdt+
∫
Ω
θ0ϕ(0) dx,(A.3)
holding for all ϕ ∈ Lq(0, T ;W 1,q(Ω)).
Lemma A.1. The sequence of approximate solutions to the heat equation (A.2) is uniformly bounded in the
space Lq(0, T,W 1,q(Ω)) for q < 2(N+1)−NN+1 (q <
5
4 in tree dimensional case N = 3).
Proof. We define the special truncation function ψm(·) for every m ∈ N:
(A.4) ψm(s) =

1 if s ≥ m+ 1,
s−m if m+ 1 ≥ s ≥ m,
0 if |s| ≤ m,
s+m if s ≥ m+ 1,
−1 if s ≤ −m− 1.
Using in (A.3) the test function ψm(θk) we obtain
∫ T
0
∫
Ω
(Ψm(θk))t dxdt+
∫ T
0
∫
Ω
∇θk · ∇ψm(θk) dxdt =
∫ T
0
∫
Ω
fkψm(θk) dxdt,(A.5)
where Ψm(s) =
∫ s
0
ψm(σ)dσ. Thus∫
Ω
Ψm(θk)(T ) dx+
∫ T
0
∫
Ω
∇θk · ∇ψm(θk) dxdt =
∫ T
0
∫
Ω
fkψm(θk) dxdt+
∫
Ω
Ψm(Tk(θ0)) dx.
The terms on the right side of the above equation can be estimated as follows∫ T
0
∫
Ω
fkψm(θk) dxdt ≤ ‖f‖L1(0,T,L1(Ω)),∫
Ω
Ψm(Tk(θ0)) dx ≤ ‖θ0‖L1(Ω),
for every k,m ∈ N. Additionally, ∫
Ω
Ψm(θk)(T )dx is nonnegative. Hence,∫
Bm
|∇θk|2 dxdt =
∫ T
0
∫
Ω
∇θk · ∇ψm(θk) dxdt ≤ ‖f‖L1(0,T,L1(Ω)) + ‖θ0‖L1(Ω),
where the set Bm = {(x, t) ∈ Ω× (0, T ) : m ≤ θk(x, t) ≤ m+ 1}. Now let q ≤ 2(N+1)−NN+1 and r = N+1N q (in
our case q < 54 and r =
4
3q). Using the Hölder inequality we obtain∫
Bm
|∇θk|q dxdt ≤
(∫
Bm
|∇θk|q
2
q dxdt
) q
2
(∫
Bm
1
2
2−q dxdt
)1− q2
≤
(∫
Bm
|∇θk|2 dxdt
) q
2
(∫
Bm
dxdt
)1− q2
≤ c3
(∫
Bm
|θk|r
mr
dxdt
)1− q2
≤ c3
(∫
Bm
|θk|r dxdt
)1− q2 1
m
r(2−q)
2
≤ c3
(∫
Bm
|θk|r dxdt
)1− q2 ( 1
m
r(2−q)
q
) q
2
.
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Then ∫
Q
|∇θk|q dxdt ≤ c4(n0) + c3
∞∑
m=n0
(∫
Bm
|θk|r dxdt
)1− q2 ( 1
m
r(2−q)
q
) q
2
≤ c4(n0) + c3
( ∞∑
m=n0
∫
Bm
|θk|r dxdt
)1− q2 ( ∞∑
m=n0
1
m
r(2−q)
q
) q
2
≤ c4(n0) + c3
(∫
Q
|θk|r dxdt
)1− q2 ( ∞∑
m=n0
1
m
r(2−q)
q
) q
2
,
(A.6)
where c4(n0) =
∫
{(x,t):|θk(x,t)|≤n0} |∇θk|q dxdt. Using the Hölder inequality we observe that c4(n0) is bounded
by the terms ‖f‖L1(0,T,L1(Ω)), ‖u0‖L1(Ω) and the measure of the set Q. Furthermore, r(2−q)q > 1 and∑∞
m=n0
m−
r(2−q)
q is summable. Using the interpolation inequality for ‖θk‖Lq(Ω) we obtain
‖θk‖Lq(Ω) ≤ ‖θk‖sL1(Ω)‖θk‖1−sLq∗ (Ω),(A.7)
where q∗ = NqN−q (=
3q
3−q ) and
1
q =
s
1 +
1−s
q∗ . After simple calculations we get that 1 − s = 1−q1−q∗ q
∗
q (and
0 < s < 1). In Lemma 3.4 we showed that ‖θk‖L1(Ω) is uniformly bounded, hence∫ T
0
∫
Ω
|θk|q dxdt ≤ C
∫ T
0
‖θk‖(1−s)qLq∗ (Ω) dt ≤ C
∫ T
0
‖θk‖
1−q
1−q∗
q∗
Lq∗ (Ω)
dt.
Using the Hölder inequality we obtain∫ T
0
∫
Ω
|θk|q dxdt ≤ C
∫ T
0
‖θk‖
1−q
1−q∗
q∗
Lq∗(Ω)
dt
≤ C
(∫ T
0
‖θk‖
1−q
1−q∗
q∗ q
∗−1
q−1
q
q∗
Lq∗ (Ω)
dt
) q−1
q∗−1
q∗
q
= C
(∫ T
0
‖θk‖qLq∗ (Ω) dt
) q−1
q∗−1
q∗
q
.
Let us notice that the exponent q−1q∗−1
q∗
q =
N(q−1)
N(q−1)+q < 1. Using the interpolation inequality for ‖θk‖Lr(Ω) we
get
‖θk‖Lr(Ω) ≤ ‖θk‖sL1(Ω)‖θk‖1−sLq∗ (Ω),(A.8)
where 1r =
s
1 +
1−s
q∗ . The parameters s are different in each of the interpolation inequalities (A.7) and (A.8).
Simple calculations yield that 1− s = 1−r1−q∗ q
∗
r . By Lemma 3.4 we conclude that
‖θk‖rLr(0,T,Lr(Ω)) ≤
∫ T
0
‖θk‖rLr(Ω) dt
≤
∫ T
0
‖θk‖srL1(Ω)‖θk‖
1−r
1−q∗
q∗
r
r
Lq∗ (Ω)
dt
≤ C
∫ T
0
‖θk‖qLq∗(Ω) dt = C‖θk‖
q
Lq(0,T,Lq∗ (Ω))
.
(A.9)
The Sobolev embedding theorem implies that
‖θk‖qLq(0,T,Lq∗ (Ω)) =
∫ T
0
(∫
Ω
|θk|q
∗
dx
) q
q∗
dt ≤ C
(∫ T
0
∫
Ω
|θk|q dxdt+
∫ T
0
∫
Ω
|∇θk|q dxdt
)
.
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Using the previous inequalities we obtain
‖θk‖qLq(0,T,Lq∗ (Ω)) ≤ C‖θk‖
q−1
q∗−1
q∗
q
Lq(0,T,Lq∗ (Ω))
+ c4(n0) +D
(∫
Q
|θk|r dxdt
)1− q2
≤ C‖θk‖
q−1
q∗−1
q∗
q
Lq(0,T,Lq∗ (Ω))
+ c4(n0) +D‖θk‖q
2−q
2
Lq(0,T,Lq∗ (Ω))
and q−1q∗−1
q∗
q < 1 and q
2−q
2 < q, so we have the uniform boundedness
‖θk‖qLq(0,T,Lq∗ (Ω)) ≤ C,
and from the previous inequalities we get the uniform boundedness of the sequence {θk} in the space
Lq(0, T, Lq
∗
(Ω)). Using this uniform boundedness and inequalities (A.6) and (A.9) we get the uniform
boundedness of the sequence {θk} in the spaces Lq(0, T,W 1,q(Ω)), which completes the proof. 
Lemma A.2. The sequence {∇θk} converges strongly to ∇θ in L1(0, T, L1(Ω)).
Proof. Let ϕ be such that, for ε > 0 fixed. Let us define a test function
(A.10) ϕ(s) =

ε s > ε,
s |s| ≤ ε,
−ε s < −ε.
Subtracting equation (A.2) with function on right side fn and fm, and using the test function ϕ(θn− θm) we
obtain ∫
Ω
Φ(θn−θm)(T ) dx+
∫
Dn,m,ε
|∇(θn − θm)|2 dxdt =∫ T
0
∫
Ω
(fn − fm)ϕ(θn − θm) dxdt+
∫
Ω
Φ(Tn(θ0)− Tm(θ0)) dx,
where Φ(s) =
∫ s
0
ϕ(τ)dτ and Dn,m,ε = {(x, t) ∈ Ω × (0, T ) : |θn(x, t) − θm(x, t)| ≤ ε}. The sequence Tk(θ0)
is convergent to θ0 in L1(Ω), hence, we can find n0 such that for every n, m greater than n0 we have∫
Ω
Φ(Tn(θ0)− Tm(θ0)) < ε. The function Φ is nonnegative and the right hand side of the equation above is
bounded (‖fn‖L1(0,T,L1(Ω)) ≤ ‖f‖L1(0,T,L1(Ω)) =: B), hence∫
Dn,m,ε
|∇(θn − θm)|2 dxdt ≤ 2εB + ε = (2B + 1)ε.
The Hölder inequality yields∫
Dn,m,ε
|∇(θn − θm)| dxdt ≤
(∫
Dn,m,ε
|∇(θn − θm)|2 dxdt
) 1
2
(meas(Dn,m,ε))
1
2
≤ C(2B + 1) 12 ε 12 .
Using the decomposition of Q = Dn,m,ε ∪ (Q \Dn,m,ε) we have to consider the integral over the second set.∫
Q\Dn,m,ε
|∇(θn − θm)| dxdt ≤
(∫
Q\Dn,m,ε
|∇(θn − θm)|q dxdt
) 1
q
(meas(Q \Dn,m,ε))1−
1
q(A.11)
The first term on the right hand side is bounded, since the sequence {θn} is uniformly bounded in Lq(0, T,W 1,q(Ω)).
The sequence {θn} is a Cauchy sequence in L1(0, T, L1(Ω)), so there exists n0 such that for all n,m > n0
occurs (meas(Q \Dn,m,ε))1−
1
q < ε. Then from the previous inequalities we obtain∫
Q
|∇θn −∇θm| dxdt =
∫
Dn,m,ε
|∇(θn − θm)| dxdt+
∫
Q\Dn,m,ε
|∇(θn − θm)| dxdt
≤ c1ε 12 + c2ε
(A.12)
which implies that {∇θn} is a Cauchy sequence in L1(0, T, L1(Ω)).

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Lemma A.3. Aubin-Lions [34, Lemma 7.7]
Let V1, V2 be Banach spaces, and V3 be a metrizable Hausdorff locally convex space, V1 be separable and
reflexive, V1 ⊂⊂ V2 (a compact embedding), V2 ⊂ V3 (a continuous embedding), 1 < p < ∞, 1 ≤ q ≤ ∞.
Then {u : u ∈ Lp(0, T, V1);ut ∈ Lq(0, T, V3)} ⊂⊂ Lp(0, T, V2) (a compact embedding).
From the uniform boundedness of the sequence {fk} in L1(0, T, L1(Ω)) and from the uniform bounded-
ness of the sequence {θk} in Lq(0, T,W 1,q(Ω)) we obtain that {(θn)t} is a sequence bounded in the space
L1(0, T,W−1,q(Ω)). Consequently the sequence {θn} is relatively compact in L1(0, T, L1(Ω)). Due to Lemma
A.1 and Lemma A.2 we know that the sequence {θn} converges strongly to θ in Lq(0, T,W 1,q(Ω)). Moreover,
for s large enough (θk)t converges strongly to θt in L1(0, T ;W−1,s(Ω)). Thus, θk converges strongly to θ in
C([0, T ],W−1,s(Ω)) and θk(·, 0) converges to θ(·, 0) in W−1,s(Ω).
Lemma A.4. For q < 2(N+1)−NN+1 (q <
5
4 when N = 3) there exists θ ∈ Lq(0, T,W 1,q(Ω))∩C([0, T ],W−s,2(Ω))
- a solution to the system
(A.13)

θt −∆θ = f in Ω× (0, T ),
∂θ
∂n = 0 on ∂Ω× (0, T ),
θ(x, 0) = θ0(x) in Ω.
Proof. Choosing in (A.3) the test function ψ ∈ C∞(Ω× [0, T )) such that ψ = 0 on Ω× {T }, we get∫ T
0
∫
Ω
(θn)tψ dxdt−
∫ T
0
∫
Ω
∆θnψ dxdt =
∫ T
0
∫
Ω
fnψ dxdt.
Then
−
∫ T
0
∫
Ω
θnψt dxdt+
∫
Ω
θnψ dx
∣∣∣T
0
+
∫ T
0
∫
Ω
∇θn · ∇ψ dxdt−
∫ T
0
∫
∂Ω
∂θn
∂n
ψ dxdt =
∫ T
0
∫
Ω
fnψ dxdt.
And finally
−
∫ T
0
∫
Ω
θnψt dxdt+
∫ T
0
∫
Ω
∇θn · ∇ψ dxdt =
∫ T
0
∫
Ω
fnψ dxdt+
∫
Ω
Tn(θ0)ψ dx.
Using the convergence of the temperatures’ sequence we obtain
−
∫ T
0
∫
Ω
θψt +
∫ T
0
∫
Ω
∇θ · ∇ψ =
∫ T
0
∫
Ω
fψ +
∫
Ω
θ0ψ.

Appendix B.
In the current section we present the construction of the basis used for approximation of the strain tensor.
We adapt it for our particular case, however the idea follows the lines of [31, Theorem 4.11]. The definitions
of spaces Vk and V sk were introduced in Section 3.1 by (3.6) and (3.7).
Let us consider the following problem: find ζi ∈ V sk and λi ∈ R such that
(B.1) ((ζi,Φ))s = λi(ζi,Φ)D ∀ Φ ∈ V sk .
where by ((·, ·))s we denote the scalar product in Hs(Ω,S3) and (·, ·)D is the previously defined scalar product
in L2(Ω,S3).
Theorem B.1. There exist a countable set of eigenvalues {λi}∞i=1 and a corresponding family of eigenfunc-
tions {ζi}∞i=1 solving (B.1) such that
• (ζi, ζj)D = δij for all i, j ∈ N,
• 1 ≤ λ1 ≤ λ2 ≤ ... and λi →∞ as i tends to ∞,
• (( ζi√
λi
,
ζj√
λi
))s = δij for all i, j ∈ N,
• the set {ζi}∞i=1 is a basis of V sk .
• the set {ζi}∞i=1 is a basis of Vk.
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Moreover, let us define the subspace HN ≡ span{ζ1, ..., ζN} and projection PN : V sk → HN such that
PN(V ) ≡∑Ni=1(V , ζi)Dζi, then we get
(B.2) ‖PNϕ‖Hs ≤ ‖ϕ‖Hs
Proof. Proof of Theorem B.1 is divided into few steps.
Existence of ζ1
Let us define
(B.3)
1
λ1
≡ sup
V ∈V s
k
‖v‖Hs≤1
(V ,V )D.
Consequently, there exists a sequence {V i}∞i=1 such that (V i,V i)D → 1λ1 as i tends to∞ and ‖V i‖Hs(Ω) = 1.
Then, there exist a subsequence {V i}∞i=1 (still denoted by i) and ζ1 ∈ V sk such that
V i ⇀ ζ1 in V
s
k ,
V i → ζ1 in L2(Ω,S3).
(B.4)
If ‖ζ1‖Hs(Ω) < 1, then let us define ζ = ζ1‖ζ1‖Hs(Ω) and then
(B.5) ‖ζ‖Hs(Ω) = 1 and (ζ, ζ)D =
(ζ1, ζ1)D
‖ζ1‖Hs(Ω)
>
1
λ1
,
which is contrary with (B.3) and it implies that ‖ζ1‖Hs(Ω) = 1. To finish the first step we show that ζ1 is an
eigenfunction. Let us take H ∈ V sk and define the function
(B.6) Φ(t) =
(ζ1 + tH, ζ1 + tH)D
((ζ1 + tH, ζ1 + tH))s
.
Calculating the derivative of function Φ(t), we obtain
0 =
d
dt
Φ(t)|t=0 = 2(ζ1,H)D((ζ1, ζ1))s − 2(ζ1, ζ1)D((ζ1,H))s
((ζ1, ζ1))
2
s
=
2(ζ1,H)D − 2λ1 ((ζ1,H))s
((ζ1, ζ1))
2
s
(B.7)
and then
(B.8) λ1(ζ1,H)D = ((ζ1,H))s ∀ H ∈ V sk .
Iterative construction
Assume that for N ≥ 1 there exists the set of eigenvalues {λi}Ni=1 and the set of corresponding eigenfunctions
{ζi}Ni=1. Let us define the space
(B.9) WN ≡ {V ∈ V sk : ((V , ζi))s = 0, i = 1, ..., N}.
Using the similar construction as in the previous step, we find the next eigenvalue and eigenfunction
(B.10) (ζN+1, ζN+1)D = sup
V ∈WN
‖V ‖Hs=1
(V ,V )D ≡ 1
λN+1
.
Finally, we obtain
1 ≤ λ1 ≤ λ2 ≤ ...,
(ζi, ζj)D = 0 if i ≤ j,
((ζi, ζj))s = δij .
(B.11)
Unboundedness of eigenvalues
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Let us assume that the set of eigenvalues has a finite limit, i.e. limi→∞ λi = λ < ∞. Since ‖W i‖Hs = 1,
using subsequence if it is necessary, we get W i →W in L2(Ω,S3) as i→∞. Hence
2 = ((ζi, ζi))s + ((ζj, ζj))s = ((ζi − ζj , ζi − ζj))s
= ((ζi, ζi − ζj))s − ((ζj , ζi − ζj))s
= λi(ζi, ζi − ζj)D − λj(ζj , ζi − ζj)D .
(B.12)
Passing with i, j to ∞ we obtain
(ζi, ζi − ζj)D → 0,
(ζj , ζi − ζj)D → 0.
(B.13)
Comparing (B.12) and (B.13) we get the contradiction.
The Set {λi}∞i=1 contains all eigenvalues
Let us assume that there exists an eigenvalue λ such that λ /∈ {λi}∞i=1. Let W be the corresponding
eigenfunction to the eigenvalue λ and
(B.14) ((ζ,Φ))s = λ(ζ,Φ)D Φ ∈ V sk .
Without loss of generality, ‖ζ‖Hs = 1. Moreover, there exists i ∈ N such that λi < λ < λi+1. Then, for all
k = 1, ..., i
((ζk, ζ))s = λk(ζk, ζ)D,
((ζ, ζk))s = λ(ζ, ζk)D.
(B.15)
Hence, (ζ, ζk)D = 0 and therefore ζ ∈ W i and
(B.16) (ζ, ζ)D =
1
λ
>
1
λi
= sup
V ∈WN
‖V ‖s,2=1
(V ,V )D,
which is a contradiction.
The set {ζi}∞i=1 is a basis in V sk
Let us define X = span{ζ1, ζ2, ...} and let us assume that X 6= V sk . Then, there exists Φ ∈ V sk such that
‖Φ‖Hs(Ω) = 1 and ((Φ, ζi))s = 0 for all i ∈ N. Moreover, for all i ∈ N
(B.17) (Φ,Φ)D ≤ sup
V ∈WN
‖V ‖Hs=1
(V ,V )D =
1
λ1
,
which implies that Φ = 0.
Renormalization of basis
To complete the proof we may renormalize the basis
(B.18) ζ̂i ≡
ζi√
λi
.
for all i ∈ N.
The set {ζi}∞i=1 is a basis in Vk
Observe that the space V sk is dense in Vk in L
2(Ω,S3) norm. For this purpose consider an element ξ of V k.
To show there exists a sequence ξn bounded in V ks that converges to ξ recall that if ξ is in L
2(Ω,S3), then
there exists an approximating sequence ξ
n
in Hs(Ω,S3). Then the sequence ξn we construct as follows
ξn := ξ
n − Pkξn,
where the projection P k was defined in the proof of Lemma 3.3. Then using the continuity of P k in Hs(Ω,S3)
we immediately obtain that ξn is bounded in Hs(Ω,S3) and converges to ξ ∈ Vk. Consequently, {ζi}∞i=1 is
also a basis in Vk.

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