For polyhedral convex cones in R d , we give a proof for the conic kinematic formula for conic curvature measures, which avoids the use of characterization theorems. For the random cones defined as typical cones of an isotropic random central hyperplane arrangement, we find probabilities for non-trivial intersection, either with a fixed cone, or for two independent random cones of this type.
Introduction
The use of convex optimization for signal demixing under a certain random model has brought into focus the following geometric question, as formulated in [12, p. 518] : "When does a randomly oriented cone strike a fixed cone?" More precisely, let C, D ⊂ R d be closed convex cones, not both subspaces. Let θ be a uniform random rotation, that is, a random element of the rotation group SO d of R d with distribution equal to the normalized Haar measure ν on SO d . The question asks for the probability P{C ∩ θD = {o}}.
(
Various aspects of this question have recently received considerable attention in connection with conic optimization; see, for example, [2, 3, 5, 12, 14] .
The natural approach to the evaluation of the probability (1) uses spherical, or conic, integral geometry. For this, one needs the conic intrinsic volumes V 1 (C), . . . , V d (C) of a closed convex cone C ⊂ R d (see Section 3) . The conic kinematic formula provides the expectation
for k = 1, . . . , d. A version of the spherical Gauss-Bonnet theorem says that
V 2k+1 (C) = 1, if C is not a subspace.
(See, e.g., [21, Thm. 6.5.5] , for an equivalent formulation in the spherical setting. Differentialgeometric versions of the formula appear in early work of Santaló, e.g. [16] ; for a combinatorial approach, see McMullen [15] .) Since C ∩ θD is, with probability one, either {o} (in which case V k (C ∩ θD) = 0 for k ≥ 1) or not a subspace, (3) implies that
V 2k+1 (C ∩ θD) almost surely.
Therefore, (2) yields
A major concern of the quoted investigations is the computation of the conic intrinsic volumes for some special cones, or their estimation in the case of general cones.
In the present paper, we restrict ourselves to polyhedral cones and are interested in variants of (2) and (4), which are of interest from the viewpoint of stochastic and integral geometry. First, the conic kinematic formula (2) has a local version. It involves the conic curvature measures Φ 1 (C, ·), . . . , Φ d (C, ·) of a polyhedral cone C. These are finite measures on the σ-algebra B(R d ) of conic Borel sets in R d (see Section 3) . Since Φ k (C, R d ) = V k (C), the global case (i.e., A = B = R d ) of the following result yields (2) . 
for k = 1, . . . , d. Theorem 1.1 has an equivalent formulation within spherical integral geometry, for spherically convex polytopes in the unit sphere S d−1 of R d and their spherical curvature measures. In this form, the theorem was proved, in two different ways, by Glasauer [7] . (A summary of this thesis appears in [8] . For smooth submanifolds, spherical integral geometry goes back to Santaló; see, e.g., [17, 18] .) Glasauer's first proof [7, Thm. 5.1.1] is based on an axiomatic characterization of the spherical curvature measures (similar to the treatment of the Euclidean case in [19, Sect. 7] ). This proof is reproduced in [21, Thm. 6.5.6]. Glasauer's second proof [7, Thm. 6.1.1] was obtained by specializing his kinematic formula for spherical support measures. For the proof of the latter, Glasauer used his new axiomatic characterization of these support measures. This second proof was transferred to the conic situation, and the result expanded, by Amelunxen [1] . Also the local conic kinematic formula has proved relevant for applications, see [3] .
The approach to the mentioned proofs of the local kinematic formula, via a characterization theorem for curvature measures or support measures, may be elegant (and has important examples in Hadwiger's work), but it has its limits. For instance, it seems to be inefficient for the extension of kinematic formulas to the tensor-valued generalizations of the intrinsic volumes. For these, the existing proofs in the Euclidean case are still rather complicated, see [10] and [11] . For that reason, approaches to local kinematic formulas by direct computation should be given more attention. For the global conic kinematic formula, an elegant proof of this kind has recently been found by Amelunxen and Lotz [4] . We extend their approach here to a proof of Theorem 1.1. There is some hope that this approach will lead to simplifications in the integral geometry of tensor valuations.
We restrict ourselves here to polyhedral convex cones. The extension to general closed convex cones, where possible, can be done along the lines of Glasauer's [7] argumentation, properly transferred to the conic case.
Our second aim in this paper is a variant of (4). This formula gives the probability of non-trivial intersection of a random cone with a fixed cone. The random cone is of a special type: the randomness comes only from the random rotation, which is applied to a fixed cone. It is certainly of interest to have similar results for more flexible types of random cones, where also the shape can be random and not only the position. On the other hand, it is to be expected that only very special models can lead to explicit results. We observe here that such explicit results can be obtained for the isotropic random Schläfli cones, which were studied in [9] .
To recall their definition, let H 1 , . . . , H n be hyperplanes in R d through the origin o which are in general position, that is, any k ≤ d of them have an intersection of dimension d − k. The Schläfli cones induced by H 1 , . . . , H n are the closures of the components of
The name has been chosen since Schläfli has proved that there are exactly
of them. If we take n stochastically independent, isotropic random hyperplanes through o and choose at random, with equal chances, one of the Schläfli cones induced by them, then this defines the isotropic random Schläfli cone S n , with parameter n.
We show the following counterpart to Theorem 1.1, where the randomly rotated cone is now replaced by an isotropic random Schläfli cone. Theorem 1.2. Let C ⊂ R d be a polyhedral cone and let A ∈ B(R d ) be a conic Borel set. Let n ∈ N and k ∈ {1, . . . , d}. Then
The following intersection probabilities are obtained. 
Theorem 1.4. If S n , T m are stochastically independent isotropic random Schläfli cones with parameters n, m, respectively, then
After some preliminaries in the next section, we recall the conic intrinsic volumes and curvature measures in Section 3. Theorem 1.1 will then be proved in Section 4, and the proofs of Theorems 1.2, 1.3, 1.4 follow in Section 5.
Preliminaries
We work in the d-dimensional real vector space R d (d ≥ 2), with scalar product · , · and induced norm · . Lebesgue measure on a k-dimensional subspace, which will be clear from the context, is denoted by λ k . Spherical Lebesgue measure on the unit sphere S d−1 := {x ∈ R d : x = 1} is denoted by σ d−1 . Its total measure is given by the constant
The standard Gaussian measure on a k-dimensional linear subspace L ⊆ R d is the probability measure defined by
The following property of Gaussian measures is frequently used. Suppose that A, A ′ are Borel sets which lie in totally orthogonal subspaces L,
The orthogonal group O d of R d is equipped with its usual topology. By SO d we denote its subgroup of proper rotations, and by ν the Haar probability measure on SO d . If L ⊂ R d is a subspace, we denote by SO L the subgroup of SO d that fixes L ⊥ pointwise and hence maps L into itself. It is isomorphic to the group of proper rotations of L; its Haar probability measure is denoted by ν L .
For a topological space X, we denote by B(X) the σ-algebra of its Borel subsets.
For a Borel set A ∈ B(S d−1 ) and an arbitrary vector u ∈ S d−1 , we have
as follows easily from known uniqueness theorems for invariant measures. As usual, ½ A denotes the indicator function of the set A.
With every subset A ⊆ R d we associate the conic set
, and the map A → A + is a bijection between the subsets of S d−1 and the conic subsets of R d not containing o.
Similarly, for η ⊆ R d × R d , we write
We equip the Cartesian product R d × R d with the product topology and define the biconic (Borel) σ-algebra
It is clear that B(R
(The terms 'conic σ-algebra' and 'biconic σ-algebra' were suggested in [2] .)
For A ∈ B(R d ), one sees by using polar coordinates that
and that, for arbitrary x ∈ R d \ {o}, we have
This follows from (8) and (9), since ½ A (ϑ(x/ x )) = ½ A (ϑx) for a conic set A.
allow one to translate spherical integral geometry into conic integral geometry.
Conic intrinsic volumes and curvature measures
In this section, we recall some basic facts about convex cones, conic intrinsic volumes and conic curvature measures. Proofs and references can be found in Glasauer [7] , Schneider and Weil [21, Sect. 6.5], Amelunxen and Lotz [4] . The spherical setting in [7] and [21] is easily transferred to the conic setting. We borrow some notation and formulations from the elegant presentation [4] .
A subset C ⊆ R d is a convex cone if it is nonempty and is closed under vector addition and under multiplication by nonnegative real numbers. For such a cone C, we write L(C) for its linear hull. We denote by C d the set of closed convex cones in R d .
By PC
d ⊂ C d we denote the subset of polyhedral cones. A cone is polyhedral if it is the intersection of finitely many closed halfspaces, or equal to R d . For C ∈ C d , the dual or polar cone is defined by
The nearest-point map (or metric projection) of C ∈ C d is denoted by Π C ; thus, for
The nearest-point map of a convex cone satisfies the homogeneity property Π C (λx) = λΠ C (x) for x ∈ R d and λ ≥ 0 and the Moreau decomposition
Let C ∈ PC d be a polyhedral cone. Then all faces of C are polyhedral cones. We denote by F j (C) the set of j-dimensional faces of C, j ∈ {0, . . . , d} (possibly, F j (C) = ∅), and we write F(C) := d j=0 F j (C) for the set of all faces of C. For a face F of C, we denote by N (C, F ) the normal cone of C at F . The polar cone
Here relint denotes the relative interior.
Let C ∈ PC d . To introduce the conic intrinsic volumes of C, we first define, for each face
A probabilistic interpretation is often convenient (as suggested, e.g., in [13] ). For this, we denote by g a standard Gaussian random vector in R d , that is, a random variable (on some probability space) with values in R d and distribution γ d . Denoting (as before) probability by P, we then also have
The conic intrinsic volumes V 0 (C), . . . , V n (C) of C are now defined by
(Since we consider only cones in this paper, there is no danger of confusion with the intrinsic volumes of convex bodies.) Defining
, we can simply write
As a consequence of this, or of the decomposition (11), the conic intrinsic volumes satisfy
For better comparison with existing literature (most notably McMullen [15] ), we recall the definitions of the internal angle β(o, F ) of F ∈ F k (C) at o and the external angle γ(F, C) of C at F , namely
The property (7) of the Gaussian measure gives
The conic intrinsic volumes have local versions, in the form of measures on the measurable
Due to the decomposition (11), we have the explicit representation
Clearly, Ω k (C, ·) is a measure on the biconic σ-algebra
and
Due to the invariance properties of the Gaussian measure, it follows from (13) that the functions Ω k are O d -equivariant, in the following sense. Defining
By marginalization of the support measures, we obtain the curvature measures. They are defined by
The equivariance property reads
, and ϑ ∈ O d . The functions Φ k are intrinsic, in the following sense. If A ∈ B(L(C)), then Φ k (C, A) does not depend on the space containing C in which they are computed. In particular, the conic intrinsic volumes of C are independent of the dimension of the ambient space.
We explain the relation to the notions used in the spherical setting in [7] and [21] . Let a nonempty, closed, spherically convex set K ⊆ S d−1 and a Borel set A ∈ B(S d−1 × S d−1 ) be given. Define K ∨ := {λx : x ∈ K, λ ≥ 0}. Then the relation between the spherical support measures Θ 0 , . . . , Θ d−1 considered in [7] , [21] and the conic support measures is given by
The spherical intrinsic volumes v 0 , . . . , v d−1 appearing in [7] , [21] are related to the conic intrinsic volumes by
To deal with the curvature measures, we need a localization of the functional v F (C). For C ∈ PC d , a face F of C and a conic Borel set A ∈ B(R d ), we define
and we have
We conclude these preparations with some lemmas on the intersections of subspaces or cones, which will be needed in the next section. Let L, L ′ ⊆ R d be subspaces. They are said
They are in special position if and only if they are not in general position, and this is equivalent to 
The following is (part of) Proposition 2.5 in [4] . 
If relint F ∩ relint G = ∅, then equality holds in (16) .
is a direct sum.
For the following, we refer to [4, Lemma 5.3] . The next lemma localizes assertion (2.8) in [4] . It follows immediately from (14) and Lemma 3.2.
, and suppose that (N (C, F ) + N (D, G) ).
Kinematic formulas
In this section, we prove Theorem 1.1. We need not prove here that the integrand, the function ϑ → Φ k (C ∩ ϑD, A ∩ ϑB), is in fact ν-integrable, since this is carried out, in spherical space, in [7] and [21] , and can easily be carried over to the conic setting.
As auxiliary tools, we first prove two special cases. These will contain an additional term f ([C, ϑD] ). For this, we recall the generalized sine function of two subspaces 
depends only on i, j, f . This follows from the invariance properties of the measure ν and the invariance property [ 
Proof. It follows from Lemma 3.1 that for ν-almost all ϑ ∈ SO d we have dim (L(C)∩ϑL(D)) = k. Therefore,
Here we replace ϑ by ϑρ
. This does not change the integral, by the invariance of ν, hence the same holds if we integrate over all ρ with respect to the probability measure ν L(D) . Thus, we obtain, using Fubini's theorem,
To evaluate the integral in brackets, we have applied (10) 
The application of (10) is possible since ϑ −1 x ∈ L(D) and
The latter outer integral does not change if we replace ϑ by σϑ with σ ∈ SO L(C) . Therefore, and since L(C) = σL(C) and
where we have used (10) in L(C). This completes the proof of (18) .
Together with the preceding theorem, the following one will be needed for the proof of the general kinematic formula. For f ≡ 1, the proof is due to Amelunxen and Lotz [4] ; we reformulate it here, for completeness and with some additional explanations. 
Using (7), we get
For ν-almost all ϑ, there is a unique decomposition
) ⊥ , which we call the ϑ-decomposition of x. By the uniqueness of the decomposition,
Now let ρ ∈ SO L(C) . Applying ρ to both sides of (20), we get
On the other hand, the ρϑ-decomposition of ρx reads 
We have applied (10) in L(C), which is possible since x C,ϑ ∈ L(C) and x C,ϑ = o for ν-almost all ϑ and γ d -almost all x.
Let σ ∈ SO L(D) . The integral in (22) does not change if we replace ϑ by ϑσ −1 . Since
. Therefore, we obtain
where we have used (10) in L(D), which is possible since
The results (21), (22), (23) together complete the proof.
Proof of Theorem 1.1
By Lemmas 3.2 and 3.3 (applied to all pairs of faces of C and D), it holds for ν-almost all ϑ ∈ SO d that each k-face J of C ∩ ϑD is of the form J = F ∩ ϑG with F ∈ F i (C), G ∈ F j (D), i + j = d + k, and F ⋔ ϑG, that is, F and ϑG intersect transversely. Therefore,
Hence, if we show that
then the proof is complete.
By Lemmas 3.3 and 3.4, for ν-almost all ϑ ∈ SO d we have
. Thus, we have to prove that
For the proof, let F ∈ F i (C), G ∈ F j (D) with i + j = d + k > d be given. In the following, we first replace ϑ by ρϑ with ρ ∈ SO L(F ) (noting that N (C, F ) = ρN (C, F )), which does not change the integral, then integrate over all ρ with respect to ν L(F ) , and use the SO d -invariance of the V i , and Fubini's theorem. We obtain
Denoting the integral in brackets by [·], we have
If dim (ϑG ∩ L(F )) < k, this equation also holds, since both sides are zero. Thus, we obtain
The latter integral can be treated in a similar way, replacing ϑ by ϑσ with σ ∈ SO L(G) (and thus satisfying σN (D, G) = N (D, G) and σL(G) = L(G)), and integrating over all σ with respect to ν L(G) . In this way, and again using the SO d -equivariance of Φ k , we obtain
The integral in brackets, denoted by [·] , can be written as
Thus, we arrive at
where we have applied (19) (with f = 1). We have shown (24), which finishes the proof.
Random Schläfli cones
The notion of random cones requires a (Borel) σ-algebra on the set C d of closed convex cones. For this, we introduce a topology. We recall a class of random polyhedral cones, which have been introduced by Cover and Efron [6] and studied more thoroughly in [9] . 
. Let n ∈ N, and let H 1 , . . . , H n be independent random hyperplanes with distribution σ * . With probability one, these hyperplanes are in general position. The isotropic random Schläfli cone with parameter n, denoted by S n , is obtained by selecting at random, with equal chances, one of the Schläfli cones induced by H 1 , . . . , H n . As made precise in [9] , S n is a random cone with distribution given by
for B ∈ B(C d ) (with C(n, d) given by (6) ). In analogy to common terminology for stationary tessellations, the random Schläfli cone could also be called the typical cone of the tessellation induced by H 1 , . . . , H n .
Proof of Theorem 1.2
Let C ∈ PC d be a polyhedral cone and let A ∈ B(R d ). Let n ∈ N and k ∈ {1, . . . , d}. Theorem 1.2 states that
First we note that the measurability of the function Φ k (C ∩ S n , A) follows from the facts that S n , as defined in [9] , is a random cone, the intersection mapping is upper semicontinuous ([21, Thm. 12.2.6]), and Φ k (·, A) is measurable, as can be deduced from [21, Thm. 6.5.2].
In order to use (25), we write a linear hyperplane H in the form H = u ⊥ with u ∈ S d−1 . Then one of the two closed halfspaces bounded by H is given by
Let u 1 , . . . , u n ∈ S d−1 . If the hyperplanes u ⊥ 1 , . . . , u ⊥ n are in general position, then the Schläfli cones induced by these hyperplanes are precisely the cones different from {o} of the form
Let f by a nonnegative measurable function f on polyhedral cones satisfying f ({o}) = 0. By (25), we have
since the hyperplanes u ⊥ 1 , . . . , u ⊥ n are in general position for σ n -almost all (u 1 , . . . , u n ) and the measure σ is invariant under reflection in the origin.
Applying the preceding to the function f = Φ k (C ∩ · , A), we obtain 
where we have used the kinematic formula of Theorem 1.1 and the fact that This yields the assertion.
The proof of Theorem 1.3 rests on the facts that S n is isotropic, that is S n and ϑS n have the same distribution, for each ϑ ∈ SO d , and that we have an explicit formula for the expectations of its conic intrinsic volumes. Let Q Sn be the distribution of S n . Since
for each ϑ ∈ SO d , we get
where (4) was used. The expected conic intrinsic volumes of random Schläfli cones have been determined in [9] . For i = 1, . . . , d, we have (loc. cit., Corollary 4.3)
This gives
P{C ∩ S n = {o}} = 2 C(n, d) j≥1 a n,j V j (C) with a n,j = Now let S n and T m be two stochastically independent random Schläfli cones, with parameters n and m and distributions Q Sn , Q Tm , respectively. By the independence of S n and T m we have This is the assertion of Theorem 1.4.
