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Summary
Perceptual learning is learning to perceive. For example,
a radiologist is able to easily identify anomalies in medical
images only after extended training. Theoretical and psycho-
physical studies [1–12] suggest that such improvements of
performance are accomplished by neural synaptic changes
driven by the repetitive presentation of stimuli. Here, we
demonstrate that an equally reliable improvement can also
occur in the absence of physical stimulation. Imagining
the crucial part of a bisection stimulus was sufficient for
successful perceptual learning. Hence, the neural processes
underlying perceptual learning, which are usually assumed
to be primarily dependent on stimulus processing, can be
equally based on mentally generated signals.Results
Perceptual learning is the ability to improve sensory discrimi-
nations through practice. Usually, it is explicitly or implicitly
assumed that perceptual learning is driven by the stimuli. For
example, in all models of perceptual learning, plasticity is
accomplished by adjusting synaptic weights after each stim-
ulus presentation. Here, we show that perceptual learning
can also occur in the absence of physical stimulation.
The first experiment shows how learning occurs without
imagery, i.e., a typical perceptual learning experiment. We
presented bisection stimuli (Figure 1A). A vertical-line bisec-
tion stimulus (Figure 1Aa) consisted of two vertical outer lines
and a central line that was closer either to the left or right
outer line. Observers indicated this offset direction by
pressing one of two push buttons. We first determined base-
line performance with a vertical and a horizontal bisection
stimulus (Figure 1A, ‘‘pretraining’’). Subsequently, observers
trained with the vertical bisection stimuli (Figure 1B). After
the training, baseline performance for both vertical and hori-
zontal bisection stimuli was determined again (Figure 1C,
‘‘posttraining’’). Comparing observers’ sensitivity before and
after the training phase revealed a significant improvement
for the trained vertical bisection stimulus, in accordance
with previous studies [3, 13, 14]. Surprisingly, learning trans-
ferred to the nontrained, horizontal bisection stimulus as well
(Figure 1D).*Correspondence: elisa.tartaglia@epfl.chIn the second experiment, we investigated the effects of
mental imagery on perceptual learning in nine new observers.
First, as in experiment 1, we determined baseline performance
for the vertical bisection stimulus and for the horizontal bisec-
tion stimulus (Figure 2A, pretraining). During the imagery
training, we omitted the central line of the vertical bisection
stimulus and asked observers to imagine this line. Hence,
observers were presented just with the two outer lines in
each trial. Together with the outer lines, a tone was presented.
A high-frequency tone (1 kHz) indicated to imagine the central
line to be offset to the right, and a low-frequency tone (700 Hz)
indicated to imagine an offset to the left (Figure 2B, ‘‘imagery
training’’). Upon completion of the imagery training, perfor-
mance for the vertical and horizontal bisection stimuli was
determined again (Figure 2C, posttraining). Sensitivity in the
posttraining baseline measurement was significantly higher
compared to the pretraining measurement (Figure 2D). Hence,
mental imagery of the central line seems to be sufficient for
perceptual learning. As in experiment 1, this held true also
for the untrained, horizontal bisection stimulus (Figure 2D).
In the third experiment, we showed that improvement of
performance during the imagery training was not due to the
short baseline measurements. For ten new observers, we
omitted the imagery training phase measuring performance
for the baselines only (Figures 3A and 3B). The two sessions
were separated by at least one day. We found no increase in
sensitivity for either the vertical or the horizontal bisection
stimuli (Figure 3C). This result is in accordance with many
perceptual learning experiments showing that performance
improves only slowly and incrementally. As a consequence,
the learning effects in experiment 2 must have been caused
by processes that occurred during the imagery training.
In the fourth experiment, with six new observers, we showed
that the mere presentation of the two outer lines for 4160 trials
was not sufficient to improve performance during the imagery
training (Figure 4). First, we determined performance in the
vertical and horizontal baseline conditions as before (Fig-
ure 4A). During the training phase, again only the two vertical
outer lines were presented, together with the two different
tones, identical to the ones used in experiment 2. Observers
had to press the right button when a high-frequency tone
was presented and the left button when a low-frequency
tone was presented. We did not ask observers to imagine
the central line of the bisection stimulus. To further ensure
observers’ attention to the stimuli, in a few trials (0, 1, or 2
within a block of 80 trials), the outer lines were only half as
long as normal (hence, at least 78 stimuli in each block had
the same length as in all previous experiments). At the end of
each block, observers were required to report the number of
trials with shorter lines. Hence, no imagery was required in
this task, although the physical stimulation was identical to
the first experiment (except for the 0–2 lines deviating per
block; Figure 4B). Sensitivity did not improve for either the
vertical or the horizontal bisection stimuli (Figure 4D). As ex-
pected, performance in both the counting task and the tone
discrimination task was above 95% correct responses for all
observers; hence, observers were carefully watching the
stimuli. Therefore, the mere presentation of and attention to
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Figure 1. Experiment 1
(Aa and Ab) Pretraining baseline measurements. Observers indicated
whether the central line of a vertical-line bisection stimulus was offset either
to the right or to the left (Aa) or whether the central line was offset upward or
downward in the case of a horizontal-line bisection stimulus (Ab).
(B) Training with the vertical bisection stimulus for 4160 trials.
(C) Posttraining baseline measurements (same as in A).
(D) We present results in terms of d0, a criterion-free measure of sensitivity.
Higher values of d0 indicate better performance. Posttraining baselines are
significantly higher than pretraining baselines (vertical bisection: postbase-
line performance 2 prebaseline performance = 0.78, p = 0.003; horizontal
bisection: postbaseline performance 2 prebaseline performance = 0.45,
p = 0.008). The error bars indicate the standard error of the mean (SEM)
for eight observers.
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Figure 2. Experiment 2
(Aa and Ab) Pretraining baseline measurements. As in experiment 1,
observers discriminated between a right and a left offset in the case of
a vertical-line bisection stimulus (Aa) and between an upward and a down-
ward offset in the case of a horizontal bisection stimulus (Ab).
(B) Imagery training. Only the two outer lines were presented. Observers
were asked to imagine the absent central line to be offset either to the left
or to the right, depending on a tone, and to push a button accordingly.
We asked observers to imagine the smallest possible offset; the imagined
line is indicated by the dashed line (which was not shown in the actual
display).
(C) Posttraining baseline measurements.
(D) Sensitivity improved through training for both orientations (vertical
bisection: postbaseline performance 2 prebaseline performance = 0.45,
p = 0.01; horizontal bisection: postbaseline performance 2 prebaseline
performance = 0.48, p = 0.0003). The error bars indicate the SEM for nine
observers.
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2082the two outer lines are not the cause of the improvement we
found in experiment 2. Hence, unspecific effects such as famil-
iarization to the overall experimental conditions or optimiza-
tion of limited resources cannot explain the results obtained
with imagery training.
In the fifth experiment (Figure 5), we showed that mental
imagery can improve performance also for other visual tasks.
Instead of a spatial discrimination task, we asked observers
to perform a Gabor contrast detection task. Observers had to
detect in which of two consecutive intervals a Gabor was
presented. First, we determined baseline performance for
a vertical and a horizontal Gabor. In the imagery training phase,
two successive ‘‘empty’’ intervals were presented, i.e., neither
of them contained a Gabor (Figure 5C). A tone indicated
whether the vertical Gabor had to be imagined in the first or
second interval. After the training period, baseline performance
was determined again (Figure 5C). As with the bisection stim-
ulus, sensitivity improved for the trained, vertical Gabor (Fig-
ure 5D). Again, this improvement transferred to the nontrained,horizontal Gabor. Transfer across different orientations has
also been found for the same stimuli and task in a standard non-
imagery perceptual learning experiment [15].Discussion
We have shown that, first, when observers train without the
relevant stimulus feature but instead imagine it, performance
improves (Figure 2D). Second, this improvement is not due
to the small amount of training during the baseline conditions
(Figure 3C). Third, unspecific effects related to the mere
presentation of the two outer lines for 4160 trials are not suffi-
cient to explain improvement (Figure 4D). Fourth, perceptual
learning by mental imagery does not exclusively occur for
a bisection discrimination task, which requires fine spatial
judgments. Mental imagery improves performance also in
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Figure 4. Experiment 4
(A) Pretraining baseline measurements for vertical- and horizontal-line
bisection stimuli.
(B) Counting lines. As in experiment 2, only the two outer lines were pre-
sented. Observers were asked to press the right button when a high-
frequency tone was presented and the left button for a low-frequency
tone. In addition, observers were asked to count the number of trials with
shorter lines (0, 1, or 2 out of 80 trials per block). No imagery was involved
in this experiment.
(C) Posttraining baseline measurements.
(D) No improvement of sensitivity occurred through training (vertical-line
bisection: postbaseline performance 2 prebaseline performance = 0.02,
p = 0.9; horizontal-line bisection: postbaseline performance 2 prebaseline
performance = 0.05, p = 0.7). The error bars indicate the SEM for six
observers.
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Figure 3. Experiment 3
(A) Baseline measurements of vertical- and horizontal-line bisection stimuli
(identical to the pretraining baselines of experiments 1 and 2).
(B) Second baseline measurements (identical to the posttraining baselines
of experiments 1 and 2).
(C) There was no improvement of sensitivity (vertical-line bisection: second
baseline performance 2 first baseline performance = 20.0058, p = 0.7;
horizontal-line bisection second baseline performance 2 first baseline
performance = 0.0078, p = 0.2). The error bars indicate the SEM for ten
observers.
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design (two-interval forced-choice [2IFC] versus binary task,
discrimination versus detection, spatial judgments versus
contrast judgments; Figure 5D). In this experiment, none of
the intervals in the training phase contained any stimulus
element, as compared to the bisection stimulus in which the
outer lines were presented. Hence, performance improved
without any physical stimulation, leaving out the possibility
that observers learned aspects related to the ‘‘overall’’ stim-
ulus layout, even though the relevant feature was missing
(e.g., in the case of the bisection task, observers may have
learned to more precisely encode the interval between the
two outer lines).
We computed d0, a measure of sensitivity rather than the
percentage of correct responses that is prone to criterion
changes. Our results show that imagery training yields a gain
in sensitivity. We also analyzed the data in terms of percent
correct (datanotshown). Anysignificant result in termsofd0 was
also significant in terms of percent correct. Any nonsignificant
d0 result was also not significant in terms of percent correct.
A surprising aspect of our results is given by the lack of
orientation specificity. Usually, perceptual learning is specific
to the trained stimulus dimension and thus, for example,
does not transfer when stimuli are rotated by 90. However,
recent studies have challenged this hallmark of perceptual
learning [15–22]. In agreement with these results, our study
also shows transfer from vertical bisection and Gabor stimuli
to their horizontal counterparts (Figure 1D; Figure 2D; Fig-
ure 5D). This result holds for both nonimagery learning (exper-
iment 1) and imagery learning (experiment 2). Hence, thetransfer is not restricted to the imagery training. The reasons
for this lack of specificity are unknown at the moment. Transfer
of learning seems to depend on the difficulty of the task [1] and
on the training regime [16–22]. Interestingly, transfer of
learning has also been found in motor imagery learning [23].
Here we have shown for the first time that perceptual
learning can occur in the absence of physical stimulation,
which we relate to mental imagery. It is well known that cogni-
tion [24], motor learning [23], and visual processing ([25–29],
but see [30]) benefit from mental imagery. It remains unknown
whether the mechanisms in imagery perceptual learning are
similar to the ones in cognition and motor imagery learning.
In perceptual learning, top-down effects such as task-depen-
dent attention [31] and reward [32, 33] were often proposed to
be necessary. Imagery learning may rely on these top-down
mechanisms in line with various models of perceptual learning
[1, 34, 35]. However, these considerations remain speculations
at the moment.
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Figure 5. Experiment 5
(Aa and Ab) A vertical (Aa) and a horizontal (Ab) Gabor patch.
(B) Pretraining baseline measurements. The vertical Gabor appeared either
in the first interval within a red ring (shown on the left in black) or in the
second interval within a green ring (shown on the right in white). Observers
indicated in which interval the Gabor was presented. An analogous proce-
dure was used for the horizontal Gabor (not shown).
(C) Imagery training. Observers were presented with two intervals without
Gabors. Only the rings were presented. A tone was randomly associated
with the first or second interval. Observers were asked to imagine the
vertical Gabor in this interval with a contrast as low as possible (dashed
Gabor, not shown in the actual display). After the imagery training, we
measured baselines for the vertical and horizontal Gabor stimuli once more.
(D) Sensitivity improved for the vertical (postbaseline performance2 preba-
seline performance = 0.5, p = 0.01) and for the horizontal (postbaseline
performance 2 prebaseline performance = 0.7, p = 0.02) Gabor. The error
bars indicate the SEM for five observers.
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Participants
Thirty-eight naive paid students participated (age range 17–29) in this study.
All had normal or corrected-to-normal vision. Payment was 20 Swiss francs
(CHF) per hour. Observers were told that they could quit the experiment at
any time they wished.
Stimuli
Bisection stimuli appeared on the center of a Tektronix 608 display,
controlled by a PC via fast 16-bit DA converters (1 MHz pixel rate). Line
elements were composed of dots drawn with a dot pitch of 200 mm at
a dot rate of 1 MHz. The dot pitch was selected to make the dots slightly
overlap, i.e., the dot size (or line width) was of the same magnitude as the
dot pitch. Stimuli were refreshed at 200 Hz. Luminance was 80 cd/m2, as
measured with a two-dimensional dot grid with the aforementioned dot
pitch and refresh rate and a Minolta LS-100 luminance meter equippedwith a close-up lens (Minolta 122). The room was dimly illuminated (0.5
lux), and background luminance on the screen was below 1 cd/m2. Subjects
observed the stimuli from a distance of 2 m. Bisection stimuli consisted of
two outer lines making up a spatial interval bisected by a middle line. Line
length was 20’ (arcmin). The interval delineated by the two outer lines was
26.6’. Participants had to perform a binary task, discriminating which of
the two outer lines the middle line was closer to. Responses were given
by pressing one of two buttons. The duration of each stimulus on the screen
was 1 s. Auditory feedback was given for incorrect answers.
Gabor stimuli were presented on a Philips 201B4 monitor driven by a
Radeon 9200 SE graphics card. The display was linearized through look-
up tables and had an effective luminance resolution of 8 bits. The screen
was refreshed at 100 Hz and had a spatial resolution of 1024 3 768 pixels
(subtending 22.1 3 16.6 degrees of visual angle). Mean luminance was
45.0 cd/m2. The spatial frequency was 4 cycles per degree. The vertical
and horizontal space constants for the Gaussian envelope were 0.3. The
stimuli subtended 2, as viewed from 2 m. Participants had to perform a
2IFC task, detecting in which of the two intervals the Gabor was presented.
The contrast of the Gabor was determined for each subject via an adaptive
staircase method (see below). Responses were given by pressing one of
two buttons. Each frame was presented for 1 s; the time between two inter-
vals was 500 ms. The stimulus was presented on the screen for 117 ms.
Auditory feedback was given for incorrect answers.
Data Analysis
To determine whether pretraining performance was significantly different
from posttraining performance, we conducted nonparametric permutation
tests [36, 37]. One hundred thousand samples were created by randomly
shuffling pre- and posttraining performance values for each participant.
Significance values were calculated as the proportions of samples for which
the mean difference between pre- and posttraining performance was
greater than the mean difference in the original sample.
Procedure
Familiarization
Observers were first familiarized with the psychophysical setup by perform-
ing 80 trials of a vertical chevron discrimination task (which does not transfer
to bisection discrimination [38]).
Individual Values
We determined vertical bisection discrimination thresholds and vertical
Gabor contrast detection thresholds of 75% correct responses (over 80 trials)
with an adaptive staircase method and maximum-likelihood estimation of
the parameters of the psychometric function. This threshold value was
then used to determine the percent of correct responses in the baseline
measurements for both the vertical and horizontal stimuli.
First Baseline Measurements
In experiments 1, 2, 3, and 4, observers performed two blocks of 80 trials for
the vertical bisection stimulus and for the horizontal bisection stimulus. In
experiment 5, observers performed two blocks of 80 trials for the vertical
Gabor patch and for the horizontal Gabor patch.
Extra Payment
To keep participants alert during the experiment, we told them that any 2%
of improvement would be rewarded with 5 CHF. We informed observers
about the extra payment always after having measured the first baselines.
Moreover, the same extra payment was offered in all five experiments.
Tone Association Phase
After the first pretraining baseline session in experiment 2, observers per-
formed 80 trials with a vertical bisection stimulus in which the displacement
of the central line (right or left) was suprathreshold (>95% correct). A high-
frequency tone was associated with a right offset, a low-frequency tone
with a left offset. Observers learned to push the buttons accordingly. The
order of presentation of the two tones was randomized across trials.
Training Phase
In experiments 1, 2, 4, and 5, observers trained with a total of 4160 trials (52
blocks of 80 trials each) performed in ten sessions on different days. On the
first and last day of training, observers performed two blocks of imagery
training, i.e., 160 trials and the baseline measurements. Starting from the
second day of training up to the ninth, observers performed six blocks of
imagery training per session, i.e., 480 trials per day. Observers were
instructed to imagine the smallest offset (bisection task, experiment 2) or
the lowest contrast possible (Gabors, experiment 5). In experiments 2 and
4, the order of presentation of the two tones was randomized across trials.
In experiment 5, a single tone was used that was randomly associated with
the first or with the second frame.
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2085Second Baseline Measurements
In all experiments, the second baseline measurements were performed from
a minimum of 2 (experiment 3) to a maximum of 15 (experiments 1, 2, 4, and
5) days after the first baseline measurements. The procedure was identical
to the first baseline measurements.
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