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Abstract. We study the problem of inteidclAve searching in a set of numbers using comparison 
queries, under the assumption that each answer can be erroneous with a constant probability p 
and that a given reliability 0 < q c 1 of the result is required. The search is considered in three 
versions: continuous (the search space is the interval [0, l] and the unknown real x has to be 
found with a given accuracy l/n), discrete bounded (x E (1,. . . n}) and discrete unbounded (the 
unknown number n can be any positive integer). We prove that in all cases the search is feasible 
ior any n and q iff p Z 4. For p # f an O(log n) searching algorithm is given in the continuous 
case and 0(log2 n) algorithms in the discrete bounded and unbounded cases. For p C 4 or p > #, 
O(log n) algorithms are given in each version of search. 
1. Introduction 
The problem of coping with erroneous information in search procedures has been 
studied by several authors (cf. [4,7,6,&L!]) in various settings. It is often con- 
veniently stated in terms of a two-person game between the Questioner and the 
Responder. The latter chooses an element of a given set called the search space. 
This element is not known to the Questioner who has to find it by stating queries 
of a prescribed form. The Responder gives the answer after each query but some 
of his answe;Is may be erroneous; the number of errors however is limited in a given 
way. The problem is to find an optimal winning strategy of the Questioner. By 
specifying the rules in different ways, many variations of this searching ame with 
errors can be obtained. 
In the continuous version (cf. [6,3]) the search space is the interval [0, 11. In this 
case it is clearly impossible to determine a number exactly in finitely many ques- 
tions-even without errors. Hence the task is here to find the unknown number with 
a given accuracy E > 0, i.e.? to determine a set c [0, I] of measure not exceeding 
I and such that x E A. In the discrete bounded version (cf. [6,8,2]) the search space 
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is the set (1,. l . , n} and the Questioner has to determine the number precisely. The 
discrete unbounded version can be also considered (this case was studied in [l], 
without assuming errors) when the search space is the set of all positive integers 
and the Questioner has to determine xactly the unknown number. 
There are also various possibilities of restricting the type of queries the Questioner 
is allowed to state. Since the search space is most often a set of numbers, it is natural 
to impose comparison queries, i.e., those of the form x < a? for any element Q of 
the search space. This approach was adopted in [6,7,8]. Sometimes however 
arbitrary yes-no queries are allowed (cf. [4,3,2]), i.e., the Questioner can ask x E T?, 
where x is the unknown element and T is any subset of the search space. 
Finally, errors can be also limited in several different ways. Their number may 
be bounded by a constant during the whole search procedure (cf. [8,2]), may depend 
on the size of the search space (1,. . . , rt} in the discrete bounded case or on the 
accuracy in the continuous case (cf. [6]) and finally may depend on the number of 
answers. The latter approach seems particularly realistic since one should expect 
more errors in a longer series of answers. This point of view is adopted in [4,7] 
where a probabilistic setting is proposed. In 143 the following problem is discussed: 
findanunknownxE(1,. .., n} by asking randomly chosen questions x E T? for any 
Tc{l,..., n}, assuming that answers can be erroneous independently with a given 
probability p. The result is required to be correct with a given probability q. It is 
shown in [4] that for any p # 4 this search can be carried out using O(log n) questions. 
In [7] comparison deterministic searching with given error probability p is discussed 
but results are obtained only for very specific values of p. 
In this paper we study each of the continuous, discrete bounded and discrete 
unbounded versions described above. Queries are always assumed in comparison 
form and the search is performed interactively, i.e., previous answers are known at 
the time of stating a query. As for error limitation we adopt the probabilistic setting 
modeled by the binary symmetric hannel with noise. More precisely, given an error 
probability p and a reliability q we study searching algorithms in the spaces 
10, ll,{l, l l * 3 n} and RI, assuming that an error can occur in every answer indepen- 
dently with probability p and requiring the result to be correct with probability q. 
We are interested in the feasibility of such a search and in optimal searching 
strategies. As usual the length of a searching strategy is the worst-case number of 
queries necessary to carry it out, considered as a function of the “size of the problem”. 
This size will be the number ri - [l/e 1 where E is the accuracy in the continuous 
case, the size n of the search space (1,. . . , n} in the discrete bounded case and the 
unknown number n in the discrete unbounded case. If there exists a searching 
strategy of length t, we often say that the search can be performed in time t assuming 
that steps other than querying can be performed much quicker. 
Our assumptions in the discrete bounded case differ from those adopted in [4] 
in that we perform deterministic omparison search, while in [4], questions were 
selected at random but among all possible tests x E T? where T c { 1, . . . , n}. Optimal 
strategies for random search without errors are discussed in [S]. 
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In [4] another setting for discrete bounded search with errors is also indicated 
as a possible direction of research: only a given fraction of answers can be erroneous 
at each stage of searching and the unknown element has to be found with certainty. 
W= discuss this situation for continuous, discrete bounded and discrete unbounded 
search. 
The paper is organized as follows. In Section 2, we introduce our terminology 
and state some results from literature which will be used throughout he paper. 
Sections 3 and 4 deal with slightly modified searching games with errors: in the 
initial series of answers of length m exceeding a given M, the number of errors is 
assumed <pm. The Questioner has to determine the unknown element with certainty. 
In Section 3 it is shown that such a search can be carried out iff p c$. The greedy 
strategy proposed there is shown to be relatively inefficient. In Section 4 better 
algorithms are proposed, this time requiring O(log n) comparison queries. In the 
discrete case however we require p c $ in order that this algorithm work. Section 5 
is devoted to the transition of the obtained strategies into the original probabilistic 
setting and to the formulation of the respective searching algorithms. Conclusions 
are in Section 6 and the Appendix contains two technical emmas, where estimates 
used in the proof of Theorem 4.1 are obtained. 
2. Terminology and preliminaries 
We use the following terminology. N is the set of all positive integers, log denotes 
the logarithm with base 2 and In the natural logarithm. The symbol ((i)) is defined 
for ks n as (i)+(y)+* l l + (t), where (y) is the binomial symbol. For any real X, [x] 
denotes the largest integer n s x and [x] is the least integer m 3 x. 
Let us first recall a result from [6] which is heavily used in Section 4. The number 
of errors was assumed there to be a function of the size of the problem but did ;rot 
depend on the number of answers. In the continuous version the Questioner had 
to locate an unknown x E [0, l] with accuracy E = l/n and the number of allowed 
Responder’s errors was a function E(n). Similarly, in the discrete bounded case 
the Questioner had to determine an x E { 1, . . . , n} assuming E(n) errors among 
answers. In [6] the worst-case minimal lengths of the Questioner’s winning strategies 
in these games were studied. Call this length Ocon( l/ n, E(n)) in the continuous case 
and Qdisc(n, E(n)) in the discrete case. The following theorem was proved in [6]. 
Theorem 2.1 
(i) &$, E(n)) =min{ 0’: 2o’s n( (Gi)))}. 
(ii) min{ 0’: 2Q’> n( (Gi)))} S Q&n, E(n)) 
< min I Q’: 2Q’-E(n) 3 n 
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We now describe six searching games tudied in this paper. The following three 
games correspond to the probabilistic setting described in the introduction, in the 
continuous, discrete bounded and discrete unbounded cases respectively. 
Let 0 c p c 1 be the probability of error and 0 C q < 1 the required reliability. In 
each of the following three games the Responder gives an answer after each query 
and at each answer he lies independently with probability p. The Questioner has to 
carry out the search assuring the correctness ofthe determined object with probability 
at least q. 
(a) ?Ole continuous game C,.,([O, 11,~) (E > 0 is the accuracy). The Responder 
thinks of a number x E [0, l] unknown to the Questioner who has to find a set 
A c [0, l] of measure <s such that x E A. He can ask questions of the form 
x<a?(aE[O, 11). 
(b) T?re discrete bounded game GP,q{ 1, . . . , n}. The Responder thinks of an integer 
X(1,..., n} unknown to the Questioner who has to find it stating queries of the 
form x<a? (aE{l,...,n}). 
(c) me discrete unbounded game GP,q(N). The Responder thinks of any positive 
integer unknown to the Questioner who has to find it stating queries of the form 
x<a? (aEN). 
Let us note that it is sufficient o consider the above games for error probability 
0 c p G 5. Indeed, if the Responder lies with probability 1 > p > $, the Questioner 
can always take the negation of his answer and assume he lies with probability 
0 < 1 -p < i. Hence, the respective games for p and for 1 -p are equivalent. 
Our next three games are slight modifications of the above and will be analysed 
in Sections 3 and 4. Take again 0 < p, < I. In each of the following games it is 
assumed that, for an initial series of m answers, m equal to or exceeding a given 
parameter M, the number of errors cannot exceed pm. The Questioner has to assure 
that the determined object is always correct. The rest of the rules remain as in games 
(a), (b) and (c) respectively. 
(a’) The continuous game G&, ([0, 11, E) (E > 0 is the accuracy). 
(b’) The discrete bounded game GE,,.., { 1, . . . , n}. 
(c’) The discrete unbounded game Gz,,., (NJ). 
Note that the role of the parameter p, different from the probabilistic setting, does 
not allow to reduce considerations to p s 5 via a symmetry argument. We will observe, 
however, that for p af the search cannot be carried out. 
iiity of searsh and g y strategies 
In this section we prove that the Questioner can win each of the games 
G:n,([O, 11, W, G:,w{l,. . . , n) and G&.,(N) for all n and M iff p C 5. In order 
to prove the feasibility of search for p < $, we propose greedy winning strategies of 
the Questioner which are proved to have complexity O(C) and 
Searching with known error probability 189 
positive a! and j3. This relative inefficiency induces looking for better algorithms to 
which the next section is devoted. 
Theorem 3.1. The Questioner wins each of thegames GgM([O, 11,1/n), GEM { 1, . . . , n} 
and G&,(N) for all positive integers n, M iff p C i. For p C f he has a polynomial (in 
n ) “greedy” winning strategy. 
Proof. If p 3 3, no information (apart from the first answer which must be true if 
M = 1) can be obtained during the search because even stating the first question 
once and repeating the second question all the time on, the Questioner cannot 
distinguish between sequences of answers following the patterns: true, true, false, 
true, false, true, false . . . and true, false, true, false, true, false. . . . Hence he must 
lose in this case for any n > 2. 
Let p < f. In order to win G&.,([O, 11,1/n) or GEM{ 1, . . . , n}, the Questioner has 
to get m = [log nl bits of information, hence he needs true answers to m queries 
Qr.9 . . . ,4;n. His greedy strategy is asking q1 repeatedly until he is sure of the answer, 
then start repeating q2 etc. 
Suppose ak is the number of instances of queries he needs to state in order to 
get answers to ql,. . . , qk with cert ainty. In order to obtain the first bit, it clearly 
suffices to repeat q1 M times, hence a, = M. Assume k 2 1 and let a be the number 
of false answers and b the number of true answers to the instances of qk+l stated 
before the Questioner can decide about the correct answer. By the rules of the game, 
a s p(ak + a + b) and if b > p( ak + a + b), then he already knows the answer (for 
such b, b answers could not be false). Hence, if c = a + b satisfies the inequality 
then the (k + 1)st bit of information can be obtained. Hence it suffices that c = 
ak+l - ak satisfy 
C>X 
l-2p ak 
which gives aIc+1 s ( 1 - 2p) -’ ak + 1 for any k 3 1. This implies that for sufficiently 
large m and some constant cx 
showing that the Questioner can win the games G&([O, 11,1/n) and GE,{ 1, . . . , n} 
in time polynomial in n. 
We next consider the game Gp.&V). We describe the Questioner’s trategy 
consisting of two stages: the first stage bounding the unknown n in a set (1,. . . , g} 
and the second stage searching in this set. The first stage is performed by asking 
questions n < 2’? for i E N. Let u = [log n] and consider any step i above M. Let s 
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be the number of false answers to queries n c 2”+’ ?, . . . , n c 2’ ? and t the number 
of true answers to those queries. For sufficiently large n, u 3 A4 hence we have, as 
before, s s p( to -b s + t) and if t > p( u + s + t), then the Questioner can bound n with 
certainty. This implies that if c = s + t exceeds 2p( u + c), then the bounding stage 
is completed. Thus it requires at most 
eS(&+l) u+lsdlogn+l 
steps (d = ( 1 - 2~)~‘) arid the Questioner locates n in { 1, . . . , g} for 
gSn*2 (2p/(l-2~)) log n+l = znd_ 
The argument for the second stage is similar as in the previous part of the proof. 
However, now e queries have been already stated during the first stage hence- 
keeping previous notation- we can only argue that a s p( e + ak + a + b) and that if 
b > p( e + ak + a + b), then the (k + 1)st bit of information can be obtained. This 
implies, similarly as before, that it suffices to assure the inequality 
Hence *ye can take 
1 c-ak+*e+l ak+l l-2p l-2p 
and 
2P s-eel. 
a’ l-2p 
Since e c du + 1, we have, for sufficiently large u and for some constant r, 
a+ru, ak+l s dak + rtl. 
Taking m = [log g 1 G [log 2nd 1 the Questioner needs to state a, queries to complete 
the second stage. We have 
Since u s m, this implies that, for sufficiently large m and some constants A, B, C, 
am < A”-’ < A“‘@ = &c_ 
Since the first stage took only time O(log n), we can conclude that the entire search 
can be carried out in time polynomial in n. 0 
. The above “greedy” strategy requires at least n-‘Og(‘-p) queries in 
the worst case for any of the games G$,,,([O, 11,1/n), G&(1,. . . ) n), G~&4). 
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Proof. We will show (even for M = 1) a very simple Responder’s counter-strategy 
which forces the Questioner to use at least n-‘oB”-p) queries in order to obtain 
m = [log n 1 bits of information. This clearly implies our result for all three games. 
This strategy of the Responder is to always say the truth. Let uk denote as before 
the number of instances of queries necessary to obtain the first k bits of information. 
Let c be the number of repetitions of the (k + 1)st query. The Questioner cannot 
obtain the (k + 1)st bit of information as long as 
c 
-Sp. 
aI; + c 
because, for such c, c answers could be false since the preceeding ak answers were 
all true. It follows that 
hence, 
1 
Qfc+r ’ 1 _p Q/c- 
Since a, 3 1, this gives 
Q, > (LJ > (LJogn = n-‘og”-P). I-J 
The above result shows that the Questioner’s greedy searching strategy is not 
efficient. In order to obtain time O(log n) the method of searching needs to be 
refined. This will be described in the next section. 
4. Better searching strategies 
In this section we prove that the Questioner can win each of the games 
G$M(CR nwd,G~h4L.*, n} and Gz,M (N) in time O(log n). For the continuous 
game we can show it for any p <i while in the discrete case we require p < $. The 
main idea of the proof is to show an O(log n) function E:N+N such that for 
sufficiently large n the number 0 of questions ufficient o cope with E(n) errors 
does not exceed E( n)p. While asking these questions only p l Q errors could appear 
and thus at most E(n) of them. Hence these 0 questions can handle all errors and 
the search can be carried out. 
Theorem 4.1. (A) If p c 4, the Questioner can win the game G&,([O, 11, l/n) for any 
M and n in time O(log n). 
(B) rf B <f, the Questioner can win the game G&(1,. . . , n) for any M and n in . 
time O(log n). 
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(C) If p c f, the Questioner can find an integer n winning the game G&.,(N) for 
any M and n in time O(log n). 
Proof. (A): We will show an O(log n) function E :N + N such that for su 
large n 
Since, for sufficiently large n, Q&l/n, E (3)) 2 M, at most p Qcon( l/n, E(n)) 
answers can be erroneous in a series of length &( l/n, E(n)). Stating 
QconOh E(n)) q ueries, it is possible to perform the search with accuracy l/n if 
up to E(n) answers are faulty. Inequality (*) shows however that the number of 
admissible rrors does not exceed E(n) in this series, hence the Questioner can win 
the game GzM([O, 11,1/n) in &(1/n, E(n)) questions. Thus he can do so in time 
O(log n). l 
Let E(n) = (2/lag k) log n (k from Lemma A.2 in the Appendix). For large n and 
a > 2 we have (by Lemma A.2) 
Putting a = l/p we have a > 2, hence the above inequality gives 
which implies (*) in view of Theorem 2.1 (i). 
(B): Similarly as before, it is enough to show an O(log n) function E :N + N such 
that for sufficiently large n and p c;: 3 
(**I P 9 Qdn, E(n)) s E(n)- 
This time we do not have the exact value of QdisC( n,E(n)), but only the estimates 
from Theorem 2.l(ii). In order to prove (**), it is thus enough to show a function 
E : N + N satisfying 
p)lP-E(n) > n 
- (( 
EWP - EW 
. E(n) 
for sufficiently large n. 
Putting a = l/p - 1 we have a > 2 and, for E(n) = (2/lag k) log n, we get 
aE(n) 
(i:‘“‘)) 
>y1 
a -93 
E(n) 
for large n, as in part (A). This proves (**). 
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(C): As in the proof of Theorem 3.1, the Questioner’s trategy consists of two 
stages: first bounding the unknown n in a set (1, . ., . , 8) and then searching in 
11 , . . . , g}. As before, the first stage is performed by asking questions n < 2’? for 
i E N. The argument used in the pruof of Theorem 3.1 shows that for large n the 
first stage requires e s d log n + 1 queries and g and can be taken at most 2n“, where 
d = (l-2&-‘. 
For the second stage we argue similarly as in part (B). However, since e = log g 
queries have already been stated at the first stage, we now need to satisfy (for 
sufficiently large g) 
P l (Q~d& 
i.e., 
Qadg, E(g)) s’ E(g) -log g- 
P 
Let h = l/p. Since h > 3, for some E > 0 we have h* = h - 8 > 3, hence, for sufficiently 
large r, the function E :N + N given by E (g j = Y log g satisfies 
hE(g)-logg=(hr-l)logg~h*rlogg=h*E(g). 
Hence it suffices to satisfy 
(***) Qdisck, E(g)) s h”E(g). 
for large g. Take 
a=h*-1>2 and E(g)=rlogg we have 
r as above and larger than 2/( log k) (k from Lemma A.2). Putting 
2 g for large g, 
as in part (A). Hence, 
2h*Ets)-E(s), h*EW - E(g) -g E(g) 
which implies (***) in view of Theorem 2.1 (ii). 
This shows that the second stage can be completed usirig at most 
h*E(g)=h*rlogg=h*r(dlogn+l) 
queries, whence the Questioner can determine n winning the game G&,(N) in time 
O(log n). El 
Remark 4.2. Let us note that in the case of continuous search the situation is 
completely understood: for p - 2 d the Questioner loses and for p c $ he wins as fast 
as is possible-using O(log n) queries. The discrete search (both bounded and 
unbounded) seems somewhat more obscure: we show the efficient O(log n) search 
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only for p < 4, the best result we have for 4~ p < 5 being the greedy sZ( nS ) strategy. 
In fact, it is impossible to extend our reasoning based on Theorem 2.1 (ii) to the 
case 2 < p < 4. Already for p = & we have a = l/p - 1 = 2 and for any function E :N + IN 
we get 
Hence, the upper bound from Theorem 2.l(ii) is too weak to provide a function E 
satisfying 
fQ&n, EWW E(n) 
for large n and thus to extend the previous argument even for p = 4. 
It was conjectured in [6] that this upper bound could be improved but for some 
special cases (E constantly 1) the values of Qdis,(q E(n)) are actually equal to this 
upper bind for some n [see [2]) which indicates that improving may be difficult. 
The problem whether the Questioner can win the game G&,(1,. . . , n) or the game 
G&&-I) with unknown integer n using O(log n) queries if f s p (1 remains open. 
5. Wlvrbabilistic algorithms 
In the present section we study the games G,J[O, 11,1/n), G,,4{1,.  . , n} and 
G&N). According to the remark in Section 2, we consider only values of error 
probability p s 5 without loss of generalitv. A technique is described which allows 
to transmit he results from Section 4 to tAle probabilistic setting. Using it we show 
that the Questioner wins the continuous riearching ame with any fixed reliability 
q < 1 using O(log n) queries for any p (5. Likewise, he wins both discrete games 
with q < 1 using O(log n) queries provided that p c $. The same transition technique 
could be used to describe a polynomial-time greedy winning strategy based on 
Theorem 3.1. However, the following more precise analysis hows that the questioner 
can win with any reliability q < 1 in time O(log2 n) for any p c i. 
Theorem 5.1. Let p s $. The Questioner wins each of the games GJ[O, 11, 11 n), 
GP&, l l l 3 IO> and GP,4 (IV) with any jixed reliability q < 1 and for any n E N iff p < $- 
as a “greedy” winning strategy using O(log2 n) queries. 
roof. First observe that if p = 4, no information whatsoever can be obtained durjng 
th,a querying process, so the Questioner can only guess the unknown integer at 
random and he can do so with reliability I/n in the case of continuous and discrete 
bounded queries (assuming that the Responder has no preference to choose a given 
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element). In the case of discrete unbounded search there is no way of defining a 
uniform probability distribution on N and thus to precise the reliability of the 
Questioner’s random guess. 
Assume p c 5 and fix a reliability q < 1. Since erroneous answers to particular 
questions in a series are independent events, the outcome of the querying procedure 
has a binomial distribution with probability of success p. Let Sk be the number of 
errors in a series of k answers By Chebyshev’s inequality we have 
foranyE)O.Let&=($-p)/2.Hence,p’=p+E<~andISklk-pl<&impliesSkC~k 
which gives 
for c= 16p(l -p)/(l-2~)~. 
This shows that the fraction of errors in a sufficiently long series of answers can 
be bounded by a constant <$ with arbitrarily high probability < 1 D 
In order to win the games GP,q ([0, 11,1/n) or G,,9{ ]c, . . . , n), the Questioner needs 
m = [log n 1 bits of information, hence he needs true answers to m queries. His 
greedy strategy consists in repeating the first query until he knows the answer with 
reliability at least qljm, then repeating the second query until this reliability is 
obtained and so on. In the end he gets all m answers with reliability at least 
(q”“)” = q which means that he wins the respective games. 
We now have to estimate the number of repetitions for each query. Let this number 
be equal to k = f (m). It is enough to assure that 
P(& <J?k) 2 q*/” for some PC:, 
because then the majority answer can be taken with sufficient reliability. Hence we 
want to satisfy 
for sufficiently large m. 
Since for any constants c, t 
( > 
x 
lim 1-t 
1 =- 
e c/r) _ X+00 
it follows that tbr sufficiently large fixed r we have lim,,, (1 - c/(m))” > q. Hence, 
taking f (m) = rm for this constant we can satisfy (*) for sufficiently large m. Thus 
it suffices to repeat every question r log 10 times for large n which implies that the 
above greedy searching algoAnnl CUE be carried out in time 0(log2 n). 
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It remains to consider the game GP,#J). As usual, the Questioner’s winning 
strategy consists of two stages: first bounding the unknown n in a set (1,. . . , g} 
and then searching in this set. Let k be such that 
P(&<jik)aG for some p<p<$. 
The bounding stage of the game GJIV) should be played as in the game GP,JtV). 
Thus the unknown n will be bounded in the set (1,. . . , 2nd} with probability at 
least fi and at most d log n + 1 queries will be used (d = (l-2@)-‘). Next the 
Questioner plays the game G,,,J~{~, l l . , 2nd} which he can win in O(log* n) steps. 
The total number of queries he uses is O(log* n). The bounding stage succeeds with 
probability at least fi and the bounded search succeeds with conditional probability 
east fi provided the first stage succeeds. Hence the whole search succeeds with 
probability at least q. This implies that the Questioner wins the game GP,#J) finding 
the unknown n in time O(log* n). Cl 
The next result yields O(log n) winning strategies of the Questioner for the games 
G3,J[9 11, I/ 4, Gjv,qU, l l -3 n} and GP,4 (IV) with any reliability 4 c IL. For the con- 
tinuous game our argument works for any p ~5, hence in this case the result is 
strictly better than the previous one. For the discrete games we require a sharper 
assumption, namely p < $. The proof is a transition from Theorem 4.1 based on 
Chebyshev’s inequality. 
Theorem 5.2. (A). If p < f, the Questioner can win the game GJ[O, 11,1/n) for any 
q c 1 and any n in time O(log n). 
(B) Ifp < f, the Questioner can win the game GP ,{l, . . . , n) for any q < 1 and any * 
n in time O(log n). 
(C) lfp < 5, .&e Questioner can cfind an integer n winning the game GP,4 (N) for any 
q< 1 and any n in time O(log n). 
Proof. We indicate a method which allows to deduce our present result from the 
respective cases of Theorem 4.11 e 
(A): Keeping the notation from the proof of Theorem 5.1 we have 
for c= 16p(l -p)/(l- 2p)* and some PC;. Taking k+(l-q) we get 
It follows that the assumptions underlying the game @&([(I, i], l/n) are satisfied 
with probability at least q. Since the Questioner wins the former game for any k 
(log n) queries, the same is true for the game GP,,(fO, 11, l/n). 
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(B) and (C): Let p c f, E = (i - p)/2, p’ = p + 8 < f. Similarly as before, 
J?(&+)+ 
for c’= 36p(l -p)/(l -3~)‘. The rest works as in p;a~ (A). q 
We suggest the following as the main open question resulting from our discussion. 
Problem. Do there exist O(log n) Questioner’s wirming strategies in the games 
Gp,,& l ’ l 9 n) and GP,#) for every reliability q c 1 and all positive integers n with 
error probability is p < I? 
We finally proceed to the formulation of the respective probabilistic searching 
algorithms. We give only the most efficient strategy we have in each case, hence the 
five algorithms shown in Table 1 are presented. Similar algorithms are formulated 
simultaneously, indicating steps where they differ. The correctness and complexity 
of the respective algorithms follow easily from previous proofs. 
Table 1 
continuous 
discrete bounded 
discrete unbounded 
Algorithm 2 
O(log n) 
Algorithm 3 
O(log n) 
Algorithm 1 
O(log* n) 
’ Algorithm 5 
O(log n) 
Algorithm 4 
O(log* n) 
Algorithm 1. An algorithm to find x E (1,. . . , n} with error probability p < $ and 
reliability q < 1. It uses 0(log2 n) comparison queries. 
Input: 
n: size of the search space, 
P: error probability, 
4: reliability. 
Output: unknown element x (correct with probability at least q). 
0) &45--PK% 
(2) c+p(l -pVE2; {see proof of Theorem 5.1) 
(3) m+ [log nl; 
(4) kc I-c/(1--q’/“)]; {f or series of answers of length 13 k we have P(S, a$) 3 
4 1’m for some p C f} 
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(5) do the usual binary comparison search in (1,. . . , n}, repeating each question 
k times and taking the majority answer. {each time the majority answer is correct 
with probability at least q”” which makes the final answer correct with probabil- 
ity at least q} 
Before formulating O(log n) algorithms for continuous and discrete bounded 
search we describe O(log n) winning strategies A* and B* for the games 
G&&O, 11, WO and G$A.. . 9 n} respectively. Those subalgorithms use in turn 
strategies for the continuous and discrete bounded search considered in [d]. As we 
mentioned before, the number E of errors was assumed there not to depend on the 
number of answers. We denote by P&( l/ n, E) and P’isc( n, E) the procedures from 
[6] for E errors in the continuous and discrete bounded search respectively. 
Subalgorithms A* and B*. A* finds a real x E [0, l] with accuracy l/n and l%* finds 
anxE{l,..., n}. Both work under the assumption that for any r 2 M there are at 
most pr errors in the initial series of r answers with constants p<i for A* and p c f 
for B*. Both use O(log n) comparison queries. 
Input: 
n: inverse of accuracy in case of A* and size of the search space in case 
of B”, 
P: fraction of errors, 
M: lower bound of the length of series for which the fraction of errors 
holds. 
output: 
A*: set of measure &! containing the unknown X, 
B*: unknot Al element X. 
(I) m+-max(n,2”); {to get Qco,(l/m,E(m)), Qdi,,(m,E(n))*.M even for E=O; 
the search is then carried out with m replacing n} 
(2) A*: 4 + l/p; B*: Q + l/p - 1; {see the proof of Theorem 4.1 where the difference 
between the continuous and discrete case is explained} 
(3) k+ (a - l)“-‘/($~)~ (see the proof of Lemma A.2) 
(4) E+2/(log k) log m; (to get P l Qcon(Vm, El, P l QdVm, El 6 El 
(5) A* : apply P,,,( l/ m, E); B*: apply Pdisc( m, E); {the number of possible errors 
does not exceed the number of errors wc can cope with}. 
The next two algorithms are easy to formulate using A* and I%‘*. 
Algorithms 2 and 3. Algorithm 2 finds a real x E [0, 1] with accuracy II jn and 
Algorithm 3 finds an x E { 1,. . . , n}. They both work with reliability q < 1 and use 
O(log n) comparison queries. Algorithm 2 works for error probability p < $ and 
Algorithm 3 for p cf. 
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Input: 
output: 
3: the 
least q). 
n: inverse of accuracy in case of Algorithm 2 and size of the search space 
in case of Algorithm 3, 
Pi error probability, 
4: reliability. 
Algorithm 2: a set of measure s l/n containing the anknown x; Algorithm 
unknown element x (in both cases correct with probability at 
(1) Algorithm 2: E * (&p)/2; Algorithm 3: E + ($-p)/2; 
(2) c+p(l -p)/~‘; {the proof of Theorem 5.2) 
(3) P+p+e; 
(4) k + [c/( 1 - q)]; {for series of answers of length 13 k we have P(S, ~pi: 3 q} 
(5) Algorithm 2: apply Subalgorithm A* with input n, p, k 
Algorithm 3: apply Subalgorithm B* with input n, ii, k {the rules of games 
G&W, 11, WQ and G&U,. . .s n} are respectively satisfied with probabili 
at least q}. 
We finally give a simultaneous formulation of two algorithms to perform the 
discrete unbounded search. Algorithm 5 has more restrictive assumptions on input 
error probability but has better performance than Algorithm 4. 
Algorithms 4 and 5. Algorithms to find an unknown integer n with reliability q < 1. 
Algorithm 4 works for error probability p c $ and uses 0(log2 n) comparison queries. 
Algorithm 5 works for error probability p < $ and uses O(log M) comparison queries. 
Input: 
p: error probability, 
4: reliability. 
Output: unknown integer n (correct with probability at least q). 
0) 
(2) 
(3) 
(4) 
( ) 5 
(6) 
Algorithm 4: ~+($p)/2; 
Algorithm 5: E + (&p)f 2; 
c + p( 1 --p)/~~; {see the proofs of Theorems 5.1 and 5.2) 
p+p+&; 
kc [c/(1 -al; if or series of answers of length Ia k we have P(SI G pl) 2 fi} 
i + 0; j + 0; {i: total number of answers, j: number of positive answers during 
the bounding stage} 
while (ic k or jspi) do 
begin 
ici+*; 
ask n <2’?; 
if answer = yes then j + j + 1 
end; {zifer termination of the Poop, one of the j positive answers is correct with 
probability at least &$ hence P( n E (1, . . . ,2”}) 2 fi} 
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(7) Algorithm 4: apply Algorithm 1 with input 2’, p, fi; 
Algorithm 5: apply Algorithm 3 with input 2’, p, fi; 
{the rest of the search is completed with conditional proba rovi 
nE{l,..., 2’}, so the entire search succeeds with probability at least q}. 
. It is easy to see that the execution of Algorithms 1,2 and 3 will always 
terminate. This is not the case for Algorithms 4 and 5. Loop (6) may fail to terminate 
because condition j > j% may never be satisfied. This means however that for a large 
i the fraction of errors exceeds p’ which can only occur with probability less than 
l-4. An artifi ial breaking could be imposs 4 in this case. 
6. Conclusions 
We have shown algorithms of discrete and continuous interactive comparison 
search working in logarithmic time with arbitrarily high reliability q < 1 whenever 
error probability p is less “than f. Since the latter condition holds in all practically 
used information channels we can conclude that the presence of random noise 
during the transmission of answers to queries increases the length of the searching 
procedure only by a constant factor. 
Lemma A.1. If a > 2, then 
(a-l)“-‘>1 
(;a)” l 
Proof. It is enough to show that, for Q > 2, 
Since for Q = 2 the equality holds, it suffices to show that the left side function has 
a larger derivative than the right side for ti > 2. Indeed, for u > 2, !n(a - 1) + 1 > 
ln$2+1. Cl 
Let E 3-Y + N be an arbitrary function such that lim,,_,k, E St n) = +-a and 
let o 2 2. l%ere exist positive consrants cl, c2 and a constant k >, 1 zuch that for 
suficiently large n 
. 1 kE(n) s 2aE(n) 
c2 E(n) Wn) s cl E( n) l kE? 
E(n) 
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roof. By Stirling’s formula, for any positive constant c the ineq 
2 0 (&(~))cE(“)+1/2 0 e-cE(n)< (~E(n))!~3(~~(rs))‘F’“)+‘/*. e+E(n) 
hold for sufficiently large n. From now on we write E instead of E(n). Since 
we have, for sufficiently large I?, 
s $aE 
EE+~/*((~ _ l)E)@-1)E+1/* 
($aE)aE+’ 
On the other haad, 
hence, for large n, we get 
ai” E+W((a _ d)E)(a_1)E+l/* 
9 E($zE)“~+’ 
Clearly, 
q=i&i and c2=ie 
are positive constants and 
by Lemma A.1. Cl 
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