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A class of random hazard rates, which is defined as a mixture of
an indicator kernel convolved with a completely random measure, is
of interest. We provide an explicit characterization of the posterior
distribution of this mixture hazard rate model via a finite mixture
of S-paths. A closed and tractable Bayes estimator for the hazard
rate is derived to be a finite sum over S-paths. The path characteri-
zation or the estimator is proved to be a Rao–Blackwellization of an
existing partition characterization or partition-sum estimator. This
accentuates the importance of S-paths in Bayesian modeling of mono-
tone hazard rates. An efficient Markov chain Monte Carlo (MCMC)
method is proposed to approximate this class of estimates. It is shown
that S-path characterization also exists in modeling with covariates
by a proportional hazard model, and the proposed algorithm again
applies. Numerical results of the method are given to demonstrate its
practicality and effectiveness.
1. Introduction. In reliability theory and survival analysis a hazard rate
λ(t) is interpreted as the propensity of failure of a system (or an item) in
the instant future given that it has survived until time t. In general, the
function has a wide variety of shapes. The simplest case of a constant haz-
ard rate corresponds to an exponential lifetime distribution for the system.
Cases of increasing or decreasing hazard rate, broadly speaking, correspond
to lifetime distributions that are of a lighter or heavier tail, respectively,
compared to an exponential distribution. There is a substantial amount of
literature about estimation of monotone hazard rates from a frequentist
viewpoint. They include, for example, the pioneering work of Grenander
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[17] and Prakasa Rao [47], extensions of their work to different censoring
schemes by Padgett and Wei [46] and Mykytyn and Santner [45], a con-
strained spline smoothing technique by Villalobos and Wahba [49], work
of Lo and Phadia [42] and Huang and Wellner [26] based on the least con-
cave/greatest convex minorants, and a kernel-based method by Hall, Huang,
Gifford and Gijbels [19].
A Bayesian nonparametric approach to this important problem is to use
the fact that a monotone hazard rate on the half line R = (0,∞) may be
written in the form
λ(t|µ) =
∫
R
I(t < u)µ(du),(1)
where I(A) is the indicator function of a set A and µ is modeled as a random
process. Draˇgichi and Ramamoorthi [13] establish the strong and weak con-
sistency of the posterior distribution of these hazard rates for various choices
of µ. The consistency of the Bayes estimate follows as a consequence. This is
important as it shows that such models yield viable estimators and, hence,
alternatives to the approaches mentioned earlier. This approach was first
utilized by Dykstra and Laud [14], wherein µ is modeled as an extended or
weighted gamma process. Lo and Weng [41], specifying a weighted gamma
process [38] for µ and replacing the indicator function in (1) by more general
kernels k(t|u), provide explicit posterior analysis for hazard rates with more
general shapes, that is,
λ(t|µ) =
∫
R
k(t|u)µ(du).(2)
Their analysis, paralleling that of Lo [39], shows that, for general kernels,
the posterior distribution can be characterized in terms of random par-
titions, say, p = {C1, . . . ,Cn(p)}, of the integers {1, . . . , n} related to the
Chinese restaurant process. Here for exchangeable observations X1, . . . ,Xn,
Cj = {i :Xi = X
∗
j }, for n(p) ≤ n unique values X
∗
1 , . . . ,X
∗
n(p). This is for-
mally obtained from a posterior distribution which is a mixture of the Po´lya
urn distribution [7]. See [30] for a recent discussion of these models relative
to the Dirichlet and gamma processes in a semi-parametric context. It is now
recognized in Bayesian statistics and spatial statistics that other model spec-
ifications for µ may be of interest. Such generalizations of (2), also known
as Le´vy moving averages, are discussed in, for instance, [50]. James ([32],
Section 4), in analogy to Lo and Weng [41], provides a partition-based rep-
resentation of the posterior distribution for the case where µ is a completely
random measure [36, 37] or related model.
While models in (1) are special cases of (2) and, hence, they have a pos-
terior distribution expressible in terms of random partitions, Dykstra and
Laud [14] and Lo and Weng [41] showed that these models actually have a
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considerably less complex representation in terms of what are called S-paths.
Quite specifically, S-paths are combinatorial structures which, relative to p,
only contain information about the maximal element and size of each cell Cj .
This phenomenon is discussed in more detail in the case of monotone den-
sities in [10]. In this work we note the fact that the occurrence of tractable
S-paths for monotone hazard rates is due to the nice features of the indicator
kernel. Hence, using this fact, we are able to refine the partition-based re-
sults of James [32] to show that all such monotone hazard rates have S-path
structures. This represents the first explicit characterization of this type.
The main attractive feature is that the space of S-paths is considerably
smaller than the space of partitions (see Table 2 in the Appendix). Hence,
it has been recognized that if one could efficiently sample S-paths in this
context, this would lead to more parsimonious methods for inference. How-
ever, it turns out that the design and implementation of efficient numerical
methods utilizing S-paths are not that obvious. Section 3 presents an effi-
cient MCMC method for sampling directly S-paths induced by monotone
hazard rates. We shall also extend this to the semi-parametric setting of a
proportional hazard model with covariates in Section 6.
2. A posterior distribution of a monotone hazard rate model via S-paths.
This section concerns Bayes estimation of a decreasing hazard rate on the
half line R, defined by (1), wherein µ is taken to be a completely random
measure without drift on R. The law of µ is uniquely characterized by the
Laplace functional
Lµ(g|ρ, η) = exp
[
−
∫
R
∫
R
(1− e−g(u)z)ρ(dz|u)η(du)
]
,(3)
where g is a nonnegative function on R. We say that µ is characterized by an
intensity measure ρ(dz|u)η(du), as it can be represented in a distributional
sense as
µ(du) =
∫
R
zN (dz, du),
where N (dz, du) is a Poisson random measure, taking on points (z,u) in
R×R, with mean intensity
E[N (dz, du)] = ρ(dz|u)η(du),(4)
such that, for any bounded set B on the half line,
∫
B
∫
Rmin(z,1)ρ(dz|u)×
η(du)<∞.
Suppose we collect observations T= (T1, . . . , TN ) from N items with haz-
ard rates given by (1) until time τ , so that T1 < · · · < Tn < τ denote the
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completely observed failure times, and Tn+1 = · · · = TN ≡ τ are the right-
censored times. Define
gN (u) =
∫ τ
0
[
N∑
i=1
I(Ti ≥ t)
]
I(t < u)dt,(5)
and µ(gN ) =
∫
R gN (u)µ(du) =
∫ τ
0 [
∑N
i=1 I(Ti ≥ t)]λ(t|µ)dt, where
∑N
i=1 I(Ti ≥
t) is called the total time transform [4]. Assuming a multiplicative intensity
model [1, 2], the likelihood of the data is
N !
(N − n)!
[
n∏
i=1
∫
R
I(Ti < ui)µ(dui)
]
exp[−µ(gN )].(6)
(See Remark 2.2.) Noticing that this is a special case of the Le´vy mov-
ing averages model considered in [32] with a general kernel replaced by the
indicator function, we can describe the posterior distribution in terms of par-
titions of n integers (given in the Appendix). Due to the special structure of
the indicator kernel [see (24)], we recognize from the posterior distribution
that the information carried by a partition about the remaining members
other than the maximal element in any cell is irrelevant. In other words,
only the maximal element and the size of each cell is sufficient for this prob-
lem. To summarize the information, we can define an integer-valued vector
S= (S0, S1, . . . , Sn−1, Sn) (see [10, 14]), referred to as an S-path (of n+1 co-
ordinates), which satisfies (i) S0 = 0 and Sn = n; (ii) Sj ≤ j, j = 1, . . . , n− 1;
and (iii) Sj ≤ Sj+1, j = 1, . . . , n− 1. A path S is said to correspond to one or
many partitions p, provided that (i) labels of the maximal elements of the
n(p) cells in p coincide with locations j at which Sj > Sj−1, and (ii) the size
ei of the cell Ci with a maximal element j is identical to mj = Sj − Sj−1,
for all i= 1, . . . , n(p) (see [10] and [22] for more discussion).
Define fN (z,u) = gN (u)z. Given the data T, assume that
κi(e
−fNρ|u) =
∫
R
zie−gN (u)zρ(dz|u)<∞,(7)
for any integer i≤ n and a fixed u > 0. Write
∑
S as summing over all paths
S of the same number of coordinates, and
∏
{j :mj>0} and
∑
{j :mj>0} as∏n
j=1:mj>0 and
∑n
j=1:mj>0 conditioned on S, respectively.
Theorem 2.1. Suppose the likelihood of the data is (6), and µ is a com-
pletely random measure characterized by the Laplace functional (3). Then
given the data T, the posterior law of µ can be described by a three-step
experiment:
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(i) An S-path S = (0, S1, . . . , Sn−1, n) has a distribution Z(S) = φ(S)/∑
S φ(S), where
φ(S) =
∏
{j :mj>0}
(
j − 1− Sj−1
j − Sj
)∫ ∞
Tj
κmj (e
−fNρ|y)η(dy).(8)
(ii) Given S, there exist
∑n
j=1 I(Sj >Sj−1) independent pairs of (yj ,Qj),
denoted by (y,Q) = {(yj ,Qj) :mj > 0, j = 1, . . . , n}, where yj|S,T is dis-
tributed as
ηj(dyj |S,T)∝ I(Tj < yj)κmj (e
−fNρ|yj)η(dyj)(9)
and
Pr{Qj ∈ dz|S, yj ,T} ∝ z
mje−gN (yj)zρ(dz|yj).(10)
(iii) Given (S,y,Q), µ has the distribution of µ∗N +
∑
{j :mj>0}Qjδyj ,
where µ∗N is a completely random measure characterized by e
−gN (u)zρ(dz|u)η(du).
Remark 2.1. The finiteness condition in (7) guarantees the existence
of the posterior distributions of Qj |S, yj in statement of (ii) in Theorem 2.1.
Corollary 2.1. Theorem 2.1 implies that the posterior mean of the
decreasing hazard rate (1) given T is given by, for t ∈ [0, τ ],
E[λ(t|µ)|T] =
∫ ∞
t
κ1(e
−fNρ|y)η(dy) +
∑
S
Z(S)
n∑
j=1
λj(t|S),(11)
where κi(e
−fNρ|y), i= 1, . . . , n, is defined in (7), Z(S) is given in Theorem
2.1 and
λj(t|S) =
∫∞
max(t,Tj )
κmj+1(e
−fN ρ|y)η(dy)∫∞
Tj
κmj (e
−fN ρ|y)η(dy)
(12)
if mj > 0, otherwise 0.
With the posterior consistency result of Draˇgichi and Ramamoorthi [13],
the consistency of this Bayes estimate can be obtained via the same ar-
gument used in Corollary 1 of [6]. In addition, this path-sum estimator is
always less variable than its counterpart in terms of partitions due to the
following Rao–Blackwellization result, which states that p|S,T is uniformly
distributed over all partitions that correspond to the given path S. (See the
proof of Lemma 2.1 in [10] for this total number.)
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Lemma 2.1. Suppose S|T ∼ Z(S). Then there exists a conditional dis-
tribution
π(p|S,T) =
1∏
{j:mj>0}
(j−1−Sj−1
j−Sj
) , p ∈CS,(13)
where CS is the collection of all partitions that correspond to path S.
Remark 2.2. As discussed in [32], Section 4 (see also [3], Section III.2),
the multiplicative intensity model captures a large variety of models that ap-
pear in event history analysis. Bayesian analysis for models under different
censoring schemes, such as left truncation together with right censorship,
and random censoring at different time points, follows similarly as the like-
lihoods differ slightly from (6).
Remark 2.3. One may model a “bathtub” or U -shaped hazard rate
with a minimum at a by [41]
λ(t|a,µ) =
∫
I(|t− a| ≥ u)µ(du),
and obtain a posterior distribution characterized by S-paths. In particular,
the posterior law of (a,µ) can then be jointly described by the posterior laws
of a and µ|a, where the latter follows naturally as a path characterization
for a fixed a; see [10] and [23] for estimation in similar mixture models.
3. The Markov chain Monte Carlo method. This section introduces an
MCMC path-sampler to efficiently compute the hazard estimate (11) (and
in general sums over S-paths that appear in many other aforementioned
problems). The algorithm samples a Markov chain with a unique stationary
distribution Z(S) in a state space as the collection of S-paths of n + 1
coordinates. It is named an accelerated path (AP) sampler as it is designed
to accelerate a straightforward Gibbs sampler [16] in the sense that the
algorithm allows more efficient movements among different S-paths.
A straightforward Gibbs sampler, which has a stationary distribution pro-
portional to φ(S) [see (8)], can be defined [22]: Each Gibbs cycle consists of
sampling Sr|S−r, where S−r = (S1, . . . , Sr−1, Sr+1, . . . , Sn−1) is the “deleted-
r” vector, and cycling through r= 1, . . . , n−1. The conditional probabilities
are
Pr{Sr = j|S−r} ∝ φ(0, S1, . . . , Sr−1, j, Sr+1, . . . , Sn−1, n),
for j = Sr−1, Sr−1 + 1, . . . , Sr+1 − 1, Sr+1 (subject to the definition of an S-
path). At step r, Sr would remain unchanged if Sr−1 = Sr+1. This retards
the convergence of the chain to its equilibrium state, and thus results in poor
approximations of sums over S-paths. The above phenomenon motivates us
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to accelerate this na¨ive chain in accordance with an increasing number of
possible movements among the state space within any step. Noticing that
each step of the Gibbs sampler is equivalent to re-determinations of the two
increments mr and mr+1 at locations r and r + 1, respectively, our idea is
to replace mr+1 by some other mq such that, at any step, it is relatively less
likely that the resulting chain is bounded to remain unchanged. Suppose
q > r denotes the next location at which mq = Sq − Sq−1 > 0.
Algorithm 3.1 (Accelerated path sampler). A Markov chain of S-
paths (of n + 1 coordinates), which has a unique stationary distribution
Z(S) = φ(S)/
∑
S φ(S) with φ(S) given by (8), can be defined by a transition
cycle of n− 1 steps:
(i) At step r, suppose S= (0, S1, . . . , Sr−1, c, . . . , c, Sq, . . . , Sn−1, n), where
Sr−1 ≤ c≤min(r,Sq−1). Smoves to (0, S1, . . . , Sr−1, j, . . . , j, Sq, . . . , Sn−1, n)
with conditional probability proportional to
r− Sr−1
Sq − 1− Sr−1
∫ ∞
Tq
κSq−Sr−1(e
−fN ρ|y)η(dy),(14)
if j = Sr−1; otherwise, if j ∈ {Sr−1 + 1, Sr−1 + 2, . . . ,min(r,Sq − 1)}, with
probability proportional to(
Sq − Sr−1− 2
Sq − j − 1
) q−1∏
i=r+1
(
i− j
i− Sr−1
)
(15)
×
∫ ∞
Tr
κj−Sr−1(e
−fN ρ|y)η(dy)×
∫ ∞
Tq
κSq−j(e
−fNρ|z)η(dz).
(ii) Repeat step (i) for r = 1,2, . . . , n− 1 to complete a cycle.
Starting with an arbitrary path S(0), and repeating M cycles according
to the above scheme, gives a Markov chain S(0),S(1), . . . ,S(M) with a unique
stationary distribution Z(S). Then, for large M , the ergodic average
λ̂M (t) =
∫ ∞
t
κ1(e
−fNρ|y)η(dy) +
1
M
M∑
i=1
n∑
j=1
λj(t|S
(i))(16)
approximates the hazard estimate (11) [44].
The validity of the AP sampler is justified by an idea in [20] or [48] (see
[22] for a proof in more detail in the gamma process case). One could al-
ways define a sequence of reducible transition kernels P(r), r = 1,2, . . . , d,
that all have the target stationary distribution. Multiplying them in se-
ries gives a transition kernel P = P(1) × P(2) × · · · × P(d) with the target
stationary distribution (from construction). If the chain defined by P is
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irreducible, as all states communicate, the target stationary distribution
will be unique. At each step r, r = 1, . . . , n − 1(= d), of the AP sampler,
the kernel P(r) is defined by the probability that the chain moves from the
path after step r − 1, S0 = (0, S1, . . . , Sr−1, c, . . . , c, Sq, . . . , Sn−1, n) to S
∗ =
(0, S1, . . . , Sr−1, j, . . . , j, Sq, . . . , Sn−1, n) for j ∈ {Sr−1, Sr−1 + 1, . . . ,
min(r,Sq − 1)}, which is proportional to φ(S∗). That is, S0 communicates
only with paths in the collection defined by {S :S= (0, S1, . . . , Sr−1, j, . . . , j,
Sq, . . . , Sn−1, n), j ∈ {Sr−1, Sr−1+1, . . . ,min(r,Sq−1)}}. With this construc-
tion, the kernel P(r) decomposes the state space of all S-paths of n+1 coor-
dinates into a finite collection of mutually exclusive communication classes
(see Theorem 3 in [15], page 392). One can easily check that each kernel
P
(r), though not irreducible, has a stationary distribution Z(S). More im-
portantly, the chain defined by P= P(1) × P(2) × · · · × P(n−1) is irreducible,
as all states can communicate with the path S= (0,0, . . . ,0, n) within one
cycle. Hence, the AP sampler gives a Markov chain of S-paths with a unique
stationary distribution Z(S).
4. Examples. One can model µ in (1) by a variety of random measures.
Corresponding posterior analyses follow from the results in the previous sec-
tions. This section looks at two explicit examples wherein µ is characterized
by the mean measure,
ρα,β(dz|u)η(du) =
1
Γ(1−α)
z−α−1 exp[−z/β(u)]dz η(du).(17)
This class of random measures generalizes the generalized gamma random
measure proposed by Brix [8], for 0< α< 1 and 0≤ β <∞, or, −∞< α≤ 0
and 0 < β <∞. It includes the weighted gamma process (when α = 0), a
stable law with index 0 < α < 1 (when β =∞), and the inverse-Gaussian
process (when α= 1/2 and β > 0) (see [32]).
4.1. The weighted gamma random measure. If α = 0 in (17), µ is the
weighted gamma random measure with shape measure η and scale measure
β. Corollary 2.1 gives the Bayes estimate of the decreasing hazard rate (1)
according to
κi(e
−fN ρ|u) = (i− 1)!× [β(u)−1 + gN (u)]
−i, i= 1,2, . . . , n.(18)
To apply the AP sampler, one needs to compute conditional probabilities
(14) and (15) that are proportional to
(r− Sr−1)× ξSq−Sr−1(Tq|T)
and [
q−1∏
i=r+1
(
i− j
i− Sr−1
)]
× ξj−Sr−1(Tr|T)× ξSq−j(Tq|T),
respectively, where ξi(t|T) =
∫∞
t [β(v)
−1 + gN (v)]
−iη(dv), i= 1, . . . , n.
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4.2. The stable law. The stable law with index 0< α< 1 appears when
β =∞ in (17). The posterior mean of (1) defined by this class of random
measures follows from Corollary 2.1, and it can be evaluated by implement-
ing the AP sampler, based on
κi(e
−fN ρ|y) =
Γ(i−α)
Γ(1−α)[gN (y)]i−α
, i= 1,2, . . . , n.
5. Numerical results. This section addresses the effectiveness of the AP
sampler for evaluating the hazard estimate (11). In particular, we select a
special case of (1) wherein µ is a gamma process. The posterior analysis
follows from discussions in Section 4.1 with β(·) = 1. Hence, the posterior
mean of the monotone hazard rate reduces to
E[λ(t|µ)|T] = ξ1(t|T) +
∑
S
Z∗(S)
n∑
j=1
[
mj
ξmj+1(max(t, Tj)|T)
ξmj (Tj |T)
]
,(19)
where Z∗(S) ∝
∏
{j :mj>0}(j − 1 − Sj−1)!/(j − Sj)! × ξmj(Tj |T). The com-
plexity in evaluating ξj(t|T) can be reduced by assuming a uniform shape
probability from 0 to 6(≥ τ) for η(·), even though the closed-form expression
is tedious (see [25] for its exact expression). The methodology is tested by
data from a piecewise constant hazard rate model, for which the hazard rate
of an item is
λ(t) =
{
1, 0≤ t < 1,
0.5, t≥ 1.
(20)
Data are generated subject to a termination time τ = 3, such that the cen-
soring rate is about 15%. All simulation results that follow are based on a
Monte Carlo size M = 1000, and an initial path S(0) = (0,1, . . . , n− 1, n).
Remark 5.1. In practice, the implementation of the AP sampler de-
pends heavily on evaluations of the double integral∫ ∞
y
∫
R
zie−gN (u)z ρ(dz|u)η(du), y > 0, i= 1,2, . . . , n,
where, according to (5),
gN (u) =

j−1∑
i=1
Ti + (N − j +1)u, Tj−1 < u≤ Tj , j = 1, . . . , n+ 1,
n∑
i=1
Ti + (N − n)τ, u > τ.
It is important to note that the inner integral, which is defined to be
κi(e
−fNρ|u) in (7), is the conditional cumulant of an (exponentially tilted)
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Fig. 1. MCMC hazard estimates produced by the AP sampler.
infinitely divisible random variable with density of an available form for any
given ρ. Then it follows that the integral may be calculated using a result
of T. N. Thiele, which gives a recursive relation between cumulants and mo-
ments of a random variable (see, e.g., [18] and [43], Section 2.3). See [33],
Section 4.1 and [34], Section 5, for more discussion of this problem appearing
in other contexts.
5.1. Resolution of the AP sampler. This section focuses on the conver-
gence property of the hazard estimate (19) approximated by the AP sampler
as the sample size N increases. Based on nested samples of sizes N = 100,
500 and 1000, MCMC estimates (16) according to (18) are displayed in Fig-
ure 1. The graphs echo the fact that the approximated Bayes estimate of
the decreasing hazard function, λ̂M (t), tends to the “true” hazard rate (20)
as sample size increases. We remark that the drop of the hazard estimates
after t= 3 results from the fact that the estimates are mainly constructed
based on the prior information, as no complete data is observed after that
time point.
5.2. Comparison with other methods. Path-sum estimates of monotone
hazard rates, though they appeared two decades ago, have not received much
attention and are not commonly used due to unavailability of efficient nu-
merical methods; previous attempts by Brunner and Lo [10, 11] and Brunner
[9] are all far from successful due to their incapability of sampling from de-
sired posterior distributions of S-paths in the respective models. On the
contrary, partition-sum counterparts have been used as a substitute [21, 25]
MONOTONE HAZARD 11
Table 1
A large-sample study of MCMC hazard estimates according to 1000 independent
replications of the accelerated path (AP) sampler, of the Gibbs path (gP) sampler and of
the weighted Chinese restaurant process (gWCR) sampler
Average of Standard error of
t MCMC method hazard estimates hazard estimates
at time t at time t
AP 0.9667340 0.0038426
0.5 gP 0.9677822 0.0517161
gWCR 0.9668593 0.0080103
AP 0.8815065 0.0065156
0.99 gP 0.8812967 0.0594452
gWCR 0.8820966 0.0097827
AP 0.8530503 0.0067767
1.01 gP 0.8524295 0.0541091
gWCR 0.8537771 0.0099268
AP 0.3708132 0.0055500
2.0 gP 0.3692810 0.0440281
gWCR 0.3707660 0.0106327
since there are many well-developed numerical methods for sampling par-
titions (see, e.g., [28, 29, 30, 40]). This section aims at comparing MCMC
hazard estimates produced by the AP sampler, the Gibbs path sampler de-
fined in [22] and a Gibbs sampler for partitions defined in [40] (see [25] for
an exact description of the algorithm being applied to this gamma model).
Standard errors of MCMC hazard estimates by the three different methods
are estimated by repetitions of experiment, and are used as the standard of
comparison.
Here the sample size is fixed at N = 100, and there are n= 82 complete
observations in our simulated data set. Markov samples from all the three
Markov chain experiments are collected after a “burn-in” period of 10000
cycles. We compute 1000 independent hazard estimates by 1000 repetitions
of each experiment. These are used to estimate the average and the standard
error of the hazard estimates in the usual manner. The hazard rates λ(t)
at times t= 0.5, 0.99, 1.01 and 2.0 are studied. The points, 0.99 and 1.01,
are near the change point at 1, and they seem to reflect well the effective-
ness and the efficiency of the MCMC methods in the worst case. Table 1
displays the averages and the standard errors of the 1000 realizations of the
MCMC hazard estimates produced by the three methods. At different time
points, the three averages are close to each other, yet the standard errors
vary substantially. The standard error of hazard estimates produced by the
AP sampler is the smallest among all the three methods. On one hand, the
AP sampler definitely outweighs the na¨ive Gibbs path sampler. On the other
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hand, the AP sampler beats the closest competitor, the gWCR sampler, by
a comfortable margin. These show that our “acceleration” scheme works
extremely well.
6. Proportional hazards. The Cox regression model [12] is an important
example of the multiplicative intensity model that can allow incorporation
of covariates, together with right independent censoring, in survival analysis.
For Bayes inference of general hazard rates with the presence of covariates,
see [27, 30, 31, 35], among others. Assume that the underlying hazard defined
on R is modeled by
λ(t|Z,θ, µ) =
∫
R
exp(θTZ)I(t < u)µ(du),
where Z is a covariate vector with parameter vector θ, and λ0(t|µ) =
∫
R I(t <
u)µ(du), same as (1), is a decreasing baseline hazard rate. Suppose we col-
lect data until time τ and the data D= ((T1,Z1), . . . , (TN ,ZN )) summarize
completely observed failure times T1 < · · · < Tn and right-censored times
Ti = τ , i= n+ 1, . . . ,N , associated with covariate vectors Zi, i= 1, . . . ,N ,
with unknown parameter vector θ. Define fN,θ(z,u) = gN,θ(u)z, where
gN,θ(u) =
∫ τ
0
[
N∑
i=1
I(Ti ≥ t) exp(θ
TZi)
]
I(t < u)dt.(21)
Then the Cox proportional hazards likelihood may be written as[
n∏
i=1
exp(θTZi)λ0(Ti|µ)
]
exp[−µ(gN,θ)],(22)
where µ(gN,θ) =
∫
R gN,θ(u)µ(du) =
∫ τ
0 [
∑N
i=1 I(Ti ≥ t) exp(θ
TZi)]λ0(t|µ)dt.
Assume
∫
R z
ie−gN,θ(u)zρ(dz|u)<∞, for i= 1, . . . , n and a fixed u > 0.
Proposition 6.1. Suppose the likelihood of the data is given by (22).
Let π(dθ) denote our prior for θ and independently assume µ is a com-
pletely random measure characterized by the Laplace functional (3). Then
the posterior distribution of µ|θ,D can be described as a three-step hierar-
chical experiment as in Theorem 2.1, of which fN (·, ·) and gN (·) are replaced
by fN,θ(·, ·) and gN,θ(·), respectively.
To evaluate any posterior quantities of model (22), such as the posterior
mean of the underlying monotone baseline hazard rate and the posterior
mean of the covariate parameters θ, run the following Gibbs sampler:
1. Draw S|Q,y,θ,D by implementing Algorithm 3.1 with fN (·, ·) and gN (·)
replaced by fN,θ(·, ·) and gN,θ(·), respectively.
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2. Draw Q,y|S,θ,D according to the analogues of the conditional distri-
butions (9) and (10) in Theorem 2.1 with fN (·, ·) and gN (·) replaced by
fN,θ(·, ·) and gN,θ(·), respectively.
3. Draw θ|Q,y,S,D from the density proportional to
π(dθ)B(θ)
∏
{j :mj>0}
e−gN,θ (yj)Qj ,
where
B(θ) = exp
[
−
∫
R
∫
R
(1− e−gN,θ (u)z)ρ(dz|u)η(du)
] n∏
i=1
exp(θTZj).(23)
Remark 6.1. Note that gN,θ(u) is again a piecewise linear function of
u as gN (u) in the case without covariates (discussed in Remark 5.1). This
does not create any further complexities in evaluating integrals at steps 1
and 2 of the Gibbs sampler. Step 3, which is of the same form as the step
4 (for conditional draws of regression parameters θ) of the blocked Gibbs
algorithm suggested by Ishwaran and James ([30], page 184), can be dealt
with via a Metropolis step.
Remark 6.2. We conclude here that S-paths may be derived from ev-
ery exchangeable random partition p by summation. That is to say, the
general correspondence between these structures is simply a combinatorial
relationship. However, what we are exploiting is the fact that the mono-
tone hazard rates models, due to the presence of the indicator kernel, are
naturally representable in terms of tractable S-path structures. Thus, tech-
nically our approach may be applied to models exhibiting similar structure
(see, e.g., [10, 11, 23, 24]). With this point in mind, we note that recently
James and Lau [33] show that the non-Gaussian Ornstein–Uhlenbeck models
of Barndorff-Nielsen and Shephard [5], which are also special types of Le´vy
moving averages, also exhibit S-path structures which are amenable to our
approach. It is important to note that those models are not of the form in
(1).
APPENDIX
Proof of Theorem 2.1 and Lemma 2.1. The proof relies on the
following two key structures:
(⋆) For any p ∈CS,
n(p)∏
i=1
I
(
max
j∈Ci
Tj < vi
)
=
∏
{j :mj>0}
I(Tj < yj),(24)
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where v= (v1, . . . , vn(p)) represents the unique values among (u1, . . . , un)
in (6) and y = {yj :mj > 0, j = 1, . . . , n} is a permutation of v according
to p ∈CS.
(⋆⋆) The total number of partitions that correspond to a given S equals
|CS| :=
∑
p∈CS
1 =
∏
{j :mj>0}
(
j − 1− Sj−1
j − Sj
)
,(25)
where
∑
p∈CS
represents summing over all partitions that correspond to
S.
According to James [32], the posterior law of µ|T is equivalent to the distri-
bution of a random measure µ∗N +
∑n(p)
i=1 Jiδvi . It is determined by the joint
distribution of µ∗N , J, v, p|T, which is proportional to
P(dµ∗N )
n(p)∏
i=1
Ji
eie−gN (vi)Jiρ(dJi|vi)
n(p)∏
i=1
I
(
max
j∈Ci
Tj < vi
)
η(dvi),(26)
where J= (J1, . . . , Jn(p)), and P(dµ
∗
N ) is a completely random measure char-
acterized by an intensity measure e−gN (u)zρ(dz|u)η(du) as in (iii) of Theorem
2.1.
Notice that (26), due to its irrelevance to the remaining members other
than the maximal elements of the cells in a partition, may be rewritten in
terms of the intrinsic characteristics of a path S, provided that p ∈CS based
on (⋆) as
P(dµ∗N )
∏
{j :mj>0}
Qj
mje−gN (yj)Qjρ(dQj |yj)
∏
{j :mj>0}
I(Tj < yj)η(dyj),(27)
where Q = {Qj :mj > 0, j = 1, . . . , n}, is a relabeling of J according to the
correspondence p ∈ CS. That is, the conditional law of µ
∗
N ,J,v,p|T only
Table 2
Total numbers of S-paths and partitions versus sample
sizes (n)
n # of paths # of partitions Ratio in %
1 1 1 100.000
3 5 5 100.000
5 42 52 80.769
7 429 877 48.917
10 16,796 115,975 14.482
15 9,694,845 1,382,958,545 0.701
20 6,564,120,420 51,724,158,235,372 0.013
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depends on p through S. Equation (27) and the equivalence in distribution
relation between the two random measures,
L
{
µ∗N +
n(p)∑
i=1
Jiδvi
∣∣∣∣T
}
d
=L
{
µ∗N +
∑
{j :mj>0}
Qjδyj
∣∣∣∣T
}
,(28)
imply that the posterior law of µ|T can be expressed in terms of µ∗N |Q,y,S,T
and Q,y,S|T. Then, integrating out µ∗N and summing over all p ∈CS in (27)
yields that the distribution of Q,y,S|T is proportional to∏
{j :mj>0}
Qj
mje−gN (yj)Qjρ(dQj |yj)
∏
{j :mj>0}
I(Tj < yj)η(dyj)
[ ∑
p∈CS
1
]
,(29)
where
∑
p∈CS
1 is given in (⋆⋆). Now, the laws of Q|S,y,T, y|S,T and S|T
follow from Bayes’ theorem and multiplication rule. Hence, the result in The-
orem 2.1 follows, while the conditional distribution of p|S,T in Lemma 2.1
follows by dividing (26) without the leading term P(dµ∗N ) by (29). 
Proof of Proposition 6.1. Following the same arguments as in [32]
in getting the posterior distribution given by (26) yields that the posterior
law of µ|D is equivalent to the distribution of a random measure µ∗N +∑n(p)
i=1 Jiδvi . It is determined by the joint distribution of µ
∗
N ,J,v,p,θ|D,
which is proportional to
P(dµ∗N )π(dθ)B(θ)
n(p)∏
i=1
Ji
eie−gN,θ (vi)Jiρ(dJi|vi)
(30)
×
n(p)∏
i=1
I
(
max
j∈Ci
Tj < vi
)
η(dvi),
where P(dµ∗N ) is a completely random measure characterized by an intensity
measure e−gN,θ (u)zρ(dz|u)η(du), and B(θ) is given by (23). As in the proof
of Theorem 2.1, µ∗N |Q,y,S,θ,D is equivalent to P(dµ
∗
N ). Then, summing
over all p ∈CS in (30) yields that the conditional distribution of Q,y,S,θ|D
is proportional to
π(dθ)B(θ)
∏
{j :mj>0}
Qj
mje−gN,θ(yj)Qjρ(dQj |yj)
(31)
×
∏
{j :mj>0}
I(Tj < yj)η(dyj)× |CS|,
due to (⋆) and (⋆⋆). Hence, by Bayes’ theorem and multiplication rule,
the result follows from the conditional distribution of Q,y,S|θ,D, which is
proportional to (31) without the leading term π(dθ)B(θ). 
16 M.-W. HO
Acknowledgments. This work, partially done when the author was at the
Hong Kong University of Science and Technology, was an extension of the
author’s Ph.D. thesis written under the supervision of Albert Lo. The idea
to study this extension was suggested by Lancelot James. The author has
greatly benefited from discussions with them in preparing the manuscript.
Thanks are also due to the referees for their helpful suggestions.
REFERENCES
[1] Aalen, O. (1975). Statistical inference for a family of counting processes. Ph.D.
dissertation, Univ. California, Berkeley.
[2] Aalen, O. (1978). Nonparametric inference for a family of counting processes. Ann.
Statist. 6 701–726. MR0491547
[3] Andersen, P. K., Borgan, O., Gill, R. D. and Keiding, N. (1993). Statistical
Models Based on Counting Processes. Springer, New York. MR1198884
[4] Barlow, R. E., Bartholomew, D. J., Bremner, J. M. and Brunk, H. D. (1972).
Statistical Inference Under Order Restrictions. The Theory and Application of
Isotonic Regression. Wiley, New York. MR0326887
[5] Barndorff-Nielsen, O. E. and Shephard, N. (2001). Non-Gaussian Ornstein–
Uhlenbeck-based models and some of their uses in financial economics (with
discussion). J. R. Stat. Soc. Ser. B Stat. Methodol. 63 167–241. MR1841412
[6] Barron, A., Schervish, M. J. and Wasserman, L. (1999). The consistency of
posterior distributions in nonparametric problems. Ann. Statist. 27 536–561.
MR1714718
[7] Blackwell, D. andMacQueen, J. B. (1973). Ferguson distributions via Po´lya urn
schemes. Ann. Statist. 1 353–355. MR0362614
[8] Brix, A. (1999). Generalized gamma measures and shot-noise Cox processes. Adv.
in Appl. Probab. 31 929–953. MR1747450
[9] Brunner, L. J. (1995). Bayesian linear regression with error terms that have sym-
metric unimodal densities. J. Nonparametr. Statist. 4 335–348. MR1366780
[10] Brunner, L. J. and Lo, A. Y. (1989). Bayes methods for a symmetric unimodal
density and its mode. Ann. Statist. 17 1550–1566. MR1026299
[11] Brunner, L. J. and Lo, A. Y. (1994). Nonparametric Bayes methods for directional
data. Canad. J. Statist. 22 401–412. MR1309323
[12] Cox, D. R. (1972). Regression models and life-tables (with discussion). J. Roy.
Statist. Soc. Ser. B 34 187–220. MR0341758
[13] Draˇgichi, L. and Ramamoorthi, R. V. (2003). Consistency of Dykstra–Laud pri-
ors. Sankhya¯ 65 464–481. MR2028910
[14] Dykstra, R. L. and Laud, P. (1981). A Bayesian nonparametric approach to reli-
ability. Ann. Statist. 9 356–367. MR0606619
[15] Feller, W. (1968). An Introduction to Probability Theory and Its Applications 1,
3rd ed. Wiley, New York. MR0228020
[16] Geman, S. and Geman, D. (1984). Stochastic relaxation, Gibbs distributions, and
the Bayesian restoration of images. IEEE Trans. Pattern Analysis Machine In-
telligence 6 721–741.
[17] Grenander, U. (1956). On the theory of mortality measurement. II. Skand. Aktua-
rietidskr. 39 125–153. MR0093415
[18] Hald, A. (1981). T. N. Thiele’s contributions to statistics. Internat. Statist. Rev. 49
1–20. MR0623007
MONOTONE HAZARD 17
[19] Hall, P., Huang, L.-S., Gifford, J. A. and Gijbels, I. (2001). Nonparametric es-
timation of hazard rate under the constraint of monotonicity. J. Comput. Graph.
Statist. 10 592–614. MR1939041
[20] Hastings, W. K. (1970). Monte Carlo sampling methods using Markov chains and
their applications. Biometrika 57 97–109.
[21] Hayakawa, Y., Zukerman, J., Paul, S. and Vignaux, T. (2001). Bayesian non-
parametric testing of constant versus nondecreasing hazard rates. In System
and Bayesian Reliability: Essays in Honor of Professor Richard E. Barlow on
His 70th Birthday (Y. Hayakawa, T. Irony and M. Xie, eds.) 391–406. World
Scientific, River Edge, NJ. MR1896794
[22] Ho, M.-W. (2002). Bayesian inference for models with monotone densities and hazard
rates. Ph.D. dissertation, Dept. Information and Systems Management, Hong
Kong Univ. of Science and Technology.
[23] Ho, M.-W. (2005). A Bayes method for an asymmetric unimodal density with mode
at zero. Unpublished manuscript.
[24] Ho, M.-W. (2006). Bayes estimation of a symmetric unimodal density via S-paths.
J. Comput. Graph. Statist. To appear.
[25] Ho, M.-W. and Lo, A. Y. (2001). Bayesian nonparametric estimation of a monotone
hazard rate. In System and Bayesian Reliability : Essays in Honor of Professor
Richard E. Barlow on His 70th Birthday (Y. Hayakawa, T. Irony and M. Xie,
eds.) 301–314. World Scientific, River Edge, NJ. MR1896789
[26] Huang, J. and Wellner, J. A. (1995). Estimation of a monotone density or mono-
tone hazard under random censoring. Scand. J. Statist. 22 3–33. MR1334065
[27] Ibrahim, J. G., Chen, M.-H. and MacEachern, S. N. (1999). Bayesian vari-
able selection for proportional hazards models. Canad. J. Statist. 27 701–717.
MR1767142
[28] Ishwaran, H. and James, L. F. (2001). Gibbs sampling methods for stick-breaking
priors. J. Amer. Statist. Assoc. 96 161–173. MR1952729
[29] Ishwaran, H. and James, L. F. (2003). Generalized weighted Chinese restaurant
processes for species sampling mixture models. Statist. Sinica 13 1211–1235.
MR2026070
[30] Ishwaran, H. and James, L. F. (2004). Computational methods for multiplica-
tive intensity models using weighted gamma processes: Proportional hazards,
marked point processes and panel count data. J. Amer. Statist. Assoc. 99 175–
190. MR2054297
[31] James, L. F. (2003). Bayesian calculus for gamma processes with applications to
semiparametric intensity models. Sankhya¯ 65 179–206. MR2016784
[32] James, L. F. (2005). Bayesian Poisson process partition calculus with an application
to Bayesian Le´vy moving averages. Ann. Statist. 33 1771–1799. MR2166562
[33] James, L. F. and Lau, J. W. (2005). A class of generalized hyperbolic con-
tinuous time integrated stochastic volatility likelihood models. Available at
www.arXiv.org/abs/math.ST/0503056.
[34] James, L. F., Lijoi, A. and Pru¨nster, I. (2005). Bayesian inference via classes nor-
malized random measures. Available at www.arXiv.org/abs/math.ST/0503394.
[35] Kalbfleisch, J. D. (1978). Non-parametric Bayesian analysis of survival time data.
J. Roy. Statist. Soc. Ser. B 40 214–221. MR0517442
[36] Kingman, J. F. C. (1967). Completely random measures. Pacific J. Math. 21 59–78.
MR0210185
[37] Kingman, J. F. C. (1993). Poisson Processes. Oxford Univ. Press, New York.
MR1207584
18 M.-W. HO
[38] Lo, A. Y. (1982). Bayesian nonparametric statistical inference for Poisson point
processes. Z. Wahrsch. Verw. Gebiete 59 55–66. MR0643788
[39] Lo, A. Y. (1984). On a class of Bayesian nonparametric estimates. I. Density esti-
mates. Ann. Statist. 12 351–357. MR0733519
[40] Lo, A. Y., Brunner, L. J. and Chan, A. T. (1996). Weighted Chi-
nese restaurant processes and Bayesian mixture models. Research
report, Hong Kong Univ. of Science and Technology. Available at
www.erin.utoronto.ca/˜jbrunner/papers/wcr96.pdf.
[41] Lo, A. Y. andWeng, C.-S. (1989). On a class of Bayesian nonparametric estimates.
II. Hazard rate estimates. Ann. Inst. Statist. Math. 41 227–245. MR1006487
[42] Lo, S. H. and Phadia, E. (1992). On estimation of a survival function in reliability
theory based on censored data. Preprint, Columbia Univ.
[43] McCullagh, P. (1987). Tensor Methods in Statistics. Chapman and Hall, London.
MR0907286
[44] Meyn, S. P. and Tweedie, R. L. (1993). Markov Chains and Stochastic Stability.
Springer, Berlin. MR1287609
[45] Mykytyn, S. W. and Santner, T. J. (1981). Maximum likelihood estimation of
the survival function based on censored data under hazard rate assumptions.
Comm. Statist. A—Theory Methods 10 1369–1387. MR0625034
[46] Padgett, W. J. and Wei, L. J. (1980). Maximum likelihood estimation of a dis-
tribution function with increasing failure rate based on censored observations.
Biometrika 67 470–474. MR0581744
[47] Prakasa Rao, B. L. S. (1970). Estimation of distributions with monotone failure
rate. Ann. Math. Statist. 41 507–519. MR0260133
[48] Tierney, L. (1994). Markov chains for exploring posterior distributions (with dis-
cussion). Ann. Statist. 22 1701–1762. MR1329166
[49] Villalobos, M. and Wahba, G. (1987). Inequality-constrained multivariate
smoothing splines with application to the estimation of posterior probabilities.
J. Amer. Statist. Assoc. 82 239–248. MR0883352
[50] Wolpert, R. L. and Ickstadt, K. (1998). Poisson/gamma random field models for
spatial statistics. Biometrika 85 251–267. MR1649114
Department of Statistics
and Applied Probability
National University of Singapore
6 Science Drive 2
Singapore 117546
Republic of Singapore
E-mail: stahmw@nus.edu.sg
