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The body centered cubic (BCC) high entropy alloys MoNbTaW and MoNbTaVW
show exceptional strength retention up to 1900K. The mechanistic origin of the
retained strength is unknown yet is crucial for finding the best alloys across the
immense space of BCC HEA compositions. Experiments on Nb-Mo, Fe-Si and
Ti-Zr-Nb alloys report decreased mobility of edge dislocations, motivating a
theory of strengthening of edge dislocations in BCC alloys. Unlike pure BCC
metals and dilute alloys that are controlled by screw dislocation motion at low
temperatures, the strength of BCC HEAs can be controlled by edge disloca-
tions, and especially at high temperatures, due to the barriers created for edge
glide through the random field of solutes. A parameter-free theory for edge
motion in BCC alloys qualitatively and quantitatively captures the strength
versus temperature for the MoNbTaW and MoNbTaVW alloys. A reduced
analytic version of the theory then enables screening over >600,000 composi-
tions in the Mo-Nb-Ta-V-W family, identifying promising new compositions
with high retained strength and/or reduced mass density. Overall, the theory
reveals an unexpected mechanism responsible for high temperature strength
in BCC alloys and paves the way for theory-guided design of stronger high
entropy alloys.
1
ar
X
iv
:1
90
1.
02
10
0v
3 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 13
 Ju
n 2
01
9
1 Introduction
Among the emerging class of “high entropy alloys” [1–7], the body-centered-cubic (BCC) HEAs
of nominal compositions MoNbTaW and MoNbTaVW have recently been shown to possess
exceptional strengths at temperatures up to 1900K [1, 2], far above the limits of ∼1100K for
existing superalloys (Figure 1).
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Figure 1: Strength vs temperature of BCC HEAs. Yield strength of BCC high entropy
alloys and Ni-based superalloys at high temperatures 800-1900K, showing exceptional strength
retention in these HEAs. Open symbols indicate experiments [2] and solid lines indicate
predictions.
These BCC-HEAs consist of the refractory elements Mo, Nb, Ta, V, and/or W at near equal
concentrations with the different atom types occupying the crystalline BCC lattice sites at random
[8]. The underlying physical origins of this enabling behavior in these high-complexity alloys
are unknown. It has been recently highlighted [9] that “the relationship between composition,
microstructure, and high-temperature mechanical properties needs to be established, which
can be quite different from the relationships acquired at RT”. Here, we establish an important
component of this relationship, which enables the possibility of discovering new compositions
with even better high-temperature performance.
The yield strength of BCC pure metals [10] is well-understood in terms of the motion of
screw dislocations via thermally-activated double-kink nucleation. While the strength is very
high (1-2 GPa) at T=0K due to the nucleation barrier, it decreases quickly [11] to 100-200 MPa at
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T'300K. In low-to-moderate concentration binary alloys, the strength increases significantly at
low T because, although double-kink nucleation is easier, kink glide becomes strongly inhibited
[12, 13]. Glide on different available glide planes also leads to strengthening via jog/dipole
formation. These features are contained within a new theory for screw motion in BCC alloys
of arbitrary complexity [14], and also the classical screw model of Suzuki [12], capturing
experimental trends. Figure 2a shows the predicted critical resolved shear strength (CRSS) for
screw motion in Nb1−xMox versus temperature up to x = 25% along with the data of Statham et
al. [15] using our new screw theory; the agreement is very good.
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Figure 2: Screw vs edge dislocation strengthening in BCC alloys. a Experimental mea-
surements and predictions of the critical resolved shear strengths (CRSS) vs temperature in
Nb1−xMox up to x = 25% (experiments from Ref. [15]). b Edge and screw theory predictions
for strength vs temperature in Nb1−xMox up to x=50%. c Edge theory prediction of strength for
Ti50Nb25Zr25 versus temperature, with experimental estimates at room temperature also shown
[24]. d Edge and screw theory predictions and experimental strengths vs temperature for the
NbMoTaW and NbMoTaVW alloys [2]; screw theory is terminated at the estimated Tm/2 (Tm is
the melting temperature) where other mechanisms enter to defeat screw strengthening.
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TEM observations in both Nb1−xMox and the classic Fe1−xSix, x ≤ 9% alloy indeed
reveal that the strength is controlled by screw motion. However, both Statham et al. [15] and
Caillard [16] report that edge dislocations have decreasing mobility (higher strength) with
increasing solute content. Quantitatively, Caillard [16] even estimates a CRSS of 125 MPa for
the edge dislocation in Fe-9%Si as compared to 200 MPa for the screw dislocation. Figure 2b
shows CRSS predictions of our new edge theory, introduced in this paper, to Nb1−xMox up
to x = 50%, showing that the edge strength is indeed increasingly competitive with the screw
strength with increasing temperature and concentration. Theory is thus fully consistent with the
conclusions of Statham et al. [15] in Nb1−xMox.
Recent studies on HEAs in the BCC Ti-Zr-Hf-Nb-Ta family also provide evidence of
the increasing importance of edge dislocations. X-ray line analysis at low plastic strains in
TiZrHfNbTa [17] indicates dominance of edge dislocations at the start of plastic flow. TEM
studies [18] show screw dislocation dominance at larger plastic strains, but new observations
at elevated temperatures (∼773K) [19] show dislocations with considerable curvature and a
“viscous” motion, indicating a loss of strong screw dominance (although the jogs on the screws
remain prominent). In new work on Ti50Zr25Nb25 at room temperature [20], Mompiou et al. show
that edges are also sluggish, becoming comparable in strength to screw dislocations. Specifically,
they measure a velocity of 28.5 nm/s for edge dislocations and 4.5 nm/s for screw dislocations,
a difference that corresponds to only a small difference in stress levels needed to drive the
dislocations. Predictions of our new theory for edge strength in Ti50Zr25Nb25 are shown in Figure
2c, and are within the range of experiments indicating that edge strength is comparable to the
screw strength.
Other evidence for the role of the edge dislocation in the strengths of BCC HEAs also exists.
Yield strengths have been correlated with solute misfit volumes [21, 22]; this is a hallmark of edge-
dominated strengthening. Furthermore, first-principles and interatomic potential computations
of solute/screw interaction energy in the refractory metals show no correlation with solute misfit
volumes. To explain other experiments in BCC alloys, simplified versions of the Suzuki model
[13, 23] invoke an athermal stress operative at elevated temperatures and attributed to a vague
“solute pinning”; this is precisely what the transition to edge dislocation dominance achieves.
Thus, while never previously considered as relevant in BCC alloys, there is unambiguous
experimental support in both old and new literature for the emergence of edge dislocation motion
as important in high concentration/complex BCC alloys especially at higher temperatures.
We now apply the same new screw and new edge theories to the HEA alloys MoNbTaW and
MoNbTaWV (Figure 2d). The screw theory material parameters are fit to match the uniaxial
4
tensile experiments at T=300K. Then, although both (fitted) screw and (parameter-free) edge
theories agree with experiment at T=300K, the screw strength is far lower than experiments at
higher T. Edge dominance emerges at moderate temperatures and accurately predicts the high-
temperature behavior in these alloys (also see Figure 1). Furthermore, the screw theory predicts
almost no difference in performance between MoNbTaW and MoNbTaWV while experiments
and the edge theory both show that the 5-component alloy containing V is notably stronger
than the 4-component alloy. The latter result is surprising since V has the lowest melting point
among all the constituent elements, which would normally suggest that V-containing alloys have
lower strengths at high T. The high strength of the edge dislocation, and its dominance over
the screw dislocation at higher temperatures, is unexpected. But these results show that the
edge dislocation is essential for understanding the high retained strength in the MoNbTaW and
MoNbTaWV HEA alloys.
Having introduced the role of edge dislocations in strengthening of BCC alloys, we proceed
with detailed analysis in the remainder of this paper. In Section 2 we present the theory of edge
dislocation strengthening in BCC random alloys. In Section 3, the theory is validated against
Molecular Statics simulations at T=0K. In Section 4, we compare predictions of the edge model
to experiments on Nb-Mo-Ta-W-V high entropy alloys in more detail. In Section 5, we use the
theory to search over >600,000 compositions in the Mo-Nb-Ta-V-W family and we identify new
alloys predicted to have even higher strength or strength/weight ratios. Many other compositions
with comparable strengths are predicted, and can satisfy additional performance requirements.
Overall, these insights and theory open a new direction for theory-guided design of advanced
high-temperature materials based on the high-entropy concept.
2 Theory of edge dislocation motion in BCC alloys
The theory of strengthening for edge dislocations in BCC high entropy alloys follows concep-
tually the analyses previously presented for dilute and HEA FCC alloys [25, 26]. The random
distribution of solutes in the lattice leads to local fluctuations in the solute concentrations. The
dislocation is attracted to fluctuations that lower the system energy and is repelled by fluctuations
that increase the system energy. A long edge dislocation line, which unlike the screw dislocation
is very flexible, therefore adopts a wavy configuration as it finds energetically-favorable regions
of solutes. The waviness is constrained by the energy cost of increasing the dislocation line
length and curvature (i.e. constrained by line tension). A characteristic waviness thus emerges,
which is characterized by an amplitude wc and a lateral length ζc, with the wavelength some
multiple of ζc, which is the scale at which the total system energy is minimized. In the minimum
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energy state, dislocation segments of length ζc reside in local minimum energy positions (locally
favorable solute fluctuations). wc is the distance between consecutive local minima and maxima
of the energy fluctuation. Dislocation motion occurs by thermal activation of the ζc segments
residing in the local minima over the adjacent local maxima at distance of wc. An applied
resolved shear stress reduces the barrier for thermal activation, and the zero-temperature flow
stress is the stress at which the barrier is zero such that athermal motion can occur. We now
provide the details of the analysis sketched above. The analysis here is much more detailed than
the original analysis of Leyson et al. for FCC alloys, leading to some numerical differences but
with the same overall scalings of strength and energy barrier with underlying material properties.
We consider a generalN -component alloy with concentration cn of the nth element (
∑N
n=1 cn =
1). We then envision the edge dislocation as existing in a homogeneous “average” alloy that
is the effective “matrix” for the true random alloy. Every individual atom is then considered
as a solute in the average matrix - the alloy is thus effectively at 100% solute concentration.
The solutes (n = 1, ...N ) have, for instance, misfit volumes ∆Vn in the average alloy matrix.
These solutes interact with the dislocation in the average matrix. The interaction energy between
the dislocation, centered at the origin and aligned along z, and a solute of type n at position
xi, yj is denoted as Un(xi, yj) (e.g. Fig. 4b for Nb in NbTaV). For dislocation glide in ran-
dom alloy, the key quantity is the energy change of a straight dislocation segment of length ζ
upon glide by a distance w. Due to the specific solute arrangements, the energy change of the
solute/dislocation-segment system differs from the same dislocation segment in the homogeneous
alloy by ∆Utot(ζ, w). This energy change is a random variable [25] with standard deviation
given by
σ∆Utot =
[〈∆U2tot(ζ, w)〉 − 〈∆Utot(ζ, w)〉2] 12 . (1)
Carrying out the averages (see Ref. [25]) in the random alloy, and noting that for the BCC edge
there are ζ/2
√
2b nominally identical sites along z having the same (x, y) position relative to the
dislocation line, enables us to write the standard deviation as
σ∆Utot = ∆Ep(ζ, w) =
(
ζ
2
√
2b
) 1
2
∆E˜p(w) (2)
where
∆E˜p(w) =
[∑
i,j,n
cn
(
Un(xi − w, yj)− Un(xi, yj)
)2] 12
(3)
is the key potential energy contribution per unit Burgers vector of dislocation line length.
The low-energy structure for the edge dislocation with waviness w and ζ is then determined
as follows. We start at an arbitrary segment and consider the possible positions and energies
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for the next segment of length ζ relative to the previous segment (see Figure 3a). The next
segment has three possible positions along the glide plane: in-line with the previous segment, and
ahead/behind by w. The potential energy of each of these possible positions is randomly chosen
from the potential energy distribution having the standard deviation ∆Ep(w). If the next segment
is ahead or behind, there is a transition segment of lateral length ζ that makes no contribution to
the potential energy but enables the transition in glide position and maintains a smooth wavy
dislocation line with a characteristic scale ζ. A transition segment increases the elastic energy
by EL = Γw
2
2ζ
where Γ is the dislocation line tension and w << ζ is assumed. The choice of
segment (in-line, ahead, behind) is then the segment that lowers the total energy (potential plus
elastic). Note that some fraction of segments remain in-line, and so there is some ratio κ < 1 of
transition segments to straight segments. Within the above construction, the total energy of a
long dislocation line is then the sum of the potential energies of each straight segment of length
ζ plus the elastic energies due to the transition segments. The total energy can then be written as
∆Etot(ζ, w)/L =
[
κΓ
w2
2ζ
− β
(
ζ
2
√
2
) 1
2
∆E˜p(w)
]
1
(1 + κ)ζ
, (4)
where β∆E˜p(w) is the average energy reduction due to the straight segments finding favorable
solute environments. Both κ and β must be determined as discussed below.
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Figure 3: Three-choice model. a Sketch of the dislocation line, composed of length ζ segments
connected by transition segments, with three possible positions of each straight segment relative
to the previous segment (in-line, ahead, behind). b All possible configurations of two consecutive
segments ((1-2-3) and (A-B-C-D-E)) within the three-choice model.
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The minimum energy dislocation structure is found by minimizing Eq. (4) with respect to ζ
and w. Minimization with respect to ζ is analytic and yields
ζc(w) = 4
1
3
(
κ22
√
2
β2
) 1
3
(
Γ2w4b
∆E˜2p(w)
) 1
3
. (5)
Substitution of ζc back into the total energy reveals that the typical potential energy gain due to
solutes EP = β∆Ep is always equal to four times the elastic energy cost EL,
EP = 4EL . (6)
This relationship is needed below to compute κ and β. The total energy per unit length can
further be written as
∆Etot/L = − 3
2
7
3
(
β4
(2
√
2)2κ
) 1
3
(
∆E˜4p(w)
b2wΓ
) 1
3
. (7)
Minimization with respect to w leads to the characteristic waviness amplitude wc. This must
be done numerically, but reduces to the solution only of d∆E˜p(w)/dw = ∆E˜p(w)/2w. wc
therefore does not depend on β and κ.
The values of κ and β are calculated numerically following the discrete “three-choice” model
introduced above (Figure 3). In selecting the next segment, now of known length ζc, the potential
energies of all three possible choices at glide distances (wc, 0,−wc) are selected randomly from
the distribution (βi∆Ep(wc) where βi i = 1, 2, 3 are random numbers chosen from a Gaussian
distribution with zero mean and unit standard deviation). Including the line energy EL for the
ahead/behind segments i = 1, 3, the minimum total energy segment is chosen. There is thus a
bias toward remaining in-line (i = 2). This process is then repeated many times (equivalent to
moving along the line ζc segment by ζc segment). Averaging over all the choices leads to the
average fraction 1−κ of in-line segments and the average potential energy β∆Ep of the selected
segments. However, the line energy cost EL and potential energy EP depend on κ and β but
also must satisfy EP = 4EL, which is independent of κ and β. A self-consistent procedure is
thus used. We start with the values obtained by assuming no bias effect, κ = 2/3 and β = 0.85,
execute the stochastic simulations, obtain a new κ value, and then determine a new β value by
enforcing EP = 4EL. This process is iterated until the values of κ and β are converged. Using
500,000 segments, the converged values are κ = 0.56 and β = 0.83. The value of κ means that
nearly 1/2 of the segments are in-line with another segment, and that the average repeating unit
consists of approximately two in-line segments plus one transition segment, with a precise length
of 2.8ζc. The waviness of the dislocation is thus characterized by a wavelength of 5.6ζc and
amplitude wc.
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Having determined the minimum energy configuration of the wavy dislocation, we now
determine the typical energy barrier for the glide of the independent segments of length ζc. For a
given segment, the stochastic simulation provides the potential energy change upon advance of
the segment by glide of distance wc. This glide can be accompanied by annihilation or creation of
transition segments, depending on the configurations of the surrounding segments. All possible
configurations within the three-choice model are shown in Fig. 3b, and the advance of the
central segment (1, 2 or 3) is considered. An advance that involves the creation of new transition
segments has a high energy barrier, and does not occur. The entire line thus moves forward
locally by those processes that do not create new transition segments. However, there is only
one low energy barrier case (configuration 1-C with segment 1 moving forward by wc) that
annihilates two transition segments upon glide. This case occurs on average, however, with a low
probability κ2/4 = 7.8%. There are no cases that annihilate a single transition segment. Thus,
the dominant processes controlling motion involve advancement with no line energy gain/cost,
corresponding to advance of section 2 in case 2-B and advance of section 1 in case 1-D; these
constitute a total probability (1− κ)κ = 25% of possible cases. The energy barrier for motion in
these cases is then only the potential energy difference between the lower-energy initial state
and the higher-energy transition state. Our three-choice stochastic model gives this difference as
≈ √2∆Ep, consistent with previous direct stochastic simulations of a segment moving through
a random field of solutes [26]. Note that new transition segments are formed as segments cross
over the transition state and fall into the next low-energy configuration. Once the entire long
dislocation line has advanced by ≈ 2wc, it is in a new statistical low-energy configuration. Based
on the above analysis, the typical energy barrier for advancement of the ζc segments is
∆Eb =
√
2
(
ζc
2
√
2b
) 1
2
∆E˜p = 1.11
(
w2cΓ∆E˜
2
p(wc)
b
) 1
3
. (8)
The final result above has exactly the same form as derived by Leyson et al., but with a slightly
different numerical prefactor (1.11 vs. 1.22) that arises from differences in analysis (Leyson et al.
essentially have κ = 1, β = 1) and BCC vs. FCC atomic spacing along the edge line direction
(2
√
2b and
√
3b, respectively).
To glide, the dislocation must overcome the barrier ∆Eb by thermal activation but assisted
by the work −τbζcx done by an applied resolved stress τ on the length ζc segment as it glides
a distance x relative to the minimum energy position. For a sinusoidal energy landscape, the
stress-dependent energy barrier is26
∆E(τ) = ∆Eb
(
1− τ
τy0
) 3
2
(9)
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where τy0 is the zero-temperature flow stress, given as
τy0 =
pi
2
∆Eb
bζc(wc)wc
= 1.01
(
∆E˜4p(wc)
Γb5w5c
) 1
3
. (10)
The above result is exactly the same as found for FCC by Leyson et al., including the numerical
prefactor. This is fortunate but fortuitous, stemming from cancellation among the different
numerical factors in the theory.
At stresses τ < τy0, and for quasi-static loading, the plastic strain-rate ε˙ is related to the energy
barrier through a thermally-activated Arrhenius model [23, 27] ε˙ = ε˙0 exp (−∆E(τ)/kT ).
Combining this with Eq. (9), leads to the finite-temperature, finite strain-rate flow stress τy(T, ε˙)
as
τy(T, ε˙) = τy0
[
1−
(
kT
∆Eb
ln
ε˙0
ε˙
) 2
3
]
, (11)
which holds for low temperatures and high stress (τy/τy0 > 0.5). Here, ε˙0 is a reference strain-
rate estimated as ε˙0 = 104s−1 ([25]). For higher temperatures/lower stress (τy/τy0 < 0.5), the
dislocation can explore higher wavelengths and hence the following relation holds [28]
τy(T, ε˙) = τy0 exp
(
− 1
0.55
kT
∆Eb
ln
ε˙0
ε˙
)
, τy/τy0 < 0.5 . (12)
The theory thus also predicts an activation volume V = 3∆Eb
3τy0
( kT
∆Eb
ln ε˙0
ε˙
)1/3 ∼ wcζcb which
reflects directly the underlying material length scales (ζc, wc) of the wavy dislocation.
We discuss inputs to the theory and a reduced elasticity model in later sections of the paper.
3 Theory validation against Molecular Statics simulations
We now validate the edge theory against atomistic simulations of edge motion at T=0K on
alloys in the Mo-Nb-Ta-V-W family. All Molecular Statics simulations have been performed
with the LAMMPS package [29]. We use EAM-type interatomic potentials [30–32] for these
elements and their alloys. Since we are studying the edge dislocation, the usual challenges in
the application of EAM-type potentials to screw core structures is not relevant. In comparing
theory to simulation, the precision of the potentials with respect to real alloys is also not essential.
Potentials having the EAM form are amenable to a mathematical homogenization method that
creates a single “average atom” potential for the effective matrix of a given alloy [33]. The
edge dislocation core structures in the pure elements and in all alloys studied here show no
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dissociation and spreading of the core over a width of a few Burgers vectors, as expected based
on Peierls-Nabarro-type models of dislocation core structures. As an example, the projected core
structure for the average-atom NbTaV is shown in Figure 4.
To simulate edge dislocation glide, we use the Periodic Array of Dislocations (PAD) configu-
ration [34]. Samples are oriented with glide direction X‖[1¯11], glide plane normal Y‖[101] and
line direction Z‖[121¯] of dimensions X=56 nm, Y=14 nm and Z=110 nm (∼ 5 · 106 atoms). Very
long dislocation lines (>> ζc) are needed to capture the fluctuations in dislocation motion in
the random alloy. Periodic boundary conditions are imposed along X and Z, and zero tractions
are imposed on the surfaces normal to the Y direction. A perfect BCC lattice is then populated
with the average atoms at the desired alloy composition. An edge dislocation with line direction
along Z is introduced by removing two atomic planes with normal along X sitting in the lower
half of the simulation cell, and by imposing a linear displacement uX = bx/lx for 0 < x < lx on
all atoms in the lower half of the simulations cell. Atomic positions are then relaxed by using a
combination of the FIRE algorithm [35] and relaxation of the cell dimensions until convergence
is achieved (force tolerance 10−6 eV/atom and stresses σXX , σXZ and σZZ < 1 MPa). The
true random alloy with the dislocation is then created by replacing the average atom at each
BCC lattice site with the solute atoms of the alloy chosen at random according to the solute
concentrations. The system is then relaxed to a minimum-energy configuration with the same
tolerances on forces and stresses as specified above. As predicted by the theory, the relaxed
equilibrium T=0K edge dislocation configuration is spontaneously wavy on the {110} planes
with waviness amplitude ∼ wc, see Table 1 further below. An external stress is then applied
by assigning forces to the upper and lower Y boundary atoms over a thickness of few atomic
layers. For a desired applied stress τ , the magnitude of the forces f and −f applied on the top
and bottom surfaces along the X direction is f = τlxlz
n
where n is the number of boundary atoms
on the top or bottom layer. The T=0K yield strength is computed by applying stress in 25 MPa
increments and relaxing the system with FIRE algorithm and tolerance specified above. The
yield stress is the stress at which the dislocation is observed to have moved a distance wc/2 or
larger from its original position, along the entire dislocation length.
The theory requires the solute-dislocation interaction energies. These are computed using
the average-alloy dislocation cores in simulation cells with same orientation and boundary
conditions as specified above, and dimensions X=14 nm, Y=14 nm and Z=3 nm (36, 000 atoms).
The creation of the edge dislocation and subsequent cell relaxation procedure is the same as
specified above. Each elemental atom (solute) is then inserted into each possible unique atomic
position (xi, yj) around the dislocation (within one periodic length along z). The interaction
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energy Un(xi, yj) for solute n is computed by measuring the energy of the fully-relaxed cell and
subtracting the energy of a single solute in an infinite perfect crystal. We compute the Un(xi, yj)
for all solutes at the average alloy compositions listed in Table 2. Figure 4b shows the interaction
energy for Nb solutes in the NbTaV alloy as an example.
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V
)
NbTaV random
T = 0K, t=0 MPa
NbTaV random
T = 0K, t=500 MPa
5.6zc
wc
c
d
b
Figure 4: Edge dislocations in the average and random BCC NbTaV alloy and solute/edge-
dislocation interactions. a (top) Zero temperature and zero stress low-energy wavy configura-
tion of the BCC edge dislocation in the true random NbTaV alloy and (bottom) the dislocation
configuration in the true random alloy after some gliding at the critical resolved shear stress
τ ' 500 MPa (corresponding to tensile yield stress Mτ ' 1.5 GPa). b Solute/edge dislocation
interaction energy UNb(xi, yj) for a Nb solute in the NbTaV material. c Pressure field of the
edge dislocation in the NbTaV material. d Chemical contribution to the solute/edge dislocation
interaction energy U chem,EAMNb in the NbTaV alloy (see text). Crystallographic visualizations use
OVITO [37].
From the average-alloy elastic constants (C11, C12, C44), the isotropic alloy shear modulus
is computed as µ¯ =
√
1
2
C¯44(C¯11 − C¯12), the bulk modulus as B¯ = (C¯11 + 2C¯12) and hence
ν¯ = 3B¯−2µ
2(3B¯+µ)
. The dislocation line tension can be expressed generally as Γ = αµb2, and is
dominated by elasticity (although there are core energy contributions relevant at very small
lengths). Prior work in FCC materials suggests α = 1/8− 1/16 and we use the value α = 1/12
here (the dependence of results on α is shown in Appendix A).
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Figure 5: Theory predictions vs simulations and experiments. Predicted yield strength vs
simulations at T=0K (blue symbols), and vs experiments at room-temperature T'300K (red
symbols), using the experimental strain rates (ε˙ = 10−3, Ref. [2], and ε˙ = 5 · 10−4, Refs. [3],[4]).
Figure 5 shows the strength predictions at T=0K for a range of alloys versus the simulated
strengths. The agreement, with no adjustable parameters, is very good across all alloys. We can
further compare predicted and estimated values for wc and ζc. The waviness of the simulated
dislocation is characterized by the height-height correlation function g(r) = 〈x(z)x(z − r)〉
where x(z) is the deviation of the dislocation line from the average dislocation line position
xavg = 〈x(z)〉. For a sinusoidal function of amplitude h and wavelength λ, g(0) = h2/2 and
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g(λ/4) = 0. The wavy dislocation is predicted to have a wavelength 5.6ζc and amplitude wc/2.
For each alloy composition, we measure g(r) for 10 dislocation lines extracted using the DXA
algorithm [38]. The measured and computed correlation functions are shown in Figure 6 for
the NbTaV alloy. The simulations always show some tail in the correlation function since
the dislocation is not globally sinusoidal. Otherwise, the predicted and measured correlation
functions are in good agreement. The predicted and simulated values for ζc and wc for all alloys
are shown in Table 1, with very good agreement found. Given the uncertainties in the simulations
and the sinusoidal model, the agreement here broadly confirms the length scales controlling
dislocation energetics in these HEA alloys.
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Figure 6: Characteristic dislocation length scales, theory vs simulations. Height-height
correlation function g(r) for 10 relaxed dislocation lines at T=0K for the NbTaV alloy (thin blue
lines) and predicted g(r) assuming a sinusoidal configuration (red line). The thick blue line shows
the average g(r) in the simulations and the dashed blue line shows the estimated correlation
function corresponding to the sinusoidal model. The values of the characteristic dislocation
length scales ζc and wc are indicated. Results are typical of all alloys studied here (see Table 1).
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Table 1: Values of λ/4 = 1.4ζc and wc as predicted by theory and as deduced from the correlation
functions g(r) measured in the simulations.
Mo-Nb-Ta-V-W wc theory (A˚) wc simulations (A˚) λ/4 theory (A˚) λ/4 simulations (A˚)
0.0-33.3-33.3-33.3-0.0 12.0 10.0 38.7 40.2
21.7-20.6-15.6-21-21.1 12.0 8.4 48.9 49.4
25.6-22.7-24.4-0.0-27.3 12.1 9.1 61.1 72.5
24.9-25.8-26.6-22.7-0.0 12.1 11.0 45.6 52.4
0.0-28.5-29.65-20.67-21.18 12.1 9.3 48.4 50.7
The predicted energy barriers for these alloys are all very high, ∆Eb ≈ 1.9− 2.5 eV, leading
to high predicted retained strengths at very high temperatures (see below). These parameter-free
results fully support the huge strengthening of, and thus the unexpected role of, edge dislocations
in these BCC HEAs even at low temperatures.
4 Theory vs experiments
We now make predictions for Mo-Nb-Ta-V-W alloy compositions studied experimentally from
296K-1900K. To do so, we must determine the solute/dislocation interaction energies Un(xi, yj)
(negative when attractive). We decompose the total interaction energy into an elastic misfit term
plus a chemical interaction for sites near the highly distorted dislocation core, as
Un(xi, yj) = −p(xi, yj)∆Vn + U chemn (xi, yj) (13)
Here, p(xi, yj) is the pressure field generated by the dislocation structure in the average alloy
matrix (e.g. Figure 4c).
First-principles DFT is used to compute the solute misfit volumes in the true random
MoNbTaW and MoNbTaVW alloys, as shown in Table 2. The misfit volumes closely fol-
low Vegard’s law, ∆Vn = Vn − V¯ where V¯ =
∑N
n=1 cnVn is the alloy atomic volume and Vn
the elemental BCC atomic volumes. The DFT-computed atomic volumes differ slightly from
the experimental values, however. So, we use Vegard’s law based on the experimental atomic
volumes of the alloy elements which yields values of V¯ in good agreement with experiment. As
an aside, the misfit volumes computed using the Zhou et al. EAM potentials differ somewhat
from the DFT values (see Table 2) and so are not used.
The pressure field is computed using the dislocation core structure for the average alloy
represented by the EAM potentials. We have validated the EAM elastic constants C11 and C12
with respect to DFT-computed values for the MoNbTaW and MoNbTaVW alloys (Table 2). The
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EAM value for C44 is actually better than the DFT value, which is known to be underestimated
in BCC metals [36]. A rule-of-mixtures (ROM) estimate C¯ij =
∑N
n=1 cnCij using the EAM
values of the elements yields good agreement with the atomistic values for the alloys and is used
for other compositions.
The chemical energy for solutes near the core is then estimated using the EAM potentials.
We subtract the EAM elastic misfit energy (using the EAM misfit volumes) from the total EAM
energy to obtain U chem,EAMn (xi, yj) = U
EAM
n (xi, yj) − (−p(xi, yj)∆V EAMn ). Figure 4d shows
U chem,EAMNb in NbTaV as an example of the magnitude and localization to atoms in the dislocation
core.
Table 2: Solute misfit volumes and elastic constants for the alloys studied, as computed using
Density Functional Theory (data kindly provided by Dr. B. Yin [39], using methods detailed in
Ref. [40]), Vegard’s law (misfits) or rule-of-mixtures ROM (elastic constants), the true random
alloy described by EAM potentials, and the average-alloy EAM potential.
Mo-Nb-Ta-V-W Method abcc ∆VMo ∆VNb ∆VTa ∆VV ∆VW C11 C12 C44
DFT 3.192 -0.824 1.848 1.882 -2.380 -0.526 338 164 51
20-20-20-20-20
Vegard/ROM 3.192 -0.628 1.713 1.877 -2.484 -0.478 346.8 157.7 90.5
EAM, Random 3.201 -0.956 1.246 1.571 -1.547 -0.333 306.3 156.8 79.1
EAM 3.2 -0.924 1.246 1.566 -1.495 -0.266 317.9 158.8 83
DFT 3.237 -1.251 1.153 1.132 — -1.034 374 163 64
25-25-25-0.0-25
Vegard/ROM 3.228 -1.293 1.135 1.168 — -1.010 375.5 167.3 101.6
EAM, Random 3.223 -1.263 1.014 1.162 — -0.914 350.6 168.9 93.2
EAM 3.221 -1.218 1.019 1.181 — -0.845 352.1 175.2 96.0
21.7-20.6-15.6-21-21.1
Vegard/ROM 3.185 -0.628 1.8 1.833 -2.132 -0.348 355.6 156.7 92.4
(Nominal Mo-Nb-Ta-V-W alloy)
EAM, Random 3.195 -0.826 1.321 1.67 -1.484 -0.180 312.8 157.2 78.8
EAM 3.194 -0.803 1.316 1.653 -1.434 -0.127 317.9 158.8 83
25.6-22.7-24.4-0.0-27.3
Vegard/ROM 3.224 -1.229 1.199 1.232 — -0.946 385.1 167.1 106
(Nominal Mo-Nb-Ta-W alloy)
EAM, Random 3.219 -1.175 1.056 1.197 — -0.846 357.5 170.6 96.2
EAM 3.217 -1.128 1.066 1.230 — -0.774 358.8 174.4 97.7
24.9-25.8-26.6-22.7-0.0
Vegard/ROM 3.205 -0.94 1.489 1.521 -2.444 — 300.8 146.6 72.8
(Nominal Mo-Nb-Ta-V alloy)
EAM, Random 3.211 -1.194 1.205 1.615 -1.962 — 264.7 144.4 66.9
EAM 3.21 -1.156 1.215 1.627 -1.886 — 265.1 146.1 70.6
0.0-28.5-29.65-20.67-21.18
Vegard/ROM 3.22 — 1.258 1.29 -2.675 -1.171 310.3 152.5 78.2
(Nominal Nb-Ta-V-W alloy)
EAM, Random 3.231 — 0.9457 1.218 -2.046 -0.969 268.5 150 71.5
EAM 3.23 — 0.95 1.205 -1.95 -0.938 267.7 149.3 75.6
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We study the experimentally-measured average (not nominal) compositions for each alloy.
All properties are shown in Table 2. The uniaxial yield stress in an untextured BCC polycrys-
tal controlled by edge dislocation glide is computed as σy = Mτy (M=3.067). The elastic
moduli of Mo, Nb, Ta, V, and W are fairly insensitive to temperature up to 1900K (10-15%
decrease [42–44]) and so we neglect temperature dependence of the alloy moduli. We neglect
possible strengthening effects due to grain-size and the actual dendritic/interdendritic as-cast
microstructure (but see Appendix B).
Figure 5 shows very good agreement between predictions for the Mo-Nb-Ta-V-W alloys
studied experimentally to date at T=296K and at the experimental strain rates. There are no
adjustable parameters in the predictions. The theory rationalizes several features seen in the data.
First, the alloy with V is comparatively stronger because V has the largest misfit volume and so
is the most potent strengthener. Second, the alloys differing only by changing Mo to W have
nearly the same strength because Mo and W misfit volumes are similar and alloy moduli changes
are small. The theory also predicts an activation volume Vact ∼ wcζcb directly reflecting the
underlying material length scales wc and ζc. For MoNbTaW at T=296K, we predict V = 36b3,
which happens to be in the range of other BCC alloys controlled by screw motion [15, 18]. Thus,
even at low T in the region where edge and screw strengths may be comparable, the edge model
provides good agreement with experiments.
As introduced earlier, Figures 1 shows the predictions versus experiments for the MoNbTaW
and MoNbTaVW alloys (at actual experimental compositions) versus temperature up to T=1900K.
The strength retention arises from the large zero-stress energy barriers (∆Eb = 2.2 eV, 2.5 eV)
created by the dislocation relaxation into a wavy low-energy structure in these random alloys.
The predictions are weakly dependent on the line tension constant α, especially above 900K
(Appendix A). The experiments show a plateau in yield strength in the range 900K–1300K
not predicted by the theory; one possible explanation is given in Appendix C. These results
show that the edge strengthening agrees fairly well with the measured high temperature behavior.
The predictions are lower than experiments. However, the factors of grain-size Hall-Petch
strengthening, solute-solute interactions, cast microstructure, and impurities can all increase
the overall strength. Temperature-independent Hall-Petch strengthening can be estimated as
≈ 50MPa from data on the elemental metals. Solute-solute interactions exists in MoNbTaW and
have been estimated in MoNbTaW using DFT [41]; these will also increase the strength and
barrier. Impurities such as O and N also increase strength and barriers. Thus theory predictions
purely based on the critical resolved shear stress can be lower than experimental measurements
of the yield strength.
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5 Analytic model based on elasticity
Application of the full model requires detailed information about the solute-dislocation interac-
tion energies Un(xi, yj). This information is not accessible experimentally and is very difficult to
obtain using first-principles methods. The Zhou et al. EAM potentials have proved to be rather
good for the systems studied to date, but may not be quantitatively accurate for all systems. It is
thus beneficial to seek a simplified theory that can be easily applied while retaining good accuracy.
Such a theory is achieved, as previously done for FCC alloys, by using the elasticity approxi-
mation Un(xi, yj) = −p(xi, yj)∆Vn. The dislocation pressure field p(xi, yj) can be written as
p(xi, yj) = − µ¯3pi (1+ν¯)(1−ν¯)f(xi, yj) where f(xi, yj) is a dimensionless anisotropic pressure field
generated by the distribution of normalized Burgers vector along the glide plane (see Fig. 4c)
with the isotropic alloy elastic constants µ¯ and ν¯ introduced for scaling . Inserting the elasticity
approximation into Eq. (3), the key energy in the theory becomes
∆E˜p(w) =
µ¯
3pi
(1 + ν¯)
(1− ν¯)
[∑
i,j
∆f 2ij(w)
] 1
2
×
[∑
n
cn∆V
2
n
] 1
2
, (14)
where ∆fij(w) = f(xi − w, yj) − f(xi, yj). The quantity
∑
n cn∆V
2
n emerges as the crucial
misfit volume quantity. The minimization to obtain wc is then determined only by the dislocation
core structure through the quantity ∆fij(w), independent of the solute properties. This is a very
revealing result, due to its generality and separation of the problem into misfit volumes and,
independently, the dislocation core structure of the average matrix. However, it is not necessarily
quantitatively accurate.
After minimization with respect to w, the elasticity theory enables the key theory quantities
to be expressed as
τy0 = 0.051α
− 1
3 µ¯
(
1 + ν¯
1− ν¯
) 4
3
f τ ×
[∑
n cn∆V
2
n
b6
] 2
3
, (15)
∆Eb = 0.274α
1
3 µ¯b3
(
1 + ν¯
1− ν¯
) 2
3
f∆E ×
[∑
n cn∆V
2
n
b6
] 1
3
. (16)
where f τ and f∆E are dimensionless constants emerging from the minimization and related to
the normalized pressure field of the dislocation. We have used the above form coming from
elasticity to obtain effective parameters f τ and f∆E by fitting Eqs. (15,16) to the full results
obtained using Eqs. (8,10) for many different equicomposition binary, medium- and high-entropy
alloys with Eqs. (8,10). The fitting to achieve single effective values of f τ and f∆E across all
alloys corresponds to assuming a constant core structure for all alloys and an embedding of the
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chemical energies into the form of the elasticity theory. The strength and energy barrier for any
alloy are now given by
τy0 = 0.040α
− 1
3 µ¯
(
1 + ν¯
1− ν¯
) 4
3
[∑
n cn∆V
2
n
b
6
] 2
3
∆Eb = 2.00α
1
3 µ¯b
3
(
1 + ν¯
1− ν¯
) 2
3
[∑
n cn∆V
2
n
b
6
] 1
3
where µ¯, ν¯ are the isotropic alloy elastic constants and b is the alloy Burgers vector, calculated
using Vegard’s law to determine the alloy volume. In the above, the alloy elastic moduli are
computed as before (µ¯ =
√
1
2
C¯44C¯11 − C¯12); B¯ = (C¯11 + 2C¯12); ν¯ = 3B¯−2µ2(3B¯+µ)). The analytic
formulae above have been fitted to reproduce most high-strength/high-temperature data within
5% accuracy, and differ from the whole dataset of the full calculations (Eqs. (8,10,13)) with
standard deviation of ∼10% for both strength and energy barrier. The comparison between full
theory and reduced theory predictions are shown in Figure 7. This simplified analytic theory
thus depends only on elastic moduli and misfit volumes. Combined with Eqs. (11,12), they can
be easily applied to provide guidance on the composition-dependence of yield strength versus
temperature.
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Figure 7: Reduced vs full theory. a predictions of τy0 for a number of alloys and b predictions
of ∆Eb for the same alloys.
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6 Alloy discovery
The simplified elasticity-based edge theory can now be used to search for other high-strength
and high-strength/weight compositions in the Mo-Nb-Ta-V-W family.
With inputs obtained from the accurate Vegard’s law for misfit volumes and rule-of-mixtures
for elastic moduli, which require only simple algebra, a search over the entire composition
space can be easily executed. We have considered the entire composition space using over
> 6× 105 compositions differing by at least 1.6at.% (each elemental concentration varied from
0 to 1 in increments of 1/60). The predicted strengths and strength/weight ratios at T=1300K are
shown in Figures 8a,b normalized by the top-performing alloy values in each case. Thousands
of compositions are within ∼ 10% of the strongest alloy. Many alloys near the maximum
strength/weight are also near the maximum strength. The trends are clear: high strength is
achieved with combinations of small and large elements (e.g. V and Ta) and/or high-stiffness
elements (e.g. W). High strength/weight is achieved by using the lighter atoms (Mo, Nb, V) but
in compositions that give the largest misfit parameters and/or elastic constants.
From the analytic model results, we have selected the estimated highest-strength alloys at
T=1300K in the Ta-V-W, Mo-Nb-Ta-V-W, and Mo-Nb-V families and performed calculations us-
ing the full model. The results for these selected alloys are shown in Figures 8c,d. We identify new
alloys that are predicted to have higher T=1300K strength (Ta31.7V26.6W41.7, Ta31.7V41.7W26.6)
or higher strength/weight ratio (Mo46.7Nb30.0V23.3) than the existing 5-component alloy. The
5-component alloy is the strongest alloy measured to date at T=1000C [9], and so the predicted
new alloys hold promise for being among the strongest alloys possible in this system. Such
guidance on attractive compositions, achieved with minimal computational effort, is powerful
demonstration of the power of the theoretical framework for property prediction in such complex
alloys. With these predictions, we await experimental fabrication and testing of some of these
alloys.
7 Discussion and summary
Unlike superalloys (Figure 1), the MoNbTaW and MoNbTaVW BCC HEAs do not show a
precipitous drop in strength at high T (roughly half the melting temperature Tm). The present
edge strengthening mechanism rationalizes this result. The strength is intrinsic to the nature of
the atomic-scale complexity of the HEA alloy and does not rely on mechanisms that can be easily
defeated by high-temperature diffusional/dislocation-climb processes. Thus, the dislocations
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Figure 8: Theory predictions for compositions emerging from the optimization process. a
Theory predictions for strength at T=1300K vs composition (average ± standard deviation for
1000 compositions per bin), normalized by the highest strength found in the optimization model.
b Theory predictions for strength/density vs composition (average ± standard deviation for 1000
composition per bin), normalized by the highest strength/density found in the optimization model.
c Theory predictions of strength vs versus temperature over 296K–1900K for several near-optimal
compositions, with the experimental and predicted results on the existing 5-element MoNbTaVW
alloy [2] also shown (in red). d Theory predictions of strength/density vs versus temperature
over 296K–1900K for near-optimal compositions, with the experimental and predicted results on
the existing 5-element MoNbTaVW alloy [2] also shown (in red).
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must move through the random alloy itself - there are no easy paths of dislocation motion
that can circumvent the large barriers, which appear throughout the alloy on the scales of ζc
and wc, responsible for the strengthening. In contrast, the high-temperature strength of the
screw dislocation is dominated by pinning due to jogs. Jog strengthening is defeated at high
temperatures by thermal vacancies that eliminate the high energy barrier for self-interstitial
creation that controls the jog strength. Thus, the differences in high temperature performance
among different BCC HEAs - the pressing issue identified by [9] - may be directly attributable to
screw versus edge control of strengthening. The edge theory alone also provides a lower-bound
estimate of the high-T strengthening. That is, if the edge theory predicts a high strength, then a
high strength can be expected. If the edge theory predicts a low strength, then the alloy may be
screw controlled, and still have good high-T properties up to roughly 0.5Tm.
The prediction of a wide range of compositions that match or exceed the strengths of existing
alloys (Figure 8) opens avenues for optimization across a much broader range of properties such
as oxidation resistance, diffusional creep, and ductility, while maintaining high-temperature
strength. With suitable models for those properties, optimization can be performed to discover
alloys having the desired mix of properties. Mechanical property optimization can also be
combined with thermodynamic models to avoid compositions where undesirable intermetallic
phase formation is predicted [41, 45–47], thus allowing for simultaneous computationally-guided
design of performance and processing of new alloys. Together with an associated model for
strengthening of screw dislocations [14], the models present a framework for analyzing BCC
HEAs across all families and all temperatures.
In summary, a mechanistic parameter-free theory quantitatively captures the exceptional
high flow stresses from T=0K-1900K of Mo-Nb-Ta-V-W High Entropy Alloys. The trapping of
dislocations in statistically-favorable random solute environments creates intrinsic large energy
barriers for the edge dislocation motion. The nature of this trapping of the dislocations makes
these alloys robust against typical high temperature softening mechanisms. A reduced analytic
version of the theory enables rapid screening across the entire composition space, leading to
the identification of new promising alloys. This opens avenues for computationally-guided
multi-property optimization and discovery of new high-performance materials.
Data availability
For access to more detailed data than are given in the article or the Appendix please contact the
authors.
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A Dependence of theory predictions on dislocation line ten-
sion
The T=0K yield strength and energy barrier depend on the line tension Γ, scaling as τy0 ≈ Γ−1/3
and ∆Eb ≈ Γ1/3, respectively. Changes in Γ thus change the strength and barrier in opposite
directions, leading to some cancellation of effects at moderate and high temperatures. Thus,
predictions are not strongly sensitive to Γ except at very low temperature.
The line tension is generally expressed as Γ = αµ¯b2, which captures the proper scalings
with (effective isotropic) alloy shear modulus µ¯ and b. Variations in Γ are thus manifest through
the non-dimensional parameter α. Work in FCC alloys has previously used α = 1/8 ([25, 48])
based on atomistic simulations of dislocation bow-out [49]. Varvenne et al.27 have shown that the
low-temperature strength may be better-predicted using the value α = 1/16. For long dislocation
lines, the line tension is dominated by elasticity and so is independent of any underlying crystal
structure. Thus, aside from the contributions due to dislocation core energy that are not negligible
at very small dislocation lengths, values for α for BCC metals are expected to be in the same
range as those for FCC metals.
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With the above background, Figure 9 shows the predictions for strengths of the BCC HEAs
for the values α = 1/16, 1/12, 1/8 that span the expected range. Results in the main text use
α = 1/12. The results in Figure 9a show that the room temperature (RT) predictions are rather
sensitive to the specific line tension. However, as anticipated, the results in Figure 9b show that
predictions at moderate to high temperatures (296–1900K) are quite insensitive to the specific
choice of the line tension Γ, and within the uncertainties associated with other details (grain size
effects, as-cast microstructure effects, solute/dislocation interaction energies, model uncertainty).
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Figure 9: Effect of line tension on theory predictions. a Theory predictions vs T=0K simu-
lations and RT experiments, for line tension parameters α = 1/16, 1/12, 1/8 as indicated. b
Theory predictions vs temperature from 296K–1900K, with experimental strengths also shown
for reference. All other details are identical to those used in the main text.
B Effects of microstructure and compositional homogeneity
No grain-size Hall-Petch effect has been accounted introduced here. However, while the average
grain size of the as-cast materials is fairly large, 80 − 200 µm, there is likely some modest H-P
28
effect. An empirical rule-of-mixtures relation can be used along with the measured Hall-Petch
effects in the elemental metals15, resulting in a temperature-independent increase of the yield
strength by ∼ 50 MPa.
Results shown in the main text also relate to the average compositions measured in the as-cast
specimens. The as-cast speciments have a dendritic structure at the scale of ≈ 20µm, with
different compositions in the dendritic and interdendritic regions. If the lattice constants and
yield strengths of these two regions are very similar, then the overall composite material may
behave as an effectively single-phase material. To investigate this issue, we have applied the
theory to predict the strengths of the dendritic and interdendritic materials using their reported
average compositions, as shown in Figure 10.
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Figure 10: Effect of as-cast local composition fluctuations on theory predictions. a Theory
predictions for the average, dendritic and interdendritic compositions vs RT experiments. b
Theory predictions for the average, dendritic and interdendritic compositions vs experiments
from 296K–1900K.
For the alloys considered here, except MoNbTaV, the values closely straddle the value of the
overall average composition. For the MoNbTaV alloy, the dendritic region is 158 MPa stronger
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than the interdendritic composition, and 78 MPa weaker than the average composition. The
strength of the experimental MoNbTaV alloy may thus be between the dendritic and interdendritic
values (closer to dendritic since the phase fraction of dendrites is higher than interdendritic
regions). Limited data is available on annealed materials. Annealing of a HfMoNbTiZr BCC
alloy24 led to a decrease in strength of 144 MPa. Similar decreases may apply to other materials.
On the other hand, the small size of the dendritic arms (20 µm) might provide further Hall-
Petch-type strengthening. These aspects may explain why the theory underpredicts the measured
strength in MoNbTaV, although the predictions remain quite reasonable.
C Possible origin of the high-T strength plateau
The experiments show a plateau in yield strength in the range 800K–1100K. The origin of
this plateau in BCC alloys is not well-established. We postulate that dynamic strain aging
(DSA) via “cross-core diffusion” [50] may generate additional strengthening in these alloys at
intermediate temperatures. Cross-core diffusion occurs when solutes diffuse locally only across
the core from higher-energy sites to lower-energy sites (see Figure 4b). This leads to a time- and
temperature-dependent strengthening that saturates once all cross-core motion has occurred, after
which the normal decrease in strength with increasing temperature resumes. This is consistent
with the experimental results in Figure 4b. The origins of the plateau require deeper study but do
not detract from the broad success of the theory.
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