Abstract This paper aims to provide various applications for second-order variational analysis of extended-real-valued piecewise liner functions recently obtained in [1] . We mainly focus here on establishing relationships between full stability of local minimizers in composite optimization and Robinson's strong regularity of associated (linearized and nonlinearized) KKT systems. Finally, we address Lipschitzian stability of parametric variational systems with convex piecewise linear potentials.
Introduction
This paper is dedicated to Professor Boris Teodorovich Polyak who is one of the founders of modern optimization theory and is a very active contributor to current hot areas of optimization, control, and their applications. In particular, we refer the reader to Polyak's classical monograph [2] and more recent highly cited publication [3] somewhat related to the topics of our paper.
In this paper we continue the path initiated in [4] about applications of the second-order subdifferential theory for convex piecewise linear (CPWL) extended-real-valued functions [5] , which has been recently developed in [1] . Employing here explicit calculations of the second-order subdifferentials (or generalized Hessians) of such functions in the sense of [6] together with the second-order characterization of fully stable local optimal solutions for composite optimization problems via the composite SSOSC (strong second-order sufficient condition) under a certain partial nondegeneracy allows us to establish comprehensive relationships between several notions of stability in composite optimization and parametric variational systems.
The first topic of our applications concerns Karush-Kuhn-Tucker (KKT) systems associated with composite optimization problems described by fully amenable compositions involving CPWL functions. We show, by using a reduction approach combined with second-order calculus and subdifferential computation, that the aforementioned SSOSC effectively characterizes Robinson's strong regularity [7] of the corresponding KKT systems arising from composite optimization and also an appropriate Lipschitzian counterpart of Kojima's strong stability [8] for perturbed composite optimization problems with respect to C 2 -smooth parameterizations. Finally, the developed second-order theory [1, 4] helps us to efficiently study robust Lipschitzian stability of set-valued solution maps to parametric variational systems (PVS), which are described by subdifferential mappings generated by CPWL functions as well as fully amenable compositions. Employing the coderivative criterion [9] for the Lipschitz-like property of multifunctions together with the second-order calculus and precise calculations of the secondorder subdifferentials allows us to derive here, depending on the assumptions made, either complete characterizations or effective sufficient conditions for this property explicitly formulated via the initial data.
The rest of the paper is organized as follows. Section 2 recalls some definitions and facts from generalized differential theory of variational analysis needed for the formulations and proofs of the subsequent results. Moreover, for the reader's convenience, we overview basic definitions and results from [1, 4] to make the paper fully self-contained.
In Section 3 we begin our stability analysis for composite optimization models involving CPWL functions by concentrating on strong regularity of the associated KKT systems and (Lipschitzian) strong stability of the related stationary points under perturbations. We prove that these differently defined notions occur to be equivalent to full stability of the corresponding local minimizers under partial nondegeneracy, being therefore completely characterized by the aforementioned SSOSC.
Section 4 concerns not optimization problems but solution maps to parametric variational systems in the form of perturbed generalized equations with set-valued subdifferential mappings generated by CPWL functions and fully amenable compositions. We present here comprehensive results for Lipschitzian stability (in the sense of the validity of the Lipschitz-like/Aubin property) of solution maps expressed entirely of the initial PVS data. In the concluding Section 5 we formulate some unsolved problems of our future research.
The notation used are standard in variational analysis; see [5, 10] .
Basic Definitions and Preliminaries
Let us first recall some basic constructions of generalized differentiation exploited in what follows. For Ω ⊂ R n withx ∈ Ω, the normal cone to Ω atx (known also as the limiting, basic or Mordukhovich normal cone) is N (x; Ω) := v ∈ R n : ∃ x k →x, v k → x as k → ∞ such that x k ∈ Ω and lim sup
where k ∈ IN := {1, 2, . . .}. It is well known that, despite the intrinsic nonconvexity of (1) for nonconvex sets, the normal cone (1) possess comprehensive calculus rules; see [5, 10] . For a set-valued mapping F : R n ⇒ R m , its domain and graph are given by
Define now the coderivative of F at (x,ȳ) ∈ gph F by
which is an "adjoint derivative" of set-valued mappings and reduces to the adjoint/transposed Jacobian operator
is a single-valued smooth mapping. Recall also that F admits a single-valued graphical localization around (x,ȳ) ∈ gph F if there exist some neighborhoods U ofx and V ofȳ together with a singlevalued mapping f :
For an extended-real-valued function ϕ: R n → R :=] − ∞, ∞], the (firstorder) subdifferential of ϕ atx ∈ dom ϕ := {x ∈ R n : ϕ(x) < ∞} is defined via the normal cone (1) to the epigraph epi ϕ :
The second-order subdifferential of ϕ atx ∈ dom ϕ relative tov ∈ ∂ϕ(x) is defined via the following dual "derivative-of-derivative" approach of [6] by
It is worth noticing that the second-order construction (4) corresponds to the Hessian mapping ∂ 2 ϕ(x, ∇ϕ(x))(u) = {∇ 2 ϕ(x)u} if ϕ is C 2 -smooth around x. The second-order construction (4) has been well understood for important classes of functions, mostly appeared in the study of stability of constrained optimization problems; see, e.g., [1, 11, 12] for more details. Below we briefly recall the explicit calculations of (4), which have been done recently for the class of convex piecewise linear functions θ: R m → R; we use the notation θ ∈ CP W L to indicate that θ belongs to this class of functions. Employing [5, Theorem 2 .49], we can equivalently state that θ ∈ CP W L if there are α i ∈ R, and a i ∈ R m , l ∈ IN with i ∈ T 1 : = {1, . . . , l} such that θ is represented via the indicator function of the domain of θ by
where the domain set dom θ is a convex polyhedron given by
with some elements d i ∈ R m , β i ∈ R, and p ∈ IN . The domain of θ admits by [1, Proposition 3.2] the union representation dom θ = l i=1 C i with l taken from (5) and with the sets C i , i ∈ T 1 , defined by
Defining next the active index subsets forz ∈ dom θ by
we obtain from [1, Proposition 3.3] the following formula for ∂θ(z):
Picking (z,v) ∈ gph ∂θ, we conclude from (9) thatv =v 1 +v 2 , wherē
Taking into account representation (10), we define the two index subsets of positive multipliers by
Select arbitrary index subsets P 1 ⊂ Q 1 ⊂ T 1 and P 2 ⊂ Q 2 ⊂ T 2 and consider the following sets defined entirely via the parameters in (5) and (6):
Appealing to the above constructions for θ ∈ CP W L given by (5), we deduce from [1, Theorem 5.1] the following precise calculation formulas for the secondorder subdifferential at any u ∈ R m :
where the set A of index quadruples is defined by
with
Moreover, the second-order subdifferential analysis in [1, Theorem 5.2] gives us the domain formula
where the index sets Γ (J 1 ) and Γ (J 2 ) are defined by
with the notation J 1 := J + (z,v 1 ) and J 2 := J + (z,v 2 ) from (10) and (11) . Given θ ∈ CP W L, we always assume in what follows that 0 ∈ aff ∂θ(z) with aff ∂θ(z) being the affine hull of ∂θ(z). As it was explained in [4, Section 3] , there is no loss of generality in assuming the latter condition when we deal with the second-order subdifferential (4) . Indeed, we have S(z) = aff ∂θ(z) − bz for some bz ∈ aff ∂θ(z). Defining thenθ(z) := θ(z)− bz, z shows that 0 ∈ aff ∂θ(z) and
where S(z) stands for a subspace of R m parallel to the affine hull aff ∂θ(z). It is proved in [4, Lemma 3.1] that such a CPWL function θ: R m → R is C ∞ -reducible to a function ϑ: R s → R atz with s = dim S(z) ≤ m; this means that there exists a C ∞ -smooth mapping h: R m → R s with the surjective derivative ∇h(z) such that θ(z) = (ϑ • h)(z) for all z aroundz. The interested readers can find more about reducibility of functions and sets in [4, 13, 24] .
Following [13] , we say that a pair (x,w) ∈ R n ×R d is a partial nondegenerate point of Φ:
The above definition of the nondegenerate points is an extension of the nondegeneracy concept for sets; see [24 
with S(z) in (18) . Note ✟ ✟ ❍ ❍ we that the explicit calculation of S(z) entirely via the initial parameter of the CPWL function θ is given in [4, Theorem 3.1] .
Observe to this end that the inner mapping h in the definition of reducibility is not necessarily unique. Moreover,the reducibility is always used together with the nondegeneracy condition. This fact brings some limitations to the kind of h that can be selected in the definition of reducibility. For instance, if we choose h = Id, i.e., θ is reducible to itself, then (19) tells us that
which says that the operator ∇ x Φ(x,w) is surjective. However, it is shown in [4] that we can find a mapping h for which the nondegeneracy condition (19) offers a strictly weaker constraint qualification. In this paper we often deal with a composition θ • Φ of CPWL outer functions θ: R m → R, and inner mappings Φ: R n × R d → R m that are C 2 -smooth around some (x,w) withz := Φ(x,w) ∈ dom θ under the following first-order qualification condition:
Such compositions are an important subclass of functions called fully amenable in x atx with compatible parametrization by w atw; see [5, 14] for more details.
Strong Regularity and Strong Stability in Composite Models
In this section we mainly focus on the study of stability analysis of the composite optimization problem given by
where θ: R m → R is a CPWL extended-real-valued function, and where all ϕ i : R n → R, i = 0, . . . , m, are C 2 -smooth around the reference optimal solution. As argued in [4] , the presented model provides a very convenient framework for developing theoretical aspects of optimization in broad classes of constrained problems including nonlinear programs as well as constrained and unconstrained minimax problems. Note that, besides the aforementioned classes, the composite optimization format under consideration includes the following major subclass of extended nonlinear programs given by
where P ⊂ R n is a convex polyhedra, and where θ: R m → R is CPWL. To proceed, consider the two-parametric version of (22) constructed by
where the perturbed functions ϕ 0 (x, w) and Φ(x, w) = (ϕ 1 (x, w), . . . , ϕ m (x, w)) are C 2 -smooth with respect to both variables. Denote
and then fix γ > 0 and (x,w,v) with Φ(x,w) ∈ dom θ andv ∈ ∂ x ϕ(x,w).
Define the parameter-depended optimal value function for (23) by
and the parameterized set of optimal solutions to (22) by 
The seminal notion of full stability of local optimal solutions was first introduced in [14] in the extended-real-valued format of unconstrained optimization. Moreover, it was characterized in [14, Theorem 2.3] using the second-order subdifferential given by (4) . Recently, second-order characterizations of full stability have been established for constrained optimization problems including NLPs, SOCPs, and optimal control of semilinear PDEs; see [1, 4, [15] [16] [17] [18] [19] for more details and discussions. Quite recently [4, Theorem 4.1], we have obtained a second-order characterization of full stability for the composite optimization problem (23) entirely in terms of the initial data of (23) . In this section, employing the latter characterization, we continue our study of composite optimization problems of type (22) with CPWL outer functions θ. Our main goal is to establish relationships between full stability of local minimizers in (23) and some other stability/regularity notions for perturbed versions of (22) and associated (linearized and nonlinearized) KKT systems. The notions under consideration revolve around Robinson's strong regularity [7] and the Lipschitzian version of Kojima's strong stability [8] . Involving the nondegeneracy condition ND from (19) in composite optimization together with employing the reduction approach, discussed below, we show that these notions are actually equivalent in our setting while being also equivalent to full stability of local minimizers under appropriate choices of perturbations.
To proceed, letz := Φ(x,w) ∈ dom θ with θ ∈ CP W L. Remember from Section 2 that θ is C ∞ -reducible to a function ϑ: R s → R atz with s ≤ m by a C ∞ -smooth mapping h: R m → R s with the surjective derivative ∇h(z). Moreover, it is proved in [4, Lemma 3.1] that the mapping h has a linear representation h(z) = Bz with B being a s × m matrix; see the latter lemma for more details about the matrix B. This tells us that
for all z close toz.
Defining now the mapping
, allows us to get the reduced problem , is that the derivative ∇ x Ψ (x,w) has full rank provided that the nondegeneracy condition (19) holds. Moreover, it is proved in [4, Proposition 4.1] that the full stability of local optimal solutions to problem P(w, v) is equivalent to that of local optimal solutions to P r (w, v).
Taking into account the qualification condition (21), the stationary conditionv ∈ ∂ x ϕ(x,w) via ϕ from (24) can be equivalently written as
Thus the KKT systems for P(w, v) and P r (w, v) are given, respectively, by
It is worth noticing that representation (26) together with the full rank property of the matrix B, coming from the surjectivity of ∇h(z), implies that the Lagrange multipliers λ of (29) and µ of (30) are related by λ = B * µ. It is often more convenient in what follows to rewrite the KKT system (29) as the generalized equation
and denote by S KKT : (w, v) → (x, λ) the solution map to (31).
To provide a second-order characterization of fully stable local optimal solutions to problem P(w, v), the following composite strong second-order sufficient condition (SSOSC) was introduced in [4, Definition 4.1]: we say that the composite SSOSC holds at (x,w,v,λ) ∈ R n × R d × R n × R m withv andλ satisfying (28) and (29), respectively, if
where L is the Lagrangian from (29) while the subspace S is defined by
via the index sets Γ (J 1 ) and Γ (J 2 ) taken from (17) . As discussed in [4] , the composite SSOSC is an adaptation of Robinson's SSOSC [7] , introduced for classical NLPs, for the composite optimization problem (23) . Below, we recall from [4, Theorem 4.1] the second-order characterization of full stable local optimal solutions to P(w,v) via the presented composite SSOSC.
Theorem 3.1 (second-order characterization of full stability in composite optimization). Letx be a feasible solution to P(w,v) from (23) for the parameter pair (w,v) withv from (28), let θ ∈ CP W L, and let (z,v) ∈ gph ∂θ withz = Φ(x,v). Under the validity of condition ND from (19), letλ be a unique solution of the KKT system (29) . Thenx is a fully stable local minimizer of P(w,v) if and only if the composite SSOSC from (32) is satisfied.
Robinson's idea [7] to define the property of strong regularity for generalized equations involved considering Lipschitzian single-valued localizations of solution maps to an appropriate linearization. This idea was further developed and applied in many publications; see, e.g., [21] [22] [23] and the references therein. We keep such a definition of strong regularity in the case of (31) and study it in this section. However, it is more convenient for us to start with a similar property for the solution map S KKK of the KKT system (31) itself, without any linearization, and characterize it via the composite SSOSC. Definition 3.1 (SVLL property of KKT systems). We say that the KKT system (31) associated with the composite optimization problem (23) has the single-valued Lipschitzian localization (SVLL) property at (x,λ,w,v) ∈ gph S KKT if its solution map S KKT : (w, v) → (x, λ) admits a Lipschitzian single-valued graphical localization around (w,v,x,λ).
The next theorem shows the SVLL property of (31) is characterized by the simultaneous fulfillment of the composite SSOSC and the nondegeneracy condition ND in composite optimization. It extends the corresponding result of [24, Theorem 4.10] and [11, Theorem 6] for NLPs; see also commentaries in [21, 23, 24] on related developments in this direction. Theorem 3.2 (characterization of SVLL property via ND and composite SSOSC). Letx be a feasible solution to problem P(w,v) in (23) with somew ∈ R d andv from (28) , where θ ∈ CP W L and Φ is C 2 -smooth around (x,w). Consider the following statements:
(i) The SVLL property from Definition 3.1 holds and we havex ∈ M γ (w,v) for the argminimum set (25) with some γ > 0.
(ii) Both the composite SSOSC property (32) and the nondegeneracy condition ND from (19) hold.
Then we have (ii)=⇒(i), while the converse application is fulfilled if in addition the first-order qualification condition (21) is satisfied.
Proof Suppose first that (ii) holds and deduce from Theorem 3.1 thatx is a fully stable locally optimal solution to P(w,v). It follows from [4, Proposition 4.1] thatx is also a fully stable locally optimal solution to the reduced problem P r (w,v). Similarly to (31), we can write the KKT system for the reduced problem (30) in the generalized equation form
and denote by S r KKT : (w, v) → (x, µ) its solution map. By (26) we have that the representation θ = ϑ • B holds locally aroundz. Moreover, it follows from [4, Lemma 3.1] that ϑ ∈ CP W L. Remembering that λ = B * µ, we split the proof of (ii)=⇒(i) into several steps.
Step 1: The conditions in (ii) imply that the solution map for the generalized equation (34), denoted by S r KKT : (w, v) → (x, µ), has the SVLL property around (w,v,x,μ).
We start the proof of this fact by recalling that the full stability ofx in P r (w,v) ensures by [18, Theorem 3.4 ] that the set-valued mapping
admits a Lipschitzian single-valued graphical localization around (w,v,x). Employing this together with the surjectivity of ∇ x Ψ (x,w), which comes from the second part of [4, Proposition 4.1], yields the mapping S r KKT : (w, v) → (x, µ) is single-valued around (w,v,x,μ). Observe that the Lipschitz continuity of (w, v) → x wv =: x around (w,v) is a direct consequence of the full stability ofx in the reduced problem P r (w,v). Let the latter property hold in some neighborhoods W ofw and V ofv. To verify the same property for the mapping (w, v) → µ wv =: µ, pick w 1 , w 2 ∈ W and v 1 , v 2 ∈ V and thus find µ wivi ∈ ∂ϑ(c i ) with c i := Ψ (x wivi , w i ) for i = 1, 2 satisfying
This allows us to obtain the equality
where ∇ x Ψ (x wivi , w i ) are surjective due to this property for ∇ x Ψ (x,w). By [10, Lemma 1.18] there is κ wv > 0 such that
Appealing to [10, Lemma 1.18], we deduce that
This allows us to find y k with y k = 1 and
Suppose without loss of generality that y k →ȳ as k → ∞ with ȳ = 1. Passing to limit in (35) gives us ∇ x Ψ (x,w) * ȳ = 0. Since the derivative ∇ x Ψ (x,w) is surjective due to [4, Proposition 4.1], we arrive atȳ = 0, which is a contradiction telling us that κ > 0. By the surjectivity of ∇ x Ψ (x,w) there exists a constant ρ < ∞ so that µ wv ≤ ρ for all (w, v) ∈ W × V . Denoting by ℓ > 0 a common Lipschitz constant for the mappings ∇ x ϕ 0 , ∇ x Ψ , and (w, v) → x wv on W × V yields
which justifies the local Lipschitz continuity of the mapping (w, v) → µ wv .
Step 2: The conditions in (ii) imply that the SVLL property of (31) is satisfied at the point (x,λ,w,v).
The assumptions of (ii) ensure by Theorem 3.1 thatx is a fully stable local minimizer of P(w,v), and so [18, Theorem 3.4] tells us that the mapping
is single-valued and locally Lipschitzian around (w,v,x). Since condition ND from (19) holds, the Lagrange multiplier in (31) is unique, and hence the mapping S KKT : (w, v) → (x, λ) is single-valued around (w,v,x,λ). Further, the Lipschitz continuity of (w, v) → x wv =: x around (w,v) follows from the full stability ofx. Taking W and V from Step 1, pick w i ∈ W and v i ∈ V , i = 1, 2. Using the relationship λ = B * µ, for each i find a unique multiplier µ wivi ∈ ∂ϑ(c i ) with c i := Ψ (x wivi , w i ) so that λ wivi := B * µ wivi . This yields
which thus justifies the local Lipschitz continuity of the mapping (w, v) → λ wv due to Step 1. This completes the proof of implication (ii)=⇒(i).
To verify (i)=⇒(ii), suppose that the SVLL condition satisfies and pick η ∈ S(z) ∩ ker ∇ x Φ(x,w) * withz = Φ(x,w), where S(z) comes from (18) . Since S(z) = aff ∂θ(z) due to (18), we get η ∈ aff ∂θ(z) and deduce from (21) that S KKT (w,v) = {(x,λ)} for someλ ∈ R m . Ifλ ∈ ri ∂θ(z) with "ri" standing for the relative interior of a convex set, thenλ + tη ∈ ∂θ(z) for any small t > 0, which tells us that (x,λ + tη) ∈ S KKT (w,v). Employing now the single-valuedness of the mapping S KKT , we get η = 0, and so by (20) condition ND from (19) holds in this case. Suppose now thatλ ∈ ri ∂θ(z) and, taking into account that ri ∂θ(z) = ∅, pick η ∈ ri ∂θ(z). It follows from [5, Proposition 2.40] thatλ + t(η −λ) ∈ ri ∂θ(z) for any t ∈ (0, 1). Letting v t := t∇ x Φ(x,w) * (η −λ) for small t > 0 gives us (x,λ + t(η −λ)) ∈ S KKT (w,v + v t ). Remember that λ + t(η −λ) ∈ ri ∂θ(z), which allows us to repeat the above arguments and to justify the validity of ND.
To end the proof, it is not hard to see by SVLL that the mapping S(w, v) in (36) is single-valued and locally Lipschitzian around (w,v,x). Remembering thatx ∈ M γ (w,v) in (i) and appealing to [18, Theorem 3.4] , with taking into account that the qualification condition imposed therein follows from the justified ND, tell us thatx is a fully stable local minimizer of P(w,v). Thus SSOSC holds by Theorem 3.1, and we complete the proof of the theorem. ⊓ ⊔ Next we proceed with the definition and second-order characterization of Robinson's strong regularity for the KKT system (31) associated with problem P(w,v) of composite optimization. Definition 3.2 (strong regularity of KKT in composite optimization). Let (x,λ) be a solution to (31) for (w, v) = (w,v) withv = 0. We say that (x,λ) is strongly regular for KKT (31) if the solution map to the linearized system at (x,λ) defined by
admits a Lipschitzian single-valued graphical localization around (0, 0,x,λ).
Our subsequent goal is to establish relationships between the KKT strong regularity and full stability of local minimizers in composite optimization. We show below that these notions are actually equivalent under nondegeneracy. The result obtained below continues the line of equivalencies developed recently for various problems of constrained optimization in [16, 18, 25] while being new for the composite optimization problems studied in the paper. To proceed, we consider the following canonically perturbed version Pw(v 1 , v 2 ) of problem (22) with parametric pairs (v 1 , v 2 ) ∈ R n × R m :
The next lemma important in what follows reduces the study of full stability in the original optimization problem (23) to that in the canonically perturbed one (37) under nondegeneracy. Its proof is based on the presented criterion of full stability in Theorem 3.1 and allows us to deal with generalized equations of type (31) whose set-valued parts depend on parameters.
Lemma 3.1 (full stability with respect to canonical perturbations).
Letx be a feasible solution to the composite optimization problem P(w,v) in (23) with somew ∈ R d andv from (28) under the nondegeneracy condition ND from (19) . Thenx is a fully stable local minimizer of P(w,v) if and only if it is a fully stable local minimizer of Pw(v, 0) in (37).
Proof It is easy to observe from the equivalent dual representation (20) of the nondegeneracy condition (19) , obtained in [4, Theorem 3.2] , that ND for the canonically perturbed problem (37) agrees with the one for the fully perturbed problem (23) . Suppose now thatx is a fully stable local minimizer of Pw(v, 0) and then apply Theorem 3.1 to conclude that it is equivalent to the validity of the following inequality:
where the subspace S is defined in (33) and Lw is the Lagrangian associated with problem (37) given by Lw(x, v 2 , λ): = ϕ 0 (x,w) + λ, Φ(x,w) + v 2 . Therefore we have ∇ 2 xx Lw(x, 0,λ) = ∇ 2 xx L(x,w,λ) with L coming from (29) , which indeed tells us thatx is a fully stable local minimizer of P(w,v). The converse implication of the lemma is verified similarly. Now we are ready to establish the aforementioned relationships between full stability of local minimizers in composite optimization and strong regularity of the associated KKT systems. Theorem 3.3 (relationships between full stability and strong regularity in composite optimization). Letx be a feasible solution to P(w,v) in (23) with somew ∈ R d andv = 0 from (28) . Assume that the qualification condition (21) holds. Then for some γ > 0 the following are equivalent :
(i)x is a fully stable locally optimal solution to P(w,v) satisfying condition ND from (19) .
(ii)x ∈ M γ (w,v) and (x,λ) is a strongly regular solution to (31).
Proof We first verify implication (ii)=⇒(i). It has been well recognized (see, e.g., [21, Theorem 2B.10 ] that strong regularity of the KKT system (31) at (x,λ) is equivalent to the fact that the KKT system associated with the canonically perturbed problem (37) and given by
admits a Lipschitz continuous and single-valued graphical localization around
Thus it results from Theorem 3.2 that the composite SSOSC from (38) and the nondegeneracy condition ND for Pw(v, 0) are satisfied. As mentioned in the proof of Lemma 3.1, the nondegeneracy conditions ND for both problems Pw(v, 0) and P(w,v) are the same, and therefore Theorem 3.1 says thatx is a fully stable local minimizer for Pw(v, 0). Employing Lemma 3.1 tells us thatx is a fully stable local minimizer for the original problem P(w,v) as well, which justifies that (ii)=⇒(i). By similar arguments we verify the converse implication and thus complete the proof.
As a by-product of the obtained equivalence and the characterization of full stability of local minimizers in Theorem 3.1, we get the composite SSOSC characterization of strong regularity for the associated KKT system (31). The results of this type for various problems of constrained optimization with C 2 -smooth data can be found in [11, 16, 18, 23, 24] via appropriate SSOSC and nondegeneracy conditions. Note that, in contrast to full stability, the corresponding nondegeneracy condition is necessary for strong regularity. Some second-order characterizations of full stability without nondegeneracy have been recently established in [15] for NLPs.
The last part of this section is devoted to studying relationships between strong regularity in the sense of Definition 3.2 and the notion of strong Lipschitzian stability, which is a Lipschitzian version of Kojima's strong stability [8] . The concept of strong Lipschitzian stability was considered before only for problems of constrained optimization with C 2 -smooth data; [16, 24] Here we extend its see [16, 24] . Here we extend it to the general framework of composite optimization problems and then show that it is indeed equivalent to strong regularity of the corresponding KKT system. Note that relationships between strong regularity and strong stability were first studied in [26] for classical NLPs and then further developed for more general constrained problems in [16, [23] [24] [25] .
To proceed in our composite optimization setting, suppose without loss of generality thatv = 0 and say that the pair (ξ(x, u), Υ (x, u)) with u ∈ R q , ξ: R n × R q → R, and Υ : R n × R q → R m is a C 2 -smooth parametrization of (ϕ 0 (x,w), Φ(x,w)) in P(w, 0) atū ∈ R q provided that ϕ 0 (x,w) = ξ(x,ū) and Φ(x,w) = Υ (x,ū) for all x ∈ R n , where both functions ξ and Υ are C 2 -smooth. Consider now the family of the parametric optimization problems given by
Definition 3.3 (strong Lipschitzian stability for composite optimization problems). A stationary pointx of problem P(w, 0) in (23) is called strongly Lipschitz stable with respect to the C 2 -smooth parametrization (ξ(x, u), Υ (x, u)) of (ϕ 0 (x,w), Φ(x,w)) in P(w, 0) atū ∈ R q if there are neighborhoods U ofū and O ofx such that for any u ∈ U each problem P(u) has a unique stationary point x(u) ∈ O and the mapping u −→ x(u) is locally Lipschitzian aroundū. If it holds for any C 2 -smooth parameterization of (ϕ 0 (x,w), Φ(x,w)) in P(w, 0) atū ∈ R q , then the stationary pointx is called strongly Lipschitz stable.
Theorem 3.4 (equivalence between strong regularity and strong Lipschitzian stability for composite optimization problems). Letx be a feasible solution to the unperturbed problem P(w,v) in (23) with somew ∈ R d andv = 0 from (28) . Assume further that the qualification condition (21) holds. Then the following are equivalent for some γ > 0:
(i)x is a Lipschitz stable local optimal minimizer of P(w, 0) satisfying condition ND from (19) .
Proof Suppose that (i) holds. Since (ϕ 0 (x, w) − x, v , Φ(x, w)) is a C 2 -smooth parametrization of (ϕ 0 (x,w), Φ(x,w)) in problem P(w, 0) in (23) at the point u := (w, 0) ∈ R d × R n , we find some neighborhoods U ofū and O ofx such that for any u = (w, v) ∈ U there exists a unique stationary point x(u) of P(u) for which the mapping u −→ x(u) is Lipschitz continuous around (ū,x). This shows that the set-valued mapping
admits a Lipschitzian single-valued graphical localization around (ū,x). Employing [18, Theorem 3.4], we see thatx is a fully stable locally optimal solution to problem P(w, 0), which in turn yields the validity of (ii) due to Theorem 3.3.
To prove the converse implication (ii) =⇒ (i), let (x,λ) be a strongly regular solution to the KKT system (31). This tells us thatx is a fully stable local minimizer of P(w, 0) due to Theorem 3.3 and that the nondegeneracy condition ND is satisfied. Pick now an arbitrary C 2 -smooth parametrization (ξ(x, u), Υ (x, u)) of (ϕ 0 (x,w), Φ(x,w)) in P(w, 0) atū ∈ R q , which gives us the equalities ∇ x ϕ 0 (x,w) = ∇ x ξ(x,ū) and ∇ x Φ(x,w) = ∇ x Υ (x,ū) together with those for the corresponding second-order derivatives. Therefore the composite SSOSC from (32) is satisfied for problem P(ū), which in turn implies thatx is a fully stable local minimizer of problem P(ū). Employing now [18, Theorem 3.4], we deduce that the set-valued mapping
admits a Lipschitzian single-valued graphical localization around (ū, 0,x). Defining x(u) := S(u, 0), conclude that it is a stationary point for problem P(u) and that the mapping u −→ x(u) is locally Lipschitzian around (ū,x). This verifies (i) and completes the proof of theorem.
Lipschitzian Stability of Parametric Variational Systems
This section concerns Lipschitzian stability of solution maps to parameterized generalized equations (in Robinson's terminology) written in the form 0 ∈ f (x, w) + F (x, w) with x ∈ R n and w ∈ R d ,
where x is the decision variable and w ∈ R d stands for parameters, and where
We consider here more specific forms of (39), where F is described by a subdifferential mapping generated by an extended-real-valued function (called potential) involving a CPWL one. Due to their subdifferential/normal cone structure, such systems reflect certain variational properties as, e.g., the KKT system (31) associated with the composite optimization problem (23) under perturbations. Thus we use in what follows the term parametric variational systems (PVS) for generalized equations of this type.
Our first object to consider here is the PVS solution map given by
where θ: R m → R is a parameter-independent CPWL function. We see that system (40) is the solution map to (39) with F (x, w) = ∂θ(x), q = n, and m = n. In the particular case of θ(x) = δ(x; Ω) the generalized equation in (40) amounts to the classical (parameterized) variational inequality, while in the general case of a convex function θ in (40) such a system is called sometimes "variational inequality of the second kind."
Our main goal in what follows is to study Lipschitzian stability of PVS in the sense that the solution map satisfies the so-called Lipschitz-like/Aubin property around the given point (w,x) ∈ gph S: there are neighborhoods U of w and O ofx and a number ℓ > 0 such that
where IB stands for the closed unit ball in R n . The infimum of all such moduli ℓ appearing in (41) is called the exact Lipschitzian bound of S around (w,x) and is denoted by lip S(w,x).
We know from [9, Theorem 5.7] and [5, Theorem 9 .40] that the latter property can be characterized by the following coderivative/Mordukhovich criterion, where S should be closed-graph near (w,x), which will be proved for the mappings considered below:
Based on (42) and coderivative calculus rules, characterizations and sufficient conditions for the Lipschitz-like property of solution maps to generalized equations (39) and their specifications were obtained in [10, 27] and other publications in terms of the coderivative of set-valued mappings therein. Now we derive explicit characterizations of this property for S from (40) (and then for some other types of PVS) via the initial data of the potential.
Given θ ∈ CP W L described in (5) and (6) 
where
Next we present an explicit characterization of the Lipschitz-like property of the solution map (40) in the general case of θ ∈ CP W L in (40) as well as under the validity of AICQ.
Theorem 4.1 (characterizations of Lipschitzian stability for PVS with CPWL potentials). Let (w,x) ∈ gph S for the mapping S from (40), let f be strictly differentiable at (x,w), and let ∇ w f (x,w) be surjective. Denotinḡ v := −f (x,w) ∈ ∂θ(x), we have the following statements:
(i) The solution map S is Lipschitz-like around (w,x) if and only if
whenever (P 1 , Q 1 , P 2 , Q 2 ) ∈ A with the set A defined in (15) . Furthermore, the exact Lipschitzian bound of S around (x,w) is calculated by lip S(w,x) = sup ∇ w f (x,w) * u : −u ∈ G {P1,Q1},{P2,Q2} , y ∈ F {P1,Q1},{P2,Q2} ,
(ii) Let AICQ hold in addition to (i). Then the solution map S is Lipschitzlike around (w,x) if and only if the only u ∈ R n satisfying
is u = 0, where the index sets I := I(x), K: = K(x), J 1 := J + (x,v 1 ), and J 2 := J + (x,v 2 ) are defined by (8) and (11), respectively. Furthermore, the exact Lipschitzian bound of S around (x,w) is calculated by
Proof Let us first verify the following two facts.
Fact 1:
The graph of the solution map S from (40) is closed.
To verify this, take a sequence (w k , x k ) ∈ gph S with (w k , x k ) → ( w, x) as k → ∞. It yields −f (x k , w k ) ∈ ∂θ(x k ), which means that
Passing there to the limit as k → ∞ and taking into account that θ is continuous relative to its domain by [5, Proposition 10 .21], we conclude that
Thus we arrive at −f ( x, w) ∈ ∂θ( x), which yields ( w, x) ∈ gph S. 
(43) This follows from [10, Theorem 4 .44] due to the assumptions made. Now we proceed with verifying both assertions (i) and (ii) simultaneously by using the coderivative criterion with the exact bound formula in (42). Observe that u = 0 amounts to ∇ w f (x,w) * u = 0 due to the surjectivity of ∇ w f (x,w). The necessary and sufficient conditions in (i) and (ii) come out directly from formula (14) 
where f is the same as in (40) while θ ∈ CP W L and Φ: R n × R d → R m is a C 2 -smooth mapping around the reference point (x,w). This case is significantly more involved in comparison with (40), particularly due to the parameterdependent field in (44). The following theorem gives us sufficient conditions for the Lipschitz-like property of the solution map (44). Theorem 4.2 (Lipschitzian stability for PVS with parameter dependent fields). Let (w,x) ∈ gph S for S from (44), let f be strictly differentiable at (x,w), and letv := −f (x,w) ∈ ∂ x (θ • Φ)(x,w). Assume that the nondegeneracy condition ND from (19) holds and that   0 ∈ ∇f (x,w)
whereȳ ∈ ∂θ(Φ(x,w)) is such that ∇ x Φ(x,w) * ȳ =v. Remembering that the second-order subdifferential of θ is calculated in (14), we claim that S is Lipschitz-like around (w,x) if a = 0 is the only vector of R d for which the following conditions hold with some u ∈ R n :
Proof Similarly to Theorem 4.1, we proceed as follows:
The graph of S from (44) is locally closed around (x,w).
To justify this fact, recall that condition ND implies the validity of (21) . Consider now neighborhoods O ofx and W ofw so that (21) is fulfilled for any (x, w) ∈ O × W . Select ǫ > 0 small to ensure that IB ǫ (x,w) ⊂ O × W and then check that the set gph S ∩ IB ǫ (x,w) is closed. To see it, pick a se-
Since {p k } is bounded due to (21) , suppose without loss of generality that p k → p for some p ∈ ∂θ( z). This tells us that −f ( x, w) = ∇ x Φ( x, w) * p ∈ Φ( x, w) * ∂θ( z), which hence yields ( w, x) ∈ gph S and thus justifies the claimed fact.
Fact 2:
We have the following upper estimate for the coderivative of S: To justify the sufficient conditions for Lipschitzian stability claimed in the theorem, we just need to implement the coderivative criterion (42).
The last PVS we consider here is the solution map given by
with the fixed basic parameterw ∈ R d . There are two crucial issues that distinguish (46) from (44): both base and field of (46) are parameter-independent while the other (free) parameter v ∈ R q enters the left-hand side of (46). Such systems are known as canonically perturbed ones.
It is interesting to observe that (46) appears from KKT conditions associated with tilt perturbations (cf. [28] for the general format of unconstrained optimization with extended-real-valued objectives) of the original composite optimization problem (22) , i.e., (23) with the fixed basic parameter w =w:
Indeed, the KKT system (29) for (47) can be written in the form of (46):
The next theorem gives us necessary and sufficient conditions for the Lipschitz-like property of (46). Observe that in contrast to Theorem 4.2 we do not need to assume the validity of (45). Furthermore, the surjectivity condition of Theorem 4.1 is automatic in the setting of (46). To complete the proof, it remains to use the coderivative criterion (42).
The Lipschitz-like property of solution maps to canonically perturbed variational inequalities over polyhedral sets written as S(v) = x ∈ R n : v ∈ f (x,w) + N (x; Z) .
has been addressed in [11] . It is easy to see that (49) corresponds to our setting in (46) with the indicator function θ = δ Z of the convex polyhedron Z ⊂ R n , m = n, and Φ(x,w) = x. In this case our characterization (48) reduces to 0 ∈ ∇ x f (x,w) * u + ∂ 2 θ(x,p)(u) =⇒ u = 0
and by (14) can be equivalently written entirely via the initial data ∇ x f (x,w) * u ∈ F {P1,Q1},{P2,Q2} and u ∈ G {P1,Q1},{P2,Q2} =⇒ u = 0 for all (P 1 , Q 1 , P 2 , Q 2 ) ∈ A. Note that this characterization is much more efficient that the critical face condition obtained in [11] , which involves closed faces of some polyhedral critical cone built upon the tangent cone to the convex polyhedron and is hard to be implemented. Certain specifications as well as extensions of the latter condition are derived in [29] for canonically perturbed affine variational inequalities, but some critical face expressions still remain therein. On the other hand, the results of [11, Theorem 3] and [29, Theorem 3.9] establish the equivalence of the Lipschitz-like property of (49) to Robinson's strong regularity, which postulates locally single-valued Lipschitzian behavior of the solution map. It is a challenging open question about the possibility to obtain such a result in the general CPWL framework of (46). To conclude this paper, recall the recent developments of [17] on full stability of general parametric variational systems in the form v ∈ f (x, w) + ∂ x ϕ(x, p), with parameters (v, w), where ϕ belongs to a broad class of "parametrically continuous prox-regular" functions [14] . Such systems largely extend the PVS considered above, and the full stability property for them in the sense of [17] generally yields the single-valuedness and local Lipschitz continuity of their solution maps. In the particular case of the variational inequalities (49) the characterization of full stability from [17, Theorem 4.8] reads as ∇ x f (x,w) * u, u + q, u > 0 for all q ∈ ∂ 2 θ(x,p)(u), u = 0,
which implies (50). However, the reverse implications fails in general as, e.g., for the case of θ = 0 and f : R 2 → R 2 given by f (x) := (x 1 , −x 2 ) atx = (0, 0).
Conclusions
This paper continues the path started in [4] about various applications of the second-order subdifferential theory for CPWL functions recently developed in [1] . The main result obtained in this vein reveals the equivalence between full stability and strong regularity for composite optimization problems under the validity of the nondegeneracy condition (19) . Recently, we obtained a counterpart of the reduction lemma [21, Lemma 2E.4] for CPWL functions via a different approach, rooted in the established results in [1] . This seems to be beneficial in the study of Lipschitzian stability for PVS (40). Employing this result, we plan to proceed with the study of the relationship between the Lipschitz-like property of (46) and Robinson's strong regularity in the CPWL framework.
