Rota-Baxter operators on unital algebras
Introduction
Given an algebra A and a scalar λ ∈ F , where F is a ground field, a linear operator R : A → A is called a Rota-Baxter operator (RB-operator, for short) on A of weight λ if the following identity R(x)R(y) = R(R(x)y + xR(y) + λxy)
holds for any x, y ∈ A. The algebra A is called Rota-Baxter algebra (RB-algebra).
The notion of Rota-Baxter operator was introduced in 1960 by G.Baxter [9] as formal generalization of by parts integration formula and then developed by G.-C.Rota [51] and others [7, 15] .
In 1980s, the deep connection between constant solutions of the classical YangBaxter equation from mathematical physics and RB-operators of weight zero on a semisimple finite-dimensional Lie algebra was discovered [11] . In 2000, M. Aguiar stated [3] that solutions of associative Yang-Baxter equation (AYBE, [65] ) and RB-operators of weight zero on any associative algebra are related.
In 2000, the connection between RB-algebras and prealgebras was found [3, 20] . Later, this connection was extended and studied for postalgebras, see, e.g., [8, 25, 27] .
To the moment, applications of Rota-Baxter operators in symmetric polynomials, quantum field renormalization, shuffle algebra etc were found [7, 16, 27, 28] .
Also, RB-operators have been studied by their own interest. RB-operators were classified on sl 2 (C) [39, 40, 48, 49] , M 2 (C) [12, 60] , sl 3 (C) [40] , the Grassmann algebra Gr 2 [12, 34] , the 3-dimensional simple Jordan algebra of bilinear form, the Kaplansky superalgebra K 3 [12] , 3-dimensional solvable Lie algebras [40, 59, 62] , low-dimensional Lie superalgebras [37, 45, 53, 54] , low-dimensional pre-Lie (super)algebras [1, 42] , lowdimensional semigroop algebras [31] . The classification of RB-operators of special kind on polynomials, power series and Witt algebra were found [18, 30, 32, 58, 63] .
Let us give a brief outline of the work. In §2 the needed preliminaries are stated. In §3 it is proved that Aguiar's correspondence between the solutions of AYBE and RBoperators of weight zero on the matrix algebra M n (F ) is bijective (Theorem 4, joint result with P. Kolesnikov) .
In [12] , it was proven that any RB-operator of nonzero weight on an odd-dimensional simple Jordan algebra J of bilinear form is splitting, i.e., is a projection on a subalgebra along another one provided that J splits into a direct vector-space sum of these two subalgebras. In §4.6, the analogous result (Theorem 9) is proven for a class of algebras, including Grassmann algebras. Given an RB-operator R of weight −1 on a unital powerassociative algebra A, we prove in Lemma 5 ( §4.7) that R(a n ) = F n (a) for a = R(1), where F n (m) = 1 n + 2 n + . . . + m n is the sum of powers polynomial, usually called Faulhaber polynomial for odd n. Applying Theorem 9 and Lemma 5, we state in Theorem 11 ( §4.7) that for each RB-operator R of nonzero weight on M n (F ) over an algebraically closed field F of characteristic zero, up to conjugation with an automorphism the matrix R(1) is diagonal with prescribed values of diagonal elements.
In [42] , the following question is written: "Whether we can give a meaningful "classification rules" so that the classification of Rota-Baxter operators can be more "interesting"? In Lemma 9 ( §5.1), maybe, the first systematic attempt to study possible constructions of RB-operators of weight zero is presented. In §5.2, we state the general property of RB-operators on unital algebras. Let A be an associative (alternative, Jordan) algebraic algebra over a field of characteristic zero, then there exists N such that for each RB-operator R on A of weight zero, we have R N = 0 (Theorem 12). Thus, we define Rota-Baxter index (rb-index) rb(A) of A as the minimal natural number with such nilpotency property. We show that 2n − 1 ≤ rb(M n (F )) ≤ 2n over a field F of characteristic zero ( §5.4) and study rb-index for Grassmann algebras ( §5.3), unital composition algebras and simple Jordan algebras ( §5.6).
The main tools used are pure linear algebra and basic combinatorics, the results devoted to maximal subspaces or subalgebras of special kind in the matrix algebra, and also the structure theory of associative and nonassociative algebras. Author proceeds on the study of RB-operators initiated in [12, 24] .
We fix the denotation F for the ground field. By algebra we mean a vector space endowed a bilinear not necessary associative product. All algebras are considered over F .
Preliminaries
Trivial RB-operators of weight λ are zero operator and −λid. Statement 1 [27, Prop. 1. 1.12] . Given an RB-operator P of weight λ, a) the operator −P − λid is an RB-operator of weight λ, b) the operator λ −1 P is an RB-operator of weight 1, provided λ = 0. Given an algebra A, let us define a map φ on the set of all RB-operators on A as φ(P ) = −P − λ(P )id. It is clear that φ 2 coincides with the identity map. Statement 2 [12] . Given an algebra A, an RB-operator P on A of weight λ, and ψ ∈ Aut(A), the operator P (ψ) = ψ −1 P ψ is an RB-operator on A of weight λ.
Generalize this result in weight zero case in the following way: Theorem 2. Given an algebraic power-associative algebra A without zero divisors and RB-operator R of weight zero on A, we have R = 0.
Proof. Suppose R(x) = 0 for some x ∈ A. As A is algebraic, consider the equality (R(x)) m + α m−1 (R(x)) m−1 + . . . + α 1 R(x) + α 0 = 0, α i ∈ F, of minimal degree m ≥ 1. By Lemma 1b, α 0 = 0. Thus, R(x)y = 0 for y = (R(x)) m−1 + α m−1 (R(x)) m−2 + . . . + α 1 . As R(x) = 0, we have y = 0 and m is not minimal.
3 Yang-Baxter equation
Classical Yang-Baxter equation
Let L be a semisimple finite-dimensional Lie algebra over C. For r = a i ⊗b i ∈ L⊗L, introduce classical Yang-Baxter equation (CYBE, [11] 
where
is an RB-operator of weight zero on L [11] . Here ·, · denotes the Killing form on L. Example 5. Up to conjugation and scalar multiple unique nonzero skew-symmetric solution of CYBE on sl 2 (C) is e ⊗ h − h ⊗ e [57] . It corresponds to the RB-operator
Theorem 3 [22] . Let L be a simple finite-dimensional Lie algebra over C and r = i a i ⊗ b i be a non skew-symmetric solution of CYBE such that r + τ (r) is L-invariant.
Then the linear map R : L → L defined by (4) is an RB-operator of nonzero weight. Example 6 [22] . Let L = sl 2 (C) with the Chevalley basis e, f, h. Consider an element
For any α ∈ C, the tensor r is the non skew-symmetric solution of CYBE and r + τ (r) is L-invariant. Due to Theorem 3, the RB-operator R on sl 2 (C) defined by r is the following: R(e) = 0, R(h) = 2h + 8αe, R(f ) = 4(f − αh). The weight of R equals −4.
Modified Yang-Baxter equation
In 1983 [52] , Semenov-Tyan-Shansky introduced modified Yang-Baxter equation (MYBE) as follows: let L be a Lie algebra, R a linear map on L, then R(x)R(y) − R(R(x)y + xR(y)) = −xy.
It is easy to check that R is a solution of MYBE if and only if R+id is an RB-operator of weight −2. So, there is up to scalar multiple and action of φ one-to-one correspondence between the set of solutions of MYBE and RB-operators of nonzero weight.
In [52] , the general approach for solving MYBE on a simple finite-dimensional Lie algebra L over C was developed. Applying this method, all solutions of MYBE (i.e., all RB-operators of nonzero weight) on sl 2 (C) and sl 3 (C) were found in [40] .
Associative Yang-Baxter equation
Let A be an associative algebra, r = a i ⊗ b i ∈ A ⊗ A. The tensor r is a solution of associative Yang-Baxter equation (AYBE, [4, 5, 50, 65] ) if r 13 r 12 − r 12 r 23 + r 23 r 13 = 0,
where the definition of r 12 , r 13 , r 23 is the same as for CYBE. Any solution r of AYBE on an algebra A is a solution of CYBE on A (−) provided that r + τ (r) is A-invariant [5] . Here A (−) denotes the space A under commutator. A tensor u ⊗ v ∈ A ⊗ A is said to be A-invariant if au ⊗ v = u ⊗ va for any a ∈ A. In particular, any skew-symmetric solution of AYBE is a skew-symmetric solution of CYBE on A (−) . Statement 4 [3] . Let r = a i ⊗b i be a solution of AYBE on an associative algebra A. A linear map P r : A → A defined as
is an RB-operator of weight zero on A. Example 7 [4] . Up to conjugation, transpose and scalar multiple all nonzero solutions of AYBE on M 2 (C) are (e 11 + e 22 ) ⊗ e 12 ; e 12 ⊗ e 12 ; e 22 ⊗ e 12 ; e 11 ⊗ e 12 − e 12 ⊗ e 11 .
We will see (in Theorem 15, §5.4) that all RB-operators arisen by Statement 4 from the solutions of AYBE on M 2 (C) are exactly all RB-operators of weight zero on M 2 (C). Let us generalize this fact on any matrix algebra M n (F ).
The next result is a join result with P.S. Kolesnikov. Theorem 4. The map r → P r is the bijection between the set of the solutions of AYBE on M n (F ) and the set of RB-operators of weight zero on M n (F ).
Proof. Given a linear operator R on M n (F ), denote R(e pq ) = 
By substituting the summands from (9) in (6) 
By the interchange of variables, the equations (8) and (10) coincide. Thus, the map χ from the set of the solutions of AYBE on M n (F ) to the set of RB-operators of weight zero on M n (F ) acting as χ(r = Given an RB-operator R, the condition of skew-symmetricity of its corresponding solution of AYBE is equivalent to the equality R(e ij )| e kl = −R(e lk )| e ji , i, j, k, l ∈ {1, . . . , n}. Here R(e ij )| e kl denotes the coefficient of R(e ij ) on e kl in the decomposition on the linear basis of matrix unities e st , s, t = 1, . . . , n. Let us call such RB-operators of weight zero on M n (F ) as skew-symmetric. [21, 65] . The connection between solutions of YBE and RB-operators on the Cayley-Dickson algebra C(F ) was found in [12] .
4 RB-operators of nonzero weight 4.1 The simple Jordan algebra of a bilinear form Let J = J n+1 (f ) = F 1 ⊕ V be a direct vector-space sum of F and finite-dimensional vector space V , dim V = n > 1, and f be a nondegenerate symmetric bilinear form on V . Under the product
the space J is a simple Jordan algebra [66] . Theorem 6 [12] . Let J be an odd-dimensional simple Jordan algebra of bilinear form over a field of characteristic not two. Each RB-operator R of nonzero weight on A is splitting and R(1) = 0 up to φ.
Let us choose a basis e 1 , e 2 , . . . , e n of V such that the matrix of the form f in this basis is diagonal with elements d 1 , d 2 , . . . , d n on the main diagonal. As f is nondegenerate, d i = 0 for each i.
Example 8 [12] . Let J 2n (f ), n ≥ 2, be the simple Jordan algebra of bilinear form f over an algebraically closed field of characteristic not two. Let R be a linear operator on J 2n (f ) defined by a matrix (r ij ) 2n−1 i,j=0 in the basis 1, e 1 , e 2 , . . . , e n with the following nonzero entries
Then R is a non-splitting RB-operator on J 2n (f ) of weight 2.
The simple Jordan superalgebra K 3
Simple Jordan superalgebra K 3 is defined as follows:
Theorem 7 [12] . All RB-operators of nonzero weight on the simple Jordan Kaplansky superalgebra K 3 are splitting.
(Anti)Commutator algebra
Given an algebra A with the product ·, define on the space A the operations •, [, ] :
We denote the space A under • as A (+) and the space A under [, ] as A (−) . Statement 5 [12] . Let A be an algebra. a) Any RB-operator on A of weight λ is the RB-operator on A (±) of weight λ as well. b) If all RB-operators of nonzero weight on A (+) (or A (−) ) are splitting, then all RB-operators of nonzero weight on A are splitting.
Lie algebra sl 2 (C)
Let A be an algebra, B be its subalgebra and C be a subspace in A. We say that A is a B-module, if the action of B on A is defined, i.e., ab, ba ∈ A for all a ∈ A, b ∈ B.
Consider a construction of RB-operators of nonzero weight which generalizes the one given in Statement 3.
Statement 6 [26] . Let an algebra A be a direct sum of spaces A − , A 0 , A + , moreover, A ± , A 0 are subalgebras of A, and A ± are A 0 -modules. If R 0 is an RB-operator of weight λ on A 0 , then an operator P defined as
is an RB-operator on A of weight λ. Let us call an RB-operator of nonzero weight defined by (12) as triangular-splitting provided that at least one of A − , A + is nonzero.
If A 0 = (0), then P is splitting RB-operator on A. If A 0 is abelian, then any linear map on A 0 is suitable as R 0 .
Remark 2. Let P be a triangular-splitting RB-operator on an algebra A with subalgebras A ± , A 0 . Then the operator φ(P ) is the triangular-splitting RB-operator with the same subalgebras:
Example 9. In [18] , all homogeneous RB-operators on the Witt algebra W = Span{L n | n ∈ Z} over C with the Lie product [L m , L n ] = (m − n)L m+n were described. Homogeneity with degree k ∈ Z of an RB-operator R means that R(L m ) ∈ Span{L m+k } for all m ∈ Z. Due to [18] , all nonzero homogeneous RB-operators on W of weight 1 up to the action φ and conjugation with Aut(W ) are the following:
The RB-operators (WT1) and (WT2) are triangular-splitting with abelian A 0 = L 0 . Let us consider the simple Lie algebra sl 2 (C) with the Chevalley basis e, f, h. Theorem 8 [40, 48] . All nontrivial RB-operators on sl 2 (C) of nonzero weight up to conjugation with an automorphism are the following: a) the splitting RB-operator with A 1 = Span{e + αh}, A 2 = Span{h, f }, α = 0; b) the triangular-splitting RB-operator with A − = Span{e}, A + = Span{f } and A 0 = Span{h}.
It is easy to calculate that Example 6 is a particular case of b) (up to conjugation).
Sum of fields
Proposition 1 [6] . Let A = F e 1 ⊕ F e 2 ⊕ . . . ⊕ F e n be a direct sum of copies of a field F . A linear operator R(e i ) = n k=1
r ik e k , r ik ∈ F , is an RB-operator on A of weight 1 if and only if the following conditions are satisfied: (SF1) r ii = 0 and r ik ∈ {0, 1} or r ii = −1 and r ik ∈ {0, −1} for all k = i; (SF2) if r ik = r ki = 0 for i = k, then r il r kl = 0 for all l ∈ {i, k}; (SF3) if r ik = 0 for i = k, then r ki = 0 and r kl = 0 or r il = r ik for all l ∈ {i, k}.
Proof. The RB-identity (1) is equivalent to the equalities
from which Proposition 1 follows. Example 10 [47] . The following operator is an RB-operator on A of weight 1:
Notice that R(1) = 0e
Remark 3. From (SF2) and (SF3) it easily follows that r ik r ki = 0 for all i = k. In [6] , the statement of Proposition 1 was formulated with this equality and (SF1) but without (SF2) and (SF3). That's why the formulation in [6] seems to be not complete.
Remark 4. The sum of fields in Proposition 1 can be infinite.
Grassmann algebra
Lemma 3. Let A be a unital power-associative algebra over a field of characteristic zero and R be an RB-operator on A of nonzero weight. If R(1) is nilpotent, then R(1) = 0 and R is splitting.
Proof. The following formulas hold in an associative RB-algebra of weight λ [27] :
where s(n, k) and S(n, k) are Stirling numbers of the first and second kind respectively. The proof of the formulas (13), (14) for power-associative algebras is absolutely the same as for associative ones (see, e.g., [27] ). Suppose that t is maximal nonzero degree of R(1). If t = 0, we have done by Lemma 1a. Suppose that t ≥ 1. Then all elements R(1), (R (1)) 2 , . . ., (R(1)) t are linearly independent. By (13) and the properties of Stirling numbers, elements R(1), R 2 (1), . . ., R t (1) are also linearly independent.
The number S(n, k) equals the number of ways of partitioning a set of n elements into k non-empty subsets. It is well-known that
Let λ = 1. Applying (15), let us write (14) for t + 1 and t + 2:
Acting (t + 2)R on (16) and subtracting the result from (17), we have
Let us multiply (16) on (t + 2)/2 and subtract it from (18):
a contradiction with linear independence of the elements R(1), R 2 (1), . . . , R t (1). Corollary 2. Let A be a unital power-associative algebra over a field of characteristic zero. Any RB-operator R on A of nonzero weight such that Im (R) is a nil-algebra is splitting.
Theorem 9. Let A be a unital power-associative algebra over a field of characteristic zero and A = F 1⊕N (as vector spaces), where N is a nil-algebra. Then each RB-operator R on A of nonzero weight is splitting and up to φ we have R(1) = 0.
Proof. Let R be an RB-operator on A of nonzero weight λ. Suppose there exists x ∈ A such that R(x) = 1 and let λ = −1. We have
and so on. Thus, a ∈ ker R and R(x) = αR(1) = 1. Applying Lemma 1a, we have done.
Suppose that α 1 = 0. Consider
. By the same reasons as above, we can consider only the case
we analogously obtain a ∈ ker R. Let us prove that R(A) ⊆ N. Suppose there exists x ∈ A such that R(x) = 1 + a for a ∈ N. As Im (R) is a subalgebra, 1 + 2a + a 2 ∈ Im (R) and hence a + a 2 ∈ Im (R). It remains to repeat the above arguments to deduce that a ∈ Im (R). So, 1 ∈ Im (R), a contradiction.
Applying Lemma 3, we obtain that R is splitting. Corollary 3. Let A be a unital power-associative algebra with no idempotents except 0 and 1. Then −λid is the only invertible RB-operator on A of nonzero weight λ.
Proof. Suppose that R is invertible RB-operator on A of weight −1 (we rescale by Statement 1b). For x ∈ A such that R(x) = 1, we have by (19) that x is an idempotent in A. Thus, x = 1 and R is splitting by Lemma 1a. As R is invertible, R = id.
Let Gr n (Gr ∞ ) denote the Grassmann algebra of a space
In [12] , it was proven that all RB-operators of nonzero weight on Gr 2 are splitting. The following statement is a generalization of the fact:
Corollary 4. Given an RB-operator R of nonzero weight on Gr ∞ or Gr n , we have R is splitting and R(1) = 0 up to φ.
Corollary 5. Let A be the quotient of the polynomial algebra
Each RB-operator R of nonzero weight on A is splitting and R(1) = 0 up to φ.
Matrix algebra
Lemma 4. Let F be either an algebraically closed field or a field of characteristic zero and R be an RB-operator on M n (F ) of nonzero weight which is not splitting. a) We have n − 1 ≤ dim(ker R) ≤ n 2 − n. b) If dim(ker R) = n − 1, then Im (R) contains unit matrix and is similar to the subalgebra of all matrices having non-overlapping blocks of 1 × 1 and (n − 1) × (n − 1) matrices on the diagonal with nonzero entries only in these blocks or above them.
Proof. In [2] , the bound dim A ≤ n 2 − n + 1 was proved for any proper maximal subalgebra A of M n (F ) over a field F of characteristic zero. This bound could be proved if F is an algebraically closed field of any characteristic because the required WedderburnMaltsev decomposition over such fields exists [10, p. 143]. a) As R is not splitting, 1 ∈ ker R by Lemma 1a. Hence, dim ker R ≤ n 2 − n. The bound n − 1 ≤ dim(ker R) follows from dim(Im R) ≤ n 2 − n + 1. b) Let dim(ker R) = n − 1. Then dim(Im R) = n 2 − n + 1 and we are done by [2] . Let D n denote the subalgebra of all diagonal matrices in M n (F ) and L n (U n ) the set of all strictly lower (upper) triangular matrices in M n (F ).
Example 11 [12] . Decomposing M n (F ) = L n ⊕ D n ⊕ U n (as vector spaces), we have a triangular-splitting RB-operator defined with
All RB-operators of nonzero weight on D n were described in Proposition 1.
Theorem 10 [12] . All RB-operators on M 2 (F ) of nonzero weight up to conjugation with automorphism of M 2 (F ) are splitting or are defined by Example 11 provided that char F = 2. Thus, all RB-operators on M 2 (F ) of nonzero weight are triangular-splitting.
Remark 5. In general case M n (F ), not all of RB-operators of weight 1 are splitting or are defined by Example 11. For example, a linear map R : M 3 (F ) → M 3 (F ) defined as follows: R(e 13 ) = −e 13 , R(e 23 ) = −e 23 , R(e 33 ) = e 22 , R(e kl ) = 0 for all other matrix unities e kl , is such an RB-operator of weight 1. Although R is triangular-splitting with A − = Span{e 31 , e 32 }, A + = Span{e 13 , e 23 }, A 0 = Span{e 11 , e 12 , e 21 , e 22 , e 33 }.
where B 0 = 1, B 1 , . . . , B n are Bernoulli numbers. Lemma 5. Let A be a unital power-associative algebra, R be an RB-operator on A of weight −1, a = R(1). Then R(a n ) = F n (a) for all n ∈ N. Proof. For n = 0, the statement is trivial. Suppose that n > 0. With the help of (13), (14), we calculate
Substituting λ = −1 and applying the equality (6.99) from [23] k≥1 (−1)
the formulas (20) and (21) 
6 . . . 
i.e., any next column is formed by differentiating the previous column with respect to X. Given a composition of t, t = m 1 + . . .
Lemma 7. Given a unital algebra A and an RB-operator R of nonzero weight λ on A, a) at least one of ker(R), ker(R + λid) is nonzero, b) if A is simple and R is invertible, then R = −λid.
Proof. Fix λ = 1. Denote the space A under the product [x, y] = R(x)y+xR(y)+xy as A ′ . It is easy to verify that R, R + id are homomorphisms from A ′ to A. a) Suppose that ker(R) = ker(R+id) = (0), so, R and R+id are invertible and we may consider
Applying a), we have that ker(R + id) = (0). As ker(R + id) is a nonzero ideal in A ′ ∼ = A and A is simple, thus, A ′ = ker(R + id) or R = −id on the whole space A. Theorem 11. Given an algebraically closed field F of characteristic zero and an RB-operator R of nonzero weight λ on M n (F ), up to conjugation with an automorphism the matrix R(1) is diagonal and up to φ the set of diagonal elements has a form {−pλ, (−p + 1)λ, . . . , −λ, 0, λ, . . . , qλ} with p, q ∈ N.
Proof. If R(1) is nilpotent, we are done by Lemma 3. Otherwise, consider the algebra A generated by 1 and R(1). If 1 and R(1) are linearly dependent, we are done by Lemma 1a. From (13), (14) it follows that A is closed under the action of R. By Lemma 7a, we may suppose that ker(R) = (0) on A.
Up to conjugation, we suppose that R(1) is in the Jordan form J. 
where (1) by (1), we get xR(1) ∈ ker R. As ker R is one-dimensional algebra, x 2 = αx for α ∈ F . Further, we will consider three possibilities, Case 1: α = 0 and
for some i 1 ∈ {1, . . . , k−1}, m i > 1 and nonzero γ ∈ F . Let γ = 1 and denote x as x 1 . As it was noticed above, there exists x 2 ∈ A such that R(x 2 ) = x 1 . From
From these equalities, we get x 
On the step t, we find x t such that R(x t ) = x t−1 . From
where u ∈ Span{x 1 , . . . , x t−2 }, by induction, we get
Represent x t as
By (24) and (25), we get (
Hence, x T t = 0 and x 2 t = 0. We can proceed the process endless, as all e m i i for m i > 1 lie in Im (R). It is a contradiction to the fact that A is a finite-dimensional algebra.
Case 2: e Proof of Lemma 8. For x 2 , we have
Representing
an so on. In any step t ≥ 3 we deal with the equality
Express x t = y t + z t for y t ∈ Span{e α j x j for some p. Consider minimal p for this situation. So,
By (13), we get e ′ ∈ Span{a 1 , a Consider y 2 ∈ A such that R(y 2 ) = y 1 = e
and y 2 ∈ Span{e
we have y 2 + y 2 2 = 0 and (λ i 1 + 1)y 2 = y 2 R(1). We conclude that y 2 = −e 1 i 2 for some i 2 . Moreover, m i 2 = 1 and λ i 2 = λ i 1 + 1.
On the step t, we find y t ∈ Span{e s i | i = i 1 } such that R(y t ) = y t−1 . From
by induction arguments, we get that y 2 t + (−1) t y t and y t R(1) − (λ i 1 + t − 1)y t lie in Span{y 1 , . . . , y t−1 }. So, y t = (−1) t+1 e 1 it + w for w ∈ Span{y 1 , . . . , y t−1 }, and m it = 1, λ it = λ i 1 + t − 1.
As A is finite-dimensional and e We have A = A 1 ⊕ A 2 . Moreover, A 1 is closed under the action of R and dim(ker R) = 1 on A 1 . Thus, A 2 is closed under R and R is invertible on A 2 . We are done by Lemma 8.
Remark 6. Applying Examples 10 and 11, we show that the case R(1) with the numbers −pλ, (−p + 1)λ, . . . , −λ, 0, λ, . . . , qλ on the diagonal for any p, q ∈ N and n ≥ p + q + 1 is realizable.
Let us call an RB-operator
It is easy to show that all RB-operators of nonzero weight on M 2 (F ) are diagonal provided that char F = 2.
Let us apply Theorem 11 to prove the following statement. Proposition 2. Let R be an RB-operator of nonzero weight on M n (F ) and R(1) = (a ij ) n i,j=1 be a diagonal matrix with k different values of diagonal elements:
Proof. Suppose R is an RB-operator of weight −1. By (1),
and [R(1), R(x)] = R([R(1), x]).
Considering x = e ij for e ij ∈ B k , we get R(1)R(e ij ) = R(e ij )R(1). From the last equality we have R(e ij ) ∈ B.
If k = n, then B is the subalgebra of diagonal matrices and R is diagonal RB-operator by the definition.
Corollary 6. Let F be an algebraically closed field of characteristic zero. All RBoperators of nonzero weight on M 3 (F ) are diagonal.
Proof. At first, consider a non-splitting RB-operator R on M 3 (F ). By Theorem 11, we may suppose that R(1) is a diagonal matrix. If R(1) is scalar, then R is splitting by Lemma 1a. If all diagonal elements of R(1) are pairwise distinct, then R is diagonal by Proposition 2. Thus, R(1) has exactly two different values on the diagonal. Applying φ, one of the values is zero. By the proof of Theorem 11, we have three cases:
1. R(e 11 + e 22 ) = e 11 + e 22 , R(e 33 ) = 0, R(1) = 1(e 11 + e 22 ) + 0e 33 ; 2. R(e 11 + e 22 ) = 0, R(e 33 ) = −e 11 − e 22 , R(1) = −1(e 11 + e 22 ) + 0e 33 ; 3. R(e 11 + e 22 ) = −e 33 , R(e 33 ) = 0, R(1) = 0(e 11 + e 22 ) − 1e 33 .
. By Proposition 2, B is an R-invariant subalgebra of M 3 (F ). Consider the induced RB-operator R 1 from R on B 1 ∼ = M 2 (F ). As it was noticed above, R 1 is diagonal on B 1 up to conjugation with an automorphism ψ of B 1 . Extend the action of ψ on the whole algebra B as follows: ψ(e 33 ) = e 33 . It is easy to calculate directly that R ψ (D 3 ) ⊆ D 3 . Let us show it for the case 1, the proof for the cases 2 and 3 is analogous. Indeed, R
At second, let R be a splitting RB-operator of weight 1, i.e., M 3 (F ) equals a direct vector-space sum of subalgebras A 1 = ker(R) and A 2 = ker(R + id) = Im (R). Assume that 1 ∈ A 2 . By Lemma 4a, we have 2 ≤ dim(A 1 ) ≤ 6. Consider all these variants:
1. dim A 1 = 2, dim A 2 = 7. By Lemma 4b, up to conjugation D 3 ⊂ A 2 , we are done. 2. dim A 1 = 3, dim A 2 = 6. Define B as a linear span of all matrix unities e ij except e 21 and e 31 . As the algebra B is a unique up to conjugation maximal subalgebra in M 3 (F ) [2] , we may assume that A 2 is a subalgebra in B. Let M = Span{e 22 , e 23 , e 32 , e 33 
If A 2 ∩M = M, then e 11 ∈ A 2 (as 1 ∈ A 2 ) and αe 12 +βe 13 ∈ A 2 for some α, β ∈ F , α, β are not zero simultaneously. Hence, (αe 12 + βe 13 )e 22 = αe 12 ∈ A 2 and βe 13 ∈ A 2 . If α = 0, then e 13 ∈ A 2 as well as e 13 e 32 = e 12 , a contradiction. If β = 0, then e 12 e 23 = e 13 ∈ A 2 , a contradiction. Thus, dim(A 2 ∩ M) = 3. By [2] , there exists a matrix S ∈ M such that S −1 (A 2 ∩ M)S = Span{e 22 , e 23 , e 33 }. Let T = e 11 + S, then B is invariant under the conjugation with T . So, we get that A 2 = D 3 ⊕ U 3 and therefore D 3 is up to conjugation R-invariant.
3. dim A 1 = 4, dim A 2 = 5. Consider A 2 ∩ M for M defined by (27) . By the dimensional reasons, dim(A 2 ∩M) ≥ 2. If In the first case D 3 ⊂ A 2 and we have done. In the second case, d 1 = 0 as 1 ∈ A 2 . Also, e 12 , e 13 ∈ A 2 as (e 22 + e 33 )(e 12 + d 2 ) = d 2 ∈ A 2 and analogously d 3 ∈ A 2 . So, A 2 = U 3 ⊕ Span{e 11 , e 22 + e 33 }. Let us show that the third case could be reduced to the similar subalgebra.
Indeed, we may assume that d 1 , d 2 , d 3 ∈ Span{e 32 , e 33 }. As 1 ∈ A 2 , we have e 11 +e 33 ∈ A 2 . Also, (e 12 + d 2 )e 22 = e 12 ∈ A 2 . Thus, e 12 e 23 = e 13 ∈ A 2 . So, A 2 = U 3 ⊕ Span{e 11 + e 33 , e 22 }, the algebra conjugated to the one obtained in the second case. Let us proceed with this variant of A 2 .
As dim A 1 = 4 and
Without loss of generality, we may assume that t = e 11 + γe 22 + δe 33 + d, δ = 1, d = xe 12 + ye 13 + ze 23 ∈ U 3 . Due to the arguments stated above, t 2 = t and we have two possibilities: t = e 11 + xe 12 + ye 13 or t = e 11 + ye 13 + e 22 + ze 23 . In the first case, we apply the conjugation with the matrix U = 
Derivations of nonzero weight
Given an algebra A and λ ∈ F , a linear operator d : A → A is called a derivation of weight λ [29] if d satisfies the identity
Let us call zero operator and −(1/λ)id (if λ = 0) as trivial derivations of weight λ. Statement 7 [42] . Given an algebra A and invertible derivation d on A of weight λ, the operator d −1 is an RB-operator on A of weight λ. Corollary 7. There are no nontrivial invertible derivations of nonzero weight on a) [12] Kaplansky superalgebra K 3 , b) Grassmann algebra, sl 2 (C) and any unital simple algebra. 
e) If A = B⊕C ⊕D (as vector spaces) with
h) [24] If A = B ⊕ C (as vector spaces), where B is a subalgebra with an RB-operator P of weight zero, BC, CB ⊆ ker P ⊕ C, and R is defined as follows:
, and the linear map R : A → A is defined by the formula R(
Proof. Straightforward. Example 12. By Example 1, a linear map l e in an associative algebra A with e 2 = 0 is an RB-operator of weight zero. If e ∈ Z(A), then l e is defined by Lemma 9a1) for A 0 = (1 − e)A and A 1 = eA.
Example 13 [4] . Given an associative algebra A and an element e such that e 2 = 0, a linear map l e r e which acts on A as x → exe is an RB-operator on A. It is defined by Lemma 9a for C = eA + Ae and any B such that A = B ⊕ C (as vector spaces).
Example 14. In [25] , given a pre-Var-algebra A, its enveloping RB-algebra B of weight zero and the variety Var was constructed. By the construction, B = A ⊕ A ′ (as vector spaces), where A ′ is a copy of A as a vector space, and the RB-operator R was defined as follows: R(a ′ ) = a, R(a) = 0, a ∈ A. By the definition of the operations on B [25] , the operator R is defined by Lemma 9a2).
Example 15. In [18] , all homogeneous RB-operators on the Witt algebra W over C were described (see Example 9 about the definitions). Due to [18] , all nonzero homogeneous RB-operators on W of weight zero with degree k up to the multiplication on α ∈ C are the following:
Notice that the RB-operator (W1) is defined by Lemma 9c, (W2) -by Lemma 9a, (W3) -by Lemma 9b1) for
Finally, the RB-operator (W4) corresponds to Lemma 9b for A 0 = Span{L m | m+k ∈ lZ} and A 0 = Span{L m | m + k ∈ lZ}.
Example 16. In [42] , a classification of RB-operators on some 2-and 3-dimensional pre-Lie algebras was given. In particular, for simple pre-Lie algebra S2 = Span{e 1 , e 2 , e 3 | e 1 e 2 = e 2 e 1 = e 3 , e 3 e 1 = e 1 , e 3 e 2 = −e 2 }, all RB-operators on S2 of weight zero are of the form R(e 3 ) = αe 3 , R(e 1 ) = R(e 2 ) = 0. Thus, all RB-operators on S2 of weight zero are defined by Lemma 9c1) for A 0 = Span{e 3 } and A 1 = Span{e 1 , e 2 }.
Example 17. In [42] , the RB-operator R on a class of simple pre-Lie algebras I n = Span{e 1 , . . . , e n | e n e n = 2e n , e n e j = e j , e j e j = e n , 1 ≤ j ≤ n − 1} [14] for n ≥ 3 was constructed in the such way: R(e 1 ) = e n + 1
It is easy to see that R corresponds to Lemma 9b1) for A 0 = Span{e 2 , . . . , e n } and A 1 = Span{e 1 }. Example 18. In [12] , it was proven that all RB-operators of weight zero on the simple Kaplansky Jordan superalgebra K 3 up to conjugation with Aut(K 3 ) are the following: R(e) = R(x) = 0, R(y) = ae + bx, for a, b ∈ F . Thus, given an RB-operator R of weight zero on K 3 , we have R 2 = 0 and R is defined by Lemma 9b1) for A 0 = Span{e, x} and A 1 = Span{y}.
Unital algebras
Given an algebra A, by l a , a ∈ A we denote the following linear operator on A: l a (x) = ax.
Lemma 10. Let A be a unital power-associative algebraic algebra over a field of characteristic zero and R be an RB-operator on A of weight zero. Then R(1) is nilpotent.
Proof. If a = R(1) is zero, we have done. Suppose that a is not nilpotent. As A is algebraic, we can consider a minimal k such that
and not all of α i are zero. Thus, k > 1 and
. Let us act (k + 1)R − l a on the LHS of (29):
If α k−1 = 0, then minimality k implies α i = 0 for all i = 1, . . . , k − 1 and a k = 0. If α k−1 = 0, then the expressions (29) and (30) are proportional by nonzero scalar. Hence, we obtain α 1 = 0, α 2 = 0, . . . , α k−1 = 0, a contradiction.
Lemma 11. Let A be a unital power-associative algebra over a field of characteristic zero and R be an RB-operator on A of weight zero. Also, (R(1)) m = 0. a) If A is associative or alternative then R 2m = 0. b) If A is Jordan then R 3m−1 = 0. Proof. a) Suppose that A is an associative algebra. Let m be such that (R(1)) m = 0. By Lemma 1d, R m (1) = 0. By standard computation in RB-algebra (see, e.g., [13] ), we
for some χ, β l ∈ N >0 . Let t ≥ 2m. Substituting (31) in itself many times and using the equality
we obtain
For alternative algebras, the proof can be repeated without any changes. Indeed, any two elements in an alternative algebra generate an associative subalgebra. Hence, we can avoid any potential bracketings under the action of R in (31)- (33) . b) By the analogous computations (31)- (33) in the Jordan case, we will have some nonassociative words in the alphabet {x, y}, y = R(1), under the action of R in all appeared summands. We know that y m = 1. Let us show that any word w(x, y) of the length 2m with a single occurence of x and 2m − 1 occurences of y equals zero in A. Indeed, by the Shirshov theorem [66, p. 71], the subalgebra S of A generated by {x, y} is a special one. It means that there exists an associative enveloping algebra E in which S embeds injectively. Calculating the meaning of w in E, we get a linear combination L of associative words of the length 2m with a single occurence of x and 2m − 1 occurences of y. By the Dirichlet's principle, any associative word from L has a subword y l with l ≥ m. As y m = 0 in S, we have done. Therefore, to get zero it is enough to execute the formulas (31)- (33) in the Jordan case with t = 3m − 1.
Theorem 12. Let A be unital associative (alternative, Jordan) algebraic algebra over a field of characteristic zero. There exists a natural number N such that given a RB-operator R on A of weight zero, we have R N = 0. Proof. Any associative, alternative or Jordan algebra is power-associative, thus Lemma 10 is true for all of these varieties. It remains to apply Lemma 11.
Let A be an algebra (or just a ring). Define Rota-Baxter index (rb-index) rb(A) of A as follows rb(A) = min{n ∈ N | R n = 0 for any RB-operator of weight zero on A}.
If such number is undefined, put rb(A) = ∞.
Lemma 12. Let A be a commutative associative (alternative) algebra and e be a nonzero idempotent of A. For an RB-operator R on A of weight zero, e ∈ Im (R).
Proof. Suppose that (0 =)e ∈ Im (R), i.e., e = R(x) for some x ∈ A. Then R(x) = R(x)R(x) = 2R(R(x)x) = 2R(ex). At first, x − 2ex = k ∈ ker R. At second,
Therefore, e = R(x) = 0, a contradiction. Remark 7. The analogous statement is not right for associative and Jordan algebras, see Examples 7 and 18.
Corollary 8. Let A be a direct (not necessary finite) sum of copies of the field F with char F = 0. There are no nonzero RB-operators on A of weight zero.
Proof. If R is a nonzero RB-operator on A of weight zero, then, applying linearization, Im (R) contains an idempotent, a contradiction to Lemma 12. Given an associative algebra A, let us denote its Jacobson radical by Rad (A). In an associative Artinian algebra A, Rad (A) is the largest nilpotent ideal in A [33, Th. 1. (1)) m . Thus, it's enough to take t ≥ 2m − 1. Theorem is proved. It is well-known that in characteristic zero, the solvable radical of any finite-dimensional Lie algebra is preserved by any derivation [36, p. 51] as well as the locally nilpotent and the nil-radical of an (not necessary Lie or associative) algebra [55] .
Corollary 9. Let A be a commutative associative (alternative) finite-dimensional algebra over a field of characteristic zero and R be an RB-operator on A. Then Rad (A) is R-invariant. Theorem 14. Let A be a unital associative algebra equal F 1 ⊕ N (as vector spaces), where N is nilpotent ideal of the index m, char F = 0, and R be an RB-operator on A of weight zero. We have
Proof. a) For x = α · 1 + n ∈ Im R, n ∈ N, the following is true: (x − α · 1) m = 0. As Im R is a subalgebra in A, α m · 1 ∈ Im R. By Lemma 1b, α = 0. b) Analogously to the proof of Theorem 13. Lemma 13. Let A be an algebra and e be an idempotent of A. For an RB-operator R on A of weight zero, e ∈ Im (R k ) ∩ ker R for k ≥ 2.
Proof. Suppose that e ∈ Im (R 2 ) ∩ ker R, i.e., e = R(x) for some x ∈ Im R. Then e = R(x) = R(x)R(x) = R(R(x)x + xR(x)) = R(ex + xe) = 0, as ker R is an (Im R)-module. It is a contradiction. The proof for k > 2 is analogous.
Corollary 10. Let A be an associative (alternative) finite-dimensional algebra and R be an RB-operator on A. Then Im (R k ) ∩ ker R is a nilpotent ideal in Im (R k ) for k ≥ 2. Proof. It follows from Lemma 13 and the stated above property of alternative algebras: any finite-dimensional alternative not nilpotent algebra contains an idempotent [66] , as Im (R k ) ∩ ker R ⊂ Rad (A) and Rad (A) is nilpotent.
Grassmann algebra
Remember that Gr n denotes the Grassmann algebra of V = Span{e 1 , . . . , e n } and let A 0 (n) be its subalgebra generated by V . Lemma 14. Let R be an RB-operator on Gr n of weight zero and char
] + 2. Proof. a) follows from Theorem 14a. b) If R(e 1 ∧ e 2 ∧ . . . ∧ e n ) = 0, then there exists x ∈ Gr n such that R(e 1 ∧ . . . ∧ e n )x = e 1 ∧ . . . ∧ e n . Further, R(e 1 ∧ . . . ∧ e n )R(x) = R(R(e 1 ∧ . . . ∧ e n )x + e 1 ∧ . . . ∧ e n R(x)) = R(e 1 ∧ . . . ∧ e n ), a contradiction, as R(x) ∈ A 0 (n).
c) The linear basis of A 0 (n) consists of the vectors e α = e α 1 ∧ e α 2 ∧ . . . ∧ e αs for α = {α 1 , α 2 , . . . , α s | α 1 < α 2 < . . . < α s } ⊆ {1, 2, . . . , n}. The element (R (1)) k is a sum of summands of the form S = µ σ∈S k e α σ(1) . . . e α σ(k) . By anticommutativity of the Grassmann algebra, the necessary considition for S not to be zero is the following: all of numbers |α 1 |, |α 2 |, . . . , |α k | (maybe except only one) are even. Thus, (R(1)) k ∈ ∧ 2k−1 (V ). Hence, we have (R (1)) [(n+1)/2]+1 ∈ ∧ n+1 (V ) = (0). d) Follows from c) and Lemma 11a. Example 19 [12] . Let F be a field of characteristic not two. Up to conjugation with an automorphism, all RB-operators of nonzero weight on Gr 2 over F with linear basis 1, e 1 , e 2 , e 1 ∧ e 2 are the following: R(1), R(e 1 ) ∈ Span{e 2 , e 1 ∧ e 2 }, R(e 2 ) = R(e 1 ∧ e 2 ) = 0.
Corollary 11. Given an RB-operator R of weight zero on Gr 2 over a field F with char F = 2, we have R 2 = 0 and R is defined by Lemma 9a2). Moreover, rb(Gr 2 ) = 2. Statement 8. Let char F = 2, 3. Given an RB-operator R of nonzero weight on Gr 3 , we have R 3 = 0. Proof. Applying Lemma 14b and (1), let us compute for x = 1 + y, y ∈ A 0 (3),
Using R 3 (1) = 1/6(R(1)) 3 = 0, we have done. Example 20. Let a linear map R on Gr 3 be such that R(e 1 ∧ e 2 ) = e 3 and R equals zero on all other basic elements. The operator R is an RB-operator on Gr 3 of weight zero defined by Lemma 9a1) for A 0 = Span{1, e 1 ∧ e 2 } and A 1 equal to a linear span of all other basic elements.
Example 21. Let char F = 2, 3. Define a linear map R on Gr 3 as follows: R(1) = e 1 + e 2 ∧e 3 , R(e 1 ) = e 1 ∧e 2 ∧e 3 and R equals zero on all other basic elements. The operator R is an RB-operator on Gr 3 of weight zero, R 3 = 0 but R 2 = 0. The operator R is constructed by Lemma 9h for B = Span{1, e 1 + e 2 ∧ e 3 , e 1 ∧ e 2 ∧ e 3 } and C = Span{e 2 , e 3 , e 1 ∧ e 2 , e 1 ∧ e 3 , e 2 ∧ e 3 }, where R on B is defined by Lemma 9f.
Corollary 12. Over a field F with char F = 2, 3, we have rb(Gr 3 ) = 3. Problem 3. What does rb(Gr n ) equal for any n?
Matrix algebra
Lemma 15. Let R be an RB-operator on M n (F ) of weight zero and char F = 0, then a) [12] Im R consists only of degenerate matrices and dim(Im R) ≤ n 2 − n,
Proof. b) By Lemma 10, R(1) is nilpotent matrix. Thus, (R(1)) n = 0 and by Lemma 11a, R 2n = 0. c) Follows from b). Theorem 15 [4, 12, 60] . All nonzero RB-operators of weight zero on M 2 (F ) over an algebraically closed field F up to conjugation with automorphisms M 2 (F ), transposition and multiplication on a nonzero scalar are the following:
(M1) R(e 21 ) = e 12 , R(e 11 ) = R(e 12 ) = R(e 22 ) = 0; (M2) R(e 21 ) = e 11 , R(e 11 ) = R(e 12 ) = R(e 22 ) = 0; (M3) R(e 21 ) = e 11 , R(e 22 ) = e 12 , R(e 11 ) = R(e 12 ) = 0; (M4) R(e 21 ) = −e 11 , R(e 11 ) = e 12 , R(e 12 ) = R(e 22 ) = 0. Corollary 13. All nonzero RB-operators on M 2 (F ) over an algebraically closed field F of weight zero are defined by Lemma 9.
Proof. (M1) is defined by Lemma 9a, (M2) and (M3) are defined by Lemma 9b, (M3) corresponds to Lemma 9g for B = Span{e 21 }, C = Span{e 11 }, D = Span{e 12 , e 22 }.
Example 22 [20] . Let A be a subalgebra of M n (F ) of matrices with zero n-th row. Denote by A 0 a subalgebra of A consisting of matrices with zero n-th column and by A 1 a subspace of A of matrices with all zero columns except, maybe, n-th. Any linear map R acting as follows: R : A 0 → A 1 , R : A 1 → (0) is an RB-operator on A by Lemma 9a1).
Example 23. Let R be an RB-operator on M n−1 (F ) of weight zero, then a linear operator P on M n (F ) defined as follows: P (e ij ) = R(e ij ), 1 ≤ i, j ≤ n − 1, P (e in ) = P (e ni ) = 0, 1 ≤ i ≤ n, is an RB-operator on M n (F ) of weight zero by Lemma 9h.
In Corollary 1 all skew-symmetric RB-operators on M 3 (C) up to conjugation, transpose and scalar multiple were listed. Statement 9. All skew-symmetric RB-operators on M 3 (C) except (R2) are defined by Lemma 9.
Proof. The RB-operator (R1) is defined by Lemma 9a for B = Span{e 31 , e 32 } and the linear span C of all other matrix unities. The RB-operator (R3) is defined by Lemma 9h, it's the extension of (M4) from Theorem 15 by Example 23.
Finally, the RB-operators (R4)-(R8) are defined by Lemma 9g for B = Span{e 13 , e 23 }, C = Span{e 11 , e 12 , e 21 , e 22 , e 33 } and D = Span{e 31 , e 32 }.
Modifying and generalizing the RB-operator (R2), we get the following examples.
(e ji ⊗ (e i,j+1 + e i+1,j+2 + . . . + e n−j+i−1,n )
− (e i,j+1 + e i+1,j+2 + . . . + e n−j+i−1,n ) ⊗ e ji ). (34) By the definition r is skew-symmetric. It can be checked that r is a solution of associative Yang-Baxter equation (6). Example 25. An RB-operator on M n (F ) obtained from Example 24 by Statement 4 is the following one:
Due to the definition, we have R 2n−1 = 0 and R 2n−2 = 0, as
From Lemma 15b and Example 25, we get immediately Corollary 14. Given a field F with char F = 0, we have 2n − 1 ≤ rb(M n (F )) ≤ 2n. Remark 8. Notice that the RB-operator from Example 25 respects well-known
Remark 9. The linear operator defined by (35) on the ring of matrices M n (A) over an algebra A is an RB-operator on M n (A). So, 2n − 1 ≤ rb(M n (A)) for any nonzero algebra A.
Corollary 15. We have 2n − 1 ≤ rb(M n (H)) ≤ 2n, where H is the division algebra of quaternions.
Proof. We consider M ∈ M n (H) as an algebra over R. The lower bound follows from Remark 9. Given a nilpotent matrix M ∈ M n (H), we have M n = 0 [61, 64] . Thus, the upper bound follows from Lemma 11a.
In the following statement, we are using the Wedderburn-Maltsev decomposition of a finite-dimensional associative algebra over an algebraically closed field F of characteristic zero on a semidirect product of a semisimple part and nilpotent ideal [10] .
Statement 10. Let F be a field of characteristic zero. Then
Proof. Let us extend the field F to its algebraic closureF and prove the statement overF , as the rb-index does not decrease with field extension.
a) The statement follows from Theorem 15.
b) Suppose that R is an RB-operator on M 3 (F ) such that R 5 = 0. By dimensional reasons, only two cases are possible:
Case I. dim Im (R) = 6, dim Im (R 2 ) = 4, dim Im (R t ) = 6 − t, t = 3, 4, 5; Case II. dim Im (R) = 5, dim Im (R t ) = 6 − t, t = 2, 3, 4, 5. In Case I, by [17, 46] the space Im R up to transposition consists of matrices with all zero entries in the third row. Thus, Im R ∼ = M 2 (F ) ⋉ V 2 for the two-dimensional ideal V 2 with zero product. As Im R ∩ ker R is two-dimensional ideal of Im R, we have A = Im R/(Im R ∩ ker R) ∼ = M 2 (F ). By a), rb(A) = 3, a contradiction.
In Case II, Im R = S ⋉ V for a semisimple part S and nilpotent ideal V . By Gerstenhaber's result [19, 43] , M 3 (F ) does not contain nilpotent subalgebras of dimension greater than 3. Thus, dim S ≥ 2. As Im R consists of only degenerate matrices, we have the following possibilities: Im R ∼ = M 2 (F ) ⋉ V 1 or Im R ∼ = (F ⊕F ) ⋉ V 3 with nilpotent radicals V i of the dimension i.
Consider Im R ∼ = M 2 (F )⋉V 1 . We have dim(Im R∩ker R) = dim(Im (R 2 )∩ker R) = 1. By Corollary 10, Im (R 2 ) ∩ ker R is nilpotent. As Im R ∩ ker R = Im (R 2 ) ∩ ker R, we get that the ideal Im R ∩ ker R in Im R is nilpotent. So, we can consider the algebra A = Im R/(Im R ∩ ker R) ∼ = M 2 (F ) with the induced RB-operator R. We are done by a).
If Im R ∼ = (F ⊕F )⋉V 3 , we apply the Gerstenhaber's result [19, 43] , which says that the space V 3 is triangularizable. Together with degeneracy of Im R, we have up to conjugation 
Lie algebra sl 2 (C)
In [49] , all RB-operators on sl 2 (C) of weight zero were described as 22 series. In [39] a very simple classification of them was given; up to conjugation with an automorphism of sl 2 (C) and scalar multiple all nonzero RB-operators on sl 2 (C) are one of the following:
(L1) R(e) = 0, R(f ) = te − h, R(h) = 2e, t ∈ C; (L2) R(e) = 0, R(f ) = 2te + h, R(h) = 2e +
Simple Jordan algebras and composition algebras
Theorem 16 [24] . a) Let J be a (not necessary simple or finite-dimensional) Jordan algebra of a bilinear form over a field of characteristic not two. Then rb(J) ≤ 3. b) Let F be an algebraically closed field of characteristic not two and J n+1 (f ) be the simple Jordan algebra of a bilinear form f over F . We have rb(J n+1 (f )) = 2, n = 2, 3, n ≥ 3. An algebra A over a field F with char F = 2 is called a composition algebra [66] if there exists a nondegenerate quadratic form n on A satisfying n(xy) = n(x)n(y), x, y ∈ A.
Any unital composition algebra is alternative and quadratic and has a dimension 1, 2, 4 or 8 over F .
Moreover, a composition algebra A is either a division algebra or a split algebra, depending on the existence of a nonzero x ∈ A such that n(x) = 0. A split composition algebra is either F , or F ⊕ F , or M 2 (F ), or C(F ), the matrix Cayley-Dickson algebra. Let us give the definition of the product on C(F ) = M 2 (F ) ⊕ vM 2 (F ). We extend the product from M 2 (F ) on C(F ) as follows: a(vb) = v(āb), (vb)a = v(ab), (va)(vb) = bā, a, b ∈ M 2 (F ).
Hereā for a = (a ij ) ∈ M 2 (F ) means the matrix a 22 −a 12 −a 21 a 11 .
Theorem 17. Given a unital composition algebra C over a field F of characteristic zero, we have rb(C) = 1, C is division or dim(C) ≤ 2, 3, C is split and dim(C) = 4, 8.
Proof. If C is a division composition algebra, then we have rb(C) = 1 by Theorem 1. If C is a split composition algebra with dim C ≤ 2, then C = F or C ∼ = F ⊕ F . By Corollary 8, rb(C) = 1.
If C is a split composition algebra with dim C = 4, then C ∼ = M 2 (F ) and we are done by Statement 10.
Finally, let C be a split composition algebra with dim C = 8, i.e., C = C(F ), the matrix Cayley-Dickson algebra. By Statement 5a, any RB-operator on C(F ) is an RB-operator on C(F ) (+) which is isomorphic to the simple Jordan algebra of a bilinear form [66, p. 57] . By Theorem 16a, rb(C(F )) ≤ 3. Extending the RB-operator (M4) from M 2 (F ) on C(F ) by Lemma 9h, we have rb(C(F )) = 3.
Every simple finite-dimensional Jordan algebra is either simple division Jordan algebra or of Hermitian, Albert or Clifford type [44] . If J is a simple finite-dimensional division Jordan algebra, then rb(J) = 1 by Theorem 2. The case of simple Jordan algebras of Clifford type was considered in [24] , see Theorem 16. For one of the cases of Hermitian type, we can say the following Statement 12. We have a) 2n − 1 ≤ rb(M n (F ) (+) ) ≤ 3n − 1, where F is a field of characteristic zero, b) 2n − 1 ≤ rb(M n (H) (+) ) ≤ 3n − 1. Proof. a) The lower bound follows from Statement 5a and Corollary 12, the upper bound follows from Lemma 11b.
b) By the theory of matrices over H [61, 64] , the proof is analogous to a). Finally, we study simple Jordan algebras of Albert type. Over an algebraically closed field F , the only simple Jordan algebra of Albert type is H 3 (C(F )), the space of Hermitian matrices over C(F ) under the product a • b = ab + ba.
Theorem 18. Let F be an algebraically closed field of characteristic zero, A be the simple Jordan algebra over F of Albert type, then 5 ≤ rb(A) ≤ 8.
Proof. As any Jordan algebra of Albert type is cubic, i.e., satisfies the cubic equation, so (R(1)) 3 = 0 for any RB-operator R on A of weight zero. By Lemma 11b, rb(A) ≤ 8. Due to the first Tits construction [35, Chap. IX, § 12], we have A = A 1 ⊕ A 2 (as vector spaces) for A 1 ∼ = M 3 (F ) (+) and A 1 -module A 2 , Applying Lemma 9h and Statement 5a, we have the lower bound rb(A) ≥ rb(M 3 (F )) = 5.
Remark 10. By Example 18, we have rb(K 3 ) = 2 for the Kaplansky superalgebra K 3 .
