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SCALED RELATIVE GRAPH:
NONEXPANSIVE OPERATORS VIA 2D EUCLIDEAN GEOMETRY ∗
ERNEST K. RYU†, ROBERT HANNAH†, AND WOTAO YIN†
Abstract. Many iterative methods in applied mathematics can be thought of as fixed-point iterations, and such
algorithms are usually analyzed analytically, with inequalities. In this paper, we present a geometric approach to
analyzing contractive and nonexpansive fixed point iterations with a new tool called the scaled relative graph (SRG).
The SRG provides a correspondence between nonlinear operators and subsets of the 2D plane. Under this framework,
a geometric argument in the 2D plane becomes a rigorous proof of convergence.
Key words. Fixed-point iteration, Euclidean geometry, Inversive geometry, Contraction mapping, Douglas–
Rachford splitting,
AMS subject classifications. 47H05, 47H09, 51M04, 90C25
1. Introduction. Fixed-point iterations abound in applied mathematics and engineer-
ing. This classical technique, dating back to [59, 63, 47], involves the following two steps.
First, find an operator T : X → X , where X is some space, such that if x? = T (x?), i.e.,
if x? is a fixed point, then x? is a solution to the problem at hand. Second, perform the
fixed-point iteration xk+1 = T (xk). Convergence of such iterative methods is usually proved
analytically, through a series of inequalities.
In this paper, we present a geometric approach to analyzing contractive and nonexpan-
sive fixed-point iterations with a new tool called the scaled relative graph (SRG). We can
think of the SRG as a signature of an operator analogous to how eigenvalues are a signature
of a matrix. The SRG provides a correspondence between algebraic operations on nonlin-
ear operators and geometric operations on subsets of the 2D plane. Using this machinery
and elementary Euclidean geometry, we can rigorously obtain properties of operators (such
as contractiveness) and establish the convergence of fixed-point iterations through showing
the SRG, a set in the 2D plane, resides within certain circles. To clarify, these geometric
arguments are rigorous proofs, not just illustrations.
1.1. Proving convergence with operator properties. Given T : H → H, whereH is a
Hilbert space with norm ‖ · ‖, consider the fixed-point iteration given by
xk+1 = Txk
for k = 0, 1, . . . where x0 ∈ H is a starting point. We say x? is a fixed point of T if
x? = Tx?. We say T : H → H is nonexpansive if
‖T (x)− T (y)‖ ≤ ‖x− y‖, ∀x, y ∈ H.
In this case, ‖xk − x?‖ is a nonincreasing sequence, but xk need not converge. For instance,
if T = −I , then xk oscillates between x0 and −x0. We say T : H → H is contractive if
‖T (x)− T (y)‖ ≤ L‖x− y‖, ∀x, y ∈ H
for some L < 1. In this case, xk → x? strongly with rate ‖xk − x?‖ ≤ Lk‖x0 − x?‖. This
classical argument is the Banach contraction principle [3]. We say T : H → H is averaged if
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Fig. 1: The SRG of the classes of contractive, averaged, and nonexpansive operators. The
precise meaning of these figures will be defined in Section 3.2.
T = (1− θ)I + θR for some nonexpansive operator R and θ ∈ (0, 1), where I is the identity
operator. In this case, xk → x? weakly for a fixed point x? provided that T has a fixed point.
This result is the Krasnosel’skiı˘–Mann theorem [50, 42]. The assumption of averagedness is
stronger than nonexpansiveness and weaker than contractiveness, as illustrated in Figure 1.
We now have a general rubric for proving convergence of a fixed-point iteration:
1. Prove the operator T is contractive or averaged.
2. Apply the convergence argument of Banach or Krasnosel’skiı˘–Mann, respectively.
Many, although not all, fixed-point iterations are analyzed through this rubric. Step 2 is
routine. In this work, we provide a geometric approach for step 1, the more difficult step.
1.2. Broad impact. One advantage of geometric proofs is that a single or a few ge-
ometric diagrams concisely capture the core insight. In contrast, it is much more difficult
to extract a core insight from a classical analytic proof based on inequalities. Another ad-
vantage is that tightness, loosely defined as being unable to improve a stated result without
additional assumptions, is often immediate. In contrast, discerning whether it is possible to
make improvements when examining a proof based on inequalities is usually more difficult;
providing a matching lower bound is often the only way to establish tightness of such results.
We discuss tightness further in the appendix.
The presented geometric technique is potentially applicable to the broad range of fixed-
point iterations in applied mathematics and engineering such as alternating projection onto
convex sets [73, 33, 17], iterative thresholding and split Bregman for compressive sensing [9,
31], iterative methods such as Jacobi, Gauss–Seidel, Kaczmarz, and Landweber for solving
linear systems [38, 43, 32], alternating direction implicit method for solving Sylvester matrix
equations [61, 23, 74], the proximal point method for variational inequalities [66], and the
many first-order and primal dual optimization algorithms that have flourished in machine
learning, image processing, and scientific computing over the last few decades [12, 8].
1.3. Prior work, contribution, and organization. Using circles or disks centered at
the origin to illustrate contractive mappings is natural and likely common. Eckstein and
Bertsekas’s illustration of firm-nonexpansiveness via the disk with radius 1/2 centered at
(1/2, 0) [25, 26] was, to the best of our knowledge, the first geometric illustration of notions
from fixed-point theory other than nonexpansiveness and Lipschitz continuity. Since then,
Giselsson used similar illustrations in earlier versions of the paper [30] (the arXiv versions
1 through 3 have the geometric diagrams, but later versions do not) and more thoroughly
in his lecture slides [28]. Through personal communication, we are aware that many have
privately used geometric illustrations similar to those presented in this paper to initially build
intuition, although the actual mathematics and proofs were eventually presented analytically,
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with inequalities. The use of geometry for rigorous proofs of results of nonlinear operators
is, to the best of our knowledge, new.
The notion of the SRG was first defined and presented in the authors’ unpublished
manuscript [35]. The work shows how transformations of the operator such as inversion, ad-
dition of identity, unitary change in coordinates, and composition map to changes in the SRG
and used these transformations to geometrically rigorously prove many standard results. It
furthermore discusses the Baillon–Haddad Theorem and convergence rates for various oper-
ator methods.
Throughout this paper, we state known results as “Facts”. The contributions of this paper
are the alternative geometric proofs, the novel results that are stated as “Propositions” and
“Theorems”, and the overall geometric approach based on the SRG.
The paper is organized as follows. Section 2 discusses general preliminaries and sets up
the notation. Section 3 presents the notion of the SRG. Section 4 maps algebraic operations
like scaling, inversion, addition, and composition of operators to geometric operations of the
SRG. Section 5 concludes the paper.
2. Preliminaries. We refer readers to standard references for more information on con-
vex analysis [36, 12, 8], nonexpansive and monotone operators [4, 67], and geometry [75, 54,
62]. WriteH for a real Hilbert space equipped with the inner product 〈·, ·〉 and norm ‖ ·‖. We
use Minkowski-type set notation that generalizes operations on individual elements to sets.
For example, given α ∈ R and sets U, V ⊆ H, write
αU = {αu |u ∈ U}, U + V = {u+ v |u ∈ U, v ∈ V }, U − V = U + (−V ).
Notice that if either U or V is ∅, then U + V = ∅. In particular, U + V is the Minkowski
sum. We use similar notation for sets of operators and complex numbers. The meanings
should be clear from context, but for the sake of precision, we provide the full definitions in
the appendix.
Multi-valued operators. Multi-valued operators map a point to a set, whereas a single-
valued operator (a function) maps a point to a point. This notion arises naturally in the study
of nonexpansive operators and convex optimization. We follow standard notation [4, 67].
We say A is a (multi-valued) operator on H and write A : H ⇒ H if A maps a point
in H to a (possibly empty) subset of H. So A(x) ⊆ H for all x ∈ H. For simplicity, we
write Ax = A(x). Define dom(A) = {x |Ax 6= ∅}. If A : H ⇒ H always maps a point
to a singleton or the empty set, we say A is single-valued and identify it with the function
A˜ : dom(A) → H such that {A˜(x)} = A(x) for all x ∈ dom(A). The graph of an operator
is defined as
graph(A) = {(x, u) |u ∈ Ax}.
For convenience, we do not distinguish an operator from its graph, writing (x, u) ∈ A to
mean u ∈ Ax. Write I : H → H for the identity operator. Define the inverse operator as
A−1 = {(u, x) | (x, u) ∈ A},
which always exists. This is not an inverse in the usual sense since A−1A 6= I is possible.
The resolvent of A is JA = (I + A)−1. Given A : H ⇒ H, write αA and Aα for the
operators respectively defined by (αA)(x) = α(Ax) and (Aα)(x) = A(αx) for all x ∈ H.
We respectively call αA and Aα post- and pre-scalar multiplication of the operator A. Given
A : H⇒ H and B : H⇒ H, define A+B : H⇒ H with (A+B)(x) = Ax+Bx. Define
the composition A ◦B with
(A ◦B)(x) = ∪u∈BxAu.
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We often omit ◦ and simply write AB to mean A ◦B. We say x ∈ H is a zero of A : H⇒ H
if 0 ∈ Ax. Many problems in applied mathematics can be phrased as finding a zero of a
monotone operator.
Operator classes. We say A is a class of operators if A is a set of operators on Hilbert
spaces. Note thatA1, A2 ∈ A need not be defined on the same Hilbert spaces, i.e.,A1 : H1 ⇒
H1, A2 : H2 ⇒ H2, andH1 6= H2 is possible.
Given classes of operators A and B, write
A+ B = {A+B |A ∈ A, B ∈ B, A : H⇒ H, B : H⇒ H}
To clarify, these definitions require that A and B or A and I are operators on the same (but
arbitrary) Hilbert spaceH, as otherwise the operations would not make sense. We defineAB,
I + αA, and JαA similarly. For L ∈ (0,∞), define the class of L-Lipschitz operators as
LL =
{
A : dom(A)→ H| ‖Ax−Ay‖2 ≤ L2‖x− y‖2, ∀x, y ∈ dom(A) ⊆ H}.
For β ∈ (0,∞), define the class of β-cocoercive operators as
Cβ =
{
A : dom(A)→ H| 〈Ax−Ay, x− y〉 ≥ β‖Ax−Ay‖2, ∀x, y ∈ dom(A) ⊆ H}.
Define the class of monotone operators as
M = {A : H⇒ H | 〈Ax−Ay, x− y〉 ≥ 0, ∀x, y ∈ H}.
To clarify, 〈Ax − Ay, x − y〉 ≥ 0 means 〈u − v, x − y〉 ≥ 0 for all (x, u), (y, v) ∈ A. If
x /∈ dom(A), then the inequality is vacuous. A monotone operatorA is maximal if there is no
other monotone operatorB such that graph(B) properly contains graph(A). For µ ∈ (0,∞),
define the class of µ-strongly monotone operators as
Mµ =
{
A : H⇒ H | 〈Ax−Ay, x− y〉 ≥ µ‖x− y‖2, ∀x, y ∈ H}.
For θ ∈ (0, 1), define the class of θ-averaged operators Nθ as
Nθ = (1− θ)I + θL1.
In these definitions, we do not impose any requirements on the domain or maximality of the
operators.
Convex analysis. A function f : H → R ∪ {∞} is convex if
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y), ∀x, y ∈ H, θ ∈ (0, 1).
We say f is proper if f(x) < ∞ somewhere. We say f is µ-strongly convex if f(x) −
(µ/2)‖x‖2 is convex and L-smooth if ∇f is L-Lipschitz continuous. Write
∂f(x) = {g ∈ H | f(y) ≥ f(x) + 〈g, y − x〉, ∀y ∈ H}
for the subdifferential of a convex function f at x. Following the notation of [58], respectively
write Fµ,L, F0,L, Fµ,∞, and F0,∞ for the sets of lower semi-continuous proper functions
on all Hilbert spaces that are respectively µ-strongly convex and L-smooth, convex and L-
smooth, µ-strongly convex, and convex, for 0 < µ < L <∞. Write
∂Fµ,L = {∂f | f ∈ Fµ,L},
where 0 ≤ µ < L ≤ ∞.
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G(PL) = 1
G(A) =
i
G(∂‖ · ‖) =
{z | Re z > 0} ∪ {0,∞}
∪{∞}
G(B) =
1 2 3 G(∇f) =
{z | Re z > 0, | Im z| ≤ 0.354 Re z}
(1, 0.354)
Fig. 2: SRGs of the operators: PL : R2 → R2 is the projection onto an arbitrary line L;
A : R2 → R2 is defined asA(u, v) = (0, u); ∂‖·‖ is the subdifferential of the Euclidean norm
on Rn with n ≥ 2; B : R3 → R3 is defined as C(u, v, w) = (u, 2v, 3w); and f : R2 → R is
defined as f(x, y) = (1/4)(x4 + y4). The shapes were obtained by plugging the operators
into the definition of the SRG and performing simple calculations.
Minimizing a f ∈ F0,∞ is equivalent to finding zero of ∂f , i.e., x minimizes f if and
only if 0 ∈ ∂f(x). The resolvent of ∂f is called the proximal operator and is written as
Jγ∂f (x) = arg min
z∈H
{
f(z) + 12γ ‖z − x‖2
}
.
For many interesting convex functions, the proximal operator has a closed-form solution and,
if so, is suitable to use as a subroutine.
3. Scaled relative graphs. In this section, we define the notion of scaled relative graphs
(SRG). Loosely speaking, SRG maps the action of an operator to a set on the extended com-
plex plane.
We use the extended complex planeC = C∪{∞} to represent the 2D plane and the point
at infinity. Since complex numbers compactly represent rotations and scaling, this choice
simplifies our notation compared to using R2 ∪ {∞}. We avoid the operations∞+∞, 0/0,
∞/∞, and 0 · ∞. Otherwise, we adopt the usual convention of z +∞ = ∞, z/∞ = 0,
z/0 =∞, and z · ∞ =∞.
3.1. SRG of operators. Consider an operator A : H ⇒ H. Let x, y ∈ H be a pair of
inputs and let u, v ∈ H be their corresponding outputs, i.e., u ∈ Ax, and v ∈ Ay. The goal
is to understand the change in output relative to the change in input.
First, consider the case x 6= y. Consider the complex conjugate pair
z =
‖u− v‖
‖x− y‖ exp [±i∠(u− v, x− y)] ,
6 E. K. RYU, R. HANNAH, AND W. YIN
where given any a, b ∈ H
∠(a, b) =
{
arccos
(
〈a,b〉
‖a‖‖b‖
)
if a 6= 0, b 6= 0
0 otherwise
denotes the angle between them. The absolute value (magnitude) |z| = ‖u − v‖/‖x − y‖
represents the size of the change in outputs relative to the size of the change in inputs. The
argument (angle) ∠(u− v, x− y) represents how much the change in outputs is aligned with
the change in inputs. Equivalently, Re z and Im z respectively represent the components of
u− v aligned with and perpendicular to x− y, i.e.,
Re z = sgn(〈u− v, x− y〉)‖Pspan{x−y}(u− v)‖‖x− y‖ =
〈u− v, x− y〉
‖x− y‖2
Im z = ±‖P{x−y}⊥(u− v)‖‖x− y‖(3.1)
where Pspan{x−y} is the projection onto the span of x−y and P{x−y}⊥ is the projection onto
the subspace orthogonal to x− y.
If x = y and u 6= v, then A is multi-valued and we consider z = ∞ ∈ C. The idea is
that |z| = ‖u− v‖/0 =∞, i.e., u− v is infinitely larger than x− y = 0. If x = y and u = v,
then (x, u) and (y, v) represents the same evaluation and there is no change of input or output
to consider.
Define the SRG of an operator A : H⇒ H as
G(A) =
{‖u− v‖
‖x− y‖ exp [±i∠(u− v, x− y)]
∣∣∣u ∈ Ax, v ∈ Ay, x 6= y}(
∪ {∞} if A is multi-valued
)
.
To clarify, G(A) ⊆ C and∞ ∈ G(A) if and only if there is a point x ∈ H such that Ax is
multi-valued. To clarify, the ± makes G(A) symmetric about the real axis. We include the ±
because ∠(u− v, x− y) always returns a nonnegative angle. See Figure 2 for examples.
1/2 + i
1/2− i
2
Fig. 3: SRG of the 3 × 3 matrix
[1/2, 2, 0;−1/2, 1/2, 0; 0, 0, 2].
The 3 crosses denote the
eigenvalues.
For linear operators, the SRG generalizes eigenval-
ues: Given A ∈ Rn×n, write Λ(A) for the set of its eigen-
values.
THEOREM 3.1. If A ∈ Rn×n and n = 1 or n ≥ 3,
then Λ(A) ⊆ G(A).
We defer the proof to the appendix. The result fails for
n = 2 because Sn−1, the sphere in Rn, is not simply con-
nected for n = 2; the proof constructs a loop in Sn−1 and
argues the image of the loop on complex plane is null-
homotopic. Figure 3 illustrates an SRG of a matrix. The
SRG of a matrix does not seem to be directly related to the
numerical range (field of values) [37] or the pseudospec-
trum [71].
The SRG G(A) maps the action of the operator A to
points in C. In the following sections, we will need to
conversely take any point in C and find an operator whose action maps to that point. Lem-
mas 3.2 provide such constructions. We omit the proofs as they follow from definitions and
basic computation.
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LEMMA 3.2. Take any z = zr + zii ∈ C. Define Az : R2 → R2 and A∞ : R2 ⇒ R2 as
Az
[
ζ1
ζ2
]
=
[
zrζ1 − ziζ2
zrζ2 + ziζ1
]
∼= z(ζ1 + ζ2i), A∞(x) =
{
R2 if x = 0
∅ otherwise.
(∼= identifies R2 with C, so Az corresponds to complex multiplication by z.) Then,
G(Az) = {z, z¯}, G(A∞) = {∞}.
3.2. SRG of operator classes. Let A be a collection of operators. We define the SRG
of the class A as
G(A) =
⋃
A∈A
G(A).
We focus more on SRGs of operator classes, rather than individual operators, because the-
orems are usually stated with operator classes. For example, one might say “If A is β/2-
cocoercive, i.e., if A ∈ Cβ/2, then I − A is nonexpansive.” We now characterize the SRG of
the important operator classes.
PROPOSITION 3.3. Let µ, β, L ∈ (0,∞) and θ ∈ (0, 1). The SRGs of LL,Nθ,M,Mµ,
and Cβ are given by
G(LL) =
L−L
{
z ∈ C ∣∣ |z|2 ≤ L2}
G(Nθ) =
1
1− 2θ
θ
{
z ∈ C ∣∣ |z|2 + (1− 2θ) ≤ 2(1− θ) Re z}
G(M) =
∪{∞}
{z ∈ C | Re z ≥ 0} ∪ {∞}
G(Mµ) =
∪{∞}
µ
{z ∈ C | Re z ≥ µ} ∪ {∞}
G(Cβ) = 1/β
{
z ∈ C ∣∣ Re z ≥ β|z|2}
Proof. We prove the characterizations of G(LL) and G(M). The other SRGs G(Mµ),
G(Cβ), and G(Nθ) can be characterized with similar direct proofs. (In the appendix, we
characterize the other SRGs using operator and SRG transformations introduced later in §4.)
We have G(LL) ⊆
{
z ∈ C ∣∣ |z|2 ≤ L2} since
A ∈ LL ⇒ ‖Ax−Ay‖‖x− y‖ ≤ L, ∀x, y ∈ H, x 6= y ⇒ G(A) ⊆
{
z ∈ C ∣∣ |z|2 ≤ L2} .
Conversely, given any z ∈ C such that |z| ≤ L, the operator Az of Lemma 3.2 satisfies
‖Azx−Azy‖ ≤ L‖x− y‖ for any x, y ∈ R2, i.e., Az ∈ LL, and G(Az) = {z, z¯}. Therefore
G(LL) ⊇
{
z ∈ C ∣∣ |z|2 ≤ L2}.
For any A ∈M, the definition of monotonicity implies
〈u− v, x− y〉
‖x− y‖2 ≥ 0, ∀u ∈ Ax, v ∈ Ay, x 6= y.
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Considering (3.1), we conclude G(A)\{∞} ⊆ {z | Re z ≥ 0}. On the other hand, given any
z ∈ {z | Re z ≥ 0}, the operator Az of Lemma 3.2 satisfies 〈Azx − Azy, x − y〉 ≥ 0 for
any x, y ∈ R2, i.e., Az ∈ M, and G(Az) = {z, z¯}. Therefore, z ∈ G(Az) ⊂ G(M), and we
conclude {z | Re z ≥ 0} ⊆ G(M). Finally, note that∞ ∈ G(M) is equivalent to saying that
there exists a multi-valued operator inM. The A∞ of Lemma 3.2 is one such example.
PROPOSITION 3.4. Let 0 < µ < L <∞. Then
G(∂F0,∞) =
∪{∞}
G(∂Fµ,∞) =
∪{∞}
µ
G(∂F0,L) =
L
G(∂Fµ,L) =
Lµ
Proof. Since ∂F0,∞ ⊂M, we have G(∂F0,∞) ⊆ G(M) = {z ∈ C | Re z ≥ 0} ∪ {∞}
by Proposition 3.3. We claim f : R2 → R defined by f(x, y) = |x| satisfies G(∂f) = {z ∈
C | Re z ≥ 0} ∪ {∞}. This tells us {z ∈ C | Re z ≥ 0} ∪ {∞} ⊆ G(∂F0,∞).
We prove the claim with basic computation. Let f(x, y) = |x|. The subgradient has the
form ∂f(x, y) = (h(x), 0) for h defined by:
h(x) =
 {−1} for x < 0{u | − 1 ≤ u ≤ 1} for x = 0{1} for x > 0.
Since ∂f is multi-valued at (0, 0), we have ∞ ∈ G(∂f). Since ∂f(1, 0) = ∂f(2, 0),
we have 0 ∈ G(∂f). The input-output pairs (0, 0) ∈ ∂f(0, 0) and (h(R cos(θ)), 0) ∈
∂f(R cos(θ), R sin(θ)) map to the point R−1(|cos(θ)|,± sin(θ)) ∈ C. Clearly the image
of this map over the range R ∈ (0,∞), θ ∈ [0, 2pi) is the right-hand plane except the origin.
Hence G(∂f) = {z ∈ C | Re z ≥ 0} ∪ {∞}.
The SRGs G(∂Fµ,∞), G(∂F0,L), and G(∂Fµ,L) can be characterized with similar proofs.
(In the appendix, we characterize the other SRGs using operator and SRG transformations in-
troduced later in §4.)
3.3. SRG-full classes. Section 3.1 discussed how given an operator we can draw its
SRG. Conversely, can we examine the SRG and conclude something about the operator? To
perform this type of reasoning, we need further conditions
We say class of operators A is SRG-full if
A ∈ A ⇔ G(A) ⊆ G(A).
Since the implication A ∈ A ⇒ G(A) ⊆ G(A) already follows from SRG’s definition, the
substance of this definition is the implication G(A) ⊆ G(A) ⇒ A ∈ A. Essentially, a class
is SRG-full if it can be fully characterized by its SRG. Given an SRG-full class A and an
operator A, we can check membership A ∈ A by verifying (through geometric arguments)
the containment G(A) ⊆ G(A) in the 2D plane.
In other words, SRG-full assumes the desirable property, G(A) ⊆ G(A) ⇒ A ∈ A, by
definition. We now discuss which classes possess this property.
THEOREM 3.5. An operator class A is SRG-full if it is defined by
A ∈ A ⇔ h (‖u− v‖2, ‖x− y‖2, 〈u− v, x− y〉) ≤ 0, ∀u ∈ Ax, v ∈ Ay
for some nonnegative homogeneous-function h : R3 → R.
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To clarify, nonnegative homogeneous means θh(a, b, c) = h(θa, θb, θc) for all θ ≥ 0. (We
do not assume h is smooth.) When a class A is defined by h as in Theorem 3.5, we say h
represents A. For example,Mµ is represented by h(a, b, c) = µb− c, since
A ∈Mµ ⇔ µ‖x− y‖2 ≤ 〈u− v, x− y〉, ∀u ∈ Ax, v ∈ Ay.
As another example, N1/2 is represented by h(a, b, c) = a− c, since
A ∈ N1/2 ⇔ ‖u− v‖2 ≤ 〈u− v, x− y〉, ∀u ∈ Ax, v ∈ Ay.
By Theorem 3.5, the classesM,Mµ, Cβ , LL, and Nθ are all SRG-full. Respectively,
• M is represented by h = −c,
• Mµ is represented by h = µb− c,
• Cβ is represented by h = βa− c,
• LL is represented by h = a− Lb,
• Nθ is represented by h = a+ (1− 2θ)b− 2(1− θ)c.
On the other hand, the classes ∂F0,∞, ∂Fµ,∞, ∂F0,L, and ∂Fµ,L are not SRG-full. For
example, the operator
A(z1, z2) =
[
0 −1
1 0
] [
z2
z2
]
satisfies G(A) = {−i, i} ⊆ G(∂F0,∞). However, A /∈ ∂F0,∞ because if there were a convex
function f such that∇f = A, then DA = ∇2f must be symmetric, which is a contradiction.
Proof. SinceA ∈ A ⇒ G(A) ⊆ G(A) always holds, we show G(A) ⊆ G(A)⇒ A ∈ A.
Assume A is represented by h and an operator A : H ⇒ H satisfies G(A) ⊆ G(A). Let
uA ∈ AxA and vA ∈ AyA represent distinct evaluations, i.e., xA 6= yA or uA 6= vA.
First consider the case xA 6= yA. Then
z = (‖uA − vA‖/‖xA − yA‖) exp[i∠(uA − vA, xA − yA)]
satisfies z ∈ G(A) ⊆ G(A). Since z ∈ G(A), there is an operator B ∈ A such that
uB ∈ BxB and vB ∈ ByB with
‖uB − vB‖2
‖xB − yB‖2 = |z|
2,
〈uB − vB , xB − yB〉
‖xB − yB‖2 = Re z.
Since h represents A, we have
0 ≥ h (‖uB − vB‖2, ‖xB − yB‖2, 〈uB − vB , xB − yB〉) ,
and homogeneity gives us
0 ≥ h
(‖uB − vB‖2
‖xB − yB‖2 , 1,
〈uB − vB , xB − yB〉
‖xB − yB‖2
)
= h
(|z|2, 1,Re z) = h(‖uA − vA‖2‖xA − yA‖2 , 1, 〈uA − vA, xA − yA〉‖xA − yA‖2
)
.
Finally, by homogeneity we have
h
(‖uA − vA‖2, ‖xA − yA‖2, 〈uA − vA, xA − yA〉) ≤ 0.
Now consider the case xA = yA and uA 6= vB . Then A is multi-valued and ∞ ∈
G(A) ⊆ G(A). Since ∞ ∈ G(A), there is a multi-valued operator B ∈ A such that uB ∈
BxB and vB ∈ BxB with uB 6= vB . This implies h(‖uB − vB‖2, 0, 0) ≤ 0. Therefore,
h(‖uA − vA‖2, 0, 0) ≤ 0.
In conclusion, (xA, uA) and (yA, vA), which represent arbitrary evaluations ofA, satisfy
the inequality defined by h, and we conclude A ∈ A.
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4. Operator and SRG transformation. In this section, we show how transformations
of operators map to changes in their SRGs. Under suitable conditions, we have
• G(A ∩ B) = G(A) ∩ G(B),
• G(αA) = αG(A),
• G(I +A) = 1 + G(A),
• G(A−1) = (G(A))−1,
• G(A+ B) = G(A) + G(B), and
• G(AB) = G(A)G(B),
where the precise notation and meaning is provided soon. We then use these results and geo-
metric arguments to analyze convergence of various fixed-point iterations. The convergence
analyses are tight in the sense that they cannot be improved without additional assumptions.
4.1. SRG intersection.
THEOREM 4.1. If A and B are SRG-full classes, then A ∩ B is SRG-full, and
G(A ∩ B) = G(A) ∩ G(B).
The containment G(A ∩ B) ⊆ G(A) ∩ G(B) holds regardless of SRG-fullness since, by
definition, G(A ∩ B) = {G(A) |A ∈ A, A ∈ B} and G(A) ∩ G(B) = {G(A) ∩ G(B) |A ∈
A, B ∈ B}. Therefore, the substance of Theorem 4.1 is G(A ∩ B) ⊇ G(A) ∩ G(B). This
result is useful for setups with multiple assumptions on a single operator such as Facts 5, 7,
12. A similar result holds with the union.
Proof. Since A and B are SRG-full
G(C) ⊆ G(A ∩ B) ⊆ G(A) ∩ G(B) ⇒ G(C) ⊆ G(A) and G(C) ⊆ G(B)
⇒ C ∈ A and C ∈ B
⇒ C ∈ A ∩ B
and we conclude A ∩ B is SRG-full.
Assume z ∈ C satisfies {z, z¯} ⊆ G(A)∩G(B). ThenAz of Lemma 3.2 satisfies G(Az) =
{z, z¯} ⊆ G(A) ∩ G(B). Since A and B are SRG-full, Az ∈ A and Az ∈ B and {z, z¯} =
G(Az) ⊆ G(A∩B). If∞ ∈ G(A)∩G(B), then a similar argument using A∞ of Lemma 3.2
proves∞ ∈ G(A ∩ B). Therefore G(A) ∩ G(B) ⊆ G(A ∩ B). Since the other containment
G(A ∩ B) ⊆ G(A) ∩ G(B) holds by definition, we have the equality.
4.2. SRG scaling and translation.
THEOREM 4.2. Let α ∈ R and α 6= 0. If A is a class of operators, then
G(αA) = G(Aα) = αG(A), G(I +A) = 1 + G(A).
If A is furthermore SRG-full, then αA, Aα, and I +A are SRG-full.
Proof. The proof of the first part follows directly from the definition of the SRG and
(3.1). The scaling and translation operations are reversible and G((1/α)A) = G(A(1/α)) =
(1/α)G(A) and G(A− I) = G(A)− 1. Therefore, for any B : H⇒ H,
G(B) ⊆ G(αA) ⇒ G((1/α)B) ⊆ G(A) ⇒ (1/α)B ∈ A ⇒ B ∈ αA,
and we conclude αA is SRG-full. By a similar reasoning, Aα and I +A are SRG-full.
Since a class of operators can consist of a single operator, if A : H⇒ H, then
G(αA) = G(Aα) = αG(A), G(I +A) = 1 + G(A).
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To clarify, αG(A) corresponds to scaling G(A) ⊆ C by |α| and reflecting about the vertical
axis (imaginary axis) if α < 0. Remember that G(A) is symmetric about the horizontal axis
(real axis). Again, Aα is the operator defined by x 7→ A(αx). We require α 6= 0 to avoid
0 · ∞. To clarify, 1 ∈ C and 1 + G(A) corresponds to shifting G(A) to the right by one unit.
4.2.1. Convergence analysis: gradient descent. Consider the optimization problem
(4.1) minimize
x∈H
f(x),
where f is a differentiable function with a minimizer. Consider gradient descent [16]
(GD) xk+1 = xk − α∇f(xk)
where α > 0 and x0 ∈ H is a starting point. We can use the Krasnosel’skiı˘–Mann theorem
to establish convergence of (GD).
FACT 1. Assume f is convex and L-smooth with L > 0. For α ∈ (0, 2/L), the iterates
of (GD) converge in that xk → x? weakly for some x? such that∇f(x?) = 0.
Proof. By Propositions 3.3 and 3.4 and Theorem 4.2, we have the geometry
G (I − α∇f) ⊆
1− αL
G(N1−αL/2)
Since Nθ is SRG-full, the containment of the SRG in C equivalent to the containment of the
class by Theorem 3.5. Therefore I − α∇f is averaged, and the iteration converges by the
Krasnosel’skiı˘–Mann theorem.
With stronger assumptions, we can establish an exponential rate of convergence for (GD).
FACT 2. Assume f is µ-strongly convex and L-smooth with 0 < µ < L < ∞. For
α ∈ (0, 2/L), the iterates of (GD) converge exponentially to the minimizer x? with rate
‖xk − x?‖ ≤ (max{|1− αµ|, |1− αL|})k ‖x0 − x?‖.
Proof. This follows from Fact 3, which we state and prove below.
FACT 3. Let 0 < µ < L <∞ and α ∈ (0,∞). If A = ∂Fµ,L, then I − αA ⊆ LR for
R = max{|1− αµ|, |1− αL|}.
This result is tight in the sense that I − αA * LR for any smaller value of R.
Fact 3 proves the gradient method xk+1 = xk − α∇f(xk) converges linearly at the rate
O(Rk) when f is µ-strongly convex,∇f is L-Lipschitz, and α ∈ (0, 2/L).
Proof. By Proposition 3.4 and Theorem 4.2, we have the geometry
1− αL 1− αµ
G (I − αA)
G (LR)
R = max{|1− αµ|, |1− αL|}
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The containment of G(I − αA) holds for larger R and fails for smaller R. Since LR is
SRG-full, the containment of the SRG in C equivalent to the containment of the class by
Theorem 3.5.
4.2.2. Convergence analysis: forward step iteration. Consider the monotone inclu-
sion problem
find x ∈ H such that 0 ∈ Ax
where A is a maximal monotone operator with a zero. Consider the forward step iteration
[15]
(FS) xk+1 = xk − αA(xk)
where α > 0 and x0 ∈ H is a starting point. The forward step iteration is analogous to
gradient descent. Under the following two setups, (GD) converges exponentially.
FACT 4. Assume A is µ-strongly monotone and L-Lipschitz with 0 < µ < L < ∞. For
α ∈ (0, 2µ/L), the iterates of (FS) converge exponentially to the zero x? with rate
‖xk − x?‖ ≤ (1− 2αµ+ α2L2)k/2 ‖x0 − x?‖.
Proof. This follows from Fact 5, which we state and prove below.
FACT 5 (Proposition 26.16 [4]). Let 0 < µ < L < ∞ and α ∈ (0,∞). If A =
Mµ ∩ LL, then I − αA ⊆ LR for
R =
√
1− 2αµ+ α2L2.
This result is tight in the sense that I − αA * LR for any smaller value of R.
Proof. First consider the case αµ > 1. By Proposition 3.3 and Theorem 4.2, we have
the geometry
αµ αL
G (αA)
−αµ−αL
G (−αA)
1− αµ1− αL
G (1− αA)
1− αµ1− αL 1
G (I − αA) G (LR)
R =
√
1− 2αµ+ α2L2
AB
C
C′
D O
To clarify, O is the center of the circle with radius OC (lighter shade) and A is the center of
the circle with radiusAC = AD defining the inner region (darker shade). With 2 applications
of the Pythagorean theorem, we get
OC
2
= CB
2
+BO
2
= AC
2 −BA2 +BO2
= (αL)2 − (αµ)2 + (1− αµ)2 = 1− 2αµ+ α2L2.
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Since C ′C is a chord of circle O, it is within the circle. Since 2 non-identical circles intersect
at no more than 2 points, and sinceD is within circleO, arc
>
CDC ′ is within circleO. Finally,
the region bounded by C ′C ∪>CDC ′ (darker shade) is within circle O (lighter shade).
The previous diagram illustrates the case αµ > 1. In the cases αµ = 1 and αµ < 1, we
have a slightly different geometry, but the same arguments and calculations hold.
A
C
C′
D B = O
Case αµ = 1
AB
C
C′
D O
Case αµ > 1
The containment holds for larger R and fails for smaller R. Since LR is SRG-full, the
containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
FACT 6. Assume A is µ-strongly monotone and β-cocoercive with 0 < µ < 1/β < ∞.
For α ∈ (0, 2β), the iterates of (FS) converge exponentially to the zero x? with rate
‖xk − x?‖ ≤ (1− 2αµ+ α2µ/β)k/2 ‖x0 − x?‖.
Proof. This follows from Fact 7, which we state and prove below.
FACT 7. Let 0 < µ < 1/β <∞ and α ∈ (0, 2β). IfA =Mµ ∩Cβ , then I −αA ⊆ LR
for
R =
√
1− 2αµ+ α2µ/β.
This result is tight in the sense that I − αA * LR for any smaller value of R.
Proof. First consider the case µ < 1/(2β). By Proposition 3.3 and Theorem 4.2, we
have the geometry
1− αµ
1− α/β 1
G (I − αA)
G (LR) R = √1− 2αµ+ α2µ/β
C
B
B′
D
A 1O
To clarify, O is the center of the circle with radius OB (lighter shade) and C is the center
of the circle with radius AC = CB defining the inner region (darker shade). With two
applications of the Pythagorean theorem, we get
OB
2
= OD
2
+DB
2
= OD
2
+BC
2 − CD2
= (1− αµ)2 + (α/(2β))2 − (α/(2β)− αµ)2 = 1− 2αµ+ α2µ/β.
Since B′B is a chord of circle O, it is within the circle. Since 2 non-identical circles intersect
at at most 2 points, and since A is within circle O, arc
>
BAB′ is within circle O. Finally, the
region bounded by B′B ∪>BAB′ (darker shade) is within circle O (lighter shade).
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In the cases µ = 1/(2β) and µ > 1/(2β), we have a slightly different geometry, but the
same arguments and calculations hold.
C = D
B
B′
A 1
O
Case µ = 1/(2β)
C
B
B′
D
A 1
O
Case µ > 1/(2β)
The containment holds for larger R and fails for smaller R. Since LR is SRG-full, the
containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
4.3. SRG Inversion. In this subsection, we relate inversion of operators with inversion
(reciprocal) of complex numbers. This operation is intimately connected to inversive geome-
try, a classical technique of Euclidean geometry.
4.3.1. Inversive geometry. We call z 7→ z¯−1, a one-to-one map from C to C, the inver-
sion map. In polar form, we have reiϕ 7→ (1/r)eiϕ for 0 ≤ r ≤ ∞, i.e., inversion preserves
the angle and inverts the magnitude. In complex analysis, the inversion map is known as the
Mo¨bius transformation [1, p. 366].
In Euclidean geometry, inversive geometry considers the inversion of the 2D plane about
any circle [62, p. 75]. Our inversion map z 7→ z¯−1 is the inversion about the unit circle.
Generalized circles consist of (finite) circles and lines with {∞}. The interpretation is that a
line is a circle with an infinite radius. Inversion transforms generalized circles to generalized
circles. In the appendix, we detail how to geometrically perform the inversion of generalized
circles.
4.3.2. Operator inversion.
THEOREM 4.3. If A is a class of operators, then
G(A−1) = (G(A))−1 .
If A is furthermore SRG-full, then A−1 is SRG-full.
Since a class of operators can consist of a single operator, if A : H ⇒ H, then G(A−1) =
(G(A))−1. To clarify, (G(A))−1 = {z−1 | z ∈ G(A)}, where 1/0 = ∞ and 1/∞ = 0 in C.
To be precise, the “inversion map” we use is z 7→ z¯−1, rather than z 7→ z−1. In any case,
G(A) is symmetric about the real axis, so (G(A))−1 = (G(A))−1.
Proof. The equivalence of non-zero finite points, i.e.,
G(A−1)\{0,∞} = (G(A)\ {0,∞})−1,
follows from
G(A)\{0,∞} =
{‖u− v‖
‖x− y‖ exp [±i∠(u− v, x− y)]
∣∣∣ (x, u), (y, v) ∈ A, x 6= y, u 6= v}
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and
G(A−1)\{0,∞}
=
{‖x− y‖
‖u− v‖ exp [±i∠(x− y, u− v)]
∣∣∣ (u, x), (v, y) ∈ A−1, x 6= y, u 6= v}
=
{‖x− y‖
‖u− v‖ exp [±i∠(u− v, x− y)]
∣∣∣ (x, u), (y, v) ∈ A, x 6= y, u 6= v}
= (G(A)\{0,∞})−1
where we use the fact that ∠(a, b) = ∠(b, a).
The equivalence of the zero and infinite points follow from
∞ ∈ G(A) ⇔ ∃ (x, u), (x, v) ∈ A, u 6= v
⇔ ∃ (u, x), (v, x) ∈ A−1, u 6= v
⇔ 0 ∈ G(A−1).
With the same argument, we have 0 ∈ G(A)⇔∞ ∈ G(A−1).
The inversion operation is reversible. Therefore, for any B : H⇒ H,
G(B) ⊆ G(A−1) ⇒ G(B−1) ⊆ G(A) ⇒ B−1 ∈ A ⇒ B ∈ A−1,
and we conclude A−1 is SRG-full.
4.3.3. Convergence analysis: proximal point. Consider the monotone inclusion prob-
lem
find x ∈ H such that 0 ∈ Ax
where A is a maximal monotone operator with a zero. Consider the proximal point method
[51, 52, 66, 13]
(PP) xk+1 = JαAxk,
where α > 0 and x0 ∈ H is a starting point. Since JαA is 1/2-averaged, we can use the
Krasnosel’skiı˘–Mann theorem to establish convergence of (PP). Under stronger assumptions,
(PP) converges exponentially.
FACT 8. Assume A is µ-strongly monotone with µ > 0. For α > 0, the iterates of (PP)
converge exponentially to the zero x? with rate
‖xk − x?‖ ≤
(
1
1 + αµ
)k
‖x0 − x?‖.
Proof. This follows from Fact 9, which we state and prove below.
FACT 9 (Proposition 23.13 [4]). Let µ ∈ (0,∞) and α ∈ (0,∞). If A = Mµ, then
JαA ⊆ LR for
R =
1
1 + αµ
.
This result is tight in the sense that JαA * LR for any smaller value of R.
Proof. By Proposition 3.3 and Theorems 4.2 and 4.3, we have the geometry
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1 + αµ
∪{∞}
1
G (I + αMµ)
z¯−1−→ 1
1
1+αµ
G (JαA)
G (LR)
R = 1
1+αµ
The containment holds for larger R and fails for smaller R. Since LR is SRG-full, the
containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
4.3.4. Convergence analysis: Douglas–Rachford. Consider the monotone inclusion
problem
find x ∈ H such that 0 ∈ (A+B)x,
where A and B are operators and A + B has a zero. Consider Douglas–Rachford splitting
[23, 48]
(DR) zk+1 =
(
1
2I +
1
2 (2JαA − I)(2JαB − I)
)
zk,
where α > 0 and z0 ∈ H is a starting point. If z? is a fixed point, then JαB(z?) is a zero
of A + B (see [67, p. 28] or [4, Proposition 26.1]). We can use the Krasnosel’skiı˘–Mann
theorem to establish convergence of (DR).
FACT 10 (Theorem 1 [48]). Assume A and B are maximal monotone. For α > 0, the
iterates of (DR) converge in that zk → z? weakly for some fixed point z?.
Proof. By Proposition 3.3 and Theorems 4.2 and 4.3, we have the geometry
∪{∞}
1
G (I + αM)
z¯−1−→ 1
G (JαM)
2z−1−→ 1
G (2JαM − I)
Since L1 is SRG-full, Theorem 3.5 implies (2JαA − I) is nonexpansive. By the same rea-
soning, (2JαB− I) is nonexpansive, and, since the composition of nonexpansive operators is
nonexpansive, (2JαA−I)(2JαB−I) is nonexpansive. So (DR) is a fixed-point iteration with
a 1/2-averaged operator, and the iteration converges by the Krasnosel’skiı˘–Mann theorem.
When we have further assumptions, we can provide a stronger rate of convergence.
FACT 11. Assume A or B is µ-strongly monotone and β-cocoercive with 0 < µ <
1/β < ∞. For α > 0, the iterates of (DR) converge exponentially to the fixed point z? with
rate
‖zk − z?‖ ≤
(
1
2
+
1
2
√
1− 4αµ
1 + 2αµ+ α2µ/β
)k
‖z0 − z?‖.
Proof. If S1 is R1-Lipschitz continuous and S2 is R2-Lipschitz continuous, then S1S2
is (R1R2)-Lipschitz continuous. If S is R-Lipschitz continuous, then 12I +
1
2S is
(
1
2 +
R
2
)
-
Lipschitz continuous. The result follows from these observations and Fact 12, which we state
and prove below.
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FACT 12 (Theorem 7.2 [29]). Let 0 < µ < 1/β <∞ and α ∈ (0,∞). IfA =Mµ∩Cβ ,
then 2JαA − I ⊆ LR for
R =
√
1− 4αµ
1 + 2αµ+ α2µ/β
.
This result is tight in the sense that 2JαA − I * LR for any smaller value of R.
Proof. By Proposition 3.3 and Theorems 4.2 and 4.3, we have the geometry
1+α
β1+αµ
1
G(I+αA)
z¯−1−→
1
1
1+αµ
1
1+α/β
G(JαA)
2z−1−→
1
1−αµ
1+αµ
β−α
β+α
G(2JαA−I)
A closer look gives us
1−1 O
C
β
β+α
B
−αµ
1+αµ
A
R =
√
1− 4αµ
1+2αµ+α2µ/β
A
A′
ED
O
G (2JαA − I)
G (LR)
To clarify, B is the center of the circle with radius BA and C is the center of the circle with
radius CA. By Stewart’s theorem [69], we have
OA
2
=
OC ·AB2 +BO · CA2 −BO ·OC ·BC
BC
=
β
α+β
(
1− αµ1+αµ
)2
+ αµ1+αµ
(
1− βα+β
)2
− βα+β αµ1+αµ
(
β
α+β +
αµ
1+αµ
)
β
α+β +
αµ
1+αµ
= 1− 4αµ
1 + 2αµ+ α2µ/β
.
Since 2 non-identitcal circles intersect at at most 2 points, and since D is within circle B, arc
>
ADA′ is within circle O. By the same reasoning, arc
>
A′EA is within circle O. Finally, the
region bounded by
>
ADA′ ∪>A′EA (darker shade) is within circle O (lighter shade).
The containment holds for larger R and fails for smaller R. Since LR is SRG-full, the
containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
As a special case, consider the optimization problem
minimize
x∈H
f(x) + g(x),
where f and g are functions (not necessarily differentiable) and a minimizer exists. Then
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(DR) with A = ∂f and B = ∂g can be written as
xk+1/2 = Jα∂g(z
k)
xk+1 = Jα∂f (2x
k+1/2 − zk)
zk+1 = zk + xk+1 − xk+1/2,
where α > 0 and z0 ∈ H is a starting point. As an aside, the popular method ADMM is
equivalent to this instance of Douglas–Rachford splitting [27].
FACT 13. Assume f is µ-strongly convex and L-smooth with 0 < µ < L <∞. Assume
g is convex, lower semi-continuous, and proper. For α > 0, the iterates of (DR) converge
exponentially to the fixed point z? with rate
‖zk − z?‖ ≤
(
1
2
+
1
2
max
{∣∣∣∣1− αµ1 + αµ
∣∣∣∣ , ∣∣∣∣1− αL1 + αL
∣∣∣∣})k ‖z0 − z?‖
Proof. If S1 is R1-Lipschitz continuous and S2 is R2-Lipschitz continuous, then S1S2
is (R1R2)-Lipschitz continuous. If S is R-Lipschitz continuous, then 12I +
1
2S is
(
1
2 +
R
2
)
-
Lipschitz continuous. The result follows from these observations and Fact 12, which we state
and prove below.
FACT 14 (Theorem 1 [30]). Let 0 < µ < L <∞ and α ∈ (0,∞). If A = ∂Fµ,L, then
2JαA − I ⊆ LR for
R = max
{∣∣∣∣1− αµ1 + αµ
∣∣∣∣ , ∣∣∣∣1− αL1 + αL
∣∣∣∣} .
This result is tight in the sense that 2JαA − I * LR for any smaller value of R.
Proof. By Proposition 3.4 and Theorems 4.2 and 4.3, we have the geometry
G(I+αA)
1 1+αL
1+αµ
z¯−1−→
1
1+αµ
1
1+αL
G(JαA)
1
2z−1−→
G(2JαA−I)
R=max
{∣∣∣ 1−αµ1+αµ ∣∣∣,| 1−αL1+αL |}
1−αµ
1+αµ
1−αL
1+αL
G(LR)
The containment holds for larger R and fails for smaller R. Since LR is SRG-full, the con-
tainment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
z
z¯
Fig. 4: The chord property.
4.4. Sum of operators. Given z, w ∈ C, define the line
segment between z and w as
[z, w] = {θz + (1− θ)w | θ ∈ [0, 1]}.
We say an SRG-full class A satisfies the chord property if
z ∈ G(A)\{∞} implies [z, z¯] ⊆ G(A). See Figure 4.
THEOREM 4.4. Let A and B be SRG-full classes such that∞ /∈ G(A) and∞ /∈ G(B).
Then
G(A+ B) ⊇ G(A) + G(B).
If A or B furthermore satisfies the chord property, then
G(A+ B) = G(A) + G(B).
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(Although we do not pursue this, one can generalize Theorem 4.4 to allow∞ by excluding
the following exception: if ∅ = G(A) and∞ ∈ G(B), then {∞} = G(A+ B).)
Proof. We first show G(A + B) ⊇ G(A) + G(B). Assume G(A) 6= ∅ and G(B) 6= ∅
as otherwise there is nothing to show. Let z ∈ G(A) and w ∈ G(B) and let Az and Aw
be their corresponding operators as defined in Lemma 3.2. Then it is straightforward to see
that Az + Aw corresponds to complex multiplication with respect to (z + w), and z + w ∈
G(Az +Aw) ⊆ G(A+ B).
Next, we show G(A+ B) ⊆ G(A) + G(B). Consider the case G(A) 6= ∅ and G(B) 6= ∅.
Without loss of generality, assume it is A that satisfies the chord property. Let A ∈ A and
B ∈ B. Consider any (x, uA), (y, vA) ∈ A and (x, uB), (y, vB) ∈ B, where x 6= y. This
implies (x, uA + uB), (y, vA + vB) ∈ A+B. Define
zA =
‖uA − vA‖
‖x− y‖ exp [i∠(uA − vA, x− y)] ∈ G(A)
zB =
‖uB − vB‖
‖x− y‖ exp [i∠(uB − vB , x− y)] ∈ G(B)
z =
‖uA + uB − vA − vB‖
‖x− y‖ exp [i∠(uA + uB − vA − vB , x− y)] ∈ G(A+B).
(We are assuming Im zA, Im zB , Imz ≥ 0 without loss of generality.) It is easy to verify
Re z = Re zA + Re zB . Using the interpretation of (3.1) and the triangle inequality, we have
| Im z| = ‖P{x−y}⊥(uA + uB − vA − vB)‖‖x− y‖
≤ ‖P{x−y}⊥(uA − vA)‖+ ‖P{x−y}⊥(uB − vB)‖‖x− y‖ .
Therefore, if Im zA ≤ Im zB , then
z ∈ [zA, zA] + zB .
Likewise, if Im zA ≥ Im zB , then
z ∈ zA + [zB , zB ] ⊆ [zA, zA] + zB .
This shows
G(A+ B) ⊆ {wA + zB |wA ∈ [zA, zA] , zA ∈ G(A), zB ∈ G(B)}
= {wA + zB |wA ∈ G(A), zB ∈ G(B)} = G(A) + G(B),
where the equality follows from the chord property.
Now, consider the case G(A) = ∅ or G(B) = ∅ (or both). (We first discussed this
degenerate case in Section 3.3). Assume G(A) = ∅ without loss of generality and let A ∈ A
and B ∈ B. Then dom(A) is empty or a singleton, and if {x} = dom(A) then Ax is a
singleton. Therefore dom(A+B) ⊆ dom(A) is empty or a singleton, and if {x} = dom(A)
then (A + B)x is empty or a singleton since B is single-valued. Therefore, G(A + B) = ∅
and we conclude G(A+ B) = ∅.
We cannot fully drop the chord property from the second part of Theorem 4.4. Consider
the SRG-full operator class A represented by h(a, b, c) = |a − b| + |c|, which has G(A) =
{±i}. Linear operators on R3 representing 90 degrees rotations are in A. With this, one can
show the strict containment G(A+A) = [−2i, 2i] ⊃ G(A) + G(A).
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FACT 15 (Proposition 4.12 [4]). Let β1, β2 ∈ (0,∞). Then Cβ1 +Cβ2 = C(β−11 +β−12 )−1 .
Proof. Since Cβ1 satisfies the chord property, we apply Theorem 4.4 to get
1/β1
G (Cβ1)
+
1/β2
G (Cβ2)
=
1/β1 + 1/β2
G (Cβ1 + Cβ2)
since the Minkowski sum of two disks is a disk with the radii and the center points added.
Since C(β−11 +β−12 )−1 is SRG-full, we conclude Cβ1 +Cβ2 ⊆ C(β−11 +β−12 )−1 using Theorem 3.5.
On the other hand, for any A ∈ C(β−11 +β−12 )−1 , we have
β−11
β−11 +β
−1
2
A︸ ︷︷ ︸
∈Cβ1
+
β−12
β−11 +β
−1
2
A︸ ︷︷ ︸
∈Cβ2
= A,
and we conclude Cβ1 + Cβ2 ⊇ C(β−11 +β−12 )−1 .
4.5. Composition of operators. Given z ∈ C, define the right-hand arc between z and
z¯ as
Arc+(z, z¯) =
{
rei(1−2θ)ϕ
∣∣∣ z = reiϕ, ϕ ∈ (−pi, pi], θ ∈ [0, 1], r ≥ 0}
z
z¯
Arc−(z, z¯)
z
z¯
Arc+(z, z¯)
Fig. 5: Left and right-arc properties.
and the left-hand arc as
Arc−(z, z¯) = −Arc+(−z,−z¯).
We say an SRG-full class A respectively sat-
isfies the left-arc property and right-arc prop-
erty if z ∈ G(A)\{∞} implies Arc−(z, z¯) ⊆
G(A) and Arc+(z, z¯) ⊆ G(A), respectively.
We say A satisfies an arc property if the left
or right-arc property is satisfied. See Figure 5.
THEOREM 4.5. Let A and B be SRG-full classes such that ∞ /∈ G(A), ∅ 6= G(A),
∞ /∈ G(B), and ∅ 6= G(B). Then
G(AB) ⊇ G(A)G(B).
If A or B furthermore satisfies an arc property, then
G(AB) = G(BA) = G(A)G(B).
Although we do not pursue this, one can generalize Theorem 4.5 to allow ∅ and∞ by exclud-
ing the following exceptions: if ∅ = G(A) and∞ ∈ G(B), then {∞} = G(AB); if 0 ∈ G(A)
and ∞ ∈ G(B), then ∞ ∈ G(AB); if ∅ = G(A) and 0 ∈ G(B), then {0} = G(AB) and
∅ = G(BA).
Proof. We first show G(AB) ⊇ G(A)G(B). Assume G(A) 6= ∅ and G(B) 6= ∅ as
otherwise there is nothing to show. Let z ∈ G(A) and w ∈ G(B) and let Az and Aw be their
corresponding operators as defined in Lemma 3.2. Then it is straightforward to see thatAzAw
corresponds to complex multiplication with respect to zw, and zw ∈ G(AzAw) ⊆ G(AB).
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Next, we show G(AB) ⊆ G(A)G(B). LetA ∈ A andB ∈ B. Consider (u, s), (v, t) ∈ A
and (x, u), (y, v) ∈ B, where x 6= y. This implies (x, s), (y, t) ∈ AB. Define
z =
‖s− t‖
‖x− y‖ exp [i∠(s− t, x− y)] .
Consider the case u = v. Then 0 ∈ G(B). Moreover, s = t, since A is single-valued (by the
assumption∞ /∈ G(A)), and z = 0. Therefore, z = 0 ∈ G(A)G(B).
Next, consider the case u 6= v. Define
zA =
‖s− t‖
‖u− v‖e
iϕA , zB =
‖u− v‖
‖x− y‖e
iϕB ,
where ϕA = ∠(s − t, u − v) and ϕB = ∠(u − v, x − y). Consider the case where A
satisfies the right-arc property. Using the spherical triangle inequality (further discussed in
the appendix) we see that either ϕA ≥ ϕB and
z ∈ ‖s− t‖‖u− v‖
‖u− v‖
‖x− y‖ exp [i[ϕA − ϕB , ϕA + ϕB ]]
⊆ ‖s− t‖‖u− v‖
‖u− v‖
‖x− y‖ exp [i[ϕB − ϕA, ϕB + ϕA]]
= zBArc
+ (zA, zA)
or ϕA < ϕB and
z ∈ ‖s− t‖‖u− v‖
‖u− v‖
‖x− y‖ exp [i[ϕB − ϕA, ϕB + ϕA]]
= zBArc
+ (zA, zA) .
This gives us
z ∈ zB︸︷︷︸
∈G(B)
Arc+ (zA, zA)︸ ︷︷ ︸
⊆G(A)
⊆ G(A)G(B).
That z¯ ∈ G(A)G(B) follows from the same argument. That z, z¯ ∈ G(A)G(B) when instead
B satisfies the right-arc property follows from the same argument.
Putting everything together, we conclude G(AB) = G(A)G(B) whenA or B satisfies the
right-arc property. When A satisfies the left-arc property, −A satisfies the right-arc property.
So
−G(AB) = G(−AB) = G(−A)G(B)− G(A)G(B)
by Theorem 4.2, and we conclude G(AB) = G(A)G(B). When B satisfies the left-arc prop-
erty, B ◦ (−I) satisfies the right-arc property. So
−G(AB) = G(AB ◦ (−I)) = G(A)G(B ◦ (−I)) = −G(A)G(B)
by Theorem 4.2, and we conclude G(AB) = G(A)G(B).
We cannot fully drop the arc property from the second part of Theorem 4.5. Consider the
SRG-full operator classA represented by h(a, b, c) = |a− b|+ |c|, which has G(A) = {±i}.
Linear operators on R3 representing 90 degrees rotations are in A. With this, one can show
the strict containment G(AA) = {z ∈ C | |z| = 1} ⊃ G(A)G(A).
As a consequence of Theorem 4.5, the SRGs of operator classes commute under com-
position even though individual operators, in general, do not commute when an arc property
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is satisfied. Several results in operator theory involving 2 operators exhibit previously unex-
plained symmetry. The Ogura–Yamada–Combettes averagedness factor [60, 18], the contrac-
tion factor of Giselsson [29], and the contraction factor of Moursi and Vandenberghe [55] are
all symmetric in the assumptions of the two operators. Theorem 4.5 shows that this symme-
try is not a coincidence. Moreover, Theorem 4.5 proves the conjecture posed in Remark 4 of
[68].
4.5.1. Convergence analysis: alternating projections. Consider the convex feasibility
problem
find x ∈ H such that x ∈ C ∩D
where C ⊆ H and D ⊆ H are nonempty closed convex sets and C ∩D 6= ∅. Consider the
alternating projections method [73, Theorem 13.7]
(AP) xk+1 = PCPDxk,
where PC and PD are projections onto C and D respectively and x0 ∈ H is a starting point.
FACT 16. The iterates of (AP) converge in that xk → x? weakly for some x? ∈ C ∩D.
Proof. By [4, Proposition 4.16], PC and PD are 1/2-averaged. By Theorem 4.6, which
we state and prove below, PCPD is 2/3-averaged, and the iteration converges by the Kras-
nosel’skiı˘–Mann theorem.
THEOREM 4.6. Let N1/2 be the class of firmly nonexpansive operators. Then
N1/2N1/2 ⊂ N2/3.
(containment is strict.) Furthermore,
G(N1/2N1/2) =
1
{
reiϕ | 0 ≤ r ≤ cos2(ϕ/2)}
Proof. Let
Q = 1 C = 1
First, we show Q = [0, 1]C = [0, 1]Q. To clarify, [0, 1] is the set of real numbers between 0
and 1 and [0, 1]C and [0, 1]Q are Minkowski products of sets of complex numbers. Given any
point A ∈ Q\C, define A′ as the nonzero intersection of the line extending OA and circle C.
Since A is on the line and inside the circle, the nonzero intersection A′ exists.
A
A′
O
C
Since A ∈ OA′ ⊆ [0, 1]C, we have Q ⊆ [0, 1]C. On the other hand, Q ⊇ [0, 1]C follows
from noting that given any point A′ on C, the line segment OA′ is a chord of the circle
C and therefore is within the disk Q. Therefore, Q = [0, 1]C. As a corollary, we have
Q = [0, 1]C = ([0, 1][0, 1])C = [0, 1]([0, 1]C) = [0, 1]Q.
Next, define
S =
⋃
0≤ϕ1≤2pi
Sϕ1 , Sϕ1 = Q
(
1
2
+
1
2
eiϕ1
)
.
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In geometric terms, this construction takes a point on the circle C, draws the disk which
diameter is the line segment between this point and the origin, and takes the union of such
disks.
ϕ1
Sϕ1
C
The dashed circle is the unit circle. The solid circle is C. The shaded circles represent
instances of Sϕ1 . We can characterize G(N1/2N1/2) by analyzing this construction since
S = QC = (Q[0, 1])C = Q([0, 1]C)
= QQ = G(N1/2)G(N1/2) = G(N1/2N1/2)
by Proposition 3.3 and Theorem 4.5.
We now show S =
{
reiϕ | 0 ≤ r ≤ cos2(ϕ/2)}. This fact is known and can be ana-
lytically derived through the envelope theorem [64, Exercise 5.22]. We provide a geometric
proof, which was inspired by [40, Exercise 4.15].
Throughout this proof, we write I : C → C for the mapping I(z) = z¯−1. We map S
into the inverted space, i.e., we analyze
I(S) =
⋃
0≤ϕ1≤2pi
I(Sϕ1).
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∪{∞}
∪{∞}
∪{∞}
I(Sϕ1)
C
I(C)
O
A
I(A)
Sϕ1
Again, I(z) = z¯−1. The dashed circle, the unit circle, is mapped onto itself. Circle C, the
solid circle, is mapped to I(C), the verticle line going through 1. Each shaded circle Sϕ1
is mapped to a half-space I(Sϕ1). Let point A be the nonzero intersection between C and
the boundary of Sϕ1 . Then point I(A) is the non-infinite intersection between I(C) and
the boundary of I(Sϕ1). By construction, OA is the diameter of Sϕ1 . The (infinite) line
containing O, A, and I(A) is mapped onto itself, excluding the origin. Since I is conformal,
the right angle at A between the boundary of Sϕ1 and the diameter OA is mapped to a right
angle between boundary of I(Sϕ1) and OI(A).
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∪{∞}
∪{∞}
focus
O
vertex
1 2
A′
E
B
x = 1− y2
4
I(C)
D
(directrix)
B′
Next, we show that the union of the half-spaces is described by a parabola. Define line D
as the vertical line going through 2. Consider any point A′ on the line I(C). Consider the
line through A′ perpendicular to OA′ and the half-space to the right of the line including∞.
Define point E as the intersection of line D and the line extending OA. Draw a line through
point E perpendicular to line D, and define point B as the intersection of this line with the
boundary of the half-space. Since E is within the half-space and the boundary of the half-
space is not horizontal, this intersection exists and B is to the left of E. Since OA′ = A′E,
we have4BA′O ∼= 4BA′E by the side-angle-side (SAS) congruence, andOB = BE. The
union of all such points corresponding to B forms a parabola. with directrix D, focus (0, 0)
and vertex (1, 0).
The boundary of the half-space is tangent to the parabola at B, i.e., the line intersects
the parabola at no other point. To see why, consider any other point B′ on the boundary of
the half-space. Then OB′ = B′E by SAS congruence. However, B′E is not perpendicular
to D, i.e., B′E is not a horizontal line. Therefore OB′ is longer than the distance of B′ to
D, and therefore B′ is not on the parabola. Since each half-space is tangent to the parabola
at B, all points to the right of B are in I(S) and no points strictly to the left of the parabola
are in I(S). Therefore I(S) is characterized by the closed region to the right of the parabola
including∞.
−1 1−3
x = 1 − y2
4
and
x =
√
4− y2 − 1
have matching curvature
∪{∞}∪{∞}
I−→ −
1
3 1
26 E. K. RYU, R. HANNAH, AND W. YIN
The region exterior to the circle centered at −1 with radius 2 contains the region towards the
right of the parabola. This is easily verified with calculus. The circle with the lighter shade
corresponds to G(N2/3) by Proposition 3.3. SinceN2/3 is SRG-full, strict containment of the
SRG in C implies strict containment of the class by Theorem 3.5. The inverse curve of the
parabola with the focus as the center of inversion is known as the cardioid and it has the polar
coordinate representation r(ϕ) ≤ cos2(ϕ/2). The expression of the Theorem is the region
bounded by this curve.
5. Conclusion. In this work, we presented the scaled relative graph, a tool that maps the
action of an operator to the extended complex plane. This machinery enables us to analyze
nonexpansive and monotone operators with geometric arguments, which are more visual and
intuitive than classical analytic proofs based on inequalities. The geometric ideas should
complement the classical analytical approaches and bring clarity to the subject.
Extending this geometric framework to more general setups and spaces is an interesting
future direction. Some fixed-point iterations, such as the power iteration of non-symmetric
matrices [53] or the Bellman iteration [10], are analyzed most effectively through notions
other than the norm induced by the inner product (the Euclidean norm for finite-dimensional
spaces). Whether it is possible to gain insight through geometric arguments in such setups
would be worthwhile to investigate.
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Appendix A. Further discussion.
A.1. The role of maximality. A fixed-point iteration xk+1 = Txk becomes undefined
if its iterates ever escape the domain of T . This is why we assume the monotone operators
are maximal as maximality ensures dom(JαA) = H. The results of this work are otherwise
entirely independent of the notion of maximality.
In Section 2, we define M to contain all monotone operators (maximal or not). This
choice is necessary to make M SRG-full. For the other classes LL, Cβ , Mµ, and Nθ, we
make no restriction on the domain or maximality so that they can be SRG-full.
A.2. Minkowski-type set notation. Given α ∈ R and sets U, V ⊆ H, write
αU = {αu |u ∈ U}, U + V = {u+ v |u ∈ U, v ∈ V }, U − V = U + (−V ).
Notice that if either U or V is ∅, then U + V = ∅.
Given Z,W ⊆ C, write
Z +W = {z + w | z ∈ Z, w ∈W}, ZW = {zw | z ∈ Z, w ∈W}.
Given α ∈ C, α 6= 0, and Z ⊆ C, write
αZ = {αz | z ∈ Z}.
Given a class of operators A and α 6= 0, write
A−1 = {A−1 |A ∈ A}, αA = {αA |A ∈ A}, Aα = {Aα |A ∈ A}.
Given classes of operators A and B and α > 0, write
A+ B = {A+B |A ∈ A, B ∈ B, A : H⇒ H, B : H⇒ H}
AB = {AB |A ∈ A, B ∈ B, A : H⇒ H, B : H⇒ H}
I + αA = {I + αA |A ∈ A, A : H⇒ H, I : H → H}
JαA = {JαA |A ∈ A, A : H⇒ H, I : H → H}.
A.3. Geometry. Stewart’s theorem [69] states that for a triangle 4ABC and cevian
CD to the side AB,
A B
C
D
the lengths of the line segments satisfy
AD · CB2 +DB ·AC2 = AB · CD2 +AD ·DB2 +AD2 ·DB.
The inversion map z 7→ z¯−1 maps generalized circles to generalized circles. We can
geometrically perform the inversion with the following steps:
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ba
1
c d
1
f
1
∪{∞}
1
∪{∞}
1
b−1a−1
∪{∞}
c−1d−1
1
f−1
1 1
∪{∞}
Fig. 6: The four vertical pairs illustrate how regions defined by generalized circles are mapped
under the inversion.
1. Draw a line L through the origin orthogonally intersecting the generalized circle.
2. Let−∞ < x < y ≤ ∞ represent the signed distance of the intersecting points from
the origin along this line. If the generalized circle is a line, then y =∞.
3. Draw a generalized circle orthogonally intersecting L at (1/x) and (1/y).
4. When inverting a region with a generalized circle as the boundary, pick a point on
L within the interior of the region to determine on which side of the boundary the
inverted interior lies.
Figure 6 illustrates these steps.
A.4. SRG-full classes. Again, a function represents a class of operators if the class if
the function defines the class as in Theorem 3.5. If h and g represents SRG-full classes A
and B, then max{h, g} represents A ∩ B. If h and g represents SRG-full classes A and B,
then min{h, g} represents A ∪ B.
There is one degenerate case to keep in mind for the sake of rigor. The SRG-full class
of operators Anull represented by h(a, b, c) = a + b + |c| has G(Anull) = ∅. However, the
class Anull is not itself empty; it contains operators whose graph contains zero or one pair,
i.e.,A ∈ Anull if and only if we have either a) dom(A) = ∅ or b) dom(A) = x andAx = {y}
for some x, y ∈ H.
Theorem 4.1 does not apply when the operator classes are not SRG-full. For example,
although
∂Fµ,L = ∂Fµ,∞ ∩ ∂F0,L
we have the strict containment
Lµ
G(∂Fµ,L)
⊂ µ
G(∂Fµ,∞) ∩ G(∂F0,L)
L
A.5. Tightness and constructing lower bounds. An advantage of geometric proofs is
that tightness is often immediate. For example, consider Fact 12. From the geometry, it is
clear that finding a smaller circle containing the SRG is not possible. Consequently, the rate
of Fact 11 cannot be improved.
Sometimes one may wish to construct an explicit counterexample achieving the tight rate.
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This can be done by picking the extreme point on the complex plane, finding a corresponding
2× 2 matrix with Lemma 3.2, and reverse engineering the proof.
In the setup of Fact 12,
1−1
β
β+α
−αµ
1+αµ
z
the extreme point z corresponds to the complex number
z =
1− α2µ/β
1 + 2αµ+ α2µ/β
+
2α
√
(1− µβ)µ/β
1 + 2αµ+ α2µ/β
i.
Lemma 3.2 provides a corresponding operator Az : R2 → R2
Az
[
ζ1
ζ2
]
=
1
1 + 2αµ+ α2µ/β
[
1− α2µ/β −2α√(1− µβ)µ/β
2α
√
(1− µβ)µ/β 1− α2µ/β
]
︸ ︷︷ ︸
=M
[
ζ1
ζ2
]
In the proof, the depicted geometry was obtained through the transformations A 7→ I + αA,
A 7→ A−1, and A 7→ 2A − I . We revert the transformations by applying A 7→ 12I + 12A,
A 7→ A−1, and A 7→ 1α (A− I) and define A : R2 → R2 a as
A
[
ζ1
ζ2
]
=
1
α
((
1
2
I +
1
2
M
)−1
− I
)[
ζ1
ζ2
]
.
(We do not show the individual entries the matrix defining A as they are very complicated.)
Finally, if B = 0, then the fixed-point iteration
zk+1 =
(
1
2I +
1
2 (2JαA − I)(2JαB − I)
)
zk
converges at the exact rate given by Fact 11.
Appendix B. Omitted proofs.
Proof of Theorem 3.1. If λ is a real eigenvalue of A, then considering (3.1) with x as the
corresponding eigenvector and y = 0 tells us λ ∈ G(A).
Next consider a complex conjugate eigenvalue pair λ, λ ∈ Λ(A), where Imλ > 0. (This
case excludes n = 1.) A has a real Schur decomposition of the form
A = QT
B11 A12 A13 · · ·0 B22 A23 · · ·
. . .

︸ ︷︷ ︸
=B
Q, B11 =
[
a b
−c a
]
∈ R2×2,
where b, c > 0, λ = a+ i
√
bc, and Q ∈ Rn×n is orthogonal. (To obtain this decomposition,
take the construction of [56] and apply a ±45 degree rotation to the leading 2 × 2 block.)
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Since an orthogonal change of coordinates does not change the SRG, we have G(A) = G(B).
Write Sn−1 for the sphere in Rn. Consider the continuous map z : Sn−1 → C defined by
z(x) = ‖Bx‖ exp [i∠(Bx, x)]. Since B is a linear operator, we have z(Sn−1) = G(B).
Consider the curve γ(t) = cos(2pit)e1 + sin(2pit)e2 ∈ Sn−1 from t ∈ [0, 1], where e1 and
e2 are the first and second unit vectors in Rn. With simple computation, we get
z(γ(t)) = a+
1
2
(b− c) sin(4pit) + i1
2
(b+ c− (b− c) cos(4pit)).
If b = c, then z(γ(t)) = λ and we conclude λ ∈ z(Sn−1) = G(A).
Assume b 6= c, and assume for contradiction that λ /∈ z(Sn−1) = G(A). The curve
z(γ(t)) strictly encloses the eigenvalue λ = a + i
√
bc since min(b, c) ≤ √bc ≤ max(b, c).
Since Sn−1 is simply connected for n ≥ 3, we can continuously contract γ(t) to a point
in Sn−1, and the continuous map z provides a continuous contraction of z(γ(t)) to a point
in z(Sn−1). However, z(γ(t)) has a nonzero winding number around λ and λ /∈ z(Sn−1).
Therefore, z(γ(t)) cannot be continuously contracted to a point in z(Sn−1). This is a contra-
diction and we conclude λ ∈ z(Sn−1) = G(A).
Proof of Lemma 3.2. Write z = rzeiθz . Consider any x, y ∈ R2 where x 6= y and define
u = Azx and v = Azy. Then we can write
x− y = rw
[
cos(θw)
sin(θw)
]
where rw > 0, and
u− v = Az(x− y) ∼= rzrwei(θz+θw).
This gives us
‖u− v‖
‖x− y‖ = rz,
1
‖x− y‖〈u− v, x− y〉 = Re rze
iθz . ∠(u− v, x− y) = |θz|,
and
G(Az) =
{
rze
iθz , rze
−iθz} .
Now consider A∞. By definition, ∞ ∈ G(A). For any u ∈ Ax and v ∈ Ay, we have
x = y = 0, and therefore G(A) contains no finite z ∈ C. We conclude G(A) = {∞}.
Proofs of Propositions 3.3 and 3.4. We provide the omitted arguments in the proofs of
Propositions 3.3 and 3.4.
The factMµ = µI+M, Theorem 4.2, and the characterization of G(M) prove the char-
acterization G(Mµ). The fact (Mµ)−1 = Cµ, Theorem 4.3, and the characterization G(Mµ)
prove the characterization G(Cµ). The fact (1− θ)I + θL1 = Nθ, Theorem 4.2, and the char-
acterization of G(L1) prove the characterization of G(Nθ). The fact ∂Fµ,∞ = µI + ∂F0,∞,
Theorem 4.2, and the characterization of G(∂F0,∞) prove the characterization of G(∂Fµ,∞).
The fact ∂F0,L =
(
∂F1/L,∞
)−1
, Theorem 4.3, and the characterization of G(∂F1/L,∞)
prove the characterization of G(∂F0,L). The fact ∂Fµ,L = µI + ∂F0,L−µ, Theorem 4.2, and
the characterization of G(∂F0,L−µ) prove the characterization of G(∂Fµ,L).
The factsMµ = µI +M, (Mµ)−1 = Cµ, and (1 − θ)I + θL1 = Nθ are well known
[4]. The facts ∂Fµ,∞ = µI + ∂F0,∞, ∂F0,L = ((1/L)I + ∂F0,∞)−1, and ∂Fµ,L = µI +
∂F0,L−µ are also well known [70].
FACT 17 (Spherical triangle inequality). Any nonzero a, b, c ∈ H satisfies
|∠(a, b)− ∠(b, c)| ≤ ∠(a, c) ≤ ∠(a, b) + ∠(b, c).
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Fig. 7: Spherical triangle inequality: |θ − ϕ| ≤ ψ ≤ θ + ϕ.
Figure 7 illustrates the inequality. We use the spherical triangle inequality in Theorem 4.5 to
argue that there is no need to consider a third dimension and that we can continue the analysis
in 2D.
Proof of spherical triangle inequality. Although this result is known, we provide a proof
for completeness. Without loss of generality, assume a, b, and c are unit vectors. Let θ =
∠(a, b) and ϕ = ∠(b, c), and without loss of generality, assume θ ≥ ϕ. Then we have
a = b cos θ + u sin θ, c = b cosϕ+ v sinϕ,
where u and v are unit vectors orthogonal to b, and
〈a, c〉 = cos θ cosϕ+ 〈u, v〉 sin θ sinϕ.
Since θ, ϕ ∈ [0, pi], we have sin θ sinϕ ≥ 0. Since ‖u‖ = ‖v‖ = 1, we have |〈u, v〉| ≤ 1.
Therefore
cos θ cosϕ− sin θ sinϕ ≤ 〈a, c〉 ≤ cos θ cosϕ+ sin θ sinϕ.
Since cos(α± β) = cosα cosβ ∓ sinα sinβ, [2, p. 72, 4.3.17] we have
cos(θ + ϕ) ≤ 〈a, c〉 ≤ cos(θ − ϕ),
and we conclude
∠(a, c) = arccos(〈a, c〉) ∈ [θ − ϕ, θ + ϕ].
Appendix C. Invariant circle number. LetA be an SRG-full class such that G(A) 6= ∅
and G(A) 6= C. Define the circle number of A as
inf
{
k ∈ N
∣∣∣G(A) = B1 ∩ · · · ∩Bk, Bi is a disk or a half-space for i = 1, . . . , k},
which is a positive integer or∞. For example,M∩L1 has circle number 2 since
G(M∩L1) = {z | |z| ≤ 1} ∩ {z | Re z ≥ 0} = 10
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In this section, we show that the circle number of an operator class is invariant under certain
operations. This is analogous to how the genus or the winding number are topological in-
variants under homeomorphisms. That it is impossible to continuously deform a donut into
a sphere since they have different numbers of holes, an invariant, is a standard argument of
topology. The circle number serves as an analogous invariant for operator classes.
THEOREM C.1. The circle number of an SRG-full operator class is invariant under non-
zero pre and post-scalar multiplication, addition by identity, and inversion.
Proof. Let T be a one-to-one mapping from an operator to an operator and let T ′ the
the corresponding one-to-one mapping from C to C. In particular, consider the following
four cases: first T (A) = αA and T ′(z) = αz, second T (A) = Aα and T ′(z) = αz, third
T (A) = I +A and T ′(z) = 1 + z, and fourth T (A) = A−1 and T ′(z) = z¯−1.
If
G(A) = B1 ∩ · · · ∩Bk,
then
G(T (A)) = T ′(B1) ∩ · · · ∩ T ′(Bk),
where T ′(B1), . . . , T ′(Bk) are each a disk or a half-space. Therefore, the circle number of
T (A) satisfies
inf
{
k
∣∣∣G(T (A)) = T ′(B1) ∩ . . . ∩ T ′(Bk)} ≤ inf {k ∣∣∣G(A) = B1 ∩ · · · ∩Bk}.
Since T and T ′ are invertible mappings, the argument goes in the other direction as well, and
we conclude that the infimums are equal.
COROLLARY C.2. There is no one-to-one mapping fromM toM∩LL constructed via
pre and post-scalar multiplication, addition with the identity operator, and operator inver-
sion.
Such one-to-one mappings between operator classes are used for translating a nice result
on a simple operator class to another operator class. In [6, 7, 68] the maximal monotone ex-
tension theorem was translated to extension theorems of other operator classes. Corollary C.2
shows that this approach will not work forM∩ LL, a class of operators considered by the
extragradient method [41], forward-backward-forward splitting [72], and other related meth-
ods [14, 49]. In fact, [68] shows that certain simple interpolation condition forM fails for
M∩LL.
Appendix D. Insufficiency of metric subregularity for linear convergence. Recently,
there has been much interest in analyzing optimization methods under assumptions weaker
than strong convexity or strong monotonicity. One approach is to assume metric subregularity
in place of strong monotonicity and establish linear convergence.
In this section, we show that it is not always possible to replace strong monotonicity with
metric subregularity. In particular, we show impossibility results proving the insufficiency
of metric subregularity in establishing linear convergence for certain setups where strong
monotonicity is sufficient.
D.1. Inverse Lipschitz continuity and metric subregularity. Let
L−1γ =
{
A−1 |A ∈ Lγ
}
,
=
{
A : dom(A)→ H| γ2‖Ax−Ay‖2 ≥ ‖x− y‖2, ∀x, y ∈ H, dom(A) ⊆ H}
be the class of inverse Lipschitz continuous operators with parameter γ ∈ (0,∞), which has
the SRG
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G(L−1γ ) =
1/γ
∪{∞}
{
z ∈ C ∣∣ |z|2 ≥ 1/γ2}
It is clear that inverse Lipschitz continuity is weaker than strong monotonicity in the sense
that A ∈M1/γ implies A ∈ L−1γ .
An operator A : H ⇒ H is γ-metrically subregular at x0 for y0 if y0 ∈ Ax0 and there
exists a neighborhood V of x0 such that
d(x,A−1y0) ≤ γd(y0, A(x)), ∀x ∈ V.
Although not necessarily obvious from first sight, metric subregularity is weaker than in-
verse Lipschitz continuity, i.e., A ∈ L−1γ implies A is metrically subregular at x for y with
parameter γ, for any (x, y) ∈ A.
Metric subregularity of A is equivalent to “calmness” of A−1 [21], and calmness is also
known as “Upper Lipschitz continuity” [65]. For subdifferential operators of convex func-
tions, metric subregularity is equivalent to the “error bound condition” [24]. See [22] for an
in-depth treatment of this subject.
Metric subregularity has been used in place of strong monotonicity to establish linear
convergence for a wide range of setups. Leventhal [45, Theorem 3.1] used metric subregu-
larity for the proximal point method; Bauschke, Noll, and Phan [5, Lemma 3.8] and Liang,
Fadili, and Peyre´ [46, Theorem 3] for the Krasnoselskii–Mann iteration; Latafat and Patrinos
[44, Theorem 3.3] for their splitting method AFBA; Ye et al. [76] for the proximal gradi-
ent method, the proximal alternating linearized minimization algorithm, and the randomized
block coordinate proximal gradient method; and Yuan, Zeng, and Zhang for ADMM, DRS,
and PDHG [77]. See [39, 11, 24, 57, 78] for a systematic study of this subject. Although
most recent work concerns sufficiency of metric subregularity or related assumptions in es-
tablishing linear convergence, Zhang [78] studied the necessary and sufficient conditions.
D.2. Impossibility proofs. Douglas–Rachford splitting (DRS) is known to be a strict
contraction under the combined assumption of Lipschitz continuity and strong monotonicity:
[48, Proposition 4], [34, Theorem 4.1], [20, Table 1 under A = B = I], [19, Theorems 5–7],
[29, Theorem 6.3], and [68, Theorem 4]. Is it possible to establish linear convergence with
Lipschitz continuity and metric subregularity or a variation of metric subregularity? Then
answer is no in the sense of Corollaries D.2 and D.4.
Define the DRS operator with respect to operators A and B with parameters α and θ as
Dα,θ(A,B) = (1− θ)I + θ(2JαA − I)(2JαB − I)
and the class of DRS operators as
Dα,θ(A,B) = {Dα,θ(A,B) |A ∈ A, B ∈ B, A : H⇒ H, B : H⇒ H}.
Define T (B,A, α, θ) and T (B,A, α, θ) analogously.
THEOREM D.1. Let 0 < 1/γ ≤ L < ∞ and α ∈ (0,∞). Let A =M∩LL ∩ (Lγ)−1
and B =M. Then for any θ 6= 0
Dα,θ(A,B) * L1−ε
for any ε > 0. The same conclusion holds for Dα,θ(B,A).
36 E. K. RYU, R. HANNAH, AND W. YIN
Proof. We have the geometry
αLi = A
α
γ
i = B
1
G (αA)
2
1+αz−1−−−−−→
i−α/γ
i+α/γ
= B′
i−αL
i+αL
= A′
G (2JαA − I)
Note the line segment AB is mapped to the (minor) arc
>
A′B′. Using Theorem 4.5, we have
1
G(2JαA − I)
×
1
G(2JαB − I)
=
1
G ((2JαA − I)(2JαB − I))
(1−θ)+θz−−−−−−→
1
θ
G (Dα,θ(A,B))
because
>
A′B′ is on the unit circle, and since G(2JαB − I) = {z | |z| ≤ 1}. So we have 1 ∈
G(Dα,θ(A,B)), but 1 /∈ G(L1−ε) for any ε > 0. Therefore, G(Dα,θ(A,B)) * G(L1−ε) and,
with Theorem 3.5, we conclude Dα,θ(A,B) * L1−ε. The result for the operator Dα,θ(B,A)
follows from similar reasoning.
COROLLARY D.2. Let 0 < 1/γ ≤ L < ∞ and α ∈ (0,∞). Let B ∈ M and let
A ∈ M ∩ LL satisfy a condition weaker than or equal to γ-inverse Lipschitz continuity,
such as γ-metric subregularity. It is not possible to establish a strict contraction of the DRS
operators Dα,θ(A,B) or Dα,θ(B,A) for any α > 0 and θ 6= 0 without further assumptions.
THEOREM D.3. Let γ, L, α ∈ (0,∞). Let A = M∩ (Lγ)−1 and B = M∩ LL. If
1/γ ≤ L and θ 6= 0, then
Dα,θ(A,B) * L1−ε
for any ε > 0. If 1/γ > L and θ ∈ (0, 1), then Dα,θ(A,B) ⊆ LR for
R =
√
1− 4θ(1− θ)(1− γL)
2
(1 + γ2/α2)(1 + α2L2)
.
This result is tight in the sense that Dα,θ(A,B) * LR for any smaller value of R. The same
conclusion holds for Dα,θ(B,A).
Proof. Consider the case α/γ < 1 and αL < 1. We have
1+α/γ
1−α/γ
1+α2/γ2
1−α2/γ21−α/γ
1+α/γ
1
G(2JαA − I)
A
A′
D
ϕA
Let SA =
>
ACA′ and let SA as the region bounded by
>
ACA′ ∪ AA′. These sets provide an
inner and outer bound of G(2JαA − 1) in the sense that
SA ⊆ G(2JαA − 1) ⊆ SA.
SCALED RELATIVE GRAPH 37
Note that JαA satisfies the left-arc property. By the law of cosines, we have
cos(ϕA) =
1
2 ·AO ·OD
(
AO
2
+OD
2 −AD2
)
= 1
2·1·
(
1+α2/γ2
1−α2/γ2
) (12 + ( 1+α2/γ21−α2/γ2)2 − ( 1+α2/γ21−α2/γ2 − 1−α/γ1+α/γ)2) = 1−α2/γ21+α2/γ2 .
Likewise, we have
1
1+α2L2
1−α2L2
1−αL
1+αL
1+αL
1−αL
G(2JαB − I)
A
A′
O
CϕB
Let SB =
>
A′CA and let SB as the circular sector bounded by
>
A′CA ∪ AO ∪ OA′. Again,
we have
SB ⊆ G(2JαB − 1) ⊆ SB ,
and
cosϕB =
1−α2L2
1+α2L2 .
Using the arccosine sum identity [2, p. 80, 4.4.33], we get
cos(ϕA − ϕB) = 1− 2(αL−α/γ)
2
(1+α2L2)(1+α2/γ2) .
When 1/γ ≤ L, we have ϕA ≤ ϕB . In this case,
ϕA
SA
×
ϕB
SB
=
{z ∈ C | |z| = 1}
Therefore
1 ∈ (1− θ)1 + θSA SB ⊆ G(Dα,θ(A,B)),
but 1 /∈ G(L1−ε) for any ε > 0. Therefore, we conclude G(Dα,θ(A,B)) * G(L1−ε).
When 1/γ > L, we have ϕA > ϕB . In this case,
ϕA
SA
×
ϕB
SB
=
ϕA − ϕB
SA SB
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ϕA
SA
×
ϕB
SB
=
ϕA − ϕB
−ϕA − ϕB
SA SB
⊆
ϕA − ϕB
Using the outer bounds SA and SB we establish correctness. Using the inner bounds SA and
SB we establish tightness.
θ
1− θ
ϕA − ϕB
(1− θ) + θSA SB
⊆ (1− θ) + θSA SB
G (LR)
R =
√
1− 4θ(1−θ)(1−γL)2
(1+γ2/α2)(1+α2L2)
With the Pythagorean theorem, we can verify that the containment holds for larger R and
fails for smaller R. Since LR is SRG-full, the containment of the SRG in C equivalent to the
containment of the class by Theorem 3.5.
The result for the cases α/γ ≥ 1 or αL ≥ 1 and for the operator Dα,θ(B,A) follows
from similar reasoning.
COROLLARY D.4. Let 0 < 1/γ ≤ L < ∞ and α ∈ (0,∞). Let B ∈ M ∩ LL and let
A ∈ M satisfy a condition weaker than or equal to γ-inverse Lipschitz continuity, such as
γ-metric subregularity. It is not possible to establish a strict contraction of the DRS operators
T (A,B, α, θ) or T (B,A, α, θ) for any α > 0 and θ ∈ R without further assumptions.
