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The aim of this paper is to give two new logical characterizations of NLIN (nondeterministic linear
time) improving significantly a previous characterization of E. Grandjean (1994, SIAM J. Comput. 23,
573–597; and F. Olive, 1998, Comput. Complexity 7, 54–97). It is known that NLIN coincides with
the class of problems definable by formulas of the prenex form ∃ f1 . . . ∃ fk ϕ where the fi are unary
function symbols and ϕ is first-order, prenex, with only one universal quantifier. We show that the
characterization remains true in the two following cases: (a) Unary functions are replaced by a single
binary relation whose outdegree is bounded by some fixed constant h. (b) When only ordered structures
are considered, unary functions are restricted to be bijective. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
Logical definability of finite structures is studied more and more mainly because of strong connections
with theoretical computer science and, in particular, with complexity theory. It is a matter of fact that
most complexity classes admit a logical definition. A given complexity class C is said to be characterized
by a logic L if C is exactly the class of model sets of formulas of L. Since Fagin’s theorem [6] which
gives a characterization of NP through 11 , i.e., existential second order logic, a lot of such results have
been established (see [14, 21] and for a survey [15]).
In this paper, we will focus on (nondeterministic) linear time and give new logical characterizations
of this class. It is well known that, unlike other polynomial classes, this notion is particularly hard to
formalize. Roughly speaking, a machine is said to run in linear time if it performs O(n) instructions with
an input of size n. This intuitive definition raised a first problem which concerns the range of authorized
instructions (successor, addition, multiplication, concatenation, etc.) together with the cost of each of
them (uniform or logarithmic). A second problem, as crucial as the first one, is the encoding of the
input. To keep a model realistic, it is important to avoid padding of the input. This can be illustrated
by the following example. A graph G = 〈V, E〉 can be seen as an input of a machine in (at least) two
ways: as the list of its vertices and edges or as its adjacency matrix. The first (resp. second) encoding
gives an input of size |V | + |E | (resp. |V |2). The meaning of linear time is then different in the two
cases.
The class NLIN defined by Grandjean (see [10, 11, 13]) will be our reference here. This class is very
robust and powerful (taking into account all the remarks above) and seems to be close to “intuitive”
nondeterministic linear time. Informally, a problem is in NLIN if it is decidable on an NRAM R with
the following properties:
• Its input is a unary function f : m 
→ m, and, at the beginning of the computation, the first
register R0 contains m, the registers R1, . . . , Rm respectively contain f (0), f (1), . . . , f (m − 1), and
the other registers R j ( j > m) contain zero.1
• R uses only integers of value O(m).
• R works in time O(m) under uniform cost measure.
• Its allowed set of arithmetical operations is {successor}, {+, −}, or {concatenation}.
1NLIN definition deals with functions as inputs. Of course, every structure can be seen as a function. For example, let G = 〈V, E〉
be a digraph. It can be encoded by a structure F = 〈DomV ∪ DomE , f1, f2〉 where ( f1, f2) : DomE 
→ DomV × DomV mimics
E (see [1, 3]).
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In [11, 13], it is shown that NLIN is characterized by logical formulas of the form
∃g1 . . . ∃gk ∀x ϕ(<, 0), (1)
where the gi are unary function symbols, < is a built-in linear order (0 is the least element), and ϕ is
quantifier-free. As a linear order can be defined by unary functions with only one universal quantifier
(see [8]), it follows that, for the class of problems closed under isomorphism, the above characterization
remains true without the linear order <.
In this paper, two strong normalizations of the above logic are given: they immediately provide two
new characterizations of NLIN. The existence of these alternative machine-independent definitions of
NLIN emphasize the naturalness and the robustness of the chosen computational model and lead to a
better understanding of what nondeterminism brings to linear time.
Let R be a binary relation over a finite domain Dom. The outdegree of an element a ∈ Dom for R is:
Outdegrs(a) = #{b : R(a, b) holds}. R is said to be of outdegree bounded by h (i.e., to be a h−OutDegGr
relation) if every element a ∈ Dom is of outdegree bounded by h. In [5], it is shown that every 11
formula whose second-order quantifiers range over unary function symbols is logically equivalent to a
11 formula with a single binary relation symbol of bounded outdegree as second-order resource. This
result implies that every NLIN property can be expressed in the latter class of formulas. Unfortunately,
this does not provide a characterization of NLIN since the proof does not preserve the structure in
(first-order) quantifiers of formulas. Here, by a strong improvement of the method in [5], we prove the
following theorem.
THEOREM 1.1. NLIN coincides with the class of model sets of formulas of the form
∃R∃y∀x∃zϕ,
where possible interpretations of R are among h–OutDegGr relations ( for some fixed h) and ϕ is
quantifier-free.
This result states that only one relation symbol of bounded outdegree on the second-order part of
formulas is needed to capture NLIN properties. It underlines the fact that the amount of information
given by labels of functions is, in some sense, superfluous.
The second main result of this paper which deals with ordered structures is the following one:
THEOREM 1.2. Provided only ordered structures are considered, NLIN is exactly the class of problems
definable by formulas of the form
∃Per1 . . . ∃Perk∃y∀x∃zϕ(<),
where Per1, . . . , Perk are bijective unary functions, i.e., are permutations, and ϕ is quantifier-free.
This strongly contrasts with a result of [20] which shows that, in 11-formulas without built-in linear
order, quantifying over unary functions is strictly more powerful than quantifying over permutations.
Here, it is shown that not only as functions and permutations have the same expressive power in the
presence of a built-in linear order (which is not hard to see) but, most of all, that this equality is true
even for a very restricted first-order quantifier prefix. It also emphasizes the fact that what is “guessed”
(permutations Peri , individuals y, z) in NLIN’s computation could be of a very particular form compared
to the input (unrestricted unary functions).
We think that our two characterizations are strong normal forms of logics that may capture NLIN.
They may help in proving nondeterministic linear time lower bounds for some, say, graph problems for
the following two reasons: (1) more freedom is let in the choice of the Ehrenfeucht–Fraı¨sse´ game to
play (“playing” with bijections, unary functions, or one bounded outdegree graph), (2) it might make
playing each of these games easier (because of the structure in first-order quantifiers).
The next section is devoted to preliminaries and notations. In Section 3, the first characterization of
NLIN is given. The second one is proved in Section 4 and a discussion on complete problems is also
initiated.
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2. PRELIMINARIES AND NOTATIONS
We consider existential second-order formulas of a very special kind: their first-order prefixes contain
at most one universal quantifier and only binary predicates (whose possible interpretation will obey
semantical restrictions) occur in their second-order parts.
DEFINITION 2.1. Let C be a class of binary relations. ∃Ci FO(∀) denotes the class of sets S of finite
structures s.t. there is a prenex first-order formula φ with only one universal quantifier verifying:
A ∈ S ⇔ there are relations R1, . . . , Ri of class C s.t. (A, R1, . . . , Ri ) |= φ.
The definition below refines a previous one in [5] (see also [4]) on the notion of representability of a
class of structures into another one. This time special attention is paid to quantifier prefixes of formulas.
DEFINITION 2.2. Let C,D be two classes of binary relations. C is (i, j)-sharply representable by D
if there exists:
• A mapping ( a “reduction”), Red : M 
→ Red(M), which maps any finite structure M =
〈Dom, R1, . . . , Ri 〉, with R1, . . . , Ri ∈ C, to a structure Red(M) = 〈Dom, S1, . . . , Sj 〉, on the same
domain Dom, with S1, . . . , Sj ∈ D
• A prenex first-order formula 	 (“the constraints”) whose prefix contains at most one universal
quantifier (and any number of existential quantifiers) s.t.:
1. For allM, Red(M) |= 	.
2. For allM′ s.t.M′ |= 	, there existsM s.t.M′ = Red(M).
• 2i existential first-order formulas ϕt (x, y) and ψt (x, y) (t = 1, . . . , i) s.t., for every M =
〈Dom, R1, . . . , Ri 〉, every t and each x, y ∈ Dom:
(M, x, y) |= Rt (x, y) ⇔ (Red(M), x, y) |= ϕt (x, y)
(M, x, y) |= ¬Rt (x, y) ⇔ (Red(M), x, y) |= ψt (x, y).
We say that C is sharply representable by D if it is (i, j)-sharply representable by D for some i and
j . Note that sharp representability is transitive.
The above definition permits us to state the following easy lemma:
LEMMA 2.1. If C is (i, j)-sharply representable by D then ∃Ci FO(∀) ⊆ ∃D j FO(∀).
Proof (sketch). Let S ∈ ∃Ci FO(∀). Then, by Definition 2.2, there exists a prenex first-order formula
φ with only one universal quantifier and s.t. negation occurs only in literals verifying:
A ∈ S ⇔ there are relations R1, . . . , Ri of class C s.t. (A, R1, . . . , Ri ) |= φ.
Since C is (i, j)-sharply representable by D, then there exist formulas 	 and φ′ where φ′ is obtained
from φ by replacing, for all t = 1, . . . , i , every occurrence of Rt (x, y) (resp. ¬Rt (x, y)) by ϕt (x, y)
(resp. ψt (x, y)), s.t.:
A ∈ S ⇔ there are relations S1, . . . , Sj of class D s.t. (A, S1, . . . , Sj ) |= φ′ ∧ 	.
S1, . . . , Sj are given by the mapping Rem. It is not hard to see that because of the quantifier structure of
	 (one universal quantifier) and of each ϕt and ψt (purely existential), φ′ ∧ 	 could be replaced by an
equivalent first-order prenex formula with only one universal quantifier and any number of existential
ones.
In the rest of the paper we will only deal with the notion of sharp representability. NLIN’s character-
izations can then be derived easily by using the above lemma. Also, in our second result, we will allow
a built-in linear order. In particular, we say that C is sharply representable byD on an ordered structure
if the built-in symbol < interpreted as a linear order can be used in formulas.
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Throughout the paper, we will make use of the following notations:
• fi (resp. R) denotes a unary function symbol (resp. a binary relation symbol).
• R ↓ (A × B) where A, B are subsets of the domain is the set of pairs (a, b) in (A × B) which
verify R(a, b). R ↓ A is usually written instead of R ↓ (A × A).
• Let A be a subset of the domain of a given structure. Then, the cardinality of A is denoted
by |A|.
• ⊕ denotes addition modulo 2.
3. UNARY FUNCTIONS VS ONE BOUNDED OUTDEGREE RELATION
Let UnF (resp. k–OutDegGr) be the class of all unary functions (resp. of digraphs whose outdegree
is bounded by k).
THEOREM 3.1. For every k,
1. UnF is (k, 1)-sharply representable by (2k + 5)–OutDegGr
2. k–OutDegGr is sharply representable by UnF.
The proof of Point 2 of the theorem is easy and left to the reader (in fact k + 1 unary functions
are sufficient to represent one relation of outdegree k; see [5]). Point 1 is, of course, the most difficult
one.
3.1. An Idea of the Proof of Theorem 3.1
Let F = 〈Dom, f1, . . . , fk〉 be a structure with finite universe Dom of (sufficiently large) size n and
unary functions fi . A simplified description of the construction of Red(F ), in the spirit of that of
[5], is given first. It is then explained how this construction must be modified to take into account
conditions on a quantifier prefix of formulas. For readability, we suppose the following 4k + 7 pairwise
disjoint subsets (also called “segments”) of the domain can be distinguished and form a partition of this
domain:
A00, B00 , . . . , A0t , B0t , . . . , A0k, B0k ,
A10, B10 , . . . , A1t , B1t , . . . , A1k, B1k , A, B, Rem.
Each subset will be of size greater than √n. This list of segments denoted ¯U is divided into two
parts: DOM0, the list of segments of the first row above, and DOM1, the list of segments of the second
row. Let DOMt = (A0t × B0t ) ∪ (A1t × B1t ). The idea of our construction is the following:
1. To every x ∈ Dom is associated a unique pair (ax,0, bx,0) ∈ DOM0 by creating edges R(x, ax,0)
and R(x, bx,0). These edges will be called representation-edges.
2. Each restriction of R, R ↓ (Ait × A) (resp. R ↓ (Bit × A)), 1 ≤ t ≤ k, i = 0, 1, is defined as a
bijection from every Ait (resp. every Bit ) to A. The edges constructed will be called bijection-edges.
How can each piece of information of the form ft (x) = y be encoded? It is done as follows:
• We first read the representative (ay,0, by,0) of y in DOM0. Then, from this pair, we follow the
path of length 2 defined by bijection edges to a pair (at , bt ) in DOMt . Edges R(x, at ) and R(x, bt ) are
created. They will be called function-edges.
The syntactic requirement (“at most one universal quantifier”) on the prefix of the formula 	
which “describes” the construction will lead to a more complicated one than that above. One of the
main problems is to impose that every x in the universe has a unique representative in DOM0, or
that R is a bijection from, say, At to A: all these constraints cannot be expressed directly by a
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formula with at most one universal quantifier in its prefix. Informally, two main tricks will be useful
to succeed:
1. The restriction of R to each distinguished subset of the domain will be defined as a successor
relation i.e., a permutation with only one cycle (the construction of representation- and bijection-edges
will, then, be “guided” by this successor relation).
2. We will use the bound on the outdegree of the relation as an argument to show that there can-
not exist edges other than those whose existence is explicitly stated. This will ensure the consistency of
the construction.
The proof of the theorem is given in full detail in the following section. Because of the use of
distinguished subsets, the outdegree of the relation we construct will be bounded by 2k + 4 (every
element of the domain will be the starting point of two bijection-edges, two representation-edges, and
2k function-edges).
3.2. Proof of Theorem 3.1
A partition of the domain. We assume that segments of ¯U are pairwise disjoint with Rem, for
remainder, being the complement in the domain of the union of the other subsets. A partition of Dom
is then obtained.
This is stated by the following formula:
PARTITION : ∀x
∨
D∈ ¯U
D(x) ∧
∧
D =E∈ ¯U
¬(D(x) ∧ E(x)).
Two constants 0D and 1D are introduced for each D ∈ ¯U .
Defining R as a successor on A (and B). We define R as a permutation with only one cycle (i.e.,
as a successor relation) on A and B, which can be done in many different ways [8, 20]. Here, a method
close to that of [20] is used. It consists in constructing edges of R fulfilling:
• R ↓ A (resp. R ↓ B) is a permutation of A (resp. B) with 1A mapped to 0A (resp. 1B mapped
to 0B).
• R ↓ (B × A) is an isomorphism from (B, R ↓ B) to (A, R ↓ A) with 0B mapped to 0A.
• For all x ∈ A (resp. in B), let Sx denote the only element of A (resp. of B) verifying R(x, Sx).
Then, roughly speaking, R ↓ (A × B) verifies.
—Every x of A is mapped to a unique y of B. Initial conditions: 0A and S(0A) are both mapped
to 0B .
—For all x ∈ A, y ∈ B, if R(x, y) then R(S2x, Sy).
The usage of S will simplify formulas but will not destroy quantifer prefix: for example, each
subformula R(Sx, y) with x ∈ A could be rewritten as ∃x ′ ∈ A R(x, x ′) ∧ R(x ′, y). Let Perm(X) and
Biject(X,Y) be the following two formulas:
Perm(X) ≡ (∀x ∈ X )(∃y ∈ X )(∃y′ ∈ X ) [x = y ∧ x = y′ ∧ y = y′ ∧ R(x, y) ∧ R(y′, x)] ∧ R(1X , 0X )
Biject(X,Y) ≡ (∀x ∈ X )(∃x ′ ∈ X )(∃y ∈ Y )(∃y′ ∈ Y ) [R(x, x ′) ∧ R(x, y) ∧ R(y, y′) ∧ R(x ′, y′)]
(∀x ∈ Y )(∃x ′ ∈ Y )(∃y ∈ X )(∃y′ ∈ X ) [R(x, x ′) ∧ R(y, x) ∧ R(y, y′) ∧ R(y′, x ′)]
∧R(0B, 0A).
Finally SUCCESSOR is the following formula:
Perm(A) ∧ Perm(B) ∧ Biject(B,A) ∧ (∀x ∈ A)(∃y ∈ B) [R(x, y) ∧ R(Sx, y)] ∨ [R(Sx, y) ∧ R(S2x, y)]
(∀x ∈ A)(∃y ∈ B)[x = 1A ∧ Sx = 1A −→ R(x, y) ∧ R(S2x, Sy)] ∧ R(0A, 0B) ∧ R(S(0A), 0B).
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The following claim is true:
CLAIM. Let 〈Dom, R, A, B〉 be a model of PARTITION ∧ SUCCESSOR and suppose, for all a ∈
A ∪ B, Outdeg(a) = 2. Then R ↓ A and R ↓ B are permutations with only one cycle.
Proof. Every point a in A ∪ B is the starting point of, at least, two edges (of R): one ending in A,
the other one ending in B. It is supposed that every such a is of outdegree bounded by two. This means
that there cannot exist other edges starting from a. So, (B, R ↓ B) and (A, R ↓ A) are unary functions.
By a careful analysis of the first four formulas above, it can be seen that they are, in fact, isomorphic
permutations.
Now, suppose there is at least one cycle on A different from the one containing 0A and 1A. Let CA
denote the shortest of them. The definition of R ↓ (A × B) provides an implicit partition of elements
of A into pairs of consecutive points s.t. points in the same pair are mapped to the same point of B
and points in consecutive pairs are mapped to consecutive points of B. Then, and still because of the
outdegree condition, it can be deduced that |CA| is even and that there is a cycle C ′B on B of size |CA|/2.
Let C ′A be the corresponding cycle on A (by the isomorphism between (B, R ↓ B) and (A, R ↓ A)); then
|C ′A| < |CA|. This leads to a contradiction.
Bijection-edges. R is also defined as a successor relation on each segment D of ¯U . New edges of
R are constructed s.t., for all D ∈ ¯U :
• R ↓ D is a permutation of D.
• R ↓ (D × A) is an isomorphism from (D, R ↓ D) to (A, R ↓ A)2.
It is easily seen that these two conditions imply that R ↓ D is a permutation with only one cycle. This
can be described by a first-order formula BIJECT–EDGE ≡ Perm(D) ∧ Biject(D, A).
From now on, we will use the fact that, on each D, R ↓ D is a successor. Without creating new edges,
we extend all these successor relations to one on the whole domain by setting:
A00 < B00 < · · · < A0t < B0t < · · · < A0k < B0k
< A10 < B10 < · · · < A1t < B1t < · · · < A1k < B1k < A < B < Rem.
For example, we set S(1A0t ) = 0B0t and S(1B0t ) = 0A0t+1 .
Representation-edges. In the following, we will need to talk about elements which are related by
bijection-edges. We will use for that the symbol ∼ which is defined below. For each ai ∈ DOMi and
a j ∈ DOM j (i, j ∈ {0, 1}) we set:
ai ∼ a j ⇔ ∨


ai = a j
A(ai ) ∧ R(a j , ai )
A(a j ) ∧ R(ai , a j )
∃a A(a) ∧ R(ai , a) ∧ R(a j , a).
It is not hard to see that ∼ is an equivalence relation and that each equivalence class has a unique
representative a in A. The same notation (∼) is kept for its natural extension to tuples.
DOM0 will be used to “represent” the domain Dom: to each element x ∈ Dom is “associated” injec-
tively a pair (ax , bx ) in DOM0 as follows:
• If x ∈ DOMi then R(x, ax ) and R(x, bx ) with (ax , bx ) ∈ Ai⊕10 × Bi⊕10 are constructed.
The use of two levels (DOM0 and DOM1) is justified in this proof by the fact that a vertex x cannot be
represented by a vertex in the same subset as x . That the representation is injective means that for two
distinct elements x and y of DOM and their respective representatives (ax , bx ) and (ay, by) of DOM0,
2 The case of Rem is treated separately. Rem can contain fewer elements than the other subsets; So, we just state that R ↓ (Rem×A)
is an injective morphism from Rem to A.
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FIG. 1. x, y with (ax , bx ) ∼ (ay , by ).
(ax , bx ) ∼ (ay, by) (see Fig. 1). Such a condition of injectivity is difficult to express with only one
universal quantifier and we will use here the fact that R is a cycle on every subset. Let S(a, b) denote
the successor of a pair (a, b) in lexicographic order. Roughly speaking, the method is:
• 0A00 is represented by (0A10 , 0B10 ).
• Suppose x ∈ DOMi and let (ax , bx ) be its representative in DOM i⊕1. Then the representative
of Sx will be S(ax , bx ). We just have to be careful of the relation between the representatives of the
last point, 1B0k , of DOM
0 and of the first point, 0A10 , of DOM
1
. These two tuples must not be equivalent
for ∼.
We adopt the abbreviation R(x, (a, b)) for R(x, a)∧ R(x, b) (and sometimes DOMi and the relation ∼
will appear directly in formulas). REPRES–EDGE, the conjunction of the formulas below, describes
the method of representation.
(∀x ∈ DOMi )(∃a ∈ Ai⊕10
)(∃b ∈ Bi⊕10
)
R(x, (a, b)) ∧ R(0A00 ,
(
0A10 , 0B10
))
(∃a ∈ A10
)(∃b ∈ B10
)(∃a′ ∈ A00
)(∃b′ ∈ B00
)
R
(
1B0k , (a, b)
) ∧ (a, b) ∼ (a′, b′) ∧ R(0A10 , S(a′, b′)
)
(∀x ∈ DOMi )(∃a ∈ Ai⊕10
)(∃b ∈ Bi⊕10
) [¬R(x, 1Bi⊕10
) → R(x, (a, b)) ∧ R(Sx, (a, Sb))]
(∀x ∈ DOMi )(∃a ∈ Ai⊕10
) [
R
(
x, 1Bi⊕10
) → R(x, (a, 1Bi⊕10
)) ∧ R(Sx, (Sa, 0Bi⊕10
))]
At this step, every element of the domain admits a unique representative in DOM0. More precisely:
CLAIM. Let 〈Dom, R, ¯U 〉 be a model of PARTITION∧SUCCESSOR∧BIJECT–EDGE∧REPRES–
EDGE and suppose, for all a ∈ Dom, Outdeg(a) = 4. Then:
For each x ∈ Dom there exists a unique pair (ax , bx ) in DOM0 representing x, i.e., such that
R(x, (ax , bx )) holds. Furthermore, if y = x and (ay, by) is its representative then (ax , bx ) ∼ (ay, by).
Proof. An element cannot have two representatives because of the outdegree condition. The non-
equivalence of two representing pairs is true by construction.
Function-edges. We just have now to show how each function ft can be encoded in our new
structure. Suppose we have ft (x) = y with, say, x ∈ DOMi and y ∈ DOM j (i, j ∈ {0, 1}). First, we
read the representation of y, (ay, by) ∈ A j⊕10 × B j⊕10 . Then, following the bijection-edges, we find the
only tuple (ai⊕1t , bi⊕1t ) of Ai⊕1t × Bi⊕1t such that:
(ay, by) ∼
(
ai⊕1t , bi⊕1t
)
.
Finally, we construct R(x, ai⊕1t ) and R(x, bi⊕1t ). These edges are called function-edges (see Fig. 2).
Formula FUNCT–EDGE below describes what we have said. For every i ∈ {0, 1} and t ∈ {1, . . . , k},
(∀x ∈ DOMi )(∃a ∈ Ai⊕1t
)(∃b ∈ Bi⊕1t
)
R(x, (a, b)).
Let 	 be the conjunction of PARTITION, SUCCESSOR, BIJECT–EDGE, REPRES–EDGE, and
FUNCT–EDGE.
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FIG. 2. Encoding f1(x) = y with x ∈ A02 and y ∈ B10 .
CLAIM. Let 〈Dom, R, ¯U 〉 be a model of 	 and suppose, for all a ∈ Dom, Outdeg(a) = 2k + 4
then:
• For all i = 0, 1, t = 1, . . . , k, for every x ∈ DOMi there exists a unique pair (ai⊕1t , bi⊕1t ) in
Ai⊕1t ×Bi⊕1t such that R(x, (ai⊕1t , bi⊕1t )) holds. Moreover, there exists at most one y whose representative
(ay, by) in DOM0 fulfills:
(ay, by) ∼
(
ai⊕1t , bi⊕1t
)
.
Proof. Use the same arguments as for the previous claims. By an exhaustive verification, it can be
seen that any given edge has only one meaning (bijection-edge, representation-edge, or function-edge).
It is explicitly stated that each element x is related by R to at least 2k + 4 elements. But if the outdegree
of R is precisely 2k + 4 then there are no other edges than those described.
According to the conclusions of the claim, in a model of 	 it is easy to represent each function.
Formally, for every subformula of the form ft (x) = y the expected formula ϕt (x, y) (of Definition 2.2)
is:
(∃ay ∈ A j⊕10
)(∃by ∈ B j⊕10
)(∃a ∈ Ai⊕1t
)(∃b ∈ Bi⊕1t
)
∧
i, j=0,1[(x ∈ DOMi ) ∧ (y ∈ DOM j ) → (a, b) ∼ (ay, by) ∧ R(y, (ay, by, )) ∧ R(x, (a, b))].
Since every subformula of the form ft (x) = y can be replaced by ∃z f (x) = z ∧ z = y, it is not hard
to see that ψt (x, y) is ∃z ϕt (x, z) ∧ z = y (which is purely existential).
Remark. The above theorem can be proved without additional unary predicates. The solution con-
sists mainly in labelling the elements of the domain with distinguished points. Let u¯ denote the list of
distinct elements below:
a00, b00, . . . , a0t , b0t , . . . , a0k , b0k ,
a10, b10, . . . , a1t , b1t , . . . , a1k , b1k , a, b, rem.
We restart the proof by defining subsets of Dom as follows, e.g.,
∀x ∈ u¯, A00(x) ⇔ R
(
x, a00
)
;
i.e., an element x is said to belong to A00 if and only if x is related by R to the distinguished element
a00 . These new edges will be called labelling-edges. The rest of the construction of Red is unchanged:
bijection-, representation-, and function-edges are constructed for elements of the subsets. It can be
seen that every point (except those of u¯ from which neither labelling-edges nor bijection-edges start)
will be of outdegree bounded by 2k + 5. Elements of u¯ are of outdegree 2k + 2. To compensate this
lack and make sure their outdegree will be 2k + 5, we just arbitrarily relate (by R) every u ∈ u¯ to three
other elements u1, u2, u3 of u¯.
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4. UNARY FUNCTIONS VS PERMUTATIONS FOR ORDERED STRUCTURES
In this section we will prove Theorem 1.2. It is known that logical characterizations of complexity
classes are useful to exhibit and prove new complete problems for these classes. Although several
problems have been shown to be NLIN-complete [2, 19] by this sort of method, only one, RISA (re-
duction of incompletely specified automata, see [7]), appears as a natural one (see [9]). We feel that
this second characterization of NLIN could be a useful preliminary step for finding new (and natu-
ral) complete problems. More precisely, we think that good candidates could be found in the area of
one-processor sequencing problems. There are many variants of such problems which mainly deal
with the schedule of a set of constrained tasks (each of which has a length, a release time, and a
deadline).
Let BipUnF denote the class of bipartite unary functions, that is the class of unary functions f which
verify, for all x , f 2(x) = f (x) (see Fig. 3).
Then, the following holds:
LEMMA 4.1. UnF is sharply representable by BipUnF.
Proof. We use the fact that vertices of the graph of any function f can be coloured with three colours
C1, C2, C3 in such a way that no two adjacent distinct vertices have the same colour. More precisely,
given a function f and such a colouring with C1, C2, C3 three bipartite functions fi (i = 1, 2, 3) can
be defined by fi (x) = y iff either “x has colours Ci and f (x) = y with y = x” or “ f (x) = x”. In
particular, every vertex x fulfilling f (x) = x will verify fi (x) = x for each i . This shows that every
subformula f (x) = y can be encoded by ϕ(x, y) ≡ (x = y ∧ ( f1(x) = y ∨ f2(x) = y ∨ f3(x) =
y)) ∨ (x = y ∧ f1(x) = f2(x) = f3(x) = x).
The disjointness condition is expressed by the following 	:
	 ≡ ∀x ( f1(x) = f2(x) = x) ∨ ( f1(x) = f3(x) = x) ∨ ( f2(x) = f3(x) = x).
PROPOSITION 4.1. UnF is sharply representable by Perm on ordered structures.
Proof. By Lemma 4.1, every unary function can be represented by bipartite unary functions. We
prove here that, in the presence of a built-in linear order <, a bipartite unary function f can be encoded
by two permutations S and per.
As an example, let us give function f of Fig. 3.
Permutations S and per are defined as follows. Let x¯ = per (x). Permutation per can be defined to
obtain the following increasing sequence:
b1 < a1 < a2 < a3 < a4 < b2 < a5 < b3 < b4 < a6 < a7.
FIG. 3. A bipartite function f .
LINEAR TIME AND ONE FIRST-ORDER UNIVERSAL QUANTIFIER 21
Let 0 be the smallest element of <. Then, set b1 = 0, S(b1) = b2, . . . , S(b3) = b4, S(b4) = b1 and,
for every i ≤ 7, S(ai ) = ai . b4 is called maxS .3
Let 	 be the formula below:
∃maxS∀x [S(x¯) = x¯ → x¯ ≤ maxS] ∧ [x¯ = maxS → S(x¯) ≥ x¯] ∧ [S(maxS) ≤ x¯].
CLAIM. If permutation S satisfies 	, then S has only cycles of length one except the cycle containing
maxS which may be longer.
Proof of the claim. Suppose that S has two cycles C1 and C2 of length at least two. maxS can belong
to only one of them, say C1. But, in this case, C2, all the elements x which also satisfy S(x) > x cannot
form a cycle for S.
Now, we are ready to represent function f . More precisely, each formula f (x) = y is replaced by:
∨


x = y ∧ [S(x¯) = x¯ ∨ S(x¯) = x¯ = maxS = 0]
x = y ∧ y¯ = maxS ∧ S(x¯) = x¯ ∧ y¯ < x¯ < S(y¯)
x = y ∧ y¯ = maxS ∧ S(x¯) = x¯ ∧ y¯ < x¯


The unique cycle which may not be a loop consists of the element x¯ s.t. f (x) = x . Then, an arc
f (x) = y for x = y is represented by the configuration y¯ < x¯ < S(y¯) (except if y¯ = maxS for which
it is y¯ < x¯).
Let Succ be the class of all successor functions (i.e., permutations with only one cycle). It can be
derived from a result of [4] that Perm is sharply representable by Succ. Then,
COROLLARY 4.1. Theorem 1.2 still holds when permutations are replaced by successor functions.
5. INEXPRESSIBILITY RESULTS
It is also interesting to compare our results with those of [4] which concern several semantical
restrictions of binary NP where the second order quantifiers range over certain classes of binary relations.
Typically, it is equivalent to allow quantification (1) over unary functions, (2) over (one) digraph of
bounded outdegree (see [5]), (3) over permutations (with a built-in linear order), (4) over linear orders,
or (5) over equivalence relations. Our results show that the equivalence of the three first classes still
holds in case the first-order part of each formulas is required to have only one universal quantifier: each
of these three restrictions exactly characterizes the class NLIN. In contrast, it is not difficult to prove,
by model-theoretic arguments, that the class NLIN cannot be characterized by second-order formulas
with at most one first-order universal quantifier (i.e., with an Ackermann first-order prefix) and whose
second-order quantifiers range over equivalence relations, linear orders, or even partial orders. Models
of such formulas are preserved by duplication of (adequate) elements which is unlikely to express
NLIN’s properties.
6. CONCLUSION
This paper is devoted to the investigation of new logical characterizations of NLIN. We have proved
that 11 formulas with only one quantified bounded outdegree binary relation (resp. with quantified
bijective unary functions) and with first-order prefix containing at most one universal quantifier coincides
(resp. coincides on ordered structures) with NLIN.
Further works could deal with a refinement of the second characterization of this paper which seems
to be an essential preliminary step to finding new NLIN-complete problems. In particular the following
3 This construction can also be seen as follows: a linear order <′, for which b1, a1, a2, a3, a4, b2, a5, b3, b4, a6, a7 is an
increasing sequence, is guessed. per is then the isomorphism from 〈Dom, <′〉 to 〈Dom, <〉.
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questions are of interest: is there a built-in relation B such that the following class of formulas
∃Per1 . . . ∃Perk ∀x ϕ(B, <, 0)
(where the Peri are permutations and ϕ is quantifier-free) defines NLIN? In other words, is it possible to
remove existential first-order quantifiers in the characterization? Also, is it possible to avoid negation
and disjunction in the matrix (ϕ(B, <, 0)) of the formula so that it becomes a conjunction of equalities
as in [18] for quantified unary functions?
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