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Many exotic phenomena in strongly correlated
electron systems emerge from the interplay be-
tween spin and motional degrees of freedom
[1, 2]. For example, doping an antiferromagnet
gives rise to interesting phases including pseu-
dogap states and high-temperature superconduc-
tors [3]. A promising route towards achieving
a complete understanding of these materials be-
gins with analytic and computational analysis of
simplified models. Quantum simulation has re-
cently emerged as a complementary approach to-
wards understanding these models [4–8]. Ul-
tracold fermions in optical lattices offer the po-
tential to answer open questions on the low-
temperature regime of the doped Hubbard model
[9–11], which is thought to capture essential as-
pects of the cuprate superconductor phase dia-
gram but is numerically intractable in that param-
eter regime. Already, Mott-insulating phases and
short-range antiferromagnetic correlations have
been observed, but temperatures were too high
to create an antiferromagnet [12–15]. A new per-
spective is afforded by quantum gas microscopy
[16–28], which allows readout of magnetic corre-
lations at the site-resolved level [25–28]. Here
we report the realization of an antiferromagnet
in a repulsively interacting Fermi gas on a 2D
square lattice of approximately 80 sites. Using
site-resolved imaging, we detect (finite-size) an-
tiferromagnetic long-range order (LRO) through
the development of a peak in the spin structure
factor and the divergence of the correlation length
that reaches the size of the system. At our low-
est temperature of T/t = 0.25(2) we find strong
order across the entire sample, where the stag-
gered magnetization approaches the ground-state
value. Our experimental platform enables dop-
ing away from half filling, where pseudogap states
and stripe ordering are expected, but theoretical
methods become numerically intractable. In this
regime we find that the antiferromagnetic LRO
persists to hole dopings of about 15%, providing
a guideline for computational methods. Our re-
sults demonstrate that quantum gas microscopy
of ultracold fermions in optical lattices can now
address open questions on the low-temperature
Hubbard model.
The Hubbard Hamiltonian is a fundamental model for
spinful lattice electrons describing a competition between
kinetic energy t and interaction energy U [29]. In the
limiting case of half-filling (average one particle per site)
and dominant interactions (U/t 1) the Hubbard model
maps to the Heisenberg model [1]. There, the exchange
energy J = 4t2/U can give rise to antiferromagnetically
ordered states at low temperatures [30]. This order per-
sists for all finite U/t, where charge fluctuations reduce
the ordering strength [31]. Away from half-filling, the
coupling between motional and spin degrees of freedom is
expected to give rise to a rich many-body phase diagram
(see Fig. 1a), which is challenging to understand theoret-
ically due to the fermion sign problem [32]. Even so, in
the thermodynamic limit commensurate long-range order
(LRO) has been conjectured to transition to incommen-
surate LRO infinitesimally far from half-filling, whereas
for finite-size systems commensurate order is expected to
extend to non-zero doping [31, 33].
The strength of global antiferromagnetic order in spin
systems on bipartite lattices is quantified by the staggered
magnetization m = |m|. The component along the z spin
direction is
mz =
√
〈(mˆz)2〉 =
√√√√〈( 1
N
∑
i
(−1)i 1
S
Sˆzi
)2〉
, (1)
with m2 = (mx)2 + (my)2 + (mz)2 = 3(mz)2 for SU(2)
symmetry [31]. Here Sˆzi is a spin-S operator on lattice
site i and N denotes the number of lattice sites. While
the ground state of the classical Heisenberg model on a
square lattice is a perfectly ordered Ne´el state withm = 1,
the situation is much more interesting for the quantum
case: quantum superposition states such as local singlet
pairs reduce the energy of the many-body state as com-
pared to the classical case. These quantum corrections
decrease the staggered magnetization in the ground state
to m = 0.61 (i.e. mz = 0.35) for the S = 1/2 Heisenberg
model [34]. In 2D, LRO disappears (m = 0) in the ther-
modynamic limit for finite temperatures, as stated by the
Mermin-Wagner-Hohenberg theorem [35, 36]. There the
spin correlations decay exponentially over a correlation
length ξ, which grows exponentially with inverse temper-
ature (kB = 1)
ξ(T ) = Cξ exp
(
2piρs
T
)
, (2)
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FIG. 1. Probing antiferromagnetism in the Hubbard
model with a quantum gas microscope. a, Schematic
view of the 2D Hubbard phase diagram, including predicted
phases. This work explores the trajectories traced by the red
arrows for a U/t = 7.2(2) Hubbard model. The strongest
antiferromagnetic order is observed at the starred point. b,
Experimental setup. We trap 6Li atoms in a 2D square optical
lattice. We use the combined potential of the optical lattice
and a DMD to trap the atoms in a central sample Ω of homo-
geneous density, surrounded by a dilute reservoir. c, Exem-
plary raw and processed images of the atomic distribution of
single experimental realizations, with both spins components
present (upper) and one spin component removed (lower). The
observed chequerboard pattern in the spin-removed images in-
dicates the presence of an antiferromagnet.
where ρs is the spin stiffness and Cξ is a constant [30].
However, for the finite-size system investigated in this
work, a crossover to antiferromagnetic long-range order
does occur at a non-zero temperature, where ξ becomes
comparable to the system size and mz becomes of order
unity.
Two aspects were critical in realizing antiferromagnetic
LRO in our experiment: first, reaching sufficiently low
temperatures and second, creating a well-defined region
of uniform density within the atomic cloud where the
LRO state can form. We address both challenges simul-
taneously by exploiting the high-resolution microscope at
the heart of the experiment, which enables in situ, high-
fidelity, and site-resolved measurements of the lattice oc-
cupation. We use a digital micromirror device (DMD) as
a spatial light modulator in the image plane of the mi-
croscope to control the atomic potential landscape at a
single-site level [37]. We engineer the potential to split the
system into two subsystems: a central disk-shaped region
Ω containing > 75 sites, surrounded by a large reservoir
at much lower density, see Fig. 1b (and Extended Data
Fig. 1). Partitioning the system enhances the inherent
entropy redistribution in the trap by shifting a higher
fraction of the total entropy to the reservoir [38]. Ad-
ditionally, the potential within Ω is shaped to cancel the
underlying harmonic potential, ensuring a highly uniform
and tunable filling, see Extended Data Fig. 2 (Methods).
A balanced mixture of the two lowest hyperfine states
of 6Li with repulsive contact interactions is adiabatically
loaded into an isotropic, square, 7.4(1)ER lattice with
spacing a = 569 nm, where ER/h = 25.6 kHz. The lat-
tice is combined with a DMD-engineered potential at
the focus of the microscope. The system is well de-
scribed by the Hubbard model with t/h = 0.90(2) kHz
and U/h = 6.50(3) kHz where h is the Planck constant,
leading to U/t = 7.2(2). Similar to previous work, our
detection method is based on selective spin removal fol-
lowed by site-resolved imaging of the remaining atomic
distribution [25], see Fig. 1c. Averaging over many inde-
pendent experimental realizations, we determine the spin
correlator along the z-direction
Cd =
1
Nd
1
S2
∑
r,s∈Ω
d=r−s
〈Sˆzr Sˆzs〉 − 〈Sˆzr〉〈Sˆzs〉 (3)
where the normalization Nd is the number of different
two-point correlators at displacement d within Ω. The
correlator compares the number of parallel and anti-
parallel spin orientations on two sites separated by d, i.e.
is positive (negative) if parallel (anti-parallel) spin orien-
tations are preferred. Figure 2a shows Cd for different
temperatures. For the lowest temperature we find spin
correlations alternating in sign even up to the largest dis-
tance of d = |d| = 10 across the entire disk, as expected
for an antiferromagnetic LRO state. We determine the
temperature of each sample by comparing the measured
nearest-neighbour correlator C1 to quantum Monte Carlo
predictions at half-filling, which gives T/t = 0.25(2) for
the lowest temperature (Methods).
As temperature increases, the strength of antiferromag-
netic order disappears rapidly, until for T/t = 0.64(6)
only nearest-neighbour spin correlations remain. For a
quantitative analysis of the spin correlations we plot in
Fig. 2b a binned azimuthal average of the sign-corrected
spin correlator (−1)iCd as a function of distance d (Meth-
ods). For large distances d > 2 the measured correlation
functions exhibit an exponential scaling with distance,
verified by fitting N0 exp(−d/ξ) to each dataset, with the
correlation length ξ and N0 as free parameters (N0 the
same for all fits). For our 2D system quantum fluctuations
lead to an increase in spin correlations at short distances
d ≤ 2 above the exponential dependence, most promi-
nently visible in the nearest-neighbour correlator [39]. In
Fig. 2d we show the experimentally determined correla-
tion length as a function of temperature, which increases
dramatically at temperatures around T/t = 0.4. For the
lowest temperature we find ξ = 8.3(9) sites, which is ap-
proximately equal to the system size of 10 sites, as ex-
pected for LRO.
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FIG. 2. Observing antiferromagnetic long-range order. a, The spin correlator Cd is plotted for different displacements
d ranging across the entire sample for five temperatures T/t. We record > 200 images for each temperature (Methods).
Correlations extend across the entire sample for the coldest temperatures, whereas for the hottest temperature only nearest-
neighbour correlations remain. b, The sign-corrected correlation function (−1)iCd is obtained through an azimuthal average.
The exponential fits to the data (d > 2) are shown in blue, from which we determine the correlation length ξ, and the fit of the
coldest sample is plotted in grey for comparison. c, The measured spin structure factor obtained from Fourier transformations of
single images. A peak at momentum qAFM = (pi/a, pi/a) signals the presence of an antiferromagnet. d, The measured correlation
length ξ, fitted to Eq. (2), diverges exponentially as a function of temperature, and is comparable to the system size for the
lowest temperature. The inset is a semi-logarithmic plot of the same quantity versus inverse temperature. e, The measured
staggered magnetization mz increases drastically below temperatures T/t ≈ 0.4. We find good agreement with quantum Monte
Carlo calculations of the Hubbard model, shown in grey. Error bars are computed as in (Methods).
The long-wavelength and low-temperature behaviour of
our system is expected to be well described by the quan-
tum non-linear σ model [1, 40], which contains three fun-
damental ground-state parameters: the sublattice magne-
tization M , the spin stiffness constant ρs, and the spin-
wave velocity c. The spin stiffness quantifies the rigidity
of an ordered spin system upon a twist [41–43], and has
been calculated to be ρs/t ≈ 0.13 for U/t = 7, slightly be-
low its Heisenberg value [44]. Since the temperatures and
correlation lengths are independently determined in our
experiment, we can directly obtain an experimental value
of ρs by fitting the dependence in Eq. (2) to the data.
The data shows excellent agreement with the predicted
exponential scaling of ξ with T−1 from Eq. (2). From the
fit we determine ρs/t = 0.16(1), which is larger than the
calculated value, possibly due to finite-size effects (Meth-
ods).
Antiferromagnetic LRO in solid state systems is typ-
ically detected by neutron scattering or magnetic x-ray
scattering [45, 46]. These methods measure the spin
structure factor, given by
Sz(q) =
1
N
N∑
r,s∈Ω
1
S2
〈Sˆzr Sˆzs〉 exp(iq · (r − s)). (4)
along the z-direction. In a square lattice, antiferromag-
netic LRO manifests as a peak in the structure factor at
qAFM = (pi/a, pi/a), whose amplitude is directly related to
the staggered magnetization mz =
√
Sz(qAFM)/N . For
cold atom systems the spin structure factor can be mea-
sured from noise correlations or Bragg scattering of light
[15]. The site-resolved detection in our experiment allows
for a direct measurement of the spin structure factor, ob-
tained from averaging the squared Fourier transformation
of individual single-spin images (Methods). The same re-
sult is obtained when summing over all contributions of
the spin correlation function, see Extended Data Fig. 3.
For the lowest temperature we observe a sharp peak
in the structure factor at q = qAFM, which confirms
the presence of antiferromagnetic LRO, see Fig. 2c. For
increasing temperatures the amplitude of this peak de-
creases until it disappears for T/t & 0.64, indicating the
decay of LRO. At these elevated temperatures a broad
peak with low amplitude remains, which originates from
the remaining short-range spin correlations. We quan-
tify the ordering strength of the antiferromagnetic LRO
by the corrected staggered magnetization mzc(T ), which
subtracts uncorrelated contributions and is equal to mz
in the thermodynamic limit (Methods). While initially
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show a large variation in ordering strength at the coldest tem-
perature. This variation is a consequence of the SU(2) sym-
metry of the underlying Hamiltonian, which leads to differ-
ent orientations of the staggered ordering vector relative to
the measurement axis z, as shown schematically by the spin-
vectors. b, Measured distributions of mˆz are plotted at differ-
ent temperatures. We find excellent agreement with quantum
Monte Carlo simulations of the Heisenberg model with no free
fitting parameters.
small at elevated temperatures, mzc shows a drastic in-
crease for lower temperatures, see Fig. 2d. We compare
the measured temperature dependence to ab initio quan-
tum Monte Carlo calculations of the Hubbard model on
a 10× 10 site square lattice with periodic boundary con-
ditions and no free parameters. We find agreement over
the entire range of temperatures, with residual deviations
possibly caused by the different spatial shape of Ω. The
largest measured value of mzc = 0.25(1) is more than 50%
of the theoretically predicted zero-temperature value in
the Heisenberg model for our system size, obtained from
finite-size scaling [34].
The underlying Hubbard Hamiltonian that describes
our system is SU(2) symmetric. In the absence of a
symmetry-breaking field, the staggered spin-ordering vec-
tor mˆ = (mˆx, mˆy, mˆz) is expected to point in random
directions on a sphere between different experimental re-
alizations [1]. Consequently, individual measurements of
the projection mˆz are expected to show a large variation.
This is directly observable in our experiment, as we can
measure independent values of the staggered magnetiza-
tion operator mˆz from single experimental realizations,
see Fig. 3a for a selection of images showing a large vari-
ation in the staggered ordering.
The variation of the staggered ordering can be quanti-
fied from a histogram of all measured values of mˆz across
different experimental realizations, which corresponds to
the full-counting statistics (FCS) of the operator mˆz. The
FCS provide a powerful tool to characterize many-body
systems beyond average values [47], but so far has not
been measured for the antiferromagnetic phase. Fig. 3b
shows the measured histograms of the staggered magne-
tization along the z-direction for different temperatures
at half-filling, obtained from over 250 images each. All
distributions are symmetric and peaked around zero with
expectation values 〈mˆz〉 consistent with zero. Addition-
ally, we find the same results when measuring along a spin
direction perpendicular to the z-axis via a pi/2-pulse, see
Extended Data Fig. 4. Both observations are consistent
with a randomly oriented ordering vector. The width of
the distributions is characterized by the standard devia-
tion mz defined in Eq. (1). At the highest temperature
the distribution is consistent with the infinite tempera-
ture expectation, where the entire finite-size sample of N
sites is uncorrelated. There, a binomial distribution is
predicted with a width mz(T → ∞) = 1/√N = 0.1125,
which agrees with the experimentally measured value
mz = 0.12(2). At lower temperatures the width of the
distribution grows substantially and sensitively depends
on temperature, but still remains peaked around zero. In
the limit of vanishing temperatures and large system sizes
we expect the distribution to be flat up to a maximum
value given by the length of the quantum-mechanical spin
ordering vector mˆ, reflecting the simple model where the
vector pointing in random directions on a sphere has a
fixed length (Methods). The experimental data is in ex-
cellent agreement with ab initio quantum Monte Carlo
calculations of the Heisenberg model at the experimen-
tally determined temperatures. These findings show that
the lattice thermometer based on nearest-neighbour cor-
relations employed here is correctly calibrated and very
precise down to fractions of the tunnelling.
While theoretical predictions at half-filling are available
down to low temperature, this is not the case for doped
systems [32]. We can directly study the effect of doping
on LRO in our experiment by reducing the density of our
sample and measuring the spin structure factor. Within
the region Ω, we add a potential offset with the DMD
for controlled hole doping. The hole doping δ is deduced
from the measured single particle density ns (Methods).
As shown in Fig. 4, we find that doping gradually sup-
presses mzc and the weight of the antiferromagnetic or-
dering peak in Sz(q). Only at δ & 0.15 we find that mzc
settles to an approximately constant small value. This
offset originates from the strong short-range correlations
still present at large dopings, see Fig. 4b. When excluding
the contributions of d < 2 from mzc , this offset disappears
while the qualitative dependence mzc(δ) remains approxi-
mately the same, see Extended Data Fig. 5. This suggests
that for the finite size U/t = 7.2 Hubbard model stud-
ied here, antiferromagnetic LRO persists away from half-
filling and disappears only above a critical hole doping
δc ≈ 0.15. This critical doping is large compared to values
from empirically observed hole-doped cuprates of about
3%, and is actually closer to the optimal doping values for
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FIG. 4. Doping the antiferromagnet. a, We move horizon-
tally in the phase diagram by doping the system with holes (in-
set), where 0.0 . δ . 0.25. The staggered magnetization mzc
settles at δc ≈ 0.15. b, The magnitude of the sign-corrected
nearest-neighbour correlator decreases less rapidly with hole
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only the nearest-neighbour correlator is appreciable, so this
correlation is predominantly responsible for the non-zero stag-
gered magnetization away from the antiferromagnetic phase.
c, We show the spin structure factor, as in Fig. 2c, for each
doping value. Error bars are computed as in (Methods).
the high-temperature superconducting state [3]. But, un-
like the cuprates, the system realized in our experiment is
particle-hole symmetric and we expect the same critical
value for particle doping. For particle-doped cuprates,
global antiferromagnetic order disappears around 14%,
which is closer to our observed value. In this doping
regime theoretical calculations of the Hubbard model sug-
gest the existence of incommensurate antiferromagnetism,
which would manifest as additional peaks in the spin
structure factor at q 6= qAFM [33]. For our parameters
we observe no evidence for such order, possibly due to the
finite system size.
We have realized a long-range ordered quantum anti-
ferromagnet governed by the 2D Hubbard Hamiltonian.
Our architecture makes it possible to vary the doping and
temperature, enabling us to explore the Hubbard phase
diagram in theoretically challenging regimes. Attainable
parameters are predicted to be sufficient to access the con-
jectured pseudogap [32] and stripe ordered [3] phases. At
lower temperatures T/t ≈ 0.05 and dopings δ ≈ 0.15, the-
oretical work indicates a transition to a d-wave supercon-
ducting state [3]. Such temperatures could be achieved
through advanced entropy redistribution schemes [38, 48–
50]. The site-resolved control afforded by the micro-
scope enables the measurement of entanglement and the
engineering of dynamic structures to measure transport
phenomena. In particular, such structures allow out-of-
equilibrium studies of time-resolved microscopic observ-
ables, such as the propagation of individually prepared
holes, providing a deeper understanding of the many-
body system. Furthermore, entirely novel states of mat-
ter are within reach by augmenting the Hamiltonian with
alternative lattice structures, artificial gauge fields, and
dipolar long-range interactions.
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8Methods and Extended Data
State preparation.
The low-temperature Fermi gas is prepared using a sequence similar to previous work, where a balanced mixture
of the two lowest hyperfine states of 6Li with repulsive interactions is loaded into a 2D optical dipole trap [25].
Prior to loading the lattice from the dipole trap we ramp to the final magnetic bias field used in the experiment,
576 G, corresponding to a scattering length of 210 a0, and interaction energy U/h = 6.50(3) kHz. This includes
a fast ramp over the narrow s-wave resonance at 543 G to avoid heating and loss. We then perform a final stage
of evaporation immediately prior to loading the lattice, under a magnetic gradient. The magnetic gradient is
then removed and we slowly load the atomic cloud within 40 ms into a square optical lattice with tunnelling
tx/h = 9.1(1)× 102 Hz and ty/h = 9.0(1)× 102 Hz, with a lattice spacing of a = 569 nm. The illumination of the
DMD with blue-detuned light at wavelength λ = 650 nm is increased concurrently with the optical lattice. The
populated layer lies at the focus of a high resolution microscope system, which allows site-resolved detection of
the lattice occupation and, at the same time, enables us to augment the harmonic lattice trap by projecting an
approximately ring shaped potential onto the atoms from a DMD in the image plane. The ring centre contains
the correct potential to prepare the subsystem Ω, while the rim of the ring is shaped to reduce the filling of the
reservoir [37].
To vary the temperature of the sample, the atomic gas is held in the combined lattice and 650 nm blue-detuned
light potential for a variable time. The final evaporation setpoint is chosen such that the final state is at half-filling
(i.e. more atoms for higher temperatures). For the coldest temperature samples (zero hold time), approximately
400 atoms remain in the trap at a temperature T ≈ 0.1TF, where TF is the Fermi temperature. To vary the
density of the sample, the blue-detuned light field level is adjusted with the DMD, as described in the next
section.
Potential engineering.
In addition to the underlying harmonic well generated by the optical lattice, an incoherent, blue detuned ring-
shaped light field partitions the system into a sparsely filled reservoir and densely filled central region Ω, see Fig. 1.
The blue detuned light has a wavelength of 650 nm with a bandwidth of 10 nm. The light is generated by an SLED
(Exalos, EXS210044) amplified by two tapered amplifiers (Eagleyard, EYP-TPA-0650-00250-2007-CMT02-0000)
in series.
The digital micromirror device (DMD) is a flexible tool for projecting nearly arbitrary light fields on the atomic
system [37, 51–53]. The device is placed in the image plane of the system. This prevents direct access to the
phase of the light field and makes it nearly impossible to produce single-site sized features. However, the image
plane approach is technically robust and suitable for applying weak potentials on larger length scales. Despite
the close detuning of the light field, the low intensity ensures that the single photon heating does not play a role
on experimentally relevant timescales.
We use the TI Lightcrafter 6500 DMD evaluation board, featuring a 1920× 1080 pixel resolution with 7.56×
7.56µm mirrors. During each experimental cycle, a pattern is loaded onto the DMD and the mirrors are fixed in
place for the duration of the exposure. Since the DMD is a binary device, the desired pattern has to be converted
into binary form using Floyd-Steinberg error diffusion.
The desired ring-shaped potential is a 2D piecewise defined function optimized experimentally, see Extended
Data Fig. 1. The reservoir is created by a combination of a broad Gaussian peak that compensates the underlying
harmonic confinement and a gradient term that compensates any residual potential gradients in the system. The
central part that creates the Ω region is created by a depression in the light field and is curved to ensure the total
potential seen by atoms within Ω is flat. Variants of the DMD-engineered potential are shown in Extended Data
Fig. 1, simulated by applying a Fourier optics based transfer function to the input signal and accounting for the
incident mode shape on the DMD. The flatness of the potential within Ω is critical to the realization of uniform
antiferromagnetic LRO because the hole doping is seen to strongly affect magnetic correlations. We characterize
the flatness of the potential by measuring the atomic density distribution within Ω, shown in Extended Data
Fig. 2. Azimuthal averaging reveals that the resulting density is flat to within < 4% over approximately 80 sites.
In order to explore controlled doping levels, the absolute offset of the central potential is tuned by varying the
depth of the central depression in the DMD pattern, as seen in Extended Data Fig. 1.
9Detection methods.
Details regarding the spin-removal process, site-resolved imaging, and analysis of site-resolved images can be
found in previous work [20, 25]. Spin removal begins by rapidly reducing the tunnelling through increasing the
lattice depth to 50Er. To maximize the singles density for the temperature dataset, the lattice depth ramp
occurs over 5 ms, whereas for the density dataset, the ramp occurs over 0.8 ms to reduce density fluctuations for
a given density setpoint.
For each temperature value in the temperature dataset and for each doping value in the doping dataset, we
take 70 images with no spin removed, 70 with one spin removed, and 70 with the other spin removed.
Data analysis.
All quantities presented in this letter are extracted from a circular section of 10 lattice sites in diameter, denoted
Ω. This disk is centred at the centre of mass of sites exceeding 80% filling, as measured from the images with no
spin removal. Sites are included in Ω if the centre of the site is within the bounds of the circle. Since the centre of
mass is a non-integer coordinate, our system sizes vary between 75 and 81 sites depending on the exact location
of the centre within a lattice site. We find that in all cases, the filling is constant across the disk. The entire
region Ω is then used for all calculations of spin correlations, spin structure factor, and staggered magnetization.
We determine the temperature of each sample by comparing the largest measured nearest-neighbour correlator
in Ω to quantum Monte Carlo predictions at half-filling [54].
We calculate the average site-resolved spin correlator for a given displacement, Cd, by averaging the correlator
over all pairs of sites within Ω with the given displacement. We extract this quantity using the alternative method
described in previous work [25], due to it having lower uncertainty for small values of Cd. Displacement vectors
that have less than 100 total pairs of sites across all images are discarded. To calculate the spin correlation
function versus distance, the displacements are split into bins of 0.3 sites, and averaged across. Because of the
non-integer centre of Ω, the largest distances may appear infrequently, so we discard bins for distances of larger
than 5 sites if there are less than 5 contributions in that bin. Errors on the spin correlator are calculated as in
previous work [25], and the errors on the spin correlation function are propagated using conventional techniques
assuming the spin correlation errors are distributed normally.
For the structure factor we first inscribe the circular section Ω into a minimal-size square (see Data Analysis).
In the associated occupation matrix atoms are denoted as 1, unoccupied sites denoted as -1, and sites introduced
from placing the circular section in a square array denoted as 0. We compute the magnitude squared of the
Fourier transform of this array and average across all experimental realizations,
〈|F(q)|2〉 =
〈∑
r,s
eiq·(r−s)(Sˆzr + (mˆ
z
0,r)
2 − 1)(Sˆzs + (mˆz0,s)2 − 1)
〉
= NSz(q) +
∣∣∣∣∑
r
eiq·r
〈
(mˆz0,r)
2 − 1〉 ∣∣∣∣2
=⇒ Sz(q) = 1
N
(
〈|F(k)|2〉 −
∣∣∣∣∑
r
eiq·r
〈
1− (mˆz0,r)2
〉 ∣∣∣∣2
)
,
(1)
where N is the number of sites, Sz(q) is the spin structure factor, Sˆzr is the spin operator at site r, (mˆ
z
0,r)
2 is
the local moment operator, and due to spin balance 〈Sˆzr((mˆz0,s)2 − 1)〉 = 0. Errors are calculated by assuming
the distribution of Sz(q) is normal. Though there are finite bounds on the possible values of the spin structure
factor, the histograms in Fig. 3 demonstrate that the assumption of normality is reasonable.
In the thermodynamic limit, the RMS staggered magnetization is
mz =
√
1
N
S(q = (pi/a, pi/a)). (2)
For finite systems this expression is non-zero even in the paramagnetic limit. We remove the finite offset and
normalize such that the minimum value is 0 in the absence of spin correlations and the maximum value is unity:
mzc =
√
|Sz(qAFM)− Sz(0)|
√
N/(N2 −N). (3)
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Errors are propagated from the computed spin structure factor using standard techniques. We verify that the
value resulting from the Fourier-based computation agrees with the value obtained by summing individual site-
resolved spin correlations, which explicitly accounts for doublons and holes in the sample, see Extended Data
Fig. 3 (due to spin balance Sˆzr = 0).
System calibrations.
The system is calibrated via parametric lattice modulation spectroscopy, where the lattice is modulated at
varied frequencies. When the modulation frequency matches an inter-band transition, significant loss of atoms
is seen. The inter-band transition frequencies are fitted to a Mathieu equation model, and a conversion between
lattice laser power and lattice depth is extracted, which sets the tunnelling parameter t. The interaction strength
U is estimated from the scattering length at the applied magnetic field and the lattice depths along the x, y and
z directions.
Theoretical methods.
In the region Ω, our system is well-described by the single-band, homogeneous, two-component Hubbard model
on a square lattice [29]:
Hˆ = −t
∑
σ,〈i,j〉∈Ω
(cˆ†i,σ cˆj,σ + h.c.) + U
∑
i∈Ω
nˆi,↓nˆi,↑, (4)
where 〈i, j〉 are nearest-neighbours and cˆi,σ and nˆi,σ = cˆ†i,σ cˆi,σ are the annihilation and number operator of spin
σ ∈ {↑, ↓} on site i, respectively. The on-site spin operators are defined Sˆαi = 12 cˆ†i,βσαβγ cˆi,γ where σα are the Pauli
spin matrices.
Close to half-filling and at temperatures significantly below the interaction energy, the Hubbard model exhibits
a linear relation between a change of the singles occupation δsingles and doping of the total density δ. Using
numerical data obtained from the dynamical cluster approximation [55] method at U/t = 7.2 and T/t = 0.25,
we obtain a fitted slope of δ = 1.22(1)× δsingles. The relation we obtain is consistent with results obtained from
a resummed numerical linked-cluster expansion [54] (NLCE) method for dopings less than 6%, above which the
resummed NLCE data becomes unstable. We use this result to calculate the hole doping given the singles doping
in Fig. 4.
The quantum non-linear σ model mentioned in the main text was originally introduced to describe the low-
temperature Heisenberg model [41, 42]. Finite size effects are expected to increase the spin stiffness ρs [43].
For the theory prediction in Fig. 2d we perform determinant quantum Monte Carlo on the 10 × 10 periodic-
boundary 2D Hubbard Model at U/t = 7.2 using the QUEST package [56–58]. At low temperatures, the system
does not isotropically sample different orientations of the staggered magnetization within the 104 measurement
sweeps, so the reported magnetization is averaged over 14 independent runs and averaged over all three axes.
Theoretical methods: Histograms.
Full counting statistics (FCS) represent a powerful tool to characterize quantum states and phenomena in a
variety of systems [59–62]. For example, it has been used to observe the quantization of electrical charge in
shot noise measurements [63], the observation of fractional charges in fractional quantum Hall systems [64–66],
and was used to characterize prethermalization in an ultracold atomic setup [47, 67, 68]. Here we determine
the FCS of the staggered magnetization operator mˆz = 1N
∑
i(−1)i 1SSzi from an ab initio quantum Monte Carlo
simulation of the antiferromagnetic Heisenberg model
Hˆ = J
∑
〈i,j〉
Sˆi · Sˆj . (5)
To this end we implement a stochastic series expansion quantum Monte Carlo calculation with operator loop
updates [69]. We simulate a 16× 16 system with periodic boundary conditions, and calculate the FCS of mˆz in
a smaller 9× 9 region, which is of similar size as the measurement region used in the experiment. In our model
11
the spins outside of the measurement area serve as an effective thermal bath, mimicking the experimental setup.
The presence of the bath introduces additional fluctuations compared to a system of equal size but with periodic
boundary conditions, leading to a further suppression of large values of the staggered magnetization at the lowest
temperatures in Fig 3.
As shown in Figure 3, the distribution of measured values of mˆz shows qualitatively different characteristics
at high and low temperatures, imposed by the infinite and zero temperature limits. At infinite temperature,
the spins take on uncorrelated random values. In a system of N measured sites, the FCS has thus the same
distribution as N independent coin flips, which approaches a binomial distribution of width 1/
√
N for large
system sizes.
Alternative basis measurements.
All measurements in this paper were carried out in the Sˆz basis. SU(2) symmetry predicts that correlations
would exist along every possible measurement axis. To verify this, we added a pi/2 pulse prior to the selective
spin removal pulse and measured correlations as before. Extended Data Fig. 4 shows that the correlations at all
length scales are insensitive to the applied RF field, regardless of whether no pulse, a pi/2 pulse, or a pi pulse
is performed. This outcome is consistent with but not sufficient for a claim that the underlying state is SU(2)
symmetric.
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FIG. 1. Amplitude of light fields applied to atoms a, The computed light field generated by the DMD, applied to
the atoms for half-filled samples. A gradient compensates residual gradients in the lattice. The rim of the donut provides
sharp walls for the inner subsystem. A small peak in the center flattens the potential when combined with the optical
lattice. The cartoon shows a schematic view of a radial cut of the potential, including the contribution of the lattice. b,
The amplitude of the light field with an offset in the center of the trap, used to dope the system with a finite population
of holes.
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FIG. 2. Average density profile in the system. a, The average singles density map for a sample at half-filling
shows a central region of uniform density, surrounded by a donut-shaped ring of low density. The dotted white circle
indicates our system size, excluding edge effects. b, The azimuthal average of the singles density shown in a, for the
system as well as the inner edge of the donut where the density drops off to the reservoir density. The vertical dotted
lines denote the boundary of the system. c, Azimuthal average of singles densities for three values of the hole doping used
in the experiment, indicating uniformity of atom number across our system to within 4%. The horizontal lines are at the
system-wide average densities.
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FIG. 3. Comparison of staggered magnetizations obtained directly through single-spin images and from
spin correlations. We calculate the staggered magnetization from images with one spin state removed (main text). The
staggered magnetization can also be calculated from the spin correlator (methods), where the two are exactly equal in
the limit of no noise and exactly one particle per site. Plotting these two quantities against each other, we find very good
agreement with the line y = x (dotted line), indicating that any error due to deviation from one particle per site is small.
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FIG. 4. Alternative basis measurement. We optionally apply a pi/2 or pi RF pulse prior to the spin removal pulse and
correlation measurement. The sign-corrected spin correlation functions show an insensitivity to the presence and duration
of this RF pulse, consistent with an SU(2) symmetry of the state.
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