We give a method of estimation for rational approximation to algebraic numbers of degree 4 of the form -1+(s+-t)ÂN+-1+(s&-t)ÂN with s, t # Z and large N # N. Our method is based on Pade approximation. As an application, we consider the Thue inequalities |x 4 &a 2 x 2 y 2 &by 4 | k(a, b), where a, b # N and k(a, b) is a function with positive values, and we give upper bounds for the solutions when a is larger than a certain constant depending on b.
INTRODUCTION
In the past ten years, various families of Thue equations or inequalities have been solved (see, for example, references in [HPT, W] ). There are mainly two methods for solving them: one is based on linear forms in logarithms of algebraic numbers, and the other is based on Pade approximations. The first method is more general and has been used in many cases. Besides Thue equations, a family of Thue inequalities were solved in [MPL] by this method. The second method does not have a wide application. However, if it is applicable, it gives in general better estimates, and one can solve Thue inequalities at the same time. In [S, CV, LPV, W] , families of Thue equations or inequalities were solved by using Pade approximations.
We considered in [W] the Thue inequalities |x 4 &a 2 x 2 y 2 + y 4 | k(a) and gave upper bounds for the solutions when a 8. The method was based on Rickert's integrals which give Pade approximations to pairs of binomial functions [R] . As Pade approximations for solving Thue equations or inequalities, before [W] , Pade approximations to one binomial function only have been used; the method is called the hypergeometric method.
In the present paper, we consider the quartic Thue inequalities |x 4 &a 2 x 2 y 2 &by 4 | k(a, b) (1.1) in x, y # Z where a and b are positive integers and k(a, b) is a given function with positive values. In order to solve this, we give a new method of estimation for rational approximation to the positive algebraic numbers of degree 4 of the form % 1 =-1+(s+-t)ÂN+-1+(s&-t)ÂN with s, t # Z, t{0, s 2 {t and large N # N. This method is based on a modification of Rickert's integrals. By means of the modified integrals, we obtain certain (inhomogeneous) linear forms in % 1 and % 2 1 with rational coefficients. And from these linear forms we can obtain a result on rational approximation to % 1 in the same way as [W] . In order to determine concretely the constants involved, we restrict ourselves to the following simpler case which corresponds to inequalities (1.1).
Let a and b be positive integers with a 4 >4b, and put
%=
-a 2 +2-&b+-a 2 &2-&b 2 .
(1.2)
By writing the solutions of the equation f (x)=x 4 &a 2 x 2 &b=0, we see that % is its positive solution, &% is its negative solution, and the other two solutions are complex. For this % we shall prove Further *(a, b) is a decreasing function of a and tends to 3 when a tends to .
Remark 1.1. The above assumption on the size of a is imposed in order to obtain the inequality *(a, b)<4 which is the essential requirement for application. For example, we obtain *(a, b)<4 for b=1 and a 8, and for b=2 and a 12.
Using this, we shall easily obtain upper bounds for the solutions of Thue inequalities (1.1).
Theorem 2. Suppose a, b # N and a>(16Â where *(a, b) is given by (1.4).
Definition 1. We call a solution (x, y) # Z 2 of a Thue inequality primitive if gcd(x, y)=1. (We call (0,0) also primitive.)
As an example we consider the case where k(a, b)=a 2 +b&1, and find all primitive solutions for large a.
Theorem 3. Suppose a 5.3_10 10 b 6.22 . Then the only primitive solutions of the Thue inequality
are (x, y)=(0, 0), (\1, 0), (0, \1), (\a, \1), (\1, \1) with mixed signs.
Let us call these solutions the trivial solutions of (1.6). Further, for b=1 and b=2 we have the following.
Theorem 4. Let b=1 or b=2, and let a 1. Then the only primitive solutions of Thue inequality (1.6) are the trivial solutions.
The method for obtaining these results is the same as [W] except for the above mentioned modification of Rickert's integrals. As for Theorems 3 and 4, an elementary estimate from below for the solutions and the estimate from above given by Theorem 2 contradict each other for large a (for a 447000 when b=1, and for a 3.24_10 7 when b=2), and this implies that (1.6) has no non-trivial primitive solution in this case. In the case b=1 and 8 a<447000 or in the case b=2 and 12 a<3.24_10
7 , we calculated with computer the continued fractions of %, and searched solutions up to the upper bound given by Theorem 2 (for example, for b=1, a=8 up to 10 79 , for b=2, a=12 up to 10 2410 , for b=2, a=3.24_10 7 &1 up to 10 30 ), and found no non-trivial primitive solution. The remaining Thue inequalities in Theorem 4 were solved using the software KANT for computations in algebraic number fields [Dal] .
Remark 1.2. In the case where the coefficient of y 4 in (1.1) is positive, all the solutions of the corresponding algebraic equation x 4 &a 2 x 2 +b=0 are real, and our method of estimation for rational approximation can be applied also to the solution of the form
However, our method does not work for the real solution of the form 2 =aY 2 \X. Put ==(a+-d)Â2 and = n =(x n + y n -d)Â2 for n 0. Then [ y n ] satisfy the recurrence relation y n =ay n&1 Ãy n&2 , y 0 =0, y 1 =1 according to d=a 2 Ã4, and (X, Y 2 )=(x n , y n ) for some n 1 by the theory of Pell equations. Recently, using a different method, Nakamula and Petho [NP, Theorems 1 and 2] determined, all pairs (a, n) such that y n is a square number, and their results imply easily that the only non-negative solutions of the former equation are (i) (x, y)=(1, 0), (0, 1), (-a, 1) (and (1, -a) for the plus sign case) if a is a square number, (ii) (1, 0), (0, 1) (and (1, 1) for the plus sign case) if a=3, and (iii) (1, 0), (0, 1) otherwise. Remark 1.5. We also completed on this occasion the remaining cases in Theorem 2 of our former paper [W] by using KANT, so it is valid for a 2, namely, for a 2 the only primitive solutions of the Thue inequality |x 4 &a 2 x 2 y 2 + y 4 | a 2 &2 are (x, y)=(0, 0), (\1, 0), (0, \1), (\a, \1), (\1, \a), (\1, \1) with mixed signs.
In the first version of our paper, it remained in Theorem 4 the case b=1 and 1 a 7 and the case b=2 and 1 a 11. The referee suggested to us to use KANT to complete these cases. The author expresses his gratitude to the referee Prof. Yann Begeaud for this suggestion as well as for the other valuable suggestions.
PADE APPROXIMATION, RATIONAL APPROXIMATION TO % 1
Here we give a method of estimation for rational approximation to the positive algebraic numbers of the form
with s, t # Z, t{0, s 2 {t and large N # N by using Pade approximation. We allow t to be a square number. (The following method is also applicable if N is a rational number with a small denominator.) In general, % 1 is of degree 4. Eventually it happens that % 1 is of degree <4, and we allow this case also.
Remark 2.1. We note without proof that % 1 is exactly of degree 4 if and only if none of N(N+(s+-t)), N(N+(s&-t)) and (N+s) 2 &t is a square number or 0.
First let us recall Rickert's method [R] of estimation for simultaneous rational approximation to the pair of algebraic numbers -1+a 1 ÂN and -1+a 2 ÂN based on Pade approximation to the pair of the binomial functions -1+a 1 x and -1+a 2 x. He considered the following contour integrals. Let a 1 and a 2 be two distinct nonzero complex numbers. Put a 0 =0 and A(z)=(z&a 0 )(z&a 1 )(z&a 2 ), and take any simple closed counter-clockwise curve # enclosing a 0 , a 1 and a 2 . Also for each j=0, 1, 2, take any simple closed counter-clockwise curve # j enclosing only a j among a 0 , a 1 , a 2 . Rickert introduced the contour integrals ($ does not mean the derivative)
where n, i, j are integers with n 1, 0 i 2, 0 j 2. Then by residue calculus, he showed [R, Lemma 3.3] that there are polynomials p$ ijn (x) of degree at most n such that
hence also
Moreover I$ in (x) has a zero of order at least 3n at x=0 [R, Lemma 3 .1], so these p$ ijn (x) give Pade approximations to the pair of the functions -1+a 1 x and -1+a 2 x. Further, when a 1 and a 2 are rational numbers, these Pade approximations give (inhomogeneous) linear forms with rational coefficients in the two numbers -1+a 1 ÂN and -1+a 2 ÂN by putting x=1ÂN. From this, Rickert obtained results on simultaneous rational approximation to these two numbers. This is Rickert's method. Now, in order to obtain estimates for rational approximation to the number % 1 we consider the following integrals of a slightly modified form, because p$ ijn (x) obtained by the above integrals have not rational coefficients in the case a 1 =s+-t and a 2 =s&-t. Using the same notation as above, for integers n 1, 0 i 2, 0 j 2, we put
and
These are well-defined for |x|<(max[ |a 1 |, |a 2 | ]) &1 if we take #, # j so that they do not enclose the point &1Âx.
Since
z&a 2 + , the integrals I ijn (x) are nothing but linear combinations of I$ ijn (x), namely
Hence I in (x) are also linear combinations of I$ in (x) with the same nonsingular transformation matrix. Therefore, properties of I ijn (x) and I in (x) are immediately derived from those of I$ ijn (x) and I$ in (x).
Hence, by [R, Lemmas 3.3, 3 .1] mentioned above, we obtain Lemma 1. There are polynomials p ijn (x), 0 i 2, 0 j 2, n 1, of degree at most n such that
Lemma 2. For 0 i 2 and n 1, the function I in (x) has a zero of order at least 3n at x=0.
By [R, Lemma 3 .4] we also have Lemma 3. For x{0, the determinant of the matrix ( p ijn (x)) 0 i, j 2 is not zero.
The fundamental property obtained with this modification is the following.
Lemma 4. Let s and t be integers with t{0 and s 2 {t, and put a 1 =s+-t and a 2 =s&-t, and let p ijn (x) be the polynomials in Lemma 1. Then, for 0 i 2 and n 1, p i 0n (x) has rational coefficients, and further there are polynomials q in (x) and r in (x) of degree at most n with rational coefficients such that
Hence we also have
(2.5)
Remark 2.2. In Lemma 4 also, we allow t to be a square number.
Proof. By residue calculus, we obtain
Hence the coefficient of x h0 is a symmetric rational function of a 1 and a 2 with rational coefficients. Therefore p i 0n (x) has rational coefficients by a 1 +a 2 =2s # Z, a 1 a 2 =s 2 &t # Z.
Similarly we obtain
Note that if we exchange a 1 and a 2 in the expression for p i 1n (x), then we obtain the expression for p i 2n (x). Put
Then the coefficients of q in (x) and r in (x) are symmetric functions of a 1 and a 2 . Hence, the polynomials q in (x) and r in (x) have rational coefficients, and the lemma is implied by this and (2.9). Now, in order to obtain linear forms in % 1 and % 2 1 , we put x=1ÂN in (2.5) assuming that 1Âx=N>max[ |a 1 |, |a 2 | ]. Then
Note that
Multiplying it by % 1 we obtain
Hence, putting
we obtain (inhomogeneous) linear forms in % 1 and % 2 1
which have rational coefficients by Lemma 4. This is our method of construction of linear forms with rational coefficients in % 1 and % 2 1 . Moreover, by virtue of the above integrals, we can obtain properties of p ijn and l in , and these linear forms will give us a result on rational approximation to % 1 by the following known lemma. In general, for large N it is possible to obtain good estimates, and so it is possible to obtain a useful result on rational approximation to % 1 if N is large.
The proof of Lemma 5 was given in [C, Lemma 3 .2] without determining the constant c. In [W, Proposition 1], a proof in a specified situation was given. Hence for the sake of later use, we give here a proof in a general form, determining the constant c also.
Lemma 5. Let ! be a non-zero real number. Suppose there are positive numbers \ 1 , \ 2 , P, l, L, d, D with DÂL<1, and further there are, for each integer n 1, three linear forms
in ! and ! 2 with rational coefficients p ijn satisfying the following conditions:
Then for any integers p and q with q>0, we have
where *=2+ 2 log(DP) log(LÂD) (2.14)
Proof. First we note that the assumptions imply that \ j dDP 1, DP 1, and c defined by (2.15) >4.
In fact, for each n 1 and j=1, 2, there exists by (i) an index i such that p ijn {0, and for this i, by (iv) and (ii) we have 1
n . Putting n=1, we obtain \ j dDP 1. Moreover, n can be arbitrarily large, hence DP 1. From these inequalities and (2.15) we also obtain c>4. Now put
Since c>4, we may suppose |$| <1Â4. By (2.16), (2.13) is written as
Hence, multiplying it by q 2 and the common denominator D n of p ijn , we obtain
Now let n be the positive integer such that
Such n exists since DÂL<1. For this n, we choose and fix i among 0, 1, 2 such that the left-hand side of (2.17) does not vanish. This is possible by (i). Then the left-hand side of (2.17) is a non-zero integer by (iv), and its absolute value is at least 1. Moreover, by (iii), (iv), and (2.18) we have
so, by (2.17) we have
On the other hand, since |$| <1Â4, by (2.16) we have | p| <(|!| +1Â4) q.
Hence by (ii) we obtain
Hence by (2.19) and D n dD n , we have
Now, by the right-hand side of (2.18) and by DÂL<1, we have
hence by DP 1 we have
Consequently, by (2.20) we obtain
with the values * and c of (2.14) and (2.15), which proves the lemma.
In order to apply Lemma 5 to % 1 with linear forms (2.12), it is necessary to calculate explicitly the quantities \ 1 , \ 2 , P, l, L, d, D satisfying (ii) (iv). However, we will not do this for general s and t to avoid complication. Here we just sketch how to calculate these quantities. Instead, for the case s=0 and t=&b which corresponds to (1.1), we will calculate explicitly these quantities giving a full proof in the next section.
Sketch of the Calculation of the Constants for % 1 . The method is almost the same as [R] .
(i) It is implied directly from Lemma 3, (2.9) and (2.11).
(ii) Let z 1 and z 2 be the solutions of dA(z)Âdz=0, and put {=min[ |A(z 1 )|, |A(z 2 )|]. Then the set defined by |A(z)| ={ consists of three curves # j ( j=0, 1, 2) around a j . Estimate from above the integrals I ijn (1ÂN) for these # j . For this, it is also necessary to estimate from above the length of # j , which is the unique difficult part if one wants to get an estimate valuable for all s and t.
(iii) Similarly to [R, Lemma 4.2] , construct a majorant of the function I in (x) and estimate it from above. Actually the following will give a majorant (i.e., the absolute value of each coefficient of the Taylor expansion of the function on the left-hand side is bounded by the corresponding coefficient on the right-hand side):
(iv) Use (2.6), (2.7), (2.8), (2.9), and (2.11).
RATIONAL APPROXIMATION TO %
For % given by (1.2) we prove Theorem 1 here by using Lemma 5 and linear forms (2.12) with minor modification.
To begin with, let us note that
which can be proved by taking the square. This % corresponds to the case s=0 and t=&b in Section 2. Thereby, in this section we put s=0, t=&b, a 0 =0, a 1 =-&b, a 2 =&-&b, N=a 2 Â2,
with a, b # N, and we use the notations in Section 2 up to (2.10) always under this assumption. Further, in this section we assume
which corresponds to the assumption that N>max[ |a 1 |, |a 2 | ].
Now by (2.10) we have
We multiply it by a 2 Â2 and put newly (differently from (2.11))
Then we obtain
with p ijn # Q. By (2.9) we have
where p ijn (x) are the polynomials in Lemma 1 with s=0 and t=&b.
Note that these p ijn satisfy condition (i) of Lemma 5 by Lemma 3. So, in the following, we will determine positive numbers \ 1 , \ 2 , P, l, L, d, D satisfying conditions (ii) (iv) of Lemma 5 by the method explained at the end of the preceding section.
Lemma 6. The coefficients p ijn of (3.4) given by (3.5) satisfy (ii) of Lemma 5 for
Proof. By definition, A(z)=z(z 2 +b). Let z 1 and z 2 be the solutions of dA(z)Âdz=0 i.e. z 1 =-bÂ3 i, z 2 =&-bÂ3 i. Then we have
Now the set |A(z)| ={ consists of three curves # j ( j=0, 1, 2), and # j (numbered properly) encloses a j . In fact, by the map defined by z=i -b z$, this set is transformed to the set |z$(z$ 2 &1)| =2 -3Â9. The latter set is the one treated in [R] , and it consists of three closed curves #$ j ( j=0, 1, 2), and #$ 0 (respectively #$ 1 and #$ 2 ) encloses the point z$=0 (respectively 1 and &1). This shows the above fact. Similarly we can obtain further properties of # j by those of #$ j proved in [R] . For example, # 0 has length |# 0 | <2.775 -b, since |#$ 0 | <2.775, and similarly |# j | <1.496 -b for j=1, 2. Also max z # #0 |z| =-bÂ3, since max z # #$ 0 |z| =1Â-3, and similarly max z # #j |z| = 2 -bÂ3 for j=1, 2. Now by (2.2) and (2.3) for j=0, we have
hence by the inequality max[1, -bÂ3] -b we obtain
Then by (3.5) we obtain | p i 1n | <\ 1 P n . Similarly, by (2.2) and (2.3), we have for j=1, 2
hence we obtain
Then by (3.5) we obtain | p i 2n | <\ 2 P n , which proves the lemma.
Lemma 7. The right-hand side l in of (3.4) given by (3.3) satisfy (iii) of Lemma 5 for l= 27a 2 (2a 4 +b) 128(a 4 &4b) and L= 27 32 a 2 (a 4 &4b).
Proof. The proof is similar to [R] . We put
where # is any simple closed curve enclosing a 0 , a 1 and a 2 . By (2.1) and the Taylor expansion of (1+xz) n+1Â2 , we have for sufficiently small x I in (x)= :
Since J h =0 for h<3n+2 and the numbers
decrease as h 3n increases, we obtain
Further we put
Choosing # to be a circle centered at the origin with radius slightly larger than -b, and changing the variable of integration by z=1Âw, we obtain by the residue theorem
Clearly we have
, that is, the right-hand side is a majorant of the left-hand side. Hence for 0<x<1Â-b we obtain
. Now we put x=2Âa 2 with a 4 >4b. Then by the estimate b 3n (27Â64)(4Â27) n given in [R] , and by (3.1) and (3.3), we obtain the lemma.
Lemma 8. The coefficients p ijn of (3.4) satisfy (iv) of Lemma 5 for d=b and
Proof. First let us consider the factors other than 2 of the denominator of p ijn . By (2.6), (2.7), and (2.8), we see easily that -&b
Moreover, since the coefficients of the polynomials p i 0n (x), p i 1n (x)+ p i 2n (x), and (a 1 &a 2 )( p i 1n (x)& p i 2n (x)) are symmetric functions of a 1 =-&b and a 2 =&-&b, and since a 1 +a 2 =0 and a 1 a 2 =b, we see that the factor -&b appears with even exponent in the denominator of each coefficient of the last three polynomials. Therefore, these polynomials multiplied by b p ijn (i, j=0, 1, 2) has no other factor than 2.
Next let us consider the 2-factors in the denominators. We note that, denoting h$=max[h&1, 0] for h 0, we have (cf. [R, p. 469 
We put x=2Âa 2 in (2.6), (2.7), and (2.8). Then we see that multiplication by 2 to the power h$ 0 n eliminates the 2-factors (other than the 2-factors which may come from a or -&b) of the denominator of the term of p i 0n (2Âa 2 ) corresponding to the index (h 0 , h 1 , h 2 ). Similarly, by taking account of symmetry of (2.7) and (2.8), and by noting that
we see that multiplication by 2 to the power h$ 1 +h 2 +n 2n eliminates the 2-factors of the denominator of the term of p i 1n (2Âa 2 )\p i 2n (2Âa 2 ) corresponding to the index (h 0 , h 1 , h 2 ). Hence, by (3.5), multiplication by 2 to the power 2n eliminates the 2-factors of the denominator of p ijn (i, j=0, 1, 2). Therefore, together with the above consideration, we see that which we will use occasionally instead of (3.6). We note that assumption (3.2) is satisfied by (3.7). Now, Lemma 5, (3.4), and Lemmas 6, 7, 8 imply that, for any integers p and q with q>0, we have
where the constants D, P, L, etc., are those given in Lemmas 6, 7, 8. We see easily that the assumption DÂL<1 in Lemma 5 is satisfied by (3.7). By substituting the values of D, P, L, we directly obtain the expression of *(a, b) of (1.4).
By (1.4), the inequality *(a, b)<4 is equivalent to the inequality
which is equivalent to the inequality
, and we can verify the last inequality by estimating the a's in the parentheses by (3.7) and estimating the last a 2 by (3.6). By this verification we obtain the inequality *(a, b)<4.
By differentiating with respect to a the expression for *(a, b) of (1.4) and noting *(a, b)>3, we see that it is a decreasing function of a. It is easy to see that *(a, b) tends to 3 when a tends to .
In the following we estimate c(a, b). First we estimate
A=(2dl )
(log(DP))Â(log(LÂD))
.
Treating the factor b in dl separately by using the inequality (log(DP))Â (log(LÂD))<1 just proved, we have
Now let us show that the inequality
holds with c 0 =6.222.
We have log(DP)=2 log a+log(6 -3(1+4 -bÂ-3 a 2 )), log(2dlÂb)=2 log a+log 27(1+bÂ2a 4 ) 32(1&4bÂa 4 ) , log(LÂD)=4 log a& 3 2 log b&log 128 27(1&4bÂa 4 ) .
Note that, when b is fixed and a is large, the main term of h(a, b) is h(a, b)t (2 log a)(2 log a) 4 log a =log a.
By (3.7) we have
Hence we have 0<log(DP)<2 log a+c 1 , 0<log(2dlÂb)<2 log a+c 2 , log(LÂD)>4 log a& 3 2 log b&c 3 >0 with c 1 =log(6 -3 (1+3Â64)), c 2 =log 27(1+27Â(2_16 4 )) 3 ) ) ,
32(1&27Â(4_16
Therefore, by these inequalities and by division we have
4 log a&(3Â2) log b&c 3 .
By (3.7) we have 4 log a& 3 2 log b&c 3 >3 log b+16 log 2&3 log 3& 3 2 log b&c 3 = 3 2 log b+c 4 with c 4 =16 log 2&3 log 3&c 3 >0.
We verify that the numerator of g(a, b) is positive, and we replace the denominator of g(a, b) by (3Â2) log b+c 4 . Then we have, by division, g(a, b)< 3 8 log b+ 1 4 (2c 1 +2c 2 +2c 3 &c 4 ) + c 1 c 2 +c 3 (2c 1 +2c 2 +c 3 )Â4&c 4 (2c 1 +2c 2 +2c 3 &c 4 )Â4 (3Â2) log b+c 4 .
Since we can verify that the numerator of the last term is negative, we obtain g(a, b)< 3 8 log b+ 1 4 (2c 1 +2c 2 +2c 3 &c 4 ). Now we put this inequality into (3.11) and put the values of c 1 , ..., c 4 . Then we obtain h(a, b)<log a+ 3 4 log b+ 1 4 (4c 1 +4c 2 +3c 3 &c 4 ) <log a+ 3 4 log b+1.82804<log(6.222ab 3Â4 ), and (3.9) holds as desired. Consequently,
We are now ready to estimate c(a, b) given by (3.8). By (3.1), (3.10), and Lemmas 6, 8 we have
Since a 8 by (3.6), we have, by these estimates,
Therefore, by (3.8) and (3.12) we have
which proves (1.3) and completes the proof of Theorem 1.
Remark 3.1. As mentioned in Remark 1.3, Bennett [B] sharpened Rickert's results. In fact, he showed that the numerators of the coefficients of the polynomials p ijn (x) (0 i, j 2) given by (2.6), (2.7), and (2.8) possess large common factors, namely, the greatest common divisor of these numerators is greater than 1 c$ \
2+
n with a computable constant c$ (see [B, Lemmas 3.2 and 3.3] ). The coefficients of our polynomials are slightly different from those in [B] . However, we can show that the common factors given in [B, Lemma 3.2] divide also the numerators of the coefficients of our polynomials. Hence if we used, in the definition of p ijn given by (3.5), the polynomials p ijn (x) divided by the greatest common divisor of the numerators of the coefficients, instead of the original polynomials p ijn (x), then the values of P and L in Lemmas 6 and 7 would be replaced with (2Â3) P and (3Â2) L. Hence, by Lemma 5 we would obtain better values for *(a, b) than in Theorem 1, namely, we would obtain
Moreover, *(a, b)<4 for a 5 if b=1, and for a 9 if b=2. This is a big improvement. However, the constant c$ also influences the value in (1.3). (In our case we can take c$=606.) From this, the number 644 in the denominator of (1.3) becomes much (10 5 times) larger, and it will imply a worse result in Theorem 3.
Therefore, if we use our calculus following Rickert for large a, and the improvement of Bennett for small a, then we can improve the results of this paper. However, for simplicity, we used KANT for small a (see Section 5), and did not use the improvement of Bennett.
PROOF OF THEOREM 2
For the proof of Theorem 2, we first give some elementary estimates. Let In this section too we assume (3.2) in order to make calculation about the polynomial f (x) simpler. Using the assumption, we can verify that the sum of the last two terms in the parentheses is negative. Hence the above is
Now, (4.2), (4,3), and the fact that f (x)=0 has only one positive solution imply (4.1)
We divide positive solutions (x, y) of (1.1) into the following two types according to the intervals to which xÂy belongs.
Definition 2. We call a solution (x, y) of (1.1) of type I if x, y>0, and xÂy a+bÂ2a 3 &5b 2 Â4a 7 or a+bÂ2a Âa 4 , and we obtain the desired inequality.
We see that solutions of type II are relatively large.
Lemma 11. Suppose a 4 >4b, and let (x, y) be a solution of (1. 4 y+by. Since the distance between the last two numbers is at least 1, we obtain 5b 2 yÂ2a 4 >1, namely (4.5).
Lemma 12. Suppose a 4 >4b, and let (x, y) be a solution of (1.1) of type II. Then
Proof. Note that &% is one of the solutions of f (x)=0, and the other solutions are purely imaginary. Note that %>a. Note also that the inequality a 4 >4b implies that the left-hand side of (4.4) is greater than a,hence xÂy>a. We estimate from below the distances between xÂy and the solutions of f (x)=0, and use (1.1). Then we obtain (4.6).
Proof of Theorem 2. The assumption of Theorem 2 is same as that of Theorem 1, namely (3.6). Recall that (3.6) implies the inequality a 4 >4b. Let (x, y) be a positive solution of (1.1). First suppose that (x, y) is a solution of type I. Then, by Lemma 10, we have the stronger inequality y<ak(a, b) 1Â4 Â-b than (1.5). Next suppose that (x, y) is a solution of type II. Then, by Theorem 1 and Lemma 12, we have
which implies (1.5), and the proof of Theorem 2 is complete.
PROOF OF THEOREMS 3 AND 4
Here we consider the special case of (1.1) where k(a, b)=a 2 +b&1, and want to solve Thue inequality (1.6).
and F(\1, \1)=1&a 2 &b with mixed signs. Hence these are solutions of (1.6). Recall that we called these solutions the trivial solutions. Thereby, in the following we will search primitive solutions of (1.6) other than these. By symmetry, it is enough to consider only positive solutions. The proof of Theorems 3 and 4 will be given by dividing largely into two cases according to the types of solutions. For solutions of type I, it is enough to use elementary estimates. For solutions of type II, we use Theorem 2. First, let us consider solutions of type I.
Lemma 13. Suppose a 2 >b. Then there is no primitive solution of type I of (1.6) other than the trivial solutions.
Proof. Suppose there were a non-trivial primitive solution (x, y) of type I. We will show that this implies a contradiction. Note that xÂy{1, a. We divide the proof. In the interval [0, aÂ-2], f is decreasing, so 0> f (1Ây) f (xÂy). Hence we have
Therefore, we have y=1, a contradiction.
(ii) Case where 1<xÂy. Note that the assumption a 2 >b implies a 2, and hence a 4 >4b too. Since (x, y) is of type I, we have by Lemma 10 y< ak(a, b)
(ii)(a) Case where y a. In this case we have
Proof. Suppose there were a solution (x, y) of type II. We note that (3.6) (i.e. the assumption of Theorems 1 and 2) is satisfied under each assumption of this lemma. Hence, by Theorem 2 we have
On the other hand, by Lemma 11 we have
Therefore, combining these, we have
However, if a tends to infinity, then *(a, b) tends to 3, hence the left-hand side of (5.3) tends to infinity. Therefore, if a is too large then (5.3) yields a contradiction. In the following, we will show that each assumption of the lemma yields in fact a contradiction.
Case Where b=1 or b=2. In the case b=1, (5.3) does not hold for a=447000, since we have *(447000, 1)=3.1235677, and the left-hand side is 322.67 and the right-hand side is 322. Similarly, in the case b=2, (5.3) does not hold for a=3.24_10
7 , since we have *(3.24_10 7 , 2)=3.1093148, and the left-hand side is 2166.73 and the right-hand side is 2166.15. Moreover, the left-hand side of (5.3) is an increasing function of a, since *(a, b) is a decreasing function with respect to a. Therefore (5.3) does not hold for b=1 and a 447000, nor for b=2 and a 3.24_10 7 , which is a contradiction. Hence the latter half of the lemma is proved.
General Case. Put c 5 =5.3_10
10 , and suppose a c 5 b
6.22
. Proof of Theorem 3. Since a 5.3_10 10 b 6.22 , the assumptions of Lemmas 13 and 14 are satisfied, and these lemmas show that there is no non-trivial primitive solution of (1.6). Hence the theorem holds.
Proof of Theorem 4. We first treat the case b=1 and a 8 and the case b=2 and a 12 since in these cases the assumption of Theorem 1 is satisfied and we have *(a, b)<4.
In these cases, the assumption of Lemma 13 is satisfied. Hence by this lemma there is no primitive solution of type I other than the trivial solutions. Further, by Lemma 14 there is no solution of type II if b=1 and a 447000 or if b=2 and a 3.24_10 7 . Now we prove that, in the case b=1 and 8 a<447000, and in the case b=2 and 12 a<3.24_10 7 , there is no solution of type II. Since the assumption of Theorem 2 is also satisfied, we see that solutions (x, y) of type II are bounded by (5.1). For example, the upper bounds for y are: in the case b=1, We use the well-known classical theorem which says that, for any real number ! and integers p and q with q>0, if the inequality |!& pÂq| < 1Â(2q 2 ) holds then pÂq is one of the principal convergents of !. By Lemma 12, the quotient xÂy of any solution (x, y) of type II of (1.6) in these cases is therefore one of the principal convergents of %. So, we computed the value of % for each a in the interval 8 a<447000 when b=1, and in the interval 12 a<3.24_10
7 when b=2, and computed its continued fractions, and verified that no principal convergents (except aÂ1) up to the upper bound given by (5.1) satisfy (1.6). (We used the software UBASIC; for b=2 and a=12 it was necessary to make a high-precision program.) Therefore, (1.6) has no solution of type II for these cases.
Finally, there remain the case b=1 and 1 a 7, and the case b=2 and 1 a 11. For these cases we used KANT (this system solves a Thue equation if we only input its coefficients), and verified that the only primitive solutions of (1.6) are the trivial solutions, which completes the proof of Theorem 4.
