Stochastic Modeling of Magnetic Properties by Using Random Fields by Jankoski, Radoslav
Stochastic Modeling of
Magnetic Properties by Using
Random Fields
Stochastische Modellierung von magnetischen Materialeigenschaften mit Zufallsfeldern
Zur Erlangung des akademischen Grades Doktor-Ingenieur (Dr.-Ing.)
genehmigte Dissertation von Radoslav Jankoski aus Gostivar
Tag der Einreichung: 26.06.2018, Tag der Prüfung: 28.11.2018
Darmstadt — D 17
1. Gutachten: Prof. Dr. Sebastian Schöps
2. Gutachten: Prof. Dr. Ulrich Römer
Fachbereich 18 - Electrical Engineering
and Information Technology
GSCE/TEMF
Stochastic Modeling of Magnetic Properties by Using Random Fields 
Stochastische Modellierung von magnetischen Materialeigenschaften mit Zufallsfeldern 
Genehmigte Dissertation von Radoslav Jankoski aus Gostivar 
1. Gutachten: Prof. Dr. Sebastian Schöps 
2. Gutachten: Prof. Dr. Ulrich Römer 
 
Tag der Einreichung: 26.06.2018 
Tag der Prüfung: 28.11.2018 
 
Darmstadt — D 17 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bitte zitieren Sie dieses Dokument als: 
URN: urn:nbn:de:tuda-tuprints-84137 
URL: http://tuprints.ulb.tu-darmstadt.de/8413 
 
Dieses Dokument wird bereitgestellt von tuprints, 
E-Publishing-Service der TU Darmstadt 
http://tuprints.ulb.tu-darmstadt.de 
tuprints@ulb.tu-darmstadt.de 
 
 
 
Die Veröffentlichung steht unter folgender Creative Commons Lizenz: 
Namensnennung – Weitergabe unter gleichen Bedingungen 4.0 Deutschland 
http://creativecommons.org/licenses/cc-by-sa/4.0/de/ 
Erklärung zur Dissertation
Hiermit versichere ich, die vorliegende Dissertation ohne Hilfe Dritter nur mit den
angegebenen Quellen und Hilfsmitteln angefertigt zu haben. Alle Stellen, die aus
Quellen entnommen wurden, sind als solche kenntlich gemacht. Diese Arbeit hat
in gleicher oder ähnlicher Form noch keiner Prüfungsbehörde vorgelegen.
Darmstadt, den February 1, 2019
(R. Jankoski)
Contents
1 Introduction 6
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Governing Equations 9
2.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Magnetoquasistatic approximation . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Magnetic vector potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Current density and governing partial differential equation . . . . . . . . . . 11
2.2 Reduction from 3D to 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Formulation of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Conductor modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Magnetic reluctivity tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.1 Linear magnetic reluctivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5.2 Nonlinear magnetic reluctivity . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Numerical Approximation of the Governing Equations 17
3.1 Weak formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Finite element approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Implicit Euler method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Newton-Raphson method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5 Numerical examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5.1 Single phase transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5.2 Inductance computation in the linear case . . . . . . . . . . . . . . . . . . . . 23
3.5.3 Inductance computation in the nonlinear case . . . . . . . . . . . . . . . . . . 23
3.5.4 Combined function magnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5.5 Field quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.6 Field quality computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Uncertainty Quantification 28
4.1 Modeling uncertainties by random fields . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1.1 Probability space and random variables . . . . . . . . . . . . . . . . . . . . . . 28
4.1.2 Univariate random field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1.3 Karhunen-Loève expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1.4 The Fredholm integral equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.5 The random variables in the Karhunen-Loève expansion . . . . . . . . . . . 32
4.2 Numerical example for univariate random field . . . . . . . . . . . . . . . . . . . . . . 33
4.2.1 Multivariate random field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Numerical example for trivariate random field . . . . . . . . . . . . . . . . . . . . . . 38
4.4 Spatial random field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.5 Numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2
4.6 Discussion of the eigenvalue problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.7 Uncertainty propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.7.1 Stochastic collocation method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5 Modeling Uncertainties in the Magnetic Behavior Law 44
5.1 General description of magnetic hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Origin of magnetism in materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2.1 Origin of magnetic hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2.2 Modeling of magnetic hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Uncertainties in the magnetic hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 Duhem hysteresis model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5 Identification of the Duhem model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.6 Stochastic Duhem model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.7 Numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6 Hierachical Matrices and Lanczos Algorithm 60
6.1 Lanczos algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.2 Hierachical matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2.1 Cluster tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2.2 Block cluster tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3 Low rank approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.5 Memory storage benefits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.6 Statistics of the inductance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.7 Discussion on the physical interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7 Simulation of Remanence Effects in the Combined Function Magnet 68
7.1 Nonlinear magnetic reluctivity with magnetic hysteresis . . . . . . . . . . . . . . . . 69
7.2 Simulation flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.3 Governing equation and its numerical approximation . . . . . . . . . . . . . . . . . . 70
7.4 Simulation via three static simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.5 Statistics of the field harmonics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
8 Summary and Outlook 74
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
A Stochastic Jiles-Atherton model 76
B Truncated Karhunen-Loève theorem and physical properties 79
C B-spline basis functions 81
3
Abstract
This thesis is related to modeling uncertainties in magnetic properties of ferromagnetic materials
which occur due to, e.g., manufacturing imperfections. The modeling procedure is based on the
random field approach. The Karhunen-Loève expansion is used to approximate random fields
with a minimal number of random variables in mean square sense. Two main cases are covered.
First, magnetic hysteresis is taken into account and uncertainties are modeled by introducing
the concept of multivariate random field. Second, spatial uncertainties of the magnetic behavior
law are also treated. Benchmark examples such as a single phase transformer and a combined
function magnet are used to illustrate how to propagate uncertainties from the input material
data to the relevant output data.
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Kurzfassung
Diese Dissertation behandelt Unsicherheiten in der Modellierung von magnetischen Eigen-
schaften ferromagnetischer Materialien, die beispielsweise durch den Fertigungsprozess
auftreten. Die Modellierung basiert auf dem Konzept der Zufallsfelder. Die Karhunen-Loève En-
twicklung ermöglicht die Approximation der Zufallsfelder mit einer minimalen Anzahl von zufäl-
ligen Variablen. Zwei Fälle werden behandelt. Zunächst wird magnetische Hysterese betrachtet,
und Unsicherheiten werden durch multivariate Zufallsfelder modelliert. Anschliessend werden
räumliche Unsicherheiten des magnetischen Materialgesetzes behandelt. Anhand von Anwen-
dungen, beispielsweise einem Einphasen-Transformator und einem Multifunktions-Magneten,
wird gezeigt, wie Unsicherheiten von den Material-Eingangsdaten in die relevanten Ausgangs-
daten propagiert werden können.
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1 Introduction
1.1 Motivation
The design of electrical devices can be significantly improved if a numerical simulation is car-
ried out in the early design phase. Often the time to manufacture the device can also be re-
duced. Developing computational models enables us to predict the behavior of those devices
under different circumstances and investigate multiple scenarios [1]. The modern computa-
tional paradigm consists of choosing an appropriate mathematical model, usually expressed
through partial differential equations (PDEs), that captures the physical phenomena and solve
a numerical approximation on a computer.
Mathematical model
(PDE)Input
Numerical
approximation Output
Figure 1: Abstraction of a deterministic simulation
In order to analyze certain aspects of a given system one has to identify the input parame-
ters, e.g., geometry and material properties, and the output parameters, e.g., power losses and
consumption, as it is depicted in Fig. 1. The main assumption of the approach shown in Fig. 1
is that the input parameters are well known. However, in engineering practice this is rarely
true. Usually the input data is subject to uncertainty. In a modeling context these uncertainties
appear in the boundary and initial conditions, source terms in the right hand side of the PDE
and material properties. One deterministic simulation, as the one illustrated in Fig. 1, is not
enough to make a statement about the real-world behavior of the system. The uncertainties
have to be considered as well. In particular it is important to quantify their impact on the out-
put parameters, commonly referred to as quantities of interest (QoIs), which are relevant in the
design phase.
One usually distinguishes between aleatoric and epistemic type of uncertainty. The first type
of uncertainty arises due to the intrinsic randomness of the input parameter. When there is
a mass production of a certain material, e.g., ferromagnetic materials, their properties vary in
each sample due to the manufacturing imperfection. The second type arises due to lack of data
and knowledge about the system. Unlike aleatoric the epistemic uncertainty can be reduced
by obtaining additional information about the system. Aleatoric uncertainty is characterized by
assigning a probability density function (PDF) to the uncertain input. The epistemic uncertainty
is modeled by intervals which represent degree of belief of the analyst with or without assigning
a corresponding PDF [2].
The simplest and oldest known method to propagate the uncertainties from input parameters
is the Monte Carlo (MC) method. This method consists of generating random realizations of the
input data and collecting it in order to compute the statistics of the output parameters. The MC
method suffers from a low convergence rate, i.e., a relatively large number of deterministic sim-
ulations are required such that the computed statistics of the QoI converges. In contrast to the
MC method spectral methods, for instance generalized polynomial chaos expansion, stochas-
tic collocation, stochastic Galerkin method are a suitable replacements to circumvent the low
convergence rate problem, see [3, 4]. On the other hand, these methods become quickly compu-
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tationally expensive as the number of random variables grows. This problem is known as “curse
of dimensionality”. To remedy this issue many techniques have been suggested in the literature
such as sparse grids [5, 6], tensor decomposition [7, 8, 9, 10]. However, the problem could be
remedied if the input parameters are modeled with a small number of random variables.
In this thesis the focus will be placed on uncertainties in material properties which are usu-
ally described via space- and state-dependent material functions in which uncertainties may be
introduced by random fields. The key benefit of this approach is that they can be approximated,
i.e., represented by the smallest number of random variables in mean square sense, by using the
orthogonal decomposition known as the Karhunen-Loève (KLE) expansion [11].
In discreet settings, a reduction of the number of random variables can be achieved by using
a principal component analysis [12]
This thesis deals with modeling uncertainties of magnetic properties in ferromagnetic materi-
als. These materials are building blocks of many electrical devices, for instance electric motors,
power transformers and accelerator magnets. Understanding their internal properties plays a
key role in the design. During the manufacturing process magnetic materials go through me-
chanical and laser cutting, punching and rolling. These procedures influence the magnetic law.
Experimental results that describe the impact of the manufacturing processes, quantitatively
and qualitatively, have been reported in the literature, see [13, 14, 15, 16, 17, 18].
Three papers represent the starting point for the work presented in this thesis. First in [19]
twenty eight samples of magnetic behavior law expressed via B − H curves coming from a
production chain were reported. These experimental results were only related to the initial
magnetization curves. Later, full hysteresis cycles from the same production chain were also
reported in [20]. In both papers stochastic models are proposed based on four in [19] and six
in [20] random variables, respectively. These random variables represent physical quantities
related to the magnetization process.
The third paper [21] is the pioneering work that relates the concept of random fields and
the KLE with the magnetic properties. Namely, it was recognized that the perturbed B − H
curves presented in [19] can be modeled as a univariate random field. A strong correlation was
observed in the perturbed B − H curves that has enabled a truncation of the KLE after a few
terms.
There are two research goals in this thesis:
• First, we want to take into account uncertainty in magnetic hysteresis by using the ran-
dom field approach in order to exploit the key benefit of reducing the number of random
variables.
• Second, we want to handle spatial uncertainties of the magnetic behavior law by using the
same approach.
The work presented has two main contributions:
• First, a new stochastic model is developed that takes into account the hysteretic properties
of ferromagnetic materials and is still based on the KLE. This possibility is recognized in
a phenomenological type of hysteresis model known as the Duhem model [22] combined
with a multivariate random field approach [23].
• Second, a generalization is achieved by allowing spatial variation of the magnetic law,
i.e., the case when it depends on spatial coordinates is considered. The contribution here
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is related to circumventing a drawback that arises when the KLE is applied to a spatial
random field. Namely, a generalized eigenvalue problem arises with relatively large dense
matrices which require huge computer memory and slow down iterative algorithms for
solving eigenvalue problems. In order to deal with the dense matrix format we use the
hierarchical matrix technique [24]. The hierarchical matrix format reduces the memory
requirements and decreases the complexity of basic arithmetical operations such as matrix
addition, matrix-vector and matrix-matrix multiplications.
The practical relevance of our contribution will be illustrated via two types of benchmark
examples. We will consider transformers and accelerators magnets. In particular, the magnetic
hysteresis model is important for modeling remanence effects in accelerator magnets.
1.2 Thesis overview
The work of this thesis is organized as follows: In Chapter 2 Maxwell’s equations are given and
the derivation of the so called magnetoquastistatic approximation. The numerical approxima-
tion of the magnetoquasistatic model is derived in Chapter 3 by means of the finite element
method (FEM) and the implicit Euler method. The concept of random field is introduced in
Chapter 4 and its extension to the multivariate case. Also the stochastic collocation method for
uncertainty propagation is explained.
The main contribution of this thesis is in Chapter 5 and Chapter 6. In Chapter 5 the material
functions of the Duhem model for ferromagnetic hysteresis are modeled as cross-correlated
trivariate random field. The hierarchical matrix technique and the Lanczos algorithm for solving
an eigenvalue problem are explained in Chapter 6.
Chapter 7 is related to the simulation of remanence effects in a combined function mag-
net. Summary and outlook are given in Chapter 8.
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2 Governing Equations
The electrical devices studied in this thesis are subject to the electromagnetic phe-
nomenon. Therefore, we will consider Maxwell’s equations. The content presented in this
section can be found in many textbooks, e.g., see [25]. We will derive the so called magne-
toquasistatic approximation of Maxwell’s equations. As we will focus on magnetic materials, a
precise definition of the magnetic reluctivity will be given.
2.1 Maxwell’s equations
On the macroscopic level the laws of electromagnetism are fully described by the four Maxwell’s
equations. The usual differential form is given as
∇ · D = ρ, (1)
∇ · B = 0, (2)
∇× E = −∂ B
∂ t
, (3)
∇×H = J + ∂ D
∂ t
, (4)
where E is the electric field, D is the electric displacement, H is the magnetic field strength,
B is the magnetic flux density, J is the electric current density and ρ is the electric charge
density. The introduced quantities are functions on space and time. Maxwell’s equations are
supplemented by boundary conditions or decay conditions for bounded or unbounded domains,
respectively. In addition to the Maxwell’s equations, the electromagnetic properties of the media
are expressed through the constitutive relations
D = "E, (5)
J = σE, (6)
where " is the electric permittivity, σ is the electric conductivity. Special attention will be placed
on the relationship between H and B expressed as
B = µH , (7)
where µ is the magnetic permeability tensor. The constitutive relations (5) and (6) could be
expressed also via tensors. However, in this thesis we shall consider the simple case when they
are scalar quantities. The constitutive relation (7) can be written as
H = νB, (8)
where ν= µ−1 is the magnetic reluctivity tensor given as follows
ν :=
νxx νxy νxzνyx νyy νyz
νzx νzy νzz
 . (9)
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Moreover, we are going to consider the simplest anisotropic model that neglects all elements
which are not on the main diagonal and also decouples the laws in each direction, i.e., the Hx,
Hy and Hz depend only on Bx, By and Bz, respectively. In this case the magnetic reluctivity
tensor is given as
ν :=
νxx(Bx) 0 00 νyy(By) 0
0 0 νzz(Bz)
 . (10)
This modeling approach has been discussed for instance in [26].
2.1.1 Magnetoquasistatic approximation
By adding the displacement current ∂ D∂ t into the previously established Ampère’s law (4),
Maxwell predicted the existence of electromagnetic waves. The wavelength of the electro-
magnetic waves depends on the angular frequency ω = 2pi f , where f is the frequency, of
the radiation source and the electromagnetic properties of the medium in which they are prop-
agating. These relation reads as follows,
λ=
2pi
ω
p
"µ
, (11)
where µ is linear isotropic magnetic permeability. The Maxwell’s equations in frequency domain
are given as
∇ · D = ρ, (12)
∇ · B = 0, (13)
∇× E = − jωµH , (14)
∇×H = J + jωD, (15)
where j =
p−1. In some real world applications, such as transformers, electric motors and
accelerator magnets, the use of the full set of Maxwell’s equations is unnecessary. A great deal
of simplification can be made by neglecting the displacement current. This approximation is
known as magnetoquastistatics. A justification of the magnetoquasistatic model has been given
by both, engineers and mathematicians [27, 28]. The intuitively accepted conditions are if the
wavelength exceeds significantly the diameter of the computational domain D, i.e.,
diam(D) λ, (16)
and if
ω" σ, (17)
then the displacement current can be neglected. Let us for the sake of clarity denote the electric
field coming from the full set of Maxwell’s equation as Em and only E the one from the magne-
toquasistatic approximation. The rigorous mathematical analysis in [28] shows that the error
due to the approximation is estimated as
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||Em − E||L2(D)
||Em||L2(D) ≤ C1"µω
2diam(D)2 + C2
ω"
σ
, (18)
where C1 and C2 are constants which are influenced by the geometry of the system. The error
in (18) indeed becomes small if
C1"µω
2diam(D)2 1, (19)
C2
ω"
σ
 1, (20)
which are recognized as the condition given by (16) and (17) if the constants C1 and C2 have
moderate sizes. One should keep in mind that these conditions can lose their meaning if C1 and
C2 have large values. In this context, certain scenarios related to the topology can contribute
as explained in [28]. The discussion in this section is restricted to isotropic and linear mag-
netic properties. In our work we consider more a complicated nonlinear anisotropic magnetic
behavior law. Nevertheless, within the scope of thesis we are going to neglect the displacement
current.
2.1.2 Magnetic vector potential
From (2) it follows that the magnetic flux density is a divergence free quantity. This allows that
we express it as
B =∇× A, (21)
where A is the magnetic vector potential.
2.1.3 Current density and governing partial differential equation
As we already stated, the displacement current will be neglected so we are left with two types
of currents which are summarized on the right hand side of (4). The current density vector is
given as
J = Jo + Jc, (22)
where Jo is the current density imposed by a source and Jc is the induced electric current.
From (3) it follows
E = −∂ A
∂ t
−∇φ, (23)
where φ is an electric scalar potential. The induced current density vector
Jc = −σ(∂ A
∂ t
+∇φ). (24)
By substituting (24) into (22) and (21) in (4) and neglecting the displacement current, the
following partial differential equation is obtained
σ
∂ A
∂ t
+∇× (ν∇× A) = Jo −σ∇φ. (25)
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We are going to use A∗ formulation, i.e., φ = 0, see [29]. The governing PDE (25) can be
written as
σ
∂ A
∂ t
+∇× (ν∇× A) = Jo, (26)
and the boundary conditions are still to be defined. In order to achive uniqueness of A, a gauge
conditions needs to be defined. However, in the scope of this thesis we are going to work with
simplified 2D version of (26) where gauging is not necessary.
2.2 Reduction from 3D to 2D
Often a preliminary study of a low frequency electromagnetic system can be conducted by con-
sidering only a 2D cross section. The magnetic field is considered to have components only
on the x− y plane and the source current density has only z−component. The dependency on
z−coordinate is assumed to vanish. The vector quantities subject to 2D simplification are given
as,
H = Hxex +Hyey,
B = Bxex + Byey,
A= Azez,
Jo = Jzez,
(27)
where ex, ey and ez are unit vectors in a Cartesian coordinate system. If (27) is substituted
into (26) the reduced 2D governing equation is obtained
− ∂
∂ x

νyy
∂ Az
∂ x

− ∂
∂ y

νxx
∂ Az
∂ y

+σ
∂ Az
∂ t
= Jz, (28)
or written in a simplified manner
σ
∂ Az
∂ t
−∇ · (νd∇Az) = Jz, (29)
where
νd :=

νyy 0
0 νxx

. (30)
For the derivation of the weak formulation in the next chapter we will use (29).
2.3 Formulation of the problem
We consider a magnetoquasistatic problem on the computational domain D with the boundary
∂ D, in the time interval T = [0, Tc] as it is depicted in Fig. 2. The coil domains in which the
imposed electric current flows in positive and negative direction w.r.t. the z-axis are denoted as
D(+)j and D
(−)
j , respectively. Their union is written as Dj = D
(+)
j ∪ D(−)j . The total computational
domain is given as D = Dj ∪ De ∪ Dc. The conductivity is assumed to satisfy
σ :=
¨
σc in Dc,
0 in De ∪ Dj, (31)
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×J (+)z
−J (−)z
Dc
De
De
D(+)j
D(−)j ∂ D
Figure 2: Geometry under consideration
where σc > 0 is a positive constant. The magnetic reluctivity is given as
νd :=
¨
νc in Dc,
ν0 in De ∪ Dj, (32)
where
ν0 :=

ν0 0
0 ν0

νc :=

νcyy 0
0 νcxx

. (33)
The reluctivity of the vacuum is denoted as ν0. We will omit denoting the magnetic reluctivity
with superscript c to emphasize that it belongs to the core region.
The current density is defined as
Jz :=
¨−J (−)z in D(−)j ,
J (+)z in D
(+)
j .
(34)
In computational practice boundary of the domain ∂ D is chosen to be far away from Dj∪Dc such
that the magnitude of the magnetic flux density decreases significantly. This is a reasonable
assumption because the field decreases in strength as we analyse points further away from
the source. The magnetic flux density that penetrates through ∂ D is neglected which leads to
the boundary condition n0 · B = 0. One way to impose this condition is to set the tangential
component of A to zero, i.e., A×n0 = 0 on ∂ D which implies that the normal component of the
magnetic flux density is zero. Thus, no magnetic flux penetrates the boundary ∂ D. In the 2D
case this condition is simply written as Az = 0. We seek for solution Az which is subject to:
σ
∂ Az
∂ t
−∇ · (νd∇Az) = Jz in D× T,
Az = 0 in ∂ D× T,
Az(0) = 0 for D× {0},
(35)
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where Az(t) := Az(x , t). We will omit spatial or temporal notation when possible.
2.4 Conductor modeling
In many technical applications a large number of conductors are part of the coil region. Re-
solving each wire within the FEM mesh is computationally expensive. Instead a modeling
assumption is introduced. Namely it is assumed that the current density is constant across
the coil domain, see Fig. 3, and it is computed as
Jz =
(−Nj Ij
Sj
in D(−)j
Nj Ij
Sj
in D(+)j
(36)
where Nj is the number of wires, Ij is the electric current flowing in a single wire and Sj is
the cross-sectional area of the coil domain Dj. This conductor model is known as “stranded
conductor model” and it has been introduced in [30].
2.5 Magnetic reluctivity tensor
The magnetic reluctivity explained here is related only to the ferromagnetic domain Dc of the
considered system. We will omit using upper and lower scripts to denote this consideration. The
relationship between H and B is expressed via the magnetic reluctivities νxx and νyy as follows
Hx = νxxBx, (37a)
Hy = νyyBy. (37b)
We are going to consider three cases:
a) Linear magnetic reluctivity
b) Nonlinear magnetic reluctivity
c) Nonlinear magnetic reluctivity with hysteresis taken into account
The third case will be explained in seventh chapter after we introduce the magnetic hysteresis.
The definitions that follow will refer to both νxx and νyy. We will refer to the x and y component
as p, where p ∈ {x, y}, in order to avoid writing the same definitions twice. The magnetic
reluctivity is defined as
νpp(Bp) :=
Hp
Bp
, (38)
for Bp 6= 0. We proceed by introducing the the first two cases.
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(a) Linear B −H curve (b) Nonlinear B −H curve
Figure 4: Linear (a) and nonlinear (b) B −H curve
2.5.1 Linear magnetic reluctivity
The analysis of electrical devices is significantly simplified in the case where the magnetic re-
luctivity is considered to be linear. In this case νxx = C1, and also νyy = C2, where C1 and C2
are constants, see Fig. 4a. The error which arises due to linearizing nonlinear models has been
studied in details in [31]. However, we are going to use the linear magnetic reluctivity without
specifying from which nonlinear curve has been extracted as an approximation, i.e., we will not
consider any error analysis.
2.5.2 Nonlinear magnetic reluctivity
For nonlinear magnetic materials the relationship between Hp and Bp is expressed through the
so called B − H curve, as it is depicted in Fig. 4b. The properties that the curve satisfies are
discussed in [32]. We are going to work with the inverse of the B − H curve because it is more
convenient for the magnetic vector potential formulation. In [32] the listed properties refer to
the amplitudes, i.e., the absolute values of H and B. Here we deal with the individual compo-
nents of the vectors where negative values are possible. Thus, we will consider the negative real
numbers as part of the domain and codomain of the B − H mapping. The curve is denoted as
FpHB : R→ R and it satisfies the following properties
FpHB(0) = 0, (39a)
∂ FpHB(Bp)
∂ Bp
≤ ν0, ∀Bp ∈ R (39b)
lim
Bp→±∞
∂ FpHB(Bp)
∂ Bp
= ν0. (39c)
The magnetic reluctivity (38) can be written as
νpp(Bp) :=
FpHB(Bp)
Bp
, if Bp 6= 0. (40)
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From (40) we can write FpHB(·) = νpp(·)·. The magnetic reluctivity satisfies the following prop-
erties
0< νpmin ≤ νpp(Bp)≤ ν0, (41a)
νpp(·) · is Lipschitz continuous with constant ν0, (41b)
νpp(·) · is monotonically increasing for B ∈ R. (41c)
At the point Bp = 0 the magnetic reluctivity νpp(0) is defined by taking the limit Bp→ 0. More
precisely the limit can be defined from both the left and the right side. We assume that the limit
approaches to the same value from both sides as
νpp(0) := lim
Bp→0±
FpHB(Bp)
Bp
= νpmin, (42)
2.6 Conclusion
This section was concerned with the governing equations in a deterministic setting. Maxwell’s
equations were presented and the magnetoquastistatic approximation derived by using the mag-
netic vector potential. The assumptions of the 3D to 2D reduction were explained under which
the governing equations were stated. The magnetic reluctivity was defined in three particular
scenarios which will be considered in this thesis.
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3 Numerical Approximation of the Governing Equations
The aim of this chapter is to introduce the numerical approximation of the governing equations
presented in chapter 2. We introduce the FEM and implicit Euler method as discretization
techniques in space and time, respectively. The Newton-Raphson method will be introduced to
address the nonlinear problem that arises due to the magnetic reluctivity tensor.
3.1 Weak formulation
Before we proceed with the derivation of the weak formulation we need to introduce some
elements of function spaces. We refer to [33, 34, 35, 36, 37] for all details related to functional
analysis. We consider the space of all real valued square integrable functions L2(D), i.e., u ∈
L2(D) where it holds ∫
D
|u(x )|2dx <∞. (43)
Next, we introduce the Hilbert space H10(D) defined as
H10(D) = {u ∈ L2(D); ∂ u∂ x ,
∂ u
∂ y
∈ L2(D); u= 0 on ∂ D}. (44)
The governing equation is multiplied with a test function v and integrated over the computa-
tional domain D as follows∫
D
σ
∂ Az
∂ t
vdx −
∫
D
v∇ · (νd∇Az)dx =
∫
D
Jzvdx . (45)
The following relation is exploited:
v∇ · (νd∇Az) =∇ · (vνd∇Az)− νd∇Az · ∇v . (46)
By substituting (46) into (45) we obtain∫
D
σ
∂ Az
∂ t
vdx +
∫
D
νd∇Az · ∇vdx −
∮
∂ D
v (νd∇Az) · n0dS =
∫
D
Jzvdx , (47)
where n0 is the outer normal vector to ∂ D. In order (47) to be well defined and the boundary
term to vanish, we chose v ∈ H10 . We seek a solution Az ∈ H10(D) such that∫
D
σ
∂ Az
∂ t
vdx +
∫
D
νd∇Az · ∇vdx =
∫
D
Jzvdx ∀v ∈ H10(D). (48)
In this case we say that Az is the weak solution of (35) and (48) is known as the weak formula-
tion.
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Ni(x )
Figure 5: hat function
3.2 Finite element approximation
The first step towards the finite element approximation is to restrict the original space in which
we seek a solution to a finite dimensional subspace V h ⊂ H10(D). The space V h is defined as
V h = span{N1, ...,Nn} (49)
where Ni is a piecewise polynomial basis functions with a fixed degree. In this thesis we consider
linear basis functions, also known as hat function, see Fig. 5. The approximation of the z
component of the magnetic vector potential is given as
Ahz(x , t) =
n∑
i=1
azi(t)Ni(x ). (50)
We seek for a solution Ahz ∈ V h such that∫
D
σ
∂ Ahz
∂ t
vdx +
∫
D
νd∇Ahz · ∇vdx =
∫
D
Jzvdx ∀v ∈ V h. (51)
For the sake of clarity, in the derivations that follow, we will introduce the local linear system
of equations. The global system of equations is obtained via an assembly process. We choose to
discretize the computational domain by a finite number of triangular elements. Let us consider
only one triangular element as it is depicted in Fig. 6.
e
(x e1, y
e
1) (x
e
2, y
e
2)
(x e3, y
e
3)
Figure 6: 2D triangular finite element
The unknown Az is represented as a sum of linear shape functions within the e-th triangular
element as follow:
Aez(x , t) =
3∑
i=1
aezi(t)N
e
i (x ), (52)
where N ei is a linear shape function having value one on the i−th node and zero on the others
as it is shown in Fig. 7.
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The expressions for the three linear shape functions active on the e-th element, see [38, Page
102] are given as
N e1 (x ) =
1
2Ae
 
ae1 + b
e
1x + c
e
1 y

,
N e2 (x ) =
1
2Ae
 
ae2 + b
e
2x + c
e
2 y

,
N e3 (x ) =
1
2Ae
 
ae3 + b
e
3x + c
e
3 y

,
(53)
where Ae denotes the area of the triangle. The coefficients ae1, a
e
2, a
e
3, b
e
1, b
e
2, b
e
3, c
e
1, c
e
2, c
e
3 are com-
puted as
ae1 = x
e
2 y
e
3 − x e3 y e2 be1 = y e2 − y e3 ce1 = x e3 − x e2
ae2 = x
e
3 y
e
1 − x e1 y e3 be2 = y e3 − y e1 ce2 = x e1 − x e3
ae3 = x
e
1 y
e
2 − x e2 y e1 be2 = y e1 − y e2 ce3 = x e2 − x e1,
(54)
By using the Galerkin approach, i.e., by choosing the test function from {N ei }3i=1 the following
system of equations is obtained
3∑
i=1
aezi(t)
∫
De
νed∇N ei · ∇N ej dx +
3∑
i=1
daezi(t)
dt
∫
De
σN ei N
e
j dx =
∫
De
JzN
e
j dx , (55)
which results in the following local system of equations
K eae(t) +M e
dae(t)
dt
= F e, (56)
where K e ∈ R3×3 is the local stiffness matrix whose elements are computed as
K ei j =
∫
De
νed∇N ei · ∇N ej dx . (57)
The elements of the mass matrix M e ∈ R3×3 are given as
M ei j =
∫
De
σN ei N
e
j dx , (58)
and the loading vector elements as
F ei =
∫
De
JzN
e
i dx , (59)
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where F e ∈ R3. In (57) and (58) the magnetic reluctivity and electric conductivity are consid-
ered as constant per triangular element. The components of the magnetic flux density are given
as follows
Bex =
∂ Az
e
∂ y
=
3∑
i=1
aezi
∂ N ei
∂ y
=
1
2Ae
3∑
i=1
aezic
e
i
Bey = −∂ Az
e
∂ x
= −
3∑
i=1
aezi
∂ N ei
∂ x
= − 1
2Ae
3∑
i=1
aezib
e
i .
(60)
From (60) it is obvious that the magnetic flux density is constant within one triangular element.
The same holds for the magnetic field strength vector. The global system of equations can be
obtained by assembling the local matrices. By omitting the upper e script it is written as
Ka(t) +M
da(t)
dt
= F . (61)
For the nonlinear case the stiffness matrix depends on the current solution for the magnetic
vector potential, i.e., K := K(a(t)).
3.3 Implicit Euler method
The discretization in time domain is carried out by means of the implicit Euler method. After the
finite element discretization a system of differential algebraic equations (61) is obtained. Such
equations are threated only by implicit methods [39]. We introduce the regular subdivision
TT := {tn|tn+1 > tn,n = 1, ...,NT − 1} of [0, T] with a mesh size ∆t = tn+1 − tn. The first order
derivative is approximated as
da(tn+1)
dt
≈ a(tn+1)− a(tn)
∆t
:=
an+1 − an
∆t
, (62)
where an+1 := a(tn+1) and an := a(tn). For simplicity we are going to denote quantities at the
time instant tn with subscript n. The mass matrix will be constant through time and we will
avoid denoting time dependency. The global system of equations (61) is now written as
K n+1an+1 +M
an+1 − an
∆t
= F n+1, (63)
where K n+1 := K n+1(a(tn+1)), F n+1 := F(tn+1). We can rewrite (63) as
(K n+1 +
1
∆t
M)an+1 = F n+1 +
1
∆t
Man. (64)
When linear electromagnetic properties are considered the solution of (63) is straight forward.
In a case of a large system of linear equations, iterative solver such as conjugated gradients can
be used. For the nonlinear case we are going to use the Newton-Raphson method.
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3.4 Newton-Raphson method
The dependency of the magnetic reluctivities νxx and νyy on the magnetic vector potential,
indirectly via the magnetic flux densities, gives rise to a nonlinear problem. The nonlinear
problems can be approached for instance by using the fixed point iteration method that is typical
slower but provable convergent. On the other hand, the Newton-Raphson method converges
faster, see [40]. In this thesis we are going to use the Newton-Raphson method. The notation
here is adopted from [41]. First we start with the nonlinear system of equations for the magnetic
vector potential in element e at the time step n+ 1 as
f e,n+1i (a
e,n+1) :=
3∑
p=1
K e,n+1ip a
e,n+1
zp +
1
∆t
3∑
p=1
M eipa
e,n+1
zp − F ei − 1∆t
3∑
p=1
M eipa
e,n
zp , (65)
where ae,n+1 := (ae,n+1z1 , a
e,n+1
z2 , a
e,n+1
z3 )
T for i = 1,2, 3. We define the following vector
f e,n+1(ae,n+1) :=
 f e,n+11 (ae,n+1)f e,n+12 (ae,n+1)
f e,n+13 (a
e,n+1)
 . (66)
To proceed we need to compute the local Jacobian matrix in the following form
J e,n+1,k =

∂ f e,n+1,k1
∂ ae,n+1,kz1
∂ f e,n+1,k1
∂ ae,n+1,kz2
∂ f e,n+1,k1
∂ ae,n+1,kz3
∂ f e,n+1,k2
∂ ae,n+1,kz1
∂ f e,n+1,k2
∂ ae,n+1,kz2
∂ f e,n+1,k2
∂ ae,n+1,kz3
∂ f e,n+1,k3
∂ ae,n+1,kz1
∂ f e,n+1,k3
∂ ae,n+1,kz2
∂ f e,n+1,k3
∂ ae,n+1,kz3
 , (67)
where with the superscript k the Newton-Raphson step is denoted. The elements are computed
as
J e,n+1,ki j :=
∂ f e,n+1,ki
∂ ae,n+1,kz j
= K e,n+1,ki j +
1
∆t
Mi j +
3∑
p=1
∂ K e,n+1ip
∂ ae,n+1,kz j
ae,n+1,kzp . (68)
We provide detailed expression for the derivative of the stiffness elements w.r.t. the magnetic
vector potential as
∂ K e,n+1ip
∂ ae,n+1,kz j
=
∂ νe,n+1,kyy
∂ B2y
∂ B2y
∂ ae,n+1,kz j
bei b
e
p
4Ae
+
∂ νe,n+1,kxx
∂ B2x
∂ B2x
∂ ae,n+1,kz j
cei c
e
p
4Ae
. (69)
The derivatives of the magnetic flux densities squared are given as
∂ B2x
∂ ae,n+1,kz j
=
2
Ae
3∑
q=1
ceqc
e
j
4Ae
ae,n+1,kzq , (70)
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and
∂ B2y
∂ ae,n+1,kz j
=
2
Ae
3∑
q=1
beqb
e
j
4Ae
ae,n+1,kzq . (71)
By substituting (70), (71) and (69) into (68) the local Jacobian element is computed as follows
J e,n+1,ki j = K
e,n+1,k
i j +
1
∆t
Mi j +
2
Ae
P e,n+1,ki j , (72)
where
P e,n+1,ki j =
∂ νe,n+1,kyy
∂ B2y
3∑
p=1
3∑
q=1
bepb
e
i
4Ae
beqb
e
j
4Ae
ae,n+1,kzp a
e,n+1,k
zq +
∂ νe,n+1,kxx
∂ B2x
3∑
p=1
3∑
q=1
cepc
e
i
4Ae
ceqc
e
j
4Ae
ae,n+1,kzp a
e,n+1,k
zq
(73)
J e,n+1,k = K e,n+1,k +
1
∆t
M e +
2
Ae
P e,n+1,k (74)
where
P e,n+1,k =
∂ νe,n+1,kyy
∂ B2y
Pxa
e,n+1,k(Pxa
e,n+1,k)T +
∂ νe,n+1,kxx
∂ B2x
Pya
e,n+1,k(Pya
e,n+1,k)T . (75)
The elements of the matrices Px and Py are computed as
Pxi j :=
bei b
e
j
4Ae
, (76)
Pyi j :=
cei c
e
j
4Ae
. (77)
After assembly of the local matrices (74) and (66) the following system of equations is obtained
Jn+1,k∆an+1,k+1 = − f (an+1,k), (78)
where ∆an+1,k+1 = an+1,k+1 − an+1,k. The iteration is terminated when the relative error meets
a prescribed tolerance value given as
||an+1,k+1 − an+1,k||l2
||an+1,k+1||l2
< tol, (79)
where l2 is the Euclidean norm.
3.5 Numerical examples
Two benchmark examples will be used throughout the thesis in order to illustrate the technical
relevance of the proposed methodology. Namely, we will consider a single phase transformer,
see [43] and a combined function magnet. The inductance of the primary coil and the field
harmonics will be considered as QoIs in the first and the second example, respectively. The
computational domain D is discretized by the open source mesh generator called triangle [44]
within the FEMM 4.2 software [45]. For the computation of the stiffness and the mass matrix
we use our own inhouse code.
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Figure 8: Single phase transformer from [43] (a). Nonlinear B −H curve obtained by the Brauer
model for k1p = 6H/m, k2p = 2T−2 and k3p = 120H/m (b)
3.5.1 Single phase transformer
The single phase transformer is depicted in Fig. 8a. It consist of a ferromagnetic core, pri-
mary and secondary coil which are denoted as Dc, Dj1 and Dj2, respectively. The details on the
geometry of the transformer can be found in [43].
3.5.2 Inductance computation in the linear case
One of the properties that is relevant for such a device is for instance the self inductance. We
will refer to it as just an inductance, of the primary or the secondary coil. For the linear case the
inductance does not depend on the electric current. For the computation of the inductance we
use the following relation
L = PTstrK
−1Pstr (80)
where Pstr is the stranded conductor coupling vector, see [46]. We set the number the number of
turns Nj = 260 and the electric current to Ij = 1A. The magnetic reluctivity is homogeneous and
its value is ν = 500Hm−1. The computational domain is discretized with Nt = 25713 triangles.
The length in z-direction is set to unity. The computed value for the inductance is per unit
length. The obtained value in this case is 26.174H/m
3.5.3 Inductance computation in the nonlinear case
For the nonlinear case we solve the transient for a given electric current signal. We excite the
primary coil with a sinusoidal current Ij(t) = I0 sin(ωt), where I0 = 0.12A and ω = pi rad/s.
The conductivity in the core domain is 2.9MS. The error tolerance for the Newton-Raphson
procedure is set to 10−6. For simplicity we are going to assume that the same material law gov-
erns in both x and y direction and we will use the Brauer model [42], given with the following
equation:
Hp(Bp) =

k1pe
k2pB
2
p + k3p

Bp, (81)
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Figure 9: Transient inductance
where k1p = 6H/m, k2p = 2T−2 and k3p = 120H/m, to compute the magnetic reluctivity. The
corresponding B−H curve is shown in Fig. 8b. The time step is ∆t = 0.02s. The corresponding
magnetic reluctivity is given as
νpp(Bp) =

k1pe
k2pB
2
p + k3p

. (82)
The inductance, for Ij(t) 6= 0, is a function of time and it is computed as
L(t) = PTstrK(a(t))
−1Pstr, (83)
and its graph is shown in Fig. 9 in the interval T = [0,1]s. The Brauer model for the magnetic
reluctivity should be used with caution because it does not model the saturation properties of
the magnetic materials. According to (82) we observe that
lim
Bp→∞

k1pe
k2pB
2
p + k3p

=∞, (84)
but in reality this limit should be a finite constant value.
3.5.4 Combined function magnet
A combined function magnet is a device that is used in accelerators to deflect a beam of charged
particles. Such kind of magnets are considered in the center for heavy ion research GSI [47]
within the FAIR [48] project. The advantage of using a combined function magnet as technical
solution is that it achieves both, vertical and horizontal deflection as a single device. Thus, the
spatial requirements are reduced and the costs of building two separate magnets to achieve the
same functionality. The 2D cross section of a combined function magnet is depicted in Fig. 10.
The device consists of steerer and switching coils. Both coils are placed around a ferromag-
netic yoke. The surrounding medium is air. The beam of charged particles enters in the center
part of the magnetic yoke. Before being deflected it is moving perpendicular to the 2D cross
section. When the coils are switched on, the beam is in the presence of a magnetic field and it
experiences a Lorentz force computed as
FL = q · v × B, (85)
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Figure 10: 2D cross section of a combined function magnet
×
×
z x
y
+
×v
B
FL
(a) Steering mode
×
×
z x
y
+
×v
B
FL
(b) Switching mode
Figure 11: A combined function magnet in steer (a) and switching mode (b)
where q is the electrical charge, v is the velocity of the beam, B is the magnetic flux density and
FL is the Lorentz force. The horizontal and vertical deflection are achieved when the switching
and steerer coils are switched on solely, respectively. This working principle is described in
Fig. 11 for both, the switching Fig. 11b and steering Fig. 11a mode, respectively.
In order to keep the beam on its intended trajectory there is a high demand for field ho-
mogeneity inside the aperture. The combined function magnet falls into the category iron
dominated magnets. This classification is mainly related to the fact that the field homogene-
ity is highly influenced by the magnetic behavior law of the yoke. There are so called coil
dominated magnet where the field is mainly shaped by the coils. Comprehensive theoretical
study of both types of magnets can be found in [49]. The field homogeneity is also known as a
field quality for which detailed explanation is given in the section that follows.
3.5.5 Field quality
The field quality is quantitatively expressed via the Fourier coefficients of the radial component
of the magnetic flux density, also known as field harmonics, on a given reference radius r0 as
shown in Fig. 12. For sake of clarity we derive the expression for numerical computation of the
field harmonics as it is done in [49]. First the Fourier-series expansion of Az, inside the aperture,
is given in cylindrical coordinates as
Az(r0,φ) =
∞∑
k=1
(Tk(r0) cos(kφ) + Ek(r0) sin(kφ)), (86)
where Tk and Ek are the Fourier coefficients computed as follows:
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Figure 12: Radial component of the magnetic flux density on a reference circle
Tk(r0) = 12pi
∫ 2pi
0
Az(r0,φ) cos(kφ)dφ,
Ek(r0) = 12pi
∫ 2pi
0
Az(r0,φ) sin(kφ)dφ.
(87)
In computational practice a discrete Fourier transform DFT is computed of the magnetic vector
potential at the reference radius r0 at Np discrete points in the interval [0,2pi],
ADFTz =
Np−1∑
n=0
Az(r0,φn)e
− jφnk, (88)
where φn =
2pi
Np
n. The Fourier coefficients Tk and Ek are computed via the real and the imaginary
part of ADFTz as follows:
Tk(r0)≈ 1NpRe(A
DFT
z ) =
1
Np
Np−1∑
n=0
Az(r0,φn) cos(kφn), (89)
Ek(r0)≈ − 1Np Im(A
DFT
z ) =
1
Np
Np−1∑
n=0
Az(r0,φn) sin(kφn). (90)
The radial component of the magnetic flux density is computed as:
Br(r0,φ) =
∞∑
k=1
(Bk(r0) sin(kφ) + Ak(r0) cos(kφ)), (91)
where Bk and Ak are known as normal and skew multipole coefficients respectively and they are
computed via Tk and Ek as follows:
Bk(r0) = −nTk(r0)r0 ,
Ak(r0) =
nEk(r0)
r0
.
(92)
A good design typically requires B1/Bk < 10
−4, for k > 1
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Figure 13: Ramping signal
3.5.6 Field quality computation
We are going to consider transient analysis for both, linear and nonlinear case, respectively. For
simplicity we will consider only the switching mode, i.e., the electric current will be set to zero
in the steerer coils. The device is captured in a circular computational domain with radius of
0.27m. The details about the geometry of the magnet can be found in [50]. The z-component
of the magnetic vector potential is set to zero on the boundary. We shall denote the number
of turns in the switching and steerer coil as Nsw and Nst, respectively. The currents which will
be imposed by the source are denoted as Isw and Ist. For this computations Nsw = 450 and
Nst = 260. The number of triangles is Nt = 32459. The same materials laws are hold here as
in the previous example. Typical current excitation profiles for transient analysis of accelerator
magnets can be found for example in [51]. Here we will consider the ramping signal shown in
Fig. 13. The transient behavior of the first and third harmonic in the linear and nonlinear case
is depicted in Fig. 14.
3.6 Conclusion
In this section we derived the finite element approximation of the governing equations. The
temporal discretization was carried out by means of the implicit Euler method. Moreover, we
addressed the nonlinear magnetoquasistatic problem by the Newton-Raphson method. Nu-
merical results were presented related to a single phase transformer and a combined function
magnet.
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(a) First harmonic in the linear case (b) Third harmonic in the linear case
(c) First harmonic in the nonlinear case (d) Third harmonic in the nonlinear case
Figure 14: Transient field harmonics for the linear (a)-(b) and nonlinear (c)-(d) case
4 Uncertainty Quantification
In this chapter we give a brief overview of the theory of random fields. We will cover the
univariate case and its extension to the mutlivariate case. Spatial random fields will be also
introduced. A Detailed description of the stochastic collocation method will be also given.
4.1 Modeling uncertainties by random fields
There are two types of uncertainties addressed in this thesis. The first type will be related to ma-
terial curves. The second type, also called spatial uncertainties, will be related to the magnetic
reluctivity when is considered as inhomogeneous, i.e., it depends on spatial coordinates. We
start with one dimensional random field related to a single material curve. Before we proceed,
we need to introduce the concept of probability space and random variables.
4.1.1 Probability space and random variables
Let us define a probability space (Ω,F , P), see [4, Chapter 2], where Ω is the sample space,
F the sigma algebra and P is the probability measure on F . The sample space contains all
possible random realization which we will denote with θ ∈ Ω. A real valued random variable
Y : Ω→ R is a measurable function from a set of possible outcomes Ω to the set of real numbers
R. For any particular choice of θ , Y (θ ) is called random realization. The mean value, i.e., the
expected value of the random variable Y is defined as
E(Y ) :=
∫
Ω
Y (θ )dP(θ ). (93)
We will consider only the space of second order random variables denoted as L2(Ω, P) defined
in (Ω,F , P) equipped with inner product 〈·, ·〉L2(Ω,P) and associated norm || · ||Ω given as
〈X ,Y 〉L2(Ω,P) :=
∫
Ω
X (θ )Y (θ )dP(θ ) = E(XY ), (94)
and
||Y ||2Ω := 〈Y,Y 〉L2(Ω,P) <∞, (95)
respectively. A covariance between two random variables is defined as follows
Cov(Y1,Y2) := E ((Y1 −E(Y1)) (Y2 −E(Y2))) = E(Y1Y2)−E(Y1)E(Y2). (96)
Two random variables are uncorrelated if the covariance between them is zero, i.e., the joint
expected value can be expressed as
E(Y1Y2) = E(Y1)E(Y2). (97)
The probability that the random variable Y takes a value in the interval [a, b] is given by
P(a ≤ Y ≤ b) =
∫ b
a
ρY (y)dy = FY (b)− FY (a), (98)
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where ρY is the PDF, which we assume that it exists, and FY is the cumulative distribution
function (CDF), respectively. A collection of random variables defines a random vector Y =
(Y1, ...,YM). The probability that the random vector obtains value in [a1, b1]× ...× [aM , bM] is
computed as
P(a1 ≤ Y1 ≤ b1, ..., aM ≤ YM ≤ bM) =
∫ b1
a1
...
∫ bM
aM
ρY (y1, ..., yM)dy1...dyM , (99)
where ρY is the joint PDF. The random variables {Yi}Mi=1 are independent if the joint pdf can be
decomposed as product of the univariate ones
ρY (y) =
M∏
i=1
ρYi(yi), (100)
where y = (y1, ..., yM). If there is a function g(·) that takes the random vector Y as an input
then its mean value is computed as
E (g(Y )) =
∫
Γ
g(y)ρY (y)dy , (101)
where Γ = Γ1×, ...,×ΓM and Γi =

ymini , y
max
i

is the image of the i-th random variable.
4.1.2 Univariate random field
Let us consider two functions F1 : I → R and F2 : I → R, where I ⊂ R, as depicted in Fig. 15. In
s
F2(s)
F1(s) s1
Ys1(θ1)
Ys1(θ2)
I
s2
Ys2(θ1)
Ys2(θ2)
Figure 15: Random variables on material curves
a deterministic sense they represent two different mappings. However, for the point s1 the two
different values F1(s1) and F2(s1), are interpreted as two different random realizations Ys1(θ1)
and Ys1(θ2), of the same random variable Ys1. Similarly, the two different values at the point
s2, given as F1(s2) and F2(s2), are two random realizations Ys2(θ1) and Ys2(θ2) of the random
variable Ys2. Alternatively, one can think that the two random realizations θ1 and θ2 produce
two different mappings. This interpretation brings us to the concept of real valued random field.
A real valued random field is a mapping that takes the elements of the Cartesian product I ×Ω
and maps them into the set of real numbers R. The mapping is given as
F : I ×Ω→ R, (102)
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where F ∈ L2(I × Ω). The space of square integrable random fields is denoted as L2(I × Ω) =
L2(I)×L2(Ω, P). The above description can be summarized as follows: for each particular choice
of s ∈ I , F(s, ·) is a random variable w.r.t. the probability space (Ω,F , P) and for each random
realization θ ∈ Ω, F(·,θ ) yields a mapping on I . The mean value of the random field is given as
F(s) = E(F(s,θ )), (103)
and its covariance function
KF(s, t) = E
  
F(s,θ )− F(s)  F(t,θ )− F(t) . (104)
The correlation function is computed by using the covariance function as
CorF(s, t) =
KF(s, t)p
KF(s, s)
p
KF(t, t)
, (105)
The covariance function can be determined from experimental data as a sample covariance. In
this case it is referred to as the sample covariance. In order to incorporate the random field into
numerical simulation, discretization is necessary. This is achieved via the truncated KLE. In the
next subsection the KLE is introduced.
4.1.3 Karhunen-Loève expansion
The second order random field (102) admits the following orthogonal decomposition:
F(s,θ ) = F(s) +
∞∑
i=1
p
λiφi(s)Yi(θ ). (106)
In (106) Yi are orthonormal random variables w.r.t. the probability space, i.e., they satisfy
E(YiYj) = δi j, (107)
where δi j is the Kronecker delta function defined as
δi j =
¨
1 i = j,
0 i 6= j. (108)
With λi and φi are denoted the i-th eigenvalue and eigenfunction, respectively, that will be
introduced in shortly. The eigenfunctions are orthonormal∫
I
φi(s)φ j(s)ds = δi j. (109)
Starting from (106) the zero mean of the expansion can be expressed as
F(s,θ )− F(s) =
∞∑
i=1
p
λiφi(s)Yi(θ ). (110)
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When (110) is substituted into (104) it is obtained that
KF (s, t) =
∞∑
i=1
∞∑
j=1
Æ
λi
q
λ jφi(s)φ j(t)E
 
Yi(θ )Yj(θ )

, (111)
which due to the orthonormality simplifies to
KF (s, t) =
∞∑
i=1
λiφi(s)φi(t). (112)
The orthonormality of the eigenfunction is exploited such that the Fredholm integral equation
is derived as follows ∫
I
KF (s, t)φi(s)ds = λi
∫
I
φ2i (s)ds︸ ︷︷ ︸
=1
φi(t). (113)
In order to obtain the eigenvalues and the eigenfunction of the KLE one has to solve the Fred-
holm integral equation given as ∫
I
KF (s, t)φi(s)ds = λiφi(t). (114)
The random field F(·, ·) is approximated with a finite number of random variables by using the
truncated KLE
FM(s,Y ) = F(s) +
M∑
i=1
p
λiφi(s)Yi(θ ). (115)
The orthogonal decomposition given by (115) yields a minimal error, in the mean square sense,
compared to any other M−term expansion, for instance polynomial chaos expansion. The error
due to the truncation is given via the eigenvalues as follows:
||FM − F ||2L2(I×Ω) =
∞∑
i=M+1
λi. (116)
The relative error is estimated as
eM =
||FM − F ||2L2(I×Ω)
||F ||2L2(I×Ω)
=
√√√∑i≥M+1λi∑
i≥1λi
. (117)
One popular criterion for choosing the number of random variables is the so called relative
information criterion. It is given as follows
ΨM =
∑M
i=1λi∑
i≥1λi
≥ 0.95. (118)
We will use this criterion later in Chapter 6.
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4.1.4 The Fredholm integral equation
The Fredholm integral equation has an analytical solution for a particular choice of covariance
kernel such as the exponential, see [3, Chapter 2,p. 22] and [52, Chapter 4,p. 48]. However,
in general, when the covariance function is computed from experimental data and does not
belong to a particular family of functions, it has to be solved numerically. The unknowns are
the eigenfunctions and the eigenvalues. In order to solve (114) we multiply both sides of the
equation with a test function v(·) and integrate over the domain I∫
I
∫
I
KU(s, t)φi(s)v(s)dsdt = λi
∫
I
φi(t)v(t)dt, (119)
where v ∈ L2(I). The unknown eigenfunctions are approximated as
φi(s) =
N∑
k=1
φFikN
F
k (s), (120)
where φFik are the unknown coefficients to be determined and N
F
k ∈ L p,qN . We consider L 3,0N to
be a set of cubic B-splines, see Appendix C for details. The material functions usually have some
smoothness requirements which are same for the eigenfunctions. Therefor we have chosen to
approximate them with the differentiable cubic splines. When (120) is substituted into (114)
and the Galerkin method is applied, i.e., v ∈ L 3,0N , the following generalized eigenvalue problem
is obtained
Aφ i = λiBφ i, (121)
where the element of the matrices A and B are computed as
Ai j =
∫
I
∫
I
KF(s, t)N
F
k (s)N
F
k (t)dtds, (122)
and
Bi j =
∫
I
N Fk (t)N
F
k (t)dt, (123)
respectively. Both, A and B are symmetric matrices.
4.1.5 The random variables in the Karhunen-Loève expansion
There are infinitely many random fields that share the same covariance function. This can be
seen for example from (111). As long as E(YiYj) = δi j in (111) the same covariance function
is obtained regardless to the PDF. What distinguishes two random fields with same covariance
kernel are the PDFs of the random variables in the KLE. For Gaussian random fields the uncor-
relatedness of the random variables implies independence. However, in general this does not
hold, i.e., uncorrelated random variables can be dependent. Within this thesis we are going to
assume independence.
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By exploiting the orthonormality of the eigenfunctions in (106) the random variables can be
expressed as
Yi(θ ) =
1p
λi
∫
I
 
F(s,θ )− F(s)φi(s)ds. (124)
The link between the experimental data and the random variables in the KLE is established
via (124). A set of experimental values {Y ji }Nsj=1, where Y ji := Yi(θ j), can be obtained when a set
of experimental data {F(s,θ j)}Nsj=1 is available. In practice the random field can be known at a fi-
nite number of points {F(si, ·)}Npi=1. The continuous representation is obtained via interpolation.
There are two approaches to estimate a PDF of a random variable, parametric and nonpara-
metric. The parametric approach requires that a family of PDFs is chosen. The unknown
parameters of the chosen family are then estimated, e.g., by using the maximum likelihood
principle. The nonparametric approach on the other hand does not require any assumption on
the PDF. The most popular nonparametric approach is the kernel density estimation method, see
[53, 54, 55, 56]. The estimate of the PDF for the univariate case is given as
ρˆYi(yi,hi) =
1
Nshi
Ns∑
j=1
K

yi − Y ji
hi

, (125)
where hi is a smoothing parameter and K is the kernel estimator function, see [57]. The choice
of the smoothing parameter is not a trivial task and it plays a crucial role, see [57, 58]. One
criterion based on which the smoothing parameter can be estimated is the mean integrated
square error (MISE) given as
MISE(ρˆYi) = E(
∫
Γ
(ρˆYi(yi,hi)−ρYi(yi))2dyi). (126)
An adaptive algorithm for the choice of hi and estimation of the PDF based on the MISE has
been developed in [59]. The random variables are independent and therefore,
ρˆY (y) =
M∏
i=1
ρˆYi(yi). (127)
where ρˆYi(yi) := ρˆYi(yi,hi). In this thesis we are going to use the adaptive kernel density esti-
mation method.
4.2 Numerical example for univariate random field
We consider a univariate random field described by its mean value F(s) = es on the interval
I = [0, 2]. For simplicity of notation units will be avoided here. The covariance function is given
as
KF(s, t) = σe
− |s−t|d , (128)
where σ is the variance and d is the correlation length of the random field, respectively. For
the numerical experiment here the variance is σ = 10 and the values d = 0.5, 1,10 will be
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(a) Correlation function for d = 1 (b) Correlation function for d = 10
(c) Correlation function for d = 100
Figure 16: The correlation functions for d = 1 (a), d = 10 (b) and d = 100 (c)
considered. For all of the numerical examples we will assume that the random variables have
a uniform PDF, i.e., Yi ∼ U (−p3,p3) . The correlation functions for the different correlation
lengths are shown in Fig. 16.
The eigenvalues and the eigenfunctions that correspond to the different correlation lengths
are shown in Fig. 18 and Fig. 17 , respectively. One can see from Fig. 18 that the decay of
the eigenvalues is influenced by the correlation length. Namely for stronger correlation length a
faster decay is observed and vice versa. In order to achieve the same order of accuracy a different
number of random variables have to be taken into account. For instance, by using (117) as an
estimate, one has to take M = 3, 5,15 to approximate the random field F(·, ·) up to a relative
error of 0.24,0.9, 0.53%, respectively.
We can distinguishe weakly from strongly correlated random fields by observing the random
realizations in Fig. 19. Roughly speaking, weakly correlated random field have more oscillatory
behavior, see Fig. 19a, in comparison to strongly correlated, see Fig. 19c. We will use this
guideline later in discussion.
34
(a) Eigenfunctions for d = 1 (b) Eigenfunctions for d = 10
(c) Eigenfunctions for d = 100
Figure 17: The eigenfunctions for d = 1 (a), d = 10 (b) and d = 100 (c)
4.2.1 Multivariate random field
A multivariate random field consists of more than one random field. Let us consider a n-variate
random field {F j}nj=1, where F j : I j ×Ω→ R. The lengths of the interval I j is denoted as l j. For
simplicity we consider that the intervals have equals lengths, i.e., l = l1 = l2 = ... = ln. The
interval I j is given as I j = [( j−1)l, jl] The basic idea behind the multivariate case is to shift and
align the univariate random fields such that they form an assembled univariate random field,
see [23], as it is depicted in Fig. 20. The aligned random field is defined as
U(s,θ ) :=

F1(s,θ ) s ∈ I1,
...
Fn(s− (n− 1) · l,θ ) s ∈ In.
(129)
The mean value if given as
U(s) = E(U(s,θ )), (130)
and its covariance function as
KU(s, t) = E(
 
U(s)− U(s,θ )  U(t)− U(t,θ )). (131)
35
Figure 18: Eigenvalues for d = 1,10 and 100
The aligned random field (129) admits the KLE
U(s,θ ) = U(s) +
∞∑
i=1
Æ
λiφi(s),Yi(θ ). (132)
where the eigenfunctions are defined as
φi(s) =

φ
F1
i (s) s ∈ I1,
...
φ
Fn
i (s− (n− 1) · l) s ∈ In.
(133)
The eigenfunctions satisfy an orthonormality condition given as∫
I1
φ
F1
i (s)φ
F1
j (s)ds+ ...+
∫
I1
φ
Fn
i (s)φ
Fn
j (s)ds = δi j. (134)
By analogy with the univariate random field the eigenvalues and eigenfunctions are obtained
by solving the Fredholm integral equation,
∫
It
KU(s, t)φi(s)ds = λiφi(t), (135)
where It =
n⋃
j=1
I j. It can been shown that the Fredholm integral equation of the aligned random
field can be written as
∫
I1
KF1,F1(s, t) . . . KF1,Fn(s, t)... . . . ...
KFn,F1(s, t) . . . KFn,Fn(s,t)
φF1i (s)...
φ
Fn
i (s)
ds = λi
φF1i (t)...
φ
F3
i (t)
 . (136)
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(a) Random realizations for d = 1 (b) Random realizations for d = 10
(c) Random realizations for d = 100
Figure 19: Sixty Random realization for d = 1 (a), d = 10 (b) and d = 100 (c)
The unknown eigenfunctions are approximated piecewise as
φi(s)≈

NF1∑
k=1
φ
F1
ik N
F1
k (s), s ∈ I1,
...
NFn∑
k=1
φ
Fn
ik N
Fn
k (s− (n− 1) · l) s ∈ In.
(137)
By substituting the approximated eigenfunctions (137) into (136), multiplying with test func-
tion and integrating over the domain It, the following generalized eigenvalue problem is ob-
tained K F1,F1 . . . K F1,Fn... . . . ...
K Fn,F1 . . . K Fn,Fn
φF1i...
φ
Fn
i
= λi
M F1,F1 . . . 0... . . . ...
0 . . . M Fn,Fn
φF1i...
φ
Fn
i
 , (138)
which can be written in simplified manner as
Kφ i = λiMφ i, (139)
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s
I1 I2 I3
Ft1
Ft2
Ft3 .............
Figure 20: Aligned random fields
where K ,M ∈ R

NF1+...+NFn
×NF1+...+NFn and φ i ∈ R

NF1+...+NFn

. The truncated KLE in this case
reads
UM(s,Y ) = U(s) +
M∑
i=1
p
λiφi(s)Yi(θ ). (140)
The error due to the truncation is estimated by using (116).
4.3 Numerical example for trivariate random field
For the extended multivariate case we will illustrate a trivariate, i.e., n= 3, random field defined
on the interval It = I1 ∪ I2 ∪ I3 where I1 = [0, 2), I2 = [2, 4) and I3 = [4, 6]. The mean values
of the individual random fields are given as F1(s) = A1es, F2(s) = A2es and F3(s) = A3es where
A1 = 0.2, A2 = 0.3 and A3 = 0.5. The covariances and cross-covariances are given as
KF1,F1(s, t) = σ11e
− |s−t|d11 ,
KF1,F2(s, t) = σ12e
− |s−t|d12 ,
KF1,F3(s, t) = σ13e
− |s−t|d13 ,
KF2,F2(s, t) = σ22e
− |s−t|d22 ,
KF2,F3(s, t) = σ23e
− |s−t|d23 ,
KF3,F3(s, t) = σ23e
− |s−t|d33 ,
(141)
where σ11 = σ12 = σ13 = σ22 = σ23 = σ33 = 0.5, and d11 = 15, d12 = 5, d5 = 50, d22 = 25,
d23 = 5, d33 = 15. The assembled correlation and mean value are depicted in Fig. 21a and
Fig. 21b, respectively. The lining up method is implicitly applied. For M = 4 the trivariate
random field field can be approximated up to a relative error of 0.94%. The eigenvalues and
the eigenfunctions are shown in Fig. 23. The corresponding random realization of the trivariate
random field for a uniform PDF are depicted in Fig. 22.
4.4 Spatial random field
When a certain function depends on spatial coordinates and moreover it is uncertain then it
may be required to model it as a spatial random field. We shall denote the spatial random field
as Fs : Ds ×Ω→ R, where Ds is a domain to be defined. The KLE of Fs is given as
Fs(x ,θ ) = F s(x ) +
∞∑
i=1
Æ
λi fi(x )Yi(θ ), (142)
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(a) Assembled correlation function (b) Mean value
Figure 21: Assembled correlation function (a) and mean value (b) of the trivariate random field
Figure 22: Realizations of the trivariate random field
where λi and fi(·) are eigenvalues and eigenfunctions, respectively. They are obtained by solving
the Fredholm integral equation∫
Ds
Ks(x , x
′) fi(x )dx = λi fi(x ′). (143)
where Ks(·, ·) is the covariance function of the spatial random field. The truncated KLE in this
case reads
FsM(x ,Y ) = F s(x ) +
M∑
i=1
Æ
λi fi(x )Yi(θ ). (144)
The error due to the truncation can be estimated by using (116). For the numerical solution
of (143) we use the same triangular mesh used in the FEM. As already mentioned before the
magnetic reluctivity is considered as constant within one triangular element. Hence, the un-
known eigenfunctions can be approximated by a linear combination of a piecewise constant
basis functions, see Fig. 24, as
fi(x )≈
Nt∑
j=1
fi jψ j(x ). (145)
39
(a) The eigenfunctions of the aligned random field (b) Eigenvalues
Figure 23: The first three eigenfunctions (a) and four eigenvalues (b) of the KLE
ψi(x ) = 1
Figure 24: Piecewise constant basis function
By substituting (145) into (143) and applying the Galerkin method again a generalized eigen-
value problem is obtained
C f i = λiV f i, (146)
where the elements of the matrices C and V are computed as
Ci j =
∫
Ds
Ks(x , x
′)ψ(x )ψ(x ′)dxdx ′, (147)
and
Vi j =
∫
Ds
ψi(x
′)ψ j(x ′)dx ′, (148)
respectively.
4.5 Numerical example
As an example we consider a random field with a mean value F s = 300 on a rectangular domain
Ds = [0,1]× [0, 1]. The covariance function is given as
Ks(x , x
′) = σe−
||x−x ′||l1
d , (149)
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(a) First eigenfunction f1(x ) (b) Second eigenfunction f2(x )
(c) Third eigenfunction f3(x ) (d) Eigenvalues
Figure 25: Eigenfunctions (a-c) and eigenvalues (d)
where σ = 40, d = 20 and ||x − x ′||l1 = |x − x ′| + |y − y ′|, where l1 denotes the Manhattan
norm. The number of triangles is Nt = 8321. The random field is approximated by M = 4
random variables up to relative error eM = 1.1%. The first three eigenfunction and eigenvalues
are shown in Fig. 25a-c and Fig. 25d, respectively.
4.6 Discussion of the eigenvalue problem
The matrices A, K and C that arise in the generalized eigenvalue problems (121), (139)
and (146) are dense. The number of triangles is significantly larger then the number of cubic
spline basis functions for one dimensional discretization. Thus, only the generalized eigenvalue
problem (146) is computationally challenging. First, the storage of C causes memory storage
issues. Second, the arithmetical operation such as addition, matrix-vector and matrix-matrix
multiplication are inefficient in terms of computation time. These arithmetical operations are
part of the iterative algorithms for solving eigenvalue problems. We handle this issue by using
hierarchical matrix format of the matrix C . Details about this problem will be given in Chapter
6.
4.7 Uncertainty propagation
The uncertainty, which is modeled via the random vector Y , propagates through the computa-
tional model and eventually affects the outputs. One of the methods for uncertainty propagation
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is the stochastic collocation (SC) method, see [52, 60, 61]. The basic idea is to construct a set
of multivariate collocation points, execute the deterministic solver on each one of them and
interpolate the solution by using global polynomials in order to approximate the dependency on
Y . These points are constructed for instance as a tensor products of one dimensional colloca-
tion points. The SC method is nonintrusive, i.e., one does not need to modify the deterministic
solver.
4.7.1 Stochastic collocation method
The notation which will be used here is adopted from [10]. Let us for the sake of generality
denote the QoI as Q. The approximation is given as follows
Q ≈ Q˜(y) =
Nc∑
m=1
Q(ym)Lm(y), (150)
where ym and Lm(·) are multivariate collocation points and Lagrange polynomials, respec-
tively. Let us have the multi-index j = [ j1, ..., jM], such that the polynomial degrees pn are
given as a function of the indices jn, i.e., pn = p( jn). The detailed representation for (150) reads
Q˜(y) =
p( j1)∑
i1=0
...
p( jM )∑
iM=0
Q(y (i1)1 , ..., y
(iM )
M )
M∏
n=1
ln,in(yn). (151)
The collocation points are denoted as y (i) = (y (i1)1 , y
(i2)
2 , ..., y
(iM )
M ) ∈ HTPj ,M , where HTPj ,M =
{y (0)1 , ..., y (p( j1))1 } × ... × {y (0)M , ..., y (p( jM ))1 } is a tensor grid of collocation points. The univariate
Lagrange polynomials are given as
ln,in(yn) :=
p( jn)∏
k=0,k 6=in
yn − y (k)n
y (in)n − y (k)n
. (152)
The mean value and its standard deviation of the QoI are denoted as µQ and σQ, respectively.
They are approximated via numerical quadrature
µQ ≈ µ˜Q =
∫
Γ
Q˜(y)ρY (y)dy =
Nc∑
i=1
wiQ(y i), (153)
and
σQ ≈ σ˜Q =
√√√∫
Γ
 
Q˜(y)− µ˜Q
2
ρY (y)dy =
√√√√ Nc∑
i=1
wi
 
Q(y i)− µ˜Q
2
, (154)
where wi is a multivariate weight coefficient obtained as
wi =
M∏
n=1
win, (155)
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and win is a univariate weight coefficient computed as
win =
∫
Γn
ln,in(yn)ρYn(yn)dyn. (156)
If the isotropic case is considered, i.e., j = (l, ..., l), then the number of collocation points Nc is
related to the degree of the Lagrange polynomial and the number of random variables as
Nc = (l + 1)
M . (157)
The "curse of dimensionality" follows from (157). The number of collocation points grow ex-
ponentially with the number of random variables. This issue has been treated, up to an extent
with isotropic [5, 6, 62] and anisotropic sparse grids [63]. More recently, tensor decomposi-
tions of Q(y (i1)1 , ..., y
(iM )
M ), see [7, 8, 9, 10], have been employed. However, the development
of computationally efficient uncertainty propagation is not in the focus of this thesis. Thus for
our computations we will use tensor grids of collocation points for simplicity. One should keep
in mind that if a weakly correlated random field is observed then one of the above mentioned
remedies should be employed.
4.8 Conclusion
This chapter aimed to give brief introduction to the concept of random fields and explain how
to propagate uncertainties from the input onto the output parameters. The univariate, trivari-
ate and spatial random fields were covered. We gave a detailed explanation of the stochastic
collocation method, for uncertainty propagation, which will further be used in the thesis.
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5 Modeling Uncertainties in the Magnetic Behavior Law
In this chapter we will give a general description of the magnetic hysteresis phenomenon which
will be followed by a brief description of its physics. We will introduce the Duhem hystere-
sis model as a phenomenological type of model and explain how uncertainties occurring in
the hysteretic properties can be modeled by using the multivariate random field approach, see
chapter 4.
5.1 General description of magnetic hysteresis
In Fig. 26a a simple ferromagnetic toroidal core is depicted. The core is surrounded with a con-
ducting coil that consists of a large number of turns. There are certain assumptions behind this
simple example in order to make the analysis easy. First, the field inside the core is considered
as homogeneous, i.e., it does not depend on the spatial coordinates. Second, the lines of force
that penetrate into the surrounding medium are neglected, i.e., it is considered that all of them
are captured inside the core. Third, the magnetic field is considered to have only an azimuthal
component, see Fig. 26a. Finally, the eddy currents are neglected. From the Ampère’s law and
these assumptions it follows that
Hφ(t) =
NjI(t)
2piR
, (158)
where Nj are number of turns and R is the radius of the toroidal core. We will not specify
cylindrical coordinate system. We shall simply consider H := Hφ within the scope of this chapter.
From (158) we can conclude that the magnetic field strength H is proportional to the electric
current I and therefore both will have the same shape in time. From now on when we say
that the material has been exposed to a magnetic field strength in our context this is achieved
via a current excitation in (158). In this context we proceed by introducing the excitation
H(t) shown in Fig. 26b. The ferromagnetic material will respond by producing the magnetic
flux density as depicted in Fig. 26c. When B is shown as function of H the typical hysteresis
loop is obtained as it is illustrated in Fig. 26d. The following description can be given: when
a piece of ferromagnetic material is exposed for the first time to a monotonically increasing
H(t), its relationship with B(t) is expressed via the initial magnetization curve, see Fig. 26d. On
the other hand, when the material is exposed to monotonically decreasing H(t) the magnetic
behavior law is given via the upper curve. During this phase two characteristic points can be
recognized. The first one is the remanence point (0,Br) where even without external excitation
there is a presence of a magnetic flux density. The second one is the coercive point (−Hc, 0).
In this point one can see which value for the magnetic field strength is required such that
the leftover magnetization vanishes. The procedure is repeated for monotonically increasing
magnetic field and the bottom curve is obtained. In the next section a brief, not detailed,
explanation is given about the origin of the magnetic behavior law from a physics point of view.
5.2 Origin of magnetism in materials
The magnetic behavior law establishes the relationship between the magnetic field strength
vector H and the magnetic flux density vector B. The induced magnetic flux density in vacuum
is given as
B0 = µ0H , (159)
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(a) Toroidal core (b) Magnetic field strength
(c) Magnetic flux density (d) Hysteresis map
Figure 26: Toroidal core (a) excited with magnetic field strength (a) that produces a magnetic
flux density (c) as a response and the hysteresis map (d)
where µ0 = 4pi× 10−7 Hm−1 denotes its magnetic permeability. According to the macroscopic
view on electromagnetism, the origin of magnetism in materials is the movement of the electrons
around the atomic nucleus, Fig. 27.
Nucleus
Electron
≡ ∆S
I
m = I∆S
Figure 27: An atom viewed as an elementary magnetic dipole
The electron circling around the atomic nucleus can be viewed as a current in an elementary
dipole. For the equations that follow we refer to [64] for details. The induced dipole moment is
given as
m = I∆S, (160)
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where ∆S is area of the circle. Any elementary volume ∆V of the magnetic material under
consideration consists of a large number of magnetic dipoles whose induced moments are given
as m i and the density of the magnetic moments is given with the magnetization vector as
M = lim
∆V→0
∑
i m i
∆V
. (161)
When a magnetic dipole is exposed to the magnetic flux density induced by the vacuum a torque
is generated, given as
τi =m i × B0. (162)
The torque tends to align the magnetic dipoles with the external field. The total magnetic flux
density B is composed of the component induced by the vacuum µ0H and the contribution of
the aligned magnetic dipoles µ0M
B = µ0(H +M). (163)
If anisotropic material is considered then the relationship between M and H reads
M = χH , (164)
where χ is the magnetic susceptibility tensor given as
χ :=
χxx 0 00 χyy 0
0 0 χzz
 . (165)
By substituting (164) in (163) the relation between B and H is established as,
B = µ0(I +χ)H = µ0µrH , (166)
where I is the unity matrix. The magnetic permeability tensor is given as,
µ= µ0µr, (167)
and µr is the relative magnetic permeability tensor expressed as
µr :=
µr,xx 0 00 µr,yy 0
0 0 µr,zz
 . (168)
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(a) Magnetic domains
Domain wall motion
(b) Domain wall motion
Figure 28: Magnetic domains (a) and movement of the domain walls caused by external field
(b)
5.2.1 Origin of magnetic hysteresis
Piere Weiss postulated, in 1907 in his paper [65], that ferromagnetic materials consist of small
macroscopic regions known as magnetic domains, see Fig. 28a. The existence of the magnetic
domains has been proven experimentally by Heinrich Barkhausen in 1919. The magnetic do-
mains are separated by domain walls, where each magnetic domain is magnetized to saturation
by the process known as "spontaneous magnetization", see [66, Chapter 1, page 12], which
occurs below a temperature which is know as Curie temperature. In the absence of external
magnetic fields the magnetic domains tend to be arbitrarily oriented, thus, leading to compen-
sation of the overall magnetic effects. The domain walls of those magnetic domains whose
magnetization vectors are positioned at the smallest angle with respect to the external field will
be the first to orient and move in the direction of magnetization, hence, occupying the physi-
cal space of the neighboring domains. This physical process is known as domain wall motion,
Fig. 28b. The domain wall motion is not an entirely reversible process. This means when the
external magnetic field is removed some of the magnetic domains will still remain oriented.
This is the physical explanation of hysteretic properties in ferromagnetic materials.
5.2.2 Modeling of magnetic hysteresis
There are mainly two categories of modeling approaches to model the behavior depicted
in Fig. 26. There are physics and phenomenological based models. The physics type of models
introduce discrete parameters which are closely related to the underlying process of magne-
tization. One instance of physics based model is the Jiles-Atherton model, see [67]. The
phenomenological approach on the other hand describes the hysteresis phenomenon without
necessarily providing insight, thus leading to simpler models that nonetheless capture the be-
havior. A review on the existing phenomenological-based models, such as the Ishlinskii, Duhem,
Preisach can be found in [68].
5.3 Uncertainties in the magnetic hysteresis
As already stated in the introduction uncertainties in the magnetic behavior law occur due to
manufacturing imperfections. One instance of these imperfections which is particularly im-
portant for our work has been reported in [20]. Namely in [20] the experimental data for
twenty-eight samples hysteresis cycles has been given and a stochastic Jiles-Atherton model
has been developed. We have implemented this model, see appendix A for details, in order to
synthesize random data. Here the synthesized hysteresis cycles will serve as substitute of real
experimental data. In Fig. 29 sixty random realizations of the stochastic Jiles-Atherton model
are shown for illustration. The hysteresis cycles are generated in the interval I = [−1.5,1.5]T.
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Figure 29: Sixty hysteresis cycles computed by the stochastic Jiles-Atherton model
5.4 Duhem hysteresis model
The Duhem magnetic hysteresis model falls into the category of phenomenological models. It
is based on the assumption that the output changes its direction only when the input does.
The model has been introduced for the first time in [69]. The governing ordinary differential
equation (ODE) of the model reads
dH
dB
= αc · sgn(B˙)( f (B)−H) + g(B) B ∈ R, (169)
where
sgn(B˙) =
¨
1 B˙ > 0,
−1 B˙ < 0. (170)
This particular version is known as the inverse Duhem model, i.e., the roles of H and B are
interchanged. The right hand side of (169) is fully characterized by two material functions
f : R → R, g : R → R and one scalar parameter αc. The domain in which these functions
are defined theoretically is the set of real numbers R. However, in practice measurement data
usually exist on symmetric interval I = [−Bmax,Bmax]. We perceive the scalar paramter αc
as a constant material function on the interval I and we denote it as α : R → R. From this
point we shall say that the Duhem hysteresis model is fully characterized with three material
functions. The assumptions and the restrictions that the physics of ferromagnetic hysteresis
imposes on these material functions are discussed in details in [22, 70, 71]. These assumptions
and restrictions are important in our work and therefore we provide a brief discussion on them.
The three material function of the Duhem magnetic hystereis model are assumed to satisfy
Assumption 1 f (·) is piecewise smooth, monotone increasing, odd, with limB−>∞ f ′(B) <∞
.
Assumption 2 g(·) is piecewise continuous, even, with limB−>∞ g(B) = limB−>∞ f ′(B)<∞ .
Assumption 3 α(B)> 0 ∀B ∈ I .
The physics of ferromagnetic hysteresis imposes the following assumptions
Assumption 4 g(B)> f ′(B) ∀B ∈ I .
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Assumption 5 g(B)≥ αceαc
∫∞
B (g(z)− f ′(z)) e−αczdz ∀B ∈ I .
Assumption 4 has two implications. The first one is that all of the possible hysteresis paths will
remain encapsulated by the so called major loop. The Major loop is a theoretical hysteresis cycle
that would be obtained if the upper and bottom curve are computed starting from (H0,Bo) =
(±∞,±∞). The second one is that the energy dissipated in all primitive loops will remain
always positive. Assumption 5 is necessary and sufficient to ensure positive monotone responses,
i.e., dHdB > 0 [22]. The analytical solution of (169) is given as
H = f (B) + (H0 − f (B0))e−αc(B−B0)sgn(B˙) + e−αcBsgn(B˙)
∫ B
B0
(g(z) − f ′(z))eαczsgn(B˙)dz. (171)
The initial magnetization curve can be obtained from the analytical form by using (H0,B0) =
(0, 0) and sgn(B˙) = 1 which results in the following expression
Hi = f (B) + e
−αcB
∫ B
B0
(g(z)− f ′(z))eαczdz. (172)
Starting from any initial condition (H0,B0) one can distinguish between an ascending and de-
scending magnetization curve. For sgn(B˙) = ±1 the expression for the ascending and descending
portion of the curve reads
Ha = f (B) + (H0 − f (B0))eαc(B−B0) + eαcB
∫ B
B0
(g(z)− f ′(z))e−αczdz, (173)
and
Hd = f (B) + (H0 − f (B0))e−αc(B−B0) + e−αcB
∫ B
B0
(g(z)− f ′(z))eαczdz, (174)
respectively. In [22] a particular form of f (·) and g(·) has been proposed which is given as
f (B) =

A1tan(A2B) |B|< Bcl,
A1tan(A2Bcl) +
B − Bcl
µcl
B > Bcl,
−A1tan(A2Bcl) + B + Bcl
µcl
, B < −Bcl,
(175)
and
g(B) =
 f ′(B)(1− A3exp(
A4|B|
B − |B|)) |B|< Bcl,
f ′(B) |B|> Bcl,
(176)
respectively, where Bcl is the magnetic flux density at which saturation of the material occurs
and the magnetic permeability at that point is denotes as µcl. The coefficients A1,A2,A3 and
A4 together with Bcl and µcl are determined from experimental data. For illustration purposes
we compute one typical hysteresis cycle for a triangular excitation of the magnetic flux density
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Figure 30: Comparison between finite difference and analytical solution of the Duhem ODE with
f (·) and g(·) defined as in (175) and (176) for A1 = 500, A2 = 0.77, A3 = 0.71, A4 = 1
and Bcl = 2.5.
in the interval [−1.5,1.5]T. We use the typical form of the material functions given with (175)
and (176) for A1 = 500, A2 = 0.77, A3 = 0.71, A4 = 1 and Bcl = 2.5. and the analytical solu-
tion. The governing ODE is solved by using the explicit Euler method, i.e., we discretize (169)
as
Hi+1 −Hi
∆Bi
= α · sgn(∆Bi)( f (Bi)−Hi) + g(Bi), (177)
where ∆Bi = 1.5 · 10−6 and the comparison with the analytical solution is depicted in Fig. 30.
5.5 Identification of the Duhem model
In order to be as general as possible we propose to approximate the unknown material functions
by using a finite number of cubic B-spline basis functions, see appendix C denoted as N fk and
N gk ∈ L 3,0N for the f and g function, respectively.
f (B)≈
N f∑
k=1
fkN
f
k (B), (178)
g(B)≈
Ng∑
k=1
gkN
g
k (B). (179)
For our further analysis we rely on identifying the material functions based on given experimen-
tal data. By substituting (178) into the analytical solution (171) the following function can be
defined
H = F(B, p) =
N f∑
k=1
fkN
f
k (B) + (H0 −
N f∑
k=1
fkN
f
k (B0))e
−αc(B−B0)sgn(B˙) (180)
+e−αcB·sgn(B˙)
∫ B
B0
 Ng∑
k=1
gkN
g
k (z)−
N f∑
k=1
fk
∂ N fk (z)
∂ z
!
eαczsgn(B˙)dz,
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where p is the vector of unknown coefficients expressed as
p := ( f1, ..., fN f ,αc, g1, ..., gNg ). (181)
Up to this point the problem of identifying the material functions boils down to estimating the
vector p based on the available set of experimental data {(H ej ,Bej )}Npj=1. The properties of the ma-
terial functions can be satisfied by enforcing certain conditions on the unknown coefficients. We
use an odd number of functions such that we can allocate the middle coefficients f(N f +1)/2 and
g(Ng+1)/2, respectively. The oddness and the evenness of f (·) and g(·) is enforced through an-
tisymmetry and symmetry of the coefficients w.r.t the middle coefficients, respectively. The
function f (·) satisfies f (0) = 0 and as a consequence f(N f +1)/2 = 0. The value of g(Ng+1)/2 is
related to the derivative of the initial magnetization curve at B = 0. Namely,
dHi
dB

B=0
= g(0). (182)
In practice the initial slope of the initial magnetization curve is computed as
dHi
dB

B=0
≈ H
e
2 −H e1
Be2 − Be1 . (183)
The oddness and the evenness of the coefficients { fi}N fi=1 and {gi}Ngi=1 is expressed as
fi = − fN f −i−1 where i ∈ {1, ...,
N f − 1
2
}, (184)
gi = gNg−i−1 where i ∈ {1, ...,
Ng − 1
2
}, (185)
which results in the following linear system
Aeqp = beq, (186)
where Aeq ∈ R(
Nf +Ng
2 −1)×(N f +Ng+1) and beq ∈ R(
Nf +Ng
2 +1). The monotonicity and positivity condi-
tion can be enforced via the inequalities
fi − fi+1 < 0 where i ∈ {1, ...,N f − 1}, (187)
and
−αc < 0, (188)
respectively. From these two inequalities the following matrix inequality is obtained
Aieqp < bieq. (189)
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(a) Identified f (·) function (b) Identified g(·) function
(c) Identified α(·) function (d) Comparison
Figure 31: Identified material function (a-c) and comparison between the Duhem and Jiles-
Atherton model (d) for Ms = 1.71787652 · 106, k1 = 189, k0 = 247.11, σ = 0.99,
c = 0.54, a = 1203 and α= 0.002 in Np = 255
where Aieq ∈ RN f ×(N f +Ng+1) and bieq ∈ RN f . We proceed by defining the mean square error as
follows
e(p) :=
Np∑
j=1
(H ej − F(Bej , p))2. (190)
By having introduced the error function and how to incorporate certain properties of the mate-
rial functions we are in position to formulate the following nonlinear constrained minimization
problem
minimize
p
e(p)
subject to Aieqp ≤ bieq,
Aeqp = beq.
(191)
We use the sequential quadratic programming (SQP) algorithm to solve (191), see [72]. The
quality of the identification is quantified through the coefficient of efficiency as
52
(a) Samples of the f (·,θ ) function (b) Samples of the g(·,θ ) function
(c) Samples of the α(·,θ ) function (d) Samples of transformed v (·,θ ) function
Figure 32: Estimated material functions from the synthesized data (a-c) and transformed mate-
rial function (d)
R2 = 1−
∑Np
j=1(H
e
j − F(Bej , p∗))2∑Np
j=1(H
e
j −H e)2
, (192)
where p∗ is the solution of the optimization problem and H e is the mean value of the magnetic
field strength over the experimental points. We are going to use a modified version of (192),
see [20], which is given as
R2a = 1− (1− R2)
Np − 1
Np − q− 1, (193)
where q is the number of unknown parameters. In our case q = N f + Ng + 1. For illustration
purposes we generate data by using the Jiles-Athrton model with the following values of the
parameters: Ms = 1.71787652 · 106, k1 = 189, k0 = 247.11, σ = 0.99, c = 0.54, a = 1203 and
α= 0.002 in Np = 255 points. Then by applying the identification procedure the corresponding
material functions are obtained as it is depicted in Fig. 31(a-c). The comparison between the
synthesized data and the one generated with the identified model is shown in Fig. 31d. The
fitting quality is Ra = 0.9999987.
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5.6 Stochastic Duhem model
In order to incorporate the uncertain behavior of the hysteresis cycles depicted in Fig. 29 we
propose to replace the three material functions f (·), g(·) and α(·) with three random fields
f (·, ·), g(·, ·) and α(·, ·) defined as
f : I ×Ω→ R, (194)
g : I ×Ω→ R, (195)
α : I ×Ω→ R. (196)
Moreover we propose to align these random fields in order to obtain a univariate representation
as
U0(s,θ ) =

f (s,θ ) s ∈ I1
g(s− 2Bmax,θ ) s ∈ I2
α(s− 4Bmax,θ ) s ∈ I3
(197)
where I1 = I , I2 = (Bmax, 3Bmax) and I3 = (3Bmax, 5Bmax]. The idea is that the uncertainty arises
first in the material functions and then propagates through the ODE (169) and results in the
behavior that we observe in Fig. 29. In a stochastic setting the random fields f (·, ·), g(·, ·) and
α(·, ·) are assumed to satisfy almost surely the following assumptions
Assumption 6 f (·,θ ) is piecewise smooth, monotone increasing, odd, with limB−>∞ f ′(B,θ )<∞∀θ ∈ Ω.
Assumption 7 g(·,θ ) is piecewise continuous, even, with limB−>∞ g(B,θ ) = limB−>∞ f ′(B,θ )<∞ ∀θ ∈ Ω.
Assumption 8 α(B,θ )> 0 ∀(B,θ ) ∈ I ×Ω.
The physics of ferromagnetic hysteresis imposes the following assumptions
Assumption 9 g(B,θ )> f ′(B,θ ) ∀(B,θ ) ∈ I ×Ω.
Assumption 10 g(B,θ )≥ αceαc
∫∞
B (g(z,θ )− f ′(z,θ )) e−αczdz ∀(B,θ ) ∈ I ×Ω.
In chapter 4 we explained that the KLE is truncated after some terms in order to obtain a
finite dimensional representation of the random field. After truncation it is important that each
random realization of the random field, i.e., the material functions still fulfill the assumptions
6-10. In order to guarantee monotonicity of f (·,θ ) we introduce the following transformation
v (s,θ ) := ln

∂ f (s,θ )
∂ s

. (198)
By using (198) f (·, ·) is expressed as
f (s,θ ) =
∫ s
0
ev (s,θ )dz + C , (199)
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(a) Samples of the vt(·,θ ) function (b) Samples of the gt(·,θ ) function
(c) Samples of the αt(·,θ ) function (d) Assembled correlation function
Figure 33: Transformed estimated material functions from the experimental cycles (a-c) and as-
sembled correlation function (d)
where the constant C is determined from the initial condition f (0,θ ) = 0 ⇒ C = 0. We will
consider v (·, ·) as part of the aligned random field and obtain f (·,θ ) by using (199) which
guarantees monotonicity. This approach is known in the literature as monotonic regression,
see [73]. The satisfaction of other properties will be addressed after we introduce the KLE
of the trivariate random field and the modeling approach related to the random variables. In
order to compensate for the different scales we propose to rescale the data. The aligned rescaled
random field that also incorporates the transformation (198) reads
U(s,θ ) :=

vt(s,θ ) = Av(v (s,θ )− Cv) + Dv s ∈ I1,
gt(s,θ ) = Ag(g(s− 2Bmax,θ )− Cg) + Dg s ∈ I2,
αt(s,θ ) = Aα(α(s− 4Bmax,θ )− Cα) + Dα s ∈ I3.
(200)
The rescaling is achieved by the coefficients Av,Ag,Aα,Cv,Cg,Cα,Dv,Dg,Dα. They are computed
based on the desired range [nmin,nmax] and the currently observed ranges in the material curves
[cvmin, c
v
max], [c
g
min, c
g
max] and [cαmin, c
α
max]. The currently observed range of values is computed
based on the curve that bounds all other random realizations of the random field from below.
For example, the rescaled vt random field is given as
vt(s,θ ) = (v (s,θ )− cmin)(nmax − nmin)(cmax − cmin) + nmin, (201)
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from where we can see that Av =
(nmax−nmin)
(cmax−cmin) , Cv = c
v
min and Dv = nmin. The same reasoning
applies to the other coefficients. We proceed with by constructing the corresponding KLE of the
trivariate random field given as a special case of (132) for choosing n= 3. The eigenvalues and
eigenfunction are obtained by solving the Fredholm integral equation∫
It
KU(s, t)φi(t)dt = λiφi(s). (202)
The system matrix (202) can be decomposed
∫
I
Kvtvt(s, t) Kvtgt(s, t) Kvtαt(s, t)Kgtvt(s, t) Kgtgt(s, t) Kgtαt(s, t)
Kαtvt(s, t) Kαtgt(s, t) Kαtαt(s, t)
φvt,i(t)φgt,i(t)
φαt,i(t)
dt = λi
φvt,i(s)φgt,i(s)
φαt,i(s)
 . (203)
There is one crucial difference between the approximation of the eigenfunctions given by (137)
and the one related to the trivariate case here. Namely, there is no necessity to approximate
the φαt,i with B-splines basis functions since it gives a KLE representation of constant function
α(·,θ ). It is naturally to approximate it with constant eigenfunctions within the interval I3.
Therefore, the eigenfunctions are approximated as
φi(s)≈

Nvt∑
m=1
φ
vt
imN
vt
m (s) s ∈ I1
Ngt∑
m=1
φ
gt
imN
gt
m (s− 2Bmax) s ∈ I2,
φ
αt
i s ∈ I3.
(204)
By substituting the approximated eigenfunctions, (204), into the Fredholm integral equation
(203), and multiplying it with test function and integrating over the computational domain, we
obtain the generalized eigenvalue problemKvtvt Kvtgt KvtαtKgtvt Kgtgt Kgtαt
Kαtvt Kαtgt Kαtαt
φvtiφgt
i
φ
αt
i
= λi
Mvtvt 0 00 Mgtgt 0
0 0 Mαtαt
φvtiφgt
i
φ
αt
i
,
 (205)
or written in simplified manner,
Kφi = λiMφi , (206)
with K ,M ∈ R(Nvt+Ngt+1)×(Nvt+Ngt+1).
We use the synthesized data to identify the corresponding material functions, see Fig. 32. We
conducted the identification procedure for N f = Ng = 13 cubic spline basis functions. This
number is chosen by experimentation, i.e., by taking different numbers we observe which one
yields better accuracy. In chapter 4 in Fig. 19 we showed random realizations of weakly and
strongly correlated material functions. By observing the identified material data in Fig. 32a and
Fig. 32b one can say intuitively that a strong correlation is present. A maximum correlation will
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(a) Eigenfunctions φvti (·) (b) Eigenfunctions φgti (·)
(c) Eigenfunctions φαti (d) Eigenvalues
Figure 34: Eigenfunction (a,b,c) and eigenvalues (d) of (203)
be observed in the α(·, ·) because by construction all random realization are constant within the
interval I3. We set up the desired range for rescaling by choosing nmin = 1,nmax = 2. The rescal-
ing coefficients are Av = 0.0865, Ag = 0.00018578, Aα = 0.1080, Cv = −3.6676, Cg = 556.5599,
Cα = 8.6404, and Dv = Dg = Dα = 1. The total number of experimental points is Np = 225. The
rescaled material functions and the assembled correlation function are depicted in Fig. 33. The
smallest observed value for the coefficient of efficiency, therefore the worst fit, is Ra = 0.99998.
We solve the Fredholm integral equation by using the estimated sample covariance function for
Nvt = Ngt = 27 basis functions. The first four eigenfunctions and eigenvalues are depicted in
Fig. 34a-c and Fig. 34d, respectively. In order to estimate the error of the Galerkin discretization
we repeated the computation of the eigenvalues and eigenfunctions for Nvt = Ngt = 28 basis
functions. The maximal mean square error among the first four eigenfunctions is below 1.2·10−4
and the maximal absolute error among the eigenvalues is below 4.9 · 10−9.
We observe a relatively quick decay in the eigenvalues, see Fig. 34d which allows to truncate
the KLE after M = 4 terms. According to (117) the relative error due to the truncation is 3.1%.
It should be noticed that the relative information criterion is satisfied since ΨM = 0.99 > 0.95.
The probability distribution functions of the four random variables are shown in Fig. 35. To
obtain these pdfs we used a Gaussian kernel and we set the MISE(ρˆYi) < 10
−8, as it is defined
with (126). The random variables that are introduced in Fig. 35 are bounded, i.e.,
||Yi||L∞(Ω,P) ≤ CYi , ∀i ≥ 1 (207)
where CYi ≥ 0. Based on this modeling approach we provide proofs in appendix B that some of
the physical restrictions on the material functions can be preserved within the truncated KLE.
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(a) Pdf of Y1 (b) Pdf of Y2
(c) Pdf of Y3 (d) Pdf of Y4
Figure 35: Probability distribution functions
5.7 Numerical example
In this section we will illustrate how to apply the stochastic Duhem model to compute the mean
value and the standard deviation of the hysteresis loss in a simple toroidal transformer which is
depicted in Fig. 36c. In practice one may be interested in the statistics of its technical parameters
for different amplitudes of the current excitation. The primary coil is excited with a sinusoidal
current I(t) = I0 sin(ωt), where ω = 1rad/s. The number of turns is N j = 1000. The range
of amplitudes is given as I0 ∈ [0.2, 0.55]A. Eddy currents are neglected. Using the relationship
between the magnetic field strength and the magnetic flux density we obtain
F(B(t),H0,B0) =
Nt I(t)
l
. (208)
Hence, the unknown B(t) is given as the root of the following nonlinear equation:
Φ(B(t)) = F(B(t),H0,B0)− Nt I(t)l = 0. (209)
Once the trajectory is obtained in the BH plane, the hysteresis loss is readily computed as
Ph =
dWm
dV
=
∮
C
HdB, (210)
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(a) The mean value of the hysteresis loss (b) The standard deviation of the hysteresis loss
R
I(t)
BH
(c) Toroidal single phase transformer
Figure 36: Mean value (a) and standard deviation (b) of the hysteresis loss in a toroidal single
phase transformer (c)
where Wm is the magnetic energy. The hysteresis loss is equivalent to the area encapsulated by
the trajectory C and it expresses the energy dissipation per unit volume V due to the magnetic
hysteresis. The mean value and the standard deviation are computed by using (153) and (154),
respectively. We construct a tensor grid by using seven Gauss-Legendre collocation points per
dimension. We repeated the computation for eight collocation points per dimension and esti-
mated that the maximal relative error is below 9.6 · 10−6 and 3.9 · 10−4 for the mean value and
standard deviation, respectively. The computed mean value and standard deviation are depicted
in Fig. 36a and Fig. 36b, respectively.
5.8 Conclusion
In this chapter we introduced the magnetic hysteresis phenomenon. The Duhem model was
explained and the basic equations stated. We explained how to model uncertainties arising from
manufacturing imperfections. Namely, we proposed that the material functions describing the
Duhem model can be modeled as cross-correlated random fields. The synthesized data from the
stochastic Jiles-Atherton model justified our modeling approach. The approach was applied to a
simple benchmark example, a toroidal transformer, in order to illustrate its practical relevance
in a realistic scenario.
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6 Hierachical Matrices and Lanczos Algorithm
The decay of the eigenvalues in the KLE provides a guideline for the truncation. Only the most
influential terms, i.e., the eigenvalues with highest values are taken into account. The Krylov-
subspace Lanczos algorithm, or only Lanczos algorithm, for computing the most important
eigenvalues is a suitable choice, see [74, 75, 76, 77]. The Lanczos algorithm is an iterative
algorithm where matrix vector multiplications involving the dense matrix C are required. The
algorithm is significantly slowed down when the number of entries in C is relatively large. Mem-
ory issues also arise in order to store the matrix C . There are two approaches suggested in the
literature in order to remedy this issue. The first approach [78] is based on accelerating the
matrix-vector multiplications in the Lanczos algorithm by using the fast multipole method and
the second one, see [79], on the hierarchical matrix technique. In this work we adopt the hierar-
chical matrix compression techniques because it has been shown that it is simpler to implement
in this context compared to the fast multipole method, see [80]. In the next sections we will in-
troduce the simplest version of the Lanczos algorithm and the basic idea behind the hierarchical
matrix technique. The sections that follow are a reformulation of the work presented in [24]
6.1 Lanczos algorithm
The generalized eigenvalue problem (146) can be rewritten as the standard one,
C t f i = λi f i (211)
where C t = V−1C . The main idea of the Lanczos method is to apply an orthonormal similarity
transformation to the matrix C t as
T = QTC tQ, (212)
where Q = [q1, ...,qM] ∈ RNt×M , and q i ∈ RNt, is an orthonormal basis of the Krylov subspace
KM := Span{q1, ...,qM} = Span{q1,C tq1, ...,CM−1t q1}. The matrix T ∈ RM×M is a tridiagonal
matrix given as
T =

α1 β1 . . . . . . 0
β1 α2 β2 . . . 0
...
... . . . . . .
...
...
...
... αM−1 βM−1
0 0 0 βM−1 αM
 , (213)
where the elements αi and βi as well as the orthonormal vectors {q i}Mi=1 are computed by
the iterative Algorithm 1. The similarity transformation preserves the eigenvalues, i.e., the first
M eigenvalues of the matrix C t and T are identical. If (λi, y i) is the i−th eigenpair of the
tridiagonal matrix T then (λi,Qy i) is the i−th eigenpair of the original matrix C t. In practice the
Lanczos algorithm encounters one drawback related to the matrix Q. Namely, the orthogonality
between the vectors is lost due to round-off errors. This issue has been explained in [81]. Thus,
we shall consider full reorthogonalization, see Algorithm 1 line 10. For this thesis we have
implemented Algorithm 1 in the C-programing language.
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Algorithm 1 Lanczos algorithm
1: Initialization: q0 := 0; β1 := 0; Q1 := [q1]; q1 := rand(Nt, 1);
2: for j = 2, 3, ..,M do
3: α j := q Tj C tq j
4: r j := C tq j −α jq j − β jq j−1
5: β j+1 := ||r j||
6: if (β j = 0) then
7: return Q ∈ RNt× j α1, ...,α j and β1, ...,β j
8: Break
9: end if
10: r j := r j −QQTq j full reorthogonalization
11: q j+1 = r j/β j+1
12: Q j+1 = [Q j,q j+1]
13: end for
14: return Q ∈ RNt×M α1, ...,αM and β1, ...,βM
6.2 Hierachical matrices
The key idea in the hierarchical matrix technique is to find subblocks in the dense matrix C that
have small entries because they are far away from each other and weakly coupled and apply
a low-rank approximation to them. The low rank approximation decreases the computational
costs of the basic arithmetical operations such as matrix-matrix multiplication, addition and
matrix-vector multiplication and reduces the memory storage requirements. The basic elements
of building a hierarchical matrix representation of a dense matrix are cluster tree and block
cluster tree. The indices of the potential candidates (subblocks) for a low rank approximation
are kept in a block cluster tree whose elements are obtained as a Cartesian product between the
elements of a cluster tree. For the fundamental theory behind the hierarchical matrices we refer
to [82, 83, 84] and [85, 86, 87]. In the next three sections we give a brief explanation about
the cluster tree, block cluster tree and the low rank approximation technique.
6.2.1 Cluster tree
Let I be an index set I = {0,1, 2, ...,Nt−1}. Each element i ∈ I references a domain Ωi described
by
Ωi := supp(φi). (214)
A piecewise constant basis function is defined as
φi(x ) :=
¨
1 if x ∈ τi
0 otherwise.
(215)
From (215) it is concluded that the domain Ωi corresponds to the domain of τi, i.e., the i − th
triangle in the triangular mesh.
The tree TI is called a cluster tree over the index set I when the following conditions hold:
• The set I is the root of the cluster tree.
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diam(Q t)
Qs
Q t
dist(Q t ,Qs)
diam(Qs)
Figure 37: Example of two separated cluster domains
• If t ∈ TI is not a leaf, then it is a disjoint union of its sons S(t).
• If t ∈ TI is a leaf, then #t ≤ nmin for a fixed number nmin.
The operation # represents the cardinality of a set. There are many different approaches to build
a cluster tree, for instance geometrical, algebraic, cardinality-balanced and box-tree clustering
algorithms [88]. The basic idea behind of all the approaches is to split the index set I into two
disjoint subsets which become sons of the root cluster. This procedure is repeated recursively
for the son clusters. In this paper the box-tree clustering algorithm is used because of certain
advantages over the other algorithms, see [88, Chapter 2, p. 30].
The clusters t ∈ TI define cluster domains Ωt ,
Ωt :=
⋃
i∈t
supp(φi), (216)
i.e., Ωt is the minimal subset of R2 that contains the supports of the basis functions {φi}i∈t .
The potential candidates for low rank approximation are those subblocks in the matrix A whose
indices are kept in the clusters t, s ∈ TI and their domains Ωt and Ωs defined with equation
(216) satisfy the admissibility condition,
min(diam(Ωt), diam(Ωs))≤ ηdist(Ωt ,Ωs), (217)
where diam(·) is the Euclidean diameter of a set and dist(·, ·) is the Euclidean distance of two
sets. The parameter η allows to adjust the number of admissible blocks. In practice, computing
the diameters of possibly complicated domains Ωt and Ωs, as well the distance between them,
can be a time consuming procedure. Thefore, they are replaced by axis-parallel rectangles Q t
and Qs such that Ωt ⊆ Q t and Ωs ⊆ Qs holds as it is shown in Fig. 37. The admissibility now
reads
min(diam(Q t), diam(Qs))≤ ηdist(Q t ,Qs). (218)
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C˜t×s#t
#s
= R
#t K T
#sk
k
Figure 38: Low rank approximation of a subblock
6.2.2 Block cluster tree
The tree TI×I is called a block cluster tree over the Cartesian product I × I if the following
holds:
• The root of the block cluster tree is I × I .
• Each element b ∈ TI×I has the form b = t × s where t, s ∈ TI .
The block cluster tree is built by taking a Cartesian product between the elements t, s ∈ TI
that belong to the same level in the cluster tree TI and the procedure is repeated recursively
until the admissibility condition is satisfied or t and s are leaves. The block cluster tree is a
quadtree with leaves on different levels that could be admissible or inadmissible. A hierarchical
matrix represents also a cluster tree with an equivalent structure as the block cluster tree. The
inadmissible leaves of the hierarchical matrices contain matrices in the standard full format and
the admissible leaves contain low rank approximated matrices.
6.3 Low rank approximation
The subblock Ct×s is approximated by the matrix subblock C˜t×s, if the clusters t and s satisfy the
admissibility condition as
C˜t×s = RKT , (219)
where R ∈ Rp×k, K ∈ Rq×k and p = #t, q = #s. Pictographically this is illustrated in Fig. 38. The
rank is denoted as k. The matrices R and K are computed by using the adaptive cross approxi-
mation (ACA) technique, see [89]. ACA computes a low rank approximation with a-priori given
accuracy " Ct×s − C˜t×sF ≤ " ‖Ct×s‖F , (220)
where ‖·‖F is the Frobenius norm.
6.4 Numerical experiments
The details of the most of the computations that follow can be found in [24]. For the hierarchical
matrix part we use the H2Lib library [90]. To illustrate the relevance of the hierarchical matrix
compression we adopt the single phase transformer [43]. We will consider the magnetic reluc-
tivity as a linear and isotropic spatial random field, i.e., ν(x ,θ ) = Fs(x ,θ ). The approximated
random field by the truncated KLE is given as
ν(x ,θ )≈ νM(x ,Y ) = ν(x ) +
M∑
i=1
Æ
λi fi(x )Yi(θ ), (221)
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(a) 1st Eigenfunction (b) 5th Eigenfunction
(c) 8th Eigenfunction (d) 10th Eigenfunction
Figure 39: The 1st (a) 5th (b) 8th (c) 10th (d) eigenfunction
as it was explained in Section 4.4. The mean value of the random field is ν(x ) = 795.774H−1m.
The covariance function is assumed to be the exponential (149). The generalized problem (211)
is solved for the Nt = 24810 triangles, d = 100cm, σ = 1. Some of the eigenfunctions are
depicted in Fig. 39. The same eigenvalue problem is solved for different correlation lengths and
the decay of the eigenvalues is shown in Fig. 41. For the hierarchical matrix compression part
we used nmin = 256, η = 1.0 and " = 0.01. In order to obtain visual insight into the structure
of the hierarchical matrix we show two of them in Fig. 40.
Nt C C˜(d = 5cm) ∆ C˜(d = 200cm) ∆
3838 112 MB 59 MB 2.25 · 10−4 57 MB 1.05 · 10−3
9102 632 MB 182 MB 3.39 · 10−4 170 MB 1.25 · 10−3
24697 4653 MB (nem) 599 MB −−− 548 MB −−−
35295 9504 MB (nem) 942 MB −−− 861 MB −−−
Table 1: Memory requirements for the full format and hierarchical format of matrices. Details
about this computations can be found in [24, Table 1].
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(a) Hierarchical matrix for d = 10cm (b) Hierarchical matrix for d = 100cm
Figure 40: Hierarchical matrices for different correlation lengths
Figure 41: Eigenvalues for d = 5cm, 20cm, 200cm, [24, Fig. 4].
6.5 Memory storage benefits
The memory requirements in order to store the full matrix C and the hierarchical matrix C˜ as
well as the l2-norm due to the hierarchical compression are shown in table 3. The correlation
lengths d = 5cm and d = 10cm are considered. The error due to the hierarchical representation
is given as
∆=
C− C˜l2
‖C‖l2
. (222)
As it can be seen from table 3, for Nt = 3838 the memory storage benefits are not significant.
However, when Nt > 24697 the memory allocation fails on a 64 bit desktop computer with 24
GB RAM memory (not enough memory - "nem"). This kind of memory issues have been are also
reported in [79]. The data in table 3 shows that the compression of the dense matrix becomes
better when the correlation length is increased.
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(a) Mean value, [24, Fig. 7] (b) Standard deviation, [24, Fig. 7]
Figure 42: Mean value (a) and standard deviation of the inductance (b)
6.6 Statistics of the inductance
For the computation of the mean value and the standard deviation of the inductance we will
consider the static case. If we use the approximated random magnetic reluctivity (221) the
following expression is obtained for the stiffness matrix
K≈ K+
M∑
i=1
KiYi(θ ). (223)
We set the number turns in the primary coil Nj = 260 and consider random variables with
uniform pdf. We compute the statistics of the inductance in the range of correlation lengths
d = [20, 160]cm and σ = 10. For the stochastic collocation method we use a polynomial
degree l = 2 in each dimension. We chose the number of random variables based on the relative
information criterion ΨM > 0.95. The mean value and the standard deviation are shown in
Fig. 42.
6.7 Discussion on the physical interpretation
When we considered uncertainties in the magnetic hysteresis the covariance function was com-
puted from synthesized data. Even though this data cannot be considered as really experimental
data still it is a good replacement because it is generated by a model that is constructed to cap-
ture uncertainties. It has been reported in the literature that the manufacturing process modifies
spatially the magnetic properties, see [91, 92]. To this end we did not succeed find data doc-
umented in such a way that we can extract the covariance function and gain insight into the
qualitative behavior of the spatial uncertainties. Thus we assumed the covariance function and
the PDF of the random variables.
6.8 Conclusion
In this chapter we use the hierarchical matrix compression and the Lanczos algorithm in order
to compute efficiently the KLE of a spatial spatial random field. The compressed matrices were
used in the iterative Lanczos algorithm in order to solve a generalized eigenvalue problem. This
technique plays a significant role in reducing memory requirements in some scenarios where
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the memory allocation would not have even been possible if the full format was used. The
approach was used to compute the statistics of the inductance of a single phase transformer for
illustrating its practical relevance.
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Figure 43: Initial and upper nonlinear curve and turning point
7 Simulation of Remanence Effects in the Combined Function Magnet
When hysteretic properties are neglected one can conclude that if the current sources are
switched off (their value is set to zero) the magnetic field vanishes. If eddy currents are
present in the system they will remain for some transient period and their effect (they act
as a secondary source for the magnetic field) will eventually disappear. From the general de-
scription of magnetic hysteresis that we gave in chapter 5, Fig. 26, one can see that even when
the current source is switched off the toroidal core remains in a magnetized state. It is this
remanent magnetization that influences the performance of electrical devices, see for exam-
ple [93, 94, 95]. The left over magnetization has to be taken into account in the simulation
in order to properly design the electrical device of interest. Within the scope of this thesis
only the combined function magnet explained in chapter 3 will be the subject of this additional
consideration.
A simplified analysis of the combined function magnet has been carried out by using a magnetic
equivalent circuit (MEC) approach in [50]. The MEC method has two benefits. First it is compu-
tationally cheap since the device is represented as network of lumped elements where classical
or modified nodal analysis can be applied. Second, it is comprehensive for electrical engineers
because it follows their intuition gained from circuit theory. However, in the same work [50] it
has been shown, by comparison between the magnetic flux densities in the center of the device
computed by a 2D FE model and MEC, that even an improved MEC gives less accurate results.
In [50] the remanence magnetization is computed by drawing a tangent line at the current
working point on the B−H curve. The point at which the tangent line intersects the Bp−axis, for
Hp = 0, is incorporated as constant source of magnetic flux density in the circuit representation.
The magnetic flux density is an analogy to an electric current in classical electric circuits.
We propose an extension to the work in [50] in two aspects. First, instead of using tangent lines
we propose computing the actual demagnetization curves by using the Duhem model. Second,
we propose a solution of the governing equation in which the magnetic reluctivity is extracted
from the computed curves. To proceed we will first redefine the magnetic reluctivity for the
hysteretic case and we shall conceptually explain how to conduct numerical simulation with
hysteretic properties taken into account.
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(a) One triangular element from the mesh (b) Electric current signal
(c) Magnetization history of the x−component (d) Magnetization history of the y−component
Figure 44: Magnetization history of the x − y components (c-d) in the e−th element (a) under
the excitation (b)
7.1 Nonlinear magnetic reluctivity with magnetic hysteresis
Let us consider the initial and upper B − H curve as it is depicted in Fig. 43. We propose a
definition of the magnetic reluctvity which w.r.t. the turning point
 
Hnp,Bnp

given as
νpp(Bp) :=
Hp −Hnp
Bp − Bnp . (224)
This definition gives rise to the following constitutive relation
H = ν (B− Bn) +Hn, (225)
which can be rewritten as
H = νB+H?n, (226)
where
H?n = Hn − νBn. (227)
The vector of the magnetic field strength given by (227) can be thought of as accumulated,
i.e., leftover magnetic field from a previous operation mode. Alternatively one can think of H?n
as magnetic field strength arising from a permanent magnet. The magnetic reluctivity defined
in (38) preserves the positivity w.r.t. the turning point
 
Hnp,Bnp

.
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7.2 Simulation flow
When the combined function magnet is never set into a working mode before all of the trian-
gular elements belong to a region whose magnetic properties can be described via the initial
magnetization curve. This holds true for the initial excitation, i.e., when the signal depicted in
Fig. 44b goes from point m to point n. During this portion of the excitation signal, the region of
e−th the element is brought from the state (0,0) to (Henp,Benp), see Fig. 44c-d. The constitutive
relation in this case is given as follows
He = νeBe +He?m t ∈ [tm, tn] , (228)
where He?m = (H
e?
mx,H
e?
my) = (0, 0). When the electric currents starts to decrease, i.e., it goes from
n to r, see Fig. 44b, the turning point occurs. In fact each triangle of the mesh can be described
via its own turning point and descending portion of the B − H curve computed by (174). The
constitutive relation now reads
He = νeBe +He?n t ∈ [tn, tr] . (229)
During this phase the e−th triangle is brought from the state (Henp,Benp) to (Herp,Berp). When
the electric current signal reaches the point r the device ends up in a certain status that can
be computed if the governing equation is derived based on (229) and solved. Similarly, the
constitutive relation, when the device is set again into a working mode by the r-q portion of the
excitation signal, the constitutive relation is given as
He = νeBe +He?r t ∈ [tr, ts] . (230)
The magnetization history of the x− y components e−th element is depicted in Fig. 44c-d.
7.3 Governing equation and its numerical approximation
Let us denote the different states with c ∈ {m, n, r, s}. The constitutive relation can be expressed
as
H = νB+H?c. (231)
By using the magnetic vector potential representation we obtain
∇× (ν∇× A) = Jo −∇×H?c, (232)
which under the assumptions of the 2D simplification reads
−∇ · (νd∇Az) = Jz −

∂ H?cy
∂ x
− ∂ H
?
cx
∂ y

. (233)
The eddy currents are neglected because the core is usually laminated in z−direction. We derive
the weak formulation as follows
−
∫
D
v∇ · (νd∇Az)dx =
∫
D
Jzvdx −
∫
D

∂ H?cy
∂ x
− ∂ H
?
cx
∂ y

vdx . (234)
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(a) Remanent magnetic field strength (b) Remanent magnetic flux density
Figure 45: Remanent magnetic field strength (a) and remanent magnetic flux density (b)
After applying the following integration by parts equations∫
D
v
∂ H?cy
∂ x
dx = −
∫
D
H?cy
∂ v
∂ x
dx +
∫
∂ D
v

n0H
?
cy
︸ ︷︷ ︸
0
dx , (235)
∫
D
v
∂ H?cx
∂ y
dx = −
∫
D
H?cx
∂ v
∂ y
dx +
∫
∂ D
v
 
n0H
?
cx
︸ ︷︷ ︸
0
dx , (236)
the weak formulation equation is written as∫
D
νd∇Az · ∇vdx =
∫
D
Jzvdx +
∫
D

H?cy
∂ v
∂ x
−H?cx ∂ v∂ y

dx . (237)
The discrete FEM equation of (237) reads
K nan = F n + F?c . (238)
The nonlinear analysis that was introduced in chapter 3 applies here as well with an additional
vector F?c incorporated into the right hand side of the equation that is supposed to capture the
remanence effects.
7.4 Simulation via three static simulations
When the eddy currents are neglected, the analysis of the remanence effects can be significantly
simplified by considering a static simulation instead of a transient. Namely, if one is interested
only in the final values for the magnetic field and field harmonics then three magnetostatics
problems are solved. The Newton-Raphson equation reads
J k(ak+1 − ak) = F k + F?c − K kak, (239)
where J k is the static Jacobian matrix which is obtained when (74) is assembled without the
eddy current part. For illustration purposes we set up a numerical simulation. We use Nsw =
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Figure 46: Field harmonics with and without remanence magnetization
Field harmonic Nominal Mean Std
B1 0.077591 T 0.077862 T 4.30 10
−4 T
Table 2: Mean value and standard deviation of the field harmonics with considering a remanent
magnetic field
100 and Isw = 90A. The number of triangles is Nt = 51473. The combined function magnet
is encapsulated into a circular computational domain with radius of 0.27m. To compute the
remanence magnetic field we switch off the source current. For computing the demagnetization
curves and magnetization curves we used the Jiles-Atherton model for Ms = 1.6376 · 106, k1 =
189, k0 = 409.1523, σ = 0.99, c = 0.5628, a = 981.8209 and α= 0.0017 and we identified the
corresponding material functions of the Duhem model. The tolerance in the Newton-Raphson
method is set to 10−6. The spatial distributions of the amplitudes of the remanent magnetic
field strength and the magnetic flux density are depicted in Fig. 45a and Fig. 45b, respectively.
The remanent field is particularly strong at the sharp edges. This is expected since the magnetic
field has the highest value at this location. The first three field harmonics with and without
remanence magnetization are depicted in Fig. 46. The remanence magnetization gives a slight
rise to the fifth multipole. In this scenario the influence of the remanence magnetization is
negligible.
7.5 Statistics of the field harmonics
In order to compute to the statistics of the field harmonics we use the stochastic collocation
method as described in chapter 4. We set the polynomial degree to be l = 3 in each direction.
For the KLE we use the same data used in chapter 5. We assume that random variables in the
KLE are uniformly distributed. The mean value and the standard deviation of the first field
harmonic with considering remanence effects are shown in Table 2.
7.6 Conclusion
In this section a methodology was presented for simulating remanence effects in a combined
function magnet. The magnetic reluctivity was redefined in the hysteretic case with respect
to the turning point. The governing equations were derived based on the redefined magnetic
reluctivity. On top of the deterministic scenario we computed the statistics of the first field
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harmonics. The analysis was significantly simplified by considering only three static simulations
and neglecting eddy currents. The results presented in Fig. 45 show that if hysteretic properties
are neglected, remanence effect would have been unpredicted by the analyst.
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8 Summary and Outlook
8.1 Summary
In this thesis, we dealt with modeling uncertainties in the magnetic behavior law of ferromag-
netic materials. There are two main contributions of this work. First, a modeling approach
was proposed to model aleatoric uncertainties that occur in ferromagnetic materials due to
manufacturing imperfections. The approach is based on multivariate random fields and a phe-
nomenological type of hysteresis model known as the Duhem model. The key observation in
this case was that a probabilistic hysteresis model can be obtained by modeling the material
functions of the model as cross-correlated random field. The presence of correlation in the iden-
tified material function, see Fig. 33a-c, was observed. The cross-correlation between the data
was further investigated. It was found that α(·) exhibits strong and weak correlation with g(·)
and f (·), respectively. The functions individually manifested strong self-correlation. The impli-
cation of the correlation was a quick decay of the eigenvalues which enabled approximating the
trivariate random field by taking only four terms in the Karhunen-Loève expansion. The sec-
ond contribution of this thesis is related with the application the hierarchical matrix technique
to compress dense matrices arising from the Galerkin discretization in the spatial domain. We
implemented our own solver based on the Lanczos algorithm where in the iterative steps we
used a hierarchical format of the dense matrices. Huge memory savings could be achieved in
this way. We observed better compression for strongly correlated random fields. The proposed
modeling approach was further used to compute a mean value and a standard deviation of the
an important QoIs by using the stochastic collocation method.
8.2 Outlook
There are some interesting and also important aspects of the presented work that could not be
covered in this thesis. When we dealt with uncertainties occurring in the magnetic hysteresis
case we supported the theoretical work with synthesized data for the major loop cycles by
using the stochastic Jiles-Athrton model. On the other hand when we addressed the spatial
uncertainties the covariance function and the PDF of the random variables were assumed to be
the exponential and uniform distribution function, respectively. It would be interesting to assess
these assumptions in view of real data, although it is difficult to measure spatial variation in
practice.
Regarding the magnetic hysteresis some questions were not entirely addressed. The physi-
cal restriction on the material functions given with the Assumption 10 was not proven to hold
within the truncated KLE. This assumption is responsible to guarantee a monotonic response
of the ferromagnetic material. In our computations we never observed any violations of this
assumption. The obtained B − H paths were always monotone when the multivariate random
field was approximated with the truncated KLE. This gives us an intuitive feeling that the as-
sumption holds in the stochastic setting. However, a rigorous proof is still lacking. We already
provided a proof for the Assumption 9. It also remained unclear a priori how large the number
of random variables has to be chosen such that the property is not violated. The proof that we
provided only shows that it is possible to satisfy the physical property by eventually taking a
certain number of random variables. In case of proving the Assumption 10 answering the same
question is required.
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The number of collocation points in the stochastic collocation method can be reduced by
using the approach known as anisotropic sparse grid, see [96]. The basic idea is to take lower
polynomial degree in some of the directions. In our case the decay of the eigenvalues in the
KLE provides a guideline in which direction one can reduce the number of points. It would
be interesting to use the anisotropic approach for the introduced benchmark examples in this
thesis.
In the last chapter we provided a simplified static analysis of the field quality in a combined
function magnet. What would be interesting for future work is a full transient analysis with
uncertainty quantification. Another simplification in this thesis was the 2D representation of the
benchmark examples. It will be interesting to consider sophisticated 3D models in future.
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A Stochastic Jiles-Atherton model
In this section the basic equations and parameters related to the Jiles-Atherton model are given.
The derivative of the magnetization with respect to the magnetic flux density is given as, see [20]
dM
dB
=
(1− c)dMirr
dBe
+ c
dManh
dBe
1+µ0(1− c)(1−α)dMirrdBe +µ0c(1−α)
dManh
dBe
. (240)
In this relation, Manh and Mirr denote respectively the anhysteretic magnetization and the irre-
versible magnetization. With Be the effective magnetic flux density is denoted. The anhysteretic
magnetization is computed as,
Manh = Ms(coth
H +αM
a
− a
H +αM
), (241)
and its derivative with respect to Be,
dManh
dBe
=
Ms
aµ0
(1− coth2(H +αM
a
) + (
a
H +αM
)2). (242)
The irreversible magnetization is given with the following relation:
Mirr =
M − cManh
1− c , (243)
and its derivative,
dMirr
dBe
=
Manh −Mirr
µ0kδ
. (244)
The directional parameter is denoted as δ where,
δ =
¨
1 B˙ > 0
−1 B˙ < 0. (245)
The equations (244) and (242) are substituted into (240) with their right hand sides. The
parameter k is given as follows:
k = k1 + k0e
− H2
2σ2 . (246)
In the Jiles Atherton model there are 6 parameters (Ms,k0,c,a,α,σ) which are related to the
magnetic properties of the material under interest.
The equation (240) is actually used in the following update relationship:
Mi+1 = Mi +
dM
dB
∆Bi. (247)
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And the new value Mi+1 is used to obtain the new value of the magnetic field strength:
Hi+1 =
Bi+1
µ0
−Mi+1. (248)
In the stochastic Jiles-Atherton model the discrete parameters are modeled as random variables
whose probability distribution functions are depicted in Fig. 47.
The correlation matrix is given in the following table:
Ms k0 c a α σ
Ms 1 −0.509 −0.837 0.959 0.942 0.567
k0 −0.509 1 0.746 −0.415 −0.362 −0.918
c −0.837 0.746 1 −0.787 −0.759 −0.778
a 0.959 −0.415 −0.787 1 0.99 0.516
α 0.942 −0.362 −0.759 0.992 1 0.470
σ 0.567 −0.918 −0.778 0.5162 0.470 1
Table 3: Correlation matrix from [20]
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(a) Ms = logN(14.315, 0.0343) (b) α= logN(−6.3536,0.1151)
(c) c = logN(−0.5392,0.0549) (d) k0 = logN(6.1384,0.0984)
(e) a = logN(6.9214,0.1409) (f) σ = logN(0.4738,0.0681)
Figure 47: Probability distribution functions of the Jiles-Athrton model parameters
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B Truncated Karhunen-Loève theorem and physical properties
Lemma 1 Let the random variables {Yi}Mi=1 are uniformly bounded with CY > 0. If the following
inequality holds
g(B, ·)− f ′(B, ·)≥ C > 0, ∀B > 0 (249)
then the following inequality also holds
gM(B, ·)− f ′M(B, ·)≥ C˜ > 0, ∀B > 0 (250)
Proof 1 For the case when the random variables are bounded it holds
||g − gM ||L∞ = Cg,M <∞, (251)
For this proof L∞ := L∞(Ω, P). For the derivative of f (·, ·) we have
f ′(B,θ ) = ev (B,θ ), (252)
f ′M(B,Y ) = evM (B,Y ), (253)
Due to the Lipschitz continuity of the exponential function it holds
|| f ′ − f ′M ||L∞ = C f ,M <∞. (254)
By applying the triangular inequality we obtain
||  g − f ′−  gM − f ′M ||L∞ ≤ || f ′ − f ′M ||L∞ + ||g − gM ||L∞ = CM , (255)
where CM := C f ,M + Cg,M The last inequality implies two inequalities 
g − f ′−  gM − f ′M≤ CM , (256) 
g − f ′−  gM − f ′M≥ −CM . (257)
From the first inequality it follows that
gM − f ′M ≥ C˜ > 0, (258)
where C˜ := C − CM > 0 for sufficiently large M .
Lemma 2 Let us assume that
α(B, ·)> 0, ∀B ∈ R, (259)
then it holds
αM(B, ·)> 0, ∀B ∈ R. (260)
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Proof 2 The bottom bound of α(·, ·) are given as follows
α(B)−
∞∑
i=1
CYi ||λiφαi (B)||L∞(D) < α(B,θ ), (261)
and for the truncated KLE αM(·, ·)
α(B)−
M∑
i=1
CYi ||λiφαi (B)||L∞(D) < αM(B,θ ). (262)
In order to prove that the positivity of αM(·, ·) one has to show that
α(B)−
M∑
i=1
CYi ||λiφαi (B)||L∞(D) > 0. (263)
This is naturally expected to hold because if
α(B)−
∞∑
i=1
CYi ||λiφαi (B)||L∞(D) > 0, (264)
the (263) must hold since
∞∑
i=1
CYi ||λiφαi (B)||L∞(D) >
M∑
i=1
CYi ||λiφαi (B)||L∞(D). (265)
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Figure 48: B-splines with p = 3 and q = 0
C B-spline basis functions
Let us introduce the sequence τN : s1 ≤ s2, ...,≤ sN+p+1. The space of B-spline basis function is
a linear span L p,qN = span{N F,pk }Nk=1 of degree p and minimal regularity of q. The k-th B-spline
basis function is computed by using the Carl de Boor recursive relation
N F,pk (s) =
s− sk
sk+p − skN
p−1
k (s) +
sk+p+1 − s
sk+p+1 − sk+1N
p−1
k+1 (s), (266)
where for p = 0
N F,0k =
¨
1 sk ≤ s ≤ sk+1,
0 otherwise,
(267)
see [97, 98, 99]. The B-spline function has q = p − rk regularity if the knot sk is duplicated
rk times. As an example of N = 7 third degree of splines, with the associated knot vector
(−1.5,−1.5,−1.5,−1,5,−0.75,0, 0.75,1.5, 1.5,1.5, 1.5), are shown in Fig. 48. The knots s1 and
s11 have been duplicated three times. Thus the regularity of N
F
1 and N
F
7 has dropped down to
zero. The minimum regularity of this space of basis functions is q = 0 and it is denoted as L 3,0N .
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