ABSTRACT With the rapid growth of Web services on the Internet, it becomes a great challenge for Web services discovery. Classifying Web services with similar functions is an effective method for service discovery and management. However, the functional description documents of Web services usually are short in their length, with sparse features and less information, which makes most topic models unable to model the short text well, consequently affecting the Web service classification. To solve this problem, a Web service classification method based on Wide & Bi-LSTM model is proposed in this paper. In this method, first, all the discrete features in the description documents of Web services are combined to perform the breadth prediction of Web service category by exploiting the wide learning model. Second, the word order and context information of the words in the description documents of Web services are mined by using the Bi-LSTM model to perform the depth prediction of the Web service category. Third, it uses the linear regression algorithm to integrate the breadth and depth prediction results of Web service categories as the final result of the service classification. Finally, compared with six Web service classification methods based on TF-IDF, LDA, WE-LDA, LSTM, Wide&Deep, and Bi-LSTM, respectively, the experimental results show that our approach achieves a better performance in the accuracy of Web service classification.
I. INTRODUCTION
Web Service is one of the most important implementation technologies in Service-Oriented Architecture (SOA) [1] , and it is also an online application service that an organization publishes to perform certain functions, through the internet other consumers can access and use it. With the rapid development of the Internet, a variety of Web services is gradually known and applied, and the myriad of Web services is released every day to meet the needs of people. It is very necessary to manage Web services through applications which are based Web services such as service discovery [2] , [3] , service composition [4] , [5] , and so on. Hence, how to find suitable Web services effectively has become one of the core problems in the field of service-oriented computing. Classifying Web services with similar functions can greatly reduce the searching space of Web services and so effectively facilitate
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Web service discovery [6] , [7] , [12] . Therefore, effective Web services classification is a prerequisite for solving Web service discovery [8] , [18] .
At present, there have been a lot of researches on Web service classification, among which they mainly focus on functional attribute-based Web service recommendation [9] , [21] , [22] , [25] , [28] and Web service classification [10] . According to the existing researches, function description text of Web service usually has shortlength, sparse-features and less-information, similar to short text [19] . The main problem of this short text classification is how to structure the short text in a form that can be understood by computer. Some researchers proposed many methods for the above problems. For example, the LDA (Latent Dirichlet Allocation) [11] , [30] topic model or its extended topic model [4] , [5] , [16] , [17] is used to extract implicit topic information from Web services, in order to represent Web services by the low-dimensional topic vector features, then calculate the similarity among Web services based on these topic vectors and finally classify Web services. The generated feature matrix on top of this short text usually is sparse. It is not accurate to measure the similarity between Web services only according to the degree of co-occurrence of words in the short text by using the traditional methods to model the function description text of Web service. As a result, some topic models add auxiliary information in the process of modeling [24] , such as word clustering information [5] , label information [22] , tagging information [17] , which are beneficial to extract more accurate implicit semantic information of Web services. We also observe the method based on semantic web, in which OWL is used for describing the web services, in order to facilitate Web service discovery [29] . Meanwhile, some approaches exploit services' content and network [23] , [20] , or QoS [9] , [10] , [31] to improve service recommendations. Moreover, LSTM (Long Short-Term Memory) model is applied to Web service recommendation and prediction [22] , [26] . These researches improve the accuracy of Web service classification to some extent, but most of them ignore the deep mining of hidden information (word order between words, context information, and so on) in Web service description text, which can be exploited to promote the accuracy of service classification.
To address the above problems, an enhanced Wide & Deep model (called Wide & Bi-LSTM model) for Web service classification is proposed in this paper. This model performs the processes of memorization and generalization by joint training. The Wide model uses nonlinear feature transformations to memorize the sparse feature interactions of the function description of Web services automatically and selectively, and captures their key features. The Bi-LSTM model captures the feature interactions in the function description of Web services through low dimensional embedding, and obtains some generalized service features by producing more general and abstract representations of Web services. Based on this process, through the complementary advantages of Wide component and Bi-LSTM component, the hidden information in the function description texts of Web services can be fully mined. As we investigated, this is the first work integrates the wide learning and Bi-LSTM as a novel Wide&Bi-LSTM model to perform Web service classification. Aiming to the problem of the short, sparse features in the functional description documents of Web services, this model not only captures more informative features and their interactions of words, but also mines the word order and context information among words, which can be used as the important supplementary information to facilitate Web service classification. More concretely, the contributions of this paper are summarized as follows:
• We present a Wide & Bi-LSTM model, which performs the processes of memorization and generalization through joint training to fully mine the historical correlation features, and deeper level service feature interaction in the Web service description texts in order to achieve more accurate services' similarity measurement.
• • Based on the real dataset from ProgrammableWeb, we conduct experimental comparison and analysis to verify the model and method proposed in this paper. Compared with six Web service classification methods based on TF-IDF, LDA, WE-LDA, LSTM, Wide&Deep and Bi-LSTM respectively, the experimental results show that our approach is better than other existing methods in the accuracy of Web services classification. The remainder of this paper is organized as follows: Section I describes the background and summarizes the main work of this paper. Section II presents an overview on related work. The detailed introductions of the proposed model and method are presented in Section III. We show the experimental results and analysis in Section IV. Finally, this paper is concluded in Section V.
II. RELATED WORK
With the development of the service computing and the cloud computing, a variety of Web services are emerging. Thus, the discovery of Web services has become a hot research topic. As we know, Web service classification has been proved as an effective method to improve the performance of Web service discovery [7] . Some researchers have done a lot of works on classification or clustering of Web services, and a large part of them focuses on Web service classification based on functional attributes.
The functionality-based Web service clustering is based on the function similarity of Web services and classifies them into different clusters with similar function. For example, Yu et al. [11] proposed a service community learning algorithm based on joint clustering of services and operations, and clustered services with similar functions into homogeneous service communities. In the literatures [7] , [12] , many methods based on mining WSDL document features were also widely used. These methods firstly extract key features of WSDL document, such as description text, type, port, and Web service name. Then, based on the extracted feature information, the similarity between the Web services was calculated by cosine similarity or other computation method. According to the similarity, Web services were clustered. Cristina et al. [13] presented an ant colony-based method to perform Web services clustering based on semantic similarity. Furthermore, there were also many ways to exploit auxiliary ancillary information to improve the accuracy of Web services clustering. For example, Wu et al. [14] designed a hybrid Web service tag recommendation strategy, called as WSTRec, which reduce the impact of label distribution imbalance and irrelevant tags to Web service clustering. This method took into account the co-occurrence of tags in the label recommendation process by using tag mining techniques and semantic correlation measurement techniques simultaneously. Cao et al. [20] proposed a K-Means algorithm based on the similarity of Mashup services to cluster services by combining the description document and the corresponding tags of Mashup services. Sotiropoulos et al. [15] presented a service clustering model based on topic probability and domain characteristics. Shi et al. [16] provided an enhanced-LDA service clustering method based on word vectors to cluster all the words in the Web service description document, and to take these words clustering information into the training process of the LDA model. The above these methods took into account the problems of short-length, limited-corpus and sparse-features in Web service description documents, and introduced auxiliary information (such as word clustering information, label information, and so on) into the process of service corpus training [27] . It is helpful to extract more accurate service implicit semantic information and promote Web service classification. However, most of them did not take into account the fine-grained semantic information in service description documents, such as word order between words and contextual information, which are very important to improve the accuracy of service classification.
Google developed a Wide & Deep model based on TensorFlow for classification and regression on June 2016 [21] . In this model, wide linear component can selectively memorize sparse feature interactions by using cross-product feature transformation, and deep neural network component can generate unseen feature interactions through low-dimensional embeddings. Therefore, the model can perform text classification and prediction by combining the memorization ability of linear model and the generalization ability of deep neural network model. However, the deep neural network module in this model only uses the simple feed-forward neural network built on the advanced machine learning Api estimator (tf.estimator) based on TensorFlow, which do not fully exploit the word order and contextual information of the text. To further mine word order and context information of text, Wang et al. [22] proposed an online QoS prediction method that uses the LSTM model to learn and predict the future reliability of the service system. Although the LSTM model mines word order and context information to some extent, it only considers the historical context information (i.e. the positive word order information), and cannot consider the future context information (i.e. the reverse word order information). To solve this problem, in our proposed model and method, we exploit the Bi-LSTM model to simultaneously model the positive and reverse word order, and use the wide learning model to combine the discrete features which include context information in the description documents of Web services, which facilitate Web service classification.
III. CLASSIFICATION OF WEB SERVICES BASED ON WIDE & BI-LSTM MODEL
The overall framework of the proposed method in this paper is shown in Figure 1 , which consists of three parts, that are the acquisition and preprocessing of Web service description document, the training of Wide & Bi-LSTM model and Web service classification. In the process of acquisition and preprocessing of Web Services description document, the description text of the Web service and other related information are crawled from the ProgrammableWeb, in which the corresponding feature columns are extracted to build feature vector matrix. In the training process of Wide & Bi-LSTM model, the obtained feature vector matrices of Web service description document are trained respectively using Wide and Bi-LSTM components to derive their memorization classification vector and generalization classification vector. The breadth and depth prediction are performed respectively based on Wide & Bi-LSTM model. In the process of Web service classification, the joint training and classification prediction is implemented, and the linear regression algorithm is performed to integrate the breadth and depth prediction VOLUME 7, 2019
results of Web service categories as the final result of service classification.
A. PREPROCESSING OF WEB SERVICE DESCRIPTION DOCUMENT AND ESTABLISHMENT OF WORD VECTOR
The description document of Web service describes their whole functionality. The description document of Web service is the source of Web service classification. Since some terms in the description document of Web service contain a lot of useless information, the preprocesses are needed to refine the description document of Web service. The preprocesses consist of the following steps:
Step 1: The acquisition and collection of the description document of Web service. The natural language processing toolkit pandas in python is used to extract the five columns of Web APIs (i.e., APIName, tags, desc, primary_category, sub_primary) separately from the selected Web services.
Step 2: The tokenization of the description document of Web service. Words are segmented by spaces and punctuation is separated from words. The NLTK (Natural Language Toolkit) in python is used for the tokenization process.
Step 3: Filter stop words. There are many invalid words and punctuation marks in English, such as, 'a', 'to', ',', and so on. These words or symbols that have no practical meaning are called as stop words. The stop vocabulary table in the NLTK is exploited to remove stop words.
Step 4: Stemming. In English, the same word will have different expressions depending on the tense, person, such as, provide, providing, provides, and so on, but they are actually the same word provide. If these words are treated as different words, the accuracy of similarity computation will be reduced. Therefore, it is necessary to perform stemming.
Step 5: The preprocessed data is used to build the word vector matrix required by the Wide & Bi-LSTM model through the embedding function in Keras, and the feature items in the matrix without data are filled with '0' to make it a matrix with standard shape.
B. THE TRAINING OF THE WIDE & BI-LSTM MODEL
The Wide & Bi-LSTM model is shown in Figure 2 , which includes wide component, Bi-LSTM component and joint training of Wide & Bi-LSTM Model. Where, wide component performs the process of memorization, which discovers the correlation between service features from service historical data; Bi-LSTM component achieves the process of generalization, which justly is the transmission of service feature correlation and discovers those rare or never appeared, new service feature composition in service history data. The joint training of the Wide & Bi-LSTM Model is done by considering the weights of the memorization and generalization as well as the weight of their sum to optimize all parameters. The advantages of memorization and generalization are complementary to each other to improve the accuracy of service classification.
1) WIDE COMPONENT
The wide component mainly uses linear regression to perform the breadth prediction. the characteristics of linear regression are generally bi-classification problem and sparse. in statistics, linear regression is a regression analysis that uses the least square function called linear regression equation to model the relationship between one or more independent and dependent variables. therefore, linear regression can accurately measure the degree of correlation and regression fitting between various factors, and also can find the topic words in the web service description document quickly. however, in linear regression, a feature vector of web service description document is not only affected by a single factor. therefore, we use one-hot coding in order to apply a generalized linear model with nonlinear feature transformation to the large-scale regression and classification problem of web service description document with sparse input. it can effectively memorize feature interaction through a series of nonlinear feature transformations and independently select the feature vector of web service description document that need to be memorized. so it can capture direct features interaction in historical web service data, which is simple, extensible, interpretable, and also can add adaptive features to linear regression model. the mathematical expression of wide component is as below:
Here, The main functions of the wide component include features' input and transformation. features transformation is defined as:
Here, C KI is a Boolean variable that is 1 if the i-th feature vector of web service description document is a part of the k-th transformation, and 0 otherwise. For binary features, the transformation condition of feature vector of web services description document is defined as: C KI is 1 if and only if the feature vectors that make up web service description document are all 1, at this time X I is considered as an effective feature for the wide model; and 0 otherwise, at this time X I is considered as an invalid feature for the wide model and is not considered. that is to say, the linear wide model selects the useful feature vectors of web service description document independently. when the wide model deems that the feature vector of web service description document needs to be considered, the value of C KI is 1, otherwise C KI is 0. in this way, the wide model captures the interactions between the feature vectors of web service description document, and adds nonlinearity and adaptive characteristics to this model, which make web service classification more reasonable and accurate.
2) BI-LSTM COMPONENT
The Bi-LSTM component based on the deep learning neural network is a bi-directional LSTM neural network developed from the LSTM which can learn autonomously from the original feature vector of Web service description document. It can capture and generalize features to find deeper and more abstract Web service features to compensate for the effect of wide component. Therefore, Bi-LSTM component can better generalize for invisible Web service features composition through low-dimensional dense embedding for sparse feature vector of Web service description document. So, when the feature interaction of Web service description document is sparse, the deep neural network with embedded characteristics can summarize the deep feature vector of Web service description document. Furthermore, it can learn the long-term dependence, word order and bidirectional context relationship, and can effectively solve the problem of gradient disappearance and gradient explosion. When Bi-LSTM is used to classify Web services, its two LSTM neural networks with forward and backward input are connected to the same output layer. To improve the accuracy of Web service classification, Bi-LSTM adds the complete pre-order and post-order context information for each point as a part of the input sequence. The basic structure of a typical LSTM unit consists of three gate structures and one cell state, which is shown as Figure 3 . As can be seen from Figure 3 , the preservation and updating of the cell state in the LSTM unit are determined by Input Gate, Forget Gate and Output Gate. Where the Input Gate controls which parts of the new information are saved to the Cell, Forget Gate determines the preservation information of historical cell state, and Output Gate regulates which parts of the updated cell state are outputted. The specific workflow of the LSTM unit can be shown by the following formula (3)- (7):
Among them, i t , f t , o t , and C t represent the output of Input Gate, Forget Gate, Output Gate, and Cell at time t respectively, and x t and h t represent the input vector and hidden VOLUME 7, 2019 layer vector at time t respectively. δ denotes the sigmoid activation function, W and b represent the weight matrix and bias vector respectively, and their subscripts denote their categories, such as W i and b i , which indicate the weight matrix and bias vector that belong to the Input Gate structure. In this way, the Bi-LSTM can store the context information through the LSTM unit. The structure of the Bi-LSTM is shown in the right part of the Figure 3 , which has two parallel LSTM layers in both forward and reverse directions. The two parallel LSTM layers run in the same way as conventional LSTM neural networks. They start at the front and end of the sentence, so they can store sentence information from both directions. In this way, the Bi-LSTM can not only preserve the historical context information of Web service description document (i.e. the pre-order information), but also consider the future context information of Web service description document (i.e. the post-order information). Specifically, after the pre-processing at the step III.A, each feature word x i in the feature vector of Web service description document x = [x 1 , x 2 , · · · , x d ] is converted into corresponding word embedding form, which is a data format that is easy to process by the neural network model. For the t-th time step, two parallel LSTM layers in both forward and reverse directions respectively handle the input x t from their opposite direction, and then output the sum of the hidden state vectors, which can be described as:
Here, h t , ← h t are the output results of two parallel LSTM layers in both forward and reverse directions respectively, w 1 , w 2 are the weight parameters of two parallel LSTM layers in both forward and reverse directions respectively, and b y 2 is the bias. Therefore, starting from formula (8), the predictive depth classification vector for Web service 
A. EXPERIMENT SETTINGS
During the experiment, the top 10, 20, 30, 40, and 50 Web service categories with the highest number of Web services are selected as the classification benchmark datasets, which are divided into 80% training set and 20% test set for each classification benchmark dataset by using the random segmentation tool in Sklearn. In the Bi-LSTM model, some important parameters are set, for example, Embedding_size= 128, Hidden_layer_size= 64, Batch_size= 32, Num_epochs= 1, and dropout and recurrent_dropout are both equal to 0.2.
B. EVALUATION METRICS
To evaluate the performance of the proposed model and method, the 'closed test' principle is adopted in the experiment. The evaluation metrics include precision, recall, F-measure, purity and entropy. We set a standard classification result SWSC = {SC 1 SC 2 , . . . , SC K } for the preprocessed Web service document set, and the experimental Web service classification result as EWSC = {C 1 C 2 , . . . , C K }. The precision and recall of the i-th Web service category C i are respectively defined as follows:
Here, SC i is the number of Web services in category SC i , |C i | is the number of Web services in category C i , |SC i ∩ C i | is the number of Web services jointly appeared in categories SC i and C i . By integrating precision and recall, F-Measure signifies an overall assessment for Web service classification result, which is calculated as below:
Besides, we also employ purity and entropy to evaluate the accuracy of service clustering. The purity of each C i and the mean purity of all Web service classification in EWSC are respectively defined in the formulas (13) and (14) . Similarly, the entropy of each C i and the mean entropy of all Web service categories in EWSC are respectively defined in the formulas (15) and (16) .
Entropy
Here, |C i | is the number of Web services in category C i , n j i is the number of Web services belong to SC j which are successfully divided into C i , and |EWSC| is the total amount of Web services which need to be classified during the experiment. In short, the bigger recall,precision,purity and the smaller entropy, mean that Web services clustering accuracy is the better.
C. BASELINE METHODS
We select the below state-of-the-art methods as the baseline methods:
• TF-IDF:it exploits the word frequency-inverse document frequency of Web services description document to compute the similarity between Web services and classify them into different categories with similar function.
• LDA: Web services are classified by using LDA topic model. Each Web service belongs to the category is with the corresponding highest probability of topic. That is to say, Web services with the same topic are divided into one category.
• WE-LDA [16] : it leverages the high-quality word vectors to improve the performance of Web services clustering. The word vectors obtained by Word2vec are clustered into word clusters by K-means++ algorithm and these word clusters are incorporated to the semi-supervise LDA training process, which can elicit better distributed representations of Web services.
• LSTM [22] : it is suitable for processing and predicting important events with relatively long intervals and delays in time series. The input and output LSTM neural network are respectively the feature vector matrices of Web services description document and the classification prediction matrix of Web services. The LSTM only exploits the historical context information of Web service description document, i.e. the pre-order information, to classify Web services.
• Bi-LSTM: the input and output Bi-LSTM neural network are same to those of the LSTM neural network.
But, the Bi-LSTM has two parallel LSTM layers in both forward and reverse directions. That is to say, it not only extracts the historical context information of Web service description document (i.e. the pre-order information), but also considers the future context information of Web service description document (i.e. the post-order information), to classify Web services.
• Wide & Deep [21] : Wide & Deep learning jointly trains wide linear models and deep neural network to combine the benefits of memorization and generalization for classify Web services. 
D. EXPERIMENTAL RESULTS AND ANALYSIS
In this sections, we compare different approaches to evaluate the performance of Web services classification in terms of recall, precision and F-measure. Figures 4-8 generalization so as to achieve a more accurate classification result.
• The performances of TF-IDF, LDA and WE-LDA when the number of Web service categories is equal to 40 are the best in all cases. When the number of categories is small, an increase in the number of categories from 10 to 40 improves the performance of Web services classification, since more Web services in these categories can be used to learn more hidden information, such as word frequency co-occurrence, semantic correlations, topics, to achieve better classification accuracy. However, when the number of categories continues to increase from 40 to 50, the classification accuracy decreases. The reason for this is that additional categories only have fewer number of Web services with less content information, which weakens the classification accuracy. Furthermore, the performance of TF-IDF is the worst in all cases. This is because TF-IDF only uses the term-based vector space model to represent the features of Web services description document, without considering latent semantic correlation behind them.
• The precision of Wide&Bi-LSTM model has a sharp improvement nearly 43.7% compared to the LSTM model, and the precision of Bi-LSTM model also has a significant improvement compared to the LSTM model. The Bi-LSTM neural network not only extracts the historical context information of Web service description document (i.e. the pre-order information), but also mines the future context information (i.e. the post-order information) compared to the traditional LSTM neural network. Thus, the accuracy of similarity measurement and Web service classification of Wide&Bi-LSTM model is greatly improved.
• Compared with the Wide&Deep model, the accuracy of our Wide&Bi-LSTM model is improved by nearly 29.4%. This is because the deep component in the Wide&Deep model is a feed-forward neural network, which cannot mine the word order and context information of the description document in Web service. While the Bi-LSTM neural network in our Wide&Bi-LSTM model can mine these word order and context information to significantly improve the accuracy of Web service classification.
• Compared with Bi-LSTM model, the precision of Wide&Bi-LSTM model is slightly improved by 12.8%. This shows that the linear wide model with breadth feature transformation can integrate discrete features in the description documents of Web services, find the topic words of Web services from a large number of Web services description documents accurately and quickly, and exploit joint training process to make up for the deficiency of Bi-LSTM neural network. More importantly, the linear wide model captures the interactions between the feature vectors of Web service description document, and adds nonlinearity and adaptive characteristics to this model, which make Web service classification more reasonable and accurate.
• As far as entropy is concerned, the difference in the number of Web services included in each category (i.e., some categories contain only one or two services, while other categories contain more services), resulting in a high confusion degree in the distribution of Web services. That is to say, the greater the entropy value, the worse the classification effect. It can be seen from Figure 7 that the entropy of Wide&Bi-LSTM model is the smallest when the number of Web service categories is equal to 50, which shows its classification effect is the best compared to other models. Furthermore, we observe that the purity of Wide&Bi-LSTM model has 14.3% improvement over Bi-LSTM model when the number of Web service categories is equal to 50. Totally speaking, the tendency of entropy and purity is roughly consistent with those of the precision, recall and F-Measure. His research interests include workflow management, service computing, and cloud computing. He has published over 100 papers in well-known conferences and journals, such as the IEEE TPDS, the IEEE TSC, the IEEE TNSM, IR, IM, FGCS, JCSS, ICWS, and SCC. He has served as a Program Committee Member or the Program Chair of the major conferences in his area (ICWS, SCC, SCA, CGC, APBPM, SKG, and so on) and a Reviewer for TKDE, TSC, and TPDS.
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