Abstract. Knowledge about the spatio-temporal rainfall pattern is required as input for distributed hydrologic models to perform several tasks in hydrology like flood runoff estimation and modelling. Normally, these pattern are generated from point observations on the ground using spatial interpolation methods. However, such methods fail in reproducing the true spatiotemporal rainfall pattern especially in data scarce regions with poorly gauged catchments or for highly dynamic, small scaled rainstorms which are not well recorded by existing monitoring networks. Consequently, uncertainties are associated with 5 poorly identified spatio-temporal rainfall pattern in distributed rainfall-runoff modelling since the amount of rainfall received by a catchment as well as the dynamics of the runoff generation of flood waves are underestimated. For addressing this problem we propose an inverse hydrologic modelling approach for stochastic reconstruction of spatio-temporal rainfall pattern.
rainstorms showing a great variability in space and time and the density of ground monitoring networks is sparsely compared to other regions (Pilgrim et al., 1988) . Based on an analysis of 36 events in a mountainiuos region of Oman, McIntyre et al. (2007) show a wide range of event-based runoff coefficients, which underlines that achieving reliable runoff predictions by using hydrological models in those regions is extremely challenging. This is supported by several simulation studies (AlQurashi et al., 2008; Bahat et al., 2009) , who address the uncertainties in model parametrisation due to uncertain rainfall input.
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In this context Gunkel and Lange (2012) report that reliable model parameter estimation was only possible by using rainfall rader information. However, those information are not available everywhere.
For adressing the inherent uncertainties described above, stochastic rainfall generators are used intensively to create spatiotemporal rainfall inputs for distributed hydrological models to transform rainfall into runoff. A large amount of literature exists describing different approaches for space-time simulation of rainfall fields, among them multisite temporal simulation 20 frameworks (Wilks, 1998) , approaches based on the theory of random fields (Bell, 1987; Pegram and Clothier, 2001) or approaches based on the theory of point processes and its generalization, which includes the popular Turning bands method (Mantoglou and Wilson, 1982) . Enhancements were made in order to portray different rain storm pattern and distinct properties of rainfall fields, like spatial covariance structure, space-time anomalie, and intermittancy (see Leblois and Creutin 2013; Paschalis et al. 2013) .
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Applications of spatio-temporal rainfall simulations together with hydrological models are of straightforward, Monte-Carlo type, where a hugh amount of rainfall fields is generated driven by stochastic properties of observed rainstorms or longer timeseries. Those fields are inputs for distributed hydrologic model simulations to investigate the impact on resulting simulated catchment response for certain aspects of rainfall like uncertainty in measured rain depth, spatial variability, etc. Rainfall simulation applications are performed in unconditional mode (reproducing rainfield statistics only) or conditional mode, where 30 observations (e.g from rain gauges) are reproduced too. The latter are commonly used for investigating the effect of spatial variability using fixed total precipitation and variations in spatial pattern (Krajewski et al., 1991; Shah et al., 1996; Casper et al., 2009; Paschalis et al., 2014) .
With respect to the outlined problem in the second paragraph above, stochastic rainfall simulations in combination with hydrologic modeling might be a solution to reconstruct unknown spatio-temporal rainfall pattern. However, stochastic rainfall 35 2 Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-350 Manuscript under review for journal Hydrol. Earth Syst. Sci. Discussion started: 2 July 2018 c Author(s) 2018. CC BY 4.0 License. simulations together with hydrologic modelling can be computationally demanding and can fail if rainfall fields are conditioned on rainfall point observations only. Therefore, our approach aims to include the observed runoff into the conditioning process.
This implies that spatio-temporal rainfall pattern are conditioned on hydrologic model output in addition, why we call this an inverse modelling approach. The methodology of the inverse hydrologic modelling approach combines the stochastic random field simulator Random Mixing and a distributed rainfall-runoff model in a Monte-Carlo framework. Until now, Random Mixing, developed by Bárdossy and Hörning (2016b) for solving inverse groundwater modeling problems, has been used by Haese et al. (2017) for reconstruction and interpolation of precipitation fields using different data sources for rainfall. Our goal here is an eventbased reconstruction of possible realisations of spatio-temporal rainfall pattern which are able to explain measured point rainfall data and catchment runoff response at best. For that we are looking for potential candidates of threedimensional rainfall fields for subdaily timesteps and spatial resolution of 1km² which, to our knowledge hasn't been done so 10 far.
After this introduction the methods are described in chapter 2. It gives an overview of the approach and further details for the applied rainfall runoff model, the random mixing and its application for rainfall fields. Chapter 3 aims to test the methodology. A synthetic test site is introduced which is used to demonstrate and discuss the limits of common hydrologic modeling approaches (using rainfall interpolation) as well as conditional rainfall simulations only. In contrast, the functionality 15 of the inverse hydrologic modelling approach is illustrated and discussed. In chapter 4, the inverse hydrologic modelling approach is applied for real world data by an example of an arid mountainious catchment in Oman. The test site is introduced and results are shown and discussed. Finally, summary and conclusions are given in chapter 5.
Methods

General approach
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The methodology described here can be characterized as an inverse hydrological modelling approach. It aims to conclude on potential candidates for the unknown spatio-temporal rainfall pattern based on runoff observations at the catchment outlet, known parametrization of the rainfall-runoff model and rain gauge observations. The approach combines a grid-based spatially distributed rainfall-runoff model and a conditional random field simulation technique called Random Mixing (Bárdossy and Hörning, 2016a, b) . Random Mixing is used to simulate a conditional precipitation field which honors the observed rainfall 25 values as well as their spatial and temporal variability. In order to additionally condition the rainfall field on the observed runoff it is iteratively updated. Therefore the initial field is used as input to the rainfall-runoff model. The deviation between the simulated runoff and the observed runoff is evaluated based on the model efficiency (NSE) defined by Nash and Sutcliffe (1970) . To minimize this deviation the rainfall field is mixed with another random field which exhibits certain properties such that the mixture honors the observed rainfall values and their spatio-temporal variability. This procedure is repeated until a 30 satisfying solution, i.e. a conditional rainfall field that achieves a reasonable NSE is found. To enable a reasonable uncertainty estimation the procedure is repeated until a predefined number of potential candidates has been found. 
Rainfall runoff model
A simple spatially distributed rainfall-runoff (RR) model is used as transfer function to portray the nonlinear transformation of spatially distributed rainfall into runoff at catchment outlets. The model is dedicated to describe rainfall-runoff processes in arid mountainous regions, working on regular cells in event-based mode. The model is parsimonious in number of parameters considering transmission losses but having no base flow component. Pre-state information at the beginning of an event is 5 neglected since runoff processes starting under dry conditions mostly.
An initial and constant rate loss model is applied on each grid cell which is affected by rainfall. The calculated effective rainfall is transferred to the next river channel section considering translation and attenuation processes. Translation is accounted for with a grid-based travel-time model incorporating the effects of surface slope and roughness, and attenuation is accounted for with a single linear storage unit. The properties of several landscape units are addressed by different parameter 10 sets following the concept of hydrogeological response units (Gerner, 2013 ) (since hydrological processes are mostly driven by hydrogeology in these regions). Runoff is routed to the catchment outlet by a simple lag model in combination with a constant rate loss model to portray transmission losses. The RR-model is applied for hourly time step on regular grids cells of 1km by 1km. Parameters are assumed to be known and fixed during the inverse modelling step.
Random Mixing for inverse hydrological modelling
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Random Mixing is a geostatistical simulation approach first presented in Bárdossy and Hörning (2016a) and Bárdossy and Hörning (2016b) where the authors have applied it to inverse groundwater modeling problems. It uses copulas as spatial random functions (Bárdossy, 2006) and represents an extension to the gradual deformation approach (Hu, 2000) . In the following a brief description of the Random Mixing algorithm is presented. A detailed explanation can be found in Hörning (2016) .
The goal of the inverse hydrological modelling approach presented herein is to find a conditional rainfall field P (x, t) with 20 location x ∈ D and time t ∈ T which reproduces the observed spatial and temporal variability and marginal distribution of P . This field should also honor precipitation observations at locations x j and times t i :
Furthermore, the solution of a rainfall-runoff model using the field P as input variable should honor the observed runoff:
25 where Q n denotes the rainfall-runoff model and q n -s represent the observed runoff values. Note that Q n (P ) represents a non-linear function of the field P .
In order to find such a rainfall field P which fulfills the conditions given in Eq. (1) and Eq. (2) Random Mixing can be applied. Figure 1 shows a flowchart of the corresponding procedure.
After identifying the observations p j,i a marginal distribution G(P (x, t)) has to be fitted to them. For the applications pre-
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sented herein the selected marginal distribution consists of two parts: the discrete probability of zero rainfall and an exponential distribution for the wet rainfall observations. It is defined as:
with p denoting rainfall values, p 0 is the discrete probability of zero rainfall and λ denotes the parameter of the exponential distribution. Then the observed precipitation values are transformed to standard normal:
denotes the inverse standard normal distribution. Note that zero rainfall observations are not transformed to a certain value, but they are considered as inequality constraints as described in Hörning (2016) . Further note that the transformation of the marginal distribution described in Eq.4 can be reversed via:
where
denotes the inverse marginal distribution of P and Φ denotes the standard normal distribution.
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In the next step, a Gaussian copula is fitted to the observations according to the approach described in Li (2010) . This copula describes the spatio-temporal dependence structure of the observations.
As a next step, unconditional standard normal random fields V l with l = 1, . . . , L are simulated such that they all share the same spatial structure. Such fields can for example be simulated using Fast Fourier Transformation for regular grids (Wood and Chan, 1994; Wood, 1995; Ravalec et al., 2000) or Turning band simulation (Journel, 1974) . Using the fields V l , the system 15 of linear equations:
is set up and solved using singular value decomposition (SVD) (Golub and Kahan, 1965 1 is found the resulting field is defined as:
and the algorithm moves on. Note that W * fulfills the conditions defined in Eq. 1.
The next step is to simulate fields U k with k = 1, . . . , K which fulfill the homogeneous conditions, i.e. U k (x j , t i ) = 0. These can be generated in a similar way as W * (see Hörning (2016) for details). The advantage of these fields U k is that they form a vector space (they are closed for multiplication and addition), thus:
where λ k -s denote arbitrary weights and k(λ) denotes a scaling factor results in a field W λ which fulfills the conditions prescribed in Eq. 1 . The scaling factor k(λ) ensures that W λ exhibits the correct covariance matrix Γ. Thus, transforming W λ back to P using Eq. 5 will result in a precipitation field which has the correct spatio-temporal variability, marginal distribution and honors the rainfall observations.
To also honor the observed runoff defined in Eq. 2 an optimization problem can be formulated:
which minimizes the difference between the modeled and observed runoff by optimizing the weights λ k . As these weights are arbitrary they can be changed without violating any of the already fulfilled conditions, thus they can be optimized without any further constraints. If for a given set of fields and weights and after a certain number of iterations T no suitable solution is found, the number K of fields U k can be increased and the optimization is repeated. If a suitable solution is found the 10 whole procedure can be restarted using new random fields V l . Thus multiple solutions can be obtained enabling uncertainty quantification 3 Test of the methodology
Synthetic test site
To test the ability of the methodology a synthetic example is designed consisting of a synthetic catchment partly covered by (see Figure 6 , blue graph).
Furthermore, ten different cells are selected from the spatio-temporal rainfall pattern for representing virtual monitoring stations of rainfall. They are chosen in a way that the centre of the event is not recorded. They are dedicated to be the known "observed" rainfall P (x j , t i ) at J monitoring stations for T time steps and form the data basis for interpolation, conditional simulation, and inverse modelling of spatio-temporal rainfall pattern. Figure 4 shows their course in time. Note that virtual 25 monitoring stations 2, 5, 9 and 10 measure 0mm/h rainfall only.
Results and discussion
Common hydrologic modelling approach
At first, hourly rainfall data from virtual monitoring stations are used to interpolate the spatio-temporal rainfall pattern on a regular grid of 1km by 1km cellsize by using the inverse distance method which is quite common in hydrological modelling. Afterwards, the response of the synthetic catchment is calculated. Figure 5 shows the interpolated pattern of the eventbased rainfall amounts as the sum over single timesteps. The pattern looks quite smooth and has only minor similarities with the true pattern in Figure 3 . Maximum of rainfall amount per event is equal to the maximum of the observation at virtual station number 8 with 16,2mm/event. Therefore, the extension of a rainfall centre over 20mm/event cannot be estimated. Due to low rainfall intensities the simulated response of the RR-model shows a significant underestimation of the observed runoff with NSE value 5 of -0.28 (see Figure 6 , green graph).
Performance of conditional rainfall simulations
The random mixing approach was used to simulate 200 different spatio-temporal rainfall pattern which are conditioned on the virtual rainfall monitoring stations only. Resulting runoff simulations are displayed in Figure 6 showing a wide range of 9 Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-350 Manuscript under review for journal Hydrol. Earth Syst. Sci. Figure 7 . Their eventbased rainfall amounts ranging between 27,8 to 28,7mm/event with a spatial extent of 9 to 11km² of rainfall above 20mm/event and a maximum intensity 10,5 to 15,1mm/h.
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Compared to the observation (Figure 3 ), the spatial pattern look similar, at least regarding the spatial location of the event, and cover the maximum intensity. But the eventbased rainfall amounts as well as their spatial extent is too low. As a consequence, none of the simulated spatio-temporal rainfall pattern conditioned at the virtual rainfall monitoring stations only is able to match the observed peak value in resulting runoff. 
Inverse hydrologic modelling approach
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Deriving an average rainfall pattern by calculating the cell wise mean value over all realisations of the ensemble for each time step will result in a smoother pattern more similar to the true one but with smaller intensities. Using this mean ensemble pattern for calculating the runoff response lead to an underestimation of the observed hydrograph like shown by the black hydrograph in Figure 8 . Therefore, the ensemble mean of the hydrographs (red line in Figure 8 ) is a better representative for the sample than the mean ensemble rainfall pattern. Figure 10 shows the available monitoring network for subdaily data. Runoff is measured in 5 to 10 minutes temporal resolution. Rainfall measurements vary from 1 minute to 1 hour.
Therefore, a temporal resolution of 1 hour is chosen for the event under investigation in this study. Rainfall interpolation was performed by inverse distance method. 
Results and discussion
The real world data example is performed for the runoff event from 12.2.1999 with an effective rainfall duration of three hours.
The simulated runoff for the interpolated rainfall pattern shows an underestimation of the peak discharge as well as a time shift of the peak arrival time compared to the observation (Figure 11 ). Applying the inverse approach by conditioning spatiotemporal rainfall pattern on rainfall and runoff observations, an ensemble of 58 different hydrographs is simulated having NSE 10 values larger than 0.9. As shown in Figure 11 , all of these hydrographs (grey graphs) represent the observation quite good and overcome the timeshift. To explain this behaviour, differential maps are calculated which show the difference between a simulated and the regionalized rainfall pattern for each timestep (Figure 12 ). It is easy to see that the inverse approach allows for a shift of the centre of the rainfall event from time step 1 to time step 2 and towards the catchment outlet. This results in a faster response of the catchment by its runoff compared to the interpolated rainfall pattern. In general, the obtained ensemble 15 of spatio-temporal rainfall pattern is able to explain the observed runoff without discrepancy in rainfall measurements. Similar Figure 11 . Comparison of hydrographs for the real world catchment shown by the observed runoff (blue) and rainfall-runoff simulation results based: on interpolated rainfall pattern (green), simulated ensemble of spatio-temporal rainfall pattern conditioned at rainfall and runoff observations (grey) and their mean value (red), as well as mean ensemble rainfall pattern (black) Figure 12 . Differential maps of spatio-temporal rainfall pattern for three consecutive timesteps (simulation -interpolation) to the synthetic example, the ensemble mean hydrograph (Figure 11 , red graph) is a better representative for the sample than the hydrograph based on the mean ensemble rainfall spatio-temporal pattern (black graph).
Summary and conclusions
An inverse hydrologic modeling approach for simulating spatio-temporal rainfall pattern is presented in this paper. The approach combines the conditional random field simulator Random Mixing and a spatial distributed RR-model in a joint frame-5 work. It allows for obtaining resonable spatio-temporal rainfall pattern which are conditioned on point rainfall and runoff
observations. This has been demonstrated by a synthetic data example for a catchment which is covered by rainfall partly.
Compared to other methods, like rainfall interpolation or conditional rainfall simulation, the inverse approach showed that a reconstruction of the eventbased spatio-temporal rainfall pattern has been possible, esspecially if runoff generation processes are driven by topography. As shown by the synthetic example, the pattern obtained by interpolation is too smooth. might be appropriate for long time intervalls, but in terms of rainfall data scarcity and high spatio-temporal rainfall variability a "good" interpolation result in least square sense is not a solution of the problem. Furthermore, conditional rainfall simulation only shows the pure spatio-temporal rainfall uncertainty. If rainfall pattern are conditioned on discharge too, appropriate candidates of spatio-temporal rainfall pattern can be identified more reliable with reduced uncertainty.
The inference of a three dimensional input variable by using an integral output response results in a set of possible solutions 5 in terms of spatio-temporal rainfall pattern. This ensemble can be considered as a descriptor of the uncertainty in the spatiotemporal rainfall pattern estimates and described regarding rainfall amounts, intensities and spatial extend of the event. It allows also for deeper insights in model and catchment behavior and gives valuable information for the reanalysis of rainfallrunoff events. Like shown in the example, operaiting with an ensemble mean is less successful to match the runoff observation compared to an application of the whole ensemble due to smoothing effects.
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The approach is also working under data scarce situation like a real world data example showed. Here, the flexibility of the approach becomes visible, since simulated rainfall pattern are also allow for overcoming a shift in timing of runoff. Therefore, the approach can be considered as a reanalysis tool for rainfall-runoff events especially in regions where runoff generation and formation based on surface flow processes and catchments with wide ranges in arrival times at catchment outlet e.g. mountainious regions or with distinct drainage structures e.g urban and periurban regions.
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Nevertheless, there are still some weak points which require further research and investigation. Examples presented here based on hourly resolution in time and 1 km² grids. Especially for fast responding, small catchments finer resolutions are required and the limits in number of timesteps and gridcells as well as input data quality need to be explored. An other point is the spatial and temporal dependence structure. It controls the simulation of rainfall pattern and is determined based on observations. In these examples gaussian copulas are used which might be not a good estimator for the spatial dependency 20 in any case. Finally, our assumption that hydrologic model parameters are known and fixed during model application might be valid only for catchments with longterm observations and modeling experience, where modellers are interested to explain the extraordinary rainfall-runoff events. In generall, incorporation of further sources of uncertainties (e.g. model parameters, observations, ...) is required for contributing to the solution of the hydrologic modeling uncertainty puzzle. 
