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Abstract
Video classification methods often divide the video into
short clips, do inference on these clips independently, and
then aggregate these predictions to generate the final clas-
sification result. Treating these highly-correlated clips as
independent both ignores the temporal structure of the sig-
nal and carries a large computational cost: the model must
process each clip from scratch. To reduce this cost, re-
cent efforts have focused on designing more efficient clip-
level network architectures. Less attention, however, has
been paid to the overall framework, including how to bene-
fit from correlations between neighboring clips and improv-
ing the aggregation strategy itself. In this paper we leverage
the correlation between adjacent video clips to address the
problem of computational cost efficiency in video classifi-
cation at the aggregation stage. More specifically, given a
clip feature representation, the problem of computing next
clip’s representation becomes much easier. We propose a
novel recurrent architecture called FASTER for video-level
classification, that combines high quality, expensive repre-
sentations of clips, that capture the action in detail, and
lightweight representations, which capture scene changes
in the video and avoid redundant computation. We also
propose a novel processing unit to learn integration of clip-
level representations, as well as their temporal structure.
We call this unit FAST-GRU, as it is based on the Gated
Recurrent Unit (GRU). The proposed framework achieves
significantly better FLOPs vs. accuracy trade-off at infer-
ence time. Compared to existing approaches, our proposed
framework reduces the FLOPs by more than 10× while
maintaining similar accuracy across popular datasets, such
as Kinetics, UCF101 and HMDB51.
1. Introduction
Video classification has made tremendous progress since
the popularity of deep learning. However, while the accu-
racy of convolutional neural networks (CNNs) [26] on stan-
dard video datasets continues to improve, their computa-
tional cost is soaring. For example, on the popular Kinetics
dataset [21], the pioneering C3D [41] reported a top-1 accu-
Classification results
…                             …                             
Average pooling
Clip (t+1) Clip (t+2) Clip (t+n) Clip (t+n+1) Clip (t+n+2) Clip (t+2n)
…                             …                       
(a) Traditional video classification framework for inference.
RNN RNN RNN RNN RNN
Classification results
Clip (t+1) Clip (t+2) Clip (t+n) Clip (t+n+1) Clip (t+n+2) Clip (t+2n)
…                             …                       …                             …              
(b) Our proposed framework that can process up to 75% of the
clips using a much cheaper model without decreasing accuracy.
Figure 1: Traditional aggregation framework vs. pro-
posed framework. Traditional video classification frame-
work evaluates a single expensive network on a sequence
of sampled clips. Our hybrid framework exploits the
combination of expensive and cheap networks for better
FLOPs/accuracy trade-offs. As adjacent clips are visually
similar, computational cost can be saved by processing most
of clips with a lightweight network.
racy of 63.4% with a single-clip FLOPs of 38.5G. The re-
cent I3D [4] model improved the accuracy to an impressive
72.1% while its FLOPs also increased to 108G. Non-local
networks [48] established the current state-of-the-art 77.7%
accuracy on Kinetics with FLOPs as high as 359G. More-
over, this accuracy is achieved by sampling 30 clips from
each video, which increases the computational cost by a
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factor of 30 at test time. Though modern architectures have
achieved incredible accuracy for action recognition, their
high computational costs prohibit them from being widely
used for real-world applications such as video surveillance,
or to be deployed on hardware with limited computation
power, like mobile devices.
Figure 1 (a) illustrates the traditional framework for
video classification. Multiple clips are sampled from a
video, and input to a computationally expensive network
to generate a prediction for each clip. Clip-level predic-
tions are then aggregated, often by taking the average, to
form the final video-level prediction. To reduce the compu-
tational cost, recent efforts have focused on designing more
efficient architectures [17] at the clip level. However, less
attention has been paid to the efficiency of the overall frame-
work, including how to aggregate the clip-level predictions
over time, since they have such a strong temporal structure.
In this work we address the problem of reducing the
computational cost of video classification by focusing on
the temporal aggregation stage. In particular, we lever-
age the observation that video data has a strong temporal
structure and is highly redundant in time. We argue that it
is very computationally inefficient to process parts of the
video close in time with an expensive video model, and that
instead this temporal redundancy presents an opportunity
to save computational costs. For this we propose a novel
framework for video classification that we call FASTER for
Feature Aggregation for Spatio-TEmporal Redundancy, and
is depicted in Fig. 1 (b). Instead of processing every clip
with an expensive video model, FASTER uses a combi-
nation of an expensive model that captures the details of
the action, and a lightweight model, which captures scene
changes over time, avoids redundant computation, and pro-
vides a global coverage of the entire video at a low cost. As
our experimental results show in Sec. 5, up to 75% of clips
can be processed with the lightweight model without affect-
ing the classification accuracy. We also propose a novel re-
current network unit to learn temporal structure and feature
aggregation over time. We call this unit FAST-GRU, since
it is based on the Gated Recurrent Unit [7] (GRU). We ob-
serve that FAST-GRU is capable of learning integration of
features over longer periods of time than any previous recur-
rent network. This is specially impressive since in our case
features come from two different distributions, the expen-
sive and the lightweight model. As a result, the FASTER
framework achieves a significantly better FLOPs vs. accu-
racy trade-off for video classification. While maintaining
the state-of-the-art accuracy across popular video datasets,
its FLOPs is more than 10x smaller compared to non-local
networks [48]. Code and trained models will be made pub-
licly available at the time of publication.
In summary, we make two contributions in this paper.
First, we present a new framework called FASTER to lever-
age temporal redundancy, and reduce FLOPs. We show that
up to 75% of the clips can be processed with a much cheaper
model without losing classification accuracy, maintaining
state-of-the-art with 10x less FLOPs. Second, we propose a
novel RNN architecture called FAST-GRU for the problem
of learning to aggregate features over time, which is capa-
ble of learning temporal structure of features from multiple
distributions, for longer periods of time than previous archi-
tectures.
The rest of the paper is organized as follows. In Sec. 2,
we review related work. We then give an overview of the
problem of leveraging temporal redundancy for video clas-
sification in Sec. 3, and describe the research questions that
are involved in the design of the framework. We also de-
scribe the experimental details in Sec. 3, introducing the
backbone architectures, training procedures, and datasets.
We then dive into the first research problem in Sec. 4, which
is learning to aggregate temporal information. For this,
we formulate the problem, propose existing baselines, and
upper and lower bounds. We perform experimental com-
parisons of our proposed novel FAST-GRU architecture to
existing approaches. In Sec. 5, we explore questions re-
garding parameter analysis and best practices, such as the
optimal proportion of lightweight and expensive models,
the number and length of clips, etc. We finally compare
with the state-of-the-art methods in Kinetics, UCF101 and
HMDB51 in Sec. 6 and conclude the paper in Sec. 7.
2. Related Work
Early video classification approaches before the deep
learning era used hand-crafted features as input to a clas-
sification method [44, 45, 25, 22, 8]. The success of CNNs
in image understanding [23, 35, 33, 28], has been useful for
various video understanding tasks, including action recog-
nition [34], action detection [53], video captioning [43, 52],
and video prediction [12]. In this section, we focus on the
work that is most closely related to ours, which is on video
classification.
Clip-level Video Classification. Much of the research ef-
forts in video classification are focused on the problem
of clip-level classification. Some of the earlier meth-
ods [34] use architectures that are largely inspired by im-
age recognition networks [35], and operate on frames in-
dependently. In order to also learn temporal information,
several works [3, 19, 20, 41] introduce the use of 3D con-
volutions. While this family of methods tends to produce
high accuracy results, it also dramatically increases compu-
tational cost. Recent progress includes factorizing the 3D
convolution into 2D spatial convolution and 1D temporal
convolution [38, 32, 42, 51, 57], and designing new building
blocks to learn global information on top of the 3D convo-
lution [48, 6, 49]. Another line of research to learn temporal
information utilizes optical flow as input and designs two-
stream networks [34] that use both RGB and optical flow as
input to two parallel networks, or stream. After the seminal
work of Simonyan et al., there much effort has been devoted
to improving the two-stream network [47, 55, 4, 11, 51]. A
very popular example in this space is I3D [4], which adapts
the Inception-V1 architecture [40], inflating 2D filters to 3D
to leverage ImageNet for pre-training. Though two-stream
networks often significantly improve the accuracy in prac-
tice, the usage of optical flow also increases the computa-
tional cost as accurate optical flow algorithms are expen-
sive.
Video-level Aggregation over Time. To aggregate the pre-
dictions from the clip-level networks, average pooling is
among the most popular approaches and works remark-
ably well in practice [34]. Besides average pooling, Karpa-
thy et al. [20] proposed convolutional temporal fusion net-
works to aggregate the output of clip-level predictions.
NetVLAD [2] has also been used [13, 30] for feature pool-
ing on videos. Ng et al. [55] learned a global video repre-
sentation by max-pooling over the last convolutional layer.
Wang et al. [47] proposed the TSN network that divides the
video into segments, which are averaged for classification.
Zhou et al. [56] used a relation network to model the tem-
poral relations between frames. Recurrent Neural Networks
(RNNs) have also been adopted for sequential learning in
video classification. Ng et al. [55] compared LSTM [16]
with “Conv pooling” on UCF-101 [36], and Srivastava et
al. [37] used LSTMs for unsupervised video feature learn-
ing. Wang et al. [50] proposed a spatio-temporal LSTM to
extract and memorize spatial and temporal representations
for video prediction. In contrast with existing work, our
FAST-GRU architecture aggregates the outputs of multiple
models, which further leverages spatio-temporal informa-
tion for better video classification.
Efficient Networks for Video Classification. Recent
work [54, 1] has also tried to reduce the computational cost
of video classification by reducing the number of frames
that are input to the network, using reinforcement learn-
ing. Liu et al. [27] used optical flow to propagate convolu-
tional features to the following frames for object detection
in video. Zolfaghari et al. [58] proposed the ECO model for
online video understanding, where a 3D network is used to
aggregate frame-level features. Our framework is orthogo-
nal to these approaches, and it is the first to learn a combi-
nation of expensive and lightweight features.
3. Overview of FASTER
The proposed FASTER framework of Fig. 1b is a general
framework to combine expensive and lightweight represen-
tations of clips over time. This generic framework contains
multiple moving pieces, and designing each of these pieces
Layers R2D-26 R(2+1)D-50 Output sizes L×H×W
conv1
8×7×7, 64 1×7×7, 45, stride 1,2,2 R2D : L8×112×112
R(2+1)D : L×112×112stride 8, 2, 2 3×1×1, 64, stride 1,1,1
pool1
1×3×3 max R2D : L8×56×56
R(2+1)D : L×56×56stride 1, 2, 2
res2
 1×1×1, 641×3×3, 64
1×1×1, 256
×2

1×1×1, 64
1×3×3, 144
3×1×1, 64
1×1×1, 256
×3 R2D : L8×56×56R(2+1)D : L×56×56
res3
 1×1×1, 1281×3×3, 128
1×1×1, 512
×2

1×1×1, 128
1×3×3, 288
3×1×1, 128
1×1×1, 512
×4 R2D : L8×28×28R(2+1)D : L2×28×28
res4
 1×1×1, 2561×3×3, 256
1×1×1, 1024
×2

1×1×1, 256
1×3×3, 576
3×1×1, 256
1×1×1, 1024
×6 R2D : L8×14×14R(2+1)D : L4×14×14
res5
 1×1×1, 5121×3×3, 512
1×1×1, 2048
×2

1×1×1, 512
1×3×3, 1152
3×1×1, 512
1×1×1, 2048
×3 R2D : L8×7×7R(2+1)D : L8×7×7
spatio-temporal average pooling, fc
Table 1: Description of backbone architectures for the
computationally expensive and lightweight model. The
number of FLOPs of R(2+1)D-50 is about 10× of R2D-26.
poses a research question, which we explore in the follow-
ing. First, we ask what is the best way to learn how to
aggregate features over time, and capture the temporal in-
formation inherent in video data. For this, we experiment
with multiple recurrent networks, and propose a novel one,
called FAST-GRU, which alleviates some of the issues in
the existing networks. Second, we ask what is the optimal
choice of several parameters of the framework, such as pro-
portion of expensive and lightweight models, length of the
clips and number of clips. All these parameters affect ac-
curacy and computational cost, and here we explore the op-
timal balance for each of them. Finally, we analyze other
smaller design choices as part of an ablation study. In the
end, we provide the final FASTER framework that achieves
state-of-the-art results, and 10 times faster than previous
work.
Since our analyses are experimental, we start by de-
scribing the experimental setup common to all experi-
ments, (e.g., core backbone architectures for expensive and
lightweight models, the datasets, and training and testing
procedures). Then, in the following sections, we study and
answer each of the research questions.
Backbone Architectures. Since the FASTER framework
does not make any assumptions about the underlying mod-
els, we can potentially choose any of the top-performing re-
cent networks, such as I3D [4], R(2+1)D [42] or non-local
network [48]. We choose the R(2+1)D because it is one of
the state-of-the-art methods, and its Github repository1 pro-
vides a family of networks that can be used as the expensive
and lightweight models.
In particular, we choose the R(2+1)D with 50 layers as
expensive model, and make two changes as detailed in Ta-
1https://github.com/facebookresearch/VMZ
ble 1. First we replace convolutional blocks with bottle-
neck layers, which has been widely used in the family of
ResNet [15] architectures and shown to both reduce com-
putational cost and improve accuracy. Second, we insert a
max-pooling layer after conv1, which enables the R(2+1)D
to support a spatial resolution of 224 × 224 without signif-
icantly increasing its FLOPs. Note that the input resolution
to the original R(2+1)D is 112 × 112. These detailed de-
sign choices further boost the performance of the network.
We choose the frame-based model R2D from [42] as the
lightweight model. The bottleneck layers are used in the
same way as R(2+1)D. To reduce the FLOPs of R2D, a
temporal stride of 8 is used in conv1, which effectively re-
duces the temporal length of the clip by a factor of 8. Un-
like R(2+1)D, R2D only has 26 layers to further reduce the
computational cost.
Datasets. We choose the Kinetics [21] dataset as the ma-
jor testbed for our new framework. Kinetics is among the
most popular datasets for video classification and it is large
enough to train large models from scratch. To simplify, all
experiments on our own networks that are reported on Ki-
netics are obtained by training from scratch, without pre-
training on other video datasets (e.g., Sports1M [20]) or
image datasets (e.g., ImageNet [9]) 2. The Kinetics dataset
was collected from YouTube, and has 400 action classes and
about 240K training videos. We report the top-1 accuracy
on the validation set as the ground truth on the testing set is
not public available. To compare with the state-of-the-art,
we also report results on UCF101 [36] and HMDB51 [24].
These datasets are smaller, thus we use Kinetics for pre-
training and report the mean accuracy on the three testing
splits.
Experimental Setup. We follow the experimental proce-
dure of Tran et al. [42], since we are using their family of
methods. The backbone architectures are trained with syn-
chronous distributed SGD on GPU clusters. We make two
small changes to the training setup. First, as R(2+1)D now
supports a spatial resolution of 224 × 224, we scale the in-
put video whose shorter side is randomly sampled in [256,
320] pixels, following [48, 35]. Second, instead of reduc-
ing the learning rate by a factor of 10 after a number of
iterations, we adopt the cosine learning rate schedule [29].
During training, we randomly sample L consecutive frames
from a given video. For testing, we uniformly sample clips
to cover the whole video. We fix the total number of frames
to 256 frames. As the average length of Kinetics videos is
about 10 seconds in 30 FPS, 256 frames gives us enough
coverage over the whole video. The improvement by sam-
pling more frames is usually marginal on Kinetics [42]. We
only consider using RGB frames as the input to the model to
2Note that results reported on other papers may use pre-training, in
which case we explicitly mention it.
avoid the additional computational cost introduced by using
optical flow.
4. Learning to Aggregate over Time
In this section we investigate how to learn the tem-
poral structure of clips, and aggregate diverse representa-
tions over time. We first formulate the problem of learn-
ing to aggregate, and introduce the existing baselines and
our proposed FAST-GRU architecture for aggregation. We
show experimental results where the FAST-GRU architec-
ture achieves superior results, and is able to integrate infor-
mation over a longer period of time.
Problem Formulation. Given a sequence of n clips from a
video, we denote their feature representations as xt, where
t ∈ [0 . . . n− 1]. The problem of learning to aggregate can
be formulated as:
ot = f(ot−1,xt), t ∈ [1 . . . n− 1], (1)
where ot−1 encodes the historical information before the
current clip. Note that Eq. 1 is exactly a recurrent neu-
ral network. One advantage of this formulation is that it
does not need to cache all previous features xt unlike the
widely used average pooling. Thus the framework is suit-
able for the online video understanding setting, applicable
to live video streams, provides classification results at any
time, and overall takes us one step close to end-to-end video
classification. This framework does not make assumptions
about the feature tensor xt. In our experiments, we use the
feature map from the last convolutional layer, which is a
tensor of shape l× h×w× c, as shown in Fig. 2. Once the
features are aggregated, they are fed to a fully-connected
layer, which will output the classification result.
Baselines. Many successful methods have learned to ag-
gregate temporal information over time, in the context of
video classification. Here we choose the most widely used,
as well as the most related to our FAST-GRU.
Mixed average pooling is the most naı¨ve baseline, and
consists of all clip-level predictions being averaged to-
gether. While this choice may seem too simple, it is surpris-
ingly effective, and it is the prevailing one. In the concat
baseline, features xt and ot−1 are concatenated together,
and then projected to a joint feature space, as in Fig. 2a.
More formally, the concat model is computed as
f(ot−1,xt) = ReLU(BN(Wot−1 +Uxt)), (2)
where weight matrices W and U are learnable variables
shared across time steps. We include batch normaliza-
tion [18] and ReLU [31] activation, as they are considered
best practices to make the baseline stronger. Recurrent net-
works such as LSTM [16] and GRU [7] are the most closely
related baselines. These are the go-to methods for tasks that
involve temporal modeling [39], such as language or au-
dio. They use a gating mechanism to integrate new input
and historical information, or possibly to forget the learned
history. For the LSTM baseline, we use the variant that
consists of three gates and an additional cell between time
steps [14]. LSTM has a forget gate that can reset the history
to the current input. In some tasks, e.g., machine transla-
tion, this forger gate helps refresh the state when a new sen-
tence starts. In the video domain this may be helpful in the
case of different camera shots or unrelated actions. GRU is
another popular RNN, which introduces two gates, i.e., the
read gate and the update gate. The state transition function
uses the update gate to perform a weighted average of the
historical state and the current internal representation.
FAST-GRU. In the traditional RNN setting, input features
are often 1D vectors computed by average pool. While this
representation is lightweight, it also completely eliminates
spatial information, which is useful in the case of video un-
derstanding. Instead of using a fully-connected layer to pro-
cess the flattened convolutional features, we keep the orig-
inal shape of the features, and use a 1 × 1 × 1 convolution
for feature projection. We perform global spatio-temporal
pooling on the output of FAST-GRU to do the final classi-
fication. We empirically show that spatio-temporal infor-
mation is beneficial for long sequence modeling, which has
been largely ignored in recent video pooling methods based
on recurrent networks.
The gating mechanism is one of the key components in
RNNs, and enables useful functionality for temporal se-
quence modeling. Conditioned on the historical informa-
tion, the importance of the next input is decided by a sub-
network. The subnetwork learns to combine the state and
the input with the gating mechanism. Here, we build on
the traditional gating function by adding a bottleneck struc-
ture that increases expressiveness, both because it com-
presses the input and because it introduces an additional
non-linearity. In the original GRU architecture, the sub-
network is the concatenation of xt and ot−1, projected to
a vector of the original size c. Specifically, the two gates
are computed by
rt = σ(Grxxt +Groot−1),
zt = σ(Gzxxt +Gzoot−1),
(3)
where G∗ are matrices of c× c, and σ is the sigmoid func-
tion. In FAST-GRU, we aim to enforce more information
to be encoded with a bottleneck layer. The information be-
tween the history and the current input will be integrated
in a smaller feature space. Specifically, the dimensionality
of the channel is first reduced by r with a 1 × 1 × 1 con-
volutional layer. After that, there is a ReLU followed by a
1×1×1 convolution increasing the channel dimensionality
to the original size c. The read gate and the update gate are
1x1x1
1x1x1Global average pooling
1x1x1xc 1x1x1xc
ot 1
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<latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr 6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIYTOAMXLqEFt9CGDhBI4Rle4c16 sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr 6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIYTOAMXLqEFt9CGDhBI4Rle4c16 sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr 6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIYTOAMXLqEFt9CGDhBI4Rle4c16 sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr 6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIYTOAMXLqEFt9CGDhBI4Rle4c16 sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit>
 
<latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit>
1x1x1xc
tanh
<latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7t39QPzzqm iTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7t39QPzzqm iTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7t39QPzzqm iTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7t39QPzzqm iTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit>
 
<latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV// Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+53Uzm1xHOZNpZqkki0V JxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit>
1x1x1xc
ot
<latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0 N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="rXMFQc2S1ZMPc3lGMgZdZQ19ocE=">AAAB6HicbVBNSwMxFHxbv2qtWr16CRbBU9n1okfBi8cK9gO6S8mm2TY0myzJ20JZ+je8eFDEX+TNf2O27UFbBwLDzHu8ycSZFBZ9/9ur7Ozu7R9UD2tH9eOT08ZZvWt1bhjvMC216cfUcikU76BAyfuZ4TSNJe/F04fS7824sUKrZ5xnPErpWIlEMIpOCsOU4iROCr0Y4rDR9Fv+EmSbBGvShDXaw8ZXONIsT7lCJqm1g8DPMCqoQcEkX9TC3PKMsikd84Gjiqbc RsUy84JcOWVEEm3cU0iW6u+NgqbWztPYTZYZ7aZXiv95gxyTu6gQKsuRK7Y6lOSSoCZlAWQkDGco545QZoTLStiEGsrQ1VRzJQSbX94m3ZtW4LeCJx+qcAGXcA0B3MI9PEIbOsAggxd4g3cv9169j1VdFW/d2zn8gff5AziXkJw=</latexit><latexit sha1_base64="rXMFQc2S1ZMPc3lGMgZdZQ19ocE=">AAAB6HicbVBNSwMxFHxbv2qtWr16CRbBU9n1okfBi8cK9gO6S8mm2TY0myzJ20JZ+je8eFDEX+TNf2O27UFbBwLDzHu8ycSZFBZ9/9ur7Ozu7R9UD2tH9eOT08ZZvWt1bhjvMC216cfUcikU76BAyfuZ4TSNJe/F04fS7824sUKrZ5xnPErpWIlEMIpOCsOU4iROCr0Y4rDR9Fv+EmSbBGvShDXaw8ZXONIsT7lCJqm1g8DPMCqoQcEkX9TC3PKMsikd84Gjiqbc RsUy84JcOWVEEm3cU0iW6u+NgqbWztPYTZYZ7aZXiv95gxyTu6gQKsuRK7Y6lOSSoCZlAWQkDGco545QZoTLStiEGsrQ1VRzJQSbX94m3ZtW4LeCJx+qcAGXcA0B3MI9PEIbOsAggxd4g3cv9169j1VdFW/d2zn8gff5AziXkJw=</latexit><latexit sha1_base64="j1n7/2cICYCbTtExlkoSjbDSglA=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiRudFl047KCfUATymQ6aYdOJmHmRiihv+HGhSJu/Rl3/o2TNgttPTBwOOde7pkTplIYdN1vp7KxubW9U92t7e0fHB7Vj0+6Jsk04x2WyET3Q2q4FIp3UKDk/VRzGoeS98LpXeH3nrg2IlGPOEt5ENOxEpFgFK3k+zHFSRjlyXyIw3rDbboLkHXilaQBJdrD+pc/SlgWc4VMUmMGnptikFONgkk+r/mZ4SllUzrmA0sV jbkJ8kXmObmwyohEibZPIVmovzdyGhszi0M7WWQ0q14h/ucNMoxuglyoNEOu2PJQlEmCCSkKICOhOUM5s4QyLWxWwiZUU4a2ppotwVv98jrpXjU9t+k9uI3WbVlHFc7gHC7Bg2towT20oQMMUniGV3hzMufFeXc+lqMVp9w5hT9wPn8AgO2R9g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8VvMzw1PKJnTE+5Ym NOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit>
1x1x1xc
1x1x1xc
1x1x1xc
1x1x1xc
o¯t
<latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8Sdf+OkzU JbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWfc5lmwCRdHIoygSHBZRF4 xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8Sdf+OkzU JbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWfc5lmwCRdHIoygSHBZRF4 xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8Sdf+OkzU JbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWfc5lmwCRdHIoygSHBZRF4 xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8Sdf+OkzU JbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWfc5lmwCRdHIoygSHBZRF4 xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit>
zt
<latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw6LrfTmlt fWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwdX0IA7aEILGCTwDK/w5qTOi/Pu fCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw6LrfTmlt fWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwdX0IA7aEILGCTwDK/w5qTOi/Pu fCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw6LrfTmlt fWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwdX0IA7aEILGCTwDK/w5qTOi/Pu fCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw6LrfTmlt fWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwdX0IA7aEILGCTwDK/w5qTOi/Pu fCxGS06xcwx/4Hz+AJL6kgU=</latexit>
(1  zt)  ot 1 + zt   o¯t
<latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1rGSvKWlQKq W49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1rGSvKWlQKq W49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1rGSvKWlQKq W49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1rGSvKWlQKq W49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</latexit>
1x1x1xc
1x1x1xc
Global average pooling
(b) GRU
lxhxwx!"1x1x1
1x1x1
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ot 1
<latexit sha1_base64="DQ2oJIFPC7qqkF/cUIY+At3I+Zs=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4sSQi6LLoxmUF+4A2hMl00g6dTMLMRCkxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pkTJJwp 7Tjf1srq2vrGZmWrur2zu7dv1w46Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g0mN4XffaBSsVjc62lCvQiPBAsZwdpIvl0bRFiPgzCLcz/TZ25e9e2603BmQMvELUkdSrR8+2swjEkaUaEJx0r1XSfRXoalZoTTvDpIFU0wmeAR7RsqcESVl82i5+jEKEMUxtI8odFM/b2R4UipaRSYySKoWvQK8T+vn+rwysuYSFJNBZkfClOOdIyKHtCQSUo0nxqCiWQmKyJjLDHRpq2iBHfxy8ukc95wnYZ7d1FvXpd1VOA IjuEUXLiEJtxCC9pA4BGe4RXerCfrxXq3PuajK1a5cwh/YH3+AOVEk70=</latexit><latexit sha1_base64="DQ2oJIFPC7qqkF/cUIY+At3I+Zs=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4sSQi6LLoxmUF+4A2hMl00g6dTMLMRCkxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pkTJJwp 7Tjf1srq2vrGZmWrur2zu7dv1w46Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g0mN4XffaBSsVjc62lCvQiPBAsZwdpIvl0bRFiPgzCLcz/TZ25e9e2603BmQMvELUkdSrR8+2swjEkaUaEJx0r1XSfRXoalZoTTvDpIFU0wmeAR7RsqcESVl82i5+jEKEMUxtI8odFM/b2R4UipaRSYySKoWvQK8T+vn+rwysuYSFJNBZkfClOOdIyKHtCQSUo0nxqCiWQmKyJjLDHRpq2iBHfxy8ukc95wnYZ7d1FvXpd1VOA IjuEUXLiEJtxCC9pA4BGe4RXerCfrxXq3PuajK1a5cwh/YH3+AOVEk70=</latexit><latexit sha1_base64="DQ2oJIFPC7qqkF/cUIY+At3I+Zs=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4sSQi6LLoxmUF+4A2hMl00g6dTMLMRCkxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pkTJJwp 7Tjf1srq2vrGZmWrur2zu7dv1w46Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g0mN4XffaBSsVjc62lCvQiPBAsZwdpIvl0bRFiPgzCLcz/TZ25e9e2603BmQMvELUkdSrR8+2swjEkaUaEJx0r1XSfRXoalZoTTvDpIFU0wmeAR7RsqcESVl82i5+jEKEMUxtI8odFM/b2R4UipaRSYySKoWvQK8T+vn+rwysuYSFJNBZkfClOOdIyKHtCQSUo0nxqCiWQmKyJjLDHRpq2iBHfxy8ukc95wnYZ7d1FvXpd1VOA IjuEUXLiEJtxCC9pA4BGe4RXerCfrxXq3PuajK1a5cwh/YH3+AOVEk70=</latexit><latexit sha1_base64="DQ2oJIFPC7qqkF/cUIY+At3I+Zs=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4sSQi6LLoxmUF+4A2hMl00g6dTMLMRCkxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pkTJJwp 7Tjf1srq2vrGZmWrur2zu7dv1w46Kk4loW0S81j2AqwoZ4K2NdOc9hJJcRRw2g0mN4XffaBSsVjc62lCvQiPBAsZwdpIvl0bRFiPgzCLcz/TZ25e9e2603BmQMvELUkdSrR8+2swjEkaUaEJx0r1XSfRXoalZoTTvDpIFU0wmeAR7RsqcESVl82i5+jEKEMUxtI8odFM/b2R4UipaRSYySKoWvQK8T+vn+rwysuYSFJNBZkfClOOdIyKHtCQSUo0nxqCiWQmKyJjLDHRpq2iBHfxy8ukc95wnYZ7d1FvXpd1VOA IjuEUXLiEJtxCC9pA4BGe4RXerCfrxXq3PuajK1a5cwh/YH3+AOVEk70=</latexit>
xt
<latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFM acf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIY TOAMXLqEFt9CGDhBI4Rle4c16sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFM acf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIY TOAMXLqEFt9CGDhBI4Rle4c16sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFM acf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIY TOAMXLqEFt9CGDhBI4Rle4c16sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit><latexit sha1_base64="+cxIR3hWNuUUyP9cInlUpBYuQm0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFM acf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+XZ9GGE9CcLsMfczndd8u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhmAimcmKyARLTLTpqijBXf7yKumeN12n6d5dNFrXZR1VOIY TOAMXLqEFt9CGDhBI4Rle4c16sl6sd+tjMVqxyp0j+APr8wcOd5NU</latexit>
1x1x1
 
<latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit>
lxhxwxc
tanh
<latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7 t39QPzzqmiTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7 t39QPzzqmiTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7 t39QPzzqmiTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit><latexit sha1_base64="vzRNJaOP7SYkGZK2LrN1iacBR+o=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKoMeiF48VbC20S8mm2W5okl2SrFCW/gUvHhTx6h/y5r8x3e5BWx8MPN6bYWZemApurOd9o8ra+sbmVnW7trO7 t39QPzzqmiTTlHVoIhLdC4lhgivWsdwK1ks1IzIU7DGc3M79xyemDU/Ug52mLJBkrHjEKbGFRFQ8rDe8plcArxK/JA0o0R7WvwajhGaSKUsFMabve6kNcqItp4LNaoPMsJTQCRmzvqOKSGaCvLh1hs+cMsJRol0piwv190ROpDFTGbpOSWxslr25+J/Xz2x0HeRcpZllii4WRZnANsHzx/GIa0atmDpCqObuVkxjogm1Lp6aC8FffnmVdC+avtf07y8brZsyjiqcwCmcgw9X0II7aEMHKMTwDK/whiR6Qe/oY9FaQeXMMfwB+vwBKPCOTQ==</latexit>
1x1x1
 
<latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit><latexit sha1_base64="WVBNru380J4XCjCR9Lt9t8h8e1I=">AAAB7XicbVDLSgNBEOyNrxhfqx69DAbBU9gVQY9BLx4jmAckS5idzCZj5rHMzAphyT94 8aCIV//Hm3/jJNmDJhY0FFXddHfFKWfGBsG3V1pb39jcKm9Xdnb39g/8w6OWUZkmtEkUV7oTY0M5k7RpmeW0k2qKRcxpOx7fzvz2E9WGKflgJymNBB5KljCCrZNaPcOGAvf9alAL5kCrJCxIFQo0+v5Xb6BIJqi0hGNjumGQ2ijH2jLC6bTSywxNMRnjIe06KrGgJsrn107RmVMGKFHalbRorv6eyLEwZiJi1ymwHZllbyb+ 53Uzm1xHOZNpZqkki0VJxpFVaPY6GjBNieUTRzDRzN2KyAhrTKwLqOJCCJdfXiWti1oY1ML7y2r9poijDCdwCucQwhXU4Q4a0AQCj/AMr/DmKe/Fe/c+Fq0lr5g5hj/wPn8AnF+PIw==</latexit>
lxhxwxc
ot
<latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPN M7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="rXMFQc2S1ZMPc3lGMgZdZQ19ocE=">AAAB6HicbVBNSwMxFHxbv2qtWr16CRbBU9n1okfBi8cK9gO6S8mm2TY0myzJ20JZ+je8eFDEX+TNf2O27UFbBwLDzHu8ycSZFBZ9/9ur7Ozu7R9UD2tH9eOT08ZZvWt1bhjvMC216cfUcikU76BAyfuZ4TSNJe/F04fS7824sUKrZ5xnPErpWIlEMIpOCsOU4iROCr0Y4rDR9Fv+EmSbBGvShDXaw8ZXONIsT7lCJqm1g8DPMCqoQcEkX9TC 3PKMsikd84GjiqbcRsUy84JcOWVEEm3cU0iW6u+NgqbWztPYTZYZ7aZXiv95gxyTu6gQKsuRK7Y6lOSSoCZlAWQkDGco545QZoTLStiEGsrQ1VRzJQSbX94m3ZtW4LeCJx+qcAGXcA0B3MI9PEIbOsAggxd4g3cv9169j1VdFW/d2zn8gff5AziXkJw=</latexit><latexit sha1_base64="rXMFQc2S1ZMPc3lGMgZdZQ19ocE=">AAAB6HicbVBNSwMxFHxbv2qtWr16CRbBU9n1okfBi8cK9gO6S8mm2TY0myzJ20JZ+je8eFDEX+TNf2O27UFbBwLDzHu8ycSZFBZ9/9ur7Ozu7R9UD2tH9eOT08ZZvWt1bhjvMC216cfUcikU76BAyfuZ4TSNJe/F04fS7824sUKrZ5xnPErpWIlEMIpOCsOU4iROCr0Y4rDR9Fv+EmSbBGvShDXaw8ZXONIsT7lCJqm1g8DPMCqoQcEkX9TC 3PKMsikd84GjiqbcRsUy84JcOWVEEm3cU0iW6u+NgqbWztPYTZYZ7aZXiv95gxyTu6gQKsuRK7Y6lOSSoCZlAWQkDGco545QZoTLStiEGsrQ1VRzJQSbX94m3ZtW4LeCJx+qcAGXcA0B3MI9PEIbOsAggxd4g3cv9169j1VdFW/d2zn8gff5AziXkJw=</latexit><latexit sha1_base64="j1n7/2cICYCbTtExlkoSjbDSglA=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiRudFl047KCfUATymQ6aYdOJmHmRiihv+HGhSJu/Rl3/o2TNgttPTBwOOde7pkTplIYdN1vp7KxubW9U92t7e0fHB7Vj0+6Jsk04x2WyET3Q2q4FIp3UKDk/VRzGoeS98LpXeH3nrg2IlGPOEt5ENOxEpFgFK3k+zHFSRjlyXyIw3rDbboLkHXilaQBJdrD+pc/SlgWc4VMUmMGnptikFONgkk+ r/mZ4SllUzrmA0sVjbkJ8kXmObmwyohEibZPIVmovzdyGhszi0M7WWQ0q14h/ucNMoxuglyoNEOu2PJQlEmCCSkKICOhOUM5s4QyLWxWwiZUU4a2ppotwVv98jrpXjU9t+k9uI3WbVlHFc7gHC7Bg2towT20oQMMUniGV3hzMufFeXc+lqMVp9w5hT9wPn8AgO2R9g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit><latexit sha1_base64="eygXGPGTFA+fMnXhvL4+tgU6x8U=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpJht2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51jco04x2mpNK9kBouRcI7KFDyXqo5jUPJH8PJbeE/PnFthEoecJryIKajRESCUbSS78cUx2GUq9kAB/WG23TnIKvEK0kDSrQH9S9/qFgW8wSZpMb0PTfFIKcaBZN8 VvMzw1PKJnTE+5YmNOYmyOeZZ+TMKkMSKW1fgmSu/t7IaWzMNA7tZJHRLHuF+J/XzzC6DnKRpBnyhC0ORZkkqEhRABkKzRnKqSWUaWGzEjammjK0NdVsCd7yl1dJ96LpuU3v/rLRuinrqMIJnMI5eHAFLbiDNnSAQQrP8ApvTua8OO/Ox2K04pQ7x/AHzucPgi2R+g==</latexit>
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<latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8S df+OkzUJbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWf c5lmwCRdHIoygSHBZRF4xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8S df+OkzUJbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWf c5lmwCRdHIoygSHBZRF4xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8S df+OkzUJbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWf c5lmwCRdHIoygSHBZRF4xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit><latexit sha1_base64="h13jxB9no+/JwxdUKDLU6lauy6Y=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFclUQEXRbduKxgH9CEMJlO2qGTSZi5EUvIr7hxoYhbf8S df+OkzUJbDwwczrmXe+aEqeAaHOfbWlvf2Nzaru3Ud/f2Dw7to0ZPJ5mirEsTkahBSDQTXLIucBBskCpG4lCwfji9Lf3+I1OaJ/IBZinzYzKWPOKUgJECu+GFROVeTGASRnlSBFAEdtNpOXPgVeJWpIkqdAL7yxslNIuZBCqI1kPXScHPiQJOBSvqXqZZSuiUjNnQUElipv18nr3AZ0YZ4ShR5knAc/X3Rk5irWdxaCbLkHrZK8X/vGEG0bWf c5lmwCRdHIoygSHBZRF4xBWjIGaGEKq4yYrphChCwdRVNyW4y19eJb2Lluu03PvLZvumqqOGTtApOkcuukJtdIc6qIsoekLP6BW9WYX1Yr1bH4vRNavaOUZ/YH3+ANOWlPA=</latexit>
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<latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw 6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwd X0IA7aEILGCTwDK/w5qTOi/PufCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw 6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwd X0IA7aEILGCTwDK/w5qTOi/PufCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw 6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwd X0IA7aEILGCTwDK/w5qTOi/PufCxGS06xcwx/4Hz+AJL6kgU=</latexit><latexit sha1_base64="SeNDjzRH/I8OW5WN6HAL5NwPQKk=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVBDf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnSKQw 6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0GOKjW3Lo7B1klXkFqUKA5qH75w5ilEVfIJDWm57kJ9jOqUTDJZxU/NTyhbEJHvGepohE3/WyeeUbOrDIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTD634mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/qnlv37i9rjZuijjKcwCmcgwd X0IA7aEILGCTwDK/w5qTOi/PufCxGS06xcwx/4Hz+AJL6kgU=</latexit>
(1  zt)  ot 1 + zt   o¯t
<latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1r GSvKWlQKqW49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</ latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1r GSvKWlQKqW49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</ latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1r GSvKWlQKqW49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</ latexit><latexit sha1_base64="6v0cEjKQQhJJSehzei6/zJwsdz4=">AAACN3icbVBNS8NAFNzUr1q/qh69LBahIi2JCHosevEkFawKbQmb7aZdusmG3RehhvwrL/4Nb3rxoIhX/4GbGqG2DiwMM/PY98aLBNdg289WYW5+YXGpuFxaWV1b3yhvbl1r GSvKWlQKqW49opngIWsBB8FuI8VI4Al24w3PMv/mjinNZXgFo4h1A9IPuc8pASO55YuqU+sEBAaen9ynLux3ZE8C/pVk6iZQc1J8gCdTOE95RCUTUUjdcsWu22PgWeLkpIJyNN3yU6cnaRywEKggWrcdO4JuQhRwKlha6sSaRYQOSZ+1DQ1JwHQ3Gd+d4j2j9LAvlXkh4LE6OZGQQOtR4JlktqSe9jLxP68dg3/STXgYxcBC+vORHwsMEmcl4h5XjIIYGUKo4mZXTAdEEQqm6pIpwZk+eZZcH9Ydu+5cHlUap3kdRbSDdlEVOegYNdA5aqIWougBvaA39G49Wq/Wh/X5Ey1Y+cw2+gPr6xs76K1q</ latexit>
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Figure 2: Different architectures to learn temporal struc-
ture. The “Concat” baseline can learn pairwise information
for short periods of time. The GRU can learn longer se-
quences, but saturates. The FAST-GRU architecture lever-
ages spatio-temporal information, and is capable of repre-
senting information over longer sequences. The bottleneck
structure (in dash rectangle) in the gate function reduces
computational cost and improves gating capabilities.
computed as
r′t = ReLU(Urx ∗ xt +Uro ∗ ot−1),
z′t = ReLU(Uzx ∗ xt +Uzo ∗ ot−1),
rt = σ(Wr′ ∗ r′),
zt = σ(Wz′ ∗ z′),
(4)
where U∗ are 1× 1× 1 convolutions to reduce the channel
size by a ratio of r, and W∗ are 1 × 1 × 1 convolutions to
increase the channel size to c. Our gate is generated by tak-
ing the joint compressed feature r′t and z
′
t, which enables
more powerful gating for feature aggregation. This bottle-
neck layer also reduces the computational cost by r. We
empirically set r to be 4, as it performs best in our prelim-
inary experiments. After the calculation of rt and zt, The
output of FAST-GRU (Fig. 2c) is
o¯t = tanh(Vo¯ ∗ xt +Vo¯ ∗ (rt  ot−1)),
ot = (1− zt) ot−1 + zt  o¯t,
(5)
where V∗ are trainable variables.
Experimental setup. We compare the accuracy of the
baselines across a wide range of number of clips (n =
{2, 4, 8, 16, 32}), keeping 1 expensive and n−1 cheap clips,
all of length L = 8 frames. This allows us to observe
the behavior of different architectures in shorter and longer
sequences. The initial state o0 is initialized with the fea-
tures of the first clip. We train the network over 7 epochs3,
where the first 2 are warm-up and the learning rate is cosine-
decayed for the remaining 5. At training time clips are sam-
pled in order, but at random distances, as a form of tempo-
ral data augmentation. At test time, clips are sampled to be
equidistant.
Comparison of RNNs. The results are shown in Table 2.
We observe that the performance of the “Avg. pool (mixed)”
baseline saturates as more cheap clips are added. Less accu-
rate predictions dominate the final score, since the accuracy
of the cheap model using 16 clips is 64.0%, quite similar
to the “Avg. pool (mixed)” with 32 clips, which achieves
63.8%. This suggests that the expensive features are not
fully utilized. “Concat” outperforms “Avg. pool (mixed)”
by 2.1% when n = 8, showing the benefits of learning tem-
poral structure. However, as n increases, the performance
of “Concat” decreases, and by n = 32, the accuracy is 8.1%
lower than n = 8. This shows that the learning to aggregate
over a longer time period is difficult. Interestingly, “Con-
cat”, and all recurrent networks have similar performances
when the number of clips is small, n = 2, 4, showing that
the advantage of RNNs is not evident for short sequences.
As the number of clips increases (n ≥ 16), recurrent meth-
ods show their strength in modeling long sequences and
perform better than “Concat”. As the number of clips in-
creases, performance drops 1.6% in the case of LSTMs.
Of all methods, FAST-GRU achieves best performance
for long sequences. For example, FAST-GRU outperforms
GRU by 1.4% when n = 32, and by 1.3% when n = 16.
The results show our proposed FAST-GRU is beneficial for
long sequence learning, even when sequence samples come
from different distributions.
FASTER vs. Prevailing Average Pooling. How well does
the FASTER framework do with respect to the prevailing
average pooling? Recall that our main focus is not only to
increase accuracy, but to reduce computational cost. For
this, we plot the GFLOPs vs. accuracy in Fig. 3. We com-
pare FASTER to the traditional framework where all clips
are cheap (or all clips are expensive) and integrated with
average pooling. These are the lower and upper bound re-
spectively of the proposed framework. There is a 7% gap
between the top performance of the cheap and the expensive
network. However, this comes at a 10× increase in the cost.
3Follow [42], the size of one epoch is set to 1, 000, 000.
Model Number of Clips2 4 8 16 32
Avg. pool (mixed) 60.7 63.9 64.2 64.0 63.8
Concat 61.6 65.9 66.3 62.3 58.2
LSTM 61.3 66.2 66.3 66.3 64.7
GRU 61.1 65.6 66.5 66.1 65.8
FAST-GRU 61.1 65.6 67.2 67.4 67.2
Table 2: Comparison of aggregation architectures with
varying number of input clips on Kinetics. Note that all
methods use the same features, i.e., only the first clip is pro-
cessed by the expensive model, and the rest of the clips by
the lightweight model.
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Figure 3: FASTER vs. traditional frameworks with aver-
age pooling. We show accuracy vs. GFLOPs of different as
a function of the number of clips. We compare the results of
FAST-GRU from Table 2 with average pooling of all expen-
sive (Avg. pool (expensive)) and lightweight model (Avg.
pool (cheap)). FASTER brings in the best of both worlds.
Our proposed FASTER brings in the best of both worlds.
FASTER saves 40% computational cost while obtains 3.9%
gains in accuracy. When n = 4, it takes 119 GFLOPs for
“Avg. pool (expensive)” to achieve 67.1%. FASTER can
achieve comparable results with half the cost.
Note that there is still an accuracy gap between FASTER
and “Avg. pool (expensive)”. In the next section, we
study the optimal combination of input features and actually
achieve results superior to using only expensive features.
5. FASTER Best Practices
In the previous section we have focused on the design
of the FASTER framework for a fixed parameter setting,
and have observed that it produces better results than pre-
vious work. We now go one step further and explore how
to achieve the best trade-off in practice. For this we first
analyze the behavior of the framework when varying differ-
ent parameters, such as length of clips, number of clips and
proportion of expensive models and cheap models. We also
explore the benefit of adding spatial convolutional pooling
at test time, confirming the effectiveness of keeping spatio-
temporal information until the classification layer.
#E :#C 8-fr ×32-clips 16-fr ×16-clips 32-fr ×8-clipsV@1 GFLOPs V@1 GFLOPs V@1 GFLOPs
All E (A) 70.1 959.4 72.3 959.4 74.5 959.3
All E (F) 70.6 982.4 72.9 980.2 74.9 979.2
1:1 70.5 553.6 72.9 552.0 74.6 550.4
1:3 70.1 339.2 72.1 337.6 73.3 336.0
1:7 69.6 230.4 71.7 230.4 71.3 228.8
1:15 69.0 176.0 69.9 176.0
1:31 67.2 150.4
Table 3: Many short clips or few long clips? For a
fixed number of total frames we vary number of clips and
clip size, and measure accuracy and GFLOPs on Kinetics.
Empty cells correspond to combinations that are not feasi-
ble. “E” denotes the expensive model, while“C” denotes the
cheap model. Baselines “All E (A)” and “All E (F)” refer to
using all expensive models aggregated via average pooling
and via our FAST-GRU respectively. GFLOPs combine the
cheap, expensive and FAST-GRU models together.
Parameter Analysis. There are three parameters in our
framework that affect accuracy and computational cost:
length of the clip (L) in frames, number of clips (n), and
the proportion of expensive and lightweight clips used as
input pattern. In this section we provide an empirical study
of these parameters to achieve the best trade-off. Since we
are interested in the behavior of the network, we “fix” the
input data by keeping the number of frames constant at 256,
which spans the entire video. Thus, L×n = 256 for all set-
tings. Given n clips, we experiment with input patterns of
1+x, where x ∈ {1, 3, 7, 15, 31}. Additionally, we evaluate
the case where all the inputs are expensive features (x = 0).
Results are shown in Table 3.
As it is expected, a higher ratio of expensive models
leads to higher accuracy. For example, when L = 8, there
is a large gap of 1.8% when x goes from 31 to 15, with a
modest increase of 25.6 GFLOPs. The gap is less obvious
for higher ratios of expensive models.
A remarkable observation is that when x = 3, FASTER
achieves 70.1% which is the same as the average pooling
baseline with all expensive model, while only takes 35% of
its GFLOPs. Even more, for x = 1, the proposed method
outperforms the average pooling baseline, at 57% of the
cost. This shows the benefit of learning temporal aggre-
gation of hybrid inputs.
We also observe that for a fixed cost, it is often beneficial
to use larger clip size L. For example, for a fixed proportion
of cheap models x = 3, the accuracy of the 32-fr×8-clips
is higher than 16-fr×16-clips, and that in turn considerably
higher than the 8-fr×32-clips. In other words, it is better
to have fewer clips with more frames. However, for higher
ratios of cheap clips (e.g., x = 7), the pattern does not hold.
We choose the parameter setting L = 16 and x = 7 as
FASTER16 FASTER32
V@1 GFLOPs V@1 GFLOPs
w/o spatial conv-pool 71.7 230.4 74.6 550.4
with spatial conv-pool 72.2 300.6 75.1 719.0
Table 4: Spatial convolutional pooling results. We ob-
serve that spatial convolutional pooling improves results on
FASTER models, at some additional computational cost.
the best inexpensive configuration, and call it FASTER16.
It indicates that it is possible to achieve better performance
with lower L, which reflects the importance of learning a
good aggregation function. When L = 32 and x = 1, the
proposed framework achieves 74.6% accuracy with 550.4
GFLOPs. We denote this model as FASTER32 and it is the
best model when the cost is around ∼550 GFLOPs .
Finally, FASTER also works when all input features
come from the same network. When the inputs are all ex-
pensive features, FASTER outperforms the average pooling
baseline in all settings, for an additional 1.02× the cost.
Spatial Convolutional Pooling. We evaluate the effective-
ness of spatial convolutional pooling to validate the impor-
tance of maintaining spatio-temporal information across all
time steps. At the inference time, instead of cropping a
224×224 patch from the frame, we take the 256×256 patch.
Thus, more spatial information will be captured both in
the convolutional layers and the recurrent layers. We eval-
uate spatial convolutional pooling on the FASTER16 and
FASTER32 models. The results are shown in Table. 4. Note
that spatial convolutional pooling has been attempted be-
fore [4], however, they did not observe improvements when
using a larger patch. Since our framework uses more spatial
information, the accuracy of FASTER16 and FASTER32
improves by 0.5%, at 1.3× the cost.
6. Comparison to state-of-the-art
We now compare our proposed framework to state-of-
the-art methods across three of the most popular video clas-
sification datasets, i.e., Kinetics, UCF-101 and HMDB-51.
We include methods that use RGB frames as inputs. Nu-
merical results on Kinetics are shown in Table 5. These
same numbers are also visualized in terms of accuracy vs.
GFLOPs in Figure 4. Our proposed FASTER framework
achieves the best accuracy vs. GFLOPs trade-off of all
methods. FASTER32 outperforms its own building block
R(2+1)D-34 by 3.1% with its 4% GFLOPs. FASTER16
outperforms I3D trained from scratch by 3.8% (72.2% vs.
68.4%), using only 70% of I3D’s cost (432 GFLOPs). As
can be seen, pre-training on ImageNet boosts the perfor-
mance a lot. For example, I3D is improved by 3.7% when
enables ImageNet pre-training, and S3D is improved by
3.8% as well. As we focus on the design of the frame-
Model Top-1 Pretrain GFLOPs × crops
I3D [4] 72.1 ImageNet 108 × 4
S3D [51] 72.2 ImageNet 66.4 × N/A
MF-Net [6] 72.8 ImageNet 11.1 × 50
A2-Net [5] 74.6 ImageNet 40.8 × 30
S3D-G [51] 74.7 ImageNet 71.4 × N/A
NL I3D-50 [48] 76.5 ImageNet 282 × 30
NL I3D-101 [48] 77.7 ImageNet 359 × 30
I3D [4] 68.4 - 108 × 4
STC [10] 68.7 - N/A × N/A
ARTNet [46] 69.2 - 23.5 × 250
S3D [51] 69.4 - 66.4 × N/A
ECO [58] 70.0 - N/A × N/A
R(2+1)D-34 [42] 72.0 - 152 × 115
FASTER16 w/o sp 71.7 - 14.4 × 16
FASTER32 75.1 - 89.9 × 8
Table 5: Comparisons to state-of-the-art methods on Ki-
netics. Inputs are RGB frames. Top-1 accuracy is reported.
For “GFLOPs × crops”, we report the cost of a single crop
and the numbers of crops used. “N/A”’ indicates the crops
are not reported in the paper.
Pretrain UCF-101 HMDB-51
STC [10] Kinetics 95.8 72.6
ARTNet [46] Kinetics 94.3 70.9
ECO [58] Kinetics 93.6 68.4
R(2+1)D-34 [42] Kinetics 96.8 74.5
I3D [4] ImageNet+Kinetics 95.6 74.8
S3D [51] ImageNet+Kinetics 96.8 75.9
FASTER32 Kinetics 96.9 75.7
Table 6: Comparisons to state-of-the-art methods on
UCF-101 and HMDB-51.
work, the benefits of pre-training on other datasets like Ima-
geNet [9] and Sports-1M [20] should be transferable to our
framework. Even though we do not leverage pre-training,
our framework outperforms all existing pre-trained mod-
els except NL-I3D. However, FASTER32 uses 6% of the
GFLOPs of NL-I3D. Our FASTER32 model outperforms
A2-Net by 0.5%, while the cost is reduced by 42%. The re-
sults validates the effectiveness of our FASTER framework,
showing it is promising to leverage the combination expen-
sive and lightweight models for better FLOPs vs. accuracy
trade-off.
Competitive results are also achieved on UCF-101 and
HMDB-51 datasets as shown in Table 6. It shows learning
the aggregation function on larger dataset can facilitate the
generalization on smaller datasets. The improvements are
less profound as the performance on small datasets tends to
be saturated.
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Figure 4: Log-scale Accurary vs. GFLOPs comparisons
for state-of-the-art methods on Kinetics. In this chart,
optimal methods are closer to the top-left corner. The two
proposed variants of FASTER are the closest to the corner.
This is specially impressive since they are not pre-trained on
ImageNet, and since they build on backbone architectures
that are not particularly cost effective. For example, the
FASTER16 setting achieves similar accuracy to R(2+1)D,
and it is two orders of magnitude cheaper. Overall, the
FASTER framework provides the best cost vs. accuracy
trade-off of all methods.
7. Conclusion
In this paper, we propose a novel framework called
FASTER for efficient video classification. To exploit the
temporal redundancy, we use a combination of expensive
and lightweight features. Learning to aggregate over time
these diverse features is a difficult problem and thus we
propose a recurrent unit called FAST-GRU for aggregating
mixed features. We conduct sufficient analysis to study the
portion of expensive and lightweight models, the effect of
using different clip lengths, and the effectiveness of main-
taining spatial information. The resulting FASTER frame-
work saves 24× the cost of its building block R(2+1)D-34,
while still outperforms it by 3.1%. In the future, we will
study more dynamic sampling strategies that could learn to
adapt and select the clips for expensive feature extraction
according to the content of the video.
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