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ABSTRACT
Presented in this paper is a derivation of a 2D catalytic reaction-based model to solve combinatorial
optimization problems (COPs). The simulated catalytic reactions, a computational metaphor, occurs
in an artificial chemical reactor that finds near-optimal solutions to COPs. The artificial environment
is governed by catalytic reactions that can alter the structure of artificial molecular elements. Altering
the molecular structure means finding new solutions to the COP. The molecular mass of the elements
was considered as a measure of goodness of fit of the solutions. Several data structures and matrices
were used to record the directions and locations of the molecules. These provided the model the
2D topology. The Traveling Salesperson Problem (TSP) was used as a working example. The
performance of the model in finding a solution for the TSP was compared to the performance of
a topology-less model. Experimental results show that the 2D model performs better than the
topology-less one.
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1. Introduction
Solutions to combinatorial optimization problems (COPs) have practical real-world importance
because most real-world problems are combinatorial in nature. Most COPs have been shown to
be NP-complete. Exact algorithms have been proposed to these problems but prove inefficient
for large problem instances [14]. Graph-based algorithms such as branch and bound [24], as
well as distributed multi-agent based heuristics such as genetic algorithms [22], memetic algo-
rithms [20, 10, 11], tabu search [25], simulated annealing [18], simulated jumping [2], neural
networks [19], and swarm intelligence [12, 13, 8] have been used to find time-restrained optimal
and near optimal solutions for these problems.
In recent years, the chemical systems of living organisms have been shown to possess inherent
computational properties [15, 1, 3]. This discovery provided researchers the chemical metaphor
as a paradigm for computation [6, 9, 4, 16, 5, 7]. Under this computational framework, molecules
are considered as solutions, while interactions among molecules represent computational proce-
dures.
Presented in this paper are the mapping of permutations to molecules, and the derivation
of two stochastic functions that model catalytic reactions. The two functions simulate a unary
catalytic reaction and a binary catalytic reaction. These reactions create new molecules where
the average goodness of fit of the product is better than the average goodness of fit of the
reactants. A molecule encodes a permutation such that the unary catalytic reaction reorders
the element in the permutation while the binary catalytic reaction creates new permutations.
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2. Model Development
This section discusses the development of the 2D artificial catalytic reactor (2DACR). The
2DACR models the dynamics of artificial molecules in a 2D environment. The environment
is driven by several rules of interactions to produce a set of optimal or near-optimal solutions
to a COP. The 2DACR is defined by a triple 2DACR(M,R,A), where M is a set of artificial
molecules, R is a set of reaction rules describing the interaction among molecules, and A is
an algorithm driving the reactor. In this paper, the molecules in M are permutations while
the rules in R are reordering algorithms that create new molecules. The algorithm A describes
how the rules are applied to a vessel of artificial molecules simulating a well-stirred, 2D reactor.
Further, the 2DACR is partitioned by A into different levels of reaction activities. The level of
reaction activity is a function of molecular mass.
2.1. Mapping 2DACR to COP
In a particular COP, if n is the length of a permutation, then all n-sized permutations Πn
are molecules. The inherent value of a permutation pi ∈ Πn is the mass of the molecule and
is computed by the objective function of the COP. For example, if the COP is a traveling
salesperson problem (TSP) with a set of cities V , a set of paths E,and a cost matrix G, then
all permutations of the |V | cities are molecules. Each n-sized molecule is an encoding of a
Hamiltonian tour such that the ordering of the cities vi ∈ V represents a molecular structure.
Each city vi is a distinct atom in the molecule. The cost fv of traversing a Hamiltonian tour
is the mass of the molecule and is a measure of goodness of fit of the Hamiltonian tour. If the
objective function is a minimization of the tour cost, then light molecules encode the desirable
solutions. In this example, fv is defined in Eq. (2.1) where gi,j ∈ G is the cost measure associated
with path (vi, vj) ∈ E:
fv = gn,1 +
n−1∑
i=1
gi,i+1. (2.1)
2.2. Artificial Catalytic Reactions
If two molecules m1 and m2 collide, they react following a catalytic reaction of the form
m1 +m2 + C −→ m1 +m2 +m3 +m4,
where m3 and m4 are product molecules and C is a catalyst. The reaction is a mathematical
function
R1 :M ×M −→M ×M ×M ×M,
whereM = {mi ∀i = 1, 2, . . . , |Πn|},mi is a molecule and is a linear data structure representing
a permutation, and |Πn| is the cardinality of the solution space of the COP (i.e., |M | = |Πn|). R1
performs a reordering of solutions and is dependent on an n-long vector S with binary elements.
The elements s ∈ S are computed following this algorithm:
1. Let random(n) be a function that returns a random integer between 1 and n.
2. Let index(m1,m2,j) be a function that returns the position of atom m2,j in molecule m1.
3. Let ω1 be a set of distinct atoms in molecule m1.
4. Let m1,j be the jth atom in molecule m1.
5. Let the integers i and j be indeces
6. Initialize the vector S = 0.
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7. Initialize ω1 = {}.
8. Set i = 0.
9. Let j = random(n) be the point of collision between m1 and m2.
10. Do the following until i = n or m2,j ∈ ω1:
(a) Increment i by one.
(b) Set ω1 = ω1
⋃
{m1,j}.
(c) Set sj = 1.
(d) If m2,j 6∈ ω1, then j = index(m1,m2,j).
Once S is obtained, the molecules m3 and m4 can be computed using the following algorithm:
1. For each i = 1, . . . , n do:
(a) If si = 1, then set m3,i = m1,i and m4,i = m2,i;
(b) Else set set m3,i = m2,i and m4,i = m1,i.
If a molecule m5 hits the bottom or walls of the reactor, a catalytic reaction of the form
m5 + C −→ m6
happens. The reaction is a mathematical function
R2 : M −→M
described by the following algorithm:
1. Let j = random(n) be the point of collision between m5 and the reactor wall or bottom.
2. Let i = random(2) − 1.
3. If i = 0, then do the following:
(a) If j = n, then m6,1 = m5,j,
(b) Else m6,j+1 = m5,j .
4. If i = 1, then do the following:
(a) If j = 1, then m6,n = m5,j,
(b) Else m6,j−1 = m5,j .
2.3. Two-Dimensional Reactor
The reactor algorithm A operates on a matrix T of molecules and catalysts, where T = {ti,j|ti,j =
mk ∨ ti,j = 0 ∀i = 1, . . . , I ∧ j = 1, . . . , J}, I > 1, J > 1 and (I × J) << |M |. mk is the kth
molecule while the catalyst is when ti,j = 0. Here, the matrix element ti,j serves a placeholder
for the molecule mk such that the expression ti,j = mk should be understood as “mk is at ti,j.”
2.4. Molecule Direction
Associated with each molecule mk is a direction dk of the molecule. The range of values for dk
is dependent on the stencil used by A. A stencil is a set of directions from an element in a grid
environment. In a 2D environment, the possible stencils are 5-point stencil and 9-point stencil
(Figure 1). There are five possible directions in a 5-point stencil: no movement (0), due North
(N), due East (E), due West (W), and due South (S). In a 9-point stencil, the nine possible
directions are 0, N, NE, E, SE, S, SW, W, and NW. An arbitrary integer may be assigned to
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Figure 1: Two of the possible direction stencils for a 2D environment.
each of these directions reserving the value zero for the no movement direction. Elements at the
borders and at the corners also follow any of these stencils.
A random direction is assigned to each molecule during the start of the simulation. After a
collision of type R1 and following a 9-point stencil, the directions of the products are determined
as follows:
1. If the mass of a molecule is greater than the average mass of the products, then the direction
assigned is random(NW,N,NE).
2. If the mass of a molecule is lesser than the average mass of the products, then the direction
assigned is random(SW,S,SE).
3. If the mass of a molecule is the same1 as the average mass of the products, then the
direction assigned is random(W, 0,E).
After a collision of type R2 and following a 9-point stencil, the direction of the product is
determined as follows:
1. If the mass of the product is greater than the mass of the reactant, then the direction
assigned is random(NW,N,NE).
2. If the mass of the product is greater than the mass of the reactant, then the direction
assigned is random(SW,S,SE).
3. If the mass of the product is the same as the mass of the reactant, then the direction
assigned is random(W, 0,E).
2.5. Collision Matrix
The algorithm A also maintains a collision matrix C whose elements are defined by Eq. (2.2).
The matrix C has the same dimension as T and records which molecules will collide at which
element in T . Two molecules mk and ml will collide at ti,j if ci,j = (mj ,mk). The collision
will obey the reaction rule defined by R1. A molecule mk will collide with the border at ti,j if
ci,j = mk. In this case, the reaction rule R2 will be applied. If ci,j = 0, then no collision will
occur at ti,j. Each element ci,j ∈ C is updated by tracing the movement of a molecule via its
direction. Usually, C is updated via any of the two popular computational order: row-major
ordering and column-major ordering. However, these two popular ordering techniques have
inherent biases. The row-major ordering scheme is biased towards molecules at lower values of
i (i.e., at the upper portion of T ) while the column-major ordering is biased towards those at
lower values of j (i.e., at the left portion of T ). To remove the biases brought about by these
two ordering schemes, ordering schemes based on space-filling curves are recommended. In this
1In practical application, this may mean as statistically the same.
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Figure 2: Order of computation for a 4× 4 T following the Morton ordering scheme.
paper, the Morton ordering scheme is used as a working example and is discussed in the next
section.
ci,j =


(mk,ml) if mk ∧ml collide at ti,j
mk if mk collides with the wall at ti,j
0 if no collision occurs at ti,j
(2.2)
2.6. Ordering of Computation
The Morton ordering (Figure 2) is an ordering scheme based on Peano-Hilbert plane-filling
curves. A plane-filling curve is a curve drawn on a plane and fills it. A plane-filling curve is
efficiently generated using a recursive algorithm that divides the plane at each recursion level.
The principle followed at each recursion is the self-similarity principle such that the structure
of the curve at the higher level is the same as the structure of the curve at the lower level.
Traversing a curve means to enumerate the points along the curve. When the curve fills the
plane, the traversal of the curve also means the traversal of the plane at the order defined by
the curve. The order of traversal is defined by a universal turtle traversal algorithm [17], which
traverses a self-similar space-filling curve based on a movement specification table.
2.7. Evolution of the Reactor
The evolution in A is realized by applying the following algorithm:
1. Initialize T with I × J molecules selected randomly from M .
2. Compute the molecular mass of each mk ∈ T and initialize each with a direction.
3. Compute for C using the Morton ordering scheme.
4. Apply the reaction rule R1 for any m1 and m2.
5. Apply the reaction rule R2 for heavy molecules that collide with the reactor walls and
bottom.
6. Decay the heavier molecules by removing them out of T and replacing them with randomly
selected molecules from M .
7. Repeat steps 2 to 5 until T is saturated with lighter molecules.
6 J.P. Pabico
One iteration of A constitutes one epoch in the artificial reactor. The sampling procedure
gives molecules with low molecular mass a higher probability to react or collide with other
molecules. This mimics the level of excitation energy the molecule needs to overcome for it to
react with another molecule. This means that the lighter the molecule, the higher the chance
that it will collide with other molecules. Step 6 of algorithm A requires a metric for measuring
saturation of molecules. The reactor is considered saturated when T has no more 0 element
(i.e., the catalyst is already exhausted).
3. Experimental Results
A 2DACR was run to solve an instance of a symmetric TSP. The 2DACR used the 5-point
stencil and the Morton ordering scheme. To assess the performance of the 2DACR, a topology-
less artificial chemical reactor (0DACR) recently employed by other researchers [23, 21] was
also run to solve the same TSP instance. A single-processor Pentium IV machine with 1.2GHz
bus speed running under a multiprogramming operating system was used to run the 2DACR
and the 0DACR simulations. The simulations were repeated 10 times while the best minimum
Hamiltonian tour length for each run were recorded. The values recorded were averaged and
the standard deviation computed. Shorter tour lengths imply better tour costs and are much
desirable. To remove the initialization bias, both 2DACR and 0DACR used the same initial set
of 500 molecules, with the exception that the molecules in 2DACR have their respective initial
locations and directions while those of the 0DACR have none. The 2DACR utilized a 30 × 30
matrix T with 400 elements in T acting as the catalyst C. Table 1 compares the average tour
lengths found by 2DACR and 0DACR on five sets of random instances of symmetric 50–city
TSPs. The table shows the average value of 10 runs for both 2DACR and 0DACR with their
respective standard deviations. Based on the result presented, it can be seen that 2DACR’s
performance is better than the performance of the 0DACR employed by other researchers.
Table 1: Comparison of average Hamiltonian tour length found by 2DACR and 0DACR on five
sets of random instances of symmetric 50–city TSPs. The values are averaged over 10 runs. The
values in parenthesis are the standard deviations.
Problem 0DACR (std. dev.) 2DACR
1 5.89 (0.40) 5.87 (0.45)
2 6.17 (0.08) 6.15 (0.11)
3 5.65 (0.21) 5.59 (0.18)
4 5.70 (0.98) 5.67 (0.77)
5 6.15 (0.54) 6.14 (0.55)
4. Concluding Remarks
An algorithm that models catalytic reactions in 2D was designed to solve COPs using the TSP
as a working example. Solutions to an instance of TSP via 2DACR were found better on the
average than those found by 0DACR. Molecular directions and locations were incorporated that
provide the model with a 2D topology. The order of computation via Morton ordering might have
removed the bias inherent in row-major and column-major ordering schemes. However, more
work is needed that will compare the performance of 2DACR using these ordering schemes.
Artificial Catalytic Reactions in 2D for Combinatorial Optimization 7
Acknowledgments
This work is funded by the Institute of Computer Science, College of Arts and Sciences, Uni-
versity of the Philippines Los Ban˜os.
References
[1] L. Adleman. Molecular computation of solutions to combinatorial problems. Science,
26:1021–1024, 1994.
[2] S. Amin. Simulated jumping. Annals of Operations Research, 86:23–38, 1999.
[3] A. Arkin and J. Ross. Computational functions in biochemical reaction networks. Journal
of Biophysics, 67(2):560–578, 1994.
[4] W. Banzhaf. Self-organizing algorithms derived from RNA interactions. In W. Banzhaf
and F. Eeckman, editors, Evolution and Biocomputing, volume 899, pages 69–103. Springer,
Berlin, 1995.
[5] W. Banzhaf, P. Dittrich, and H. Rauhe. Emergent computation by catalytic reactions.
Nanotechnology, 7(1):307–314, 1996.
[6] G. Berry and G. Boudol. The chemical abstract machine. Journal of Theoretical Com-
puter Science, 96:217–248, 1992.
[7] P. Dittrich, W. Banzhaf, H. Rauhe, and J. Ziegler. Macroscopic and microscopic
computation in an artificial chemistry. In P. Dittrich, H. Rauhe, and W. Banzhaf, editors,
Proceedings of the Second German Workshops on Artificial Life (GWAL97), pages 19–22,
University of Durtmond, 1998.
[8] M. Dorigo and L. Gambardella. Ant colonies for the traveling salesman problem.
BioSystems, 43:73–81, 1997.
[9] W. Fontana. Algorithmic chemistry. In C. Langton, C.Taylor, J. Farmer, and S.Ras-
mussen, editors, Proceedings of the Workshop on Artificial Life (ALIFE90), volume 88,
pages 159–209, Redwood City, CA, 1992. Addison-Wesley.
[10] B. Freisleben and P. Merz. A genetic local search algorithm for solving symmetric and
asymmetric traveling salesman problems. In Proceedings of the 1996 IEEE International
Conference on Evolutionary Computation, pages 616–621, 1996.
[11] B. Freisleben and P. Merz. New genetic local search operators for the traveling salesman
problems. In H. Voigt, W. Ebeling, I. Rechenberg, and H. Schwefel, editors, Proceedings of
the 4th Conference on Parallel Problem Solving from Nature (PPSN IV), Volume 1141 of
Lecture Notes in Computer Science, pages 890–899. Springer, 1996.
[12] L. Gambardella and M. Dorigo. Ant-Q: A reinforcement learning approach to the
traveling salesman problem. In Proceedings of the Twelfth International Conference on
Machine Learning, pages 252–260, Tahoe City, CA, 1995.
[13] L. Gambardella and M. Dorigo. Solving symmetric and asymmetric TSPs by ant
colonies. In Proceedings of the IEEE International Conference on Evolutionary Computa-
tion, May 20–22 1996, pages 622–627, Nagoya, Japan, 1996.
[14] M. Garey and D. Johnson. Computers and Intractability: A Guide to the Theory of
NP-Completeness. Freeman, San Francisco, CA, 1979.
[15] A. Hjemfelt, E.Weinberger, and J. Ross. Chemical implementation of neural networks
and turing machines. Proceedings of National Academy of Sciences of the United States,
88(24):10983–10987, 1991.
8 J.P. Pabico
[16] T. Ikegami and T. Hashimoto. Coevolution of machines and tapes. In F. Moran,
A. Moreno, J. Merelo, and P. Chacon, editors, Advances in Artificial Life: Proceedings
of Third European Conference on Artificial Life, volume 929, pages 234–245, Berlin, 1995.
Springer-Verlag.
[17] G. Jin and J. Mellor-Crummey. Using space-filling curves for computation reordering.
In Proceedings (online) of the 2005 Los Alamos Computing Science Institute Symposium,
Sta. Fe, NM, 11–13 October 2005.
[18] O. Martin and S. Otto. Combining simulated annealing with local search heuristics.
In G. Laporte and I. Osman, editors, Metaheuristics in Combinatorial Optimizations:
Annals of Operations Research, volume 63, pages 57–75. Amsterdam, 1996.
[19] O. Miglino, D. Menezer, and P. Bovet. A neuro-ethological approach for the tsp:
Changing metaphors in connectionist models. Journal of Biological Systems, 2(3):357–366,
1994.
[20] P. Moscato and M. Norman. A memetic approach for the traveling salesman problem:
Implementation of a computational ecology for combinatorial optimization on message-
passing systems. In M. Valero, E. Onate, M. Jane, J. Larriba, and B. Suarez, editors,
Parallel Computing and Transputer Applications, pages 187–194. IOS Press, Amsterdam,
1992.
[21] J. Pabico. Simultaneously solving computational problems using an artificial chemical
reactor. In Proceedings (CDROM ISSN 1908-1146) of the 6th Philippine Computing Sci-
ence Congress (PCSC 2006), Ateneo De Manila University, Loyola Heights, Quezon City,
Philippines, 28-29 March 2006.
[22] J. Pabico and E. Albacea. Standardizing genetic algorithms using experimental models.
In Proceedings of Workshop and Conference and Modeling, Simulation, and Scientific Com-
puting (Model99), 19–20 November 1999, Ateneo de Manila University.
[23] J. Pabico, M. Mendoza, and M. Gendrano. Solving symmetric and asymmetric tsps
by artificial chemistry. In Proceedings (CDROM) of the 4th Philippine Computing Science
Congress, UPLB, 14-15 February 2004.
[24] S. Tschoke, R. Luling, and B. Monien. Solving the traveling salesman problem with a
distributed branch-and-bound algorithm. In Proceedings of the 9th International Parallel
Processing Symposium (IPPS95), pages 182–189, 1995.
[25] M. Zachariasen and M. Darn. Tabu search on the geometric traveling salesman problem.
In Metaheuristics International Conference 95, Breckenridge, CO, 1995.
