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Abstract
The main object of study in the paper is the distance from a point to a line in the Riemannian
manifold associated with the Heston model. We reduce the problem of computing such a distance
to certain minimization problems for functions of one variable over finite intervals. One of the main
ideas in this paper is to use a new system of coordinates in the Heston manifold and the level sets
associated with this system. In the case of a vertical line, the formulas for the distance to the line
are rather simple. For slanted lines, the formulas are more complicated, and a more subtle analysis
of the level sets intersecting the given line is needed. We also find simple formulas for the Heston
distance from a point to a level set. As a natural application, we use the formulas obtained in the
present paper to compute the small maturity limit of the implied volatility in the correlated Heston
model.
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1 Introduction
In this paper, we study a special Riemannian manifold. We call it the Heston manifold because it
is intimately related to the Heston model of financial mathematics.
The Heston model is one of the classical stock price models with stochastic volatility. The stock
price process S and the variance process V in the Heston model satisfy the following system of
stochastic differential equations:{
dSt = rStdt+
√
VtStdWt
dVt = (a− bVt)dt+ c
√
VtdZt,
(1)
where a ≥ 0, b ≥ 0, c > 0, and r ≥ 0 is the interest rate. In (1), W and Z are correlated standard
Brownian motions such that d〈W,Z〉t = ρdt with ρ ∈ (−1, 1). The Heston model was introduced in
[13]. We refer the interested reader to [10, 11, 14, 18] for more information on the Heston model.
For the sake of simplicity, we assume throughout the paper that r = 0. Let us denote by X
the log-price process in the Heston model defined by X = logS. Then the model in (1) takes the
following form: {
dXt = − 12Vtdt+
√
VtdWt
dVt = (a− bVt)dt+ c
√
VtdZt.
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The state space for the process (X,V ) is the closed half-plane H = {(x, v) ∈ R2 : v ≥ 0}. The
initial condition for the two-dimensional process (X,V ) will be denoted by (x0, v0).
The Riemannian metric form associated with the uncorrelated Heston model, that is, the model
with ρ = 0, is defined on the interior H◦ of the closed half-plane H as follows:
ds2 = v−1
(
dx2 + dv2
)
. (2)
This form generates the Riemannian distance dH on H. We call the open half-plane H◦, equipped
with the metric form defined above, the Heston Riemannian manifold (see [12] for more details).
The line {(x, v) : v = 0} is the boundary of the Heston manifold, and the manifold is incomplete.
Remark 1. Riemannian metrics similar to that in (2) also appear in other fields of mathematics.
For example, P. Daskalopoulos and R. Hamilton used the Riemannian metric in the right half-plane,
defined by
ds2 = (2x)−1
(
dx2 + dy2
)
, (3)
to study the regularity of the interface of the evolution p-Laplacian equation (see [4]) and the porous
medium equation (see [3]). Daskalopoulos and Hamilton call the metric in (3) the cycloidal metric,
since all the geodesics of this metric can be obtained from the standard cycloid curve by translation
and dilation, or are horizontal lines (see Proposition I.2.1 in [3]).
Methods of mathematical analysis and differential geometry found numerous applications in
quantitative finance. A good source of information about such applications is the book [14] by P.
Henry-Laborde`re. This book also discusses the geometry of the Heston model. In [12], the author
and P. Laurence found explicit formulas for the Heston Riemannian distance between two points.
The main emphasis in the present paper is on the distance from a point to a line in the Heston
manifold. A new method of studying the Heston manifold is suggested in the paper. The main idea
behind this method is to use the level sets associated with a new curvilinear system of coordinates
in the Heston manifold (see Subsection 2.3). We link the problem of computing the distance to a
line with certain minimization problems for functions of one variable over finite intervals. A natural
application of any description of the distance to the line in the Heston manifold is to the study
of the small-time behavior of the implied volatility, since it is known how the leading term in the
small-time asymptotic expansion of the implied volatility in the correlated Heston model is related
to the distance to the line in the Heston manifold (see Section 6).
In the case where ρ 6= 0, the Heston Riemannian distance will be denoted by d(ρ)H . The fol-
lowing equality holds for the Riemannian distance d
(ρ)
H and the distance dH in the corresponding
uncorrelated Heston model (see (7) in [12]):
d
(ρ)
H ((x0, v0), (x1, v1)) =
1
c
dH
((
cx0 − ρv0√
1− ρ2 , v0
)
,
(
cx1 − ρv1√
1− ρ2 , v1
))
. (4)
Fix real numbers γ and β, and denote by Lβ,γ the line in the upper half-plane H given by
{(x, v) ∈ H : x = β + γv, v ≥ 0} .
The symbol D̂β,γ will stand for the distance from the point (0, 1) ∈ H to the line Lβ,γ in the
uncorrelated Heston model (ρ = 0). We have
D̂β,γ = inf
v≥0
{dH((0, 1), (β + γv, v))} . (5)
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Remark 2. Note that the minimum in (5) can not be attained at infinity. This assertion can
be obtained, using the following two-sided estimates for the Heston distance established in [16],
Proposition 4.3.2:
T (x0, v0, x1, v1) ≤ dH((x0, v0), (x1, v1)) ≤ 12T (x0, v0, x1, v1) (6)
for all (x0, v0) ∈ H and (x1, v1) ∈ H, where
T (x0, v0, x1, v1) =
√
(x0 − x1)2 + (v0 − v1)2√
v0 +
√
v1 + [(x0 − x1)2 + (v0 − v1)2] 14
. (7)
Indeed, (6) shows that for all β and γ,
lim
v1→∞
dH((0, 1), (β + γv1, v1)) =∞.
Remark 3. Note that (7) implies the following equality:
T (0, 1, x, v) =
√
x2 + (v − 1)2
1 +
√
v + [x2 + (v − 1)2] 14 (8)
for all x ∈ R and v ≥ 0.
Remark 4. A two-sided estimate, equivalent to that in (6), but with no information on the constants,
is formulated in part 1 of [3] and part 2 of [4].
Let (x0, v0) ∈ H and (x1, v1) ∈ H be points in the Heston manifold such that at least one
of them is not on the boundary. The following explicit formula for the Riemannian distance dH
between those points was obtained in [12]:
dH ((x0, v0), (x1, v1)) =
δ
sin
(
δ
2
)√v1 + v0 − 2√v1v0 cos(δ
2
)
, (9)
where δ = δ((x0, v0), (x1, v1)) is the unique solution to the equation
(v1 + v0) (δ − sin(δ))− 2√v1v0
(
δ cos
(
δ
2
)− 2 sin ( δ2))
2 sin2
(
δ
2
) = x1 − x0, (10)
satisfying the condition −2pi < δ < 2pi.
It follows from (5), (9), and (10) that
D̂β,γ = inf
v≥0
{
δ
sin
(
δ
2
)√v + 1− 2√v cos(δ
2
)}
, (11)
where δ with −2pi < δ < 2pi is the unique solution to the following equation:
(v + 1) (δ − sin(δ))− 2√v (δ cos ( δ2)− 2 sin ( δ2))
2 sin2
(
δ
2
) = β + γv. (12)
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However, formula (11) is not very efficient numerically, since in order to use it in computations, we
need to solve equation (12) for every v ≥ 0.
Our main objective in the present paper is to find simple and efficient formulas for the distance
D̂β,γ to the line Lβ,γ in the uncorrelated Heston model. For vertical lines, the main results con-
cerning the distance to the line problem are contained in Theorem 1. For right slanted lines, the
main distance formulas can be found in Theorems 6 and 8, and in Section 4. Finally, for left slanted
lines, the main results are contained in Theorem 7.
Set
Dβ,γ = inf
{
dH((0, 1), (x, v))
2
2
: (x, v) ∈ Lβ,γ
}
. (13)
We will see below that it is easier to work with the quantity Dβ,γ. Note that
D̂β,γ =
√
2Dβ,γ, (14)
for all β and γ.
The distance dH satisfies the following conditions:
dH((x0, v0), (x1, v1)) = dH((0, v0), (x1 − x0, v1)) (15)
and
dH((αx0, αv0), (αx1, αv1)) =
√
αdH((x0, v0), (x1, v1)) (16)
for all α > 0 (see [12], formulas (8) and (9)). Next, using (4), (15), and (16) we see that
d
(ρ)
H ((x0, v0), (x1, v1)) =
√
v0
c
dH
(
(0, 1),
(
c(x1 − x0)− ρ(v1 − v0)
v0
√
1− ρ2 ,
v1
v0
))
.
It follows from the previous formula that
d(ρ) ((x0, v0), Lβ,γ) =
√
v0
c
dH ((0, 1), Lξ,η) , (17)
where
ξ =
cβ − cx0 + ρv0
v0
√
1− ρ2 and η =
cγ − ρ√
1− ρ2 . (18)
Remark 5. Formula (17) shows that for the correlated Heston model, the problem of computing
the distance from a general point (x0, v0) ∈ H to a line Lβ,γ can be reduced to a similar problem
for the uncorrelated model, the point (0, 1), and the line Lξ,η with ξ and η given by (18).
We will next briefly overview the results obtained in the present paper. In Section 2, we compute
the Heston distance from the point (0, 1) to a vertical line. The main result of this section is Theorem
1 that provides formulas for the distance to the vertical line in terms of minimization problems for
an explicit function of one variable over a finite interval. Subsection 2.2 is devoted to the study of
the level sets of the function δ. The idea of using the level sets of δ is one of the main novelties
of the present paper. In Subsection 2.3, we introduce a new system of coordinates in the Heston
manifold, using the level sets of δ, while in Subsection 2.4, we compute the Heston distance from
the point (0, 1) to a level set of δ. The formulas for this distance, provided in Theorem 3, are
especially simple. Subsection 2.5 deals with the distance to a horizontal line. The proof of Theorem
4
1 is completed in Subsection 2.6. The problem of computing the distance from the point (0, 1) to
a slanted line is addressed in Section 3. The main results of Section 3 for right slanted lines are
gathered in Theorem 6 formulated in Subsection 3.1. The family of level sets of δ, which intersect
the given slanted line is described in Subsection 3.2. Here we also complete the proof of Theorem
6. In Subsection 3.3, we formulate and prove Theorem 7, which provides formulas for the distance
to left slanted lines. Section 4 contains improvements and simplifications of the distance formulas
provided in Theorem 6 under additional restrictions on the parameters. Section 5 discusses the
distance formulas for certain special lines in the Heston manifold. These lines are tangent lines to
the level sets of δ at the critical points. It is interesting that the distance formulas for such lines
are extremely simple. Finally, in Section 6, we explain how the distance formulas are related to the
small-time limit of the implied volatility in the correlated Heston model.
2 Distance to a vertical line in the Heston manifold
Our main goal in the present section is to find a formula characterizing the quantity Dβ,0. Then,
using (14), we can compute the distance D̂β,0 from the point (0, 1) to the vertical line x = β in the
Heston manifold. The following function will be used in the sequel:
Λ(x, θ) =
θ2
(θ − sin θ)2 [(θ − sin θ)x + 2(1− cos θ)− θ sin θ
− (1− cos θ)
√
2(θ − sin θ)x+ 2(1− cos θ)− θ2]. (19)
The function Λ defined in (19) is finite and real if θ 6= 0 and 2(θ − sin θ)x + 2(1− cos θ) − θ2 ≥ 0.
We choose the positive value of the square root function in (19).
The next assertion is one of the main results obtained in the present paper. It states that the
number Dβ,0 is the solution to a minimization problem for the function Λ on an explicitly defined
finite closed interval.
Theorem 1. If 0 < β < π2 , then
Dβ,0 = min
{θ: 1
11
β≤θ≤2β}
{Λ(β, θ)} , (20)
while if π2 ≤ β <∞, then
Dβ,0 = min
{θ: 1
7
≤θ≤π}
{Λ(β, θ)} . (21)
The intervals in (20) and (21) contain unique critical points associated with the minimization
problems described in the formulation of Theorem 1. Note that the end points of the interval
appearing in formula (21) do not depend on the parameter β. The proof of Theorem 1 will be given
in the next subsections. We first develop the necessary machinery that will be used in the proof.
The level sets of the function (x, v) 7→ δ((0, 1), (x, v)) play an important role in this section and in
the restg of the paper. The proof of Theorem 1 will be completed at the very end of Subsection 2.6.
Shorter intervals in the minimization problems in (20) and (21) can also be found (see Corollaries
2 and 3). However, the end points of the intervals in those corollaries are more complicated.
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2.1 Useful formulas
It follows from (9) and (10) that
dH((0, 1), (x, v))
2
2
=
δ2
2 sin2 δ2
(
v + 1− 2√v cos δ
2
)
, (22)
where δ = δ(x, v) is the unique solution with −2pi < δ < 2pi of the following transcendental equation:
f(v, δ) = x, where
f(v, δ) =
(v + 1)(δ − sin δ) + 2√v(2 sin δ2 − δ cos δ2 )
2 sin2 δ2
. (23)
In (23), the positive value of
√
v is used. The function f in (23) is strictly increasing and convex
on the interval [0, 2pi) (see [12]).
The next lemma provides equivalent formulas for the function on the left-hand side of (22).
Lemma 1. The following formulas are valid:
dH((0, 1), (x, v))
2
2
=
δ2
2 sin2 δ2
(
(
√
v − 1)2 + 4√v sin2 δ
4
)
(24)
and
dH((0, 1), (x, v))
2
2
=
δ2
δ − sin δ
(
x− 2√v sin δ
2
)
. (25)
Proof. Using (22), we obtain
dH((0, 1), (x, v))
2
2
=
δ2
2 sin2 δ2
(
v + 1− 2√v
[
1− 2 sin2 δ
4
])
=
δ2
2 sin2 δ2
(
(
√
v − 1)2 + 4√v sin2 δ
4
)
.
This establishes equality (24).
To prove (25), we first rewrite the equation f(v, δ) = x in the following form:
v + 1
2 sin2 δ2
=
x sin2 δ2 −
√
v
(
2 sin δ2 − δ cos δ2
)
sin2 δ2 (δ − sin δ)
.
Next, using the previous formula and (22), we obtain
dH((0, 1), (x, v))
2
2
= δ2
[
x sin2 δ2 −
√
v
(
2 sin δ2 − δ cos δ2
)
sin2 δ2 (δ − sin δ)
−
√
v cos δ2
sin2 δ2
]
= δ2
x sin2 δ2 −
√
v
(
2 sin δ2 − δ cos δ2 + cos δ2 (δ − sin δ)
)
sin2 δ2 (δ − sin δ)
= δ2
x sin2 δ2 − 2
√
v sin3 δ2
sin2 δ2 (δ − sin δ)
.
Now, it is clear that (25) holds.
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Lemma 2. For all v ≥ 0 and −2pi < δ < 2pi,
f(v, δ) =
(
√
v − 1)2(δ − sin δ) + 4√v sin2 δ4
(
δ + 2 sin δ2
)
2 sin2 δ2
. (26)
Proof. We have
(v + 1)(δ − sin δ) + 2√v
(
2 sin
δ
2
− δ cos δ
2
)
= (
√
v − 1)2(δ − sin δ) + 2√v
(
δ − sin δ + 2 sin δ
2
− δ cos δ
2
)
= (
√
v − 1)2(δ − sin δ) + 2√v
(
δ
(
1− cos δ
2
)
+ 2 sin
δ
2
(
1− cos δ
2
))
= (
√
v − 1)2(δ − sin δ) + 4√v sin2 δ
4
(
δ + 2 sin
δ
2
)
. (27)
Finally, using (23) and (27), we obtain (26).
In the next lemma, we find an invertible majorant for the function f . The proof uses formula
(26).
Lemma 3. The following inequality holds for all v ≥ 0 and 0 < δ < 2pi: f(v, δ) ≤ g(v, δ), where
the function g is defined as follows:
g(v, δ) =
{
π2
12 (v +
√
v + 1)δ, if 0 < δ ≤ pi
π8
12 (v +
√
v + 1)(2pi − δ)−5, if pi ≤ δ < 2pi. (28)
Proof. We have
sin δ ≤ δ, 0 < δ < 2pi, (29)
δ − sin δ ≤ 1
6
δ3, 0 < δ < 2pi, (30)
sin
δ
2
≥ δ
pi
, 0 < δ ≤ pi, (31)
and
sin
δ
2
≥ 2− δ
pi
, pi ≤ δ < 2pi. (32)
Let 0 < δ ≤ pi. Then, using (26), (29), (30), and (31), we obtain
f(v, δ) ≤ pi
2
[
6−1(
√
v − 1)2δ3 + 2−1√vδ3]
2δ2
=
pi2
12
(v +
√
v + 1)δ = g(v, δ).
Now, let pi ≤ δ < 2pi. Then (26), (29), (30), and (32) imply
f(v, δ) ≤ pi
2
[
6−1(
√
v − 1)2δ3 + 2−1√vδ3]
2(2pi − δ)2
=
pi2
12
(v +
√
v + 1)
δ3
(2pi − δ)2 . (33)
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Our next goal is to show that
δ3
(2pi − δ)2 ≤
pi6
(2pi − u)5 , (34)
for all pi ≤ δ < 2pi. It is easy to see that it suffices to prove the following inequality:
u3
(2− u)2 ≤
1
(2− u)5 , (35)
for all 1 ≤ u < 2. The inequality in (35) is equivalent to the inequality u(2 − u) ≤ 1, 1 ≤ u < 2,
which is clearly true. This establishes (34). Moreover, it follows from (33) and (34) that
f(v, δ) ≤ pi
8
12
(v +
√
v + 1)(2pi − δ)−5 = g(v, δ). (36)
Now, Lemma 3 follows from (34) and (36).
The next statement provides a useful estimate from below for the parameter δ in the Heston
model.
Lemma 4. Let x > 0 and v ≥ 0. Then δ((0, 1), (x, v)) ≥ h(x, v), where
h(x, v) =

12x
π2(v+
√
v+1)
, if 0 < x ≤ π312 (v +
√
v + 1)
2pi −
[
π8(v+
√
v+1)
12x
] 1
5
, if π
3
12 (v +
√
v + 1) ≤ x <∞.
Proof. It is easy to see that the function δ 7→ g(v, δ), where g is defined by (28), is strictly
increasing and continuous on the interval (0, 2pi). It is also clear that this function maps (0, 2pi) onto
(0,∞). Since f(v, θ) = x, we have θ = f−1(v, ·)(x). Moreover, the estimate f(v, δ) ≤ g(v, δ) (see
Lemma 3) implies that g−1(v, ·)(x) ≤ f−1(v, ·)(x). Therefore, θ ≥ g−1(v, ·)(x), and the inequality
in Lemma 4 with h = g−1(v, ·) follows from the previous estimate and (28).
This completes the proof of Lemma 4.
2.2 Level sets of the function δ
The level sets Γθ, −2pi < θ < 2pi, of the function (x, v) 7→ δ((0, 1), (x, v)) play an important role in
the present paper. The definition of the set Γθ is as follows: Γθ = {(x, v) ∈ H : δ(x, v) = θ}. It is
clear that Γ0 = {(0, v) : v ≥ 0}, and moreover
Γ−θ = {(x, v) ∈ H : (−x, v) ∈ Γθ}. (37)
We will next study the structure of the level sets of δ. It is not hard to see that the functions
δ 7→ δ − sin δ and δ 7→ 2 sin δ
2
− δ cos δ
2
are positive and increasing on (0, 2pi) (negative and increasing on (−2pi, 0)). It follows from (23)
that for 0 < θ < 2pi, the level set Γθ is contained in the set (x, v) ∈ H : x > 0. Moreover, it is
not hard to see that the Heston manifold is covered by a disjoint family of the level sets Γθ with
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−2pi < θ < 2pi. Note that for fixed θ with 0 < θ < 2pi, the level curve Γθ intersects the half-line
{(x, v) ∈ H : x > 0, v = 0} at the point (ψ(θ), 0) where the function ψ is defined by
ψ(θ) =
θ − sin θ
1− cos θ . (38)
The previous statement follows from (23). Therefore, for 0 < θ < 2pi,
Γθ ⊂ {(x, v) ∈ H : x ≥ ψ(θ)} ,
and thus
x(1 − cos θ)− (θ − sin θ) ≥ 0. (39)
Lemma 5. The function ψ defined by (38) is strictly increasing on the interval (0, 2pi).
Proof. Differentiating the function ψ, we obtain
ψ′(θ) =
(1− cos θ)2 − (θ − sin θ) sin θ
(1 − cos θ)2 =
2− 2 cos θ − θ sin θ
(1− cos θ)2
=
2 sin θ2
(
2 sin θ2 − θ cos θ2
)
(1 − cos θ)2 > 0.
This completes the proof of Lemma 5.
The function ψ in (38) is strictly increasing on the interval (0, 2pi). Moreover, ψ maps (0, 2pi)
onto (0,∞). Therefore, the inverse function ψ−1 exists on (0,∞), and the range of the function
ψ−1 is the interval (0, 2pi).
We will next show that the level set Γθ with 0 < θ < 2pi coincides with the graph of a certain
function. To find such a characterization, we plug δ = θ into the formula in (23), and then solve
the resulting quadratic equation for
√
v. This gives
√
v =
U(θ, x)
θ − sin θ , (40)
where
U(θ, x) = θ cos
θ
2
− 2 sin θ
2
+
√
N(θ, x). (41)
The function N in (41) is defined as follows:
N(θ, x) =
(
θ cos
θ
2
− 2 sin θ
2
)2
+ (θ − sin θ)[x(1 − cos θ)− (θ − sin θ)]. (42)
Note that the positive sign is chosen in front of the square root in (41), because we assume that√
v ≥ 0. The second solution to the quadratic equation mentioned above is negative. Note also
that since (39) holds, the function under the square root sign in (41) is positive.
Remark 6. For a fixed θ with −2pi < θ < 0, we choose the negative sign in front of the square root
in (41). In this case, we have the following description of the level set Γθ:
√
v =
Û(θ, x)
θ − sin θ ,
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where
Û(θ, x) = θ cos
θ
2
− 2 sin θ
2
−
√
N(θ, x), x < ψ(θ),
and the function N is defined by (41).
It is easy to see that the following equalities hold:
N(θ, x) = (θ − sin θ)(1− cos θ)x +
(
θ cos
θ
2
− 2 sin θ
2
)2
− (θ − sin θ)2
= sin2
θ
2
[
2(θ − sin θ)x+ 2(1− cos θ)− θ2] . (43)
The next lemma provides a description of the level sets with 0 < θ < 2pi.
Lemma 6. For every 0 < θ < 2pi,
Γθ =
{
(x, v) ∈ H : v = U(θ, x)
2
(θ − sin θ)2 , ψ(θ) ≤ x <∞
}
, (44)
where the function U is given by (41). The function x 7→ v(θ, x), ψ(θ) ≤ x < ∞, in (44) can be
represented in the following form:
v(θ, x) = v1(θ, x)− v2(θ, x), (45)
where
v1(θ, x) =
1− cos θ
θ − sin θ x+
2
(
θ cos θ2 − 2 sin θ2
)2
(θ − sin θ)2 − 1 (46)
and
v2(θ, x) =
2 sin θ2
(
2 sin θ2 − θ cos θ2
)
(θ − sin θ)2
√
2(θ − sin θ)x + 2(1− cos θ)− θ2. (47)
The functions v1 and v2 in (46) and (47) are nonnegative.
Remark 7. For a fixed θ, the function v1 in (46) is an affine function, while the function v2 in (47)
is the square root of an affine function.
Proof of Lemma 6. It is not hard to see that (44) and (45) follow from (40), (41), and (43). The
function v2 is positive since sin
θ
2 > 0 and 2 sin
θ
2 − θ cos θ2 > 0 for 0 < θ < 2pi. The positivity of the
function v1 can be established as follows. For x > ψ(θ), we have
v1(θ, x) >
2
(
θ cos θ2 − 2 sin θ2
)2
(θ − sin θ)2 > 0.
This completes the proof of Lemma 6.
Our next goal is to compute the derivatives of the function v defined in (44). Using (41), (43),
and (44), we obtian
∂v
∂x
=
U(θ, x)(1 − cos θ)√
N(θ, x)(θ − sin θ) , ψ(θ) ≤ x <∞, (48)
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In addition, using (41) in (48), we get
∂v
∂x
=
1− cos θ
θ − sin θ
{
1 +
θ cos θ2 − 2 sin θ2√
N(θ, x)
}
(49)
for all ψ(θ) ≤ x <∞. Next, differentiating (49), we obtain
∂2v
∂x2
=
(2 sin θ2 − θ cos θ2 )(1 − cos θ)2
2N(θ, x)
3
2
(50)
for all ψ(θ) ≤ x <∞.
Remark 8. Let 0 < θ < 2pi. Then the one-sided tangent line to the level curve Γθ at the point
(ψ(θ), 0) is horizontal. This follows from (48) and the equality U(θ, ψ(θ)) = 0.
The next lemma describes the structural properties of the level sets Γθ, 0 < θ < 2pi.
Lemma 7. For every 0 < θ < 2pi, the function x 7→ v(θ, x) defined in (44) is strictly increasing
and convex on the interval [ψ(θ),∞).
Remark 9. For every θ with −2pi < θ < 2pi, the level set Γθ is convex. Indeed, for 0 < θ < 2pi,
the convexity of Γθ follows from Lemma 7. For θ = 0, we have Γ0 = {(0, v) : v ≥ 0}, while for
−2pi < θ < 0, we can use (37).
Proof of Lemma 7. It is not hard to see, using (48) and (50), that ∂v
∂x
> 0 and ∂
2v
∂x2
> 0 for all
ψ(θ) ≤ x <∞.
This completes the proof of Lemma 7.
The next statement explains why the level sets of the function δ are important in the study of
the distance to a line in the Heston manifold.
Theorem 2. Let −2pi < θ < 2pi, θ 6= 0, and (x, v) ∈ Γθ. Then
dH((0, 1), (x, v))
2
2
= Λ(x, θ), (51)
where the function Λ is defined by (19). In addition, if θ = 0, then x = 0, and
dH((0, 1), (0, v))
2
2
= 2(
√
v − 1)2. (52)
Remark 10. Theorem 2 will be used in the proof of Theorem 1. We will only need to determine,
which level sets Γθ intersect the given line, and then reduce the set of addmissible values of θ
appropriately.
Proof of Theorem 2. If 0 < θ < 2pi, then formula (51) follows from (25), (40), (41), and (43).
Next, suppose −2pi < θ < 0. Then formula (51) can be derived from the equality
dH((0, 1), (x, v)) = dH((0, 1), (−x, v)) (53)
(use formula (22) in the proof). Finally, if θ = 0, then formula (52) can be obtained by passing to
the limit as δ → 0 in formula (22).
The proof of Theorem 2 is thus completed.
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2.3 A new system of coordinates in the Heston manifold
Using the parameter θ, we can introduce a special system of coordinates in the Heston manifold.
Definition 1. To any point P ∈ H, we assign a label (θ, v) with −2pi < θ < 2pi and v ≥ 0
as follows: The number v is the second component of the point P in the rectangular system of
coordinates, while the number θ is the index of the unique level set Γθ such that P ∈ Γθ. We will
write P = (θ, v), and call the system of coordinates described above the δ-system.
It is clear that P ↔ (θ, v) is a one-to-one correspondence between H and (−2pi, 2pi) × [0,∞).
It is also clear that if P = (x, v) in the rectangular system of coordinates, then P = (θ, v) with
θ = δ((0, 1), (x, v)) in the δ-system. One can compute the Jacobian determinant associated with the
change of variables (x, v) 7→ (θ, v), using the equation f(v, δ) = x, where the function f is defined
by (23). We leave these computations as an exercise for the interested reader.
Formulas (22), (24), and (25) allow us to represent the Heston distance dH((0, 1), P ) in the
δ-system of coordinates. For instance, formula (24) implies that if P = (θ, v), then
dH((0, 1), P ) =
θ
sin θ2
√
(
√
v − 1)2 + 4√v sin2 θ
4
. (54)
The next proposition states that the function (θ, v) 7→ dH((0, 1), (θ, v)) is increasing componen-
twise on the set [0, 2pi)× [1,∞). Note that a similar lemma does not hold for the Heston manifold
equipped with the rectangular system of coordinates.
Lemma 8. Let P1 = (θ1, v1) and P2 = (θ2, v2) be points in the Heston manifold, and suppose
0 ≤ θ1 ≤ θ2 < 2pi and 1 ≤ v1 ≤ v2. Then dH((0, 1), P1) ≤ dH((0, 1), P2).
Proof. Lemma 8 can be easily derived from formula (54). Note that the condition 1 ≤ v1 is
important for the validity of Lemma 8. Indeed, we can construct a counterexample in the case
where 0 ≤ v1 < 1 as follows. Take v1 = 0, v2 = 1, and θ1 = θ2 = ε, where 0 < ε < pi and
2− 2 cos ε2 < 1. Then formula (22) implies that dH((0, 1), P1) > dH((0, 1), P2).
2.4 Distance to a level set of δ
Our main goal in the present section is to compute the following number:
D̂θ = min{(x,v)∈Γθ}
{dH((0, 1), (x, v))} ,
where −2pi < θ < 2pi. The number Dθ is the Heston distance from the point (1, 0) to the level set
Γθ of the function δ. Put
Dθ = min{(x,v)∈Γθ}
{
dH((0, 1), (x, v))
2
2
}
.
It is clear that
D̂θ =
√
2Dθ. (55)
We will use formulas (51) and (55) to compute D̂θ. It follows from (51) that for 0 < θ < 2pi, we
have
Dθ = min{x:x≥ψ(θ)}
{Λ(x, θ)} , (56)
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where the function ψ and Λ are defined by (38) and (19), respectively. To find the critical points
corresponding to the minimization problem in (56), we reduce the equation ∂Λ
∂x
= 0 to the following:
1− cos θ√
2x(θ − sin θ) + 2(1− cos θ)− θ2 = 1.
Next, solving the previous equation, we see that the unique solution is given by
x0(θ) =
θ + sin θ
2
. (57)
Our next goal is to explain when the critical point x0(θ) given by (57) belongs to the set
[ψ(θ),∞).
Lemma 9. Let 0 < θ < 2pi. Then the following statements hold:
1. If pi < θ < 2pi, then x0(θ) < ψ(θ).
2. If 0 < θ < pi, then x0(θ) > ψ(θ).
3. If θ = pi, then x0(θ) = ψ(θ).
Proof. The validity of statement 3 in Lemma 9 is clear. We will next prove statement 1. If
pi < θ < 2pi, then θ = η + pi, where 0 < η < pi. It follows that
x0(θ) =
θ + sin θ
2
=
η + pi − sin η
2
<
η + pi + sin η
1 + cos η
=
θ − sin θ
1− cos θ = ψ(θ).
This establishes statement 1.
It remains to prove statement 2 in Lemma 9. We will show that the following inequalities hold:
ψ(θ) <
θ
2
< x0(θ) for all 0 < θ < pi. (58)
Indeed, the inequality θ2 < x0(θ) is straightforward. On the other hand, we have
ψ(θ) <
θ
2
⇔ θ + θ cos θ ≤ 2 sin θ ⇔ θ cos θ
2
< 2 sin
θ
2
.
The last inequality follows from the inequality u < tanu, 0 < u < π2 . This establishes (58) and
completes the proof of Lemma 9.
The next proposition provides formulas for the distance to a level set of the function δ in the
Heston manifold.
Theorem 3. The following are true:
1. If 0 ≤ |θ| < pi, then
D̂θ = |θ| = dH
(
(0, 1),
(
θ + sin θ
2
, cos2
θ
2
))
. (59)
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2. If pi ≤ |θ| < 2pi, then
D̂θ = θ
(
sin
θ
2
)−1
= dH
(
(0, 1),
(
θ − sin θ
1− cos θ , 0
))
. (60)
Proof. The equality D0 = 0 is trivial. Moreover, it suffices to prove Theorem 3 for 0 < θ < 2pi,
by the symmetry properties of the Heston distance. The following equalities can be obtained from
(19) by direct computations:
Λ (x0(θ), θ) = Λ
(
θ + sin θ
2
, θ
)
=
θ2
2
, (61)
Λ (ψ(θ), θ) = Λ
(
θ − sin θ
1− cos θ , θ
)
=
θ2
1− cos θ , (62)
and
lim
x→∞
Λ (x, θ) =∞. (63)
Note that the equality in (62) can also be easily derived by plugging x = ψ(θ) and v = 0 into (25).
In addition, (61) and (62) imply that
Λ (x0(θ), θ) < Λ (ψ(θ), θ) . (64)
Finally, it is not hard to see that the first equalities in (59) and (60) follow from (61) - (64), Lemma
9, and (55).
To prove the second equality in (59), we have to compute the value of v corresponding to
x = θ+sin θ2 and θ. Using (25) and the first equality in (59), we see that v satisfies the following
equation:
θ2
θ − sin θ
(
θ + sin θ
2
− 2√v sin θ
2
)
=
θ2
2
.
Solving the previous equation, we obtain v = cos2 θ2 . This establishes the second equality in (59).
The proof of the second equality in (60) is straightforward.
This completes the proof of Theorem 3.
Theorem 3 states that for 0 ≤ θ ≤ pi, the points where the distance from (0, 1) to Γθ is attained
lie on the parametrized curve given by
θ 7→ Pθ =
(
θ + sin θ
2
, cos2
θ
2
)
, 0 ≤ θ ≤ pi. (65)
This curve is the graph of the following function:
v =
1
2
[
1 + cos
(
x−10 (x)
)]
, 0 ≤ x ≤ pi
2
. (66)
It is clear that the curve connects the points (0, 1) and (π2 , 0).
Lemma 10. The function in (66) is strictly decreasing and concave on the interval [0, π2 ].
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Proof. Since x0(θ) =
θ+sin θ
2 , θ ∈ [0, pi], we see that for all x ∈ [0, π2 ],
v′(x) = − sin(x
−1
0 (x))
1 + cos(x−10 (x))
≤ 0
and
v′′(x) =
sin(x−10 (x)) cos(x
−1
0 (x))
′ − sin(x−10 (x))′(1 + cos(x−10 (x))
(1 + cos(x−10 (x))2
= − 2
(1 + cos(x−10 (x)))2
≤ 0.
This completes the proof of Lemma 10.
Lemma 11. Every line Lβ,γ with 0 ≤ β ≤ π2 and γ ≥ 0 intersects the curve described in (65) at
exactly one point Pθ(β,γ). Here the number θ(β, γ) is the unique solution to the equation ζγ(θ) = β,
0 ≤ θ ≤ pi, where
ζγ(θ) =
θ + sin θ − γ(1 + cos θ)
2
. (67)
Proof. The components (x, v) of the intersection point satisfy β + γv = θ+sin θ2 and v =
1+cos v
2 .
Therefore, the intersecton point exists if and only if the equation in (67) is solvable. The function
ζγ is strictly increasing on the interval [0, pi] and maps this interval onto the interval [−γ, π2 ]. Since
[0, π2 ] ⊂ [−γ, π2 ], Lemma 11 holds.
Remark 11. It is clear that θ(β, γ) = ζ−1γ (β) and
Pθ(β,γ) =
(
ζ−1γ (β) + sin ζ
−1
γ (β)
2
,
1 + cos ζ−1γ (β)
2
)
.
Note also that θ(0, γ) = τ−1(γ), where
τ(θ) =
θ + sin θ
1 + cos θ
, 0 ≤ θ < pi.
Remark 12. For pi ≤ θ < 2pi, the critical point is given by Pθ = (ψ(θ), 0). Therefore, it is natural
to set θ(β, γ) = ψ−1(β), for a line Lβ,γ with β ≥ π2 and γ > 0.
2.5 Distance to a horizontal line in the Heston manifold
The next assertion describes the behavior of the Heston distance function along a horizontal line.
Lemma 12. Fix v ≥ 0. Then the function ρ(x) = dH((0, 1), (x, v)) is strictly increasing on [0,∞).
Proof. Using the level sets of δ, we see that as the variable x increases from 0 to ∞ along the
horizontal line, the corresponding function δ(x, v) increases from 0 to 2pi. We have[
δ
sin δ2
]′
=
sin δ2 − 12δ cos δ2
sin2 δ2
. (68)
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It is easy to see that the function in the numerator of the fraction on the right-hand side of (68) is
positive. For pi < δ < 2pi, this is clear, while for 0 < δ < pi, the previous statement follows from the
inequality tanu > u, 0 < u < π2 . Therefore, the function
δ 7→ δ
2
2
(
sin
δ
2
)−1
increases on the interval (0, 2pi). In addition, the function δ 7→ − cos δ2 increases on (0, 2pi). Now
Lemma 12 follows from formula (22).
Let us fix τ ≥ 0, and denote by ρτ the horizontal line defined by ρτ = {(x, v) ∈ H : v = τ}. The
next assertion provides a formula for the distance from a point (0, 1) to the line ρτ . Note that ρτ
is a level curve with respect to the second component in the δ-system of coordinates.
Theorem 4. For all τ ≥ 0, dH((0, 1), ρτ ) = 2|√τ − 1|.
Theorem 4 follows from Lemma 12 and formula (52).
2.6 Minimization problems and the proof of Theorem 1
In the present subsection, we show that the number Dβ,0, corresponding to a vertical line in the
Heston manifold, is the solution to a minimization problem for a certain function of one variable.
We will next characterize the limiting behavior of the Heston distance on the vertical line Lβ,0.
Lemma 13. Let β ∈ R. Then the following equality holds
lim
v→∞
dH((0, 1), (β, v))√
v
= 2. (69)
Therefore, for every β ∈ R,
lim
v→∞
dH((0, 1), (β, v))
dH((0, 1), (0, v))
= 1.
Proof. Using the symmetry properties of the Heston distance, we see that it suffices to prove
(69) for β ≥ 0. For β = 0, the equality in (69) can be easily derived from (52). Next, let β > 0. It
is not hard to see, using the level sets of δ, that if x = β and v →∞, then δ → 0. Now (69) follows
from (24).
This completes the proof of Lemma 13.
It is obvious that D0,0 = 0. With no loss of generality, we can restrict ourselves to the case
where β > 0, since D−β,−γ = Dβ,γ . The previous equality follows from (53).
The next assetrion reduces the problem of computing the number Dβ,0 to a minimization prob-
lem for a function of one variable.
Theorem 5. Suppose β > 0. Then the following equality holds:
Dβ,0 = inf
θ∈(0,ψ−1(β)]
{Λ(β, θ)} , (70)
where the function Λ is defined by (19).
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Proof. The line Lβ,0 intersects the level set Γθ with 0 < θ < 2pi no more than once. Set
Sβ = {θ ∈ (0, 2pi) : Lβ,0 ∩ Γθ 6= ∅}. It is not hard to see that Sβ = {θ : 0 < xθ ≤ β} = (0, ψ−1(β)].
Now formula (70) follows from (51).
This completes the proof of Theorem 5.
The level curves Γθ with θ = pi and θ = −pi play an especially important role in the δ-analysis
of the Heston geometry. Note that we have ψ(pi) = π2 and ψ(−pi) = −π2 . For the fixed initial point
(0, 1), we call the subset of the Heston manifold H, bounded by the level set Γ−π, the segment
[−π2 , π2 ], and the level set Γπ, the set of δ-close points with respect to the point (0, 1), while the
complement of this set in H is called the set of δ-far points with respect to (0, 1) (see [12]). In
terms of the paramter δ, the close-point regime is characterized by δ ∈ [−pi, pi], while the far point
regime is described by δ ∈ (−2pi,−pi) ∪ (pi, 2pi).
Suppose 0 < β ≤ π2 . Then the whole line Lβ,0 is contained in the set of δ-close points with
respect to the point (0, 1). However, if π2 < β < ∞, then the initial segment of the line Lβ,0 (the
set of the points on Lβ,0 for which pi < δ ≤ ψ−1(β))) is contained in the set of δ-far points, while
the rest of the line Lβ,0 (the set of the points on Lβ,0 for which 0 < δ ≤ pi) is contained in the set
of δ-close points with respect to the point (0, 1). We will next show that the initial segment can be
disregarded in formula (70). This simplifies computations of the number Dβ,0.
Corollary 1. Suppose β ≥ π2 . Then the following equality holds:
Dβ,0 = inf
θ∈(0,π]
{Λ(β, θ)} . (71)
Proof. The proof is based on formula (25). Set ξ(δ) = δ
2
δ−sin δ , and suppose 0 < δ < 2pi. Then
we have
ξ′(δ) =
δ
(δ − sin δ)2 (δ − 2 sin δ + δ cos δ) =
2δ cos δ2
(δ − sin δ)2
(
δ cos
δ
2
− 2 sin δ
2
)
.
Now, it is easy to see that ξ′(δ) < 0 if 0 < δ < pi, ξ′(δ) > 0 if pi < δ < 2pi, and ξ′(pi) = 0. Therefore,
the function ξ is strictly increasing on the interval [pi, 2pi) and strictly decreasing on the interval
(0, pi].
Now imagine that we travel along the line Lβ,0 from the point (β, 0) (we have δ = ψ
−1(β)
for this point) to the point on the border between the set of δ-close points and the set of δ-far
points (δ = pi there). Then δ decreases, and taking into account the previous reasoning, we see
that the function ξ also decreases. Moreover, the function (δ, v) 7→ √v sin δ2 increases. Overall, the
expression on the right-hand side of formula (25) decreases during such a trip. It follows that the
initial segment of the line Lβ,0, where ψ
−1(β) ≤ δ < pi, does not provide any input into formula
(51).
This completes the proof of Corollary 1.
Lemma 14. The minimization problems in (70) and (71) admit a unique solution.
Proof. Using the definition in (13), we see that for 0 < β < π2 ,
Dβ,0 = inf{v:v≥0}
{
dH((0, 1), (β, v))
2
2
}
. (72)
Moreover, Corollary 1 implies that for π2 ≤ β <∞,
Dβ,0 = inf{v:v≥v˜(β)}
{
dH((0, 1), (β, v))
2
2
}
, (73)
17
where
v˜(β) = v(β, pi) =
8 + 2piβ − pi2 − 4
√
4 + 2piβ − pi2
pi2
. (74)
The second equality in (74) follows from (23). Note that the minimization problems in (72) and
(73) correspond to the points on the line Lβ,0 in the close-point regime with respect to the point
(0, 1).
Our next goal is to show that the minimization problems in (72) and (73) have a unique solution.
It is not hard to check that the infimum in (72) and (73) can not be at infinity. We will next formulate
several results from [12], which will be needed in the proof. The following equality is valid:
dH((0, 1), (x, y
2)) = dG((0, 1), (x, y)), x ∈ R, y > 0, (75)
where dG is the Carnot-Carathe´odory distance in the Grushin model associated with the Heston
model (see formula (30) in [12]). The function
Λ˜(x, y) =
d2G((0, 1), (x, y))
2
is strictly convex on the set S˜ of all the points in the Grushin upper half-plane, which are δ-
close points with respect to (0, 1). This follows from the fact that the function Λ˜ coincides with the
Legendre-Fenchel transform of the limiting cumulant generating function for the Grushin model (see
Theorem 23 in [12]). It follows from (75) that the problem of finding the infimum of the function
y 7→ d2G((0,1),(β,y))2 on the intersection of the line Lβ,0 with the set S˜ is a convex minimization
problem, and therefore it has a unique minimum point y∗(β) ≥ 0. Now, (75) implies that y⋆(β) is
the unique point minimizing the function y 7→ d2H((0,1),(x,y2))2 on the set Lβ,0∩S˜. The transformation
(x, y) 7→ (x, v), where v = y2, is a one-to-one mapping of the set S˜ onto the set of all the points in
the Heston upper half-plane, which are δ-close points with respect to (0, 1). Therefore, the point
v∗(β) = y⋆(β)2 is the unique point minimizing the function y 7→ d2H((0,1),(x,v))2 on the set Lβ,0 ∩ S.
The proof of Lemma 14 is thus completed.
For π2 < β < ∞, Corollary 1 allows us to reduce the domain (0, ψ−1(β)] in the minimization
problem infθ∈(0,ψ−1(β)] {Λ(β, θ)} to a smaller domain (0, pi]. We will next make a similar reduction
in the case where 0 < β < π2 . Moreover, we will replace the domains in both minimization problems
described above by smaller closed intervals.
The following notation will be used in the next corollary. Recall that we denoted by x0 the
function defined by x0(θ) =
θ+sin θ
2 (see (57)). The function x0 is strictly increasing on the interval
0 ≤ θ ≤ pi and maps this interval onto the interval [0, π2 ]. Therefore, the inverse function x−10 is
defined on the interval [0, π2 ]. Set
τ(β) =
(
x−10 (β)
2
+ 1
)2
, 0 < β <
pi
2
. (76)
Throughout the rest of the paper, we will denote by δ(x, v) the number δ((0, 1), (x, v)).
Corollary 2. If 0 < β < π2 , then
Dβ,0 = min
{θ:δ(β,τ(β))≤θ≤x−1
0
(β)}
{Λ(β, θ)} . (77)
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Proof. Let 0 < β < π2 , and put θ0 = x
−1
0 (β). Then β =
θ0+sin θ0
2 , and moreover the minimum
point
p =
(
θ0 + sin θ0
2
, cos2
θ0
2
)
in (59) lies on the line Lβ,0. It is not hard to see that the level set Γx0 separates the point (0, 1)
from the vertical segment
S =
{
(x, y) : x = β, 0 ≤ y ≤ cos2 θ0
2
}
.
It follows from the definition of the Riemannian distance and (59) that
dH((0, 1);S) ≥ D̂θ0 = dH((0, 1), p),
and since the point p belongs to the segment S, we have dH((0, 1);S) = dH((0, 1), p). This explains
why the upper bound θ ≤ x−10 (β) can be used in formula (77).
We will next explain the appearance of the lower bound δ(β, τ(β)) ≤ θ in formulas (77) and
(79). Let us consider the horizontal line ρτ(β) = {(x, v) ∈ H : v = τ(β)}, where τ(β) is given
by (76). This line separates the point (0, 1) from the set S˜ = {(x, y) : x = β, τ(β) ≤ y < ∞}.
Therefore, dH((0, 1);S) ≥ dH
(
(0, 1); ρτ(β)
)
. Moreover, Theorem 4, (59), and (76) imply that for
0 < β < π2 ,
dH
(
(0, 1); ρτ(β)
)
= x−10 (β) = θ0 = dH((0, 1), p).
It follows that dH((0, 1);S) ≥ dH((0, 1), p). Since p ∈ Lβ,0, the numbers θ in (23), corresponding
to the points in the set S, that is, the numbers θ such that 0 < θ < δ(β, τ(β)), can be disregarded
in the minimization problem
inf
{θ:0<θ≤x−1
0
(β)}
{Λ(β, θ)} .
This establishes formula (77) and completes the proof of Corollary 2.
For π2 ≤ β <∞, we consider the point q ∈ Lβ,0 such that x = β and θ = pi instead of the point
p used in the case where 0 < β < π2 . Note that for the point q we have v = v˜(β), where v˜ is given
by (74). Let us set
z(β) =
√
2piβ + 8− 4
√
2piβ + 4− pi2. (78)
Then, it is not hard to see, using formula (74), that dH((0, 1), q) = z(β). We will also need the
following function:
τˆ (β) =
(
z(β)
2
+ 1
)2
.
Corollary 3. If π2 ≤ β <∞, then
Dβ,0 = min{θ:δ(β,τˆ(β))≤θ≤π}
{Λ(β, θ)} . (79)
The proof of Corollary 3 is similar to that of the corresponding part of Corollary 2, and we leave
it as an exercise for the interested reader.
Our final goal in the present section is to pass to larger intervals in the minimization problems
in (77) and (79) in order to make the expressions for the end points of the minimization intervals
simpler. This may be useful in numerical computations.
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Corollary 4. If 0 < β < π2 , then
Dβ,0 = min
{θ:δ(β,(β+1)2)≤θ≤2β}
{Λ(β, θ)} , (80)
while if π2 ≤ β <∞, then
Dβ,0 = min{θ:δ(β,5β)≤θ≤π}
{Λ(β, θ)} (81)
Proof. Our first goal is to find simple estimates from above for the functions τ and τˆ . It follows
from (58) that for 0 < β < π2 ,
x−10 (β) < 2β < ψ
−1(β), (82)
and hence
τ(β) ≤ (β + 1)2 . (83)
Moreover, for π2 ≤ β <∞, (78) implies that z(β) ≤
√
2piβ. Hence,
τˆ(β) ≤
(√
2piβ
2
+ 1
)2
≤ piβ
2
+
√
2piβ +
2
pi
β ≤ 5β. (84)
Analyzing the proofs of Corollaries 2 and 3, we see that any numbers greater than τ(β) and τˆ (β)
can be used in formulas (77) and (79). Moreover, we can take any number between x−10 (β) and
ψ−1(β) in formula (77). Finally, taking into account (82), (83), (84), and the previous observation,
we establish Corollary 4.
Proof of Theorem 1. We will derive Theorem 1 from Corollary 4, using the estimates in Lemma
3. However, in order the proof given below to be correct, we need to show that for 0 < β < π2 ,
[ 111β, 2β] ⊂ (0, ψ−1(β)] (see (70)), and for π2 ≤ β <∞, [ 17 , pi] ⊂ (0, pi] (see (71)). The latter inclusion
is trivial, while the former one follows from the second inequality in (82).
For 0 < β < π2 , we have 0 < β ≤ π2 ≤ π
2
12 (v +
√
v + 1) for any v ≥ 0. Therefore, we can apply
the first estimate in (28), which gives
δ
(
β, (β + 1)2
) ≥ 12β
pi2 ((β + 1)2 + β + 1 + 1)
≥ 12β
10(β + 2)2
≥ 6β
5
(
π
2 + 2
)2 ≥ 111β.
Now, (20) follows from (80).
Next, let π2 ≤ β < ∞. In this case, we need to estimate the quantity δ(β, 5β) from below. We
have 0 < β ≤ π312 (5β +
√
5β + 1). Applying the first estimate in (28), we obtain
δ(β, 5β) ≥ 12β
pi2(5β +
√
5β + 1)
≥ 12β
10
(
5 +
√
5 + 2
π
)
β
≥ 1
7
.
It follows from the previous estimate and (81) that (21) holds.
This completes the proof of Theorem 1.
3 Distance to a slanted line in the Heston manifold
In this section, we turn our attention to the problem of computing the distance to the line Lβ,γ
with γ 6= 0. It will be assumed below that β ≥ 0, since the case where β < 0 can be dealt with,
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using the results obtained for β > 0 and the symmetry properties of the Heston distance. We will
first suppose that β ≥ 0 and γ > 0. The case where β > 0 and γ < 0 will be considered later.
Let β ≥ 0 and γ > 0. Then, a level set Γθ intersects the line Lβ,γ only if 0 ≤ θ < 2pi. There
is a crucial difference between the cases of vertical lines and slanted ones. For a vertical line, any
level set Γθ intersects the line no more than once. On the other hand, a slanted line may have two
intersection points with a level set Γθ. In the latter case, there are two values of the parameter v
for which (β + γv, v) ∈ Γθ.
Plugging x = β + γv into (40) and (41), we obtain the following equation with respect to v:
√
v = A(θ) +
√
γB(θ)v +A(θ)2 + βB(θ) − 1, (85)
where
A(θ) =
θ cos θ2 − 2 sin θ2
θ − sin θ (86)
and
B(θ) =
1− cos θ
θ − sin θ . (87)
In (85), we should also assume that
β + γv ≥ ψ(θ), (88)
since x ≥ ψ(θ) in the definition of the level sets. It is easy to see that the inequality in (88) implies
that the expression under the square root sign in (85) is nonnegative.
It is clear that the equation in (85) is equivalent to the following quadratic equation with respect
to
√
v:
(1− γB(θ)) v − 2A(θ)√v + 1− βB(θ) = 0. (89)
Equation (89) allows us to represent
√
v and v as functions of θ. It is easy to see, by solving equation
(89) for
√
v, that the following statement holds.
Lemma 15. If 1 − γB(θ) 6= 0, then the solutions to (89) are as follows: √v = S+β,γ(θ) and√
v = S−β,γ(θ), where
S+β,γ(θ) =
A(θ) +
√
A(θ)2 − (1− γB(θ))(1 − βB(θ))
1− γB(θ) (90)
and
S−β,γ(θ) =
A(θ) −√A(θ)2 − (1 − γB(θ))(1 − βB(θ))
1− γB(θ) . (91)
On the other hand, if 1− γB(θ) = 0, then there is only one solution given by √v = Sβ(θ) with
Sβ(θ) =
1− βB(θ)
2A(θ)
. (92)
Remark 13. It follows from (90), (91), and (92) that
S+β,γ(θ)
2 =
1
(1− γB(θ))2 [2A(θ)
2 − (1− γB(θ))(1 − βB(θ))
+ 2A(θ)
√
A(θ)2 − (1− γB(θ))(1 − βB(θ))], (93)
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S−β,γ(θ)
2 =
1
(1− γB(θ))2 [2A(θ)
2 − (1− γB(θ))(1 − βB(θ))
− 2A(θ)
√
A(θ)2 − (1− γB(θ))(1 − βB(θ))]. (94)
and
Sβ(θ)
2 =
(1− βB(θ))2
4A(θ)2
.
In our analysis of the Heston distance to a vertical line Lβ,0, we used the function θ 7→ Λ(β, θ)
(see Theorem 2). Since for a slanted line there may be two choices for
√
v, two functions will be
used in the minimization problems. Put
Λ+β,γ(θ) =
θ2
1− cos θ
(
S+β,γ(θ)
2 + 1− 2S+β,γ(θ) cos
θ
2
)
(95)
and
Λ−β,γ(θ) =
θ2
1− cos θ
(
S−β,γ(θ)
2 + 1− 2S−β,γ(θ) cos
θ
2
)
, (96)
where the functions S+β,γ and S
−
β,γ are defined by (90) and (91), respectively. The definitions of the
functions in (95) and (96), are based on formula (22).
Lemma 16. 1. The function B defined by (87) is positive and strictly decreasing on the interval
(0, 2pi).
2. The function −A, where A is given by (86), is positive and strictly increasing on the interval
(0, 2pi).
Proof. The positivity statements in parts 1 and 2 are easy to establish. Since B(θ) = 1
ψ(θ) , and
Lemma 5 holds, the function B is strictly decreasing.
We will next prove the monotonicity statement in part 2 of Lemma 16. We have
−A′(θ) =
1
2θ
2 + 12θ sin θ − 4 sin2 θ2
(θ − sin θ)2 .
In order to prove that −A′(θ) > 0, it suffices to show that
θ2 + θ sin θ > 8 sin2
θ
2
. (97)
Denote by λ1 and λ2 the functions on the left-hand side and the right-hand side of (97), respectively.
We have λ1(0) = λ2(0) = 0, λ
′
1(θ) = 2θ + sin θ + θ cos θ, and λ
′
2(θ) = 4 sin θ. Moreover, λ
′
1(0) =
λ′2(0) = 0, λ
′′
1 (θ) = 2 + 2 cos θ − θ sin θ, and λ′′2(θ) = 4 cos θ. It follows that
λ′′1 (θ) − λ′′2(θ) = 4 sin2
θ
2
− 2θ sin θ
2
cos
θ
2
= 2 sin
θ
2
(
2 sin
θ
2
− θ cos θ
2
)
> 0.
Now we see that λ′′1 (θ) − λ′′2 (θ) > 0 ⇒ λ′1(θ) − λ′2(θ) > 0 ⇒ λ1(θ) − λ2(θ) > 0. This establishes
inequality (97).
The proof of Lemma 16 is thus completed.
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Remark 14. We define the number S+β,γ(ψ
−1(γ)) as follows:
S+β,γ(ψ
−1(γ)) = lim
θ↑ψ−1(γ)
S+β,γ(θ)
(the number Λ+β,γ(ψ
−1(γ)) is defined similarly). It is easy to see that S+β,γ(ψ
−1(γ)) = Sβ(ψ−1(γ)),
where the function Sβ is given by (92). On the other hand, the limit lim
θ↑ψ−1(γ)
S+β,γ(θ) is not finite,
and Λ−β,γ(ψ
−1(γ)) does not exist.
In the sequel, we will use only those solutions to the equation in (85), which are real and
nonnegative. Let us assume that 0 < θ < 2pi and ψ(θ) 6= γ. Then the solutions are real if and only
if
A(θ)2 − (1− γB(θ))(1 − βB(θ)) ≥ 0. (98)
Moreover, we can restrict ourselves to the case where ψ(θ) ≤ max(β, γ), since otherwise we have
S+β,γ(θ) < 0 and S
−
β,γ(θ) < 0. It is easy to see that the inequality in (98) holds if and only if
ψ(θ)2A(θ)2 − (ψ(θ) − γ)(ψ(θ) − β) ≥ 0. (99)
Suppose β = γ > 0. The the condition in (99) is valid if and only if η(θ) ≥ β, where
η(θ) = ψ(θ)(1 −A(θ)). (100)
It is easy to see that η is a strictly increasing function on the interval (0, 2pi) (use Lemma 16). In
addition, we have
lim
θ→0
η(θ) = 0 and lim
θ→2π
η(θ) =∞.
For every α > 0, set
ηα(θ) =
1
B(θ)
[
A(θ)2
αB(θ) − 1 + 1
]
=
ψ(θ)2A(θ)2
α− ψ(θ) + ψ(θ). (101)
The function ηα is defined for all θ such that 0 < θ < ψ
−1(α). It is not hard to see that the function
ηα is strictly increasing on the interval (0, ψ
−1(α)) (use Lemma 16).
We will next analyze condition (99) in the case where γ 6= β. First, suppose γ > β > 0. Then
condition (99) can be rewritten in the following form: ηγ(θ) ≥ β, or equivalently θ ≥ η−1γ (β). Here
we assume that 0 < θ < ψ−1(γ). Note that since ηγ(θ) > ψ(θ), we have η−1γ (β) < ψ
−1(β).
If β > γ > 0, we can use the fact that condition (99) does not change if we transpose β and γ,
and prove that condition (99) is equivalent to the condition ηβ(θ) ≥ γ, or equivalently θ ≥ η−1β (γ).
Here we assume that 0 < θ < ψ−1(β). Note that since ηβ(θ) > ψ(θ), we have η−1β (γ) < ψ
−1(γ).
3.1 Main results in the case where γ > 0. Formulations
In this subsection, we formulate a proposition that links the problem of computing the distance to
a slanted line Lβ,γ with γ > 0 to minimization problems for the functions Λ
+
β,γ and Λ
+
β,γ given by
(95) and (96). The structure of the proof of this proposition is as follows. We first characterize
the set of those numbers θ, for which the level set Γθ intersects the given line Lβ,γ, then select
an appropriate number Λ+β,γ(θ) or Λ
−
β,γ(θ) for each admissible value of θ, and next formulate the
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distance to the line problem as a combination of minimization problems for the functions Λ+β,γ(θ)
and Λ−β,γ(θ) over the intervals of admissible values of the parameter θ. Note that the resulting
formulas depend on the relations between the location parameter β and the slope parameter γ.
Recall that the functions ψ, η, and ηα are defined by (38), (100), and (101), respectively.
Theorem 6. 1) Let β > 0. Then
Dβ,β = min
{
inf
θ∈[η−1(β),ψ−1(β)]
{
Λ+β,β(θ)
}
, inf
θ∈[η−1(β),ψ−1(β))
{
Λ−β,β(θ)
}}
.
2) Let γ > β > 0. Then
Dβ,γ = min
{
inf
θ∈[η−1γ (β),ψ−1(β)]
{
Λ+β,γ(θ)
}
, inf
θ∈[η−1γ (β),ψ−1(γ))
{
Λ−β,γ(θ)
}}
.
3) Let γ > 0. Then
D0,γ = inf
θ∈[0,ψ−1(γ))
{
Λ−0,γ(θ)
}
.
4) Let β > γ > 0. Then
Dβ,γ = min
{
inf
θ∈[η−1
β
(γ),ψ−1(β)]
{
Λ+β,γ(θ)
}
, inf
θ∈[η−1
β
(γ),ψ−1(γ))
{
Λ−β,γ(θ)
}}
.
It is important to check whether conditions (88) and (98) hold in the minimization problems in
the previous theorem. In part 1 of Theorem 6, we have β = γ > 0 and ψ(θ) < β ≤ η(θ). Therefore,
A(θ)2 − (1 − γB(θ))(1 − βB(θ)) ≥ A(θ)2 − (η(θ)B(θ) − 1)2 ≥ 0. The last inequality follows form
the definition of the function η. In part 2, we use the fact that condition (98) is equivalent to the
validity of the inequality ηγ(θ) ≥ β (see the remark after formula (101)). The proof of the validity
of condition (98) in part 4 is similar. Finally, in part 3, we have γ > β = 0 and 0 ≤ ψ(θ) < γ. This
implies that
A(θ)2 − (1− γB(θ))(1 − βB(θ)) = A(θ)2 + γ
ψ(θ)
− 1 > 0.
We will next check the validity of condition (88) in Theorem 6. If θ ≤ ψ−1(β), then it is easy
to see that (88) holds. In the rest of the cases, we have ψ−1(β) < θ < ψ−1(γ) and v = S−β,γ(θ)
2.
Then, we have β + γv = β + γS−β,γ(θ)
2. It follows from β < ψ(θ) < γ, A(θ) < 0, B(θ) = 1
ψ(θ) , and
(94) that
S−β,γ(θ)
2 ≥
(
γ
ψ(θ) − 1
)(
1− β
ψ(θ)
)
(
γ
ψ(θ) − 1
)2 = ψ(θ)− βγ − ψ(θ) .
Hence, β + γv ≥ β + γ ψ(θ)−β
γ−ψ(θ) ≥ ψ(θ), and condition (88) holds.
Theorem 6 will be proved at the end of the next subsection.
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3.2 Admissible values of θ and the proof of Theorem 6
In the present subsection, we answer the following question: Which level sets Γθ intersect the given
line Lβ,γ with β ≥ 0 and γ > 0. First, several typical situations will be discussed.
Case 1. Suppose γ = ψ(θ). Then the condition (β + γv, v) ∈ Γθ implies that
√
v = Sβ(θ) with
Sβ(θ) given by (92). Since A(θ) < 0 and we should have
√
v ≥ 0, the point (β + γv, v) in case 1
can belong to the level set Γθ only if β ≥ ψ(θ). Therefore, both formulas (91) and (92) may be used.
Case 2. Suppose 0 < γ < ψ(θ). Then
√
v = S+β,γ(θ) with S
+
β,γ(θ) defined by (90). We choose
the solution S+β,γ because A(θ) < 0, 1 − γB(θ) > 0, and we should have
√
v ≥ 0. We should also
assume that ψ(θ) ≤ β because otherwise either the expression under the square root sign on the
right-hand side of (90) is negative, or
√
v < 0. Summarizing what was said above, we see that if
γ < ψ(θ) and β < ψ(θ), then Lβ,γ ∩ Γθ = ∅, while if γ < ψ(θ) ≤ β, then the intersection consists
of only one point for which v = S+β,γ(θ)
2.
Case 3. Suppose γ > ψ(θ). Then we consider the following three special cases:
Case 3a. Let γ > ψ(θ) and β = ψ(θ). Then both solutions S+β,γ and S
−
β,γ can be used, and
the set Lβ,γ ∩ Γθ consists of two points (β + γv1, v1) and (β + γv2, v2) where
v1 = 0 and v2 = S
−
β,γ(ψ
−1(β))2 =
4A(ψ−1(β))2
(γB(ψ−1(β)) − 1)2 .
Note that we have
√
v1 = 0 and
√
v2 = S
−
β,γ(ψ
−1(β)) =
−2A(ψ−1(β))
γB(ψ−1(β)) − 1 .
Case 3b. Here γ > ψ(θ) and β < ψ(θ). Taking into account that A(θ) < 0, we see that the set
Lβ,γ ∩ Γθ is not empty only if the solution S−β,γ is chosen. Then the intersection Lβ,γ ∩ Γθ consists
of only one point (β + γv, v) for which v = S−β,γ(θ)
2 (see formula (94)).
Case 3c. Let γ > ψ(θ) and β > ψ(θ). Then the set Lβ,γ ∩ Γθ is not empty only when condi-
tion (99) holds, and both solutions S+β,γ(θ) and S
−
β,γ(θ) can be used. Therefore, under the condition
in (99), the set Lβ,γ∩Γθ consists of two points (β+γv1, v1) and (β+γv2, v2) for which v1 = S+β,γ(θ)2
and v2 = S
−
β,γ(θ)
2. Note that if in (99) we have the equality instead of the inequality, then the two
solutions degenerate into one solution given by
√
v = −A(θ)
γB(θ)−1 . Here we also have v =
A(θ)2
(γB(θ)−1)2 .
Remark 15. In a sense, condition (99) controls the distance between the points on Lβ,γ and Γθ
which belong to the line v = 0 (these points are (β, 0) and (ψ(θ), 0), respectively). Condition (99)
also controls the slope γ of the line Lβ,γ and the slope ψ(θ) of the linear part of the level set Γθ.
The slopes mentioned above are taken with respect to the vertical axis x = 0.
Our next goal is to find, for a given slanted line Lβ,γ, the set Eβ,γ of those θ, for which
Lβ,γ ∩ Γθ 6= ∅.
Lines with β = γ > 0. Here cases 1 and 3c are relevant. In case 1, θ = ψ−1(β) and v = 0. In
25
case 3c, θ is such that θ < ψ−1(β). We have to assume here that η(θ) ≥ β, where the function η is
defined in (100), since for β = γ the previous inequality is equivalent to condition (99). It follows
that Eβ,β = [η
−1(β), ψ−1(β)].
Lines with γ > β > 0. It is not hard to see that in the case where γ > β > 0, we have to take into
account only cases 3a, 3b, and 3c described above. In case 3a, the input into Eβ,γ is θ = ψ
−1(β).
In case 3b, the input is ψ−1(β) < θ < ψ−1(γ). Finally in case 3c, we take into account the previous
reasoning involving the function ηγ . It follows that the input in this case is η
−1
γ (β) ≤ θ < ψ−1(β).
Summarizing what was said above, we obtain the following formula: Eβ,γ = [η
−1
γ (β), ψ
−1(γ)), pro-
vided that γ > β > 0.
Lines with γ > β = 0. In this case, we have E0,γ = [0, ψ
−1(γ)). For θ = 0, the intersection L0,γ∩Γ0
is a one-point set {(0, 0)}. If 0 < θ < ψ−1(γ), then the set L0,γ ∩ Γ0 also consists of just one point.
The corresponding component v and the number
√
v are given by the same formulas as in case 3b
with β = 0.
Lines with β > γ > 0. For a line Lβ,γ with β > γ > 0, only case 1, case 2, and case 3c are relevant.
In case 1, the input into Eβ,γ is θ = ψ
−1(γ). In case 2, the input is the interval (ψ−1(γ), ψ−1(β)].
Here we take into account Remark 14. In case 3c, we use the function ηβ , and rewrite condition
(99) as follows: θ ≥ η−1β (γ). It follows that Eβ,γ = [η−1β (γ), ψ−1(β)], provided that β > γ > 0.
Lines with β > 0, γ < 0. Here only case 2 is relevant. It follows from the geometrical consider-
ations that Eβ,γ = (−ψ−1(|γ|), ψ−1(β)], provided that β > 0 and γ < 0. It is not hard to see that
formulas for
√
v and v from case 2 hold if β > 0 and γ < 0. For θ = 0, we have to take
√
v =
√
|γ|
β
and v = |γ|
β
. The previous equalities are obtained by taking the limit as θ → 0 in the formulas for√
v and v from case 2.
Proof of Theorem 6. Having collected detailed information on the level sets, intersecting the
given line and on the appropriate choice of the functions S+β,γ(θ) and S
−
β,γ(θ), we can finish the
proof of Theorem 6. Indeed, it is not hard to see that Theorem 6 can be derived, using formula
(13), formula (22) with
√
v equal to S+β,γ(θ) or S
−
β,γ(θ) (the choice depends on the relations between
β and γ), and taking into account the discussion concerning the admissible values of the parameter
θ.
3.3 Main results in the case where γ < 0
In the next statement, we find the distance to a left slanted line.
Theorem 7. The following are true:
1) Suppose β > 0 and γ < 0. Suppose also that β > |γ|. Then
Dβ,γ = inf
θ∈[0,ψ−1(β)]
{
Λ+β,γ(θ)
}
.
2) Suppose β > 0 and γ < 0. Suppose also that β < |γ|. Then
Dβ,γ = inf
θ∈(−ψ−1(|γ|),0]
{
Λ+β,γ(θ)
}
.
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Proof. Let β > 0 and γ < 0. Then, using the same ideas as in the proof of Theorem 6 and
recalling the results on the intersections of the level sets Γθ with the left slanted line Lβ,γ (see
Subsection 3.2), we establish the following equality:
Dβ,γ = inf
θ∈(−ψ−1(|γ|),ψ−1(β)]
{
Λ+β,γ(θ)
}
. (102)
The next statement will be used to complete the proof of Theorem 7.
Lemma 17. Let β ≥ 0 and γ < 0, and suppose β > |γ|. Then the following equality holds:
inf
{v:v≥0}
{dH((0, 1), (β + γv, v))} = inf{v:δ(β+γv,v)≥0}{dH((0, 1), (β + γv, v))}. (103)
On the other hand, if β < |γ|, then
inf
{v:v≥0}
{dH((0, 1), (β + γv, v))} = inf{v:δ(β+γv,v)≤0}{dH((0, 1), (β + γv, v))}. (104)
Remark 16. Lemma 17 states that the minimization problem on the left-hand side of (103) can be
reduced to a similar problem on the initial segment of the line Lβ,γ, connecting the points (β, 0)
and
(
0, β|γ|
)
. Similarly, the minimization problem on the left-hand side of (104) reduces to a similar
problem on the ray {(x, v) ∈ H : x = β + γv, x ≤ 0}. Note that the initial point of the ray is the
point
(
0, β|γ|
)
.
Proof of Lemma 17. If β > |γ|, then the point
(
0, β|γ|
)
is above the point (0, 1), and the
horizontal line ρ β
|γ|
= {(x, v) : v = β|γ|} separates the point (0, 1) from the complement C in Lβ,γ of
the initial segment mentioned in Remark 16. Therefore,
dH((0, 1);C) ≥ dH
(
(0, 1); ρ β
|γ|
)
= dH
(
(0, 1),
(
0,
β
|γ|
))
.
We use Lemma 12 in the proof of the previous equality. Now, it is clear that (103) holds. The proof
of (104) is similar.
Finally, it is not hard to see that Theorem 7 follows from (102) and Lemma 17.
4 Shorter minimization intervals and simplifications in The-
orem 6
The minimization problems appearing in Theorem 6 can be simplified under additional restrictions
on the parameters β and γ, or in certain cases, without any additional restrictions. In this section,
we employ a combination of several methods. The critical points Pθ(β,γ) will be used (see the
definitions in Lemma 11 and Remark 12). We will also compare the functions Λ+β,γ(θ) and Λ
−
β,γ(θ).
Moreover, it will be shown that the function θ 7→ Λ−β,γ(θ) increases on a special set. The methods
developed in the present section, will allow us to choose shorter minimization intervals in Theorem
6.
27
4.1 Useful facts
Our first goal in the present subsection is to compare the functions Λ+β,γ and Λ
−
β,γ .
Lemma 18. Let β ≥ 0, γ > 0, 0 < θ < 2pi, and suppose the condition in (98) holds. Then
Λ+β,γ(θ) ≤ Λ−β,γ(θ) if and only if the following inequality is valid: 2 arctanγ ≤ θ.
Proof. It follows from (95) and (96) that
Λ+β,γ(θ)− Λ−β,γ(θ) =
θ2
1− cos θ
(
S+β,γ(θ)− S−β,γ(θ)
)(
S+β,γ(θ) + S
−
β,γ(θ)− 2 cos
θ
2
)
.
Next, using (90) and (91) and simplifying the resulting expressions, we obtain
Λ+β,γ(θ)− Λ−β,γ(θ) =
4θ2
1− cos θ
√
A(θ)2 − (1− γB(θ))(1 − βB(θ))
(1 − γB(θ))2
×
[
A(θ)− cos θ
2
(1− γB(θ))
]
. (105)
Taking into account (86) and (87), we see that
A(θ) − cos θ
2
(1− γB(θ)) = θ cos
θ
2 − 2 sin θ2
θ − sin θ − cos
θ
2
(
1− γ 1− cos θ
θ − sin θ
)
=
2 sin3 θ2
θ − sin θ
(
γ cot
θ
2
− 1
)
. (106)
Finally, using (98), (105), and (106) we see that
sign
[
Λ+β,γ(θ)− Λ−β,γ(θ)
]
= sign
[
γ cot
θ
2
− 1
]
.
Now, it is clear that Lemma 18 follows from the previous equality.
Corollary 5. Let β ≥ 0, γ > 0, pi ≤ θ < 2pi, and suppose the condition in (98) holds. Then
Λ+β,γ(θ) ≤ Λ−β,γ(θ).
Lemma 19. For every γ > 0, 2 arctanγ < min{η−1(γ), pi}.
Proof. The inequality 2 arctanγ < pi is trivial, while the inequality 2 arctanγ < η−1(γ) can be
rewritten as follows:
η(2α) < tanα, 0 < α <
pi
2
. (107)
Since
η(θ) =
θ − sin θ − θ cos θ2 + 2 sin θ2
1− cos θ ,
we have
η(2α) =
α− sinα cosα− α cosα+ sinα
sin2 α
.
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In order to establish the inequality in (107), it suffices to prove that
α− sinα cosα− α cosα+ sinα
sin2 α
<
sinα
cosα
,
or
α cosα− α cos2 α+ sinα cosα < sinα.
It is easy to see that the previous inequality is equivalent to the well-known inequality α < tanα,
0 < α < π2 .
This completes the proof of Lemma 19.
Remark 17. Note that η−1(γ) > pi if and only if γ > π2 + 1.
Remark 18. Since η(θ) > ψ(θ) (see (100)), we have η−1(θ) < ψ−1(θ). Therefore, Lemma 19 implies
that for every γ > 0, 2 arctanγ < ψ−1(γ).
Recall that S+β,γ(θ) and S
−
β,γ(θ) are real numbers only if the condition in (98) holds. Moreover, if
1− γB(θ) > 0, then only the number S+β,γ(θ) can be positive. On the other hand, if 1− γB(θ) < 0,
then both S+β,γ(θ) and S
−
β,γ(θ) may be positive. In addition, the condition 1 − γB(θ) < 0 implies
the inequality S+β,γ(θ) ≤ S−β,γ(θ). Finally, if the previous conditions hold and θ ≥ pi, then Λ+β,γ(θ) ≤
Λ−β,γ(θ) (see Lemma 18).
Lemma 20. Suppose β ≥ 0 and γ > 0. Then the function θ 7→ S−β,γ(θ) is increasing on the set
E =
{
θ ∈ [0, 2pi) : A(θ)2 − (1− γB(θ))(1 − βB(θ)) ≥ 0} ∩ {θ ∈ [0, 2pi) : 1− γB(θ) < 0} .
Moreover, the function θ 7→ Λ−β,γ(θ) is increasing on the set [pi, 2pi) ∩ E.
Proof. It is clear that formula (91) implies the following:
S−β,γ(θ) = Fβ,γ(θ) +
√
Fβ,γ(θ)2 +Gβ,γ(θ),
where
Fβ,γ(θ) =
−A(θ)
γB(θ)− 1 and Gβ,γ(θ) =
1− βB(θ)
γB(θ)− 1 .
Next, using Lemma 16, we see that the functions θ 7→ Fβ,γ(θ) and θ 7→ Gβ,γ(θ) are increasing on
the set E. Hence, the function θ 7→ S−β,γ(θ) is increasing on the set E.
It is clear that the functions θ 7→ θ21−cos θ and θ 7→ − cos θ2 are increasing positive functions on
the interval [pi, 2pi). Moreover, we have already established that the function S−β,γ is increasing on
the set E. It follows from (96) that the function θ 7→ Λ−β,γ(θ) is increasing on the set [pi, 2pi) ∩E.
The proof of Lemma 20 is thus completed.
4.2 Simplifications
Theorem 6 links the distance to a slanted line in the Heston manifold to certain minimization
problems for the functions Λ+β,γ and Λ
−
β,γ . In the present subsection, we show that some of the
formulas in Theorem 6 can be simplified. Certain additional restrictions may be needed in these
simplifications.
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Recall that for 0 ≤ β < π2 and γ > 0, the number θ(β, γ) is defined as follows: θ(β, γ) = ζ−1γ (β),
where the function ζγ is given by (67). Moreover, for
π
2 ≤ β and γ > 0, we put θ(β, γ) = ψ−1(β)
(see Lemma 11 and Remark 12).
Our first result in the present subsection simplifies part 1 of Theorem 6.
Corollary 6. Let β > 0. Then
Dβ,β = inf
θ∈[η−1(β),ψ−1(β)]
{
Λ+β,β(θ)
}
.
Proof. The inequality 2 arctanβ < η−1(β) follows from Lemma 19. Moreover, the values of the
parameter θ in the minimization problems in part 1 of Theorem 6 satisfy the condition η−1(β) ≤ θ.
Now, Lemma 18 implies that for such values of θ, Λ+β,β(θ) ≤ Λ−β,β(θ). Therefore, Corollary 6 hods.
For 0 < β < π2 , we can shorten the minimization interval in Corollary 6.
Corollary 7. Let 0 < β < π2 . Then
Dβ,β = inf
θ∈[η−1(β),θ(β,β)]
{
Λ+β,β(θ)
}
.
Proof. The proof of Corollary 7 is a mixture of analytical and geometrical methods. Consider
the line Lβ,β with 0 < β <
π
2 . A geometrical analysis of the result in part 1 of Theorem 6 leads
us to the conclusion that if θ = η−1(β), then the line Lβ,β is tangent to the level set Γθ. In this
case, we have S+β,β(θ) = S
−
β,β(θ). On the other hand, for every θ with η
−1(β) < θ < ψ−1(β), the
level set Γθ intersects the line Lβ,β twice, and the number S
+
β,β(θ) corresponds to the intersection
point that has the smaller value of the component v. Finally, if θ = ψ−1(β), then S+β,β(θ) = Sβ(θ)
is chosen, where Sβ is defined in (92).
The line Lβ,β intersects the curve described in (65) at exactly one point Pθ(β,β) (see Lemma
11). Put θ0 = θ(β, β) and consider the level set Γθ0 . The line Lβ,β is a secant of the convex set Γθ0 .
Denote by L−β,β the part of Lβ,β that is separated from the point (0, 1) by the level set Γθ0 , and by
L+β,β the remaining part of Lβ,β. It follows from the definition of the Riemannan distance that
dH((0, 1), L
−
β,β) ≥ dH ((0, 1),Γθ0) . (108)
Therefore, dH((0, 1), L
−
β,β) ≥ dH ((0, 1), Pθ0) (the previous inequality follows from (59) and (108)).
Since Pθ0 ∈ L−β,β, we obtain dH((0, 1), L−β,β) = dH ((0, 1), Pθ0). Hence,
dH((0, 1), Lβ,β) = dH((0, 1), L
+
β,β). (109)
It follows from (109) that the minimization intervals in part 1 of Theorem 6 can be reduced to
the interval [η−1(β), θ(β, β)]. Finally, we can remove the function Λ−β,β from the resulting formula,
reasoning as in the proof of Lemma 14.
This completes the proof of Corollary 7.
The next corollary states that we can choose a longer, but simpler, minimization interval in
Corollary 7.
Corollary 8. Let 0 < β < π2 . Then
Dβ,β = inf
θ∈[η−1(β),2β]
{
Λ+β,β(θ)
}
.
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Proof. Taking into account Corollaries 7 and 8, we see that it suffices to prove the following
estimates:
θ(β, β) < 2β < ψ−1(β), 0 < β <
pi
2
. (110)
Since θ(β, β) = ζ−1β (β), the estimates in (110) can be rewritten in the following equivalent form:
ψ(2β) < β < ζβ(2β), 0 < β <
pi
2
. (111)
It is known that
sinβ > β cosβ, for all 0 < β <
pi
2
. (112)
Next, using (67) and (112), we obtain
ζβ(2β) =
2β + sin(2β)− β(1 + cos(2β))
2
= β + sinβ cosβ − β cos2 β
= β sin2 β + sinβ cosβ > β.
This establishes the second inequality in (111).
To establish the first inequality in (111), we use (38) and (112). This gives
ψ(2β) =
2β − sin(2β)
1− cos(2β) =
β − sinβ cosβ
sin2 β
< β.
The proof of Corollary 8 is thus completed.
The next statement simplifies part 2 of Theorem 6.
Corollary 9. Let γ > β > 0. Then
Dβ,γ = min
{
inf
θ∈[η−1γ (β),θ(β,γ)]
{
Λ+β,γ(θ)
}
, inf
θ∈[η−1γ (β),θ(β,γ)]
{
Λ−β,γ(θ)
}}
.
Proof. The proof of Corollary 9 is similar to that of Corollary 7. Let θ = η−1γ (β). Then the
line Lβ,γ is tangent to the level set Γθ. In this case, we have S
+
β,γ(θ) = S
−
β,γ(θ). On the other
hand, for every θ with η−1γ (β) < θ ≤ ψ−1(β), the level set Γθ intersects the line Lβ,γ twice, and the
number S+β,γ(θ) corresponds to the intersection point that has the smaller value of the component
v. Finally, if ψ−1(β) < θ < ψ−1(γ), then the level set Γθ intersects the line Lβ,γ once, and the
number S−β,γ(θ) has to be chosen. The line Lβ,γ contains one and only one critical point Pθ(β,γ).
For 0 < β < π2 , this follows from Lemma 11, while for
π
2 ≤ β, we have θ(β, γ) = ψ−1(β).
Put θ0 = θ(β, γ), and consider the level set Γθ0 . The line Lβ,γ is a secant of the convex set Γθ0 .
Denote by L−β,γ the part the line of Lβ,γ that is separated from the point (0, 1) by the level set Γθ0 ,
and by L+β,γ the remaining part of Lβ,γ. It follows from the definition of the Riemannan distance
that
dH((0, 1), L
−
β,γ) ≥ dH ((0, 1),Γθ0) . (113)
Therefore, dH((0, 1), L
−
β,γ) ≥ dH ((0, 1), Pθ0) (the previous inequality follows from (59) and (113)).
Since Pθ0 ∈ L−β,γ, we obtain dH((0, 1), L−β,γ) = dH ((0, 1), Pθ0). Hence,
dH((0, 1), Lβ,γ) = dH((0, 1), L
+
β,γ). (114)
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It follows from (109) that the minimization intervals in part 2 of Theorem 6 can be reduced to the
interval [η−1γ (β), θ(β, γ)].
This completes the proof of Corollary 9.
The next assertion shows that under additional restrictions on the parameters β and γ, the
function Λ−β,γ can be removed from the formula in Corollary 9.
Corollary 10. Suppose β > π2 and γ >
π
2 +
2
2β−π . Then
Dβ,γ = inf
θ∈[η−1γ (β),ψ−1(β)]
{
Λ+β,γ(θ)
}
.
Proof. It is not hard to see that if β > π2 , then
π
2 +
2
2β−π > β. Therefore, we have γ > β.
Moreover, it is clear that the conditions in Corollary 10 are equivalent to the following inequalities:
γ > β > π2 and pi < η
−1
γ (β). Next, using the formula in part 2 of Theorem 6 and the second
statement in Lemma 20, we obtain
Dβ,γ = min
{
inf
θ∈[η−1γ (β),ψ−1(β)]
{
Λ+β,γ(θ)
}
,Λ−β,γ(η
−1
γ (β))
}
.
Moreover, since pi < η−1γ (β), Corollary 5 implies that Λ
+
β,γ(η
−1
γ (β)) ≤ Λ−β,γ(η−1γ (β)).
The proof of Corollary 10 is thus completed.
In the next assertion, we simplify the formula in part 3 of Theorem 6.
Corollary 11. (a) Let 0 < γ < π2 . Then
D0,γ = inf
θ∈[0,2γ]
{
Λ−0,γ(θ)
}
.
(b) Let γ ≥ π2 . Then
D0,γ = inf
θ∈[0,π]
{
Λ−0,γ(θ)
}
.
Proof. Let 0 < γ < π2 , and suppose we travel along the line L0,γ from the point (0, 0). Then it
is not hard to see that the values of the parameters θ and v increase. By Lemma 8, the part of the
line L0,γ , lying above the horizontal line y = 1, can be disregarded in the minimization problem in
the formula in part 3 of Theorem 6. Therefore,
D0,γ = inf
θ∈[0,θ0]
{
Λ−0,γ(θ)
}
, (115)
where θ0 = δ((0, 1), (γ, 1)). Our next goal is to prove that
θ0 ≤ 2γ ≤ ψ−1(γ). (116)
It follows from (10) that θ0 = f
−1(γ), where
f(δ) =
δ − δ cos ( δ2)+ 2 sin ( δ2)− sin(δ)
sin2
(
δ
2
) .
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For all 0 < δ < 2pi, we have
f(δ) =
(
1− cos ( δ2)) (δ + 2 sin ( δ2))
sin2
(
δ
2
) = δ + 2 sin ( δ2)
1 + cos
(
δ
2
) ≥ δ
2
.
Therefore, f−1(τ) ≤ 2τ for all 0 < τ < π2 , and hence θ0 ≤ 2γ. This establishes the first inequaltiy in
(116). The second inequality in (116) follows from (82). Now, it is clear that part (a) of Corollary
11 follows from (116), (115), and the formula in part 3 of Theorem 6.
We will next prove part (b) of Corollary 11. First, we observe that the inequalities γ ≥ π2 and
ψ−1(γ) ≥ pi are equivalent (see Remark 17). It is not hard to see that part (b) of Corollary 11
follows from part 3 of Theorem 6 and the second statement in Lemma 20.
5 Distance to special lines in the Heston manifold
There are special lines in the Heston manifold, for which the distance formulas are extremely simple.
Fix 0 < θ < pi, and consider the level set Γθ. Recall that we denoted by Pθ the critical point located
on Γθ (see (65)). Then, the special line Tθ is defined as the tangent line to Γθ at the point Pθ. In
the next theorem, we compute the distance from the point (0, 1) to the line Tθ, and also find the
numbers β(θ) and γ(θ) such that Tθ = Lβ(θ),γ(θ).
Theorem 8. 1) Let 0 < θ < pi. Then dH((0, 1), Tθ) = θ.
2) The line Tθ coincides with the line Lβ(θ),γ(θ) where β(θ) =
θ
2 and γ(θ) = tan
θ
2 .
Proof. The level curve Γθ is convex, and hence it separates the point (0, 1) from the tangent line
Tθ. It follows that the distance from (0, 1) to Tθ exceeds the distance from (0, 1) to Γθ. Moreover,
the latter distance is equal to θ (see the first formula in Theorem 3), and it is attained at the point
Pθ, belonging to the line Tθ. Now, it is clear that the previous reasoning implies the equality in
part 1 of Theorem 8.
We will next prove part 2 of Theorem 8. The tangent line Tθ passes through the point
Pθ =
(
θ + sin θ
2
, cos2
θ
2
)
(for the previous formula, see (65)). The slope τ of the tangent line at Pθ is given by
τ =
∂v
∂x
(
θ + sin θ
2
)
,
where x 7→ v(x) is the function describing the level set Γθ. Recall that
∂v
∂x
=
1− cos θ
θ − sin θ
{
1 +
θ cos θ2 − 2 sin θ2√
N(θ, x)
}
for all ψ(θ) ≤ x <∞ (see (49)). In the previous formula,
N(θ, x) = sin2
θ
2
[
2(θ − sin θ)x+ 2(1− cos θ)− θ2] (117)
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(see (43)). Plugging x = θ+sin θ2 into formula (117) and making simplifications, we obtain√
N
(
θ,
θ + sin θ
2
)
= 2 sin3
θ
2
.
Therefore
τ =
2 sin2 θ2
θ − sin θ
[
2 sin3 θ2 + θ cos
θ
2 − 2 sin θ2
2 sin3 θ2
]
=
1
sin θ2 (θ − sin θ)
[
θ cos
θ
2
− 2 sin θ
2
cos2
θ
2
]
= cot
θ
2
.
It follows that the equation of the tangent line Tθ is v−cos2 θ2 = cot θ2
(
x− θ+sin θ2
)
, or equivalently,
x = v tan θ2 +
θ
2 .
This completes the proof of Theorem 8.
Remark 19. Let pi ≤ θ < 2pi. Then the minimum distance from the point (0, 1) to the level set
Γθ is equal to
θ
sin θ
2
, and the minimum is attained at the point (ψ(θ), 0) where ψ(θ) = θ−sin θ1−cos θ (see
Lemma 9 and Theorem 3). The one-sided tangent line to Γθ at the point (ψ(θ), 0) is horizontal
(see Remark 8). Next, reasoning as in the proof of part 1 of Theorem 8, we obtain the following
equality:
dH((0, 1), [ψ(θ),∞)) = θ
sin θ2
.
Note that the previous equality also follows from formula (60) and Lemma 12.
6 Distance to the line and the small-time limit of the implied
volatility
Let C be the call pricing function in the Heston model. The implied volatility I associated with C
is determined from the following formula:
CBS(T,K, I(T,K, x0, v0, ρ)) = C(T,K, x0, v0, ρ). (118)
In (118), T > 0 is the maturity of the call option C and K > 0 is the strike. The symbol on the
left-hand side of (118) stands for the call pricing function in the Black-Scholes model evaluated at
T , K, and the volatility parameter equal to I(T,K, x0, v0, ρ). We refer the reader to [11] for more
information on call pricing functions and the implied volatility. Set
IH(K,x0, v0, ρ) = lim
T→0
I(T,K, x0, v0, ρ).
The function IH is the leading term in the asymptotic expansion of the implied volatility at small
maturities.
It is known that under certain restrictions, the following formula holds for K 6= S0:
IH(K,x0, v0, ρ) =
∣∣log x0
K
∣∣
infv1≥0
{
d
(ρ)
H
((
log x0
K
, v0
)
, (0, v1)
)} . (119)
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Remark 20. It is not hard to see, using (4) and (15), that
d
(ρ)
H
((
log
x0
K
, v0
)
, (0, v1)
)
= d
(ρ)
H
(
(0, v0) , (log
K
x0
, v1)
)
.
Therefore, the expression in the denominator of the fraction on the right-hand side of (119) can be
replaced by the expression infv1≥0
{
d
(ρ)
H
((
log K
x0
, v0
)
, (0, v1)
)}
.
Remark 21. It is assumed in (119) that v0 6= 0. Formula (119) links the small maturity behavior of
the implied volatility in the correlated Heston model with the distance from a point to a vertical
line in the Riemannian manifold associated with the model. Note that formula (119) is meaningful
only under the condition K 6= S0, which corresponds to out-of-the-money or in-the-money options.
The case of at-the-money options is qualitatively different.
Formula (119) and more general formulas, from which (119) follows, can be found in various
publications. We only mention the book [14] by P. Henry-Laborde`re (see formula 6.25 in this
book), the paper [2] of H. Berestycki, J. Busca, and I. Florent (see Subsection 6.2 in [2] for the
results concerning the Heston model), and a lecture [17] of A. L. Lewis. In the paper [8] of M.
Forde and A. Jacquier, the small maturity limit of the implied volatility is represented in terms of
the Legendre-Fenchel transform of the limiting cumulant generating function of the Heston density
(see [8], Theorem 2.4; see also [9]). Note that in [8], the non-hitting condition c2 < 2a for the
variance process is assumed, while in [9], another restriction on the parameters is imposed. In a
recent pre-print [1], the small maturity asymptotics of the implied volatility are studied in general
uncorrelated local-stochastic volatility models. For the uncorrelated Heston model, formula (119)
can be obtained from formula (20) in [1]. We would also like to mention the papers [5, 6, 7, 15]
dealing with similar and related problems for the Heston model and some other stochastic volatility
models.
It will be shown in the next standard lemma that the problem of computing the small maturity
limit of the implied volatility in the Heston model can be reduced to that of computing the distance
from the point (0, 1) to a vertical or slanted line in the corresponding uncorrelated model.
Lemma 21. The following formula holds:
IH(K,x0, v0, ρ) =
c
∣∣log x0
K
∣∣
√
v0D̂β,γ
, (120)
where
β =
c log K
S0
v0
√
1− ρ2 +
ρ√
1− ρ2 and γ = −
ρ√
1− ρ2 .
Proof. We will prove that
inf
v1≥0
{
d
(ρ)
H
((
log
x0
K
, v0
)
, (0, v1)
)}
=
√
v0
c
D̂β,γ . (121)
Using (4), we get
d
(ρ)
H
((
log
x0
K
, v0
)
, (0, v1)
)
=
1
c
dH
((
c log x0
K
− ρv0√
1− ρ2 , v0
)
,
(
−ρv1√
1− ρ2 , v1
))
. (122)
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Next, taking into account (15), (16), and (122), we obtain
d
(ρ)
H
((
log
x0
K
, v0
)
, (0, v1)
)
=
√
v0
c
dH
(
(0, 1),
(
c log K
x0
− ρ(v1 − v0)
v0
√
1− ρ2 ,
v1
v0
))
. (123)
It follows from (123) that
inf
v1≥0
{
d
(ρ)
H
((
log
x0
K
, v0
)
, (0, v1)
)}
=
√
v0
c
inf
v1≥0
{
dH
(
(0, 1),
(
c log K
x0
− ρ(v1 − v0)
v0
√
1− ρ2 ,
v1
v0
))}
=
√
v0
c
inf
v≥0
{
dH
(
(0, 1),
(
c log K
x0
− ρ(v0v − v0)
v0
√
1− ρ2 , v
))}
=
√
v0
c
D̂β,γ ,
where β and γ are defined above. This establishes formula (121). Finally, formula (120) can be
obtained from (119) and (121).
The proof of Lemma 21 is thus completed.
36
References
[1] J. Armstrong, M. Forde, M. Lorig, H. Zhang, Small-time asymptotics for a general
local-stochastic volatility model with a jump-to-default: curvature and the heat kernel expan-
sion, pre-print, 2014, available on arXiv:1312.2281.v2.
[2] H. Berestycki, J. Busca, I. Florent, Computing the implied volatility in stochastic
volatility models, Commun. Pure Appl. Math. 57 (2004) 1352-1373.
[3] P. Daskalopoulos, R. Hamilton, Regularity of the free boundary for the porous medium
equation, J. Amer. Math. Soc. 11 (1998) 899-965.
[4] P. Daskalopoulos, R. Hamilton, C∞-regularity of the interface of the evolution p-
Laplacian equation, Math. Res. Lett. 5 (1998) 685-701.
[5] J. D. Deuschel, P.K. Friz, A. Jacquier, S. Violante, Marginal density expansions for
diffusions and stochastic volatility I: Theoretical foundations, Comm. Pure Appl. Math. 67
(2014) 40-82.
[6] J. D. Deuschel, P. K. Friz, A. Jacquier, S. Violante, Marginal density expansions
for diffusions and stochastic volatility II: Applications, Comm. Pure Appl. Math. 67 (2014)
321-350.
[7] J. Feng, M. Forde, J.-P. Fouque, Short-maturity asymptotics for a fast mean-reverting
Heston stochastic volatility model, SIAM J. Financial Math. 1 (2010) 126-141.
[8] M. Forde, A. Jacquier, Small time asymptotics for implied volatility under the Heston
model, Int. J. Theor. Appl. Finance 12 (2009) 861-876.
[9] M. Forde, A. Jacquier, R. Lee, The small-time smile and term structure of implied
volatility under the Heston model, SIAM Journal on Fin. Math. 3 (2012) 690-708.
[10] J.-P. Fouque, G. Papanicolaou, R. Sircar, K. Sølna, Multiscale Stochastic Volatility
for Equity, Interest Rate, and Credit Derivatives, Cambridge University Press, 2011.
[11] A. Gulisashvili, Analytically Tractable Stochastic Stock Price Models, Springer-Verlag Berlin
Heidelberg, 2012.
[12] A. Gulisashvili, P. Laurence, The Heston Riemannian distance function, J. Math. Pures
Appl. 101 (2014) 303-329.
[13] S. Heston, A closed form solution for options with stochastic volatility, with applications to
bond and currency pricing, Rev. Finan. Stud. 6 (1993) 327-342.
[14] P. Henry-Laborde`re, Analysis, Geometry, and Modeling in Finance, Chapman&
Hall/CRC, Boca Raton, FL, 2008.
[15] A. Jacquier, P. Roome, The small-maturity Heston forward smile, SIAM J. Financial Math.
4 (2013) 831-856.
[16] H. Koch, Non-Euclidean Singular Integrals and the Porous Medium Equation, Habilitation
thesis, University of Heidelberg, 1999.
37
[17] A. L. Lewis, Geometries and smile asymptotics for a class of stochastic volatility models,
Center for Research in Financial Mathematics and Statistics (UCSB) Seminar Series, 2007,
available at www.optioncity.net.
[18] F. D. Rouah, The Heston Model and its Extensions in Matlab and C#, John Wiley & Sons,
Inc., Hoboken, NJ, 2013.
38
