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This dissertation is composed of three chapters, each of which addresses a
specific topic and has been, or is in the process of being published in a research
journal. Though relatively diverse, the topics in each chapter fall broadly un-
der the theme of advancing research in uncertainty quantification and inverse
problems within the field of computational mechanics. The first chapter is based
on the stochastic reduced order model (SROM) concept for propagating uncer-
tainty in engineering simulations. Here, the algorithm for constructing SROMs
of random vectors is modified and significantly enhanced, yielding more ac-
curate models in substantially less computational time. The second chapter
focusses on inverse material identification in coupled acoustic-structure inter-
action (ASI) systems using either solid displacement or fluid pressure measure-
ment data. This work represents the first time the modified error in constitutive
equation (MECE) approach for inverse problems has been formulated and ap-
plied to elasticity imaging problems in ASI. Finally, the third chapter combines
elements of the first two chapters and presents a novel approach to solve in-
verse problems under uncertainty using SROMs. The method provides a prac-
tical and efficient means of incorporating the effects of model and measurement
uncertainties in inverse estimates of unknown system parameters. At the begin-
ning of each chapter there is a separate abstract that has been prepared for the
respective journal publication that introduces each project in detail.
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CHAPTER 1
STOCHASTIC REDUCED ORDER MODELS FOR RANDOM VECTORS:
APPLICATION TO RANDOM EIGENVALUE PROBLEMS
Co-authors: Mircea Grigoriu and Wilkins Aquino
Paper published in Probabilistic Engineering Mechanics, Volume 31, Pages 1-11,
2013.
Abstract
An improved optimization algorithm is presented to construct accurate re-
duced order models for random vectors. The stochastic reduced order models
(SROMs) are simple random elements that have a finite number of outcomes
of unequal probabilities. The defining SROM parameters, samples and corre-
sponding probabilities, are chosen through an optimization problem where the
objective function quantifies the discrepancy between the statistics of the SROM
and the random vector being modeled. The optimization algorithm proposed
shows a substantial improvement in model accuracy and significantly reduces
the computational time needed to form SROMs, as verified through numeri-
cal comparisons with the existing approach. SROMs formed using the new ap-
proach are applied to efficiently solve random eigenvalue problems, which arise
in the modal analysis of structural systems with uncertain properties. Analyti-
cal bounds are established on the discrepancy between exact and SROM-based
solutions for these problems. The ability of SROMs to approximate the natural
frequencies and modes of uncertain systems as well as to estimate their dynam-
ics in time is illustrated through comparison with Monte Carlo simulation in
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numerical examples.
1.1 Introduction
All physical systems and their corresponding computational models have inher-
ent associated randomness. In practice, this uncertainty manifests itself in the
input data (material properties, boundary or initial conditions, etc.) to a deter-
ministic simulation that describes a particular physical system. Understanding
and quantifying the impact of uncertainty on the simulation results is critical for
successfully characterizing the system response. Despite advances in the field
of stochastic computation, it remains a challenge to accurately and efficiently
propagate uncertainty in computational models. Generally speaking, this is the
problem of characterizing the statistics of the output Y ∈ Y ⊂ Rd′ to a given
forward mappingM:
M : X 7→ Y (1.1)
with random input parameters X ∈ X ⊂ Rd. We note that models depending
on random fields can also be described by this general form after an appropriate
parameterization.
The most common and general approach to the solution of Equation (1.1)
is Monte Carlo simulation. Monte Carlo is non-intrusive and simple to imple-
ment, but due to its slow convergence becomes infeasible for computationally
intensive mappingsM. Variants such as Latin hypercube sampling and quasi
Monte Carlo sampling have been developed to accelerate convergence, but their
applicability is often limited [15]. Intrusive approaches such as perturbation
methods, operator-based methods (Neumann expansions), and the method of
2
moments are among common non-sampling techniques. An inherent drawback
of these methods is that they are difficult to implement for complex systems
and are limited to problems with small magnitudes of uncertainties. Two tech-
niques developed more recently based on generalized polynomial chaos (gPC)
expansions [16], the stochastic Galerkin method [2] and the stochastic colloca-
tion method [1], have achieved success in several applications ([10],[12],[5],[11]).
Stochastic collocation is non-intrusive and therefore easier to implement than
the stochastic Galerkin method, but its computational cost grows rapidly with
the dimension of the random input.
As a general alternative to these approaches, stochastic reduced order mod-
els (SROMs) were introduced in [7] and subsequently applied to determine ef-
fective conductivity for random microstructures and to calculate statistics of the
states of linear dynamic systems in [8] and [9], respectively. A SROM X˜ of a
random input X is a random element with a finite and small number of sam-
ples which in general are not equally likely. The defining parameters of the
SROM, its range and corresponding probabilities, are selected through an op-
timization problem with an objective function measuring the discrepancy be-
tween the statistics of X˜ and X. Although the ability of SROMs to efficiently
solve stochastic problems like Equation (1.1) has been demonstrated, the algo-
rithm employed for SROM construction in these works is suboptimal in that it
considers only a finite search space for optimum parameters and results in the
need to solve several reduced optimization problems in sequence.
In this work, we propose an improved optimization algorithm for construct-
ing SROMs that results in models that are both formed more efficiently and pro-
vide a more accurate representation of the random vector being modeled. The
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approach is described in detail and then compared with the existing method in
a numerical example illustrating the significant improvement in computational
efficiency and accuracy achieved. The performance of SROMs formed with the
new algorithm is demonstrated in the solution of random eigenvalue problems
with application to modal analysis of structural systems with uncertain proper-
ties. We develop analytical bounds on SROM-based solutions to these problems.
Furthermore, the ability to approximate the natural frequencies and modes of
uncertain systems as well as to estimate their dynamics in time using SROMs is
then demonstrated in numerical examples.
Section 2 introduces SROMs and describes both the construction of the mod-
els and how they are applied to obtain solutions to general stochastic problems.
The newly proposed and existing SROM optimization algorithms are compared
and contrasted here. In Section 3, the random eigenvalue problem is formulated
and bounds are established on the discrepancy between SROM-based and ex-
act solutions. Section 4 presents results from three numerical examples solved
using SROMs. Finally, conclusions are drawn on the effectiveness of the new
SROM optimization algorithm and the performance of SROMs for stochastic
problems in Section 5.
1.2 Stochastic reduced order models (SROMs)
Let (Ω,F , P ) and (Ψ,G) denote a probability space and a measurable space, re-
spectively. A function X : Ω 7→ Ψ is a random element if it is measurable
from (Ω,F) to (Ψ,G), that is, if X−1(G) = {ω : X(ω) ∈ G} ∈ F , ∀G ∈ G [6].
In our discussion, Ψ = Rd and G = B(Rd) is the Borel σ-algebra on Rd, and so
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X : Ω 7→ Rd is a d-dimensional random vector. We will assume that the probabil-
ity law of X is fully specified with known expressions for its joint distribution,
joint moments, and correlation matrix
F (x) = P
(
d⋃
i=1
Xi ≤ xi
)
(1.2)
µ(q1, ..., qd) = E
[
d∏
i=1
Xqii
]
(1.3)
r = E[XXT ], (1.4)
provided the moments of order q1 + ... + qd in Equation (1.3) exist and are fi-
nite for integers qi ≥ 0, i = 1, ...d. Similarly, the expressions for the marginal
distributions and moments of order q are denoted as
Fi(xi) = P (Xi ≤ xi) (1.5)
µi(q) = E[X
q
i ] (1.6)
1.2.1 Generalities on SROMs
A stochastic reduced order model (SROM) X˜ for X is a simple random ele-
ment with a finite set of samples {x˜(1), ..., x˜(m)} and corresponding probabil-
ities (p(1), ..., p(m)) such that p(k) ≥ 0 ∀k and ∑mk=1 p(k) = 1 [8]. Hence, the
SROM X˜ is completely defined by the model size m and sample-probability
pairs (x˜(k), p(k)), k = 1, ...,m. With these SROM parameters specified, the distri-
butions and moments of X˜ corresponding to those of X given in Equations (1.2)
- (1.6) are
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F˜ (x) =
m∑
k=1
p(k)1(x ∈ R(k)) (1.7)
µ˜(q1, ..., qd) =
m∑
k=1
p(k)
(
d∏
i=1
(x˜
(k)
i )
qi
)
(1.8)
r˜(i, j) =
m∑
k=1
p(k)x˜
(k)
i x˜
(k)
j (1.9)
F˜i(xi) =
m∑
k=1
p(k)1
(
x˜
(k)
i ≤ xi
)
(1.10)
µ˜i(q) =
m∑
k=1
p(k)(x˜
(k)
i )
q, (1.11)
where R(k) = ×di=1[x˜(k)i ,∞) is a rectangle in Rd and 1(·) is the indicator func-
tion. Throughout this study, the shorthand notation used when referring to the
SROM samples or probabilities is {x˜} and p, respectively, in place of {x˜(k)}mk=1 =
{(x˜(1)1 , ..., x˜(1)d ), ..., (x˜(m)1 , ..., x˜(m)d )} and (p(1), ..., p(m)).
1.2.2 SROM Construction
According to the definition in the previous section, any m samples of X with
probabilities summing to unity define a SROM X˜. For practical purposes, how-
ever, we seek an optimal reduced order representation of X by imposing the
condition that X˜ and X have similar probability laws. Hence, for a given model
size m, we choose the defining SROM parameters {x˜} and p as the solution to
an optimization problem where the objective function quantifies the discrep-
ancy between statistics of X˜ and X. In this study, we consider an objective func-
tion with three components representing differences between SROM and target
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marginal distributions, marginal moments up to order q¯ ≥ 1, and correlation
matrices
e1({x˜},p) = 1
2
d∑
i=1
∫
Ii
(
F˜i(xi)− Fi(xi)
)2
dxi (1.12)
e2({x˜},p) = 1
2
d∑
i=1
q¯∑
q=1
(
µ˜i(q)− µi(q)
µi(q)
)2
(1.13)
e3({x˜},p) = 1
2
d∑
i,j=1;j>i
(
r˜(i, j)− r(i, j)
r(i, j)
)2
, (1.14)
where Ii denotes the support of Fi and the SROM statistics F˜i(xi), µ˜i(q), and
r˜(i, j) have been defined in Equations (1.9)-(1.11).
The optimization problem for the construction of X˜ is stated as follows
X˜ ≡ argmin
{x˜},p
(
3∑
i=1
αiei({x˜},p)
)
(1.15)
s.t.
m∑
k=1
p(k) = 1 and p(k) ≥ 0, k = 1, ...,m,
where {αi ≥ 0}3i=1 are weighting factors to ensure that each error component
have similar order of magnitude or to emphasize the SROM’s ability to rep-
resent a particular statistic of X. For example, we can set α1  α2, α3 if the
marginal distributions of X need to be represented accurately for a particular
application. Note that the model size m is not included in the optimization and
is selected beforehand based on computational considerations.
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In order to motivate a new approach to SROM construction, we now outline
the simplified algorithm to solving the SROM optimization problem in Equa-
tion (1.15) as proposed in [8],[9]. First, a collection of n independent samples
{x(1), ...,x(n)} of X is generated and stored. It is assumed that n is large enough
to accurately characterize the probability law of X. Then, NX distinct trial sub-
sets of size m are drawn from {x(1), ...,x(n)}. For each trial subset, the optimiza-
tion problem in Equation (1.15) is solved for p while holding the trial samples
constant. The defining SROM range {x˜} is chosen as the trial subset with the
smallest optimal value of e({x˜},p) and the SROM probabilities are set to the
corresponding optimum values of p. It is noted that this existing approach is
suboptimal since (1) the search space for optimum SROM samples {x˜} is limited
to a finite set, (2) only a relatively small number NX of subsets of the original set
are examined, and (3) the defining SROM parameters {x˜} and p are determined
sequentially rather than jointly.
In this study we look to achieve improved SROM performance by optimiz-
ing over {x˜} and p jointly rather than sequentially. In doing so, the ability of
X˜ to accurately represent X benefits from a search over the entire probability
space for SROM samples rather than being limited to a finite subset. In addition
to increased accuracy, we also seek to reduce the computation time required
for SROM construction. By combining the selection of the defining SROM pa-
rameters into one algorithm run, significant computational speedup is expected
over the existing approach where NX reduced optimization problems must be
solved.
In order to facilitate the use of efficient gradient-based optimization algo-
rithms, closed-form expressions for derivatives of the objective function with re-
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spect to the SROM parameters are now derived. Due to the presence of discon-
tinuities in the SROM cumulative distribution function (CDF) given by Equa-
tion (1.10), we must utilize a smooth approximation to F˜ (x) with well-defined
derivatives. For this, we use
F˜ (x) ≈ F˜ s(x;σ) =
m∑
k=1
1
2
p(k)
(
1 + erf
(
x− x˜(k)√
2σ
))
, (1.16)
where erf(x) is the Gauss error function:
erf(x) =
2√
pi
∫ x
0
e−t
2
dt (1.17)
Note that we have introduced an additional free parameter σ which controls
the degree of smoothing present in F˜ s(x;σ). It can be easily verified that the
approximate CDF F˜ s is monotone increasing, right-continuous, and satisfies
limx→−∞ F˜ s(x) = 0 and limx→+∞ F˜ s(x) = 1. Furthermore, F˜ s becomes equal
to the original CDF F˜ as σ → 0. The smoothed CDF, however, has the advan-
tage that its derivative with respect to a given SROM sample is well-defined.
That is,
∂F˜ s
∂x˜j
= − pj√
2piσ2
exp
(
− 1
2σ2
(x− x˜j)2
)
(1.18)
Substituting F˜ s for F˜ in the CDF error component e1, explicit expressions for
the derivatives of the objective function in (1.15) with respect to the SROM pa-
rameters can be derived as
∂
∂x˜
(l)
n
[e({x˜},p)] = −α1 p
(l)
√
2piσ2
∫
In
(
F˜ sn(xn)− F (xn)
)
exp
(
− 1
2σ2
(
xn − x˜(l)n
)2)
dxn+
(1.19)
+ α2
q¯∑
q=1
(
µ˜q(n)− µq(n)
µq(n)2
)(
qp(l)(x˜(l)n )
q−1)+ α3 d∑
i,j=1;j>i
(r˜(i, j)− r(i, j)) p(l)
(
δinx˜
(l)
j + δjnx˜
(l)
i
)
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∂∂p(l)
[e({x˜},p)] = α1 1
2
d∑
i=1
∫
Ii
(
F˜ si (xi)− F (xi)
)(
1 + erf
(
xi − x˜(l)i√
2σ
))
dxi+
(1.20)
+ α2
d∑
i=1
q¯∑
q=1
(
µ˜q(i)− µq(i)
µq(i)2
)(
x˜
(l)
i
)q
+ α3
d∑
i,j=1;j>i
(r˜(i, j)− r(i, j))
(
x˜
(l)
i x˜
(l)
j
)
where δij is the Kronecker delta.
We note that the most computationally intensive part of the SROM opti-
mization problem defined in (1.15) is the numerical evaluation of the integral
appearing in the CDF error term e1 and its corresponding derivatives. This cost
can become especially prohibitive when the CDF support is large or as d and
m are increased. Therefore, for larger scale problems, we replace the integral
in Equation (1.12) with a summation and evaluate the CDF error pointwise to
speed up the optimization using
e¯1 =
1
2
d∑
i=1
m∑
j=1
(
F˜ si (x˜
(j)
i )− Fi(x˜(j)i )
)2
(1.21)
We mention that in this case a relatively inaccurate SROM CDF F˜ si (x) may yield
a small value for e¯1 and so in practice it can be necessary to increase the value
of α1 in Equation (1.15) to offset this effect.
Example: Beta random variable
In this subsection, the proposed optimization algorithm is used to construct a
SROM for a random variable described by a beta probability distribution. The
purpose of this simple example is to demonstrate the ability of a SROM with
10
Percent error in SROM moment estimates
Moment
order
1 2 3 4 5
% Error 0.592 0.244 0.292 0.016 0.074
Table 1.1: SROM moment errors for the beta random variable example.
small model size to represent a given random variable and to compare the ac-
curacy and computational efficiency of the new and previously proposed opti-
mization algorithms. To implement the new approach, the derivatives in Equa-
tions (1.19) and (1.20) are supplied to a gradient-based optimization algorithm
in MATLAB [13] for the minimization of the objective function in (1.15). Con-
straints requiring p(k) ≥ 0, k = 1, ...,m, and∑mk=1 p(k) = 1 are specified.
The probability density function (pdf) of the beta distribution is
f(x;α, β) =
xα−1(1− x)β−1
B(α, β)
, x ∈ I = (0, 1), (1.22)
where B(·, ·) is the beta function and it can be seen that the distribution is fully
described by two shape parameters α and β. We examine the SROM for the case
where (α, β) = (2, 5). The size of the SROM is specified as m = 5. We consider
moments up to order five (q¯ = 5) in the moment error component e2 (Equation
(1.13)). The qth moment of a beta random variable is computed as
µq = E[X
q] =
B(α + q, β)
B(α, β)
(1.23)
The CDF and moment error components of the objective function are given
equal weight (α1 = α2 = 1) while the correlation error component is not present
in the 1D case. The initial guess for the optimization is five independently
drawn samples from the beta distribution with equal probability p = 1/m = 0.2.
The results from the construction of the beta random variable SROM using
11
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Figure 1.1: Comparison of the pdf (a) and CDF (b) of the original beta dis-
tribution (α = 2, β = 5) and the SROM formed by solving
Equation (1.15) with m = 5. Note: the SROM probabilities in
(a) are scaled such that max(p) = max{beta pdf} for illustra-
tion.
the newly proposed algorithm are shown in Figure 1.1 and Table 1.1. In Fig-
ure 1.1(a), the true beta pdf is plotted verse a bar graph illustrating the defining
SROM samples and probabilities chosen via the optimization problem. Note
that the height of the bars representing the probability of each sample are scaled
such that max(p) = max{beta pdf} for illustration purposes. Figure 1.1(b) com-
pares the true beta CDF and the SROM CDF as computed by Equation (1.16) for
the optimum SROM parameters and two different values of the smoothing pa-
rameter σ. It is noted that the optimization was performed separately for each
value of σ and yielded nearly identical SROM parameters. The percent error be-
tween the SROM moments computed by Equation (1.11) and the true moments
given in (1.23) are displayed in Table 1.1. It is seen that the error is well below
1% for all five moments and less than 0.1% for the 4th and 5th moments.
In order to compare the performance of the SROM optimization algorithm
with the approach proposed in [8], we now construct a SROM for the beta ran-
dom variable using this existing framework. All problem parameters specified
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above remain unchanged. Recall that in this approach the SROM probabilities
p are chosen to minimize Equation (1.15) for NX trial subsets of independent
samples of X . The subset that results in the smallest objective function value is
chosen as the SROM range {x˜}. Here, we store the optimum objective function
value and CPU time taken to complete the optimization for NX = 1 : 1000. For
comparative purposes, we assume the group of NX trial subsets is grown as NX
increases by first randomly drawing a new subset of size m and then adding it
to the previously selected subsets. In this way, we record a new optimum objec-
tive function value only when the current subset results in the smallest observed
value thus far. Similarly, the CPU time for the current value of NX is computed
as the sum of times for all the previous optimization trials. Due to the random
nature of the algorithm, three trials of this experiment are performed and com-
pared with results generated using the new joint optimization approach.
The results comparing CPU times and accuracy of SROMs formed using
both optimization algorithms are shown in Figure 1.2(a) and 1.2(b), respec-
tively. The solid line displaying CPU time for the new algorithm (2.16 seconds)
is taken as the average from five optimization runs with randomly selected ini-
tial SROM ranges. The final objective function value shown in Figure 1.2(b)
was the same in each trial. Figure 1.2(a) shows that the existing algorithm takes
more CPU time to carry out except in the case of considering only a very small
number of trial subsets (NX . 7). For the value of NX where the CPU times
are roughly equal, it can be seen in Figure 1.2(b) that the optimum objective
function value obtained by the new algorithm is about two orders of magnitude
smaller than that of the existing algorithm. The figure also shows that none of
the three trials of the existing algorithm achieve the same degree of accuracy as
the new algorithm when considering up to 1000 trial subsets. It is further noted
13
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Figure 1.2: Comparison of the performance of the new SROM optimiza-
tion algorithm (solid line) versus three trials of the approach
proposed in [8] (dashed lines). Figure (a) compares the compu-
tation time taken to solve the optimization problem in Equation
(1.15), while Figure (b) compares the final objective function
value obtained through each algorithm.
that the existing algorithm takes over 100 times longer to perform the optimiza-
tion when NX = 1000.
The results shown in this section demonstrate the ability of a SROM to pro-
vide a satisfactory representation of a random variable with just a small num-
ber of defining parameters. Through comparisons with the existing approach,
it is seen that the optimization algorithm proposed here for SROM construction
provides a substantial improvement in performance. By expanding the search
space for the SROM samples from a finite set to the entire support and opti-
mizing jointly over both samples and probabilities, the new algorithm shows a
100-fold improvement in speed and accuracy in this example. The sub-optimal
performance of the existing algorithm is most likely a consequence of the SROM
range being chosen as independently drawn samples of X . Thus, the samples
tend to be clustered in highly likely regions of the range of X without adequate
representation for less probable areas. Optimum samples chosen via the new
14
optimization algorithm, however, are seen to be evenly spread throughout the
entire support of X in the results presented.
1.2.3 Solutions by SROMs
For a general stochastic problem given in Equation (1.1), our goal is to use
SROMs to efficiently characterize the statistics of the output Y ∈ Y ⊂ Rd′ given
the probability law of the random input X ∈ X ⊂ Rd and a deterministic map-
ping M. The construction of a SROM Y˜ from which the statistics of Y can
be estimated involves two steps. First, a SROM X˜ is formed for the input X
through the solution of the optimization problem in Equation (1.15). Second,
the range for Y˜ is obtained by evaluating the forward mapping m times with
X = x˜(k):
M : x˜(k) 7→ y˜(k), k = 1, ...,m (1.24)
This range {y˜} along with the original set of input SROM probabilities p define
the output SROM Y˜. The marginal distributions and moments of Y can then be
estimated as
E[Y qi ] ≈ E[Y˜ qi ] =
m∑
k=1
p(k)(y˜
(k)
i )
q (1.25)
P (Yi ≤ ξ) ≈ P (Y˜i ≤ ξ) =
m∑
k=1
p(k)1
(
y˜
(k)
i ≤ ξ
)
(1.26)
From Equations (1.24) - (1.26) it can be seen that the SROM solution to a
stochastic problem requiresm forward solves corresponding to the samples of X˜
which have unequal probability in general. Contrast this with traditional Monte
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Percent error in Monte Carlo moment estimates
Moment
order
1 2 3 4 5
Min. % Error 4.17 8.82 2.01 1.63 7.14
Max. % Error 31.11 60.25 92.13 126.28 159.91
Table 1.2: Maximum and minimum percent error for five trials of Monte
Carlo moment estimates (n = 5) for the beta random variable
example.
Carlo solutions, which require n forward solves corresponding to independent,
equally likely samples of X. It was seen in the previous example that a 1D beta
random variable could be accurately represented by a SROM with just m = 5
samples. For comparison, the first five moments of the beta random variable
with (α, β) = (2, 5) are estimated using Monte Carlo with n = 5 samples. The
maximum and minimum percent error are computed for five different Monte
Carlo trials and displayed in Table 1.2. The moment estimates are both highly
inaccurate and unstable as one may expect when using so few samples.
As we will see in later sections, satisfactory SROM-based solutions to ran-
dom eigenvalue problems are obtained for m ≤ 20. The advantage of SROM
solutions over Monte Carlo for these problems and stochastic problems in gen-
eral is that they are accurate and stable form n samples. Thus, a SROM-based
approach to Equation (1.1) requires far fewer evaluations ofM but has added
overhead for forming the input SROM X˜. In this light, the benefits in efficiency
become more pronounced for computationally intensive forward problems and
problems with lower dimensional inputs. Thus, the same stored input SROM
can be used to efficiently solve multiple stochastic problems for different com-
binations of any deterministic problem parameters.
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1.3 Random eigenvalue problems by SROMs
In this study, the SROM solution framework is applied to stochastic eigenvalue
problems defined by matrices with random entries. A particular application
where this problem arises is the modal analysis of structural systems in which
the elements of the system have uncertain stiffness given by the components of
a random vector X ∈ Rd. Here, one is interested in determining the modal fre-
quencies whose squares are the solution to the generalized eigenvalue problem
[K]{V} = Λ[M ]{V} (1.27)
where M ∈ Rd′×d′ and K ∈ Rd′×d′ are the system mass and stiffness matrix,
respectively, and V ∈ Rd′ is an eigenvector and Λ is an eigenvalue. Since the en-
tries of K are random, so are the modal frequencies of the system. We note
that since our intended application is the analysis of discrete structural sys-
tems for which the mass matrix is diagonal, the generalized eigenvalue prob-
lem in Equation (1.27) reduces to a standard eigenvalue problem in practice.
Hence, it will suffice to focus on the problem of estimating a set of eigenval-
ues Λ = (Λ1, ...,Λd′) corresponding to an arbitrary symmetric matrix K with
random entries.
As described in Section 2.3, the statistics of the solution to this stochas-
tic eigenvalue problem can be estimated by forming a reduced order model
Λ˜ for the eigenvalues Λ. After a SROM X˜ is formed for X, the construction
of Λ˜ requires the solution of m deterministic eigenvalue problems defined by
k˜(k) = K(x˜(k)), k = 1, ...m. The statistics of Λ are then approximated using
Equations (1.25) and (1.26). In this section we study the accuracy of SROM ap-
proximations of random eigenvalues by developing analytical bounds on the
discrepancy between SROM and exact eigenvalue solutions. In the subsequent
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applications section, the accuracy of SROM-based eigenvalue solutions are veri-
fied numerically through the modal analysis of two different structural systems.
1.3.1 Accuracy of SROM-based solutions
The relative accuracy of the SROM X˜ can be evaluated straightforwardly by us-
ing the objective function e({x˜},p) as a metric. The performance of the SROM
Λ˜ for Λ, however, depends on both the discrepancy between X˜ and X and the
mapping X 7→ Λ. Hence, the SROM Λ˜ corresponding to an accurate X˜ can be
unsatisfactory because of the complexity of this mapping. To gauge the per-
formance of Λ˜, we develop bounds on the discrepancy between Λ˜ and Λ that
depend on both the accuracy of X˜ and the mapping X 7→ Λ. To do so, we first
obtain bounds on the discrepancy between eigenvalues of two distinct deter-
ministic matrices. The bounds are then extended to the case of matrices with
random entries in the following subsection.
Deterministic eigenvalue bounds
Consider the following deterministic eigenvalue problems
Av = λv (1.28)
Aˆvˆ = λˆvˆ, (1.29)
where A, Aˆ ∈ Rd′×d′ and we define the matrix D ≡ Aˆ−A as a finite perturbation
to A. Our objective is to bound the discrepancy between the eigenvalues of A
and Aˆ in terms of the size of the perturbationD. Given that the main application
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considered involves finding natural frequencies and modes of stochastic linear
dynamic systems that result from symmetric eigenvalue problems, it will suffice
to focus on bounds case where A and D are symmetric. It is well known that
these bounds are tighter and more informative than the general non-symmetric
case. Two bounds are stated here: the first addresses the difference in the whole
set of d′ eigenvalues of Aˆ, while the second addresses the difference in one par-
ticular eigenvalue.
First bound (Wielandt-Hoffman Theorem):
If (λ1, ..., λd′) and (λˆ1, ..., λˆd′) are the eigenvalues of the symmetric matrices A
and Aˆ = A+D, respectively, then
d′∑
i=1
(λˆi − λi)2 ≤ ||D||2F (1.30)
where || · ||F is the Frobenius norm. The proof can be found in Section 3 of [14].
Second bound (Weyl’s Theorem):
If (λ1, ..., λd′) and (λˆ1, ..., λˆd′) are the eigenvalues of the symmetric matrices A
and Aˆ = A+D, respectively, then
|λˆk − λk| ≤ ||D||2 (1.31)
for k = 1 : d′. Or equivalently
max
k
|λˆk − λk| ≤ ||D||2 (1.32)
The proof can be found in Section 5.2 of [4].
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Stochastic eigenvalue bounds
The deterministic eigenvalue bounds presented previously are now used to pro-
vide measures of accuracy on SROM-based solutions to stochastic eigenvalue
problems. We begin with bounds on the discrepancy between the SROM eigen-
value estimate Λ˜ and corresponding Monte Carlo approximation, denoted as
Λ̂. For the purpose of this exposition, let us suppose we have a collection of
independent samples {x(i)}ni=1 of X. Here, it is assumed n is large enough to
characterize the probability law of X satisfactorily. Let X˜ be an SROM of size
m  n defined by samples {x˜(k)}mk=1 and probabilities (p(1), ..., p(m)). We make
the simplifying assumption that {x˜(k)}mk=1 are a subset of the Monte Carlo sam-
ples {x(i)}ni=1.
First, we would like to bound the difference in eigenvalue solutions corre-
sponding to a single Monte Carlo and SROM sample using the deterministic
bounds in Section 3.1.1. We assume K is a symmetric matrix whose entries are
a function of the components of X. Let K(i) and K˜(k) denote two versions of this
matrix formed corresponding to the Monte Carlo sample x(i) and the SROM
sample x˜(k), respectively. If λ(i) are the eigenvalues corresponding to K(i) and
λ˜(k) are the eigenvalues corresponding to K˜(k), we can use Equation (1.30) to
bound the discrepancy in these sets of eigenvalues as
||λ˜(k) − λ(i)||2 ≤ ||K˜(k) −K(i)||F , (1.33)
where we have let D = K˜(k) − K(i) be the perturbation matrix in this case. Sim-
ilarly, if we are concerned with the discrepancy between one eigenvalue in par-
ticular, we can use Equation (1.31) to write
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|λ˜(k)j − λ(i)j | ≤ ||K˜(k) −K(i)||2 (1.34)
We now introduce a partition to the collection of samples {x(i)}ni=1 in order to
use (1.33) and (1.34) to derive bounds on E[||Λ˜− Λ̂||2] and E[|Λ˜j − Λ̂j|]. Denote
this partition as {Ik, k = 1, ...,m}where each set Ik contains nk samples and has
a nuclei at the SROM sample x˜(k). Samples from {x(i)}ni=1 are placed in a given
cluster Ik based on their proximity to x˜(k) and are distributed in such a way that
the relation p(k) = nk/n is satisfied approximately for k = 1, ...,m. In this way,
the probability that X is represented by a Monte Carlo sample that lies in cluster
Ik is nk/n ≈ p(k) An algorithm to construct a partition with these properties was
proposed in [8].
With such a partition in place, we can compute E[||Λ˜ − Λ̂||2] as a weighted
average of this discrepancy in each cluster of the partition
E
[
||Λ˜− Λ̂||2
]
=
m∑
k=1
p(k)
 1
nk
∑
x(i)∈Ik
||λ˜(k) − λ(i)||2

≈ 1
n
m∑
k=1
∑
x(i)∈Ik
||λ˜(k) − λ(i)||2 (1.35)
≤ 1
n
m∑
k=1
∑
x(i)∈Ik
||K˜(k) −K(i)||F ,
where we have used p(k) ≈ nk/n in the second equality and the bound in (1.33)
for the final inequality. The same arguments can be made for |Λ˜j − Λ̂j|. Conse-
quently, we have that the moments of order q of ||Λ˜− Λ̂||2 and |Λ˜j − Λ̂j| satisfy
the following inequalities
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E
[
||Λ˜− Λ̂||q2
]
≤ 1
n
m∑
k=1
∑
x(i)∈Ik
(
||K˜(k) −K(i)||F
)q
(1.36)
E
[
|Λ˜j − Λ̂j|q
]
≤ 1
n
m∑
k=1
∑
x(i)∈Ik
(
||K˜(k) −K(i)||2
)q
(1.37)
We note that as m → n, the radius of each set Ik approaches zero. As a result,
each Ik contains only its nucleus x˜(k) and nk → 1. Hence, the SROM-based
solution approaches the Monte Carlo solution in this limit case since both use
the same samples of X and the probabilities p(k) converge to 1/n.
With regard to an exact solution Λ to a stochastic eigenvalue problem, we
can characterize the discrepancy of the SROM-based approximation Λ˜ as
E
[
||Λ˜−Λ||q2
]
≤ E
[
||Λ˜− Λ̂||q2
]
+ E
[
||Λ̂−Λ||q2
]
(1.38)
Since Λ˜ approaches Λ̂ as m → n and Monte Carlo estimates Λ̂ converge to Λ
as n → ∞, we can see that the expectation of the difference between Λ and Λ˜
converges to 0 in this limit case. We note that while the relative performance of
two distinct input SROMs X˜ can be effectively gauged by comparing the opti-
mum objective function values in Equation (1.15) corresponding to each model,
the bounds in Equations (1.36) - (1.38) provide less explicit information on the
quality of SROM solutions Λ˜. These bounds are less sharp in the sense that they
do not address convergence rate and because the asymptotic convergence argu-
ment above is not as useful in practice since m n in general. Development of
analytical measures on the rates of convergence of Λ˜ to Λ is beyond the scope
of this study.
22
1.4 Applications
The SROM solution framework is now applied in several numerical examples.
We demonstrate the performance of SROM-based solutions to stochastic eigen-
value problems through two examples involving the modal analysis of uncer-
tain structural systems. The first analyzes a simple shear-frame idealization of
a structure while the second considers a more general planar frame model. For
the shear-frame model, we also consider the uncertain dynamics of the system
and use SROMs to estimate the statistics of its evolution in time. We conclude
the section with a numerical example illustrating one of the open research issues
associated with the SROM-based approach to stochastic problems.
1.4.1 Shear-frame model
Consider a structure with Ns stories modeled by a planar frame of width 2L
and height NsL. In this section, we examine the highly idealized case where the
beams of the structure are assumed to be rigid and we neglect both the joint ro-
tations and the axial deformation of the beams and columns. These assumptions
result in the shear-frame or shear-beam model commonly used in structural en-
gineering [3]. The mass is idealized as concentrated at the floor levels and thus
there are Ns degrees of freedom (U1, ..., UNs) corresponding to the relative hor-
izontal motion of each lumped mass M. Here, we assume the combined lateral
stiffness of the columns connecting each story is uncertain and given by the
components of the random vector X ∈ Rd where d = Ns. The stiffness matrix
for this simplified system is tridiagonal and has the general form
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K =

X1 +X2 −X2 · · · 0
−X2 X2 +X3 · · · 0
...
... . . . −Xd
0 0 −Xd Xd

(1.39)
while the diagonal mass matrix is given by
M = diag(M, M, ..., M/2) ∈ Rd×d (1.40)
Let us suppose that X is a translation random vector with coordinates
Xi = F
−1 ◦ Φ(Gi), i = 1, ..., d, (1.41)
where F is a shifted gamma distribution with shift, shape, and decay param-
eters a = 1, k = 2, and λ = 3, respectively. The vector G = (G1, ..., Gd) is
an Rd-valued Gaussian variable with coordinates Gi of mean 0, variance 1, and
correlations given by
E[GiGj] = ρ
|i−j|, ρ ∈ [0, 1] (1.42)
Modal analysis
Our goal in this section is to estimate the statistics of the eigenvalues Λ =
(Λ1, ...,Λd) of the matrix Kˆ = M−1K by forming the reduced model Λ˜, as de-
scribed in Section 3. We reiterate that these eigenvalues represent the square
root of the system’s modal frequencies. Using Equations (1.25) and (1.26)
we compute the distribution and moment of order q of Λ˜i as P (Λ˜i ≤ ξ) =
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Figure 1.3: Estimates of the distributions of Λi, i = 1, ..., 10 in Example
4.1.1. The SROM approximations (dashed line) for (a)m = 5,
(b)m = 10, and (c)m = 20 are compared with the Monte Carlo
solution (solid line) using 10,000 samples.
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SROM moment and CDF error in Example 4.1.1
Model size
(m)
1 2 3 4 ¯M ¯CDF
5 2.81 5.17 9.36 14.44 4.02 2.60e-2
10 2.44 6.36 11.33 16.93 2.90 2.00e-2
20 3.18 6.40 10.09 13.99 2.71 1.25e-2
Table 1.3: SROM moment and CDF errors as defined in Equations (1.43)-
(1.45) for Example 4.1.1.
∑m
k=1 p
(k)1(λ˜
(k)
i ≤ ξ) and E[Λ˜qi ] =
∑m
k=1 p
(k)(λ˜
(k)
i )
q, respectively. We also seek
mean estimates of the eigenvectors of Kˆ representing the modes of the shear-
frame model. To gauge the accuracy of the SROM-based solutions, we compare
with Monte Carlo solutions computed from 10,000 independent realizations of
Kˆ. It is noted that a similar problem is solved in [7] for the case when d = 3.
Here, we study the performance of the new optimization algorithm for larger
scale problems by letting d = 10.
The error metrics we use to quantify accuracy of the SROM solutions will
be the maximum percent error in moments for each order, the average percent
error in all moments, and the average absolute error in CDFs:
q = 100×max
i
[
|E[Λ˜qi ]− E[Λqi ]|
E[Λqi ]
]
, q = 1, ..., q¯ (1.43)
¯M = 100×
(
1
d′q¯
) d′∑
i=1
q¯∑
q=1
[
|E[Λ˜qi ]− E[Λqi ]|
E[Λqi ]
]
(1.44)
¯CDF =
1
d′
d′∑
i=1
∫
Ii
(
F˜Λ˜i(ξi)− FΛi(ξi)
)2
dξi (1.45)
Results are generated for the case when ρ = 0.5 for three different SROM sizes
m = 5, 10, 20. We consider moments up to order q¯ = 4 when forming the SROM
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X˜ and set the weighting factors in Equation (1.15) as (α1, α2, α3) = (1e2, 1, 1).
We choose a larger value for α1 since we are evaluating the CDF error pointwise
as in Equation (1.21) and hence a small error value can be achieved even if the
SROM CDF is relatively inaccurate. The smoothing parameter of the SROM
CDF in all results is set as σ = 0.001.
The distributions of Λ˜i and Λi as computed with Monte Carlo are compared
in Figure 1.3 for m = 5, 10, 20. It is seen that we obtain accurate approximate
distributions, even for a small model size of m = 5. The accuracy is especially
prominent for the lower order eigenvalues with smaller variance, and it im-
proves, generally, as m increases. The SROM moment and CDF errors, as com-
puted in Equations (1.43) - (1.45), are displayed in Table 1.3 for the different
model sizes tested. The maximum moment errors remain similar for the dif-
ferent model sizes while the average moment and CDF errors decrease as m
increases. We note that the maximum moment errors occur for each case in esti-
mates of the largest system eigenvalue. We can see by the values of ¯M , however,
that the error in each moment is typically much smaller than the maximum val-
ues observed. Figure 1.4 shows the mean estimates of the eigenvectors of Kˆ
using both Monte Carlo and SROMs for the case when m = 20, it is seen that
the SROM estimates show excellent agreement.
Uncertain dynamics
In this section, we consider the dynamics of the shear-frame model with uncer-
tain stiffness described above. We demonstrate the ability of SROMs to accu-
rately estimate the statistics of the evolution of displacement in the structure in
time under harmonic loading. The motion of the horizontal degrees of freedom
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Figure 1.4: Mean estimates for the modes in Example 4.1.1 computed us-
ing SROMs (m = 20) and Monte Carlo (10,000 samples)
SROM moment errors in Example 4.1.2
Order (q) 1 2 3 4
i = 1 0.30 0.54 1.47 3.03
i = 2 0.43 1.76 2.18 3.35
i = 3 0.30 1.35 2.15 3.62
Table 1.4: SROM moment errors as defined in (1.47)
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Figure 1.5: Samples of U1(t) (left) and U˜1(t) (right).
U = (U1, ..., UNs) is governed by
MU¨ + CU˙ +KU = P (1.46)
where K and M for the shear frame are given in Equations (1.39) and (1.40),
respectively. The damping matrix C is estimated using the Caughey damping
model (Section 11.4.2 [3]) with a damping ratio of 5% prescribed for each of the
system modes.
We examine the case where the structure has three stories (Ns = 3) and again
the floor stiffnesses are described by the shifted gamma distribution in Equation
(1.41) with the defining parameters unchanged from the previous section. We
assume the frame is initially at rest when a force P1 = 5 sin(2t) is applied to the
first story. Here, we seek the statistics of the motion of each degree of freedom
from t0 = 0s to tf = 10s. A SROM X˜ of size m = 10 is formed for X and
the corresponding SROM U˜(t) of U(t) is constructed by solving Equation (1.46)
with X = x˜(k), k = 1, ...,m. We compare the SROM-based solution with the
Monte Carlo solution using 1000 independent samples of X.
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Figure 1.6: Estimates of the first four moments of U1(t) computed using
the SROM (dashed) and Monte Carlo (solid) in Example 4.1.2.
Figure 1.5(a) shows 1,000 independent Monte Carlo samples of the solu-
tion U1(t) representing the motion of the first degree of freedom. Figure 1.5(a)
shows the ten samples (u˜(1)1 (t), ..., u˜
(m)
1 (t))) making up the range of U˜1(t) for com-
parison. The first four moments of U1(t) computed using the SROM U˜1(t) are
plotted in Figure 1.6 against the Monte Carlo estimates. The SROM-based ap-
proximations for each moment show excellent agreement and are nearly identi-
cal for t < 5s. To demonstrate the accuracy of the SROM-based moments for the
remaining degrees of freedom, the percent error in each moment is computed
using
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εi(q) = 100×
∫ tf
to
(
E[Ui(t)
q]− E[U˜i(t)q]
)2
dt∫ tf
to
(E[Ui(t)q])
2 dt
(1.47)
and is displayed in Table 1.4. It is seen that the error for moments up to or-
der four in each degree of freedom is less than 4% while the error in the mean
estimates is well below 1%.
1.4.2 Modal analysis of a general planar frame
In this example, we relax some of the simplifying assumptions made for the
shear-frame model and consider a more general planar frame model of a struc-
ture with Ns stories. Specifically, we no longer assume that the beams in the
frame are rigid and hence allow for non-zero joint rotations (θ1,1, θ1,2, ..., θNs,2)
in addition to the horizontal displacements (U1, ..., UNs). In doing so, we now
allow the stiffness in each member of the frame to vary randomly rather than
assigning one value to characterize the lateral stiffness of each level. For this
analysis, we assign a value for the Young’s modulus of each member as
Ei = a+ bXi, i = 1, ..., d (1.48)
with (a, b) = (2, 3) and where Xi is given by Equation (1.41) with F as a beta
distribution having shape parameters (α, β) = (2, 5). The components of G
again have mean 0, variance 1, and correlations given by Equation (1.42). We
assume unit values for the moment of inertia in each member as well as the
story height L and mass M.
Again, we are interested in the natural frequencies and mode shapes of this
system through the solution of the eigenvalue problem in Equation (1.27). For
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the general planar frame considered here, the mass and stiffness matrices can
be partitioned as
M =
M11 0
0 0
 , K =
K11 K12
K21 K22
 (1.49)
where the 11 and 22 blocks of the matrices correspond to the translational and
rotational degrees of freedom, respectively. Through a static condensation pro-
cedure, Equation (1.27) reduces to finding the eigenvalues Λ = (Λ1, ...,Λd′) of
the matrix K¯ = M−111 (K11 −K12K−122 K21). We note that while M11 has the same
form as Equation (1.40), the stiffness matrix K lacks special structure and does
not possess a straightforward expression in terms of an arbitrary number of sto-
ries in this case.
We examine the case where the frame has four stories and so d = 12. Since we
are neglecting rotational inertia, there are four frequencies and modes (d′ = 4)
corresponding to the structure’s horizontal degrees of freedom. We generate
results for SROM sizes m = 10, 20 and for correlation coefficients ρ = 0.2, 0.9 in
Equation (1.42). The objective function weights and smoothing parameter are
assigned as (α1, α2, α3) = (1e2, 1, 1) and σ = 0.001, respectively. We once again
employ the error metrics in Equations (1.43) - (1.45) to gauge SROM accuracy
using Monte Carlo simulation with 10,000 samples as the reference solution.
The errors in the SROM approximations for the moments and distributions
of Λi are displayed in Table 1.5 for each combination of model size and corre-
lation coefficient. It can be seen that the SROM estimates are more accurate for
a higher correlation coefficient value and the average moment and CDF errors
decrease for a larger model size m as expected. The decrease in error is more
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SROM moment and CDF error in Example 4.2
m 1 2 3 4 ¯M ¯CDF
ρ = 0.2 10 15.00 14.49 13.17 5.38 4.10 3.35e-1
20 15.26 3.77 17.30 11.87 3.46 1.09e-1
ρ = 0.9 10 10.74 13.27 9.74 5.50 3.60 4.30e-1
20 0.79 6.25 13.03 17.12 2.78 1.97e-1
Table 1.5: SROM moment and CDF errors as defined in Equations (1.43)-
(1.45) for Example 4.2.
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Figure 1.7: Estimates of the distributions of Λi, i = 1, ..., 4 in Example 4.2.
The SROM approximation (dashed line) with m = 20 is com-
pared with the Monte Carlo solution (solid line) using 10,000
samples for ρ = 0.2 and ρ = 0.9.
pronounced in the distribution estimates as the SROM size is increased from
m = 10 to m = 20. The SROM estimates for the distributions of Λi with m = 20
are compared with the Monte Carlo solution for the case of ρ = 0.2 and ρ = 0.9
in Figures 1.7(a) and 1.7(b), respectively. The approximate distributions for
each eigenvalue show excellent agreement in both cases. Finally, the mean esti-
mates for the modes of the structure using SROMs can be seen in Figure 1.8 for
the case where m = 10 and ρ = 0.9. The approximate modes using SROMs are
nearly identical to those computed using Monte Carlo with 10,000 samples.
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For comparative purposes, the accuracy of eigenvalue moment estimates us-
ing Monte Carlo with 20 independent samples is examined. For ρ = 0.9, we
compute the percent moment errors defined in Equations (1.43) and (1.44) for
five Monte Carlo trials. These results are shown in Figure 1.9 in comparison to
the SROM estimate with m = 20 presented above. In contrast to the SROM
moment estimates, the Monte Carlo approximations can have very large er-
rors and the magnitude of these errors varies greatly across the different trials.
For example, the average moment error ¯M for the five Monte Carlo trials are
13.15%, 18.28%, 6.26%, 5.79%, and 12.95% compared with 2.78% for the SROM
estimate.
1.4.3 Non-convexity of the SROM objective function
In this subsection, we demonstrate an open issue in the construction of SROMs
for random vectors in that the objective function in Equation (1.15) has many lo-
cal minima. A plot of the objective function versus two components of a SROM
sample in Figure 1.10(a) shows its complexity. We illustrate the existence of
distinct solutions resulting from local minima of the objective function by re-
examining the example in Section 4.1.1 for three random starting points in the
construction of X˜. We let d = 3 and m = 10 and randomly draw the initial guess
for the SROM samples according to Equation (1.41) for each of the three trials.
All other problem parameters remain fixed at previously specified values. We
compare the final objective function values e obtained for each X˜ as well as the
accuracy of the three corresponding eigenvalue SROMs Λ˜.
In Table 1.6, we see that indeed the three optimization trials forming X˜
34
Mode 1
(a)
Mode 2
(b)
Mode 3
(c)
Mode 4
(d)
Figure 1.8: Mean estimates for the modes of the planar frame in Example
4.2 computed using SROMs with m = 10 (dashed line) and
Monte Carlo with 10,000 samples (solid line) for the case when
ρ = 0.9.
Errors for three distinct SROMs
Trial e ¯M ¯CDF
1 8.95e-5 1.48 2.03e-2
2 4.58e-5 2.30 1.59e-2
3 4.40e-4 3.08 2.34e-2
Table 1.6: Objective function values e for SROMs X˜ formed from three ran-
dom initial guesses and the moment and CDF errors of the cor-
responding eigenvalue estimates provided by the SROMs Λ˜ in
Example 4.1.1.
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Figure 1.10: (a) SROM objective function in Equation (1.15) versus two
components of a SROM sample. (b) Distribution of eigenval-
ues from Example 4.1.1 (d = 3, m = 10) for SROMs Λ˜ corre-
sponding to SROMs X˜ formed from three optimization trials
with different initial guesses.
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result in varying final objective function values. The average moment and CDF
errors of the corresponding eigenvalue SROMs Λ˜ are seen to vary as well. In
the three trials shown, the average eigenvalue moment error increases as the
objective function value increases but the same trend does not hold true with
the CDF error. The distributions of Λ˜i and Λi for the three trials are compared
in Figure 1.10(b), again showing the distinction between each solution formed
from different SROMs X˜.
While this example confirms that SROM construction and resulting SROM-
based solutions are sensitive to the initial guess provided, we observe that
SROM parameters corresponding to local minima of Equation (1.15) generally
provide a satisfactory representation of X. Indeed, the eigenvalue estimates
provided by each of the three trials have an average error in moments of 3%
or lower and the approximate distributions show excellent agreement with the
Monte Carlo solution. Furthermore, we argue that the computational benefits
of utilizing gradient-based optimization over global optimization techniques
outweigh the potential trade-off in accuracy resulting from a local minimum
solution. In practice, one can partially circumvent this issue by performing the
optimization for several starting points and then using the most accurate SROM
input to efficiently solve a particular forward problem. Depending on the ap-
plication, this approach will still result in a significant computational speedup
over traditional Monte Carlo simulation.
37
1.5 Conclusions
An improved approach has been proposed to construct stochastic reduced order
models X˜ for general random vectors X. The defining SROM parameters are
obtained through the solution of an optimization problem where the objective
function quantifies the discrepancy between marginal distributions, marginal
moments, and correlation matrices of X˜ and X with constraints on admissible
values of the probabilities (p(1), ..., p(m)). The existing approach to SROM con-
struction entails solving a series of reduced optimization problems for optimum
probability values corresponding to different sets of independently drawn sam-
ples of X, which are held fixed in each trial. By optimizing jointly over both
{x˜(1), ..., x˜(m)} and (p(1), ..., p(m)) in one procedure, the optimization algorithm
presented here displays significant improvement in computational efficiency
and accuracy, as demonstrated through numerical comparisons with the sim-
plified approach used previously.
SROMs formed using the proposed algorithm have been applied to provide
efficient solutions to random eigenvalue problems that arise in the modal anal-
ysis of structural systems with uncertain properties. SROMs were also shown
to provide accurate estimates of the dynamics of such uncertain systems in
time. Analytical bounds were established on the discrepancy between exact
and SROM-based solutions to random eigenvalue problems. Numerical exam-
ples show that SROM-based estimates for the statistics of natural frequencies
and modes of dynamic systems with random stiffness are accurate and stable
for small SROM sizes m . 20. On the other hand, Monte Carlo estimates with
the same number of samples are unstable and can be highly inaccurate.
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Abstract
This work focuses on the identification of heterogeneous linear elastic mod-
uli in the context of frequency-domain, coupled acoustic-structure interaction
(ASI), using either solid displacement or fluid pressure measurement data. The
approach postulates the inverse problem as an optimization problem where
the solution is obtained by minimizing a modified error in constitutive equa-
tion (MECE) functional. The latter measures the discrepancy in the constitu-
tive equations that connect kinematically admissible strains and dynamically
admissible stresses, while incorporating the measurement data as additional
quadratic error terms.
We demonstrate two strategies for selecting the MECE weighting coefficient
to produce regularized solutions to the ill-posed identification problem: 1) the
discrepancy principle of Morozov, and 2) an error-balance approach that selects
the weight parameter as the minimizer of another functional involving the ECE
and the data misfit. Numerical results demonstrate that the proposed method-
ology can successfully recover elastic parameters in 2D and 3D ASI systems
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from response measurements taken in either the solid or fluid subdomains. Fur-
thermore, both regularization strategies are shown to produce accurate recon-
structions when the measurement data is polluted with noise. The discrepancy
principle is shown to produce nearly optimal solutions, while the error-balance
approach, although not optimal, remains effective and does not need a priori
information on the noise level.
2.1 Introduction
The noninvasive characterization of material properties in a physical system
is of great importance in a variety of science and engineering fields. Along
these lines, considerable research efforts have been made to formulate and solve
inverse problems in which experimental measurements of the mechanical re-
sponse of a system are used to infer its defining material parameters. Such pa-
rameter estimation problems are prevalent in areas like damage detection in
structures, geotechnical exploration, biomechanical imaging, etc. [26, 24, 32, 4].
In this work, we narrow our focus on the problem of elasticity imaging in sys-
tems that involve coupled acoustic-structure interaction (ASI).
While an inverse problem of this nature could arise in many scenarios, from
oceanic oil discovery to the nondestructive evaluation of marine structures, we
are motivated mainly by applications in medical imaging. Here, the model-
ing of interaction between an acoustic fluid and biomechanical structure is nec-
essary for imaging areas like the heart wall, arteries, and bladder that have
direct contact with blood and other bodily fluid. Since elastic properties are
known to be an indicator for distinguishing diseased from healthy human tis-
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sue [17, 8, 27, 21], elasticity imaging has become an essential tool in detecting
the onset and monitoring of the progression of a number of diseases. Depend-
ing on the imaging modality used, either the response of the tissue itself [29, 25]
or the acoustic emission in the surrounding fluid [14, 15] under a prescribed ex-
citation can be used as data for the inverse identification of the tissue’s elastic
parameters.
Despite its importance in medical imaging and other applications, there exist
relatively few computational approaches for parameter estimation in systems
with ASI. In [10], an approach was developed to inversely estimate the vis-
coelastic properties of a submerged solid using pressure data from the steady-
state dynamic response of the system. Since solving the inverse problem re-
quires many costly evaluations of a forward ASI finite element solver, this work
was extended in [9] to use reduced-order modeling with proper orthogonal de-
composition for the forward problem to reduce computation time. The esti-
mation of material parameters in submerged, orthotropic elastic cylinders was
performed in [28], where it was shown that a surface velocity measurement
was sufficient to recover the orthotropic parameters, while an acoustic pressure
measurement contained only enough information to recover two of the three
unknown parameters. While the previously mentioned works operated under
the assumption of homogeneous materials with geometries that were known
a priori, the work in [1] sought pointwise reconstructions by representing the
spatial variation of the unknown elastic modulus using Gaussian radial basis
functions. Inclusions were properly identified within a submerged solid using
both fluid pressure measurements and surface velocity measurements on the
solid.
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A common theme in the above studies was the minimization of a norm (gen-
erally L2) of the error between computed and measured system responses using
non-gradient based optimization techniques to obtain parameter estimates. In
this work, as the main point of departure, we postulate the inverse problem
as the minimization of a modified error in constitutive equation (MECE) func-
tional, which is then solved with a gradient-based approach. The MECE func-
tional is a combination of the error in constitutive equation (ECE), introduced
in [22] as a measure of the discrepancy in the constitutive equations that con-
nect kinematically admissible strains and dynamically admissible stresses, and
quadratic error terms that incorporate the measurement data. MECE-based ap-
proaches for identification initially appeared in the context of model updating
from vibrational data [23, 5]. The underlying principle was to split the equations
into a reliable set (containing, for example, the equilibrium equations, initial
conditions, and boundary conditions), to be enforced strictly as constraints, and
an unreliable set (that included measured data and the unknown constitutive
properties), contributing terms in the MECE functional to be minimized. More
recent extensions of the MECE approach to time-domain formulations [2, 16]
were shown to be very robust in the presence of high levels of noise, while also
providing an inherent error estimate through the ECE. The MECE method was
extended to large scale identification problems in [3], where the authors also
showed that this approach displayed fast convergence and accuracy as com-
pared to conventional least-squares minimization approaches.
In this work, we extend the MECE approach for the inverse estimation of
elastic material parameters to the context of frequency-domain, coupled ASI
systems. The MECE functional is modified to include an additional error term
for fluid pressure data, allowing for a general formulation where measurements
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of either the displacement response in the solid or the acoustic emission in the
surrounding fluid can be used as data for the inverse problem. In doing so,
the governing equations of the solid system, the acoustic fluid system, and
the coupling conditions between them are enforced as constraints, while the
MECE functional is minimized to obtain an estimate for the unknown material
parameters. The weight parameter that multiplies the misfit data term in the
MECE functional in essence behaves as a regularization parameter. Two differ-
ent strategies for selecting this weight parameter are demonstrated and com-
pared in numerical examples: 1) the discrepancy principle of Morozov [20, 12],
and 2) an error-balance approach where the sum of the squares of the ECE and
data mismatch terms that enter the definition of the MECE functional is mini-
mized.
The article is organized as follows. The following section formulates both
the forward and inverse problems for a coupled ASI system and then details
the MECE approach for solving the inverse problem. Section 2.3 then comments
on some of the practical aspects of the MECE algorithm, including the two reg-
ularization methods that are demonstrated in this work. The performance of
the numerical method is then demonstrated in Section 2.4 through results for
the recovery of elastic parameters given noisy measurements taken in either the
solid or the fluid, on 2D and 3D examples. Concluding remarks are given in
Section 2.5.
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2.2 Formulation
2.2.1 Forward problem
In this section, we present the governing equations for the steady-state acoustic-
structure interaction problem. We consider a linear elastic body Ωs immersed in
a semi-infinite fluid domain Ωf with a separating fluid-structure interface de-
noted as Γfs. In this work, we assume both small strains and deformations in
the solid domain as well as negligible flow and small pressure amplitudes in
the fluid domain. Furthermore, body forces throughout each subdomain are
taken to be negligible. We consider a constant mass density within the solid do-
main and a constant mass density and bulk modulus in the fluid domain. The
remaining quantities can have spatial and/or frequency dependence, which is
suppressed in our notation for simplicity.
The linear elastic solid domain Ωs undergoing time-harmonic motion is gov-
erned by (a) the balance equations
∇·σ = −ρsω2u in Ωs, (2.1a)
σ ·ns = t on Γt, (2.1b)
σ ·ns = −pns + g on Γfs, (2.1c)
where σ is the stress tensor, ρs is the solid mass density, ω is the angular fre-
quency, u is the displacement field, ns is the unit normal vector pointing out-
ward from Ωs, t and Γt ⊂ ∂Ωs are the specified traction and its support, p is the
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acoustic pressure; (b) the kinematic compatibility equations
ε[u] = 1
2
(∇u+∇uT ) in Ωs, (2.2a)
u = 0 on Γu, (2.2b)
where ε is the linearized strain tensor and Γu = ∂Ωs \ Γt is the constrained part
of the boundary; (c) the constitutive (linear elastic) equation
σ = C :ε in Ωs, (2.3)
where C is the heterogeneous fourth-order elasticity tensor. The boundary con-
dition in Equation (2.1c) prescribes balance between forces arising from the solid
and fluid domains along the wet interface Γfs, with g denoting a specified trac-
tion that may be present over Γfs.
The governing equations for the acoustic fluid system can be written in the
frequency domain as
∇2p+ k2p = 0 in Ωf, (2.4a)
p = 0 on Γp, (2.4b)
∂nfp = −f (ik + β) p on ΨR, (2.4c)
∂nfp = ρfω
2u·nf on Γfs (2.4d)
where k = ω
√
ρf/K is the wave number with ρf and K denoting the fluid mass
density and bulk modulus, respectively. The vector nf is the unit normal point-
ing outward from Ωf. Here, we introduce the artificial boundary ΨR in order to
truncate the semi-infinite fluid domain for computational purposes. Equation
(2.4c) is the non-reflecting radiation condition applied to this boundary as a first
order approximation to the Sommerfield radiation condition, where f and β are
geometry-specific constants. While this simple treatment suffices in this work,
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we note that more sophisticated techniques like higher order absorbing condi-
tions or perfectly matched layers [7] could be substituted here. Equation (2.4d)
arises from the continuity in displacements of fluid and solid particles normal
to Γfs. This interface condition along with Equation (2.1c) provide the coupling
between the two sets of governing equations for the solid and fluid systems.
Since the constitutive tensor C is the main unknown of the inverse problem,
the constitutive equation (2.3) will (in remaining consistent with earlier works
based on MECE formulations) be included in the MECE functional to be min-
imized, while equations (2.1), (2.2) and (2.4) will be enforced exactly, in weak
form. For the latter purpose, let the spaces of trial and test solutions for dis-
placements and acoustic pressures, respectively, be defined as
U = {u| u ∈ [H1(Ωs)]d, u = 0 on Γu} (2.5a)
P = {p| p ∈ H1(Ωf), p = 0 on Γp} (2.5b)
where d is the spatial dimension. Furthermore, the space of dynamically-
admissible stresses in the solid is defined by
S(u) := {σ| σ ∈ Hdiv(Ωs), ∇·σ = −ρsω2u in Ωs, σ ·ns = t on Γt} (2.6)
With these definitions, the weak formulation for equations (2.1) and (2.2a) is
B(σ,u,w) = Fs(p,w) + F(w) ∀w ∈ U (2.7)
having set
B(σ,u,w) := (σ, ε [w])Ωs − ρsω2(u,w)Ωs , (2.8a)
Fs(p,w) := (pns,w)Γfs , (2.8b)
F(w) := (t,w)Γt + (g,w)Γfs (2.8c)
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and where (·, ·)Φ denotes the L2(Φ) inner product. Specifically, for two second-
order tensor fields x, y, one has
(x,y)Φ =
∫
Φ
x : y¯ dΦ =
∫
Φ
xij y¯ij dΦ (2.9)
where the over-bar y¯ denotes complex conjugation and the repeated indices
indicate summation over the components of x and y.
For the set of equations (2.4) governing the fluid system, the corresponding
weak formulation is given as
Af(p, v) = Ff(u, v) ∀v ∈ P (2.10)
where
Af(p, v) := (∇p,∇v)Ωf − k2 (p, v)Ωf + f(ik + β) (p, v)ΨR (2.11a)
Ff(u, v) := ρfω2(u·nf, v)Γfs (2.11b)
2.2.2 Inverse Problem
The inverse problem associated with the coupled ASI forward problem con-
sists of estimating the spatial distribution of elastic moduli in Ωs that define the
constitutive tensor C, given measured acoustic pressures pm(xˆf), xˆf ∈ Ωmf ⊆ Ωf
and/or measured solid displacements um(xˆs), xˆs ∈ Ωms ⊆ Ωs, obtained at one
or more frequencies. Additionally, we assume that the properties of the fluid
are known.
Modified error in constitutive equation approach
In this work, the inverse problem is cast as an optimization problem in which
the unknown constitutive tensor is estimated by minimizing a MECE func-
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tional. The MECE functional combines two types of error terms: 1) an error
in constitutive equation (ECE) functional [22] that measures the discrepancy
in the constitutive equations that connect kinematically admissible strains and
dynamically admissible stresses, and 2) quadratic error terms quantifying the
mismatch between measurement data and computed fields for given material
parameter values. The MECE functional in the present ASI context is expressed
as
Λ(u,σ, p;C) = U(u,σ;C) +
κs
2
‖u− um‖2L2(Ωms ) +
κf
2
‖p− pm‖2L2(Ωmf ) (2.12)
where
U(u,σ;C) :=
1
2
∫
Ωs
(σ − C :ε[u]) :C−1 : (σ − C :ε[u]) dΩs (2.13)
is the ECE functional for linear elastic materials and κs and κf are weighting
parameters for the solid displacement and acoustic pressure data, respectively,
that control the relative importance of these terms in the inverse problem. The
ECE term (2.13) quantifies the discrepancy between kinematically admissible
displacements and dynamically admissible stresses for a given C that bears the
important properties
U(u,σ;C) ≥ 0 ∀C (2.14)
U(u,σ;C) = 0 ⇐⇒ σ = C :ε[u] (2.15)
Now, the solution of an inverse problem cast using a MECE framework for
an ASI system is given by
(u?,σ?, p?,C?) = arg min
u∈U ,σ∈S(u), p∈P,C∈C
Λ(u,σ, p;C), (2.16)
where C is the search space for the unknown constitutive tensor comprised of
all fourth-order tensor fields that are symmetric, positive definite, and bounded,
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while the remaining spaces U ,S,P are defined by (2.5a), (2.5b) and (2.6). On
noting that (2.16) defines a PDE-constrained optimization problem, we define a
Lagrangian functional L : U × S × P × U × P × C → R as
L(u,σ, p,w, v;C) := Λ(u,σ, p;C)−Re [B(σ,u,w)−Fs(p,w)−F(w)]−Re [Af(p, v)−Ff(u, v)]
(2.17)
where B,Af, Fs, Ff andF were defined in Section 2.2.1 and Re[·] denotes the real
part of a complex number. Note that the test functions w ∈ U and v ∈ P used
in the variational forms of the elastic and acoustic systems, respectively, act as
Lagrange multipliers in (3.26) [18]. The remainder of this section is devoted to
the derivation (and solution strategy) of the first-order optimality conditions for
the minimization problem (2.16).
Derivation of the first-order optimality conditions
We now derive the first-order optimality conditions for the MECE inverse prob-
lem (2.16) by taking directional derivatives of the Lagrangian (3.26) with respect
to u,σ, p,w, v,C and setting each to zero. The unknown fields u,σ, p,C that
satisfy these conditions will be those that minimize the MECE functional (2.12)
while also satisfying the forward ASI problem. We denote, for example, the
directional derivative of the Lagrangian functional L with respect to the stress
field σ as L′σ, which is given as
〈L′σ, σˆ〉 =
d
dθ
[L(u,σ + θσˆ, p,w, v;C)]
∣∣∣∣
θ=0
(2.18)
for all variations σˆ ∈ Hdiv(Ωs). By carrying out the calculation in (2.18) and
setting the result equal to zero, we obtain the following expression for the stress
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field
〈L′σ, σˆ〉 = Re
(
(σˆ,C−1 :σ)Ωs − (σˆ, ε[u])Ωs − (σˆ, ε[w])Ωs
)
= Re
(
(σˆ,C−1 :σ − ε[u]− ε[w])Ωs
)
∀σˆ ∈ S (2.19)
σ = C :ε[u+w] (2.20)
Proceeding in the same fashion, the partial derivatives of the Lagrangian
functional with respect to the remaining mechanical fields, the Lagrange multi-
pliers, and the constitutive tensor are given by
〈L′w, wˆ〉 = Re
(
(σ, ε[wˆ])Ωs − ω2(ρsu, wˆ)Ωs − (t, wˆ)Γt − (g, wˆ)Γfs − (pns, wˆ)Γfs
)
(wˆ ∈ U)
〈L′v, vˆ〉 = Re
(
− (∇p,∇vˆ)Ωf + k2(p, vˆ)Ωf − f(ik + β)(p, vˆ)ΨR + ρfω2(u·nf, vˆ)Γfs
)
(vˆ ∈ P)
〈L′u, uˆ〉 = Re
(
(C :ε[u]− σ, ε[uˆ])Ωs + κs(u− um, uˆ)Ωm+
+ ρsω
2(w, uˆ)Ωs + ρfω
2(uˆ·nf, v)Γfs
)
(uˆ ∈ U)
〈L′p, pˆ〉 = Re
(
− (∇pˆ,∇v)Ωf + k2(pˆ, v)Ωf − f(ik + β)(pˆ, v)ΨR+
− (pˆns,w)Γfs + κf(p− pm, pˆ)Ωmf
)
(pˆ ∈ P)
〈L′C, Cˆ〉 =
(
Cˆ , ε[u]⊗ ε[u¯]− (C−1 :σ)⊗ (C−1 : σ¯) )
Ωs
(Cˆ ∈ C)
By setting these partial derivatives equal to zero and substituting the defini-
tion for σ in Equation (2.20), we obtain the following set of coupled variational
equations
As(u, wˆ) + (C : ε[w], ε[wˆ])Ωs −Fs(p, wˆ)−F(wˆ) = 0 ∀wˆ ∈ U (2.21a)
Af(p, vˆ)−Ff(u, vˆ) = 0 ∀vˆ ∈ P (2.21b)
As(w, uˆ)− ρfω2(v, uˆ·nf)Γfs + κs(u− um, uˆ)Ωms = 0 ∀uˆ ∈ U (2.21c)
(w, pˆns)Γfs +Af(v, pˆ) + κf(pm − p, pˆ)Ωmf = 0 ∀pˆ ∈ P (2.21d)(
Cˆ , ε[u]⊗ ε[u¯]− ε[u+w]⊗ ε[u¯+w¯] )
Ωs
= 0 ∀Cˆ ∈ C (2.21e)
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where expressions have been simplified by introducing the bilinear forms Af,
given by (2.11a), and As, defined by
As(u,w) := Bs(C :ε [u] ,u,w) = (C :ε [u] , ε [w])Ωs − ρsω2(u,w)Ωs . (2.22)
The set of variational equations (2.21), along with (2.20), represent the first-order
optimality conditions for the MECE minimization problem (2.16).
Solution of the first-order optimality conditions
The system of equations (2.21) can be subdivided into (a) a set of four linear
equations (2.21a)-(2.21d), and (b) the non-linear equation (2.21e). Like in earlier
applications of MECE to parameter identification, e.g. [5, 3], this subdivision
makes it natural to adopt an iterative alternating strategy of block Gauss-Seidel
type whereby each solution iteration for (2.21) consists in (i) solving the set of
linear equations (2.21a)-(2.21d) for the mechanical fields and Lagrange multi-
pliers, with C kept fixed, and (ii) updating C via equation (2.21e). Here, this
method will be seen to entail solving a 4 × 4 complex symmetric block linear
system followed (when considering isotropic materials) by simple and explicit
update formulas for the elastic moduli, similar to those used in [3].
Step (i): field and multiplier update The finite element method [6] is used
to discretize and transform the coupled weak formulation (2.21a)-(2.21d) into
a linear system of equations. Using standard Voigt notation, the displacement
fields, pressure field, and corresponding test functions are replaced with the
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following discrete approximations
uh = [Ns] {u} , uˆh = [Ns] {uˆ} , ε[uh] = [Bs] {u} ,
wh = [Ns] {w} , wˆh = [Ns] {wˆ} , ε[wh] = [Bs] {w} ,
ph = [Nf] {p} , pˆh = [Nf] {pˆ} , ∇ph = [Bf] {p} ,
vh = [Nf] {v} , vˆh = [Nf] {vˆ} , ∇vh = [Bf] {v} ,
where [Ns(f)] and [Bs(f)] represent matrices of finite element shape functions
and their derivatives with respect to spatial coordinates, respectively, for the
solid (fluid) system. The terms, {·}, represent vectors of nodal quantities in
the finite element mesh. Inserting these approximations into the variational
problem (2.21a)-(2.21d) and simplifying, we arrive at the following 4 × 4 block
system of equations:
[Hs] − [S]T [Ks] [0]
−ρfω2 [S] [Hf] [0] [0]
−κs [Qs] [0] [Hs] −ρfω2 [S]T
[0] −κf [Qf] − [S] [Hf]]


{u}
{p}
{w}
{v}

=

{Ps}
{0}
−κs{Rs}
−κf{Rf}

(2.23)
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where the sub-matrices and vectors in the system are defined as
[Hs] = [Ks]− ω2 [Ms] , [Hf] = [Kf] + iω [Cf]− ω2 [Mf]
[Ks] =
∑
elements
∫
Ωes
[Bs]
T [C] [Bs] dΩ, [Kf] =
∑
elements
∫
Ωef
[Bf]
T [Bf] dΩ
[Ms] =
∑
elements
∫
Ωes
ρs [Ns]
T [Ns] dΩ, [Mf] =
∑
elements
∫
Ωef
ρf
K
[Nf]
T [Nf] dΩ
[Qs] =
∑
elements
∫
Ωes
[Ns]
T [Ns] dΩ, [Qf] =
∑
elements
∫
Ωef
[Nf]
T [Nf] dΩ
[S] =
∑
elements
∫
Γefs
[Nf]
T nTf [Ns] dS, [Cf] = (iω)
−1 ∑
elements
∫
∂ΨeR
f (ik + β) [Nf]
T [Nf]dS
{Rs} =
∑
elements
∫
Ωes
[Ns]
T umdΩs, {Rf} =
∑
elements
∫
Ωef
[Nf]
T pmdΩs
{Ps} =
∑
elements
∫
Γet
[Ns]
T t dS +
∑
elements
∫
Γefs
[Ns]
T g dS
where [C] is the linear elastic constitutive matrix in Voigt notation. Here, the
expressions for [Qs], [Qf], {Rs}, and {Rs} assume that the full fields are avail-
able for the measurement data um and pm. In the case where only sparse data is
available, the matrices [Qs] and [Qf] are replaced with diagonal Boolean matrices
whose non-zero entries correspond to degrees of freedom that have been mea-
sured. Likewise, the vectors {Rs} and {Rs} are modified to contain the measure-
ment values at those degrees of freedom and zeros elsewhere. It is noted that
the equations in (2.23) can easily be rearranged to yield a complex symmetric
matrix, but the system remains indefinite. In this study, we employ the parallel,
direct linear solver PARDISO [30, 31] which provides efficient solutions to such
systems.
Step (ii): constitutive update This step consists in solving equation (2.21e) for
C, with u,w, p, v set to the solution of step (i). As shown in [3], this reduces to
explicit update formulas when considering isotropic linear elastic materials, for
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which the elasticity tensor can be expressed in terms of the bulk modulusB and
the shear modulus G as
C =
(
B − 2
3
)
(I ⊗ I) + 2GI (2.24)
(with I and I denoting the second and fourth order identity tensor, respec-
tively).
The update formulae for B and G are obtained by first decoupling the stress
and strain tensors into deviatoric and volumetric components
σ = σd + pˆI, ε[u] = εd[u] +
1
3
eˆuI
where σd and εd are the deviatoric stress and strain tensors, respectively, pˆ =
1
3
tr(σ) is the mean stress and eˆu = tr(ε[u]) is the volumetric strain. Then, we
can enforce the optimality condition (2.21e) directly in terms of the bulk and
shear modulus: 〈L′B, Bˆ〉 = 0 and 〈L′G, Gˆ〉 = 0, obtaining at iteration n+ 1
Bn+1 =
(pˆ, pˆ)1/2
(eˆu, eˆu)1/2
= Bn
(eˆu + eˆw, eˆu + eˆw)
1/2
(eˆu, eˆu)1/2
(2.25a)
Gn+1 =
(σd,σd)
1/2
(εd[u], εd[u])1/2
= Gn
(εd[u+w], εd[u+w])
1/2
(εd[u], εd[u])1/2
(2.25b)
where the second equality results from the dependence of σ on both u andw as
in Equation (2.20). We note that these pointwise material update formulas can
be easily extended to update portions of the domain by using inner products in
(2.25) defined over the desired regions. This is useful, for example, in inverse
problems involving homogeneous materials with known geometries where one
seeks only the elastic parameters defining each region rather than the spatial
variation of these parameters.
In summary, the MECE inverse problem for ASI in Eq. (2.16) is solved by
first forming the Lagrangian functional in (3.26). Then, by taking directional
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derivatives of the Lagrangian with respect to the unknown mechanical fields,
the Lagrange multipliers, and the constitutive tensor, we arrive at the coupled
set of equations in (2.20) and (2.21), representing the first-order optimality con-
ditions. A block Gauss-Seidel solution strategy is adopted to solve this set of
equations by alternating between the solution of Equations (2.21a) - (2.21d) with
the current value of C and then Equation (2.21e) with the updated values of u,
p, w, v, and σ. We reiterate that in practice, one iteration of this Gauss-Seidel
algorithm amounts to solving the block system in (2.23), evaluating the stress
field using (2.20), and then updating the elastic moduli using (2.25).
Remark 1 The MECE minimization strategy is easily adaptable to situations where
measurement data is acquired at multiple frequencies by defining the MECE functional
as
Λ¯(u1, . . . ,uN ,σ1, . . . ,σN , p1, . . . , pN ,C) =
N∑
i=1
Λi(ui,σi, pi;C) (2.26)
where data is obtained at the frequencies {ωi}Ni=1 and Λi depends on ωi through the
data at that frequency. A MECE iteration hence consists of solving equations (2.21a)–
(2.21d) for each frequency (with Λ = Λi, yielding fields ui,wi, pi, vi), followed by
a constitutive update where (for the isotropic case) the right-hand sides in (2.25) are
summed over the relevant frequencies.
Remark 2 The block Gauss-Seidel strategy described above can be instead interpreted
as an alternating minimization method [3], since steps (i) and (ii) are the stationarity
equations for the partial minimization of the MECE functional with moduli C fixed (to
the previous iterate) and with fields u,w, p, v fixed (to their latest value), respectively.
Remark 3 Methods based on Newton or quasi-newton approaches [13] may also be
used to solve the MECE optimization problem (2.16). These approaches have received
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little or no attention in the current literature related to ECE-type methods and present
an interesting future direction to investigate.
2.3 Weighting parameter selection and regularization in MECE
In this section, we discuss the role and adjustment of the weighting parame-
ters, κs and κf, in the MECE functional (2.12). These parameters, which define
the balance between minimizing the ECE (2.13) and matching the experimen-
tal data, are of great importance in the quality of the reconstruction of C. In
that respect, the MECE functional (2.12) is analogous to a regularized cost func-
tional [11, 20], with regularization provided by the ECE term. In this analogy,
κs and κf act as reciprocals of regularization parameters in the usual sense.
We now introduce some additional notation to facilitate the discussion to
follow. First, to ensure consistent units (i.e. energy) and proper scaling among
the components of the MECE functional (2.12), the coefficients κs and κf are
recast in the following form, as proposed in [3]:
κs = αsAs, κf = αfAf, with As :=
U(C0)
‖um‖2L2(Ωms )
, Af :=
U(C0)
‖pm‖2L2(Ωmf )
(2.27)
where U(C0) is the strain energy in the solid system of the solution of the
forward problem (2.1)–(2.4) with the initial guess C = C0 and αs, αf are non-
dimensional weighting parameters. Moreover, let uα,σα, pα and Cα denote the
fields and elastic moduli obtained upon convergence of the minimization prob-
lem (2.16) for given α := (αs, αf). The converged values of the ECE, displace-
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ment misfit and pressure misfit components of the MECE functional (2.12) are
U(α) := U(uα,σα,Cα), Ds(α) := 12As‖uα−um‖2L2(Ωms ), Df(α) := 12Af‖pα−pm‖2L2(Ωmf ),
(2.28)
(withAs, Af as defined in (2.27)) so that the converged MECE value Λ(α) is given
by
Λ(α) = U(α) + αsDs(α) + αfDf(α) (2.29)
Adjusting the MECE weighting coefficients is now a matter of finding an
effective strategy for setting αs, αf. As αs, αf are increased, Ds(α) and Df(α)
decrease: greater emphasis is put on reducing the L2 data discrepancies and
the measured data is approximated more closely (but so is the measurement
noise). Alternatively, decreasing αs, αf yields reconstructions that better reduce
the ECE, i.e. emphasize the satisfaction of the constitutive relation (2.3), while
eventually losing important information contained in the measured data. Since
αs and αf ultimately decide the tradeoff between over-smoothing a solution and
over-fitting noisy input data, selecting appropriate values is akin to regular-
ization with the MECE algorithm. We present two strategies for the selection of
αs, αf. The first is based on the discrepancy principle of Morozov [20, 12], a well-
established approach which assumes the level of noise in the data to be known
a priori. In the second approach, applicable to cases with unknown noise, αs, αf
are selected by minimizing an error-balance function that we propose on the
basis of heuristic considerations.
Adjustment method 1: Morozov discrepancy principle. This approach,
which assumes that the level of noise δ in the measurement data is known, ex-
ploits the discrepancy principle of Morozov [20, 12]. Here, the parameter α is
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chosen to be the smallest positive number such that the final discrepancy be-
tween the computed and measured system response is at the level of the noise.
This amounts (considering displacement data for definiteness) to choosing α
such that
‖uα − um‖L2(Ωms )
‖um‖L2(Ωms )
= cδ, (2.30)
where c is a constant (taken as c = 1 in this work). This strategy is implemented
by solving the inverse problem for increasing values of α (starting from a very
low value) until condition (2.30) is met within a chosen tolerance.
Adjustment method 2: error balance. For the situation when the noise level
δ on the data is unknown, we now propose an approach for weighting param-
eter selection that is based on an error-balance between the terms in the con-
verged MECE functional (2.29). The underlying, heuristic, idea is to adjust α so
as to strike a balance between the minimization of the different components of
the MECE functional, hoping to achieve a satisfactory tradeoff between over-
smoothing the solution (over-emphasis on ECE minimization) and over-fitting
the data (over-emphasis on data discrepancy minimization). In practice, we pro-
pose to choose α so as to minimize the following error-balance function J (α):
J (α) := U2(α) +D2s (α) +D2f (α) (2.31)
In this work, we adopt a simple approach to approximate that value of α. The
optimization problem (2.16) is solved for multiple values of α in a predeter-
mined range, yielding corresponding values for U(α), Ds(α), Df(α). The opti-
mal value of J (α) is then obtained by solving a one-dimensional minimization
problem. Although this approach seems very computationally expensive, in
practice solutions for different values of α are independent and can be obtained
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simultaneously through parallel solutions of optimization problems (2.16). An
adaptive approach for determining more efficiently an optimal value of α is
highly desirable and will be pursued in future work.
2.4 Numerical results
In this section, we apply the MECE algorithm to estimate unknown material
properties in ASI systems for three different examples. We consider nearly-
incompressible materials assuming a known bulk modulus equal to that of the
surrounding fluid medium and seek to recover an unknown shear modulus
field throughout the solid domain. The mean-dilatation approach [19] is used to
handle near-incompressibility. We examine the case where the full displacement
field is measured as well as the case where displacement data is only available in
one direction. We also test the performance of the algorithm in recovering elastic
parameters given pressure measurements in the fluid domain. In all examples,
we add random noise to the inverse problem data to simulate the measurement
errors that are inherent in practice. Denoting the synthetic (computed and inter-
polated) displacement at a node i as uˆi, the corresponding noisy measurement
umi is given as
umi = uˆi(1 + δri), (2.32)
where ri is a normal random variable with zero mean and unit variance and
the parameter δ is a prescribed relative noise level. In our examples, we use
δ = 0.01, 0.03, and 0.05.
In Example 1, we consider a two-dimensional problem where the shear mod-
ulus field is estimated using incomplete and noisy displacement data in the
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solid domain. Example 2 is another two-dimensional problem in which the
shear modulus of three different materials with geometries that are known a
priori are recovered using sparse pressure measurements from sensors within
the fluid domain. In Example 3, we image a shear modulus field in a three-
dimensional acoustic-structure system using a full displacement field.
Remark 4 The frequencies in the examples presented herein were chosen so as to main-
tain a low shear wavenumber in the solid. This choice was made without loss of gen-
erality and in the interest of avoiding excessively fine meshes. Notice that because of
the large differences in the bulk and shear moduli, the wavelengths in the fluid are very
large as compared to the solid domain. This fact is not a problem when pressure is used
to identify shear moduli as long as the pressure field remains sensitive to changes in the
material.
2.4.1 Example 1: 2D imaging with displacement data
We consider a two-dimensional acoustic-structure system in which a square
solid domain under plane strain conditions is submerged in an infinite fluid
medium. We seek to use the noisy and incomplete (i.e. one-directional) dis-
placement response of the solid under an applied traction to recover the un-
known shear modulus field. We study the quality of the reconstruction for vary-
ing levels of data noise and illustrate the performance of both the discrepancy
principle and the error-balance technique for choosing the weight αs.
A sketch of the problem domain for this example can be seen in Figure 2.1(a).
The fluid medium has been truncated using a circle of radius R = 0.1 m on
which the non-reflecting radiation condition (2.4c) has been specified. The solid
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Figure 2.1: Diagrams of the problem domains in (a) Example 1 and (b) Ex-
ample 2.
domain is a square with sides of length L = 0.1 m containing a centered, circular
inclusion with radius r = 0.02 m. A uniform traction g = −gey, with g =
103 N/m, is applied in the y-direction along the top surface of the solid. The
coupling conditions (2.1c) and (2.4d) are present along the solid-fluid interface.
The mass density and bulk modulus are assumed to be constant and the same
for both the fluid and solid domains: ρf = ρs = 1000 kg/m3 and K = B =
2.2 × 109 Pa. We consider an inclusion shear modulus (Gi) that is four times
stiffer than that of the background material (Gb): Gi = 4Gb = 6.0× 104 Pa.
The displacement data used for the inverse problem is generated artificially
by solving the coupled ASI problem (Equations (2.1) to (2.4)) with the true shear
moduli on an unstructured finite element mesh with 70, 000 nodes. For the so-
lution of the inverse problem with MECE, however, a coarser mesh with 12, 000
nodes is used, where the solid domain is a uniform 58×58 grid (i.e. the geometry
of the inclusion is not explicity meshed). Both meshes are made of four-node,
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bilinear elements. The displacement within the solid domain is interpolated
from the finer mesh to the coarser mesh, which avoids committing the “inverse
crime” and deliberately introduces a modeling error. Only those displacements
in the y-direction are then kept as data to recover the shear modulus. The data is
collected for two frequencies (f = 40.0, 50.0 Hz), and thus the whole input data
for the problem consists of 6, 738 displacement measurements.
Shear reconstructions using the discrepancy principle
The inverse problem (2.16) is first solved using the discrepancy principle of
Morozov, i.e. selecting αs such that equation (2.30) is approximately satisfied
for c = 1 when the MECE algorithm has converged (note that for this ex-
ample αf = 0). We note that in this study, the algorithm is deemed to have
converged when the relative change in the functional (2.12) between two suc-
cessive iterations is below 1%. For the following results, an initial guess of
G0 = Gb = 1.5 × 104 Pa is used for the shear modulus throughout the entire
solid domain. The effect of measurement error on the recovered shear modulus
is studied by considering solutions to the inverse problem in the presence of
three different levels of noise (1%, 3%, and 5%).
Noise αs Relative discrepancy Iterations
1% 8000 1.00e-2 5
3% 40 3.04e-2 21
5% 1.5 5.06e-2 21
Table 2.1: The value of MECE weight αs selected for each noise level using
the discrepancy principle (2.30) along with the final value of the
relative discrepancy (l.h.s. of (2.30)) and the number of iterations
it took for the MECE algorithm to converge
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The selected value of αs for each noise level considered is given in Table 2.1,
together with the final value of the relative discrepancy between the measured
and computed displacements (left hand side of (2.30)) when the algorithm con-
verged and the number of MECE iterations until convergence. As expected,
the selected value of αs increases as the noise level δ decreases. This is due to
the fact that higher weight (larger αs) is needed on the discrepancy term of the
MECE functional (2.12) for the minimization to reach lower thresholds in the
discrepancy equation (2.30). Note also that the higher value of αs for the case of
1% caused faster convergence (5 iterations versus 21 for 3% and 5% noise), an
observation that is consistent with earlier work [3].
The shear modulus field estimates for each noise level, with αs obtained us-
ing the discrepancy principle, are displayed in Figure 2.2. Figure 2.2(a) shows
the solutions for each noise level plotted across line AB of Figure 2.1(a) com-
pared with the reference solution. Figures 2.2(b,c,d) show the two-dimensional
recovered shear modulus field for 1%, 3%, and 5% noise levels, respectively. It
can be seen that the level of accuracy for the case of 3% and 5% noise is compa-
rable, while the solution for 1% noise is more accurate, as expected. Indeed,
Figure 2.2(a) shows that the true magnitude of the inclusion shear modulus
is slightly overestimated for the higher noise levels. Additionally, the two-
dimensional plots show that the boundary of the inclusion is more distinctly
identified for 1% noise than for the higher noise levels. Generally speaking,
however, the solutions for each case provide satisfactory estimates of the back-
ground and inclusion shear modulus and accurately resolve the boundary be-
tween the materials.
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Figure 2.2: Shear reconstruction, MECE weight αs selected using the dis-
crepancy principle. (a) The solution for each noise level, plot-
ted along line segment AB of Fig. 2.1(a). (b) Recovered shear
field for 1% noise. (c) 3% noise. (d) 5% noise. Units: Pa, m
Shear reconstructions using error balance
We now demonstrate the use of the error balance approach for selecting αs. For
comparison purposes, the problem setup described in Section 2.4.1 remains un-
changed. To carry out the approach, the inverse problem (2.16) is solved for
weighting coefficients sampling the range 0.1 ≤ αs ≤ 100, and postprocessing
is done to find the value of αs that minimizes the error balance function J (αs)
defined by (2.31). The resulting plot of J versus αs, displayed in Figure 2.3 for
the different noise levels, shows that the method selects αs to be 5, 10, and 10 for
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Figure 2.3: The error-balance function J (Eq. (2.31)) versus αs, with mini-
mum values denoted with an ”×”.
1%, 3%, and 5% noise, respectively.
The corresponding shear field reconstructions for each noise level using the
error balance approach are shown in Figure 2.4. As in the previous section, the
solutions are compared with the reference along line AB in Figure 2.4(a), while
Figures 2.4(b,c,d) show the two-dimensional estimated shear modulus fields for
1%, 3%, and 5% noise levels, respectively. Again, the relative accuracy of the
recovered fields are satisfactory for each noise level in terms of the estimated
magnitudes for each material as well as the resolution of the boundary between
them. The line plots in Figure 2.4(a) show that the higher noise levels tend to
overestimate the inclusion shear modulus more so than the case of 1% noise.
However, it can be seen in this plot, as well as in Figures 2.4(b,c,d), that the
inclusion geometry is more accurately identified for 3% and 5% noise than for
1% noise. The latter observation seems to be a reflection of the error-balance
approach producing a weight parameter value that is too small for the lowest
noise level case, further emphasizing the non-optimal nature of the approach.
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Figure 2.4: Shear reconstruction, MECE weight αs selected using error bal-
ance. (a) The solution for each noise level, plotted along line
segment AB of Fig. 2.1(a). (b) Recovered shear field for 1%
noise. (c) 3% noise. (d) 5% noise. Units: Pa, m
Comparison of discrepancy principle and error balance solutions
The relative performance of using the discrepancy principle versus the error
balance approach for selecting the weighting coefficient is now discussed. To
facilitate a comparison of the accuracy between the two methods, the solution
error is computed for a wide range of αs values for each noise level. The error
metric used is a relative `2 norm over the elements in the solid domain, given as
EˆG(αs) =
∑NE
i=1
∣∣∣G(i)true −G(i)est(αs)∣∣∣2∑NE
i=1
∣∣∣G(i)true∣∣∣2 (2.33)
69
10−2 100 102 104 106
10−0.7
10−0.5
10−0.3
α
Eˆ
G
 
 
1% Noise
3% Noise
5% Noise
Figure 2.5: The shear reconstruction error (2.33) versus αs for different
noise levels in Example 1. The circle and triangle markers de-
note the values of αs selected using the discrepancy principle
and the error balance technique, respectively
where NE is the number of elements in the solid domain and G(i)true is simply
1.5× 104 Pa or 6.0× 104 Pa depending on whether the centroid of element i falls
within the background or inclusion material, respectively.
Figure 2.5 shows EˆG(αs) plotted against αs for each noise level. In addition,
the values for αs selected using the discrepancy principle are indicated by circle
markers, while those selected using the error balance approach are marked by
triangles. For each noise level, it can be seen that the discrepancy principle
produces a value of αs that is closer to the optimal value α?s (such that EˆG(α?s )
is the lowest possible solution error for a given data set) than the error balance
approach . Indeed, using the discrepancy principle leads to values of αs that
are very close to optimal for 3% and 5% noise, and although it is farther off for
1% noise, the resulting error EˆG is still close to its optimal value EˆG(α?s ). On
the other hand, the error balance method yields choices of αs that are also near
optimal for 3% and 5% noise but significantly far from the optimal value for 1%
noise. Furthermore, the error balance selection of αs appears to be relatively
insensitive to the noise level, which is a drawback of the approach.
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The results from this example suggest that using the discrepancy principle to
select the MECE weighting coefficient outperforms the error balance approach.
The solutions for all noise levels using each method appear to be satisfactory in
Figures 2.2 and 2.4, but the rigorous error comparison in Figure 2.5 shows that,
in terms of accuracy, the discrepancy principle outperforms the error-balance
approach. Perhaps more significant than the difference in accuracy is the trend-
ing behavior of each method for varying noise levels. The discrepancy principle
yields values of αs that increase consistently with decreasing noise, following
the same expected trend as the optimal value α?s . The error balance approach
shows little variance for different noise levels and follows the opposite trend,
selecting a slightly smaller weighting coefficient for 1% noise. Of course, em-
ploying the discrepancy principle in practice requires a priori knowledge of the
noise level, while the error balance approach does not. Hence, we reiterate that
the main appeal of the latter method is its generality and argue that in the ab-
sence of information about noise level, it represents a viable approach for select-
ing the weighting parameter.
2.4.2 Example 2: 2D modulus estimation with pressure data
We again consider a two-dimensional acoustic-structure system that consists of
a square solid domain under the plane strain assumption submerged in an in-
finite fluid medium, see Figure 2.4.1. In this case, however, we use sparse and
noisy measurements of the acoustic pressure in the fluid to estimate the elastic
properties of the solid. The latter is made of two inclusions of different size and
material embedded in the background matrix and thus involves three homoge-
neous materials whose spatial distribution is assumed to be known. Taking the
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center of the square as the origin, material two is centered at (-0.025 m,-0.025 m)
with radius r2 = 0.015 m and material three is centered at (0.02 m,0.02 m) with
radius r3 = 0.02 m (Fig. 2.4.1).
The boundary conditions and dimensions of the solid and fluid domains, as
well as the material properties of the fluid and the bulk modulus of the solid,
are as in Example 1, while the shear modulus values are: G1 = 1.5 × 104 Pa,
G2 = 3.0 × 104 Pa, and G3 = 6.0 × 104 Pa. The acoustic pressure is measured at
thirty-two sensors spaced evenly on a ring in the fluid domain. The system is
excited at a frequency of 40.0 Hz.
The inverse problem reduces to estimating the values G1, G2, G3 of the shear
moduli in the background and inclusions. The relevant MECE weight αf is se-
lected using both the discrepancy principle and the error balance approach. The
pressure data for the inverse problem is generated by solving the forward prob-
lem with true moduli values, storing the pressure values at sensor locations, and
adding artificial noise according to (2.32) with um replaced by pm. The forward
problem is solved on a finite element mesh with 54, 000 nodes while a coarser
mesh with 17, 000 nodes is used for the inverse problem. In this case, the in-
clusions are meshed in the grid used for the inversion since a known spatial
distribution of moduli is assumed.
The unknown moduli ~G = [G1 G2 G3]T are estimated using a uniform initial
guess G0 = 1.5× 104 Pa with pressure data polluted with 1%, 3%, and 5% noise.
The relative solution accuracy is defined as
E¯G(αf) =
‖~Gtrue − ~Gest(αf)‖
‖~Gtrue‖
, (2.34)
The value of E¯G(αf) is plotted versus αf for each noise level in Figure 2.6, with
the values of αf selected using the discrepancy principle (1.5, 0.2, and 0.1 for
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Figure 2.6: The relative error (2.34) in the estimated shear moduli versus αf
for different noise levels in Example 2. The circle and triangle
markers denote the values of αf selected using the discrepancy
principle and the error balance technique, respectively.
1%, 3%, and 5% noise, respectively) and the error balance approach (2.5 for each
noise level), respectively, indicated by circles and triangles.
Selecting αf using the discrepancy principle produces significantly more ac-
curate solutions for 3% and 5% noise levels while the error balance solution
is slightly more accurate for 1% noise. As in Example 1, αf increases as the
noise level δ decreases when selected using the discrepancy principle, but is in-
sensitive to δ when selected using error balance. Reconstruction errors E¯G(αf)
increase with δ for both weight adjustment methods, as expected. The overall
identification accuracy is nevertheless satisfactory for all considered cases, with
all relative errors on individual moduli found to be below 10% and most of them
well below 5%.
We mention in passing that we also studied the effect of different initial
guesses of shear moduli on the accuracy of the resulting reconstructions for the
current example. We found that the behavior of the proposed algorithm was
insensitive to the initial guess (at least for the current example). Furthermore,
the results reported above for the error balance and discrepancy principle ap-
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proaches remained the same.
We note that the pointwise reconstruction of the shear modulus field without
assuming known geometry a priori may not be feasible with the current problem
setup. This is because having pressure data is akin to having only surface dis-
placement measurements, and therefore less information is available about the
unknown shear moduli than when interior solid data is available. A pointwise
reconstruction of the shear field might be feasible using pressure data collected
for a range of frequencies and different loading configurations; e.g. when using
approaches similar to those found in seismic imaging. However, this is beyond
the scope of this work.
2.4.3 Example 3: 3D imaging with displacement data
The MECE algorithm is now applied to a larger scale, three-dimensional, in-
verse problem. Data consisting of the full displacement field in all directions is
used to recover an unknown shear modulus in a solid cube with sides of length
L = 0.1 m and a centered spherical inclusion of radius r = 0.02 m. The infi-
nite fluid domain is truncated by a sphere with radius R = 0.1 m where the
non-reflecting boundary condition (2.4c) is applied. The solid is excited with a
uniform traction g = −gey, with g = 104 N/m2 on the top surface at a frequency
f = 50.0 Hz. The material properties in the fluid and solid are as in Example 1.
The displacement data used for the inverse problem is generated artificially
by solving the coupled ASI problem (2.1)–(2.4) with the true shear moduli on a
mesh with 43, 000. A coarser mesh with 27, 000 nodes (13, 000 nodes in the solid)
is then used for the inverse problem. Quadratic (10-node) tetahedral elements
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Figure 2.7: A clip plane contour plot of the recovered shear modulus in
Example 3 for 3% noisy data. Units: Pa
were used in both meshes. The inverse problem was solved for noise levels of
1%, 3%, and 5% with an initial guess equal to the background shear modulus.
In this example, only the discrepancy principle was used to select αs, which
yielded values of 50.0, 3.0, and 1.25 for 1%, 3%, and 5% noise, respectively.
Figure 2.7 shows the reconstructed shear modulus on its horizontal plane
of symmetry, for the case of 3% noise. The inclusion is easily distinguished
from the background matrix, with the estimated values of the shear modulus in
each region in good agreement with their true couinterparts (Gi = 6.0× 104 Pa,
Gb = 1.5× 104 Pa). A threshold plot shown in Figure. 2.8, in which all elements
whose shear modulus is outside of the range 4.5 × 104 Pa ≤ G ≤ 7.0 × 104 Pa
are removed from view, gives a better sense of the reconstruction quality. The
region occupied by the remaining thresholded elements is seen to coincide well
with the true inclusion, whose meshed shape is shown for comparison.
Finally, a comparison of the estimated shear modulus distribution for differ-
ent noise levels is shown in Figure 2.9. The solutions are plotted across the x-axis
through the center of the solid domain and compared with the reference solu-
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tion. As expected, the reconstruction accuracy somewhat declines, and the dis-
continuity between the two materials becomes in particular less well resolved,
as the noise level is increased. The solution for each noise level nevertheless
clearly identifies the embedded inclusion and provides satisfactory estimates of
the shear moduli. Moreover, a low number of iterations of the MECE algorithm
was found sufficient to achieve convergence to the solution of the optimality
system for all values of αs. For instance, the solutions for 1%, 3%, and 5% noise
were obtained in 11, 19, and 17 iterations, respectively.
2.5 Conclusions
In this study, we proposed a framework for the inverse identification of material
properties in frequency-domain, coupled acoustic-structure interaction (ASI)
systems using a modified error in constitutive equations (MECE) approach. Our
formulation allows for both measurements of displacements in the solid and the
acoustic pressure in the neighboring fluid to estimate the linear elastic parame-
ters that define the solid. Furthermore, we demonstrated two different methods
to select the MECE weighting coefficient: (i) the discrepancy principle of Moro-
zov and (ii) an error-balance approach. The latter, which did not produce opti-
mal results and was outperformed by the former from an accuracy standpoint,
has the advantage of remaining effective (for practical purposes) even when the
level of noise on the input data is unknown a priori. Overall, the numerical
results in this paper showed the effectiveness of each approach in generating
satisfactory reconstructions in the presence of noisy and incomplete data.
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Figure 2.8: A threshold plot of the recovered shear modulus in Example
3 for 3% noisy data. The mesh outline of the true inclusion is
shown for comparison. Units: Pa.
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Figure 2.9: Comparison of the reconstructed shear moduli for different
noise levels in Example 3 against the true shear modulus.
Units: Pa, m
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CHAPTER 3
STOCHASTIC REDUCED ORDER MODELS FOR INVERSE PROBLEMS
UNDER UNCERTAINTY
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Abstract
This work presents a novel approach for inverse problems under uncertainty
using stochastic reduced order models (SROMs). Given statistical information
about an observed state variable in a system, unknown parameters are esti-
mated probabilistically through the solution of a model-constrained, stochas-
tic optimization problem. The point of departure and crux of the proposed
framework is the representation of a random quantity using a SROM - a low
dimensional, discrete approximation to a continuous random element that per-
mits efficient and non-intrusive stochastic computations. Characterizing the un-
certainties with SROMs transforms the stochastic optimization problem into a
deterministic one in a larger dimensional space. The non-intrusive nature of
SROMs facilitates efficient gradient computation for random vector unknowns
using an adjoint method approach and relies entirely on calls to existing deter-
ministic simulators. Furthermore, the method is naturally extended to handle
multiple sources of uncertainty in cases where state variable data, system pa-
rameters, and boundary conditions are all considered random.
The new and widely-applicable SROM framework is formulated for a gen-
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eral stochastic optimization problem in terms of an abstract objective function
and constraining model. For demonstration purposes, however, we study its
performance in the specific case of inverse identification of random material pa-
rameters in elastodynamics. We demonstrate the ability to efficiently recover
random shear moduli given material displacement statistics as input data. We
also show that the approach remains effective for the case where the loading in
the problem is random as well.
3.1 Introduction
Inverse problems arise in a range of important engineering applications includ-
ing elasticity imaging, source identification, and damage detection. Generally
speaking, one is provided data regarding the observed or measured state of a
system and then uses this information to estimate some unknown parameters
of interest. The standard approach is to then pose the inverse problem as an
optimization problem where the solution is obtained by minimizing a relevant
objective function involving the state data. Since the state and parameters of the
system are connected through a governing boundary value problem, it appears
as a constraint on the optimization problem.
Inherent in any system under consideration is uncertainty in the model defi-
nition (boundary conditions, geometry, material properties, etc.) that govern it.
Additionally, in the common situation where the inverse problem depends on
experimentally measured quantities, instrument errors and noise further impact
the variance in potential solutions. While explicitly incorporating these uncer-
tainties in the solution framework provides robustness to fluctuations in input
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data and rigorous quantification of solution uncertainty, it generally comes at
the expense of complex implementations and substantial computational cost.
This work focusses on a practical and efficient approach to solving inverse prob-
lems under uncertainty.
Existing methods to treat inverse problems with uncertainty can be broadly
classified into two categories: the Bayesian inference approach and the newer
stochastic optimization approach. In the former, the posterior probability dis-
tribution of the unknown/design parameters given a realization of the state
variable is first formulated using Bayes’ theorem. This conditional distribution
combines the information from the input data through the likelihood function
with any a priori knowledge of the unknowns using a user-specified prior distri-
bution. The posterior distribution is then sampled using Markov Chain Monte
Carlo (MCMC) algorithms in order to estimate the statistics of the unknown pa-
rameters. While this approach has achieved success in a number of applications
[15, 22, 17, 16] , common criticisms of the approach include its computational
cost (since every MCMC sample generally requires a deterministic simulation)
and the sensitivity of the resulting solutions to the prior distribution model cho-
sen.
This paper considers the latter approach of stochastic optimization. Here,
the point of departure from Bayesian inference is immediate - the input data
for the inverse problem is the statistics of the system state rather than a single
deterministic realization. An objective function is formulated in terms of the
given state variable statistics and then the unknown parameters are estimated
probabilistically as the random variables that minimize this objective function.
The random state and parameters of the system in consideration are related
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through a governing stochastic model, which therefore constrains the optimiza-
tion problem. For tractability, this stochastic optimization problem is generally
translated into a deterministic one through a suitable parameterization of the
random quantities. From here, conventional deterministic optimization algo-
rithms can be applied to estimate the unknown parameters of the probabilistic
models used.
The stochastic optimization approach was first proposed in [19], where the
framework was applied to solve the stochastic inverse heat conduction prob-
lem. Here, an unknown, random heat flux was estimated given the probability
distribution function (PDF) of the temperature at discrete points in a conduct-
ing solid. The system uncertainties were represented using generalized polyno-
mial chaos expansions (GPCE) [24, 26] and a conjugate gradient approach was
used to solve the optimization problem constrained by the forward stochastic
heat conduction problem. The spectral stochastic finite element method (SS-
FEM) [4] was employed to solve all subproblems during the optimization al-
gorithm (evaluating the forward problem, calculating gradients), requiring ex-
tensive modification of the existing deterministic solver and limiting the overall
scalability of the approach.
To overcome these shortcomings associated with reliance on the SSFEM, the
work was later extended in [3] by representing uncertainty with a sparse grid
collocation approach for the stochastic inverse heat conduction problem. The
non-intrusive nature of stochastic collocation [1, 25] yielded a decoupled frame-
work for stochastic optimization that can be readily parallelized (and is hence
scalable) and relies solely on calls to deterministic simulators and optimization
software. Furthermore, the approach was able to incorporate the effects of mul-
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tiple sources of uncertainty where the temperature data, material conductiv-
ity, and unknown heat flux were all considered random. The framework was
shown to effectively recover an unknown boundary heat flux in an inverse or
design problem given either the moments or PDF of the temperature at points in
the domain. While scalable, the approach still suffered from the curse of dimen-
sionality and thus required a very large number of deterministic simulations.
An adaptive sparse-grid approach was later proposed in [14] in an effort to use
as few collocation points and hence model evaluations as possible for stochas-
tic optimization problems. The approach was combined with a trust-region al-
gorithm to efficiently solve PDE-constrained optimization under uncertainty.
However, only the data in the PDEs was considered random in this case while
the optimization variables were assumed to be deterministic.
The point of departure from existing work and the crux of the method pro-
posed here is the representation of a random quantity using a stochastic reduced
order model (SROM). A SROM is a low-dimensional, discrete approximation to
a continuous random element comprised of a finite and generally small num-
ber of samples with varying probability. Such a representation allows for non-
intrusive and efficient stochastic computations in terms of only this small set of
defining samples and probabilities. The SROM concept was originally proposed
in [6] and then further refined in [23]. The application of SROMs has thus far
exclusively focussed on propagating uncertainty in forward models, including
the determination of effective conductivities for random microstructures [7], the
estimation of linear dynamic system states [8, 9], and the quantification of un-
certainty in intergranular corrosion rates [21]. The primary strengths of SROMs,
as shown in these papers, are their ability to represent an underlying random
quantity with low-dimensionality and to subsequently solve uncertainty prop-
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agation problems in a fraction of the computational time required by traditional
Monte Carlo simulation.
This work represents the first application of SROMs for uncertainty quan-
tification in inverse problems by introducing a novel approach for stochastic
optimization with model constraints based on this concept. The framework
represents a practical alternative to Bayesian inference and previous stochas-
tic optimization approaches with the following strengths: 1) it relies entirely on
calls to existing deterministic solvers and standard optimization software, 2) it
is easily parallelized and scalable, and 3) it is readily extended to handle mul-
tiple sources of uncertainty. Additionally, in contrast with existing stochastic
collocation-based methods that discretize the entire probability space equally,
SROMs naturally give higher weight to important areas of the probability space.
This property yields low-dimensional approximations and thus relatively few
calls to the deterministic model to solve the stochastic optimization problem.
The SROM-based inverse problem approach presented here is formulated
for a general stochastic optimization problem in terms an abstract objective
function and model constraint. The transformation of the constrained opti-
mization problem from stochastic to deterministic using SROMs is developed
in these abstract terms and followed by a general derivation of gradients using
an adjoint approach. In order to study the performance of the method, we then
show the adaptation of the formulation to the specific case of inverse identifi-
cation of random material parameters in elastodynamics. We demonstrate the
ability to efficiently recover random shear moduli given material displacement
statistics as input data. We also show that the approach remains effective for
the case where the loading in the problem can only be characterized probabilis-
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tically.
The article is organized as follows: Next, in Section 2, we provide the nec-
essary background for this study, introducing SROMs and describing their tra-
ditional use for propagating uncertainty in deterministic models. Then, Section
3 describes the proposed SROM-based inverse problem approach, providing
both the formulation for general stochastic optimization problems and the sub-
sequent application of the method for inverse material identification in elasto-
dynamics. Section 4 presents three numerical examples, demonstrating the ef-
fectiveness of the proposed method for cases of multiple sources of uncertainty,
limited/sparse input data, and problems with multiple unknown, random pa-
rameters. We finally conclude in Section 5 with a summary of this work.
3.2 Background
3.2.1 Stochastic reduced order models (SROMs) for uncertainty
propagation in forward problems
Stochastic reduced order models (SROMs) provide a low-dimensional, discrete
approximation of a given random quantity and have been used in several past
works [7, 8, 21] to facilitate efficient stochastic computations. Namely, tradi-
tional SROM applications have involved estimating the state S ∈ S ⊂ Rn of
a system, provided the probabilistic description of some random parameters
X ∈ X ⊂ Rd and a system modelM that connects the two
M(S,X) = 0 (3.1)
88
We note that models depending on random fields can be described by this
model after an appropriate parameterization or discretization. One of the
strengths of using SROMs is the ability to propagate uncertainty in these types
of problems in a non-intrusive fashion, meaning the mathematical model M
need only be accessed as a ”black-box”. Therefore, the developments in this
section and the optimization framework detailed subsequently are not limited
to any particular system and we can proceed in terms of an arbitrary modelM
with parameters (inputs) X and state (output) S.
Performing stochastic computations of the general form (3.1) using SROMs
requires the construction of an accurate probability model of X and then a
method to propagate uncertainty to estimate the statistics S. This section briefly
describes these procedures after first introducing and defining the SROM.
SROM definition
For the following discussion, let (Ω,F , P ) and (Ψ,G) denote a probability space
and a measurable space, respectively. Here, Ω is the sample space, F ⊆ 2Ω is
the σ−algebra (event space), and P : F → [0, 1] is the probability measure. A
functionX : Ω 7→ Ψ is a random element if it is measurable from (Ω,F) to (Ψ,G),
that is, if X−1(G) = {ω : X(ω) ∈ G} ∈ F , ∀G ∈ G [5]. In our discussion, we
assume Ψ = Rd and G = B(Rd) is the Borel σ-algebra on Rd, and so X : Ω 7→ Rd
is a d-dimensional random vector.
A stochastic reduced order model (SROM) X˜ is a simple random element
with a finite set of samples {x˜(1), ..., x˜(m)} and corresponding probabilities
(p(1), ..., p(m)) such that p(k) ≥ 0 ∀k and ∑mk=1 p(k) = 1 [7], that is close to X in
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some sense. Hence, the SROM X˜ is completely defined by the model size m
and sample-probability pairs {x˜(k), p(k)}mk=1 and effectively provides a discrete-
valued approximation to a given continuous random quantity X.
When SROMs are used for uncertainty propagation in forward models, it is
assumed that the statistics of X are known a priori. For example, one is pro-
vided with the following expressions for its marginal distributions, moments of
order q, and correlation matrix
Fi(xi) = P (Xi ≤ xi) (3.2)
µi(q) = E[X
q
i ] (3.3)
r = E[XXT ], (3.4)
Then, once the SROM parameters ({x˜} and p) are specified, the corresponding
expressions for its statistics are given by
F˜i(xi) =
m∑
k=1
p(k)1
(
x˜
(k)
i ≤ xi
)
(3.5)
µ˜i(q) =
m∑
k=1
p(k)(x˜
(k)
i )
q, (3.6)
r˜(i, j) =
m∑
k=1
p(k)x˜
(k)
i x˜
(k)
j (3.7)
where 1(·) is the indicator function. Note that by design, the SROM is con-
structed such that X˜ provides a satisfactory discrete approximation to X, and
so Equations (3.5)-(3.7) provide estimates of the true statistics in (3.2)-(3.4). The
details of this construction is provided in the following section.
SROM construction for forward problems
In order to solve stochastic problems of the general form (3.1), which we will
refer to as the ”forward problem”, we first describe how to construct a SROM
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of X given knowledge of its statistics. An optimal reduced order representation
of a random input can be obtained by selecting the SROM parameters such that
the statistics of X˜ ((3.5)-(3.7)) best approximate those of X ((3.2)-(3.4)). In prac-
tice, this is done by solving an optimization problem with objective function
measuring the discrepancies between SROM and target marginal distributions,
marginal moments up to order q¯ ≥ 1, and correlation matrices as
e1({x˜},p) = 1
2
d∑
i=1
∫
Ii
(
F˜i(xi)− Fi(xi)
)2
dxi (3.8)
e2({x˜},p) = 1
2
d∑
i=1
q¯∑
q=1
(
µ˜i(q)− µi(q)
µi(q)
)2
(3.9)
e3({x˜},p) = 1
2
d∑
i,j=1;j>i
(
r˜(i, j)− r(i, j)
r(i, j)
)2
, (3.10)
respectively, where Ii denotes the support of Fi. The optimization problem for
selecting the defining SROM parameters is then formally stated as
X˜ ≡ argmin
{x˜},p
(
3∑
i=1
αiei({x˜},p)
)
(3.11)
s.t.
m∑
k=1
p(k) = 1 and p(k) ≥ 0, k = 1, ...,m,
where {αi ≥ 0}3i=1 are weighting factors controlling the relative contribution
of each error term to the cost functional. Note that the model size m is not
included in the optimization and is selected beforehand based on computational
considerations. Furthermore, it was shown in [6] that the statistics of the SROM
X˜ converge to those of the target random variable X with increasing model size,
i.e. ei → 0 ∀i as m → ∞. Details on the solution of (3.23) can be found in [23]
and are omitted here for brevity.
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Propagating uncertainty with SROMs
After a SROM is generated for the random parameters X of a system, the un-
certainty in the state S can be estimated non-intrusively in a manner analogous
to Monte Carlo methods. This is done by simply evaluating the modelM with
X = x˜(k) as
M(s˜(k), x˜(k)) = 0, k = 1, ...,m (3.12)
The resulting state samples {s˜} along with the original input SROM probabili-
ties p define a new SROM S˜ of S. Now, we can use S˜ to estimate the statistics of
the state using expressions analagous to (3.5)-(3.7). For example, the marginal
distributions and moments of S can be approximated as
P (Si ≤ si) ≈ P (S˜i ≤ si) =
m∑
k=1
p(k)1
(
s˜
(k)
i ≤ si
)
(3.13)
E[Sqi ] ≈ E[S˜qi ] =
m∑
k=1
p(k)(s˜
(k)
i )
q (3.14)
Viewing the above procedure for propagating uncertainty with SROMs, it
is evident that the method shares the same benefits of Monte Carlo simula-
tion in its generality and non-intrusiveness. However, the SROMs are designed
to better represent the underlying random quantity through the optimization
problem in Equation (3.23) and therefore generally require far fewer samples
and model evaluations to obtain a solution. Indeed, SROMs have been shown
in numerous previous studies to significantly reduce computational cost over
Monte Carlo simulation while maintaining a similar degree of accuracy for ap-
plications from corrosion modeling [21] to structural dynamics [23].
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Multiple sources of uncertainty with SROMs
An additional strength of the SROM approach to stochastic computations de-
tailed in this section is that it can be naturally extended to handle problems with
multiple sources of uncertainty. Consider the case where, in addition to the pa-
rameters X, the state of a system S also depends on a separate and independent
source of randomness in some variable Θ. This could occur, for example, when
the variability in the state of a system is influenced by both internal randomness
(material properties, geometry, etc) as well as uncertainty from external sources
(boundary conditions, loads, fluxes, etc.). In this case, the abstract system model
in Equation (3.1) takes the form
M(S,X; Θ) (3.15)
Note here that we could very well encapsulate all random parameters as Y =
[X Θ]T . However, this explicit separation will be helpful in the inverse problem
setting where X is considered unknown while Θ is given.
The procedure for solving Equation (3.15) using SROMs is consistent with
the approach described previously with the caveat of treating the additional
random parameters Θ. The SROMs X˜ = {x˜(i), p(i)x }mxi=1 and Θ˜ = {θ˜(j), p(j)θ }mθj=1
must be formed in this case for both X and Θ by solving the optimization prob-
lem in Equation (3.23) given the probabilistic description of each variable. In
this case, the SROM approximation S˜ to the system state S is generated by eval-
uating the model mx ×mθ times as
M(s˜(k), x˜(i); θ˜(j)) = 0, for i = 1, ...,mx, j = 1, ...,mθ (3.16)
k = (j − 1)×mx + i (3.17)
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Here, the probabilities associated with the SROM S˜ are given by
p(k)s = p
(i)
x × p(j)θ (3.18)
Using the SROM defined by these samples and probabilities, the statistics of
S can again be approximated using the expressions in (3.13) and (3.14). This
concept generalizes in the same manner to more than two random inputs, with
the computational cost increasing with the size of each additional SROM.
3.3 Stochastic inverse problem approach
In this section, we introduce a novel framework for solving inverse problems
under uncertainty using SROMs. The non-intrusive nature of SROMs allows us
to formulate the approach in terms of a general stochastic optimization problem
governed by an abstract model of the form in Equation (3.1). This constrained
optimization problem is first defined and then transformed into its deterministic
counterpart by choosing an SROM approximation to the uncertainties. We then
provide details on the solution of the SROM-based optimization problem, sup-
plying the necessary ingredients to facilitate the use of standard gradient-based
optimization software. Finally, we comment on the extension of the method to
the case of optimization and inverse problems in the presence of multiple un-
certainties.
3.3.1 The general stochastic optimization problem
In this work, our strategy for solving inverse problems under uncertainty is to
first pose them as model-constrained stochastic optimization problems. Here,
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we seek to determine the parameters X in a system governed by the modelM
such that X and the resulting state S minimize some function of these variables.
Contrast this with the problem of uncertainty propagation in forward models,
as described in the previous section using SROMs, where the situation is re-
versed (we are given X and useM to compute S directly). We will denote the
general objective function to be minimized as J (S,X) where J : Rn × Rd → R.
We choose a ”Discretize-Optimize” approach [10, 11], where we will work with
a discretized version of the model equations (3.1) and hence Euclidean spaces
in the derivations to follow. In this manner, let M(S,X) = 0 ∈ Rn denote the
resulting stochastic algebraic system of equations.
With this notation adopted, we can pose the general form of the constrained
stochastic optimization problem as follows
argmin
S,X
J (S,X) (3.19)
such that: M(S,X) = 0
In the study of inverse problems, the objective function J generally represents
an error metric measuring how close a particular value of X is to producing a
state S whose statistics matches those of given measurement data. Note, how-
ever, that the general form in (3.19) could also represent an optimal control or
design problem depending on the nature of J . Likewise, the context of any of
these problems can span a wide range of systems as no specific form has been
assumed for the model M.
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3.3.2 The SROM approach to stochastic optimization
At this point, we depart from existing approaches that have adopted spectral
representations of X and S and proceed in terms of the SROM approximations,
X˜ and S˜, of these quantities instead. In accordance with the previous section,
all uncertainty in problem (3.19) can now be expressed in terms of m parameter
samples {x˜}, the resulting state samples {s˜}, and the vector of probabilities p ∈
Rm corresponding to each sample pair. For notational convenience, we will
interpret the SROM samples as the concatenated vectors
{x˜} ≡

x˜(1)
...
x˜(m)

∈ RD; {s˜} ≡

s˜(1)
...
s˜(m)

∈ RN , (3.20)
where D = d×m and N = n×m.
By introducing the SROM approximations of the random state and param-
eter vectors, we can now effectively transform the constrained stochastic opti-
mization problem in (3.19) into a deterministic one. First, the objective function
can be expressed in terms of the SROMs as
J (S,X) ≈ J (S˜, X˜) = J ({s˜}, {x˜},p) (3.21)
where the optimization problem is now over a finite number of deterministic
unknown parameters. Likewise, the model constraints using the SROM ap-
proximation are given by
M˜ ≡M(S˜, X˜) =

M(s˜(1), x˜(1))
...
M(s˜(m), x˜(m))

= 0 ∈ RN (3.22)
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where we have converted the governing stochastic constraint into m sets of de-
coupled, deterministic constraint equations. We note that it was proved in [7]
that the SROM solution to stochastic algebraic equations (3.22) converges to the
true solution with increasing SROM size.
Finally, we can pose the optimization problem in the space of the defining
parameters of the unknown SROM X˜ only by working with a reduced formu-
lation where S˜ is viewed as an implicit function of X˜ through Equation (3.1). In
this case, we assume that the state and parameter samples belong to appropriate
admissible sets, {s˜} ∈ S and {x˜} ∈ X , and that M is continuously differentiable
over these sets. Then, through the implicit function theorem, we adopt the ob-
jective function Jˆ (X˜) = J (S˜(X˜), X˜) and formally define the SROM solution to
the stochastic optimization problem (3.19) as
X˜∗ ≡ argmin
{x˜}∈X , p∈P
Jˆ ({x˜},p) (3.23)
where P is the feasible set of SROM probabilities
P =
{
p| p ∈ Rm,
m∑
i=1
p(i) = 1 and p(i) ≥ 0, ∀i
}
(3.24)
and the set X could, for example, reflect specified inequality constraints on {x˜}
X = {{x˜}| {x˜} ∈ RD, {x˜}min ≤ {x˜} ≤ {x˜}max} (3.25)
In the remaining formulation, however, we shall focus on the non-trivial model
constraints (3.22) and forego the treatment of the more straightforward equality
and inequality constraints on p(i) and {x˜} for the sake of simplicity.
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3.3.3 Solution strategy for the SROM-based optimization prob-
lem
We now focus on the details of the solution to the deterministic SROM-based
optimization problem defined in (3.23). We will assume that we are employing
an external gradient-based optimization package that requires only the compu-
tation of the objective function Jˆ and its gradient∇Jˆ (e.g. quasi-Newton meth-
ods). Along these lines, we now provide an efficient approach for computing
the gradient using an adjoint approach and then summarize the full procedure
for implementing the SROM optimization framework.
Gradient derivations
Here, we illustrate a Lagrangian-based approach [12] to deriving gradients of
the objective function Jˆ with respect to the unknown SROM parameters {x˜}
and p. For this purpose, we assume Jˆ to be differentiable with respect to both
{x˜} and p. We focus primarily on obtaining an expression for ∂Jˆ
∂{x˜} , which is
significantly more involved due to the dependence of the model M on {x˜} (Eq.
(3.22)). We begin by first introducing the Lagrangian function
L({x˜},p, {w˜}) = Jˆ ({x˜},p) + {w˜}TM˜ (3.26)
where {w˜} ∈ RN is the set of adjoint variables. Note that if we consider state
samples {s˜} that are generated via Equation (3.22), we have L({x˜},p, {w˜}) =
Jˆ ({x˜},p) since M˜ = 0 is satisfied. Therefore, for the gradients of the objective
function with respect to the unknown SROM parameter samples, we have
Jˆ{x˜} = L{x˜} (3.27)
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where we have adopted the shorthand notation Jˆ{x˜} ≡ ∂Jˆ∂{x˜} for derivatives.
Using Equation (3.26) and the fact that the samples {s˜} are viewed as implicit
functions of {x˜}, we have
L{x˜} = [{s˜}{x˜}]TJ{s˜} + J{x˜} + [{s˜}{x˜}]T [M˜{s˜}]T{w˜}+ [M˜{x˜}]T{w˜}
= J{x˜} + [M˜{x˜}]T{w˜}+ [{s˜}{x˜}]T
(
[M˜{s˜}]T{w˜}+ J{s˜}
)
(3.28)
We can then eliminate the third term by choosing the adjoint variables such that
they satisfy
[M˜{s˜}]T{w˜} = −J{s˜} (3.29)
where [M˜{s˜}] is the Jacobian of the discretized state equations. Here, we can
leverage the non-intrusive nature of the SROM approximation to greatly sim-
plify the solution of (3.29). Adopting the shorthand notation M˜(i) ≡M(s˜(i), x˜(i)),
we note that
[M˜
(i)
s˜(j)
] = [0], for i 6= j, (3.30)
and so the problem decouples into m independent systems of equations as
[M˜
(k)
s˜(k)
]T w˜(k) = −Js˜(k) , for k = 1, ...m (3.31)
Finally, using this set of adjoint variables, we can express the gradient in (3.27)
as
Jˆ{x˜} =

Jˆx˜(1)
...
Jˆx˜(m)

=

Jx˜(1) + [M˜(1)x˜(1) ]T w˜(1)
...
Jx˜(m) + [M˜(m)x˜(m) ]T w˜(m)

(3.32)
where we have again decoupled the expression using the fact that
[M˜
(i)
x˜(j)
] = [0], for i 6= j (3.33)
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With regard to the gradient with respect to the SROM probabilities Jˆp, since
these parameters do not appear in the model constraints explicitly, we have
Jˆp = Lp = Jp (3.34)
Note that in general this expression will be easily obtained due to the simple
linear relations of the SROM statistics (3.5) - (3.7) with respect to p.
Implementation summary
Here, we briefly summarize the procedure for computing the objective function
and gradient for the optimization problem defined in Equation (3.23), so that
it can be readily solved using gradient-based optimization software. Given a
set of SROM parameters {x˜} and p, the following steps are to be carried out to
supply Jˆ and ∇Jˆ to the optimization algorithm used:
1. Solve m decoupled, forward problems (Equation (3.22)) for the state sam-
ples {s˜}.
2. Solvem decoupled, adjoint problems (Equation (3.31)) for the adjoint vari-
ables {w˜}.
3. Evaluate the objective function Jˆ ({x˜},p).
4. Evaluate the gradients Jˆ{x˜} and Jˆp using Equations (3.32) and (3.34), re-
spectively.
It is clear from this procedure that computing the objective function and
gradient at each iteration requires 2m deterministic model solves. However,
it should be emphasized that since the solves are decoupled, they can be easily
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parallelized to improve scalability. Furthermore, this number of deterministic
solves remains constant regardless of the dimension d of the random unknown
parameters X. A detailed discussion of optimization algorithms can be found
in [20] and is outside the scope of this study. We also note that the Hessian (or
the operation of a Hessian on a vector) could be derived along similar lines to
the above approach in order to utilize second order optimization algorithms
3.3.4 Optimization under multiple uncertainties
In this section, we briefly describe the generalization of the proposed SROM
framework for stochastic optimization problems with multiple sources of un-
certainty. Similar to Section 3.2.1, we consider an additional and independent
(known) source of uncertainty in the parameters Θ, so that the governing model
takes the form (3.15). We assume that the SROM Θ˜ = {θ˜(j), p(j)θ }mθj=1 has been
formed offline to represent Θ prior to the solution of the stochastic optimization
problem.
As was the case for propagating uncertainty in forward models with mul-
tiple sources of randomness, the SROM approach to stochastic optimization is
similarly straightforward. The introduction of the random parameters Θ does
not directly affect the objective function (3.21), but it does result in the following
modified form of the discretized constraint equations
M(S,X; Θ) = 0 (3.35)
Using the SROM approximations X˜ and Θ˜ and the approach to propagating un-
certainties given in Equation (3.16), the associated set of deterministic constraint
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equations is now given by
M(S˜, X˜; Θ˜) = M({s˜}, {x˜}; {θ˜}) =

M(s˜(1), x˜(1); θ˜(1))
...
M(s˜(k), x˜(i); θ˜(j))
...
M(s˜(ms), x˜(mx); θ˜(mθ))

= 0 ∈ RNˆ (3.36)
Here, Nˆ = n×mx ×mθ and we have assumed the indexing scheme from Equa-
tion (3.17). It follows that one of the main changes to the optimization formu-
lation is the need to solve the mx ×mθ forward problems in (3.36) to obtain the
state samples {s˜} ∈ RNˆ , as opposed to the mx problems in (3.22).
Computing the gradient with respect to the SROM samples in Equation
(3.27) for the case of multiple uncertainties still benefits from the decoupled na-
ture of the SROM approach. To illustrate this, we adopt the shorthand notation
for a given forward problem instance
M˜(i,j) = M(s˜(k), x˜(i); θ˜(j)) (3.37)
where Equation (3.17) is again implied for the index k. Then, it is clear that the
following simplifications ( analogous to (3.30) and (3.33)) apply when taking
derivatives with respect to the model equations
M˜
(i,j)
s(k)
= [0], for k 6= (i− 1)×mx + j (3.38)
M˜
(i,j)
x(k)
= [0], for k 6= j (3.39)
The first expression implies a similar decoupling of the full adjoint problem in
Equation (3.29) to a series of independent solutions of Equation (3.31). Note that
in this case one must perform mx × mθ solves for the adjoint variables {w˜} ∈
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RNˆ . Finally, we must update each component of the gradient vector in (3.32) as
follows
Jˆx˜(i) = Jx˜(i) +
mθ∑
j=1
[M˜
(i,j)
x˜(i)
]T w˜(j) (3.40)
where (3.39) has been enforced to simplify the expression.
In summary, the SROM-based optimization framework can be straightfor-
wardly extended to handle multiple sources of uncertainty. One must simply
update the gradient expression according to (3.40) and cope with an increased
computational cost in proportion to the size of the SROM used to model Θ.
While in this case it requires 2(mx ×mθ) model evaluations to compute the gra-
dient at each optimization iteration, the solves remain decoupled from one an-
other and hence easily parallelized.
3.4 Application
In this section, we introduce the problem of random material identification in
elastodynamics and demonstrate the use of the SROM optimization approach
in this setting. We begin by formulating the elastodynamics forward problem
in both continuous and discrete forms and then describe the associated inverse
problem of recovering random shear moduli given displacement statistics as
input data. Finally, we illustrate how the general stochastic optimization frame-
work using SROMs described in the previous section can be adapted to solve
this stochastic inverse problem.
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3.4.1 The forward elastodynamics problem
We now present the governing equations for the forward steady-state elastody-
namics problem. We will assume small strains and deformations in a material
governed by an isotropic elastic model. Furthermore, we shall neglect damp-
ing effects in the system and consider real-valued quantities only for simplicity.
To begin, consider a linear elastic domain D undergoing time-harmonic motion
described by the following stochastic PDE and boundary conditions
∇·Σ = −ρω2U in D (3.41)
U = 0 on Γu (3.42)
Σ·n = τ on Γt (3.43)
where Σ is the stress tensor, ρ is the mass density, ω is the angular frequency, U is
the displacement field, and τ is an applied traction. Γu and Γt represent the por-
tion of the boundary with a specified traction and displacement, respectively,
and n is the outward normal along Γt. Additionally, we have the following
relations for stress and strain E in a linear, isotropic elastic material
Σ = 2GEd[U ] + b tr(E [U ])I (3.44)
E [U ] = 1
2
(∇U +∇UT ) (3.45)
where G and b are the shear and bulk modulus, respectively, tr(·) is the trace
operator, I is the identity tensor, and Ed ≡ E − 13 tr(E [U ])I is the deviatoric part
of the strain tensor.
For our study, the shear modulus is assumed to be the primary source of ran-
domness in the system while the other stochastic variables (displacement, stress,
strain) are considered random through their dependence on it. The remaining
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material parameters (bulk modulus, density) will be taken to be deterministic
and constant for simplicity. Furthermore, we consider a domain partitioned into
d distinct regions {Di}di=1, each with different shear moduli represented by the
components of the vector G ∈ Rd. In the spirit of the general formulation in the
previous section, the shear moduli represent the parameters of interest X, while
the displacements are the state variable S in the system. Hence, we can refer to
the governing elastodynamics equations in (3.41) - (3.45) as the abstract model
M(U ,G) = 0 (3.46)
implying that, given a specified shear moduli G, we can obtain a corresponding
displacement U through the modelM.
To apply the SROM stochastic optimization approach developed previously,
we will work with a discrete form of the model in (3.46). Here, we use the
finite element method (FEM) for the discretization but note that in general other
methods (finite difference, spectral methods, etc.) could be used. Using the
FEM, we assume a solution of the form
Uh = [N ]U (3.47)
where [N ] is a matrix of FEM basis functions and U ∈ Rn is a vector of displace-
ment values at the nodes of a numerical grid. Using this discrete approximation,
the governing equations in (3.41) - (3.45) can be transformed into the following
algebraic system of equations
M(U,G) = [A(G)]U− f = 0 (3.48)
where
[A(G)] = [K(G)]− ω2[M ] (3.49)
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and the stiffness matrix [K], mass matrix [M ], and force vector f are given by
[M ] =
∑
elements
∫
De
ρ [N ]T [N ] dD (3.50)
[K(G)] =
d∑
i=1
Gi
(∑
e∈Di
∫
Dei
[B]T [Ds] [B] dD
)
+ b
∫
De
[B]T [Dv] [B] dD
≡
d∑
i=1
Gi [Hi] + b [J ] (3.51)
f =
∑
elements
∫
Γet
[N ]T τ dS (3.52)
Here, [B] is a matrix containing the derivatives of the FEM basis functions and
[Ds] and [Dv] are matrices that separate the deviatoric and volumetric compo-
nents of the stiffness matrix, respectively. Note that here we have used the dis-
crete material assumption to view the shear portion of the stiffness matrix as
a sum of separate contributions from each material, with e ∈ Di signifying a
sum over the particular elements that fall within the part of the domain corre-
sponding to material i. For the sake of brevity, we will omit the details of the
conversion of Equations (3.41) - (3.45) to (3.48) using the FEM and simply refer
the reader to [13, 2] for an illustration of this process.
3.4.2 The stochastic elastodynamics inverse problem
The inverse problem associated with the elastodynamics forward problem that
we consider here consists of estimating unknown shear moduli G given statis-
tical information about the displacements U in D. Specifically, we assume that
we are provided the moments of an observed displacement vector V ∈ Rn at a
finite number of locations in the domain
〈V ri 〉 = E[V ri ], r = 1, ..., r¯, i ∈ Im, (3.53)
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up to some order r¯. Here, Im represents the set of degrees of freedom in the
discretized domain where moment data is available (Im ⊆ [1, n]). Furthermore,
let Er ∈ Rn denote the vector of differences between the rth moment of V and
the computed displacement U from Equation (3.48) where
Eri (U(G)) =

(〈U ri (G)〉 − 〈V ri 〉) , if i ∈ Im
0, otherwise
(3.54)
From here, the inverse problem can be cast as a stochastic optimization prob-
lem where we seek the random shear moduli vector that minimizes the discrep-
ancy between the observed and computed displacement moments. To this end,
we define the following objective function
J (U(G)) = 1
2
r¯∑
r=1
∑
i∈Im
|Eri (U(G))|2
=
1
2
r¯∑
r=1
‖Er(U(G))‖22 (3.55)
where
‖z‖2 =
√
zTz (3.56)
In the same fashion as the abstract problem in (3.19), the random material iden-
tification problem can now be posed as the following constrained stochastic op-
timization problem
argmin
U,G
J (U(G)) = 1
2
r¯∑
r=1
‖Er(U(G))‖22 (3.57)
such that: M(U,G) = [A(G)]U− f = 0
Note that the only dependence of J on G in this case is implicitly through U,
but this need not be the case in general. With the stochastic elastodynamics
inverse problem assuming this form, the SROM optimization approach can be
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readily applied to estimate G. The details of this are provided in the following
section.
3.4.3 SROMs for the inverse elastodynamics problem
We now illustrate how the proposed SROM-based optimization framework de-
scribed in Section 3.3 can be used to solve the stochastic elastodynamics inverse
problem (3.57). As described, we first assume an SROM approximation G˜ to
the unknown shear moduli vector G and corresponding displacement SROM
U˜. The uncertainty in the stochastic inverse problem can now be expressed in
terms of the SROM parameters {g˜} ∈ RD, {u˜} ∈ RN , and p ∈ Rm, where, again,
D = d×m and N = n×m are the dimensions of the SROM sample vectors.
Along the lines of Section 3.3.2, we use G˜ and U˜ to transform the optimiza-
tion problem in (3.57) from stochastic to deterministic. First, the objective func-
tion is rewritten in terms of the SROM shear moduli parameters as
Jˆ ({g˜},p) = J ({u˜(g˜)},p) = 1
2
r¯∑
r=1
‖Er({u˜(g˜)})‖22 (3.58)
where the displacement moments 〈U˜r〉 that appear in Er (3.54) can be straight-
forwardly computed using the SROM moment estimate in Equation (3.14).
Next, in a manner analogous to (3.22), the stochastic elastodynamics model con-
straint (3.48) can be decoupled using the SROMs as
M˜(i) = M(u˜(i), g˜(i)) = [A(g˜(i))]u˜(i) − f = 0, i = 1, ...,m (3.59)
Now, similar to (3.23), we can search for the SROM solution G˜∗ to the original
stochastic inverse problem in (3.57) as
G˜∗ ≡ argmin
{g˜}∈G, p∈P
1
2
r¯∑
r=1
‖Er({u˜(g˜)})‖22 (3.60)
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where P is defined in (3.24) and G is the set of shear moduli vectors with non-
negative components
G = {{g˜}| {g˜} ∈ RD, 0 ≤ {g˜}} (3.61)
We now focus on obtaining expressions for the gradients of the objective
function with respect to the unknown SROM parameters {g˜} and p as in (3.27)
and (3.34). The latter, Jˆp, is easily obtained by examining the derivative with
respect to one component of the probability vector p(k) as follows
Jˆp(k) =
1
2
∑
r
∑
i
(
∂|Eri |2
∂〈U˜ ri 〉
)(
∂〈U˜ ri 〉
∂p(k)
)
=
∑
r
∑
i
(〈U˜ ri 〉 − 〈V ri 〉)(u˜(k)i )
=
∑
r
(Er)T u˜(k) (3.62)
where we have used a straightforward application of the chain rule and the
simple linear dependence of the SROM moments (3.14) on p.
Next, we work out the details of computing the gradient with respect to the
SROM shear samples, Jˆ{g˜}, following the formulation in Section 3.3.3. We must
first define the right hand side and coefficient matrix of the adjoint problems
(3.31). The right hand side, Ju˜(k) , can be defined component-wise as
Jˆ
u˜
(k)
j
=
1
2
∑
r
∑
i
(
∂|Eri |2
∂〈U˜ ri 〉
)(
∂〈U˜ ri 〉
u˜
(k)
j
)
=
∑
r
(
Erj
) (
p(k)r(u˜
(k)
j )
(r−1)
)
(3.63)
To obtain the coefficient matrix for the adjoint problem, the derivative of the
discretized model constraints (Eq. (3.59)) with respect to a particular SROM
displacement sample is simply
[M˜
(k)
u˜(k)
] = [A(g˜(k))] (3.64)
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Furthermore, it is straightforward to see from Equations (3.49)-(3.51) that [A] =
[A]T is symmetric. Hence, for the elastodynamics inverse problem we consider,
the adjoint problems in (3.31) are given by
[A(g˜(k))]w˜(k) = −Ju˜(k) , for k = 1, ..,m (3.65)
where the coefficient matrix remains unchanged between the forward and ad-
joint problems.
With the adjoint variables obtained via (3.65), we need only the final expres-
sion for the gradient vector Jˆg˜(k) in (3.32). Since the objective function in (3.55)
has no explicit dependence on the unknown SROM parameters {g˜}, the first
term in the gradient vanishes (Jg˜(k) = 0, ∀k) and we just need to define M˜(k)g˜(k) .
Using Equations (3.59) and (3.51) and considering the expression component-
wise for clarity, we have
M˜
(k)
g˜
(k)
i
=
[
∂A(g˜(k))
∂g˜
(k)
i
]
u˜(k) =
[
∂K(g˜(k))
∂g˜
(k)
i
]
u˜(k) (3.66)
= [Hi]u˜
(k) (3.67)
Therefore, we arrive at the following expression for a given component of the
gradient Jˆg˜(k)
Jˆ
g˜
(k)
i
=
(
u˜(k)
)T
[Hi]
T
(
w˜(k)
)
. (3.68)
3.4.4 A note on random loading
In order to test the SROM optimization framework with multiple uncertainties,
we will consider the case where the applied traction τ is also random. Similar
to the Equation (3.35), the discretized elastodynamics model in (3.48) now takes
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the form
M(U,G; τ ) = [A(G)]U− F(τ ) = 0 (3.69)
due to the dependence of the force vector on τ in Equation (3.52). Likewise,
after an SROM τ˜ has been formed for the random load, the decoupled model
constraints using the SROM approximations are given by
M˜(i,j) = [A(g˜(i))]u˜(k) − f(τ˜ (j)) = 0 (3.70)
where the indexing scheme (3.17) is implied for index k. The remaining modi-
fications to the formulation needed to treat the additional random load follow
straightforwardly from the developments in Section 3.3.4.
3.5 Numerical examples
The proposed SROM-based approach to the stochastic elastodynamics inverse
problem described in the previous section was implemented using the op-
timization toolbox in MATLAB [18]. The implementation is based on the
fmincon function for constrained nonlinear optimization, which accepts the
objective function (3.58) and gradients (Eq. (3.62) and (3.68)) as arguments to
solve the optimization problem in (3.57). As recommended for large-scale prob-
lems, the ’interior-point’ algorithm is selected, implementing a quasi-
Newton approach with BFGS [20] Hessian approximation to solve the problem.
The stochastic inverse problem framework in MATLAB is used to solve three
numerical examples of random material identification in elastodynamics. In
Example 1, the random shear modulus of a single homogenous material is es-
timated using moment data of the displacement field throughout the domain.
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Figure 3.1: Problem domains for the numerical examples.
This problem is solved considering both a deterministic and random loading
and serves as an illustration of the performance of the framework and the con-
vergence of solutions with respect to SROM size. Example 2 considers a ran-
dom material with an interior inclusion and uses only sparse input data (i.e. on
the boundary) to estimate the statistics of the background and inclusion shear
moduli. In Example 3, a five-dimensional random vector of shear moduli is
estimated in a domain comprised of layered materials under a random loading.
3.5.1 Example 1: Homogenous material
We consider a two-dimensional square domain with a single homogeneous ma-
terial under plane strain conditions. We seek to recover the statistics of the ran-
dom shear modulus using moments of the full displacement field as input data.
We note that full field information is used in this case despite there being only
one unknown for the sake of illustrating the properties of the method in a simple
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setting, while problems with sparse data and multiple unknowns are presented
subsequently. The problem is first solved for the case where the loading is de-
terministic and then for the situation when it is random. The performance of
the method is studied for varying SROM sizes in both the shear modulus and
the random load.
A sketch of the problem domain for this example can be seen in Figure 3.1(a),
where we take Gb = Gi ≡ G, e.g. a homogeneous domain. We shall consider
scaled and dimensionless quantities in this work for simplicity, where the do-
main is the unit square (L = 1.0). The density and bulk modulus are considered
known and constant in the examples at ρ = 1.0 and b = 8.33, respectively. The
domain is intentionally loaded at a low frequency of f = 0.75 to yield larger
wavelengths and permit the use of relatively coarse computational grids for the
solution of (3.48) with the FEM.
In this study, we choose to represent the random shear modulus using a
scaled beta random variable. The beta distribution is a common and flexible
choice for representing random variables with finite range. The shear modulus
may then be expressed as
G = Gmin + (Gmax −Gmin)XB (3.71)
where XB is a standard beta random variable with probability density given by
f(xB; β1, β2) =
xβ1−1B (1− xB)β2−1
B(β1, β2)
(3.72)
Here,B(β1, β2) is the beta function. The mean and variance ofXB can be defined
in terms of the parameters β1 and β2 as
E[XB] =
β1
β1 + β2
(3.73)
Var[XB] =
β1β2
(β1 + β2)(β1 + β2 + 1)
(3.74)
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Adopting this representation allows us to conveniently specify a target shear
modulus in terms of the desired support (Gmin, Gmax) and mean and variance.
From here, the parameters β1 and β2 are calculated from (3.73) and (3.74) and
the resulting beta random variable is appropriately scaled using (3.71).
The displacement moment data (Eq. (3.53)) for this example is generated
using Monte Carlo simulation. Here, 15, 000 independent samples of the shear
modulus are drawn and each used to compute a corresponding displacement
sample by solving Equations (3.41) - (3.45) using the finite element method on
a uniform 15 × 15 grid. The first ten moments (r = 10) of the displacements
are calculated from the Monte Carlo samples and then interpolated to a coarser
10 × 10 grid for the stochastic inverse problem. Both meshes are comprised of
four-node, bilinear finite elements.
Deterministic load
The SROM approach is first used to solve the stochastic inverse problem in Eq.
(3.57) when considering a deterministic loading of τ = 1.0. The target shear
modulus in this case has range [Gmin, Gmax] = [4, 7] and a mean and variance of
5.0 and 0.25, respectively. The initial guess for the SROM G˜ in the optimization
problem is samples {G} drawn from a uniform distribution in [Gmin−1, Gmax+1]
with equal probability pi = 1/mG, ∀i. The optimization algorithm is terminated
based on a tolerance on the relative change in objective function between itera-
tions, specified as 10−4 in this case. The problem is solved for a range of SROM
sizes mG from 1 to 10.
First, we study the convergence of the inverse problem in terms of the be-
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Figure 3.2: The convergence of the SROM shear modulus approximation
in Example 1 with deterministic load. (a) Minimized objec-
tive function (3.58) values versus SROM size. (b) The error in
the SROM estimates of shear modulus moments for increasing
SROM sizes.
havior of the objective function (Eq. (3.58)) for increasing SROM size in Fig-
ure 3.2(a). As expected, there is a decrease in minimized objective function
value with increasing SROM size. A SROM G˜ with more parameters should
be capable of better characterizing the randomness in G and hence producing
computed displacements U˜ that better match those given as input data. From
Figure 3.2(a), it is seen that a relatively small number of samples and probabili-
ties defining G˜ are able to produce a small discrepancy between computed and
observed moments. Indeed, very little improvement in final objective function
value is observed as the model size is increased from 3 to 6. We note that the
large error for mG = 1 is expected as in this case we are essentially approximat-
ing an unknown random quantity with a deterministic estimate (one sample G˜1
with probability p1 = 1). The number of iterations needed to obtain the mini-
mum objective function values in Figure 3.2(a) are shown in Table 3.1, where, as
expected, we see it takes an increasing number of iterations for termination as
the SROM size is increased.
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In Figure 3.2(b), we study the accuracy of the SROM approximations to the
true moments of the shear modulus for increasing model sizes. Here, the first
eight moments are estimated from G˜ using Equation (3.14) and the resulting
percent errors with respect to the true beta-distributed shear modulus are plot-
ted for mG = 1, ..., 6. We observe a consistent decrease in moment error as the
SROM size is increased, with the most stark improvement from a model size
of 1 to 2. Here, the low-dimensionality of SROM uncertainty representations
is clear, where it can be seen that surprisingly small model sizes yield accurate
moment estimates. Indeed, mG = 6 yields errors less than 1.0% for the first
eight moments while SROMs with mG >= 2 produce estimates of the first two
moments within 3.0% of the true values.
Finally, we use the obtained SROM G˜ to estimate the distribution of the ran-
dom shear modulus using Equation (3.13). Figure 3.3(a) shows the resulting
error in the SROM CDF estimates versus model size, as computed by
eCDF =
∫ +∞
−∞
(
F˜G(g)− FG(g)
)2
dg∫ +∞
−∞ (FG(g))
2 dg
, (3.75)
while Figure 3.3(b) plots the actual CDF estimates versus the true distribution
for three different SROM sizes. We observe a general decrease in error with
mG Iterations
1 20
2 42
3 83
4 92
5 94
6 126
Table 3.1: The number of iterations taken to obtain the minimum objective
function values in Figure 3.2(a).
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Figure 3.3: SROM shear distribution accuracy for Example 1 with deter-
ministic loading. (a) The CDF error (Eq. (3.75) versus SROM
size. (b) Comparison of the SROM CDFs with the true shear
distribution for different SROM sizes.
increasing mG in (a) and see the corresponding improvement in distribution
resolution in (b) when increasing the SROM size from 2 to 4 and from 4 to 8. As
seen in Figure 3.3(a), however, the decrease in CDF error is not quite monotonic
in this case. This is likely due to the existence of local minima in the objective
function and the use of a gradient based optimizer whose solution is sensitive
to the particular initial guess used. Overall, however, the SROM CDF estimates
provide satisfactory characterizations of the true underlying distribution given
the discrete nature of the approximations and relatively low number of param-
eters.
Random load
We now demonstrate the ability of the SROM optimization framework to han-
dle multiple sources of uncertainty by considering random loading. Here, τ is
taken to be a gamma random variable with mean 1.5 and variance 0.25 that is
shifted to take a minimum value of 0.5. In this case, the unknown shear is again
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beta-distributed but with [Gmin, Gmax] = [4, 8] and a mean and variance of 6.0
and 0.25, respectively. The displacement moment data for the problem is gen-
erated in the same fashion as 3.5.1, using Monte Carlo simulation from 15,000
randomly drawn samples of τ and G. We study the performance of the method
with varying SROM sizes for the load (mτ ) in addition to shear modulus (mG).
The first step is to generate the SROM τ˜ for the random load, which is done
offline as a preprocessing step before the inverse problem solution. With the
known expressions for the gamma random variable statistics, the SROM op-
timization problem in (3.23) for uncertainty propagation in forward models is
solved to generate τ˜ for a range of model sizes from 1 to 15. The distribution
and moment error terms ((3.8) and (3.9)) are given equal weight in the objec-
tive function (α1 = α2 = 1.0). The convergence of the load SROM construction
problem with increasing SROM size mτ is shown in Figure 3.4. It is clearly seen
that with further refinement of the load SROM, we are able to more closely ap-
proximate the statistics of the underlying random load. Note, however, that the
computational cost of the inverse problem increases proportionally to the size
of the SROM used.
With the SROM τ˜ generated for the random load, the stochastic inverse prob-
lem (3.57) is solved to estimate the unknown shear modulus for different com-
binations of model sizes mτ and mG. The converged objective function (3.58)
values versus mG are plotted for different load SROM sizes mτ in Figure 3.5.
As was the case with the deterministic loading seen previously, the decrease in
objective function is most pronounced from mG = 1 to mG = 2 and appears
relatively unchanged for larger model sizes for each mτ . It is also seen that the
absolute minimum obtained by the objective function is decreased as the load
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Figure 3.4: Convergence of the SROM construction problem (3.23) for
forward uncertainty propagation with increasing SROM size
when generating the SROM for the random load in Example 1.
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Figure 3.5: Converged objective function (3.58) values for different shear
and load SROM sizes for Example 1 with random loading.
SROM size is increased from mτ = 3 to mτ = 8. This is intuitive as an accu-
rate characterization of the random load is a prerequisite to being able to obtain
computed displacements that effectively approximate the true observed values.
Since both SROM approximations τ˜ and G˜ contribute to the error observed in
displacement moments J ({G˜},p), we can control and reduce the contribution
of τ˜ to the error by increasing mτ , at the added expense of more function evalu-
ations per optimization iteration.
Figure 3.6 illustrates the accuracy of the SROM approximations of shear
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Figure 3.6: SROM moment accuracy for Example 1 with random loading.
a) Shear moment errors versus mG for mτ = 8. b) Shear mo-
ment errors versus mτ for mG = 4.
modulus moments for this problem, with (a) plotting the moment estimate er-
rors for increasing mG with mτ = 8 fixed and (b) plotting the errors for increas-
ing mτ with mG = 6 fixed. In Figure 3.6(a), the moment errors are of similar
magnitude for mG = 2, 4, 6 and then decrease significantly for the larger mod-
els, where mG = 10 yields moment estimates up to order eight within 5% of the
true values. Similarly, we see a general improvement in the moment estimates
as the random load SROM τ˜ is refined in Figure 3.6(b). Furthermore, if one is
only interested in estimating the random shear modulus up to the first four mo-
ments, it can be seen that all combinations of mG and mτ depicted in the plots
yield errors less than 10%.
In Figure 3.7, we view the accuracy of the SROM estimates of the shear
modulus distribution function. Figure (a) plots the CDF error (Eq. 3.75) with
increasing mG for different load SROMs while (b) compares the SROM CDF ap-
proximation for different mG to the true shear distribution with the load SROM
size fixed at mτ = 8. Figure 3.7(a) provides a more comprehensive view of the
trending accuracy in SROM approximations when increasing both mG and mτ ,
where it is seen that there is a general decrease in CDF error when refining ei-
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Figure 3.7: SROM shear distribution accuracy for Example 1 with ran-
dom loading. a) Shear CDF errors for different shear and
load SROM sizes. b) CDF comparison for increasing mG with
mτ = 8.
ther of the models, G˜ or τ˜ . The improved accuracy with increasing mG is shown
more explicitly by comparing the three sample SROM CDFs in Figure 3.7(b).
The discrete nature of the approximation is clearly improved with increased
SROM parameters from mG = 2 to mG = 8.
As the primary purpose of this example was to study the performance of the
SROM approach for varying-sized SROMs, G˜ and τ˜ , we now summarize with
a couple observations on the results. We have generally seen convergence in
the SROM approximations in the sense that the accuracy in the estimates of the
unknown shear statistics improve with refinement of both the shear SROM G˜
and load SROM τ˜ (i.e. increasing mG and mτ , respectively). The results show,
however, that increasing the shear SROM size seems to have a smaller and less
consistent impact on the solution accuracy as compared to increasing the load
SROM size. This is apparent a number of ways: 1) the converged objective
function value in Figure 3.5 is relatively stable for increasing mG, while it is con-
sistently lower asmτ is increased, 2) the moment errors in Figure 3.6(b) decrease
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monotonically with mτ while this is not observed for mG in Figure 3.6(a), and
3) the CDF estimate errors in Figure 3.7(a) show a relatively consistent accuracy
trend for a fixed mG and varying mτ rather than visa versa.
We conjecture that the objective function may grow more complex with in-
creasing number of optimization parameters (increasing mG), resulting in more
local minima, more sensitivity to initial guesses, and therefore less consistency
in solution improvement with refinement of G˜. The SROM solutions corre-
sponding to the true global minima of the objective function would likely show
an accuracy trend closer to monotonicity with growing SROM size mG. The
employment of global optimization algorithms with this SROM framework is
certainly a viable avenue for future research.
Gaussian noise model
In this section, we briefly demonstrate an alternative means of generating input
data for the stochastic inverse problem using a Gaussian noise model and show
the resulting performance of the SROM approach. This is convenient, for ex-
ample, when we have only one realization of the system state variable with an
estimate of the noise inherent in the observation, rather than explicit informa-
tion about its statistics. The Gaussian noise assumption allows straightforward
calculation of an arbitrary number of state moments to use as input data for the
SROM inverse problem framework.
To test this approach, rather than assuming an explicit distribution for the
random shear modulus and generating synthetic moment data using Monte
Carlo simulation, a deterministic forward problem is first solved with a con-
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stant shear modulus for the displacements uˆ. Then, we assume the following
Gaussian noise model for the synthetic displacement data
Vj = uˆj(1 + δRj) (3.76)
where Rj is a standard normal random variable and δ is the prescribed noise
level on the data. The rth displacement moment is then computed according to
E[V rj ] = (uˆrj)E[(1 + δRj)r] (3.77)
For this problem, the shear modulus is specified as G = 5.0 and displace-
ment moments up to order eight are computed using (3.77), with other param-
eters remaining unchanged from the previous examples. The inverse problem
is solved for 1%, 5%, 10%, and 15% noise levels (δ = 0.01, 0.05, 0.1, 0.15) and
for shear SROM sizes mG = 5 and mG = 10. Although the target shear modu-
lus has been specified deterministically, we are interested in how the prescribed
measurement errors in the input data translate into uncertainty in the solution
estimates. Since there is no explicitly known shear distribution for comparison,
we instead study the general behavior of the SROM shear approximation as
more measurement noise is present in the input data.
Figure 3.8 shows the SROM CDF estimate of the shear distribution for the
different noise levels with (a) mG = 5 and (b) mG = 10. Here, the true shear
value, G = 5.0, is denoted with the vertical dashed line. Noting the way that
the SROM CDF range grows with higher noise levels, it is clear that the SROM
effectively captures the growing uncertainty in the shear estimate as the vari-
ability in the input data increases. With 1% noise, for example, the SROM CDF
is nearly aligned with the vertical line representing the true solution, whereas
for 15% noise the CDF takes a wider range from about 4.5 to 5.5. This trend is
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Figure 3.8: SROM CDF estimates for the shear distribution using the Gaus-
sian noise model (3.76) with different noise levels for (a) mG =
5 and (b) mG = 10. The vertical, dashed line reflects the true
shear modulus value, G = 5.0.
further verified in Table 3.2, which shows the mean and variance estimates for
shear modulus for the different noise levels. The SROM estimate for the mean is
seen to be extremely accurate for all noise levels, while the increasing variance
at each level is an accurate reflection of the growing uncertainty in the input
data.
Noise Mean Variance
1% 4.991 0.001
5% 4.998 0.015
10% 5.019 0.061
15% 5.050 0.127
Table 3.2: SROM estimate for the mean and standard deviation for the true
shear modulus G = 5 under the Gaussian noise assumption
(3.76) for different levels of noise.
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3.5.2 Example 2: Material with inclusion using sparse data
In this example, we consider a two dimensional domain comprised of a square
material inclusion embedded in a softer background material, where both shear
moduli are considered random and unknown. The goal of the problem is to esti-
mate the statistics of the unknown moduli using only sparse displacement data
on the boundary of the domain, mimicking a practical scenario where only sur-
face measurements are feasible. The accuracy of the SROM estimates is studied
in full for the case where explicit distributions are assumed for the unknown
shear moduli, and then briefly demonstrated for the case where the Gaussian
noise model (3.76) is assumed.
The problem domain is seen in Figure 3.1(a) where the geometry is specified
by L = 1.0 and h = 0.33. The distributions for the unknown shear moduli in the
background and inclusion materials, Gb andGi, respectively, are specified again
using Equations (3.71) - (3.74) with parameters shown in Table 3.3. The load
is applied deterministically as τ = 1.0. The synthetic displacement moment
data is again generated with 15, 000 Monte Carlo samples, solving each forward
problem on a 18 × 18 grid and interpolating onto a coarser 12 × 12 grid for the
inverse problem. The first four (r = 4) moments are retained only along the
boundary of the domain as input data for the problem.
Gmin Gmax E[G] Var[G]
Gb 3.0 6.0 4.0 0.25
Gi 7.0 10.0 8.0 0.25
Table 3.3: The parameters describing the true shear moduli distributions
for Example 2.
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The inverse problem is initially solved to estimate G = [Gb Gi]T with SROM
sizes mG = 1, ..., 5. The minimized objective function value for each size is
shown in Figure 3.9(a) where we observe that the values decrease up to mG = 3
before leveling off. Here, we will adopt the SROM G˜ for mG = 4 as the con-
verged solution and proceed to illustrate the results for this case.
First, we view the errors in the first four moments for the background and
inclusion shear modulus in Figure 3.9(b). We can see that using only boundary
displacement information, we can approximate the first four moments of each
modulus within 10% of the true values. If only interested in the mean estimates
for the shear moduli, these values are predicted within 0.20% and 2.00% for
the background and inclusion modulus, respectively. It is also clear that the
estimate for Gb is significantly more accurate than that of Gi. This is likely due
to the use of only surface measurements, where there is less sensitivity of this
data to the interior inclusion shear modulus as compared to the background
modulus.
Next, we compare the SROM approximations of the shear moduli CDFs to
the true distributions in 3.9(c). We observe that the range of the background
material is well-resolved while the spread of the inclusion material is underes-
timated, which again may be attributed to a lack of sensitivity to the boundary
input data used. However, it can be seen that the means of the distributions
appear well-approximated, as was confirmed previously in the moment errors.
Lastly, this example was solved using the Gaussian noise model (3.76) for the
input data. This version of the problem could represent an experimental set up
in which the displacements are measured just once on the surface of the material
being imaged, but we also have a notion of the level of error associated with
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Figure 3.9: Results for Example 2 with explicit unknown distributions for
the shear moduli. (a) The convergence of the objective func-
tion for increasing SROM size mG. (b) The percent errors in
the SROM moment estimates for the background and inclusion
shear moduli withmG = 4. (c) The SROM shear modulus CDFs
for mG = 4 compared to the true distributions.
the measurement. The inverse problem is solved for 10% and 20% prescribed
noise levels and the results are summarized in Table 3.4. Here, we show the
SROM mean approximation with plus/minus two standard deviation intervals
for mG = 4. For both noise levels, we see that the mean estimates are very
accurate with respect to the true values (Gb = 4.0 andGi = 8.0). Also apparent is
the increasing uncertainty in the SROM estimate with growing noise, a positive
and expected behavior, as the standard deviation intervals in the plot become
considerably larger from 10% to 20% noise.
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3.5.3 Example 3: Layered materials with random force
This example demonstrates the effectiveness of the SROM optimization frame-
work in problems with higher dimensional random funknowns as well as ad-
ditional system uncertainties. Here, we seek to recover a five-dimensional ran-
dom vector of shear moduli in a domain under random loading. In doing so,
we illustrate the accuracy of the SROM approach for problems with higher di-
mensional random spaces. We also include results for the case when there is a
practical limitation on the number of model evaluations possible, demonstrat-
ing the efficiency of the method in obtaining satisfactory moduli estimates with
relatively low computational cost.
A diagram of the domain for this problem can be seen in Figure 3.1(b).
Again, we consider a unit square domain (L = 1.0), but here it is comprised
of five layers of material all characterized by a different random shear modulus.
The true shear modulus distributions for each material are given in Figure 3.10,
where the defining parameters have been chosen as to create significant vari-
ability among the different moduli. The loading τ is random and is consistent
with that of Example 1 - gamma distributed with mean 1.5, variance of 0.25, and
E[G] −/+ 2 STD
10% noise Gb 4.02 (3.66, 4.38)
Gi 7.88 (7.55, 8.22)
20% noise Gb 4.09 (3.23, 4.96)
Gi 7.82 (7.11, 8.53)
Table 3.4: The SROM mean approximations and minus/plus two standard
deviation intervals in Example 2 with 10% and 20% noise. The
SROM size is mG = 4 and the target shear moduli values are
Gb = 4.0 and Gi = 8.0.
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Figure 3.10: The true shear modulus distributions for Example 3.
a minimum value of 0.5. Monte Carlo simulation is again used to generate the
first four moments of the full displacement field for input data. The forward
problem is solved on a 15 × 15 grid and interpolated to a 10 × 10 grid for the
inverse problem. Here, 25, 000 samples are used for the Monte Carlo estimates
to ensure the moment accuracy given the added number of random variables.
Random shear moduli vector SROM estimates
The inverse problem is initially solved for G˜ with model sizes mG = 1, ..., 5 as
well as varying load SROM sizes mτ = 4, 6, 8. The convergence of the SROM
shear solution is demonstrated in Figure 3.11(a), showing the final minimized
objective function (3.58) values as a function ofmG for the differentmτ values. It
can be seen that the errors appear to stabilize for a shear SROM size mG = 3 and
a load SROM size mτ = 8. Therefore, we focus mainly on the SROM estimate G˜
formed from this combination of sizes in the following results.
The accuracy of the SROM shear moment estimates with mG = 3 is demon-
strated in Figure 3.11(b). Here, the average and maximum moment error across
the five unknown shear moduli is shown for mτ = 4, 6, 8. Again, the improve-
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Figure 3.11: (a) Converged objective function values versus mG for differ-
ent mτ . (b) The maximum and average percent error in the
SROM moment estimates for mG = 3 and different mτ .
ment in overall solution quality as mτ increases is clear in the plot, most notably
with the maximum error in the fourth moment decreasing from 107.0% to just
14.3% for mτ = 4 and mτ = 8, respectively. For the solution deemed as con-
verged from Figure 3.11(a) (mG = 3 and mτ = 8), the moment estimates using
G˜ are very accurate. Indeed, the average moment error across the unknown
moduli is under 9.0% for all four moments and is just 1.0% and 2.6% for the first
and second moment, respectively. This accuracy is seen in more detail in Figure
3.12, which compares the SROM estimates of the first four moments to the true
shear moduli moments for mG = 3 and mτ = 8. The SROM estimates nearly
coincide with the true shear moduli that take smaller values while there is just
a small discrepancy in the larger moduli approximations.
Solutions with limited model evaluations
To demonstrate the computational efficiency of the SROM optimization ap-
proach, we now briefly show results for the case where there is a limit on the
number of forward model evaluations allowed to obtain a solution. Note that
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Figure 3.12: Comparison of the SROM estimates for the first four moments
versus the true values with mG = 3 and mτ = 8.
the results shown thus far were generated by terminating the optimization algo-
rithm according to a tolerance on the relative change in the objective function.
Due to the simplicity of the elastodynamics forward model considered here,
we could afford to choose a stringent stopping tolerance to guarantee the ac-
curacy of the solutions. However, in many problems of practical importance,
the number of calls to the deterministic simulator is limited by the complexity
of the governing model (3.1). Hence, to mimic this scenario, we revisit this ex-
ample where we instead terminate the optimization algorithm according to a
prescribed maximum number of model evaluations.
From the formulation in Section 3.3.4, the total number of forward model
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Figure 3.13: Convergence of the objective function when a) terminating
the optimization algorithm according to a maximum number
of model evaluations (Section 3.5.3) and b) terminating the al-
gorithm with a strict tolerance on the relative change in ob-
jective function (Section 3.5.3). The markers appear on the
curves for approximately every 1000 solves.
evaluations to obtain an SROM optimization solution can be expressed as
# model evaluations = (2×mG ×mτ )× (# objective function evaluations)
(3.78)
assuming that the gradient computation is also carried out with each call to the
objective function. Hence, given a prescribed number of allowed simulations,
we can supply the optimization algorithm with the corresponding number of
objective function evaluations at which to terminate using this relation. In this
case, we solve the problem for mτ = 8, mG = 2 and 3, and # model evaluations
= {1000, 2000, 3000, 4000, 5000}.
First, we view the convergence of the objective function with limited model
evaluations in Figure 3.13(a), where the markers on the curves represent approx-
imately every 1000 forward solves, up to the maximum of 5000. For compari-
son, the same plot is shown from the results in the previous section in Figure
3.13(b), when the algorithm terminated according to a strict tolerance on the
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relative change in objective function. It is clear from the two plots that accurate
solutions can be obtained with far fewer iterations and model evaluations than
were carried out previously. Indeed, for the case of mG = 3, the objective func-
tion appears relatively unchanged over the last 300 iterations before reaching
the stopping criteria in Figure 3.13(b).
Also apparent in Figure 3.13(a) is that using mG = 2 results in a lower ob-
jective function value as compared to mG = 3 for the same number of model
evaluations. The primary reason, as apparent from the relation in (3.78), is that
a smaller model size requires fewer forward solves per iteration of the opti-
mization algorithm and hence more iterations may be carried out for the same
number of model evaluations. This is clear in Figure 3.13(a) as well, where for
5000 model evaluations, the optimization algorithm is able to proceed for 144
iterations for mG = 2 and only 92 for mG = 3. Note that the number of iterations
need not correspond exactly with the number of objective function evaluations,
as line search or trust region optimization algorithms [20] may require multiple
calls to the objective function on a single iteration.
It is insightful to now view the errors in the shear moment estimates as a
function of the number model evaluations. Figure 3.14 shows the average mo-
ment error across the five shear moduli versus number of model evaluations for
a) mG = 2 and b) mG = 3. As was also apparent in Figure 3.13(a), the errors here
for mG = 2 are substantially lower than using mG = 3 with the same number of
model evaluations. For example, it can be seen that it takes 4000 deterministic
model solves to reduce the average error in the first four moments under 20%
with mG = 3, while it takes just 2000 when mG = 2. In each case, however, it
takes relatively few solves to yield satisfactory results. When concerned with
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Figure 3.14: The average percent error in the SROM moment estimates
versus number of model evaluations for a) mG = 2 and b)
mG = 3.
second moment accuracy, it takes just 3000 and 4000 solves to obtain estimates
within 5% of the true values on average for mG = 2 and mG = 3, respectively.
In summary, this example illustrates one of the main strengths of the SROM
optimization approach - the ability to yield accurate results in a computationally
efficient manner (i.e. with limited calls to the deterministic model). Here, satis-
factory solution estimates were obtained for a problem with a six-dimensional
stochastic space with just 5000 or less forward solves. It is important to reem-
phasize the independence of the necessary model evaluations and potential
scalability of the method with parallel processing. With access to a computing
cluster, one can easily perform the SROM optimization framework on mG ×mτ
processors and perform all necessary forward and adjoint solves in roughly the
time it takes for two simulations.
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3.6 Conclusion
In this study, we proposed a novel framework for inverse problems under un-
certainty using stochastic reduced order models (SROMs). Viewing the inverse
problem generally as a constrained stochastic optimization problem, the ap-
proach was formulated in terms of minimizing an abstract objective function
with stochastic model constraint. The low-dimensional, non-intrusive nature
of the SROM approximation transforms the constrained stochastic optimization
problem into a deterministic one over relatively few parameters with decou-
pled, deterministic model constraints. In this way, the use of SROMs allows
for a widely applicable method that relies solely on calls to existing determin-
istic forward solvers and standard optimization software. Furthermore, since
the necessary forward model evaluations are completely independent from one
another, the approach could be easily parallelized and hence scalable to large
design and inverse problems. Finally, the SROM-based approach naturally han-
dles problems with multiple sources of uncertainty.
We demonstrated the effectiveness of the proposed SROM inverse problem
framework on the problem of random material identification in elastodynamics
systems. We showed, through numerical examples, that the approach could ac-
curately and efficiently estimate the statistics of random, unknown shear mod-
uli in an elastic solid given moments of displacements as input data. More-
over, the method was shown to remain effective in the situation where there
is only sparse input data available as well as cases where the loading in the
problem can only be characterized probabilistically. Lastly, the SROM approach
was shown to be capable of satisfactorily estimating several random unknowns
with relatively limited calls to the forward solver, in large part due to the low-
135
dimensionality of the models.
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