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[1] The characteristics of a persistent gyre in the mouth of the Bay of Fundy are studied
using model simulations. A set of climatological runs are conducted to evaluate the
relative importance of the different forcing mechanisms affecting the gyre. The main
mechanisms are tidal rectification and density-driven circulation. Stronger circulation of
the gyre occurs during the later part of the stratified season (July–August and September–
October). The density-driven flow around the gyre is set up by weak tidal mixing in the
deep basin in the central Bay of Fundy and strong tidal mixing on the shallow flanks
around Grand Manan Island and western Nova Scotia. Spring river discharge has an
important influence on near-surface circulation but only a small effect when averaged
over the entire water column. Retention of particles in the gyre is controlled by the
residual tidal circulation, increased frontal retention during stratified periods, wind stress,
and interactions with the adjacent circulation of the Gulf of Maine. Residence times
longer than 30 days are predicted for particles released in the proximity of the gyre.
Citation: Aretxabaleta, A. L., D. J. McGillicuddy Jr., K. W. Smith, and D. R. Lynch (2008), Model simulations of the Bay of Fundy
Gyre: 1. Climatological results, J. Geophys. Res., 113, C10027, doi:10.1029/2007JC004480.
1. Introduction and Background
[2] While the circulation of the Gulf of Maine has been
intensively studied for several decades [Bigelow, 1927;
Brooks, 1985; Brown and Irish, 1992; Lynch et al., 1997;
Pettigrew et al., 2005], the corresponding understanding of
the dynamics of the adjacent Bay of Fundy is more limited.
The circulation of the Bay of Fundy is subject to strong
tides, especially the M2 tidal constituent, resulting in tidal
ranges of up to 8 m at the mouth of the bay and 16 m at the
head [Garrett, 1972; Greenberg, 1983]. Typical depth-
averaged tidal current magnitudes of 0.8–1.2 m s1 over
the deeper part of the Bay of Fundy basin and 1–2 m s1
over the shallow flanks at the mouth have been described
[Godin, 1968; Greenberg, 1983; Brooks, 1994; Hannah et
al., 2001]. The barotropic residual circulation is dominated
by tidal rectification with flow into the Bay of Fundy along
the southeastern side and flow out of the bay along the
northwestern side [Bigelow, 1927; Godin, 1968; Greenberg,
1983]. The density structure is the result of the basic
balance between tidally driven mixing and stratification
due to surface heating [Garrett et al., 1978] and river
runoff. The general baroclinic circulation of the bay remains
poorly described.
[3] The presence of counterclockwise flow in the lower
Bay of Fundy has been inferred from several past observa-
tions. Watson [1936] suggested the possibility of a counter-
clockwise flow to explain dynamic height calculations from
hydrography. Fish and Johnson [1937] and Hachey and
Bailey [1952] suggested a similar possibility to explain
surface drift bottle returns. Lauzier [1967] suggested a
similar mechanism to explain seabed drifter trajectories.
Finally, Godin [1968] presented the results of several
current meters and proposed a schematic of the flow that
included a gyre in the central Bay of Fundy. Observations of
the full structure and extent of this circulation are incomplete.
[4] On the basis of the limited available information, the
proposed basic structure of the flow suggest a counterclock-
wise circulation with flow into the bay along the Nova
Scotia coast, northwest flow across the bay, flow out of the
bay along the New Brunswick coast and eastern Grand
Manan Island, closing the gyre with southeast flow across
the entrance of the bay [Hachey and Bailey, 1952; Dickie,
1955; Godin, 1968]. Parts of the circulation associated with
this hypothetical gyre (except the southeast flow at the
mouth of the bay) were described even in earlier contribu-
tions [Mavor, 1922; Bigelow, 1927, 1928]. The exchange of
waters associated with the proposed position of the gyre
with the surrounding waters has been shown to have a high
interannual variability [Hachey, 1934]. Early coarse-resolution
model simulations of the lower bay region did not find an
expression of this gyre [Greenberg, 1979, 1983]. Brooks
[1994] described a small cyclonic eddy in the lower bay
under conditions of strong mixing. Lynch et al. [1997]
presented climatological solutions that begin to resolve it,
and the gyre was present seasonally but sensitive to the
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presence of their near-field boundary. More modern simu-
lations with finer grids seem to capture some representation
of it [Xue et al., 2000; Hannah et al., 2001].
[5] The biological implications of the presence (or lack
there of) of the gyre has been described in several studies.
Aspects of the circulation of the gyre were proposed to
explain the retention of several organisms: phytoplankton
[Gran and Braarud, 1935], zooplankton [Fish and Johnson,
1937], scallop larvae [Dickie, 1955], lobster larvae [Campbell,
1985], larval cod [Hunt and Neilson, 1993], and the toxic
dinoflagellate Alexandrium fundyense [McGillicuddy et al.,
2005]. Several studies about A. fundyense populations in the
Gulf of Maine [White and Lewis, 1982; McGillicuddy et al.,
2005; Martin et al., 2008] suggest the Bay of Fundy gyre as
a relevant structure for the retention of cells and their efflux
into the Maine Coastal Current. Blooms of this dinoflagel-
late occur annually in the Bay of Fundy and its effect on
shellfish has been recorded since 1935 [Martin and White,
1988]. The fact that few cells are found in the central and
northern Bay of Fundy, while all life stages of the organism
are found near the mouth of the bay, suggest a possible
retention associated with the gyre [White and Lewis, 1982;
Martin and White, 1988; McGillicuddy et al., 2005].
[6] Although the presence of the Bay of Fundy gyre is
firmly entrenched in many conceptual models of physical
and biological processes in the region, there has not yet
been a systematic study of the seasonal mean circulation in
this feature. Therefore, this model-based work focuses on the
circulation in the mouth and lower Bay of Fundy (Figure 1).
We describe the general structure of the feature as well as its
seasonal variability. The forcings controlling the dynamics
of the gyre are separated and its relative importance is
evaluated. The retention characteristics for different periods
during the stratified season are estimated and compared.
2. Methods
2.1. Simulations
[7] A set of climatological simulations are conducted to
evaluate the relative importance of the forcing mechanisms
in the gyre. The period of interest focuses on the times when
the presence of a gyre has been suggested in previous
studies [Dickie, 1955; Godin, 1968], from March to October.
This long period is divided into four 60-day periods as in
previous work [Naimie et al., 1994; Lynch et al., 1996]:
March–April, May–June, July–August, and September–
October. March–April is a transition period with high river
discharge and the stratified season includes the other three
periods. The simulations use the dominant M2 tidal forcing,
climatological atmospheric forcing (wind stress and heat
flux), climatological river discharge, upstream boundary
conditions, and baroclinic pressure gradients from climato-
logical temperature and salinity [Naimie et al., 1994]. In
order to separate the effects of the different forcing mech-
anisms for each period, the experiments include (1) (Case T)
a barotropic simulation to evaluate the effect of the tidal
residuals (no wind, uniform mass field); (2) (Case T + M) a
simulation with tides, mass field variations and heat flux (no
wind); (3) (Case T + M + W) a simulation that includes
Figure 1. Map of the study region showing the model domain of the Gulf of Maine and Bay of Fundy.
The thick black line indicates the position of a transect across the mouth of the bay. The seven main rivers
in the model domain are indicated with thin dashed lines: Merrimack (MR), Saco (SR), Kennebec (KR),
Androscoggin (AR), Penobscot (PR), St. Croix (SCR), and St. John (SJR). GM stands for Grand Manan
Island. The bottom topography contours of 50, 100, 150, and 200 m are included.
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winds, heat flux, tides, and baroclinic structure (no rivers),
and (4) (Case T + M + W + R) a simulation with all the
forcings included.
[8] An approximation of the effects of the different
forcings is calculated by differencing the various climato-
logical solutions. The effect of the tidal residual circulation
is therefore given by simulation Case T. The wind effect is
approximated by subtracting simulation Case T + M from
simulation Case T + M + W. The density (mass field) effect
is estimated by subtracting simulation Case T from simula-
tion Case T + M. Finally, the river effect is given by
subtracting Case T + M + W from simulation Case T +
M + W + R.
2.2. Model
[9] The Quoddy model [Lynch and Werner, 1991] used in
these simulations has been widely applied in the Gulf of
Maine and adjacent areas [Lynch et al., 1996, 1997, 2001;
Naimie, 1996; Proehl et al., 2005; He et al., 2005]. Quoddy
is a three-dimensional, fully nonlinear, prognostic, tide-
resolving, finite element model. Vertical mixing of subgrid-
scale processes is parameterized using turbulence closure
from Mellor and Yamada [1982].
[10] The domain includes most of the Gulf of Maine from
Cape Cod to southwestern Nova Scotia and north up to the
vicinity of the head of the Bay of Fundy using realistic
topography (Figure 1). The finest horizontal resolution is
2–3 km near the coast and it increases to around 8 km in the
deep basin of the Gulf of Maine.
2.3. Inputs
[11] Initial conditions are specified from the Gulf of
Maine digital temperature and salinity climatology [Lynch
et al., 1996]. These climatological fields have been used and
tested in several previous studies of the Gulf of Maine
circulation [Lynch et al., 1997; He et al., 2005]. Along the
Bay of Fundy boundary, climatological M2 tidal currents are
prescribed along the boundary [Lynch and Naimie, 1993;
Lynch et al., 1996]. The M2 tide dominates the current and
transport variability because of the shallow nature of the bay
along that boundary. The residual conditions along the bay
boundary are specified from climatology currents [Lynch et
al., 1996], but correcting the velocities so that the mean
residual transport across the entire boundary is zero. The
‘‘open ocean’’ boundary conditions in the Gulf of Maine are
imposed as sea surface elevation from climatological tidal
and residual elevations [Lynch et al., 1996].
[12] Atmospheric forcing is consistent with previous
model studies of the Gulf of Maine and Georges Bank
regions [Naimie et al., 1994; Lynch et al., 1996]. The wind
stress used for each period is: March–April, 0.047 Pa 121
from true north (NW); May–June, 0.014 Pa 49(SW);
July–August, 0.014 Pa 51(SW); and September–October,
0.019 Pa 146(NW). The heat flux is the same used by
Naimie et al. [1994] and Lynch et al. [1996, 1997], and is
consistent with other climatological values for the Gulf of
Maine region [Mountain et al., 1996].
[13] Climatological river discharge data from archived
U.S. Geological Survey and Water Survey of Canada stream
gauge stations are compiled for the seven main rivers in the
model domain (Figure 1): Merrimack, Saco, Kennebec,
Androscoggin, Penobscot, St. Croix, and St. John. The
associated river transport is imposed in the model domain
area closest to the location of the measurement station. The
volume flux of the St. John river (the closest river to the
mouth of the bay and the most relevant to the dynamics of
the gyre) in March–April is comparable to the values used
by Brooks [1994] for the spring freshet (3  103 m3 s1)
and smaller than the 30-year annual mean [Apollonio, 1979]
during the rest of the periods.
[14] Preliminary spin-up simulations are conducted for
each period during 10 tidal cycles to achieve spin-up of the
tides, rivers and climatological density fields. Model out-
puts at the end of the spin-up are saved and used as a hot
start for the present simulations. The model is then run
prognostically for another 20 tidal cycles and the output
from the last tidal cycle is analyzed. By that point, mixing
and flow stability have been achieved with changes between
consecutive tidal cycles smaller than 1%. The temperature
and salinity fields remain close to climatological magni-
tudes (variations due to mixing) except near river mouths,
where the vertical salinity structure as a result of fresh water
inputs controls the stratification especially during the
March–April period.
3. Results
3.1. General Structure
[15] The depth-averaged velocity for the May–June cli-
matological period in the region surrounding the mouth of
the Bay of Fundy (simulation Case T + M + W + R) shows
the presence of the gyre (Figure 2a). The gyre exhibits two
different paths in the northern region with a short central
path following the 125 m isobath and a longer path
extending up to the 75 m isobath. Another important feature
is the strong flow convergence at the mouth of the Bay of
Fundy (Figure 2a). The north flow circulating around
western Nova Scotia splits around the 150 m isobath
creating two branches: one turning east into the bay to form
the eastern side of the Bay of Fundy Gyre, while the other
turns west to feed the Maine Coastal Current. A similar
separation occurs on the other side of the gyre, where the
strong south flow over the shoals southeast of Grand Manan
Island splits in two branches: the first is a significant
contribution to the Coastal Current, while the second
represents the southern extent of the Bay of Fundy Gyre.
[16] The tidal residual circulation (simulation Case T) is
one of the main contributors to the total gyre dynamics
(Figure 2b). The short central path of the gyre that follows
the 125 m isobath, except in the proximity of Grand Manan
Island, is driven by tidal rectification. The high velocities to
the south of Grand Manan Island are the result of tidal
rectification as well. The wind effect on the gyre dynamics
in the climatological simulations is small (Figure 2c). The
low-intensity winds during the summer months result in
reduced averaged wind stress. The effect of river discharge
on the depth-averaged velocity for the May–June period is
relatively small as well and will be described in Section 3.2.
[17] The baroclinic effect associated with the mass field is
approximated by subtracting simulation Case T + M minus
simulation Case T (Figure 2d). The mass field contributes to
the recirculation in the northern part of the gyre by con-
trolling the flow associated with the longer path that
approximately follows the 75 m isobath in the northern
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part. The baroclinic effect also represents a significant
contribution to the strength of the circulation in the southern
and central part of the gyre.
[18] The subtraction of the climatological solutions to
evaluate the effects of wind and baroclinicity is an approx-
imation to the real effects of these forcings. The simulations
are prognostic and nonlinear, therefore, under conditions
where strong nonlinearities are certainly present, linear
subtraction only gives a partial idea of their relative influ-
ences. Additional simulations are conducted (not shown)
forced only with climatological density field or with clima-
tological wind, and using prescribed averaged mixing from
the Case T + M + W + R simulation. The results from these
alternative simulations are substantively similar to the
results from the linear subtraction, but the latter are consid-
ered a more accurate representation of the wind and
baroclinic effects because of the inclusion of the strong
time-varying tidal mixing.
[19] Observational data for a systematic quantitative val-
idation of the presented climatological model velocities
does not exist. Watson [1936], using dynamic height,
estimated surface velocities of up to 0.3 m s1 east of
Grand Manan and 0.2–0.25 m s1 west of Nova Scotia.
Fish and Johnson [1937] and Hachey and Bailey [1952]
estimated residual currents using drift bottle returns with
velocities of 0.1 m s1 east of Grand Manan, 0.07–0.1 m s1
in areas corresponding with the northwestern part of the
gyre, and less than 0.02 m s1 elsewhere. Godin [1968],
using three current meters, observed near-surface (5–13 m)
velocities of 0.2–0.25 m s1 west of Nova Scotia, 0.4 m s1
east of the St. John river mouth, and 0.15–0.25 m s1 in the
center of the bay in the northern part of the gyre. Detided
ADCP velocities observed during four recent cruises (May
2005, June 2007, May 2007, and June–July 2007) are
consistent with the described structure of the gyre and will
be presented in a companion hindcast study.
[20] A schematic of the residual circulation associated
with the Bay of Fundy Gyre and the surrounding areas is
presented in Figure 3. The main components of the gyre
include the strong tidal residual in the eastern and western
edge of the gyre and the relatively weaker tidal residual
flow in the north (around the 125 m isobath). The baroclinic
effect extends much further into the bay up the 75 m isobath
and its influence controls the circulation in the southern
Figure 2. Depth-averaged residual velocity for May–June climatological simulations. (a) Case T + M +
W + R includes tidal residual, river, wind, and baroclinic effect. (b) Case T (tidal residual). (c) Effect of
climatological winds (Case T + M + W minus Case T + M). (d) Effect of the climatological density field
(Case T + M minus Case T). Color scale represents depth-averaged speed (m s1). Bottom topography
contours of 25, 50, 75, 100, 125, and 150 m are included in Figures 2a, 2b, 2c, and 2d and labeled in
Figure 2c.
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edge of the gyre. The exchange with the surrounding areas
is modified by the intense north flow west of Nova Scotia
and its contribution to the Maine Coastal Current.
3.2. River Discharge
[21] Previous model studies have described the effects of
river discharge on the circulation of the Gulf of Maine and
Bay of Fundy regions [Brooks, 1994; Xue et al., 2000]. One
third of the total mean freshwater contribution to the gulf is
provided by the St. John river in New Brunswick just
northeast of Grand Manan Island [Apollonio, 1979; Brooks,
1994], with its spring freshet being much larger than the
annual mean. The relatively fresher water creates a bulge
near the estuary mouth producing a near-surface clockwise
circulation and resulting in a current flowing south with the
coast to the right [Chao and Boicourt, 1986; Brooks, 1994].
The low-salinity flow joins the East Maine Coastal Current
and continues flowing southwestward along the Maine coast
[Brooks and Townsend, 1989; Brooks, 1994; Lynch et al.,
1997; Pettigrew et al., 1998].
[22] The effect of the St. John river discharge on the
dynamics of the Bay of Fundy gyre has not been considered
in previous studies. During the March–April period the
described spring freshet has significant effects especially on
surface circulation (Figure 4). The March–April surface
salinity is largely affected by fresh water in the western side
of the bay from the St. John mouth to areas east of Grand
Manan (not shown). Anticyclonic circulation associated
with the fresh water bulge develops near the mouth of the
river with current magnitudes of 0.2–0.25 m s1 (Figures 4a
and 4d). The modeled velocities are consistent with esti-
mates by Brooks [1994]. The spring freshet effect on depth-
averaged velocity is much smaller (Figure 4e). Differences
between the simulation including (Case T + M + W + R)
and not including (Case T + M + W) rivers are generally
less than 0.02 m s1. The anticyclonic circulation near
the St. John mouth and the southwestward current along
the coast are shown. During the March–April period, the
effects on the Bay of Fundy gyre circulation are a slight
increase of the flow along the northern edge of the gyre and
an increase (0.01 m s1) of the flow east of Grand Manan
Island.
[23] The river effect on the depth-averaged circulation
during the stratified season (May–October) is even smaller
as a result of the weaker river discharge. The depth-
averaged velocity difference for July–August (Figure 4f)
is smaller than 0.01 m s1 even near the mouth of the
St. John river. Therefore, considering the small effect of
river discharge on depth averaged velocity, the schematic of
the stratified season residual circulation associated with the
Bay of Fundy Gyre (Figure 3) presented in Section 3.1
remains valid.
3.3. Seasonal Variability
[24] The seasonal variability is studied by comparing
model simulations for the four different periods in which
the gyre has been described: March–April, May–June,
July–August and September–October. In this section, the
simulations that used the full forcing (river, atmospheric,
tidal and baroclinic) are compared.
[25] The depth-averaged velocities in the mouth of the
Bay of Fundy for the entire stratified season (May–October)
Figure 3. Basic schematic of the circulation associated with the Bay of Fundy Gyre and its different
forcing mechanisms. The strong tidal residual in both the east and west side of the mouth of the bay is
shown with dark blue arrows, while light blue represents the weaker north component of the tidal residual
around the 125 m isobath. The baroclinic effect is included by the red arrow. The circulation in the Gulf
of Maine associated with the north flow west of Nova Scotia, and its connection to the Maine Coastal
Current and the Bay of Fundy is presented with green arrows. The exchange between the gyre and the
Coastal Current around the 100 m isobath is shown with a yellow arrow.
C10027 ARETXABALETA ET AL.: BAY OF FUNDY GYRE CLIMATOLOGY
5 of 16
C10027
are quite similar, being weaker during the transition period
of March–April. The differences between May–June
velocities and the two later periods (July–August and
September–October) are less than 0.01 m s1 for most of
the mouth and central Bay of Fundy (Figures 2a and 4c). In
the Gulf of Maine region, the July–August period has a
stronger Maine Coastal Current associated with increased
stratification (Figure 4c). The strength of the depth-averaged
velocities during March–April (Figure 4b) is smaller than
during May–June (Figure 2a) in the areas associated with
the gyre, especially in the shallow area south of Grand
Manan Island where the March–April velocities are
0.05 m s1 smaller.
[26] In order to extend our focus beyond the intensity of
the currents, the extent of the counterclockwise flow is
considered using transport stream functions for the different
periods (Figure 5). The estimated transport stream functions
are consistent with the values for the Gulf of Maine region
[Shore et al., 2000; Hannah et al., 2001]. Lowest values are
estimated during March–April, peak values during summer
(July–August) and a slight decrease during fall (September–
October) in the Gulf of Maine, but not in the Bay of Fundy
[Hannah et al., 2001]. An estimate of the extent of the
continuous counterclockwise flow is indicated by the com-
pletely closed streamline of 0.11 Sv. By this metric, the
May–June period (Figure 5b) exhibits the largest extent, but
the difference with later periods is minimal. The strength of
the transport stream function associated with the gyre is
greatest during the September–October period (Figure 5d,
peak streamline of 0.2 Sv), but the values are similar during
the last 3 periods (May through October). The weakest
gradient (corresponding with weakest flow) and peak value
(0.16 Sv) corresponds to the March–April period. The
observed interdecadal variability in the transport stream
Figure 4. (a) Surface velocity for simulation Case T + M + W + R for the March–April period.
(b) Depth-averaged velocity for simulation Case T + M + W + R for March–April. (c) Depth-averaged
velocity for Case T + M + W + R for July–August. (d) Effect of river discharge on the surface velocity
for the March–April period (Case T + M + W + R minus Case T + M + W). (e) Effect of river discharge
on the depth-averaged velocity for March–April. (f) Effect of river discharge on the depth-averaged
velocity for July–August. Color scales represent surface (Figures 4a and 4d) or depth-averaged (Figures 4b,
4c, 4e, and 4f) speeds (m s1). Color and vector scales change between Figures 4a, 4b, 4c, 4d, 4e, and 4f.
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functions [Loder et al., 2001; Hannah et al., 2001] could be,
in fact, larger than the described variability during the
stratified season (May–September).
[27] While the depth-averaged velocities during the sum-
mer months show only slight differences between the
different periods, the surface velocity exhibits higher vari-
ability. During May–June the strongest along-isobath flow
inside the bay is estimated, while July–August presents a
strong south to north cross-bay flow component across the
150 m isobath (not shown). This surface flow is associated
with maximum near-surface stratification during the July–
August period. The weakening of the stratification during
September–October results in increased along-isobath flow
in the bay.
3.4. Vertical Structure
[28] The vertical structure of the flow (Figure 6) inside
the Bay of Fundy Gyre is shown along a transect across the
bay (Figure 1). Large tidal vertical velocities are estimated
for this area, but we focus on the residual vertical and
tangential (cross-bay) mean velocities evaluated as the
detided Eulerian mean over the last tidal cycle. Brooks
[1994] presented a similar vertical section located to the
north of the current transect. The structures and magnitudes
of the vertical and cross-bay velocities presented herein are
consistent with the results of Brooks [1994] except near the
bottom, where their ‘‘slip’’ boundary condition limited the
development of the appropriate bottom boundary layer. The
maximum vertical speed is on the order of 104 m s1
representing a vertical displacement of 10 m d1. The
secondary circulation associated with the gyre includes
two recirculation cells: (1) a strong persistent cell in the
western side of the transect, with near-bottom westward
flowing upwelling from the 150 m to the 50 m isobath,
weaker eastward flowing upwelling up to 20 m, and
eastward flow at that depth and weak downwelling at the
center of the basin and (2) a weaker highly variable cell in
the eastern side, with near-bottom upwelling extending up
to the east side of the transect during March–April and only
to the 100 m isobath during July–August and September–
October, and a westward downwelling 30–60 m from the
bottom.
4. Analysis
4.1. Gyre Intensification
[29] In Section 3.1 the basic mechanisms associated with
the gyre were described, but the changing strength of the
gyre remained unexplained. A possible cause could be
associated with the variability of the tidal rectification
mechanism. Differences in the tidal residual are due to the
spring-neap cycle and stratification effects on mixing. The
spring-neap variation and the monthly cycle of dissipation
(caused by the interaction between M2 and S2, and between
M2 and N2 constituents, respectively) could result in flow
and mixing intensifications of up to 2.5 times [Loder and
Greenberg, 1986]. The resulting intensification of the gyre
could be significant, but it would not exhibit a clear
seasonal component as described in Section 3.3. In the
present simulations, the stratification effect on mixing,
which can be significant [Naimie, 1996], is included in
the baroclinic flow.
[30] Therefore, the remaining factor, the baroclinic com-
ponent, represents the major contribution to the intensifica-
tion of the gyre. Garrett et al. [1978] identified the
possibility of baroclinic processes being of great relevance
Figure 5. Depth-integrated transport streamlines in units of Sverdrups (Sv) for four different periods:
(a) March–April, (b) May–June, (c) July–August, and (d) September–October. The streamline is zero at
the coast, with increasing positive values on the left looking downstream as in the paper by Hannah et al.
[2001]. The gray lines represent bottom topography contours of 50, 100, and 150 m.
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in this region. In this section, we propose differential
mixing, between the shallow flanks around Grand Manan
Island and western Nova Scotia and the deep basin in the
central Bay of Fundy entrance, as the major factor control-
ling the intensification of the gyre velocities during the
stratified season.
[31] The mixing across the mouth of the Bay of Fundy is
calculated as the rate of turbulent dissipation, , for each
period of interest (equation (1)). The notation has been
chosen according to that introduced by Mellor and Yamada
[1982]. Using their notation, the turbulent rate of dissipation
can be expressed as:
 ¼ q
3
B1l
ð1Þ
where q represents turbulent eddy kinetic energy, l is the
turbulent dissipation length, and B1 is a constant of the
model (B1 = 16.6). The mixing simulated by the 3-D model
in a section across the mouth of the bay is presented in
Figure 7 (right). The resulting depth-averaged mixing is
much stronger for every period over the shallow areas. The
only period with strong surface mixing over the deep basin
is March–April which resulted in reduced stratification
because of the action of the stronger mean winds. During
the rest of the periods, the mixing over the deep basin is
mostly tidal with values larger than 104 for the first 30–50m
over the bottom. This tidal mixing spans the entire water
column in the shallow areas around Grand Manan Island
and Western Nova Scotia. Wind mixing from variable wind
stress could be much larger than the contribution from mean
wind stress [Loder and Greenberg, 1986; He et al., 2005].
Figure 6. Detided mean vertical and tangential (cross-bay) velocities along a transect across the Bay of
Fundy Gyre (Figure 1) for four different periods: (a) March–April, (b) May–June, (c) July–August, and
(d) September–October. The view is inward toward the Bay of Fundy. The vector scales are 0.2 m s1 for
tangential velocities and 2  104 m s1 for vertical velocities (i.e., the ratio between horizontal and
vertical scales is 1000). The x axis is kilometers from western edge of transect.
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The effect of the variable winds on mixing is not considered
in the present simulations, but it will be included in a
companion hindcast study.
[32] The result of the horizontal gradient in vertically
integrated mixing intensity is the presence of frontal-like
structures in the density field (Figure 7, left) presented in
simple schematic form in Figure 8. The schematic diagram
is consistent with climatological fields and observed density
structure from hydrographic transects during several periods
(1916–1919 [Mavor, 1923], 1924–1930 [Hachey, 1934],
1932 [Gran and Braarud, 1935; Watson, 1936], and 1929–
1932 [Hachey and Bailey, 1952]).
[33] Density and normal velocity transects across the
mouth of the Bay of Fundy (Figure 7, left) show the
presence of the frontal structures in both sides of the deep
basin at the center of the gyre. The isopycnals become
perpendicular to the bottom at depths between 30 m and 120 m.
In the shallower areas near both shores the water column is
well mixed. The normal velocities are calculated as the
detided Eulerian mean over the last tidal cycle of the
simulations. The resulting normal velocities show a shallow
tidal-mixing front jet in both shores similar to the structures
described in other regions (e.g., Georges Bank [Garrett and
Loder, 1981; Lough and Manning, 2001] and Irish Sea
[Horsburgh et al., 2000]). The Grand Manan jet is more
intense (0.3 m s1) than the flow near the Nova Scotia
shore (0.1 m s1). The core of the jet is positioned near
surface in the Grand Manan area, while in the Nova Scotia
side the jet maximum varies in position from being near
surface in April–May, to subsurface positions (around 50 m)
during May–June and July–August and having both a near-
surface and a subsurface expression during September–
October.
4.2. Potential Energy
[34] In order to estimate the location of these frontal
structures (Figure 8), several potential energy formulations
are evaluated. Applications of such potential energy argu-
Figure 7. Density and mixing structure along a transect across the mouth of the Bay of Fundy (Figure 1).
(left) Density surfaces in color and normal velocity (mean Eulerian) contours for four periods: March–
April, May–June, July–August, and September–October. (right) The simulated rate of turbulent
dissipation (, equation (1)) for the same periods.
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ments to the Georges Bank, Gulf of Maine and Nova Scotia
regions are abundant in the literature [Garrett et al., 1978;
Loder and Greenberg, 1986; Perry et al., 1989; Lynch and
Naimie, 1993]. First, the traditional Simpson-Hunter param-
eter (SH [Simpson and Hunter, 1974]) is considered. A full
description of this parameter can be found in the paper by
Simpson [1981], but basically they assumed a balance
between tidal mixing and thermal stratification. Garrett et
al. [1978] evaluated this parameter for the Bay of Fundy
and already discussed some limitations in the presence of
fresh water runoff. The expression for the SH parameter is:
SH ¼ 2Cpet
agQ
¼ h
rCDu3
ð2Þ
where Cp is the specific heat of seawater, a is the thermal
expansion coefficient, et is the tidal mixing efficiency, Q is
the heat flux, g is the gravitational acceleration, h is the
water column depth, r is the density of seawater, CD is a
drag coefficient taken as 0.0027 and u is the rms size of the
velocity over the period. The reference (dimensionless)
value of SH used for these simulations is 101.9 [Garrett et
al., 1978; Loder and Greenberg, 1986]. This reference
value assumes tidal mixing efficiencies of et = 2.6  103
and climatological values of heat flux during the stratified
period of Q = 170W m2. Previous estimates by Garrett et
al. [1978] were calculated from model solutions from
Greenberg [1979], yet the resolution of those solutions were
not sufficient to resolve the gyre and its associated potential
energy balance. Lynch and Naimie [1993] presented a
similar application using again just tidal solutions. The SH
parameter diagnosed from the current model solutions is
presented in Figure 9. Critical values represent regions
where a transition from a tendency toward stratified
conditions changes to a tendency toward well-mixed
conditions. The critical values of the SH parameter will
vary depending on the heat flux for each period. The critical
value for March–April (Q = 57W m2) is SH = 102.4. The
critical value for the two summer periods, May–June (Q =
173W m2) and July–August (Q = 152W m2), is the
reference value SH = 101.9. For the September–October
period Q = 3.5W m2, suggesting there will be enough
mixing everywhere in the domain to overcome stratifica-
tion. In reality, potential energy criteria were formulated for
the period of development of stratification from vertically
mixed conditions during spring-summer, and usually do not
consider the preexisting stratification in the area. Therefore,
they are not appropriate for the late summer-fall breakdown
of stratification (September–October period).
[35] Contributions to surface energy input by wind stress
are usually important, especially those by variable wind
[Simpson and Bowers, 1981; Loder and Greenberg, 1986].
A modified potential energy formulation was introduced by
Figure 8. Simple schematic of the density structure and
associated circulation across the Bay of Fundy from Grand
Manan Island to Nova Scotia. The vertical arrows indicate
tidal mixing.
Figure 9. Distribution of potential energy parameters (SH
[Simpson and Hunter, 1974], LG [Loder and Greenberg,
1986]), and PE [Perry et al., 1989]) for the region around
the mouth of the Bay of Fundy for four periods: (a) March–
April, (b) May–June, (c) July–August, and (d) September–
October. The critical SH contour is represented as a thin
gray contour. The LG critical value is marked by a black
contour. The color scale represents the magnitude of the PE
parameter, with zero (critical) value of PE indicated with
white contours. Regions with values larger than the critical
value have a tendency toward stratified conditions, while
regions with parameters smaller than critical have a
tendency toward well-mixed condition. In the areas where
PE = PEcritical, tidal fronts are predicted. During September–
October, because of the negative climatological heat flux,
both the SH and LG parameters predict a tendency toward
well-mixed conditions for the entire domain. In Figure 9d,
September–October, the critical SH contour for July–
August is shown for reference.
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Loder and Greenberg [1986] to account for wind mixing
effects in the Gulf of Maine and Bay of Fundy:
LG ¼ 2Cpe
0
t
agQ
¼ h
Dt þ g ew=e0t
 
Dw
ð3Þ
where e0t = 1.5  103 is a reduced tidal mixing efficiency
in the presence of wind mixing, Dt = rCDu
3 is the same tidal
current induced mixing as for SH, ew is the wind mixing
efficiency, g is a ratio of the transfer of energy from wind
speed to wind-induced ocean speed, and Dw is the turbulent
mixing due to wind. Their proposed wind mixing efficiency
for this region was g ew = 0.9  103. To consider the
significant effect of the variable wind on mixing, Dw is
formulated taking into account both the mean and standard
deviation of the wind stress [Loder and Greenberg, 1986].
Critical values for the LG parameter during the May–June
and July–August periods (Figures 9b and 9c) show a
general tendency toward stratified conditions over the center
of the bay and a tendency toward well-mixed conditions
over the shallow flanks. The LG parameter critical values
(LG = 101.65) and distributions during the summer are
consistent with the results by Loder and Greenberg [1986].
The addition of the strong mixing due to the highly variable
wind stress during March–April results in a significant
decrease of the extent of areas where tendencies toward
stratified conditions are estimated (Figure 9a, critical SH
versus critical LG).
[36] A significant problem with the above formulations is
the neglect of the freshwater contributions to buoyancy,
because only heat flux contributions were considered. In the
Bay of Fundy, the discharge of the St. John river, especially
during spring, has a strong stratifying influence [Watson,
1936; Garrett et al., 1978; Brooks, 1994]. Several studies
have established the direct effect of river discharge on
potential energy by assuming a region of influence of the
freshwater plume [Blanton and Atkinson, 1983; Atkinson
and Blanton, 1986; Blanton et al., 1989]. This approach is
useful to study the potential energy balance in the proximity
of the plumes, but the effects on buoyancy over larger areas
where the plume is not obvious may be neglected. To
consider both the direct discharge effects on buoyancy
and the modifications caused by advection of low-salinity
water masses from the Nova Scotian Shelf [Smith, 1983,
1989; Shore et al., 2000], we introduce the potential energy
formulation used by Perry et al. [1989] for southwest Nova
Scotia:
PE ¼ agQh
2Cp
þ gh
3
3DZ
rb
@DS
@t
 e0tDt þ gewDw
  ð4Þ
where DS is the vertical change in salinity over the depth
interval DZ, and b is the saline contraction. The critical
value of PE = 0 corresponds to areas where processes that
increase potential energy (usually, the first and second terms
of equation (4)) balance processes that decrease potential
energy (third term of equation (4)). The distribution of PE
over the different periods (Figure 9) changes depending on
both buoyancy (heat flux and freshwater effect on salinity)
and mixing (tidal and wind) effects. During March–April
(Figure 9a), tidal and variable wind mixing overcomes the
buoyancy effect of the salinity difference except near the
St. John river plume and close to areas affected by Scotian
Shelf waters. The PE formulation may underestimate the
direct effect of river discharge on buoyancy especially
inside river plumes. During May–June (Figure 9b), the
presence of high heat flux values and the strongest salinity
stratification (as a result of the integrated effect of the spring
St. John freshet) results in a strong tendency toward
stratified conditions (PE 	 0) in the central part of the
bay and near the mouth of the St. John river. Over the
shallow areas east of Grand Manan Island and west of Nova
Scotia well-mixed conditions are expected (PE < 0). By
July–August (Figure 9c), there is a decrease on the salinity-
driven stratification and larger areas of the bay tend to be
well mixed. There is a surprisingly good agreement on the
location of transition areas (frontal regions) predicted with
the three presented formulations (SH, LG, PE), especially
from May until August.
[37] Considering the results herein, the differential mixing
mechanism for gyre intensification is only relevant during
the stratified season (May–September). At these times,
mixing is occurring over the shallow areas but not over
the deep areas, contributing to the development of frontal
structures. The secondary circulation associated with the
development of tidal fronts (Figure 6) is not part of the
presented potential energy models, but the presence of
altered density structure associated with the fronts results
in the development of cell-like structures on both sides of
the frontal system [Lough and Manning, 2001; Aretxabaleta
et al., 2005]. The presented potential energy formulations
have several limitations (advection, direct fresh water buoy-
ancy effects, and time evolution of these fields are assumed
to be small), but the basic mechanisms are still valid as has
been proven in other regions [Blanton and Atkinson, 1983;
Loder and Greenberg, 1986; Perry et al., 1989; Xing and
Davies, 2001].
[38] The circulation associated with the gyre is similar to
the intensely studied flow in the Irish Sea [Hill et al., 1994;
Horsburgh et al., 2000; Horsburgh and Hill, 2003]. The
dynamics of the circulation associated with dense pool
gyres have been described in several studies [Garrett,
1991; Hill, 1996, 1998]. The cyclonic gyre circulates
around a dome of dense, usually cold, water controlled by
the balance between stratification and friction, where the
near-bottom density gradient drives surface flow as in other
bottom-dominated fronts [Garrett and Loder, 1981; Garrett,
1991]. The dense pool circulation is present both with
surface to bottom well-mixed fronts in swallow areas or
just with the presence of large well-mixed bottom boundary
layer. Therefore, the surface density gradient is not a needed
feature of the gyre.
4.3. Particle Retention
[39] In order to understand the importance of the gyre for
the retention of particles, a set of numerical drifter experi-
ments are conducted. The first experiment includes the
release of fixed-depth particles in the mean May–June
climatological velocity fields. The particles are released
along a NW–SE line from the center of the gyre to the
Nova Scotia shelf for 30 days and follow the streamlines of
the depth-averaged velocity field (Figure 10). The main
characteristic observed is the circulation of particles around
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the center of the gyre, with a tendency to accumulate over
the deeper parts of the gyre. Particles tend to be ejected from
the gyre at the 100 m isobath south of Gran Manan Island.
This first experiment considers only the mean Eulerian flow,
but the general regions of accumulation and loss could be
identified. The exit point location corresponds with the
region of convergence at the mouth of the bay mentioned
in Section 3.1 and is located around the area surrounding the
100 m isobath. Associated with the convergence in this
region, downwelling is present in the simulations, with the
May–June period having the strongest vertical velocities
(not shown). The retention of particles in the gyre is
enhanced by this combination of convergence and downw-
elling. Particles released near that location at different
bottom depths have a strong tendency to follow their release
isobath into the Maine Coastal Current (not shown).
[40] The retention of particles in the gyre in the time-
dependent climatological fields is studied by releasing
fixed-depth particles at two depths (5 m and 15 m below
mean sea level) from a uniform distribution with particles
every 3–4 km in the entire domain and evaluating the
resulting fields after 60 tidal cycles (1 month). The results
for the July–August period are presented in Figure 11. Most
of the particles that are released in the upper Bay of Fundy
get advected out of the bay, except for the accumulation that
occurs in the area inside the gyre. There is a net increase in
the concentration of particles in the central part of the gyre,
especially at 15 m during July–August. Similar results are
obtained for the May–June period (not shown). The regions
of accumulation and loss in this Lagrangian simulation are
the same as in the previous Eulerian simulation (Figure 10)
suggesting the mean gyre flow controls retention in the bay.
[41] In order to evaluate the retention of particles in the
gyre two more experiments are conducted (1) with fixed-
depth particles and (2) with passive particles. A constant
number of particles (20,000) are released at each of three
different depths (3 m, 10 m, and 20 m below mean sea
level) inside the gyre. The averaged position of the gyre is
defined as the first closed transport streamline (0.11 Sv) of
the May–June climatological simulation. Both fixed-depth
and passive particles are tracked for 60 tidal cycles (1month).
The initial and final position of the fixed-depth particle
experiment for the July–August period is presented in
Figure 12. Most of the particles that leave the area sur-
rounding the gyre are lost in the initial 10–20 tidal cycles.
The rest of the particles remain predominantly in the gyre
area. After 60 tidal cycles, 47.9% of the total particles
released at 10 m remain in the gyre, while 60.3% of the
particles released at 20 m remain. The particles that are
released at 3 m are advected out of the Bay of Fundy area in
40 tidal cycles, so by the end of the simulation period (60 tidal
cycles) there are almost no particles left (0.1%).
[42] We evaluate the retention properties of the gyre by
fitting functions to the evolution of the decay in the total
number of particles that remained in the Bay of Fundy
(Figure 13). The proposed modified logistic curve that
describes the observed distribution follows the equation:
P tð Þ ¼ P0 þ k P0ke
lt
P0 þ k elt  1ð Þ ð5Þ
where P(t) is the particle concentration at any time, P0 is the
initial number of released particles, k is number of particles
remaining at t!1, and l is the particle decay rate. P(t) is
the solution of the differential equation:
d~P
dt
¼ l ~P  b1  1
 
~P  b1
  ð6Þ
where ~P = P/P0 is a dimensionless particle concentration
and b1 = k/P0 is the concentration at t ! 1. The
Figure 10. Particles released in static mean May–June
climatological depth-averaged velocity field. The red dots
represent the position of particles released every 2 days for
30 days along a NW–SE line (blue dots). Blue vectors
represent mean depth-averaged velocities.
Figure 11. Particles released at two depths (5 m and 15 m
below mean sea level) in a uniform distribution with
particles every 3–4 km over the entire model domain during
the July–August period. Particles are tracked for 60 tidal
cycles, and the final position is shown. The number of
particles inside the thick gray line contour are considered to
be accumulated in the gyre. Percentage change from the
initial number of particles in the gyre area is included.
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appropriateness of the logistical fit is evaluated by
calculating the root mean square difference (RMSE)
between curve and model retention. The mean RMSE value
for all cases is less than 5% of the total signal (range
between 3.0% and 6.6%).
[43] The characteristic of the retention associated with the
gyre can be then simplified to two parameters: (1) l, the
particle decay rate, and (2) b1, the concentration of
particles that tend to remain in the gyre after the period of
initial decay. We calculate the half life timescale (time when
the mean value between k and P0 is encountered), as a
measure of retention times in the gyre. The half life follows
equation (7):
t1=2 ¼ 1l log
b1 þ 1
b1
 
ð7Þ
We present the retention characteristics of the gyre for
different periods according to these two parameters (Tables 1
and 2). The main result is an increased retention during
three periods (May–June, July–August, and September–
October) with respect to the March–April period with
significant amounts of particles (50%) remaining in the
gyre for long periods of time (more than 30 days) at 10 m
and 20 m. Retention predominantly increased with depth,
with small retention near the surface and both larger b1 and
decay times in deeper layers. The surface layer (3 m) is, in
fact, very dispersive for all periods. The retention during the
March–April period is smaller for both parameters at all
depths and for both fixed-depth and passive particles. Note
that b1 values between 2–8% are sensitive to the duration
of the particle tracking experiments. If the model simula-
tions were longer, the curve fitting would produce values of
b1 closer to zero. Therefore, the values of b1 less than
10% can be considered as a tendency of the gyre to lose all
particles.
[44] The differences in retention between fixed-depth and
passive particles are that during the stratified periods (May–
October) less total passive particles tend to remain in the
gyre (smaller b1), while their half lives are larger. During
March–April, the opposite behavior is observed, with more
passive than fixed-depth particles remaining, though with
shorter half lives.
[45] Several factors determine the fluctuations in the
presented retention times: the strength of the flow around
the gyre (stronger between May and October), the spatial
extent of the gyre (slightly larger closed transport streamline
during May–June), the level of stratification that results in a
stronger velocity shear in the vertical (stronger during July–
August and weaker during spring), the wind stress (stronger
in March–April) and heat flux strength (maximum in May–
June), and the variability of the convergence at the entrance
to the bay between north flow from western Nova Scotia
and south flow coming across the Grand Manan Island
shoals. The combination of factors results in lowest reten-
tion during March–April. When the stratification starts to
develop in May–June, the strength of the gyre flow
increases as well as the convergence near the mouth of
the bay, resulting in high retention. The stronger stratifica-
tion in July–August, with associated stronger vertical shear
and increased cross-bay surface flow, slightly reduces the
retention during that period. During September–October
stronger mean winds affect the level of stratification and
retention of fixed-depth particles increases slightly, while
retention of passive particles is reduced. Therefore, stratifi-
cation increases retention as long as it does not result in
strong near-surface cross-bay flow. The results presented are
for near-surface and subsurface releases, but significantly
Figure 12. Fixed-depth particle released in July–August
time-dependent 3-D climatological velocity field. Particles
are released at the beginning of a 1 month simulation in a
region defined by the 0.11 Sv transport streamline of the
May–June climatological depth-averaged velocity at three
depths: 3 m, 10 m, and 20 m (small blue dots). The final
position after 60 tidal cycles of the 3 m particles are
represented by black dots, the final position for 10 m
are represented by red dots, and the 20 m ones are
represented by blue dots. The solid blue line indicates the
edge of the bay region for the retention studies.
Figure 13. Evolution of the decay in the total number of
particles that remained in the Bay of Fundy for the July–
August period (solid) and fit to a logistical curve (dashed).
Three different depths (3, 10, and 20 m) are represented by
black, red, and blue lines, respectively.
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different results are obtained by releasing particles deeper in
the water column (not shown).
5. Discussion
[46] Previous studies [Dickie, 1955; Lauzier, 1967;
Godin, 1968] have inferred from a few observations the
possibility of counterclockwise circulation in the region
near the mouth of the Bay of Fundy. Herein we have used
numerical simulations to provide a systematic description of
the structure and variability of the Bay of Fundy Gyre,
including the partitioning between different forcings, the
articulation of an intensification mechanism, and the quan-
tification of the retention characteristics of the gyre.
[47] The basic structure of the gyre is related to the
presence of strong tidal flow in the Bay of Fundy. The tidal
rectification associated with the tidal motions over steep
topography creates strong residual circulation in the west-
ern, eastern and to a lesser degree, the northern, sides of the
deeper central basin of the lower Bay of Fundy (Figure 2b).
Additionally, during periods when stratification is enhanced
(i.e., spring river discharge providing increased buoyancy,
spring-summer high heat flux), the balance between tidal
mixing and stratification shifts, producing regions (shallow
flanks) with sufficient mixing to overcome buoyancy in
relatively close proximity to regions (deep basins) where
stratification is maintained. This process results in tidal
front-like structures (Figure 8), where the general counter-
clockwise flow of the gyre is intensified. This process was
partially described by Dickie [1955] to explain the temper-
ature variability in the region between periods of ‘‘closed’’
and ‘‘open’’ circulation. The balance between tidal mixing
and stratification and its relation to frontal position in this
area was first introduced by Garrett et al. [1978]. The
associated circulation is consistent with flow around a cool
water pool [Hill, 1998].
[48] The main characteristics of the mean Eulerian sec-
ondary flow associated with the tidal front (Figure 6) are the
presence of upwelling in the mixed region (over the shal-
lower areas) and the occurrence of downwelling in the
stratified region (deeper areas). Associated with the down-
welling, there is subsurface convergence and near-bottom
divergence. The combined effect of this secondary circula-
tion is the appearance of cell-like circulation patterns. The
mean (Eulerian) upwelling and downwelling exhibit high
temporal and spatial variability because of the effect of the
strong tidal dynamics (currents and mixing) in the region.
Therefore, the synoptic residual fields could differ substan-
tially from observed fields at any particular time. The
retention of particles in the gyre is partially controlled by
the frontal structures. While retention in the layer immedi-
ately below the surface is affected by wind and near-surface
velocity shear, the subsurface layers (10–20 m) experience
the increase retentiveness caused by subsurface convergence.
The secondary circulation associated with the fronts facili-
tates the retention of passive particles [Lough and Manning,
2001; Aretxabaleta et al., 2005] and therefore the presence of
recirculation cells helps particle retention in the gyre. In depth
representation of the convergence associated with Eulerian
and Lagrangian velocities in the gyre goes beyond the scope
of this study.
[49] The effect of the wind stress is especially important
in the March–April period, when the stronger mean wind
stress causes both the removal of the surface stratification
(Figure 7) and the transport of particles outside the Bay of
Fundy. The limited retention in the layers closer to the
surface is due to stronger wind-driven advection.
[50] The interaction between the Bay of Fundy Gyre and
the adjacent circulation of the Gulf of Maine is an additional
factor controlling the fate of particles in the bay. Conver-
gence and downwelling in the area between the 100 m and
150 m isobaths associated with the interaction between the
gyre, the Maine Coastal Current and the north flow west of
Nova Scotia causes fluctuations in the retentiveness of the
gyre. During periods when the convergence and downwel-
ling is more intense (May–June), the resulting retention of
particles is consequently increased.
6. Conclusions
[51] The basic mechanisms controlling the presence and
variability of the Bay of Fundy Gyre have been described.
Tidal rectification associated with the steep bathymetry
around western Nova Scotia and Grand Manan Island,
creates opposing flows on opposite sides and a weaker west
flow in the north. The density structure contributes to the
circulation around the gyre by both closing the north and
south edges of the gyre and extending the region with
clockwise circulation further north into the bay. The St. John
river discharge has a significant effect on surface velocity,
especially during March–April, but a small effect on the
depth-averaged flow. The climatological wind, especially
during the summer months, has a limited effect on the
intensity and overall structure of the gyre. The effect of
wind pulses and variability has been omitted from this study
and will be addressed in a companion hindcast study.
[52] Flow around the gyre is stronger during July–August
and September–October with velocities on the order of
0.05–0.15 m s1 (consistent with Godin [1968]) resulting
Table 1. Retention Parameters for All Fixed-Depth Simulations
Using a Logistical Curve to Fit the Particle Concentration Decay in
the Gyrea
Mar–Apr May–Jun Jul–Aug Sep–Oct
b1 t1/2 b1 t1/2 b1 t1/2 b1 t1/2
3 m 2 6.3 16 7.9 6 6.6 10 7.2
10 m 3 8.1 55 5.3 43 4.5 49 6.4
20 m 7 10.3 52 9.0 57 4.2 53 7.3
aSee Figure 13. b1, concentration (percentage) of particles at t!1; t1/2,
half life decay time (days).
Table 2. As in Table 1, but for Passive Particlesa
Mar–Apr May–Jun Jul–Aug Sep–Oct
b1 t1/2 b1 t1/2 b1 t1/2 b1 t1/2
3 m 3 6.5 14 7.4 9 6.1 11 6.9
10 m 18 5.2 46 6.9 34 5.7 30 10.9
20 m 25 4.8 43 9.5 45 6.2 38 11.3
ab1, concentration (percentage) of particles at t!1; t1/2, half life decay
time (days).
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from the combination of tidal rectification and baroclinic
flow. The velocities during March–April are weaker be-
cause of the lack of a strong baroclinic effect. The spatial
extent of the gyre is relatively constant during the summer
months, with a predicted slightly larger extent for the May–
June period. The connection of the gyre circulation with the
adjacent Gulf of Maine flow seems to be an important factor
in controlling the flow around the southern edge of the gyre
and the advective exchange between the two regions.
[53] Differential tidal mixing, between the deep basin at
the mouth of the Bay of Fundy and the shallow flanks
around Grand Manan Island and western Nova Scotia, is the
main factor controlling the gyre intensification during the
stratified season. The differential mixing creates frontal-like
structures that maintain secondary circulation that have a
significant contribution to the retention of particles by the
gyre. Intensive surveying, similar to studies conducted in
the Irish Sea [Horsburgh et al., 2000], will be needed to
corroborate the structure and variability of the gyre.
[54] The model simulations suggest a maximum retention
during the May–June period in the depths between 10–20 m
from the surface with residence times longer than 30 days
for around 50% of the particles released and a half life time
for the particles that exited the gyre of 5–9 days. The
retention values for July–August and September–October
are slightly smaller. Particles released closer to the surface
have much weaker retention (2–16% of long retention and
half life 6–8 days). A similar behavior is observed for the
March–April period at all depths associated with weaker
frontal circulation and much stronger average winds.
[55] The biological implications of the described retention
characteristics of the gyre are significant. One current
application will be to the understanding and prediction of
the distribution and evolution of A. fundyense both in the
Bay of Fundy and the Gulf of Maine. The retentive nature
of the gyre favors the self-sustainability of the Bay of Fundy
population of this dinoflagellate and creates the possibility
of the cyst bed located in the bay acting as a long-term
source for the Gulf of Maine population.
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