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Abstrak 
Model regresi probit bivariat adalah model regresi probit 
yang menggunakan dua variabel respon bersifat kualitatif atau 
berkategori. Variabel prediktor yang digunakan adalah faktor-
faktor yang mempengaruhi variabel respon. Metode estimasi 
parameter yang digunakan dalam probit bivariat adalah Maximum 
Likelihood Estimation (MLE). Setelah model awal regresi probit 
bivariat terbentuk, model diuji secara simultan untuk menguji 
bahwa keseluruhan variabel prediktor mempunyai pengaruh 
signifikan terhadap variabel respon dan uji parsial dilakukan 
untuk menguji signifikansi masing-masing variabel prediktor 
terhadap variabel respon. Setelah itu dibentuk model yang 
kemudian diidentifikasi kriteria kebaikan model menggunakan 
nilai Akaike Information Criterion (AIC). Data yang digunakan 
adalah kasus penderita HIV dan AIDS tiap kabupaten dan kota di 
Jawa Timur pada tahun 2013 sebagai variabel responnya dan 
menghasilkan variabel prediktor persentase umur 25-49 tahun 
terhadap jumlah penduduk, persentase Askeskin atau Jamkesmas 
terhadap jumlah penduduk dan persentase jumlah sarana 
kesehatan terhadap jumlah penduduk sebagai faktor yang 
berpengaruh signifikan terhadap HIV dan AIDS. 
  
Kata kunci: AIC, Probit Bivariat, HIV dan AIDS, MLE, Uji 
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Abstract 
Bivariate probit regression model is probit regression model 
that uses two response variables qualitative or category. Predictor 
variables used is the factors that affect response variables. 
Estimation of the parameters of a method used in probit bivariat is 
Maximum Likelihood Estimation (MLE). After early bivariate 
probit regression model formed, it tested simultaneously to test that 
overall predictor variables have significant influence on response 
variables and partial test to test the significance of each predictor 
variables on response variables. After that formed the model later 
identified the criteria for goodness a model using the value of 
Akaike Information Criterion (AIC). The data used is the case of 
HIV and AIDS each district and cities in East Java in 2013 as 
response variables and the result is predictor variable percentage 
25-49 years of age on the poulayion, percentage of Askeskin or 
Jamkesmas on the population and percentage of health facilities 
on population as the factor that significant on HIV and AIDS. 
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1.1 Latar Belakang 
Angka kematian di Indonesia disebabkan banyak hal seperti 
kecelakaan, bermacam penyakit, dan lain-lain. Dalam hal ini 
angka kasus kematian yang disebabkan oleh berbagai penyakit 
cukup banyak. Salah satunya disebabkan oleh Penyakit 
Menular Seksual (PMS). 
PMS adalah penyakit yang ditularkan dari satu orang ke 
orang lain melalui kontak hubungan seksual. Meskipun 
terutama ditularkan melalui hubungan seksual, namun dapat 
juga terjadi dari ibu kepada janin dalam kandungan atau saat 
kelahiran, melalui produk darah yang telah tercemar, kadang 
dapat ditularkan melalui alat kesehatan yang tidak steril [1]. 
Penyakit menular seksual ada yang dapat disembuhkan namun 
ada juga yang tidak dapat disembuhkan. HIV/AIDS termasuk 
dalam PMS yang tidak dapat disembuhkan dan paling 
berbahaya karena dapat merusak kekebalan tubuh seseorang 
dan berakibat kematian [2]. 
Di Jawa Timur sendiri angka kasus HIV dan AIDS kumulatif 
dari tahun 1987 sampai September 2014 masing-masing 
menempati urutan lima terbanyak di Indonesia [3]. Dengan 
demikian HIV dan AIDS perlu diperhatikan dalam 
menyumbangkan angka kasus kematian mengingat penyakit 
tersebut belum dapat disembuhkan. Jika seseorang terkena HIV 
maka sistem kekebalan tubuhnya semakin lama akan rusak. 
Dalam perkembangannya, orang yang telah terinfeksi virus 
HIV dapat mencapai stadium AIDS jika orang tersebut 
mengalami komplikasi gejala penyakit setelah sekian lama 
mengidap HIV. 
Pada penelitian sebelumnya yang dilakukan oleh Chen dan 
Hamori tahun 2010 mengenai perbedaan antara pekerja laki-
laki dan perempuan di Cina, dengan mempertimbangkan 
hubungan keputusan seorang perempuan untuk bekerja dan 
keputusan memperkerjakan seseorang pada sebuah organisasi 
diungkapkan untuk melihat hubungan antara dua variabel yang 
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memiliki hubungan tersebut lebih baik menggunakan model 
probit bivariat [4]. Selain itu penelitian tentang HIV dan AIDS 
sebagai variabel respon pernah dilakukan oleh Dhewy dan 
Purhadi pada tahun 2014 menggunakan metode regresi poisson 
bivariat dengan menghasilkan variabel tingkat pendidikan 
rendah/ SMA, jumlah tenaga medis, jumlah penyuluhan 
kesehatan, jumlah sarana kesehtan dan Jamkesmas berpengaruh 
signifikan terhadap HIV serta variabel jumlah tenaga medis, 
jumlah sarana kesehtan dan Jamkesmas berpengaruh signifikan 
terhadap AIDS [5]. Penelitian menggunakan model probit 
bivariat juga pernah dilakukan oleh Romadhona pada tahun 
2015 untuk studi kasus pemberian imunisasi dasar dan ASI 
eksklusif dengan variabel prediktor berupa pendidikan ibu, 
penolong kelahiran terakhir dan status daerah berpengaruh 
signifikan terhadap imunisasi dasar sedangkan variabel 
prediktor yang berpengaruh signifikan terhadap pemberian ASI 
adalah umur perkawinan pertama dan pekerjaan ayah. [6]. 
Dalam tugas akhir ini digunakan model regresi probit 
bivariat untuk mengidentifikasi dan menjelaskan faktor-faktor 
yang mempengaruhi HIV dan AIDS di Jawa Timur. 
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang masalah tersebut, rumusan 
masalah yang dapat diambil adalah sebagai berikut: 
1. Bagaimana cara menentukan estimasi parameter untuk 
model probit bivariat? 
2. Bagaimana memodelkan regresi probit bivariat pada faktor-
faktor yang mempengaruhi jumlah kasus HIV dan AIDS di 
Jawa Timur? 
 
1.3 Batasan Masalah 
Batasan masalah pada tugas akhir ini adalah: 
1. Analisis estimasi parameter dalam penelitian ini dibatasi 
hanya untuk mengetahui langkah-langkah dalam 
mendapatkan parameter pada regresi probit bivariat. 
2. Pembentukan model regresi probit bivariat menggunakan 
kasus HIV dan AIDS sebagai dua variabel respon dan 
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menggunakan empat faktor yang mempengaruhi HIV dan 
AIDS berupa persentase usia, jaminan kesehatan, 
penyuluhan kesehatan, dan sarana kesehatan sebagai 
variabel prediktor. 
3. Sumber data yang digunakan untuk membentuk model 
probit bivariat adalah berupa data sekunder Profil Kesehatan 
Jawa Timur tahun 2013 yang diperoleh dari Dinas 
Kesehatan Jawa Timur. 
4. Software yang digunakan untuk menunjang tugas akhir ini 
adalah StataSE12, SPSS dan Matlab R2013a. 
 
1.4 Tujuan 
Berdasarkan rumusan masalah yang telah ada, tujuan dari 
tugas akhir ini adalah sebagai berikut: 
1. Memperoleh cara untuk mengestimasi parameter dalam 
model probit bivariat. 
2. Memodelkan regresi probit bivariat untuk faktor-faktor yang 
mempengaruhi kasus HIV dan AIDS di Jawa Timur. 
 
1.5 Manfaat 
Manfaat dari tugas akhir ini adalah: 
1. Memberikan bahan pertimbangan untuk pemerintah 
khususnya pemerintah Jawa Timur dalam menangani kasus 
penyakit HIV dan AIDS dengan melihat variabel mana yang 
berpengaruh signifikan terhadap penyakit HIV dan AIDS. 
2. Dapat memberikan informasi dan wawasan tentang 
pembentukan regresi probit bivariat serta aplikasinya dalam 
bidang kesehatan khususnya pada kasus penyakit HIV dan 
AIDS di Jawa Timur dengan menggunakan data kasus pada 
tahun 2013. 
 
1.6 Sistematika Penulisan 
Tugas akhir ini disusun dengan sistematika tulisan sebagai 
berikut: 
BAB I PENDAHULUAN 
Berisi tentang latar belakang, rumusan masalah, 
batasan masalah serta tujuan dan manfaat penelitian. 
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BAB II TINJAUAN PUSTAKA 
Memaparkan dasar-dasar teori yang digunakan dalam 
mengerjakan tugas akhir. 
BAB III METODOLOGI PENELITIAN 
Menjelaskan alur pengerjaan serta metode yang 
digunakan dalam mengerjakan tugas akhir. 
BAB IV ANALISIS DAN PEMBAHASAN 
Menyajikan cara dalam analisis estimasi parameter 
probit bivariat dan membahas hasil dari model regresi 
probit bivariat pada kasus jumlah penderita HIV dan 
AIDS di Jawa Timur. 
BAB V KESIMPULAN DAN SARAN 
Berisi kesimpulan dan saran dari analisis dan 






2.1. Analisis Regresi 
Analisis regresi berkaitan dengan studi mengenai 
ketergantungan satu variabel respon terhadap satu atau lebih 
variabel prediktor, dengan tujuan untuk mengestimasi dan/ atau 
memperkirakan nilai rata-rata populasi variabel respon dari 
nilai yang diketahui pada variabel prediktor [7]. 
Diberikan 𝑧1, 𝑧2, … , 𝑧𝑟 adalah variabel prediktor sebanyak r 
yang mempunyai hubungan terhadap sebuah variabel respon Y. 
Persamaan model regresi linear dengan satu variabel respon 
diberikan sebagai berikut: 
𝑌 = 𝛽0 + 𝛽1𝑧1 + ⋯ + 𝛽𝑟𝑧𝑟 + 𝜀 
dengan 𝛽0, 𝛽1, … 𝛽𝑟 adalah koefisien dari variabel prediktor  
𝑧1, 𝑧2, … , 𝑧𝑟 sebagai parameter-parameter yang perlu dicari 
nilainya. Sedangkan 𝜀 adalah error yang distribusinya diketahui 
atau diasumsikan [8]. 
Pada umumnya, model regresi melibatkan variabel respon 
yang bersifat kuantitatif dan variabel prediktornya dapat 
bersifat kuantitatif maupun kualitatif ataupun gabungan dari 
keduanya. Namun sebuah variabel respon atau lebih dapat juga 
bersifat kualitatif seperti pemilihan keputusan “ya” atau 
“tidak”. Sehingga diperlukan pula model regresi dengan 
variabel respon yang bersifat kualitatif seperti model regresi 
probit [9]. 
 
2.2. Distribusi Bernoulli 
Jika dalam sebuah percobaan hanya menghasilkan dua 
kejadian yaitu E adalah kejadian “sukses” dan komplemennya 
E’ adalah kejadian “gagal” maka E terjadi dengan peluang 𝑝 =
𝑃(𝐸) dan peluang terjadinya E’ adalah 𝑞 = 𝑃(𝐸′) = 1 − 𝑝. 
Sebuah variabel random 𝑌 yang diasumsikan hanya bernilai 
0 atau 1 disebut sebagai variabel Bernoulli dan percobaan yang 
didapatkan hanya dua tipe disebut percobaan Bernoulli. 
𝑌(𝑒) = {
1  𝑗𝑖𝑘𝑎 𝑒 ∈ 𝐸




Probability density function atau pdf dari 𝑌 adalah  
𝑓(𝑦) = 𝑝𝑦𝑞1−𝑦 ;             𝑦 = 0,1                                              (2.1) 
dengan mean p dan varians pq. Sehingga pdf dari 𝑓(0) = 𝑞 dan 
𝑓(1) = 𝑝 [10]. 
 
2.3. Distribusi Binomial 
Distribusi binomial merupakan distribusi dengan variabel 
acak diskrit untuk n kali percobaan Bernoulli yang saling 
independen atau saling bebas dimana hasil dari suatu percobaan 
tidak mempengaruhi percobaan yang lainnya. Pdf dari suatu 
variabel acak Y  berdistribusi binomial adalah 
𝑏(𝑦; 𝑛, 𝑝) = (
𝑛
𝑦) 𝑝
𝑦(1 − 𝑝)𝑛−𝑦  ;            𝑦 = 0,1, … , 𝑛 
dengan y adalah jumlah sukses dalam n percobaan dan p yaitu 
peluang sukses untuk setiap percobaan. 
Distribusi binomial dinotasikan sebagai 𝑌~𝐵𝐼𝑁(𝑛, 𝑝) 
dengan parameter n dan p. Untuk Cumulative Distribution 
Function (CDF) dari distribusi binomial yaitu 
𝐵(𝑦; 𝑛, 𝑝) = ∑ 𝑏(𝑘; 𝑛, 𝑝)
𝑦
𝑘=0
 ;           𝑦 = 0,1,2, … , 𝑛 
Mean dan varian untuk distribusi binomial masing-masing 
adalah 𝑛𝑝 dan 𝑛𝑝(1 − 𝑝) [10]. 
 
2.4. Distribusi Multinomial 
Untuk 𝐸1, 𝐸2, … 𝐸𝑘 kejadian dan diberikan 𝑝 = 𝑃(𝐸𝑖) untuk 
𝑖 = 1,2, … , 𝑘 pada percobaan yang saling independen sehingga 
diberikan 𝑌𝑖 adalah jumlah kejadian yang telah terjadi pada 𝐸𝑖 
berdistribusi multinomial dengan pdf 
𝑓(𝑦1, … , 𝑦𝑘) =
𝑛!













Mean untuk distribusi multinomial adalah 𝜇 = 𝑛𝑝𝑖 dan 





2.5. Distribusi Normal 
Distribusi normal pertama kali diperkenalkan oleh Abraham 
de Moivre pada tahun 1733 sebagai sebuah pendekatan untuk 
distribusi dari jumlahan variabel random binomial. 










; −∞ < 𝑦 < ∞ 
Parameter yang digunakan dalam distribusi normal adalah 
mean 𝜇 dan varians 𝜎2 dengan notasi 𝑦~𝑁(𝜇: 𝜎2). Sedangkan 
untuk CDF dari y didefinisikan sebagai probabilitas bahwa 
variabel random normal y kurang atau sama dengan suatu nilai 
a yang dirumuskan: 











Distribusi normal standar adalah distribusi normal dengan 
parameter 𝜇 = 0 dan 𝜎2 = 1. Sehingga pdf dari distribusi 











 sehingga CDF dari distribusi normal standar 
adalah [10] 















Dalam pemodelan regresi diperlukan syarat bahwa tidak 
adanya korelasi antar variabel prediktor yang digunakan. 
Multikolinieritas merupakan kondisi dimana terdapat hubungan 
linier atau korelasi yang tinggi antar variabel prediktor di dalam 
model regresi. Jika besarnya korelasi melebihi 0,8 atau 80% 
maka korelasi berpasangan diantara dua variabel prediktor 
dikatakan tinggi [9]. Perhitungan koefisien korelasi antar dua 



























Untuk mengetahui hubungan korelasi antar variabel yang 
berupa data kategorik, digunakan uji dependensi. Syarat uji 
dependesi adalah tidak ada nilai frekuensi dari sel yang kurang 
dari satu dan jika ada sel yang berisi frekuensi kurang dari lima 
maka tidak boleh melebihi 20% dari jumlah total sel. Uji 
dependensi dilakukan sebagai berikut. 
Hipotesis: 
𝐻0: Variabel 𝑥𝑖 dan 𝑥𝑗 saling bebas (independen) 
𝐻1: Variabel 𝑥𝑖 dan 𝑥𝑗 tidak saling bebas (dependen) 
Statistik Uji: 
𝑋ℎ𝑖𝑡𝑢𝑛𝑔










𝑂𝑖𝑗 : banyaknya data yang termasuk dalam sel ke- i, j 





Tolak 𝐻0 jika nilai 𝑋ℎ𝑖𝑡𝑢𝑛𝑔
2 > 𝜒∝,(𝐼−1)(𝐽−1)
2  [11]. 
 
2.7. Model Regresi Probit 
Analisis probit pertama kali diperkenalkan oleh Chester 
Ittner Bliss pada tahun 1934 dalam penelitiannya mengenai 
pestisida untuk mengendalikan serangga yang hidup pada daun 
dan buah anggur. Dikemukakan oleh Bliss bahwa probit dalam 
model regresi berasal dari kata probability unit, dengan kata 
lain model regresi probit merupakan suatu model regresi yang 
berkaitan dengan unit-unit probabilitas. Model probit 
merupakan salah satu pemodelan statistik dengan menggunakan 





2.7.1. Model Regresi Probit Univariat 
Model probit univariat merupakan model probit yang 
melibatkan satu variabel respon. Jika suatu model probit 
melibatkan satu variabel respon dengan dua kategori yaitu 1 
(satu) untuk kejadian sukses dan 0 (nol) untuk kejadian gagal 
maka disebut model probit biner univariat.  
Misalkan ada variabel respon 𝑌 yang diasumsikan berasal 
dari variabel 𝑦∗ sebagai model regresi probit univariat yang 
ditulis  
𝑦∗ = 𝛽𝑇𝑥 + 𝜀 
dimana 
𝛽 = [𝛽0 𝛽1… 𝛽𝑞]
𝑇 
𝑥 = [1 𝑥1 𝑥2… 𝑥𝑞]
𝑇  
𝑞 ∶ banyaknya variabel prediktor 
dengan 𝑥 adalah vektor dari variabel prediktor dan parameter 𝛽 
adalah vektor parameter atau koefisien dari variabel prediktor 
yang masing-masing 𝑥 dan 𝛽 berukuran (𝑞 + 1) × 1. Serta 𝜀 
adalah faktor galat yang diasumsikan berdistribusi normal 
standar dengan 𝜇 = 0 dan 𝜎2 = 1 sehingga dinotasikan 
𝑦∗~𝑁(𝛽𝑇𝑥, 1) dengan mean 𝛽𝑇𝑥 dan varian sama dengan satu  
[6]. 










dan CDF-nya yaitu: 














Dalam pembentukan kategori pada variabel respon Y 
diberikan batas tertentu misal r sehingga dapat ditulis sebagai 
berikut: 
𝑌 = 0 jika 𝑦∗ ≤ 𝑟 
𝑌 = 1 jika 𝑦∗ > 𝑟 
dapat dicari probabilitas untuk 𝑌 = 0 atau probabilitas dari 
kejadian gagal (𝑞(𝑥)) dengan mensubtitusi nilai 𝑦∗  sebagai 
berikut: 
𝑃(𝑌 = 0) = 𝑃(𝑦∗ ≤ 𝑟)  
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= 𝑃(𝛽𝑇𝑥 + 𝜀 ≤ 𝑟)  
= 𝑃(𝜀 ≤ 𝑟 − 𝛽𝑇𝑥)  
= Φ(𝑟 − 𝛽𝑇𝑥) 
= 𝑞(𝑥)   (2.2) 
 
dan probabilitas untuk 𝑌 = 1 atau probabilitas dari kejadian 
sukses (𝑝(𝑥)) adalah:  
𝑃(𝑌 = 1) = 𝑃(𝑦∗ > 𝑟)  
= 1 − 𝑃(𝑦∗ ≤ 𝑟)  
= 1 − 𝑃(𝜀 ≤ 𝑟 − 𝛽𝑇𝑥)  
= 1 − Φ(𝑟 − 𝛽𝑇𝑥) 
= 𝑝(𝑥)   (2.3) 
Dari persamaan (2.1) dan (2.2) diperoleh probabilitas 
untuk kejadian sukses adalah 𝑝(𝑥) = 1 − Φ(𝑟 − 𝛽𝑇𝑥) [6]. 
 
2.7.2. Estimasi Parameter Model Probit Univariat 
Untuk melakukan estimasi parameter dalam regresi probit 
digunakan metode Maximum Likelihood Estimation (MLE) 
karena model probit telah diketahui distribusinya.  Misal 
𝑌1, 𝑌2, … , 𝑌𝑛 merupakan variabel random dari populasi dengan 
pdf 𝑓(𝑦, 𝜃) dimana 𝜃 adalah parameter yang tidak diketahui 
maka fungsi likelihood dari variabel random tersebut adalah: 




Jika diberikan 𝑓(𝑦1, 𝑦2, … , 𝑦𝑛; 𝜃), 𝜃 ∈ Ω, adalah pdf 
bersama dari 𝑌1, 𝑌2, … , 𝑌𝑛, maka nilai 𝜃 pada Ω adalah nilai 
maksimum pada 𝐿(𝜃) yang disebut MLE dari 𝜃. Sehingga 𝜃 
adalah nilai dari 𝜃 yang didefinisikan [10]: 
𝑓(𝑦𝑖 , ; 𝜃) = max
𝜃∈Ω
𝑓(𝑦1, 𝑦2, … , 𝑦𝑛; 𝜃) 
Berdasarkan persamaan (2.1), fungsi likelihood untuk model 







1−𝑦𝑖                                        (2.4) 
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Setelah didapatkan fungsi likelihood kemudian dilakukan 
transformasi ln terhadap fungsi tersebut sehingga didapatkan 
persamaan sebagai berikut: 
ln 𝐿(𝛽) = ln (∏ (𝑝(𝑥𝑖))
𝑦𝑖𝑛
𝑖=1 (1 − 𝑝(𝑥𝑖))
1−𝑦𝑖)  
= ∑(𝑦𝑖 ln(𝑝(𝑥𝑖)) + (1 − 𝑦𝑖) ln(1 − 𝑝(𝑥𝑖)))
𝑛
𝑖=1
    




+ (1 − 𝑦𝑖) ln(Φ(𝑟 − 𝛽
𝑇𝑥)))      (2.5) 
Untuk memaksimumkan fungsi likelihood pada persamaan 
(2.4) perlu dilakukan penurunan fungsi ln likelihood terhadap 
parameter 𝛽 kemudian disamadengankan nol untuk 
mendapatkan estimasi dari parameter 𝛽. Turunan pertama untuk 










+ (1 − 𝑦𝑖) ln(Φ(𝑟 − 𝛽
𝑇𝑥)))) 
= ∑ 𝑥𝑖∅(𝑟 − 𝛽
𝑇𝑥) (
𝑦𝑖










∑ 𝑥𝑖∅(𝑟 − 𝛽
𝑇𝑥) (
𝑦𝑖








) = 0        (2.6) 
Dari metode MLE yang telah dilakukan didapatkan bentuk 
persamaan yang tidak closed form sehingga perlu digunakan 
metode numerik dengan menggunakan iterasi Newton 
Raphson. Rumus iterasi Newton Raphson adalah: 
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 𝛽(𝑚) = 𝛽(𝑚−1) − [𝐻(𝛽(𝑚−1))]
−1
𝑔(𝛽(𝑚−1))         (2.7) 
dengan  
𝛽(𝑚)  : parameter 𝛽 dengan iterasi ke-m 
𝛽(𝑚−1)  : parameter 𝛽 dengan iterasi ke- (𝑚 − 1) 
𝐻(𝛽(𝑚−1)) : matriks dari turunan kedua fungsi ln 
   likelihood (matriks Hessian) berukuran 
(𝑞 + 1) × (𝑞 + 1) 
𝑔(𝛽(𝑚−1)) : vektor dari turunan pertama fungsi ln 











Iterasi Newton Raphson dilakukan mulai dari 𝑚 = 1 dan 
ditentukan nilai awal dari ?̂? = 0. Jika |𝛽(𝑚) − 𝛽(𝑚−1)| ≤ Θ 
dengan Θ adalah bilangan yang sangat kecil maka proses iterasi 
akan berhenti [6]. 
Secara sistemastis langkah-langkah estimasi parameter 
untuk model probit biner univariat adalah sebagai berikut: 
1. Menentukan n sampel random misal 𝑌1, 𝑌2, … , 𝑌𝑛. 
2. Membentuk fungsi likelihood seperti pada persamaan (2.4) 
kemudian melakukan transformasi ln terhadap fungsi 
tersebut dan didapatkan persamaan (2.5). 
3. Memaksimumkan fungsi ln likelihood dengan menurunkan  
persamaan (2.5) terhadap parameter 𝛽 kemudian 
disamadengankan nol sehingga didapatkan persamaan (2.6). 
4. Jika hasil yang didapatkan tidak closed form maka 
digunakan metode numerik menggunakan iterasi Newton 
Raphson dengan rumus pada persamaan (2.7). 
5. Iterasi akan berhenti jika |𝛽(𝑚) − 𝛽(𝑚−1)| ≤ Θ  dengan Θ 





2.7.3. Model Regresi Probit Bivariat 
Model regresi probit bivariat adalah model regresi probit 
dengan menggunakan dua variabel respon. Model probit 
bivariat yang menggunakan dua kategori untuk masing-masing 
variabel responnya maka disebut model probit biner bivariat. 
Model estimasi yang digunakan dalam model probit yaitu 
berasal dari CDF normal [9]. Dalam memodelkan regresi probit 
bivariat, digunakan dua variabel respon yang bersifat kualitatif 
dimana antar variabel respon tersebut memiliki hubungan [6]. 
Misalkan ada dua variabel respon 𝑌1dan 𝑌2 diasumsikan 





𝑇𝑥 + 𝜀1 
𝑦2
∗ = 𝛽2
𝑇𝑥 + 𝜀2 
dimana 
𝛽1 = [𝛽10 𝛽11 𝛽12 … 𝛽1𝑞]
𝑇 
𝛽2 = [𝛽20 𝛽21 𝛽22 … 𝛽2𝑞]
𝑇 
𝑥 = [1 𝑥1 𝑥2 … 𝑥𝑞]
𝑇 
dengan q adalah banyaknya variabel prediktor 𝑥. 𝛽1 dan 𝛽2 
berukuran (𝑞 + 1) × 1 serta 𝜀1 dan 𝜀2 diasumsikan 





𝑇𝑥, 1) dan 
𝑦2
∗~𝑁(𝛽2
𝑇𝑥, 1). Jika ada dua variabel random yang berditribusi 
Normal yaitu 𝑦1
∗ dan 𝑦2
∗ maka menghasilkan distribusi Normal 











































dalam model probit bivariat terdapat beberapa asumsi yaitu: 
1. 𝐸(𝜀1) = 𝐸(𝜀2) = 0 
2. 𝑉𝑎𝑟(𝜀1) = 𝑉𝑎𝑟(𝜀2) = 1 

























dengan Φ(𝑧1, 𝑧2) adalah CDF dari normal standar bivariat 
adalah: 














− 2𝜌𝑡1𝑡2 + 𝑡2
2)) 𝑑𝑡1𝑑𝑡2                              (2.8) 
Dalam pembentukan kategori untuk masing-masing variabel 
respon pada model probit bivariat tidak berbeda dengan proses 
pembentukan kategori untuk variabel respon model regresi 
probit univariat. Terlebih dahulu ditentukan threshold tertentu 
pada masing-masing variabel 𝑦1
∗ dan 𝑦2
∗ misal r dan s. Sehingga 
kategori yang terbentuk dari variabel 𝑦1
∗ = 𝛽1
𝑇𝑥 + 𝜀1 adalah: 
𝑌 = 0 jika 𝑦1
∗ ≤ 𝑟 dan 
𝑌 = 1 jika 𝑦1
∗ > 𝑟 
sedangkan untuk variabel 𝑦2
∗ = 𝛽2
𝑇𝑥 + 𝜀2 kategori yang 
terbentuk adalah: 
𝑌 = 0 jika 𝑦2
∗ ≤ 𝑠 dan 
𝑌 = 1 jika 𝑦2
∗ > 𝑠 
sehingga diperoleh asumsi threshold untuk masing-masing 
variabel respon dalam model probit biner bivariat [6]. 
 
2.7.4. Estimasi Parameter Model Probit Bivariat 
Untuk membentuk model probit bivariat dilakukan estimasi 
parameter dengan menggunakan metode Maximum Likelihood 
Estimation (MLE). Dalam mendapatkan estimasi model probit 
bivariat didasarkan pada pembentukan tabel kontingensi 
terlebih dahulu. Tabel kontingensi yang dibuat adalah tabel 
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kontingensi dua arah antar dua variabel respon. Variabel respon 
pada tabel kontingensi dua arah menggunakan distribusi 
Multinomial. Dalam model probit bivariat parameter yang akan 




𝑇 = [𝛽10 𝛽11 𝛽12 … 𝛽1𝑞] dan 𝛽2
𝑇 =
[𝛽20 𝛽21 𝛽22 … 𝛽2𝑞] serta 𝜌 adalah koefisien korelasi. 
Untuk mendapatkan hasil turunan terhadap parameter yang 
dicari, diperlukan beberapa konsep dasar tentang turunan vektor 
menggunakan Lemma 2.1 yaitu [6]: 
1. Jika diberikan vektor a berukuran 𝑞 × 1 dan w berukuran 




2. Jika Φ(𝑎𝑇𝑤) adalah distribusi normal kumulatif maka 
𝜕Φ(𝑎𝑇𝑤)
𝜕𝑤
= 𝑎𝜙(𝑎𝑇𝑤) dimana 𝜙(𝑎𝑇𝑤) adalah distribusi 
normal standar. 





2.8. Pengujian Signifikansi Parameter Model Probit 
Uji signifikansi dari parameter model probit bivariat 
dilakukan dengan dua pengujian yaitu uji simultan dan uji 
parsial. Pengujian secara simultan dilakukan untuk menguji 
apakah variabel prediktor mempunyai pengaruh signifikan 
terhadap variabel respon Y1 dan Y2. Sementara pengujian parsial 
dilakukan untuk menguji apakah masing-masing parameter 
berpengaruh signifikan terhadap variabel respon Y1 dan Y2 [6]. 
Dijabarkan mengenai uji simultan dan uji parsial sebagai 
berikut. 
a. Uji Serentak 
Hipotesis: 
𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑞 = 0  
𝐻1: Paling tidak ada satu 𝛽𝑘 ≠ 0 dengan 𝑘 = 1,2, … 𝑞 
Statistik uji: 
𝐺2 = 2[ln 𝐿(Ω̂) − ln 𝐿(?̂?)] 
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Dengan 𝐿(Ω̂) adalah fungsi likelihood dari model yang 
dibentuk dan 𝐿(?̂?) adalah fungsi likelihood dari model tanpa 
variabel prediktor. 𝐺2
𝑑
→ 𝑊 dan 𝑊~𝜒∝,𝑑𝑓
2  apabila 𝑛 → ∞. 
Tolak 𝐻0 jika 𝐺
2 > 𝜒∝,𝑑𝑓
2  atau p-value <∝ dimana derajat 
bebas (df) yaitu banyaknya variabel prediktor dalam model. 
b. Uji Parsial 
Hipotesis: 
𝐻0: 𝛽𝑘 = 0  







Statistik uji Wald mengikuti distribusi normal standar. Tolak 𝐻0 
jika |𝑊| > 𝑍𝛼
2⁄
 atau jika p-value <∝. 
 
2.9. Pemilihan Model Terbaik 
Untuk memilih model terbaik dari model probit bivariat 
yang telah terbentuk, dapat dilihat dari nilai Akaike Information 
Criterion (AIC) dengan membentuk seluruh kemungkinan 
model sebanyak 2𝑞 − 1 dengan q adalah banyak variabel 
prediktor yang digunakan.  Semakin kecil nilai AIC maka 
model semakin baik [12]. Perhitungan AIC dirumuskan 
sebagai berikut: 
𝐴𝐼𝐶 = −2𝑙𝑛𝐿(𝜃) + 2𝑝 
dengan 
𝐿(𝜃) : nilai maksimum fungsi likelihood 
𝑝 : banyak parameter dalam model 
 
2.10. HIV dan AIDS 
Penyakit HIV dan AIDS merupakan salah satu penyakit 
yang berbahaya karena dalam perkembangannya jumlah 
penderitanya semakin meningkat setiap tahun yang tersebar di 
seluruh negara. Namun bukan tidak mungkin penyakit ini dapat 
dicegah serta dapat dihambat penyebarannya. 
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HIV atau Humman Immunodeficiency Virus adalah sejenis 
virus yang menyerang atau menginfeksi sel darah putih yang 
menyebabkan turunnya kekebalan tubuh manusia. Sementara 
AIDS atau AcquiredImmune Deficiency Syndrome adalah 
sekumpulan gejala penyakit yang timbul karena turunnya 
kekebalan tubuh manusia yang disebabkan infeksi oleh HIV. 
Akibat menurunnya kekebalan tubuh maka orang tersebut 
sangat mudah terkena berbagai penyakit infeksi (infeksi 
oportunistik) yang sering berakibat fatal. Pengidap HIV 
memerlukan pengobatan dengan Antiretroviral (ARV) untuk 
menurunkan jumlah virus HIV di dalam tubuh agar tidak masuk 
ke stadium AIDS. Sedangkan pengidap AIDS memerlukan 
pengobatan ARV untuk mencegah terjadinya infeksi 
oportunistik dengan berbagai komplikasinya [13]. 
Seseorang yang terkena virus HIV dalam tubuhnya dalam 
kurun waktu tertentu dapat berkembang menjadi AIDS. Dalam 
tahapannya, penyakit HIV dan AIDS dijelaskan sebagai berikut 
[5]: 
1. Stadium I 
a. Terinfeksi HIV selama 1-6 bulan. 
b. Gejala-gejala penyakit belum terlihat walaupun sudah 
melakukan tes darah. 
c. Antibodi terhadap HIV belum terbentuk. 
d. Timbul gejala ringan seperti flu (2-3 hari gejala tringan 
tersebut akan sembuh sendiri). 
2. Stadium II/ Asimtotik/ Tanpa Gejala 
a. Terinfeksi HIV selama 2-10 tahun. 
b. Sudah positif HIV melalui tes darah tetapi belum 
menampakkan gejala-gejala dan tubuh masih terlihat 
sehat. 
c. Dapat menularkan kepada orang lain. 
d. Timbul gejala ringan seperti flu (2-3 hari gejala ringan 
tersebut akan sembuh sendiri). 
3. Stadium III 
a. Masih belum bisa disebut AIDS. 
b. Keluar keringat yang berlebihan pada malam hari. 
c. Mengalami diare secara terus menerus. 
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d. Tumbuh kelenjar getah bening secara tetap dan merata. 
e. Mengalami flu yang tidak sembuh-sembuh. 
f. Nafsu makan menurun dan mulai lelah dan berat badan 
terus menurun. 
g. Timbul gejala-gejala secara bersamaan atau bergantian. 
4. Stadium IV/ AIDS 
a. Masuk dalam fase AIDS. 
b. AIDS dapat didiagnosa setelah kekebalan tubuh menurun 
dilihat dari sel T-nya. 
c. Timbul penyakit tertentu yang disebut dengan infeksi 
oportunistik/ TBC yaitu infeksi pada paru-paru yang 
mengakibatkan penyumbatan dan kesulitan untuk 
bernafas. Selain itu penderita juga dapat mengalami 
kanker kulit, sariawan, infeksi usus kronis serta infeksi 
otak yang menyebabkan sakit kepala dan kekacauan 
mental. 
Dari data publikasi oleh Kementrian Kesehatan Republik 
Indonesia, penularan virus HIV yang terjadi dalam 5 tahun 
terakhir berdasarkan kelompok usia banyak terjadi pada 
kelompok usia produktif 25-49 tahun. Sementara berdasarkan 
kelompok resiko didominasi pada kelompok heteroseksual. 
Pola penularan HIV berdasarkan jenis kelamin dalam 7 tahun 
terakhir lebih banyak terjadi pada kelompok laki-laki 
dibandingkan kelompok perempuan. Hampir serupa dengan 
HIV, untuk kejadian kasus penyakit AIDS di Indonesia 
berdasarkan kelompok usia paling banyak pada kelompok usia 
20-29 tahun dan didominasi pada jenis kelamin laki-laki. 
Sementara menurut jenis pekerjaan, paling banyak berasal dari 
kelompok ibu rumah tangga juga didominasi pada kelompok 
heteroseksual jika berdasarkan kelompok berisikonya. Dari 
seluruh provinsi di Indonesia, 5 besar kasus infeksi HIV 
terbanyak terjadi di Provinsi DKI Jakarta, Jawa Timur, Papua, 
Jawa Barat dan Bali. Sedangkan untuk kasus AIDS yang 
dilaporkan sejak tahun 1987 sampai September 2014 terbanyak 
di Provinsi Papua, Jawa Timur dan DKI Jakarta. 
Seseorang yang telah terinfeksi HIV memerlukan adanya 
perawatan jangka panjang dalam pencegahan penyakit menjadi 
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lebih parah mencapai stadium AIDS. Sehingga diperlukan pula 
jaminan kesehatan untuk masyarakat terutama masyarakat 
dengan ekonomi menengah kebawah. Dalam menangani kasus 
penyakit, sarana kesehatan dibutuhkan demi menunjang 
kesembuhan seorang pasien. Selain itu penting juga 
diadakannya penyuluhan kesehatan untuk masyarakat 





















       Pada bab ini diuraikan metode yang digunakan dalam 
penelitian. Metodologi penelitian berguna sebagai acuan dalam 
penelitian agar berjalan secara sistematis. 
 
3.1 Studi literatur 
Tahap ini dilakukan untuk menentukan permasalahan dan 
tujuan yang diambil dalam tugas akhir. Kemudian perlu dilakukan 
studi literatur untuk penyelesaian tugas akhir terkait masalah dan 
tujuan yang telah dirumuskan. Studi literatur diperoleh melalui 
jurnal ilmiah, paper, buku-buku serta artikel yang ada di internet. 
 
3.2 Pengumpulan dan Pengolahan Data 
Data yang digunakan untuk menyelesaikan tugas akhir ini 
berupa data sekunder dari Profil Kesehatan Jawa Timur tahun 
2013 yang berasal dari Dinas Kesehatan Jawa Timur. 
Variabel yang digunakan dalam penelitian ini terdiri dari dua 
variabel respon dan empat variabel prediktor. Penjelasan dari 
masing-masing variabel adalah sebagai berikut: 
a. Variabel Respon 
Dua variabel respon yang digunakan adalah HIV dan AIDS 
dengan kategori sebagai berikut: 
1. Kategori HIV 
Kode 0 = Kategori Rendah, jika case rate tiap kabupaten/ kota 
berada dibawah case rate provinsi untuk HIV 
Kode 1 = Kategori Tinggi, jika case rate untuk tiap kabupaten/ 
kota berada diatas case rate provinsi untuk HIV 
 
2. Kategori AIDS 
Kode 0 = Kategori Rendah, jika case rate untuk tiap kabupaten/ 
kota berada dibawah case rate provinsi untuk AIDS 
Kode 1 = Kategori Tinggi, jika case rate untuk tiap kabupaten/ 






b. Variabel Prediktor 
Faktor-faktor yang mempengaruhi penyebaran penyakit HIV dan 
AIDS digunakan sebagai variabel prediktor, dengan penjelasan 
berikut: 
1. Persentase jumlah kelompok umur 25-49 tahun terhadap 
jumlah penduduk (X1). 
Dari analisa situasi HIV/AIDS yang dilakukan oleh Dinas 
Kesehatan Jawa Timur, kelompok usia produktif yaitu pada 
usia 25-49 tahun mempunyai angka kasus yang sangat tinggi 
dalam tertularnya penyakit HIV. Sehingga diperlukan 
perhatian lebih untuk menekan tingginya kasus penyakit HIV 
tersebut. 
2. Persentase jumlah Askeskin atau Jamkesmas terhadap 
jumlah penduduk (X2). 
Kondisi ekonomi cenderung berpengaruh terhadap penularan 
HIV/AIDS terutama ekonomi menengah ke bawah. Efek 
jangka panjang dari penyakit HIV/AIDS memerlukan biaya 
dalam pencegahannya. Dalam hal ini Askeskin atau 
Jamkesmas cukup berguna untuk membantu masyarakat 
dengan ekonomi menengah ke bawah. 
3. Persentase jumlah penyuluhan kesehatan terhadap jumlah 
penduduk (X3). 
Penyuluhan kesehatan khususnya mengenai bahaya penyakit 
HIV/AIDS sangat bermanfaat untuk mengurangi angka kasus 
penyakit HIV dan AIDS yang terjadi. 
4. Persentase jumlah sarana kesehatan terhadap jumlah 
penduduk (X4). 
Tersedianya sarana kesehatan yang memadai dapat 
membantu berbagai pihak dalam menanganai kasus 
HIV/AIDS. 
 
3.3 Estimasi Parameter dan Pembentukan Model Regresi 
Probit Bivariat 
Dalam tahap ini dilakukan pembahasan cara dalam 
mengestimasi parameter serta pembentukan model regresi probit 





a. Estimasi parameter probit bivariat 
1. Membentuk tabel kontingensi dua arah antar variabel 
respon. 
2. Membentuk fungsi likelihood dan kemudian menurunkan 
fungsi ln-likelihood terhadap parameter yang dicari. Hasil 
turunan pertama disamadengankan nol untuk mendapatkan 
hasil estimasi parameter. 
3. Jika hasil turunan pertama tidak closed form maka 
dilakukan penyelesaian secara numerik menggunakan 
iterasi Newton Raphson. 
b. Model regresi probit bivariat 
1. Menentukan variabel respon dan variabel prediktor 
kemudian diidentifikasi korelasi antar variabel respon dan 
antar variabel prediktor. 
2. Memodelkan variabel respon dengan variabel prediktor 
menggunakan model regresi probit bivariat. 
3. Menguji secara simultan dan parsial untuk mengetahui 
variabel prediktor yang berpengaruh terhadap variabel 
respon. 
4. Mencari model terbaik dengan kriteria kebaikan model 
menggunakan nilai AIC sehingga didapatkan model 
terbaik probit bivariat.  
 
3.4 Pengambilan Kesimpulan 
Jika dalam langkah menganalisis dan memodelkan regresi 
probit bivariat telah selesai dilakukan maka diambil kesimpulan 
yang sesuai dengan tujuan dari tugas akhir. 
 
3.5 Konsultasi dan Penyusunan Buku Tugas Akhir 
Konsultasi dilakukan dengan dosen pembimbing guna 
memperoleh saran dan perbaikan dalam proses awal pengerjaan 
sampai penyelesaian tugas akhir dan kemudian dilakukan 



























ANALISIS DAN PEMBAHASAN 
 
Pada bab ini dibahas mengenai cara mendapatkan estimasi 
parameter probit bivariat dan pembentukan modelnya. Studi kasus 
yang digunakan untuk membentuk model regresi probit bivariat 
adalah penyakit HIV dan AIDS di Jawa Timur yang juga dibahas 
pada bab ini.  
4.1. Analisis Data Penyakit HIV dan AIDS di Jawa Timur 
Situasi kasus penyakit HIV dan AIDS tertingi dari tahun 1989 
sampai dengan bulan September 2014 untuk setiap kabupaten dan 
kota di Jawa Timur ditempati Kota Surabaya, Kota Malang dan 
Kabupaten Jember sebagai kasus tertinggi. 
 
 
Sumber: Dinas Kesehatan Jawa Timur 
 
Gambar 4.1 Jumlah Kasus HIV, AIDS dan Kematian AIDS di 
Jawa Timur Tahun 1989-2014 
 
Berdasarkan Gambar 4.1 dapat dilihat kondisi kasus penyakit 
HIV, AIDS dan angka kematian yang disebabkan oleh AIDS dari 
















cenderung meningkat. Dinas Kesehatan Jawa Timur sendiri telah 
melakukan beberapa program untuk menanggulangi kasus HIV 
dan AIDS tersebut. Salah satunya yaitu adanya klinik VCT 
(Voluntary Counselling and Testing) yang dilengkapi dengan 
klinik CST (Counselling Support Treatment) dan klinik PITC 
(Provider Initiated Testing and Counselling). 
Berdasarkan data yang telah diperoleh pada Tabel 1A  
Lampiran 1 untuk variabel respon sesuai dengan kategori yang 
telah ada, tabel frekuensi untuk masing-masing kasus HIV dan 
kasus AIDS untuk tiap kabupaten dan kota di Jawa Timur dapat 
dilihat dari Tabel 4.1 dan Tabel 4.2 Sedangkan untuk tabel 
kontingensi antara HIV dan AIDS dapat dilihat pada Tabel 4.3. 
yang dapat dilihat pula pada Tabel 2C Lampiran 2. 
 
Tabel 4.1 Tabel Deskriptif Kasus HIV 
Kategori Frekuensi Persen 
HIV di bawah case rate 21 55,3 
HIV di atas case rate 17 44,7 
Total 38 100 
 
Tabel 4.2 Tabel Deskriptif Kasus AIDS 
Kategori Frekuensi Persen 
AIDS di bawah case rate 26 68,4 
AIDS di atas case rate 12 31,6 
Total 38 100 
 






Rendah 19 2 21 
Tinggi 7 10 17 
Total 26 12 38 
 
Pada tugas akhir ini diterapkan model regresi probit bivariat 
dengan menggunakan data kasus HIV dan AIDS di Jawa Timur 
pada tahun 2013. Variabel penelitian yang digunakan adalah dua 
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variabel respon yaitu HIV (Y1) dan AIDS (Y2) serta empat 
variabel prediktor yaitu persentase kelompok umur 25-49 (X1), 
persentase Askeskin atau Jamkesmas (X2), persentase penyuluhan 
kesehatan (X3), dan persentase sarana kesehatan (X4) yang 
terdapat pada Tabel 1B Lampiran 1. Statistik deskriptif untuk 
tiap variabel respon dan variabel prediktor tersebut dapat dilihat 
pada Tabel 4.4 dan untuk hasil statistik deskriptif beserta tabel 
frekuensi secara lengkap dapat dilihat pada Tabel 2A dan Tabel 
2B Lampiran 2. 
 






Y1 0,447 0,504 0 1 
Y2 0,316 0,471 0 1 
X1 18,49 1,06 15,68 21,05 
X2 0,34206 0,14817 0,00038 0,6178 
X3 1,171 1,126 0,003 4.95 
X4 0,004 0,002 0,002 0,010 
 
Berdasarkan Tabel 4.4 dapat diketahui masing-masing statistik 
deskriptif seperti nilai rata-rata, standar deviasi, nilai minimum 
dan maksimum untuk tiap variabel yang digunakan dalam 
penelitian ini. 
 
4.2. Pemodelan Regresi Probit Bivariat 
Dalam langkah ini akan dibentuk model regesi probit bivariat 
untuk data kasus jumlah penderita HIV dan AIDS di Jawa Timur 
pada tahun 2013. Untuk memodelkan dalam suatu regresi 
diperlukan uji korelasi antar variabel untuk melihat ada tidaknya 
korelasi antar variabel tersebut. 
 
4.2.1. Hubungan Antar Variabel 
Model regresi probit bivariat memerlukan korelasi antar dua 
variabel respon sehingga perlu diuji korelasi antar variabel yang 
digunakan. Berdasarkan Tabel 4.3 diketahui tidak ada nilai 
28 
 
frekuensi yang kurang dari satu dan sel yang berisi frekuensi 
kurang dari lima tidak melebihi 20% dari total sel sehingga 
memenuhi syarat untuk uji dependensi.  
Uji untuk dua variabel respon adalah sebagai berikut. 
Hipotesis: 
𝐻0: Variabel 𝑥𝑖 dan 𝑥𝑗 saling bebas (independen) 













𝑂𝑖𝑗: nilai frekuensi untuk tiap sel 
𝐸𝑖𝑗: nilai taksiran untuk tiap sel 
Tolak 𝐻0 jika 𝑋ℎ𝑖𝑡𝑢𝑛𝑔
2 > 𝜒20.05,1 
Berdasarkan Tabel 4.3, didapatkan nilai 𝑂𝑖𝑗 dan 𝐸𝑖𝑗 masing-
masing sebagai berikut: 




































2 = 3,84, jadi tolak 𝐻0. Dapat 
disimpulkan antar variabel respon tidak saling bebas atau terdapat 
hubungan antara variabel respon HIV dan AIDS. Juga terlampir 
pada Tabel 2D Lampiran 2, didapatkan nilai Chi-Square hitung 
sebesar 10,568 dimana nilai tersebut lebih besar dari nilai 𝜒0.05,1
2  
sehingga tolak 𝐻0 yang berarti antar variabel respon tidak saling 
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bebas atau terdapat hubungan antara variabel respon HIV dan 
AIDS. 
Selanjutnya adalah mendeteksi ada tidaknya multikolinieritas 
antar variabel prediktor. Empat variabel prediktor dihitung 
koefisien korelasinya untuk mengetahui bahwa tidak ada korelasi 
antar variabel prediktor yang digunakan. Rumus 𝑟 sebagai 
koefisien korelasi adalah sebagai berikut: 
𝑟𝑥𝑖𝑥𝑗 =























Berdasarkan data yang telah diperoleh pada Tabel 1B 
Lampiran 1, dapat dihitung nilai koefisien korelasi untuk 
variabel prediktor 𝑥1 dan 𝑥2 yaitu: 
𝑟𝑥1𝑥2 =
38(238,0156) − (702,65)(12,9981)







Karena nilai korelasi tidak melebihi 0,8 atau 80%, dapat 
disimpulkan tidak terjadi multikolinieritas antar variabel prediktor 
𝑥1 dan 𝑥2. Dengan cara yang sama dapat diperoleh nilai koefisien 
korelasi antar variabel prediktor pada Tabel 4.5. Masing-masing 
koefisien korelasi antar variabel prediktor tersebut tidak ada yang 
melebihi 80% sehingga dapat disimpulkan tidak terjadi 
multikolinieritas antar variabel prediktor. Seperti tercantum pada 
Tabel 4.5 variabel kelompok umur 25-49 tahun (𝑥1) memiliki 
korelasi sebesar 0,143 terhadap variabel sarana kesehatan (𝑥4). 
Apabila nilai korelasi bernilai positif hal ini berarti kedua variabel 
memiliki hubungan yang searah dimana jika persentase kelompok 
umur 25-49 tahun bertambah maka persentase sarana kesehatan 






Tabel 4.5 Koefisien Korelasi Antar Variabel Prediktor 
Korelasi X1 X2 X3 X4 
X1  -0,400 -0,193 0,143 
X2 -0,400  -0,016 -0,377 
X3 -0,193 -0,016  0,378 
X4 0,143 -0,377 0,378  
 
4.2.2. Estimasi Parameter Probit Bivariat 
Untuk mengestimasi parameter probit bivariat dapat dilakukan 
dengan metode Maximum Likelihood Estimation (MLE). Terlebih 
dahulu dibentuk tabel kontingensi (2 × 2) yang melibatkan 
variabel respon Y1 dan Y2 dan kemudian ditentukan probabilitas 
untuk tiap sel. 
 




0 𝑌00 𝑌01 
1 𝑌10 𝑌11 
 





0 𝑝00(𝑥) 𝑝01(𝑥) 𝑝0.(𝑥) = 1 − 𝑝1(𝑥) 
1 𝑝10(𝑥) 𝑝11(𝑥) 𝑝1.(𝑥) = 𝑝1(𝑥) 
Total 𝑝.0(𝑥) = 1 − 𝑝2(𝑥) 𝑝.1(𝑥) = 𝑝2(𝑥) 𝑝..(𝑥) = 1 
 
Sesuai dengan tabel kontingensi (2 × 2) yang dibentuk pada 
Tabel 4.6 dan Tabel 4.7, variabel respon akan berditribusi 
Multinomial dengan notasi 𝑌~𝑀𝑈𝐿𝑇(1; 𝑝11, 𝑝10, 𝑝01) dengan 
𝑝00 = 1 − 𝑝11 − 𝑝10 − 𝑝01. 
Jika diketahui fungsi dari regresi probit bivariat yaitu: 
𝑦1
∗ = 𝛽1





𝑇𝑥 + 𝜀2 
dengan 𝜀1 dan 𝜀2 diasumsikan berdistribusi normal standar 
dengan 𝜇 = 0 dan 𝜎2 = 1 dan pembentukan kategori dengan 
threshold untuk masing-masing variabel respon yaitu:  
𝑌1 = 0 jika 𝑦1
∗ ≤ 𝑟 
𝑌1 = 1 jika 𝑦1
∗ > 𝑟 
dan 
𝑌2 = 0 jika 𝑦2
∗ ≤ 𝑠 
𝑌2 = 1 jika 𝑦2
∗ > 𝑠 
maka dapat dibentuk probabilitas bersama untuk sel dengan 
kategori HIV dan AIDS rendah sebagai berikut: 
𝑝00(𝑥) = 𝑝(𝑌1 = 0, 𝑌2 = 0)  
= 𝑝(𝑦1
∗ ≤ 𝑟, 𝑦2
∗ ≤ 𝑠)  
= 𝑝(𝛽1
𝑇𝑥 + 𝜀1 ≤ 𝑟, 𝛽2
𝑇𝑥 + 𝜀2 ≤ 𝑠)  
= 𝑝(𝜀1 ≤ 𝑟 − 𝛽1
𝑇𝑥, 𝜀2 ≤ 𝑠 − 𝛽2
𝑇𝑥)  
= 𝑝(𝜀1 ≤ 𝑧1, 𝜀2 ≤ 𝑧2)  







= Φ(𝑧1, 𝑧2)                                                                          (4.1)
  
Sehingga didapatkan persamaan (4.1) merupakan persamaan 
probabilitas untuk kategori HIV rendah dan AIDS rendah. 
Selanjutnya dijabarkan persamaan untuk probabilitas dengan 
kategori HIV rendah dan AIDS tinggi. 
𝑝01(𝑥) = 𝑝(𝑌1 = 0, 𝑌2 = 1)  
= 𝑝(𝑦1
∗ ≤ 𝑟, 𝑦2
∗ > 𝑠)  
= 𝑝(𝛽1
𝑇𝑥 + 𝜀1 ≤ 𝑟, 𝛽2
𝑇𝑥 + 𝜀2 > 𝑠)  
= 𝑝(𝜀1 ≤ 𝑟 − 𝛽1
𝑇𝑥, 𝜀2 > 𝑠 − 𝛽2
𝑇𝑥)  
= 𝑝(𝜀1 ≤ 𝑧1, 𝜀2 > 𝑧2)  







= Φ(𝑧1) − Φ(𝑧1, 𝑧2)                                                            (4.2)
  
Setelah didapatkan persamaan (4.2) yang merupakan 
persamaan probabilitas untuk kategori HIV rendah dan AIDS 
tinggi, selanjutnya dibentuk persamaan probabilitas untuk HIV 
tinggi dan AIDS rendah yaitu: 




∗ > 𝑟, 𝑦2
∗ ≤ 𝑠)  
= 𝑝(𝛽1
𝑇𝑥 + 𝜀1 > 𝑟, 𝛽2
𝑇𝑥 + 𝜀2 ≤ 𝑠)  
= 𝑝(𝜀1 > 𝑟 − 𝛽1
𝑇𝑥, 𝜀2 ≤ 𝑠 − 𝛽2
𝑇𝑥)  
= 𝑝(𝜀1 > 𝑧1, 𝜀2 ≤ 𝑧2)  







= Φ(𝑧2) − Φ(𝑧1, 𝑧2)                                                          (4.3)  
 
Persamaan (4.3) merupakan persamaan probabilitas untuk 
kategori HIV tinggi dan AIDS rendah. Untuk probabilitas dari sel 
dengan kategori HIV tinggi dan AIDS tinggi dibentuk persamaan 
sebagai berikut: 
𝑝11(𝑥) = 𝑝(𝑌1 = 1, 𝑌2 = 1)  
= 𝑝(𝑦1
∗ > 𝑟, 𝑦2
∗ > 𝑠)  
= 𝑝(𝛽1
𝑇𝑥 + 𝜀1 > 𝑟, 𝛽2
𝑇𝑥 + 𝜀2 > 𝑠)  
= 𝑝(𝜀1 > 𝑟 − 𝛽1
𝑇𝑥, 𝜀2 > 𝑠 − 𝛽2
𝑇𝑥)  
= 𝑝(𝜀1 > 𝑧1, 𝜀2 > 𝑧2)  







= 1 − Φ(𝑧1) − Φ(𝑧2) + Φ(𝑧1, 𝑧2)                                   (4.4) 
 
Setelah didapatkan probabilitas bersama untuk setiap kategori, 
selanjutnya dibentuk nilai marginal 𝑝1(𝑥) dan 𝑝2(𝑥) masing-
masing yaitu: 
𝑝1(𝑥) = 𝑝10(𝑥) + 𝑝11(𝑥)  
= 1 − Φ(𝑧1)  
= 1 − Φ(𝑟 − 𝛽1
𝑇𝑥)                                                               (4.5)
  
𝑝2(𝑥) = 𝑝01(𝑥) + 𝑝11(𝑥)  
= 1 − Φ(𝑧2)  
= 1 − Φ(𝑠 − 𝛽2
𝑇𝑥)                                                               (4.6) 
 
Selanjutnya adalah membentuk fungsi likelihood dari variabel 
random bivariat yang berdistribusi Multinomial yaitu: 



















 dimana 𝑔 = 0,1 dan ℎ = 0,1 
kemudian subtitusi 𝑦00𝑖 = 1 − 𝑦11𝑖 − 𝑦10𝑖 − 𝑦01𝑖 sehingga fungsi 
likelihood menjadi: 






𝑦01𝑖[1 − 𝑝11𝑖 − 𝑝10𝑖 − 𝑝01𝑖]
𝑦00𝑖    (4.7) 
  
Setelah didapatkan fungsi likelihood, selanjutnya fungsi 
likelihood tersebut di ln-kan. Sehingga didapatkan: 






𝑦01𝑖[1 − 𝑝11𝑖 − 𝑝10𝑖 − 𝑝01𝑖]
𝑦00𝑖  
= ∑𝑦11𝑖 ln 𝑝11𝑖 +  𝑦10𝑖 ln 𝑝10𝑖 +  𝑦01𝑖 ln 𝑝01𝑖
𝑛
𝑖=1
+𝑦00𝑖 ln(1 − 𝑝11𝑖 − 𝑝10𝑖 − 𝑝01𝑖)            (4.8) 
 
Persamaan (4.8) mengandung parameter 𝛽 dan 𝜌 dimana 𝛽 =
[𝛽1
𝑇 𝛽2
𝑇]𝑇 dengan 𝛽1 = [𝛽10 𝛽11 𝛽12 … 𝛽1𝑞]
𝑇 dan 𝛽2 =
[𝛽20 𝛽21 𝛽22 … 𝛽2𝑞]
𝑇 serta 𝜌 adalah koefisien korelasi. 
Untuk memudahkan dalam penurunan terhadap parameter 𝛽1, 
𝛽2, dan 𝜌, persamaan 𝑝11𝑖 dan 𝑝10𝑖 disubtitusi menjadi: 
𝑝11𝑖 = 𝑝2𝑖 − 𝑝01𝑖  
𝑝10𝑖 = 𝑝1𝑖 − 𝑝2𝑖 − 𝑝01𝑖  
sehingga persamaan (4.8) menjadi: 
ln 𝐿(𝛽, 𝜌) = ∑[𝑦11𝑖 ln(𝑝2𝑖 − 𝑝01𝑖) +  𝑦10𝑖 ln(𝑝1𝑖 − 𝑝2𝑖 + 𝑝01𝑖)
𝑛
𝑖=1




Kemudian fungsi ln 𝐿(𝛽, 𝜌) pada persamaan (4.9) diturunkan 
terhadap parameter 𝛽1, 𝛽2 dan 𝜌. Fungsi turunan pertama 
ln 𝐿(𝛽, 𝜌) terhadap 𝛽1 adalah sebagai berikut: 





(∑[𝑦11𝑖 ln(𝑝2𝑖 − 𝑝01𝑖)
𝑛
𝑖=1
+  𝑦10𝑖 ln(𝑝1𝑖 − 𝑝2𝑖 + 𝑝01𝑖) +  𝑦01𝑖 ln 𝑝01𝑖
+ 𝑦00𝑖 ln(1 − 𝑝1𝑖 − 𝑝01𝑖)])                          (4.10) 
Persamaan (4.10) kemudian diturunkan terhadap 𝛽1 dan 
menghasilkan persamaan (4.11). 



































)]   (4.11) 
 
Persamaan (4.11) dapat ditulis sebagai berikut. 































1 − 𝑝1𝑖 − 𝑝01𝑖
𝜕𝑝01𝑖
𝜕𝛽1
]                         (4.12) 
 

















Sehingga persamaan (4.12) menjadi: 
























Karena pada persamaan (4.13) terdapat elemen yang sama 
sehingga dapat disederhanakan menjadi: 























𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1





+ (𝑏𝑖 𝑦10𝑖 − 𝑑𝑖𝑦00𝑖)
𝜕𝑝1𝑖
𝜕𝛽1
]                             (4.14) 
 
























                                             (4.15) 
 

























= ∅(𝑟 − 𝛽1
𝑇𝑥𝑖)(−𝑥𝑖) 






























dengan mensubtitusikan persamaan (4.16) dan (4.17) ke 
persamaan (4.15) didapatkan: 
𝜕𝑝01𝑖
𝜕𝛽1
= −𝑥𝑖∅(𝑧1𝑖) + 𝑥𝑖𝜑1𝑖                                                         (4.18) 
 


























= 0 − (








= −∅(𝑟 − 𝛽1
𝑇𝑥𝑖)(−𝑥𝑖) 
= 𝑥𝑖∅(𝑧1𝑖)                                                                         (4.19) 
 
Dari persamaan (4.18) dan (4.19) yang telah didapatkan, 
selanjutnya disubtitusikan ke persamaan (4.14) dengan hasil 
sebagai berikut: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1









= ∑[((−𝑎𝑖𝑦11𝑖 +  𝑏𝑖𝑦10𝑖 + 𝑐𝑖 𝑦01𝑖
𝑛
𝑖=1
− 𝑑𝑖𝑦00𝑖)(−𝑥𝑖∅(𝑧1𝑖) + 𝑥𝑖𝜑1𝑖))
+ ((𝑏𝑖 𝑦10𝑖 − 𝑑𝑖𝑦00𝑖)(𝑥𝑖∅(𝑧1𝑖)))] 
(4.20) 
 
Persamaan (4.20) dapat ditulis: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1
= ∑[(−𝑎𝑖𝑦11𝑖)(−𝑥𝑖∅(𝑧1𝑖)) +  𝑏𝑖𝑦10𝑖(−𝑥𝑖∅(𝑧1𝑖))
𝑛
𝑖=1
+ 𝑐𝑖 𝑦01𝑖(−𝑥𝑖∅(𝑧1𝑖)) + (−𝑑𝑖𝑦00𝑖)(−𝑥𝑖∅(𝑧1𝑖))
+ (−𝑎𝑖𝑦11𝑖)(𝑥𝑖𝜑1𝑖) +  𝑏𝑖𝑦10𝑖(𝑥𝑖𝜑1𝑖)
+ 𝑐𝑖 𝑦01𝑖(𝑥𝑖𝜑1𝑖) + (−𝑑𝑖𝑦00𝑖)(𝑥𝑖𝜑1𝑖)
+  𝑏𝑖𝑦10𝑖(𝑥𝑖∅(𝑧1𝑖)) + (−𝑑𝑖𝑦00𝑖)(𝑥𝑖∅(𝑧1𝑖))] 
= ∑[𝑎𝑖𝑦11𝑖𝑥𝑖∅(𝑧1𝑖) −  𝑏𝑖𝑦10𝑖𝑥𝑖∅(𝑧1𝑖)
𝑛
𝑖=1
− 𝑐𝑖  𝑦01𝑖𝑥𝑖∅(𝑧1𝑖) + 𝑑𝑖𝑦00𝑖𝑥𝑖∅(𝑧1𝑖)
− 𝑎𝑖𝑦11𝑖𝑥𝑖𝜑1𝑖 +  𝑏𝑖𝑦10𝑖𝑥𝑖𝜑1𝑖
+ 𝑐𝑖  𝑦01𝑖𝑥𝑖𝜑1𝑖 − 𝑑𝑖𝑦00𝑖𝑥𝑖𝜑1𝑖
+  𝑏𝑖𝑦10𝑖𝑥𝑖∅(𝑧1𝑖) − 𝑑𝑖𝑦00𝑖𝑥𝑖∅(𝑧1𝑖)] 
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= ∑[𝑎𝑖𝑦11𝑖𝑥𝑖∅(𝑧1𝑖) − 𝑐𝑖 𝑦01𝑖𝑥𝑖∅(𝑧1𝑖)
𝑛
𝑖=1
− 𝑎𝑖𝑦11𝑖𝑥𝑖𝜑1𝑖 +  𝑏𝑖𝑦10𝑖𝑥𝑖𝜑1𝑖
+ 𝑐𝑖  𝑦01𝑖𝑥𝑖𝜑1𝑖 − 𝑑𝑖𝑦00𝑖𝑥𝑖𝜑1𝑖] 
(4.21) 
 
Pada persamaan (4.21) terdapat elemen yang sama sehingga 
dapat disederhanakan menjadi: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1
= ∑[(𝑎𝑖𝑦11𝑖 − 𝑐𝑖 𝑦01𝑖)𝑥𝑖∅(𝑧1𝑖)
𝑛
𝑖=1
+ (−𝑎𝑖𝑦11𝑖 +  𝑏𝑖𝑦10𝑖 + 𝑐𝑖 𝑦01𝑖 − 𝑑𝑖𝑦00𝑖)𝑥𝑖𝜑1𝑖] 
 
Sehingga didapatkan turunan pertama ln 𝐿(𝛽, 𝜌) terhadap 𝛽1 
adalah: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1
= ∑𝑥𝑖[(𝑎𝑖𝑦11𝑖 − 𝑐𝑖  𝑦01𝑖)∅(𝑧1𝑖)
𝑛
𝑖=1
+ (−𝑎𝑖𝑦11𝑖 +  𝑏𝑖𝑦10𝑖 + 𝑐𝑖 𝑦01𝑖 − 𝑑𝑖𝑦00𝑖)𝜑1𝑖] 
(4.22) 
 
Setelah didapatkan turunan pertama terhadap 𝛽1 selanjutnya 
adalah mendapatkan turunan pertama untuk ln 𝐿(𝛽, 𝜌) terhadap 
𝛽2 seperti berikut: 





(∑[𝑦11𝑖 ln(𝑝2𝑖 − 𝑝01𝑖)
𝑛
𝑖=1
+  𝑦10𝑖 ln(𝑝1𝑖 − 𝑝2𝑖 + 𝑝01𝑖) +  𝑦01𝑖 ln 𝑝01𝑖
+ 𝑦00𝑖 ln(1 − 𝑝1𝑖 − 𝑝01𝑖)])                          (4.23) 
Persamaan (4.23) kemudian diturunkan terhadap 𝛽2 dan 
menghasilkan persamaan (4.24) sebagai berikut. 
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)]                (4.24) 
 
Selanjutnya persamaan (4.24) dapat ditulis: 































1 − 𝑝1𝑖 − 𝑝01𝑖
𝜕𝑝01𝑖
𝜕𝛽2
]                         (4.24) 
 















Sehingga persamaan (4.22) menjadi: 

























Karena pada persamaan (4.25) terdapat elemen yang sama 



























𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2






+ (−𝑎𝑖𝑦11𝑖 + 𝑏𝑖𝑦10𝑖+𝑐𝑖𝑦01𝑖
− 𝑑𝑖𝑦00𝑖  ) (
𝜕𝑝01𝑖
𝜕𝛽2
)]                                         (4.26) 
 








































= −∅(𝑟 − 𝛽2
𝑇𝑥𝑖)(−𝑥𝑖) 
= 𝑥𝑖∅(𝑧2𝑖)                                                                        (4.27) 
 






















































= 𝑥𝑖𝜑2𝑖                                                                                 (4.30) 
 
Sehingga dari persamaan (4.27) dan (4.30) didapatkan turunan 
pertama ln 𝐿(𝛽, 𝜌) terhadap 𝛽2 pada persamaan (4.24) adalah: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2
= ∑[(𝑎𝑖𝑦11𝑖 − 𝑏𝑖𝑦10𝑖)(𝑥𝑖∅(𝑧2𝑖))
𝑛
𝑖=1
+ (−𝑎𝑖𝑦11𝑖 + 𝑏𝑖𝑦10𝑖+𝑐𝑖𝑦01𝑖 − 𝑑𝑖𝑦00𝑖 )(𝑥𝑖𝜑2𝑖)] 
(4.31) 
 
Dalam mengestimasi parameter probit bivariat terdapat 
koefisien korelasi yaitu 𝜌 sebagai parameter dalam fungsi 
kumulatif distribusi normal bivariat sehingga diperlukan pula 
mencari estimasi parameter terhadap 𝜌 sebagai berikut: 





(∑[𝑦11𝑖 ln(𝑝2𝑖 − 𝑝01𝑖)
𝑛
𝑖=1
+  𝑦10𝑖 ln(𝑝1𝑖 − 𝑝2𝑖 + 𝑝01𝑖) +  𝑦01𝑖 ln 𝑝01𝑖
+ 𝑦00𝑖 ln(1 − 𝑝1𝑖 − 𝑝01𝑖)])                          (4.32) 
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Persamaan (4.32) kemudian diturunkan terhadap 𝜌 dan 
menghasilkan persamaan (4.33) sebagai berikut. 




























)]                                               (4.33)      
 
Selanjutnya persamaan (4.33) dapat ditulis menjadi: 




























)]                                                   (4.34) 
 















Sehingga persamaan (4.34) menjadi: 





















Karena persamaan (4.35) mempunyai elemen yang sama 
sehingga dapat ditulis menjadi: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝜌
= ∑[(−𝑎𝑖𝑦11𝑖 + 𝑏𝑖𝑦10𝑖+𝑐𝑖𝑦01𝑖
𝑛
𝑖=1
− 𝑑𝑖𝑦00𝑖  ) (
𝜕𝑝01𝑖
𝜕𝜌
)]                                        (4.36) 
 













              (4.37) 



















𝜌2−1 ) = 𝜑𝑖                  (4.38) 




= −𝜑𝑖                                                                                    (4.39) 
Sehingga turunan fungsi ln 𝐿(𝛽, 𝜌) terhadap parameter 𝜌 
didapatkan dengan mensubtitusikan persamaan (4.39) ke 
persamaan (4.36) dan diperoleh persamaan berikut: 
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝜌





Turunan pertama fungsi ln likelihood terhadap masing-masing 
parameter diperoleh pada persamaan (4.22), (4.31) dan (4.40). 
Karena hasil dari turunan pertama dari fungsi ln likelihood 
terhadap masing-masing parameter yang didapatkan tidak closed 
form maka dilakukan analisis numerik mengunakan iterasi 
Newton Raphson dengan rumus: 






𝛽(𝑚)  = parameter 𝛽 dengan iterasi ke-m 
𝛽(𝑚−1)  = parameter 𝛽 dengan iterasi ke- (𝑚 − 1) 
𝐻(𝛽(𝑚−1)) = matriks dari turunan kedua fungsi ln likelihood 
   (matriks Hessian) 
𝑔(𝛽(𝑚−1)) = vektor dari turunan pertama fungsi ln 











𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1
𝜕 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2



















𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1
2
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1𝜕𝛽2
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1𝜕𝜌
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2𝜕𝛽1
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2
2
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2𝜕𝜌
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝜌𝜕𝛽1
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝜌𝜕𝛽2










Elemen dari vektor 𝑔(𝛽) masing-masing diberikan oleh 
persamaan (4.22), (4.31) dan (4.40) sebagai turunan pertama dari 
fungsi ln 𝐿(𝛽, 𝜌) terhadap parameter 𝛽1, 𝛽2 dan 𝜌. Selain itu 
diberikan elemen dari matriks Hessian sebagai turunan kedua dari 
masing-masing parameter adalah sebagai berikut: 
a. Elemen pertama 
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− 𝜑11𝑖[𝑎𝑖𝑦11𝑖 − 𝑏𝑖𝑦10𝑖 − 𝑐𝑖𝑦01𝑖
+ 𝑑𝑖𝑦00𝑖]                                                            (4.41) 
 
dengan 𝜑11𝑖 = 𝑧1𝑖𝜑1 + 𝜌𝜙(𝑧1𝑖, 𝑧2𝑖) 
 
b. Elemen kedua 
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1𝜕𝛽2
=



















+𝜙(𝑧1𝑖, 𝑧2𝑖)[𝑎𝑖𝑦11𝑖 − 𝑏𝑖𝑦10𝑖 − 𝑐𝑖𝑦01𝑖
+ 𝑑𝑖𝑦00𝑖]                                                             (4.42) 
 
c. Elemen ketiga 
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽1𝜕𝜌
=
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝜌𝜕𝛽1
 


































d. Elemen keempat 




















+ 𝜑22𝑖[𝑎𝑖𝑦11𝑖 − 𝑏𝑖𝑦10𝑖 − 𝑐𝑖𝑦01𝑖
+ 𝑑𝑖𝑦00𝑖])                                                    (4.44) 
 
e. Elemen kelima 
𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝛽2𝜕𝜌
=













+ (−𝑎𝑖𝑦11𝑖 + 𝑏𝑖𝑦10𝑖 + 𝑐𝑖𝑦01𝑖






















f. Elemen keenam 
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𝜕2 ln 𝐿(𝛽, 𝜌)
𝜕𝜌2









2]                                                    (4.46) 
dengan  

























(𝜌2 − 1)2𝜋√1 − 𝜌2
 
 
Proses iterasi berhenti jika |𝛽(𝑚) − 𝛽(𝑚−1)| ≤ Θ ≤ Θ dimana 
Θ adalah bilangan yang sangat kecil. 
Secara sistematis langkah untuk mengestimasi parameter 
dalam probit bivariat adalah sebagai berikut: 
1. Membuat tabel kontingensi dua arah antar dua variabel respon 
kemudian mengetahui persamaan dari probabilitas. 
2. Mendapatkan fungsi likelihood dengan berdistribusi 
multinomial. 
3. Mendapatkan fungsi ln likelihood. 
4. Mendapatkan turunan pertama dari fungsi ln likelihood 
terhadap parameter 𝛽1, 𝛽2 dan 𝜌. 
5. Hasil dari turunan pertama yang didapatkan tidak closed form, 
sehingga dilakukan analisis numerik dengan mengunakan 
iterasi Newton Raphson. 
6. Mendapatkan turunan kedua dari fungsi ln likelihood terhadap 
parameter 𝛽1, 𝛽2 dan 𝜌. 




8. Menentukan nilai awal parameter 𝛽 dan 𝜌 untuk iterasi yaitu 
sama dengan nol. Iterasi akan berhenti jika nilai selisih antara 
𝛽(𝑚) dan 𝛽(𝑚−1) sangat kecil. 
 
4.2.3. Model Regresi Probit Bivariat 
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Model probit bivariat dibentuk dengan menggunakan data 
kasus penyakit HIV dan AIDS di Jawa Timur pada tahun 2013 
sebagai dua variabel respon dengan melibatkan empat variabel 
prediktor yang diduga berpengaruh terhadap variabel respon. 
Kemudian model yang telah dibentuk diuji secara serentak dan 
parsial. Dengan menggunakan bantuan software StataSE12 
diperoleh model awal probit bivariat sebagai berikut: 
?̂?1
∗ = −10,422 + 0,591𝑥1 − 0,402𝑥2 − 0,397𝑥3 − 22,343𝑥4 
?̂?2
∗ = 4,238 − 0,075𝑥1 − 3,458𝑥2 − 0,396𝑥3 − 490,929𝑥4 
 
a. Uji Serentak 
Dengan bantuan software StataSE12 pada Lampiran 3 dan 
Lampiran 4 didapatkan nilai log likelihood masing-masing 
model sehingga didapatkan statistik uji G2 sebagai berikut: 
Hipotesis: 
𝐻0: 𝛽11 = 𝛽12 = 𝛽13 = 𝛽14 = 0 dan 𝛽21 = 𝛽22 = 𝛽23 = 𝛽24 = 0 
𝐻1: Paling tidak ada satu 𝛽𝑘𝑙 ≠ 0 ; k = 1,2 dan  l = 1,2,3,4 
Berdasarkan hasil pemodelan probit bivariat yang telah 
dilakukan dan diuji secara serentak perlu dicari nilai G2 sebagai 
statistik uji dengan rumus: 
𝐺2 = 2[ln 𝐿(Ω̂) − ln 𝐿(?̂?)] 
= 2[−32,743502 − (−44,250417)] = 23,104 
 
Nilai G2 adalah sebesar 23,014 yang kemudian dibandingkan 
dengan nilai 𝜒20.05;8 = 15,51 (𝐺
2 > 𝜒20.05;8) dengan keputusan 
tolak 𝐻0. Jadi kesimpulan yang dapat diambil adalah paling tidak 
ada satu variabel yang signifikan terhadap variabel respon. 
 
b. Uji Parsial 
Untuk parameter ?̂?11 
Hipotesis: 
𝐻0: 𝛽11 = 0  














Dengan cara yang sama diperoleh statistik uji untuk masing-
masing parameter pada Tabel 4.8 sebagai berikut: 
 
Tabel 4.8 Nilai Statistik Uji Masing-masing Parameter pada 
Model Awal 
Parameter SE W 
?̂?12 = −0,402 1,573 −0,26 
?̂?13 = −0,397 0,274 −1,45 
?̂?14 = −22,343 170,786 −0,13 
?̂?21 = −0,075 0,238 −0,32 
?̂?22 = −3,458 1,781 −1,94 
?̂?23 = −0,396 0,282 −1,41 
?̂?24 = −490,929 224,114 −2,19 
 
Tolak 𝐻0 jika |𝑊| > 𝑍𝛼 2⁄ . Berdasarkan perhitungan uji Wald 
tersebut, diperoleh hasil uji parsial untuk tiap variabel prediktor 
pada variabel respon Y1 dan Y2 dengan taraf signifikan ∝= 5% 
yaitu variabel kelompok umur 25-49 tahun (𝑥1) berpengaruh 
signifikan terhadap HIV dan variabel sarana kesehatan (𝑥4) 
berpengaruh signifikan terhadap AIDS. 
 
4.2.4. Pemilihan Model Terbaik 
Untuk mendapatkan model terbaik dilakukan dengan cara 
mengkombinasikan semua kemungkinan model yaitu sebanyak 
2𝑞 − 1 dimana 𝑞 adalah banyaknya variabel prediktor kemudian 
diambil model dengan nilai AIC terkecil. Dengan demikian untuk 
mendapatkan model terbaik probit bivariat, pemodelan dilakukan 








Berdasarkan Tabel 4.9, model terbaik dipilih dari nilai AIC 
terkecil adalah dengan tiga variabel prediktor. Perhitungan AIC 
untuk model terbaik adalah sebagai berikut: 
𝐴𝐼𝐶 = −2𝑙𝑛𝐿(𝜃) + 2𝑝 = −2(−34.076215) + 2(9) = 86,152 
 
Hasil model terbaik masing-masing mempunyai nilai 
parameter seperti pada Tabel 4.10 dan Tabel 4.11. 
 
Tabel 4.10 Nilai Parameter pada Variabel Respon Y1 
Variabel Prediktor (𝛽1𝑖) P-value 
Konstanta -10,699 0,025 
Kelompok umur 25-49 
tahun 
0,612 0,014 
Askeskin atau Jamkesmas -0,664 0,678 
Sarana Kesehatan -136,298 0,354 
 
 
Tabel 4.11 Nilai Parameter pada Variabel Respon Y2 
No Variabel Prediktor Nilai AIC Eliminasi 
1. 𝑥1, 𝑥2, 𝑥3, 𝑥4 87,487  
2. 𝑥2, 𝑥3, 𝑥4 93,448 𝑥1 
3. 𝑥1, 𝑥3, 𝑥4 91,286 𝑥2 
4. 𝑥1, 𝑥2, 𝑥4 86,152 𝑥3 
5. 𝑥1, 𝑥2, 𝑥3 90,261 𝑥4 
6. 𝑥3, 𝑥4 94,070 𝑥1, 𝑥2 
7. 𝑥2, 𝑥4 92,280 𝑥1, 𝑥3 
8. 𝑥2, 𝑥3 94,007 𝑥1, 𝑥4 
9. 𝑥1, 𝑥4 90,743 𝑥2, 𝑥3 
10. 𝑥1, 𝑥3 90,078 𝑥2, 𝑥4 
11. 𝑥1, 𝑥2 92,930 𝑥3, 𝑥4 
12. 𝑥4 94,187 𝑥1, 𝑥2, 𝑥3 
13. 𝑥3 92,549 𝑥1, 𝑥2, 𝑥4 
14. 𝑥2 95,827 𝑥1, 𝑥3, 𝑥4 
15. 𝑥1 91,813 𝑥2, 𝑥3, 𝑥4 
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Variabel Prediktor (𝛽2𝑖) P-value 
Konstanta 3,046 0,513 
Kelompok umur 25-49 
tahun 
-0,015 0,945 
Askeskin atau Jamkesmas -3,656 0,037 
Sarana Kesehatan -557,638 0,021 
 
Sehingga diperoleh hasil model terbaik probit bivariat yaitu: 
?̂?1
∗ = −10,699 + 0,612𝑥1 − 0,664𝑥2 − 136,298𝑥4             (4.47) 
?̂?2
∗ = 3,046 − 0,015𝑥1 − 3,656𝑥2 − 557,638𝑥4                   (4.48) 
 
Dapat diambil sampel untuk Kota Surabaya, dengan 
persentase kelompok umur 25-49 tahun (𝑥1 = 20,87) dan 
persentase Askeskin atau Jamkesmas (𝑥2 = 0,13753) serta 
persentase jumlah sarana kesehatan (𝑥4 = 0,004), berdasarkan 
model terbaik dari ?̂?1
∗ dan ?̂?2
∗ pada persamaan (4.47) dan (4.48) 
didapatkan nilai ?̂?1
∗ dan ?̂?2
∗ sebagai berikut: 
?̂?1




∗ = 3,046 − 0,015(20,87) − 3,656(0,13753)
− 557,638(0,004) 
= −0,001 
Karena 𝑧1 = −𝑦1
∗ dan 𝑧2 = −𝑦2
∗ dimana 𝑟 = 0 dan 𝑠 = 0, 
didapatkan hasil dari probabilitas untuk setiap kategori adalah 
sebagai berikut: 
?̂?00
∗ (𝑥) = Φ(𝑧1, 𝑧2) 
= Φ(−1,453; 0,001) 
= 0,0567 
?̂?01
∗ (𝑥) = Φ(𝑧1) − Φ(𝑧1, 𝑧2) 
= Φ(−1,453) − Φ(−1,453; 0,001) 
= 0,0187 
?̂?10
∗ (𝑥) = Φ(𝑧2) − Φ(𝑧1, 𝑧2) 
= Φ(−0,001) − Φ(−1,453; 0,001) 
= 0,4435 
?̂?11
∗ (𝑥) = 1 − Φ(𝑧1) − Φ(𝑧2) + Φ(𝑧1, 𝑧2) 
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= 1 − Φ(1,453) − Φ(−0,001) + Φ(−1,453; 0,001) 
= 0,4812 
 
Berdasarkan nilai probabilitas dari tiap kategori yang telah 
didapatkan, dapat disimpulkan bahwa Kota Surabaya mempunyai 
probabilitas sebesar 0,4812 atau 48,12% untuk berada dalam 
kategori HIV tinggi dan kategori AIDS tinggi sehingga 
penanganan kasus penyakit HIV dan AIDS di Kota Surabaya 
masih perlu diperhatikan. 
Setelah didapatkan model terbaik probit bivariat untuk HIV 
dan AIDS, perlu dilakukan kembali uji serentak dan parsial untuk 
mengetahui variabel yang berpengaruh signifikan terhadap HIV 
dan AIDS. 
a. Uji Serentak 
Dengan bantuan software StataSE12 pada Lampiran 3 dan 
Lampiran 5 didapatkan nilai log likelihood masing-masing 
model sehingga didapatkan statistik uji untuk G2 sebagai berikut. 
Hipotesis: 
𝐻0: 𝛽11 = 𝛽12 = 𝛽14 = 0 dan 𝛽21 = 𝛽22 = 𝛽24 = 0 
𝐻1: Paling tidak ada satu 𝛽𝑘𝑙 ≠ 0 ; k = 1,2 dan l = 1,2,4 
Berdasarkan hasil pemilihan model terbaik probit bivariat 
yang telah dilakukan dan diuji secara serentak perlu dicari nilai 
statistisk uji G2 dengan rumus: 
𝐺2 = 2[ln 𝐿(Ω̂) − ln 𝐿(?̂?)] 
= 2[−34,076 − (−44,250)] 
= 20,348 
Nilai G2 sebesar 20,348 kemudian dibandingkan dengan nilai 
𝜒0,05;6
2 = 12,59 (𝐺2 > 𝜒0,05;6
2 ) dengan keputusan tolak 𝐻0. Jadi 
kesimpulan yang dapat diambil adalah paling tidak ada satu 
variabel yang signifikan terhadap variabel respon. 
b. Uji Parsial 
Untuk parameter ?̂?11 
Hipotesis: 
𝐻0: 𝛽11 = 0  












Dengan cara yang sama diperoleh statistik uji untuk parameter 
yang lain pada Tabel 4.12 sebagai berikut: 
 
Tabel 4.12 Nilai Statistik Uji Masing-masing Parameter pada 
Model Terbaik 
Parameter SE W 
?̂?12 = −0,664 1,601 −0,41 
?̂?14 = −136,298 147,188 −0,93 
?̂?21 = −0,015 0,221 −0,07 
?̂?22 = −3,656 1,755 −2,08 
?̂?24 = −557,638 242,198 −2,30 
 
Tolak 𝐻0 jika |𝑊| > 𝑍𝛼 2⁄ . Berdasarkan perhitungan Uji Wald 
tersebut diperoleh hasil uji parsial untuk tiap variabel prediktor 
pada variabel respon Y1 dan Y2 dengan taraf signifikan ∝= 5% 
yaitu variabel kelompok umur 25-49 tahun (𝑥1) berpengaruh 
signifikan terhadap HIV. Sementara variabel Askeskin atau 
Jamkesmas (𝑥2) dan variabel sarana kesehatan (𝑥4) berpengaruh 
signifikan terhadap AIDS. 
 
c. Interprestasi Model Regresi Probit Bivariat 
Interpretasi pada model regresi probit bivariat dilihat dari 
besarnya efek marginal tiap variabel prediktor yang signifikan. 
Efek marginal digunakan untuk melihat besarnya pengaruh 
perubahan suatu variabel prediktor terhadap variabel respon 
dengan asumsi variabel lainnya konstan. Dalam hal ini diambil 
sampel untuk data kota Surabaya. Dengan menggunakan Matlab 
R2013a pada Lampiran 6 dan hasil pada Lampiran 7 diperoleh 
hasil efek marginal untuk tiap variabel prediktor di Kota 
Surabaya. Penjelasannya adalah sebagai berikut: 
 
 
i. Persentase Umur 25-49 tahun (𝑥1) 
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Besarnya efek marginal variabel persentase umur 25-49 tahun 
(𝑥1) dengan persentase kelompok umur 25-49 tahun (𝑥1 =
20,87), persentase Askeskin atau Jamkesmas (𝑥2 = 0,13753) 










∗ 𝜑1 − ?̂?2,1
∗ 𝜑2 











∗ 𝜙(𝑧1) + ?̂?1,1
∗ 𝜑1 + ?̂?2,1
∗ 𝜑2 











∗ 𝜙(𝑧2) + ?̂?1,1
∗ 𝜑1 + ?̂?2,1
∗ 𝜑2 











∗ 𝜙(𝑧1) + ?̂?2,1
∗ 𝜙(𝑧2) − ?̂?1,1
∗ 𝜑1 − ?̂?2,1
∗ 𝜑2 
= 0,612𝜙(𝑧1) + (−0,015)𝜙(𝑧2) − 0,612𝜑1 + (−0,015)𝜑2 
= 0,0379 
 
Efek marginal variabel persentase umur 25-49 tahun (𝑥1) 
terhadap ?̂?11
∗  adalah sebesar 0,0379 yang berarti bahwa perubahan 
persentase umur 25-49 tahun (𝑥1) sebesar satu satuan akan 
meningkatkan 0,0379 terhadap probabilitas HIV tinggi dan AIDS 
yang juga tinggi. Variabel persentase umur hanya signifikan 




ii. Persentase Askeskin atau Jamkesmas(𝑥2) 
Besarnya efek marginal variabel persentase Askeskin atau 
Jamkesmas (𝑥2) dengan persentase kelompok umur 25-49 tahun 
(𝑥1 = 20,87), persentase Askeskin atau Jamkesmas (𝑥2 =
0,13753) dan persentase jumlah sarana kesehatan (𝑥4 = 0,004) 









∗ 𝜑1 − ?̂?2,2
∗ 𝜑2 











∗ 𝜙(𝑧1) + ?̂?1,2
∗ 𝜑1 + ?̂?2,2
∗ 𝜑2 











∗ 𝜙(𝑧2) + ?̂?1,2
∗ 𝜑1 + ?̂?2,2
∗ 𝜑2 











∗ 𝜙(𝑧1) + ?̂?2,2
∗ 𝜙(𝑧2) − ?̂?1,2
∗ 𝜑1 − ?̂?2,2
∗ 𝜑2 




Efek marginal variabel persentase Askeskin atau Jamkesmas 
(𝑥2) terhadap ?̂?11
∗  adalah sebesar -1,3958 yang berarti bahwa 
perubahan persentase Askeskin atau Jamkesmas (𝑥2) sebesar satu 
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satuan akan menurunkan sebesar 1,3958 terhadap probabilitas 
HIV tinggi dan AIDS yang juga tinggi. Variabel persentase 
Askeskin atau Jamkesmas hanya signifikan terhadap variabel 𝑌2 
yaitu kasus AIDS. 
 
iii. Persentase Jumlah Sarana Kesehatan (𝑥4) 
Besarnya efek marginal variabel persentase jumlah sarana 
kesehatan (𝑥4) dengan persentase kelompok umur 25-49 tahun 
(𝑥1 = 20,87), persentase Askeskin atau Jamkesmas (𝑥2 =
0,13753) dan persentase jumlah sarana kesehatan (𝑥4 = 0,004) 









∗ 𝜑1 − ?̂?2,4
∗ 𝜑2 










∗ 𝜙(𝑧1) + ?̂?1,4
∗ 𝜑1 + ?̂?2,4
∗ 𝜑2 










∗ 𝜙(𝑧2) + ?̂?1,4
∗ 𝜑1 + ?̂?2,4
∗ 𝜑2 










∗ 𝜙(𝑧1) + ?̂?2,4
∗ 𝜙(𝑧2) − ?̂?1,4
∗ 𝜑1 − ?̂?2,4
∗ 𝜑2 




Efek marginal variabel persentase jumlah sarana kesehatan 
(𝑥4) terhadap ?̂?11
∗  adalah sebesar -215,3782 yang berarti bahwa 
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perubahan persentase jumlah sarana kesehatan (𝑥4) sebesar satu 
satuan akan menurunkan sebesar 215,3782 terhadap probabilitas 
HIV tinggi dan AIDS yang juga tinggi. Variabel persentase 
jumlah sarana kesehatan hanya signifikan terhadap variabel 𝑌2 
yaitu kasus AIDS. 
 
d. Ketepatan Klasifikasi Model Probit Bivariat 
Ketepatan klasifikasi digunakan untuk melihat seberapa besar 
ketepatan antara data aktual dengan hasil prediksinya. Tabel 
ketepatan klasifikasi antara data aktual dengan hasil prediksi 
dapat dilihat pada Tabel 4.13.  
 




𝑌00 𝑌01 𝑌10 𝑌11 
Aktual 𝑌00 0 6 13 0 19 
𝑌01 0 1 0 1 2 
𝑌10 0 0 6 1 7 
𝑌11 0 3 4 3 10 
Total 0 10 23 5 38 
 
Berdasarkan model terbaik yang telah dibentuk, ketepatan 
klasifikasi untuk memprediksi yaitu sebesar 26,32%. Dari model 
yang dihasilkan, tidak ada variabel prediktor yang signifikan 
terhadap kedua variabel respon sehingga didapatkan besarnya 






























Pada bab ini diberikan kesimpulan sebagai hasil dari 
analisa model yang telah diperoleh dan saran sebagai 
pertimbangan dalam pengembangan atau penelitian lebih lanjut. 
 
5.1. Kesimpulan 
Berdasarkan hasil pembahasan yang telah didapatkan, 
kesimpulan yang dapat diambil adalah: 
1. Cara untuk mengestimasi parameter dalam model probit 
bivariat menggunakan Maximum Likelihood Estimation 
(MLE) pertama adalah membuat tabel kontingensi dua arah 
antar dua variabel respon dan mengetahui persamaan dari 
probabilitas tiap kategori. Kemudian mendapatkan fungsi 
likelihood dengan distribusi multinomial dan selanjutnya 
mendapatkan turunan pertama dari fungsi ln likelihood 
terhadap parameter 𝛽1, 𝛽2 dan 𝜌. Hasil dari turunan pertama 
yang didapatkan tidak closed form, sehingga dilakukan 
analisis numerik dengan mengunakan iterasi Newton Raphson 
dengan rumus 𝛽(𝑚) = 𝛽(𝑚−1) − [𝐻(𝛽(𝑚−1))]
−1
𝑔(𝛽(𝑚−1)). 
Nilai awal parameter 𝛽 dan 𝜌 untuk iterasi yaitu sama dengan 
nol. Iterasi akan berhenti dan didapatkan nilai estimasi jika 
nilai selisih antara 𝛽(𝑚) dan 𝛽(𝑚−1) sangat kecil. 
2. Model regresi probit bivariat untuk faktor-faktor yang 
mempengaruhi jumlah kasus HIV dan AIDS di Jawa Timur 
adalah sebagai berikut: 
?̂?1
∗ = −10,699 + 0,612𝑥1 − 0,664𝑥2 − 136,298𝑥4 
?̂?2
∗ = 3,046 − 0,015𝑥1 − 3,656𝑥2 − 557,638𝑥4 
Model tersebut merupakan model terbaik dari regresi probit 
bivariat untuk kasus HIV dan AIDS di Jawa Timur dengan 
nilai AIC terkecil yaitu sebesar 86,152. Variabel prediktor 
yang signifikan terhadap HIV (𝑌1) adalah persentase 
kelompok umur 25-49 tahun terhadap jumlah penduduk (𝑥1). 
Sedangkan variabel yang signifikan terhadap AIDS (𝑌1) 




jumlah penduduk (𝑥2) dan persentase jumlah sarana kesehatan 
terhadap jumlah penduduk (𝑥4). 
Diambil interpretasi untuk satu sampel yaitu Kota Surabaya 
adalah perubahan persentase umur (𝑥1) sebesar satuan akan 
meningkatkan 0,0379 terhadap probabilitas HIV berkategori 
tinggi dan AIDS berkategori tinggi, perubahan persentase 
jumlah Askeskin atau Jamkesmas (𝑥2) sebesar satuan akan 
menurunkan sebesar 1,3958 terhadap probabilitas HIV 
berkategori tinggi dan AIDS berkategori tinggi, dan perubahan 
persentase jumlah sarana kesehatan (𝑥4) sebesar satuan akan 
menurunkan sebesar 215,3782 terhadap probabilitas HIV 
berkategori tinggi dan AIDS berkategori tinggi. 
 
5.2. Saran 
Berdasarkan hasil penelitian yang telah dilakukan peneliti 
memberikan saran kepada Dinas Kesehatan Provinsi Jawa 
Timur khususnya untuk lebih memperhatikan aspek kelompok 
umur 25-49 tahun, jumlah Askeskin atau Jamkesmas serta 
jumlah sarana kesehatan dengan harapana dapat mengurangi 
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Tabel 1A. Data Penelitian Variabel Respon 
No Kabupaten/ Kota Y1  Y2  
1 Kab Pacitan 0 0 
2 Kab Ponorogo 0 0 
3 Kab Trenggalek 0 0 
4 Kab Tulungagung 1 1 
5 Kab Blitar 1 1 
6 Kab Kediri 1 0 
7 Kab Malang 1 1 
8 Kab Lumajang 0 0 
9 Kab Jember 1 1 
10 Kab Banyuwangi 1 0 
11 Kab Bondowoso 0 0 
12 Kab Situbondo 0 0 
13 Kab Probolinggo 1 1 
14 Kab Pasuruan 1 1 
15 Kab Sidoarjo 1 0 
16 Kab Mojokerto 0 0 
17 Kab Jombang 1 0 
18 Kab Nganjuk 0 1 
19 Kab Madiun 0 1 
20 Kab Magetan 0 0 
21 Kab Ngawi 0 0 
22 Kab Bojonegoro 0 0 
23 Kab Tuban 1 1 
24 Kab Lamongan 1 1 
25 Kab Gresik 1 1 
26 Kab Bangkalan 0 0 
27 Kab Sampang 0 0 
28 Kab Pamekasan 0 0 
29 Kab Sumenep 0 0 
30 Kota Kediri 1 0 
31 Kota Blitar 0 0 
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Lampiran 1 Lanjutan 
(Sumber : Dinas Kesehatan Jawa Timur, 2013) 
Keterangan : 
Y1 : Kategori HIV untuk tiap Kabupaten dan Kota 
Y2 : Kategori AIDS untuk tiap Kabupaten dan Kota 
 
Tabel 1B. Data Penelitian Variabel Prediktor 
No Kabupaten/ Kota X1 X2 X3 X4 
1 Kab Pacitan 16,89 0,35225 2,012 0,005 
2 Kab Ponorogo 17,85 0,40478 0,698 0,004 
3 Kab Trenggalek 18,10 0,39250 0,519 0,004 
4 Kab Tulungagung 17,63 0,29589 0,387 0,004 
5 Kab Blitar 17,91 0,30560 0,590 0,003 
6 Kab Kediri 18,76 0,36979 0,352 0,003 
7 Kab Malang 18,95 0,28253 0,248 0,002 
8 Kab Lumajang 17,92 0,41908 0,323 0,003 
9 Kab Jember 17,87 0,39191 0,208 0,003 
10 Kab Banyuwangi 18,35 0,35099 1,031 0,004 
11 Kab Bondowoso 18,38 0,59719 0,403 0,004 
12 Kab Situbondo 18,69 0,38115 1,052 0,003 
13 Kab Probolinggo 18,40 0,55481 1,473 0,003 
14 Kab Pasuruan 19,52 0,36939 0,504 0,002 
15 Kab Sidoarjo 21,05 0,19461 1,048 0,002 
16 Kab Mojokerto 19,51 0,33359 0,654 0,004 
17 Kab Jombang 18,56 0,42251 2,087 0,004 
18 Kab Nganjuk 18,50 0,00049 0,741 0,003 
19 Kab Madiun 17,59 0,00038 0,584 0,004 
20 Kab Magetan 16,93 0,35556 1,202 0,004 
21 Kab Ngawi 17,37 0,51202 1,274 0,003 
22 Kab Bojonegoro 18,83 0,46841 1,335 0,004 
23 Kab Tuban 19,20 0,42029 0,758 0,003 
24 Kab Lamongan 17,72 0,45894 1,352 0,004 
 
 
32 Kota Malang 1 0 
33 Kota Probolinggo 0 0 
34 Kota Pasuruan 0 0 
35 Kota Mojokerto 0 0 
36 Kota Madiun 1 0 
37 Kota Surabaya 1 1 
38 Kota Batu 0 0 
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Lampiran 1 Lanjutan 
(Sumber : Dinas Kesehatan Jawa Timur, 2013) 
Keterangan : 
X1 : Persentase umur 25-49 tahun  
X2 : Persentase Askeskin/ Jamkesmas 
X3 : Persentase Penyuluhan Kesehatan 
X4 : Persentase Sarana Kesehatan  
 
  
25 Kab Gresik 19,77 0,32037 0,823 0,004 
26 Kab Bangkalan 15,68 0,46900 4,950 0,003 
27 Kab Sampang 16,70 0,61780 0,134 0,002 
28 Kab Pamekasan 18,28 0,55896 0,590 0,003 
29 Kab Sumenep 18,49 0,48213 0,003 0,003 
30 Kota Kediri 19,41 0,22892 0,507 0,008 
31 Kota Blitar 18,60 0,18581 2,458 0,006 
32 Kota Malang 19,26 0,12709 0,712 0,005 
33 Kota Probolinggo 18,91 0,34791 4,704 0,005 
34 Kota Pasuruan 19,09 0,28885 2,370 0,005 
35 Kota Mojokerto 19,28 0,23058 3,193 0,010 
36 Kota Madiun 18,34 0,16596 1,823 0,008 
37 Kota Surabaya 20,87 0,13753 0,714 0,004 




Statistik Deskriptif, Tabel Frekuensi dan Uji Antar Variabel 
Penelitian 
 
Tabel 2A. Statistik Deskriptif Variabel Penelitian 
Descriptive Statistics 
 N Minimum Maximum Mean 
Std. 
Deviation 
HIV 38 0 1 ,4474 ,5039 
AIDS 38 0 1 ,3158 ,4711 
Umur 38 15,68 21,05 18,49 1,0612 
Askeskin 38 ,00038 ,6178 ,3421 ,1482 
Penyuluhan 38 ,003 4,95 1,1712 1,1258 
Sarana 38 ,002 ,010 ,004 ,002 
Valid N (listwise) 38     
 
Tabel 2B. Tabel Frekuensi Variabel Penelitian 
 
HIV (Y1) 





Valid Di bawah 
case rate 
21 55,3 55,3 55,3 
Di atas case 
rate 
17 44,7 44,7 100,0 
Total 38 100,0 100,0  
AIDS (Y2) 





Valid Di bawah case 
rate 
26 68,4 68,4 68,4 
Di atas case 
rate 
12 31,6 31,6 100,0 









Lampiran 2 Lanjutan 
Kelompok Umur 25-49 Tahun (x1) 





Valid 15,68 1 2,6 2,6 2,6 
16,70 1 2,6 2,6 5,3 
16,89 1 2,6 2,6 7,9 
16,93 1 2,6 2,6 10,5 
17,37 1 2,6 2,6 13,2 
17,59 1 2,6 2,6 15,8 
17,63 1 2,6 2,6 18,4 
17,72 1 2,6 2,6 21,1 
17,85 1 2,6 2,6 23,7 
17,87 1 2,6 2,6 26,3 
17,91 1 2,6 2,6 28,9 
17,92 1 2,6 2,6 31,6 
18,10 1 2,6 2,6 34,2 
18,28 1 2,6 2,6 36,8 
18,34 1 2,6 2,6 39,5 
18,35 1 2,6 2,6 42,1 
18,38 1 2,6 2,6 44,7 
18,40 1 2,6 2,6 47,4 
18,49 1 2,6 2,6 50,0 
18,50 1 2,6 2,6 52,6 
18,56 1 2,6 2,6 55,3 
18,60 1 2,6 2,6 57,9 




Lampiran 2 Lanjutan 
 18,76 1 2,6 2,6 63,2 
18,83 1 2,6 2,6 65,8 
18,91 1 2,6 2,6 68,4 
18,95 1 2,6 2,6 71,1 
19,09 1 2,6 2,6 73,7 
19,20 1 2,6 2,6 76,3 
19,26 1 2,6 2,6 78,9 
19,28 1 2,6 2,6 81,6 
19,41 1 2,6 2,6 84,2 
19,46 1 2,6 2,6 86,8 
19,51 1 2,6 2,6 89,5 
19,52 1 2,6 2,6 92,1 
19,77 1 2,6 2,6 94,7 
20,87 1 2,6 2,6 97,4 
21,05 1 2,6 2,6 100,0 
Total 38 100,0 100,0  
 
Askeskin/ Jamkesmas (x2) 





Valid ,00 1 2,6 2,6 2,6 
,00 1 2,6 2,6 5,3 
,13 1 2,6 2,6 7,9 
,14 1 2,6 2,6 10,5 
,17 1 2,6 2,6 13,2 




Lampran 2 Lanjutan 
 ,19 1 2,6 2,6 18,4 
,20 1 2,6 2,6 21,1 
,23 1 2,6 2,6 23,7 
,23 1 2,6 2,6 26,3 
,28 1 2,6 2,6 28,9 
,29 1 2,6 2,6 31,6 
,30 1 2,6 2,6 34,2 
,31 1 2,6 2,6 36,8 
,32 1 2,6 2,6 39,5 
,33 1 2,6 2,6 42,1 
,35 1 2,6 2,6 44,7 
,35 1 2,6 2,6 47,4 
,35 1 2,6 2,6 50,0 
,36 1 2,6 2,6 52,6 
,37 1 2,6 2,6 55,3 
,37 1 2,6 2,6 57,9 
,38 1 2,6 2,6 60,5 
,39 1 2,6 2,6 63,2 
,39 1 2,6 2,6 65,8 
,40 1 2,6 2,6 68,4 
,42 1 2,6 2,6 71,1 
,42 1 2,6 2,6 73,7 
,42 1 2,6 2,6 76,3 
,46 1 2,6 2,6 78,9 
,47 1 2,6 2,6 81,6 
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Lampiran 2 Lanjutan 
 ,47 1 2,6 2,6 84,2 
,48 1 2,6 2,6 86,8 
,51 1 2,6 2,6 89,5 
,55 1 2,6 2,6 92,1 
,56 1 2,6 2,6 94,7 
,60 1 2,6 2,6 97,4 
,62 1 2,6 2,6 100,0 
Total 38 100,0 100,0 
 
 
Penyuluhan Kesehatan (x3) 





Valid ,00 1 2,6 2,6 2,6 
,13 1 2,6 2,6 5,3 
,21 1 2,6 2,6 7,9 
,25 1 2,6 2,6 10,5 
,32 1 2,6 2,6 13,2 
,35 1 2,6 2,6 15,8 
,39 1 2,6 2,6 18,4 
,40 1 2,6 2,6 21,1 
,50 1 2,6 2,6 23,7 
,51 1 2,6 2,6 26,3 
,52 1 2,6 2,6 28,9 
,58 1 2,6 2,6 31,6 
,59 2 5,3 5,3 36,8 
,65 1 2,6 2,6 39,5 
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Lampiran 2 Lanjutan 
 ,69 1 2,6 2,6 42,1 
,70 1 2,6 2,6 44,7 
,71 1 2,6 2,6 47,4 
,71 1 2,6 2,6 50,0 
,74 1 2,6 2,6 52,6 
,76 1 2,6 2,6 55,3 
,82 1 2,6 2,6 57,9 
1,03 1 2,6 2,6 60,5 
1,05 1 2,6 2,6 63,2 
1,05 1 2,6 2,6 65,8 
1,20 1 2,6 2,6 68,4 
1,27 1 2,6 2,6 71,1 
1,34 1 2,6 2,6 73,7 
1,35 1 2,6 2,6 76,3 
1,47 1 2,6 2,6 78,9 
1,82 1 2,6 2,6 81,6 
2,01 1 2,6 2,6 84,2 
2,09 1 2,6 2,6 86,8 
2,37 1 2,6 2,6 89,5 
2,46 1 2,6 2,6 92,1 
3,19 1 2,6 2,6 94,7 
4,70 1 2,6 2,6 97,4 
4,95 1 2,6 2,6 100,0 






Lampiran 2 Lanjutan 
Sarana Kesehatan (x4) 
 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid ,00 4 10,5 10,5 10,5 
,00 12 31,6 31,6 42,1 
,00 13 34,2 34,2 76,3 
,01 5 13,2 13,2 89,5 
,01 1 2,6 2,6 92,1 
,01 2 5,3 5,3 97,4 
,01 1 2,6 2,6 100,0 




Tabel 2C. Cross Tabulation Variabel Respon 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
HIV * AIDS 38 100,0% 0 ,0% 38 100,0% 
 
 





Di bawah case 
rate 
Di atas case 
rate 
HIV Di bawah case 
rate 
19 2 21 
Di atas case rate 7 10 17 
















Pearson Chi-Square 10,568a 1 ,001   
Continuity Correctionb 8,409 1 ,004   
Likelihood Ratio 11,154 1 ,001   
Fisher's Exact Test    ,002 ,002 
Linear-by-Linear 
Association 
10,290 1 ,001 
  
N of Valid Cases 38     
a. 0 cells (,0%) have expected count less than 5. The minimum expected count is 5,37. 
b. Computed only for a 2x2 table 
 
Tabel 2E. Koefisien Korelasi Antar Variabel Prediktor 
Correlations 
 X1 X2 X3 X4 
X1 Pearson Correlation 1 -,400* -,193 ,143 
Sig. (2-tailed)  ,013 ,246 ,390 
N 38 38 38 38 
X2 Pearson Correlation -,400* 1 -,016 -,377* 
Sig. (2-tailed) ,013  ,923 ,020 
N 38 38 38 38 
X3 Pearson Correlation -,193 -,016 1 ,378* 
Sig. (2-tailed) ,246 ,923  ,019 
N 38 38 38 38 
X4 Pearson Correlation ,143 -,377* ,378* 1 
Sig. (2-tailed) ,390 ,020 ,019  
N 38 38 38 38 
*. Correlation is significant at the 0.05 level (2-tailed). 








Output StataSE12 Model Probit Bivariat untuk HIV dan 
AIDS tanpa Prediktor (Model Null) 
 
. biprobit Y1 Y2 
 
Fitting comparison equation 1: 
Iteration 0:   log likelihood = -26.128676   
Iteration 1:   log likelihood = -26.128676   
 
Fitting comparison equation 2: 
Iteration 0:   log likelihood = -23.698884   
Iteration 1:   log likelihood = -23.698884   
 
Comparison:    log likelihood =  -49.82756 
 
Fitting full model: 
Iteration 0:   log likelihood =  -49.82756   
Iteration 1:   log likelihood = -44.310908   
Iteration 2:   log likelihood = -44.250518   
Iteration 3:   log likelihood = -44.250417   
Iteration 4:   log likelihood = -44.250417   
 
Bivariate probit regression                                          Number of obs   =         38 
                                                                                     Wald chi2(0)      =            . 
Log likelihood = -44.250417                                       Prob > chi2        =            . 
--------------------------------------------------------------------------------------------------- 
                  |         Coef.       Std. Err.           z         P>|z|      [95% Conf. Interval] 
-------------+------------------------------------------------------------------------------------ 
Y1             | 
       _cons  |  -.1323129     .2039624      -0.65       0.517     -.5320719    .2674462 
-------------+------------------------------------------------------------------------------------ 
Y2             | 
       _cons  |  -.4795057     .2120409      -2.26       0.024     -.8950981   -.0639132 
-------------+------------------------------------------------------------------------------------ 
     /athrho  |   1.007537      .3471597       2.90       0.004      .3271169    1.687958 
-------------+------------------------------------------------------------------------------------ 
         rho    |   .7647416       .1441304                                   .3159278    .9338866 
--------------------------------------------------------------------------------------------------- 
Likelihood-ratio test of rho=0:         chi2(1) =  11.1543         Prob > chi2 = 0.0008 
 
. estat ic, n(38) 
-------------------------------------------------------------------------------------------------------- 
      Model |     Obs         ll(null)       ll(model)           df                 AIC                 BIC 
-------------+----------------------------------------------------------------------------------------- 
                . |        38                   .     -44.25042            3       94.50083       99.41359 
------------------------------------------------------------------------------------------------------- 





Output StataSE12 Model Awal Probit Bivariat untuk HIV 
dan AIDS 
 
. biprobit Y1 Y2 x1 x2 x3 x4 
 
Fitting comparison equation 1: 
 
Iteration 0:   log likelihood = -26.128676   
Iteration 1:   log likelihood = -22.087079   
Iteration 2:   log likelihood = -22.006125   
Iteration 3:   log likelihood = -22.005792   
Iteration 4:   log likelihood = -22.005792   
 
Fitting comparison equation 2: 
 
Iteration 0:   log likelihood = -23.698884   
Iteration 1:   log likelihood = -18.172055   
Iteration 2:   log likelihood = -17.783539   
Iteration 3:   log likelihood = -17.777864   
Iteration 4:   log likelihood = -17.777861   
Iteration 5:   log likelihood = -17.777861   
 
Comparison:    log likelihood = -39.783652 
 
Fitting full model: 
 
Iteration 0:   log likelihood = -39.783652   
Iteration 1:   log likelihood = -33.566216   
Iteration 2:   log likelihood = -32.963773   
Iteration 3:   log likelihood = -32.805826   
Iteration 4:   log likelihood = -32.765062   
Iteration 5:   log likelihood = -32.760749   
Iteration 6:   log likelihood = -32.759007   
Iteration 7:   log likelihood = -32.753332   
Iteration 8:   log likelihood = -32.747769   
Iteration 9:   log likelihood = -32.744998   
Iteration 10:  log likelihood = -32.744244   
Iteration 11:  log likelihood = -32.743795 
Iteration 12:  log likelihood = -32.743693   
Iteration 13:  log likelihood = -32.743655   
Iteration 14:  log likelihood = -32.743618   
Iteration 15:  log likelihood = -32.743588  (backed up) 
Iteration 16:  log likelihood = -32.743585  (backed up) 
Iteration 17:  log likelihood = -32.743568  (backed up) 
Iteration 18:  log likelihood = -32.743549   
Iteration 19:  log likelihood = -32.743506   
Iteration 20:  log likelihood = -32.743502   









Bivariate probit regression                                          Number of obs   =         38 
                                                                                    Wald chi2(8)    =      16.19 
Log likelihood = -32.743502                                      Prob > chi2     =     0.0397 
------------------------------------------------------------------------------------------------ 
                 |         Coef.         Std. Err.         z    P>|z|     [95% Conf. Interval] 
------------+---------------------------------------------------------------------------------- 
Y1            | 
            x1 |   .5914571       .2523613     2.34    0.019    .0968379       1.086076 
            x2 |  -.4017889      1.572603    -0.26    0.798    -3.484034      2.680457 
            x3 |  -.3971682      .2746562    -1.45    0.148    -.9354846      .1411481 
            x4 |  -22.34322      170.7858    -0.13    0.896    -357.0772      312.3907 
       _cons |  -10.42172      4.925854    -2.12    0.034    -20.07622    -.7672256 
------------+---------------------------------------------------------------------------------- 
Y2            | 
            x1 |  -.0753619      .2382677    -0.32    0.752     -.5423579     .3916342 
            x2 |  -3.458487      1.780537    -1.94    0.052     -6.948276     .0313019 
            x3 |  -.3957516      .2815307    -1.41    0.160     -.9475416     .1560383 
            x4 |  -490.9299      224.1139    -2.19    0.028     -930.1851    -51.67459 
       _cons |   4.237533      4.995409     0.85     0.396     -5.553289     14.02835 
------------+-----------------------------------------------------------------------------------  
/athrho      |   14.37709      918.2977     0.02     0.988     -1785.453     1814.208 
------------+----------------------------------------------------------------------------------- 
           rho |                1       1.19e-09                                            -1                 1 
------------------------------------------------------------------------------------------------ 
Likelihood-ratio test of rho=0:     chi2(1) =  14.0803    Prob > chi2 = 0.0002 
 
. estat ic, n(38) 
 
-------------------------------------------------------------------------------------------------- 
      Model |           Obs      ll(null)      ll(model)       df            AIC            BIC 
-------------+------------------------------------------------------------------------------------ 
                . |             38               .        -32.7435      11        87.487    105.5005 
-------------------------------------------------------------------------------------------------- 










. biprobit Y1 Y2 x1 x2 x4 
 
Fitting comparison equation 1: 
 
Iteration 0:   log likelihood = -26.128676   
Iteration 1:   log likelihood = -22.777467   
Iteration 2:   log likelihood = -22.748626   
Iteration 3:   log likelihood =   -22.7486   
Iteration 4:   log likelihood =   -22.7486   
 
Fitting comparison equation 2: 
 
Iteration 0:   log likelihood = -23.698884   
Iteration 1:   log likelihood = -18.792788   
Iteration 2:   log likelihood = -18.449735   
Iteration 3:   log likelihood = -18.445523   
Iteration 4:   log likelihood = -18.445523   
 
Comparison:    log likelihood = -41.194123 
 
Fitting full model: 
 
Iteration 0:   log likelihood = -41.194123   
Iteration 1:   log likelihood = -34.936049   
Iteration 2:   log likelihood = -34.202893   
Iteration 3:   log likelihood = -34.118166   
Iteration 4:   log likelihood = -34.086437   
Iteration 5:   log likelihood = -34.080373   
Iteration 6:   log likelihood = -34.077395   
Iteration 7:   log likelihood =  -34.07689   
Iteration 8:   log likelihood = -34.076592   
Iteration 9:   log likelihood = -34.076295   
Iteration 10:  log likelihood = -34.076252   
Iteration 11:  log likelihood = -34.076249  (backed up) 
Iteration 12:  log likelihood = -34.076243  (backed up) 
Iteration 13:  log likelihood = -34.076219  (not concave) 
Iteration 14:  log likelihood = -34.076216   
Iteration 15:  log likelihood = -34.076215   
 
Bivariate probit regression                       Number of obs   =         38 
                                                                  Wald chi2(6)     =      14.66 
Log likelihood = -34.076215                    Prob > chi2       =     0.0231 
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          |      Coef.      Std. Err.           z         P>|z|     [95% Conf. Interval] 
-------+-------------------------------------------------------------------------- 
Y1     | 
     x1 |   .6122954   .2491286     2.46    0.014    .1240124    1.100579 
     x2 |  -.6641263   1.601435   -0.41    0.678   -3.802881    2.474628 
     x4 |  -136.2983     147.188   -0.93    0.354   -424.7814    152.1849 
_cons |  -10.69887   4.787151   -2.23    0.025   -20.08151  -1.316229 
-------+-------------------------------------------------------------------------- 
Y2     | 
     x1 |  -.0151513   .2208176    -0.07   0.945   -.4479458    .4176432 
     x2 |  -3.656377   1.755307    -2.08   0.037   -7.096716   -.2160378 
     x4 |  -557.6384   242.1983    -2.30   0.021   -1032.338   -82.93846 
_cons |   3.046124   4.656679     0.65   0.513   -6.080799    12.17305 
--------+------------------------------------------------------------------------- 
/athrho | 17.86065   1380.791     0.01   0.990     -2688.44    2724.162 
--------+------------------------------------------------------------------------- 
     rho |               1    1.53e-12                                         -1                1 
---------------------------------------------------------------------------------- 
Likelihood-ratio test of rho=0:  chi2(1)=14.2358  Prob>chi2=0.0002 
 
. estat ic, n(38) 
 
---------------------------------------------------------------------------------- 
     Model |    Obs    ll(null)   ll(model)      df            AIC            BIC 
------------+--------------------------------------------------------------------- 
               . |     38               .   -34.07622      9     86.15243    100.8907 
---------------------------------------------------------------------------------- 




Program Efek Marginal Model Terbaik Probit Bivariat HIV 
dan AIDS (Kota Surabaya) 
B1=[-10.699 0.612 -0.664 -136.298]; 
B2=[3.046 -0.015 -3.656 -557.638]; 














































Output Hasil Prediksi dan Efek Marginal Model Terbaik 
Probit Bivariat untuk HIV dan AIDS (Kota Surabaya) 
 
dPHI1 = 
    0.0711 
 
dPHI2 = 
    0.0301 
 
dPH11 = 
   -0.1021 
 
dPH22 = 
    1.2378e-05 
 
p11 = 
    0.4812 
 
p10 = 
    0.4435 
 
p01 = 
    0.0187 
 
p00 = 
    0.0567 
dp11x = 
    0.3637 
    0.0379 
   -1.3958 
   -215.3782 
 
dp10x = 
   -1.8839 
    0.0490 
    1.3014 
    196.0121 
 
dp01x = 
    0.8514 
   -0.0439 
   -0.0628 
   -7.0872 
 
dp00x = 
  0.6688  
 -0.0430     
  0.1571    
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