Abstract-The dynamics of linear positive systems maps the positive orthant to itself. Namely, it maps a set of vectors with zero sign variations to itself. Hence, a natural question is: what linear systems map the set of vectors with k sign variations to itself? To address this question we use tools from the theory of cooperative dynamical systems and the theory of totally positive matrices. Our approach yields a generalization of positive linear systems called k-positive linear systems, which reduces to positive systems for k = 1. We show an application of this new class of systems to the analysis of invariant sets in nonlinear time-varying dynamical systems.
I. INTRODUCTION
Positive dynamical systems appear in various fields of science where the state-variables represent quantities that are never negative [1] . For instance, in compartmental systems [2] the state-variables represent densities of "particles" in a compartment.
The dynamics of such systems maps the orthant R n + := {x ∈ R n : x i ≥ 0 for all i} to itself (and also R n − := −R n + to itself). Equivalently, the dynamics maps vectors with zero sign variations to vectors with zero sign variations.
In this paper, we suggest a generalization called a kpositive linear system. Such systems map the set of vectors with k − 1 sign variations to itself. Thus, for k = 1 this reduces to a positive linear system, yet for k ≥ 2 the system may be k-positive even if it is not a positive system in the usual sense.
Positive linear systems provide a useful tool for the analysis of certain nonlinear systems. Indeed, if the variational system associated with the nonlinear system is a positive linear time-varying (LTV) system then the nonlinear system is cooperative and this has important consequences [3] , [4] . We generalize this by defining a k-cooperative system as a system with an associated variational system that is a kpositive LTV. We describe implications of this notion on the asymptotic behavior of the nonlinear system. We believe that these results provide a new approach for analyzing the dynamics of nonlinear systems.
We begin by motivating the general ideas in a simplified setting. Rigorous statements are given in the next sections. For a matrix B ∈ R n×m we write B ≥ 0 [B ≫ 0] if every entry of B is nonnegative [positive] . Recall that a matrix P ∈ R n×n is called Metzler if every off-diagonal entry of P is nonnegative.
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Consider the LTV systeṁ
with A : (a, b) → R n×n a continuous matrix function. The associated LTV matrix differential equation iṡ
Recall that for any t 0 , t ∈ R the solution x(t) of (1) at time t is given by x(t) = Φ(t, t 0 )x(t 0 ), where Φ(t, t 0 ) is the solution of (2) at time t. We refer to Φ(t, t 0 ) as the transition matrix from time t 0 to time t. The system (1) is called positive on the time interval (a, b) if for any pair t 0 , t with a < t 0 < t < b and any
It is well-known that this holds if and only if (iff) A(τ ) is Metzler for all a < τ < b. Therefore, we have the following set of equivalent conditions:
• The LTV (1) is positive on the time interval (a, b);
• All the minors of order one of Φ(t, t 0 ) are nonnegative for all a < t 0 < t < b;
Our purpose here is to introduce a generalization called a k-positive system. This is an LTV that maps the set of vectors with k−1 sign variations to itself, so that the standard positive system is a 1-positive system. We prove that the following is a set of equivalent conditions:
• The LTV (1) is k-positive on the time interval (a, b);
• All the minors of order k of Φ(t, t 0 ) are nonnegative for all a < t 0 < t < b;
is Metzler for all a < τ < b. Here A [j] (τ ) denotes the j'th additive compound of A(τ ) (see e.g., [5] ). In particular A [1] = A, so for k = 1 we obtain the set of conditions described above for a positive LTV.
Positive LTVs play a significant role in the analysis of nonlinear dynamical systems. To demonstrate this, consider the time-varying nonlinear systeṁ
whose trajectories evolve on a convex state-space Ω ⊆ R n . Assume that f is C 1 with respect to x, and denote its Jacobian by J(t, x) :
namely, the difference at time t between the solutions emanating at time zero from p and from q. Theṅ
where 
i.e., (3) is a cooperative dynamical system. Cooperative systems possess a well-ordered behavior. In the time-invariant case, almost every trajectory either leaves any compact set or converges to an equilibrium [3] . Roughly speaking, (5) may be stated as follows: if p − q has zero sign variations then x(t, p) − x(t, q) has zero sign variations for all t ≥ 0. We call (3) a k-cooperative system if the associated variational system is k-positive. This implies that if p − q has no more than k − 1 sign variations then so does x(t, p) − x(t, q) for all t ≥ 0. We then describe some implications of this to the solutions of (3). In particular, we describe explicitly invariant sets of such systems.
The next section reviews definitions and tools from the theory of totally positive matrices that are required later on. Section III defines the notions of a k-positive and a k-strongly positive LTV and gives an analysis of their properties. Section IV shows that if the variational system associated with a nonlinear system is k-positive then the nonlinear system admits invariant sets that can be described explicitly. Invariant sets play an important role in various control-theoretic and engineering applications (see e.g., the survey [6] ), yet systematic verification that a set is invariant can be a non-trivial problem [7] . Due to space limitations, some of the details and all the proofs are omitted. They can be found in an extended version of this paper available online at http://arxiv.org/abs/1902.01630
II. PRELIMINARIES
We denote (column) vectors by small letters. The transpose of y is y ′ . For y ∈ R n with no zero entries the number of sign variations in y is
For example, σ(
In the more general case where y may include zero entries, we review two definitions for the number of sign variations used in the theory of totally positive matrices. 
A. Number of sign variations in a general vector
, and s
Let [8] , [9] , [10] , [11] .
B. Sign regularity and the variation diminishing property
A fundamental property of TN and TP matrices is that multiplying a vector by such a matrix can only decrease the number of sign variations. This is known as a variation diminishing property (VDP).
. VDPs are important in the asymptotic analysis of dynamical systems. Ref. [12] demonstrated that strong results on nonlinear time-varying tridiagonal cooperative dynamical systems, derived by Smillie [13] and Smith [14] , follow from the fact that the transition matrix of a certain LTV is TP (see also [15] ). In other words, the LTV is a totally positive differential system (TPDS) [16] . These transition matrices are real, square, and non-singular. Another recent paper showed that the transition matrix satisfies a VDP with respect to the cyclic number of sign variations iff it is SSR k for all odd k [17] . Ref. [18] studied spectral properties of matrices that are SSR k for some order k and introduced the notion of a totally positive discrete-time system. This was recently generalized to the notion of an oscillatory discretetime system [19] .
The next result from [17] describes the equivalence between SSR k and a special VDP.
Theorem 1: [17] Let A ∈ R n×n be a nonsingular matrix. Pick k ∈ [1, n] . Then the following two conditions are equivalent:
For our purposes, we also require the next result that states an analogue of Thm. 1 for matrices that are SR k .
Theorem 2: Let A ∈ R n×n be a nonsingular matrix. Pick k ∈ {1, . . . , n}. Then the following two conditions are equivalent: (a) For any vector x ∈ R n with s
Remark 1: Let TNV k denote the set vectors x ∈ R n with x i ̸ = 0 for all i and σ(x) = k (and then of course s − (x) = s + (x) = k as well). Ref. [20] studied the set of nonsingular matrices that map TNV k to itself. However, these matrices are different from the ones studied here, due to the requirement that each entry of Ax must be nonzero.
In the context of dynamical systems, we require that the transition matrix satisfies a VDP. As shown by Schwarz [16] , this can be conveniently analyzed using the dynamics of compound matrices [5] .
C. Compound matrices
minors of order k of A. Each minor is defined by a set of row indices The kth multiplicative compound matrix
matrix that includes all these minors ordered lexicographically. For example, for n = 3 and k = 2, A (2) is the + ] to itself. Ref. [21] studied matrices A such that for any k the matrix A (k) preserves a proper cone. The Cauchy-Binet formula (see, e.g., [8] ) implies that
This justifies the term multiplicative compound.
The kth additive compound matrix of A is defined by
The Cauchy-Binet formula can be used to prove that
, thus justifying the term additive compound.
The additive compound arises when studying the dynamics of the multiplicative compound. For a time-varying matrix Y (t) let Y (k) (t) := (Y (t)) (k) . Suppose thatẎ (t) = A(t)Y (t). Then
and combining this with (9) gives
where
. Hence, the dynamics of all the minors of order k of Y (t), stacked in the matrix Y (k) (t), is also linear, with the matrix A
[k] (t). For any k ∈ [1, n], the matrix A
[k] can be described explicitly in terms of the entries a ij of A.
Lemma 1: [16] . The entry of A [k] corresponding to (α|β) = (i 1 , . . . , i k |j 1 , . . . , j k ) is:
ℓ+m a i ℓ jm if all the indices in α and β coincide except for a single index i ℓ ̸ = j m ; and • 0, otherwise. The first case here corresponds to diagonal entries of A [k] . All the other entries of A [k] are either zero or an entry of A multiplied by plus or minus one.
For instance, for n = 4 and k = 3 this implies that A [3] is the matrix
The entry in the third line and first column corresponds to (α|β) = ({1, 3, 4}|{1, 2, 3}), and since α and β coincide except for the entry α i3 = 4 and β j2 = 2, this entry is (−1) 3+2 a i3j2 = −a 42 . For our purposes below, it is necessary to determine if A [k] is Metzler. This can be done using Lemma 1. The next result demonstrates this. We require the following definition.
Definition 1: Let K denote the set of matrices A ∈ R n×n satisfying: a 1n , a n1 ≤ 0, a ij ≥ 0 for all i, j with |i − j| = 1, and a ij = 0 for all i, j with 1 < |i − j| < n − 1. For example, for n = 4 the matrices in K are those with the sign pattern
We are now prepared to define a generalization of a positive LTV system. For a set S we use int S to denote the interior of S.
III. k-POSITIVE SYSTEMS
For any k ∈ [1, n] , define the sets P
Note that
and that
Remark 3: A matrix A ∈ R n×n is called oscillatory if it is TN and there exists an integer k ≥ 1 such that A k is TP [10] . Ref. [22] studied diffeomorphisms f : R n → R n whose Jacobian J(x) is an oscillatory matrix for all x ∈ R n , and defined sets that are closely related to P 
where A(·) : (a, b) → R n×n is a locally (essentially) bounded measurable matrix function of t. It is well-known that this implies that (14) admits a unique absolutelycontinuous solution [23] . This solution satisfies x(t) = Φ(t, t 0 )x(t 0 ), where Φ(t, t 0 ) is the solution at time t of the matrix differential equation:
We say that (14) is k-positive on (a, b) if P k − is an invariant set of the dynamics, that is, for any pair a < t 0 < t < b and any
Eq. (12) implies that a 1-positive system is a positive system. The next result provides a necessary and sufficient condition for (14) to be k-positive. is not Metzler. However, it can be verified using (11) that A [3] is Metzler. Hence, the system is 3-positive, and the set P
is an invariant set of the dynamics. Fig. 1 
Note that s − (x(0)) = 2. It may be seen that s − (x(t)) changes its value, but s − (x(t)) ≤ 2 for all t. We now turn to define a stronger notion of k-positivity. Definition 3: Fix k ∈ [1, n] . We say that (14) is strongly k-positive on (a, b) if for any pair a < t 0 < t < b and any
This means that the dynamics maps P k − \ {0} to P k + . In order to provide a sufficient condition for strong k-positivity, we require a definition for irreducibility of a measurable matrix function [24] . J → R and a ∈ J, we write f > g at a + if the set {t ∈ J|f (t) > g(t)} is dense at a. A measurable matrix function C : J → R n×n is said to be irreducible at a (14) is strongly i-positive for all i ≤ k. Then for any x(t 0 ) ∈ P k − \{0} and any set of times t 0 < t 1 < t 2 < . . . we have
and no more than k − 1 inequalities here are strict. Furthermore, there exists τ > a such that
Note that (16) implies that both s − (x(t)) and s + (x(t)) are integer-valued Lyapunov functions for any trajectory x(t) emanating from P k − \ {0}. Prop. 6 implies that if the system is strongly i-positive for all i ∈ [1, n − 1] then (17) holds for any x(t 0 ) ̸ = 0. This is the main result in [16] on totally positive differential systems.
A. Geometrical structure of the invariant sets
A natural question which arises is what is the structure of the invariant sets described above. Here we address this question for the set P k − . It is clear that x ∈ P k − implies that αx ∈ P k − for all α ∈ R, so in particular P k − is a cone. However, in general it is not a convex cone. For example, for n = 2, − and can be decomposed into three sets: the first is 0, 3, 1, 0, the second is −5, 0, and the third is 1, 2.
More generally, for a set of integers satisfying
n be the set of all vectors y satisfying:
• y 1 , . . . , y v1 ≥ 0 (with at least one of these entries positive); • y v1+1 < 0, and y v1+2 , . . . , y v2 ≤ 0;
• y v2+1 > 0, and y v2+2 , . . . , y v3 ≥ 0; and so on until
is a convex and pointed cone. For example, for n = 5, k = 4, and 
], are the different vectors that satisfy (18) .
IV. APPLICATIONS TO NONLINEAR DYNAMICAL SYSTEMS
In this section, we describe applications of k-positive linear systems to nonlinear systems. Consider the timevarying nonlinear dynamical systeṁ
whose trajectories evolve on a convex invariant set Ω ⊆ R n .
For any initial condition x 0 ∈ Ω and any initial time t 0 ∈ (a, b) we assume that (19) admits a unique solution for all t ≥ t 0 and denote this solution by x(t, t 0 , x 0 ). In what follows we take t 0 = 0 and write x(t, x 0 ) for x(t, 0, x 0 ).
We also assume that f is C 1 with respect to x and let J(t, x) := ∂ ∂x f (t, x). The application of k-positive systems to (19) is based on the variational system associated with (19) . To define this, fix p, q ∈ Ω. Let z(t) := x(t, p) − x(t, q), and for r ∈ [0, 1], let γ(r) := rx(t, p) + (1 − r)x(t, q) . Theṅ z(t) = f (t, x(t, p)) − f (t, x(t, q))
and this gives the LTV
z(t) = A(t)z(t),
with A(t) := 
This LTV is the variational system associated with (19) .
If (20) is k-positive for some k then this implies that solutions of (19) admit certain invariant sets. We illustrate this using several results. 
The proof follows immediately from the fact that kpositivity of (20) implies that for any z(0) ∈ P k − we have z(t) ∈ P k − for all t ≥ 0. In a similar fashion, if we strengthen the requirement on A(t) to strong k-positivity then we can strengthen (22) to x(t, p) − x(t, q) ∈ P k + for all t > 0.
Example 2: Suppose that J(t, z) ∈ K for all t ∈ (a, b) and all z ∈ Ω. Then (21) implies that A(t) ∈ K for all t ∈ (a, b) and applying Lemma 2 and Prop. 8 we conclude that for any p, q ∈ Ω with p − q ∈ P 2 − the solutions of (19) satisfy x(t, p) − x(t, q) ∈ P 2 − for all t > 0. If (19) admits an equilibrium point e ∈ Ω, i.e., f (t, e) = 0 for all t, then Prop. 8 yields the following result.
Corollary 1:
If the conditions in Prop. 8 hold then ( {e} + {x ∈ R n : s
is an invariant set of (19) .
As a more concrete application, we consider a specific type of nonlinear systems. Let diag(v 1 , . . . , v n ) denote the diagonal matrix with diagonal entries v 1 , . . . , v n .
