Resolution of singularities in Denjoy-Carleman classes by Bierstone, Edward & Milman, Pierre D.
ar
X
iv
:m
at
h/
01
08
20
4v
1 
 [m
ath
.C
V]
  2
9 A
ug
 20
01
RESOLUTION OF SINGULARITIES
IN DENJOY-CARLEMAN CLASSES
Edward Bierstone and Pierre D. Milman
Abstract. We show that a version of the desingularization theorem of Hironaka
holds for certain classes of C∞ functions (essentially, for subrings that exclude flat
functions and are closed under differentiation and the solution of implicit equations).
Examples are quasianalytic classes, introduced by E. Borel a century ago and charac-
terized by the Denjoy-Carleman theorem. These classes have been poorly understood
in dimension > 1. Resolution of singularities can be used to obtain many new results;
for example, topological Noetherianity,  Lojasiewicz inequalities, division properties.
1. Introduction
We show that a version of the desingularization theorem of Hironaka [Hi1] holds
for certain classes of infinitely differentiable functions – essentially, for subrings
that exclude flat functions and are closed under differentiation and the solution of
equations satisfying the conditions of the implicit function theorem. Examples are
“quasianalytic classes”, introduced by E. Borel a century ago [Bo1] and character-
ized (following questions of Hadamard in studies of linear partial equations [Ha])
by the Denjoy-Carleman theorem [De], [Ca]. (See Section 2 below.)
Quasianalytic classes in one variable play an important part in harmonic analysis
and other areas. (See, for instance, [HJ], [Ko], [T].) In several variables, there are
beautiful modern developments of E.M. Dyn’kin [Dy1], [Dy2], but the subject is
much less understood, perhaps because of a lack of the standard techniques of
local analytic geometry. For example, the Weierstrass preparation theorem fails
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2 RESOLUTION OF SINGULARITIES IN DENJOY-CARLEMAN CLASSES
(Childress [Ch]) and it seems unknown (and unlikely) that, in general, a ring of
germs of functions in a Denjoy-Carleman class in Noetherian.
It may seem surprising that desingularization theorems nevertheless hold for
Denjoy-Carleman classes. Our proof of resolution of singularities in [BM2], however,
(at least in the case of a hypersurface or “principalization of an ideal” [BM2, Thm.
1.10]) uses only elementary “differential calculus” properties that are satisfied in
these classes. This was pointed out in [BM2, (0.1)] and a simple version of resolution
of singularities (as in [BM1, Sect. 4]) for quasianalytic classes has already been used
by Rolin, Speissegger and Wilkie in their study of o-minimality of Denjoy-Carleman
classes [RSW].
In this article, we isolate the properties of a class of C∞ functions needed for
resolution of singularities (Section 3). We formulate the most general version of
desingularization known for these classes in Section 5 (Theorems 5.9 and 5.10;
see also Remark 7.10). Detailed proofs can be found in [BM2], but we include a
complete proof of a simple version (Theorem 5.12; cf. [BM1, Sect. 4]) that in general
suffices for applications, in a language that makes it clear that only the properties of
Section 3 are involved. The proof (presented in Section 7) is meant at the same time
to serve as an introduction to two further articles, Desingularization algorithms I.
Role of exceptional divisors and Desingularization algorithms II. Binomial varieties,
that we plan to publish shortly.
The properties of Section 3 are known for Denjoy-Carleman classes. (See refer-
ences in Section 4.) We include proofs in Section 4 because the minimal hypotheses
required are not always clear in the literature, nor is the elementary nature of the
results and the background required to prove them.
Resolution of singularities is of course a powerful tool; it can be used to prove
several other new results about Denjoy-Carleman classes. Many of the geometric
properties of semialgebraic sets, for example, are satisfied by o-minimal structures
in general [vdDM]. The following are discussed in Section 6 below: (1) Topological
Noetherianity (Theorem 6.1). (2)  Lojasiewicz inequalities (Theorem 6.2). Proofs
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of  Lojasiewicz’s inequalities depending only on a simple version of resolution of
singularities were already given in [BM2, Sect.2]. These inequalities were known
previously for Denjoy-Carleman classes only in dimension 2, under more restrictive
hypotheses (Vol’berg [V]). (3) Division properties (Theorem 6.3).
Several unresolved questions about Denjoy-Carleman classes are raised in the
text. We are grateful to Vincent Thilliez for clarifying many points about quasian-
alytic functions.
2. Quasianalytic functions
A “quasianalytic” function means (roughly speaking) a C∞ function that is de-
termined by its Taylor expansion at any point. Quasianalytic functions originate
in E. Borel’s ideas on generalization of the principal of analytic continuation. Borel
showed that, if a sequence of complex number {Ak} converges to 0 fast enough,
then a series
∑∞
k=1Ak/(z−ak) converges normally together with all its derivatives
on a “big” set of real line segments in a compact set. If the poles ak accumulate
everywhere on such a line segment, we get a quasianalytic function on the line
segment that is nowhere analytic [Bo2].
Let C∞(U) denote the ring of C∞ functions on an open subset U of Rn. Let
f ∈ C∞(U). For every α ∈ Nn, α = (α1, . . . , αn), we write
fα :=
1
α!
Dαf ,
where α! = α1! · · ·αn! and D
α denotes the partial derivative ∂|α|/∂xα11 · · ·∂x
αn
n ,
|α| = α1 + · · ·+ αn. (N denotes the nonnegative integers.)
Let m = {m0, m1, . . .} denote a sequence of positive numbers.
Definition 2.1. Cm(U) := {f ∈ C
∞(U) : for every compact K ⊂ U , there are
constants A, B > 0 such that
|fα(x)| ≤ AB
|α|m|α| ,
for all α ∈ Nn and x ∈ K.
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Hadamard raised the question of characterizing the sequences m such that the
class Cm is quasianalytic; i.e., such that, if U is connected, then the Taylor series
homomorphism
f 7→ f̂a(x) :=
∑
α∈Nn
fa(a)x
α
from Cm(U) to the ring of formal power series in n indeterminates, in injective
for any a ∈ U [Ha, Bk. I, Ch. II]. The Denjoy-Carleman theorem [De], [Ca] is a
solution of Hadamard’s problem.
We assume that m = {mk} satifies the hypothesis
(2.2) {mk} is logarithmically convex,
or, equivalently, {
mk+1
mk
}
is increasing.
(By “increasing”, we mean “nondeceasing”; i.e., “≤”.) The hypothesis (1.1) implies
that
mjmk ≤ momj+k , for all j, k ,
and that
{m
1/k
k } is increasing.
The first of these conditions implies that Cm(U) is a ring, and the second that
Cm(U) contains the ring O(U) of real-analytic functions on U , for all open U ∈ R
n.
Under the hypothesis (2.2), the Denjoy-Carleman theorem (see [Ho¨, Thm. 1.3.8],
[Ru, Thm. 19.11]) asserts that Cm is quasianalytic if and only if
(2.3)
∞∑
k=0
mk
(k + 1)mk
= ∞ .
Note. In the literature, Cm is more usually denoted CM , where M = {Mk} and
each Mk = k!mk. The use of {mk} instead of {Mk} and fα = D
αf/α! instead of
Dαf will be convenient for the estimates on derivatives that we make in Section 3
below.
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If m = {mk} satisfies the hypotheses (2.2) and (2.3), then Cm is called a Denjoy-
Carleman class.
If f ∈ Cm(U), then each partial derivative f(j) = ∂f/∂xj ∈ Cm+1(U), where m
+1
denotes the shifted sequence
m+1 := {mk+1}k∈N .
Clearly, if m satisfies (2.2) (respectively, (2.3)), then m+1 satisfies (2.2) (respec-
tively, (2.3)). If m = {mk} satisfies the hypothesis
(2.4) sup
(
mk+1
mk
)1/k
< ∞ ,
then Cm+1 = Cm, so that Cm is closed under differentiation. (Conversely, if Cm is
closed under differentiation, then (2.4) holds (S. Mandelbrojt [M])).
3. C∞ classes that admit resolution of singularities
Suppose that, for every open subset U of Rn, n ∈ N, we have an R-subalgebra
C(U) of C∞(U). Our desingularization thoerems require only the following assump-
tions (3.1)–(3.6) on C(U), for any open U ∈ Rn.
(3.1) P(U) ⊂ C(U), where P(U) denotes the algebra of restrictions to U of
polynomial functions on Rn.
(3.2) C is closed under composition. Suppose that V is an open subset of Rp
and that ϕ = (ϕ1, . . . , ϕp) : U → V is a mapping such that each ϕi ∈ C(U). Then
g ◦ϕ ∈ C(U), for all g ∈ C(V ).
A mapping ϕ : U → V will be called a C-mapping if g ◦ϕ ∈ C(U), for every
g ∈ C(V ). Write ϕ = (ϕ1, . . . , ϕp). It follows from (3.1) and (3.2) that ϕ is a
C-mapping if and only if ϕi ∈ C(U), i = 1, . . . , p.
(3.3) C is closed under differentiation. For all f ∈ C(U),
∂f
∂xi
∈ C(U) , i = 1, . . . , n.
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(3.4) C is quasianalytic. If f ∈ C(U) and f̂a = 0, where a ∈ U , then f vanishes
in a neighbourhood of a.
Since {x : f̂x = 0} is closed in U , (3.4) is equivalent to the following property:
If U is connected, then, for all a ∈ U , the Taylor series homomorphism C(U) ∋
f 7→ f̂a ∈ R[[x]] is injective. (R[[x]] = R[[x1, . . . , xn]] denotes the ring of formal power
series in x = (x1, . . . , xn) with coefficients in R.
(3.5) C is closed under division by a coordinate. If f ∈ C(U) and
f(x1, . . . , xi−1, ai, xi+1, . . . , xn) ≡ 0 ,
then f(x) = (xi − ai)h(x), where h ∈ C(U).
(3.6) C is closed under inverse. Let ϕ : U → V be a C-mapping between open
subsets U , V of Rn. Suppose that a ∈ U , ϕ(a) = b and the Jacobian matrix
∂ϕ
∂x
(a) :=
∂(ϕ1, . . . , ϕn)
∂(x1, . . . , xn)
(a)
is invertible. Then there are neighbourhoods U ′ of a, V ′ of b, and a C-mapping
ψ : V ′ → U ′ such that ψ(b) = a and ϕ ◦ψ is the identity mapping of V ′.
Property (3.6) is equivalent to the following implicit function theorem in C: Sup-
pose that U is open in Rn × Rp (with product coordinates (x, y) = (x1, . . . , xn,
y1, . . . , yp). Suppose that f1, . . . , fp ∈ C(U), (a, b) ∈ U , f(a, b) = 0 and
(∂f/∂y)(a, b) is invertible, where f = (f1, . . . , fp). Then there is a product neigh-
bourhood V ×W of (a, b) in U and a C-mapping g : V → W such that g(a) = b
and
f
(
x, g(x)
)
= 0 , x ∈ V.
Property (3.6) implies that C is closed under reciprocal; i.e., if f ∈ C(U) vanishes
nowhere in U , then 1/f ∈ C(U).
Under the conditions (3.1)-(3.6), we can use open subsets U of Rn and the
algebras of functions C(U) as local models in order to define a category C of C-
manifolds and C-mappings. The dimension theory of C follows from that of C∞
manifolds. We will need two fundamental properties of such a category C:
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Proposition 3.7. A smooth subset of a C-manifold is a C-submanifold. In other
words: Let M be a C-manifold. Suppose that U is open in M , g1, . . . , gp ∈ C(U),
and the gradients grad gi are linearly independent at every point of the zero set
X := {x ∈ U : gi(x) = 0 , i = 1, . . . , p} .
Then X is a closed C-submanifold of U , of codimension p.
Proposition 3.7 is of course a consequence of the implicit function property (3.6).
Proposition 3.8. C is closed under blowing up with centre a closed C-submanifold.
Definition 3.9. A blowing-up of a C∞ manifold M with centre a smooth closed
subset C is a C∞ mapping σ : M ′ → M from a C∞ manifold M ′, that can be
described in local coordinates as follows. (See also [BM2, p. 236].) First suppose
that U is an open neighbourhood of 0 in Rn, and that C is a coordinate subspace
C = {xi = 0 , i ∈ I} ,
where I ⊂ {1, . . . , n}. The blowing-up σ : U ′ → U with centre C is a mapping
where U ′ can be covered by coordinate charts Ui, i ∈ I, and each Ui has a coordinate
system (y1, . . . , yn) in which σ is given by the formulas
xi = yi ,
xj = yiyj , j ∈ I\{i} ,
xj = yj , j 6∈ I .
In general, if M is a C∞ manifold and C a closed C∞ submanifold of M , then
every point of C admits a coordinate neighbourhood U in which C is a coordinate
subspace as above; over this neighbourhood, the blowing-up σ : M ′ →M identifies
with the mapping U ′ → U defined above, On the other hand, σ is a diffeomorphism
over M\C. The preceding conditions determine σ : M ′ → M uniquely, up to a
diffeomorphism of M ′ commuting with the projections to M .
It is easy to see that if M is a C-manifold and C is a closed C-submanifold of
M , then the blowing up σ : M ′ → M with centre C is a C-mapping. This is the
assertion of Proposition 3.8.
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4. Denjoy-Carleman classes
Let m = {mk}k∈N denote a sequence of positive numbers satisfying (2.2); i.e.,
m is logarithmically convex. Since O(U) ⊂ Cm(U) for all open subsets U of R
n,
n ∈ N, then C = Cm satisfies property (3.1). We will show that C = Cm satisfies
properties (3.2) and (3.6) below (Theorems 4.7 and 4.10). The following weaker
version of (3.3) is obvious.
(3.3′) If U is open in Rn and f ∈ Cm(U), then each partial derivative ∂f/∂xi ∈
Cm+1(U).
By the standard integral formula, we get the following weaker version of (3.5).
(3.5′) If f ∈ Cm(U) and f(x1, . . . , xi−1, ai, xi+1, . . . , xn) ≡ 0, then f(x) = (xi−
ai)h(x), where h ∈ Cm+1(U).
Therefore, if C = Cm, where m satisfies (2.4), or, more generally, if
(4.1) C =
∞⋃
j=0
Cm+j ,
where m+j denotes the shifted sequence
m+j = {mk+j}k∈N ,
then C satisfies (3.1), (3.2), (3.3), (3.5) and (3.6). Of course, if m satisfies the
Denjoy-Carleman condition (2.3), then C = Cm and C =
⋃
Cm+j satisfy property
(3.4).
Our proofs of properties (3.2) and (3.6) are based on a several-variable version
of Faa` de Bruno’s formula [FdB]. Consider a composite function h = f ◦g, where
g(x) =
(
g1(x), . . . , gp(x)
)
, x = (x1, . . . , xn), and f(y) = f(y1, . . . , yp). Recall that
fα(y) denotes D
αf(y)/α!, α ∈ Np. Write gγ := (g1,γ, . . . , gp,γ), γ ∈ N
n. Thus the
hγ(x) = (f ◦g)γ(x), γ ∈ N
n, are the coefficients of the power series in u,
∑
γ∈Nn
hγ(x)u
γ ,
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obtained by substituting the power series
∑
δ∈Nn\{0}
gδ(x)u
δ
for z = (z1, . . . , zp) in the power series
∑
α∈Np
fα
(
g(x)
)
zα .
Lemma 4.2. Let ai ∈ R
p, i = 1, . . . , ℓ, and let α = (α1, . . . , αp) ∈ N
p. Then
(a1 + a2 + · · ·+ aℓ)
α =
∑ α!
k1! · · ·kℓ!
ak11 · · ·a
kℓ
ℓ ,
where the sum is taken over all (k1, . . . , kℓ) ∈ (N
p)ℓ such that α =
∑ℓ
i=1 ki.
Proof.
(a1 + a2 + · · ·+ aℓ)
α =
p∏
j=1
(a1j + · · ·+ aℓj)
αj
=
p∏
j=1

 ∑
αj=
∑
kij,
kij∈N
αj !
k1j ! · · ·kℓj !
a
k1j
1j · · ·a
kℓj
ℓj

 .
In the expansion of the latter product, each term is a unique product of terms, one
from each of the p factors in the product. 
Proposition 4.3. (Faa` de Bruno’s formula in several variables.) For all γ ∈
Nn\{0},
hγ(x) =
∑ α!
k1! · · ·kℓ!
fα
(
g(x)
)
gδ1(x)
k1 · · · gδℓ(x)
kℓ ,
where α = k1 + · · ·+ kℓ and the sum is taken over all sets {δ1, . . . , δℓ} of ℓ distinct
elements of Nn\{0} and all ordered ℓ-tuples (k1, . . . , kℓ) ∈ (N
p\{0})ℓ, ℓ = 1, 2, 3, . . . ,
such that
γ =
ℓ∑
i=1
|ki|δi .
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Proof. ∑
γ∈Nn
hγ(x)u
γ =
∑
α∈Np
fα
(
g(x)
) ∑
δ∈Nn\{0}
gδ(x)u
δ


α
,
so the result follows immediately from Lemma 4.2. 
In the remainder of this section, m = {mk}k∈N denotes a logarithmically convex
sequence of positive numbers. The following inequality of Childress [Ch] is obviously
connected to the Faa` de Bruno formula in one variable.
Proposition 4.4. Let k1, . . . , kn be nonnegative integers such that k1+2k2+ · · ·+
nkn = n. Set k = k1 + · · ·+ kn. Then
mkm
k1
1 · · ·m
kn
n ≤ m
k
1mn .
Proof. The result is trivial if kn = 1; we can therefore assume that kn = 0.
Case I. k1 6= 0. Let k
′
1 = k1− 1, k
′ = k− 1. Then k′ = k′1+ k2+ · · ·+ kn−1 and
n− 1 = k′1 + 2k2 + · · ·+ (n− 1)kn−1. By induction on n,
mk−1m
k′1
1 m
k2
2 · · ·m
kn−1
n−1 m
kn
n ≤ m
k′
1 mn−1
(remember mknn = 1!); thus
mkm
k1
1 · · ·m
kn
n = m1
mk
mk−1
mk−1m
k′1
1 m
k2
2 · · ·m
kn
n
= m1
mn
mn−1
mk
′
1 mn−1
= mk1mn .
Case II. k1 = 0. We have
n− k = k2 + 2k3 + · · ·+ (n− k)kn−k+1 + · · · ;
thus kj = 0 if j > n− k + 1, and k = k2 + · · ·+ kn−k+1. By induction,
mk+1m
k2
2 · · ·m
kn−k+1
n−k+1 ≤ m
k
2mn−k+1 ;
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in other words,
mk+1m
k1
1 · · ·m
kn
n ≤ m
k
2mn−k+1 .
Therefore,
mkm
k1
1 · · ·m
kn
n ≤
mk
mk+1
mk2mn−k+1
≤ m1m
k−1
2 mn−k+1
≤ m21m
k−2
2 mn−k+2
≤ · · · ≤ mk1mn . 
Corollary 4.5. Let k1, . . . kℓ ∈ N
p\{0} and δ1, . . . , δℓ ∈ N
n\{0}. Set α = k1 +
· · ·+ kℓ and γ = |k1|δ1 + · · ·+ |kℓ|δℓ. Then
(4.6) m|α|m
|k1|
|δ1|
· · ·m
|kℓ|
|δℓ|
≤ m
|α|
1 m|γ| .
Proof. This is a special case of Childress’s inequality because the latter applies
with some ki = 0. (We can assume that all |δi| are distinct because if |δi| = |δj | for
some i and j 6= i, then we can replace m
|ki|
|δi|
m
|kj |
|δj |
in the left-hand side of (4.6) by
m
|ki|+|kj |
|δi|
.) 
Theorem 4.7. (Composition; cf. [Rou].) Let U and V denote open subsets of Rn
and Rp, respectively. Let f ∈ Cm(V ) and let g = (g1, . . . , gp) : U → V , where each
gj ∈ Cm(U). Then f ◦g ∈ Cm(U).
Proof. Let K be a compact subset of U . Then there are constants a, b, c, d > 0
such that
|fα(y)| ≤ ab
|α|m|α| , for all y ∈ g(K), α ∈ N
p,
|gj,δ(x)| ≤ cd
|δ|m|δ| , for all x ∈ K, δ ∈ N
p, j = 1, . . . , p.
Let h = f ◦g. Let γ ∈ Nn\{0}. By Proposition 4.3 and Corollary 4.5, if x ∈ K,
then
|hγ(x)| ≤ a
∑ α!
k1! · · ·kℓ!
(bc)|α|δ|γ|m|α|m
|k1|
|δ1|
· · ·m
|kℓ|
|δℓ|
≤ ad|γ|m|γ|
∑ α!
k1! · · ·kℓ!
(bcm1)
|α| .
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By Lemma 4.8 following, there are constants C, D depending only on bcm1, n and
p, such that ∑ α!
k1! · · ·kℓ!
(bcm1)
|α| ≤ CD|γ| ,
for all γ ∈ Nn\{0}. (The summation is always as in Proposition 4.3.) Thus,
|hγ(x)| ≤ aC(dD)
|γ|m|γ| .

Lemma 4.8. Let λ > 0. Set H(u) =
∑
γ∈Nn Hγu
γ , u = (u1, . . . , un), where
H0 = 1 and, for each γ ∈ N
n\{0},
Hγ =
∑ α!
k1! · · ·kℓ!
λ|α|
(summation as in Proposition 4.3). Then H is a convergent power series.
Proof. Define
Gj(u1, . . . , un) :=
n∏
i=1
(
1
1− ui
)
− 1 , j = 1, . . . , p,
F (z1, . . . , zp) :=
p∏
j=1
(
1
1− λzj
)
,
so that
Gj(u) =
n∏
i=1
(1 + ui + u
2
i + · · · )− 1
=
∑
δ∈Nn\{0}
uδ ,
F (z) =
∑
α∈Np
(λz)α .
Then H = F ◦G, by Proposition 4.3. 
Remark 4.9. In the 1-variable case of Theorem 4.7 (n = p = 1), we can use Faa`
de Bruno’s formula to show that the constants C and D in the proof can be taken
more precisely as C = bcm1, D = 1 + bcm1 (cf, [KP, Proposition 1.3.3]).
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Theorem 4.10. (Inverse function theorem; cf. [Kom].) Let f : U → V denote
a Cm-mapping between open subsets U , V of R
n. Let x0 ∈ U . Suppose that the
Jacobian matrix (∂ϕ/∂x)(x0) is invertible. Then there are neighbourhoods U
′ of
x0, V
′ of y0 := f(x0) and a Cm-mapping g : V
′ → U ′ such that g(y0) = x0 and
f ◦g is the identity mapping of V ′.
Proof. Write f = (f1, . . . , fn). We can assume that f has a C
∞ inverse. Let K be
a compact subset of U . Then there are constants a, b > 0 such that, for all α ∈ Nn,
x ∈ K and i = 1, . . . , n,
|fi,α(x)| ≤ ab
|α|m|α| .
Let x0 ∈ K. Consider the solution x = g(y) of the equation
f(x0 + x) = f(x0) + y .
We want to show there are constants c, d > 0 independent of x0 ∈ K, such that
|gj,β(0)| ≤ cd
|β|m|β| ,
for all β ∈ Nn and j = 1, . . . , n.
Write
f(x0 + x)− f(x0) =
∂f
∂x
(x0) · x−
∂f
∂x
(x0) · ϕ(x) ;
in other words,
ϕ(x) = x−
∂f
∂x
(x0)
−1
(
f(x0 + x)− f(x0)
)
.
Set Θ(x) := (∂f/∂x)(x)−1 =
(
θij(x)
)
. Thus,
g(y) = Θ(x0) · y + ϕ
(
g(y)
)
,
where ϕ(0) = 0, (∂ϕ/∂xk)(0) = 0, k = 1, . . . , n, and
ϕi,α(0) = −
n∑
j=1
θij(x0)fj,α(x0) ,
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for all i = 1, . . . , n and |a| ≥ 2. Choose r > 0 such that
|θij(x)| ≤ r
for all i, j = 1, . . . , n and x ∈ K. Then, for all i, α,
|ϕi,α(0)| ≤ nrab
|α|m|α| .
By Proposition 4.3, if |γ| ≥ 2, then
gγ(0) =
∑ α!
k1! · · ·kℓ!
ϕα(0)gδ1(0)
k1 · · · gδℓ(0)
kℓ ,
where only terms with |α| ≥ 2 are nonzero, so only gδj (0) with |δj| < |γ| occur. (The
latter remark is also clear from the method of undetermined coefficients applied to
(4.12).)
Let Φ(x) =
∑
Φαx
α denote the convergent power series
Φ(x) =
∑
|α|≥2
nra(m1b)
|α|xα ,
and consider the system of equations
(4.13) Gi(y) =
r
m1
(y1 + · · ·+ yn) + Φ(G(y)) , i = 1, . . . , n ;
write Gi(y) =
∑
Gi,γy
γ and G = (G1, . . . , Gn). Then necessarily G1 = · · · = Gn;
the solution of (4.13) is convergent, so there are constants c, d depending only on
n, m1, r, a and b, such that
|Gi,γ | ≤ cd
|γ|
for all i, γ. Note that all Gi,γ are nonnegative (recursively by the Faa` de Bruno
formula, or by (4.13)). We claim that
(4.14) |gi,γ(0)| ≤ Gi,γm|γ| , |γ| ≥ 1 ;
this gives (4.11).
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We prove (4.14) by induction on |γ|. To begin, consider γ = (j) (where (j)
denotes the multiindex with 1 in the j’th place and 0 elsewhere):
|gi,(j)(0)| = |θij(x0)| ≤ r = Gi,(j)m1 .
By Proposition 4.3, Corollary 4.5 and the induction hypothesis, if |γ| ≥ 2, then
|gi,γ(0)| ≤
∑ α!
k1! · · ·kℓ!
|ϕi,α(0)||gδ1(0)
k1 | · · · |gδℓ(0)
kℓ |
≤
∑ α!
k1! · · ·kℓ!
nrab|α|m|α|G
k1
δ1
· · ·Gkℓδℓm
|k1|
|δ1|
· · ·m
|kℓ|
|δℓ|
=
∑ α!
k1! · · ·kℓ!
ΦαG
k1
δ1
· · ·Gkℓδℓ
m|α|
m
|α|
1
m
|k1|
|δ1|
· · ·m
|kℓ|
|δℓ|
≤ m|γ|
∑ α!
k1! · · ·kℓ!
ΦαG
k1
δ1
· · ·Gkℓδℓ
= Gi,γm|γ| ,
where the last equality is the Faa` de Bruno formula for the coefficients of Gi, from
(4.13). 
Remark 4.15. We can again get a more precise estimate in the 1-variable case. If
f ∈ Cm and f(g(x)) = x, choose a, b > 0 such that
|f(1)| ≥
1
am1
|f(n+1)| ≥
1
(n+ 1)am21
bnmn+1 , n ≥ 1
(on a compact subset of R). Then
|g(n)| ≤ (−1)
(n−1)
(
1/2
n
)
2nancn−1mn ,
where c = 2bm1 (cf. [KP, Theorem 1.4.3]).
5. Resolution of singularities
In this section, C denotes a class of C∞ functions satisfying the hypotheses (3.1)-
(3.6).
16 RESOLUTION OF SINGULARITIES IN DENJOY-CARLEMAN CLASSES
Spaces of class C. LetM be a manifold of class C. Let OC = OCM denote the sheaf
of germs of functions of class C at points ofM . We regardM as a local-ringed space
M = (|M |,OCM), where |M | denotes the underlying topological space of M . (Each
stalk OCa of O
C is a local ring.) We usually do not distinguish in notation between
M and |M |. If dimaM = n, then the completion of O
C
a in the Krull topology can
be identified with the ring of formal power series in n indeterminates.
Let I ⊂ OC denote a sheaf of ideals. We say that I is of finite type if, for
each a ∈ M , there is an open neighbourhood U of a and finitely many sections
f1, . . . , fq ∈ O
C(U) = C(U) such that, for all b ∈ U , the stalk Ib is generated by
the germs fi,b of the fi at b.
Suppose that I is an ideal of finite type in OC (i.e., a subsheaf of ideals of finite
type). Let
|X | := supp
OC
I
, OCX :=
(
OC
I
) ∣∣∣|X | .
We call X = (|X |,OCX) a (closed) C-subspace ofM , and |X | a (closed) C-subset. (We
again usually do not distinguish in notation between X and |X |.) Write I = IX .
A closed C-subspace X of M is a hypersurface if IX is a principal ideal (i.e., a
sheaf of principal ideals).
We say that a closed C-subspace X ofM is smooth at at point a ∈ X (or that a is
a smooth point of X) if IX,a is generated by elements f1, . . . , fq whose gradients are
linearly independent at a. Let SingX ⊂ |X | denote the complement of the set of
smooth points. By Proposition 3.7, a smooth C-subspace of M is a C-submanifold.
Suppose that ϕ : N →M is a C-mapping of C-manifolds. If I ⊂ OCM is an ideal
of finite type, let ϕ−1(I) ⊂ OCN denote the ideal sheaf ϕ
∗(I) · OCN whose stalk at
each point b ∈ N is generated by the ring of pull-backs ϕ∗(I)b of all elements of
Iϕ(b). If X is a closed C-subspace of M , let ϕ
−1(X) denote the closed C-subspace
of N determined by the ideal ϕ−1(IX).
Transformations by blowing up. Let M denote a C-manifold, and C a closed
C-submanifold of M . Let σ : M ′ → M denote the blowing-up of M with centre
C (Definition 3.9). Then σ−1(C) is a smooth closed hypersurface in M ′; we write
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yexc to denote a generator of Iσ−1(C),a′ , at any point a
′ ∈ M ′. Let I ⊂ OCM be a
sheaf of ideals of finite type.
Definition 5.1. If a ∈M , then the order of I at a,
µa(I) := max{k ∈ N : Ia ⊆ m
k
a} ,
where ma = mM,a denotes the maximal ideal of O
C
M,a. If a ∈ C, then the order of
I along C at a,
µC,a(I) := max{k ∈ N : Ia ⊂ I
k
C,a} .
(If g is a germ of a function of class C at a, we define µa(g) and µC,a(g) in the same
way; µa(g) = µa(I) and µC,a(g) = µC,a(I), where I is the ideal generated by g.)
Lemma 5.2. Each point of M admits a neighbourhood U in which µx(I) takes
only finitely many values and, for any d ∈ N, Zd := {x ∈ U : µx(I) ≥ d} is a closed
C-subset of U .
(We say that µx(I) is Zariski-semicontinuous (relative to the class C); cf. [BM2,
Lemma 3.10].)
Proof. Let a ∈ M . Let U be an open neighbourhood of a for which there are
g1, . . . , gq ∈ I(U) that generate Ix, for all x ∈ U . Then, for any d ∈ N, Zd =
{x ∈ U : Dαgi(x) = 0, |α| < d, i = 1, . . . , q}. After shrinking U if necessary,
µx(I) ≤ µa(I), for all x ∈ U . 
Lemma 5.3. If a ∈ C, then
µC,a(I) = min{µx(I) : x ∈ C near a} .
In particular, µC,x(I) is locally constant on C.
This is a simple exercise.
Definitions and Remarks 5.4. Let I ⊂ OCM be a sheaf of ideals of finite type.
The (weak) transform I′ of I by the blowing-up σ is a sheaf of ideals of finite type in
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OCM ′ defined as follows: Let a
′ ∈M ′ and a = σ(a′). Then I′a′ is the ideal generated
by
(5.5) g′ := y−dexc g ◦σ , g ∈ IX,a ,
where d is the largest power of yexc that factors from all g ∈ IX,a. (If a
′ /∈ σ−1(C),
then we can take yexc = 1 at a
′, and g′ = g ◦σ in (5.5).)
It is easy to see that if a′ ∈ σ−1(C), then d = µC,a(I); it follows from Lemma
5.3 that I′ is of finite type.
Let X ⊂ M denote a closed C-subspace and let X ′ ⊂ M ′ denote the closed
C-subspace of M ′ given by IX′ := I
′, where I′ is the above transform of I := IX ;
X ′ is called the weak transform of X by σ.
Suppose that X is a hypersurface. In this case, X ′ is also called the strict trans-
form of X by σ. If a ∈ C and g denotes a generator of IX,a, then, for all a
′ ∈ σ−1(a),
IX′,a′ is the ideal generated by
g′ := y−dexc g ◦σ ,
where d is the largest power of yexc that factors from g ◦σ.
If codimC = 1, then the blowing-up σ is the identity mapping, but the trans-
forms above still make sense. For example, if I = IC (or if X = C) , then I
′ = OCM ′
(or X ′ = ∅).
Remark 5.6. In general, the notions of weak and strict transform do not coincide;
see [BM2, Section 3]. For Denjoy-Carleman classes (or spaces of class C), it is not
clear that the strict transform X ′ is, in general, even well-defined as a closed C-
subspace of M ′. One proves that the strict transform is well-defined in a category
of schemes or analytic spaces, for example, using Noetherianity of the local rings
and “Oka-Cartan theory” of coherent sheaves. (See [BM2, Prop. 3.13 ff.].)
Desingularization theorems. Le M denote a C-manifold. Let I ⊂ OCM denote
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a sheaf of ideals of finite type. We consider sequences of transformations
(5.7)
−→ Mj+1
σj+1
−→ Mj −→ · · · −→ M1
σ1−→ M0 = W
Ij+1 Ij I1 I0 = I|W
Ej+1 Ej E1 E0 = ∅
where W is an open subset of M and, for each j:
(1) σj+1 :Mj+1 →Mj is a blowing-up with smooth centre Cj+1 ⊂Mj , Ij+1 is the
transform of Ij by σj+1, and Ej+1 is the collection of exceptional hypersurfaces
Ej+1 := E
′
j ∪ {σ
−1
j+1(Cj+1)} ,
where E′j denotes the collection of strict transforms H
′ by σj+1 of all hypersurfaces
H ∈ Ej.
(2) Cj+1 and Ej simultaneously have only normal crossings (i.e., locally, we can
choose coordinates with respect to which Cj+1 is a coordinate subspace and Ej is
a collection of coordinate hyperplanes.
We say that the blowing-up σj+1 (or the centres Cj+1) in (5.7) are admissible
(or µ-admissible) if, in addition, µa(Ij) is locally constant on Cj+1, for each j.
If X is a closed C-hypersurface in M and I = IX , then each Ij+1 in (5.7) is the
ideal sheaf IXj+1 of the strict transform Xj+1 of Xj (where X0 = X |W ). In this
case, we also write µX,a := µa(IX); µX,a is called the order of X at a.
The condition (2) in (5.7) guarantees inductively that each Ej+1 has only nor-
mal crossings (i.e., locally, we can choose coordinates with respect to which every
element of Ej+1 is a coordinate subspace), according to the following simple lemma.
Lemma 5.8. Let H1, . . . , Hq denote smooth C-hypersurfaces in M that simultane-
ously have only normal crossings. Let σ :M ′ →M denote a blowing-up with centre
C a smooth C-subspace, such that C, H1, . . . , Hq simultaneously have only normal
crossings. Then the strict transforms H ′1, . . . , H
′
q together with H
′
q+1 := σ
−1(C)
simultaneously have only normal crossings.
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Theorem 5.9. Let M denote a C-manifold and let I ⊂ OCM be a sheaf of ideals of
finite type. Let K be a compact subset of M . Then there is a neighbourhood W of
K and a finite sequence (5.7) of admissible blowings-up σj, j = 1, . . . , k + 1, such
that Ik+1 = O
C
Mk+1
and σ−1(I) is a normal-crossings divisor, where σ : Mk+1 →
W ⊂M denotes the composite of the σj.
In fact, there is a finite sequence (5.7) satisfying the preceding assertions and
the additional condition that, if Jσ denotes the ideal generated by the Jacobian
determinant of σ (with respect to any local coordinate systems), then Jσ ·σ
−1(I) is
a normal-crossings divisor.
(Normal-crossings divisormeans a principal ideal of finite type, generated locally
by a monomial in suitable coordinates.)
Suppose that X is a closed C-hypersurface in M . Clearly then, SingX is a
closed C-subset of M . (It is defined locally by a generator g of IX together with all
first-order partial derivatives of g.)
Theorem 5.10. Let M denote a C-manifold, and let X be a closed C hypersurface
in M . Set I = IX . Let K be a compact subset of M . Then there is an open
neighbourhood W of K and a finite sequence (5.7) of admissible blowings-up σj,
j = 1, . . . , k, such that:
(1) for each j = 0, . . . , k − 1, either Cj+1 ⊂ SingXj or Xj is smooth and Cj+1 ⊂
Xj ∩Ej;
(2) Xk is smooth;
(3) Xk, Ek and the Jacobian ideal Jσ (cf. Theorem 5.9) simultaneously have only
normal crossings.
Theorem 5.9 in the case of a sheaf of principal ideals is an immediate consequence
of Theorem 5.10. (LetX be the C-hypersurface determined by the ideal I. ThenXk
(from Theorem 5.10) is smooth and of codimension 1. Let σk+1 be the blowing-up
with centre Ck+1 = Xk. Then σk+1 is the identity, but the strict transform Xk+1
of Xk is empty; i.e., Ik+1 = O
C
Mk+1
.) Theorems 5.9 and 5.10 are, in fact, proved
in [BM2] using the same desingularization algorithm; we refer to [BM2] for details,
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but the idea is very roughly as follows: There is an invariant
(5.11) invI(a) =
(
ν1(a), s1(a); . . . ; νt+1(a)
)
, a ∈Mj ,
defined recursively over a sequence of transformations (5.7) whose successive centres
are “invI-admissible”, where ν1(a) = µa(Ij) and t ≤ dimaMj. Sequences of the
form (5.11) can be ordered lexicographically; invcI(·) takes only finitely many values
in a neighbourhood Wj of the compact subset Kj = σ
−1
j (Kj−1) (where K0 = K),
and the maximum locus of invcI is a union of smooth closed C-subsets ofWj having
only normal crossings. The desingularization algorithm is given by taking as each
successive centre Cj+1 one of the components of the maximum locus of invI onWj .
Theorems 5.9 and 5.10 follow from the basic properties of invI (given in [BM2,
Theorem 1.14]).
The desingularization theorems are proved in [BM2] in a language common to
algebraic schemes and analytic spaces (in characteristic zero), or hypersurfaces of
class C as here. (See [BM2, (0.1)].) In Section 7, we present a complete proof of
a simple version of Theorem 5.10 (Theorem 5.12 below) that suffices for applica-
tions of the kind considered in Section 6 (or, for example, in [RSW]). The proof is
similar to that of [BM1, Theorem 4.4], which is the source of the desingularization
algorithms in [BM2], but is presented in a language that clearly involves only the
properties (3.1)–(3.6) of a class C.
Theorem 5.12. LetM denote a C-manifold, and let X denote a closed C-hypersurface
in M . Let K be a compact subset of M . Then there is a neighbourhood W of K
and a surjective mapping ϕ : W ′ → W of class C, such that:
(1) ϕ is a composite of finitely many C-mappings, each of which is either a blowing-
up with smooth centre (that is nowhere dense in the smooth points of the strict
transform of X) or a surjection of the form∐
j
Uj →
⋃
j
Uj ,
where the latter is a finite covering of the target space by coordinate charts and
∐
means disjoint union.
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(2) The final strict transform X ′ of X is smooth, and ϕ−1(X) has only normal
crossings. (In fact ϕ−1(X) and det dϕ simultaneously have only normal crossings,
where dϕ is the Jacobian matrix of ϕ with respect to any local coordinate system.)
We note two immediate consequences of Theorem 5.12. Let M denote a C-
manifold, and let X denote any closed C-subset of M .
Corollary 5.13. (Rectilinearization theorem.) Suppose that M is of (pure) dimen-
sion n. Let K be a compact subset of M . Then there are finitely many mappings
of class C, ϕi : Ui → M , where each Ui is an open neighbourhood of the origin in
Rn, such that:
(1) There is a compact subset Li of Ui, for each i, such that
⋃
ϕi(Li) is a neigh-
bourhood of K in M .
(2) For each i, ϕ−1i (X) is a union of coordinate subspaces.
We can obtain Corollary 5.13 by applying Theorem 5.12 locally to the hypersur-
face defined by the product of local defining equations of X .
Corollary 5.14. (Uniformization theorem.) There is a manifold N of class C and
a proper C-mapping ϕ : N →M such that ϕ(N) = X.
Remark 5.15. The dimension of a closed C-subset X of M is well-defined (for ex-
ample, by Corollary 5.14 and invariance of domain). If X is a hypersurface, then
Theorem 5.12 implies Corollary 5.14 with dimN = dimX . In general, Corollary
5.14 follows from Corollary 5.13, but without the equality of dimensions. (Theorem
5.12 does imply that, if X is a proper C-subset of M , then each ϕ−1i (X) is a union
of proper coordinate subspaces of Rn, in Corollary 5.13, and dimN < dimM , in
Corollary 5.14.) In order to deduce Corollary 5.14 with equality of dimensions, in
general, from Theorem 5.12 (by the argument of [BM1, Proof of Theorem 5.1], for
example), we would need a positive answer to the following question:
Let X, Y ⊂ M denote closed C-subsets such that dim(X\Y ) = k. Is there a
closed C-set Z such that X\Y ⊂ Z and dimZ = k (for example, when Y is a
smooth hypersurface)?
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6. Applications
In this section, we note three applications of resolution of singularities (or, more
precisely, of the weaker version, Theorem 5.12, and its Corollaries). These results
seem to be new for Denjoy-Carleman classes. Let C denote a class of C∞ functions
satisfying the hypotheses (3.1)–(3.6).
Topological Noetherianity. Let M be a manifold of class C, and let OCa denote
the local ring of germs of functions of class C at a point a ∈M . The completion of
OCa can be identified with the ring of formal power series over R in n indeterminates,
where n = dimaM . The following are important questions for Denjoy-Carleman
classes:
Is OCa Noetherian? Or, equivalently, is the formal power series ring flat over
OCa? (Or, is every finitely generated ideal closed in O
C
a?)
The following theorem is the topological version of Noetherianity.
Theorem 6.1. Any decreasing sequence of closed C-subsets of M , X1 ⊇ X2 ⊇ · · · ,
stabilizes in some neighbourhood of a compact set K. (In other words, there exists
k such that, in a neighbourhood of K, Xj = Xk for all j ≥ k.)
Proof. We can assume that X1 6=M . By Corollary 5.14 (and Remark 5.15), there
is a proper C-mapping ϕ : M1 →M such that dimM1 < dimM and ϕ(M1) = X1.
Then ϕ−1(X2) ⊇ ϕ
−1(X3) ⊇ · · · is a decreasing sequence of closed C-subsets ofM1,
so that the result follows by induction on the dimension of the ambient manifold.

 Lojasiewicz inequalities. Proofs of  Lojasiewicz’s inequalities (Theorem 6.2 be-
low) depending only on Theorem 5.12 were given in [BM2, Section 2]. For Denjoy-
Carleman classes, only more restrictive results, in dimension 2, were previously
known [V].
Theorem 6.2. I. Let M denote a manifold of class C, and let f , g ∈ C(M).
Suppose that {x : g(x) = 0} ⊆ {x : f(x) = 0} in a neighbourhood of a compact set
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K. Then there exist c, λ > 0 such that
|g(x)| ≥ c|f(x)|λ
in a neighbourhood of K. (The infimum of such λ is a positive rational number.)
II. Let f ∈ C(U), where U is open in Rn. Suppose that K is a compact subset
of U on which grad f(x) = 0 only if f(x) = 0. Then there exist c > 0 and µ,
0 < µ ≤ 1, such that
|grad f(x)| ≥ c|f(x)|1−µ
in a neighbourhood of K. (Sup µ is rational.)
III. Let f ∈ C(U), where U ⊂ Rn is open. Set Z = {x ∈ U : f(x) = 0}. Suppose
that K ⊂ U is compact. Then there are c > 0 and ν ≥ 1 such that
|f(x)| ≥ cd(x, Z)ν
in a neighbourhood of K. (d(·, Z) is the distance to Z. Inf ν is rational.)
Division.
Theorem 6.3. Let W be an open subset of Rn (or a manifold of class C) and
let ξ ∈ C(W ). Let f ∈ C∞(W ). Suppose f is formally divisible by ξ (i.e., for all
a ∈ W , f̂a is divisible by ξ̂a in the ring of formal power series). Then there exists
g ∈ C∞(W ) such that f = ξ · g.
Proof. We follow Atiyah’s proof of the division theorem of Hormander and
 Lojasiewicz. (See [A], [Ho¨1], [ L].) Let ϕ : W ′ → W be a mapping of class C
as in Theorem 5.12, such that the pull-back ϕ∗(ξ) := ξ ◦ϕ is locally a monomial
times an invertible factor (in suitable coordinates). Since ϕ∗(f) is formally divisible
by ϕ∗(ξ), it follows from property (3.5) that there is a C∞ function g′ on W ′ such
that ϕ∗(f) = ϕ∗(ξ) · g′.
Since f is formally divisible by ξ and ϕ̂∗b is injective, for all b ∈ W
′ (where ϕ̂∗b
denotes the formal pull-back homomorphism from Taylor series centred at a = ϕ(b)
to Taylor series centred at b), it follows that g′ is formally a composite with ϕ; i.e.,
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for all a ∈W , there is a formal power series Ga at a such that ĝ
′
b = ϕ̂
∗
b(Ga), for all
b ∈ ϕ−1(a). Moreover, Ga is uniquely determined since ϕ̂
∗
b is injective. It is enough
to show there is a C∞ function g on W such that ĝa = Ga, for all a.
Arguing inductively over the tower of mappings of which ϕ is composed, it suffices
to prove the following assertion: Let U denote a coordinate chart of class C in W ,
and let σ : U ′ → U denote a blowing-up of U with centre a coordinate subspace. If
η ∈ C∞(U ′) is formally a composite with σ, then there exists ζ ∈ C∞(U) such that
η = σ∗(ζ). This assertion is a special case of Glaeser’s composite function theorem
[G] since σ is a very simple rational mapping. 
7. Proof of the desingularization Theorem 5.12
We begin with a simple but important lemma on transformation of differential
operators by blowing up (cf. [H2, Section 8, (1.1)], [EV, Lemma 4.5]). Consider a
blowing-up σ : U ′ → U , where U is an open neighbourhood of 0 in Rn, with centre
a coordinate subspace C = {xi = 0 , i ∈ I}, where I ⊂ {1, . . . , n}. We use the
notation of Definition 3.9. Note that, for each i ∈ I, yexc = yi generates Iσ−1(C) in
the chart Ui, and
U ′\
⋃
j 6=i
Uj =
{
y ∈ Ui : yj = 0 , j ∈ I\{i}
}
.
The following is an easy calculation.
Lemma 7.1. Let f be a germ of a function of class C at a point a ∈ C. Let e ∈ N.
Suppose that µC,a(f) ≥ e. Then, for each i ∈ I:
(1) If j /∈ I, then
1
ye−1i
(
∂f
∂xj
◦ σ
)
= yi
∂
∂yj
(
f ◦ σ
yei
)
.
(2) If j ∈ I\{i}, then
1
ye−1i
(
∂f
∂xj
◦ σ
)
=
∂
∂yj
(
f ◦ σ
yei
)
.
(3) (If j = i, then)
1
ye−1i
(
∂f
∂xi
◦ σ
)
= e
f ◦ σ
yei
+ yi
∂
∂yi
(
f ◦ σ
yei
)
−
∑
j∈I\{i}
yj
∂
∂yj
(
f ◦ σ
yei
)
.
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Proof of Theorem 5.12. Our aim is to define the finite sequence of transformations
comprising the mapping ϕ. At an intermediate step, we have both the strict trans-
form of X and the accumulated exceptional hypersurfaces H1, . . . , Hr. Hence we
consider this more general situation from the beginning:
Let M be a manifold of class C. Let X denote a closed C-hypersurface in M ,
and let H1, . . . , Hr be smooth “exceptional” hypersurfaces in M , which we do not
necessarily assume have only normal crossings. Let a ∈M . Suppose that s excep-
tional hypersurfaces pass through a, say H1, . . . , Hs. There is a local coordinate
chart U containing a, with coordinates (x1, . . . , xn) in which a = 0, such that X |U
is defined by an equation of class C,
g(x1, . . . , xn) = 0
(i.e., g ∈ C(U) generates IX,x, for all x ∈ U). Write
d(x) := µX,x = µx(g) , x ∈ U .
Set d := d(a). We can assume that d(x) ≤ d, for all x ∈ U , and that no exceptional
hypersurfaces other than H1, . . . , Hs intersect U . After a linear coordinate change,
we can assume that
∂dg
∂xdn
6= 0 in U
and that, for each p = 1, . . . , s, Hp is defined in U by an equation λp(x) = 0, of
class C, and
∂λp
∂xn
6= 0 in U .
Let z := ∂d−1g/∂xd−1n . Then ∂z/∂xn 6= 0 in U , so that {z = 0} defines a
submanifold N of U , of class C. y the implicit function theorem (property (3.6)),
we cansolve z = 0 locally as
xn = ϕ(x1, . . . , xn−1) ,
where ϕ is of class C. In fact, then, we can assume that
z = u (xn − ϕ(x1, . . . , xn−1))
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in U , where u is nonvanishing and u is of class C (by property (3.5)). On course,
(x1, . . . , xn−1) restricts to a coordinate system on N ; we write x˜ = (x1, . . . , xn−1)
to denote this coordinate system.
After a coordinate change x′n = xn − ϕ(x1, . . . , xn−1), x
′
j = xj, j < n, we can
assume that ϕ = 0. In other words, we can assume that
N = {z = 0} , where z =
∂d−1g
∂xd−1n
,
and that
z = u · xn ,
where u does not vanish in U . In particular:
(7.2) For all x ∈ U , µx(g) ≥ d if and only if x ∈ N (i.e., xn = 0) and
µx˜
(
∂qg
∂xqn
∣∣∣N) ≥ d− q , q = 0, . . . , d− 2 .
Consider also the exceptional hypersurfaces H1, . . . , Hs. Write
(7.3)
cq(g) :=
∂qg
∂xqn
∣∣∣N , q = 0, . . . , d− 2 ,
b(λp) := λp
∣∣N , p = 1, . . . , s .
If x ∈ U , set
s(x) := #{p : x ∈ Hp , p = 1, . . . , s}
(so that s(a) = s). Extending (7.2), we have
(7.4)
{x ∈ U :
(
d(x), s(x)
)
= (d, s)}
= {x ∈ U : µx(g) ≥ d , µx(λp) ≥ 1 , p = 1, . . . , s}
= {x˜ ∈ N : µx˜(cq) ≥ d− q , q = 0 , . . . , d− 2 ,
µx˜(bp) ≥ 1 , p = 1 , . . . , s} ,
where each cq = cq(g), bp = b(λp).
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Claim. We can assume that every cq or bp that is not identically zero satisfies
(7.5)
cd!/(d−q)q = (x˜
Ω(q))d!c∗q , q = 0, . . . , d− 2 ,
bd!p = (x˜
τ(p))d!b∗p , p = 1, . . . , s ,
where each Ω(q), τ(p) ∈ Qn−1, all c∗q(x˜), b
∗
p(x˜) are nonvanishing, and the collection
of multiindices {Ω(q), τ(p)} is totally ordered with respect to the natural partial
ordering of Nn−1. (If Ω, τ ∈ Nn−1, then Ω ≤ τ means Ωj ≤ τj , j = 1, . . . , n− 1. x˜
Ω
denotes the monomial xΩ11 · · ·x
Ωn−1
n−1 .)
When the assumptions (7.5) are satisfied, we will say we are in the “monomial
case”. We will prove the claim below, by induction on dimension. But first we
calculate the effect on our local equations of blowing up with suitable centre, since
this calculation provides both the motivation for making the claim, and tools that
we will need to complete the proof of the theorem once we reduce to the monomial
case.
Effect of blowing up. Consider a blowing-up σ : U ′ → U with centre a C-
submanifold C of U in the equimuiltiple locus of a = 0 (i.e., in {x ∈ U : d(x) = d :=
d(a)}). Then C ⊂ N , by (7.2), so we can assume that
(7.6) C = {x˜ = (x1, . . . , xn−1) ∈ N : xi = 0 , i ∈ I} ,
where I ⊂ {1, . . . , n − 1}. Then U ′ is covered by coordinate charts Ui, i ∈ I, and
Un, as in Definition 3.9.
Since N = {xn = 0}, the strict transform N
′ of N lies in
⋃
i∈I Ui. For each
i ∈ I,
N ′ ∩ Ui = {y = (y1, . . . , yn) : yn = 0} .
(We use the notation of Definition 3.9.)
Consider i ∈ I. Then the strict transform X ′ of X by σ is defined in Ui by
g′(y1, . . . , yn) = 0, where
g′ = y−di g ◦ σ .
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By Lemma 7.1 (2), for all q = 0, . . . , d,
∂qg′
∂yqn
=
1
yd−qi
∂qg
∂xqn
◦ σ .
In particular, µy(g
′) ≤ d if and only if y ∈ N ′ = {yn = 0} and
µy˜
(
∂qg′
∂xqn
∣∣∣N ′) ≥ d− q , q = 0, . . . , d− 2 .
Moreover, writing cq(g
′) := (∂qg′/∂yqn)|N
′, q = 0, . . . , d− 2 (cf. (7.3)), we have
cq(g
′) = y−(d−q)exc cq(g) ◦ σ˜ ,
where σ˜ := σ|N ′ : N ′ → N ; the latter is the blowing-up of N with centre C.
On the other hand, consider a′ ∈ U ′\
⋃
i∈I Ui. Then d(a
′) < d(a) (where d(a′) :=
µa′(g
′)): Since a′ 6∈ N ′, d(a′) = d only if a′ ∈ σ−1(C). But in the chart Un, the
intersection of σ−1(C) with the complement of
⋃
i∈I Ui is given by{
y : yi = 0 , i ∈ I ∪ {n}
}
.
Since ∂dg′/∂ydn 6= 0, it follows, by Lemma 7.1 (3) (applied successively with (f, e) =(
∂d−1g/∂xd−1n , 1
)
,
(
∂d−2g/∂xd−2n , 2
)
, . . . , (g, d)) that if a′ ∈ σ−1(C), then g′(a′) 6=
0.
Now consider also the exceptional hypersurfaces H1, . . . , Hs. Suppose that the
centre C of the blowing-up σ lies in the “equimultiple locus of a for the pair(
d(·), s(·)
)
”; i.e., C ⊂ {x ∈ U :
(
d(x), s(x)
)
= (d, s)}. Define s(x′), x′ ∈ U ′,
analogously to s(x), using the strict transforms H ′p of the Hp by σ; i.e., s(x
′) =
#{p : x′ ∈ H ′p, p = 1, . . . , s}. For each p, H
′
p is defined locally by λ
′
p(y) = 0, where
λ′p = y
−1
exc λp ◦ σ .
Consider any chart Ui, i ∈ I (under the assumption (7.6) above). Write b
′
p =
b(λ′p) := λ
′
p
∣∣N ′ (cf. (7.3)). Then
b′p = y
−1
exc bp ◦ σ˜ , p = 1, . . . , s ,
and
(
d(x′), s(x′)
)
= (d, s), where x′ ∈ Ui, if and only if
µx˜′(c
′
q) ≥ d− q , q = 0, . . . , d− 2 ,
µx˜′(b
′
p) ≥ 1 , p = 1, . . . , s .
30 RESOLUTION OF SINGULARITIES IN DENJOY-CARLEMAN CLASSES
To reduce to the monomial case. We apply the assertion of Theorem 5.12 by
induction on dimension to (the hypersurface defined by) the function of class C on
the C-manifold N given by the product of all nonzero c
d!/(d−q)
q , all nonzero bd!p , and
all nonzero differences between two functions from this list. The claim (7.5) is then
a consequence of the following elementary lemma [BM1, Lemma 4.7].
Lemma 7.7. Let y = (y1, . . . , ym). Let α, β, γ ∈ N
m and let a(y), b(y), c(y) be
nonvanishing germs of functions of class C at the origin of Rm. If
a(y)yα − b(y)yβ = c(y)yγ ,
then either α ≤ β or β ≤ α.
Remark 7.8. Suppose that σ˜ is a blowing-up of N = {xn = 0} with smooth centre
C˜. We can assume that C˜ = {x ∈ N : xi = 0, i ∈ I}, where I ⊂ {1, . . . , n − 1}.
Then σ˜ induces a blowing-up σ of U with centre C = {x ∈ U : xi = 0, i ∈ I}.
In each coordinate chart Ui , i ∈ I (as defined above), the pull-back of g (which
coincides with the strict transform) and the σ−1(Hp) (which coincide with the
strict tranforms H ′p of the Hp) will retain the forms described above; in particular,
the analogue of (7.4) still holds. (Each H ′p is smooth because C has only normal
crossings with respect to each Hp, although C does not necessarily simultaneously
have only normal crossings with respect to the collection {Hp}.) Note also that
the centre C of the induced blowing-up σ does not lie in the equimultiple locus of
a = 0. In these ways, Theorem 5.12 is weaker than Theorem 5.10 – this is the price
we pay to get a much simpler proof.
The effect of reducing to the monomial case by the inductive argument above
is that, in addition to (the strict transforms of) the “old” exceptional hypersur-
faces H1, . . . , Hs, we have introduced “new” exceptional hypersurfaces correspond-
ing to the blowings-up needed in the reduction. This means that, in addition to
H1, . . . , Hs, we have a collection of “new” exceptional hypersurfaces that can be
assumed each to be a coordinate subspace xj = 0, where 1 ≤ j ≤ n− 1.
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The monomial case. We assume (7.5) (and admit the possibility of other “new”
exceptional hypersurfaces, each of the form xj = 0, 1 ≤ j ≤ n − 1. We consider
lexicographic ordering of pairs (d, s). Let S denote the equimultiple locus of a = 0
for the pair
(
d(·), s(·)
)
; i.e., S := {x ∈ U :
(
d(x), s(x)
)
= (d, s)}. Suppose that
d > 1. Choose coordinates as above.
Remark 7.9. If all cq ≡ 0, then N = {x ∈ U : d(x) = d} and it follows from
property (3.5) that g(x) = v(x)zd in a neighbourhood ofN , where v is nonvanishing.
Consider the case that all cq and bp vanish identically. Let σ : U
′ → U be the
blowing-up with centre C = N . If X ′ denotes the strict transform of X by σ, then
X ′ ∩ σ−1(C) = ∅; i.e., d(x′) = 0, for all x′ ∈ σ−1(C).
Now suppose that not all cq and bp vanish identically. Then, by (7.4) and (7.5),
S = {x˜ = (x1, . . . , xn−1) ∈ N : µx˜(x˜
Ω) ≥ 1} ,
where Ω := min{Ω(q), τ(p)}. (The meaning of the order of a monomial with rational
powers is clear.) Then
S =
⋃
I
ZI ,
where
ZI := {x˜ ∈ N : xi = 0 , i ∈ I} ,
and I runs over the minimal subsets of {1, . . . , n− 1} such that
∑
j∈I Ωj ≥ 1; i.e.,
I runs over the subsets of {1, . . . , n− 1} such that
0 ≤
∑
j∈I
Ωj − 1 < Ωi , for all i ∈ I .
Consider the blowing-up σ of U with centre C = ZI , for any such I (so that U
′
is covered by coordinate charts Ui, i ∈ I ∪ {n}, as before). In any chart Ui, i ∈ I,
we have
c′q(y˜)
d!/(d−q) = (y˜Ω(q)
′
)d!(c∗q ◦ σ˜)(y˜) ,
b′p(y˜)
d! = (y˜τ(p)
′
)d!(b∗p ◦ σ˜)(y˜) ,
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where, for each ζ = Ω(q) or τ(p),
y˜ζ
′
= yζ11 · · · y
∑
j∈I
ζj−1
i · · · y
ζn−1
n−1 .
In particular, if a′ ∈ σ−1(a) ∈ Ui and
(
d(a′), s(a′)
)
= (d, s) =
(
d(a), s(a)
)
, then
1 ≤ |Ω′| < |Ω|
(where |Ω| := Ω1 + · · ·+ Ωn−1). (Recall that if d(a
′) = d, then necessarily a′ ∈ Ui,
for some i ∈ I.) In particular,
(
d(a′), s(a′)
)
<
(
d(a), s(a)
)
= (d, s) (throughout U ′)
after at most d!|Ω| blowings-up (each with centre given by a coordinate subspace
of a chart occuring as above. Note that, by the “monomial” assumption, in each
chart, d(a′) = d (or s(a′) = s) at some point a′ only if d(0) = d (or s(0) = d,
respectively).
If (in some chart) we have d(a′) = d(a) but s(a′) < s(a), then we can simply
continue: Some H ′p does not intersect N
′ near a′. We repeat the argument of
the monomial case above without this exceptional divisor, using the new Ω =
min{Ω(q)′, τ(p)′}. Finally, then, after finitely many such blowings-up, we have
d(a′) < d(a) throughout each coordinate chart over U .
At each step in the process, the strict transform H ′p of each original hypersurface
Hp remains smooth, and each new exceptional hypersurface is a coordinate subspace
yj = 0, 1 ≤ j ≤ n−1. (Thus N
′ and the collection of new exceptional hypersurfaces
simultaneously have only normal crossings.) Moreover, each H ′p and the collection
of new exceptional hypersurfaces simultaneously have only normal crossings.
If d(a) = d = 1, then N = X and we can use the argument above to blow up
until s(a′) = 0, if a′ ∈ N ′. Since the new exceptional divisors simultaneously have
only normal crossings with respect to N ′, we have the conclusion of the theorem
except perhaps at points over U that are outside N ′ = X ′.
It remains therefore to consider the case that X = ∅ and we have simply s
smooth hypersurfaces H1, . . . , Hs. Locally, we can choose coordinates so that Hs
is given by xn = 0 and each Hp, 1 ≤ p < s, is defined as before. (In fact, by the
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implicit function condition (3.6), we can assume that, for each p = 1, . . . , s− 1, Hp
is defined by an equation of the form xn+ bp(x1, . . . , xn−1) = 0.) The theorem now
follows essentially by repeating the argument above, with N = Hs. (For details,
we refer to [BM1, Proof of Thm. 4.4, Case 2, p. 2727].)
Remark 7.10. There are variants of Theorems 5.9 and 5.12 in which we avoid blow-
ing up with centre along which the space is “geometrically smooth” (or smooth
with respect to the “reduced” structure). Let M be a manifold of class C and let
X denote a closed C-hypersurface in M . Let a ∈ X , and let g denote a generator
of IX,a. Say µa(g) = d. We say that X is geometrically smooth at a if
g(x) = v(x)h(x)d ,
where v(x), h(x) are of class C and v(a) 6= 0. (Otherwise we say that a is a geomet-
rically singular point.)
In terms of local coordinates as in the proof of Theorem 5.12 above, X is geo-
metrically smooth at a if and only if
∂qg
∂xqn
∣∣∣N = 0 , q = 0, . . . , d− 2 ;
moreover, in this case we can take
h(x) = z :=
∂d−1g
∂xd−1n
(or h(x) = xn); cf. Remark 7.9. It follows that if a is geometrically singular, then
{x : µx(g) ≥ d} contains no geometrically smooth point near a.
We can obtain the following variants of Theorems 5.9 and 5.12: In the statement
of Theorem 5.9, replace the condition “Cj+1 ⊂ SingXj” in (1) by “Cj+1 lies in
the geometrically singular locus”, and replace (2) by “Xk is geometrically smooth”.
In the statement of Theorem 5.12, replace “centre (that is nowhere dense in the
smooth points of the strict transform ofX)” in (1) by “centre (that is nowhere dense
in the geometrically smooth points of the strict transform of X)”, and replace “The
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final strict transform X ′ of X is smooth” in (2) by “The final strict transform X ′
of X is geometrically smooth”.
The only change needed in the proofs is to “stop the process sooner”; for example,
in the proof above, we simply do not blow up with centre C = N in the case that
all cq and bp vanish identically (following Remark 7.9).
It would be interesting to show that the geometrically singular locus of X is a
closed C-subset.
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