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Abstract
We combine some known results and techniques with new ones to show that there exists a non-
algebraic, multi-linear matroid. This answers an open question by Matu´sˇ (Discrete Mathematics 1999),
and an open question by Pendavingh and van Zwam (Advances in Applied Mathematics 2013). The
proof is constructive and the matroid is explicitly given.
Keywords: Algebraic Matroids, Multi-Linear Matroids.
1 Introduction
The aim of this paper is to compare two natural extensions of linear representations of matroids: multi-
linear representations and algebraic representations. Specifically, we show that there exists a non-algebraic,
multi-linearly representable matroid.
Linear matroids. The beginning of matroid theory dates back to the work of Whitney in 1935. Whitney
defined the matroid axioms as an abstraction of the linear dependence properties of a set of vectors. It is
therefore not surprising that the class of linear matroids, i.e., matroids that originate from linear dependence,
is probably the most well studied class of matroids.
The class of linear matroids has many desirable properties, such as closure to minors and duality. Quite
early in the study of matroids, MacLane proved that not all matroids are linear. The smallest non-linear
matroid was presented by Va´mos [20] (the Va´mos matroid).
Since linear algebra can also be done over division rings, and the linear dependence over division rings
clearly satisfies the matroid axioms, the class of matroids representable over division rings is probably the
most natural extension of linear matroids. There are examples of non-linear matroids that are representable
over division rings, the most well-known being the non-Paupus matroid. These matroids were called non-
commutative matroids in [7].
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Characteristic sets. Not all matroids are linear, but even a linear matroid is not necessarily linearly rep-
resentable over every field. One obstruction is the size of the field. For example, the uniform matroid U2,n
is linearly representable over a field F if and only if |F| ≥ n− 1.
Clearly, if a matroid is linearly representable over a field F, then it is linearly representable over every
extension E/F. So it is natural to ask: For a given linear matroid M and a field F, does there always exist
an extension E/F over which M is linearly representable?
The answer to this question is negative, because many linear matroids are not linearly representable over
every field of certain characteristics. For example, the non-Fano matroid is linearly representable over F if
and only if char(F) 6= 2, and the Fano matroid is linearly representable over F if and only if char(F) = 2.
This motivates the definition of characteristic sets. The characteristic set of a matroid M is the set
χ(M) := {k|M is linearly representable over some field of characteristic k} .
Lazarason [10] constructed a family of matroids that contains, for every prime p, a matroid with charac-
teristic set {p}, i.e., linearly representable only over fields of characteristic p. Reid constructed a family of
rank-3 matroids with the same property. These families of matroids are now called the Lazarason matroids
and the Reid geometries respectively.
Another interesting and important example is a family of matroids introduced by Dowling [3, 4], based
on finite groups. This family of matroids, now called Dowling geometries, contains a matroid of every rank
≥ 3 for every finite group.1 Dowling showed that two Dowling geometries are isomorphic if and only if
the underlying groups are isomorphic. He also showed that a Dowling geometry of a group G is linearly
representable over a field F if and only if G is a subgroup of F× (the group of invertible elements of F).
So in terms of characteristics sets, the characteristic set of a Dowling geometry of a non-cyclic group is the
empty set, and the characteristic set of a Dowling geometry of a cyclic group Cm is the set of primes not
dividing m.
Algebraic matroids. The class of algebraic matroids comes from the algebraic dependence in transcen-
dental field extensions. In algebraic representations, to each element in the ground set one associates an
element of a field F such that a set of elements is dependent if and only if the corresponding elements are
algebraically dependent over a field K, where K ⊆ F is a fixed sub-field. If such a representation exists, the
matroid is called algebraically representable over K.
If a matroid is linearly representable over a field, then it is also algebraically representable over the same
field (cf. [15, Proposition 6.7.10]). Therefore, the class of algebraic matroids extends the class of linear
matroids. However, not every algebraic matroid is linear, e.g., the non-Pappus matroid is algebraic [11], but
not linear.
It is known that not all matroids are algebraic. For example, Ingleton and Main [8] showed that the
Va´mos matroid is not algebraically representable over any field. It is also known that the class of algebraic
matroids is minor closed. However, many fundamental questions regarding algebraic matroids remain open.
For example, it is still unknown if the dual of an algebraic matroid is also algebraic. There is also no known
general algorithm for determining if a given matroid is algebraic, or even algebraic over a given field.
Algebraic characteristic sets. Algebraic characteristic sets are defined similarly to linear characteristic
sets. An alternative equivalent definition is the set
χA(M) := {k|M is algebraically representable over the prime field of characteristic k} .
1Dowling matroids can also be defined for rank < 3, but in this case the Dowling matroids are nothing but the uniform matroids
of the same rank. So in this paper we refer only to Dowling geometries of rank ≥ 3.
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The equivalence of the definitions follows from the following fundamental result: if a matroid M is alge-
braically representable over a field F, then it is also algebraically representable over the prime field of F. It
was conjectured by Piff [17] and proved by Lindsto¨m [13].
The linear characteristic set of a matroid is always contained in its algebraic characteristic set. Using
derivations, Ingleton [7] showed that if a matroid is algebraically representable over a field K of character-
istic 0, then it is linearly representable over some extension field E of K (in fact, as Ingleton pointed out,
the proof was already known, e.g., [21], but not stated in the language of matroids). So 0 is in the algebraic
characteristic set if and only if it is in the linear characteristic set.
But for positive characteristics the situation changes. For example, Ingleton [7] presented an algebraic
matroid that contains both the Fano and the non-Fano matroids as minors. Lindstro¨m [11] showed that the
algebraic characteristic set of the non-Pappus matroid contains all primes.
After the work of Ingleton [7], derivations have been one of the main tools in the study of algebraic
representability and algebraic characteristic sets. Using derivations, Lindstro¨m [12] showed that for every
prime p, the corresponding Lazarason matroid has algebraic characteristic set {p}. Gordon [6] showed a
similar result for the Reid geometries. He also constructed matroids with finite algebraic characteristic sets
of cardinality greater than one.
Multi-linear matroids. The class of multi-linear matroids developed more from practical reasons. Multi-
linear matroids are used in cryptography, in coding theory, and in network coding, e.g., [1, 5, 19].
Multi-linear representations were explicitly defined by Simonis and Ashikmin [19]. Multi-linear repre-
sentations are defined similarly to linear representations, except that each element is mapped to k vectors,
for some fixed k ∈ N. The matroid rank of a set of elements is obtained by dividing the rank of the relevant
subspace by k. It is important to note that such a rank function is the rank function of matroid if and only
if it is integer valued, which might not be the case when k > 1. If the rank function is integer valued, the
resulting matroid is called multi-linearly representable.
There are multi-linearly representable matroids that are not linear. Simonis and Ashikmin [19] showed
that the non-Papus matroid is multi-linearly representable over F3. Pendavingh and van Zwam [16] con-
structed another multi-linear representation of the non-Papus matroid, over Q. They also showed that the
rank-3 Dowling geometry associated with the quaternion group is multi-linearly representable. By combin-
ing with the ternary Reid geometry, they constructed a multi-linear matroid that is not representable even
over division rings. Beimel et al. [1] showed that the rank-3 Dowling geometry of a group G is multi-
linearly representable if and only if G is fixed-point free (see Section 2.2 for the precise definition of this
term). By applying this to properly chosen groups, they showed that for every prime p there exists a matroid
that admits a p-linear representation but does not admit a k-linear representation for every k < p.
Generalizations of multi-linear representations. Brickel and Davenport [2] showed an important natural
correlation between a cryptographic primitive called ideal secret-sharing schemes and a class of matroids,
now called secret-sharing matroids. This class of matroids is also studied in coding theory, under the name
almost affinely representable matroids [19]. Matu´sˇ [14] referred to these matroids as partition representable
matroids, because they can be defined using partitions of a set satisfying certain constraints.
The class of secret-sharing matroids contains the class of multi-linear matroids [19], but it is not known
if the class of multi-linear matroids is a proper sub-class.
Not all matroids are secret-sharing. Specifically, Seymour [18] showed that the Va´mos matroid is not
secret-sharing. Matu´sˇ [14] showed that any matroid containing both the Fano and the non-Fano matroids as
minors is not secret-sharing. Thus, he showed that there exists an algebraic matroid that is not secret sharing,
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and therefore also not multi-linear – the algebraic non-linear matroid given by Ingleton in [7]. Matu´sˇ [14]
then asked the following natural question: is every secret-sharing matroid algebraic?
Another intriguing form of matroid representations, defined recently by Pendavingh and van Zwam [16],
is skew partial field representations. Pendavingh and van Zwam showed that every multi-linearly representa-
tion is a special case of a skew partial field representation. So all multi-linear matroids are also skew partial
field representable. It is not known if there exists a matroid representable over a skew partial field that is
not multi-linear. The relation between skew partial field representable matroids and secret-sharing matroids
is also unknown. In their paper, Pendavingh and van Zwam formulated the following open question: is the
class of skew partial field representable matroids contained in the class of algebraic matroids?
Our results. We will show that there exists a multi-linearly representable, non-algebraic matroid. Since
multi-linear matroids are secret-sharing matroids and also skew-partial field representable, this result an-
swers negatively both the question of Matu´sˇ [14] and that of Pendavingh and van Zwam [16].
The matroid is constructed as a direct sum of the Reid Geometry Rp, with p = 7, and a new matroid
that we introduce, QNF3 (Q8), which contains both the non-Fano matroid and the rank-3 Dowling geometry
of the quaternion group as minors.
Organization. In Section 2 we give the definitions and review some necessary basic background material
(the reader who feels comfortable with the definitions may skip the appropriate subsections): In Section
2.1 we define multi-linear representations (Section 2.1.1) and algebraic representations (Section 2.1.2). In
Section 2.2 we define fixed-point free representations and groups. In Section 2.3 we give the definition of
the rank-3 Dowling group geometries. In Section 2.4 we discuss derivations and their use in the study of
algebraic matroids – we recall the definition and some basic facts (Section 2.4.1), and then we describe how
derivations in certain algebraic representations induce linear representations of (possibly different) matroids
(Section 2.4.2).
In Section 3 we recall some of the known results regarding algebraic and multi-linear representability of
the Reid geometries and Dowling geometries.
In Section 4 we state and prove our main theorem. The proofs of two technical lemmas are left to Section
5.
Notation. When referring to k-linear representations, we will frequently use block matrices. To distin-
guish these block matrices, they will be inside square brackets, or in bold letters (e.g. A =
[
A B
C D
]
, where
A,B,C,D are matrices). In all the proofs and examples all the blocks are square matrices. For a matrix A,
we denote by Ai the ith column of A. We will treat isomorphic matroids as equal (i.e., if M ∼= N we will
often write M = N instead).
2 Preliminaries
2.1 Extending Linear Representations
We assume the reader is familiar with matroid basics, such as rank function, linear representations, direct
sums, minors, simple matroids, geometric representations of matroids, and with the Fano and the non-Fano
matroids. A good introduction to Matroid Theory can be found in [15]. We therefore proceed directly to
defining multi-linear representations and algebraic representations.
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2.1.1 Multi-Linear Representations
Multi-linear representations are defined similarly to linear representations, except that each element is asso-
ciated with a set of k vectors, for some fixed k. We will use the definition with matrices.
Definition 2.1. Let M = (E = {1, ..., N}, r) be a matroid, F a field and k ∈ N. A k-linear representation
of M over F is a matrix A with k · N columns A1, ..., Ak·N (N ∈ N) such that the rank of every set
X = {i1, ..., ij} ⊂ E satisfies
r(X) =
dim(span(Ui1 ∪ ... ∪ Uij ))
k
,
where
Uℓ = {A(ℓ−1)·k+1, A(ℓ−1)·k+2, ..., Aℓ·k}.
If such a representation of M exists then M is called k-linearly representable and A is its k-linear represen-
tation over F. We will say that a matroid is multi-linear if it is k-linearly representable for some k ∈ N over
some field F.
When k = 1 this is the regular definition of linear representations. We note that although a matrix with
N columns always defines a linear matroid with N elements, for k > 1 a matrix with Nk columns does not
necessarily define a k-linear matroid, because when we divide by k the value is not necessarily an integer.
However, if the rank of every relevant sub-matrix is a multiple of k, then the matroid axioms are satisfied,
and we have a k-linear matroid.
2.1.2 Algebraic Representations
Algebraic matroids come from transcendental field extensions:
Definition 2.2. Let M = (E = {1, ..., N}, r) be a matroid, K a field and K ⊂ F a field extension.
An algebraic representation of M over K is a mapping π : E → F such that the rank of every set X =
{i1, ..., ij} ⊂ E satisfies r(X) = degtr(K(π(i1), ..., π(ij))/K). If such a representation of M exists then
M is called algebraically representable (or simply algebraic) and π is its algebraic representation over K.
It is well known that a rank function defined this way (transcendental degree) always satisfies the matroid
axioms, and that every linear matroid is algebraic. The proofs can be found, for example, in [15, Chapter
6.7].
A useful fact in studying algebraic representations, which we use in our main theorem, is that we can
always assume that K is the prime field (i.e., Q or Fp for some prime p). This was conjectured by Piff [17],
who reduced the problem to showing that if M is algebraically representable over F(t), with t transcenden-
tal, then M is algebraically representable over F. The proof was later completed by Lindstro¨m [13].
Theorem 2.3 (Piff’s conjecture). If a matroid is algebraic over K, then it is also algebraic over the prime
subfield of K.
So from now on, we only consider algebraic representations over prime fields.
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2.2 Fixed-Point Free Representations
In this section we quickly recall some basic definitions in representations theory, including the somewhat
less common definition of fixed-point free representations.
Definition 2.4. Let G be a finite group and F a field. A representation of G is a group homomorphism
ρ : G → GLk(F). The dimension or degree of the representation is k. A representation is called faithful if
it is injective. A representation ρ : G→ GLk(F) is fixed-point free if for every e 6= g ∈ G the field element
1 is not an eigenvalue of ρ(g), i.e., ρ(g) · v 6= v for every g 6= e, v 6= 0. A fixed-point free group is one
which admits a fixed-point free representation.
Fixed-point free representations are obviously faithful, but the converse is false in general. Note that not
every representation of a fixed-point free group G is fixed-point free, even if the representation is faithful.
For example, cyclic groups are fixed-point free but also have faithful non-fixed-point free representations:
Example 2.5. Let G = Cm be the cyclic group with m elements. Denote ζ = e
2pii
m . If ρ : G → GL2(C)
is defined by ρ(k) =
(
ζk 0
0 1
)
then ρ is faithful but not fixed-point free because
(
ζk 0
0 1
)(
0
1
)
=
(
0
1
)
.
However, if we define ρ(k) =
(
ζk 0
0 ζk
)
then ρ is fixed-point free. The group Cm also has a fixed-point
free representation of dimension 1, given by ρ(k) = (ζk).
Observation 2.6. If ρ : G → GLk(F) is a fixed-point free representation, and g, h ∈ G are distinct, then
ρ(g) − ρ(h) is invertible.
Proof. If ρ(g) − ρ(h) is not invertible, then there exists a vector ~v 6= 0 such that (ρ(g) − ρ(h))~v = 0,
implying ρ(g)~v = ρ(h)~v. So ~v = ρ(g)−1ρ(h)~v = ρ(g−1h)~v. Thus, ~v is an eigenvector with eigenvalue 1
of ρ(g−1h), a contradiction.
2.3 Rank-3 Dowling Group Geometries
The Dowling group geometries were introduced by Dowling [3,4]. The rank-r Dowling geometry of a group
G is denoted by Qr(G). The general construction of Qr(G) can be found in [3] or [15, Chapter 6.10]. We
use a slightly different construction of the rank-3 Dowling group geometries, following [1]. The resulting
matroid in the usual construction is isomorphic to this construction by a relabelling of the elements.
Let G = {e = g1, g2, ..., gn} be a finite group. The rank-3 Dowling geometry of G, denoted Q3(G), is a
matroid of rank 3 on the set E = {p1, p2, p3, g(1)1 , ..., g
(1)
n , g
(2)
1 , .., g
(2)
n , g
(3)
1 , ..., g
(3)
n }. So there are 3 ground
set elements p1, p2, p3, called the joints, which are not related to the group, and for every element g ∈ G,
there are 3 elements in the ground set of the matroid g(1), g(2), g(3) ∈ E.
Figure 1 is a geometric representation of Q3(G), with additional lines that go through the points g(1)i ,
g
(2)
j , g
(3)
ℓ if and only if gj · gi · gℓ = e (e.g., there is always a line that goes through g(1)1 , g(2)1 , g(3)1 since
g1 = e and e · e · e = e).
Notice that in the geometric representation of Q3(G), every point of Q3(G) lies on one of the following
lines: {p1, p2},{p2, p3}, {p1, p3}. We refer to these lines as the edges of Q3(G).
So the set of bases of Q3(G) is every set of 3 elements except
1. A set of 3 points on the same edge.
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Figure 1: A geometric representation of the Rank-3 Dowling geometry with the lines corresponding to the
sets
{
g
(1)
i , g
(2)
j , g
(3)
ℓ
}
such that gj · gi · gℓ = e missing.
2. The sets {g(1)i , g
(2)
j , g
(3)
ℓ } when gj · gi · gℓ = e.
Figures 2(a) and 2(b) represent the Dowling Geometries of the trivial group and of the cyclic group C2
respectively.
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Figure 2: Geometric Representation of the matroids Q3({e}) and Q3(C2).
2.4 Derivations and their Induced Matroid
In this section we first briefly review some properties of derivations. We then describe how derivations are
used to study algebraic matroids. Specifically, we describe the linear matroid induced by the derivations. In
this paper, we will need only K-linear derivations of a field extension F/K.
2.4.1 Derivations
Derivations are linear maps that satisfy the Leibniz rule.
Definition 2.7. Let K ⊂ F be a field extension. A derivation of F over K is a mapping D : F→ F such that
1. ∀y, z ∈ F,D(y + z) = D(y) +D(z),
2. ∀y, z ∈ F,D(yz) = zD(y) + yD(z),
3. ∀a ∈ K,D(a) = 0.
We will need the following Lemma and basic properties of derivations, which can be found, for example,
in [9, Chapter VIII, Section 5].
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Lemma 2.8. If F ⊂ F(y) is a field extension and D¯ : F(y) → F(y) is an extension of D to F(y) (i.e.,
∀a ∈ F, D¯(a) = D(a)), then for f ∈ F[Y ] that vanishes on y we have D¯(y) · f ′(y) + fD(y) = 0, where f ′
is the formal derivative of f .
The set of all derivations of F over K, with the natural definition of addition and scalar multiplication
forms a vector space denoted DerK(F). If F = K(x1, ..., xn), such that {x1, ..., xn} are algebraically
independent over K, then the derivations
{
Di :=
∂
∂xi
}n
i=1
, i.e., Di(xj) = δi,j (the Kronecker delta), are a
basis of DerK(F).
If F ⊆ E is a finite separable extension, then each D ∈ DerK(F) extends uniquely to a derivation
D¯ : E→ E, and the derivations
{
D¯i
}n
i=1
form a basis of DerK(E).
2.4.2 The Matroid Induced by the Derivations
Let M = (E = {1, . . . , N} , r) be a matroid with a basis {1, . . . , n}. Suppose π : E → E = Fp(π(E))
is an algebraic representation of M over Fp. Then {π(1), . . . , π(n)} are algebraically independent over
Fp, and Fp(π(1), . . . , π(n)) ⊆ E is an algebraic extension. If we suppose further that this extension is
separable, then the derivations D¯i are uniquely defined for 1 ≤ i ≤ n, so this induces a linear representation
of a (possibly different) matroid M¯ = (E, r¯), with the same ground set, in the following way: Denote the
gradient of an element y ∈ E by ∇(y) := (D¯1(y), ..., D¯n(y)) ∈ En. Then the matrix with the ith column
being ∇(π(i)) is a linear representation over E of M¯ .
Every dependent set in M is also dependent in M¯ (see for example [7]). As Ingleton [7] showed, in
characteristic 0 the converse is also true, so M = M¯ . Therefore, in characteristic 0 every algebraic matroid
is linearly representable. However, if the characteristic is positive then the equality M = M¯ may fail, as the
following example shows:
Example 2.9. Let K = F3 and E = F = K(x1, x2, x3) with x1, x2, x3 independent variables. On the set
E = {1, . . . , 6} define the mapping π : E → E by:
e 1 2 3 4 5 6
π(e) x1 (x2)
3 x3 x1 + (x2)
3 x1 + x3 x1 + (x2)
3 + 2x3 .
For X ⊆ E, set r(X) := degtr(K(π(X))/K). This defines an algebraic matroid M whose geometric
representation is Figure 3 (a). The corresponding gradients are
e 1 2 3 4 5 6
∇(π(e)) (1, 0, 0) (0, 0, 0) (0, 0, 1) (1, 0, 0) (1, 0, 1) (1, 0, 2) ,
which induce the linear matroid M¯ . The corresponding geometric representation is Figure 3 (b). As one can
see, there are dependent sets in M¯ which were independent in M , e.g. {2} , {1, 4} , {1, 3, 6}.
Given an algebraic representation π of M over Fp, one can construct another algebraic representation π′
over Fp in the following way:
Lemma 2.10. Let M be an algebraic matroid on ground set E = {1, . . . , n} of rank r, π : E → E an
algebraic representation of M over Fp ⊆ E. For a function m : E → Z, we set π′(i) := (π(i))pm(i) ∈ E¯.
Then π′ : E → Fp(π′(E)) is an algebraic representation of M .
The proof is simple and therefore omitted. If m is not the zero function, then clearly π′ 6= π. It is
important to notice that the matroid induced by the derivations depends on the specific representation.
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Figure 3: An algebraic matroid and its induced derivations matroid.
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Figure 4: The algebraic matroid U2,3 and one of its induced derivations matroids.
Example 2.11. LetK = F3, E1 = E2 = F = K(x1, x2), and E3 = K(x1, x2, (x1+x2)
1
3 ). Notice that F ⊂
E3 is not a separable extension, since the minimal polynomial of (x1+x2)
1
3 in F[X] is f = X3− (x1+x2),
so f ′ = 0. On the set E = {1, 2, 3} define 3 algebraic representations, πi : E → Ei, 1 ≤ i ≤ 3, as follows:
e 1 2 3
π1(e) x1 x2 x1 + x2
π2(e) x1 x2 (x1 + x2)
3
π3(e) x1 x2 (x1 + x2)
1
3
.
From Lemma 2.10, the mappings π1, π2, and π3 are all algebraic representations of the same matroid,
namely U2,3, whose geometric representation is Figure 4 (a). By calculation, as in Example 2.9, we can
see that the geometric representation of the derivations matroid for π1 is Figure 4 (a) ,i.e., it is equal to the
original matroid. For π2, the geometric representation is Figure 4 (b).
Notice that in the derivations matroid of π2, the singleton {3} is dependent, because the gradient of
π2(3) is the zero vector.
For π3, the derivations matroid makes no sense because E3/F is not a separable extension. Indeed, if D1
was extendable to D¯1 ∈ DerK(E3), then 1 = D¯1(x1+x2) = D¯1(((x1+x2)
1
3 )3) = 3((x1+x2)
1
3 )2D¯1((x1+
x2)
1
3 ) = 0 would be a contradiction.
In the proof of our main theorem we will use Lemma 2.10 to avoid representations such as π3 (insepa-
rable extension) and π2 (with dependent singletons in the induced matroid).
We note that for the matroids in Examples 2.9 and 2.11, one can clearly choose algebraic representations
in which the matroids induced by the derivations coincide with the original matroid. However, this is not
always the case for an algebraic representation. Specifically, for a derivations matroid M¯ of non-linear
algebraic matroid M , we necessarily have M¯ 6= M . This will also be the case in the proof of our main
theorem, where the original matroid will contain the non-Fano matroid as a minor, while the derivations
matroid will contain the Fano matroid as a minor.
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3 Some Known Results
In this section we summarize some known results about 2 families of matroids: the Reid geometries and the
Dowling geometries. In Section 4 we construct a non-algebraic matroid containing the Reid geometry R7
and the rank-3 Dowling geometry of the quaternion group as minors.
The Reid Geometries. For a prime p, let Rp be the matroid obtained from the following k-linear repre-
sentation over a field F, with char(F) = p:
B =

Ik 0 0 Ik Ik 0 0 . . . 00 Ik 0 Ik 0 Ik Ik . . . Ik
0 0 Ik 0 Ik Ik 2 · Ik . . . (p− 1) · Ik
Ik Ik . . . Ik
Ik Ik . . . Ik
Ik 2 · Ik . . . (p− 1) · Ik


.
Note that the rank function is integer valued and does not depend on k, so this uniquely defines a matroid
for every p. For example, for p = 2 this is a k-linear representation of the Fano matroid. Clearly, by
construction, Rp is k-linearly representable over any field of characteristic p for every k. The converse is
implied by the result of Reid2.
Theorem 3.1. For every k ∈ N, the matroidRp is k-linearly representable over F if and only if char(F) = p.
Gordon [6] studied the algebraic representability of this class of matroids (they are denoted Mp in [6]),
called the Reid geometries. He proved the following theorem:
Theorem 3.2. The matroid Rp is algebraically representable over F if and only if char(F) = p.
The Rank-3 Dowling Group Geometry. The linear representability of the Dowling geometries was de-
termined already by Dowling [3].
Theorem 3.3. For r ≥ 3, the matroid Qr(G) is linearly representable over a field F if and only if G is a
subgroup of F×. In particular, if Qr(G) is linearly representable then G is cyclic.
Beimel et al. [1] generalized this statement (for r = 3) to multi-linear representations.
Theorem 3.4. For a finite group G, the matroid Q3(G) is k-linearly representable over a field F if and only
if there is a fixed-point free representation ρ : G→ GLk(F). Furthermore, if such a representation ρ exists
then the block matrix
Aρ :=


p1 p2 p3 g
(1)
1 g
(1)
n g
(2)
1 g
(2)
n g
(3)
1 g
(3)
n
Ik 0 0 −Ik . . . −Ik 0 . . . 0 ρ(g1) . . . ρ(gn)
0 Ik 0 ρ(g1) . . . ρ(gn) −Ik . . . −Ik 0 . . . 0
0 0 Ik 0 . . . 0 ρ(g1) . . . ρ(gn) −Ik . . . −Ik


is a k-linear representation of Q3(G).
We will also need the following simple, well-known lemma about Q3(G).
Lemma 3.5. Let M be a matroid on the same ground set as Q3(G), such that every dependent set of Q3(G)
is dependent in M . If M is simple and r(M) = 3, then M = Q3(G).
The lemma basically says that Q3(G) is maximally dependent, in the sense that, no new line can be
added without causing some degeneracy. For completeness, in Section 5 we present a proof that shares
some similar ideas with the proof of our main theorem.
2Reid proved the result for linear representations, but almost the same proof works for k-linear representations as well.
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4 A Non-Algebraic Multi-Linearly Representable Matroid
In this Section we prove that there exists a multi-linear, non-algebraic matroid. The matroid is constructed
as a direct sum of the Reid Geometry Rp, with p = 7, and a new matroid that we introduce, QNF3 (Q8). The
matroid QNF3 (Q8) contains both the non-Fano matroid and the rank-3 Dowling geometry of the quaternions
as minors.
To show that QNF3 (Q8) ⊕ R7 is not algebraic, we prove that the matroids R7 and QNF3 (Q8) cannot
be algebraically representable over the same field. From the result of Gordon [6], we know that R7 is
algebraically representable over K if and only if char(K) = 7. So it remains to show that QNF3 (Q8) is not
algebraic over any field K with char(K) = 7. We prove a stronger statement: QNF3 (Q8) is not algebraic
over any field K with char(K) 6= 2. To prove this, we use derivations.
We first show that the representation can be chosen “correctly”, in similar manner to the works of
Lindstrom [12] and Gordon [6]. We show that the correct representation induces a linear representation of a
different matroid, QNF3 (Q8), which retains some of the structure of QNF3 (Q8). The linear representation of
QNF3 (Q8) is over a field E that extends K. Therefore, finding restrictions on the characteristics ofK reduces
to finding restrictions on the characteristics of E.
Then, we investigate the structure of QNF3 (Q8). We show that the degeneracy generated by moving
from QNF3 (Q8) to QNF3 (Q8) can be described by a congruence relation on Q8. From this, we deduce that
QNF3 (Q8) contains the Fano matroid as a minor. Since the Fano matroid is linearly representable only over
fields of characteristic 2, it forces the required restriction on E.
To show that QNF3 (Q8)⊕R7 is 2-linearly representable, we give an explicit representation over the field
F49.
A new matroid. We now present a new matroid. We construct it by giving an explicit 2-linear representa-
tion. As explained, it is necessary to verify that the representation indeed defines a matroid.
Let F49 be the unique field with 49 elements (char(F49) = 7) and let ζ4 ∈ F49 be a primitive root of unity
of order 4. Denote by Q8 = {e,−e, i,−i, j,−j, k,−k} the quaternion group, and by ρ : Q8 → GL2(F49) the
following representation:3
ρ(±e) = ±
(
1 0
0 1
)
, ρ(±i) = ±
(
ζ4 0
0 −ζ4
)
, ρ(±j) = ±
(
0 −1
1 0
)
, ρ(±k) = ±
(
0 −ζ4
−ζ4 0
)
.
It is easy to see that ρ is fixed-point free. We now look at the matrix
A
∗
ρ :=


p1 p2 p3 e
(1)
−e(1) −k(1) e(2) −k(2) e(3) −k(3) O
I2 0 0 −I2 −I2 . . . −I2 0 . . . 0 ρ(e) . . . ρ(−k) I2
0 I2 0 ρ(e) ρ(−e) . . . ρ(−k) −I2 . . . −I2 0 . . . 0 I2
0 0 I2 0 0 . . . 0 ρ(e) . . . ρ(−k) −I2 . . . −I2 I2


.
Lemma 4.1. The matrix A∗ρ is a 2-linear representation over the field F49, of a matroid which contains both
Q3(Q8) and the non-Fano matroid as minors.
We verify that this is indeed a 2-linear representation, by verifying that the rank function of the matroid is
properly defined , i.e., the rank of every relevant sub-matrix is even. Since the proof is simple and technical,
3The quaternion group also has a different fixed-point free representation over F7 which works out similarly. We use F49 only
for simplification of the proof of Lemma 4.1 in Section 5.
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we postpone it until Section 5. We note that for a specific k-linear representation (e.g., this one), this can
also be verified by a computer.
The restriction to
{
p1, p2, p3, e
(1), ..., (−k)(3)
}
is Q3(Q8), and the restriction to {p1, p2, p3, (−e)(1),
(−e)(2), (−e)(3), O} is the non-Fano matroid (cf. Section 5).
Denote the above matroid by QNF3 (Q8), and let us present our main theorem. We show that if QNF3 (Q8)
is algebraic, then its algebraic representation must be over a field of characteristic 2.
Theorem 4.2. If QNF3 (Q8) is algebraically representable over K, then char(K) = 2.
The proof is based on studying the matroid induced by the derivations. By Piff’s conjecture, we may
consider only representations over prime fields. There are 2 main lemmas in the proof. In Lemma 4.3
we follow the strategy of Lindstro¨m [12] and Gordon [6], and show that if an algebraic representation
of QNF3 (Q8) exists, then after replacing elements by their powers we get another representation, which is
separable over Fp, and certain derivations do not vanish. In Lemma 4.7 we show that the induced derivations
matroid of the representation from Lemma 4.3 contains the Fano matroid as a minor.
Proof. First note that QNF3 (Q8) is not linear. This follows from Theorem 3.3, because Q3(Q8) is a sub-
matroid by restriction, and Q8 is not cyclic. Therefore, QNF3 (Q8) does not admit an algebraic representation
over a field of characteristic 0.
Assume that QNF3 (Q8) admits an algebraic representation π : E → F := Fp(π(E)) for some prime p.
Set z := π(O), xi := π(pi), and yg,i := π(g(i)) for every 1 ≤ i ≤ 3 and g ∈ Q8. Since {p1, p2, p3} is a
base, the elements {x1, x2, x3} are algebraically independent and every yg,i is algebraically dependent on
{x1, x2, x3}. However, F/Fp is not necessarily a separable extension.
So in the following lemma, we replace π with a different representation π′, where the xis, yg,is, and
z are replaced by their powers, which will be powers of p, i.e., π′(pi) = x′i = x
ǫi
i , π
′(g(i)) = y′g,i =
y
ǫg,i
g,i , π
′(O) = z′ = zǫz with ǫi, ǫg,i, ǫz ∈ {pm|m ∈ Z}. By Lemma 2.10, π′ is also a representation of
QNF3 (Q8) over Fp.
For every element s ∈ E, with E a separable extension of Fp(x′1, x′2, x′3), denote the gradient ∇(s) =
(D¯1(s), D¯2(s), D¯3(s)), with D¯i(x′j) being the extension of ∂∂x′i to E.
Lemma 4.3. There exists an algebraic repesentation π′ : E → E as above such that
1. The extension Fp(x′1, x′2, x′3) ⊆ E = Fp(π′(E)) is separable,
2. For every element e ∈ E we have ∇(π′(e)) 6= 0,
3. No 3 vectors of the set {∇(x′1),∇(x′2),∇(x′3),∇(z′)} are linearly dependent.
Proof. The proof is based on the following 3 claims:
Claim 4.4 (Lindstro¨m [12] ). There exists π′ as above such that
1. y′
−e,1, y
′
−e,2, y
′
−e,3, z
′ are separable over Fp(x′1, x′2, x′3),
2. Every subset of {∇(x′1),∇(x′2),∇(x′3),∇(y′−e,1),∇(y′−e,2),∇(y′−e,3),∇(z′)} of size 2 is linearly
independent and the same holds for every subset of size 3 of {∇(x′1), ∇(x′2), ∇(x′3), ∇(z′)}.
This is implied by Lindstro¨m’s result since the restriction to {p1, p2, p3, (−e)(1), (−e)(2), (−e)(3), O}
is the non-Fano matroid. From now on, we fix the values of x′1, x′2, x′3, y′−e,1, y′−e,2, y′−e,3, z′ and modify
only the rest of the values of π′. Fix g and denote y := yg,1.
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Claim 4.5. By replacing y with y′ := ypm for some m ∈ Z, we may assume y′ is separable over
Fp(x
′
1, x
′
2, x
′
3).
Proof. The set {x′1, y, x′2} is algebraically dependent while {x′1, x′2} is algebraically independent. Denote
by my the minimal polynomial of y in Fp(x′1, x′2)[X]. If y is not separable over Fp(x′1, x′2) then the formal
derivative is the zero polynomial (i.e., (my)′ = 0), and there exists an m ∈ N such that my(X) = f(Xpm),
where f ′ 6= 0. After replacing y with y′ := (y)pm we may assume that y′ is separable algebraic over
Fp(x
′
1, x
′
2), and, therefore, over Fp(x′1, x′2, x′3).
So, ∇(y′) is now well defined. However, we further need to show (by possibly replacing y′ again) that
∇(y′) 6= 0.
Claim 4.6. By replacing y with y′ := ypm for some m ∈ Z, we may assume y′ is separable over
Fp(x
′
1, x
′
2, x
′
3) and ∇(y′) 6= 0.
Proof. If D¯1(y) 6= 0 or D¯2(y) 6= 0 then we are done. Otherwise, my, the minimal polynomial of y in
Fp(x
′
1, x
′
2, x
′
3)[X], is a monic polynomial with coefficients in Fp(x′1, x′2), i.e., of the form my = Σℓi=0aiXi
with ai ∈ Fp(x′1, x′2) and aℓ = 1.
Now, for any derivation D¯(y) = − m
D
y (y)
(my)′(y)
by Lemma 2.8. We see that D¯1(y) = D¯2(y) = 0 implies
(my)
D1(y) = (my)
D2(y) = 0. This implies that (my)D1 = (my)D2 = 0, because (my)D is of smaller
degree than my (since D(aℓ) = D(1) = 0). So for all 1 ≤ i ≤ ℓ, D1(ai) = D2(ai) = 0. Since D1,D2 are
a basis of DerFp(Fp(x′1, x′2)), this means that D(ai) = 0 for any derivation D ∈ DerFp(Fp(x′1, x′2)).
So we can rewrite the coefficients ai = (a˜i)p
γi with a˜i ∈ Fp(x′1, x′2) and γi ∈ N. Let γ∗i be the maximal
such γi for each i (take γ∗i = ∞ if ai ∈ Fp), and take γ = min(γ∗i ). (γ < ∞ otherwise my(Y ) ∈ Fp[Y ]
and degtr(Fp(y)/Fp) = 0).
Since for any a, b ∈ Fp(x′1, x′2) we have ap + bp = (a + b)p, we see that my(Xp
γ
) = (f(X))p
γ for
some f ∈ Fp(x
′
1, x
′
2)[X]. So by replacing y with y′ = yp
−γ
, we now have that f is its minimal polynomial,
f ′ 6= 0, and by the choice of γ at least one of D1(y′),D2(y′) is not zero, so we are done. Therefore, y′ is
the desired y′g,1.
By the same argument, we can properly replace yg,2 and yg,3 for every g ∈ Q8 \ {−e}, which completes
the proof of Lemma 4.3.
Let π′ be as in Lemma 4.3. Consider the matroid QNF3 (Q8), induced by the derivations of π′.
Lemma 4.7. The restriction of the matroid QNF3 (Q8) to
{
p1, p2, p3, (−e)
(1), (−e)(2), (−e)(3), O
}
is the
Fano matroid.
Proof. We break the proof of this lemma into a series of claims that analyze the structure of QNF3 (Q8). As
we saw in Section 2.4, any dependent set in QNF3 (Q8) must also be dependent in QNF3 (Q8). However, new
dependent sets can arise. Since QNF3 (Q8) is of rank 3, only 3 types of new dependencies can occur:
1. A singleton {y} becomes dependent,
2. A set of two non-parallel elements {y1, y2} becomes dependent,
3. An independent set of three elements {y1, y2, y3} becomes dependent.
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For simplicity, we say that in type 1 the point y vanishes, in type 2 the points y1, y2 unite, and in type three
the line {y1, y2, y3} is added. If y1, y2 unite then for every x we will say that the lines {x, y1} and {x, y2}
unite (since they become the same line in QNF3 (Q8)). In Example 2.9 the point 2 vanished, the points
1, 4 united, and the line {1, 3, 6} was added. We can also see that since 1, 4 united, the lines {1, 5, 3} and
{4, 6, 3} united so 3, 5 and 6 are collinear in M .
Now consider the geometric representation of QNF3 (Q8). The following observation follows directly
from Lemma 4.3.
Observation 4.8. None of the points vanish. Furthermore, no 3 points of the set {p1, p2, p3, O} are collinear
in QNF3 (Q8).
We next make a key point - the matroid QNF3 (Q8) is not simple.
Claim 4.9. Some of the points of QNF3 (Q8) unite in QNF3 (Q8).
Proof. Assume that no points unite. Recall that QNF3 (Q8) is linearly representable. Since QNF3 (Q8) \O =
Q3(Q8), it follows from Lemma 3.5 that no line can be added, other than, possibly, lines passing through
O. But this implies that QNF3 (Q8) \O = QNF3 (Q8) \O = Q3(Q8) is linearly representable, contradicting
Theorem 3.3.
So some points necessarily unite. We will write a ∼ b if the elements a, b of QNF3 (Q8) unite. This is
clearly an equivalence relation, so we denote the representative of a point a in QNF3 (Q8) by a.
We now show some restrictions on the points that can unite.
Claim 4.10. The point O does not unite with any other point.
Proof. Suppose O unites with a point a. Then a lies on one of the edges , say {p1, p2}. So the set {p1, O, p2}
is dependent in QNF3 (Q8), contradicting Observation 4.8.
Claim 4.11. A joint cannot unite with any other point.
Proof. From Observation 4.8, the joints cannot unite with each other or with O. So a joint might either unite
with a point on an adjacent edge or with a point on the opposite edge. However, both options are impossible:
• Assume, without loss of generality, that p1 unites with g(1). So the following 3 lines unite: ℓ1 ={
p1, O, (−e)
(2)
}
, ℓ3 =
{
g(1), (−e)(2), ((−eg)−1)(3)
}
, and ℓ3 =
{
p1, ((−eg)
−1)(3), p3
}
. So p1, O, p3
lie on the same line in QNF3 (Q8), contradicting Observation 4.8.
• Assume, without loss of generality, that p1 unites with g(2). So {p2, p1, p3} is dependent in QNF3 (Q8),
again contradicting Observation 4.8.
Claim 4.12. If i 6= j, then for every g, h ∈ Q8, we have g(i) ≁ h(j).
Proof. Assume, without loss of generality, that g(1) ∼ h(2). So the 2 lines {p1, g(1), p2} and {p2, h(2), p3}
unite. Therefore, {p1, p2, p3} are collinear in QNF3 (Q8), contradicting Observation 4.8.
So we now know that if 2 points unite with each other, then they are between the same joints. We
proceed to show that this unification is symmetric.
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Claim 4.13. Let g, h ∈ Q8. If g(i) ∼ h(i) for some i ∈ {1, 2, 3}, then (g−1)(ℓ) ∼ (h−1)(ℓ) and g(ℓ) ∼ h(ℓ)
for all ℓ ∈ {1, 2, 3}.
Proof. Assume, without loss of generality, that g(1) ∼ h(1). So there is a line in QNF3 (Q8) passing
through the 4 points {g(1), (g−1)(2), (h−1)(2), e(3)}, since the line {g(1), (g−1)(2), e(3)} unites with the
line {h(1), (h−1)(2), e(3)}. If we assume that (g−1)(2) ≁ (h−1)(2), then these 4 points are distinct. But since
{p2, (g−1)(2), (h−1)(2), p3} are also on a line, the two lines must be the same line (because (g−1)(2) and
(h−1)(2) are 2 distinct points on both lines). This line must also be the same as {p2, g(1), p1} (now p2, g(1)
are 2 distinct points on both lines), so {p1, p2, p3} are collinear, a contradiction. So (g−1)(2) ∼ (h−1)(2), and
now by symmetric arguments g(3) ∼ h(3). By further applying these arguments symmetrically, (g−1)(ℓ) ∼
(h−1)(ℓ) and g(ℓ) ∼ h(ℓ) for all ℓ ∈ {1, 2, 3}.
So we can now safely write g ∼ h for g, h ∈ Q8, and the meaning is clear. This induces an equivalence
relation on Q8. We next show that it is also a congruence relation.
Claim 4.14. For every g, g′, h, h′ ∈ Q8, if g ∼ g′ and h ∼ h′, then gh ∼ g′h′.
Proof. Assume g ∼ g′ and h ∼ h′. From the dependencies of QNF3 (Q8), we have 2 lines, {h(1), g(2),
((gh)−1)(3)} and
{
(h′)(1), (g′)(2), ((g′h′)−1)(3)
}
, which in QNF3 (Q8) must be the same line (they share 2
points since g(1) = g′(1) and h(2) = h′(2) ). If (gh)−1 ≁ (g′h′)−1 then this line must also be the same line as{
p1, ((gh)−1)(3), ((g′h′)−1)(3), p3
}
; therefore, the same line as
{
p1, h(1), p2
}
. So {p1, p2, p3} are on the
same line, a contradiction. Therefore, (gh)−1 ∼ (g′h′)−1, implying gh ∼ g′h′.
We know from the previous claims that there exist h1, h2 ∈ Q8, with h1 6= h2, such that h1 ∼ h2.
Therefore, the kernel of the congruence relation, i.e., the equivalence class of e, is non-trivial. Thus, it must
contain −e, as −e is the square of any element of Q8 other than e,−e.
We are now ready for the punch. We show that the Fano matroid is a restriction of QNF3 (Q8): we have
shown that e ∼ −e, so e(ℓ), (−e)(ℓ) unite for ℓ = 1, 2, 3. Since
{
e(1), e(2), e(3)
}
are collinear in QNF3 (Q8),
we have that {(−e)(1), (−e)(2), (−e)(3)} are collinear in QNF3 (Q8). Combining with Observation 4.8 and
Claims 4.10 and 4.11, it follows that the restriction ofQNF3 (Q8) to
{
p1, p2, p3, (−e)
(1), (−e)(2), (−e)(3), O
}
is the Fano matroid. This concludes the proof of Lemma 4.7.
Since QNF3 (Q8) is linearly representable over E, so is the Fano matroid, which is its minor. Therefore,
char(E) = 2, since the Fano matroid is linearly representable only over fields of characteristic 2 (cf. [15,
Proposition 6.4.8]). Since Fp ⊂ E is a field extension, it follows that p = 2, which completes the proof of
Theorem 4.2.
Remark 1. In fact, we can now even strengthen Lemma 4.7: Claim 4.14 implies that the equivalence classN
of e is a normal sub-group of Q8, and that si(QNF3 (Q8)\O), the simple matroid associated withQNF3 (Q8)\O
(this means we look at each equivalence class of QNF3 (Q8) \ O as unique point in si(QNF3 (Q8) \ O),
see [15, Chapter 1.7]), is Q3(Q8/N). Therefore, N = Q8, because no quotient Q8/N , other than the trivial
group, is a subgroup of the multiplicative group of a field of characteristic 2. So si(QNF3 (Q8)) is itself the
Fano matroid.
Corollary 4.15. The matroid QNF3 (Q8)⊕R7 is a non-algebraic, 2-linearly representable matroid.
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Proof. Since both QNF3 (Q8) and R7 are 2-linearly representable over F72 by Lemmas 4.1 and 3.1, so is
their direct sum. On the other hand, if QNF3 (Q8) ⊕ R7 is algebraically representable over a field K so are
QNF3 (Q8) and R7 (algebraic representations are minor closed). Therefore, by Theorem 4.2 char(K) = 2,
but by Theorem 3.2 char(K) = 7, which is a contradiction.
Since every multi-linear matroid is secret-sharing, we obtain as an immediate corollary the following
important statement about secret-sharing matroids.
Corollary 4.16. There exists a secret-sharing matroid that is not algebraic.
Remark 2. We note that QNF3 (Q8)⊕R7 is a non-connected matroid of rank 6 with 45 elements. However,
it is possible to find a multi-linear representation of a connected matroid of rank 3 with 38 elements that
also contains QNF3 (Q8) and R7 by restriction. The matroid is constructed by connecting the representations
in the natural way, and then deleting parallel elements. An interesting question is what is the smallest
non-algebraic, multi-linearly representable matroid.
5 Proofs of Lemmas 3.5 and 4.1
In this section we give the postponed technical proofs of Lemma 3.5 and Lemma 4.1.
Proof of Lemma 3.5. We repeatedly use the fact that any 2 elements of M can only lie on a single line, i.e.,
if {a, b, x1, . . . , xn} are collinear and {a, b, y1, . . . , ym} are collinear then {a, b, x1, . . . , xn, y1, . . . , ym}
are all on the same line. Recall that in Q3(G) every point lies on one of the lines {p1, p2},{p2, p3}, {p1, p3},
which we refer to as the edges of Q3(G).
Suppose by contradiction that M contains an additional 3-element dependent set {a, b, c}. There are 2
cases to consider:
1. Two of the points, say a and b, are on of the same edge, w.l.o.g {p1, p2}. Therefore, c is on a different
edge (since {a, b, c} was independent in Q3(G)), w.l.o.g {p1, p3}. So in M , the line {a, b} = {p1, p2}
contains c and, thus, also p3. But in Q3 all the elements lie on one of the lines {p1, p2}, {p1, p3},
{p2, p3}. Therefore, this holds also in M . It follows that all the elements of M lie on the same line,
so r(M) = 2, a contradiction.
2. Each of the points is on a different edge. W.l.o.g., a is on the line {p1, p2}, b is on {p2, p3}, and c
is on {p1, p3}. So denote a = g(1), b = h(2), c = k(3) with g, h, k ∈ G. Thus,
{
a, b, ((hg)−1)(3)
}
is a dependent set in Q3(G), and hence in M . Since {a, b, c} was not dependent in Q3(G), we have
that hgk 6= e ⇒ k 6= (hg)−1. Therefore, {a, b, c} and
{
a, b, ((hg)−1)(3)
}
are both dependent in M ,
which forces
{
a, b, c, ((hg)−1)(3)
}
to be on the same line. This line contains also p1 and p3 (since
c and ((hg)−1)(3) lie on the line {p1, p3}). Thus, this line contains p2 as well (since {p1, a, p2} is
dependent). So we get a contradiction as in case 1.
We next prove Lemma 4.1. We first recall that A∗ρ is the block matrix


p1 p2 p3 e
(1)
−e(1) −k(1) e(2) −k(2) e(3) −k(3) O
I2 0 0 −I2 −I2 . . . −I2 0 . . . 0 ρ(e) . . . ρ(−k) I2
0 I2 0 ρ(e) ρ(−e) . . . ρ(−k) −I2 . . . −I2 0 . . . 0 I2
0 0 I2 0 0 . . . 0 ρ(e) . . . ρ(−k) −I2 . . . −I2 I2


,
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where ρ : Q8 → GL2(F72) is the following representation
ρ(±e) = ±
(
1 0
0 1
)
, ρ(±i) = ±
(
ζ4 0
0 −ζ4
)
, ρ(±j) = ±
(
0 −1
1 0
)
, ρ(±k) = ±
(
0 −ζ4
−ζ4 0
)
,
and ζ4 denotes the primitive root of unity of order 4.
In order to verify that this is indeed a 2-linear representation, we need to verify that the rank function
of the matroid is properly defined. This happens if and only if the rank of every relevant sub-matrix of A∗ρ
is even. Since a proof by computer calculation would give little insight, we give a more constructive proof.
We will see when adding a block column of Iks results in a k-linear representation of a new matroid, which
will show that A∗ρ is not a 2-linear representation over fields with characteristics 3 or 5.
Proof of Lemma 4.1. As ρ is fixed-point free, by Theorem 3.4 the rank function is properly defined for the
restriction to
{
1, 2, 3, e(1) , ..., (−k)(3)
}
, and that restriction is Q3(Q8). So we are left with checking subsets
which contain O. Ranks of some subsets are easily shown to be integers, e.g., for any g ∈ Q8 we have
rank

I2 0 I20 I2 I2
0 0 I2

 = rank

I2 −I2 I20 ρ(g) I2
0 0 I2

 = 6.
So r({1, 2, O}) = r(
{
1, g(1), O
}
) = 3 ∈ N. Also, for gi 6= gj in Q8, we know from Theorem 3.4
that rank

−I2 −I2ρ(gi) ρ(gj)
0 0

 = 4, because r({g(1)i , g(1)j
}
) = 2 in the Dowling geometry. It follows that
rank

−I2 −I2 I2ρ(gi) ρ(gj) I2
0 0 I2

 = 6. Thus, r({g(1)i , g(1)j , O
}
) = 3 ∈ N in QNF3 (Q8).
It remains to verify that the ranks of
I)

−I2 0 I2ρ(gi) −I2 I2
0 ρ(gj) I2


,
II)

 0 −I2 I20 ρ(g) I2
I2 0 I2


,
are even, since the rest follows by permutation of the row/column blocks.
For case II we see that
rank

 0 −I2 I20 ρ(g) I2
I2 0 I2

 = 2 + rank(ρ(e) − ρ(−g)),
where −g denotes −e · g. As ρ is fixed-point free, we see, by Observation 2.6, that
rank(ρ(e) − ρ(−g)) =
{
0 g = −e
2 otherwise.
(1)
For case I, we get that
rank

−I2 0 I2ρ(gi) −I2 I2
0 ρ(gj) I2

 = 4 + rank(I2 + ρ(gj) + ρ(gjgi)).
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Since ρ(gj), ρ(gjgi) ∈
{
±
(
1 0
0 1
)
,±
(
ζ4 0
0 −ζ4
)
,±
(
0 1
−1 0
)
,±
(
0 ζ4
ζ4 0
)}
, it is easy to see that
I2 + ρ(gj) + ρ(gjgi) =
(
a+ bζ4 c+ dζ4
−c+ dζ4 a− bζ4
)
with a, b, c, d ∈ N and (|a|+ |b| + |c|+ |d|) ∈ {1, 3} (it is
1 if gj = −e, gi = −e, or gjgi = −e, and 3 otherwise). Therefore,
det(I2 + ρ(gj) + ρ(gjgi)) = a
2 + b2 + c2 + d2 6= 0 mod 7.
So rank(I2 + ρ(gj) + ρ(gjgi)) = 2, as desired.
Remark 3. Notice that if we tried to define the same multi-linear representation A∗ρ in characteristic 3 (by
defining ρ : Q8 → F9 in a similar way), the assignment a = b = c = 1 would give us rank(I2 + ρ(gj) +
ρ(gjgi)) = 1. In characteristic 5 this would happen for, e.g., a = 2, b = 1. Therefore, this proof does not
work in these characteristics. Indeed, in these characteristics the matrix A∗ρ is not a 2-linear representation
of a matroid.
Now the restriction to
{
p1, p2, p3, e
(1), ..., (−k)(3)
}
, by Theorem 3.4, is Q3(Q8). And direct calculation
shows that the restriction to
{
p1, p2, p3, (−e)
(1), (−e)(2), (−e)(3), O
}
is the non-Fano matroid, e.g.,
r(
{
p1, (−e)
(2), O
}
) = rank

I2 0 I20 −I2 I2
0 −I2 I2

 /2 = 2,
r(
{
(−e)(1), (−e)(2), (−e)(3)
}
) = rank

−I2 0 −I2−I2 −I2 0
0 −I2 −I2

 /2 = 3.
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