1. Introduction 1.1. Background and Definitions. Understanding which primes divide the Fermat numbers (i.e. numbers of the form 2 2 n + 1) has been a question of interest for nearly four centuries. Progress toward answering this question has been made with the tools of arithmetic dynamics, a field whose objective is to study the behavior of dynamical sequences {a n } that are defined by a n = φ(a n−1 ) for some choice of a zeroth term a 0 ∈ Z and a polynomial φ ∈ Z[x]. In the case of the Fermat numbers, the relevance of arithmetic dynamics is evident, because the sequence {a n } of Fermat numbers can be expressed in recursive form as a 0 = 3 and a n = φ(a n−1 ), where φ ∈ Z[x] is given by φ(x) = x 2 − 2x + 2. Although it is difficult to give explicit descriptions of the primes that divide the terms of dynamical sequences, we may still be able to obtain qualitative results regarding the distribution of these prime factors in the set of all primes. In particular, given a choice of a 0 ∈ Z and φ ∈ Z[x], we may attempt to determine the natural density nd(φ, a 0 ) of the set P φ (a 0 ) = {prime p : p | a n for some n ≥ 0} as a subset of the set of all primes, where nd(φ, a 0 ) is defined by the limit nd(φ, a 0 ) = lim sup x→∞ |{p ∈ P φ (a 0 ) : p ≤ x}| |{prime p ≤ x}| .
In [5] and [6] , Odoni showed that nd(φ, a 0 ) = 0 when the Galois groups G n (φ) of iterates φ n of φ satisfy the equality lim n→∞ |{g ∈ G n (φ) : g fixes at least one root of φ n }| |G n (φ)| = 0.
In the case of Sylvester's sequence, which is the sequence {a n } obtained by taking a 0 = 2 and φ(x) = x 2 − x + 1, Odoni proved that nd(φ, 2) = 0 by showing that for each n we have G n (φ) ≃ Aut(T n ), where T n is the complete, rooted binary tree of height n. To obtain this result for Sylvester's sequence, Odoni expressed T n as the tree T n (φ, 0) of iterated preimages of 0 under φ (our notation for a preimage tree of height n is T n ("function","root")). More precisely, taking φ 0 (x) = x and φ −n (x) = φ −1 (φ −(n−1) (x)) for each n ≥ 1, we can construct a complete binary tree T (φ, 0) of infinite height rooted at 0 such that the nodes on level i are the elements of φ −i (0) and such that for each y ∈ φ −i (0), the parent of y in level i−1 is φ(y) ∈ φ −(i−1) (0). We may then take T n (φ, 0) to be the complete, rooted binary subtree of T (φ, 0) obtained by deleting all levels of T (φ, 0) beyond level n. As a consequence of Odoni's success with Sylvester's sequence, it is natural to study maps of the form G n (φ) → Aut(T n (φ, 0)), which are called arboreal Galois representations, for various choices of φ ∈ Z [x] .
In [3] and [4] , Jones and Manes consider a more general situation. Let K be a global field (i.e., an algebraic number field or function field), let φ ∈ K(x) be a rational function of degree d ≥ 2 (the case of d = 1 is well-studied), and let α ∈ P 1 (K) (the projective line of the field K). Furthermore, consider only those pairs (φ, α) such that the equation φ n (x) = α has d n distinct solutions for each n. Then the tree T (φ, α) of iterated preimages of α under φ is complete and d-ary, and its nodes are elements of the separable closure K sep of the field K. We observe that the elements of the absolute Galois group Gal(K sep /K) induce tree automorphisms of T (φ, α), so we obtain a homomorphism
which is again an arboreal Galois representation. Define G(φ, α) := im ρ. Notice that G n (φ, α) = Gal(K(φ −n (α)) is the quotient of G(φ, α) by the equivalence relation a ∼ b if a and b act in the same way on T n (φ, α). Thus, we may view G(φ, α) as the limit of the inverse system {G n (φ, α)}. It suffices to take α = 0: if g(x) = x + α, then we have the equality of Galois groups
, so we may replace φ with g −1 • φ • g and α with 0. We then write T (φ, 0) as T (φ) and G(φ, 0) as G(φ) for short. In light of Odoni's result for Sylvester's sequence, it is natural to try to characterize the structure of G(φ) as a subgroup of Aut(T (φ)).
1.2. Main Results. In this paper, we extend work of Jones and Manes (see [3] and [4] ) on describing the group G(φ) for various choices of rational functions φ ∈ K(x). Particularly, we consider the following two cases for which the structure of G(φ) is not fully understood.
Problem (1):
The sequence {a n } defined by a 0 = 0 and a n = φ(a n−1 ) is periodic. (Actually, we want to study this problem for arbitrary a 0 ∈ K. Nonetheless, if a 0 = 0, we may conjugate φ by g(x) = x + a 0 to set a 0 = 0.) Problem (2): The function φ commutes with a nontrivial Möbius transformation that fixes the root α = 0 of the tree T (φ, α).
As exemplified by Odoni's work, understanding the structure of G(φ) may be useful for obtaining zero-density results for P φ (a 0 ). In [3] , Jones describes a stochastic method that can in some cases translate results about the size of G(φ) into zero-density results for P φ (a 0 ). One key step in Jones' stochastic method is to find "natural" subgroups N(φ) ⊂ Aut(T (φ)) that satisfy G(φ) ⊂ N(φ) and [N(φ) : G(φ)] < ∞. By "natural," we mean subgroups whose action on T (φ) can be stated explicitly in the language of tree automorphisms, without any reference to elements of G(φ). In the case of Sylvester's sequence, the desired subgroup N(φ) happens to be Aut(T (φ)) itself. But it is easy to show that in the two problems enumerated above, [Aut(T (φ)) : G(φ)] = ∞. Consequently, one of our objectives in describing G(φ) is to find and test candidates for the group N(φ) when φ belongs to either of the two problems enumerated above.
The rest of the paper is organized as follows. Section 2 discusses our results regarding Problem (1) above. The primary results proved in Section 2 are as follows. We first show that G(φ) is a small subgroup of the stabilizer Stab(φ) ⊂ Aut(T (φ)) of the branch whose nodes are precisely the terms of the sequence {a n }, thereby resolving a question of Jones stated in [3] .
be the group of automorphisms of T (φ) that act in the same way on the subtrees rooted at a r and a s whenever r ≡ s modulo the period of the sequence. For the family φ ∈ Z[x] defined by φ(x) = x 2 + kx, we obtain the following characterization of G(φ).
Theorem (Theorems 5 and 6). If k ∈ Z \ {−2, 0, 2, 4} and
On the other hand, if k ∈ {−2, 0, 2, 4}, then [G ′ (φ) : G(φ)] = ∞, but for each k we can compute a valid possibility for N(φ).
We obtain a similar but more restricted result in the case when φ(x) = x 2 − (k + 1)x + k. Sections 3 and 4 treat our results regarding Problem (2) above. In Section 3, we first prove the following general lemma about centralizers of subgroups of Aut(T ) for infinite d-ary trees T .
Lemma (Lemma 12). Let H ⊂ Aut(T ) be a subgroup, and let C denote the centralizer of H in Aut(T ). Then the Hausdorff dimension (see Definition 1) of C in Aut(T ) is at most m(i)/d i for each i, with equality when the action of H on the vertices of level i is free.
This lemma leads to a proof of Conjecture 3.5 of [3] . Define C(φ) ⊂ Aut(T (φ)) to be the centralizer of the group A(φ) of Möbius transformations that commute with φ and fix 0 (the group A(φ) embeds into Aut(T (φ))). Then following theorem tells us that C(φ) is in general a small subgroup of Aut(T (φ)) and may therefore be a viable candidate for N(φ).
In Section 4, we present progress made toward a proof of Conjecture 1.3 of [4] , a restricted version of which states that [C(φ) : G(φ)] < ∞ when K = Q and φ is a quadratic rational function of the form
where k ∈ Z. In [4] it is shown that [C(φ) : G(φ)] is finite when a certain sequence {δ n (k)} contains no squares. Our first result extends a lower bound from [4] 
6 , the sequence {δ n (k)} contains no squares. Thus, when φ(
The lower bound of 10 6 on k-values was proven by reducing δ n (k) modulo various primes. Our final results in Section 4 explore an algebraic method of showing that δ n (k) is not a square. We use this method to show that if 2 ≤ n ≤ 10, then δ n (k) is not a square. The obstacle toward generalizing this result to larger values of n is the subject of Conjecture 23, which asserts the existence of a polynomial in k with integer coefficients whose square agrees with δ n (k) for all terms with degree m satisfying
. If Conjecture 23 holds, then we obtain the following result.
Theorem (Theorem 24). Suppose Conjecture 23 holds. Then for each n, we have that δ n (k) is not a square for all but finitely many k.
2.
When the Sequence {a n } is Periodic 2.1. The Size of the Stabilizer of {a n }. Suppose that φ m (0) = 0 for some positive integer m. Consider the sequence {a n } defined by a 0 = 0 and a n = φ(a n−1 ). Clearly the sequence {a n } is periodic, since a m = 0 = a 0 , and its elements belong to K. Also, notice that a i ∈ φ i−m (0) for each i ∈ {0, . . . , m − 1}. Thus, in the tree T (φ), the sequence {a n } appears as an infinitely long descending branch, but in the reverse order given by
We now define Stab(φ) to be the stabilizer of the action of Aut(T (φ)) on this branch. It is clear that G(φ) ⊂ Stab(φ) because the elements of G(φ) must fix elements of K. According to [3] , it is hoped that G(φ) is often a large subgroup of Stab(φ); i.e., it is hoped that the index [Stab(φ) : G(φ)] is finite for many possibilities of φ, so that we could take N(φ) = Stab(φ) for these functions φ. One way of checking this is to study the Hausdorff dimension of G(φ) in Stab(φ), which is defined as follows.
Definition 1 (Equation (1) of [1] ). Let T be a complete rooted d-ary tree of infinite height, and for each n ∈ N let T n denote the subtree of height n whose root is that of T . The Hausdorff dimension hd(H, G) for a subgroup H in a group G ⊂ Aut(T ) is given by
where for each n we denote by H n and G n the quotients of H and G, respectively, by the equivalence relation a ∼ b if a and b act in the same way on T n .
To check if a subgroup H of a group G ⊂ Aut(T ) has infinite index in G (i.e. Proof. Suppose n ≥ m. For each n, we write G n (φ) for the Galois group of the n th iterate of φ and Stab n (φ) for the quotient of Stab(φ) by the equivalence relation a ∼ b if a and b act in the same way on T n (φ). We first compute | Stab n (φ)|. Notice that the elements of Stab n (φ) can be enumerated as follows: Stab n (φ) is the product over all i ∈ {1, . . . , n} of the groups A i of all automorphisms of the forest of d − 1 subtrees of T n (φ) rooted at the children of a i−1 other than a i . It is easy to see that
We then have that
We next compute an upper bound on |G n (φ)|. For each n, define G ′ n (φ) ⊂ Stab n (φ) to be the group of automorphisms of T n (φ) that act in the same way on the subtrees rooted at a r and a s whenever r ≡ s (mod m). It is clear that
We then compute the Hausdorff dimension hd(G ′ (φ), Stab(φ)) in Stab(φ) as follows.
Remark. It follows from Proposition 2 that [Aut(T (φ)) : G(φ)] = ∞ for φ satisfying the conditions of Problem (1), as stated in Section 1.
The Size of G(φ) as a Subgroup of G ′ (φ). One question that arises from the proof of Proposition 2 is whether [G
is finite, a situation that would allow us to take N(φ) = G ′ (φ). Restricting to the case of K = Q, we provide an example of when [G ′ (φ) : G(φ)] is in fact equal to 1.
Example 3. Take K = Q and φ(x) = x 2 + x ∈ Q(x). Then, m = 1 and we have
, where T ′ n (φ) denotes the subtree of T n (φ) rooted at the "−1" child of the root of T n (φ). Observe that for each n ≥ 1 we have
we have an equality of Galois groups
But notice that ψ is precisely the polynomial corresponding to Sylvester's sequence, which was studied in [6] . Indeed, we have
From [6] , we know that for each n we have an isomorphism
. It follows that for each n ≥ 1 we have the equality, not just an injection,
In the case of K = Q, the method presented in Example 3 can be used to analyze the family of monic quadratic polynomial functions with integer coefficients, one of whose roots is 0 -i.e., functions of the form φ(
. We find that the following result from [2] is useful for studying rational functions of the form φ(x) = x 2 + kx.
Theorem 4 (Theorem 1.2 of [2] ). Let K = Q, and let φ(x) ∈ Z[x] be of the form
Using the first part of Theorem 4, we obtain the following result.
Theorem 5. Let K = Q, and let φ(x) ∈ Z[x] be of the form
from which we deduce that
and observe that we have the equality
It is natural to consider what can be deduced in the case that k ∈ {−2, 0, 2, 4}. If
is finite is more difficult to answer when k ∈ {−2, 2, 4}. The following result handles these three cases individually. Theorem 6. Let K = Q, and let φ(x) ∈ Z[x] be of the form
However, a valid possibility for N(φ) can be computed in each of these cases:
Proof. Much of the argument used to prove Theorem 5 still applies. Indeed, regardless of our choice of k, we have
2 − 2x, and conjugating φ by the Möbius transformation µ(x) = x + 1, we obtain ψ(x) = (µ
We then have the equality of Galois groups
Notice that the roots of the equation ψ n (x) = 1 are always real and that ζ 3·2 n+1 +ζ −1 3·2 n+1 is a root of ψ n (x) = 1 for each n, where ζ m is a primitive m th root of unity. Further observe that we have the inclusions
and that the degree of the composite extension is
Thus, we can compute the Hausdorff dimension of
We also have that G(φ) embeds with index 2 into the inverse limit of the system {Gal(
(2) Suppose k = 2. Then φ(x) = x 2 + 2x, and conjugating φ by the Möbius
We then have the equality of Galois groups G n (φ) = Gal(Q(φ −(n−1) (−2))/Q) = Gal(Q(ψ −(n−1) (−1))/Q). Thus, to determine G n (φ), it suffices to determine Gal(Q(ψ −(n−1) (−1))/Q), which is the Galois group of the polynomial x 2 n−1 +1. Notice that the Galois group of x 2 n − 1 is Z/2Z × Z/2 n−2 Z when n ≥ 2, and a splitting field for both polynomials x 2 n−1 + 1 and
. It follows that we have the isomorphism
for each n. Thus |G n (φ)| = 2 n−1 , and from the proof of Proposition 2 we have that |G
We also have that G(φ) is the inverse limit of the system {G n (φ)} ≃ {Z/2Z × Z/2 n−2 Z}. The inverse limit of the system
We then have the equality of Galois groups G n (φ) = Gal(Q(φ −(n−1) (−4))/Q) = Gal(Q(ψ −(n−1) (0))/Q). But observe that the nodes on the first level of the tree T (x 2 − 4x + 4, 0) are both valued at 2, which must be fixed by all elements of Gal(Q(ψ −(n−1) (0))/Q). So, we are actually interested in the behavior of Gal(Q(ψ −(n−1) (0))/Q) on the complete subtree rooted at one of these "2's." Conjugating ψ by the Möbius transformation ν(x) = x + 2, we obtain
Notice that the roots of iterates of θ(x) = x 2 − 2 are always real and that ζ 2 n+2 + ζ −1 2 n+2 is a root of the n th iterate of θ for each n. Further observe that we have the inclusions
and that the degree of the composite extension is [Q[ζ 2 n ] :
Thus, we compute the Hausdorff dimension of
We also have that G(φ) embeds with index 2 into the inverse limit of the system {Gal(Q[ζ 2 n ])} ≃ {Z/2Z × Z/2 n−2 Z}. The inverse limit of the system {Z/2Z × Z/2 n−2 Z} is Z/2Z × Z 2 , where Z 2 is the ring of 2-adic integers. This concludes the proof of Theorem 6.
Remark. In [3] , it is asked whether the index [Aut(T (φ)) : G(φ)] is finite for the function φ(x) = x 2 − 4x + 4. It follows from the proof of case (3) that [Aut(T (φ)) : G(φ)] = ∞. For this particular choice of φ, notice that we need to violate the assumption that the n th iterate of φ has 2 n roots for each n.
It remains to be shown whether the stochastic methods discussed in [3] can be extended to obtain zero-density results for P φ (a 0 ) when the forward orbit of 0 under φ is periodic. If such a generalization is possible, then Theorems 5 and 6 can be utilized to obtain zero-density results for P φ (a 0 ) in the case of φ(x) = x 2 + kx. Nevertheless, the fact that x 2 + kx is conjugate to x 2 − kx + k taken together with the fact that we already have zero-density results for P φ (a 0 ) when φ(x) = x 2 − kx + k (see the second part of Theorem 4) suggests that it may be easy to deduce zero-density results for the family of functions φ(x) = x 2 + kx, where k ∈ Z. Indeed, we now state and prove that nd(φ, a 0 ) = 0 for this family.
Theorem 7. Let K = Q, and let φ(x) ∈ Z[x] be of the form
Then for all a 0 ∈ Z, we have that nd(φ, a 0 ) = 0.
Proof. Observe that φ n (x) factorizes over the integers as
Fix a 0 ∈ Z. Let P ′ φ (a 0 ) be the set of all p ∈ P φ (a 0 ) such that p | φ i (a 0 ) + k for some i ∈ N, and fix p ∈ P ′ φ (a 0 ). Also, let µ be the Möbius transformation defined by µ(x) = x−k, and define
, which implies that p ∈ P ψ (a 0 + k), and so P ′ φ (a 0 ) ⊂ P ψ (a 0 + k). But, as observed in the proof of Theorem 5, ψ(x) = x 2 − kx + k, so by the second part of Theorem 4, P ψ (a 0 + k) has density 0 in the set of all primes. It follows that P ′ φ (a 0 ) has density 0 in the set of all primes. Now observe that if p | φ n (a 0 ) for some n ∈ N but p ∈ P ′ φ (a 0 ), then p | a 2 0 + ka 0 . Therefore, P φ (a 0 ) − P ′ φ (a 0 ) is a finite set, so because P ′ φ (a 0 ) has density 0 in the set of all primes, we have that nd(φ, a 0 ) = 0. Theorems 5 and 6 handle the family of functions φ(x) = x 2 +kx for k ∈ Z. A similar process may be used to analyze the family of functions φ(x) = x 2 −(k +1)x+k ∈ Z[x], for which d = 2 and m = 2 (recall with the family φ(x) = x 2 + kx, we had d = 2 and m = 1). We find that the following result from [2] is useful for studying rational functions of the form φ(x) = x 2 − (k + 1)x + k.
Theorem 8 (Theorem 1.2 of [2]
). Let K = Q, and let φ(x) ∈ Z[x] be of the form
Using Theorem 8, we obtain the following result, which notably bears more restrictions than its counterpart Theorem 5.
Theorem 9. Let K = Q, and let φ(x) ∈ Z[x] be of the form
Proof. In the proof of Proposition 2, we found that |G ′ n (φ)| = 2 2 n −2 n−2 −2 . It is in fact difficult to compute |G n (φ)| for each n. Observe that the vertices of level 1 are k and 1 and that the children of k (which live on level 2) are 0 and k + 1. Taking n > 2, we observe that automorphisms of T n (φ) that belong to G n (φ) are entirely determined by their actions on the complete subtrees rooted at the "1" vertex of level 1 and the "k + 1" vertex of level 2. But what makes |G n (φ)| difficult to compute is that perhaps for some φ we might have G n (φ) ≃ G n−1 (φ, 1) × G n−2 (φ, k + 1), even though we always have G n (φ) ⊂ G n−1 (φ, 1) × G n−2 (φ, k + 1). In the case where [G(φ, 1) × G(φ, k + 1) : G(φ)] < ∞, we may resolve this problem by simply replacing
, which is the inverse limit of the system {G n−1 (φ, 1) × G n−2 (φ, k + 1)}. Let µ be the Möbius transformation defined by µ(x) = x + 1. Then taking ψ = µ −1 • φ • µ, we have the equality of Galois groups
Denote by T ′ n (φ) the subtree of T n (φ) rooted at the "1" child of the root 0. Similarly, let ν be the Möbius transformation defined by ν(x) = x + (k + 1). Then taking π = ν −1 • φ • ν, we have the equality of Galois groups
Denote by T ′′ n (φ) the subtree of T n (φ) rooted at the "k + 1" child of the level 1 vertex
Let the inverse limit of the system {Aut(T ′ n (φ)) × Aut(T ′′ n (φ))} be A ′ (φ). Then consider the inverse systems
It follows by the multiplicativity of the group index that [G ′ (φ) :
In light of Theorem 9, it is again natural to wonder what can be deduced in the case that k ∈ {−1, 1, 2}. The question of whether [G ′ (φ) : G(φ)] is finite is more difficult to answer when k ∈ {−1, 1, 2}, because we cannot simply rely on Theorem 8. Although it is not easy to obtain an analogue of Theorem 6, we can at least show that the cases of k = ±1 are equivalent. Indeed, if we denote by φ − and φ + the polynomials φ − (x) = x 2 − 1 and φ + (x) = x 2 − 2x + 1, then one can check that G(φ + ) = G(φ − ) = G(φ − , 1).
The Size of the Centralizer of G(φ)
We now consider the case where φ commutes with a nontrivial Möbius transformation that fixes 0. Let A(φ) be the group of all such Möbius transformations (together with the identity). Observe that A(φ) ֒→ Aut(T (φ)), and let C(φ) be the centralizer of A(φ) in Aut(T (φ)). Further observe that G(φ) ⊂ C(φ). To test whether C(φ) is a useful candidate for N(φ), we want to show that C(φ) is a small subgroup of Aut(T (φ)). In this regard, it is conjectured in [3] that the index [Aut(T (φ)) : C(φ)] is infinite.
Conjecture 10 (Conjecture 3.5 of [3]). When
In [4] , Conjecture 10 is proved to be true for quadratic rational functions that have the form
The method used in [4] is to show that the Hausdorff dimension (recall Definition 1) of C(φ) in Aut(T (φ)) is less than 1. We now modify and extend this method to prove Conjecture 10 in the general case. Let T n be a complete rooted d-ary tree of height n, and for each i ∈ {0, . . . , n} let T i denote the subtree of height i whose root is that of T n . We extend Proposition 4.1 of [4] , which relates the centralizers of some subgroups of Aut(T n ) to automorphism groups of smaller trees in the case where d = 2, as follows.
Proposition 11. Fix i ∈ N and a subgroup H ⊂ Aut(T n ), and let C i ⊂ Aut(T i ) be the centralizer of H| T i = {g| T i : g ∈ H} ⊂ Aut(T i ). Consider the natural map C n → C i defined by restriction. Then there is an injective homomorphism
where m(i) is the number of orbits in the action of H on the vertices of level i. Moreover, h is an isomorphism if the action of H on the vertices of level i is free.
Proof. Let the vertices of level i be denoted x 1 , . . . , x d i . Suppose the action of H on {x 1 , . . . , x d i } has orbits O 1 , . . . , O m(i) , and pick a representative y k ∈ O k for each k ∈ {1, . . . , m(i)}. Define the map h as
where for each k ∈ {1, . . . , m(i)} we denote by T y k the complete d-ary subtree of T n rooted at y k (each T y k has height n − i, so each τ | Ty k can be viewed as an element of Aut(T n−i )). It is clear that h is a homomorphism; i.e., we have
We now show that h is injective. Suppose τ ∈ ker(h); i.e., τ ∈ ker(C n → C i ) acts by the identity on each of the trees T y k . By definition, τ (g(x)) = g(τ (x)) for any g ∈ H and x ∈ T n , since τ ∈ C n . If x ∈ T y k for any k, then we also have that τ (g(x)) = g(x). Now suppose y ∈ T x j for some j ∈ {1, . . . , d i }, and suppose x j ∈ O k . Since the action of H on O k is transitive, there exists g ∈ H such that g(x j ) = y k . Observe that g(y) ∈ T y k , so τ (y) = τ (g −1 (g(y))) = g −1 (g(y)) = y. Since τ ∈ ker(C n → C i ), we have that τ also fixes T i . It follows that τ = id, so h is injective.
Suppose the action of H on the vertices of level i is free. We then show that h is surjective. Take a list of automorphisms
Define τ ∈ Aut(T n ) as follows. Because the action of H on the vertices of level i is free, for each j ∈ {1, . . . , d i } there exists a unique g j ∈ H such that g j x j ∈ {y 1 , . . . , y m(i) }. Then let τ | T i−1 = id, and if
It is clear that τ is a well-defined tree automorphism, so indeed τ ∈ Aut(T n ). We now check that τ ∈ C n ; i.e., we check that g
, as desired. We finally notice that τ ∈ ker(C n → C i ) because τ | T i acts by the identity.
Remark. Proposition 4.1 of [4] handles the case where d = 2, i = 1, and H is generated by an involution that swaps the vertices of level 1.
The isomorphism of Proposition 11 may seem easy to deal with in the case that H acts simply transitively on the vertices of level i. In this regard, it is natural to want to describe the subgroups of Aut(T n ) that act simply transitively on the vertices of level i for some i, but there are some obstacles to doing so. Indeed, suppose H acts simply transitively on the vertices of level i. Then it is not necessarily true that the image of H under the restriction map from Aut(T i ) to Aut(T i−1 ) acts simply transitively on the vertices of level i − 1. As an example, take H to be the dihedral group of order 8, and let d = 2 and i = 3. Now let T be a complete rooted d-ary tree of infinite height, and for each n ∈ N let T n denote the subtree of height n whose root is that of T . Proof. The Hausdorff dimension hd(C, Aut(T )) of C in Aut(T ) is given by the limit hd(C, Aut(T )) = lim
because C n is the restriction of C to T n for each n. Notice that
Next, from Proposition 11, we deduce that
We compute the order of the product of automorphism groups Aut(T n−i ) m(i) to be
Thus, we obtain an upper bound on |C n | since the restriction map C n → C i is a surjection, namely
Combining our results, we compute an upper bound on the Hausdorff dimension of C, namely
Remark. Lemma 12 is surprising, because the bound on hd(C, Aut(T )) holds for each i ∈ N. As a consequence, we have that m(i + 1) = d · m(i) when the action of H on the vertices of levels i and i + 1 is free. This consequence may be readily verified in a given example.
The following is an example that demonstrates how Lemma 12 may be used to resolve Conjecture 10.
, where a ∈ Q >0 and ζ n is a primitive n th root of ±1 (for n > 1). Proposition 22 and Lemma 12 may be used to study rational functions φ n (x) ∈ K(x) defined as follows:
Notice that φ n commutes with the Möbius transformation m n defined by m n (x) = ζ n x, and also observe that m n (0) = 0 for all n. Consider the nontrivial subgroup A ′ (φ n ) ⊂ A(φ n ) generated by m n , and notice that A ′ (φ n ) acts simply transitively on level 1 of T . We have that the centralizer
We now use the method presented in Example 13 to prove Conjecture 10.
Proof. Since A(φ) is nontrivial, there exists a nontrivial Möbius transformation µ fixing 0 that commutes with φ. Because µ is a nontrivial Möbius transformation, there can only exist one more fixed point of µ. Let the (nontrivial) subgroup of A(φ) generated by µ be denoted A ′ (φ). If we assume (as we have previously stated) that φ n has d n distinct roots for each n, then since there exists i such that d i > 2, the action of A ′ (φ) on the vertices of row i must be nontrivial; i.e., the number of orbits m(i) of the action of A ′ (φ) on the vertices of level i is strictly less than d i . Thus, by Lemma 12, the Hausdorff dimension of the centralizer
The Size of G(φ) as a Subgroup of C(φ)
We retain the setting of Section 3; i.e., φ commutes with a nontrivial Möbius transformation that fixes 0. Theorem 14 provides evidence that C(φ) is a small subgroup of Aut(T (φ)). But to check that C(φ) is valid candidate for N(φ), we want to show that [C(φ) : G(φ)] < ∞. To further simplify the situation, we restrict to the case of d = 2. As shown in [4] , it then suffices to consider functions φ that have the form
We further restrict to the case of K = Q and k ∈ Z. In this case, Conjecture 3.9 of [3] takes the following form.
Conjecture 15. Let φ(x) ∈ K(x) be a rational function of the form
The question of resolving Conjecture 15 reduces to a seemingly unrelated question regarding squares in sequences. Let the pair of polynomials (δ n (k), ε n (k)) be given by the recursion
(Notice that δ n (k) and ε n (k) are indeed polynomials for all n because of the values assigned to δ 1 (k), ε 1 (k).) Jones and Manes then obtain the following result.
Theorem 16 (Theorem 5.3 of [4] ). Let φ(x) ∈ K(x) be a rational function of the form
If for all n ≥ 2 we have that
It is thus our objective to prove that δ n (k) is not a square for all n and k. We now discuss two methods of achieving this objective, namely a congruence method and an algebraic method.
4.1. Congruence Method. In [4] , congruence methods are used to make progress toward this objective. Indeed, Jones and Manes obtain the following result by reducing δ n (k) modulo the primes 2, 3, 5, and 7.
Theorem 17 (Theorem 5.8 of [4] ). If one of the following congruences hold, then δ n (k) is not a square for all n:
• k ≡ 1 (mod 2),
In [4] it is shown using such congruence methods that if δ n (k) is a square in Z for some n, k, then k > 10, 000. The method of reducing modulo various primes also results in the following useful theorem.
Theorem 18 (Theorem 5.8 of [4] ). For all odd n we have that δ n (k) is not a square for all k.
It is possible to obtain a result analogous to Theorem 17 for every prime, and using an exhaustive search, we can find the congruence classes of k modulo a given prime for which k is such that δ n (k) is not a square. So, we may extend Theorem 17 as follows.
Theorem 19. If one of the following congruences hold, then δ n (k) is not a square for all n. It follows that δ n (k) is not a square for all 1 ≤ |k| ≤ 10 6 .
Suppose the second statement holds for all n ≤ m where m ≥ 1, and set n = m + 1 in the above equation. Then, the right-hand-side of the above equation is easily seen to be such that each term has even degree, so each term of δ m+1 (k) has even degree. Thus, the second statement holds by induction.
Remark. It follows from the second statement in Lemma 21 that we need only consider positive k in our search for squares in the sequence {δ n (k)}.
We have now provided a partial characterization of δ n (k) and ε n (k). The following result is a more general statement about polynomials and is not specific to case of δ n (k).
Proposition 22. Let p(k) ∈ Z[k] be a polynomial of degree 2 n whose coefficients are nonnegative and whose leading coefficient is a square. Further suppose that the degree of each term in p(k) is even. We write p(k) as
Then there exists a unique polynomial q(k) ∈ Q[k] that satisfies the following properties:
(1) The degree of q(k) is 2 n−1 , and the degree of each term in q(k) is even.
Proof. We will first compute a polynomial q(k), from which we will obtain q(k). Suppose that q(k) satisfies conditions (a) and (b) above and that q(k) satisfies the following modified version of condition (c): If ck m is a term of q(k) 2 such that 2 n−1 ≤ m ≤ 2 n , then c = a m . Then, we can express q(k) as
By squaring this expression of q(k), we find that b 2 n−1 = √ a 2 n ∈ Z >0 . Condition (c) above implies that a 2 n −2 = 2b 2 n−1 b 2 n−1 −2 , and since b 2 n−1 > 0, we obtain a unique rational solution for b 2 n−1 −2 . Similarly, condition (c) implies that we have the following equality for each m ≥ 1:
which is a linear equation in b 2 n−1 −2m . By inducting on m, we find that b 2 n−1 −2m has a unique rational solution for each m. We have thus uniquely determined the coefficients b 0 , . . . , b 2 n−1 of q(k), and so we have uniquely determined q(k).
Suppose r(k) = p(k) − q(k) 2 is such that its leading coefficient is nonnegative. Then take q(k) = q(k) − (b 0 − ⌊b 0 ⌋). Notice that the constant term of q(k) is an integer, so condition (d) is satisfied. Clearly we have the inequality q(k) 2 ≤ p(k) for sufficiently large k. Moreover, q(k) + 1 2 − p(k) is a polynomial of degree 2 n−1 with positive leading coefficient, so for sufficiently large k, we have the other inequality p(k) < q(k)+1 2 . On the other hand, suppose r(k) is such that its leading coefficient is negative. Then take q(k) = q(k) − (b 0 − ⌈b 0 − 1⌉). Clearly we have the inequality
is a polynomial of degree 2 n−1 with negative leading coefficient, so for sufficiently large k, we have the other inequality q(k) 2 < p(k). We now establish uniqueness of q(k). Condition (c) above uniquely determines all but the constant term of q(k). And if q(k) had a different constant term (which condition (d) stipulates must be an integer), condition (e) would fail to hold. Thus, q(k) is uniquely determined by the conditions in the proposition.
By Lemmas 20 and 21, we have that δ n (k) satisfies the conditions imposed upon the polynomial p(k) in the statement of Proposition 22 when n ≥ 2. Fixing n ≥ 2 and taking p(k) = δ n (k), we obtain a unique polynomial q(k) from Proposition 22 satisfying the following conditions:
(1) The degree of q(k) is 2 n−1 , and the degree of each term in q(k) is even. In this case, the coefficients of q(k) may not be integers, although computing q(k) for n = 2, . . . , 10 suggests that q(k) may indeed have integer coefficients for all n. Consequently, we pose the following conjecture.
Conjecture 23. Fix n ≥ 2. Then the associated polynomial q(k) obtained by taking p(k) in Proposition 22 to be δ n (k) has integer coefficients.
Using Conjecture 23, we obtain the following result.
Theorem 24. Fix n ≥ 2, and suppose that Conjecture 23 holds. Then δ n (k) is not a square for all but finitely many k.
Proof. By Theorem 18, we may restrict to the case of n even. We claim that low(δn) 2 is odd. Indeed, since we took n to be even, we can write n = 2m for some m ≥ 1, and so by Lemma 20, we have that low(δ n ) 2 = 1 2 Let k be so large so that conditions listed in the statement of Proposition 22 hold, and notice that q(k) ∈ Z (by the assumption that Conjecture 23 holds), and assume temporarily that δ n (k) is a square for more than 2 n−1 values of k. By interpolating, it follows from condition (5) that q(k) 2 = δ n (k), where this equality is an equality of polynomials. So, low(δn) 2 = low(q), and by condition (1), we have that low(q) is even. We now have contradictory results regarding the parity of low(δn) 2
, so our temporary assumption is false and δ n (k) is not a square for all but finitely many k.
Remark. It follows from the proof of Theorem 24 that the polynomial δ n (k) is not the square of a polynomial (this statement does not depend on Conjecture 23).
It is easy to show that the leading coefficient of δ n (k) is given by 2 2 n−1 , from which it follows that only obstacle to proving Conjecture 23 is whether there are "enough" factors of 2 in computing the coefficients of q(k) for q(k) to have integer coefficients. But even if Conjecture 23 is false, the method of "sandwiching" δ n (k) between consecutive squares can be used to obtain the following result. The proof is analogous to that of Theorem 24.
Theorem 25. Fix n ≥ 2. Let S denote the set of nonzero integers such that q(k) ∈ Z whenever k ∈ S (observe that S is an infinite set with positive density in Z). Then there exist at most finitely many k ∈ S such that q(k) is a square.
In Theorem 25, the set S contains numbers that are divisible by some large power of 2. Thus, Theorem 25 provides evidence that δ n (k) is not a square even when k is even (which Theorem 19 was not able to do).
Open Problems
In the case where the sequence {a n } defined by a 0 = 0 and a n = φ(a n−1 ) is periodic, the case of d > 2 has not yet been studied. Moreover, it remains to be studied for a wider selection of rational functions φ whether the index [G ′ (φ) : G(φ)] is finite. Similarly, in the case where φ commutes with a nontrivial Möbius transformation that fixes 0, it is yet to be determined whether [C(φ) : G(φ)] is finite for all rational functions φ of the form φ(x) = k(x 2 +1) x , and the situation where d > 2 has not yet been studied.
