Confocal microscopy is a potentially powerful technique for obtaining equation-of-state (EOS) data for fluids in a diamond anvil cell. Unlike conventional microscopy, a confocal microscope scans the cell in three dimensions. From the intensity profile of the reflected laser light, we calculated the index of refraction and optical thickness of the sample contained in the cell. These measurements, combined with the cross-sectional area of the sample, enabled us to calculate the volume. As a test of the experimental technique and analysis, we produced a pressure-volume curve for liquid water at 300 K. The results agree with published EOS data within experimental error.
Introduction

A. Diamond Anvil Cell
Diamond anvil cells (DACs) are used extensively in high pressure physics [1] . In a DAC, two opposing diamond anvils generate large pressures (Fig. 1) . Between the two diamonds is a metal gasket, usually steel. A small hole is drilled in the gasket, typically a few tens or hundreds of micrometers in diameter. The depth of the hole varies, but is typically smaller than the diameter. The hole is filled with a hydrostatic medium, such as alcohol, liquid nitrogen, or liquid helium. Tightening the screws produces pressures up to several hundred gigapascals, depending on the design of the cell. The pressure is calibrated using the well-established ruby fluorescence method [1] .
Diamonds are mostly transparent to visible, ultraviolet, and infrared light [2] , making them ideal for studies of optical changes of materials under large pressures. In the present work, we use this fact to obtain high-quality images of a fluid in a DAC and measure its volume accurately. As discussed in Subsection 1.B, while techniques such as x-ray diffraction are useful for solid crystals, fluid volumes are much more difficult to measure. Confocal microscopy may therefore prove an important technique for determining equations of state for optically transparent fluids.
B. Measuring Volume
The relative change in volume of solids under pressure is measured to very high accuracy by x-ray diffraction (XRD). XRD measures the lattice spacing of the atoms in the crystal to 0:001 Å [3] . However, it will not work on fluids, and it does not give the absolute volume of the sample.
Optical methods are well suited to DACs, since diamonds are transparent. The faces of the diamonds form a Fabry-Perot interferometer [4, 5] . FabryPerot measurements yield the product of thickness and refractive index, nd, so a way of measuring the index or the thickness separately must be determined. One method is to analyze monochromatic rings formed by the reflection of the laser between the diamond faces [4] . The radii of successive rings can be used to determine the refractive index.
However, these rings are distorted by the ruby chip in the hole and by the distortion of the diamonds under pressure. Another method is to obtain the index of refraction by measuring the reflected intensities from the air-diamond and diamond-sample interfaces [5] . This method is similar to the method described in Section 2.
Confocal microscopy offers several advantages over those methods described above. First, the ability to obtain 3D images could prove important for heterogeneous samples. Second, the index n, area A, and thickness d are determined from a single experiment. Finally, the technological maturity of confocal microscopy allows for reliable and fast measurements.
C. Confocal Microscopy
Confocal microscopy was first developed by Minsky in 1957 [6] . A confocal microscope focuses laser light onto a sample through the objective lens. The light is reflected back through the objective, into a tube lens, and then through a pinhole located at the focus of the tube lens. Light that passes through the pinhole is collected by a detector (Fig. 2) .
A confocal microscope images a single point at the focus of the objective. A system of motors and mirrors scans the laser over the volume of the sample. The result is a stack of two-dimensional (2D) images that can be assembled into a three-dimensional (3D) reconstruction. Confocal microscopes are often used, for example, by biologists to produce 3D images of cellular structures.
When used to scan a diamond anvil cell, the image stack clearly shows the cross-sectional area of the cell. Reflections from the laser are most intense at the interfaces of the cell (diamond-air or diamond-sample). As shown in the following sections, this reflected intensity profile allows measurements of the optical thickness of the sample and its refractive index.
Reflected Intensity Profile
The reflected intensity is defined as the power of reflected light that passes through the pinhole. As the laser scans along the z axis of the DAC, the reflected intensity changes. Some distance away from an interface (diamond-air, diamond-sample) the reflected intensity is nearly zero. As the laser focus gets closer to an interface, the reflected intensity increases, reaching a maximum when the laser is focused on the interface. The reflected intensity profile has four peaks, one for each interface of the cell.
We calculate the reflected intensity profile by modeling the incident laser as a Gaussian beam [7] . The beam has the following parameters: an incident power P, a Rayleigh range R, a beam waist w, and a focus position z. The Gaussian beam will reflect from the interface and be refracted through the objective and tube lenses. The thin-lens equations for Gaussian beams are [8] 
Here, d o and d i are object and image distances, respectively. The "object" is the waist of the beam incident on the lens and the "image" is the waist of the beam after passing through the lens. f is the focal length of the lens. R o and R i are the Rayleigh ranges of the beams. w o and w i are the beam waists. The beam exits the objective and then encounters an interface located at z i . The interface has a reflection coefficient Q i and, so, the reflected beam has a power PQ i . Reflection does not change the beam waist or the Rayleigh range, but the focus is now located at 2z i − z (taking the waist as an object, the image distance is equal to the object distance).
The reflected beam now enters the objective lens. The objective lens has a focal length f 1 and is located at z þ f 1 . Approximating the objective as a thin lens, we use the thin-lens laws to get the new beam parameters
where z 1 is the new beam focus, R 1 the new Rayleigh range, and w 1 the new beam waist.
The new beam then passes through the tube lens, which is located at L − f 2 . Applying the thin-lens laws again, we get for the final beam parameters
where
When the focus is close to the interface, q ≪ p, and the expressions simplify to
The beam then passes through the pinhole, diameter D, located at L, and on to the detector. The expression for the power fraction passing through the pinhole is [7] 
Substituting Eqs. (10)- (12) for z 2 , R 2 , and w 2 gives the reflected intensity profile for one interface:
For the diamond anvil cell, which has four interfaces, the profile is given by a superposition of four individual profiles:
The Q i values depend on the reflection and transmission coefficients for the interfaces and materials. The z i values are the optical coordinates of the interfaces (Fig. 3) .
As shown in Fig. 3 , Q 1 is simply the reflection coefficient R 10 . Q 2 is the product of the transmission coefficent squared, ð1 − R 10 Þ 2 and the reflection coefficient R 12 . Q 3 and Q 4 may be worked out similarly, giving
Experimental Procedure
We used a piston-cylinder DAC [9] (Fig. 1 ) with a stainless steel gasket and type I diamonds with 600 μm diameter culets. We preindented the gasket to about 150 μm, and drilled a hole 330 μm in diameter. In the hole we placed a small ruby chip, and we filled the hole with high-performance liquid chromatography water. During measurements, the temperature was maintained at 300:0ð1Þ K using a 100 W mica band heater, a resistance temperature detector sensor mounted to the backing plate, and a proportionalintegral-derivative temperature controller. The confocal microscope is a Zeiss LSM 510. We used a 10× objective, 514 nm argon laser, and a pinhole size of 174 μm, large enough that diffraction around the edges is negligible. Green light from the microscope's mercury lamp was used to excite the ruby fluorescence, which we analyzed using an Ocean Optics spectrometer.
First we focused the laser on the nearest diamondair interface. We adjusted the gain on the detector so that it was at the maximum. Then we focused on a point well beyond the farthest diamond-water interface, and adjusted the offset on the detector so that it was at the minimum. Then we scanned the cell at 1 μm intervals, beginning 100 μm before the first air-diamond interface and ending 100 μm beyond the last diamond-water interface.
The result is a stack of 2D images, each a cross section of the area of the cell. An image is shown in Fig. 4 . The light area is the hole in the gasket and the dark shape near the edge of the hole is the shadow of the ruby chip used for pressure calibration. The area may be found by counting the pixels in the hole (fitting the border of the hole to an ellipse), and multiplying by the area-per-pixel resolution of the microscope. Measuring the area of one hole multiple times gives an estimate of the precision of the method; we find it to be 1%, depending on the regularity of the hole.
Each pixel in the image has an intensity between 0 and 256. We use a program called ImageJ [10] to average the intensity across the center of the hole for each image in the stack. The result is the reflected intensity profile for the DAC, as shown in Fig. 5 . (ImageJ is also used to sum the images in the stack. The summed images are used to calculate the area.)
The location of the second and third peaks gives the optical thickness of the sample, d=n. The ratio of the heights of the second and first peaks are used to calculate the index of refraction of the sample:
where Q 2 and Q 1 are the peak heights, n 2 is the refractive index of the sample, n 1 is the refractive index of the diamond, and R 10 is the reflection coefficient for the diamond-air interface. Because our model does not consider scattering or absorption, we calibrate the peaks by measuring the refractive indices for materials known in the literature [11] , keeping gasket thickness constant. The results of the calibration are shown in Fig. 6 . In addition, we calibrated the peaks according to gasket thickness, keeping refractive index constant (using water at zero pressure). Gasket thickness affects refractive index measurements by about 1%.
Confocal microscopes are capable of resolutions (in the xy plane) finer than 10 nm, but for the method described here such high resolutions would entail a trade-off in the precision of the optical thickness measurement. The expressions worked out above for the reflected intensity profile assume a pinhole large enough to accommodate a Gaussian beam; reducing the pinhole size too much would make these expressions invalid, due to diffraction or other effects. Using our method, the optical thickness measurement is precise to 0:1 μm. Figure 7 shows our measurements of refractive index as a function of reduced density. Density was calculated as the reciprocal of the product of our refractive index, optical thickness, and area measurements, scaled by the zero-pressure fit to the equation of state (EOS) as described below.
Results
As per the Gladstone-Dale relation [4] , refractive index should have an approximately linear relationship with density. Dewaele et al. [4] calculated linear relationships separately for liquid water and ice VII. The shock experiments of Courchinoux and Lalle [12] and Yadav et al. [13] present refractive index as a function of density regardless of phase; our results agree within experimental error. They are presented in Table 1 .
We show the EOS for water using our volume data, compared to the literature [14] [15] [16] , in Fig. 8 . Table 2 shows our fitted parameters for water compared with those of Choukroun and Grasset [14] . The functional form of the EOS is given by Table 1 for comparison with published values. [13] 0.32
Yadav et al. [14] 0.322
In our experiment a least-squares fit yielded V 0 ¼ 9:06ð5Þ × 10 −3 mm 3 .
Discussion and Conclusion
The accuracy of volumes measured by this technique depends most critically upon accurate measurement of the refractive index, which has the highest experimental uncertainty (AE2%). In particular, the outlying data points in Fig. 7 and 8 can be accounted for by errors in the refractive index measurements. While our measured indices are lower than those published, the published figures for water at high pressure are not known to a high precision. In the future, confocal microscopy may be combined with FabryPerot measurements or other techniques to produce more accurate measurements of refractive index and volume as a function of pressure. Fig. 8 . Volume of the DAC, calculated from our measurements of optical thickness, refractive index, and area, is compared to equations of state for water [14] , ice VI [15] , and ice VII [16] (solid lines). a P 0 and a P1 are not fitted; P 0 is arbitrary and a P1 depends on the other parameters so as to give 1 at zero pressure.
