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I n the 1960s, the science-fiction television series Star Trek presented a vision of the future in which physician Dr Leonard McCoy used a portable diagnostic device, known as a tricorder, to assess the medical condition of Captain James Kirk and other Enterprise crew members. Although fanciful then, machines capable of the non-invasive diagnosis of human disease are becoming a reality, as are mobile devices that can image human skin to enable the identification of some cancers 1, 2 . A study on page 115 by Esteva et al. 3 has taken image-recognition technology to the next level by training a computer to classify digital images of skin lesions at least as accurately as can human skin-cancer specialists. Skin-lesion diseases can be divided into three main groupings: non-proliferative lesions, for example inflammatory conditions such as acne; benign lesions, which are a type of cellular proliferation that does not pose a health threat; and malignant lesions of uncontrolled proliferating cancer cells or metastatic cancer cells with the potential to migrate to other locations in the body, which require further medical attention. Although nonvisual clues such as surface texture can aid the
MEDICINE

The final frontier in cancer diagnosis
A computer, trained to classify skin cancers using image analysis alone, can now identify certain cancers as successfully as can skin-cancer doctors. What are the implications for the future of medical diagnosis? See Letter p.115 atoms in the bulk, causing the interatomic distances to oscillate between the particle's outer three or four layers 5 . Because a nanoparticle's magnetic properties are highly sensitive to interatomic distances in the bulk, numerical simulations of such particles should, in principle, take this effect into account. The authors therefore used a well-established theoretical approach called density functional theory 6 to determine local magnetic properties from the measured atomic coordinates.
The magnetic moment and magnetic anisotropy energy density -the dependence of the internal energy of a material on the direction of its magnetic moment -rely on composition and local symmetry. Structural distortions of a few per cent can cause the magnetic aniso tropy to vary by as much as a factor of 1,000 (ref. 7) . Consequently, undistorted FePt is magnetically soft whereas distorted (ordered) FePt is one of the magnetically hardest materials, comparable to samarium cobalt or neodymium iron boron 8 . Yang et al. found that their FePt nanoparticle is not homogeneous, but instead has locally varying order and composition, yielding different local magnetic anisotropies (Fig. 1b) . This experimental confirmation of previous speculation 9 explains why the magnetic aniso tropy generally observed in FePt nano particles is smaller than expected, and provides an opportunity to design magnetic nanoparticles that have tailored properties.
Although Yang and collaborators' work is an essential step forward in the determination of 3D atomic arrangements, experimental limitations remain. The spatial resolution of 22 pm achieved by the authors would need to be improved by a factor of about 100 to analyse strain and surface-relaxation effects, which typically alter interatomic distances by 0.1-1 pm (refs 4, 7). Another limitation is that Yang and colleagues' nanoparticle was embedded in a carbon matrix. This might have modified the particle's surface energy (and, consequently, its shape and magnetism) compared with a 'naked' particle 6, 10 . The matrix might also have allowed carbon, which couldn't be resolved in the authors' experiment, to diffuse into the bulk of the particle.
Researchers studying magnetic nanoparticles are waiting for a '7D' transmission electron microscope that would allow the 3D position and 3D magnetic moment of a particle to be determined with sub-nanometre spatial resolution and picosecond time resolution. Work is in progress across the world to separately address these challenges. ■ 1 used an imaging technique called atomic electron tomography to determine the 3D arrangement of atoms in an iron-platinum nanoparticle. The authors passed an electron beam through the nanoparticle at a fixed angle to produce a 2D image of a slice of the particle (shown here). They then rotated the particle and recorded a series of 68 such projections. Finally, the authors used numerical simulations to combine these 2D images into a 3D reconstruction of the particle. b, Using a theoretical approach called density functional theory, Yang and colleagues determined the magnetic properties of their nanoparticle from its atomic coordinates. The authors found that the particle is not homogeneous, but has locally varying order and composition. The colours indicate the degree of ordering, from grey (disordered) to green or purple (highly ordered). Scale bars, 2 nanometres. diagnosis of certain cancers, visual inspection is the primary means by which dermatologists categorize skin diseases. A previous study 4 found moderately good to almost perfect agreement in the diagnosis of skin cancers, depending on the cancer type, whether dermatologists conducted a physical examination or studied a photographic image of the lesion. Therefore, image assessment can sometimes suffice for making an initial diagnosis or identifying conditions that need further care. Such diagnoses can be confirmed in the clinic using direct assessment of lesions through biopsy, in which a tissue sample from the lesion is tested by a pathologist for cellular abnormalities by, for example, microscope-based observation.
Michael
Esteva et al. used an algorithmic technique known as deep learning to train a computer to develop artificial intelligence in pattern recognition, enabling the machine to analyse images and diagnose disease. There are probably many differences in the way a doctor and a computer would use visual analysis for diagnosis. For example, when diagnosing a malignant cancer called melanoma, a dermatologist often uses a set of criteria 5 known as ABCDE (in which each letter stands for a characteristic to be assessed, such as A for asymmetrical lesion shape), and also relies on his or her previous experience to spot visual subtleties in the lesion. A trained computer does not necessarily mimic this decision-making approach. Instead, it identifies its own criteria for informative patterns associated with a disease and trains on a data set without using rules imposed by human methods of visualization. The computer can also assess image data that are imperceptible to the human eye.
For computer training, the authors used a set of 129,450 images of skin lesions and the names of the conditions that each image represented, comprising 2,032 diagnosed skin diseases. The reference diagnoses were made by dermatologists, who classified lesions by non-invasive visual analysis or biopsy testing.
Esteva and colleagues then presented a set of previously unseen digital images of skin lesions to the trained computer and to 21 doctors, and queried whether the lesion in an image needed further medical attention. The diagnosis of these test images had been verified by biopsy testing. The computer diagnosed the images with a level of accuracy that was similar to or better than the dermatologists' diagnoses ( Fig. 1) . (This contest between human and machine brings to mind the defeat of chess world champion Garry Kasparov by the Deep Blue computer in 1997.) Esteva et al. did not test whether the doctors' diagnostic abilities varied depending on whether they assessed a lesion using a digital image or through a physical inspection.
The test images used were examples of two categories of benign and malignant lesions.
One category was melanocytic lesions (derived from pigmented skin cells known as melanocytes), including moles and melanoma. The other category was predominantly keratinocytic lesions (derived from skin cells called keratinocytes), such as benign seborrhoeic keratosis and non-melanocytic carcinomas. However, some thorny issues that can plague dermatologists remain to be addressed when assessing the computer's diagnostic abilities. For example, the authors did not report investigating whether the computer could distinguish between similar-looking diseases such as melanoma and benign seborrhoeic keratosis. And how accurately might the computer perform in distinguishing between an amelanocytic (non-pigmented) melanoma and a malignant carcinoma?
The training set of images used by Esteva et al. was about 100 times larger than any reported previously 6 for such approaches, and this might explain the machine's success. There could be room for improvement. As more data are added to such a system, the machine learns as its mistakes are corrected and its performance subsequently improves. Esteva and colleagues' work represents a first point along a line of improvement, not a peak. The authors used a model algorithm called Inception v3, and new programs and algorithms are now available that offer improved training time and accuracy.
However, an algorithm is only as accurate as its reference information. If the machine diagnoses a lesion as malignant but the biopsy-confirmed classification of the lesion by a pathologist was non-malignant, this would be an 'incorrect' machine diagnosis. But what about cases in which the machine rather than the pathologist is correct? The relative diagnostic accuracies of the machine and the human could be tested by tracking how diagnosed lesions progressed over time.
An obvious potential societal benefit of artificial intelligence in diagnostic technology would be improved access to high-quality health care. A smartphone app involving this technology might enable effective, easy and low-cost medical assessments of more individuals than is possible with existing medicalcare systems. Using skin-cancer detection as a proof-of-principle, other medical fields that rely on doctors for image-based cancer diagnoses, such as radiology, could also be transformed.
However, diagnostics driven by artificial intelligence might have unintended adverse consequences. Would medical staff become mere technicians responding to a machine's diagnostic decisions, perhaps with the power occasionally to override the computer? And if medical examinations begin to rely on patient self-identification of suspicious lesions, would individuals at high-risk of skin cancer be more likely to opt out of regular full skin screening in a doctor's surgery that could save their lives?
Accurately and effortlessly diagnosing cancer during the early disease stages, when the chances of a cure are optimal, has long seemed a possibility closer to the world of science fiction than to reality. Yet perhaps it won't be too long before there is a real smartphone equivalent of the Star Trek tricorder. We should be prepared, and perhaps steel ourselves, to boldly take this technology to a place where no technology has gone before. ■ 3 trained a computer to recognize skin diseases using a deep-learning approach in which the computer was presented with 129,450 digital images of medically diagnosed samples. b, To test the diagnostic accuracy level of the trained machine, the computer and 21 skin specialists were presented with previously unseen images representing verified examples of benign or malignant skin disease arising from two cell types. The machine was as successful as or better than the doctors at diagnosing whether or not the images represented conditions that might need further medical attention. This article was published online on 25 January 2017.
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Years Ago
Whether the United States Apollo programme will be delayed by the accident which killed the crew of the first spacecraft on January 27
is not yet known … The past few months have been plagued by a number of technical troubles. The device in which the fire took place a week ago consisted of two of the three components of the spacecraft intended for the Moon … Even so, it is by no means impossible that the National Aeronautics and Space Administration will be able to land a man on the Moon before 1970 -the original target … The next step in the programme, which need not be delayed by the accident a week ago, is to launch the Saturn V booster rocket … This test will provide valuable information about the rocket system and will also help to test the efficiency of the heat shields on the Apollo system. From Nature 4 February 1967
The frequent references to the necessity of introducing the decimal system which one reads in the public Press at present suggest some considerations which an experience of more than two years with the B.E.F.
[ Tropical peatlands have garnered increasing attention in recent years owing to their crucial role as terrestrial organic carbon reserves and the implications of peatland loss for climate change. Thick peat soils (ranging from 30 cm to up to 30 m) 3 form in areas where waterlogged soils create anoxic conditions that prevent organic materials such as dead leaves and wood from fully decomposing. The largest areas of peat are in temperate regions, but large areas of forested peatlands are also found in the tropics (Fig. 1) .
Given the high concentration of carbon in peat soils and the overlying tropical forests, these areas can account for a substantial proportion of a country's total carbon stock, and their destruction can result in large carbon emissions. In 1997, for example, it was reported 4 that the equivalent of as much as 40% of annual global carbon emissions from fossil fuels was released to the atmosphere as a result of burning peat and the overlying tropical forest in Indonesia.
Despite the ecological role of tropical peatland areas, their depths and carbon stocks are poorly accounted for. This is mainly due to the logistical challenges that come with working in peatlands -the sites are almost always remote and covered by water, which makes surveying and sampling difficult. Remote sensing using optical satellite data is challenging, because tropical peatlands are often under persistent cloud cover. Optical remote sensing can be used to detect standing water, an indicator of the presence of peat, but in the tropics is often limited by the presence of dense forest canopies.
Dargie and colleagues overcame these challenges by combining their field sampling with an appropriate suite of satellite data to create a map of the potential peat extent in the Cuvette Centrale. They used satellite imagery from a synthetic aperture radar instrument to estimate water extent; optical imagery to classify areas of likely swamp vegetation; and a radar-derived digital model of terrain elevation to eliminate areas that have terrain slopes and can therefore be ruled out as peatland areas. Because radar instruments can 'see' through clouds, rainfall and leaves, waterinundated areas underneath the forest canopy can be identified. The authors also benefited from the opening of satellite-data archives and advanced computing capabilities, which allow the production of cloud-free mosaics of even the cloudiest areas on Earth, such as the Congo Basin [5] [6] [7] .
The researchers estimated the current extent of peatlands in the Cuvette Centrale to be more than five times larger than previous estimates 1 . This increases the global extent and carbon stocks of tropical peatlands by 29% and 36%, respectively, and raises the Democratic Republic of the Congo and the Republic of Congo's rankings 1 to the second and third most important peatland countries in the tropics, respectively, in terms of carbon stocks. Forested peatlands have high carbon stocks and are extremely vulnerable to logging and changes in regional climate,
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Vast peatlands found in the Congo Basin
The discovery of what is potentially the world's largest continuous tropical peat complex has great implications for global carbon stocks, land management and scientific investment in central Africa. See Letter p.86
