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Dominic Joyce
Abstract
A Kuranishi space is a topological space equipped with a Kuranishi
structure, defined by Fukaya and Ono. Kuranishi structures occur nat-
urally on many moduli spaces in differential geometry. If (M,ω) is a
symplectic manifold with compatible almost complex structure J , then
moduli spaces of stable J-holomorphic curves in M have Kuranishi struc-
tures. Kuranishi spaces are important in symplectic geometry, for defining
Gromov–Witten invariants, Lagrangian Floer cohomology, and so on.
Let Y be an orbifold, and R a commutative ring or Q-algebra. We
shall define two new homology and cohomology theories of Y : Kuranishi
(co)homology KH∗,KH
∗(Y ;R), for R a Q-algebra, and effective Kuran-
ishi (co)homology KHef
∗
,KH∗ec(Y ;R), for R a commutative ring, such as
R = Z. Our main result is that KH∗,KHef∗ (Y ;R) are isomorphic to
singular homology, and KH∗,KH∗ec(Y ;R) are isomorphic to compactly-
supported cohomology. We also define five different kinds of Kuranishi
(co)bordism KB∗,KB
∗(Y ;R). These are new topological invariants of Y
which turn out to be very large, far larger than the (co)homology groups.
The (co)bordism theories KB∗,KB
∗(Y ;R) are spanned over R by iso-
morphism classes [X, f ], where X is a compact oriented Kuranishi space
without boundary, and f : X → Y is a strongly smooth map. The
(co)homology theories are defined using (co)chain complexes KC∗, . . . ,
KC∗ec(Y ;R) spanned by isomorphism classes [X, f ,G], where X is a com-
pact oriented Kuranishi space with boundary and corners, f : X → Y
is strongly smooth, and G is some extra gauge-fixing data upon X. The
main purpose of G is to ensure the automorphism groups Aut(X,f ,G)
are finite, which is necessary to get a well-behaved (co)homology theory.
These theories are powerful new tools in symplectic geometry. We
define new Gromov–Witten type invariants in Kuranishi bordism, con-
taining more information than conventional Gromov–Witten invariants.
In a sequel we hope to use these to prove the integrality conjecture for
Gopakumar–Vafa invariants. We also explain how to reformulate La-
grangian Floer cohomology using Kuranishi cohomology rather than sin-
gular homology; this will lead to significant technical simplifications, and
improved results.
The results of this book are briefly surveyed in [38].
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1 Introduction
The goal of this book is to develop new tools for use in areas of symplectic geom-
etry concerned with ‘counting’ J-holomorphic curves — Gromov–Witten theory,
Lagrangian Floer cohomology, contact homology, Symplectic Field Theory and
so on — and elsewhere, such as in the ‘string topology’ of Chas and Sullivan [11].
Moduli spaces M of (stable) J-holomorphic curves Σ in a symplectic manifold
(M,ω) are generally not smooth manifolds, but Kuranishi spaces, topological
spaces equipped with a Kuranishi structure, as in Fukaya and Ono [25]. To
‘count’ the number of curves in M one generally perturbs M to construct a
singular homology class called a virtual moduli cycle or chain. Several versions
of this virtual moduli cycle construction exist [24, 25, 37, 49, 52, 53, 55, 65, 70].
A great deal of the technical complexity of these areas is due to the uneasy
interplay between Kuranishi spaces, the raw geometric data, and virtual moduli
3
cycles and chains in singular homology, the abstract perturbations. This is
particularly true in areas like Lagrangian Floer cohomology in which the moduli
spacesM have boundaries and corners, and one must consider compatibility of
virtual moduli chains at the boundaries. Anyone who has seriously tried to read
the mammoth Fukaya et al. [24] will appreciate this.
Let Y be an orbifold, and R a commutative ring or Q-algebra. The basic
idea of this book is to define a new homology theory, the Kuranishi homol-
ogy KH∗(Y ;R) of Y with coefficients in R. There are two variations, Kuran-
ishi homology KH∗(Y ;R) for R a Q-algebra, and effective Kuranishi homology
KHef∗ (Y ;R) for R a commutative ring, such as R = Z. Kuranishi homology
KH∗(Y ;R) is better behaved at the chain level. Both are isomorphic to singular
homology Hsi∗ (Y ;R), so they are not new topological invariants; the point is to
use them as a replacement for singular homology, in situations where one wants
to construct virtual chains for moduli spaces.
Kuranishi homology is the homology of a chain complex
(
KC∗(Y ;R), ∂
)
of
Kuranishi chains. Elements of KCk(Y ;R) are finite sums
∑
a∈A ρa[Xa,fa,Ga]
for ρa ∈ R, where [Xa,fa,Ga] is the isomorphism class of a triple (Xa,fa,Ga),
with Xa a compact oriented Kuranishi space with boundary and corners, of
virtual dimension vdimXa = k, fa : Xa → Y a strongly smooth map, and Ga
some gauge-fixing data for (Xa,fa). The main point of Ga is to ensure that
Aut(Xa,fa,Ga) is finite, since it turns out that if we allow infinite automor-
phism groups then the resulting homology groups are always zero.
We also define Poincare´ dual theories of (effective) Kuranishi cohomology
KH∗(Y ;R), KH∗ec(Y ;R), which are isomorphic to compactly-supported co-
homology H∗cs(Y ;R), using a cochain complex
(
KC∗(Y ;R), d
)
of Kuranishi
cochains. Elements of KCk(Y ;R) are finite sums
∑
a∈A ρa[Xa,fa,Ca], where
Xa is a compact Kuranishi space with vdimXa = dimY − k, fa : X → Y
is a strong submersion with a relative orientation (coorientation), and Ca is
co-gauge-fixing data for (Xa,fa).
Here is an important difference between manifolds and Kuranishi spaces.
If f : X → Y is a submersion of manifolds, then dimX > dimY . Thus, if
we defined KCk(Y ;R) using manifolds Xa we would have KC
k(Y ;R) = 0 for
k > 0, which would be no use at all. However, if X is a Kuranishi space and
f : X → Y is a strong submersion, we need not have vdimX > dimY . In fact,
if X is a manifold or Kuranishi space and f : X → Y is (strongly) smooth,
we can always change the Kuranishi structure of X to get a strong submersion
fY : XY → Y . So strong submersions are easy to produce.
If X, X˜ are Kuranishi spaces and f : X → Y , f˜ : X˜ → Y are strong submer-
sions, there is a fibre product Kuranishi spaceX×Y X˜, with a strong submersion
piY : X ×Y X˜ → Y . Using this we define a cup product on KC∗(Y ;R) by
[X,f ,C] ∪ [X˜, f˜ , C˜] =
[
X ×Y X˜,piY ,C ×Y C˜
]
, (1)
where C×Y C˜ is a fibre product of co-gauge-fixing data. Then ∪ is associative,
supercommutative, and compatible with d, and induces ∪ on KH∗(Y ;R) which
is identified with the usual ∪ on H∗cs(Y ;R) under H
∗
cs(Y ;R)
∼= KH∗(Y ;R).
There is also a cap product ∩ : KC∗(Y ;R)×KC∗(Y ;R)→ KC∗(Y ;R).
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This illustrates the fact that Kuranishi homology and cohomology are very
well behaved at the (co)chain level. For comparison, if one works with chains
in singular homology, to take the intersection of two singular chains one must
perturb them so they are transverse, and then triangulate the intersection by
simplices, making arbitrary choices. Working with Kuranishi cochains, we just
take cup products in a canonical way. So, using Kuranishi (co)chains can elim-
inate problems with transversality.
Here is how all this helps in the formation of virtual cycles and chains.
Consider for example the moduli space Mg,m(M,J, β) of genus g stable J-
holomorphic curves with m marked points in a symplectic manifold M . Then
Mg,m(M,J, β) is a compact oriented Kuranishi space without boundary, and
has evaluation maps evi : Mg,m(M,J, β) → M for i = 1, . . . ,m, strong sub-
mersions sending a curve to its ith marked point. We define a virtual cycle for
Mg,m(M,J, β) to be
[
Mg,m(M,J, β), ev1× · · ·evm,C
]
inKC∗(Mm;Q), where
C is any choice of co-gauge-fixing data for
(
Mg,m(M,J, β), ev1× · · · evm
)
.
Thus, the moduli space is its own virtual cycle. There is no need to per-
turb the moduli space, or triangulate it with simplices; we only have to choose
(co-)gauge-fixing data, which is always possible, and is a much milder and less
disruptive process. Choosing (co-)gauge-fixing data to satisfy prescribed bound-
ary conditions or other compatibilities is much easier than trying to do the same
with perturbations and singular chains. As a result, we can generally translate
relationships between moduli spaces into exact algebraic identities between vir-
tual chains, at the (co)chain level, using cup and cap products. This will lead
to huge simplifications in the theory of Lagrangian Floer cohomology [4].
We also define Kuranishi bordism KB∗(Y ;R), and Poincare´ dual Kuranishi
cobordism KB∗(Y ;R). Elements ofKBk(Y ;R) are finite sums
∑
a∈A ρa[Xa,fa]
for ρa ∈ R, where [Xa,fa] is the isomorphism class of (Xa,fa), for Xa a
compact oriented Kuranishi space without boundary with vdimXa = k, and
fa : Xa → Y is strongly smooth. The relations in KBk(Y ;R) are that [X,f ] +
[X ′,f ] = [X∐X ′,f∐f ′] and [∂W, e|∂W ] = 0, forW compact oriented Kuranishi
space with boundary but without corners, with vdimW = k + 1, and e : W →
Y strongly smooth. The definition for KBk(Y ;R) is the same except that
vdimXa = dimY − k and fa : Xa → Y , e : W → Y are cooriented strong
submersions. We define a cup product on KB∗(Y ;R) by
[X,f ] ∪ [X˜, f˜ ] = [X ×Y X˜,piY ], (2)
as for (1). Generally, to define or prove something for Kuranishi (co)bordism, we
just take the analogue in Kuranishi (co)homology, restrict to Kuranishi spaces
without boundary, and omit (co-)gauge-fixing data.
In fact we define five variations on this idea, by imposing extra condi-
tions on or adding extra structure to Xa,fa. One version, trivial stabilizers
Kuranishi (co)bordism KBtr∗ ,KB
∗
trc(Y ;R) has KB
tr
∗ (Y ;Z) ∼= MSO∗(Y ) and
KB∗trc(Y ;Z) ∼= MSO
∗
cs(Y ) for manifolds Y , where MSO∗(Y ) and MSO
∗
cs(Y )
are the conventional bordism and compactly-supported cobordism groups de-
fined by Atiyah [5] using algebraic topology. However, the other four Kuranishi
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(co)bordism theories are new topological invariants of Y . We show that they
are huge: KBk(Y ;R) has infinite rank over R for all nonempty orbifolds Y ,
commutative rings R without torsion (such as R = Z or Q), and even k ∈ Z, for
instance. So it is probably not feasible to compute them and write them down.
The author intends these Kuranishi (co)bordism theories as new tools for
studying (closed) Gromov–Witten theory. Since moduli spaces of (closed) J-
holomorphic curves are compact, oriented Kuranishi spaces without boundary,
they define classes in Kuranishi (co)bordism groups. So we can define new
Gromov–Witten type invariants GWKbg,m(M,ω, β) in KB∗(M
m;Z) or KB∗(Mm
×Mg,m;Z), which lift conventional Gromov–Witten invariants GW sig,m(M,ω, β)
in Hsi∗ (M
m;Q) or Hsi∗ (M
m×Mg,m;Q) in singular homology up to Kuranishi
bordism.
There are two important points about these new invariants GWKbg,m(M,ω, β).
Firstly, they take values in very large groups, so they contain more information
than conventional Gromov–Witten invariants. Much of this extra information
concerns the orbifold strata of the moduli spaces, that is, for each finite group
Γ the GWKbg,m(M,ω, β) include data which ‘counts’ J-holomorphic curves in M
with symmetry group Γ. Secondly, they are defined in groups over Z rather
than Q. This makes them a good context for studying integrality properties of
Gromov–Witten invariants. In §6.3 we will outline a method for using them to
prove the Gopakumar–Vafa Integrality Conjecture for Gromov–Witten invari-
ants of Calabi–Yau 3-folds, which the author hopes to complete in [41].
There will also be applications of Kuranishi (co)homology or Kuranishi
(co)bordism which are not related to J-holomorphic curves. For example, in [40]
we will exploit the particularly good behaviour of Kuranishi (co)chains to give a
nice formulation of the String Topology programme of Chas and Sullivan [11], in
which the String Topology operations satisfy the desired identities at the chain
level. Also, we show in §5.4 that for compact manifolds Y, trivial stabilizers Ku-
ranishi cobordism KH∗trc(Y ;Z) is isomorphic to cobordism MSO
∗(Y ). This is
the only differential-geometric description of MSO∗(Y ) that the author knows,
and it may be useful to somebody.
We begin in Chapter 2 by defining Kuranishi structures and Kuranishi
spaces, operations on them such as strongly smooth maps and fibre prod-
ucts, and geometric structures such as (co)orientations and (co-)almost com-
plex structures. This is partly taken from Fukaya and Ono [24, 25], partly
modifying [24, 25], and partly new. Chapter 3 discusses gauge-fixing data and
co-gauge-fixing data, vital ingredients of our Kuranishi (co)homology theories.
Their main purpose is to make automorphism groups finite. If X is a compact
Kuranishi space, f : X → Y is strongly smooth, and G is gauge-fixing data for
(X,f), then Aut(X,f ,G) is finite, although Aut(X,f) may be infinite.
Chapter 4 studies Kuranishi (co)homology KH∗,KH
∗(Y ;R) for R a Q-
algebra, and effective Kuranishi (co)homology KHef∗ ,KH
∗
ec(Y ;R) for R a com-
mutative ring. We define pushforwards h∗ on chains and homology, and pull-
backs h∗ on cochains and cohomology, and cup and cap products ∪,∩ — all
the usual package for homology and cohomology theories, and all work at the
6
(co)chain level. Our main results are Theorems 4.8 and 4.9, which show that
KH∗(Y ;R) and KH
ef
∗ (Y ;R) are isomorphic to singular homology H
si
∗ (Y ;R).
Their proofs, deferred to Appendices A–C, take up more than one third of the
book. We deduce using Poincare´ duality that KH∗(Y ;R) and KH∗ec(Y ;R) are
isomorphic to compactly-supported cohomology H∗cs(Y ;R). We show by exam-
ple that if we omitted (co-)gauge-fixing data G from the chains [X,f ,G] then
we would have KH∗(Y ;R) = KH
∗(Y ;R) = {0} for all Y , because of problems
when Aut(X,f) is infinite.
Chapter 5 defines two kinds of classical bordism groups B∗, B
eo
∗ (Y ;R), five
kinds of Kuranishi bordism groups KB∗,KB
eb
∗ ,KB
tr
∗ ,KB
ac
∗ ,KB
eac
∗ (Y ;R), and
their Poincare´ dual cobordism groups KB∗,KB∗ecb,KB
∗
trc,KB
∗
ca,KB
∗
eca(Y ;R).
We define pushforwards, cup and cap products, and morphisms between the
various (co)bordism groups, and from Kuranishi (co)bordism to (effective) Ku-
ranishi (co)homology. We also define the orbifold strata XΓ,ρ a of Kuranishi
space X . Restricting to orbifold strata induces morphisms ΠΓ,ρ : KB∗(Y ;R)→
KB∗−dimρ(Y ;R) of Kuranishi (co)bordism groups, which change degree. Us-
ing these composed with projection to homology, we prove that Kuranishi
(co)bordism groups are very large.
In Chapter 6 we discuss applications to symplectic geometry. Our aim is
not to give a complete treatment, but only to demonstrate the potential of
our theories with a few examples, which may perhaps inspire readers to learn
about Kuranishi (co)homology or Kuranishi (co)bordism, and use it in their
own research. Sections 6.1–6.3 discuss closed Gromov–Witten invariants using
Kuranishi bordism, and outline a method of attack on the Gopakumar–Vafa
Integrality Conjecture.
Sections 6.4–6.7 discuss moduli spaces of J-holomorphic curves in M with
boundary in a Lagrangian L, and open Gromov–Witten theory, using Kuran-
ishi cochains and Kuranishi cohomology. In §6.6 we associate a gapped filtered
A∞ algebra
(
K̂C∗(L; Λ∗nov)[1],m
)
to L in a much simpler way than Fukaya
et al. [24], and so define bounding cochains b and Lagrangian Floer cohomol-
ogy HF ∗(L, b; Λ∗nov) for one Lagrangian L. Then §6.7 gives a new definition
of open Gromov–Witten invariants OGW (M,L, λ) for a Lagrangian L with
[L] = 0 ∈ Hn(M ;Q), together with a choice of bounding cochain b. Both
HF ∗(L, b; Λ∗nov) and the OGW (M,L, λ) are independent of the choice of al-
most complex structure J , in a certain sense.
Finally, Appendices A–D prove the main results of Chapter 4, Theorems 4.8,
4.9 and 4.34. The proofs of Theorems 4.8 and 4.9 in Appendices B and C draw
some inspiration from results of Fukaya and Ono on multisections and virtual
cycles [25, §3, §6], [24, §A1], and also from Fukaya et al. [24, §30], who consider
a situation in which transverse multisections must be carefully chosen on a
collection of Kuranishi spaces, with compatibility conditions at the boundaries.
Significant parts of this book may read like a kind of commentary on Fukaya,
Ono at al. [24, 25], which includes suggesting improvements and correcting er-
rors. Lest this create the wrong impression, I would like to record here my great
admiration for [24,25], and my gratitude to Fukaya, Oh, Ohta and Ono for the
creativity and long labour involved in writing them.
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In [38] we provide a short ‘User’s Guide’ for Kuranishi (co)homology and
Kuranishi (co)bordism, consisting of the most important definitions and results
from this book, but omitting the proofs. Some readers may find it helpful to
begin with [38] rather than this book.
Acknowledgements. I am grateful to Mohammed Abouzaid, Manabu Akaho,
Kenji Fukaya, Ezra Getzler, Shinichiroh Matsuo, Yong-Geun Oh, Hiroshi Ohta,
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tions. This research was partially supported by EPSRC grant EP/D07763X/1.
2 Kuranishi structures and Kuranishi spaces
We begin by discussing Kuranishi spaces, that is, topological spaces with Kuran-
ishi structures. Kuranishi structures were introduced by Fukaya and Ono [25]
as a tool for studying moduli problems, and further developed by Fukaya, Oh,
Ohta and Ono [24]. We take ideas freely from both, and also give some new
definitions and (in the author’s opinion) some improvements of those in [24,25].
Since Kuranishi structures are so important in what follows, and are not yet in
widespread use, we give plenty of detail.
2.1 Manifolds with corners and generalized corners
We shall define four classes of manifolds. The first three are entirely standard:
manifolds without boundary, which are locally modelled on Rn, manifolds with
boundary, locally modelled on Rn or [0,∞)×Rn−1, and manifolds with corners,
locally modelled on [0,∞)k × Rn−k for k = 0, . . . , n.
The fourth class, which we call manifolds with generalized corners, or g-
corners for short, is new. It is similar to, but more general than, the notion of
locally polygonal set used by Fukaya et al. [24, Def. 35.4]. We begin by defining
the local models for manifolds with g-corners in Rn, which we call regions with
g-corners.
Definition 2.1. Let W be a nonempty, connected, open set in Rn, and f1, . . . ,
fN : W → R be smooth maps, such that:
(a) For every subset {i1, . . . , il} of {1, . . . , N}, the subset S{i1,...,il} =
{
x ∈
W : fi1(x) = · · · = fil(x) = 0
}
is an embedded submanifold of Rn,
without boundary.
(b) In (a), for all x ∈ S{i1,...,il}, we have
〈
dfi1 |x, . . . , dfil |x
〉
R
=
{
α ∈ (Rn)∗ :
α|TxS{i1,...,il} ≡ 0
}
as vector subspaces of (Rn)∗.
Define U =
{
x ∈ W : fi(x) > 0, i = 1, . . . , N
}
. Then U is a closed subset of
W . Let U◦ be the interior of U in W , and U◦ the closure of U◦ in W . Suppose
U = U◦. Then we call U a region with generalized corners, or g-corners, in Rn.
Definition 2.2. Let X be a paracompact Hausdorff topological space.
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(i) An n-dimensional chart on X without boundary is a pair (U, φ), where
U is an open subset in Rn, and φ : U → X is a homeomorphism with a
nonempty open set φ(U) in X .
(ii) An n-dimensional chart on X with boundary for n > 1 is a pair (U, φ),
where U is an open subset in Rn or in [0,∞)×Rn−1, and φ : U → X is a
homeomorphism with a nonempty open set φ(U).
(iii) An n-dimensional chart on X with corners for n > 1 is a pair (U, φ),
where U is an open subset in [0,∞)k × Rn−k for some 0 6 k 6 n, and
φ : U → X is a homeomorphism with a nonempty open set φ(U).
(iv) An n-dimensional chart on X with generalized corners, or g-corners, is a
pair (U, φ), where U is a region with g-corners in Rn, and φ : U → X is a
homeomorphism with a nonempty open set φ(U).
These are increasing order of generality, that is, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Let A,B be subsets of Rn and α : A→ B be continuous. We call α smooth
if it extends to a smooth map between open neighbourhoods of A,B, that
is, if there exists an open subset A′ of Rn with A ⊆ A′ and a smooth map
α′ : A′ → Rn with α′|A ≡ α. If A is open we can take A′ = A and α′ = α.
We call α : A→ B a diffeomorphism if it is a homeomorphism and α : A→ B,
α−1 : B → A are smooth.
Let (U, φ), (V, ψ) be n-dimensional charts on X , which may be without
boundary, or with boundary, or with corners, or with g-corners. We call (U, φ)
and (V, ψ) compatible if ψ−1 ◦ φ : φ−1
(
φ(U) ∩ ψ(V )
)
→ ψ−1
(
φ(U) ∩ ψ(V )
)
is a
diffeomorphism between subsets of Rn, in the sense above.
An n-dimensional manifold structure on X , which may be without boundary,
or with boundary, or with corners, or with generalized corners (with g-corners),
is a system of pairwise compatible n-dimensional charts
{
(U i, φi) : i ∈ I
}
on
X with X =
⋃
i∈I φ
i(U i), where the (U i, φi) are without boundary, or with
boundary, or with corners, or with g-corners, respectively. When we just refer
to a manifold, we will usually mean a manifold with g-corners.
Remark 2.3. (a) Note that in Definition 2.1(a) we do not prescribe the di-
mension of S{i1,...,il}, and in particular, we do not require dimS{i1,...,il} = n− l.
Definition 2.1(b) implies that dimS{i1,...,il} > n−l. If dimS{i1,...,il} = n−l then
dfi1 , . . . , dfil are linearly independent near S{i1,...,il}, but if dimS{i1,...,il} > n−l
then dfi1 , . . . , dfil are linearly dependent along S{i1,...,il}.
If dimS{i1,...,il} = n − l for all {i1, . . . , il} then U is an n-manifold with
corners (not g-corners), locally modelled on [0,∞)l × Rn−l. Thus, we only
generalize manifolds with corners by allowing dimS{i1,...,il} > n− l.
(b) The purpose of requiring U = U◦ in Definition 2.1 is to ensure U has no
pieces of dimension less than n. For example, we could take n = N = 2,W = R2
and f1(x1, x2) = x1, f2(x1, x2) = −x1, which gives U =
{
(0, x2) : x2 ∈ R
}
, with
dimension 1 rather than 2. But then U◦ = ∅, so U◦ = ∅, and U 6= U◦.
(c) An important class of examples of regions with g-corners is given by taking
W = Rn and each fi : R
n → R to be linear. Then Definition 2.1(a),(b) hold
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automatically, with each S{i1,...,il} a linear subspace of R
n, and U is a polyhedral
cone in Rn, which satisfies U = U◦ if and only if U◦ 6= ∅.
More generally, we can take W = Rn and each fi : R
n → R to be affine,
that is, of the form fi(x1, . . . , xn) = a1x1 + · · ·+ anxn + b. Then U is a convex
polyhedron in Rn, not necessarily compact, which satisfies U = U◦ if and only
if U◦ 6= ∅, that is, if and only if dimU = n.
For example, the solid octahedron in R3
O =
{
(x1, x2, x3) ∈ R
3 : |x1|+ |x2|+ |x3| 6 1
}
(3)
is a region with g-corners, which may be defined using the eight affine functions
f1(x1, x2, x3) = x1 + x2 + x3 + 1, f2(x1, x2, x3) = x1 + x2 − x3 + 1,
f3(x1, x2, x3) = x1 − x2 + x3 + 1, f4(x1, x2, x3) = x1 − x2 − x3 + 1,
f5(x1, x2, x3) = −x1 + x2 + x3 + 1, f6(x1, x2, x3) = −x1 + x2 − x3 + 1,
f7(x1, x2, x3) = −x1 − x2 + x3 + 1, f8(x1, x2, x3) = −x1 − x2 − x3 + 1.
This is not a manifold with corners, since four 2-dimensional faces of O meet at
the vertex (1, 0, 0), but three 2-dimensional faces of [0,∞)3 meet at the vertex
(0, 0, 0), so O near (1, 0, 0) is not locally modelled on [0,∞)3 near (0, 0, 0).
(d) To a first approximation, regions with g-corners and manifolds with corners
look locally like convex polyhedrons in Rn. Let U be a region with g-corners
defined using W, f1, . . . , fN in Definition 2.1, and let y ∈ U . Define Wˆ = R
n
and fˆ1, . . . , fˆN : R
n → R by fˆi(x) = fi(y)+dfi|y(x−y), so that fˆ1, . . . , fˆN are
the unique affine functions on Rn with fˆi(x) = fi(x) +O(|x − y|2).
Let Uˆ be the region with g-corners defined using Wˆ , fˆ1, . . . , fˆN . Then Uˆ is
a convex polyhedron in Rn (not necessarily compact), and U, Uˆ are basically
isomorphic near y. In particular, from Definition 2.1(b) it follows that for all
subsets {i1, . . . , il} ⊆ {1, . . . , N}, the submanifolds S{i1,...,il} from fi1 , . . . , fil
and Sˆ{i1,...,il} from fˆi1 , . . . , fˆil have the same tangent space at y, and the same
dimension near y, and this implies that Uand Uˆ have the same stratification
into faces and corners of different dimensions near y.
(e) However, despite (d), regions with g-corners in Rn are a more general class
of local models than convex polyhedrons in Rn, and yield a more general notion
of manifolds with g-corners than we would have obtained by taking charts to be
modelled on open sets in convex polyhedra in Rn.
To see this, note that polyhedral cones C in Rn are classified up to the action
of GL(n,R) by both discrete parameters — the number of k-dimensional faces
for 0 < k < n, and how they intersect — and continuous parameters — if C has
at least n+2 codimension one faces then the family of polyhedral cones with the
same discrete structure as C up to GL(n,R) is in general positive-dimensional.
Classifying polyhedral cones in Rn up to GL(n,R) is important, as this is what
is preserved by our notion of diffeomorphism of subsets of Rn in Definition 2.2.
If U is a convex polyhedron in Rn, and F is a connected, open dimension l
face of U , then U is modelled on a fixed polyhedral cone CF in R
n near y for all
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y in F . However, if U is a region with g-corners in Rn, and F is a connected,
open, dimension l face of U for l > 0, then U is modelled on a polyhedral cone
Cy in R
n near y for each y in F , where the discrete parameters of Cy up to
GL(n,R) are independent of y, but the continuous parameters can vary with y.
This can only happen when n > 4, since the local models for manifolds with
g-corners are unique near strata of codimension 1 and 2, so we need both l > 3
and dimF = n − l > 0 to have nontrivial continuous variation of Cy along
F . The simplest example would be a region with g-corners in R4 in which five
3-dimensional faces come together along a 1-dimensional edge.
The point of the rather general, non-explicit local models of Definition 2.1
is to allow this local variation of the polyhedral cone model.
(f) The only places in this book where the details of the definition of manifolds
with g-corners matter is in the material on tent functions in Appendix A, and
their application in Appendices B and C to prove Theorems 4.8 and 4.9. For the
rest of the book, all we need is that manifolds with g-corners have a well-behaved
notion of boundary.
Next we define the boundary ∂X of a manifold X with boundary or (g-)
corners. To motivate the definition, consider [0,∞)2 in R2, regarded as a mani-
fold with corners. If we took ∂
(
[0,∞)2
)
to be the subset [0,∞)×{0}∪{0}×[0,∞)
of [0,∞)2, then ∂
(
[0,∞)2
)
would not be a manifold with corners near (0, 0). In-
stead, we take ∂
(
[0,∞)2
)
to be the disjoint union of the two boundary strata
[0,∞) × {0} and {0} × [0,∞). This is a manifold with boundary, but now
∂
(
[0,∞)2
)
is not a subset of [0,∞)2, since two points in ∂
(
[0,∞)2
)
correspond
to the vertex (0, 0) in [0,∞)2.
Definition 2.4. Let U be a region with g-corners in Rn, defined usingW, f1, . . . ,
fN as in Definition 2.1. If u ∈ U , let {i1, . . . , il} be the subset of i in {1, . . . , N}
for which fi(u) = 0, and let S{i1,...,il} be as in Definition 2.1. Then S{i1,...,il} is
an embedded submanifold of W containing u. Define the codimension of u in
U to be n− dimS{i1,...,il}.
It is not difficult to see that if u has codimension m, then n − m is the
maximum dimension of embedded submanifolds S in Rn with u ∈ S ⊆ U ⊆ Rn,
and this maximum is achieved by S{i1,...,il}. Therefore the codimension of u
depends only on u and the set U up to diffeomorphism (in the sense of Definition
2.2), and is independent of the choice of W, f1, . . . , fN used to define U .
Let X be an n-manifold with g-corners. Then X is covered by a system
of charts
{
(U i, φi) : i ∈ I
}
, with each U i a region with g-corners in Rn. Let
x ∈ X , so that x = φi(u) for some i ∈ I and u ∈ U i. Define the codimension
of x in X to be the codimension of u in U i. This is independent of the choice
of chart (U i, φi), since if x = φi(u) = φj(u′), then U i near u is diffeomorphic
to U j near u′ using φj ◦ (φi)−1. For each k = 0, . . . , n, define Sk(X) to be
the subset of x ∈ X of codimension k, the codimension k stratum of X . Then
X =
∐n
k=0 Sk(X). One can show that each Sk(X) has the structure of an
(n− k)-manifold without boundary, with closure Sk(X) =
⋃n
l=k Sl(X).
Let x ∈ S1(X) =
⋃n
l=1 Sl(X). A local boundary component B of X at
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x is a local choice of connected component of S1(X) near x. That is, for each
sufficiently small open neighbourhood U of x in X , B gives a choice of connected
component V of U ∩ S1(X) with x ∈ V¯ , and any two such choices U, V and
U ′, V ′ must be compatible in the sense that x ∈ (V ∩ V ′). It is easy to see
that if x ∈ S1(X) then x has a unique local boundary component B, and if
x ∈ S2(X) then x has exactly two local boundary components B1, B2, and if
x ∈ Sk(X) for k > 2 then x has at least k local boundary components.
As a set, define the boundary ∂X of X by
∂X =
{
(x,B) : x ∈ S1(X), B is a local boundary component for X at x
}
.
Then ∂X naturally has the structure of an (n− 1)-manifold with g-corners. To
see this, let (x,B) ∈ ∂X , and suppose (U i, φi) is a chart on X with x ∈ φi(U i).
Then U i is a region with g-corners in Rn defined using some W, f1, . . . , fN ,
with x = φi(u) for some unique u ∈ U i. Now (φi)−1(B) is a local boundary
component of U i at u. From Definition 2.1 it follows that (φi)−1(B) coincides
with f−1j (0) near u for some j = 1, . . . , N .
Definition 2.1(b) with l = 1 and i1 = j then implies that dfj is nonzero
on f−1j (0) = S{j}, so f
−1
j (0) is a closed, embedded (n − 1)-submanifold of
U j containing u. Thus we can choose a diffeomorphism ψ : W˜ → f−1j (0) ⊂ U
i
from an open subset W˜ ⊂ Rn−1 to an open neighbourhood ψ(W˜ ) of u in f−1j (0).
Define functions f˜1, . . . , f˜N−1 : W˜ → R to be f˜a = fa ◦ψ for a = 1, . . . , j−1 and
f˜a = fa+1 ◦ ψ for a = j, . . . , N − 1. Then W˜ , f˜1, . . . , f˜N−1 satisfy Definition 2.1
and define a region with corners U˜ in Rn−1, with ψ(U˜ ) an open neighbourhood
of u in U i ∩ f−1j (0). Make W, U˜ smaller if necessary to ensure that ψ(U˜) ⊆
(φi)−1(B). Define φ˜ : U˜ → ∂X by φ˜(u˜) =
(
φi ◦ ψ(u˜), B
)
. Then (U˜ , φ˜) is an
(n− 1)-dimensional chart on ∂X with g-corners, with (x,B) ∈ φ˜(U˜). Any two
such charts are compatible, by compatibility of the (U i, φi). Thus, covering ∂X
with a system of these charts makes it into an (n− 1)-manifold with g-corners.
If X is a manifold without boundary then ∂X = ∅, and if X is a manifold
with boundary then ∂X is a manifold without boundary. In this case we may
regard ∂X as a subset of X , since each x ∈ S1(X) has a unique local boundary
component B, so (x,B) 7→ x is injective. If X has corners (not g-corners) then
∂X has corners (not g-corners). If X is compact then ∂X is compact.
We define smooth maps and submersions of manifolds with g-corners.
Definition 2.5. Let X,Y be manifolds with g-corners, with dimX = m,
dimY = n, and f : X → Y be a continuous map. We call f smooth if when-
ever (U, φ), (V, ψ) are charts on X,Y respectively compatible with the manifold
structures on X,Y , where U ⊆ Rm and V ⊆ Rn are regions with g-corners, then
ψ−1 ◦ f ◦ φ : (f ◦ φ)−1(ψ(V )) −→ ψ−1(f ◦ φ(U)) (4)
is a smooth map from (f ◦ φ)−1(ψ(V )) ⊆ U ⊆ Rm to ψ−1(f ◦ φ(U)) ⊆ V ⊆ Rn.
That is, as in Definition 2.2, ψ−1 ◦f ◦φ should extend to a smooth map between
open subsets of Rm,Rn containing (f ◦ φ)−1(ψ(V )) and ψ−1(f ◦ φ(U)).
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We will define when a smooth map f : X → Y is a submersion. When
∂X = ∅ = ∂Y , the definition is well-known. But when X,Y have boundary
and (g-)corners, we will impose complicated extra conditions on f over ∂kX
and ∂lY for k, l > 0. Suppose first that f : X → Y is a smooth map and
∂X = ∅ = ∂Y . We call f a submersion if for all (U, φ), (V, ψ) as above and all
u ∈ (f ◦ φ)−1(ψ(V )), the linear map d
(
ψ−1 ◦ f ◦ φ
)
|u : R
m → Rn is surjective.
This implies m > n. More geometrically, X,Y have tangent bundles TX, TY ,
and the derivative df is a morphism of vector bundles df : TX → f∗(TY ), and
f is a submersion if df is surjective.
Next, suppose that f : X → Y is a smooth map and ∂Y = ∅, but do
not assume that ∂X = ∅. We call f a submersion if for all k > 0, the map
f |∂kX : ∂
kX → Y satisfies d
(
f |∂kX
)
: T (∂kX)→ f |∗∂kX(TY ) is surjective. This
implies that ∂kX = ∅ for all k > m − n. Also, if f : X → Y is a submersion
then f |∂X : X → Y is a submersion.
Finally, suppose that f : X → Y is a smooth map, but do not assume that
∂X = ∅ or ∂Y = ∅. We give an inductive definition of what it means for f to
be a submersion. We call f a submersion if:
(a) df : TX → f∗(TY ) is a surjective morphism of vector bundles over X ;
(b) there is a unique decomposition ∂X = ∂f+X ∐ ∂
f
−X , where ∂
f
+X, ∂
f
−X are
open and closed subsets of ∂X , such that f+ = f |∂f+X
maps (∂f+X)
◦ → Y ◦,
and f |∂f−X
: ∂f−X → Y factors uniquely as f |∂f−X
= f− ◦ ι, where f− :
∂f−X → ∂Y is a smooth map and ι : ∂Y → Y is the natural immersion,
and f− maps (∂
f
+X)
◦ → (∂Y )◦; and
(c) f+ : ∂
f
+X → Y and f− : ∂
f
−X → ∂Y are both submersions.
This definition is recursive, as the definition of f being a submersion involves
f± being submersions in (c), but since dim ∂±X = dimX − 1, the definition
makes sense by induction on dimX = 0, 1, 2, . . ..
The following example may help readers to understand the definition. Let
W,Y be manifolds with g-corners, and set X = W × Y , with f : X → Y the
projection W × Y → Y . Then f is a submersion in the sense above. We have
∂X = ∂(W × Y ) = (∂W × Y ) ∐ (W × ∂Y ). Then ∂f+X = ∂W × Y , with
f+ : ∂
f
+X → Y the projection ∂W × Y → Y , and ∂
f
−X = W × ∂Y , with
f− : ∂
f
−X → ∂Y the projection W × ∂Y → ∂Y . In general, one can think of
submersions f : X → Y as being locally like a projection W × Y → Y for W,Y
manifolds with g-corners. If Y is a manifold with g-corners then idY : Y → Y
is a submersion, taking ∂idY+ Y = ∅ and ∂
idY
− Y = ∂Y .
One justification for this complicated definition of submersions is that if
f : X → Y , f ′ : X ′ → Y are smooth maps of manifolds with g-corners with at
least one of f, f ′ a submersion, there is a well-behaved notion of fibre product
X ×f,Y,f ′ X ′, which is a manifold with g-corners.
Proposition 2.6. Suppose X,X ′, Y are manifolds with g-corners and f : X →
Y, f ′ : X ′ → Y are smooth maps, with at least one of f, f ′ a submersion. Define
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the fibre product X ×f,Y,f ′ X ′ or X ×Y X ′ by
X ×f,Y,f ′ X
′ = X ×Y X
′ =
{
(p, p′) ∈ X ×X ′ : f(p) = f ′(p′)
}
. (5)
Then X ×Y X ′ is a closed, embedded submanifold of X ×X ′, and so X ×Y X ′
is a manifold with g-corners, which is compact if X,X ′ are compact.
Define maps πX : X×Y X
′ → X, πX′ : X×Y X
′ → X ′, and πY : X×Y X
′ →
Y by πX : (p, p
′) 7→ p, πX′ : (p, p′) 7→ p′, and πY : (p, p′) 7→ f(p) = f ′(p′). Then
πX , πX′ , πY are smooth, and πX is a submersion if f
′ is a submersion, and
πX′ is a submersion if f is a submersion, and πY is a submersion if both f
′, f ′
are submersions.
If ∂Y = ∅ then we have a natural diffeomorphism
∂
(
X ×f,Y,f ′ X
′
)
∼=
(
∂X ×f |∂X ,Y,f ′ X
′
)
∐
(
X ×f,Y,f ′|∂X ∂X
′
)
, (6)
where if f is a submersion then f |∂X : ∂X → Y is a submersion, and the same
for f ′, so the fibre products in (6) make sense.
In general, allowing ∂Y 6= ∅, if f is a submersion then
∂
(
X ×f,Y,f ′ X
′
)
∼=
(
∂f+X ×f+,Y,f ′ X
′
)
∐
(
X ×f,Y,f ′|∂X ∂X
′
)
, (7)
and if f ′ is a submersion then
∂
(
X ×f,Y,f ′ X
′
)
∼=
(
∂X ×f |∂X ,Y,f ′ X
′
)
∐
(
X ×f,Y,f ′+ ∂
f ′
+X
′
)
, (8)
and if both f, f ′ are submersions then both (7)–(8) hold, and also
∂
(
X ×f,Y,f ′ X
′
)
∼=
(
∂f+X ×f+,Y,f ′ X
′
)
∐
(
X ×f,Y,f ′+ ∂
f ′
+X
′
)
∐
(
∂f−X ×f−,∂Y,f ′− ∂
f ′
−X
′
)
,
(9)
with ∂πY+
(
X ×f,Y,f ′ X
′
)
∼=
(
∂f+X ×f+,Y,f ′ X
′
)
∐
(
X ×f,Y,f ′+ ∂
f ′
+X
′
)
, (10)
and ∂πY−
(
X ×f,Y,f ′ X
′
)
∼= ∂
f
−X ×f−,∂Y,f ′− ∂
f ′
−X
′. (11)
Note that Proposition 2.6 would not be true if in defining submersions f :
X → Y we had not imposed conditions over ∂kX and ∂lY for all k, l > 0,
since otherwise X ×Y X ′ might fail to be a manifold with g-corners on strata
coming from ∂kX or ∂k
′
X ′. Thus we do need the complex, inductive definition
in Definition 2.5. The proof of Proposition 2.6 is straightforward. The main
thing is to check that X ×Y X ′ is a submanifold of X × X ′, by working with
coordinate charts on X,X ′. The submersion conditions on ∂kX, ∂k
′
X ′ ensure
that X×Y X ′ intersects the parts of the boundary and corners of X×X ′ coming
from ∂kX, ∂k
′
X ′ suitably transversely.
A manifold X with (g-)corners has a natural involution σ : ∂2X → ∂2X .
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Definition 2.7. Let X be an n-manifold with g-corners. Then ∂2X = ∂(∂X) is
an (n− 2)-manifold with g-corners. Points of ∂2X are of the form
(
(x,B1), B
′
)
,
where (x,B1) ∈ ∂X , so that x ∈ X and B1 is a local boundary component for
X at x, and B′ is a local boundary component for ∂X at (x,B1). We would
like to understand B′ in terms of local boundary components for X at x. Let
U be a sufficiently small open neighbourhood of x ∈ X . Then B1 determines
a connected component V1 of U ∩ S1(X) with x ∈ V¯1, and B′ determines a
connected component V ′ of U ∩ V¯1 ∩ S2(X).
From above, if y ∈ S2(X) then there are exactly two local boundary compo-
nents for X at y. Applying this to y ∈ V ′ with the same U , we find that there
exists a unique second connected component V2 of U ∩ S1(X) with V1 6= V2
such that V ′ is a subset of U ∩ V¯2 ∩ S2(X). This V2 determines a unique local
boundary component B2 of X at x, with B1 6= B2. Conversely, B1, B2 deter-
mine B′, since V ′ is the unique connected component of U ∩ V¯1 ∩ V¯2 ∩ S2(X)
with x ∈ V¯ ′. Let us write B1 ∩ B2 for B′. Then each point in ∂2X may be
uniquely written as
(
(x,B1), B1 ∩ B2
)
, where x ∈ X and B1, B2 are distinct
local boundary components of X at x which intersect in codimension 2 in X .
Define σ : ∂2X → ∂2X by σ :
(
(x,B1), B1∩B2
)
7→
(
(x,B2), B2∩B1
)
. Then
σ is a natural, smooth, free involution of ∂2X . If X is oriented, so that ∂X and
∂2X are oriented, then σ is orientation-reversing.
These involutions σ are important in problems of extending data from ∂X
to X . We call this the Extension Principle, and we state it for arbitrary maps,
for continuous functions or sections, and for smooth functions and sections.
Principle 2.8.(Extension Principle)(a) Let X be a manifold with g-corners,
P a nonempty set, and H : ∂X → P an arbitrary map. Then a necessary and
sufficient condition for there to exist G : X → P with G|∂X ≡ H is that H |∂2X
is invariant under σ : ∂2X → ∂2X in Definition 2.7, that is, H |∂2X ◦σ ≡ H |∂2X .
(b) Let X be a manifold with g-corners, E → X a vector bundle, ζ : ∂X → R
a continuous map, and t a continuous section of E|∂X . Then necessary and
sufficient conditions for there to exist continuous η : X → R with η|∂X ≡ ζ, and
a continuous section s of E with s|∂X ≡ t, are that ζ|∂2X and t|∂2X should be
invariant under σ : ∂2X → ∂2X . Here σ : ∂2X → ∂2X has a natural lift σˆ :
E|∂2X → E|∂2X , and t|∂2X is invariant under σ means that t|∂2X ◦σ ≡ σˆ◦t|∂2X .
(c) Let X be a manifold with corners (not g-corners), E → X a vector bundle,
ζ : ∂X → R be smooth, and t a smooth section of E|∂X . Then necessary and
sufficient conditions for there to exist smooth η : X → R with η|∂X ≡ ζ, and
a smooth section s of E with s|∂X ≡ t, are that ζ|∂2X and t|∂2X should be
invariant under σ : ∂2X → ∂2X .
The point is that for manifolds with (g-)corners, the ‘inclusion’ map ι :
∂X → X taking ι : (x,B) 7→ x is not injective over Sk(X) for k > 2. By the
‘restriction’ G|∂X , we mean G◦ι. Clearly, in (a) there can only exist G : X → P
with G|∂X = H if whenever p 6= q ∈ ∂X with ι(p) = ι(q) we have H(p) = H(q).
Then p, q lie over ∂2X , and it is easy to show that H(p) = H(q) for all such p, q
if and only if H |∂2X is σ-invariant.
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This establishes necessity in (a), and for (b),(c) the argument is the same.
Sufficiency in (a) is more-or-less trivial, we can take G|X◦ ≡ p ∈ P . For (b),(c),
we prove local sufficiency near any point of X that lifts to ∂X , then join local
choices of η, s with a partition of unity to get a global choice.
Note that if X has g-corners, not corners, then in (c) for ζ|∂2X , t|∂2X to be
σ-invariant is a necessary but not sufficient for ζ, t to extend smoothly to X .
As an example, take X to be the octahedron O in (3), and let ζ : ∂O → R
be smooth with ζ|∂2X ≡ ζ|∂2X ◦ σ. Then at the vertex (1, 0, 0) of O, we can
prescribe the derivatives of ζ along the four edges of O meeting at (1, 0, 0) inde-
pendently. However, if ζ = η|∂O with η smooth then these four derivatives would
be determined by dη|(1,0,0), which has only three parameters, a contradiction.
That is, the smooth Extension Principle fails for manifolds with g-corners.
This will cause problems in proofs in Appendices A–C. To get round them, we
develop a notion of piecewise smooth extensions in §A.1.4, which do work for
manifolds and orbifolds with g-corners.
Some very similar ideas can be found in Fukaya et al. [24], which is not
surprising, as they also have to solve essentially the same problems that we
need the Extension Principle for. They prove a result close to Principle 2.8(c)
in [24, Lem. 30.121], and in [24, Rem. 30.122] they note that this result does
not hold for polygons, which is their way of saying that the smooth Extension
Principle fails for manifolds with g-corners, and that instead one can work with
piecewise smooth multisections, just as we use piecewise smooth extensions for
manifolds with g-corners.
2.2 Orbifolds and orbibundles
Next we introduce orbifolds. Some useful references are Adem, Leida and Ruan
[1], the appendix in Chen and Ruan [12], and Satake’s original paper [66].
Definition 2.9. Let X be a paracompact Hausdorff topological space. For
orbifolds without boundary, an n-dimensional orbifold chart on X is a triple
(U,Γ, φ), where Γ is a finite group with a linear representation on Rn, U is a
Γ-invariant open subset in Rn, and φ : U/Γ → X is a homeomorphism with a
nonempty open set φ(U/Γ) in X .
For orbifolds with boundary we also allow orbifold charts of the form (U,Γ, φ),
where Γ is a finite group with a linear representation on Rn preserving the subset
[0,∞)×Rn−1, U is a Γ-invariant open subset in [0,∞)×Rn−1, and φ : U/Γ→ X
is a homeomorphism with a nonempty open set φ(U/Γ) in X .
For orbifolds with corners we also allow orbifold charts (U,Γ, φ), where Γ is
a finite group with a linear representation on Rn preserving the subset [0,∞)k×
Rn−k for some 0 6 k 6 n, U is a Γ-invariant open subset in [0,∞)k×Rn−k, and
φ : U/Γ→ X is a homeomorphism with a nonempty open set φ(U/Γ) in X .
For orbifolds with generalized corners (g-corners) we also allow orbifold
charts (U,Γ, φ), where Γ is a finite group with a linear representation on Rn, U
is a Γ-invariant region with g-corners in Rn, and φ : U/Γ→ X is a homeomor-
phism with a nonempty open set φ(U/Γ) in X .
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For such a chart (U,Γ, φ), let p ∈ Imφ ⊆ X , choose up ∈ U with φ(Γup) = p,
and define Γp = {γ ∈ Γ : γ up = up}. Choose a Γp-invariant open neighbour-
hood Up of up in U such that if γ ∈ Γ and both u, γ u lie in Up then γ ∈ Γp;
this holds if Up is sufficiently small. Then the map Up/Γp → (ΓUp)/Γ ⊆ U/Γ
given by Γpu 7→ Γu is a homeomorphism. Define φp : Up/Γp → X by φp(Γpu) =
φ(Γu). Then φp is a homeomorphism with its image, so (Up,Γp, φp) is an orb-
ifold chart on X . We call (Up,Γp, φp) an induced chart of (U,Γ, φ) for p.
Let (U,Γ, φ) and (V,∆, ψ) be n-dimensional orbifold charts on X . We say
(U,Γ, φ), (V,∆, ψ) are compatible if for each p ∈ φ(U/Γ)∩ψ(V/∆) there exist in-
duced charts (Up,Γp, φp) and (Vp,∆p, ψp) for p, an isomorphism of finite groups
ρp : Γp → ∆p, and a ρp-equivariant diffeomorphism σp : Up → Vp, such that
φp = ψp ◦ (σp)∗, where (σp)∗ : Up/Γp → Vp/∆p is the induced homeomorphism.
An n-dimensional orbifold structure on X is a system of n-dimensional orb-
ifold charts
{
(U i,Γi, φi) : i ∈ I
}
on X such that X =
⋃
i∈I φ
i(U i/Γi) and
(U i,Γi, φi), (U j ,Γj , φj) are pairwise compatible for all i, j ∈ I. We call X with
its n-dimensional orbifold structure an n-dimensional orbifold (either without
boundary, or with boundary, or with corners, or with g-corners, according to
which classes of orbifold charts above we allow). When we just refer to an
orbifold, we usually mean an orbifold with g-corners.
If X is an n-dimensional orbifold and p ∈ X then for some orbifold chart
(U,Γ, φ) on X we have p = φ(Γup) for up ∈ U . Define the stabilizer group
Stab(p) of p to be the finite group {γ ∈ Γ : γ up = up}. Up to isomorphism, this
is independent of choices of (U,Γ, φ) and up. The representation of Stab(p) on
TupU
∼= Rn is also independent of choices, up to isomorphisms of Stab(p) and
automorphisms of Rn.
Generalizing Definition 2.4, we can define the boundary ∂X of an orbifold
with (g-)corners, which is also an orbifold with (g-)corners. Following Definition
2.7 we can define a natural involution σ : ∂2X → ∂2X . This σ may not be free in
the orbifold case, but if X is oriented then σ is orientation-reversing. Principle
2.8 holds, with orbifolds in place of manifolds.
Remark 2.10. (a) In defining orbifolds, some authors require the group Γ
to act effectively on Rn in orbifold charts (U,Γ, φ), that is, every non-identity
element in Γ must act nontrivially on Rn. Our definition is more general, and
allows orbifolds such as {0}/Γ in which generic points have nontrivial stabilizer
groups. We will call orbifolds in which Γ acts effectively in orbifold charts
(U,Γ, φ) effective orbifolds. They will be discussed in §3.9, and will be important
in defining effective Kuranishi (co)homology.
One reason for allowing non-effective orbifolds is that some important exam-
ples of moduli spaces are not effective. For example, the moduli space M1,1 of
Deligne–Mumford stable Riemann surfaces of genus one with one marked point,
to be discussed in §6.1, is a non-effective orbifold, whose generic points have
stabilizer group Z2.
(b) Suppose (U,Γ, φ) is an orbifold chart on X with corners or g-corners, and
u ∈ Sk(U) for k > 2 so that there are l > k local boundary components
B1, . . . , Bl of U at u, and ∆ ⊂ Γ is the subgroup of Γ fixing u. Then we
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allow ∆ to permute B1, . . . , Bl, we do not require ∆ to fix each local boundary
component of U at u. Thus, the stabilizer group of φ(Γu) in X is ∆, but
the stabilizer group of φ
(
Γ(u,Bi)
)
in ∂X is the subgroup of ∆ fixing Bi, for
i = 1, . . . , l. So, under ι : ∂X → X mapping (x,B) 7→ x, the induced morphisms
of stabilizer groups ι∗ : Stab
(
(x,B)
)
→ Stab(x) are injective, but need not be
isomorphisms.
In Definition 5.15, for Γ a finite group and ρ an isomorphism class of non-
trivial Γ-representations, we will define the orbifold stratum XΓ,ρ of an orbifold
X . It is an immersed suborbifold of X , with points (x, λ) for x ∈ X and λ :
Γ→ StabX(x) an injective group morphism. The fact above has the important
consequence that for orbifolds with corners or g-corners, restricting to orbifold
strata does not commute with taking boundaries, that is, ∂(XΓ,ρ) 6= (∂X)Γ,ρ.
In Chapter 5 we will discuss Kuranishi (co)bordism groupsKB∗,KB
∗(Y ;R).
We will show that KB∗,KB
∗(Y ;R) are very large, as for ‘chains’ [X,f ] there
is invariant information in orbifold strata XΓ,ρ for all Γ, ρ with |Γ| odd, which
can be recovered from KB∗,KB
∗(Y ;R). However, this does not apply to Ku-
ranishi (co)homology. Since restricting to orbifold strata does not commute
with boundaries for orbifolds and Kuranishi spaces with (g-)corners, for Kuran-
ishi (co)chains [X,f ,G] or [X,f ,C], no information from orbifold strata XΓ
survives in Kuranishi (co)homology. This is implicit in the proof of the isomor-
phism of (effective) Kuranishi homology with singular homology in Appendices
A–C, see in particular §A.2.
Definition 2.11. Let X,Y be orbifolds, and f : X → Y a continuous map.
We call f smooth if for all p ∈ X and q = f(p) in Y there are induced orbifold
charts (Up,Γp, φp), (Vq,∆q, ψq) on X,Y for p, q, a morphism of finite groups
ρpq : Γp → ∆q, and a ρpq-equivariant smooth map σpq : Up → Vq, such that
f ◦ φp(Γpu) = ψq(∆qσpq(u)) for all u ∈ Up. (Warning: this definition is
oversimplified and requires modification, as in Remark 2.12 below.)
We call f a submersion if all the σpq are submersions of manifolds, in the
sense of Definition 2.5. We call f an embedding if f is injective, all the ρpq
are isomorphisms, and all the σpq are embeddings. We call f a diffeomorphism
if it is a homeomorphism, all the ρpq are isomorphisms, and all the σpq are
diffeomorphisms with their images. If f is a diffeomorphism then f−1 is a
diffeomorphism.
If X,Y, Z are orbifolds and f : X → Y , g : Y → Z are smooth then
g ◦f : X → Z is smooth. If f is smooth and p ∈ X with q = f(p) in Y there is a
natural group homomorphism f∗ : Stab(p)→ Stab(q), unique up to conjugation
in Stab(p), Stab(q), given by f∗ = ρpq above under the isomorphisms Stab(p) ∼=
Γp, Stab(q) ∼= ∆q. Embeddings and diffeomorphisms induce isomorphisms f∗
on stabilizer groups.
Remark 2.12. This definition of smooth maps of orbifolds is based on Satake
[66, p. 361], who introduced orbifolds (then called V-manifolds). However, there
is a problem with it, discussed by Adem et al. [1, p. 23-4, p. 47-50]: smooth
maps of orbifolds defined this way do not have all the properties one wants, in
particular, if f : X → Y is a smooth map of orbifolds and E → Y is an orbifold
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vector bundle (see Definition 2.13), then the pullback orbifold vector bundle
f∗(E)→ X may not be well-defined.
The problem is this: if X,Y, f, p, q and some choices of orbifold charts
(Up,Γp, φp), (Vq ,∆q, ψq) are as above, then the ρpq-equivariant smooth map
σpq : Up → Vq satisfying f ◦ φp(Γpu) = ψq(∆qσpq(u)) for u ∈ Up may not be
uniquely defined. For instance, if ∆q is abelian and δ ∈ ∆q then σ′pq = δ ◦ σpq
is also a ρpq-equivariant smooth map σ
′
pq : Up → Vq with f ◦ φp(Γpu) =
ψq(∆qσ
′
pq(u)) for all u ∈ Up, but we may have σ
′
pq 6≡ σpq. Thus, if we write down
some construction involving the σpq , and the result is not independent of the
choice of σpq , then the construction is not well-defined. This holds for pullbacks
f∗(E) of orbifold vector bundles, and also for fibre products of orbifolds below.
There is a solution to this problem. Using their ‘groupoid’ point of view
on orbifolds (for them, a groupoid is roughly speaking equivalent to an orbifold
with a particular choice of atlas of charts (U,Γ, φ)), Moerdijk and Pronk [57, §5]
define strong maps of orbifolds. Also, Chen and Ruan [12, §4.4] define good maps
of orbifolds, also with choices of atlases. Both strong and good maps have well-
behaved pullbacks of orbifold vector bundles, and fibre products. Lupercio and
Uribe [54, Prop. 5.1.7] prove that these notions of strong maps and good maps
coincide. Adem at al. [1, §2.4] call strong/good maps morphisms of orbifolds.
One can also use the theory of stacks from algebraic geometry: as in [54, §8.4],
an orbifold is basically a Deligne–Mumford stack over smooth manifolds, and
then strong and good maps correspond to morphisms of stacks.
In fact the notion of smooth map of orbifolds we want to work with is that
of strong maps [57], good maps [12] or orbifold morphisms [1], rather than the
weaker notion of Satake [66]. But this is not a central issue for us, and to work
in one of the frameworks of [1, 12, 57] would increase notation, and sacrifice
clarity and geometric intuition. So we will have our cake and eat it, by making
the following convention: strong/good maps are equivalent to Satake’s smooth
maps together with some extra data, and this extra data enables us to make
unique choices of σpq in Definition 2.11, in a functorial way. We will leave this
extra data implicit, but use it to choose σpq uniquely whenever we need to, such
as in Definition 2.14 below. This convention entitles us to ignore the problem
of non-uniqueness of σpq.
Our definition of orbifold vector bundles is equivalent to the good orbifold
vector bundles of Chen and Ruan [12, §4.3].
Definition 2.13. Let X be an orbifold. An orbifold vector bundle, or orbibun-
dle, E → X with fibre Rk is an orbifold E called the total space and a smooth
map π : E → X called the projection, such that:
(a) for each orbifold chart (U,Γ, φ) on X there is an orbifold chart (EU ,Γ, φˆ)
on E with φˆ(EU/Γ) = π
−1(φ(U/Γ)), and a Γ-equivariant submersion πU :
EU → U with π ◦ φˆ(Γeˆ) = φ(ΓπU (eˆ)) for all eˆ ∈ EU , such that EU has
the structure of a vector bundle over U with fibre Rk and projection πU :
EU → U , and the Γ-action on EU preserves the vector bundle structure.
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(b) Let (U,Γ, φ), (V,∆, ψ), p ∈ φ(U/Γ) ∩ ψ(V/∆), (Up,Γp, φp), (Vp,∆p, ψp),
ρp : Γp → ∆p and σp : Up → Vp be as in Definition 2.9, and (U,Γ, φ),
(V,∆, ψ) lift to (EU ,Γ, φˆ), (EV ,∆, ψˆ) on E with projections πU : EU → U ,
πV : EV → V as in (a). Set EUp = π
−1
U (Up), EVp = π
−1
V (Vp), so that
EUp , EVp are vector bundles over Up, Vp with projections πU : EUp → Up,
πV : EVp → Vp. Define φˆp : EUp/Γp → E, ψˆp : EVp/∆p → E by φˆp(Γpeˆ) =
φˆ(Γeˆ), ψˆp(∆pfˆ) = ψˆ(∆fˆ), so that (EUp ,Γp, φˆp), (EVp ,∆p, ψˆp) are induced
charts for E. Then there must exist a ρp-equivariant isomorphism of
vector bundles σˆp : EUp → EVp over Up, Vp, such that πV ◦ σˆp = σp ◦ πU
and φˆp = ψˆp ◦ (σˆp)∗.
A section s of an orbibundle π : E → X is a smooth map s : X → E with
π ◦ s = idX , the identity on X . For any n-dimensional orbifold X we may
define the tangent bundle TX , an orbibundle with fibre Rn. Morphisms (or
isomorphisms, embeddings, . . . ) of orbibundles may be defined in the obvious
way, as smooth maps (or diffeomorphisms, embeddings, . . . ) of the total spaces
of the bundles, which lift to morphisms (or isomorphisms, embeddings, . . . ) of
vector bundles EU → U on orbifold charts (EU ,Γ, φˆ).
In Proposition 2.6 we defined fibre products of manifolds. We now extend
this to orbifolds. There are some subtleties to do with stabilizer groups which
mean that even as a set, the orbifold fibre product X×Y X ′ is not given by (5).
For orbifolds without boundary our definition is equivalent to that of Moerdijk
and Pronk [57, §5], but because of our convention in Remark 2.12 we can present
it in a more explicit, differential-geometric way.
Definition 2.14. Let X,X ′, Y be orbifolds and f : X → Y , f ′ : X ′ → Y
be smooth maps, at least one of which is a submersion. Then for p ∈ X and
p′ ∈ X ′ with f(p) = q = f(p′) in Y we have homomorphisms of stabilizer groups
f∗ : Stab(p)→ Stab(q), f ′∗ : Stab(p
′)→ Stab(q). Thus we can form the double
coset space
f∗(Stab(p))\ Stab(q)/f
′
∗(Stab(p
′))
=
{
{f∗(γ)δf∗(γ
′) : γ ∈ Stab(p), γ′ ∈ Stab(p′)} : δ ∈ Stab(q)
}
.
As a set, we define
X ×Y X
′ =
{
(p, p′,∆) : p ∈ X , p′ ∈ X ′, f(p) = f ′(p′),
∆ ∈ f∗(Stab(p))\ Stab(f(p))/f
′
∗(Stab(p
′))
}
.
(12)
We give this the structure of an orbifold as follows. Suppose p ∈ X , p′ ∈
X ′ and q ∈ Y with f(p) = y = f ′(p′), and let (Up,Γp, φp), (U ′p′ ,Γ
′
p′ , φ
′
p′ ),
(Vq,∆q, ψq) be induced orbifold charts, so that Γp ∼= Stab(p), Γ′p′
∼= Stab(p′),
∆q ∼= Stab(q). Making Up, U
′
p′ smaller if necessary, there exist homomorphisms
ρpq : Γp → ∆q and ρ′p′q : Γ
′
p′ → ∆q identified with f∗ : Stab(p) → Stab(q) and
f ′∗ : Stab(p
′) → Stab(q), and ρpq, ρ′p′q-equivariant smooth maps σpq : Up → Vq
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and σ′p′q : U
′
p′ → Vq at least one of which is a submersion, inducing f, f
′ on
Imφp and Imφ
′
p′ . Define an orbifold chart on X ×Y X
′ by(
(Up × Up′)×σpq×σ′p′q,Vp×Vp,πq (Vq ×∆q),Γp × Γ
′
p′ , ψpp′q
)
. (13)
Here the first term in (13) is a fibre product of smooth manifolds, as in Propo-
sition 2.6. Define πq : (Vq×∆q)→ Vq×Vq by πq(v, δ) 7→ (v, δ ·v). The action of
Γp × Γ′p′ on the first term in (13) is induced by the obvious action on Up ×Up′ ,
and the action on Vq ×∆q by (γ, γ
′) : (v, δ) 7→
(
ρpq(γ) · v, ρ
′
p′q(γ
′)δρpq(γ)
−1
)
.
Defining the map ψpp′q from the first term of (13) to the set (12) is tricky,
because Stab(p), Stab(p′), Stab(q) and the morphisms f∗, f
′
∗ between them are
only really defined up to conjugation. (Actually, one needs the ideas of Re-
mark 2.12 at this point.) Let (u, u′, v, δ) lie in the first term of (13), with
φp(Γpu) = x, φ
′
p′(Γ
′
p′u
′) = x′ and ψq(∆qv) = y. Then we have natural identifi-
cations Stab(x) ∼= StabΓp(u), Stab(x
′) ∼= StabΓp′ (u
′) and Stab(y) ∼= Stab∆q (v).
But f∗ : Stab(x) → Stab(y) is naturally identified with ρ′p′q : StabΓp′ (u
′) →
Stab∆q(δ · v). To identify Stab∆q(δ · v) with our model Stab∆q (v) for Stab(y)
we must choose ǫ ∈ ∆q such that ǫ · v = δ · v. (Note that just fixing ǫ = δ is not
a good choice; we want the choice of ǫ to depend only on the points v, δ · v, not
on δ.) With these identifications, we can define ψpp′q by
ψpp′q : (u, u
′, v, δ) 7−→(
ψp(Γpu), ψ
′
p′(Γ
′
p′u
′), ρpq(StabΓp(u))δǫ
−1ρ′p′q(StabΓ′p′ (u
′))
)
.
The orbifold charts (13) are compatible, and make X×Y X ′ into an orbifold.
The projections πX : X ×Y X ′ → X , πX′ : X ×Y X ′ → X ′ and πY : X ×Y
X ′ → Y are smooth maps, and the analogue of Proposition 2.6 holds. If Y
is a manifold, or more generally if all the maps f∗ : Stab(x) → Stab(f(x)) or
f ′∗ : Stab(x
′)→ Stab(f ′(x′)) are surjective, then as a topological space X×Y X ′
is the topological space fibre product of X,X ′ over Y in (5). But in general the
orbifold and topological space fibre products do not coincide.
2.3 Kuranishi neighbourhoods and coordinate changes
Let X be a paracompact Hausdorff topological space.
Definition 2.15. A Kuranishi neighbourhood (Vp, Ep, sp, ψp) of p ∈ X satisfies:
(i) Vp is an orbifold, which may have boundary, corners, or g-corners;
(ii) Ep → Vp is an orbifold vector bundle over Vp;
(iii) sp : Vp → Ep is a smooth section; and
(iv) ψp is a homeomorphism from s
−1
p (0) to an open neighbourhood of p in X ,
where s−1p (0) is the subset of Vp where the section sp is zero.
We call Ep the obstruction bundle, and sp the Kuranishi map.
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Remark 2.16. Definition 2.15 follows [25, Def. 5.1], save that in (i) we allow
the Vp to have boundary or (g-)corners which Fukaya and Ono do not, though
in [25, Def. 17.3] they allow the Vp to have boundary, and in (iii) following [24]
we require sp to be smooth, whereas Fukaya and Ono allow the sp to be only
continuous. We discuss smoothness of sp in Remark 2.19 below.
In [24, Def. A1.1] Fukaya et al. define a Kuranishi neighbourhood to be
(Vp, Ep,Γp, ψp, sp), where Vp is a manifold possibly with boundary or corners,
Ep → Vp a trivial vector bundle, Γp a finite group acting effectively on Vp
and Ep, sp a smooth Γp-equivariant section of Ep, and ψp : s
−1
p (0)/Γp → X a
homeomorphism with its image. Then (Vp/Γp, Ep/Γp, sp/Γp, ψp) is a Kuranishi
neighbourhood in our sense. One reason why we opted for the (Vp, Ep, sp, ψp)
form in this book is that much of Chapter 3 would not work for Kuranishi
neighbourhoods of the form (Vp, Ep,Γp, ψp, sp).
Definition 2.17. Let (Vp, Ep, sp, ψp), (V˜p, E˜p, s˜p, ψ˜p) be two Kuranishi neigh-
bourhoods of p ∈ X . We call (Vp, . . . , ψp) and (V˜p, . . . , ψ˜p) isomorphic with
isomorphism (α, αˆ) if there exist a diffeomorphism α : Vp → V˜p and an isomor-
phism of orbibundles αˆ : Ep → α∗(E˜p), such that s˜p◦α ≡ αˆ◦sp and ψ˜p◦α ≡ ψp.
We call (Vp, . . . , ψp), (V˜p, . . . , ψ˜p) equivalent if there exist open neighbour-
hoods Up ⊆ Vp, U˜p ⊆ V˜p of ψ
−1
p (p), ψ˜
−1
p (p) such that (Up, Ep|Up , sp|Up , ψp|Up)
and (U˜p, E˜p|U˜p , s˜p|U˜p , ψ˜p|U˜p) are isomorphic.
Definition 2.18. Let (Vp, Ep, sp, ψp) and (Vq, Eq, sq, ψq) be Kuranishi neigh-
bourhoods of p ∈ X and q ∈ ψp(s−1p (0)) respectively. We call a pair (φpq, φˆpq)
a coordinate change from (Vq, . . . , ψq) to (Vp, . . . , ψp) if:
(a) φpq : Vq → Vp is a smooth embedding of orbifolds. When Vp, Vq have
boundaries or (g-)corners, φpq maps Sk(Vq) → Sk(Vp) in the notation of
Definition 2.4, for all k > 0. Thus φpq is compatible with boundaries and
(g-)corners, and induces embeddings φpq : ∂
kVq → ∂kVp for all k > 0.
(b) φˆpq : Eq → φ
∗
pq(Ep) is an embedding of orbibundles over Vq;
(c) φˆpq ◦ sq ≡ sp ◦ φpq;
(d) ψq ≡ ψp ◦ φpq; and
(e) Choose an open neighbourhood Wpq of φpq(Vq) in Vp, and an orbifold
vector subbundle Fpq of Ep|Wpq with φ
∗
pq(Fpq) = φˆpq(Eq), as orbifold
vector subbundles of φ∗pq(Ep) over Vq. Write sˆp : Wpq → Ep/Fpq for the
projection of sp|Wpq to the quotient bundle Ep/Fpq. Now sp|φpq(Vq) lies in
Fpq by (c), so sˆp|φpq(Vq) ≡ 0. Thus there is a well-defined derivative
dsˆp : Nφpq(Vq)Vp → (Ep/Fpq)|φpq(Vq),
where Nφpq(Vq)Vp is the normal orbifold vector bundle of φpq(Vq) in Vp.
Pulling back to Vq using φpq, and noting that φ
∗
pq(Fpq) = φˆpq(Eq), gives
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a morphism of orbifold vector bundles over Vq:
dsˆp :
φ∗pq(TVp)
(dφpq)(TVq)
−→
φ∗pq(Ep)
φˆpq(Eq)
. (14)
We require that (14) should be an isomorphism over s−1q (0), and hence
on an open neighbourhood of s−1q (0) in Vq. Note that this forces dimVp−
rankEp = dimVq − rankEq. Now since sq ≡ 0 on s−1q (0), we have sp ≡ 0
on φpq(s
−1
q (0)) by (c), and because of this, the restriction of dsˆp in (14)
to s−1q (0) is independent of the choices of Wpq and Fpq. So the condition
that (14) is an isomorphism over s−1q (0) is independent of choices.
Remark 2.19. Definition 2.18 is based on Fukaya, Ono et al. [25, Def. 5.3], [24,
Def. A1.3], with two important modifications. Firstly, the condition in (a) on φpq
mapping Sk(Vq) → Sk(Vp) is new; it is necessary for the notion of a boundary
or codimension k corner point to be preserved by coordinate changes, so that
boundaries of Kuranishi spaces are well-behaved. Secondly, (e) is also new, and
it replaces the notion in [25, Def. 5.6], [24, Def. A1.14] that a Kuranishi structure
has a tangent bundle.
There is a possibility of confusion in the literature here. As well as the 1999
paper of Fukaya and Ono [25], there are currently three different versions of
Fukaya et al. [24] in circulation, dated 2000, 2006 and 2008. Each of these four
uses different definitions of Kuranishi space. In this book, references are to the
2008 version of [24]. In [25] and the 2000 and 2006 versions of [24], by saying
that a Kuranishi structure ‘has a tangent bundle’, Fukaya et al. mean that for
each coordinate change (φpq, φˆpq) in the Kuranishi structure, we are given an
isomorphism of orbibundles over Vq
χpq :
φ∗pq(TVp)
(dφpq)(TVq)
−→
φ∗pq(Ep)
φˆpq(Eq)
, (15)
satisfying compatibilities under composition of coordinate changes. But these
χpq need have no particular relation to dsˆp in (14).
In the 2008 version of [24], the definition [24, Def. A1.14] that a Kuranishi
structure ‘has a tangent bundle’ is basically equivalent to Definition 2.18(e).
That is, Fukaya et al. identify the maps χpq in (15) with dsˆp, which they write
as dfibersp. This change is necessary, and important. With the definitions of
‘Kuranishi space with a tangent bundle’ used in [25] and the 2000, 2006 versions
of [24], in which χpq is unrelated to dsˆp, the construction of virtual cycles
and virtual classes is invalid. This is remarked upon in the 2008 version [24,
A1.7(iv)], which also gives an example [24, Ex. A1.64] of bad behaviour using
the previous definition of tangent bundles.
Our Definition 2.18(e), and the corresponding definition [24, Def. A1.14] in
the 2008 version of [24], require the Kuranishi maps sp to be smooth, as in [24,
Def. A1.1], or at least C1, rather than merely continuous as in [25, Def. 5.1].
This is a significant issue because in constructing Kuranishi structures on moduli
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spaces of J-holomorphic curves, it is straightforward to make the sp continuous
at singular curves, but one has to do much more work to arrange for the sp to
be smooth. We will return to this issue in Remark 6.5 and in §6.8.
2.4 Kuranishi structures
We can now define Kuranishi structures on topological spaces.
Definition 2.20. Let X be a paracompact Hausdorff topological space. A
germ of Kuranishi neighbourhoods at p ∈ X is an equivalence class of Kuranishi
neighbourhoods (Vp, Ep, sp, ψp) of p, for equivalence as in Definition 2.17.
Suppose (Vp, Ep, sp, ψp) lies in such a germ. Then for any open neighbour-
hood Up of ψ
−1
p (p) in Vp, (Up, Ep|Up , sp|Up , ψp|Up) also lies in the germ. As a
shorthand, we say that some condition on the germ holds for sufficiently small
(Vp, . . . , ψp) if whenever (Vp, . . . , ψp) lies in the germ, the condition holds for
(Up, . . . , ψp|Up) for all sufficiently small Up as above.
A Kuranishi structure κ on X assigns a germ of Kuranishi neighbourhoods
for each p ∈ X and a germ of coordinate changes between them in the following
sense: for each p ∈ X , for all sufficiently small (Vp, . . . , ψp) in the germ at p, for
all q ∈ Imψp, and for all sufficiently small (Vq, . . . , ψq) in the germ at q, we are
given a coordinate change (φpq, φˆpq) from (Vq , . . . , ψq) to (Vp, . . . , ψp). These
coordinate changes should be compatible with equivalence in the germs at p, q
in the obvious way, and satisfy:
(i) dimVp − rankEp is independent of p; and
(ii) if q ∈ Imψp and r ∈ Imψq then φpq ◦ φqr = φpr and φˆpq ◦ φˆqr = φˆpr .
We call vdimX = dim Vp − rankEp the virtual dimension of the Kuranishi
structure. Note that Definition 2.18(e) already implies that dimVp − rankEp is
invariant under coordinate changes, so it is locally constant on X ; part (i) says
it is globally constant.
A Kuranishi space (X,κ) is a topological spaceX with a Kuranishi structure
κ. Usually we will just refer to X as the Kuranishi space, suppressing κ, except
when we need to distinguish between different Kuranishi structures κ, κ˜ on the
same topological space X .
We say that a Kuranishi space (X,κ) is without boundary, or with boundary,
or with corners, or with g-corners, if for all p ∈ X and all sufficiently small
(Vp, . . . , ψp) in the germ at p in κ, Vp is an orbifold without boundary, or with
boundary, or with corners, or with g-corners, respectively. When we just refer
to a Kuranishi space, we usually mean a Kuranishi space with g-corners.
Remark 2.21. Definition 2.20 is based on [25, Def. 5.3], [24, Def. A1.5], but
since our definition of coordinate change includes the extra condition Definition
2.18(e), as in Remark 2.19, our notion of Kuranishi structure is stronger than
that of Fukaya et al., and roughly corresponds to their definition of Kuranishi
structure with a tangent bundle [25, Def. 5.6], [24, Def. A1.14]. Note too that [25]
and the 2000 and 2006 versions of [24] define Kuranishi structures in terms of
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germs of Kuranishi neighbourhoods, as above, but the 2008 version of [24] does
not use germs.
An orbifold X is equivalent to a Kuranishi space with Ep the zero vector
bundle and sp ≡ 0 in all Kuranishi neighbourhoods (Vp, Ep, sp, ψp), and can be
covered by the single Kuranishi neighbourhood (X,X, 0, idX).
Definition 2.22. Let (X,κ) be a Kuranishi space. A Kuranishi neighbourhood
(V,E, s, ψ) on X is called compatible with the Kuranishi structure κ if for all
p ∈ Imψ and for all sufficiently small Kuranishi neighbourhoods (Vp, . . . , ψp) in
the germ at p in κ, there exists a coordinate change (φp, φˆp) from (Vp, . . . , ψp)
to (V,E, s, ψ).
Actually, when we use compatible Kuranishi neighbourhoods, we shall usu-
ally implicitly suppose that for all sufficiently small (Vp, . . . , ψp) we are given a
particular choice of coordinate change (φp, φˆp) from (Vp, . . . , ψp) to (V,E, s, ψ),
and that these choices are compatible with coordinate changes (φpq , φˆpq) in the
germ of coordinate changes in κ in the obvious way. So probably these choices
of (φp, φˆp) should be part of the definition.
Definition 2.20 implies that for p ∈ X , all sufficiently small (Vp, . . . , ψp) in
the germ at p in κ are compatible with κ. Thus, every Kuranishi space can
be covered by compatible Kuranishi neighbourhoods (with particular choices of
coordinate changes (φp, φˆp) as above). If X is compact we can choose a finite
cover by compatible Kuranishi neighbourhoods.
We can also define stabilizer groups of points in a Kuranishi space.
Definition 2.23. Let X be a Kuranishi space, p ∈ X , and (Vp, . . . , ψp) be a
Kuranishi neighbourhood in the germ at p. Define the stabilizer group Stab(p)
of p to be the stabilizer group Stab(ψ−1p (p)) of the point ψ
−1
p (p) in the orbifold
Vp. By definition of equivalence in Definition 2.17, up to isomorphism this is
independent of the choice of (Vp, . . . , ψp), and so is well-defined.
2.5 Strongly smooth maps and strong submersions
The next definition is based on Fukaya and Ono [25, Def. 6.6]. The equivalent
definition in [24, Def. A1.13] instead uses good coordinate systems, as in §3.1,
but we prefer not to choose a good coordinate system unnecessarily.
Definition 2.24. Let X be a Kuranishi space, and Y a topological space. A
strongly continuous map f : X → Y consists of, for all p ∈ X and all sufficiently
small (Vp, Ep, sp, ψp) in the germ of Kuranishi neighbourhoods at p, a choice of
continuous map fp : Vp → Y , such that for all q ∈ Imψp and sufficiently small
(Vq, . . . , ψq) in the germ at q with coordinate change (φpq , φˆpq) from (Vq, . . . , ψq)
to (Vp, . . . , ψp) in the germ of coordinate changes, we have fp ◦ φpq = fq. Then
f induces a continuous map f : X → Y in the obvious way.
If Y is an orbifold and all fp are smooth, we call f strongly smooth. We call f
a strong submersion if all the fp are submersions, in the sense of Definitions 2.5
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and 2.11 which includes conditions on fp over ∂
kVp and ∂
lY for k, l > 0. In fact,
in this book we will usually restrict to the case ∂Y = ∅ for simplicity, except
in §4.5. Note that Fukaya and Ono [24,25] use the notation weakly submersive,
rather than strong submersion.
We call two strongly continuous or strongly smooth maps f : X → Y ,
f ′ : X → Y equal if for all p ∈ X and all sufficiently small (Vp, . . . , ψp) in
the germ at p, the maps fp : Vp → Y and f ′p : Vp → Y are the same. Note
that this allows there to exist (Vp, . . . , ψp) in the germ at p such that only one
of fp : Vp → Y and f ′p : Vp → Y are given, or both are given but are not
equal; if both are given, the definition of ‘sufficiently small’ requires only that
fp|Up ≡ f
′
p|Up for some open ψ
−1
p (p) ∈ Up ⊆ Vp. Equal f : X → Y , f
′ : X → Y
induce the same continuous maps f : X → Y , f ′ : X → Y .
We shall need to generalize this to the case when Y is a Kuranishi space.
As far as the author knows, the next two definitions are new.
Definition 2.25. Let (Vp, Ep, sp, ψp), (Wr , Fr, tr, ξr) be Kuranishi neighbour-
hoods in Kuranishi spacesX,Y . A smooth map from (Vp, . . . , ψp) to (Wr, . . . , ξr)
is a pair (frp, fˆrp) such that
(a) frp : Vp →Wr is a smooth map of orbifolds;
(b) fˆrp : Ep → f∗rp(Fr) is a morphism of orbibundles over Vp; and
(c) fˆrp ◦ sp ≡ tr ◦ frp.
We call (frp, fˆrp) a submersion if frp is a submersion in the sense of Defi-
nitions 2.5 and 2.11, and fˆrp : Ep → f∗rp(Fr) is surjective. Following Definition
2.17, we call (frp, fˆrp) an equivalence if there exist open neighbourhoods V
′
p of
ψ−1p (p) in Vp and W
′
r of ξ
−1
r (r) in Wr such that frp|V ′p : V
′
p → W
′
r is a diffeo-
morphism, and fˆrp|V ′p : Ep|V ′p → f
∗
rp(Fr|W ′r ) is an isomorphism of orbibundles.
A strongly smooth map f : X → Y inducing a given continuous map f :
X → Y consists of, for all p in X with r = f(p) in Y , for all sufficiently small
(Wr, Fr, tr, ξr) in the germ of Kuranishi neighbourhoods at r, for all sufficiently
small (Vp, Ep, sp, ψp) in the germ at p, a smooth map (frp, fˆrp) from (Vp, . . . , ψp)
to (Wr , . . . , ξr), such that if (φpq , φˆpq) lies in the germ of coordinate changes on
X then frp ◦ φpq = frq and fˆrp ◦ φˆpq = fˆrq, and if (φrs, φˆrs) lies in the germ of
coordinate changes on Y then φrs ◦ fsp = frp and φˆrs ◦ fˆsp = fˆrp.
We call f a strong submersion if all the (frp, fˆrp) are submersions. We call f
a strong diffeomorphism if f : X → Y is a homeomorphism and all the (frp, fˆrp)
are equivalences. We call two strongly maps f : X → Y , f ′ : X → Y equal if
they induce the same continuous maps f : X → Y , f ′ : X → Y , and for all
p ∈ X and r = f(p) in Y and all sufficiently small (Vp, . . . , ψp), (Wr , . . . , ξr) in
the germs at p, r in X,Y , we have (frp, fˆrp) = (f
′
rp, fˆ
′
rp).
Definition 2.26. Let X,Y, Z be Kuranishi spaces, and f : X → Y , g : Y → Z
be strongly smooth maps inducing continuous maps f : X → Y , g : Y → Z.
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Define the composition g ◦ f : X → Z as follows: let p ∈ X , q = f(p) ∈ Y
and r = g(q) ∈ Z, let (Vp, . . . , ψp), (V ′q , . . . , ψ
′
q), (V
′′
r , . . . , ψ
′′
r ) be sufficiently
small Kuranishi neighbourhoods in the germs at p, q, r in X,Y, Z, let (fqp, fˆqp)
be the smooth map from (Vp, . . . , ψp) to (V
′
q , . . . , ψ
′
q) in the germ of f , and
(grq, gˆrq) the smooth map from (V
′
q , . . . , ψ
′
q) to (V
′′
r , . . . , ψ
′′
r ) in the germ of g.
Then the composition (grq ◦ fqp, gˆrq ◦ fˆqp) is a smooth map from (Vp, . . . , ψp) to
(V ′′r , . . . , ψ
′′
r ). It is easy to verify that the germ of all such compositions forms
a strongly smooth map g ◦ f : X → Z, which induces the continuous map
g ◦ f : X → Z. Clearly, if f , g are strong submersions then so is g ◦ f , and
composition is associative, (h ◦ g) ◦ f = h ◦ (g ◦ f).
If f : X → Y is a strong diffeomorphism inducing the homeomorphism
f : X → Y , it is not difficult to show that there exists a strong diffeomorphism
f−1 : Y → X inducing f−1 : Y → X , such that the composition f−1 ◦ f : X →
X equals the identity on X , and f ◦ f−1 : Y → Y equals the identity on Y ,
using the notion of equal strongly smooth maps in Definition 2.25.
2.6 Boundaries and fibre products
We now define the boundary ∂X of a Kuranishi space X , which is itself a Ku-
ranishi space of dimension vdimX−1. Our definition extends [25, Lem. 17.8] to
the case of Kuranishi spaces with (g-)corners, and is modelled on Definition 2.4.
Definition 2.27. Let X be a Kuranishi space with g-corners. We shall define
a Kuranishi space ∂X called the boundary of X . The points of ∂X are equiv-
alence classes [p, (Vp, . . . , ψp), B] of triples (p, (Vp, . . . , ψp), B), where p ∈ X ,
(Vp, . . . , ψp) lies in the germ of Kuranishi neighbourhoods at p, and B is a local
boundary component of Vp at ψ
−1
p (p), in the sense of Definition 2.4.
Two triples (p, (Vp, . . . , ψp), B), (q, (V˜q , . . . , ψ˜q), B˜) are equivalent if p = q,
and the Kuranishi neighbourhoods (Vp, . . . , ψp), (V˜q , . . . , ψ˜q) are equivalent so
that we are given an isomorphism (α, αˆ) : (Up, . . . , ψp|Up)→ (U˜q, . . . , ψ˜q|U˜q ) for
open ψ−1p (p) ∈ Up ⊆ Vp and ψ˜
−1
q (q) ∈ U˜q ⊆ V˜q, and α∗(B) = B˜ near ψ˜
−1
q (q).
We can define a unique natural topology and Kuranishi structure on ∂X ,
such that (∂Vp, Ep|∂Vp , sp|∂Vp , ψ
′
p) is a Kuranishi neighbourhood on ∂X for each
Kuranishi neighbourhood (Vp, . . . , ψp) on X , where ψ
′
p : (sp|∂Vp)
−1(0)→ ∂X is
given by ψ′p : (q, B) 7→ [ψp(q), (Vp, . . . ψp), B] for (q, B) ∈ ∂Vp with sp(q) = 0.
Then vdim(∂X) = vdimX − 1, and ∂X is compact if X is compact.
Note that since ∂Vp is not actually a subset of Vp, but a set of points (v,B)
for v ∈ Vp, writing Ep|∂Vp and sp|∂Vp here is an abuse of notation. A more
accurate way to say it is that we have an immersion ι : ∂Vp → Vp acting by
ι : (v,B) 7→ v, and by Ep|∂Vp we mean ι
∗(Ep), and by sp|∂Vp we mean sp ◦ ι.
If X is a manifold with g-corners then Definition 2.7 gave a natural smooth
free involution σ : ∂2X → ∂2X , and Definition 2.9 noted this also works for orb-
ifolds, though σ may not be free. In the same way, ifX is a Kuranishi space there
is a natural strong diffeomorphism σ : ∂2X → ∂2X with σ2 = idX , such that
if (Vp, Ep, sp, ψp) is a Kuranishi neighbourhood on X and (∂
2Vp, . . . , ψp|∂2Vp)
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is the induced Kuranishi neighbourhood on ∂2X , then σ is represented by
(σp, σˆp) : (∂
2Vp, . . . , ψp|∂2Vp)→ (∂
2Vp, . . . , ψp|∂2Vp), where σp : ∂
2Vp → ∂2Vp is
the involution for Vp, and σˆp its natural lift to Ep|∂2Vp = ∂
2Ep. If X is oriented
in the sense of §2.7 below, then σ : ∂2X → ∂2X is orientation-reversing.
Fukaya et al. [24, Def. A1.37] define fibre products of Kuranishi spaces when
f ,f ′ are strong submersions to a manifold Y . We generalize to orbifolds Y .
One can also generalize to Kuranishi spaces Y , but we will not need to.
Definition 2.28. Let X,X ′ be Kuranishi spaces, Y be a smooth orbifold, and
f : X → Y , f ′ : X ′ → Y be strongly smooth maps inducing continuous maps f :
X → Y and f ′ : X ′ → Y . Suppose at least one of f ,f ′ is a strong submersion.
We shall define the fibre product X ×Y X ′ or X ×f ,Y,f ′ X
′, a Kuranishi space.
As a set, the underlying topological space X×Y X
′ is given by (12), as for fibre
products of orbifolds. The definition is modelled on Definition 2.14.
Let p ∈ X , p′ ∈ X ′ and q ∈ Y with f(p) = q = f ′(p′). Let (Vp, Ep, sp, ψp),
(V ′p′ , E
′
p′ , s
′
p′ , ψ
′
p′) be sufficiently small Kuranishi neighbourhoods in the germs
at p, p′ in X,X ′, and fp : Vp → Y , f ′p′ : V
′
p′ → Y be smooth maps in the germs
of f ,f ′ at p, p′ respectively. Define a Kuranishi neighbourhood on X ×Y X ′ by(
Vp×fp,Y,f ′p′V
′
p′ , π
∗
Vp(Ep)⊕ π
∗
V ′p′
(E′p′ ),
(sp ◦ πVp)⊕ (s
′
p′ ◦ πV ′p′ ), (ψp ◦ πVp)× (ψ
′
p′ ◦ πV ′p′ )× χpp′
)
.
(16)
Here Vp ×fp,Y,f ′p′ V
′
p′ is the fibre product of orbifolds from Definition 2.14,
defined as at least one of fp, f
′
p′ is a submersion, and πVp , πV ′p′ are the projections
from Vp×Y V ′p′ to Vp, V
′
p′ . The final term χpp′ in (16) maps the biquotient terms
in (12) for Vp ×Y V ′p′ to the same terms in (12) for the set X ×Y X
′, so that for
v ∈ Vp and v
′ ∈ V ′p′ with fp(v) = f(ψp(v)) = y = f
′
p′(v
′) = f ′(ψ′p′ (v
′)) in Y we
define
χpp′ |(v,v′) : (fp)∗(Stab(v))\ Stab(y)/(f
′
p′)∗(Stab(v
′)) −→
f∗(Stab(ψp(v)))\ Stab(y)/f
′
∗(Stab(ψ
′
p′(v
′))
to be the map induced by the isomorphisms (ψp)∗ : Stab(v) → Stab(ψp(v))
and (ψ′p′)∗ : Stab(v
′)→ Stab(ψ′p′ (v
′)).
It is easy to verify that coordinate changes between Kuranishi neighbour-
hoods in X and X ′ induce coordinate changes between neighbourhoods (16).
So the systems of germs of Kuranishi neighbourhoods and coordinate changes
on X,X ′ induce such systems on X ×Y X ′. This gives a Kuranishi structure
on X ×Y X
′, making it into a Kuranishi space. Clearly vdim(X ×Y X
′) =
vdimX + vdimX ′ − dimY , and X ×Y X ′ is compact if X,X ′ are compact.
2.7 Orientations and orientation conventions
We can now discuss orientations of Kuranishi spaces X . Our definition is ba-
sically equivalent to Fukaya et al. [24, Def. A1.17], noting as in Remarks 2.19
and 2.21 that our notion of Kuranishi structure is roughly equivalent to that of
Kuranishi structure with tangent bundles in the 2008 version of [24].
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Definition 2.29. Let X be a Kuranishi space. An orientation on X assigns,
for all p ∈ X and all sufficiently small Kuranishi neighbourhoods (Vp, Ep, sp, ψp)
in the germ at p, orientations on the fibres of the orbibundle TVp ⊕Ep varying
continuously over Vp. These must be compatible with coordinate changes, in
the following sense. Let q ∈ Imψp, (Vq, . . . , ψq) be sufficiently small in the germ
at q, and (φpq , φˆpq) be the coordinate change from (Vq , . . . , ψq) to (Vp, . . . , ψp)
in the germ. Define dsˆp near s
−1
q (0) ⊆ Vq as in (14).
Locally on Vq, choose any orientation for the fibres of φ
∗
pq(TVp)/(dφpq)(TVq),
and let φ∗pq(Ep)/φˆpq(Eq) have the orientation induced from this by the isomor-
phism dsˆp in (14). These induce an orientation on
φ∗pq(TVp)
(dφpq)(TVq)
⊕
φ∗pq(Ep)
φˆpq(Eq)
, which is
independent of the choice for φ∗pq(TVp)/(dφpq)(TVq). Thus, these local choices
induce a natural orientation on the orbibundle
φ∗pq(TVp)
(dφpq)(TVq)
⊕
φ∗pq(Ep)
φˆpq(Eq)
near s−1q (0).
We require that in oriented orbibundles over Vq near s
−1
q (0), we have
φ∗pq
[
TVp ⊕ Ep
]
∼= (−1)dimVq(dimVp−dimVq)
[
TVq ⊕ Eq
]
⊕[ φ∗pq(TVp)
(dφpq)(TVq)
⊕
φ∗pq(Ep)
φˆpq(Eq)
]
,
(17)
where TVp⊕Ep and TVq⊕Eq have the orientations assigned by the orientation
on X . An oriented Kuranishi space is a Kuranishi space with an orientation.
Suppose X,X ′ are oriented Kuranishi spaces, Y is an oriented orbifold, and
f : X → Y , f ′ : X ′ → Y are strong submersions. Then by §2.6 we have
Kuranishi spaces ∂X and X ×Y X ′. These can also be given orientations in a
natural way. We follow the orientation conventions of Fukaya et al. [24, §45].
Convention 2.30. First, our conventions for manifolds:
(a) Let X be an oriented manifold with boundary ∂X . Then we define the
orientation on ∂X such that TX |∂X = Rout ⊕ T (∂X) is an isomorphism
of oriented vector bundles, where Rout is oriented by an outward-pointing
normal vector to ∂X .
(b) Let X,X ′, Y be oriented manifolds, and f : X → Y , f ′ : X ′ → Y be
submersions. Then df : TX → f∗(TY ) and df ′ : TX ′ → (f ′)∗(TY ) are
surjective maps of vector bundles over X,X ′. Choosing Riemannian met-
rics on X,X ′ and identifying the orthogonal complement of Ker df in TX
with the image f∗(TY ) of df , and similarly for f ′, we have isomorphisms
of vector bundles over X,X ′:
TX ∼= f∗(TY )⊕Kerdf and TX ′ ∼= (f ′)∗(TY )⊕Ker df ′. (18)
Define orientations on the fibres of Ker df , Ker df ′ over X,X ′ such that
(18) are isomorphisms of oriented vector bundles, where TX, TX ′ are
oriented by the orientations on X,X ′, and f∗(TY ), (f ′)∗(TY ) by the ori-
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entation on Y . Then we define the orientation on X ×Y X ′ so that
T (X ×Y X
′) ∼= (f ◦ πX)
∗(TY )⊕ π∗X(Ker df)⊕ π
∗
X′(Ker df
′)
∼= π∗X(TX)⊕ π
∗
X′(Ker df
′)
∼= (−1)dimY (dimX−dimY )π∗X(Ker df)⊕ π
∗
X′(TX
′)
(19)
are isomorphisms of oriented vector bundles. Here πX : X×Y X ′ → X and
πX′ : X ×Y X
′ → X ′ are the natural projections, and f ◦ πX ≡ f
′ ◦ πX′ .
Note that the second line of (19) makes sense if f ′ is a submersion but f is
only smooth, and the third line makes sense if f is a submersion but f ′ is
only smooth. Thus, our convention extends to fibre products X×f,Y f ′ X ′
in which only one of f, f ′ is a submersion.
These extend immediately to orbifolds. They also extend to the Kuranishi space
versions in Definitions 2.27 and 2.28; for Definition 2.28 they are described
in [24, Conv. 45.1(4)]. We will not give details, but here is an algorithm to
deduce Kuranishi space orientation conventions from manifold ones.
Let M be an oriented manifold or orbifold. Then M is a Kuranishi space
with a single Kuranishi neighbourhood (Vq, Eq, sq, ψq) = (M,M, 0, idM ). The
orientation on M induces an orientation on the fibres of TVq⊕Eq = TM , so M
is oriented in the Kuranishi space sense.
Let E →M be an vector bundle or orbibundle. Write E¯ for the total space of
E, as an orbifold, with projection π : E¯ →M , and regardM as a suborbifold of
E¯, the zero section of E. Then we can define a second Kuranishi neighbourhood
(Vp, Ep, sp, ψp) = (E¯, π
∗(E), idE , idM ). Here sp = idE : E¯ → π∗(E) is just the
identity map on E, so s−1p (0) is M ⊂ E¯, the zero section of E. There is an
obvious coordinate change (φpq , φˆpq) = (idM , 0).
Now given any operation requiring an orientation convention which makes
sense for manifolds, such as boundaries or fibre products of smooth submer-
sions above, we can define it for manifolds, and then use the example above and
Definition 2.29 to deduce what the convention must be for Kuranishi neighbour-
hoods of the form (E¯, π∗(E), idE , idM ). This is enough to define the convention
for general Kuranishi neighbourhoods.
If X is an oriented Kuranishi space, we often write −X for the same Ku-
ranishi space with the opposite orientation. The next result comes from [24,
Lem. 45.3], except the second line of (20), which is elementary. In (a) we as-
sume ∂Y = ∅ to avoid having to split ∂X1 = ∂
f1
+ X1 ∐ ∂
f1
− X1, and so on, as in
the manifolds case in Definition 2.5 and Proposition 2.6.
Proposition 2.31. Let X1, X2, . . . be oriented Kuranishi spaces, Y, Y1, . . . be
oriented orbifolds, and f1 : X1 → Y, . . . be strongly smooth maps, with at least
one strong submersion in each fibre product below. Then the following hold, in
oriented Kuranishi spaces:
(a) If ∂Y = ∅, for f1 : X1 → Y and f2 : X2 → Y we have
∂(X1 ×Y X2) ∼= (∂X1)×Y X2 ∐ (−1)
vdimX1+dimYX1 ×Y (∂X2)
and X1 ×Y X2 ∼= (−1)
(vdimX1−dimY )(vdimX2−dimY )X2 ×Y X1.
(20)
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(b) For f1 : X1 → Y1, f2 : X2 → Y1 × Y2 and f3 : X3 → Y2, we have
(X1 ×Y1 X2)×Y2 X3 ∼= X1 ×Y1 (X2 ×Y2 X3).
(c) For f1 × f2 : X1 → Y1 × Y2, f3 : X2 → Y1 and f4 : X3 → Y2, we have
X1 ×Y1×Y2 (X2 ×X3) ∼= (−1)
dimY2(dimY1+vdimX2)(X1 ×Y1 X2)×Y2 X3.
A useful special case of Proposition 2.31(a) with X1 = [0, 1], X2 = X and Y
a point gives the decomposition in oriented Kuranishi spaces:
∂
(
[0, 1]×X
)
∼=
(
{1} ×X
)
∐−
(
{0} ×X
)
∐−
(
[0, 1]× ∂X
)
.
2.8 Coorientations
We will also need a notion of relative orientation for a strong submersion
f : X → Y . We call it a coorientation, as we use orientations in Kuranishi
homology, and coorientations in Kuranishi cohomology.
Definition 2.32. Let X be a Kuranishi space, Y an orbifold, and f : X → Y
a strong submersion. A coorientation for (X,f) assigns, for all p ∈ X and
all sufficiently small Kuranishi neighbourhoods (Vp, Ep, sp, ψp) in the germ at
p with submersion fp : Vp → Y representing f , orientations on the fibres of
the orbibundle Ker dfp ⊕ Ep varying continuously over Vp, where dfp : TVp →
f∗p (TY ) is the (surjective) derivative of fp.
These must be compatible with coordinate changes, in the following sense.
Let q ∈ Imψp, (Vq, . . . , ψq) be sufficiently small in the germ at q, let fq : Vq →
Y represent f , and (φpq , φˆpq) be the coordinate change from (Vq, . . . , ψq) to
(Vp, . . . , ψp) in the germ. Then we require that in oriented orbibundles over Vq
near s−1q (0), we have
φ∗pq
[
Ker dfp ⊕ Ep
]
∼= (−1)dimVq(dimVp−dimVq)
[
Ker dfq ⊕ Eq
]
⊕[ φ∗pq(TVp)
(dφpq)(TVq)
⊕
φ∗pq(Ep)
φˆpq(Eq)
]
,
(21)
by analogy with (17), where
φ∗pq(TVp)
(dφpq)(TVq)
⊕
φ∗pq(Ep)
φˆpq(Eq)
is oriented as in Definition 2.29.
Suppose now that Y is oriented. Then an orientation on X is equivalent to
a coorientation for (X,f), since for all p, (Vp, . . . , ψp), fp as above, the isomor-
phism TVp ∼= f∗p (TY )⊕Ker dfp induces isomorphisms of orbibundles over Vp:(
TVp ⊕ Ep
)
∼= f∗p (TY )⊕
(
Ker dfp ⊕ Ep
)
. (22)
There is a 1-1 correspondence between orientations on X and coorientations for
(X,f) such that (22) holds in oriented orbibundles, where TVp⊕Ep is oriented
by the orientation on X , and Ker dfp⊕Ep by the coorientation for (X,f), and
f∗p (TY ) by the orientation on Y . Taking the direct sum of f
∗
p (TY ) with (21)
and using (22) yields (17), so this is compatible with coordinate changes.
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Convention 2.33. Here are our conventions for manifolds:
(a) LetX,Y be manifolds with ∂Y = ∅ and f : X → Y a submersion. Suppose
(X, f) is cooriented. Then we define a coorientation for (∂X, f |∂X) such
that Ker(df)|∂X = (−1)dimY Rout ⊕ Kerd(f |∂X) is an isomorphism of
oriented vector bundles, where (df)|∂X maps TX |∂X → f∗(TY )|∂X and
d(f |∂X) maps T (∂X)→ f
∗(TY )|∂X and Rout is oriented by an outward-
pointing normal vector to ∂X in Ker(df)|∂X .
Now drop the assumption that ∂Y = ∅. Then as in Definition 2.5 we
have a decomposition ∂X = ∂f+X ∐ ∂
f
−X , and submersions f+ : ∂
f
+X →
Y and f− : ∂
f
−X → ∂Y . Define a coorientation for (∂
f
+X, f+) such
that Ker(df)|∂f+X
= (−1)dimY Rout ⊕ Ker df+. Define a coorientation
for (∂f−X, f−) such that Ker(df)|∂f−X
= Ker df−.
(b) Let X,X ′, Y be manifolds, f : X → Y , f ′ : X ′ → Y be submersions, and
(X, f), (X ′, f ′) be cooriented. Define a coorientation on (X ×Y X ′, πY )
such that
Ker
(
dπY : T (X ×Y X
′)→ π∗Y (TY )
)
∼= π∗X(Ker df)⊕ π
∗
X′(Ker df
′)
is an isomorphism of oriented vector bundles, where Kerdf and Ker df ′
are oriented by the coorientations for (X, f), (X ′, f ′). Note that we do not
need Y oriented, in contrast to Convention 2.30(b).
(c) We can also combine orientations and coorientations in fibre products, as
follows. Let X,X ′, Y be manifolds, f : X → Y be smooth, f ′ : X ′ → Y
be a submersion, and suppose X is oriented and (X ′, f ′) is cooriented. As
in (19), define orientations on X ×Y X ′ and X ′ ×Y X such that
T (X ×Y X
′) ∼= π∗X(TX)⊕ π
∗
X′(Ker df
′),
T (X ′ ×Y X) ∼= (−1)
dimY (dimX′−dimY )π∗X′(Ker df
′)⊕ π∗X(TX)
are isomorphism of oriented vector bundles, where TX,Kerdf ′ are ori-
ented by the orientation on X and the coorientation on (X ′, f ′). Note
that we do not need Y oriented, nor f a submersion.
These extend to orbifolds and Kuranishi spaces as for Convention 2.30.
As in Definition 2.32, if f : X → Y is a strong submersion and Y is oriented,
there is a 1-1 correspondence between orientations on X and coorientations for
(X,f). The signs in Convention 2.33 then correspond with those in Convention
2.30. Therefore the analogue of Proposition 2.31 holds for coorientations. In
particular, for strong submersions fa : Xa → Y with (Xa,fa) cooriented for
a = 1, 2, 3, taking ∂Y = ∅ in (23), we have(
∂(X1 ×Y X2),piY
)
∼=
(
(∂X1)×Y X2,piY
)
∐
(−1)vdimX1+dimY
(
X1 ×Y (∂X2),piY
)
,
(23)(
X1 ×Y X2,piY
)
∼= (−1)(vdimX1−dimY )(vdimX2−dimY )
(
X2 ×Y X1,piY
)
, (24)(
(X1 ×Y X2)×Y X3,piY
)
∼=
(
X1 ×Y (X2 ×Y X3),piY
)
. (25)
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Similarly, if X1 is oriented, f1 : X1 → Y is strongly smooth, f2 : X2 → Y is a
cooriented strong submersion, and ∂Y = ∅ then
∂(X1 ×Y X2) ∼=
(
(∂X1)×Y X2
)
∐ (−1)vdimX1+dimY
(
X1 ×Y (∂X2)
)
(26)
in oriented Kuranishi spaces, combining orientations and coorientations as in
Convention 2.33(c).
Here is how to generalize equations (23) and (26) to the case ∂Y 6= ∅. If X is
a Kuranishi space and f : X → Y a strong submersion then as for submersions
of manifolds in Definition 2.5, we can define a decomposition ∂X = ∂f+X∐∂
f
−X ,
and strong submersions f+ : ∂
f
+X → Y and f− : ∂
f
−X → ∂Y . When f1 : X1 →
Y and f2 : X2 → Y are cooriented strong submersions, and we do not assume
∂Y = ∅, equation (23) should be replaced by(
∂piY+ (X1 ×Y X2),piY
)
∼=
(
(∂
f1
+ X1)×Y X2,piY
)
∐
(−1)vdimX1+dimY
(
X1 ×Y (∂
f2
+ X2),piY
)
,
(27)
(
∂piY− (X1 ×Y X2),pi∂Y
)
∼=
(
(∂
f1
− X1)×∂Y (∂
f2
− X2),pi∂Y
)
. (28)
If X1 is oriented, f1 : X1 → Y is strongly smooth, and f2 : X2 → Y is a
cooriented strong submersion, then equation (26) should be replaced by
∂(X1 ×Y X2) ∼=
(
(∂X1)×Y X2
)
∐ (−1)vdimX1+dimY
(
X1 ×Y (∂
f2
+ X2)
)
. (29)
2.9 Almost complex and almost CR structures
We now define almost complex structures on Kuranishi spaces. They are a
substitute for Fukaya and Ono’s notion of stably almost complex Kuranishi
spaces [25, Def. 5.17]. We will use them to define almost complex Kuran-
ishi bordism KBac∗ (Y ;R) in Chapter 5, and in the author’s approach to the
Gopakumar–Vafa Integrality Conjecture in Chapter 6.
Definition 2.34. Let V be an orbifold without boundary. An almost complex
structure J on V is a tensor J = Jba in C
∞(TV ⊗ T ∗V ) with J2 = −1, that
is, JbaJ
c
b = −δ
c
a in index notation. Let E → V be an orbibundle. An almost
complex structure K on the fibres of E is K ∈ C∞(E∗ ⊗ E) with K2 = −1.
Let X be a Kuranishi space without boundary. An almost complex structure
(J ,K) on X assigns for all p ∈ X and all sufficiently small (Vp, Ep, sp, ψp) in
the germ at p, a choice of almost complex structure Jp on Vp, and a choice of
almost complex structure Kp on the fibres of Ep. These choices must satisfy the
following conditions. For all p ∈ X , for all (Vp, . . . , ψp) sufficiently small in the
germ at p with almost complex structures Jp,Kp, for all q ∈ Imψp, and for all
sufficiently small (Vq, . . . , ψq) in the germ at q with almost complex structures
Jq,Kq, if (φpq , φˆpq) is the coordinate change from (Vq , . . . , ψq) to (Vp, . . . , ψp)
in the germ of coordinate changes, then:
(a) dφpq ◦ Jq = φ
∗
pq(Jp) ◦ dφpq as morphisms of orbibundles TVq → φ
∗
pq(TVp),
that is, φpq is a pseudoholomorphic map of almost complex orbifolds;
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(b) φˆpq ◦Kq = φ∗pq(Kp)◦ φˆpq as morphisms of orbibundles Eq → φ
∗
pq(Ep); and
(c) Parts (a) and (b) imply that the orbibundles φ∗pq(TVp)/(dφpq)(TVq) and
φ∗pq(Ep)/φˆpq(Eq) over Vq appearing in (14) have almost complex structures
Jpq,Kpq on their fibres, by projection from φ
∗
pq(Jp), φ
∗
pq(Kp). We require
that Kpq ◦ dsˆp = dsˆp ◦ Jpq over s−1q (0) in Vq, for dsˆp as in (14).
If (Jp,Kp) exists for (Vp, Ep, sp, ψp) as above then dimVp and rankEp are
even, so vdimX = dimVp− rankEp is even. Thus X can admit an almost com-
plex structure only if vdimX is even. Our next definition is an odd-dimensional
analogue of almost complex structures, in the same way that contact structures
are odd-dimensional analogues of symplectic structures.
Definition 2.35. Let V be an orbifold with boundary, but without (g-)corners.
An almost CR structure (D, J) on V is an orbifold vector subbundle D of TV
with dim V − rankD = 1, such that D|∂V = T (∂V ) ⊂ TV |∂V , and an almost
complex structure J on the fibres of D.
Let X be a Kuranishi space with boundary, but without (g-)corners. An
almost CR structure (D,J ,K) on X assigns for all p ∈ X and all suffi-
ciently small (Vp, Ep, sp, ψp) in the germ at p, a choice of almost CR structure
(Dp, Jp) on Vp, and a choice of almost complex structure Kp on the fibres of
Ep. These choices must satisfy the following conditions. For all p ∈ X , for all
(Vp, . . . , ψp) sufficiently small in the germ at p with structures (Dp, Jp),Kp, for
all q ∈ Imψp, and for all sufficiently small (Vq, . . . , ψq) in the germ at q with
structures (Dq, Jq),Kq, if (φpq , φˆpq) is the coordinate change from (Vq, . . . , ψq)
to (Vp, . . . , ψp) in the germ of coordinate changes, then:
(a) dφpq(Dq) is an orbisubbundle of φ
∗
pq(Dp) in φ
∗
pq(TVp), and dφpq ◦ Jq =
φ∗pq(Jp) ◦ dφpq |Dq as morphisms of orbibundles Dq → φ
∗
pq(Dp);
(b) φˆpq ◦Kq = φ∗pq(Kp)◦ φˆpq as morphisms of orbibundles Eq → φ
∗
pq(Ep); and
(c) Part (a) and the fact that Dq, Dp both have codimension 1 yield an iso-
morphism φ∗pq(Dp)/(dφpq)(Dq)
∼= φ∗pq(TVp)/(dφpq)(TVq) of orbibundles
over Vq. So projecting φ
∗
pq(Jp) gives an almost complex structure Jpq on
φ∗pq(TVp)/(dφpq)(TVq). Part (b) implies that projecting φ
∗
pq(Kp) gives
an almost complex structure Kpq on φ
∗
pq(Ep)/φˆpq(Eq). We require that
Kpq ◦ dsˆp = dsˆp ◦ Jpq over s−1q (0) in Vq, for dsˆp as in (14).
If V is an orbifold with boundary but without (g-)corners, and (D, J) is an
almost CR structure on V , then ∂V is an orbifold without boundary, and J |∂V
is an almost complex structure on ∂V , as T (∂V ) = D|∂V . In the same way, if
X is a Kuranishi space with boundary but without (g-)corners and (D,J ,K) is
an almost CR structure on X then ∂X is a Kuranishi space without boundary,
and (J ,K)|∂X is an almost complex structure on ∂X .
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2.10 Co-almost complex and co-almost CR structures
Just as we can generalize orientations on X in §2.7 to coorientations for (X,f)
for f : X → Y a strong submersion in §2.8, so we can generalize §2.9 to give
notions of co-almost complex structures and co-almost CR structures for (X,f ).
Definition 2.36. Let V, Y be orbifolds without boundary, and f : V → Y a
submersion. A co-almost complex structure L for (V, f) is an almost complex
structure L on the fibres of the orbibundle Ker
(
df : TV → f∗(TY )
)
over V .
Let X be a Kuranishi space without boundary, and f : X → Y a strong
submersion. A co-almost complex structure (L,K) for (X,f) assigns for all p ∈
X and all sufficiently small (Vp, Ep, sp, ψp) in the germ at p with submersion fp :
Vp → Y , a co-almost complex structure Lp for (Vp, fp), and an almost complex
structure Kp on the fibres of Ep, satisfying analogues of Definition 2.34(a)–(c).
Let V be an orbifold with boundary but without (g-)corners, and f : V → Y
a submersion. A co-almost CR structure (D,L) for (V, f) is an orbifold vector
subbundle D of Ker
(
df : TV → f∗(TY )
)
with rankD = dimV − dimY − 1,
such that D|∂V = Ker
(
d(f |∂V ) : T (∂V )→ f |∗∂V (TY )
)
, and an almost complex
structure L on the fibres of D.
Let X be a Kuranishi space with boundary, but without (g-)corners. A
co-almost CR structure (D,L,K) for (X,f ) assigns a co-almost CR structure
(Dp, Lp) for (Vp, fp), and an almost complex structure Kp on the fibres of Ep,
for all p, (Vp, . . . , ψp), fp as above, satisfying analogues of Definition 2.35(a)–(c).
As in Definition 2.35, if (D,L) is a co-almost CR structure for (V, f) then
L|∂V is a co-almost complex structure for (∂V, f |∂V ), and if (D,L,K) is a co-
almost CR structure for (X,f) then (L,K)|∂X is a co-almost complex structure
for (∂X,f |∂X).
We can combine co-almost complex structures on fibre products. Let X,X ′ be
Kuranishi spaces, Y an orbifold, f : X → Y , f ′ : X ′ → Y strong submersions,
and (L,K), (L′,K ′) co-almost structures for (X,f), (X ′,f ′). Then we can de-
fine a natural co-almost complex structure (L,K)×Y (L
′,K′) for (X×YX ′,piY ).
Suppose p ∈ X , p′ ∈ X ′ with f(p) = f ′(p′) in Y , and (Vp, . . . , ψp), (V ′p′ , . . . , ψ
′
p′)
are sufficiently small Kuranishi neighbourhoods of p, p′ in X,X ′, and fp : Vp →
Y , f ′p′ : V
′
p′ → Y are submersions representing f ,f
′, and (Lp,Kp), (L
′
p′ ,K
′
p′)
represent (L,K), (L′,K′) on (Vp, . . . , ψp), (V
′
p′ , . . . , ψ
′
p′).
Then (Vpp′ , . . . , ψpp′) is a Kuranishi neighbourhood on X ×Y X ′, where
Vpp′ = Vp ×Y V ′p′ , and Epp′ = π
∗
Vp
(Ep) ⊕ π∗V ′p′ (E
′
p′), and πpp′ = πY : Vpp′ → Y
represents piY : X ×Y X ′ → Y . We have a natural isomorphism
Ker
(
dπpp′ : TVpp′ → π
∗
pp′ (TY )
)
∼= π∗Vp
(
Ker(dfp : TVp → f
∗
p (TY ))
)
⊕
π∗V ′p′
(
Ker(df ′p′ : TV
′
p′ → (f
′
p′)
∗(TY ))
)
.
(30)
Define an almost complex structure Lpp′ on the fibres of the l.h.s. of (30) to be
π∗Vp(Lp) ⊕ π
∗
V ′p′
(L′p′) on the r.h.s. of (30). Define an almost complex structure
Kpp′ on Epp′ to be π
∗
Vp
(Kp) ⊕ π
∗
V ′p′
(K ′p′) on π
∗
Vp
(Ep) ⊕ π
∗
V ′p′
(E′p′). Then these
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(Lpp′ ,Kpp′) for all p, p
′ induce a co-almost complex structure (L,K)×Y (L
′,K′)
for (X ×Y X ′,piY ).
Similarly, we can naturally define the fibre product (L,K)×Y (D
′,L′,K ′) of
a co-almost complex structure (L,K) for (X,f) and a co-almost CR structure
(D′,L′,K′) for (X ′,f ′), which is a co-almost CR structure for (X ×Y X
′,piY ).
Given f : X → Y strongly smooth and f ′ : X ′ → Y a strong submersion,
it is also possible to define the fibre product of an almost complex structure
(J ,K) on X and a co-almost complex structure (L′,K ′) for (X ′,f ′), to get an
almost complex structure (J ,K) ×Y (L
′,K′) for X ×f ,Y,f′ X
′. However, this
construction is not quite natural. The issue is that if p ∈ X with (Jp,Kp), fp
representing (J ,K),f on (Vp, . . . , ψp), and p
′ ∈ X ′ with (L′p′ ,K
′
p′), f
′
p′ repre-
senting (L′,K′),f ′ on (V ′p′ , . . . , ψ
′
p′), then Jp is an almost complex structure
on the fibres of TVp, and L
′
p′ is an almost complex structure on the fibres of
Ker(df ′p′ : TV
′
p′ → (f
′)∗(TY )). We can write
T
(
Vp ×fp,Y,f ′p′ V
′
p′
)
∼= π∗Vp
(
TVp
)
⊕ π∗V ′
p′
(
Ker(df ′p′ : TV
′
p′ → (f
′)∗(TY ))
)
, (31)
but this splitting is not natural; only the short exact sequence
0→π∗V ′
p′
(
Ker(df ′p′ : TV
′
p′→(f
′)∗(TY ))
)
→T
(
Vp ×fp,Y,f ′p′ V
′
p′
)
→π∗Vp
(
TVp
)
→0
is natural. So to define (J ,K) ×Y (L
′,K ′) we must choose splittings (31) for
all p, p′ with f(p) = f ′(p′), compatible with coordinate changes (φpq, φˆpq) and
(φ′p′q′ , φˆ
′
p′q′), and then define Jpp′ to be π
∗
Vp
(Jp)⊕ π∗V ′p′ (L
′
p′), using (31).
In the same way, after choosing splittings (31), we can define fibre prod-
ucts (D,J ,K) ×Y (L
′,K′) of an almost CR structure (D,J ,K) on X and a
co-almost complex structure (L′,K ′) for (X ′,f ′), and (J ,K) ×Y (D
′,L′,K′)
of an almost complex structure (J ,K) on X and a co-almost CR structure
(D′,L′,K′) for (X ′,f ′). Both are almost CR structures on X ×f ,Y,f′ X
′.
3 Gauge-fixing data and co-gauge-fixing data
The basic idea of this book is to define a homology theory KH∗(Y ;R) for an
orbifold Y using as chains pairs (X,f), where X is a compact Kuranishi space
and f : X → Y is a strongly smooth map. However, we show in §4.9 below that
if we allow chains (X,f) for which the automorphism group Aut(X,f) of strong
diffeomorphisms a : X → X up to equality such that f ◦ a = f is infinite, the
resulting homology groups are always zero.
To deal with this problem, we add some extra data G to (X,f) for which
Aut(X,f ,G) is finite, and use as chains triples (X,f ,G). Exactly what this
extra data is does not matter very much, but here are the properties we would
like it to satisfy for this book and in [4,39–41]. Parts (a),(e) are not essential for
well-behaved (co)homology theories, but will be needed in [4,39–41]. In (e), we
restrict to X with corners (not g-corners) because Principle 2.8 fails for smooth
extensions from boundaries of general manifolds or orbifolds with g-corners.
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Property 3.1. We want to define some kind of extra data G for pairs (X,f ),
where X is a compact Kuranishi space with g-corners, Y an orbifold and f :
X → Y a strongly smooth map, such that:
(a) Every pair (X,f ) should admit extra data G. If Γ is a finite subgroup of
Aut(X,f), then there should exist Γ-invariant extra data for (X,f ).
(b) The automorphism group Aut(X,f ,G) of isomorphisms (a, b) : (X,f ,G)
→ (X,f ,G) is finite, where b is a lift of a to G.
(c) Suppose Γ is a finite group acting on (X,f ,G) by isomorphisms, that is,
we are given a group morphism ρ : Γ→ Aut(X,f ,G), which need not be
injective. Then we can form the quotient X˜ = X/Γ, a compact Kuranishi
space, with projection pi : X → X˜, and f pushes down to f˜ : X˜ → Y
with f = f˜ ◦ pi. We require that G should also naturally push down to
extra data G˜ for (X˜, f˜).
(d) If G is extra data for (X,f), it has a restriction G|∂X which is extra data
for (∂X,f |∂X).
(e) Let σ : ∂2X → ∂2X be the natural involution of Definition 2.27. Suppose
X has corners (not g-corners), and H is extra data for (∂X,f |∂X). Then
there should exist extra data G for (X,f ) with G|∂X = H if and only if
H |∂2X is invariant under σ.
If also Γ is a finite subgroup of Aut(X,f), andH is invariant under Γ|∂X ,
then we can choose G to be Γ-invariant.
(f) For the case of extra data for Kuranishi homology: let Y, Z be orbifolds,
and h : Y → Z a smooth map. Suppose X is a compact Kuranishi
space and f : X → Y is strongly smooth. If G is extra data for (X,f ),
then there should exist extra data h∗(G) for (X,h ◦ f). It should satisfy
(g ◦ h)∗(G) = g∗(h∗(G)).
(g) For the case of extra data for Kuranishi cohomology: let Y, Z be orbifolds,
and h : Y → Z a smooth, proper map. Suppose X is a compact Kuranishi
space and f : X → Z is a strong submersion. If G is extra data for (X,f ),
then there should exist extra data h∗(G) for (Y ×h,Z,f X,piY ). It should
satisfy (g ◦ h)∗(G) = h∗(g∗(G)).
(h) (Mainly for Kuranishi cohomology). LetX1, X2, X3 be compact Kuranishi
spaces, Y an orbifold, f e : Xe → Y be strongly smooth for e = 1, 2, 3 with
at least two f e strong submersions, and Ge be extra data for (Xe,fe) for
e = 1, 2, 3. Then we should construct extra dataG1×YG2 for (X1×f1,Y,f2
X2,piY ) from G1,G2.
This construction should be symmetric, in that it yields isomorphic extra
data for (X1×f1,Y,f2X2,piY ) and (X2×f2,Y,f1X1,piY ) under the natural
isomorphism X1 ×f1,Y,f2 X2
∼= X2×f2,Y,f1 X1. It should also be associa-
tive, in that it yields isomorphic extra data for
(
(X1×Y X2)×Y X3,piY
)
and
(
X1×Y (X2×YX3),piY
)
under (X1×YX2)×YX3∼=X1×Y (X2×YX3).
For Kuranishi cohomology, products should be functorial for pullbacks in
part (g), h∗(G1 ×Z G2) ∼= h
∗(G1)×Y h∗(G2).
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We shall define gauge-fixing data G (for Kuranishi homology), and co-gauge-
fixing data C (for Kuranishi cohomology), which satisfy all these, and also have
other technical features which will be important in Appendices B and C. The
name comes from physics, where one often has an infinite-dimensional symmetry
group called the gauge group, and one breaks the symmetry by ‘fixing a gauge’.
It was not easy to arrange for all of Property 3.1(a)–(h) to hold at once.
3.1 Definition of (co-)gauge-fixing data
Good coordinate systems are convenient choices of finite coverings of X by Ku-
ranishi neighbourhoods, due to Fukaya and Ono [25, Def. 6.1], [24, Lem. A1.11].
Definition 3.2. LetX be a compact Kuranishi space. A good coordinate system
I for X consists of a finite indexing set I, a total order 6 on I, a family{
(V i, Ei, si, ψi) : i ∈ I
}
of compatible Kuranishi neighbourhoods on X with
V i 6= ∅ for all i ∈ I and X =
⋃
i∈I Imψ
i, and for all i, j ∈ I with j 6 i
a triple (V ij , φij , φˆij), where V ij is an open neighbourhood of (ψj)−1(Imψi)
in V j , and (φij , φˆij) is a coordinate change from (V ij , Ej |V ij , s
j |V ij , ψ
j |V ij ) to
(V i, Ei, si, ψi). When i = j these should satisfy V ij = V i, with (φii, φˆii) the
identity map on (V i, . . . , ψi). When i, j, k ∈ I with k 6 j 6 i these should
satisfy φij ◦ φjk = φik and φˆij ◦ φˆjk = φˆik over (φjk)−1(V ij) ∩ V ik, and
φij(V ij) ∩ φik(V ik) = φik
(
(φjk)−1(V ij) ∩ V ik
)
. (32)
Now let Y be an orbifold and f : X → Y a strongly smooth map. A good
coordinate system I for (X,f ) consists of a good coordinate system as above,
together with smooth f i : V i → Y representing f , such that if j 6 i in I then
f j|V ij ≡ f
i ◦ φij . If f is a strong submersion, we take the f i submersions.
The point of good coordinate systems is that one often needs to choose some
geometric data (for instance, a transverse multisection, as in as [25, Th. 6.4]) on
each of a system of Kuranishi neighbourhoods satisfying compatibility condi-
tions on the overlaps. With a good coordinate system one can make these choices
on each (V i, . . . , ψi) in the order 6 on I by induction, imposing compatibility
conditions on the V ij . Equation (32) was added by the author; without it,
in inductive arguments when making the choice on (V i, . . . , ψi) there may be
problems at points in V i lying in the left hand side of (32) but not the right.
We shall now define three variations on the notion of good coordinate system,
which we call very good, really good and excellent coordinate systems. A very
good coordinate system is a good coordinate system in which there is at most
one Kuranishi neighbourhood (V i, . . . , ψi) of each dimension dim V i, so we use
the dimension dimV i as the index i.
Definition 3.3. Let X be a compact Kuranishi space, Y an orbifold and f :
X → Y a strongly smooth map. A good coordinate system I for (X,f) is called
very good if I ⊂ N = {0, 1, 2, . . .}, and the order 6 on I is the restriction of 6
on N, and dimV i = i for all i ∈ I.
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Note that it is necessary that the order 6 on I is the restriction of 6
on N, since coordinate changes (φij , φˆij) from V ij ⊆ V j to V i can exist if
dimV j 6 dimV i, that is, if j 6 i, but not if dimV j > dim V i. A really good
coordinate system is a very good coordinate system I with some extra partition
of unity data η. We will use η for defining really good coordinate systems on
fibre products in §3.8.
Definition 3.4. Let X be a compact Kuranishi space, Y an orbifold, and
f : X → Y a strongly smooth map. A really good coordinate system (I,η) for
(X,f) is a very good coordinate system I =
(
I, (V i, . . . , ψi), f i : i ∈ I, . . .
)
for
(X,f) together with data η = (ηi : i ∈ I, η
j
i : i, j ∈ I) satisfying:
(i) ηi : X → [0, 1] is a continuous function for each i ∈ I, with
∑
i∈I ηi ≡ 1,
and ηi > 0 on Imψ
i. If j < i and p ∈ X with ηi(p) > 0, ηj(p) > 0 and
p ∈ Imψi then p ∈ Imψj .
(ii) ηji : V
j → [0, 1] is a continuous function for all i, j ∈ I, with
∑
i∈I η
j
i ≡ 1
on V j , and ηii > 0 on V
i. If j 6 i then φij(V ij) is a closed subset of
{v ∈ V i : ηij(v) > 0}. If k < j < i and v ∈ V
k with ηki (v) > 0, η
k
j (v) > 0
and v ∈ V ik then v ∈ V jk.
(iii) ηji |(sj)−1(0) ≡ ηi ◦ ψ
j for all i, j ∈ I.
(iv) If i, j, k ∈ I with k 6 j then ηki |V jk ≡ η
j
i ◦ φ
jk.
We also impose two extra conditions on the V i, f i:
(v) There should exist M > 0 such that for each i ∈ I, each v ∈ V i lies in at
most M local boundary components, in the sense of Definition 2.4. Here
if the orbifold with g-corners V i near v is locally modelled on U/Γ near
Γu as in §2.2, where Γ is a finite group acting linearly on Rn and U is a
Γ-invariant region with g-corners in Rn, and u ∈ U , then we define the
number of local boundary components of V i at v to be the number of local
boundary components of U at u, even if some of these local boundary
components are identified by the action of Γ.
Then the natural maps ι : ∂V i → V i and ι : Ei|∂V i = ∂E
i → Ei satisfy
|ι−1(v)| 6 M and |ι−1(e)| 6 M for all v ∈ V i and e ∈ Ei.
(vi) There should exist a compact subset T ⊆ Y with f i(V i) ⊆ T for all i ∈ I.
If the V i have corners (not g-corners) then (v) holds with M = max{i ∈ I}.
Excellent coordinate systems are really good coordinate systems satisfying
an extra condition, which we will need in §3.3 to ensure Aut(X,f ,G) is finite.
Definition 3.5. Let (I,η) be a really good coordinate system for (X,f), and
suppose j ∈ I, l > 0 and W is a connected component of ∂lV j . We call W un-
necessary if W ∩∂lV ij = ∅ for all j < i ∈ I and Imψj |W ⊆
⋃
j 6=i∈I Imψ
i|∂lV i ⊆
∂lX . We call (I ,η) excellent if ∂lV j has no unnecessary connected components
for all j ∈ I and l > 0.
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Excellent coordinate systems can be split into connected components, a fact
which will be important in §3.9.
Definition 3.6. Let Y be an orbifold, X a compact Kuranishi space, f :
X → Y be strongly smooth, and (I,η) an excellent coordinate system for
(X,f), with I =
(
I, (V i, . . . , ψi) : i ∈ I, . . .
)
. A splitting of the quadruple
(X,f , I,η) is a decomposition X = X1 ∐ · · · ∐ Xn of X as a disjoint union
of compact, nonempty Kuranishi spaces X1, . . . , Xn, such that for each i ∈ I
we may write V i = V i1 ∐ · · · ∐ V
i
n for open and closed subsets V
i
1 , . . . , V
i
n of
V i, such that Imψi|V ia ⊆ Xa for a = 1, . . . , n. Note that as (I,η) is excellent,
every connected component of V i intersects Imψi, so V i1 , . . . , V
i
n are uniquely
determined by X1, . . . , Xn.
Write fa = f |Xa , so that fa : Xa → Y is strongly smooth. Define subsets
I1, . . . , In ⊆ I by Ia = {i ∈ I : V
i
a 6= ∅} for a = 1, . . . , n. For i ∈ Ia let
Eia, s
i
a, ψ
i
a, f
i
a be the restrictions of E
i, si, ψi, f i to V ia . For i, j ∈ Ia set ηi,a =
ηi|Xa and η
j
i,a = η
j
i |V ja , and if j 6 i write V
ij
a , φ
ij
a , φˆ
ij
a for the restrictions of
V ij , φij , φˆij to V ja , E
j
a. It is easy to show this defines an excellent coordinate
system (Ia,ηa) = (I,η)|Xa for (Xa,fa).
Call (X,f , I,η) connected if it does not admit a splitting X = X1 ∐X2 as
above. Since X1, X2 are open and closed in X and nonempty, if X is connected
as a topological space then (X,f , I,η) is connected, but the converse is false.
Lemma 3.7. Let Y be an orbifold, X a compact Kuranishi space, f : X → Y
strongly smooth, and (I,η) an excellent coordinate system for (X,f). Then
there is a splitting X = X1 ∐ X2 ∐ · · · ∐ Xn of (X,f , I,η), unique up to the
order of X1, . . . , Xn, such that
(
Xa,fa, Ia,ηa
)
is connected for all a = 1, . . . , n.
We call X1, . . . , Xn the connected components of (X,f , I,η).
Proof. Write I =
(
I, (V i, . . . , ψi) : i ∈ I, . . .
)
. Then for each p ∈ X , there exists
i ∈ I with p ∈ Imψi. Let V˜ ip be the connected component of V
i containing
(ψi)−1(p). Then U ip = Imψ
i|V˜ ip is an open neighbourhood of p in X . Such U
i
p
for all p ∈ X form an open cover for X , so as X is compact we can choose a
finite subcover U i1p1 , . . . , U
im
pm for X .
Suppose X = X1 ∐ · · · ∐Xn is a splitting of (X,f , I,η). By Definition 3.6,
if pb ∈ Xa with U ibpb = Imψ
ib |
V˜
ib
pb
then V˜ ibpb ⊆ V
ib
a , so that U
ib
pb
⊆ Xa. As Xa 6= ∅
and X =
⋃m
b=1 U
ib
pb , it follows that for each a = 1, . . . , n we have pb ∈ Xa for
some b. Therefore n 6 m, and the number of pieces we can split (X,f , I,η)
into using Definition 3.6 is bounded.
Choose such a splitting X = X1 ∐ · · · ∐ Xn with n largest. Then each(
Xa,fa, Ia,ηa
)
is connected , since otherwise by splitting
(
Xa,fa, Ia,ηa
)
into
2 pieces we could split X into n+1 pieces, a contradiction. If X = X ′1∐· · ·∐X
′
n
is another such splitting, then Xa =
∐
b=1,...,n:Xa∩X′b 6=∅
Xa ∩X ′b is a splitting of(
Xa,fa, Ia,ηa
)
. Since it is connected, we must have Xa ∩X ′b 6= ∅ for precisely
one b = 1, . . . , n, with Xa ∩ X ′b = Xa = X
′
b. Therefore X
′
1, . . . , X
′
n are a
reordering of X1, . . . , Xn, and the decomposition is unique up to order.
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We can now define gauge-fixing data and co-gauge-fixing data.
Definition 3.8. Let the symmetric group Sk of permutations of {1, . . . , k} act
on Rk by σ : (x1, . . . , xk) 7→ (xσ(1), . . . , xσ(k)). Define P =
∐∞
k=0R
k/Sk. For
n = 0, 1, 2, . . ., define Pn ⊂ P by Pn =
∐n
k=0 R
k/Sk. Here R
0 is a single point
(∅), the ordered list of 0 elements of R, and S0 = {1} acts trivially upon it, so
(∅) is a special element of P . Define a multiplication µ : P × P → P by
µ
(
Sk(x1, . . . , xk), Sl(y1, . . . , yl)
)
= Sk+l(x1, . . . , xk, y1, . . . , yl), (33)
for k, l > 0 and (x1, . . . , xk) ∈ R
k, (y1, . . . , yl) ∈ R
l. Then µ is commutative
and associative, with identity (∅), and also a finite map, since for any point
Sn(x1, . . . , xn) in P , µ
−1
(
Sn(x1, . . . , xn)
)
is at most 2n points in P × P . We
will use µ in defining fibre products of (co-)gauge-fixing data in §3.8.
Let X be a compact Kuranishi space, Y an orbifold and f : X → Y strongly
smooth. A set of gauge-fixing data G for (X,f) consists of an excellent coor-
dinate system (I ,η) for (X,f), where I =
(
I, (V i, Ei, si, ψi) : i ∈ I, . . .
)
, and
maps Gi : Ei → Pn ⊂ P for some n≫ 0 and all i ∈ I, which are globally finite,
that is, there exists N > 0 such that
∣∣(Gi)−1(p)∣∣ 6 N for all p ∈ P .
By calling (X,f ,G) a triple, we will usually mean that X is a compact
Kuranishi space (possibly oriented), f : X → Y is strongly smooth, and G
is gauge-fixing data for (X,f). A splitting of a triple (X,f ,G) is a splitting
X = X1 ∐ · · · ∐ Xn of (X,f , I,η) in the sense of Definition 3.6, where G =
(I,η, Gi : i ∈ I). Then Definition 3.6 gives excellent coordinate systems (Ia,ηa)
for (Xa,fa), and setting G
i
a = G
i|Eia for i ∈ Ia, it is easy to see that G|Xa =
Ga = (Ia,ηa, G
i
a : i ∈ Ia) is gauge-fixing data for (Xa,fa).
Call (X,f ,G) connected if (X,f , I,η) is connected in the sense of Definition
3.6. Then Lemma 3.7 implies that any triple (X,f ,G) has a splitting into
connected components (X1,f1,G1), . . . , (Xn,fn,Gn), unique up to order.
Let X, X˜ be compact Kuranishi spaces, f : X → Y , f˜ : X˜ → Y be strongly
smooth, andG, G˜ be gauge-fixing data for (X,f ), (X˜, f˜ ). Suppose the indexing
sets I, I˜ of I, I˜ in G, G˜ are equal, I = I˜. An isomorphism (a, b) : (X,f ,G)→
(X˜, f˜ , G˜) consists of a strong diffeomorphism a : X → X˜ and a collection
b of isomorphisms (bi, bˆi) : (V i, . . . , ψi) → (V˜ i, . . . , ψ˜i) for i ∈ I = I˜ lifting
a : X → X˜, satisfying:
(a) f˜ i ◦ bi ≡ f i for all i ∈ I;
(b) G˜i ◦ bˆi ≡ Gi for all i ∈ I; and
(c) If j 6 i in I then bj(V ij) = V˜ ij , and the following diagram commutes:
(V ij , . . . , ψj |V ij )
(bj ,bˆj)|V ij
//
(φij ,φˆij)

(V˜ ij , . . . , ψ˜j |V˜ ij )
(φ˜ij ,
ˆ˜
φij)

(V i, . . . , ψi)
(bi,bˆi)
// (V˜ i, . . . , ψ˜i).
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Isomorphisms compose, and have inverses which are isomorphisms, in the obvi-
ous way. Write Aut(X,f ,G) for the automorphism group of (X,f ,G), that is,
the group of isomorphisms (a, b) : (X,f ,G)→ (X,f ,G).
Definition 3.9. Let X be a compact Kuranishi space, Y an orbifold and f :
X → Y a strong submersion. A set of co-gauge-fixing data C for (X,f ) consists
of an excellent coordinate system (I,η) for (X,f) in the sense of §3.1, where
I =
(
I, (V i, Ei, si, ψi) : i ∈ I, f i : i ∈ I, . . .
)
, such that f i : V i → Y is a
submersion for all i ∈ I, and maps Ci : Ei → Pn ⊂ P for some n ≫ 0 and all
i ∈ I, such that Ci × (f i ◦ πi) : Ei → P × Y is a globally finite map for all
i ∈ I, as in Definition 3.8. Isomorphisms (a, b) : (X,f ,C) → (X˜, f˜ , C˜) and
Aut(X,f ,C) are defined as in Definition 3.8, but with C˜i ◦ bˆi ≡ Ci in (b).
By calling (X,f ,C) a triple, we will usually mean that X is a compact
Kuranishi space, f : X → Y a strong submersion (possibly cooriented), and
C co-gauge-fixing data for (X,f). A splitting of (X,f ,C) is a splitting X =
X1 ∐ · · · ∐Xn of (X,f , I,η), where C = (I,η, Ci : i ∈ I). Then Definition 3.6
gives excellent (Ia,ηa) for (Xa,fa), and C|Xa = Ca = (Ia,ηa, C
i
a : i ∈ Ia) is
co-gauge-fixing data for (Xa,fa), where C
i
a = C
i|Eia for i ∈ Ia.
Call (X,f ,C) connected if (X,f , I,η) is connected in the sense of Defi-
nition 3.6. Then by Lemma 3.7, any (X,f ,C) has a splitting into connected
components (X1,f1,C1), . . . , (Xn,fn,Cn), unique up to order.
Remark 3.10. Note that we do not require the mapsGi : Ei → P , Ci : Ei → P
to be continuous, or smooth, etc., they are just arbitrary maps. Nor do we im-
pose compatibility conditions between Gi, Gj under coordinate transformations
(φij , φˆij). Their only purpose is to ensure that Aut(X,f ,G),Aut(X,f ,C) are
finite, and this will follow from Gi, Ci × (f i ◦ πi) globally finite.
To see why gauge-fixing data is natural for homology, and co-gauge-fixing
data for cohomology, read §3.7 on pushforwards and pullbacks.
For Property 3.1(e) we define (co-)gauge-fixing data with corners.
Definition 3.11. Let X be a compact Kuranishi space, and f : X → Y
be strongly smooth. We say that a good or very good coordinate system I,
or a really good or excellent coordinate system (I,η), or gauge-fixing data
G = (I,η, Gi : i ∈ I), or co-gauge-fixing data C = (I,η, Ci : i ∈ I), for (X,f ),
are without boundary, or with boundary, or with corners, if the orbifolds V i for
all i ∈ I are without boundary, or with boundary, or with corners, respectively.
These imply that the Kuranishi space X is without boundary, or with boundary,
or with corners, respectively.
Sections 3.2–3.8 prove Property 3.1(a)–(h) for (co-)gauge-fixing data. Since
the two are so similar, we generally give proofs only for gauge-fixing data.
3.2 Existence of (co-)gauge-fixing data
To show that (co-)gauge-fixing data exists for every pair (X,f), we begin by
showing that (X,f ) admits good, very good, really good and excellent coordi-
nate systems. Fukaya and Ono prove [25, Lem. 6.3], [24, Lem. A1.11]:
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Proposition 3.12. Let X be a compact Kuranishi space, Y an orbifold, f :
X → Y a strongly smooth map, and {Uα : α ∈ A} an open cover for X. Then
there exist good coordinate systems I for X and (X,f) such that for each i ∈ I
we have Imψi ⊆ Uα for some α ∈ A.
Proposition 3.13. Let X be a compact Kuranishi space, Y an orbifold, and
f : X → Y a strongly smooth map. Then there exists a very good coordinate
system I for (X,f ).
Proof. By Proposition 3.12 there exists a good coordinate system I =
(
I,6,
(V i, . . . , ψi) : i ∈ I, . . .
)
for (X,f). Define Iˇ = {dimV i : i ∈ I}. For each
k ∈ Iˇ, we shall define a Kuranishi neighbourhood (Vˇ k, . . . , ψˇk) on X by gluing
together the (V i, . . . , ψi) for all i ∈ I with dimV i = k. We first explain how to
glue together two such Kuranishi neighbourhoods. Let i, j ∈ I with i 6= j and
dimV i = dimV j = k. Either i 6 j or j 6 i as 6 is a total order; suppose j 6 i.
Then we have a triple (V ij , φij , φˆij) by Definition 3.2.
As dimV i = dimV j , it follows that the coordinate change (φij , φˆij) is an
isomorphism from (V ij , Ej |V ij , s
j |V ij , ψ
j |V ij ) to its image in (V
i, . . . , ψi). In
particular, φij : V ij → V i is a diffeomorphism V ij → Imφij . The obvious
thing to do now is to glue V i and V j together using φij , that is, to form the
topological space (V i ∐ V j)/∼, where ∼ is the equivalence relation on V i ∐ V j
generated by φij , with v ∼ v′ if v = v′, or v ∈ V ij and v′ = φij(v) ∈ V i, or vice
versa. However, there is a problem: since V ij and Imφij may not be closed in
V j , V i, this (V i ∐ V j)/∼ may not be Hausdorff, and so not an orbifold.
Our solution is to make V i, V j a little smaller, that is, we replace them by
open sets V˜ i ⊂ V i and V˜ j ⊂ V j , such that (V˜ i ∐ V˜ j)/ ∼ is Hausdorff, and
so an orbifold. If (V i ∐ V j)/ ∼ is not Hausdorff then there exist sequences
(vn)
∞
n=1 in V
ij so that vn → vj in V j \ V ij as n → ∞ and φij(vn) → vi in
V i \ Imφij as n → ∞. Then vi, vj are distinct points in (V i ∐ V j)/∼ which
do not admit disjoint open neighbourhoods, contradicting Hausdorffness, since
any neighbourhoods contain vn for n≫ 0.
To make (V˜ i∐ V˜ j)/∼ Hausdorff, we have to ensure that for all such (vn)∞n=1
and vi, vj , either vi /∈ V˜ i or vj /∈ V˜ j . Loosely speaking, the ‘boundaries’ of V ij
in V˜ i and V˜ j may not intersect. Note however that we cannot make V˜ i, V˜ j
too small, as we need to preserve the condition
⋃
i∈I Imψ
i = X , that is, the
choices of V˜ i for all i ∈ I must satisfy
⋃
i∈I Imψ
i|V˜ i = X . These conditions
are consistent, since gluing (si)−1(0) and (sj)−1(0) together using φij yields an
open subset Imψi ∪ Imψj of X , which is Hausdorff, so the points vi, vj which
need to be excluded cannot lie in (si)−1(0), (sj)−1(0), the domains of ψi, ψj .
We need to choose open V˜ i ⊂ V i for all i ∈ I, which are small enough that
whenever j 6 i ∈ I with dimV i = dimV j then (V˜ i ∐ V˜ j)/∼ is Hausdorff, and
which are large enough that
⋃
i∈I Imψ
i|V˜ i = X . This is possible. One way to
do it is to use ideas on really good coordinate systems below. Follow the proof
of Proposition 3.15 to choose auxiliary partitions of unity ηi : i ∈ I on X and
ηji : i ∈ I on V
j satisfying conditions (a)–(d) of that proof, possibly making
the V j smaller along the way, and define V˜ i = {v ∈ V i : ηii(v) > 0}. As in
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Proposition 3.15 the resulting V˜ j have partitions of unity ηji |V˜ j : i ∈ I satisfying
Definition 3.4 with
⋃
i∈I Imψ
i|V˜ i = X , and by Remark 3.14 this ensures that
(V˜ i ∐ V˜ j)/∼ is Hausdorff.
This explains how to glue two Kuranishi neighbourhoods (V i, . . . , ψi), (V j ,
. . . , ψj) for i 6= j ∈ I with dimV i = dimV j = k. To make Vˇ k we repeat
this construction finitely many times to glue together V i for all i ∈ I with
dimV i = k, so that Vˇ k =
(∐
i∈I:dimV i=k V˜
i
)/
∼, where ∼ is the equivalence
relation generated by φij for all j 6 i ∈ I with dimV i = dim V j = k, and the
V˜ i are chosen small enough to make Vˇ k Hausdorff, and thus an orbifold.
Since the (φij , φˆij) are isomorphisms with their images, we can also glue the
restrictions of Ei, si, ψi to V˜ i together to make Eˇk, sˇk, ψˇk on Vˇ k. That is, we
have a Kuranishi neighbourhood (Vˇ k, Eˇk, sˇk, ψˇk) on X with given isomorphisms
(Eˇk, sˇk, ψˇk)|V˜ i
∼= (Ei, si, ψi)|V˜ i , for all i ∈ I with dim V
i = k, regarding V˜ i as
an open subset of both Vˇ k and V i. This gives the Kuranishi neighbourhoods
(Vˇ k, Eˇk, sˇk, ψˇk) for k ∈ Iˇ. Since
⋃
i∈I Imψ
i|V˜ i = X , we have
⋃
k∈Iˇ Im ψˇ
k = X .
We have smooth f i : V i → Y for i ∈ I representing f . The compatibilities
f i◦φij ≡ f j |V ij imply that we may glue these to give smooth maps fˇ
k : Vˇ k → Y
representing f , with fˇk|V˜ i = f
i|V˜ i , for all i ∈ I with dim V
i = k.
If k, l ∈ Iˇ with l < k then for all i ∈ I with dimV i = k and j ∈ I with
dimV j = l we have j 6 i, so (V ij , φij , φˆij) is given. Define an open Vˇ kl ⊆
Vˇ l by Vˇ kl =
⋃
i,j∈I:dimV i=k, dimV j=l
(
V ij ∩ V˜ j ∩ (φij)−1(V˜ i)
)
. There is then
a unique coordinate transformation (φˇkl, ˆˇφkl) :
(
Vˇ kl, Eˇl|Vˇ kl , sˇ
l|Vˇ kl , ψˇ
l|V kl
)
→
(Vˇ k, . . . , ψˇk) which restricts to (φij , φˆij) on V ij∩ V˜ j∩(φij)−1(V˜ i) for all i, j ∈ I
with dimV i = k and dimV j = l. It is now easy to check that all this data
Iˇ =
(
Iˇ , (Vˇ k, . . . , ψˇk), fˇk : k ∈ Iˇ , . . .
)
satisfies the conditions for a very good
coordinate system for (X,f). This completes the proof.
Remark 3.14. In the proof of Proposition 3.13 we glued topological spaces
V j , V i together on V ij ⊆ V j and φij(V ij) ⊆ V i using φij , and we had a problem
because the resulting topological space V i ∐ V j/∼ may not be Hausdorff. The
existence of functions ηji satisfying Definition 3.4(ii),(iv) eliminates this problem,
so that (
∐
i∈I V
i)/ ∼ is a Hausdorff topological space. This is useful, as it
excludes some bad behaviour in constructions where we choose data over each
V i with compatibilities on the V ij , as we will do many times later.
To see this, suppose (V i ∐ V j)/ ∼ is not Hausdorff. Then there exists a
sequence (vn)
∞
n=1 in V
ij such that φij(vn) → vi in V i \ φij(V ij) and vn → vj
in V j \ V ij as n → ∞. Since ηij , η
j
j are continuous functions on V
i, V j we
have ηij ◦ φ
ij(vn) → ηij(v
i) and ηjj (vn) → η
j
j (v
j) as n → ∞. Definition 3.4(iv)
implies that ηij ◦ φ
ij(vn) = η
j
j (vn) for all n, so η
i
j(v
i) = ηjj (v
j). But Definition
3.4(ii) gives ηjj (v
j) > 0, and as φij(V ij) is a closed in {v ∈ V i : ηij(v) > 0} and
vi ∈ φij(V ij) \ φij(V ij) we deduce that ηij(v
i) = 0, a contradiction.
Proposition 3.15. Let X be a compact Kuranishi space, Y an orbifold, and
f : X → Y a strongly smooth map. Then there exists a really good coordinate
system (I,η) for (X,f).
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Proof. By Proposition 3.13 we can choose a very good coordinate system I for
(X,f). Then {Imψi : i ∈ I} is an open cover for X . By general topology we
may choose a partition of unity {ηi : i ∈ I} for X subordinate to {Imψi : i ∈ I},
that is, ηi : X → [0, 1] is continuous, and
∑
i∈I ηi ≡ 1, and the closure of the
support of ηi is contained in Imψ
i, that is, {p ∈ X : ηi(p) > 0} ⊆ Imψi.
Next, for each j ∈ I we choose a partition of unity {ηji : i ∈ I} on V
j , by
induction in the order 6 on I, satisfying:
(a) ηji : V
j → [0, 1] is a continuous function for all i, j ∈ I, with
∑
i∈I η
j
i ≡ 1.
(b) If j 6 i in I then supp(ηji ) ⊆ V
ij and φij
(
V ij ∩ supp(ηjj )
)
is closed in V i.
(c) ηji |(sj)−1(0) ≡ ηi ◦ ψ
j for all i ∈ I.
(d) If k ∈ I with k < j then ηji ◦ φ
jk ≡ ηki |V jk .
Here ηki |V jk makes sense in (d) since when we are choosing {η
j
i : i ∈ I} we
have already chosen {ηki : i ∈ I}, as k < j. The second part of (b) means
that if φij(V ij) has an ‘open edge’ in V i, then ηjj = 0 near this edge in V
ij , or
equivalently by (d), ηij |φij(V ij) = 0 near this edge in φ
ij(V ij).
Observe that conditions (c),(d) prescribe ηji for i ∈ I on the subset
(sj)−1(0) ∪
⋃
k∈I:k<j φ
jk(V jk). (34)
These prescribed values are continuous on (34), and consistent on the overlaps
between (sj)−1(0) and φjk(V jk) and φjl(V jl) for different k, l < j in I, using
Definition 3.2 and conditions (a)–(d) for previous choices {ηki : i ∈ I} for k < j.
However, there is a problem in extending the ηji continuously from (34) to all
of V j , since φjk(V jk) may not be closed in V j , and the prescribed values of ηji
may not extend continuously to the closure of (34) in V j .
We can avoid this problem by making all the sets V k, V jk slightly smaller.
That is, we replace V k and V jk by open sets V˜ j ⊂ V j and V˜ jk ⊂ V jk such that
the previous conditions still hold, in particular, X =
⋃
i∈I Imψi|V˜ i , and in (b),
we shrink the ‘open edges’ of φjk(V jk) in V k by little enough that ηjj = 0 near
the new open edges, but we make V˜ jk small enough that φjk(V˜ jk) ⊆ φjk(V jk),
taking closures in V j , so the closure of the new set (34) lies in the old set (34).
This is automatic if the closure of V˜ ij in V ij is compact. With this replacement,
the ηji have unique continuous extensions from their prescribed values on (34)
to the closure of (34).
We can then choose arbitrary continuous extensions ηji : V
j → [0, 1] from
the values on this closed set to V j , satisfying (b) and
∑
i∈I η
j
i ≡ 1. Therefore
by induction we can choose ηji for all i, j ∈ I satisfying (a)–(d), possibly with
smaller sets V k, V jk. We have now constructed a very good coordinate system
I and functions ηi, η
j
i satisfying all of Definition 3.4 except the last two parts
of (i), the last three parts of (ii), and (v),(vi). But we do know that {p ∈ X :
ηi(p) > 0} ⊆ Imψ
i, and {v ∈ V j : ηji (v) > 0} ⊆ V
ij if j 6 i.
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For (v), as X is compact and the map taking p ∈ X to the number of
local boundary components of X at p is upper semicontinuous, there exists
M > 0 such that each p ∈ X lies in at most M local boundary components. If
v ∈ (ψi)−1(0) ⊆ V i with ψi(v) = p in X then the number of local boundary
components of V i containing v is the same as the number of local boundary
components of X containing p, and so at most M . Conversely, if v ∈ V i and
the number of local boundary components of V i containing v is greater than
M , then v /∈ (ψi)−1(0). Thus, the subset of v ∈ V i lying in more than M local
boundary components is a closed subset of V i not intersecting (ψi)−1(0). We
will delete this subset, which will make (v) hold.
For (vi), as X is compact, f(X) ⊆ Y is compact. Choose an open neigh-
bourhood U of f(X) in Y whose closure T = U¯ in Y is compact. To complete
the proof we now replace V i by the open subset V˜ i =
{
v ∈ V i : ηii(v) > 0,
v lies in at most M local boundary components, f i(y) ∈ U
}
for each i ∈ I,
and replace I by I˜ = {i ∈ I : V˜ i 6= ∅}, and replace V ij by the open sub-
set V˜ ij = V ij ∩ V˜ j ∩ (φij)−1(V˜ i) for all i, j ∈ I˜. With these replacements,
we have Imψi = {p ∈ X : ηi(p) > 0} and V
ij = {v ∈ V j : ηji (v) > 0} for
all i, j. These imply the remaining parts of (i),(ii) except φij(V ij) closed in
{v ∈ V i : ηij(v) > 0} for j 6 i, and this follows from (b) above. Hence (I ,η) is
a really good coordinate system for (X,f).
Here is an algorithm for converting really good coordinate systems into ex-
cellent coordinate systems, by throwing away all unnecessary connected compo-
nents of ∂kV i for all i ∈ I and k > 0.
Algorithm 3.16. Let (I,η) be a really good coordinate system for (X,f ).
We shall construct open sets Vˇ i in V i and Vˇ ij ⊆ V ij for all j 6 i ∈ I, such
that defining Iˇ = {i ∈ I : Vˇ i 6= ∅}, and for i, j ∈ Iˇ setting (Vˇ i, Eˇi, sˇi, ψˇi) =
(Vˇ i, Ei|Vˇ i , s
i|Vˇ i , ψ
i|Vˇ i), fˇ
i = f i|Vˇ i , ηˇi = ηi, ηˇ
j
i = η
j
i |Vˇ j , and for j 6 i in
Iˇ defining Vˇ ij = V ij ∩ Vˇ j ∩ (φij)−1(Vˇ i) and (φˇij , ˆˇφij) = (φij , φˆij)|Vˇ ij , this
data defines an excellent coordinate system (Iˇ, ηˇ) for (X,f). We define Vˇ j by
induction on decreasing j ∈ I.
In the inductive step, for fixed j ∈ I, suppose we have defined Vˇ i for all
i ∈ I with j < i ∈ I, and Vˇ ik for all j < i 6 k in I. Define Vˇ ij ⊆ V ij ⊆ V j
for all j < i in I by Vˇ ij = (φij)−1(Vˇ i). Then define Vˇ j to be the complement
in V j of the union over all l = 0, . . . , dimV j of the images under the projection
∂lV j → V j of all connected components W of ∂lV j such that W ∩ ∂lVˇ ij = ∅
for all j < i ∈ I and
Imψj |W ⊆
⋃
i∈I:i<j
Imψi|∂lV i ∪
⋃
i∈I:i>j
Imψi|∂lVˇ i . (35)
For each l, the union of such W is an open and closed set in ∂lV j , so its image
is closed in V j. Thus Vˇ j is the complement of a finite union of closed sets in
V j , and so is open in V j . Set Vˇ jj = Vˇ j . This completes the inductive step.
The condition (35) onW ensures that subtracting these componentsW does
not change the fact that X =
⋃
i∈I Imψ
i, and therefore X =
⋃
i∈I Im ψˇ
i. One
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can prove this by induction on i ∈ I, by checking that if X =
⋃
i∈I:i6j Imψ
i ∪⋃
i∈I:i>j Im ψˇ
i then X =
⋃
i∈I:i<j Imψ
i∪
⋃
i∈I:i>j Im ψˇ
i. Also, subtracting com-
ponents W in this way does not change the fact that the last sentence of Defini-
tion 3.4(i) and the last two sentences of Definition 3.4(ii) hold. For the middle
sentence of Definition 3.4(ii), note that for j < i we only ever delete some
component W of ∂lV ij if in a previous inductive step we have also deleted the
component of ∂lV i containing φij(W ). Doing both these deletions together does
not change the fact that φij(V ij) is a closed subset of {v ∈ V i : ηij(v) > 0}. So
(Iˇ, ηˇ) is a really good coordinate system for (X,f), since (I,η) is.
We claim that (Iˇ , ηˇ) is an excellent coordinate system for (X,f). Suppose for
a contradiction that Wˇ is an unnecessary connected component of some ∂lVˇ j .
Then Wˇ is an open dense subset of a unique connected component W of ∂lV j .
The difference W \ Wˇ is a union of unnecessary components of ∂l
′
V j for l′ > l,
and does not affect the following argument. As Wˇ ∩ Vˇ ij = ∅ for j < i ∈ I we
have W ∩ Vˇ ij = ∅ for j < i. Also Im ψˇj |Wˇ ⊆
⋃
j 6=i∈I Im ψˇ
i|∂lVˇ i ⊆ ∂
lX implies
that (35) holds. So W is one of the connected components of ∂lV j which is
deleted from Vˇ j , a contradiction. Thus (Iˇ, ηˇ) is excellent.
Together with Proposition 3.15 this yields:
Corollary 3.17. Let X be a compact Kuranishi space, Y an orbifold, and
f : X → Y a strongly smooth map. Then there exists an excellent coordinate
system (I,η) for (X,f).
We now prove Property 3.1(a):
Theorem 3.18. Let X be a compact Kuranishi space, Y an orbifold, and f :
X → Y a strongly smooth map. Then (X,f) admits gauge-fixing data G.
If Γ is a finite group of strong diffeomorphisms a : X → X with f ◦ a = f
then we can choose G Γ-invariant, i.e., there is a morphism Γ→Aut(X,f ,G)
mapping a 7→ (a, ba).
If X is without boundary, or with boundary, or with corners, then we can
choose G without boundary, or with boundary, or with corners, respectively. All
this also holds for co-gauge-fixing data C, with f a strong submersion.
Proof. By Corollary 3.17 there exists an excellent coordinate system I =
(
I,
(V i, Ei, si, ψi), f i : i ∈ I), . . .
)
for (X,f). For each i ∈ I choose an injective
map Gi : Ei → Pn for n ≫ 0. This is clearly possible, and we can even
choose Gi to be smooth, as a generic smooth map Gi : Ei → Rn/Sn is injective
provided n > 2 dimEi. As Gi is injective it is globally finite, with N = 1. Thus
G = (I,η, Gi : i ∈ I) is gauge-fixing data for (X,f).
When f is a strong submersion, to construct co-gauge-fixing data C we first
note that in Proposition 3.12–Corollary 3.17 we can work throughout with good,
very good, really good and excellent coordinate systems in which f i : V i → Y
are submersions. We again choose injective Ci : Ei → Pn for n ≫ 0, and Ci
injective implies Ci × (f i ◦ πi) is globally finite, with N = 1, so C = (I,η, Ci :
i ∈ I) is co-gauge-fixing data for (X,f).
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Now let Γ ⊆ Aut(X,f) be a finite subgroup. We must show we can choose
G,C to be Γ-invariant. This is similar to the problem of choosing (co-)gauge-
fixing data for (X/Γ,f ◦ pi) for pi : X → X/Γ the natural projection, which we
have already proved is possible in the first part. We begin with the proof of
Proposition 3.13, which constructs a very good coordinate system Iˇ for (X,f)
starting with a good coordinate system I for (X,f ), which exists by Proposition
3.12. This I is built from finitely many neighbourhoods (Vp, . . . , ψp) for p ∈ X .
To choose I to be Γ-invariant, we take each (Vp, . . . , ψp) to be invariant under
{a ∈ Γ : a(p) = p}, with Vp small enough that Imψp ∩ (a · Imψp) = ∅ whenever
a ∈ Γ with a(p) 6= p. Every p ∈ X admits such a Kuranishi neighbourhood.
Given such (Vp, Ep, sp, ψp), for a ∈ Γ define (Va(p), Ea(p), sa(p), ψa(p)) to be
a∗(Vp, Ep, sp, ψp), a Kuranishi neighbourhood of a(p) ∈ X .
As (Vp, . . . , ψp) is invariant under {a ∈ Γ : a(p) = p}, this (Va(p), . . . , ψa(p))
depends only on a(p) rather than on a, and the finite set of neighbourhoods
(Va(p), . . . , ψa(p)) for a ∈ Γ is invariant under Γ, with Imψa(p) ∩ Imψa′(p) = ∅
when a(p) 6= a′(p). Thus the disjoint union
∐
a(p):a∈Γ(Va(p), . . . , ψa(p)) is a single
Γ-invariant Kuranishi neighbourhood. We can now follow the proof of Proposi-
tion 3.12 to make I using Γ-invariant Kuranishi neighbourhoods (V i, . . . , ψi) =∐
a(p):a∈Γ(Va(p), . . . , ψa(p)).
Then in Proposition 3.13 we construct a very good coordinate system Iˇ for
(X,f) by gluing together the neighbourhoods (V i, . . . , ψi) of each dimension in
I. As each (V i, . . . , ψi) is Γ-invariant, we can do this gluing in a Γ-invariant
way, to make Iˇ Γ-invariant. That is, a ∈ Γ lifts to (a, ba) ∈ Aut(X,f , Iˇ),
where ba = (b
i
a, bˆ
i
a : i ∈ Iˇ), with each (b
i
a, bˆ
i
a) : (Vˇ
i, . . . , ψˇi) → (Vˇ i, . . . , ψˇi) an
isomorphism lifting a.
In Proposition 3.15 it is easy to extend this to a Γ-invariant really good
coordinate system (I,η) for (X,f ), we just choose ηi, η
j
i to be Γ-invariant.
Algorithm 3.16 then automatically yields a Γ-invariant excellent coordinate sys-
tem. Thus in Corollary 3.17, we can take (I ,η) to be Γ-invariant. Finally, in
the first part of the theorem, rather than choosing Gi : Ei → Pn, Ci : Ei → Pn
injective, we take Gi, Ci to be the pullbacks to Ei of injective maps Ei/Γ→ Pn
for n≫ 0. Then Gi, Ci are Γ-invariant, and globally finite in the sense of Defi-
nition 3.8, with N = |Γ|. This implies Ci × (f i ◦ πi) is also globally finite, with
N = |Γ|. Hence we can choose G,C to be Γ-invariant.
If X is without boundary, or with boundary, or with corners, then we can
go through the whole of §3.2 working only with V i without boundary, or with
boundary, or with corners, respectively, and so construct G,C without bound-
ary, or with boundary, or with corners, as required.
3.3 Finiteness of automorphism groups
We now prove Property 3.1(b) for (co-)gauge-fixing data.
Proposition 3.19. If (I,η) is an excellent coordinate system for (X,f), with
X compact, then for each j ∈ I there are only finitely many connected compo-
nents W of V j such that W ∩ V ij = ∅ for all j < i ∈ I.
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Proof. Let j ∈ I and W ja for a ∈ A
j be the connected components of V j with
W ja ∩ V
ij = ∅ for all j < i ∈ I. Define U j = V j \
⋃
a∈AW
j
a . Then V
j is the
disjoint union of U j and the W ja for a ∈ A
j , and U j and each W ja are open
and closed in V j . Note that openness holds as V j is an orbifold; for general
topological spaces connected components are closed but need not be open. For
instance, the compact subset {0} ∪ {1/n : n = 1, 2, . . .} in R, has a connected
component {0} which is closed but not open.
Now C = X\
(
Imψj |Uj∪
⋃
j 6=i∈I Imψ
i
)
is a closed subset ofX , since Imψj |Uj
and each Imψi is open, so C is compact as X is compact and Hausdorff. Also
C ⊆
⋃
a∈Aj Imψ
j |W ja ⊆ X since X =
⋃
j∈I Imψ
j . And as (I,η) is excellent,
Definition 3.5 implies that C ∩ Imψj |W ja 6= ∅ for each a ∈ A
j , since otherwise
W ja would be an unnecessary component of V
j . Therefore the sets C∩Imψj |W ja
for a ∈ Aj form a cover of C by nonempty, disjoint open sets. As C is compact
there must be a finite subcover, but the only possible subcover is the whole
thing, since the sets are nonempty and disjoint. Hence Aj is finite.
Theorem 3.20. Let X be a compact Kuranishi space, Y an orbifold, f : X → Y
be strongly smooth, and G gauge-fixing data for (X,f). Then the automorphism
group Aut(X,f ,G) is finite. The same holds for co-gauge-fixing data.
Proof. As in Definition 3.8 we write elements of Aut(X,f ,G) as (a, b) with
b = ((bi, bˆi) : i ∈ I) for bi : V i → V i, bˆi : Ei → Ei, and Gi ◦ bˆi ≡ Gi : Ei → P .
As Gi is globally bounded, by Definition 3.8 there exists N > 1 such that
|(Gi)−1(p)| 6 N for all p ∈ P .
For each such bˆi and p ∈ P , (Gi)−1(p) is at most N points in Ei, and
bˆi must permute these points. But the order of a permutation of a set of at
most N points must divide N !, so (bˆi)N ! is the identity on (Gi)−1(p) ⊂ Ei.
As this is true for all p ∈ P , (bˆi)N ! is the identity on Ei. So, every such bˆi
is a diffeomorphism of finite order. Thus the fixed point locus of bˆi in Ei is a
locally finite union of closed, embedded, connected suborbifolds of Ei, possibly
of varying dimensions. Hence for each connected component F of Ei, either bˆi
is the identity on F , or bˆi does not fix generic points of F .
Suppose for a contradiction that for some connected component F of Ei, we
can find (a1, b1), . . . , (aN+1, bN+1) in Aut(X,f ,G) such that bˆ
i
c|F are distinct
maps F → Ei for c = 1, . . . , N + 1. Then for 1 6 c < d 6 N + 1 we have finite
order diffeomorphisms bˆid◦(bˆ
i
c)
−1 : Ei → Ei which are not the identity on bˆic(F ),
so bˆid ◦ (bˆ
i
c)
−1 does not fix generic points in bˆic(F ), and bˆ
i
c, bˆ
i
d do not agree on
generic points in F . Therefore bˆi1(f), . . . , bˆ
i
N+1(f) are distinct points in E
i for
generic f ∈ F . But Gi◦ bˆic(f) = G
i(f) for c = 1, . . . , N+1, so bˆi1(f), . . . , bˆ
i
N+1(f)
lie in (Gi)−1(Gi(f)), and
∣∣(Gi)−1(Gi(f))∣∣ 6 N , a contradiction. Therefore,
for each connected component F of Ei, the maps bˆi : Ei → Ei coming from
(a, b) ∈ Aut(X,f ,G) can realize at most N distinct maps bˆi|F : F → Ei.
Now use the notation of the proof of Proposition 3.19, so that V j = U j ∐∐
a∈Aj W
j
a with each W
j
a a connected component of V
j , and Aj finite. Then
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each Ej |W ja is a connected component of E
j , so the bˆj |Ej |
W
j
a
realize at most N
distinct maps. Hence, taken over all j ∈ I and a ∈ Aj , the family of restrictions
bˆj|Ej |
W
j
a
can realize at most N
P
j∈I |A
j | different possibilities.
Let (a, b), (a′, b′) ∈ Aut(X,f ,G) with bˆj|Ej |
W
j
a
= bˆ′j |Ej |
W
j
a
for all j ∈ I and
a ∈ Aj . We will show that (a, b) = (a′, b′). Suppose for a contradiction that
bˆj 6= bˆ′j for some j ∈ I, and let j be largest for which this holds. From V j =
U j∐
∐
a∈Aj W
j
a and bˆ
j |Ej |
W
j
a
= bˆ′j|Ej |
W
j
a
we see that bˆj |Ej |Uj 6= bˆ
′j |Ej |Uj . Thus,
there exists some connected component W of U j for which bˆj |Ej |W 6= bˆ
′j |Ej |W .
Then W ∩ V ij 6= ∅ for some j < i ∈ I, by definition of W ja and U
j .
On Ej |W∩V ij we have bˆ
j = bˆi ◦ φˆij = bˆ′i ◦ φˆij = bˆ′j by Definition 3.8(c),
since j is largest with bˆj 6= bˆ′j and j < i, so bˆi = bˆ′i. Hence, we know that
bˆj|Ej |W 6= bˆ
′j |Ej |W , so that bˆ
j, bˆ′j differ at generic points of Ej |W , but also
bˆj = bˆ′j on Ej |W∩V ij , which is a nonempty open set in E
j |W . Choosing a
generic point in Ej |W∩V ij gives a contradiction. Hence bˆ
j = bˆ′j for all j ∈ I. But
bˆj : Ej → Ej is a lift of bj : V j → V j , so each bˆj determines bj. Thus bj = b′j
for j ∈ I. Also each (bj , bˆj) determines a over Imψj , and X =
⋃
j∈I Imψ
j , so
b determines a. Hence (a, b) = (a′, b′).
This proves that each (a, b) ∈ Aut(X,f ,G) is determined by the restrictions
bˆj|Ej |Wja for all j ∈ I and a ∈ A
j , which realize at most N
P
j∈I |A
j | different
possibilities. So Aut(X,f ,G) is finite, with
∣∣Aut(X,f ,G)∣∣ 6 NPj∈I |Aj|.
3.4 Quotients by finite groups
(Co-)gauge-fixing data descends to finite quotients, as in Property 3.1(c).
Definition 3.21. Let X be a compact Kuranishi space, Y an orbifold, f : X →
Y a strongly smooth map, and G be gauge-fixing data for (X,f). Suppose Γ
is a finite group, and ρ an action of Γ on (X,f ,G) by isomorphisms. That is,
ρ : Γ → Aut(X,f ,G) is a group morphism. Note that we do not require ρ
to be injective, so we cannot regard Γ as a subgroup of Aut(X,f ,G). Write
G = (I,η, Gi : i ∈ I), where I =
(
I, (V i, Ei, si, ψi), f i : i ∈ I, . . .
)
. Then ρ
induces actions of Γ on X by strong diffeomorphisms and on V i, Ei for i ∈ I
by diffeomorphisms, where if γ ∈ Γ with ρ(γ) = (a, b) and b =
(
(bi, bˆi) : i ∈ I
)
,
then γ acts on X by a, on V i by bi, and on Ei by bˆi.
Define a compact Kuranishi space X˜ = X/Γ and orbifolds V˜ i = V i/Γ and
E˜i = Ei/Γ for i ∈ I. As ρ need not be injective, for example we allow the case
that Γ is a nontrivial group but ρ ≡ 1, so that Γ acts trivially on X and V i, Ei.
In this case X˜, V˜ i, E˜i coincide with X,V i, Ei as topological spaces, but not as
Kuranishi spaces or orbifolds, since taking the quotient by Γ adds a factor of Γ to
the stabilizer groups of X,V i, Ei at every point, so that V˜ i, E˜i are noneffective
orbifolds.
Let πi : Ei → V i be the projection. If γ ∈ Γ and ρ(γ) = (a, b) then
πi ◦ bˆi = bi ◦ πi by definition of Aut(X,f ,G), so πi : Ei → V i is equivariant
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with respect to the actions of Γ on V i, Ei, and πi pushes down to a submersion
π˜i : E˜i → V˜ i. The orbibundle structure on πi : Ei → V i descends to an
orbibundle structure on π˜i : E˜i → V˜ i. Since bˆi ◦ si ≡ si ◦ bi for all (a, b) = ρ(γ),
si pushes down to a smooth section s˜i of E˜i → V˜ i, and (s˜i)−1(0) = (si)−1(0)/Γ.
As ψi ◦ bi ≡ a ◦ ψi, where a : X → X is the homeomorphism underlying a in
(a, b) = ρ(γ), ψi pushes down to a continuous ψ˜i : (s˜i)−1(0)→ X˜ = X/Γ. Then
(V˜ i, E˜i, s˜i, ψ˜i) is a Kuranishi neighbourhood on X˜ .
Write πV˜ i : V
i → V˜ i and πE˜i : E
i → E˜i for the natural projections. Since
f i : V i → Y and Gi : Ei → P are Γ-invariant they descend to f˜ i : V˜ i → Y and
G˜i : E˜i → P with f˜ i ◦ πV˜ i ≡ f
i and G˜i ◦ πE˜i ≡ G
i. Similarly ηi : X → [0, 1]
and ηji : V
j → [0, 1] descend to η˜i : X˜ → [0, 1] and η˜
j
i : V˜
j → [0, 1]. If
j 6 i in I then V ij is a Γ-invariant subset of V j , so V˜ ij = V ij/Γ is an open
subset of V˜ j = V j/Γ, and (φij , φˆij) descends to a coordinate transformation
(φ˜ij , ˆ˜φij) : (V˜ ij , E˜j |V˜ ij , s˜
j |V˜ ij , ψ˜
j |V˜ ij ) → (V˜
i, . . . , ψ˜i). It is now easy to verify
that all this comprises gauge-fixing data G˜ for (X˜, f˜). We shall also write
f˜ = pi∗(f) and G˜ = pi∗(G), where pi : X → X˜ is the projection.
Exactly the same construction works for co-gauge-fixing data C˜ = pi∗(C).
3.5 Restriction of (co-)gauge-fixing data to boundaries
Very good, really good and excellent coordinate systems on X restrict to ∂X .
Definition 3.22. Let X be a compact Kuranishi space, Y an orbifold, f : X →
Y be strongly smooth, and I =
(
I, (V i, . . . , ψi), f i : i ∈ I, . . .
)
be a very good
coordinate system for (X,f). Define a very good coordinate system I˜ = I|∂X
for (∂X,f |∂X) to have indexing set I˜ = {i : i+1 ∈ I, ∂V i+1 6= ∅} and Kuranishi
neighbourhoods(
V˜ i, E˜i, s˜i, ψ˜i
)
=
(
∂V i+1, Ei+1|∂V i+1 , s
i+1|∂V i+1 , ψ
i+1|∂V i+1
)
for i ∈ I˜.
Set V˜ ij = ∂V (i+1)(j+1) and (φ˜ij , ˆ˜φij) = (φ(i+1)(j+1), φˆ(i+1)(j+1))|V˜ ij for j 6 i
in I˜. Set f˜ i = f i+1|∂V i+1 for i ∈ I˜. It is now easy to verify that I˜ =(
I˜ , (V˜ i, . . . , ψ˜i) : i ∈ I˜ , . . .
)
is a very good coordinate system for (∂X,f |∂X),
which we write as I|∂X .
If (I,η) is a really good coordinate system for (X,f) then we extend I|∂X
to a really good coordinate system (I|∂X ,η|∂X) in the obvious way, so that
η|∂X consists of the functions η˜i = ηi+1|∂X and η˜
j
i = η
j+1
i+1 |∂V j+1 for i, j ∈ I˜.
Definition 3.4(v) holds with M − 1 in place of M , or 0 when M = 0, as the
local boundary components B˜ of ∂V i at (v,B) correspond to a subset of the
local boundary components B′ of V i at v with B′ 6= B. If (I,η) is an excellent
coordinate system for (X,f) then (I |∂X ,η|∂X) is also an excellent coordinate
system, since the conditions on V i in Definition 3.5 are stable under taking
boundaries.
We can restrict (co-)gauge-fixing data to boundaries, as in Property 3.1(d).
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Definition 3.23. Let X be a compact Kuranishi space, Y an orbifold, f :
X → Y a strongly smooth map, and G = (I,η, Gi : i ∈ I) be gauge-fixing data
for (X,f). Definition 3.22 gives an excellent coordinate system (I |∂X ,η|∂X)
for (∂X,f |∂X). For each i in I˜ = {i : i + 1 ∈ I, ∂V i+1 6= ∅} we define
G˜i = Gi+1|(Ei+1|∂V i+1). Let ι : E
i+1|∂V i+1 = ∂E
i+1 → Ei+1 be the natural
map, M be as in Definition 3.4(v) for (I,η), and N be as in Definition 3.8
for Gi+1. Then
∣∣(Gi+1)−1(p)∣∣ 6 N for each p ∈ P , and ∣∣ι−1(e)∣∣ 6 M for
each e ∈ Ei+1|∂V i+1 . Hence G˜
i = Gi+1 ◦ ι satisfies
∣∣(G˜i)−1(p)∣∣ 6 MN for
each p ∈ P , that is, G˜i is globally finite, with constant N˜ = MN . Therefore
G|∂X = (I|∂X ,η|∂X , G˜i : i ∈ I˜) is gauge-fixing data for (∂X,f |∂X).
Exactly the same construction works for co-gauge-fixing data.
3.6 Extension of (co-)gauge-fixing data from boundaries
Next we prove Property 3.1(e) for (co-)gauge-fixing data.
Proposition 3.24. Let X be a compact Kuranishi space with corners, Y an
orbifold, and f : X → Y be strongly smooth. Recall from Definition 2.27 that
there is a natural strong diffeomorphism σ : ∂2X → ∂2X with σ2 = id∂2X . Let
J be a very good coordinate system for (∂X,f |∂X), with corners. Then there
exists a very good coordinate system I for (X,f) with corners with I|∂X = J
if and only if J |∂2X is invariant under σ. The analogous result holds for really
good or excellent coordinate systems (J , ζ), (I,η) for (∂X,f |∂X), (X,f ).
Proof. If I is a very good coordinate system with corners for (X,f) then restrict-
ing to ∂X and then to ∂2X gives I¯ = I|∂2X for (∂
2X,f |∂2X), with indexing set
I¯ = {i : i + 2 ∈ I, ∂2V i 6= ∅} and Kuranishi neighbourhoods (V¯ i, . . . , ψ¯i) with
corners for i ∈ I¯ with V¯ i = ∂2V i+2 and (E¯i, s¯i, ψ¯i) = (Ei+2, si+2, ψi+2)|∂2V i+2 .
Clearly, I|∂2X is invariant under σ, with σ acting on V¯
i as the involution
σ : ∂2V i+2 → ∂2V i+2 of Definitions 2.7 and 2.9. Thus, a necessary condition
for I|∂X = J is that J |∂2X is invariant under σ. This proves the ‘only if’ part.
For the ‘if’ part, let J be given and σ-invariant on ∂2X as above. Let
(W j , F j , tj , ξj) for j ∈ J be one of the Kuranishi neighbourhoods with cor-
ners in J . Then (∂W j , F j |∂W j , t
j |∂W j , ξ
j |∂W j ) is a Kuranishi neighbourhood
with corners on ∂2X , and σ on ∂2X lifts to an action on (∂W j, . . . , ξj |∂W j ).
This is the condition necessary to extend (W j , . . . , ξj) to a Kuranishi neigh-
bourhood (V j+1, . . . , ψj+1) with corners on X with (∂V j+1, . . . , ψj+1|∂V j+1) =
(W j , . . . , ξj), which is ‘small’ in the sense that it extends only a little way into
the interior of X , and V j+1 extends only a little way from ∂V j+1 =W j .
Note that to extend the Kuranishi map sj+1 smoothly from its prescribed
values on ∂V j+1 = W j to V j+1 requires the Extension Principle, Principle
2.8(c), which holds only for manifolds and orbifolds with corners, not g-corners,
and this is why we restrict to Kuranishi spaces and (co-)gauge-fixing data with
corners, not g-corners. The Kuranishi structure on X is defined in terms of
germs, and so determines (V j+1, . . . , ψj+1) only on an arbitrarily small open
neighbourhood of (sj+1)−1(0). Away from (sj+1)−1(0) we have to choose sj+1,
and near ∂V j+1 away from (tj)−1(0) we need the Extension Principle to do this.
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Modifying the proof of Proposition 3.12, we can build a good (not very good,
at this point) coordinate system I for (X,f ) with corners, with indexing set
I = {j + 1 : j ∈ J} ∐K, using Kuranishi neighbourhoods (V j+1, . . . , ψj+1) for
j ∈ J as above with V j+1 sufficiently small with W j = ∂V j+1 fixed, together
with other Kuranishi neighbourhoods (V k, . . . , ψk) for k in some finite set K on
the interior of X , with ∂V k = ∅. Then we use Proposition 3.13 to convert I to
a very good coordinate system Iˇ with corners for (X,f) by gluing together the
Kuranishi neighbourhoods of each dimension in I.
In doing this, we replace the V i by open subsets V˜ i ⊂ V i. We choose
the V˜ j+1 for j ∈ J so that ∂V˜ j+1 = ∂V j+1 = W j , that is, we do not make
the boundaries of the V˜ j+1 smaller. This is possible as there is at most one
nonempty ∂V i for i ∈ I in each dimension, so the boundaries ∂V i do not need to
be glued together, and do not need to be made smaller to ensure Hausdorffness.
It then follows that Iˇ|∂X = J , proving the ‘if’ part.
To prove the analogous ‘if’ result for really good coordinate systems, we first
construct a very good coordinate system Iˇ with corners with Iˇ|∂X = J as above,
and then extend to really good (Iˇ , ηˇ) with (Iˇ, ηˇ)|∂X = (J , ζ). Thus we must
construct continuous ηˇi : X → [0, 1] and ηˇ
j
i : Vˇ
j → [0, 1] with prescribed values
ζj−1 on ∂X and ζ
j−1
i−1 on ∂Vˇ
j , satisfying Definition 3.4(i)–(iv). This is possible
by extending Proposition 3.15.
Two new issues arise. Firstly, in constructing the ηji in Proposition 3.15,
we made the V j , V jk smaller at each inductive step, so that ηji should extend
continuously from its prescribed values on (34) to the closure of (34) in V j . How-
ever, as we need ∂Vˇ j =W j−1, ∂Vˇ jk =W (j−1)(k−1), we cannot make ∂Vˇ j , ∂Vˇ jk
smaller. This does not matter, since we have prescribed values ηˇji |∂Vˇ j ≡ ζ
j−1
i−1
for ηˇji on ∂Vˇ
j consistent with the prescribed values on (34), so there is no need
to make ∂Vˇ j smaller to ensure consistency.
Secondly, Proposition 3.15 constructed a really good coordinate system sat-
isfying the extra properties Imψi = {p ∈ X : ηi(p) > 0} and V ij = {v ∈ V j :
ηji (v) > 0} for all i, j, so the final sentences of both Definition 3.4(i),(ii) hold.
However, the boundary data (J , ζ) may not satisfy Im ξj = {p ∈ ∂X : ζj(p) > 0}
and W jk = {w ∈ W k : ζkj (w) > 0} for k < j ∈ J . Therefore we must re-
lax the requirements that supp(ηi) ⊆ Imψi and supp(η
j
i ) ⊆ V
ij in the proof
of Proposition 3.15. We do this by requiring that supp(ηi) should be sup-
ported in the union of Imψi and a thin neighbourhood in X of supp(ζi−1) in
∂X , and supp(ηji ) should be supported in the union of V
ij and a thin neigh-
bourhood in V j of supp(ζj−1i−1 ) in ∂V
j . We choose these thin neighbourhoods
of supp(ζi−1), supp(ζ
j−1
i−1 ) small enough that the final sentences of Definition
3.4(i),(ii) for (J , ζ) imply the final sentences of Definition 3.4(i),(ii) for (I,η)
in the thin neighbourhoods. Then replacing V i, V ij by V˜ i, V˜ ij as in the proof
of Proposition 3.15, one can show that we get a really good coordinate system
(I,η), with (I,η)|∂X = (J , ζ).
For excellent coordinate systems, if (J , ζ) is excellent, we construct a really
good coordinate system (I,η) for (X,f) with corners, with (I,η)|∂X = (J , ζ),
as above, and then apply Algorithm 3.16 to get an excellent coordinate system
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(Iˇ, ηˇ) with corners. It is automatic that ∂Vˇ i = ∂V i =W i−1, since (J , ζ) is an
excellent coordinate system, so every connected component of ∂kW i−1 for all
k > 0 is necessary, and Algorithm 3.16 does not discard any of them. Hence
(Iˇ, ηˇ)|∂X = (J , ζ), as we want.
Theorem 3.25. Suppose X is a compact Kuranishi space with corners, Y an
orbifold, f : X → Y a strongly smooth map, and H is gauge-fixing data for
(∂X,f |∂X) with corners. Let σ : ∂2X → ∂2X be the involution of Definition
2.27. Then there exists gauge-fixing data G for (X,f) with corners with G|∂X=
H if and only if H |∂2X is σ-invariant.
Suppose Γ is a finite group of strong diffeomorphisms a : X → X with
f ◦ a = f and H is invariant under Γ|∂X , that is, we are given a group
morphism Γ → Aut(∂X,f |∂X ,H) mapping a 7→ (a|∂X , ca), such that the ac-
tion of (a|∂2X , ca|∂2X) on H|∂2X commutes with the action of σ on H|∂2X .
Then we can choose G to be Γ-invariant, that is, there is a group morphism
Γ→ Aut(X,f ,G) mapping a 7→ (a, ba), such that ba|∂X = ca for all a ∈ Γ.
If ∂Y = ∅, all this also holds for co-gauge-fixing data C,D for (X,f ),
(∂X,f |∂X), with f a strong submersion.
Proof. If G is gauge-fixing data for (X,f) with corners then restricting to ∂X
and then to ∂2X gives G|∂2X . Clearly, G|∂2X is invariant under σ. Thus,
G|∂X =H implies that H|∂2X is σ-invariant. This proves the ‘only if’ part.
For the ‘if’ part, suppose H|∂2X is σ-invariant as above. Write H =
(J , ζ, Hj : j ∈ J), where J =
(
J, (W j , F j , tj , ξj) : j ∈ J, . . .
)
. As (J , ζ) is
an excellent coordinate system with corners for (∂X,f |∂X) and (J , ζ)|∂2X is σ-
invariant, Proposition 3.24 gives an excellent coordinate system (I,η) with cor-
ners for (X,f) with (I,η)|∂X = (J , ζ), where I =
(
I, (V i, Ei, si, ψi), i ∈ I, . . .
)
.
Then ∂Ei = F i−1 for i ∈ I with i − 1 ∈ J , and ∂Ei = ∅ for i ∈ I with
i− 1 /∈ J . When i ∈ I with i− 1 ∈ J , we have Hi−1 : ∂Ei → P with Hi−1|∂2Ei
invariant under σ : ∂2Ei → Ei. Therefore by Principle 2.8(a) we can choose
Gi : Ei → Pn ⊂ P with Gi|∂Ei ≡ H
i. Since Gi is arbitrary, not continuous or
smooth, the values of Gi on (Ei)◦ need not be related to those on ∂Ei.
Choose Gi|(Ei)◦ : (E
i)◦ → Pn ⊂ P to be an arbitrary injective map, for
n≫ 0. As Hi−1 is globally finite with constant N > 0 in the sense of Definition
3.8, it follows that Gi is globally finite with constant N+1. If i ∈ I but i−1 /∈ J
then there are no boundary conditions on Gi, so we choose Gi : Ei → Pn ⊂ P
to be an arbitrary injective map for n ≫ 0, and then Gi is globally finite with
N = 1. Thus G is gauge-fixing data with corners for (X,f) with G|∂X = H,
proving the ‘if’ part. For the second part on Γ actions, we combine the proof
above with the second part of the proof of Theorem 3.18. The analogues for
co-gauge-fixing data are immediate.
3.7 Pushforwards and pullbacks of (co-)gauge-fixing data
Our next definitions, which give Property 3.1(f),(g) for gauge-fixing data and co-
gauge-fixing data, encapsulate the reasons for the differences between Definitions
3.8 and 3.9. We will use gauge-fixing data in Kuranishi homology, so it should
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have a good notion of pushforward h∗ under smooth h : Y → Z. We will use co-
gauge-fixing data in (compactly-supported) Kuranishi cohomology, so it should
have a good notion of pullback h∗ under smooth, proper h : Y → Z.
Definition 3.26. Let Y, Z be orbifolds and h : Y → Z a smooth map. Suppose
X is a compact Kuranishi space, f : X → Y is strongly smooth, and G =
(I,η, Gi : i ∈ I) is gauge-fixing data for (X,f), where I =
(
I, (V i, Ei, si, ψi),
f i : i ∈ I, . . .
)
. Then h ◦ f : X → Z is strongly smooth. Define pushforward
gauge-fixing data h∗(G) for (X,h ◦ f ) to be h∗(G) = (h∗(I),η, Gi : i ∈ I),
where h∗(I) =
(
I, (V i, Ei, si, ψi), h ◦ f i : i ∈ I, . . .
)
. That is, h∗(G) is the same
as G, except that f i : V i → Y for i ∈ I are replaced by h ◦ f i : V i → Z.
Clearly h∗(G) is gauge-fixing data for (X,h ◦ f). Note however that the
same construction does not work for co-gauge-fixing data, as if h : Y → Z is
not globally finite, then Ci × (f i ◦ πi) : Ei → P × Y globally finite does not
imply Ci × (h ◦ f i ◦ πi) : Ei → P × Z globally finite, so Definition 3.9 fails
for h∗(C).
Definition 3.27. Let Y, Z be orbifolds without boundary and h : Y → Z a
smooth, proper map. Suppose X is a compact Kuranishi space, f : X → Z is a
strong submersion, and C = (I ,η, Ci : i ∈ I) is co-gauge-fixing data for (X,f ),
where I =
(
I, (V i, Ei, si, ψi), f i : i ∈ I, . . .
)
. Then Y ×h,Z,f X is a compact
Kuranishi space, and piY : Y ×Z X → Y is a strong submersion. We will define
co-gauge-fixing data h∗(C) for (Y ×Z X,piY ), where h∗(C) = (Iˇ, ηˇ, Cˇi : i ∈ Iˇ),
with Iˇ =
(
Iˇ , (Vˇ i, Eˇi, sˇi, ψˇi), πˇiY : i ∈ Iˇ , . . .
)
.
Let k = dimY − dimZ, and I˜ = {i + k : i ∈ I}. Then dimV i = i for
each i ∈ I, and as f i : V i → Z is a submersion i = dimV i > dimZ, so
i + k > dim Y > 0. Thus I˜ ⊂ N. For i ∈ I, define (V˜ i+k, E˜i+k, s˜i+k, ψ˜i+k) =(
Y ×h,Z,fi V
i, π∗V i(E
i), si ◦ πV i , h ×Z ψ
i
)
. This is a Kuranishi neighbourhood
on Y ×h,Z,f X , with dim V˜ i+k = dimV i + dimY − Z = i+ k, as we want. Let
π˜i+kY : V˜
i+k → Y be the projection from the fibre product. This is a submersion,
as f i is, and represents piY .
For i, j ∈ I with j 6 i we have a triple (V ij , φij , φˆij). Define V˜ (i+k)(j+k) =
π−1V j (V
ij), where πV j : V˜
j+k → V j is the projection from the fibre product.
Define φ˜(i+k)(j+k) : V˜ (i+k)(j+k) → V˜ i+k by φ˜(i+k)(j+k) = h∗(φij), mapping Y ×Z
V ij → Y ×Z V i. Define
ˆ˜
φ(i+k)(j+k) : E˜j+k|V˜ (i+k)(j+k) → (φ˜
(i+k)(j+k))∗(E˜i+k) by
ˆ˜
φ(i+k)(j+k) = h∗(φˆij). Then I˜ =
(
I˜ , (V˜ i, E˜i, s˜i, ψ˜i), π˜iY : i ∈ I˜ , (V˜
ij , φ˜ij ,
ˆ˜
φij) :
j 6 i in I˜
)
is a very good coordinate system for (Y ×Z X,piY ).
Now for i ∈ I, define η˜i+k : Y ×Z X → [0, 1] by η˜i+k = ηi ◦ πX , and for
i, j ∈ I define η˜j+ki+k : V˜
j+k → [0, 1] by η˜j+ki+k = η
j
i ◦ πV j . Write η˜ = (η˜i : i ∈ I˜,
η˜ji : i, j ∈ I˜). It is not difficult to check that (I˜, η˜) is a really good coordinate
system, as (I,η) is. In Definition 3.4(v) we can use the same M for (I˜, η˜) as for
(I,η), and if T ⊆ Z is as in Definition 3.4(vi) for (I,η) then T˜ = h−1(T ) ⊆ Y
is compact as T is compact and h is proper, and satisfies Definition 3.4(vi)
for (I˜, η˜).
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However, although (I,η) is an excellent coordinate system, (I˜, η˜) need not
be, as taking fibre products V i 7→ Y ×Z V i = V˜ i+k may introduce unnec-
essary connected components of V˜ i+k or ∂lV˜ i+k. Let (Iˇ , ηˇ) be the excellent
coordinate system obtained from (I˜ , η˜) by applying Algorithm 3.16, where Iˇ =(
Iˇ , (Vˇ i, Eˇi, sˇi, ψˇi), πˇiY : i ∈ Iˇ , . . .
)
.
Let i ∈ Iˇ, so that i− k ∈ I. Then Vˇ i is an open subset of V˜ i = Y ×h,Z,fi−k
V i−k, and Eˇi → Vˇ i is the pullback of Ei−k → V i−k by the projection πV i−k :
Vˇ i → V i−k. Thus there is a natural projection πEi−k : Eˇ
i → Ei−k between the
total spaces of the bundles Eˇi, Ei−k. Define Cˇi : Eˇi → P by Cˇi = Ci−k ◦πEi−k .
We shall show that Cˇi × (πˇiY ◦ πˇ
i) : Eˇi → P × Y for i ∈ Iˇ is globally finite.
Definition 3.4(vi) gives compact T ⊆ Z with f i−k(V i−k) ⊆ T . The map
Z → N taking z 7→ | Stab(z)| is upper semicontinuous, so as T is compact there
exists L > 1 such that | Stab(z)| 6 L for all z ∈ T . As Ci−k × (f i−k ◦ πi−k) :
Ei−k → P × Z is globally finite, there exists N > 0 such that
∣∣(Ci−k × (f i−k ◦
πi−k))−1(p, z)
∣∣ 6 N for all (p, z) ∈ P × Z. Let (p, y) ∈ P × Y , and z = h(y).
Now πEi−k : Eˇ
i → Ei−k restricts to a map
πEi−k : (Cˇ
i × (πˇiY ◦ πˇ
i))−1(p, y) −→ (Ci−k × (f i−k ◦ πi−k))−1(p, z). (36)
Using Eˇi ⊆ Y ×h,Z,fi−k◦πi−kE
i−k and the definition (12) of fibre products of
orbifolds, we see that each e on the right hand side of (36) pulls back to a subset
of h∗(Stab(y))\ Stab(z)/(f i−k◦πi−k)∗(Stab(e)) on the left. Since | Stab(z)| 6 L,
at most L points on the left of (36) project to each point on the right. But
the right hand side of (36) has at most N elements, so the left has at most
LN elements. Thus Cˇi × (πˇiY ◦ πˇ
i) is globally finite, with constant Nˇ = LN .
Therefore h∗(C) is co-gauge-fixing data for (Y ×Z X,piY ).
Note that the same construction does not work for gauge-fixing data, as
if h is not globally finite then Gi : Ei → P globally finite does not imply
Gi ◦ πEi : Y ×Z E
i → P is globally finite, so Gˇi : Eˇi→P may not be globally
finite, and Definition 3.8 fails for h∗(G).
Remark 3.28. We suppose Y, Z are without boundary in Definition 3.27 in
order that ∂(Y ×Z X) ∼= ±Y ×Z ∂X . This will be needed in §4.4 to ensure
that pullbacks h∗ on Kuranishi cochains satisfy d ◦ h∗ = h∗ ◦ d. If ∂Y 6= ∅
then ∂(Y ×Z X) has an extra term ∂Y ×Z X , which would invalidate the proof
of d ◦ h∗ = h∗ ◦ d. Actually the assumption ∂Z = ∅ is unnecessary, since our
definitions of (strong) submersions imply that f : X → Z and f i : V i → Z for
i ∈ I map to Z◦, so ∂Z does not affect ∂(Y ×Z X) or ∂(Y ×h,Z,fi V
i).
3.8 Fibre products of (co-)gauge-fixing data
When (I,η) and (I˜, η˜) are really good coordinate systems for (X,f) and (X˜, f˜ ),
where one of f : X → Y and f˜ : X˜ → Y is a strong submersion, we shall
define a really good coordinate system (I,η) ×Y (I˜, η˜) for the fibre product
(X ×Y X˜,piY ). The construction is long and complicated.
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Definition 3.29. Let X, X˜ be compact Kuranishi spaces, Y be an orbifold,
f : X → Y and f˜ : X˜ → Y be strongly smooth and (I,η), (I˜, η˜) be really
good coordinate systems for (X,f) and (X˜, f˜). Suppose one of f , f˜ is a strong
submersion, and the corresponding f i : V i → Y or f˜ ı˜ : V˜ ı˜ → Y in I, I˜ are
submersions. Then X ×Y X˜ is a compact Kuranishi space, as in §2.6. As in
(16), for i ∈ I and ı˜ ∈ I˜ define a Kuranishi neighbourhood on X ×Y X˜ by(
V (i,ı˜), E(i,ı˜), s(i,ı˜), ψ(i,ı˜)
)
=
(
V i ×fi,Y,f˜ ı˜ V˜
ı˜, π∗V i(E
i)⊕ π∗
V˜ ı˜
(E˜ ı˜),
(si ◦ πV i)⊕ (s˜
ı˜ ◦ πV˜ ı˜), (ψ
i ◦ πV i)× (ψ˜
ı˜ ◦ πV˜ ı˜)× χ
(i,ı˜)
)
.
(37)
Let π
(i,ı˜)
Y : V
(i,ı˜) → Y be the projection from the fibre product. If i, j ∈ I
and ı˜, ˜ ∈ I˜ with j 6 i and ˜ 6 ı˜ we have open sets V ij ⊆ V j and V˜ ı˜˜ ⊆
V˜ ˜ and coordinate transformations (φij , φˆij) and (φ˜ı˜˜,
ˆ˜
φı˜˜). Define V (i,ı˜)(j,˜) ⊂
V (j,˜) to be V ij ×fj,Y,f˜ ˜ V˜
ı˜˜. Then (φij , φˆij) and (φ˜ı˜˜, ˆ˜φı˜˜) induce a coordinate
transformation(
φ(i,ı˜)(j,˜), φˆ(i,ı˜)(j,˜)
)
:
(
V (i,ı˜)(j,˜), E(j,˜)|V (i,ı˜)(j,˜) , s
(j,˜)|V (i,ı˜)(j,˜) ,
ψ(j,˜)|V (i,ı˜)(j,˜)
)
−→
(
V (i,ı˜), . . . , ψ(i,ı˜)
)
.
We want to build a really good coordinate system (I˙, η˙) = (I,η)×Y (I˜, η˜)
for (X ×Y X˜,piY ) with Kuranishi neighbourhoods (V˙ k, . . . , ψ˙k) for k ∈ I˙, us-
ing the Kuranishi neighbourhoods (37) and maps π
(i,ı˜)
Y . Since dimV
(i,ı˜) =
dimV i + dim V˜ ı˜ − dim Y = i + ı˜ − dimY , the obvious definition is V˙ k =∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY V
(i,ı˜), with (E˙k, s˙k, ψ˙k)|V (i,ı˜) = (E
(i,ı˜), s(i,ı˜), ψ(i,ı˜)) and
π˙kY |V (i,ı˜) = π
(i,ı˜)
Y . There are two main problems with this:
(∗) If i 6= j ∈ I and ı˜ 6= ˜ ∈ I˜ with i + ı˜ = j + ˜ = k + dimY and Imψ(i,ı˜) ∩
Imψ(j,˜) 6= ∅ then ψ˙k is not injective, so (V˙ k, . . . , ψ˙k) is not a Kuranishi
neighbourhood; and
(∗∗) Suppose i < j ∈ I and ı˜ > ˜ ∈ I˜ with i + ı˜ = k + dimY and j + ˜ =
l + dim Y with l < k, and that Imψ(i,ı˜) ∩ Imψ(j,˜) 6= ∅. Then we expect
to define an open V˙ kl ⊂ V˙ l and a coordinate transformation (φ˙kl, ˆ˙φkl)
from (V˙ kl, E˙l|V˙ kl , s˙
l|V˙ kl , ψ˙
l|V˙ kl) to (V˙
k, . . . , ψ˙k). This should include a
transformation from a nonempty subset of V (j,˜) to V (i,ı˜). However, since
i < j we have no transformation from V ij ⊆ V j to V i to build this from.
We shall deal with both these problems by making the V (i,ı˜) smaller. That
is, we shall define
V˙ k =
∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY V˙
(i,ı˜), (38)
where V˙ (i,ı˜) is an open subset of V (i,ı˜). We shall choose these V˙ (i,ı˜) so that in (∗)
and (∗∗) above we always have Imψ(i,ı˜)|V˙ (i,ı˜)∩Imψ
(j,˜)|V˙ (j,˜) = ∅. But we cannot
make the V˙ (i,ı˜) too small, as we need to ensure thatX =
⋃
i∈I, ı˜∈I˜ Imψ
(i,ı˜)|V˙ (i,ı˜) .
To define the V˙ (i,ı˜), we will construct partitions of unity on X×Y X˜ and on the
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V (i,ı˜) for all i, ı˜ using the data η, η˜. We will also use these partitions of unity
to construct η˙ in the really good coordinate system (I˙, η˙) for (X ×Y X˜,piY ).
For all i, j ∈ I and ı˜, ˜ ∈ I˜ we will define continuous functions η(i,ı˜) : X ×Y
X˜ → [0, 1] and η
(j,˜)
(i,ı˜) : V
(j,˜) → [0, 1] satisfying the conditions:
(a)
∑
i∈I, ı˜∈I˜ η(i,ı˜)≡1 on X×Y X˜ , and
∑
i∈I, ı˜∈I˜ η
(j,˜)
(i,ı˜) ≡1 on V
(j,˜) for all j, ˜.
(b) η
(j,˜)
(i,ı˜) |(s(j,˜))−1(0) ≡ η(i,ı˜) ◦ ψ
(j,˜) for all i, j ∈ I and ı˜, ˜ ∈ I˜.
(c) Let i, j, k ∈ I and ı˜, ˜, k˜ ∈ I˜ with k 6 j and k˜ 6 ˜. Then η
(k,k˜)
(i,ı˜) |V (j,˜)(k,k˜) ≡
η
(j,˜)
(i,ı˜) ◦ φ
(j,˜)(k,k˜).
(d) If j 6 i in I, ˜ 6 ı˜ in I˜ and q ∈ X ×Y X˜ with η(i,ı˜)(q) > 0, η(j,˜)(q) > 0
and q ∈ Imψ(i,ı˜) then q ∈ Imψ(j,˜).
(e) if j 6 i in I and ˜ 6 ı˜ in I˜ then φ(i,ı˜)(j,˜)(V (i,ı˜)(j,˜)) is a closed subset
of {v ∈ V (i,ı˜) : η
(i,ı˜)
(j,˜)(v) > 0
}
. If k 6 j 6 i in I and k˜ 6 ˜ 6 ı˜ in I˜
and v ∈ V (k,k˜) with η
(k,k˜)
(i,ı˜) (v) > 0, η
(k,k˜)
(j,˜) (v) > 0 and v ∈ V
(i,ı˜)(k,k˜) then
v ∈ V (j,˜)(k,k˜).
(f) Suppose i, j, k ∈ I and ı˜, ˜, k˜ ∈ I˜ and either i < j and ı˜ > ˜, or i > j and
ı˜ < ˜. Then η(i,ı˜)η(j,˜) ≡ 0 on X ×Y X˜, and η
(k,k˜)
(i,ı˜) η
(k,k˜)
(j,˜) ≡ 0 on V
(k,k˜).
That is, the supports of η(i,ı˜) and η(j,˜) are disjoint, and the supports of
η
(k,k˜)
(i,ı˜) and η
(k,k˜)
(j,˜) are disjoint.
(g) Suppose q ∈ X ×Y X , set p = πX(q) and p˜ = πX˜q, and let i ∈ I and ı˜ ∈ I˜
be least with ηi(p) > 0 and η˜ı˜(p˜) > 0. Then η(i,ı˜)(q) > 0 and q ∈ Imψ
(i,ı˜).
With the exception of (f),(g) these are analogues of Definition 3.4(i)–(iv); note
that (d),(e) are partial analogues of the parts of Definition 3.4(i),(ii).
Suppose for the moment we have constructed such η(i,ı˜), η
(j,˜)
(i,ı˜) . Define
V˙ (i,ı˜) =
{
v ∈ V (i,ı˜) : η
(i,ı˜)
(i,ı˜)(v) > 0
}
⊆ V (i,ı˜). (39)
Then V˙ (i,ı˜) is open, as η
(i,ı˜)
(i,ı˜) is continuous, and (b) with j = i, ˜ = ı˜ implies that
Imψ(i,ı˜)|V˙ (i,ı˜) =
{
q ∈ π−1X (Imψ
i) ∩ π−1
X˜
(Im ψ˜ı˜) : η(i,ı˜)(q) > 0
}
⊆
{
q ∈ X ×Y X˜ : η(i,ı˜)(q) > 0
}
.
(40)
Define I˙ =
{
i+ ı˜−dimY : i ∈ I, ı˜ ∈ I˜, V˙ (i,ı˜) 6= ∅
}
. Since one of f , f˜ is a strong
submersion, it follows that either i > dimY for all i ∈ I or ı˜ > dimY for all
ı˜ ∈ I˜, and so I˙ is a finite subset of N = {0, 1, 2, . . .}. For each k ∈ I˙, define V˙ k by
(38). Then V˙ k is an orbifold with dim V˙ k = k. Define an orbibundle E˙k → V˙ k,
a smooth section s˙k of E˙k, a continuous map ψ˙k : (s˙k)−1(0) → X ×Y X˜ and
a smooth map π˙kY : V˙
k → Y by (E˙k, s˙k, ψ˙k)|V˙ (i,ı˜) = (E
(i,ı˜), s(i,ı˜), ψ(i,ı˜))|V˙ (i,ı˜) ,
π˙kY |V˙ (i,ı˜) = π
(i,ı˜)
Y |V˙ (i,ı˜) for all i, ı˜ in (38).
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We claim that (V˙ k, . . . , ψ˙k) is a Kuranishi neighbourhood on X×Y X˜. Since
it is a disjoint union of open subsets of Kuranishi neighbourhoods (37), the only
thing to check is that ψ˙k is injective, the problem identified in (∗) above. It is
enough to show that if i, j ∈ I and ı˜, ˜ ∈ I˜ with (i, ı˜) 6= (j, ˜) and i+ ı˜ = j + ˜ =
k + dimY then Imψ(i,ı˜)|V˙ (i,ı˜) ∩ Imψ
(j,˜)|V˙ (j,˜) = ∅. But these conditions imply
that either i < j and ı˜ > ˜, or i > j and ı˜ < ˜, so (f) implies that the supports
of η(i,ı˜) and η(j,˜) are disjoint, and thus Imψ
(i,ı˜)|V˙ (i,ı˜) , Imψ
(j,˜)|V˙ (j,˜) are disjoint
by (40). Hence (V˙ k, . . . , ψ˙k) is a Kuranishi neighbourhood on X ×Y X˜.
Next, for j 6 i in I and ˜ 6 ı˜ in I˜ define
V˙ (i,ı˜)(j,˜) = V (i,ı˜)(j,˜) ∩ V˙ (j,˜) ∩ (φ(i,ı˜)(j,˜))−1(V˙ (i,ı˜)). (41)
For k, l ∈ I˙ with l 6 k, define
V˙ kl =
⋃
i,j∈I, ı˜,˜∈I˜: j6i, ˜6ı˜,
i+ı˜=k+dimY, j+˜=l+dimY
V˙ (i,ı˜)(j,˜) ⊆ V˙ l. (42)
We claim that (42) is a disjoint union, that is, distinct V˙ (i,ı˜)(j,˜) in (42) do not
intersect. Since V˙ (i,ı˜)(j,˜) ⊆ V˙ (j,˜) and (38) is a disjoint union, it is enough to
show that if i, i′, j ∈ I and ı˜, ı˜′, ˜ ∈ I˜ with (i, ı˜) 6= (i′, ı˜′), j 6 i, j 6 i′, ˜ 6 ı˜,
˜ 6 ı˜′, i+ ı˜ = i′+ ı˜′ = k+dimY and j+˜ = l+dimY then V (i,ı˜)(j,˜)∩V (i
′,ı˜′)(j,˜) =
∅. Now η
(i,ı˜)
(i,ı˜) > 0 on V˙
(i,ı˜) by (39), and V˙ (i,ı˜)(j,˜) ⊆ (φ(i,ı˜)(j,˜))−1(V˙ (i,ı˜)) by
(41), and η
(j,˜)
(i,ı˜) |V (i,ı˜)(j,˜) ≡ η
(i,ı˜)
(i,ı˜) ◦ φ
(i,ı˜)(j,˜) by (c), so η
(j,˜)
(i,ı˜) > 0 on V
(i,ı˜)(j,˜),
and similarly η
(j,˜)
(i′,ı˜′) > 0 on V
(i′,ı˜′)(j,˜). Hence η
(j,˜)
(i,ı˜) η
(j,˜)
(i′,ı˜′) > 0 on V
(i,ı˜)(j,˜) ∩
V (i
′,ı˜′)(j,˜). But the conditions imply that either i < i′ and ı˜ > ı˜′, or i > i′ and
ı˜ < ı˜′, so (f) gives η
(j,˜)
(i,ı˜) η
(j,˜)
(i′,ı˜′) ≡ 0 on V
(j,˜). Thus V (i,ı˜)(j,˜) ∩ V (i
′,ı˜′)(j,˜) = ∅,
and (42) is a disjoint union.
Define a coordinate transformation(
φ˙kl, ˆ˙φkl
)
:
(
V˙ kl, E˙l|V˙ kl , s˙
l|V˙ kl , ψ˙
l|V˙ kl
)
−→ (V˙ k, . . . , ψ˙k) (43)
by
(
φ˙kl,
ˆ˙
φkl
)
|V˙ (i,ı˜)(j,˜) =
(
φ(i,ı˜)(j,˜), φˆ(i,ı˜)(j,˜)
)
|V˙ (i,ı˜)(j,˜) for all i, j, ı˜, ˜ in (42). This
is well-defined as (42) is a disjoint union. Since each
(
φ(i,ı˜)(j,˜), φˆ(i,ı˜)(j,˜)
)
is a
coordinate transformation, to check (43) is a coordinate transformation it only
remains to check that φ˙kl in (43) is injective. It is enough to show that if i, j, j′ ∈
I and ı˜, ˜, ˜′ ∈ I˜ with (j, ) 6= (j′, ′), j 6 i, j′ 6 i, ˜ 6 ı˜, ˜′ 6 ı˜, i+ ı˜ = k+dimY
and j+˜ = j′+˜′ = l+dimY then φ(i,ı˜)(j,˜)(V˙ (i,ı˜)(j,˜))∩φ(i,ı˜)(j
′,˜′)(V˙ (i,ı˜)(j
′,˜′)) = ∅
in V˙ (i,ı˜). This holds as by a similar argument η
(i,ı˜)
(j,˜) > 0 on φ
(i,ı˜)(j,˜)(V˙ (i,ı˜)(j,˜))
and η
(i,ı˜)
(j′,˜′) > 0 on φ
(i,ı˜)(j′,˜′)(V˙ (i,ı˜)(j
′,˜′)), but η
(i,ı˜)
(j,˜)η
(i,ı˜)
(j′,˜′) ≡ 0 on V˙
(i,ı˜).
We claim that I˙ =
(
I˙ , (V˙ k, . . . , ψ˙k), π˙kY : k ∈ I˙ , (V˙
kl, φ˙kl, ˆ˙φkl) : l 6 k ∈ I˙
)
is a very good coordinate system for (X ×Y X˜,piY ). Only two nontrivial things
remain to check. Firstly, (g) implies that every q ∈ X×Y X˜ lies in Imψ(i,ı˜)|V˙ (i,ı˜)
for some i, ı˜ and hence in Im ψ˙k for some k, so X ×Y X˜ =
⋃
k∈I˙ Im ψ˙
k, as we
need for I˙ to be a good coordinate system. Secondly, we must show that V˙ kl is
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an open neighbourhood of (ψ˙l)−1(Im ψ˙k) in V˙ l whenever l 6 k in I˙. It is enough
to show that if i, j ∈ I and ı˜, ˜ ∈ I˜ with i+ ı˜ = k+dimY and j+ ˜ = l+dimY
then:
(A) if j6 i and ˜6 ı˜ then V˙ (i,ı˜)(j,˜) is an open neighbourhood of (ψ(j,˜)|V˙ (j,˜))
−1
(Imψ(i,ı˜)|V˙ (i,ı˜)) in V˙
(j,˜), and
(B) if either j > i and ˜ < ı˜, or j < i and ˜ > ı˜, then (Imψ(i,ı˜)|V˙ (i,ı˜)) ∩
(Imψ(j,˜)|V˙ (j,˜)) = ∅.
Part (A) is immediate from (41) and the fact that V (i,ı˜)(j,˜) is an open neigh-
bourhood of (ψ(j,˜))−1(Imψ(i,ı˜)) in V (j,˜), which follows from the corresponding
statements for V ij , ψj , ψi in X and V˜ ı˜˜, ψ˜˜, ψ˜ı˜ in X˜. Part (B) is the problem
identified in (∗∗) above. To prove it, note that (f) gives η(i,ı˜)η(j,˜) ≡ 0 onX×Y X˜,
but (40) yields η(i,ı˜) > 0 on Imψ
(i,ı˜)|V˙ (i,ı˜) and η(j,˜) > 0 on Imψ
(j,˜)|V˙ (j,˜) .
Therefore I˙ is a very good coordinate system.
Next we define the partition of unity data η˙ for I˙. For k, l ∈ I˙, define
continuous η˙k : X ×Y X˜ → [0, 1] and η˙lk : V˙
l → [0, 1] by
η˙k =
∑
i∈I, ı˜∈I˜:i+ı˜=k+dimY η(i,ı˜), (44)
and for all j ∈ I, ˜ ∈ I˜ with j + ˜ = l + dimY ,
η˙lk|V˙ (j,˜) =
∑
i∈I, ı˜∈I˜:i+ı˜=k+dimY η
(j,˜)
(i,ı˜) . (45)
All of Definition 3.4(i)–(iv) except the last sentence of (i) and the last two
sentences of (ii) follow easily from (a)–(c) above, and these parts of (i),(ii)
follow from (d),(e) respectively. If M, M˜, T, T˜ are as in Definition 3.4(v),(vi)
for (I,η), (I˜, η˜), it is easy to see that Definition 3.4(v),(vi) hold for (I˙, η˙) with
constant M˙ =M + M˜ and compact set T˙ = T ∩ T˜ . Hence (I˙, η˙) is a really good
coordinate system, which we will also write as (I,η)×Y (I˜, η˜).
It remains to define the continuous functions η(i,ı˜) and η
(j,˜)
(i,ı˜) satisfying (a)–
(g) above. The obvious definitions for these are η(i,ı˜) = (ηi ◦ πX) · (η˜ı˜ ◦ πX˜) and
η
(j,˜)
(i,ı˜) = (η
j
i ◦ πV j ) · (η˜
˜
ı˜ ◦ πV˜ ˜), but these will not do as they satisfy (a)–(e) and
(g) but not (f), which was crucial in solving problems (∗) and (∗∗) above.
There may be many ways to define η(i,ı˜), η
(j,˜)
(i,ı˜) satisfying (a)–(g). The defini-
tion we give was chosen very carefully to ensure that Theorem 3.30 below holds,
so that fibre products of really good coordinate systems are commutative and
associative. It seems remarkable that such a definition is possible.
Before defining the η(i,ı˜), η
(j,˜)
(i,ı˜) we set up some notation. For each k > 0,
define the k-simplex to be
∆k =
{
(x0, . . . , xk) ∈ R
k+1 : xi > 0, x0 + · · ·+ xk = 1
}
,
as in (59) below. Write I = {i0, i1, . . . , ik} with 0 6 i0 < i1 < · · · < ik
and I˜ = {ı˜0, ı˜1, . . . , ı˜l} with 0 6 ı˜0 < ı˜1 < · · · < ı˜l, so that |I| = k + 1 and
|I˜| = l+1. For a = 0, . . . , k and b = 0, . . . , l we will define continuous functions
ζk,l(a,b) : ∆k ×∆l → [0, 1] satisfying the conditions:
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(A)
∑k
a=0
∑l
b=0 ζ
k,l
(a,b) ≡ 1 on ∆k ×∆l.
(B) ζk,l(a,b) is supported on
{(
(x0, . . . , xk), (y0, . . . , yl)
)
∈ ∆k × ∆l : xa > 0,
yb > 0
}
, for all a, b.
(C) Suppose a, a′ = 0, . . . , k and b, b′ = 0, . . . , l and either a < a′ and b > b′
or a > a′ and b < b′. Then ζk,l(a,b)ζ
k,l
(a′,b′) ≡ 0 on ∆k ×∆l.
(D) If x0 = · · · = xa−1 = 0, xa > 0 and y0 = · · · = yb−1 = 0, yb > 0 then
ζk,l(a,b)
(
(x0, . . . , xk), (y0, . . . , yl)
)
> 0.
Then we define continuous η(ia,ı˜b) : X×Y X˜→ [0, 1] and η
(j,˜)
(ia,ı˜b)
: V (j,˜)→ [0, 1] by
η(ia,ı˜b)(q) = ζ
k,l
(a,b)
[(
ηi0 ◦ πX(q), ηi1 ◦ πX(q), . . . , ηik ◦ πX(q)
)
,(
η˜ı˜0 ◦ πX˜(q), η˜ı˜1 ◦ πX˜(q), . . . , η˜ı˜l ◦ πX˜(q)
)]
,
(46)
η
(j,˜)
(ia,ı˜b)
(v) = ζk,l(a,b)
[(
ηji0 ◦ πV j (v), η
j
i1
◦ πV j (v), . . . , η
j
ik
◦ πV j (v)
)
,(
η˜˜ı˜0 ◦ πV˜ ˜(v), η˜
˜
ı˜1
◦ πV˜ ˜(v), . . . , η˜
˜
ı˜l
◦ πV˜ ˜(v)
)]
.
(47)
Here
(
ηi0 ◦ πX(p), ηi1 ◦ πX(p), . . . , ηik ◦ πX(p)
)
∈ ∆k since
∑l
a=0 ηia =∑
i∈I ηi ≡ 1 on X and ηia > 0 for all a = 0, . . . , l as ηia maps X → [0, 1].
In the same way
(
η˜ı˜0 ◦ πX˜(p), η˜ı˜1 ◦ πX˜(p), . . . , η˜ı˜l ◦ πX˜(p)
)
∈ ∆l, so (46) is well-
defined, and similarly (47) is well-defined. Part (a) above follows from (A) and
(46)–(47). Parts (b),(c) are immediate from (46)–(47), Definition 3.4(iii),(iv)
and the identities πX ◦ ψ(j,˜) ≡ ψj ◦ πV j : (s
(j,˜))−1(0) → X , πX˜ ◦ ψ
(j,˜) ≡
ψ˜˜ ◦ πV˜ ˜ : (s
(j,˜))−1(0)→ X˜, πV j ◦ φ
(j,˜)(k,k˜) ≡ φjk ◦ πV k : V
(j,˜)(k,k˜) → V j , and
πV˜ ˜ ◦ φ
(j,˜)(k,k˜) ≡ φ˜˜k˜ ◦ πV˜ k˜ : V
(j,˜)(k,k˜) → V˜ ˜.
Part (d) follows from (B), the last sentence of Definition 3.4(i) for Imψi and
Im ψ˜ı˜, and Imψ(i,ı˜) = (πX×πX˜)
−1(Imψi×Im ψ˜ı˜). Part (e) follows from (B), the
last two sentences of Definition 3.4(ii) for V ij and V˜ ı˜˜ and V (i,ı˜)(j,˜) = V ij ×Y
V˜ ı˜˜. Part (f) follows from (C) and (46)–(47). For (g), suppose q ∈ X ×Y X , set
p = πX(q) and p˜ = πX˜q, and let ia ∈ I and ı˜b ∈ I˜ be least with ηia (p) > 0 and
η˜ı˜b(p˜) > 0. Then by (46) we have η(ia,ı˜b)(q) = ζ
k,l
(a,b)
(
(x0, . . . , xk), (y0, . . . , yl)
)
with xc = ηic(p) and yd = η˜ı˜d(p˜), so x0 = · · · = xa−1 = 0, xa > 0 and
y0 = · · · = yb−1 = 0, yb > 0 by choice of ia, ı˜b, and thus η(ia,ı˜b)(q) > 0 by (D),
the first part of (g). For the second part, note that as X =
⋃
j∈I Imψ
j we have
p ∈ Imψj for some j ∈ I, so ηj(p) > 0 by Definition 3.4(i). Therefore j > ia,
as ia is least with ηia(p) > 0. The final part of Definition 3.4(i) now implies
that p ∈ Imψia . Similarly p˜ ∈ Im ψ˜ı˜b . Thus q ∈ π−1X (Imψ
i) ∩ π−1
X˜
(Im ψ˜ı˜), so
equation (40) implies that q ∈ Imψ(i,ı˜).
Finally we construct the functions ζk,l(a,b) : ∆k ×∆l → [0, 1]. To do this we
first write down a triangulation of ∆k × ∆l into (k + l)-simplices ∆k+l, and
then define the ζk,l(a,b) on each simplex ∆k+l to be the unique affine function with
prescribed values at each vertex of ∆k+l. For 0 6 a < k and 0 6 b < l, define
the wall Wa,b ⊂ ∆k ×∆l to be the set of
(
(x0, . . . , xk), (y0, . . . , yl)
)
for which
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x0+ · · ·+xa = y0+ · · ·+ yb. These walls Wa,b for all a, b cut ∆k×∆l into
(
k+l
k
)
regions affine-isomorphic to the (k + l)-simplex ∆k+l.
Here is one way to describe these regions. Suppose {1, . . . , k + l} = A ∐ B
with |A| = k and |B| = l. Write A = {r0, r1, . . . , rk−1} with r0 < · · · < rk−1
and B = {s0, s1, . . . , sk−1} with s0 < · · · < sl−1. Define
CA,B =
{(
(x0, . . . , xk), (y0, . . . , yl)
)
∈ ∆k ×∆l : t1 6 t2 6 · · · 6 tk+l
}
,
where tc = x0 + · · ·+ xa if c = ra, and tc = y0 + · · ·+ ya if c = sa.
Then CA,B for all such A,B are the closures of the regions into which the
Wa,b divide the ∆k ×∆l. Write p0, . . . , pk for the vertices of ∆k, where pa =
(δ0a, δ1a, . . . , δka), and q0, . . . , ql for the vertices of ∆l, where qb = (δ0b, . . . , δlb).
Then each CA,B is a (k + l)-simplex, with k + l + 1 vertices, all of the form
(pc, qd) for some c, d determined by A,B.
For a = 0, . . . , k and b = 0, . . . , l, define ζk,l(a,b) : ∆k × ∆l → R to be
affine linear on the (k + l)-simplex CA,B for all A,B as above, and to sat-
isfy ζk,l(a,b)(pc, qd) = δacδbd for all c = 0, . . . , k and d = 0, . . . , k. This determines
ζk,l(a,b) uniquely on each CA,B, since we have prescribed ζ
k,l
(a,b) on all the vertices
(pc, qd) of the (k + l)-simplex CA,B, and there is a unique affine linear function
taking any given values at the vertices.
Each intersection CA,B ∩ CA′,B′ in ∆k ×∆l is empty or a simplex ∆m for
0 6 m 6 k + l, whose vertices (pc, qd) are the common vertices of CA,B, CA′,B′ .
The definitions of ζk,l(a,b) on CA,B and CA′,B′ both restrict to the unique affine
linear function on ∆m = CA,B ∩CA′,B′ with ζ
k,l
(a,b)(pc, qd) = δacδbd on the m+1
vertices (pc, qd) of ∆m. Thus the definitions of ζ
k,l
(a,b) on CA,B and CA′,B′ agree
on CA,B∩CA′,B′ , so ζ
k,l
(a,b) is well-defined. The maximum and minimum values of
an affine linear function on a simplex are achieved at the vertices, and we have
prescribed the values 0 or 1 for each vertex. Thus, ζk,l(a,b) maps ∆k×∆l → [0, 1].
Also, ζk,l(a,b)|CA,B is continuous as it is affine linear, so since ∆k×∆l =
⋃
A,B CA,B
and the CA,B are closed, ζ
k,l
(a,b) is continuous.
We must verify (A)–(D) above. We have
∑k
a=0
∑l
b=0 ζ
k,l
(a,b)(pc, qd) =
∑k
a=0∑l
b=0 δacδbd = 1. Thus,
∑k
a=0
∑l
b=0 ζ
k,l
(a,b)|CA,B is the unique affine linear func-
tion which is 1 on each vertex (pc, qd) of CA,B, so
∑k
a=0
∑l
b=0 ζ
k,l
(a,b)|CA,B ≡ 1.
This holds for all CA,B, giving (A). For (B), each CA,B has k + l + 1 vertices
of the form (pc, qd). If (pa, qb) is not a vertex of CA,B then ζ
k,l
(a,b) is zero at
each vertex (pc, qd) of CA,B, so ζ
k,l
(a,b) ≡ 0 on CA,B, and (B) holds trivially on
CA,B. If (pa, qb) is a vertex of CA,B then ζ
k,l
(a,b) is 1 at this vertex and 0 at all
other vertices of CA,B . Then the support of ζ
k,l
(a,b)|CA,B , and the subset of CA,B
on which xa > 0 and yb > 0, are both the complement in CA,B of the unique
codimension one face of CA,B not containing (pa, qb). This proves (B).
For (C), suppose 0 6 a < a′ 6 k and 0 6 b′ < b 6 l. Then (pa, qb) lies
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strictly on one side x0 + · · ·+ xa > y0+ · · ·+ yb′ of the wall Wa,b′ , and (pa′ , qb′)
lies strictly on the other side x0 + · · · + xa < y0 + · · · + yb′ of the wall Wa,b′ .
Since each CA,B lies on one or other side of Wa,b′ , it follows that for each CA,B,
at most one of (pa, pb), (pa′ , pb′) can be a vertex of CA,B, so at most one of
ζk,l(a,b), ζ
k,l
(a′,b′) can be nonzero on CA,B, and ζ
k,l
(a,b)ζ
k,l
(a′,b′) ≡ 0 on CA,B. Therefore
ζk,l(a,b)ζ
k,l
(a′,b′) ≡ 0 on ∆k ×∆l, as this holds for all A,B. The case 0 6 a
′ < a 6 k
and 0 6 b < b′ 6 l follows in the same way using Wa′,b. This proves (C).
For (D), let x0 = · · · = xa−1 = 0, xa > 0 and y0 = · · · = yb−1 = 0, yb > 0.
For any 0 6 a′ < k and 0 6 b′ < l, by considering the cases a′ < a, a′ > a
and b′ < b, b′ > b separately it is easy to see that
(
(x0, . . . , xk), (y0, . . . , yl)
)
and
(pa, qb) cannot lie strictly on opposite sides of the wallWa′,b′ in ∆k×∆l. Hence
there is some (k + l)-simplex CA,B containing both
(
(x0, . . . , xk), (y0, . . . , yl)
)
and (pa, qb). Now ζ
k,l
(a,b) is affine linear on CA,B, and is 1 on the vertex (pa, qb),
and 0 on the ∆k+l−1 face of CA,B opposite (pa, qb), and positive otherwise. As
xa > 0, yb > 0 we see that
(
(x0, . . . , xk), (y0, . . . , yl)
)
cannot lie in the ∆k+l−1
opposite (pa, qb), so ζ
k,l
(a,b)
(
(x0, . . . , xk), (y0, . . . , yl)
)
> 0. This proves (D), and
completes the construction of (I,η)×Y (I˜, η˜), and Definition 3.29.
The construction of Definition 3.29 is commutative and associative. This will
imply fibre products of (co-)gauge-fixing data are commutative and associative.
Theorem 3.30. Let Y be an orbifold, and for i = 1, 2, 3 let Xi be a com-
pact Kuranishi space, f i : Xi → Y a strong submersion, and (I i,ηi) a re-
ally good coordinate system for (Xi,f i). Then the really good coordinate sys-
tems (I1,η1) ×Y (I2,η2) for (X1 ×Y X2,piY ) and (I2,η2) ×Y (I1,η1) for
(X2 ×Y X1,piY ) are identified by the natural strong diffeomorphism
X1 ×f1,Y,f2 X2
∼= X2 ×f2,Y,f1 X1. (48)
Also, the really good coordinate systems
(
(I1,η1) ×Y (I2,η2)
)
×Y (I3,η3) for(
(X1 ×Y X2) ×Y X3,piY
)
and (I1,η1) ×Y
(
(I2,η2) ×Y (I3,η3)
)
for
(
X1 ×Y
(X2 ×Y X3),piY
)
are identified by the natural strong diffeomorphism(
X1 ×f1,Y,f2 X2
)
×piY ,Y,f3 X3
∼= X1 ×f1,Y,piY
(
X2 ×f2,Y,f3 X3
)
. (49)
Proof. In Definition 3.29, adapting notation in the obvious way, for i1 ∈ I1 and
i2 ∈ I2 we have Kuranishi neighbourhoods (V
(i1,i2)
12 , . . . , ψ
(i1,i2)
12 ) on X1 ×Y X2
and (V
(i2,i1)
21 , . . . , ψ
(i2,i1)
21 ) on X2×Y X1 from (37), with V
(i1,i2)
12 = V
i1
1 ×fi11 ,Y,f
i2
2
V i22 and V
(i2,i1)
21 = V
i2
2 ×fi22 ,Y,f
i1
1
V i11 . Parallel to (48) we have a natural diffeo-
morphism V i11 ×fi11 ,Y,f
i2
2
V i22
∼= V i22 ×fi22 ,Y,f
i1
1
V i11 , that is, V
(i1,i2)
12
∼= V
(i2,i1)
21 . We
also have functions η(i1,i2) : X1 ×Y X2 → [0, 1] and η(i2,i1) : X2 ×Y X1 → [0, 1],
and η
(j1,j2)
(i1,i2)
: V
(j1,j2)
12 → [0, 1] and η
(j2,j1)
(i2,i1)
: V
(j2,j1)
21 → [0, 1] for j1 ∈ I1, j2 ∈ I2.
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We claim that (48) identifies η(i1,i2) : X1×Y X2 → [0, 1] and η(i2,i1) : X2×Y
X1 → [0, 1], and the diffeomorphism V
(j1,j2)
12
∼= V
(j2,j1)
21 identifies η
(j1,j2)
(i1,i2)
and
η
(j2,j1)
(i2,i1)
. Following the definitions through, this is immediate since the ζk,l(a,b)
satisfy ζk,l(a,b)
(
(x0, . . . , xk), (y0, . . . , yl)
)
≡ ζl,k(b,a)
(
(y0, . . . , yl), (x0, . . . , xk)
)
.
Equation (39) now shows that the open subsets V˙
(i1,i2)
12 ⊆ V
(i1,i2)
12 and
V˙
(i2,i1)
21 ⊆ V
(i2,i1)
21 are identified by the diffeomorphism V
(i1,i2)
12
∼= V
(i2,i1)
21 . So by
(38), for each k we have a natural diffeomorphism between V˙ k12 and V˙
k
21, which
easily extends to an identification of the Kuranishi neighbourhoods (V˙ k12, . . . ψ˙
k
12)
in (I1,η1) ×Y (I2,η2) and (V˙
k
21, . . . ψ˙
k
21) in (I2,η2) ×Y (I1,η1) under (48). It
is an exercise to show that all the rest of the data in (I1,η1) ×Y (I2,η2) and
(I2,η2) ×Y (I1,η1) is compatible with these identifications for all k, which
proves the first part of the theorem.
For the second part, we follow a similar method, except that the conditions
on the ζk,l(a,b) are more complicated. Let ie ∈ Ie for e = 1, 2, 3, and define
V
(i1,i2,i3)
(12)3 = (V
i1
1 ×fi11 ,Y,f
i2
2
V i22 )×πY ,Y,fi33
V i33 and
V
(i1,i2,i3)
1(23) = V
i1
1 ×fi11 ,Y,πY
(V i22 ×fi22 ,Y,f
i3
3
V i33 ).
These naturally extend to Kuranishi neighbourhoods (V
(i1,i2,i3)
(12)3 , . . . , ψ
(i1,i2,i3)
(12)3 )
on (X1×Y X2)×Y X3 and (V
(i1,i2,i3)
1(23) , . . . , ψ
(i1,i2,i3)
1(23) ) on X1×Y (X2×Y X3). As
for (49), there is a natural diffeomorphism V
(i1,i2,i3)
(12)3
∼= V
(i1,i2,i3)
1(23) , which extends
to identifications of the Kuranishi neighbourhoods (V
(i1,i2,i3)
(12)3 , . . . , ψ
(i1,i2,i3)
(12)3 ) and
(V
(i1,i2,i3)
1(23) , . . . , ψ
(i1,i2,i3)
1(23) ) under (49).
Set I = {i1 + i2 + i3 : i1 ∈ I1, i2 ∈ I2, i3 ∈ I3}. Applying Definition
3.29 twice, we have functions ηk : (X1 ×Y X2) ×Y X3 → [0, 1] and η
(i1,i2,i3)
k :
V
(i1,i2,i3)
(12)3 → [0, 1] for k ∈ I satisfying analogues of Definition 3.4(i)–(iv), and
open subsets V˙
(i1,i2,i3)
(12)3 =
{
v ∈ V
(i1,i2,i3)
(12)3 : η
(i1,i2,i3)
i1+i2+i3
(p) > 0
}
in V
(i1,i2,i3)
(12)3 , such
that the Kuranishi neighbourhoods in
(
(I1,η1) ×Y (I2,η2)
)
×Y (I3,η3) are
(V k(12)3, . . . , ψ
k
(12)3) with
V k(12)3 =
∐
i1∈I1, i2∈I2, i3∈I3:i1+i2+i3=k
V˙
(i1,i2,i3)
(12)3 ,
and (Ek(12)3, s
k
(12)3, ψ
k
(12)3)|V˙ (i1,i2,i3)
(12)3
= (E
(i1,i2,i3)
(12)3 , s
(i1,i2,i3)
(12)3 , ψ
(i1,i2,i3)
(12)3 )|V˙ (i1,i2,i3)
(12)3
.
The partition of unity data in
(
(I1,η1)×Y (I2,η2)
)
×Y (I3,η3) is ηk as above
and ηlk given by η
l
k|V˙ (i1,i2,i3)
(12)3
≡ η
(i1,i2,i3)
k when i1+ i2+ i3 = l. We also have the
analogous functions, sets and Kuranishi neighbourhoods for X1×Y (X2×Y X3);
for clarity, we denote the corresponding functions by η¯k, η¯
(i1,i2,i3)
k , η¯
l
k.
Write Ie = {i
e
0, i
e
1, . . . , i
e
ke
} with ie0 < i
e
1 < · · · < i
e
ke
for e = 1, 2, 3, and write
{i1 + i2 : i1 ∈ I1, i2 ∈ I2} = {ı¯0, ı¯1, . . . , ı¯k¯} with ı¯0 < ı¯1 < · · · < ı¯k¯. Then
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computing with Definition 3.29 shows that for k ∈ I we have
η
(i1,i2,i3)
k (v) =
∑
a¯=0,...,k¯,
a3=0,...,k3: ı¯a¯+i
3
a3
=k
ζ k¯,k3(a¯,a3)
(
(x¯0, . . . , x¯k¯), (η
k3
i30
◦ π
V
i3
3
(v), ηk3
i31
◦ π
V
i3
3
(v),
. . . , ηk3
i3k3
◦ π
V
i3
3
(v))
)
,
where x¯c =
∑
a¯1=0,...,k1,
a2=0,...,k2: i
1
a1
+i2a2=ı¯c
ζk1,k2(a1,a2)
(
(ηk1
i10
◦ π
V
i1
1
(v), . . . , ηk1
i1k1
◦ π
V
i1
1
(v)),
(ηk2
i20
◦ π
V
i2
2
(v), . . . , ηk2
i2k2
◦ π
V
i2
2
(v))
)
.
(50)
There is also an analogous expression for η¯
(i1,i2,i3)
k : V
(i1,i2,i3)
1(23) → [0, 1].
It is now easy to see that
(
(I1,η1)×Y (I2,η2)
)
×Y (I3,η3) and (I1,η1)×Y(
(I2,η2) ×Y (I3,η3)
)
are identified by (49) provided the functions η
(i1,i2,i3)
k
on V
(i1,i2,i3)
(12)3 and η¯
(i1,i2,i3)
k on V
(i1,i2,i3)
1(23) are identified by the diffeomorphism
V
(i1,i2,i3)
(12)3
∼= V
(i1,i2,i3)
1(23) , for all i1, i2, i3 and k. To prove this, we claim that
η
(i1,i2,i3)
k (v) =
∑
a1=0,...,k1,
a2=0,...,k2,
a3=0,...,k3:
i1a1+i
2
a2
+i3a3=k
ζk1,k2,k3(a1,a2,a3)
(
(ηk1
i10
◦ π
V
i1
1
(v), . . . , ηk1
i1k1
◦ π
V
i1
1
(v)),
(ηk2
i20
◦ π
V
i2
2
(v), . . . , ηk2
i2k2
◦ π
V
i2
2
(v)),
(ηk3
i30
◦ π
V
i3
3
(v), . . . , ηk3
i3k3
◦ π
V
i3
3
(v))
)
.
(51)
Here ζk1,k2,k3(a1,a2,a3) : ∆k1 × ∆k2 × ∆k3 → [0, 1] is defined by analogy with
the functions ζk,l(a,b) of Definition 3.29. Write points of ∆k1 × ∆k2 × ∆k3 as(
(x0, . . . , xk1 ), (y0, . . . , yk2), (z0, . . . , zk3)
)
. Then we introduce three kinds of
walls in ∆k1 ×∆k2 ×∆k3 , defined by the equations x0+ · · ·+xa = y0+ · · ·+ yb,
or x0 + · · ·+ xa = z0 + · · ·+ zc, or y0 + · · ·+ yb = z0 + · · ·+ zc, for 0 6 a < k1,
0 6 b < k2, 0 6 c < k3. These walls triangulate ∆k1×∆k2×∆k3 into
(k1+k2+k3)!
k1!k2!k3!
(k1+k2+k3)-simplices CA,B,C which have vertices of the form (pa, qb, rc), where
pa, qb, rc are vertices of ∆k1 ,∆k2 ,∆k3 respectively. Then we define ζ
k1,k2,k3
(a1,a2,a3)
to be the unique function which is affine linear on each CA,B,C and satisfies
ζk1,k2,k3(a1,a2,a3)(pa, qb, rc) = δa1aδa2bδa3c for all a, b, c.
To prove (51) from (50), we first show that on each simplex CA,B,C on which
the ζk1,k2,k3(a1,a2,a3) in (51) are affine linear maps in (50) to some simplices CA′,B′ and
CA′′,B′′ in the domains of ζ
k¯,k3
(a¯,a3)
and ζk1,k2(a1,a2) in which ζ
k¯,k3
(a¯,a3)
, ζk1,k2(a1,a2) are affine
linear. Since compositions of affine linear functions are affine linear, it follows
that on each simplex CA,B,C , the functions in (50) and (51) are affine linear.
But it also quickly follows that (50) and (51) coincide on the vertices (pa, qb, rc)
of ∆k1×∆k2×∆k3 , since both are 1 if i
1
a+i
2
b+i
3
c = k and 0 otherwise. Therefore
(50) and (51) coincide on each CA,B,C , and so on the whole of ∆k1 ×∆k2×∆k3 .
This proves (51). In the same way we obtain an analogous expression for
η¯
(i1,i2,i3)
k (v). Identifying V
(j1,j2,j3)
(12)3 and V
(j1,j2,j3)
1(23) using the natural diffeomor-
phism, these expressions coincide, so η
(i1,i2,i3)
k and η¯
(i1,i2,i3)
k are identified. This
completes the proof of Theorem 3.30.
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Note that associativity in Theorem 3.30 worked because of special properties
of the ζk,l(a,b) in Definition 3.29, implying that (50),(51) are equivalent. We define
fibre products of (co-)gauge-fixing data, and prove Property 3.1(h). As we want
products on cohomology, not homology, we explain the co-gauge-fixing case.
Definition 3.31. Let X, X˜ be compact Kuranishi spaces, Y an orbifold, and
f : X → Y , f˜ : X˜ → Y be strong submersions. Suppose C = (I,η, Ci : i ∈ I)
and C˜ = (I˜, η˜, C˜ ı˜ : ı˜ ∈ I˜) are co-gauge-fixing data for (X,f) and (X˜, f˜). Let
(I,η) ×Y (I˜, η˜) be the really good coordinate system for (X ×Y X˜,piY ) given
in Definition 3.29. Write ((I ,η)×Y (I˜, η˜))ˇ for the excellent coordinate system
for (X ×Y X˜,piY ) constructed from (I,η)×Y (I˜, η˜) by Algorithm 3.16.
In the notation of Definition 3.29 we have (I,η) ×Y (I˜, η˜) = (I˙, η˙), where
I˙ =
(
I˙ , (V˙ k, E˙k, s˙k, ψ˙k), π˙kY : k ∈ I˙ , . . .
)
, and V˙ k =
∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY V˙
(i,ı˜)
by (38), with V˙ (i,ı˜) an open subset in V (i,ı˜) = V i ×fi,Y,f˜ ı˜ V˜
ı˜. Also E˙k|V˙ (i,ı˜) =
E(i,ı˜)|V˙ (i,ı˜) , where E
(i,ı˜) = π∗V i(E
i)⊕ π∗
V˜ ı˜
(E˜ ı˜) by (37). Thus by Algorithm 3.16
we may write ((I ,η) ×Y (I˜, η˜))ˇ = (Iˇ, ηˇ), where Iˇ =
(
Iˇ , (Vˇ k, Eˇk, sˇk, ψˇk), πˇkY :
k ∈ Iˇ , . . .
)
, with Vˇ k an open subset of V˙ k for each k ∈ I˙, and Iˇ = {k ∈ I˙ : Vˇ k 6=
∅}, and (Eˇk, sˇk, ψˇk) = (E˙k, s˙k, ψ˙k)|Vˇ k , πˇ
k
Y = π˙
k
Y |Vˇ k for all k ∈ Iˇ.
For k ∈ Iˇ, define Cˇk : Eˇk → P by Cˇk(eˇ) = µ
(
Ci ◦ πEi(eˇ), C˜
ı˜ ◦ πE˜ı˜(eˇ)
)
whenever eˇ lies in Eˇk ∩ (E˙k|Vˇ k∩V˙ (i,ı˜)) ⊆ E
(i,ı˜), for all i ∈ I and ı˜ ∈ I˜ with
i + ı˜ = k + dimY , where πEi : E
(i,ı˜) → Ei and πE˜ı˜ : E
(i,ı˜) → E˜ ı˜ are the
projections from E(i,ı˜) = π∗V i(E
i) ⊕ π∗
V˜ ı˜
(E˜ ı˜) ∼= Ei ×Y E˜ ı˜, and µ : P × P → P
is as in (33). We shall show Cˇk × (fˇk ◦ πˇk) : Eˇk → P × Y is globally finite.
Let i ∈ I and ı˜ ∈ I˜ with i + ı˜ = k + dimY . Then Ci : Ei → Pni ⊂ P
and C˜ ı˜ : E˜ ı˜ → Pn˜ı˜ ⊂ P for some n
i, n˜ı˜ ≫ 0. Definition 3.4(vi) gives compact
T, T˜ ⊆ Y with f i(V i) ⊆ T and f˜ ı˜(V˜ ı˜) ⊆ T˜ . The map Y → N taking y 7→
| Stab(y)| is upper semicontinuous, so as T ∩ T˜ is compact there exists L > 1
such that | Stab(y)| 6 L for all y ∈ T ∩ T˜ . As Ci × (f i ◦ πi) : Ei → P × Y
and C˜ ı˜ × (f˜ ı˜ ◦ π˜ı˜) : E˜ ı˜ → P × Y are globally finite, there exist N i, N˜ ı˜ > 0 such
that
∣∣(Ci × (f i ◦ πi))−1(p, y)∣∣ 6 N i and ∣∣(C˜ ı˜ × (f˜ ı˜ ◦ π˜ı˜))−1(p˜, y)∣∣ 6 N˜ ı˜ for all
p, p˜ ∈ P and y ∈ Y . For p′ ∈ P and y ∈ Y , consider the projection
πEi×πE˜ı˜ :
(
(Cˇk × (fˇk ◦ πˇk))−1(p′, y)
)
∩ E(i,ı˜) −→∐
(p,p˜)∈P×P :
µ(p,p˜)=p′
(
Ci × (f i ◦ πi)
)−1
(p, y)×
(
C˜ ı˜ × (f˜ ı˜ ◦ π˜ı˜)
)−1
(p˜, y).
(52)
Since Ci maps Ei → Pni , C˜
ı˜ maps E˜ ı˜ → Pn˜ı˜ , and µ maps Pni × Pn˜ı˜ →
Pni+n˜ı˜ , the only nonempty terms in (52) occur when p ∈ Pni , p˜ ∈ Pn˜ı˜ and
p′ ∈ Pni+n˜ı˜ . From (33) we see that each p
′ ∈ Pni+n˜ı˜ may be written as µ(p, p˜)
for at most
(
ni+n˜ı˜
ni
)
pairs (p, p˜). Thus on the second line of (52) there are at
most
(
ni+n˜ı˜
ni
)
nonempty sets, each of which has at most N iN˜ ı˜ elements, so the
second line of (52) is a finite set of size at most
(
ni+n˜ı˜
ni
)
N iN˜ ı˜.
But Eˇk ∩E(i,ı˜) is an open subset of Ei ×Y E˜
ı˜, so the definition (12) of fibre
products of orbifolds implies that if e ∈ Ei and e˜ ∈ E˜ ı˜ with f i ◦ πi(e) = y =
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f˜ ı˜ ◦ π˜ı˜(e˜) then the set of eˇ ∈ Eˇk ∩E(i,ı˜) with (πEi × πE˜ı˜)(eˇ) = (e, e˜) is a subset
of (f i ◦ πi)∗(Stab(e))\ Stab(y)/(f˜ ı˜ ◦ π˜ı˜)∗(Stab(e˜)), and so consists of at most L
points, as | Stab(y)| 6 L. Hence each point on the second line of (52) pulls back
to at most L points on the first line. Therefore for all (p′, y) ∈ P × Y we have∣∣((Cˇk × (fˇk ◦ πˇk))−1(p′, y)) ∩ E(i,ı˜)∣∣ 6 L(ni+n˜ı˜ni )N iN˜ ı˜.
Summing this over all i, ı˜ implies that Cˇk × (fˇk ◦ πˇk) is globally finite, with
constant Nˇk =
∑
i,ı˜: i+ı˜=k+dimY L
(
ni+n˜ı˜
ni
)
N iN˜ ı˜. Hence Cˇ = (Iˇ , ηˇ, Cˇk : k ∈ Iˇ)
is co-gauge-fixing data for (X ×Y X˜,piY ), which we write as C ×Y C˜.
Now suppose that f : X → Y is strongly smooth and G is gauge-fixing data
for (X,f), and f˜ : X˜ → Y is a strong submersion and C˜ is co-gauge-fixing data
for (X˜, f˜ ). Then the construction above, replacing Ci, Cˇk by Gi, Gˇk, yields
gauge-fixing data Gˇ = G ×Y C˜ for (X ×Y X˜,piY ). The proof that the Gˇk are
globally finite is slightly different, but the definitions are unchanged.
Proposition 3.32. Let Y be an orbifold without boundary, and for a = 1, 2, 3
let Xa be a compact Kuranishi space, fa : Xa → Y a strong submersion, and
Ca co-gauge-fixing data for (Xa,fa). Then:
(a) The natural strong diffeomorphism a : X1×Y X2 → X2×Y X1 extends to
an isomorphism in the sense of Definition 3.9
(a, b) : (X1 ×Y X2,piY ,C1 ×Y C2) −→ (X2 ×Y X1,piY ,C2 ×Y C1). (53)
(b) The natural strong diffeomorphism a′ : ∂(X1 ×Y X2) → ∂X1 ×Y X2 ∐
X1 ×Y ∂X2 extends to an isomorphism
(a′, b′) :
(
∂(X1 ×Y X2),piY , (C1 ×Y C2)|∂(X1×YX2)
)
−→ (54)(
∂X1×Y X2,piY , (C1|∂X1 )×Y C2
)
∐
(
X1×Y ∂X2,piY ,C1×Y (C2|∂X2)
)
.
(c) The natural strong diffeomorphism a′′ : (X1 ×Y X2) ×Y X3 → X1 ×Y
(X2 ×Y X3) extends to an isomorphism
(a′′, b′′) :
(
(X1 ×Y X2)×Y X3,piY , (C1 ×Y C2)×Y C3
)
−→(
X1 ×Y (X2 ×Y X3),piY ,C1 ×Y (C2 ×Y C3)
)
.
(55)
(d) If instead f1 : X1 → Y is strongly smooth and G1 is gauge-fixing data
for (X1,f1), then in (b),(c) above a
′,a′′ extend to isomorphisms
(a′, b′) :
(
∂(X1 ×Y X2),piY , (G1 ×Y C2)|∂(X1×YX2)
)
−→ (56)(
∂X1×Y X2,piY , (G1|∂X1)×Y C2
)
∐
(
X1×Y ∂X2,piY ,G1×Y (C2|∂X2)
)
,
(a′′, b′′) :
(
(X1 ×Y X2)×Y X3,piY , (G1 ×Y C2)×Y C3
)
−→(
X1 ×Y (X2 ×Y X3),piY ,G1 ×Y (C2 ×Y C3)
)
,
(57)
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Proof. By Theorem 3.30, the strong diffeomorphism a identifies the really good
coordinate systems (I1,η1) ×Y (I2,η2) and (I2,η2) ×Y (I1,η1). So apply-
ing Algorithm 3.16, a also identifies ((I1,η1) ×Y (I2,η2))ˇ and ((I2,η2) ×Y
(I1,η1))ˇ . That is, there is a natural isomorphism b : ((I1,η1)×Y (I2,η2))ˇ →
((I2,η2)×Y (I1,η1))ˇ compatible with a. Write the really good coordinate sys-
tem in ((I1,η1)×Y (I2,η2))ˇ as
(
Iˇ12, (Vˇ
k
12, . . . , ψˇ
k
12) : k ∈ Iˇ12, . . .
)
with functions
Cˇk12 : Eˇ
k
12 → P , and similarly for ((I2,η2)×Y (I1,η1))ˇ with Iˇ21, . . ..
To show that (a, b) is an isomorphism in (53), it only remains to check that
Cˇk21 ◦ bˆ
k ≡ Cˇk12 for all k ∈ Iˇ12 = Iˇ21. But this is obvious since C
k
12|Eˇk∩E(i1,i2)12
≡
µ◦
(
(Ci11 ◦πEi11
)× (Ci22 ◦πEi22
)
)
for i1 ∈ I1, i2 ∈ I2 with i1+ i2 = k+dimY , and
Ck21|Eˇk∩E(i2,i1)21
≡ µ◦
(
(Ci22 ◦πEi22
)×(Ci11 ◦πEi11
)
)
, and we have (π
E
i1
1
×π
E
i2
2
)◦ bˆk ≡
π
E
i1
1
× π
E
i2
2
as maps Eˇk ∩E
(i1,i2)
12 → E
i1
1 × E
i2
2 , and µ in (33) is commutative.
This proves part (a).
For (b)–(d) we follow a similar method, using the fact that µ in (33) is
associative for (55) and (57), but there is one complication. The argument above
proves that the excellent coordinate systems ((I1×YI2)×YI3)ˇ and (I1×Y (I2×Y
I3))ˇ are isomorphic under a
′′. But we need to know that ((I1×YI2 )ˇ×YI3)ˇ and
(I1×Y (I2×Y I3)ˇ )ˇ are isomorphic. One can show that ((I1 ×Y I2)ˇ ×Y I3)ˇ =
((I1 ×Y I2) ×Y I3)ˇ and (I1 ×Y (I2 ×Y I3 )ˇ )ˇ = (I1 ×Y (I2 ×Y I3))ˇ , that
is, applying Algorithm 3.16 twice gives the same result as applying it once.
Equations (55) and (57) follow.
Products are also functorial for proper pullbacks, and pushforwards. The
proof is similar to that of Proposition 3.32, so we leave it as an exercise.
Proposition 3.33. Suppose h : Y → Z is a smooth, proper map of orbifolds.
(a) Let Xi be a compact Kuranishi space, f i : Xi → Z a strong submersion,
and Ci co-gauge-fixing data for (Xi,f i) for i = 1, 2. Then the natural
strong diffeomorphism a : Y ×Z (X1 ×Z X2)→ (Y ×Z X1)×Y (Y ×Z X2)
extends to an isomorphism
(a, b) :
(
Y ×Z (X1 ×Z X2),piY , h
∗(C1 ×Z C2)
)
−→(
(Y ×Z X1)×Y (Y ×Z X2),piY , h
∗(C1)×Y h
∗(C2)
)
.
(b) Let X1, X2 be compact Kuranishi spaces, f1 : X1 → Y strongly smooth,
G1 gauge-fixing data for (X1,f1), f2 : X2 → Z a strong submersion, and
C2 co-gauge-fixing data for (X1,f2). Then the natural strong diffeomor-
phism a′ : X1 ×h◦f1,Z,f2 X2 → X1 ×f1,Y,piY (Y ×h,Z,f2 X2) extends to an
isomorphism
(a′, b′) :
(
X1 ×Z X2,piZ , h∗(G1)×Z C2)
)
−→(
X1 ×Y (Y ×Z X2), h ◦ piY , h∗(G1 ×Y h
∗(C2))
)
.
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Remark 3.34. (a) The construction of fibre products C ×Y C˜ in Definition
3.31 can actually be split into two stages. Given compact Kuranishi spaces
X, X˜, orbifolds Y, Y˜ , strongly smooth maps f : X → Y and f˜ : X˜ → Y˜ , and
co-gauge-fixing dataC, C˜ for (X,f ) and (X˜, f˜), we can define product co-gauge-
fixing data C × C˜ for (X × X˜,f × f˜), that is, for the strongly smooth map
f × f˜ : X × X˜ → Y × Y˜ . To do this we simply replace fibre products over Y
by ordinary products (fibre products over a point) throughout the construction
of C ×Y C˜. Note that the construction of C × C˜ is still extremely complex.
Products of gauge-fixing data C × C˜ are commutative and associative, by an
easy modification of Proposition 3.32.
Then to construct C ×Y C˜, take Y˜ = Y , and define ∆ : Y → Y × Y to be
the diagonal map, ∆ : y 7→ (y, y). Then C×Y C˜ = ∆∗(C× C˜), that is, C×Y C˜
is the pullback of C × C˜ under ∆, as in §3.7.
If f : X → Y , f˜ : X˜ → Y˜ are strongly smooth and G, G˜ are gauge-fixing
data for (X,f), (X˜, f˜), then the definition of C× C˜ generalizes immediately to
give product gauge-fixing data G×G˜ for (X×X˜,f× f˜), where f× f˜ : X×X˜ →
Y × Y˜ is strongly smooth.
(b) We can use products C × C˜ in (a) and pullbacks to define generalizations
of fibre products of co-gauge-fixing data to more than one orbifold Y , which
we leave as an exercise. For example, if X1, X2 are compact Kuranishi spaces,
Y3, Y4, Y5 are orbifolds, f13 × f14 : X1 → Y3 × Y4, f24 × f25 : X2 → Y4 × Y5
strong submersions, and C1,C2 are co-gauge-fixing data for (X1,f13 × f14)
and (X2,f24 × f25), then we can define co-gauge-fixing data C1 ×Y4 C2 for(
X1 ×f14,Y4,f24 X2, (f13 ◦ piX1)× piY4 × (f25 ◦ piX2)
)
over Y3 × Y4 × Y5.
We will generalize these ideas on products of (co-)gauge-fixing data in our
discussion of Kuranishi (co)homology as a bivariant theory in §4.8.
3.9 Effective gauge-fixing data and co-gauge-fixing data
For reasons that will become clearer in Chapter 4, because we allow triples
(X,f ,G) or (X,f ,C) to have finite automorphism groups, as in §3.3, we can
only use them to define Kuranishi (co)homology theories KH∗,KH
∗(Y ;R) in
which the coefficient ring R is a Q-algebra, with the homology theory isomorphic
to singular homology KH∗(Y ;R) ∼= Hsi∗ (Y ;R). Essentially this is because R
must contain |Aut(X,f ,G)|−1, to enable us to average over Aut(X,f ,G).
We will also define effective Kuranishi (co)homology KHef∗ ,KH
∗
ec(Y ;R),
which work for R any commutative ring, with KHef∗ (Y ;R)
∼= Hsi∗ (Y ;R) and
(for Y a manifold) KH∗ec(Y ;R)
∼= H∗cs(Y ;R). To make this work, we need to
ensure that (connected) triples (X,f ,G) or (X,f ,C) have only trivial automor-
phism groups {1}. Our goal now is to define notions of effective (co-)gauge-fixing
data G,C, and partially extend §3.2–§3.8 to them.
The basic idea is that we shall require the mapsGi, Ci×(f i◦πi) of Definitions
3.8 and 3.9 to be injective on (Ei)◦ as well as globally finite, which easily implies
that (X,f ,G) and (X,f ,C) have only trivial automorphisms. However, there
are significant problems in carrying this out. Here are some of them:
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(i) Let (X,f ,G) be a triple, with G effective gauge-fixing data. Gauge-fixing
data must restrict to boundaries, so we can consider (∂2X,f |∂2X ,G|∂2X).
Let σ : ∂2X → ∂2X be the natural involution of Definition 2.27. Then
σ ∈ Aut(∂2X,f |∂2X ,G|∂2X). This is incompatible with G|∂2X being
effective gauge-fixing data. Thus, restricting effective (co-)gauge-fixing
data to boundaries will not yield effective (co-)gauge-fixing data.
(ii) Even if we did define a homology theory KHef∗ (Y ;R) using some notion of
effective gauge-fixing data, we could not prove KHef∗ (Y ;R)
∼= Hsi∗ (Y ;R)
for rings R 6⊇ Q unless we make some restriction on the stabilizer groups
of Kuranishi spaces X in triples (X,f ,G), because otherwise we cannot
perturb X to a manifold or orbifold, and triangulate it by simplices.
(iii) If f i ◦ πi : Ei → Y , f˜ ı˜ ◦ π˜ı˜ : E˜ ı˜ → Y are submersions of orbifolds, the
definition (12) of Ei×Y E˜ ı˜ involving f∗(Stab(p))\ Stab(f(p))/f ′∗(Stab(p
′))
means that the projection πEi × πE˜ı˜ : E
i ×Y E˜
ı˜ → Ei × E˜ ı˜ need not be
injective, only finite, if Y is an orbifold, not a manifold. This can cause
Cˇk × (fˇk ◦ πˇk) : (Eˇk)◦ → P × Y in fibre products of effective co-gauge-
fixing data C, C˜ in Definition 3.31 not to be injective, so that C ×Y C˜ is
not effective co-gauge-fixing data.
(iv) Here is a second problem with taking fibre products of effective co-gauge-
fixing data. Let (X,f ,C) be a triple, with C effective co-gauge-fixing
data and f : X → Y a strong submersion. Consider the triple (X ×Y
X,piY ,C×YC), withC×YC as in §3.8. This has an obvious Z2-symmetry
exchanging the two factors of X,C. So Aut(X ×Y X,piY ,C ×Y C) may
be nontrivial, and C ×Y C is not effective.
To overcome each of these problems, we have to sacrifice one of the good prop-
erties of our theory.
Problems (i)–(iii) force us to restrict the Kuranishi spaces X and morphisms
f allowed in triples (X,f ,G) or (X,f ,C) in the theory. To solve (i) we re-
quire the injectivity conditions to hold only for each connected component of
(∂kX,f |∂kX ,G|∂kX). Then we can ensure that Aut(X,f ,G) = {1} for con-
nected triples (X,f ,G), which is enough to make the theory work. If σ :
∂2X → ∂2X acts freely on the connected components of (∂2X,f |∂2X ,G|∂2X),
there is then no contradiction in (i). This constrains the codimension k corners
∂kX for k = 2, 3, . . .. To deal with (ii) we restrict to effective Kuranishi spaces
X , defined below, which can always be perturbed to effective orbifolds.
For (iii) we require the smooth maps f i ◦πi : Ei → Y in triples (X,f ,C) to
be surjective on stabilizer groups, which makes πEi ×πE˜ı˜ : E
i×Y E˜ ı˜ → Ei× E˜ ı˜
injective. Thus, Property 3.1(a) will not hold: only some, not all, pairs (X,f)
admit effective (co-)gauge-fixing data. This will limit the applications of the
theory — for instance, in §6.2 we cannot define Gromov–Witten type invariants
in KHef∗ (Y ;Z) by taking X to be a moduli spaceMg,m(J, β) of J-holomorphic
curves in a symplectic manifold (M,ω), since such Mg,m(J, β) may not be
effective.
Problem (iv) means that productsC1×Y C2 of effective co-gauge-fixing data
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cannot be defined to be commutative, and therefore the cup product ∪ on effective
Kuranishi cochains KC∗ec(Y ;R) will not be supercommutative. Thus, symmetry
in Property 3.1(h) fails. We will deal with this by replacing P =
∐∞
k=0 R
k/Sk in
Definition 3.8 by P =
∐∞
k=0 R
k, and taking effective (co-)gauge-fixing dataG,C
to include maps Gi, Ci : Ei → P . The product µ : P ×P → P corresponding to
µ in (33) is associative but not commutative, and µ : Rk×Rl → Rk+l is injective,
which will be enough to preserve the injectivity conditions for effective co-gauge-
fixing data. In Remark 4.33 we explain a reason from algebraic topology why
∪ cannot be supercommutative for cohomology theories over R = Z.
We define effective Kuranishi neighbourhoods and Kuranishi spaces.
Definition 3.35. An orbifold Y is effective if for all orbifold charts (U,Γ, φ) on
Y in Definition 2.9 with U ⊂ Rn, the representation of Γ on Rn is effective. Here
a representation is effective if every non-identity element of Γ acts nontrivially on
Rn. Equivalently, an orbifold is effective if generic y ∈ Y have StabY (y) = {1}.
A Kuranishi neighbourhood (V,E, s, ψ) on X is called effective if V is an
effective orbifold, and for each v ∈ V , the stabilizer group StabV (v) acts trivially
on the fibre E|v of E over v. That is, in the notation of Definition 2.13, if
(U,Γ, φ) is an orbifold chart on V and (EU ,Γ, φˆ) the associated orbifold chart
on E, then for all u ∈ U , the action of {γ ∈ Γ : γ · u = u} on EU |u is trivial.
If (Vp, . . . , ψp), (Vq , . . . , ψq) are Kuranishi neighbourhoods on X , (φpq, φˆpq) :
(Vq, . . . , ψq)→ (Vp, . . . , ψp) is a coordinate change, and (Vp, . . . , ψp) is effective,
it is easy to show that (Vq, . . . , ψq) is also effective.
A Kuranishi space X is called effective if for all p ∈ X , all sufficiently small
Kuranishi neighbourhoods (Vp, . . . , ψp) in the germ at p are effective.
Here are the reasons for this definition:
• For proving isomorphism of effective Kuranishi homology KHef∗ (Y ;R)
with singular homology Hsi∗ (Y ;R), chains involving effective orbifolds are
as good as chains involving manifolds. An effective orbifold can be trian-
gulated by simplices to define a singular chain.
• However, if Y is a non-effective orbifold, then for generic y ∈ Y , Stab(y)
is some nontrivial finite group Γ. When Y is triangulated by simplices to
define a singular chain, they should be weighted by |Γ|−1. This only makes
sense if |Γ|−1 lies in the coefficient ring R, that is, if R is a Q-algebra.
• If (V,E, s, ψ) is an effective Kuranishi neighbourhood, and s˜ is a small
generic perturbation of s, then s˜ is transverse and s˜−1(0) is an effective
orbifold. This is because the obstruction to deforming s to transverse is
nontrivial actions of the stabilizer groups Stab(v) on the fibres E|v of E,
and s˜−1(0) is effective as V is effective.
• IfX is a compact, effective Kuranishi space, then by choosing a finite cover
of X by effective Kuranishi neighbourhoods (V i, Ei, si, ψi), and perturb-
ing the si, we can deform X to a compact, effective orbifold X˜ , which we
can then triangulate by simplices to get a singular chain.
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We can now define effective gauge-fixing data.
Definition 3.36. Modifying P, µ in Definition 3.8, define P =
∐∞
k=0R
k and
µ : P × P → P by
µ
(
(x1, . . . , xk), (y1, . . . , yl)
)
= (x1, . . . , xk, y1, . . . , yl). (58)
Then µ is associative, with identity (∅), but is not commutative. The obvious
projection Π : P → P mapping Π : (x1, . . . , xk) 7→ Sk(x1, . . . , xk) satisfies
µ
(
Π(p),Π(q)
)
= Π
(
µ(p, q)
)
for p, q ∈ P .
Let X be a compact, effective Kuranishi space, Y an orbifold, and f :
X → Y strongly smooth. A set of effective gauge-fixing data for (X,f) is
G = (I,η, Gi : i ∈ I), where (I ,η) is an excellent coordinate system for (X,f)
with I =
(
I, (V i, Ei, si, ψi) : i ∈ I, . . .
)
, and Gi : Ei → P for i ∈ I, satisfying:
(a) (V i, Ei, si, ψi) is an effective Kuranishi neighbourhood for all i ∈ I; and
(b) Write ∂lX = X l1∐ · · · ∐X
l
nl for the splitting of
(
∂lX,f |∂lX , I|∂lX ,η|∂lX
)
into connected components in Lemma 3.7 for l > 0, and (I la,η
l
a) =
(I|Xla ,η|Xla), with I
l
a =
(
I la, (V
l,i
a , . . . , ψ
l,i
a ) : i ∈ I
l
a, . . .
)
. Then (El,ia )
◦ ⊆
El,ia ⊆ ∂
lEi+l, where (El,ia )
◦ is the interior of El,ia , so we can consider
Gi+l|(El,ia )◦ : (E
l,i
a )
◦ → P . We require that Gi+l|(El,ia )◦ should map
(El,ia )
◦ to Rk
l
a ⊂ P for some kla > 0 which depends on l, a but not on
i ∈ I la, for all l > 0, a = 1, . . . , n
l and i ∈ I la. We also require that∐
i∈Ila
Gi+l|(El,ia )◦ :
∐
i∈Ila
(El,ia )
◦ → Rk
l
a ⊂ P should be injective for all
l > 0 and a = 1, . . . , nl.
Here (a) implies X is effective, as for sufficiently small (Vp, . . . , ψp) in the germ
at p ∈ X we have (φip, φˆ
i
p) : (Vp, . . . , ψp) → (V
i, . . . , ψi) for some i ∈ I, and
(V i, . . . , ψi) effective implies (Vp, . . . , ψp) effective, as in Definition 3.35.
Define triples (X,f ,G), splittings X = X1 ∐ · · · ∐ Xn of triples (X,f ,G),
connected triples (X,f ,G), isomorphisms (a, b) : (X,f ,G) → (X˜, f˜ , G˜), and
automorphism groups Aut(X,f ,G) as in Definition 3.8.
If G is effective gauge-fixing data for (X,f), we define the restriction G|∂X
as in Definition 3.9. Since the conditions in (a),(b) above are stable under
taking boundaries, V i, Ei 7→ ∂V i, ∂Ei, G|∂X is effective gauge-fixing data
for (∂X,f |∂X).
Let G = (I ,η, Gi : i ∈ I) be effective gauge-fixing data for (X,f). We shall
show that Π ◦ Gi : Ei → P is a globally finite map, where Π : P → P is as
above. To see this, note that Ei =
⋃
l>0, a=1,...,nal :E
l,i−l
a 6=∅
ι
(
(El,i−la )
◦
)
, where
ι : ∂lEia → E
i
a is the natural map, and G
i maps (El,i−la )
◦ → Rk
l
a ⊂ P , and
Π : Rk
l
a → Rk
l
a/Skla pulls back one point to at most k
l
a! points. Hence if p ∈ P
then
∣∣(Π◦Gi)−1(p)∣∣ is at most N points, where N =∑l>0, a=1,...,nal :El,i−la 6=∅ kla!.
As this is a finite sum, Π◦Gi is globally finite, and so Π(G) = G = (I,η,Π◦Gi :
i ∈ I) is gauge-fixing data for (X,f). This gives a natural map from effective
gauge-fixing data to gauge-fixing data.
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Here are analogues of Definitions 3.35 and 3.36 for co-gauge-fixing data.
Definition 3.37. Let X be a topological space, (V,E, s, ψ) a Kuranishi neigh-
bourhood on X , Y an orbifold, and f : V → Y a submersion. We call the pair
(V,E, s, ψ), f coeffective if for all v in V with y = f(v) in Y , the morphism
f∗ : StabV (v) → StabY (y) is surjective, and the subgroup Ker f∗ ⊆ StabV (v)
acts effectively on TvV , and StabV (v) acts trivially on the fibre E|v of E at v.
If (V,E, s, ψ), f is coeffective and e ∈ E with π(e) = v in V and f(v) = y in
Y then π∗ : StabE(e)→ StabV (v) is an isomorphism as StabV (v) acts trivially
on E|v, so (f ◦ π)∗ = f∗ ◦ π∗ : StabE(e)→ StabY (y) is surjective. This will help
us deal with problem (iii) above.
Suppose Y is an effective orbifold. Then (V,E, s, ψ), f is coeffective if and
only if (V,E, s, ψ) is effective and f : V → Y is surjective on stabilizer groups.
The only nontrivial thing to prove is that (V,E, s, ψ), f coeffective implies V is
effective. If v is generic in V then y = f(v) is generic in Y as f is a submersion,
so StabY (y) = {1} as Y is effective, giving Ker f∗ = StabV (v). Thus StabV (v)
acts effectively on TvV , which implies that generic v
′ close to v in V have
StabV (v
′) = {1}. Hence generic points in V have trivial stabilizers, and V is
effective. When Y is a manifold, f : V → Y is trivially surjective on stabilizer
groups, so (V,E, s, ψ), f is coeffective if and only if (V,E, s, ψ) is effective.
If (Vp, . . . , ψp), (Vq , . . . , ψq) are Kuranishi neighbourhoods on X , (φpq, φˆpq) :
(Vq, . . . , ψq)→ (Vp, . . . , ψp) is a coordinate change, fp : Vp → Y and fq : Vq → Y
are submersions with fq ≡ fp ◦ φpq and (Vp, . . . , ψp), fp is coeffective, it is easy
to show that (Vq, . . . , ψq), fq is also coeffective.
Let X be a Kuranishi space, Y an orbifold, and f : X → Y a strong
submersion. We call (X,f ) coeffective if for all p ∈ X and all sufficiently small
Kuranishi neighbourhoods (Vp, . . . , ψp) in the germ at p with fp : Vp → Y
representing f , the pair (Vp, . . . , ψp), fp is coeffective.
Definition 3.38. Now let X be a compact Kuranishi space, Y an orbifold, and
f : X → Y a strong submersion with (X,f) coeffective. A set of effective co-
gauge-fixing data for (X,f) is C = (I,η, Ci : i ∈ I), where (I ,η) is an excellent
coordinate system for (X,f) with I =
(
I, (V i, Ei, si, ψi), f i : i ∈ I, . . .
)
, and
Ci : Ei → P are maps for i ∈ I, satisfying
(a) the pair (V i, Ei, si, ψi), f i is coeffective for all i ∈ I; and
(b) Write ∂lX = X l1∐ · · · ∐X
l
nl for the splitting of
(
∂lX,f |∂lX , I|∂lX ,η|∂lX
)
into connected components in Lemma 3.7 for l > 0, and (I la,η
l
a) =
(I|Xla ,η|Xla), with I
l
a =
(
I la, (V
l,i
a , . . . , ψ
l,i
a ) : i ∈ I
l
a, . . .
)
. Then (El,ia )
◦ ⊆
El,ia ⊆ ∂
lEi+l, so we can consider Ci+l|(El,ia )◦ : (E
l,i
a )
◦ → P . We require
that Ci+l|(El,ia )◦ should map (E
l,i
a )
◦ to Rk
l
a ⊂ P for some kla > 0 which de-
pends on l, a but not on i ∈ I la, for all l > 0, a = 1, . . . , n
l and i ∈ I la. We
also require that
∐
i∈Ila
(
Ci+l×(f i+l◦πi+l)
)
|(El,ia )◦ :
∐
i∈Ila
(El,ia )
◦ → P×Y
should be injective for all l > 0 and a = 1, . . . , nl.
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Here (a) implies (X,f) is coeffective, as for sufficiently small (Vp, . . . , ψp), fp
in the germ at p ∈ X we have (φip, φˆ
i
p) : (Vp, . . . , ψp) → (V
i, . . . , ψi) for some
i ∈ I with fp ≡ f i ◦ φip, and (V
i, . . . , ψi), f i coeffective implies (Vp, . . . , ψp), fp
coeffective as in Definition 3.37.
As in Definition 3.36 we define triples (X,f ,C), splittings X = X1∐· · ·∐Xn
of (X,f ,C), connected (X,f ,C), isomorphisms (a, b) : (X,f ,C)→ (X˜, f˜ , C˜),
automorphism groups Aut(X,f ,C), restrictions C|∂X , and a natural map C 7→
Π(C) from effective co-gauge-fixing data to co-gauge-fixing data.
Here are partial analogues of Theorems 3.18, 3.20 and 3.25, which show that
versions of Property 3.1(a),(b) and (e) hold for effective (co-)gauge-fixing data.
Theorem 3.39. (a) Let X be a compact, effective Kuranishi space with ∂2X =
∅, Y an orbifold, and f : X → Y a strongly smooth map. Then (X,f) admits
effective gauge-fixing data G.
(b) If G is effective gauge-fixing data for (X,f) and (X,f ,G) is connected
then Aut(X,f ,G) = {1}.
(c) Suppose X is a compact, effective Kuranishi space with corners, Y an orb-
ifold, f : X → Y a strongly smooth map, and H is effective gauge-fixing data
for (∂X,f |∂X) with corners. Let σ : ∂2X → ∂2X be the involution of Def-
inition 2.27. Then there exists effective gauge-fixing data G for (X,f ) with
corners with G|∂X=H if and only if H|∂2X is σ-invariant.
Parts (a)–(c) also hold for effective co-gauge-fixing data C,D, taking f to
be a strong submersion and (X,f) to be coeffective rather than X effective.
Proof. For (a), we modify the proof of Theorem 3.18. In the first part, sinceX is
effective and ∂2X = ∅, in Proposition 3.13 we can choose the very good coordi-
nate system I =
(
I, (V i, Ei, si, ψi), f i : i ∈ I), . . .
)
for (X,f) with (V i, . . . , ψi)
effective and ∂2V i = ∅ for all i ∈ I. Then Definition 3.36(a) holds. In Theorem
3.18 we choose the Gi : Ei → P such that
∐
i∈I G
i :
∐
i∈I E
i → Rk ⊂ P is
injective, for some k ≫ 0. As ∂2V i = ∅ we have ∂2Ei = ∅, so the immer-
sion ι : ∂Ei → Ei is injective, rather than merely finite. Hence
∐
i∈I G
i|∂Ei :∐
i∈I ∂E
i → P is injective. As ∂lEi = ∅ for l > 2, Definition 3.36(b) follows.
Part (b) is a simplification of the proof of Theorem 3.20: for (a, b) in
Aut(X,f ,G), as Gi|(Ei)◦ : (E
i)◦ → P is injective, the diffeomorphisms bˆi :
Ei → Ei with Gi ◦ bˆi ≡ Gi : Ei → P must be the identity on (Ei)◦, so bˆi
is the identity by continuity. Therefore bi : V i → V i is the identity, as bˆi
lifts bi. Since (bi, bˆi) determines a on Imψi and X =
⋃
i∈I Imψ
i this gives
a = idX , so Aut(X,f ,G) = {1}. Part (c) is also a simple modification of
Theorem 3.25: for the ‘if’ part, if H |∂2X is σ-invariant, then H prescribes con-
sistent values for Gi : Ei → P on Ei \ (Ei)◦ for all i ∈ I, satisfying Definition
3.36(b) for l > 1. We then choose Gi|(Ei)◦ : (Ei)◦ → P for i ∈ I such that∐
i∈I G
i|(Ei)◦ :
∐
i∈I(E
i)◦ → Rk ⊂ P is injective for some k ≫ 0.
Remark 3.40. In Theorem 3.39(a) we omit the parts on finite groups Γ in
Property 3.1(a), since Theorem 3.39(b) shows that we cannot have nontrivial
symmetry groups Γ of (X,f ,G) for connected X . We also suppose ∂2X = ∅.
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This can be weakened, but some assumption on ∂2X is necessary for effective
gauge-fixing data to exist on (X,f), as the following argument shows.
Suppose that G is effective gauge-fixing data for (X,f ) with X oriented,
and that ∂2X is nonempty, and connected as a topological space. Restrict
G to ∂X and ∂2X to get effective gauge-fixing data G|∂2X for (∂
2X,f |∂2X).
Then (∂2X,f |∂2X ,G|∂2X) is a connected triple, as ∂
2X is a connected topo-
logical space, so Aut(∂2X,f |∂2X ,G|∂2X) = {1} by Theorem 3.39(b). However,
the natural involution σ : ∂2X → ∂2X clearly preserves G|∂2X and lies in
Aut(∂2X,f |∂2X ,G|∂2X) = {1}, a contradiction, as σ is orientation-reversing.
Following Definitions 3.26 and 3.27, we can define pushforwards h∗(G) and
pullbacks h∗(C) of effective (co-)gauge-fixing data G,C.
Definition 3.41. Let Y, Z be orbifolds and h : Y → Z a smooth map. Suppose
X is a compact, effective Kuranishi space, f : X → Y is strongly smooth,
and G = (I,η, Gi : i ∈ I) is effective gauge-fixing data for (X,f), where I =(
I, (V i, Ei, si, ψi), f i : i ∈ I, . . .
)
. Then h◦f : X → Z is strongly smooth. Define
h∗(G) to be h∗(G) = (h∗(I),η, G
i : i ∈ I), where h∗(I) =
(
I, (V i, Ei, si, ψi), h◦
f i : i ∈ I, . . .
)
. Then h∗(G) is effective gauge-fixing data for (X,h ◦ f).
Definition 3.42. Let Y, Z be orbifolds without boundary and h : Y → Z a
smooth, proper map. Suppose X is a compact Kuranishi space, f : X → Y a
strong submersion with (X,f ) coeffective, and C = (I,η, Ci : i ∈ I) is effective
co-gauge-fixing data for (X,f), where I =
(
I, (V i, Ei, si, ψi), f i : i ∈ I, . . .
)
.
Then Y ×h,Z,f X is a compact Kuranishi space, and piY : Y ×Z X → Y is a
strong submersion.
Define an excellent coordinate system (Iˇ, ηˇ) for (Y ×ZX,piY ) as in Definition
3.27. Then Iˇ ⊆ {i + k : i ∈ I}, where k = dimY − dimZ, and for each
i ∈ Iˇ, Vˇ i is an open subset of Y ×h,Z,fi−k V
i−k, and Eˇi an open subset of
Y ×h,Z,fi−k◦πi−k E
i−k. Define Cˇi : Eˇi → P by Cˇi = Ci−k ◦ πEi−k . We claim
that h∗(C) = (Iˇ, ηˇ, Cˇi : i ∈ Iˇ) is effective co-gauge-fixing data for (Y ×ZX,piY ).
We must verify Definition 3.38(a),(b) hold. For (a), as the pair (V i−k, . . . ,
ψi−k), f i−k is coeffective and Vˇ i ⊆ Y ×h,Z,fi−k V
i−k, Eˇi ⊆ Y ×h,Z,fi−k◦πi−k
Ei−k, one can show directly that the pair (Vˇ i, . . . , ψˇi), πˇiY is coeffective. This
then implies that (Y ×Z X,piY ) is coeffective, as in Definition 3.38.
For (b), if ∂lX =
∐ml
a=1X
l
a and ∂
l(Y ×ZX) =
∐nl
b=1(Y ×ZX)
l
b are the split-
tings of
(
∂lX,f |∂lX , I|∂lX ,η|∂lX
)
and
(
∂l(Y ×Z X),piY |∂l(Y×ZX), Iˇ|∂l(Y×ZX),
ηˇ|∂l(Y×ZX)
)
into connected components in Lemma 3.7, then for each b =
1, . . . , nl, (Y ×Z X)lb is a connected component of
(
Y ×Z (X la),piY |Y×ZXla ,
Iˇ|Y×ZXla , ηˇ|Y×ZXla
)
for some a = 1, . . . ,ml. If (Vˇ l,ib , Eˇ
l,i
b , sˇ
l,i
b , ψˇ
l,i
b ) is a Ku-
ranishi neighbourhood on (Y ×Z X)lb in Iˇ
l
b, then (Eˇ
l,i
b )
◦ ⊆ Y ×Z (El,i−ka )
◦, and
Cˇi+l|(Eˇl,ib )◦
≡ Ci−k+l ◦ π(El,i−ka )◦ . As C
i−k+l maps (El,i−ka )
◦ → Rk
l
a ⊂ P , it
follows that Cˇi+l maps (Eˇl,ib )
◦ → Rk
l
a ⊂ P , giving the first part of Definition
3.38(b). For the second, since
∐
i−k∈Ila
(
Ci−k+l × (f i−k+l ◦ πi−k+l)
)
|(El,i−ka )◦ :
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∐
i−k∈Ila
(El,i−ka )
◦ → P×Z is injective by Definition 3.38(b), and
∐
i∈Iˇlb
(Eˇl,ib )
◦ ⊂
Y ×Z
(∐
i−k∈Ila
(El,i−ka )
◦
)
, it follows that
∐
i∈Iˇlb
(
Cˇi+l × (fˇ i+l ◦ πˇi+l)
)
|(Eˇl,ib )◦
:∐
i∈Iˇlb
(Eˇl,ib )
◦ → P × Y is injective, as we want.
This last part is a little more subtle than it appears. The important point
is this: suppose (V,E, s, ψ) is a Kuranishi neighbourhood on X , f : V → Z
a submersion with (V,E, s, ψ), f coeffective, and C : E → P is a map with
C × (f ◦ π) : E → P × Z injective. As (V,E, s, ψ), f is coeffective, f ◦ π :
E → Z is surjective on stabilizer groups. Therefore the biquotient terms
f∗(Stab(p))\ Stab(f(p))/f
′
∗(Stab(p
′)) in the definition (12) of the orbifold fi-
bre product Y ×h,Z,f◦π E are all points, so that πE × πY : Y ×Z E → E × Y is
injective. Combining this with C× (f ◦π) injective implies that (C ◦πE)×πY :
Y ×Z E → P × Y is injective. Thus, we need the coeffective assumptions for C
in Definition 3.38(a) to prove the injectivity for h∗(C) in Definition 3.38(b).
Pushforwards and pullbacks are functorial, that is, (g ◦h)∗(G) = g∗ ◦h∗(G),
and (g◦h)∗(C) = h∗◦g∗(C), as for (co-)gauge-fixing data. We modify Definition
3.31 to define fibre products C×Y C˜, G×Y C˜ of effective (co-)gauge-fixing data.
Definition 3.43. Let X, X˜ be compact Kuranishi spaces, Y an orbifold, and
f : X → Y , f˜ : X˜ → Y be strong submersions with (X,f), (X˜, f˜) coeffective.
Suppose C = (I,η, Ci : i ∈ I) and C˜ = (I˜, η˜, C˜ ı˜ : ı˜ ∈ I˜) are effective co-
gauge-fixing data for (X,f) and (X˜, f˜ ). Let (I,η) ×Y (I˜, η˜) be the really
good coordinate system for (X×Y X˜,piY ) given in Definition 3.29, and (Iˇ, ηˇ) =
((I,η)×Y (I˜, η˜))ˇ the excellent coordinate system for (X×Y X˜,piY ) constructed
from (I ,η) ×Y (I˜, η˜) by Algorithm 3.16. In the notation of Definitions 3.29
and 3.31 we have Iˇ =
(
Iˇ , (Vˇ k, Eˇk, sˇk, ψˇk), πˇkY : k ∈ Iˇ , . . .
)
, with Vˇ k, Eˇk open
sets in
∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY V
(i,ı˜),
∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY E
(i,ı˜), where V (i,ı˜) =
V i ×fi,Y,f˜ ı˜ V˜
ı˜ and E(i,ı˜) = Ei ×fi◦πi,Y,f˜ ı˜◦π˜ı˜ E˜
ı˜.
For k ∈ Iˇ, define Cˇk : Eˇk → P by Cˇk(eˇ) = µ
(
Ci ◦ πEi(eˇ), C˜
ı˜ ◦ πE˜ı˜(eˇ)
)
whenever eˇ lies in Eˇk ∩ E(i,ı˜), for all i ∈ I and ı˜ ∈ I˜ with i + ı˜ = k + dimY ,
where πEi : E
(i,ı˜) → Ei and πE˜ı˜ : E
(i,ı˜) → E˜ ı˜ are the projections from E(i,ı˜) =
Ei×Y E˜
ı˜, and µ : P ×P → P is as in (58). We shall show that C×Y C˜ = Cˇ =
(Iˇ, ηˇ, Cˇ
i
: i ∈ Iˇ) is effective co-gauge-fixing data for (X ×Y X˜,piY ).
We must verify Definition 3.38(a),(b) hold. The proof is similar to that for
h∗(C) in Definition 3.42. For (a), as (V i, . . . , ψi), f i and (V˜ ı˜, . . . , ψ˜ı˜), f˜ ı˜ are
coeffective one can show directly that (V (i,ı˜), . . . , ψ(i,ı˜)), π
(i,ı˜)
Y in (37) is coeffec-
tive. Therefore (Vˇ k, . . . , ψˇk), πˇkY is coeffective over the open set Vˇ
k ∩ V (i,ı˜) in
V (i,ı˜), and as this holds for all i, ı˜ with i + ı˜ = k + dimY , (Vˇ k, . . . , ψˇk), πˇkY is
coeffective. This proves (a).
For Definition 3.38(b), first consider the case l = 0, and suppose (X,f ,C),
(X˜, f˜ , C˜) are connected. Then Definition 3.38(b) implies that Ci maps (Ei)◦ →
Rk
0
1 ⊂ P for some k01 > 0 independent of i and all i ∈ I, and C˜
ı˜ maps
(E˜ ı˜)◦ → Rk˜
0
1 ⊂ P for some k˜01 > 0 independent of ı˜ and all ı˜ ∈ I˜. As
(Eˇk)◦ ⊆
∐
i∈I, ı˜∈I˜:i+ı˜=k+dimY (E
i)◦×Y (E˜ ı˜)◦, it follows from (58) that Cˇk maps
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(Eˇk)◦ → Rk
0
1+k˜
0
1 ⊂ P for all k ∈ Iˇ, where k01 + k˜
0
1 is independent of k ∈ Iˇ. This
proves the first part of Definition 3.38(b) in this case.
For the second part, observe that
∐
k∈Iˇ(Cˇ
k
× (fˇk ◦ πˇk)) is the composition
∐
k∈Iˇ
(Eˇk)◦   //
(‘
i∈I
(Ei)◦
)
×Y(‘
ı˜∈I˜
(E˜ı˜)◦
) (
‘
i∈I C
i◦πEi )×
(
‘
ı˜∈I˜ C˜
ı˜◦πE˜ı˜ )×πY// Rk
0
1×Rk˜
0
1×Y
µ×idY
// Rk
0
1+k˜
0
1 × Y.
Here the first arrow ‘→֒’ is an inclusion of open sets, and so injective. The second
arrow is injective as
∐
i∈I(C
i × (f i ◦ πi)) :
∐
i∈I(E
i)◦ → Rk
0
1 × Y ⊂ P × Y
is injective, and
∐
ı˜∈I˜(C˜
ı˜
× (f˜ ı˜ ◦ π˜ı˜)) :
∐
ı˜∈I˜(E˜
ı˜)◦ → Rk˜
0
1 × Y ⊂ P × Y is
injective, and πEi × πE˜ı˜ : E
i ×Y E˜ ı˜ → Ei × E˜ ı˜ is injective as f i ◦ πi : Ei → Y ,
f˜ ı˜ ◦ π˜ı˜ : E˜ ı˜ → Y are surjective on stabilizer groups. The third arrow is injective
as µ : Rk
0
1 × Rk˜
0
1 → Rk
0
1+k˜
0
1 in (58) is injective.
Therefore the composition
∐
k∈Iˇ(Cˇ
k × (fˇk ◦ πˇk)) is injective, and Definition
3.38(b) holds in the case when l = 0 and (X,f ,C), (X˜, f˜ , C˜) are connected.
For the general case, we apply the argument above with connected components(
Xja,f |Xja ,C|Xja
)
of
(
∂jX,f |∂jX ,C|∂jX
)
and
(
X˜ ˜a˜, f˜ |X˜ ˜a˜
, C˜|X˜ ˜a˜
)
of
(
∂ ˜X˜, f˜ |∂ ˜X˜ ,
C˜|∂ ˜X˜
)
in place of (X,f ,C), (X˜, f˜ , C˜), with j + ˜ = l. This proves Definition
3.38(b), so C ×Y C˜ is effective co-gauge-fixing data.
Now let X be a compact, effective Kuranishi space, Y an orbifold, f :
X → Y strongly smooth, G effective gauge-fixing data for (X,f), X˜ a compact
Kuranishi space, f˜ : X˜ → Y a strong submersion with (X˜, f˜) coeffective, and C˜
be effective co-gauge-fixing data for (X˜, f˜ ). Then we can modify Definition 3.31
in the same way to define effective gauge-fixing data G×Y C˜ for (X×Y X˜,piY ),
defining Gˇk : Eˇk → P by Gˇk(eˇ) = µ
(
Gi ◦ πEi(eˇ), C˜
ı˜ ◦ πE˜ı˜(eˇ)
)
. The proof that
G×Y C˜ satisfies Definition 3.36 is similar to the above.
The maps G 7→ Π(G), C 7→ Π(C) from effective (co-)gauge-fixing data to
(co-)gauge-fixing data in Definitions 3.36 and 3.38 are compatible with fibre
products, that is, Π
(
C ×Y C˜) = Π(C)×Y Π(C˜) and Π
(
G ×Y C˜) = Π(G) ×Y
Π(C˜), because µ
(
Π(p),Π(q)
)
= Π
(
µ(p, q)
)
for p, q ∈ P .
From Propositions 3.32 and 3.33, with proofs almost unchanged, we deduce:
Proposition 3.44. Effective (co-)gauge-fixing data satisfies analogues of Propo-
sitions 3.32(b),(c),(d) and 3.33, taking Xa effective or (Xa,fa) coeffective where
appropriate. However, the analogue of Proposition 3.32(a) does not apply, that
is, fibre products of effective co-gauge-fixing data are not commutative, since µ
in (58) is not commutative.
Problem (iv) at the beginning of §3.9 implies that it is necessary for fibre
products C ×Y C˜ of effective co-gauge-fixing data not to be commutative. We
give another reason, involving Steenrod squares, in Remark 4.33.
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4 Kuranishi homology and cohomology
We now define two slightly different homology theories of an orbifold Y : Kuran-
ishi homology KH∗(Y ;R), which is defined when R is a Q-algebra, and effective
Kuranishi homology KHef∗ (Y ;R), which is defined when R is a commutative
ring. Both of them are isomorphic to singular homology Hsi∗ (Y ;R). They are
variations of the same idea, which is to define a homology theory using as chains
strongly smooth maps f : X → Y from a compact Kuranishi space X .
However, we show in §4.9 that just using isomorphism classes [X,f ] of pairs
(X,f) as chains would make KH∗(Y ;R) = 0 for all Y,R. The problems are
caused by pairs (X,f) whose automorphism groups are infinite. To avoid them,
we include (effective) gauge-fixing data G onX , as in Chapter 3, and take chains
to be generated by isomorphism classes [X,f ,G] of triples (X,f ,G).
We also define Poincare´ dual cohomology theories, Kuranishi cohomology
KH∗(Y ;R) for R a Q-algebra, and effective Kuranishi cohomology KH∗ec(Y ;R)
for R a commutative ring. Here KH∗(Y ;R) is always isomorphic to compactly
supported cohomology H∗cs(Y ;R), and KH
∗
ec(Y ;R)
∼= H∗cs(Y ;R) if Y is a man-
ifold. The main point of introducing them is as a tool to use in areas where
Kuranishi spaces naturally arise, such as closed or open Gromov–Witten theory,
or Lagrangian Floer cohomology.
Kuranishi (co)homologyKH∗,KH
∗(Y ;R) is better behaved at the (co)chain
level than effective Kuranishi (co)homology KHef∗ ,KH
∗
ec(Y ;R). For example,
the cup product ∪ on Kuranishi cochains KC∗(Y ;R) is supercommutative, but
the cup product ∪ on effective Kuranishi cochains KC∗ec(Y ;R) is not. Also, we
can form chains [X,f ,G] in KC∗(Y ;R) for X an arbitrary compact oriented
Kuranishi space, but forKCef∗ (Y ;R), X must satisfy restrictions on its stabilizer
groups and corners.
The advantage of effective Kuranishi (co)homology KHef∗ ,KH
∗
ec(Y ;R) is
that they work over any commutative ringR, such as Z, not just overQ-algebras.
This will be important in the author’s approach to the integrality conjecture
for Gopakumar–Vafa invariants, to be discussed in Chapter 6. We will also use
effective Kuranishi homology in showing Kuranishi homology is isomorphic to
singular homology, as we will first prove that KHef∗ (Y ;R)
∼= Hsi∗ (Y ;R) for R a
commutative ring, and then that KH∗(Y ;R) ∼= KHef∗ (Y ;R) for R a Q-algebra.
4.1 Classical homology and cohomology
Let Y be a topological space and R a commutative ring. Then there are many
ways of defining homology groups Hk(Y ;R) of Y with coefficients in R, for
k = 0, 1, 2, . . ., for example, singular homology, cellular homology (of a CW-
complex), and Borel–Moore homology. A general feature of all these theories
is that if Y is sufficiently well-behaved, for instance, if Y is a manifold, then
the homology groups obtained from any two homology theories are canonically
isomorphic. (Theorems 4.8 and 4.9 below are results of this kind.) So for many
purposes, it does not matter which homology theory one uses.
There are also many ways of defining cohomology groups Hk(Y ;R) and
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compactly-supported cohomology groups Hkcs(Y ;R), for example, singular coho-
mology, Cˇech cohomology, and de Rham cohomology (of a smooth manifold,
overR). Again, if Y is sufficiently well-behaved, then the (compactly-supported)
cohomology groups obtained from any two cohomology theories are isomorphic.
We briefly recall the definition of singular homology, from Bredon [10, §IV].
Definition 4.1. For k = 0, 1, . . ., the k-simplex ∆k is
∆k =
{
(x0, . . . , xk) ∈ R
k+1 : xi > 0, x0 + · · ·+ xk = 1
}
. (59)
It is a compact, oriented k-manifold, with boundary and corners.
Let Y be a topological space, and R a commutative ring. Define Csik (Y ;R)
to be the R-module spanned by singular simplices, which are continuous maps
σ : ∆k → Y . Elements of Csik (Y ;R), which are called singular chains, are finite
sums
∑
a∈A ρa σa, where A is a finite indexing set, ρa ∈ R, and σa : ∆k → Y is
continuous for a ∈ A.
The boundary operator ∂ : Csik (Y ;R)→ C
si
k−1(Y ;R) is [10, §IV.1]:
∂ :
∑
a∈A ρa σa 7−→
∑
a∈A
∑k
j=0(−1)
jρa(σa ◦ F
k
j ), (60)
where for j = 0, . . . , k the map F kj : ∆k−1 → ∆k is given by F
k
j (x0, . . . , xk−1) =
(x0, . . . , xj−1, 0, xj, . . . , xk−1). As a manifold with boundary, we have ∂∆k =∐k
j=0∆
k
j , where ∆
k
j is the connected component of ∂∆k on which xj ≡ 0, so
that F kj : ∆k−1 → ∆
k
j is a diffeomorphism. The orientation on ∆k induces one
on ∂∆k, and so induces orientations on ∆
k
j for j = 0, . . . , k. It is easy to show
that under F kj : ∆k−1 → ∆
k
j , the orientations of ∆k−1 and ∆
k
j differ by a factor
(−1)j, which is why this appears in (60). So ∂ in (60) basically restricts from
∆k to ∂∆k, as oriented manifolds with boundary and corners.
From (60) we find that ∂ ◦ ∂ = 0, since each codimension 2 face ∆k−2 of ∆k
contributes twice to ∂ ◦ ∂, once with sign 1 and once with sign −1. Thus we
may define the singular homology group
Hsik (Y ;R) =
Ker
(
∂ : Csik (Y ;R)→ C
si
k−1(Y ;R)
)
Im
(
∂ : Csik+1(Y ;R)→ C
si
k (Y ;R)
) .
If Y is a smooth manifold or orbifold, we can instead define Csik (Y ;R), H
si
k (Y ;R)
using smooth maps σ : ∆k → Y , as in [10, §V.5], which we call smooth singular
simplices, and this gives the same homology groups. We shall always take
Csik (Y ;R) and H
si
k (Y ;R) to be defined using smooth singular simplices.
We will not choose a particular cohomology theory. We will only be inter-
ested in compactly-supported cohomology of manifolds or orbifolds, and this
can be characterized in terms of (singular) homology by Poincare´ duality iso-
morphisms, as in (61) below. So when we prove that (effective) Kuranishi
cohomology is isomorphic to compactly-supported cohomology, we will go via
singular homology using Poincare´ duality.
Here are some general properties of homology and cohomology, which can
mostly be found in Bredon [10].
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• Let Y, Z be topological spaces, h : Y → Z a continuous map, and R a
commutative ring. Then there is a pushforward map h∗ : H∗(Y ;R) →
H∗(Z;R). On singular homology, this is induced by h∗ : C
si
∗ (Y ;R) →
Csi∗ (Z;R) mapping h∗ :
∑
a∈A ρa σa 7→
∑
a∈A ρa(h ◦ σa). Pushforwards
are functorial, (g ◦ h)∗ = g∗ ◦ h∗.
• Let Y, Z be topological spaces, h : Y → Z a continuous map, and R
a commutative ring. Then there is a pullback map h∗ : H∗(Z;R) →
H∗(Y ;R) on cohomology. Pullbacks are functorial, (g ◦ h)∗ = h∗ ◦ g∗.
For compactly-supported cohomology, we can only define pullbacks h∗ :
H∗cs(Z;R) → H
∗
cs(Y ;R) if h : Y → Z is proper, that is, if h
−1(S) ⊆
Y is compact in Y whenever S ⊆ Z is compact in Z. This is be-
cause h∗ must pull compactly-supported cochains in Z back to compactly-
supported cochains in Y .
• There is a natural morphism H∗cs(Y ;R)→ H
∗(Y ;R). If Y is compact this
is an isomorphism, H∗cs(Y ;R)
∼= H∗(Y ;R).
• There are associative, supercommutative, graded multiplications on both
cohomology and compactly-supported cohomology, the cup product ∪ :
Hk(Y ;R)×H l(Y ;R)→ Hk+l(Y ;R). There is an identity 1 ∈ H0(Y ;R),
and if Y is compact there is an identity in H0cs(Y ;R).
There are also cap products ∩ : Hk(Y ;R)×H l(Y ;R) → Hk−l(Y ;R) and
∩ : Hk(Y ;R) × H
l
cs(Y ;R) → Hk−l(Y ;R), which make H∗(Y ;R) into a
module over H∗(Y ;R) and H∗cs(Y ;R).
• Suppose Y is an oriented manifold, of dimension n, without boundary, and
not necessarily compact. Then there are Poincare´ duality isomorphisms
Pd : Hkcs(Y ;R) −→ Hn−k(Y ;R) (61)
between compactly-supported cohomology, and homology.
If Y is also compact then it has a fundamental class [Y ] ∈ Hn(Y ;R),
and we can write the Poincare´ duality map Pd of (61) in terms of the
cap product by Pd(α) = [Y ] ∩ α for α ∈ Hkcs(Y ;R). If Y is noncompact
and not too badly behaved, a similar interpretation is possible, but the
fundamental class [Y ] exists not in Hn(Y ;R) but in the ‘non-compactly-
supported homology group’ Hncn (Y ;R) which is Hn(Y¯ , {∞};R) in relative
homology, where Y¯ = Y ∪ {∞} is the one-point compactification of Y .
Poincare´ duality for manifolds Y with boundary and (g-)corners will be
discussed in §4.5.
• If Y is an oriented n-manifold without boundary then Poincare´ duality
and the cup product on H∗cs(Y ;R) induce an associative, supercommu-
tative intersection product • : Hk(Y ;R) ×Hl(Y ;R) → Hk+l−n(Y ;R) on
homologyH∗(Y ;R). This can be described geometrically at the chain level
in singular homology, as in Bredon [10, VI.11] and Lefschetz [46, §IV].
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• Fulton and MacPherson [27] define the formalism of bivariant theories,
which simultaneously generalize homology and cohomology. In §4.8 we
will explain this, and show how (effective) Kuranishi (co)homology can be
extended to a bivariant theory, at the level of (co)chains.
• Here is an important point: by the homology or cohomology of an orbifold
Y , we will always mean the (co)homology of the underlying topological
space. However, there are other ways to define (co)homology of an orbifold,
which also use the orbifold structure of Y , and even additional data.
Behrend [7] defines versions of de Rham cohomology H∗
dR
(Y ;R), singu-
lar homology HBe∗ (Y ;R) and singular cohomology H
∗
Be
(Y ;R) of an orb-
ifold, regarded as a stack. In Behrend’s notation, the underlying topo-
logical space Y¯ of an orbifold Y is called the coarse moduli space of Y .
Behrend shows [7, Prop. 36] thatHBe∗ (Y ;R)
∼= Hsi∗ (Y¯ ;R) andH
∗
Be(Y ;R)
∼=
H∗(Y¯ ;R) when R is a Q-algebra, but for general R such as R = Z the
(co)homology of Y and Y¯ may differ.
Also, if Y is an orbifold with an almost complex structure, Chen and
Ruan [13] define the orbifold cohomology H∗CR(Y ;R), which appears to
be natural in Gromov–Witten theory and String Theory of orbifolds. In
general H∗CR(Y ;R) is different from both H
∗(Y¯ ;R) and H∗Be(Y ;R).
We shall be interested in how Poincare´ duality for manifolds extends to
orbifolds Y . Satake [66, Th. 3] showed that Poincare´ duality isomorphisms (61)
exist when Y is an oriented orbifold and R is a Q-algebra. However, Poincare´
duality need not hold for orbifolds for general R. (Here, as in the last remark
above, we are discussing Poincare´ duality for the (co)homology of the underlying
topological space.) Poincare´ duality can fail at two levels.
Let Y be an oriented n-orbifold, and suppose for simplicity that Y is com-
pact. Firstly, if Y is a non-effective orbifold, then one can in general define the
fundamental class [Y ] ∈ Hn(Y ;R) only if R is a Q-algebra. This is because
generic points in Y have non-trivial stabilizer group Γ, so working say in singu-
lar homology, when we triangulate Y by simplices to define a cycle representing
[Y ] we must weight each simplex by ±|Γ|−1, so we need |Γ|−1 ∈ R, and Q ⊆ R.
Since Pd in (61) is defined using [Y ], for non-effective Y and general R the
Poincare´ duality map Pd is undefined.
Secondly, if Y is an effective orbifold, we can define [Y ] and Pd in (61), but
Pd may not be an isomorphism. Here is an example of a compact, oriented,
effective orbifold for which Pd is not an isomorphism over Z.
Example 4.2. Let Y = (CP1×CP1)/Z2, where the Z2-action is generated by σ :
CP1×CP1 → CP1×CP1 mapping σ :
(
[x0, x1], [y0, y1]
)
7→
(
[x0,−x1], [y0,−y1]
)
.
It is a compact 4-orbifold, with an orientation induced by the complex structure,
that has four orbifold points {[1, 0], [0, 1]}×{[1, 0], [0, 1]}modelled on R4/{±1}.
Let α, β in H2(Y ;Z) ⊂ H2(Y ;Q) be the homology classes of the suborbifolds(
CP1 × {[1, 0]}
)
/Z2 and
(
{[1, 0]} ×CP1
)
/Z2. Since Poincare´ duality holds over
Q, there is an intersection product • : H2(Y ;Q) ×H2(Y ;Q) → H0(Y ;Q) ∼= Q.
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As
(
CP1 × {[1, 0]}
)
/Z2,
(
{[1, 0]} × CP1
)
/Z2 intersect transversely in one point(
[1, 0], [1, 0]
)
, which has stabilizer group Z2, it follows that α • β =
1
2 ∈ Q.
If Poincare´ duality (61) were an isomorphism for R = Z then there would
exist an intersection product • : H2(Y ;Z)×H2(Y ;Z)→ H0(Y ;Z) ∼= Z agreeing
with that on H∗(Y ;Q) under the morphism H∗(Y ;Z) → H∗(Y ;Q) induced by
Z →֒ Q. However, this contradicts α, β ∈ H2(Y ;Z) but α • β = 12 /∈ H0(Y ;Z) ⊂
H0(Y ;Q). This means that α, β do not lie in the image of Pd (though 2α, 2β
do). Thus Pd in (61) is not surjective, and so not an isomorphism.
4.2 (Effective) Kuranishi homology
We now define the (effective) Kuranishi homology groups of an orbifold.
Definition 4.3. Let Y be an orbifold. Consider triples (X,f ,G), where X is
a compact oriented Kuranishi space, f : X → Y is strongly smooth, and G
is gauge-fixing data for (X,f). Write [X,f ,G] for the isomorphism class of
(X,f ,G) under isomorphisms (a, b) : (X,f ,G) → (X˜, f˜ , G˜) as in Definition
3.8, where in addition we require a to identify the orientations of X, X˜.
Let R be a Q-algebra, for instance Q,R or C. For each k ∈ Z, define
KCk(Y ;R) to be the R-module of finite R-linear combinations of isomorphism
classes [X,f ,G] for which vdimX = k, with the relations:
(i) Let [X,f ,G] be an isomorphism class, and write −X for X with the
opposite orientation. Then in KCk(Y ;R) we have
[X,f ,G] + [−X,f ,G] = 0. (62)
(ii) Let [X,f ,G] be an isomorphism class, and suppose there exists an iso-
morphism (a, b) : (X,f ,G) → (X,f ,G) in the sense of Definition 3.8,
such that a reverses the orientation of X . Then
[X,f ,G] = 0 in KCk(Y ;R). (63)
(iii) Let [X,f ,G] be an isomorphism class, and let X = X1 ∐ X2 ∐ · · · ∐Xn
be a splitting of (X,f ,G), in the sense of Definition 3.8. Then
[X,f ,G] =
∑n
a=1[Xa,f |Xa ,G|Xa ] in KCk(Y ;R). (64)
(iv) Let [X,f ,G] be an isomorphism class, Γ a finite group, and ρ an action
of Γ on (X,f ,G) by orientation-preserving automorphisms. That is, ρ :
Γ → Aut(X,f ,G) is a group morphism, and if ρ(γ) = (a, b) for γ ∈ Γ
then (a, b) : (X,f ,G) → (X,f ,G) is an isomorphism with a : X → X
orientation-preserving. Note that we do not require ρ to be injective, so
we cannot regard Γ as a subgroup of Aut(X,f ,G). Then Γ acts on X ,
and X˜ = X/Γ is a compact oriented Kuranishi space, with a projection
pi : X → X˜. As in Property 3.1(c), Definition 3.21 gives strongly smooth
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pi∗(f ) = f˜ : X˜ → Y and gauge-fixing data pi∗(G) = G˜ for (X˜, f˜). Thus
[X/Γ,pi∗(f ),pi∗(G)] is an isomorphism class. We impose the relation[
X/Γ,pi∗(f),pi∗(G)
]
=
1
|Γ|
[
X,f ,G
]
in KCk(Y ;R). (65)
Elements of KCk(Y ;R) will be called Kuranishi chains. We require R to be a
Q-algebra so that the factor 1|Γ| in (65) makes sense.
Define the boundary operator ∂ : KCk(Y ;R)→ KCk−1(Y ;R) by
∂ :
∑
a∈A ρa[Xa,fa,Ga] 7−→
∑
a∈A ρa[∂Xa,fa|∂Xa ,Ga|∂Xa ], (66)
where A is a finite indexing set and ρa ∈ R for a ∈ A. This is a morphism
of R-modules. Clearly, ∂ takes each relation (62)–(65) in KCk(Y ;R) to the
corresponding relation in KCk−1(Y ;R), and so ∂ is well-defined.
Recall from Definition 2.27 that if X is an oriented Kuranishi space then
there is a natural orientation-reversing strong diffeomorphism σ : ∂2X → ∂2X ,
with σ2 = id∂2X . If [X,f ,G] is an isomorphism class then this σ extends to an
isomorphism (σ, τ ) of (∂2X,f |∂2X ,G|∂2X), where J is the indexing set of I|∂2X ,
and for each j ∈ J , (τ j , τˆ j) is the automorphism of (∂2V j+2, . . . , ψj+2|∂2V j+2)
induced by the orientation-reversing involution σ : ∂2V j+2 → ∂2V j+2 described
in Definitions 2.7 and 2.9. So part (ii) in KCk−2(Y ;R) yields
[∂2X,f |∂2X ,G|∂2X ] = 0 in KCk−2(Y ;R).
Clearly this implies that ∂ ◦ ∂ = 0 as a map KCk(Y ;R)→ KCk−2(Y ;R).
Define the Kuranishi homology group KHk(Y ;R) of Y for k ∈ Z to be
KHk(Y ;R) =
Ker
(
∂ : KCk(Y ;R)→ KCk−1(Y ;R)
)
Im
(
∂ : KCk+1(Y ;R)→ KCk(Y ;R)
) .
This is a well-defined R-module, as ∂ ◦ ∂ = 0.
Note that if 2 is invertible in R, as it is when R is a Q-algebra, then Definition
4.3(ii) follows from Definition 4.3(i), since (a, b) in (ii) implies the isomorphism
classes [X,f ,G] and [−X,f ,G] are equal, so (62) gives 2[X,f ,G] = 0, and
multiplying by 12 gives (63). But we state it as a separate axiom as we shall
re-use it in our next definition, in which 2 need not be invertible in R.
Definition 4.4. Let Y be an orbifold. Consider triples (X,f ,G), where X is a
compact, oriented, effective Kuranishi space, f : X → Y is strongly smooth, and
G is effective gauge-fixing data for (X,f). Write [X,f ,G] for the isomorphism
class of (X,f ,G) under isomorphisms (a, b) : (X,f ,G) → (X˜, f˜ , G˜), where a
identifies the orientations of X, X˜.
Let R be a commutative ring, for instance R = Z,Zp,Q,R or C. For each
k ∈ Z, define KCefk (Y ;R) to be the R-module of finite R-linear combinations
of isomorphism classes [X,f ,G] as above for which vdimX = k, with the
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analogues of relations Definition 4.3(i)–(iii), but not Definition 4.3(iv). Elements
of KCefk (Y ;R) will be called effective Kuranishi chains.
Define the boundary operator ∂ : KCefk (Y ;R)→ KC
ef
k−1(Y ;R) by
∂ :
∑
a∈A ρa[Xa,fa,Ga] 7−→
∑
a∈A ρa[∂Xa,fa|∂Xa ,Ga|∂Xa ],
as in (66). Then ∂ ◦ ∂ = 0. Define the effective Kuranishi homology group
KHefk (Y ;R) of Y for k ∈ Z to be
KHefk (Y ;R) =
Ker
(
∂ : KCefk (Y ;R)→ KC
ef
k−1(Y ;R)
)
Im
(
∂ : KCefk+1(Y ;R)→ KC
ef
k (Y ;R)
) .
Remark 4.5. (a) We define KCk,KHk,KC
ef
k ,KH
ef
k (Y ;R) for all k ∈ Z,
not just for k > 0. This is because nontrivial Kuranishi spaces X can have
vdimX = k for any k ∈ Z. Theorem 4.8 and Corollary 4.10 will show that
KHk(Y ;R) = KH
ef
k (Y ;R) = 0 when k < 0, so we may as well restrict to k > 0
when considering homology. However, at the chain level we need to allow k < 0,
as KCk,KC
ef
k (Y ;R) can be nonzero for any k ∈ Z. To defineKH0,KH
ef
0 (Y ;R)
we use ∂ : KC0(Y ;R) → KC−1(Y ;R) and ∂ : KCef0 (Y ;R) → KC
ef
−1(Y ;R), so
we need to consider −1-chains. Also, the inductive proofs in Appendices B and
C can implicitly involve Kuranishi chains of arbitrarily negative degree.
(b) The relation Definition 4.3(iv) in KC∗(Y ;R) is not necessary to get a well-
behaved homology theory, and we omit it in the definition of KCef∗ (Y ;R). We
include it because it will be useful in some of our applications, in particular,
the open Gromov–Witten invariants to be discussed in §6.7 and [39], for which
we need it to prove equation (170) of Corollary 6.30. The author believes that
Theorem 4.9 below would still hold if we defined KC∗(Y ;R) omitting Definition
4.3(iv), and in Remark C.1(a) we sketch how to modify the proof in this case.
Note that if we omit Definition 4.3(iv) then the definitions of KC∗(Y ;R)
and KH∗(Y ;R) make sense for R an arbitrary commutative ring, rather than
a Q-algebra, since we no longer need R to contain the factors |Γ|−1 in (65).
However, as discussed in Remark C.1(b), we would still need R a Q-algebra to
prove Theorem 4.9. In fact the author has an outline proof that if we defined
KC∗(Y ;R),KH∗(Y ;R) omitting Definition 4.3(iv) for R a general commutative
ring, then KH∗(Y ;R) ∼= Hsi∗ (Y ;R⊗Z Q).
(c) One could probably weaken the condition that X is effective in effective
Kuranishi chains [X,f ,G], and still get a homology theory with KHef∗ (Y ;R)
∼=
Hsi∗ (Y ;R) for all commutative rings R, including R = Z. In §5.6 we will define
the orbifold strataXΓ,ρ of a Kuranishi spaceX , and in Remark 5.20 we will show
that if X is an oriented, effective Kuranishi space then vdimXΓ,ρ 6 vdimX−2
for all nonempty orbifold strata XΓ,ρ with Γ 6= {1}.
For a compact, oriented Kuranishi space X without boundary, the condition
that vdimXΓ,ρ 6 vdimX− 2 for all XΓ,ρ 6= ∅ with Γ 6= {1} is enough to ensure
that the virtual class of X can be defined in homology over Z, not just over
Q. This holds because if we take a generic (single-valued) perturbation X˜ of
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such a Kuranishi space X , although X˜ may not be a manifold or orbifold, the
singularities of X˜ due to the orbifold strata XΓ,ρ occur in codimension at least
2, so X˜ is a pseudo-manifold, and thus has an integral fundamental class. This
is the important fact underlying the definition of Gromov–Witten invariants in
integral homology for semi-positive symplectic manifolds, as discussed briefly in
§6.3, and proved in McDuff and Salamon [56, §7].
It seems likely that one could define some modification of KHef∗ (Y ;R) iso-
morphic to Hsi∗ (Y ;R) for all commutative rings R, with chains [X,f ,G] in
which we require vdimXΓ,ρ 6 vdimX − 2 for all XΓ,ρ 6= ∅ with Γ 6= {1},
instead of requiring X to be effective. This modification might then have inter-
esting applications, for instance in defining Lagrangian Floer cohomology over
Z for semi-positive symplectic manifolds. But we will not attempt this here.
4.3 Morphisms between singular and Kuranishi homology
There is a natural projection ΠKhef from effective Kuranishi chains and homol-
ogy to Kuranishi chains and homology. Also, (effective) Kuranishi chains and
homology have functorial pushforwards h∗ by smooth maps h : Y → Z.
Definition 4.6. Let Y be an orbifold, and R a commutative ring. Define
ΠKhef : KC
ef
k (Y ;R) −→ KCk(Y ;R⊗Z Q) by
ΠKhef :
∑
a∈A ρa
[
Xa,fa,Ga
]
7−→
∑
a∈A π(ρa)
[
Xa,fa,Π(Ga)
]
,
(67)
for k ∈ Z, where π : R → R ⊗Z Q is the natural ring morphism, and Π(Ga) is
as in Definition 3.36. If R is a Q-algebra then R⊗ZQ = R and π is the identity.
The ΠKhef map relations in KC
ef
k (Y ;R) to relations in KCk(Y ;R⊗Z Q), and so
are well-defined. They satisfy ΠKhef ◦ ∂ = ∂ ◦Π
Kh
ef , so they induce morphisms
ΠKhef : KH
ef
k (Y ;R) −→ KHk(Y ;R⊗Z Q). (68)
Let Y, Z be orbifolds, and h : Y → Z a smooth map. Using the notation of
Definitions 3.26 and 3.41, define the pushforwards
h∗ : KCk(Y ;R) −→ KCk(Z;R), h∗ : KC
ef
k (Y ;R) −→ KC
ef
k (Z;R)
by h∗ :
∑
a∈A ρa
[
Xa,fa,Ga
]
7−→
∑
a∈A ρa
[
Xa, h ◦ fa, h∗(Ga)
]
and h∗ :
∑
a∈A ρa
[
Xa,fa,Ga
]
7−→
∑
a∈A ρa
[
Xa, h ◦ fa, h∗(Ga)
]
.
(69)
These take relations (i)–(iv) or (i)–(iii) in KCk,KC
ef
k (Y ;R) to relations (i)–(iv)
or (i)–(iii) in KCk,KC
ef
k (Z;R), and so are well-defined. They satisfy h∗ ◦ ∂ =
∂ ◦ h∗, so they induce morphisms of homology groups
h∗ : KHk(Y ;R) −→ KHk(Z;R) and h∗ : KH
ef
k (Y ;R) −→ KH
ef
k (Z;R).
Pushforward is functorial, that is, (g ◦ h)∗ = g∗ ◦ h∗, on chains and homology.
85
Definition 4.7. Let Y be an orbifold, ∆k be the k-simplex of (59), and σ :
∆k → Y be a smooth map. Then ∆k is a compact oriented manifold with
corners, so we may regard it as an oriented Kuranishi space, and σ as a strongly
smooth map.
Define an excellent coordinate system (I∆k ,η∆k) for (∆k, σ) to have in-
dexing set I∆k = {k}, Kuranishi neighbourhood (V
k
∆k
, Ek∆k , s
k
∆k
, ψk∆k) = (∆k,
∆k, 0, id∆k), and map σ
k : V k∆k → Y representing σ given by σ
k = σ. Here
Ek∆k → V
k
∆k
is the zero vector bundle, so that as manifolds Ek∆k = V
k
∆k
= ∆k.
Set η∆k = (ηk,∆k , η
k
k,∆k
), where ηk,∆k ≡ 1 on ∆k and η
k
k,∆k
≡ 1 on V k∆k . Define
Gk∆k : E
k
∆k
→ P and Gk∆k : E
k
∆k
→ P by
Gk∆k
(
(x0, . . . , xk)
)
= Sl+1 · (y0, y0 + y1, . . . , y0 + y1 + · · ·+ yl),
Gk∆k
(
(x0, . . . , xk)
)
= (y0, y0 + y1, . . . , y0 + y1 + · · ·+ yl),
(70)
where y0, y1, . . . , yl are those x0, x1, . . . , xk which are nonzero, in the same order,
so that (x0, . . . , xk) is (y0, y1, . . . , yl) with k − l zeros inserted in the list. Then
Gk∆k ◦ F
k
j ≡ G
k−1
∆k−1
, Gk∆k ◦ F
k
j ≡ G
k−1
∆k−1
for j = 0, . . . , k, (71)
with F kj as in §4.1. Also, for (x0, . . . , xk) ∈ ∆
◦
k we have xj > 0 for all j, so that
(y0, . . . , yl) = (x0, . . . , xk), andG
k
∆k
: (x0, . . . , xk) 7→ Sk+1·(x0, . . . , x0+· · ·+xk),
and Gk∆k : (x0, . . . , xk) 7→ (x0, . . . , x0 + · · · + xk). Since x0, x0 + x1, . . . , x0 +
· · ·+ xk are arranged in strictly increasing order, Sk+1 · (x0, . . . , x0 + · · ·+ xk)
determines x0, x0 + x1, . . . , x0 + · · ·+ xk and hence x0, . . . , xk. Thus Gk∆k |∆◦k is
injective. Similarly, Gk∆k |∆◦k maps ∆
◦
k → R
k+1 ⊂ P , and is injective. It is now
easy to check that Definitions 3.8 and 3.36 hold, so that G∆k is gauge-fixing
data, and G∆k is effective gauge-fixing data, for (∆k, σ).
Taking R to be a Q-algebra in (72), define maps
ΠKhsi : C
si
k (Y ;R)→ KCk(Y ;R), Π
Kh
si :
∑
a∈A
ρaσa 7→
∑
a∈A
ρa
[
∆k, σa,G∆k
]
, (72)
Πefsi : C
si
k (Y ;R)→ KC
ef
k (Y ;R), Π
ef
si :
∑
a∈A
ρaσa 7→
∑
a∈A
ρa
[
∆k, σa,G∆k
]
. (73)
As ∂∆k=
∐k
j=1(−1)
jF kj (∆k−1) in oriented (k − 1)-manifolds, (71) gives
∂
[
∆k, σa,G∆k
]
=
∑k
j=0(−1)
j
[
∆k−1, (σa ◦ F kj ),G∆k−1
]
(74)
in KCk−1(Y ;R). Comparing (60), (66) and (74) shows that ∂ ◦ΠKhsi = Π
Kh
si ◦ ∂.
Similarly ∂ ◦Πefsi = Π
ef
si ◦ ∂. Therefore (72)–(73) induce projections
ΠKhsi : H
si
k (Y ;R) −→ KHk(Y ;R), (75)
Πefsi : H
si
k (Y ;R) −→ KH
ef
k (Y ;R), (76)
requiring R to be a Q-algebra in (75). The morphisms (67), (72), (73) on chains,
and (68), (75), (76) on homology, satisfy
ΠKhef ◦Π
ef
si = Π
Kh
si . (77)
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Our next two theorems, the most important of the book, will be proved in
Appendices B and C respectively, after preparatory work in Appendix A.
Theorem 4.8. Let Y be an orbifold and R a commutative ring. Then the
morphism Πefsi : H
si
k (Y ;R)→ KH
ef
k (Y ;R) in (76) is an isomorphism for k > 0,
with KHefk (Y ;R) = 0 when k < 0.
Theorem 4.9. Let Y be an orbifold and R a Q-algebra. Then the morphism
ΠKhef : KH
ef
k (Y ;R)→ KHk(Y ;R) in (68) is an isomorphism for k ∈ Z.
These and equation (77) imply:
Corollary 4.10. Let Y be an orbifold and R a Q-algebra. Then the morphism
ΠKhsi : H
si
k (Y ;R) → KHk(Y ;R) in (75) is an isomorphism for k > 0, with
KHk(Y ;R) = 0 when k < 0.
Remark 4.11. (a) Theorems 4.8 and 4.9 are our substitute for results of Fukaya
and Ono on multisections and virtual cycles [25, §3, §6], [24, §A1]. If X is a
compact Kuranishi space, Y an orbifold, and f : X → Y is strongly smooth,
then by choosing an abstract, multivalued perturbation of X called a multisec-
tion which locally turns X into a (non-Hausdorff) smooth manifold Xper, with
weights in Q, and then triangulatingXper by simplices, Fukaya and Ono produce
a singular chain C(X,f) ∈ CsivdimX(Y ;Q) called the virtual chain, depending on
many choices. If ∂X = ∅ then ∂C(X,f) = 0, and
[
C(X,f )
]
∈ HsivdimX(Y ;Q)
is independent of choices.
The relation of this to Theorems 4.8 and 4.9 and Corollary 4.10 is that if
∂X = ∅ then choosing any gauge-fixing data G for (X,f ), we have a class[
[X,f ,G]
]
∈ KHvdimX(Y ;Q), and ΠKhsi :
[
C(X,f)
]
7→
[
[X,f ,G]
]
. That is,
in proving ΠKhsi is invertible we construct an inverse (Π
Kh
si )
−1 : KH∗(Y ;Q) →
Hsi∗ (Y ;Q). Very roughly speaking, at the chain level (Π
Kh
si )
−1 takes [X,f ,G]
to C(X,f ), Fukaya and Ono’s virtual chain for (X,f).
In proving Theorems 4.8 and 4.9 in Appendices B and C, we encounter
most of the problems Fukaya and Ono were tackling with their virtual cycle
technology, and we freely borrow their ideas for our proof, in particular, good
coordinate systems, and inductive choices of small perturbations. But we do not
use multisections: instead we use Definition 4.3(iv) to represent each Kuranishi
homology class by a sum of chains [X,f ,G] in which X has trivial stabilizer
groups, so that we can lift to effective Kuranishi homology, and then we can
perturb each X to a manifold using single-valued perturbations.
(b) The proofs of Theorems 4.8 and 4.9 use almost no properties of the target
space Y . In the proofs, given some [X,f ,G] or [X,f ,G], we have a cover of
X by Kuranishi neighbourhoods (V i, Ei, si, ψi) with maps f i : V i → Y and
Gi : Ei → P or Gi : Ei → P . All we require of these maps f i is that they
satisfy f j |V ij ≡ f
i ◦ φij when j 6 i in I. The proofs involve cutting V i into
pieces, changing Gi, Gi, and deforming si, which changes X as X ∼= (si)−1(0),
but we never change the maps f i.
Because of this, Theorems 4.8 and 4.9 and their proofs would still hold, es-
sentially unchanged, if we took Y to be an arbitrary topological space, rather
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than an orbifold, and maps f : X → Y in chains [X,f ,G] or [X,f ,G] to
be strongly continuous, rather than strongly smooth. We will need Y an orb-
ifold and f strongly smooth or a strong submersion in §4.7 to define products
∪,∩, • on Kuranishi (co)homology, but to establish isomorphism with singular
homology, this is unnecessary.
In the same way, Theorems 4.8 and 4.9 and their proofs will still hold,
essentially unchanged, if we take Y to be an infinite-dimensional manifold or
orbifold, such as a loop space LM of smooth maps λ : S1 → M for M a finite-
dimensional manifold, and f : X → Y to be strongly smooth in the appropriate
sense. (That is, we prove that KH∗,KH
ef
∗ (Y ;R) are isomorphic to singular
homology Hsi∗ (Y ;R) defined using smooth singular simplices in Y .) This will be
important in [40], when we apply Kuranishi (co)homology to the String Topology
programme of Chas and Sullivan [11].
We will define a homology theory which computes Hsi∗ (LM,M ;Q), the sin-
gular homology of LM relative to constant loops M ⊂ LM , and on which Chas
and Sullivan’s String Topology operations are defined at the chain level, without
any transversality assumptions, and satisfy the desired identities exactly at the
chain level, not just up to homotopy. We will use this to prove results sketched
by Fukaya [23, §6], which use moduli spaces of J-holomorphic discs in a sym-
plectic manifold (M,ω) with boundary in a Lagrangian L to define chains in
our homology theory of the loop space of L satisfying identities involving String
Topology operations.
4.4 Kuranishi cohomology and Poincare´ duality for ∂Y = ∅
Here is our dual notion of Kuranishi cohomology of an orbifold Y . The differ-
ences with Kuranishi homology are that we replace strongly smooth maps by
strong submersions, and orientations by coorientations, and gauge-fixing data by
co-gauge-fixing data, and we grade [X,f ,C] by codimension dimY − vdimX
rather than by dimension vdimX . In this section we restrict to Y without
boundary. The extension to ∂Y 6= ∅ will be explained in §4.5.
Definition 4.12. Let Y be an orbifold without boundary. Consider triples
(X,f ,C), where X is a compact Kuranishi space, f : X → Y is a strong
submersion with (X,f ) cooriented, and C is co-gauge-fixing data for (X,f ).
Write [X,f ,C] for the isomorphism class of (X,f ,C) under isomorphisms
(a, b) : (X,f ,C) → (X˜, f˜ , C˜) as in Definition 3.9, where a must identify the
coorientations of (X,f), (X˜, f˜).
Let R be a Q-algebra. For k ∈ Z, defineKCk(Y ;R) to be the R-module of fi-
nite R-linear combinations of isomorphism classes [X,f ,C] for which vdimX =
dimY −k, with the analogues of relations Definition 4.3(i)–(iv), replacing gauge-
fixing data G by co-gauge-fixing data C. Elements of KCk(Y ;R) are called
Kuranishi cochains. Define d : KCk(Y ;R)→ KCk+1(Y ;R) by
d :
∑
a∈A ρa[Xa,fa,Ca] 7−→
∑
a∈A ρa[∂Xa,fa|∂Xa ,Ca|∂Xa ]. (78)
As in Definition 4.3 we have d ◦ d = 0. Define the Kuranishi cohomology groups
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KHk(Y ;R) of Y for k ∈ Z to be
KHk(Y ;R) =
Ker
(
d : KCk(Y ;R)→ KCk+1(Y ;R)
)
Im
(
d : KCk−1(Y ;R)→ KCk(Y ;R)
) .
Let Y, Z be orbifolds without boundary, and h : Y → Z be a smooth,
proper map. Using the notation of Definition 3.27, define the pullback h∗ :
KCk(Z;R)→ KCk(Y ;R) by
h∗ :
∑
a∈A ρa
[
Xa,fa,Ca
]
7−→
∑
a∈A ρa[Y ×h,Z,fa Xa,piY , h
∗(Ca)]. (79)
Here the coorientation for (Xa,fa) pulls back to a coorientation for (Y ×h,Z,fa
Xa,piY ), as follows. Let p ∈ Xa and (Vp, Ep, sp, ψp) be a sufficiently small
Kuranishi neighbourhood in the germ at p, with submersion fp : Vp → Z rep-
resenting f . Then the coorientation for (X,f ) gives orientations on the fibres
of the orbibundle
(
Ker dfp ⊕ Ep
)
→ Vp. As in (16), we lift (Vp, . . . , ψp) to a
Kuranishi neighbourhood(
V Yp , E
Y
p , s
Y
p , ψ
Y
p
)
=
(
Y ×h,Z,fp Vp, π
∗
Vp(Ep), sp ◦ πVp , πY × (ψp ◦ πVp)× χ
)
on Y ×ZXa. Then the orbibundle
(
Ker dπY ⊕EYp
)
→ V Yp is naturally isomorphic
to π∗Y
(
(Ker dfp⊕Ep)→ Vp
)
, so the orientations on the fibres of
(
Kerdfp⊕Ep
)
→
Vp lift to orientations on the fibres of
(
Ker dπY ⊕ EYp
)
→ V Yp , which define a
coorientation for (Y ×Z Xa,piY ).
These h∗ : KCk(Z;R)→ KCk(Y ;R) satisfy h∗ ◦ d = d ◦ h∗, so they induce
morphisms of cohomology groups h∗ : KHk(Z;R) → KHk(Y ;R). Pullbacks
are functorial, that is, (g ◦ h)∗ = h∗ ◦ g∗, on both cochains and cohomology.
Remark 4.13. In Kuranishi cochains [X,f ,C] we assume X is compact, so
that f(X) ⊆ Y is also compact. Thus, our cochains are compactly-supported,
and KH∗(Y ;R) is a form of compactly-supported cohomology.
One could also try to define versions of Kuranishi cohomology analogous to
ordinary cohomology. The chains should be [X,f ,C] for X a not necessarily
compact Kuranishi space, and f : X → Y a proper strong submersion. The no-
tion of co-gauge-fixing data C for (X,f) when X is noncompact would certainly
need revision. Working with noncompact X raises important issues to do with
finiteness — finiteness of indexing sets for good coordinate systems, finiteness
of Aut(X,f ,G) in Theorem 3.20 (this relies on Proposition 3.19, which uses
the compactness of X), and so on. As we do not need noncompact Kuranishi
spaces in any of our applications [4, 39–41], we will not develop this.
We shall prove Poincare´ duality for Kuranishi (co)homology. We do not
assume Y is compact.
Definition 4.14. Let Y be an orbifold which is oriented, without boundary, and
of dimension n, and R a Q-algebra. Then for f : X → Y a strong submersion,
as in Definition 2.32 there is a 1-1 correspondence between coorientations for
(X,f) and orientations for X . Choose an injective map GY : Y → Pm ⊂ P ,
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which is possible for m≫ 0. If C = (I ,η, Ci : i ∈ I) is co-gauge-fixing data for
(X,f) with I =
(
I, (V i, . . . , ψi), f i : i ∈ I, . . .
)
, define GC = (I,η, G
i : i ∈ I),
where Gi : Ei → P is given by Gi = µ ◦
(
(GY ◦ f
i ◦ πi) × Ci
)
, for µ in (33).
Definition 3.8 for C says that Ci maps Ei → Pn ⊂ P for some n ≫ 0, and
Ci × (f i ◦ πi) : Ei → P × Y is globally finite. Together with GY : Y → Pm
injective and µ : Pm × Pn → Pm+n globally finite this implies that Gi maps
Ei → Pm+n and is globally finite, so that GC is gauge-fixing data for (X,f ).
Define R-module morphisms ΠKhKch : KC
k(Y ;R) → KCn−k(Y ;R) for k ∈
Z by ΠKhKch : [X,f ,C] 7→ [X,f ,GC ], using the coorientation for (X,f ) from
[X,f ,C] ∈ KCk(Y ;R) to determine the orientation on X for [X,f ,GC ] ∈
KCn−k(Y ;R). Then Π
Kh
Kch takes Definitions 4.3(i)–(iv) to the same relations,
so they are well-defined, and ∂ ◦ΠKhKch = Π
Kh
Kch ◦ d, so they induce morphisms of
(co)homology groups
ΠKhKch : KH
k(Y ;R) −→ KHn−k(Y ;R). (80)
We will now construct an inverse ΠKchKh for (80). On the (co)chain level, we
cannot just define ΠKchKh : [X,f ,G] 7→ [X,f ,CG], turning gauge-fixing data G
into co-gauge-fixing data CG, since f may not be a strong submersion. Instead,
we modify the Kuranishi structure of X to make f a strong submersion.
Write π : TY → Y for the tangent orbibundle of Y , and z : Y → TY
for the zero section. Choose an orbifold Riemannian metric g on Y . Then we
can define the exponential map exp : V → Y , a smooth submersion from an
open neighbourhood V of z(Y ) in TY , such that for v ∈ V with π(v) = y we
have exp(v) = γ(1), where γ : [0, 1] → Y is the unique geodesic interval with
γ(0) = y, γ˙(0) = v and ∇γ˙(t)γ˙(t) = 0 for t ∈ [0, 1]. Choose V such that exp
extends to the closure V¯ of V in TY , and π : V¯ → Y is a proper map. This is
possible provided V is small enough.
Define a new Kuranishi structure κY on Y by the single Kuranishi neigh-
bourhood (V,E, s, ψ) = (V, π∗(TY ), idTY , z
−1). Here s = idTY is just the
identity map on TY , restricted to V and regarded as a section of the bundle
E = π∗(TY ) → V . Thus s−1(0) is z(Y ), so ψ = z−1 : z(Y ) → Y makes sense.
This induces κY by taking the germ of κY at each p ∈ Y to be the equiva-
lence class of (V,E, s, ψ), regarded as a Kuranishi neighbourhood at p, and the
coordinate changes between such neighbourhoods to be the identity.
Define strong submersions pi : (Y, κY ) → Y and exp : (Y, κY ) → Y by
π : V → Y and exp : V → Y on the Kuranishi neighbourhood (V,E, s, ψ). The
continuous maps induced by pi and exp are both the identity map id : Y → Y ,
but nonetheless pi and exp are different as strongly smooth maps, provided that
dimY > 0. Also, z : Y → V induces an embedding z : Y → (Y, κY ) inducing
the identity id : Y → Y . Choose an injective map CY : E → Pm′ ⊂ P for some
m′, which is possible for m′ ≫ 0.
Suppose X is a compact oriented Kuranishi space, f : X → Y is strongly
smooth, and G is gauge-fixing data for (X,f). We will define modifications
XY ,fY ,CYG ofX,f ,G such that X
Y is a compact Kuranishi space, fY : XY →
Y is a strong submersion with (XY ,fY ) cooriented, and CYG is co-gauge-fixing
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data for (XY ,fY ). Define XY to be the fibre product (Y, κY ) ×pi,Y,f X . The
underlying topological space ofXY isX , soXY is reallyX with a new Kuranishi
structure. Define a strong submersion fY : XY → Y by fY = exp ◦ pi(Y,κY ).
There is a natural coorientation on
(
(Y, κY ),pi
)
, and combining this with the
orientation on X gives an orientation on XY , as in Convention 2.33(c). As
Y,XY are oriented and fY : XY → Y is a strong submersion, as in Definition
2.32 we obtain a coorientation for (XY ,fY ).
Write G = (I,η, Gi : i ∈ I) with I =
(
I, (V i, . . . , ψi), f i : i ∈ I, . . .
)
.
Define IY = {i + n : i ∈ I}. Following (16), for each i ∈ I define a Kuranishi
neighbourhood on XY to be
(V i+n,Y , Ei+n,Y , si+n,Y , ψi+n,Y ) =
(
V ×π,Y,fi V
i, π∗V (E)⊕ π
∗
V i(E
i),
(s ◦ πV )⊕ (s
i ◦ πV i), (ψ ◦ πV )× (ψ
i ◦ πV i)× χ
i
)
.
(81)
Define f i+n,Y : V i+n,Y → Y by f i+n,Y = exp ◦πV . Define ηYi+n : X
Y → [0, 1]
by ηYi+n ≡ ηi, identifying X
Y ∼= X . For i, j ∈ I, define η
j+n,Y
i+n : V
j+n,Y → [0, 1]
by ηj+n,Yi+n ≡ η
j
i ◦ πV j . When j 6 i in I, define V
(i+n)(j+n),Y ⊆ V j+n,Y to
be V ×π,Y,fj V
ij , and let (φ(i+n)(j+n),Y , φˆ(i+n)(j+n),Y ) : (V (i+n)(j+n),Y , . . . ,
ψj+n,Y |V (i+n)(j+n),Y ) → (V
i+n,Y , . . . , ψi+n,Y ) be induced by the identity on
(V,E, s, ψ), and (φij , φˆij).
As (I,η) is a really good coordinate system for (X,f ), it is easy to show((
IY , (V k,Y , . . . , ψk,Y ), fk,Y : k ∈ IY , . . .
)
, ηYk , η
l,Y
k : k, l ∈ I
Y
)
is a really good
coordinate system for (XY ,fY ). To verify Definition 3.4(vi), let T ⊆ Y be the
compact subset for (I,η) in Definition 3.4(vi). Then π−1(T ) ∩ V¯ is compact
as π : V¯ → Y is proper, so T Y = exp
(
π−1(T ) ∩ V¯
)
⊆ Y is well-defined as exp
extends to V¯ , and compact as π−1(T ) ∩ V¯ is compact. Since fk−n(V k−n) ⊆ T
we find that fk,Y (V k,Y ) ⊆ T Y for all k ∈ IY , proving Definition 3.4(vi).
Let (IˇY , ηˇY ) be the excellent coordinate system for (XY ,fY ) constructed
from this by Algorithm 3.16, with IˇY =
(
IˇY , (Vˇ k,Y , . . . , ψˇk,Y ) : k ∈ IˇY , . . .
)
.
For each k ∈ IˇY , define Cˇk,Y : Eˇk,Y → P by Cˇk,Y = µ ◦
(
(CY ◦ πE)× (Gk−n ◦
πEk−n)
)
. Since CY maps E → Pm′ ⊂ P , and Gk−n maps Ek−n → Pn′ ⊂ P
for some n′ > 0, and µ maps Pm′ × Pn′ → Pm′+n′ , it follows that Cˇk,Y maps
Eˇk,Y → Pm′+n′ , one of the conditions of Definition 3.9.
We will prove Cˇk,Y is globally finite. Observe that Cˇk,Y is the composition
Eˇk,Y


// E ×Y Ek−n
πE×πEk−n// E × Ek−n
CY ×G
k−n
// Pm′ × Pn′
µ
// Pm′+n′ . (82)
We shall show that each morphism in (82) is globally finite, in the sense of
Definition 3.8. The first map in (82) is an inclusion of open sets, and so globally
finite with N = 1. For the second, let T ⊆ Y be as above. The map Y → N
taking y 7→ | Stab(y)| is upper semicontinuous, so as T is compact there exists
L > 1 such that | Stab(y)| 6 L for all y ∈ T . As fk−n(V k−n) ⊆ T , in the
formula (12) for the orbifold fibre product E×π,Y,fk−n◦πk−nE
k−n the biquotient
term f∗(Stab(p))\ Stab(f(p))/f ′∗(Stab(p
′)) is at most L points, so πE × πEk−n
is globally finite with N = L.
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The third morphism CY ×Gk−n in (82) is globally finite as CY is injective and
Gk−n is globally finite. For the last, (33) implies that µ : Pm′×Pn′ → Pm′+n′ is
globally finite with N =
(
m′+n′
m′
)
. Thus the composition Cˇk,Y is globally finite,
and CYG = (Iˇ
Y , ηˇY , Cˇk,Y : k ∈ IˇY ) is co-gauge-fixing data for (XY ,fY ).
Define R-module morphisms ΠKchKh : KCn−k(Y ;R)→ KC
k(Y ;R) by ΠKchKh :
[X,f ,G] 7→ [XY ,fY ,CYG]. These are well-defined, and d ◦Π
Kch
Kh = Π
Kch
Kh ◦ ∂, so
they induce morphisms of (co)homology groups
ΠKchKh : KHn−k(Y ;R) −→ KH
k(Y ;R). (83)
Theorem 4.15. Let Y be an oriented n-orbifold without boundary. Then ΠKchKh
in (83) is the inverse of ΠKhKch in (80), so they are both isomorphisms. Also (80),
(83) are independent of choices in their constructions.
Proof. If dimY = 0 then taking GY ≡ (∅), CY ≡ (∅) we see that ΠKchKh is inverse
to ΠKhKch at the chain level, and the theorem is trivial. So suppose n = dimY > 0.
Define a Kuranishi structure κ′ on [0, 1]×Y as follows. On [0, 12 )×Y this comes
from the orbifold structure on [0, 1] × Y . On [ 12 , 1] × Y it comes from the
product Kuranishi structure on [0, 1]× (Y, κY ). Near {
1
2}×Y we glue these two
Kuranishi structures together using z : Y → (Y, κY ) in Definition 4.14. Define
strong submersions pi, exp :
(
[0, 1]× Y, κ′
)
→ Y to be induced by idY : Y → Y
on [0, 12 )×Y and by pi, exp : (Y, κY )→ Y on [
1
2 , 1]×Y . Using the orientation on
[0, 1] we can construct a natural coorientation for
(
([0, 1]×Y, κ′),pi
)
, independent
of the orientation on Y .
We shall define an excellent coordinate system (JY , ζY ) for
(
([0, 1]×Y, κ′,pi
)
.
The indexing set is JY = {n+ 1, 2n+ 1}, with Kuranishi neighbourhoods
(V n+1Y , . . . , ψ
n+1
Y ) =
(
[0, 12 )× Y, [0,
1
2 )× Y, 0, id[0, 12 )×Y
)
,
(V 2n+1Y , . . . , ψ
2n+1
Y )=
(
(13 , 1]×V, (
1
3 , 1]×E, s ◦ πE , id( 13 ,1]×ψ
)
.
(84)
Here En+1Y → V
n+1
Y is the zero vector bundle, so E
n+1
Y
∼= V n+1Y as mani-
folds. Define V
(2n+1)(n+1)
Y = (
1
3 ,
1
2 ) × Y ⊂ V
n+1
Y , with coordinate change
(φ
(2n+1)(n+1)
Y , φˆ
(2n+1)(n+1)
Y ) : (V
(2n+1)(n+1)
Y , . . . , ψ
n+1
Y |V (2n+1)(n+1)) → (V
2n+1
Y ,
. . . , ψ2n+1Y ) given by φ
(2n+1)(n+1)
Y = id( 13 ,
1
2 )
× z, where z : Y → V is the zero
section z : Y → TY , recalling that V is a neighbourhood of z(Y ) in TY , and
φˆ
(2n+1)(n+1)
Y = id( 13 ,
1
2 )
×(zE ◦ z), where zE : V → E is the zero section of E.
These Kuranishi neighbourhoods (84) are compatible with the Kuranishi
structure κ′ on [0, 1]×Y , since for each point p in Imψn+1Y or Imψ
2n+1
Y , there is
a sufficiently small (Vp, . . . , ψp) in the germ of κ
′ at p and a coordinate change
from (Vp, . . . , ψp) to (V
n+1
Y , . . . , ψ
n+1
Y ) or (V
2n+1
Y , . . . , ψ
2n+1
Y ). Also pi, exp are
represented by πn+1Y = exp
n+1
Y = πY : [0,
1
2 )× Y → Y on (V
n+1
Y , . . . , ψ
n+1
Y ) and
by π2n+1Y = π ◦ πV , exp
2n+1
Y = exp ◦πV : (
1
3 , 1]× V → Y on (V
2n+1
Y , . . . , ψ
2n+1
Y ).
Let ζ : [0, 1] → [0, 1] be continuous with ζ ≡ 0 on [0, 13 ] and ζ ≡ 1 on
[ 12 , 1]. Define ζj,Y : [0, 1] × Y → [0, 1] for j ∈ JY by ζn+1,Y (t, y) = 1 − ζ(t)
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and ζ2n+1,Y (t, y) = ζ(t). Define ζ
j
i,Y : V
j → [0, 1] for i, j ∈ JY by ζ
j
n+1,Y ≡
1 − ζ ◦ π[0,1] and ζ
j
2n+1,Y ≡ ζ ◦ π[0,1]. This data defines an excellent coordinate
system (JY , ζY ) for
(
([0, 1]× Y, κ′),pi
)
.
Choose maps CjY : E
j
Y → Pm ⊂ P for j ∈ JY and m ≫ 0 such that
Cn+1Y |{0}×Y ≡ (∅) and C
2n+1
Y |{1}×E ≡ µ◦
(
CY ×(GY ◦π)
)
, identifying {1}×E ∼=
E, and CjY |(EjY )◦
: (EjY )
◦ → P is injective. Then CjY ×πY is globally finite, and
CY = (JY , ζY , C
Y
j : j ∈ JY ) is co-gauge-fixing data for
(
([0, 1]× Y, κ′),pi
)
.
Define R-module morphisms Ξk : KCk(Y ;R)→ KCk−1(Y ;R) by
Ξk : [X,f ,C] 7→
[
([0, 1]× Y, κ′)×pi,Y,f X, exp ◦ pi([0,1]×Y,κ′),DC
]
, (85)
where
(
([0, 1]× Y, κ′)×pi,Y,f X, exp ◦pi[0,1]×Y
)
has a coorientation constructed
from that of (X,f), and the co-gauge-fixing data DC is defined as follows.
We form co-gauge-fixing data CY ×Y C for
(
([0, 1] × Y, κ′) ×pi,Y,f X,piY
)
as
in Definition 3.31. Then we take DC to be the same as CY ×Y C, except
that the maps πˇkY : Vˇ
k → Y for k ∈ Iˇ, representing piY , are replaced by
ˇexpk = expj ◦πV jY
on Vˇ k ∩ (V jY ×Y V
i), representing exp ◦ pi([0,1]×Y,κ′).
To verify DC is co-gauge-fixing data, there is one nontrivial thing to check.
The proof that CY ×Y C is co-gauge-fixing data shows that Cˇk × (πˇkY ◦ πˇ
k) :
Eˇk → P × Y is a globally finite map, but we have replaced πˇkY by ˇexp
k, so
we must prove that Cˇk × ( ˇexpk ◦ πˇk) : Eˇk → P × Y is globally finite. Write
Eˇk = Eˇk′ ∐ Eˇk′′, where Eˇk′ lies over V n+1Y and Eˇ
k′′ lies over V 2n+1Y . As
πn+1Y = exp
n+1
Y on V
n+1
Y , πˇ
k
Y and ˇexp
k coincide on Eˇk′, so Cˇk × ( ˇexpk ◦ πˇk)
is globally finite on Eˇk′ as Cˇk × (πˇkY ◦ πˇ
k) is. On Eˇk′′ we use the fact that
C2n+1Y : E
2n+1
Y → Pm ⊂ P is globally finite to deduce that Cˇ
k : Eˇk′′ → P
is globally finite, following the proof that G ×Y C˜ is gauge-fixing data, and
temporarily treating CY as gauge-fixing data. But Cˇ
k : Eˇk′′ → P globally
finite implies Cˇk × ( ˇexpk ◦ πˇk) : Eˇk′′ → P × Y is globally finite, as we want.
From (23) we find that in cooriented Kuranishi spaces we have
∂
(
([0, 1]× Y, κ′)×pi,Y,f X, exp ◦ pi[0,1]×Y
)
∼= −
(
{0} ×X,f
)
∐
∐
(
{1} ×XY ,fY
)
−
(
([0, 1]× Y, κ′)×pi,Y,f|∂X ∂X, exp ◦ pi[0,1]×Y
)
.
Adding co-gauge-fixing data to this, in KCk(Y ;R) we have
d
[
([0, 1]× Y, κ′)×pi,Y,f X, exp ◦ pi[0,1]×Y ,DC
]
= −[X,f ,C]
[XY ,fY ,CYGC ]−
[
([0, 1]× Y, κ′)×pi,Y,f|∂X ∂X, exp ◦ pi[0,1]×Y ,DC|∂X
]
,
(86)
where GC is the gauge-fixing data for (X,f) constructed from C in Definition
4.14, and CYGC is the co-gauge-fixing data for (X
Y ,fY ) constructed fromGC in
Definition 4.14. The first term on the r.h.s. of (86) holds because Cn+1Y restricts
to (∅) on {0}×Y , where (∅) is the identity for µ. The second term holds because
C2n+1Y restricts on {1} × E to µ ◦
(
CY × (GY ◦ π)
)
, which combines the extra
factor GY ◦ π in going from C to GC with the extra factor CY in going from
GC to C
Y
GC
, and using associativity of µ.
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Combining (85), (86) and Definition 4.14 shows that
d ◦ Ξk = − id+ΠKchKh ◦Π
Kh
Kch − Ξ
k+1 ◦ d : KCk(Y ;R) −→ KCk(Y ;R). (87)
Passing to cohomology, this implies ΠKchKh ◦ Π
Kh
Kch : KH
k(Y ;R) → KHk(Y ;R)
is the identity. An almost identical proof yields Υn−k : KCn−k(Y ;R) →
KCn−k+1(Y ;R) satisfying
∂ ◦Υn−k = − id+ΠKhKch ◦Π
Kch
Kh −Υ
n−k−1 ◦ ∂ : KCn−k(Y ;R)→ KCn−k(Y ;R).
In defining Υn−k we replace the condition on C2n+1Y above by C
2n+1
Y |{1}×E ≡
µ◦
(
(GY ◦exp ◦πV )×CY
)
, identifying {1}×E ∼= E. Passing to homology shows
that ΠKhKch ◦ Π
Kch
Kh : KHn−k(Y ;R) → KHn−k(Y ;R) is the identity. Therefore
(83) is the inverse of (80).
For the final part of the theorem, by the first part it is enough to show
that (80) is independent of choices, and the only choice in its construction is
that of GY : Y → Pm ⊂ P . If GY , G′Y are possible choices inducing operators
ΠKhKch,Π
Kh′
Kch on (co)chains, then choose globally finite G[0,1]×Y : [0, 1] × Y →
Pm′′ ⊂ P for m
′′ ≫ 0 with G[0,1]×Y |{0}×Y = GY , G[0,1]×Y |{1}×Y = G
′
Y .
Let f : X → Y be a cooriented strong submersion and C be co-gauge-fixing
data for (X,f ), where C = (I,η, Ci : i ∈ I) with I =
(
I, (V i, . . . , ψi), f i : i ∈
I, . . .
)
. Set I˜ = {i + 1 : i ∈ I}. For i ∈ I, define (V˜ i+1, E˜i+1, s˜i+1, ψ˜i+1) =(
[0, 1] × V i, [0, 1] × Ei, si ◦ πV i , id[0,1]×ψ
i
)
, f˜ i+1 = f i ◦ πV i : V˜
i+1 → Y , and
η˜i+1 : [0, 1]×X → [0, 1] by η˜i+1 = ηi◦πX , andHi+1 : E˜i+1 → P byHi+1(u, e) =
µ
(
G[0,1]×Y (u, f
i ◦ πV i(e)), C
i(e)
)
.
For i, j ∈ I, define V˜ (i+1)(j+1) = [0, 1] × V ij , φ˜(i+1)(j+1) = id[0,1]×φ
ij ,
ˆ˜φ(i+1)(j+1) = id[0,1]×φˆ
ij and η˜j+1i+1 : V˜
j+1 → [0, 1] by η˜j+1i+1 = η
j
i ◦ πV j . Write
I˜ =
(
I˜ , (V˜ i, . . . , ψ˜i), f˜ i : i ∈ I˜ , . . .
)
, η˜ = (η˜i : i ∈ I˜, η˜
j
i : i, j ∈ I˜), and
HC = (I˜ , η˜, H
i : i ∈ I˜). Then HC is gauge-fixing data for
(
[0, 1]×X,f ◦piX
)
.
Define R-module morphisms Θk : KCk(Y ;R)→ KCn−k−1(Y ;R) by
Θk : [X,f ,C] 7−→
[
[0, 1]×X,f ◦ piX ,HC ].
A similar proof to (87) using G[0,1]×Y |{0}×Y = GY , G[0,1]×Y |{1}×Y = G
′
Y gives
∂ ◦Θk = −ΠKhKch +Π
Kh′
Kch −Θ
k+1 ◦ d : KCk(Y ;R)→ KCn−k(Y ;R).
Passing to (co)homology yields ΠKhKch = Π
Kh′
Kch : KH
k(Y ;R) → KHn−k(Y ;R).
This completes the proof.
We show Kuranishi and compactly-supported cohomology are isomorphic.
Definition 4.16. Let Y be an n-orbifold without boundary, and R a Q-algebra.
We will define R-module morphisms ΠKchcs : H
k
cs(Y ;R) → KH
k(Y ;R) for all
k > 0. First suppose Y is orientable, and choose an orientation. Define ΠKchcs
to be the composition
Hkcs(Y ;R)
Pd // Hsin−k(Y ;R)
ΠKhsi // KHn−k(Y ;R)
ΠKchKh // KHk(Y ;R),
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where Pd,ΠKhsi ,Π
Kch
Kh are as in (61), (75), (83) respectively. Changing the ori-
entation of Y changes the signs of Pd,ΠKchKh . Thus Π
Kch
cs is independent of the
choice of orientation on Y .
Even if Y is not orientable, it has an orientation bundle, a principal Z2-
bundle O → Y . The argument above still works if we replace Hsi∗ (Y ;R) and
KH∗(Y ;R) by the twisted homology groups H
si
∗ ,KH∗(Y ;O ×{±1} R). Geomet-
rically, Hsik (Y ;O ×{±1} R) is defined using chains (σ, o) where σ : ∆k → Y
is a smooth map and o is an orientation of the fibres of f∗(TY ) → ∆k, with
(σ,−o) = −(σ, o), and KH∗(Y ;O ×{±1} R) is defined using chains [X,f ,G]
with (X,f) cooriented, rather than X oriented. (One can still make sense of
coorientations for (X,f) even if f is only strongly smooth).
Poincare´ duality for orbifolds Y without boundary when R is a Q-algebra
as discussed in §4.1, Corollary 4.10, and Theorem 4.15 imply:
Corollary 4.17. Let Y be an orbifold without boundary, and R a Q-algebra.
Then ΠKchcs : H
k
cs(Y ;R) → KH
k(Y ;R) is an isomorphism for k > 0, with
KHk(Y ;R) = 0 when k < 0.
4.5 The case ∂Y 6= ∅, and relative Kuranishi (co)homology
We now generalize §4.4 to define Kuranishi cohomologyKH∗(Y ;R) for orbifolds
Y with ∂Y 6= ∅. To show that KH∗(Y ;R) ∼= H∗cs(Y ;R) using Poincare´ duality
involves relative Kuranishi homology and cohomology, so we define these as well.
We will be brief, and give proofs only in the case ∂2Y = ∅.
We first explain the parts of classical (relative) (co)homology theory we will
need. In §4.1 we discussed Poincare´ duality isomorphisms (61) for manifolds and
orbifolds Y without boundary. Here is how to extend this to manifolds with
boundary and g-corners. Suppose Y is an oriented manifold with g-corners,
of dimension n, not necessarily compact. Write ι : ∂Y → Y for the natural
immersion, and ι(∂Y ) for its image as a subset of Y . Then equation (61)
extends to two families of Poincare´ duality isomorphisms:
Pd′ : Hkcs(Y, ι(∂Y );R) −→ Hn−k
(
Y ;R
)
, (88)
Pd′′ : Hkcs(Y ;R) −→ Hn−k
(
Y, ι(∂Y );R
)
, (89)
where H∗cs(Y, ι(∂Y );R) is the compactly-supported relative cohomology and
H∗
(
Y, ι(∂Y );R
)
the relative homology of (Y, ι(Y )). The usual form in which
Poincare´ duality is stated, as in Bredon [10, §VI.9] for instance, is (89) for
compact Y , with H∗(Y ;R) in place of H∗cs(Y ;R).
The interior Y ◦ is a manifold without boundary, and there are natural iso-
morphisms H∗cs(Y, ι(∂Y );R)
∼= H∗cs(Y
◦;R), H∗(Y ;R) ∼= H∗(Y ◦;R) which iden-
tify Pd′ in (88) with Pd in (61) for Y ◦. Thus, (88) follows trivially from (61).
If ∂2Y 6= ∅ then ι : ∂Y → Y is not injective, and its image ι(∂Y ) is not a
manifold. However, if ∂2Y = ∅ then ι is injective and ι(∂Y ) is a submanifold
of Y . Relative singular homology when ∂2Y = ∅ is the homology of the chain
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complex
(
Csi∗ (Y, ι(∂Y );R), ∂
)
, where
Csik
(
Y, ι(∂Y );R
)
= Csik (Y ;R)/ι∗
(
Csik (∂Y ;R)
)
,
and ι∗ : C
si
k (∂Y ;R)→ C
si
k (Y ;R) is as in §4.1. This gives a short exact sequence
of chain complexes:
0 // Csi∗ (∂Y ;R)
ι∗ // Csi∗ (Y ;R)
π // Csi∗
(
Y, ι(∂Y );R
)
// 0, (90)
where π is the projection Csi∗ (Y ;R)→ C
si
∗ (Y ;R)/ι∗(C
si
k (∂Y ;R)). Equation (90)
induces a long exact sequence of (relative) homology groups:
· · · // Hsik (∂Y ;R)
ι∗ // Hsik (Y ;R)
pi∗ // Hsik
`
Y, ι(∂Y );R
´∂∗ // Hsik−1(∂Y ;R) // · · · . (91)
Similarly, when ∂2Y = ∅ we have a long exact sequence of cohomology groups:
· · · // Hk−1cs (∂Y ;R)
∂
∗
// Hkcs
`
Y, ι(∂Y );R
´ pi∗ // Hkcs(Y ;R)
ι
∗
// Hkcs(∂Y ;R) // · · · . (92)
Now ∂Y is an oriented (n − 1)-manifold without boundary as ∂2Y = ∅,
so Poincare´ duality isomorphisms (61) hold for ∂Y . These combine with the
isomorphisms (88)–(89) and sequences (91)–(92) in a commutative diagram
· · · // Hk−1cs (∂Y ;R)
Pd∼=

∂∗ // Hkcs
(
Y, ι(∂Y );R
)
Pd′∼=

π∗ // Hkcs(Y ;R)
Pd′′∼=

ι∗ // · · ·
· · · // Hsin−k(∂Y ;R)
ι∗ // Hsin−k(Y ;R)
π∗ // Hsin−k
(
Y, ι(∂Y );R
) ∂∗ // · · · .
As in §4.1, the Poincare´ duality isomorphisms (88)–(89) also hold for orbifolds
Y provided R is a Q-algebra. We now define relative Kuranishi homology.
Definition 4.18. Let Y, Z be orbifolds, h : Y → Z a smooth map, and R
a Q-algebra. Then Definition 4.6 gives h∗ : KCk(Y ;R) → KCk(Z;R) with
∂ ◦ h∗ = h∗ ◦ ∂. Define the relative Kuranishi chains KCk(Z, h(Y );R) to be
KCk
(
Z, h(Y );R
)
= KCk(Z;R)/h∗
(
KCk(Y ;R)
)
.
Then ∂ : KCk(Z;R) → KCk−1(Z;R) descends to ∂ : KCk(Z, h(Y );R) →
KCk−1(Z, h(Y );R) with ∂
2 = 0. Define relative Kuranishi homology KH∗
(
Z,
h(Y );R
)
to be the homology of
(
KC∗(Z, h(Y );R), ∂
)
.
Suppose now that h : Z → Y is an embedding. Then h∗ : KC∗(Y ;R) →
KC∗(Z;R) and h∗ : C
si
∗ (Y ;R)→ C
si
∗ (Z;R) are injective, so we have a commu-
tative diagram of chain complexes with exact rows:
0 // Csi∗ (Y ;R)
h∗ //
ΠKhsi

Csi∗ (Z;R)
π //
ΠKhsi

Csi∗
(
Z, h(Y );R
)
ΠrKhrsi

// 0
0 // KC∗(Y ;R)
h∗ // KC∗(Z;R)
π // KC∗
(
Z, h(Y );R
)
// 0,
(93)
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where ΠrKhrsi is the projection from relative singular chains to relative Kuranishi
chains defined as for ΠKhsi in Definition 4.6.
Equation (93) induces a commutative diagram of homology groups
· · · // Hsik (Y ;R)
Π
Kh
si
∼=

h∗ // Hsik (Z;R)
Π
Kh
si
∼=

pi∗ // Hsik
`
Z, h(Y );R
´
Π
rKh
rsi

∂∗ // Hsik−1(Y ;R)
Π
Kh
si
∼=

// · · ·
· · · // KHk(Y ;R)
h∗ // KHk(Z;R)
pi∗ // KHk
`
Z, h(Y );R
´ ∂∗ // KHk−1(Y ;R) // · · · ,
(94)
with long exact rows. Corollary 4.10 implies that the columns ΠKhsi in (94) are
isomorphisms. Since the rows are exact, properties of long exact sequences then
imply that the remaining column ΠrKhrsi is an isomorphism. This implies:
Corollary 4.19. Suppose h : Y → Z is a smooth embedding of orbifolds, and
R is a Q-algebra. Then ΠrKhrsi : H
si
k
(
Z, h(Y );R
)
→ KHk
(
Z, h(Y );R
)
is an
isomorphism for all k > 0, with KHk
(
Z, h(Y );R
)
= 0 for k < 0.
The author expects that the assumption h is an embedding is unnecessary in
Corollary 4.19. Note that if Y is an orbifold with ∂2Y = ∅ then ι : ∂Y → Y is an
embedding, so ΠrKhrsi : H
si
k
(
Y, ι(∂Y );R
)
→ KHk
(
Y, ι(∂Y );R
)
is an isomorphism.
Next we define KH∗(Y ;R) and KH∗(Y, ι(∂Y );R) when Y is an orbifold with
g-corners, allowing ∂Y 6= ∅.
Definition 4.20. Let X be a Kuranishi space, Y an orbifold with g-corners,
and f : X → Y a strong submersion. Then if ∂Y 6= ∅, as for submersions of
manifolds in Definition 2.5 we have a decomposition ∂X = ∂f+X ∐ ∂
f
−X and
strong submersions f+ : ∂
f
+X → Y and f− : ∂
f
−X → ∂Y , where f+ = f |∂f+X .
In particular, if ∂f−X 6= ∅ then f |∂X is not a strong submersion, but only
strongly smooth.
Let Y be an orbifold and R a Q-algebra. When ∂Y = ∅, Definition 4.12 de-
fined the Kuranishi cochains KC∗(Y ;R), with d : KCk(Y ;R)→ KCk+1(Y ;R)
given by (78). If ∂Y 6= ∅, equation (78) is no longer valid, since fa|∂Xa may not
be a strong submersion. Instead, when ∂Y 6= ∅ we define KC∗(Y ;R) exactly as
in Definition 4.12, but we define d : KCk(Y ;R)→ KCk+1(Y ;R) by
d :
∑
a∈A ρa[Xa,fa,Ca] 7−→
∑
a∈A ρa[∂
fa
+ Xa,fa,+,Ca|∂fa+ Xa
].
Since the natural orientation-reversing involution σ : ∂2Xa → ∂2Xa restricts
to an involution of ∂
fa,+
+
(
∂
fa
+ Xa
)
, relation Definition 4.3(ii) still implies that
d2 = 0. We then define Kuranishi cohomology KH∗(Y ;R) to be the cohomology
of
(
KC∗(Y ;R), d
)
.
Define a morphism ι∗ : KCk(Y ;R)→ KCk(∂Y ;R) by
ι∗ :
∑
a∈A ρa[Xa,fa,Ca] 7−→ (−1)
k
∑
a∈A ρa[∂
fa
− Xa,fa,−,Ca|∂fa− Xa
], (95)
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where fa,− : ∂
fa
− Xa → ∂Y is a strong submersion as above. Then ι
∗ takes rela-
tions Definition 4.3(i)–(iv) in KCk(Y ;R) to the same relations in KCk(∂Y ;R),
and so is well-defined. We think of ι∗ as the pullback under ι : ∂Y → Y .
If X is an oriented Kuranishi space and f : X → Y a strong submersion,
then the natural orientation-reversing involution σ : ∂2X → ∂2X restricts to
an orientation-reversing isomorphism σ : ∂
f+
− (∂
f
+X) → ∂
f−
+ (∂
f
−X). Using this
we see that d ◦ ι∗ = ι∗ ◦ d as maps KCk(Y ;R)→ KCk+1(∂Y ;R). The purpose
of the factor (−1)k in (95) is to make d ◦ ι∗ = ι∗ ◦ d, so that ι∗ is a chain map;
without it we would get d ◦ ι∗ = −ι∗ ◦ d, since σ is orientation-reversing. Since
ι∗ is a chain map it induces morphisms ι∗ : KHk(Y ;R)→ KHk(∂Y ;R).
Define the relative Kuranishi cochains KCk(Y, ι(Y );R) to be the kernel of
ι∗ : KCk(Y ;R) → KCk(∂Y ;R). Then d : KCk(Y ;R) → KCk+1(Y ;R) re-
stricts to d : KCk(Y, ι(Y );R) → KCk+1(Y, ι ∗ (Y );R), since d ◦ ι∗ = ι∗ ◦ d.
Define relative Kuranishi cohomology KH∗(Y, ι(Y );R) to be the cohomology
of
(
KCk(Y, ι(Y );R), d
)
.
For the rest of this section we restrict to the case that ∂2Y = ∅, so that
ι : ∂Y → Y is an embedding. Then one can show that ι∗ : KCk(Y ;R) →
KCk(∂Y ;R) is surjective; one way to do this is to identify Y ∼= [0, ǫ]× ∂Y near
∂Y for small ǫ > 0, and then for each [X,f ,C] ∈ KCk(∂Y ;R), to construct
explicit
[
[0, ǫ]×X,f ′,C ′
]
∈ KCk(Y ;R) with ι∗ :
[
[0, ǫ]×X,f ′,C′
]
7→ [X,f ,C].
Thus we have a short exact sequence of cochain complexes
0 // KC∗(Y, ι(Y );R)
inc // KC∗(Y ;R)
ι∗ // KC∗(∂Y ;R) // 0,
where ‘inc’ is the inclusion. This induces a long exact sequence in cohomology,
the analogue of (92):
· · · // KHk−1(∂Y ;R)
∂
∗
// KHk
`
Y, ι(∂Y );R
´inc∗// KHk(Y ;R)
ι
∗
// KHk(∂Y ;R) // · · · .
Our goal is to prove that KH∗(Y ;R) ∼= H∗cs(Y ;R) and KH
∗(Y, ι(Y );R) ∼=
H∗cs(Y, ι(Y );R), generalizing Corollary 4.17. To do this we need analogues of
the Poincare´ duality morphisms ΠKhKch,Π
Kch
Kh of Definition 4.14 for KH
∗(Y ;R)
and KH∗(Y, ι(Y );R). That is, we wish to define chain maps
ΠKhrKch : KC
k(Y, ι(∂Y );R) // KCn−k(Y ;R), (96)
ΠrKchKh : KCn−k(Y ;R)
// KCk(Y, ι(∂Y );R), (97)
ΠrKhKch : KC
k(Y ;R) // KCn−k(Y, ι(∂Y );R), (98)
ΠKchrKh : KCn−k(Y, ι(∂Y );R)
//___ KCk(Y ;R), (99)
which should induce the analogues of Pd′,Pd′′ and their inverses.
We define ΠKhrKch,Π
rKh
Kch in (96), (98) to map [X,f ,C] 7→ [X,f ,GC ] exactly
as for ΠKhrKch in Definition 4.14. The proof that ∂◦Π
rKh
Kch = Π
rKh
Kch◦d then becomes
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nontrivial: we have
∂ ◦ΠrKhKch : [X,f ,C] 7−→
[
∂X,f |∂X ,GC |∂X
]
, and
ΠrKhKch ◦ d : [X,f ,C] 7−→
[
∂f+X,f+,GC|∂f
+
X
]
.
The difference between these two is
[
∂f−X,f |∂f−X
,GC |∂f−X
]
, but f |∂f−X
= ι◦f−,
so this difference lies in ι∗
(
KCk(∂Y ;R)
)
, and is zero in KCn−k−1(Y, ι(∂Y );R),
giving ∂ ◦ΠrKhKch = Π
rKh
Kch ◦ d. To prove that ∂ ◦Π
Kh
rKch = Π
Kh
rKch ◦ d, we show that
∂ ◦ΠKhrKch−Π
Kh
rKch ◦d = (−1)
kι∗ ◦ ι∗, and then note that KCk(Y, ι(∂Y );R) is the
kernel of ι∗. Hence ΠKhrKch,Π
rKh
Kch are well-defined chain maps, and induce mor-
phisms ΠKhrKch : KH
k(Y, ι(∂Y );R) → KHn−k(Y ;R) and ΠrKhKch : KH
k(Y ;R) →
KHn−k(Y, ι(∂Y );R).
We can also define ΠrKchKh in (97) generalizing Π
Kch
Kh in Definition 4.14, though
this is a little more complicated, since one must also add in a correction term
over ∂Y to ensure that ΠKchKh maps to Ker ι
∗ in KCk(Y ;R). It is a chain map,
and induces ΠrKchKh : KHn−k(Y ;R) −→ KH
k(Y, ι(∂Y );R). We can then prove
the analogue of Theorem 4.15, that ΠKhrKch : KH
k(Y, ι(∂Y );R)→ KHn−k(Y ;R)
and ΠrKchKh : KHn−k(Y ;R) −→ KH
k(Y, ι(∂Y );R) are inverse, and so are both
isomorphisms. This is not surprising, since we expect KH∗(Y, ι(∂Y );R) ∼=
KH∗(Y ◦;R) and KH∗(Y ;R) ∼= KH∗(Y ◦;R) as for (88) above, and this ana-
logue would follow immediately from Theorem 4.15.
However, the author does not have a good definition for ΠKchrKh in (99), on
the (co)chain level. Instead, we consider the commutative diagram
· · · // KHk−1(∂Y ;R)
Π
Kh
Kch
∼=

// KHk(Y, ∂Y ;R) //
Π
Kh
rKch

KHk(Y ;R) //
Π
rKh
Kch
∼=

· · ·
· · · // KHn−k(∂Y ;R) // KHn−k(Y ;R) // KHn−k(Y, ∂Y ;R) // · · · ,
(100)
with exact rows. Here the left hand column is an isomorphism by Theorem 4.15,
as ∂Y is an oriented (n − 1)-manifold without boundary, and the right hand
column is an isomorphism by the analogue of Theorem 4.15 discussed above.
Thus the central column is also an isomorphism, by properties of long exact
sequences. Therefore we have proved:
Theorem 4.21. Suppose Y is an oriented n-orbifold with ∂2Y = ∅, and R
is a Q-algebra. Then we have isomorphisms ΠKhrKch : KH
k(Y, ι(∂Y );R) →
KHn−k(Y ;R) and Π
rKh
Kch : KH
k(Y ;R)→ KCn−k(Y, ι(∂Y );R).
The author expects the theorem holds without assuming ∂2Y = ∅. The proof
for ΠKhrKch looks straightforward, but for Π
rKh
Kch the long exact sequence argument
in (100) will need modification. Here is the analogue of Definition 4.16:
Definition 4.22. Let Y be an n-orbifold, and R a Q-algebra. We will define
R-module morphisms ΠrKchrcs : H
k
cs(Y, ι(∂Y );R)→ KH
k(Y, ι(∂Y );R) and ΠKchcs :
Hkcs(Y ;R) → KH
k(Y ;R) for all k > 0. First suppose Y is orientable, and
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choose an orientation. Define ΠrKchrcs and Π
rKch
cs to be the compositions
Hkcs(Y, ι(∂Y );R)
Pd′ // Hsin−k(Y ;R)
ΠKhsi // KHn−k(Y ;R)
ΠrKchKh// KHk(Y, ι(∂Y );R),
Hkcs(Y ;R)
Pd′′// Hsin−k(Y, ι(∂Y );R)
ΠrKhrsi // KHn−k(Y, ι(∂Y );R)
ΠKchrKh // KHk(Y ;R).
Changing the orientation of Y changes the signs of Pd′ Pd′′,ΠrKchKh ,Π
Kch
rKh. Thus
ΠrKchrcs and Π
rKch
cs are independent of the choice of orientation on Y . If Y is not
orientable, we define ΠrKchrcs ,Π
rKch
cs using twisted (relative) homology groups, by
the method of Definition 4.16.
Poincare´ duality, Corollaries 4.10 and 4.19, and Theorem 4.21 imply:
Corollary 4.23. Let Y be an orbifold with ∂2Y = ∅, and R a Q-algebra.
Then ΠrKchrcs : H
k
cs(Y, ι(∂Y );R) → KH
k(Y, ι(∂Y );R) and ΠKchcs : H
∗
cs(Y ;R) →
KH∗(Y ;R) are isomorphisms.
The author expects the corollary holds without assuming ∂2Y = ∅.
The other material we give on Kuranishi cochains KC∗(Y ;R) and Kuranishi
cohomology KH∗(Y ;R) when ∂Y = ∅, such as pullbacks h∗ in §4.4, effective
Kuranishi cohomology in §4.6, and cup and cap products in §4.7, all has gener-
alizations to the case ∂Y 6= ∅ using the ideas of this section. We leave this as
an exercise for the reader.
4.6 Effective Kuranishi cohomology
We extend §4.4 to effective Kuranishi cohomology.
Definition 4.24. Let Y be an orbifold without boundary. Consider triples
(X,f ,C), where X is a compact Kuranishi space, f : X → Y is a strong
submersion with (X,f) coeffective and cooriented, and C is effective co-gauge-
fixing data for (X,f). Write [X,f ,C] for the isomorphism class of (X,f ,C)
under coorientation-preserving isomorphisms (a, b) : (X,f ,C)→ (X˜, f˜ , C˜).
Let R be a commutative ring. For each k ∈ Z, define KCkec(Y ;R) to be the
R-module of finite R-linear combinations of isomorphism classes [X,f ,C] as
above for which vdimX = dimY − k, with the analogues of relations Definition
4.3(i)–(iii), replacing gauge-fixing data G by effective co-gauge-fixing data C.
Elements of KCkec(Y ;R) are called effective Kuranishi cochains. Define d :
KCkec(Y ;R) → KC
k+1
ec (Y ;R) by (78), replacing Ca by Ca. Then d ◦ d = 0.
Define the effective Kuranishi cohomology groups KHkec(Y ;R) of Y to be
KHkec(Y ;R) =
Ker
(
d : KCkec(Y ;R)→ KC
k+1
ec (Y ;R)
)
Im
(
d : KCk−1ec (Y ;R)→ KCkec(Y ;R)
)
for k ∈ Z. Arguably one should call this ‘coeffective Kuranishi cohomology’, as
it is defined using [X,f ,C] with (X,f) coeffective, but we choose not to.
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As for ΠKhef in Definition 4.6, define
ΠKchec : KC
k
ec(Y ;R) −→ KC
k(Y ;R⊗Z Q) by
ΠKchec :
∑
a∈A ρa
[
Xa,fa,Ca
]
7−→
∑
a∈A π(ρa)
[
Xa,fa,Π(Ca)
]
.
(101)
Then ΠKchec ◦ d = d ◦Π
Kch
ec , so they induce morphisms of cohomology groups
ΠKchec : KH
k
ec(Y ;R) −→ KH
k(Y ;R⊗Z Q). (102)
Let Y, Z be orbifolds without boundary, and h : Y → Z be a smooth, proper
map. As in Definition 4.12, define the pullback h∗ : KCkec(Z;R)→ KC
k
ec(Y ;R)
by (79), with Ca in place of Ca. These satisfy h
∗ ◦ d = d ◦ h∗, and so induce
morphisms h∗ : KHkec(Z;R) → KH
k
ec(Y ;R). We have (g ◦ h)
∗ = h∗ ◦ g∗ and
ΠKchec ◦ h
∗ = h∗ ◦ΠKchec , on both cochains and cohomology.
We can also try to extend Definition 4.14 and Theorem 4.15 to effective
Kuranishi (co)homology. However, as in §4.1 Poincare´ duality fails for gen-
eral orbifolds Y and commutative rings R, so something must go wrong. The
problem is in generalizing the morphisms ΠKhKch : KC
k(Y ;R) → KCn−k(Y ;R)
and ΠKchKh : KCn−k(Y ;R) → KC
k(Y ;R) to the effective case. We can define
Πefec : KC
k
ec(Y ;R) → KC
ef
n−k(Y ;R) only if Y is an effective orbifold, as oth-
erwise (V i, . . . , ψi), f i coeffective does not imply (V i, . . . , ψi) effective. This
corresponds to the observation in §4.1 that if Y is not effective then we cannot
define the Poincare´ duality map Pd in (61), which is the analogue of Πefec.
Worse still, we can define Πecef : KC
ef
n−k(Y ;R) → KC
k
ec(Y ;R) only if Y
is a manifold, since otherwise the Kuranishi neighbourhoods (81) may not be
coeffective, as the stabilizer groups of V can act nontrivially on the fibres of E.
This corresponds to the observation in §4.1 that if Y is an effective orbifold,
but not a manifold, then Pd in (61) is defined but may not be invertible, so we
cannot define its inverse Pd−1, which is the analogue of Πecef .
Definition 4.25. Let Y be an effective orbifold without boundary, which is
oriented of dimension n, and R a commutative ring. Choose an injective map
GY : Y → R
m ⊂ P for some m ≫ 0. Suppose X is a compact, oriented
Kuranishi space, f : X → Y is a strong submersion, (X,f) is coeffective and
cooriented, and C is effective co-gauge-fixing data for (X,f). Define effective
gauge-fixing data GC for (X,f) as for GC in Definition 4.14, but with G
i =
µ◦
(
(GY ◦f
i ◦πi)×Ci
)
, for µ as in (58). A similar proof to those for h∗(C) and
C×Y C˜ in Definitions 3.42 and 3.43 shows thatGC is effective gauge-fixing data.
To verify Definition 3.36(a), note that as (V i, . . . , ψi), f i in C is coeffective and
Y is effective, (V i, . . . , ψi) is effective as in Definition 3.37.
Define R-module morphisms Πefec : KC
k
ec(Y ;R)→ KC
ef
n−k(Y ;R) for k ∈ Z by
Πefec : [X,f ,C] 7→ [X,f ,GC ], using the coorientation for (X,f ) and orientation
on Y to determine the orientation on X . Then ∂ ◦Πefec = Π
ef
ec ◦d, so they induce
morphisms of (co)homology groups
Πefec : KH
k
ec(Y ;R) −→ KH
ef
n−k(Y ;R). (103)
101
Now suppose Y is a manifold, without boundary. Let X be a compact,
effective, oriented Kuranishi space, f : X → Y a strongly smooth map, and G
be effective gauge-fixing data for (X,f). Define XY ,fY as in Definition 4.14.
As Y is a manifold, one can show from (81) that (XY ,fY ) is coeffective. Define
CYG for (X
Y ,fY ) as for CYG in Definition 4.14, except that we set Cˇ
k,Y =
µ ◦
(
(CY ◦ πE) × (G
k−n ◦ πEk−n)
)
, where CY : E → R
m′ ⊂ P is injective for
some m′ ≫ 0. Again, we can check that CYG is effective co-gauge-fixing data.
Define R-module morphisms Πecef : KC
ef
n−k(Y ;R) → KC
k
ec(Y ;R) by Π
ec
ef :
[X,f ,G] 7→ [XY ,fY ,CYG]. Then d ◦ Π
ec
ef = Π
ec
ef ◦ ∂, so they induce morphisms
of (co)homology groups
Πecef : KH
ef
n−k(Y ;R) −→ KH
k
ec(Y ;R). (104)
Theorem 4.15, Definition 4.16 and Corollary 4.17 then generalize as follows.
Theorem 4.26. Let Y be an oriented n-manifold without boundary, and R a
commutative ring. Then Πecef in (104) is the inverse of Π
ef
ec in (103), so they are
both isomorphisms. Also (103)–(104) are independent of choices.
Definition 4.27. Let Y be an n-manifold without boundary, and R a commu-
tative ring. We will define R-module morphisms Πeccs : H
k
cs(Y ;R)→ KH
k
ec(Y ;R)
for all k > 0. First suppose Y is oriented. Define Πeccs to be the composition
Hkcs(Y ;R)
Pd // Hsin−k(Y ;R)
Πefsi // KHefn−k(Y ;R)
Πecef // KHkec(Y ;R),
where Pd,Πefsi ,Π
ec
ef are as in (61), (76), (104). Independence of the orientation
of Y , and extension to non-orientable Y , are as in Definition 4.16.
Corollary 4.28. Let Y be a manifold without boundary, and R a commutative
ring. Then Πeccs : H
∗
cs(Y ;R)→ KH
∗
ec(Y ;R) is an isomorphism.
This still leaves the question of whether H∗cs(Y ;R)
∼= KH∗ec(Y ;R) for Y
a general orbifold without boundary, and R a commutative ring. The author
expects this is true, even though our proof via homology and Poincare´ duality
fails in this case. When R is a Q-algebra, one approach might be to generalize
the proof of Theorem 4.9 in Appendix C to show that ΠKchec : KH
k
ec(Y ;R) →
KHk(Y ;R) in (102) is an isomorphism, and then use Corollary 4.17.
4.7 Products on (effective) Kuranishi (co)homology
There are cup products ∪, cap products ∩ and intersection products • on (effec-
tive) Kuranishi (co)chains and (co)homology.
Definition 4.29. Let Y be an orbifold without boundary, and R a Q-algebra.
Define the cup product ∪ : KCk(Y ;R)×KCl(Y ;R)→ KCk+l(Y ;R) by
[X,f ,C] ∪ [X˜, f˜ , C˜] =
[
X ×
f ,Y,f˜ X˜,piY ,C ×Y C˜
]
, (105)
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extended R-bilinearly. Here piY : X ×f ,Y,f˜ X˜ → Y is the projection from the
fibre product, which is a strong submersion as both f , f˜ are strong submersions,
and C ×Y C˜ is as in Definition 3.31. As for d, it is easy to show ∪ takes
relations (i)–(iv) in both KCk(Y ;R) and KCl(Y ;R) to the same relations in
KCk+l(Y ;R). Thus ∪ is well-defined.
Proposition 3.32(a)–(c) and (23)–(25) imply that for γ ∈ KCk(Y ;R), δ ∈
KCl(Y ;R) and ǫ ∈ KCm(Y ;R) we have
γ ∪ δ = (−1)klδ ∪ γ, (106)
d(γ ∪ δ) = (dγ) ∪ δ + (−1)kγ ∪ (dδ) and (γ ∪ δ) ∪ ǫ = γ ∪ (δ ∪ ǫ). (107)
Therefore in the usual way ∪ induces an associative, supercommutative product
∪ : KHk(Y ;R) × KH l(Y ;R) → KHk+l(Y ;R) given for γ ∈ KCk(Y ;R) and
δ ∈ KCl(Y ;R) with dγ = dδ = 0 by
(γ + Imdk−1) ∪ (δ + Imdl−1) = (γ ∪ δ) + Imdk+l−1.
Now suppose Y is compact, and of dimension n. Then idY : Y → Y is
a (strong) submersion, with a trivial coorientation giving the positive sign to
the zero vector bundle over Y . Define co-gauge-fixing data CY for (Y, idY )
by I = {n}, (V n, En, sn, ψn) = (Y, Y, 0, idY ), id
n
Y = idY : V
n → Y , and
ηn : Y → [0, 1], ηnn : V
n → [0, 1] and Cn : En → P given by ηn ≡ 1, ηnn ≡ 1
and Cn ≡ (∅), where (∅) ∈ P is the identity for µ, as in Definition 3.8. Then
[Y, idY ,CY ] ∈ KC0(Y ;R), with d[Y, idY ,CY ] = 0. Following the definitions
through shows that for [X,f ,C] ∈ KCk(Y ;R) we have
[Y, idY ,CY ] ∪ [X,f ,C] = [X,f ,C] ∪ [Y, idY ,CY ] = [X,f ,C].
Thus [Y, idY ,CY ] is the identity for ∪, at the cochain level. Passing to coho-
mology,
[
[Y, idY ,CY ]
]
∈ KH0(Y ;R) is the identity for ∪ in KH∗(Y ;R). We
call
[
[Y, idY ,CY ]
]
the fundamental class of Y .
Define the cap product ∩ : KCk(Y ;R)×KC
l(Y ;R)→ KCk−l(Y ;R) by
[X,f ,G] ∩ [X˜, f˜ , C˜] =
[
X ×
f ,Y,f˜ X˜,piY ,G×Y C˜
]
, (108)
extended R-bilinearly, with G ×Y C˜ as in Definition 3.31. For γ ∈ KCk(Y ;R)
and δ, ǫ ∈ KC∗(Y ;R), the analogue of (107), using Proposition 3.32(d), is
∂(γ ∩ δ) = (∂γ) ∩ δ + (−1)dimY−kγ ∪ (dδ), (γ ∩ δ) ∩ ǫ = γ ∩ (δ ∪ ǫ). (109)
If also Y is compact then γ∩ [Y, idY ,CY ] = γ. Thus ∩ induces a cap product ∩ :
KHk(Y ;R)×KH l(Y ;R)→ KHk−l(Y ;R). These products ∩ make Kuranishi
chains and homology into modules over Kuranishi cochains and cohomology.
Let Y, Z be orbifolds without boundary, and h : Y → Z a smooth, proper
map. Then Proposition 3.33 implies that pullbacks h∗ and pushforwards h∗ are
compatible with ∪,∩ on (co)chains, in the sense that if α ∈ KC∗(Y ;R) and
β, γ ∈ KC∗(Z;R) then
h∗(β ∪ γ) = h∗(β) ∪ h∗(γ) and h∗(α ∩ h
∗(β)) = h∗(α) ∩ β. (110)
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Since ∪,∩, h∗, h∗ are compatible with d, ∂, passing to (co)homology shows that
(110) also holds for α ∈ KH∗(Y ;R) and β, γ ∈ KH∗(Z;R). If Z is compact then
Y is, with h∗
(
[Z, idZ ,CZ ]
)
= [Y, idY ,CY ] in KC
0(Y ;R) and h∗
([
[Z, idZ ,CZ ]
])
=
[
[Y, idY ,CY ]
]
in KH0(Y ;R).
To summarize: Kuranishi cochainsKC∗(Y ;R) form a supercommutative, as-
sociative, differential graded R-algebra, and Kuranishi cohomology KH∗(Y ;R)
is a supercommutative, associative, graded R-algebra. These algebras are with
identity if Y is compact without boundary, and without identity otherwise. Pull-
backs h∗ induce algebra morphisms on both cochains and cohomology. Kuranishi
chains KC∗(Y ;R) are a graded module over KC
∗(Y ;R), and Kuranishi homol-
ogy KH∗(Y ;R) is a graded module over KH
∗(Y ;R).
Let Y be oriented, of dimension n. Then Poincare´ duality, Theorem 4.15,
and the cup product ∪ on Kuranishi cohomology induce an intersection product
• : KHk(Y ;R) × KHl(Y ;R) → KHk+l−n(Y ;R) on Kuranishi homology. It
is supercommutative (with degrees shifted by n) and associative, with identity
in KHn(Y ;R) if Y is compact. Intersection products are not preserved by
pushforwards h∗ : KH∗(Y ;R)→ KH∗(Z;R), the degrees of h∗(α) • h∗(β) and
h∗(α • β) differ by dimY − dimZ.
On chains we can define • : KCk(Y ;R)×KCl(Y ;R)→ KCk+l−n(Y ;R) by
α • β = ΠKhKch
(
ΠKchKh (α) ∪ Π
Kch
Kh (β)
)
, (111)
where ΠKhKch,Π
Kch
Kh are as in Definition 4.14. Then • on chains induces • on
homology, and • on chains is supercommutative, but not associative, and does
not have an identity. Thus, the intersection product • is not as well-behaved on
Kuranishi chains as the cup and cap products ∪,∩.
Remark 4.30. It is an attractive and unusual feature of our theory of Kuranishi
(co)homology that the products ∪,∩ are everywhere defined, and supercommu-
tative, and associative, at the (co)chain level, as well as on (co)homology. Fur-
thermore, pushforwards and pullbacks are functorial and compatible with ∪,∩
at the (co)chain level, and for compact Y there is an identity [Y, idY ,CY ] for
∪,∩ at the cochain level. There are few homology or cohomology theories for
which this holds — it works for de Rham cohomology, for instance, but fails for
singular and simplicial (co)homology.
The fact that products ∪,∩ are everywhere defined on (co)chains, rather than
only under some transversality assumptions such as transverse intersection of
chains in Y , is a feature of working with Kuranishi spaces rather than manifolds
or orbifolds. If X is a manifold or orbifold then submersions f : X → Y only
exist if dimX > dimY . So for defining (co)homology using pairs (X, f) as
(co)chains with X a manifold or orbifold (for example, singular homology, with
X = ∆k), making f a submersion is too strong an assumption, and this leads
to transversality problems when defining products. But for Kuranishi spaces X
we can have strong submersions f : X → Y with vdimX < dimY , since the
obstruction bundles on X decrease vdimX . Thus we can use pairs (X,f) with
f a strong submersion as cochains, and ∪,∩ are everywhere defined.
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A lot of work in Chapter 3 went into defining (co-)gauge-fixing data with
associative, supercommutative products. This good behaviour of Kuranishi
cochains will be very important, and lead to huge simplifications, in the se-
quels [4, 39, 40], where we have to work at the cochain level.
Definition 4.31. Let Y be an orbifold without boundary, and R a commu-
tative ring. For cup and cap products on effective Kuranishi (co)chains and
(co)homology, we follow Definition 4.29, except that we use the fibre products
C×Y C˜, G×Y C˜ of effective (co-)gauge-fixing data from Definition 3.43. Thus
we define ∪ : KCkec(Y ;R)×KC
l
ec(Y ;R)→ KC
k+l
ec (Y ;R) by
[X,f ,C] ∪ [X˜, f˜ , C˜] =
[
X ×f ,Y,f˜ X˜,piY ,C ×Y C˜
]
.
Then ∪ satisfies (107) by Propositions 3.32(b),(c) and 3.44, but it does not
satisfy (106), since fibre products of effective co-gauge-fixing data are not com-
mutative. Hence ∪ induces an associative cup product
∪ : KHkec(Y ;R)×KH
l
ec(Y ;R) −→ KH
k+l
ec (Y ;R). (112)
Suppose Y is compact of dimension n. As for CY in Definition 4.29, define
effective co-gauge-fixing data CY for (Y, idY ) by I = {n}, (V
n, En, sn, ψn) =
(Y, Y, 0, idY ), id
n
Y = idY : V
n → Y , and ηn : Y → [0, 1], ηnn : V
n → [0, 1]
and Cn : En → P given by ηn ≡ 1, ηnn ≡ 1 and C
n ≡ (∅), where (∅) ∈ P is
the identity for µ, as in Definition 3.36. Then [Y, idY ,CY ] ∈ KC
0
ec(Y ;R), with
d[Y, idY ,CY ] = 0, and [Y, idY ,CY ] is the identity for ∪, at the cochain level.
Passing to cohomology,
[
[Y, idY ,CY ]
]
∈ KH0ec(Y ;R) is the identity for ∪ in
KH∗ec(Y ;R). We call
[
[Y, idY ,CY ]
]
the fundamental class of Y .
Define the cap product ∩ : KCefk (Y ;R)×KC
l
ec(Y ;R)→ KC
ef
k−l(Y ;R) by
[X,f ,G] ∩ [X˜, f˜ , C˜] =
[
X ×f ,Y,f˜ X˜,piY ,G×Y C˜
]
.
It satisfies (109), by Propositions 3.32(d) and 3.44. Thus ∩ induces a cap product
∩ : KHefk (Y ;R)×KH
l
ec(Y ;R) −→ KH
ef
k−l(Y ;R). (113)
If Y is compact then α ∩ [Y, idY ,CY ] = α for all α in KC
ef
∗ (Y ;R), and β ∩[
[Y, idY ,CY ]
]
= β for all β in KHef∗ (Y ;R).
Let Y, Z be orbifolds without boundary, and h : Y → Z a smooth, proper
map. Then Propositions 3.33 and 3.44 imply (110) holds for α ∈ KCef∗ (Y ;R)
and β, γ ∈ KC∗ec(Z;R), and hence for α ∈ KH
ef
∗ (Y ;R) and β, γ ∈ KH
∗
ec(Z;R).
If Z is compact then Y is, with h∗
(
[Z, idZ ,CZ ]
)
= [Y, idY ,CY ] in KC
0
ec(Y ;R)
and h∗
([
[Z, idZ ,CZ ]
])
=
[
[Y, idY ,CY ]
]
in KH0ec(Y ;R).
Let Y be an oriented n-manifold without boundary. Then Poincare´ duality,
Theorem 4.26, and ∪ in (112) induce an associative intersection product • :
KHefk (Y ;R)×KH
ef
l (Y ;R)→ KH
ef
k+l−n(Y ;R) on effective Kuranishi homology.
On chains we can define • : KCefk (Y ;R)×KC
ef
l (Y ;R)→ KC
ef
k+l−n(Y ;R) by
α • β = Πefec
(
Πecef (α) ∪ Π
ec
ef (β)
)
. (114)
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This is neither associative nor supercommutative, at the chain level.
Since µ : P × P → P , µ : P × P → P and Π : P → P in Definitions 3.8
and 3.36 satisfy Π
(
µ(p, q)
)
= µ
(
Π(p),Π(q)
)
for all p, q ∈ P , it easily follows
that the morphisms ΠKhef ,Π
Kch
ec from effective Kuranishi (co)chains to Kuranishi
(co)chains in (67) and (101) satisfy
ΠKchec (γ) ∪ Π
Kch
ec (δ) = Π
Kch
ec (γ ∪ δ), Π
Kh
ef (α) ∩ Π
Kch
ec (γ) = Π
Kh
ef (α ∩ γ)
and ΠKhef (α) •Π
Kh
ef (β) = Π
Kh
ef (α • β),
(115)
for all α, β ∈ KCef∗ (Y ;R) and γ, δ ∈ KC
∗
ec(Y ;R), supposing Y oriented for the
third equation. Passing to (co)homology, the morphisms ΠKhef ,Π
Kch
ec in (68) and
(102) also satisfy (115) for all α, β ∈ KHef∗ (Y ;R) and γ, δ ∈ KH
∗
ec(Y ;R).
Although ∪ on KC∗ec(Y ;R) is not supercommutative, it is up to homotopy,
and so ∪ on KH∗ec(Y ;R) is supercommutative.
Proposition 4.32. Let Y be an orbifold without boundary and R a commuta-
tive ring. Then ∪ on KH∗ec(Y ;R) in (112) satisfies (106), that is, ∪ is super-
commutative. If Y is an oriented manifold without boundary then • is super-
commutative on KHef∗ (Y ;R).
Proof. Let X, X˜ be compact Kuranishi spaces, f : X → Y , f˜ : X˜ → Y coef-
fective, cooriented strong submersions, and C, C˜ effective co-gauge-fixing data
for (X,f ), (X˜, f˜ ). Then Definition 3.43 defines effective co-gauge-fixing data
C ×Y C˜, C˜ ×Y C for (X ×Y X˜,piY ) and (X˜ ×Y X,piY ). Our problem is
that the natural isomorphism X ×Y X˜ ∼= X˜ ×Y X does not identify C ×Y C˜
with C˜ ×Y C, because in the definition Cˇk(eˇ) = µ
(
Ci ◦ πEi(eˇ), C˜
ı˜ ◦ πE˜ı˜(eˇ)
)
of
Cˇk : Eˇk → P in C ×Y C˜, the function µ in (58) is not commutative.
As in Definition 3.31, write (Iˇ , ηˇ) for the excellent coordinate system for
(X ×Y X˜,piY ) in C ×Y C˜, where Iˇ =
(
Iˇ , (Vˇ k, Eˇk, sˇk, ψˇk), πˇkY : k ∈ Iˇ , . . .
)
.
Define an excellent coordinate system (J , ζ) for
(
[0, 1]× (X×Y X˜),piY
)
to have
indexing set J = {k + 1 : k ∈ Iˇ}, Kuranishi neighbourhoods
(V˜ k+1, E˜k+1, s˜k+1, ψ˜k+1) =
(
[0, 1]× Vˇ k, [0, 1]× Eˇk, id[0,1]×sˇ
k, id[0,1]×ψˇ
k
)
for k ∈ Iˇ, maps π˜k+1Y : V˜
k+1 → Y , ζk+1 : [0, 1] × (X ×Y X˜) → [0, 1] and
ζl+1k+1 : V˜
l+1 → [0, 1] given by π˜k+1Y = πˇ
k
Y ◦ πVˇ k , ζk+1 = ηˇk ◦ πX×Y X˜ and ζ
l+1
k+1 =
ηˇlk ◦πVˇ l , and triples (V˜
(k+1)(l+1), φ˜(k+1)(l+1),
ˆ˜
φ(k+1)(l+1)) given by V˜ (k+1)(l+1) =
[0, 1]× Vˇ kl, φ˜(k+1)(l+1) = id[0,1]×φˇ
kl and
ˆ˜
φ(k+1)(l+1) = id[0,1]×
ˆˇφkl.
Define ν : [0, 1]× P × P → P by
ν
(
t, (x1, . . . , xk), (y1, . . . , yl)
)
=

(x1, . . . , xk, y1, . . . , yl), t = 0,
(t, x1, . . . , xk, y1, . . . , yl), t ∈ (0, 1),
(y1, . . . , yl, x1, . . . , xk), t = 1.
(116)
106
Then ν(0, p, q) = µ(p, q) and ν(1, p, q) = µ(q, p). Define Dk+1 : E˜k+1 → P for
k ∈ Iˇ and u ∈ [0, 1], eˇ ∈ Eˇk ∩ E(i,ı˜) by
Dk+1(u, eˇ) = ν
(
u,Ci ◦ πEi(eˇ), C˜
ı˜ ◦ πE˜ı˜(eˇ)
)
. (117)
A similar proof to those for h∗(C) andC×Y C˜ in Definitions 3.42 and 3.43 shows
that DC,C˜ =
(
(J , ζ), Dj : j ∈ J
)
is effective co-gauge-fixing data for
(
[0, 1] ×
(X ×Y X˜),piY
)
.
Using (23) we see that in cooriented Kuranishi spaces we have
∂
(
[0, 1]× (X ×Y X˜),piY
)
∼= −
(
{0} × (X ×Y X˜),piY
)
∐
(
{1} × (X ×Y X˜),piY
)
∐−
(
[0, 1]× (∂X ×Y X˜),piY
)
∐−(−1)vdimX−dimY
(
[0, 1]× (X ×Y ∂X˜),piY
)
.
(118)
Let us add co-gauge-fixing data to (118). The restriction of DC,C˜ to the first
term on the r.h.s. is isomorphic toC×Y C˜ under {0}×(X×Y X˜) ∼= X×Y X˜, since
Dk+1 : [0, 1] × Eˇk → P in (117) restricts on {0} × Eˇk ∼= Eˇk to Cˇk : Eˇk → P
in the definition of C ×Y C˜, by the case t = 0 in (116). The restriction of
DC,C˜ to the second term is isomorphic to C˜ ×Y C under {1} × (X ×Y X˜)
∼=
X˜ ×Y X , since D
k+1 restricts on {1} × Eˇk ∼= Eˇk to Cˇk with the roˆles of
C, C˜ reversed, by the case t = 1 in (116). In cooriented Kuranishi spaces we
have
(
{1} × (X ×Y X˜),piY
)
∼= (−1)(vdimX−dimY )(vdim X˜−dimY )(X˜ ×Y X,piY )
by (24). The restrictions of DC,C˜ to the third and fourth terms are DC|∂X ,C˜
and DC,C˜|∂X˜
. Putting all this together, in KC∗ec(Y ;R) we have
d
[
[0, 1]× (X ×Y X˜),piY ,DC,C˜
]
= −
[
X ×Y X˜,piY ,C ×Y C˜
]
+ (−1)(vdimX−dimY )(vdim X˜−dimY )
[
X˜ ×Y X,piY , C˜ ×Y C
]
−
[
[0, 1]× (∂X ×Y X˜),piY ,DC|∂X ,C˜
]
− (−1)vdimX−dimY
[
[0, 1]× (X ×Y ∂X˜),piY ,DC,C˜|∂X˜
]
.
(119)
Define R-bilinear Ξk,l : KCkec(Y ;R)×KC
l
ec(Y ;R)→ KC
k+l−1
ec (Y ;R) by
Ξk,l :
(
[X,f ,C], [X˜, f˜ , C˜]
)
7−→
[
[0, 1]× (X ×Y X˜),piY ,DC,C˜
]
.
Using (119) and putting vdimX = dimY − k, vdim X˜ = dim Y − l yields
d ◦ Ξk,l(α, β)=−α ∪ β+(−1)klβ ∪ α−Ξk+1,l(dα, β)−(−1)kΞk,l+1(dα, dβ)
for α ∈ KCkec(Y ;R) and β ∈ KC
l
ec(Y ;R). Passing to cohomology, this gives
γ ∪ δ = (−1)klδ ∪ γ for γ ∈ KHkec(Y ;R), δ ∈ KH
l
ec(Y ;R), that is, ∪ is super-
commutative on KH∗ec(Y ;R). The last part is immediate as ∪, • are identified
by Πefec in (103).
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Remark 4.33. We have now defined Kuranishi cohomologyKH∗(Y ;R), which
has the advantage of a cup product ∪ which is supercommutative and associative
on cochains, but the disadvantage that it works only for R a Q-algebra. We
have also defined effective Kuranishi cohomology KH∗ec(Y ;R), which has the
advantage that it works for R any commutative ring, but the disadvantage that
the cup product ∪ is not supercommutative on cochains.
In fact this dichotomy is necessary: it should not be possible to define a
cohomology theory which both works when R = Z, and has a cup product ∪
on cochains that is everywhere defined and supercommutative. This because of
Steenrod squares [10, §VI.15–§VI.16], which are cohomology operations defined
using the failure of ∪ to be supercommutative at the cochain level. Since Steen-
rod squares are known to be nontrivial when R = Z (though they are trivial for
R = Q), they are an obstruction to defining such a cohomology theory.
To make our theories of effective Kuranishi (co)homology work over R = Z
and compute Hsi∗ (Y ;R) and H
∗
cs(Y ;R), we had to sacrifice some good properties
of Kuranishi (co)homology, including supercommutativity of ∪ on cochains. The
argument above suggests these sacrifices were unavoidable.
The next theorem, proved in Appendix D, shows that (at least for mani-
folds Y ) the isomorphisms ΠKchcs ,Π
ec
cs ,Π
Kh
si ,Π
ef
si identify the products ∪,∩, • on
H∗cs, H
si
∗ (Y ;R) with those on KH
∗,KH∗(Y ;R) and KH
∗
ec,KH
ef
∗ (Y ;R).
Theorem 4.34. Let Y be a manifold without boundary, and R a commutative
ring (for KHef∗ ,KH
∗
ec(Y ;R)) or Q-algebra (for KH∗,KH
∗(Y ;R)). Then
(a) The isomorphisms ΠKchcs : H
∗
cs(Y ;R) → KH
∗(Y ;R) and Πeccs : H
∗
cs(Y ;R)
→ KH∗ec(Y ;R) identify the cup product ∪ on H
∗
cs(Y ;R) with those on
KH∗,KH∗ec(Y ;R). That is, for all α, β ∈ H
∗
cs(Y ;R) we have
ΠKchcs (α∪β)=
(
ΠKchcs (α)
)
∪
(
ΠKchcs (β)
)
, Πeccs(α∪β)=
(
Πeccs(α)
)
∪
(
Πeccs(β)
)
.
(b) ΠKhsi ,Π
ef
si ,Π
Kch
cs ,Π
ec
cs identify the cap product ∩ : H
si
∗ (Y ;R)×H
∗
cs(Y ;R)→
Hsi∗ (Y ;R) with those on (effective) Kuranishi (co)homology.
(c) If Y is oriented then ΠKhsi ,Π
ef
si identify the intersection product • on
Hsi∗ (Y ;R) with those on KH∗,KH
ef
∗ (Y ;R).
(d) If Y is compact then ΠKchcs ,Π
ec
cs take the identity 1 in H
0
cs(Y ;R) to the
identities
[
[Y, idY ,CY ]
]
,
[
[Y, idY ,CY ]
]
in KH0,KH0ec(Y ;R).
4.8 Kuranishi (co)homology as a bivariant theory, at the
(co)chain level
For manifolds, because of Poincare´ duality, homology and cohomology can be
identified into a single theory with products (cup, cap and intersection products),
pushforwards (covariant functoriality), and pullbacks (contravariant functorial-
ity). Fulton and MacPherson [27] defined bivariant theories, a way of naturally
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integrating pairs of a homology theory and a cohomology theory into a single
larger theory, which works for singular spaces.
We now summarize the notion of a bivariant theory, following [27, §1.1]. Let
C be a category. A bivariant theory from C to abelian groups (or graded vector
spaces, etc.) associates a group T (f : X → Y ) to each morphism f : X → Y in
C. It also has three operations:
• Products. If f : X → Y and g : Y → Z are morphisms in C, and
α ∈ T (f : X → Y ), β ∈ T (Y → Z), we can form the product β · α ∈
T (g ◦ f : X → Z).
• Pushforwards. For a certain class of morphisms f : X → Y in C called
confined morphisms, if g : Y → Z is a morphism in C and α ∈ T (g ◦ f :
X → Z) we can form the pushforward f∗(α) ∈ T (g : Y → Z).
• Pullbacks. For a certain class of commutative squares in C called inde-
pendent squares, if
X ′
g′
//
f ′ 
X
f
Y ′
g
// Y,
(120)
is an independent square then for each α ∈ T (f : X → Y ), we can form
the pullback g∗(α) ∈ T (f ′ : X ′ → Y ′).
All this data must satisfy a number of compatibility axioms.
The following example, taken from [27, §3.1] modified as in [27, §3.3.2], com-
bines homology and compactly-supported cohomology into a bivariant theory.
Example 4.35. Let Top be the category of topological spaces X which admit
an embedding as a closed subspace of Rn for some n ≫ 0 (in particular, X
must be Hausdorff and paracompact), and morphisms are continuous maps.
Let R be a commutative ring. Suppose f : X → Y is a morphism in Top
with X compact. Choose an embedding φ : X → Rn for some n ≫ 0, and
define Hk(f : X → Y ;R) = Hk+n
(
Y × Rn, Y × Rn \ (f × φ)(X);R
)
, using
relative cohomology. Then H∗(f : X → Y ;R) is a graded R-module, which
turns out to be independent of the choice of φ up to canonical isomorphism.
For general morphisms in Top, we define H∗(f : X → Y ;R) to be the direct
limit lim
−→
H∗(f ◦ p : K → Y ;R) over all p : K → X in Top with K compact.
If X is a topological space in Top, we can associate two natural mor-
phisms in Top to X : the projection to a point π : X → {0}, and the iden-
tity map idX : X → X . By standard algebraic topology one can show that
Hk(π : X → {0};R) ∼= H−k(X ;R) and Hk(idX : X → X ;R) ∼= Hkcs(X ;R).
Thus, the bivariant theoryH∗ specializes to homology and compactly-supported
cohomology over R.
Products are defined as in [27, §3.1.7]; the product Hk(idX : X → X ;R)×
H l(idX : X → X ;R)→ Hk+l(idX : X → X ;R) is ∪ : Hkcs(X ;R)×H
l
cs(X ;R)→
Hk+lcs (X ;R), and the product H
k(π : X → {0};R)× H l(idX : X → X ;R) →
Hk+l(π : X → {0};R) is ∩ : H−k(X ;R)×H lcs(X ;R)→ H−k−l(X ;R).
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All morphisms in Top are confined, and pushforwards are defined as in [27,
§3.1.8]. For f : X → Y a morphism in Top, the pushforward f∗ : Hk(π : X →
{0};R)→ Hk(π : Y → {0};R) is f∗ : H−k(X ;R)→ H−k(Y ;R) on homology.
We define independent squares to be squares (120) which are Cartesian, so
that X ′ ∼= X ×f,Y ′,g Y , and with g proper, so that g
′ is also proper. Pullbacks
are defined as in [27, §3.1.6]. If g : Y ′ → Y is a proper morphism in Top
then g∗ : Hk(idY : Y → Y ;R) → Hk(idY ′ : Y ′ → Y ′;R) is g∗ : Hkcs(Y ;R) →
Hkcs(Y
′;R) on compactly-supported cohomology.
Let Man be the category of manifolds, with morphisms smooth maps. Ap-
plying the natural functor Man → Top taking a manifold to its underlying
topological space, the bivariant theory H∗ of Example 4.35 induces a bivariant
theory on Man. However, because of Poincare´ duality the picture simplifies,
and we can write H∗ onMan more directly. The following is an equivalent way
of defining the bivariant theory of Example 4.35 on the category Man.
Example 4.36. LetMan be the category of manifolds, with morphisms smooth
maps, and R be a commutative ring. Suppose f : X → Y is a morphism in
Man, with dimX = m and dimY = n. Define
Hk(f : X → Y ;R) = Hk+m−ncs (X ;OX ⊗ f
∗(OY )×{±1} R)
∼= Hn−k(X ; f
∗(OY )×{±1} R),
(121)
where as in Definition 4.16, OX , OY are the orientation bundles of X,Y , which
are principal Z2-bundles overX,Y , so that OX⊗f∗(OY ) is a principal Z2-bundle
over X , and H∗cs(X ;OX⊗f
∗(OY )×{±1}R) is compactly-supported cohomology
of X with coefficients in R twisted by OX⊗f∗(OY ), and H∗(X ; f∗(OY )×{±1}R)
is homology of X with coefficients in R twisted by f∗(OY ), and the groups on
the r.h.s. of (121) are isomorphic by Poincare´ duality.
If f : X → Y is π : X → {0} then OY and f∗(OY ) are trivial and n = 0,
so Hk(π : X → {0};R) ∼= H−k(X ;R). If f : X → Y is idX : X → X
then f∗(OY ) ∼= OX and OX ⊗ f
∗(OY ) is the trivial Z2-bundle over X , so that
Hk(idX : X → X ;R) = Hkcs(X ;R). Thus, (121) specializes to homology and
compactly-supported cohomology.
To define products, note that the cup product generalizes to twisted cohomol-
ogy as follows: if P → X andQ→ X are principal Z2-bundles then there is a cup
product ∪ : Hkcs(X ;P ×{±1}R)×H
l
cs(X ;Q×{±1}R)→ H
k+l
cs (X ; (P ⊗Q)×{±1}
R). Suppose f : X → Y and g : Y → Z are smooth with dimX = m, dimY = n
and dimZ = o. For α ∈ Hk(f : X → Y ;R) and β ∈ H l(g : Y → Z;R), de-
fine β · α = f∗(β) ∪ α. Here α ∈ Hk+m−ncs (X ;OX ⊗ f
∗(OY ) ×{±1} R) and
f∗(β) ∈ H l+n−ocs (X ; f
∗(OY ⊗g∗(OZ))×{±1}R), and
(
OX ⊗f∗(OY )
)
⊗f∗
(
OY ⊗
g∗(OZ )
)
∼= OX ⊗ (g ◦ f)∗(OZ) as principal Z2-bundles over X , so that f∗(β)∪α
lies in Hk+l+m−ocs (X ;OX ⊗ (g ◦ f)
∗(OZ)×{±1} R) = H
k+l(g ◦ f : X → Z;R).
All morphisms in Man are confined. Pushforwards f∗ : H
k(g ◦ f : X →
Z;R) → Hk(g : Y → Z;R) are given by pushforwards f∗ : Ho−k(X ; (g ◦
f)∗(OZ)×{±1} R)→ Ho−k(Y ; g
∗(OZ)×{±1} R) in twisted homology. Indepen-
dent squares are Cartesian squares (120) in Man with g proper, and hence g′
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proper. Then with dimX=m, dimY =n, dimX ′=m′, dim Y ′=n′, the Carte-
sian property gives (g′)∗
(
OX⊗f∗(OY )
)
∼=OX′⊗(f ′)∗(OY ′) and m−n=m′−n′.
So we define g∗ : Hk(f : X → Y ;R)→Hk(f ′ : X ′ → Y ′;R) to be
(g′)∗ :Hk+m−ncs (X ;OX ⊗ f
∗(OY )×{±1} R) −→
Hk+m−ncs (X
′; (g′)∗(OX ⊗ f
∗(OY ))×{±1} R) ∼=
Hk+m
′−n′
cs (X
′;OX′ ⊗ (f
′)∗(OY ′)×{±1} R),
using proper pullbacks on twisted compactly-supported cohomology.
For oriented manifolds X,Y , with OX , OY trivial, equation (121) becomes
Hk(f : X → Y ;R) = Hk+m−ncs (X ;R)
∼= Hn−k(X ;R),
and we lose the dependence on f, Y entirely. Thus, for oriented manifolds
and smooth maps, the bivariant theories of Examples 4.35 and 4.36 reduce
to homology, compactly-supported cohomology, and Poincare´ duality. That is,
bivariant (co)homology theories really give us nothing new for manifolds, they
are of interest only for singular spaces.
As our Kuranishi (co)homology theories are defined only for manifolds and
orbifolds, and bivariant (co)homology theories give nothing new for manifolds,
one might expect that there is nothing to be gained from recasting Kuranishi
(co)homology as a bivariant theory. However, as we have already emphasized,
Kuranishi (co)homology is particularly well behaved at the (co)chain level, with
pushforwards, pullbacks, and cup and cap products on (co)chains all well-defined
and with all the properties one would wish.
We will now explain how to formulate (effective) Kuranishi (co)homology as
a bivariant theory at the (co)chain level. The author does not know of any other
(co)homology theories for which this can be done. This bivariant framework is
likely to be valuable in situations in which one is forced to work with (co)chains
rather than just with (co)homology, for example, in defining A∞-algebras in
Lagrangian Floer cohomology, as in [4] and sketched in §6.6.
Definition 4.37. Let Orb be the category of orbifolds without boundary, with
morphisms smooth maps, and R be a commutative ring. Roughly speaking, we
will define a bivariant theory from Orb to the category of differential graded
R-modules, generalizing Kuranishi (co)chains. However, we will define KC∗(g :
Y → Z;R) only when g : Y → Z is a submersion of orbifolds Y, Z.
Let Y, Z be orbifolds without boundary and g : Y → Z be a submersion.
Consider triples (X,f ,B), where X is a compact Kuranishi space, f : X → Y
is a strongly smooth map such that g ◦ f : X → Z is a strong submersion, and
we are given a coorientation for (X, g ◦ f ), and B = (I,η, Bi : i ∈ I), where
(I,η) is an excellent coordinate system for (X,f) with I =
(
I, (V i, . . . , ψi), f i :
i ∈ I, . . .
)
, and g ◦ f i : V i → Z are submersions representing g ◦ f for all i ∈ I,
and Bi : Ei → P for i ∈ I are maps such that each Bi maps Ei → Pl ⊂ P
for l ≫ 0, and Bi × (g ◦ f i ◦ πi) : Ei → P × Y is a globally finite map for all
i ∈ I. Such B generalize the notions of (co-)gauge-fixing data in §3.1, since
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if g : Y → Z is π : Y → {0} then B is gauge-fixing data for (X,f), and if
g : Y → Z is idY : Y → Y then B is co-gauge-fixing data for (X,f ). We call B
bi-gauge-fixing data.
Define isomorphisms (a, b) of such triples (X,f ,B) as for (co-)gauge-fixing
data in §3.1. Write [X,f ,B] for the isomorphism class of (X,f ,B) under
isomorphisms (a, b) : (X,f ,B) → (X˜, f˜ , B˜) which identify the coorientations
of (X, g ◦ f) and (X˜, g ◦ f˜ ).
For each k ∈ Z, define KCk(g : Y → Z;R) to be the R-module of finite
R-linear combinations of isomorphism classes [X,f ,G] for which vdimX =
dimZ − k, with the analogues of relations Definition 4.3(i)–(iv). Then KCk(π :
Y → {0};R) = KC−k(Y ;R) and KCk(idY : Y → Y ;R) = KCk(Y ;R), so this
generalizes the definitions of Kuranishi (co)chains in §4.2 and §4.4. Elements of
KC∗(g : Y → Z;R) will be called Kuranishi bichains.
Define d : KCk(g : Y → Z;R)→ KCk+1(g : Y → Z;R) by
d :
∑
a∈A ρa[Xa,fa,Ba] 7−→
∑
a∈A ρa[∂Xa,fa|∂Xa ,Ba|∂Xa ],
as in (66) and (78). Then d ◦ d = 0. Define KH∗(g : Y → Z;R) to be the
cohomology of
(
KC∗(g : Y → Z;R), d
)
. Then KHk(π : Y → {0};R) =
KH−k(Y ;R) and KH
k(idY : Y → Y ;R) = KHk(Y ;R). Combining the
proofs of Corollary 4.10 and Theorem 4.15 shows that KHk(g : Y → Z;R) ∼=
HsidimZ−k(Y ; g
∗(OZ)×{±1} R), as in (121).
We define the three bivariant operations on Kuranishi bichains:
• Products. Let X,Y, Z be orbifolds without boundary, and f : X → Y
and g : Y → Z be submersions. Define a product KCk(g : Y → Z;R)×
KCl(f : X → Y ;R)→ KCk+l(g ◦ f : X → Z;R) by
[W, e,B] · [W˜ , e˜, B˜] = [W ×e,Y,f◦e˜ W˜ , e˜ ◦ piW˜ ,B ×Y B˜], (122)
extended R-bilinearly. Here [W, e,B] ∈ KCk(g : Y → Z;R), so that
e : W → Y is strongly smooth, and [W˜ , e˜, B˜] ∈ KCl(f : X → Y ;R) so
that f ◦ e˜ : W˜ → Y is a strong submersion. Thus W ×e,Y,f◦e˜ W˜ is a
compact Kuranishi space, and e˜ ◦piW˜ :W ×e,Y,f◦e˜ W˜ is strongly smooth.
We have f ◦ (e˜ ◦ piW˜ ) = (f ◦ e˜) ◦ piW˜ = piY = e ◦ piW . Composing
with g then gives (g ◦ f) ◦ (e˜ ◦ piW˜ ) = (g ◦ e) ◦ piW . But g ◦ e is a
strong submersion as [W, e,B] ∈ KCk(g : Y → Z;R), and piW is a strong
submersion as f ◦ e˜ is, by properties of fibre products. Hence (g ◦ f) ◦
(e˜ ◦piW˜ ) is a strong submersion, as we need for the r.h.s. of (122) to lie in
KCk+l(g ◦f : X → Z;R). The coorientations for (W, g ◦e) and (W˜ , f ◦ e˜)
combine to give a coorientation for
(
W ×e,Y,f◦e˜ W˜ , (g ◦ f) ◦ (e˜ ◦ piW˜ )
)
,
using (g ◦f)◦ (e˜◦piW˜ ) = (g ◦e)◦piW . The fibre product of bi-gauge-fixing
data B ×Y B˜ is defined as for C ×Y C˜ in §3.8.
When X = Y = Z and f = g = idY , equation (122) agrees with ∪
in (105), and when X = Y , f = idY , Z = {0} and g = π : Y → {0},
equation (122) agrees with ∩ in (108). Thus, the product (122) generalizes
∪,∩ on Kuranishi (co)chains.
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• Pushforwards. Let X,Y, Z be orbifolds without boundary, and f : X →
Y and g : Y → Z be smooth with g, g ◦ f submersions. Define f∗ :
KCk(g ◦ f : X → Z;R)→ KCk(g : Y → Z;R) by
f∗ :
∑
a∈A ρa
[
Wa, ea,Ba
]
7−→
∑
a∈A ρa
[
Wa, f ◦ ea, f∗(Ba)
]
,
as in (69), where f∗(Ba) is defined as for h∗(G) in §3.7. Note that as
(g◦f)◦ea is a strong submersion with
(
Wa, (g◦f)◦ea
)
cooriented, trivially
g ◦ (f ◦ ea) is a strong submersion with
(
Wa, g ◦ (f ◦ ea)
)
cooriented.
• Pullbacks. Let (120) be a Cartesian square of orbifolds without bound-
ary, with f (and hence f ′) a submersion, and g (and hence g′) proper.
Define g∗ : KCk(f : X → Y ;R)→ KCk(f ′ : X ′ → Y ′;R) by
f∗ :
∑
a∈A ρa
[
Wa, ea,Ba
]
7−→
∑
a∈A ρa[X
′ ×g′,X,ea Wa,piX′ , (g
′)∗(Ba)],
as in (79), where (g′)∗(Ba) is defined as for h
∗(C) in §4.8. Since f ◦
ea : Wa → Y is a strong submersion and (120) is Cartesian, f ′ ◦ piX′ :
X ′×g′,X,eaWa → Y
′ is a strong submersion. Also, using the coorientation
for (Wa, f ◦ea) we construct a coorientation for (X ′×g′,X,eaWa, f
′ ◦piX′).
It is easy to show that these operations satisfy the axioms for a bivariant theory
in [27, §2.2]. Also, the three operations are compatible with differentials d on
KC∗(g : Y → Z;R), and so induce operations on KH∗(g : Y → Z;R).
It is easy to generalize Definition 4.37 to effective Kuranishi (co)homology.
The differences are that we restrict to submersions g : Y → Z for which g∗ :
StabY (y) → StabZ(g(y)) is surjective for all y ∈ Y , and in defining KCkef(g :
Y → Z;R), we use triples (X,f ,B) in which (X, g ◦ f) is also coeffective, and
B = (I,η, Bi : i ∈ I), where (V i, . . . , ψi), g ◦ f i is coeffective for all i ∈ I, and
Bi : Ei → P are maps such that Bi × (g ◦ f i ◦ πi) : Ei → P × Z satisfy the
conditions of Definition 3.38.
4.9 Why we need (co-)gauge-fixing data
To show that we really do need some form of (co-)gauge-fixing data to define
sensible (co)homology theories using Kuranishi spaces as chains, we will now
prove that if we omit (co-)gauge-fixing data from the definitions above, then
Kuranishi (co)homology is always zero.
Let Y be an orbifold without boundary, and R a commutative ring. De-
fine na¨ıve Kuranishi chains KCnak (Y ;R) to be the R-module spanned by iso-
morphism classes [X,f ] of pairs (X,f) with X a compact, oriented Kuran-
ishi space with vdimX = k and f : X → Y strongly smooth, with the
analogues of relations Definition 4.3(i)–(iii). The boundary operator is ∂ :
[X,f ] 7→ [∂X,f |∂X ]. Let na¨ıve Kuranishi homology KHna∗ (Y ;R) be the ho-
mology of
(
KCna∗ (Y ;R), ∂
)
.
Similarly, define na¨ıve Kuranishi cochains KCkna(Y ;R) to be spanned by
isomorphism classes [X,f ] with X a compact Kuranishi space with vdimX =
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dimY − k and f : X → Y a cooriented strong submersion, and the same
relations. Define d : [X,f ] 7→ [∂X,f |∂X ], and let na¨ıve Kuranishi cohomology
KH∗na(Y ;R) be the cohomology of
(
KC∗na(Y ;R), d
)
. One can then define cup
and cap products ∪,∩ on KC∗na,KC
na
∗ (Y ;R) and KH
∗
na,KH
na
∗ (Y ;R), as in
§4.7, but omitting all (co-)gauge-fixing data.
Take Y to be a point {0}, and for any Kuranishi space X write pi : X → {0}
for the trivial projection. Let R be a commutative ring. In the next example
we show that the identity
[
[{0}, id{0}]
]
in KH∗na({0};R) is zero. From this we
will deduce that KH∗na(Y ;R) = KH
na
∗ (Y ;R) = 0 for all Y .
Example 4.38. Let L → CP1 be the complex line bundle O(1). Define a
Kuranishi space Xk for k ∈ Z to be the topological space CP
1 with the Kuran-
ishi structure induced by the Kuranishi neighbourhood (CP1, Lk, 0, idCP1), with
obstruction bundle Lk → CP1. Give (Xk,pi) the obvious coorientation. Then
vdimXk = 0, and ∂Xk = ∅, so [Xk,pi] defines a class
[
[Xk,pi]
]
inKH0na({0};R).
When k > 0 we can choose a generic smooth section s of Lk → CP1 which
has exactly k zeroes x1, . . . , xk, each of multiplicity 1. Let t be the coordi-
nate on [0, 1]. Then ts is a section of Lk → [0, 1] × CP1, with (ts)−1(0) =
{0} × CP1 ∪ [0, 1] × {x1, . . . , xk}, and
(
[0, 1] × CP1, Lk, ts, id(ts)−1(0)
)
is a Ku-
ranishi neighbourhood on (ts)−1(0), making it into a Kuranishi space of virtual
dimension 1. By taking the boundary of this we see that[
[Xk,pi]
]
=
[
[{x1, . . . , xk},pi]
]
= k
[
[{0}, id{0}]
]
(123)
in KH0na({0};R), that is,
[
[Xk,pi]
]
is k times the fundamental class of Y = {0}.
Write [z0, z1] for the homogeneous coordinates on CP
1, and define
V =
{
(t, [z0, z1]) ∈ R× CP
1 : min(|z0|
2, |z1|
2)max(|z0|
2, |z1|
2)−1 6 t 6 2
}
.
Then V is a compact oriented 3-manifold with corners, and ∂V is the disjoint
union of three pieces, a copy of CP1 with t = 2, the hemisphere H+ =
{
[z0, z1] ∈
CP1 : |z0| 6 |z1|
}
with t = |z0|2/|z1|2, and the hemisphere H− =
{
[z0, z1] ∈
CP1 : |z0| > |z1|
}
with t = |z1|2/|z0|2.
Define the Kuranishi space Wk for k ∈ Z to be the topological space V
with the Kuranishi structure induced by the neighbourhood (V, π∗(Lk), 0, idV ),
where π : V → CP1 is the projection. Define Kuranishi spaces X+, X− to
be the topological spaces H+, H− with the Kuranishi structure induced by the
Kuranishi neighbourhoods (H±, L
0, 0, idH±). Now the line bundles L
k → H±
are for k ∈ Z are isomorphic to L0 → H±. Thus there is an isomorphism of
cooriented Kuranishi spaces (∂Wk,pi) ∼= (Xk,pi)∐−(X+,pi)∐−(X−,pi), so in
KH0na({0};R) we have
[
[Xk,pi]
]
=
[
[X+,pi] + [X−,pi]
]
, and the class
[
[Xk,pi]
]
is independent of k ∈ Z. Combining this with (123) gives
[
[{0}, id{0}]
]
= 0.
If Y is any compact orbifold without boundary, and π : Y → {0} is the
projection, then the pullback π∗ : KH∗na({0};R) → KH
∗
na(Y ;R) takes π
∗ :[
[{0}, id{0}]
]
7→
[
[Y, idY ]
]
, so
[
[{0}, id{0}]
]
= 0 implies
[
[Y, idY ]
]
= 0. But
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[
[Y, idY ]
]
is the identity for ∪ onKH∗na(Y ;R) and ∩ onKH
na
∗ (Y ;R), so this im-
plies KH∗na(Y ;R) = KH
na
∗ (Y ;R) = 0. Using a related argument on (co)chains,
we can also show KH∗na(Y ;R) = KH
na
∗ (Y ;R) = 0 for any orbifold Y . Hence,
Kuranishi (co)homology without (co-)gauge-fixing data is vacuous.
The reason this example goes so badly wrong is that the Kuranishi space
∂X+ = −∂X−, the circle C with Kuranishi neighbourhood (C,R2 × C, 0, idC),
has a large automorphism group, including topologically nontrivial automor-
phisms which fix C but rotate the fibres of the obstruction bundle R2 × C
by a degree l smooth map C → SO(2). Thus, by cutting Xk into two pieces
X+, X− and then gluing them together again twisted by such a nontrivial auto-
morphism, we can get Xk+l for any l ∈ Z, which forces
[
[Xk,pi]
]
=
[
[Xk+l,pi]
]
in KH0na({0};R). Including (co-)gauge-fixing data avoids this problem, as by
Theorem 3.20 it allows only finite automorphism groups.
5 Kuranishi bordism and cobordism
We now discuss bordism and cobordism theories of an orbifold Y and a com-
mutative ring R, defined in a similar way to Kuranishi (co)homology. In fact
we will define two different classical and five different Kuranishi bordism the-
ories, and five corresponding Kuranishi cobordism theories. But these are all
variations on the same idea: Kuranishi bordism groups KB∗(Y ;R) are spanned
over R by isomorphism classes [X,f ] for X a compact oriented Kuranishi space
without boundary and f : X → Y strongly smooth, up to bordism in Kuran-
ishi spaces, and Kuranishi cobordism groups KB∗(Y ;R) are spanned over R by
[X,f ] for X a compact Kuranishi space without boundary and f : X → Y a
strong submersion with (X,f) cooriented, up to bordism in Kuranishi spaces.
5.1 Classical bordism and cobordism groups
Bordism groups were introduced by Atiyah [5], and Connor [16, §I] gives a good
introduction. Other useful references on bordism and cobordism are Stong [74]
and Connor and Floyd [17, 18]. Our definition is not standard, but fits in with
our later work.
Definition 5.1. Let Y be an orbifold. Consider pairs (X, f), where X is a
compact, oriented manifold without boundary or corners, not necessarily con-
nected, and f : X → Y is a smooth map. An isomorphism between two such
pairs (X, f), (X˜, f˜) is an orientation-preserving diffeomorphism i : X → X˜ with
f = f˜ ◦ i. Write [X, f ] for the isomorphism class of (X, f).
Let R be a commutative ring, for instance Z,Q,R or C. For each k > 0,
define the kth bordism group Bk(Y ;R) of Y with coefficients in R to be the R-
module of finite R-linear combinations of isomorphism classes [X, f ] for which
dimX = k, with the relations:
(i) [X, f ] + [X ′, f ′] = [X ∐X ′, f ∐ f ′] for all classes [X, f ], [X ′, f ′]; and
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(ii) Suppose W is a compact, oriented (k+1)-manifold with boundary but
without (g-)corners, and e :W → Y is smooth. Then [∂W, e|∂W ] = 0.
If h : Y → Z is a smooth map of orbifolds, the pushforward h∗ : Bk(Y ;R)→
Bk(Z;R) acts by h∗ :
∑
a∈A ρa[Xa, fa] 7→
∑
a∈A ρa[Xa, h ◦ fa]. This takes
relations (i),(ii) in Bk(Y ;R) to (i),(ii) in Bk(Z;R), and so is well-defined.
Define a projection Πsibo : Bk(Y ;R)→H
si
k (Y ;R) by Π
si
bo :
∑
a∈A ρa[Xa, fa] 7→∑
a∈A ρa(fa)∗([Xa]), where [Xa] ∈ H
si
k (Xa;R) is the fundamental class of Xa.
The following consequence of relations Definition 5.1(i),(ii) will be useful, and
also works for all the other (co)bordism theories below. Let [X, f ] ∈ KBk(Y ;R),
and write −X for X with the opposite orientation. Taking W = [0, 1]×X and
e : W → Y to be f ◦ πX , we have ∂W = −{0} ×X ∐ {1} ×X ∼= −X ∐ X in
oriented manifolds. Using (i),(ii) we see that in Bk(Y ;R) we have
[−X, f ] = −[X, f ]. (124)
Here is how this definition relates to those in [5, 16]. When Y is a manifold
and R = Z, our Bk(Y ;Z) is equivalent to Connor’s differential bordism group
Dk(Y ), [16, §I.9]. Atiyah [5, §2] and Connor [16, §I.4] also define bordism groups
MSOk(Y ) as for Bk(Y ;Z) above, but only requiring f : X → Y to be continu-
ous, not smooth. Connor [16, Th. I.9.1] shows that when Y is a manifold, the
natural projection Dk(Y )→MSOk(Y ) is an isomorphism.
As in [16, §I.5], bordism is a generalized homology theory in the sense of
Whitehead [75], that is, it satisfies all the Eilenberg–Steenrod axioms for a
homology theory except the dimension axiom. The bordism groups of a point
MSO∗(pt) are well understood [16, §I.2]: Thom showed that MSO∗(pt)⊗ZQ is
the free commutative algebra over Q generated by ζ4k = [CP
2k] ∈ MSO4k(pt)
for k = 1, 2, . . ., andWall and others determined the torsion ofMSO∗(pt), which
is all of order 2. This gives some information on bordism groups of general spaces
Y : for any generalized homology theory GH∗(Y ), there is a spectral sequence
from the singular homology Hsi∗
(
Y ;GH∗(pt)
)
of Y with coefficients in GH∗(pt)
converging to GH∗(Y ), so that GH∗(Sn) ∼= Hsi∗
(
Sn;GH∗(pt)
)
, for instance.
Atiyah [5] and Connor [16, §13] also define cobordism groups MSOk(Y ) for
k ∈ Z, which are a generalized cohomology theory dual to bordism MSOk(Y ).
There is a natural product ∪ on MSO∗(Y ), making it into a supercommutative
ring. If Y is a compact oriented n-manifold without boundary then [5, Th. 3.6],
[16, Th. 13.4] there are canonical Poincare´ duality isomorphisms
MSOk(Y ) ∼=MSOn−k(Y ) for k ∈ Z. (125)
The definition of MSO∗(Y ) uses homotopy theory, direct limits of k-fold sus-
pensions, and classifying spaces. There does not seem to be a satisfactory
differential-geometric definition of cobordism groups parallel to Definition 5.1.
If Y is compact and oriented then from the isomorphisms (125) and the
product ∪ on cobordism we obtain an associative, supercommutative intersec-
tion product • on bordism groups. (Actually, Y does not need to be compact
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here.) We can write this product geometrically for the groups Bk(Y ;R) as fol-
lows. Suppose [X, f ] and [X˜, f˜ ] are isomorphism classes in B∗(Y ;R) such that if
f(x) = f˜(x˜) = y ∈ Y then TyY = df |x(TxX)+ df˜ |x˜(Tx˜X˜); essentially this says
that f(X) and f˜(X˜) intersect transversely in Y . Then X×f,Y,f˜ X˜ is a compact,
oriented manifold with smooth π : X ×f,Y,f˜ X˜ → Y , and one can show that
[X, f ] • [X˜, f˜ ] = [X ×f,Y,f˜ X˜, π]. (126)
The bordism and cobordism theories MSO∗(Y ),MSO
∗(Y ) are generalized
(co)homology theories defined using oriented n-manifolds X , that is, manifolds
X whose tangent bundle has an SO(n)-structure. In a similar way, for each
of the series of Lie groups O(n), U(n), SU(n), Sp(n), one can define bordism
and cobordism theories built using manifolds X whose (stable) tangent bun-
dle has a G-structure for G = O(n), U(n), SU(n) or Sp(n). So we can define
unoriented bordism MO∗(Y ), unoriented cobordism MO
∗(Y ), complex bordism
or unitary bordism MU∗(Y ), complex cobordism or unitary cobordism MU
∗(Y ),
and so on. This is explained by Connor and Floyd [17, 18] and Stong [74]. We
will not discuss them. However, note that MU∗(Y ),MU
∗(Y ) should be re-
lated to the almost complex Kuranishi bordism groups KBac∗ ,KB
eac
∗ (Y ;R) and
KB∗ca,KB
∗
eca(Y ;R) defined below.
One can also repeat Definition 5.1 using orbifolds rather than manifolds.
We choose to do this using effective orbifolds, as the resulting groups will turn
out to be closely related to effective Kuranishi bordism and effective Kuranishi
homology. As far as the author knows, the next definition is new.
Definition 5.2. Let Y be an orbifold, and R be a commutative ring. Define the
effective orbifold bordism group Beok (Y ;R) of Y as in Definition 5.1, except that
we allow X,W to be effective orbifolds rather than manifolds. Pushforwards
h∗ : B
eo
k (Y ;R) → B
eo
k (Z;R) for h : Y → Z smooth, and projections Π
si
eo :
Beok (Y ;R)→ H
si
k (Y ;R), are defined as in Definition 5.1. For Π
si
eo, when R is not
a Q-algebra, it is essential that the Xa are effective orbifolds, as the fundamental
class [X ] ∈ Hsik (X ;R) of a compact oriented orbifold X without boundary is
defined for all R when X is effective, but only when Q ⊆ R otherwise.
5.2 Kuranishi bordism groups
Motivated by §4.2 and §5.1, we define:
Definition 5.3. Let Y be an orbifold. Consider pairs (X,f), where X is a
compact oriented Kuranishi space without boundary, and f : X → Y is strongly
smooth. An isomorphism between two pairs (X,f), (X˜, f˜) is an orientation-
preserving strong diffeomorphism i : X → X˜ with f = f˜ ◦ i. Write [X,f ] for
the isomorphism class of (X,f ).
Let R be a commutative ring. For each k ∈ Z, define the kth Kuranishi
bordism group KBk(Y ;R) of Y with coefficients in R to be the R-module of
finite R-linear combinations of isomorphism classes [X,f ] for which vdimX = k,
with the relations:
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(i) [X,f ] + [X ′,f ′] = [X ∐X ′,f ∐ f ′] for all classes [X,f ], [X ′,f ′]; and
(ii) Suppose W is a compact oriented Kuranishi space with boundary but
without (g-)corners, with vdimW = k + 1, and e : W → Y is strongly
smooth. Then [∂W, e|∂W ] = 0.
Elements of KBk(Y ;R) will be called Kuranishi bordism classes.
Let h : Y → Z be a smooth map of orbifolds. Define the pushforward
h∗ : KBk(Y ;R)→ KBk(Z;R) by h∗ :
∑
a∈A ρa[Xa,fa] 7→
∑
a∈A ρa[Xa, h◦fa].
This takes relations (i),(ii) inKBk(Y ;R) to (i),(ii) inKBk(Z;R), and so is well-
defined. Pushforward is functorial, that is, (g ◦ h)∗ = g∗ ◦ h∗.
We also define two minor variations on KB∗(Y ;R):
• Define effective Kuranishi bordism KBeb∗ (Y ;R) as above, except that we
require X,W to be effective Kuranishi spaces, as in Definition 3.35.
• Similarly, define trivial stabilizers Kuranishi bordismKBtr∗ (Y ;R) as above,
except that we requireX,W to be Kuranishi spaces with trivial stabilizers,
that is, StabX(p) = {1} for all p ∈ X .
Pushforwards h∗ also work on KB
eb
∗ (Y ;R) and KB
tr
∗ (Y ;R).
Our reason for introducing effective Kuranishi bordism KBeb∗ (Y ;R) is that
it maps naturally to effective Kuranishi homology KHef∗ (Y ;R), and hence to
singular homologyHsi∗ (Y ;R), as we will see in §5.3. Since this works overR = Z,
this makes KBeb∗ (Y ;R) a useful tool for considering questions of integrality
of homology classes, such as the Gopakumar–Vafa Integrality Conjecture for
Gromov–Witten invariants, to be discussed in §6.3.
Our reason for defining trivial stabilizers Kuranishi bordism KBtr∗ (Y ;R) is
that in §5.3 we will show that KBtr∗ (Y ;R)
∼= B∗(Y ;R), and so KB
tr
∗ (Y ;R)
helps to clarify the relationship between classical bordism theories and our new
Kuranishi bordism theories. We will also prove in §5.7 that KB∗(Y ;R) and
KBeb∗ (Y ;R) are generally very large. These are nontrivial facts, as it is not
obvious from Definition 5.3 that KB∗,KB
eb
∗ ,KB
tr
∗ (Y ;R) can ever be nonzero.
For example, if we omitted orientations in Definition 5.3, so that KBk(Y ;R)
were generated by [X,f ] for X a compact, unoriented Kuranishi space, then we
would have KBk(Y ;R) = {0} for all Y, k. This is because for any [X,f ] we may
takeW = ([−1, 1]/{±1})×X , a non-orientable Kuranishi space, and e :W → Y
to be e = f ◦ piX , and then [X,f ] = [∂W, e|∂W ] = 0 by Definition 5.3(ii) with
orientations omitted. Here [−1, 1]/{±1} is a compact, non-orientable 1-orbifold
with boundary one point.
Using the notation of §2.9, we add almost complex structures to Definition
5.3 to define almost complex Kuranishi bordism KBac2l (Y ;R). We restrict to
even dimensions vdimX = 2l, as almost complex structures only exist then.
Definition 5.4. Let Y be an orbifold. Consider triples
(
X, (J ,K),f
)
, where
X is a compact oriented Kuranishi space without boundary, (J ,K) an al-
most complex structure on X , and f : X → Y is strongly smooth. The
orientation on X need not match that induced by (J ,K). An isomorphism
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i :
(
X, (J ,K),f
)
→
(
X˜, (J˜ , K˜), f˜
)
is an orientation-preserving strong dif-
feomorphism i : X → X˜ with i∗(J ,K) = (J˜ , K˜) and f = f˜ ◦ i. Write[
X, (J ,K),f
]
for the isomorphism class of
(
X, (J ,K),f
)
.
Let R be a commutative ring. For each l ∈ Z, define the almost complex
Kuranishi bordism group KBac2l (Y ;R) of Y with coefficients in R to be the R-
module of finite R-linear combinations of isomorphism classes
[
X, (J ,K),f
]
for
which vdimX = 2l, with the relations:
(i)
[
X, (J ,K),f
]
+
[
X ′, (J ′,K ′),f ′
]
=
[
X ∐X ′, (J ,K) ∐ (J ′,K′),f ∐ f ′
]
for all
[
X, (J ,K),f
]
,
[
X ′, (J ′,K′),f ′
]
; and
(ii) Let W be a compact oriented Kuranishi space with boundary but without
(g-)corners, with vdimW = 2l+ 1, (D,J ,K) an almost CR structure on
W , and e : W → Y a strong submersion. Then (J ,K)|∂W is an almost
complex structure on ∂W , as in §2.9. We set
[
∂W, (J ,K)|∂W , e|∂W
]
= 0
in KBac2l (Y ;R).
Following Definition 5.3, define effective almost complex Kuranishi bordism
KBeac2l (Y ;R) as above, but requiring X,W to be effective Kuranishi spaces.
Let h : Y → Z be a smooth map of orbifolds. Define the pushforward
h∗ : KB
ac
2l (Y ;R)→ KB
ac
2l (Z;R) and h∗ : KB
eac
2l (Y ;R)→ KB
eac
2l (Z;R) by h∗ :∑
a∈A ρa[Xa, (Ja,Ka),fa] 7→
∑
a∈A ρa[Xa, (Ja,Ka), h◦fa]. Pushforwards are
functorial, (g ◦ h)∗ = g∗ ◦ h∗.
Definition 5.4 and its cobordism analogue Definition 5.8 are motivated by
applications to Gromov–Witten theory, to be discussed in §6.2–§6.3.
5.3 Morphisms of Kuranishi bordism groups
There are many natural projections between the bordism groups of §5.1–§5.2,
and from them to (effective) Kuranishi homology or singular homology.
Definition 5.5. We adopt the following uniform notation for projections: ΠBA
represents a projection from the bordism/homology group of type A to the
bordism/homology group of type B, where A,B can be ‘bo’ for B∗(Y ;R), ‘eo’
for Beo∗ (Y ;R), ‘Kb’ for KB∗(Y ;R), ‘eb’ for KB
eb
∗ (Y ;R), ‘tr’ for KB
tr
∗ (Y ;R),
‘ac’ for KBac∗ (Y ;R), ‘eac’ for KB
eac
∗ (Y ;R), ‘Kh’ for KH∗(Y ;R ⊗Z Q), ‘ef’ for
KHef∗ (Y ;R), and ‘si’ for H
si
∗ (Y ;R) or H
si
∗ (Y ;R⊗Z Q). With this notation:
(a) Define Πeobo,Π
tr
bo,Π
eb
bo,Π
Kb
bo ,Π
eb
eo ,Π
Kb
eo ,Π
eb
tr ,Π
Kb
tr ,Π
Kb
eb by Π
B
A :
∑
a∈A ρa[Xa,
fa] 7→
∑
a∈A ρa[Xa, fa] or Π
B
A :
∑
a∈A ρa[Xa,fa] 7→
∑
a∈A ρa[Xa,fa].
(b) Define Πaceac :
∑
a∈A ρa[Xa, (Ja,Ka),fa] 7→
∑
a∈A ρa[Xa, (Ja,Ka),fa].
(c) Define Πebeac,Π
Kb
eac,Π
Kb
ac :
∑
a∈A ρa[Xa, (Ja,Ka),fa] 7→
∑
a∈A ρa[Xa,fa].
(d) Define ΠKhtr ,Π
Kh
eb ,Π
Kh
Kb,Π
Kh
eac,Π
Kh
ac as maps into KHk(Y ;R⊗Z Q) by Π
Kh
A :∑
a∈A ρa
[
Xa,fa
]
7→
[∑
a∈A π(ρa)[Xa,fa,Ga]
]
or ΠKhA :
∑
a∈A ρa
[
Xa,
(Ja,Ka),fa
]
7→
[∑
a∈A π(ρa)[Xa,fa,Ga]
]
, where Ga is some choice of
gauge-fixing data for (Xa,fa), which exists by Theorem 3.18, and π : R→
R⊗Z Q is the natural morphism.
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(e) Define Πeftr ,Π
ef
eb,Π
ef
eac by Π
ef
A :
∑
a∈A ρa
[
Xa,fa
]
7→
[∑
a∈A ρa[Xa,fa,Ga]
]
or Πefeac :
∑
a∈A ρa
[
Xa, (Ja,Ka),fa
]
7→
[∑
a∈A ρa[Xa,fa,Ga]
]
, where
Ga is some choice of effective gauge-fixing data for (Xa,fa), which exists
by Theorem 3.39(a).
(f) Define ΠsiKb,Π
si
ac as maps into H
si
k (Y ;R ⊗Z Q) by Π
si
A = (Π
Kh
si )
−1 ◦ ΠKhA ,
where (ΠKhsi )
−1 over R⊗ZQ exists by Corollary 4.10, and ΠKhA is as in (d).
Define Πsitr,Π
si
eb,Π
si
eac as maps into H
si
k (Y ;R) by Π
si
A = (Π
ef
si )
−1◦ΠefA , where
(Πefsi )
−1 exists by Theorem 4.8 and ΠefA is as in (e).
Here (a)–(c) follow from the obvious implications manifold ⇒ trivial stabilizers
Kuranishi space ⇒ effective Kuranishi space ⇒ Kuranishi space, and manifold
⇒ effective orbifold ⇒ effective Kuranishi space.
We will show ΠKhKb in (d) is well-defined, the other Π
B
A in (d),(e) are also
well-defined by the same argument. We must prove three things:
(i) that
∑
a∈A ρa[Xa,fa,Ga] is a cycle in KCk(Y ;R);
(ii) that
[∑
a∈A ρa[Xa,fa,Ga]
]
is independent of the choice of Ga; and
(iii) that ΠKhKb takes relations in KBk(Y ;R) to equations in KHk(Y ;R).
For (i), ∂Xa = ∅ by definition of KBk(Y ;R), so ∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0
is immediate from (66). For (ii), suppose Ga,G
′
a are alternative choices. Then
by Theorem 3.25, there exists gauge-fixing data Ha for
(
[0, 1]×Xa,fa ◦ piXa
)
with Ha|Xa×{0} = Ga and H|Xa×{1} = G
′
a. Hence
∂
[
[0, 1]×Xa,fa ◦ piXa ,Ha
]
= [Xa,fa,G
′
a]− [Xa,fa,Ga],
by Definition 4.3(i),(iii), so
∑
a∈A ρa[Xa,fa,Ga] and
∑
a∈A ρa[Xa,fa,G
′
a] are
homologous and define the same class in KHk(Y ;R).
For (iii), let [X,f ], [X ′,f ′] be as in Definition 5.3(i), and choose gauge-fixing
data G,G′ for (X,f), (X ′,f ′) by Theorem 3.18. Then
[X,f ,G] + [X ′,f ′,G′] = [X ∐X ′,f ∐ f ′,G∐G′] in KCk(Y ;R)
by Definition 4.3(iii). Let Z, g be as in Definition 5.3(ii), and choose gauge-fixing
dataH for (Z, g). Then ∂[Z, g,H ]=[∂Z, g|∂Z ,H |∂Z ], so
[
[∂Z, g|∂Z ,H|∂Z ]
]
=0
in KHk(Y ;R). But
[
[∂Z, g|∂Z ,H |∂Z ]
]
=ΠKhKb
(
[∂Z, g|∂Z ]
)
. Thus ΠKhKb maps re-
lations Definition 5.3(i),(ii) to equations inKHk(Y ;R), and Π
Kh
Kb is well-defined.
Whenever ΠBA ,Π
C
B are defined, Π
C
A is also defined, with Π
C
A = Π
C
B ◦ Π
B
A .
Also, these projections all commute with pushforwards, h∗ ◦ΠBA = Π
B
A ◦ h∗.
These morphisms are illustrated in the commutative diagram Figure 5.1.
The isomorphisms in the figure are proved in Theorems 4.8, 5.6 and Corollary
4.10. We show that Πtrbo,Π
eb
eo in Definition 5.5 are isomorphisms. The proof
follows part of that of Theorem 4.8 in Appendix B.
Theorem 5.6. The morphisms Πtrbo : Bk(Y ;R) → KB
tr
k (Y ;R) and Π
eb
eo :
Beok (Y ;R) → KB
eb
k (Y ;R) are isomorphisms for k > 0. Also KB
tr
k (Y ;R) =
KBebk (Y ;R) = {0} for k < 0.
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Bk(Y ;R)
Π
tr
bo
∼=
%%K
KK
KK
K Πeobo
// Beo
k
(Y ;R)
Π
eb
eo
∼= %%K
KK
KK
K
KBeac
k
(Y ;R)
Π
eb
eac
yyss
ss
ss Π
ac
eac
// KBac
k
(Y ;R)
Π
Kb
acyyss
ss
ss
KBtr
k
(Y ;R)
Π
eb
tr //
Π
ef
tr
%%K
KK
KK
K
KBeb
k
(Y ;R)
Π
Kb
eb //
Π
ef
eb
yytt
tt
tt ΠKheb
%%K
KK
KK
K
KBk(Y ;R)
Π
Kh
Kb
yyttt
ttt
t
Hsi
k
(Y ;R)
Π
ef
si
∼=
// KHef
k
(Y ;R)
Π
Kh
ef // KHk(Y ;R⊗Z Q) H
si
k
(Y ;R⊗Z Q).
Π
Kh
si
∼=
oo
NB: KBeac
k
,KBac
k
(Y ;R) defined only for k even. Also Bk(Y ;Z)∼=MSOk(Y ) for manifolds.
Figure 5.1: Morphisms between bordism and homology groups
Proof. First we show Πtrbo is surjective. Let [X,f ] be a generator of KB
tr
k (Y ;R).
Choose an excellent coordinate system (I,η) for (X,f), which is possible by
Corollary 3.17, with I =
(
I, (V i, . . . , ψi), f i : i ∈ I, . . .
)
, where the V i can be
taken to be manifolds without boundary, since X has trivial stabilizers and is
without boundary.
Follow the first part of §B.2 to choose C1 small, smooth transverse pertur-
bations s˜i of si for i ∈ I, define a compact, oriented k-manifold X˜, where X˜ = ∅
if k < 0, and a smooth map f˜ : X˜ → Y , a compact, oriented Kuranishi space
Z of virtual dimension k + 1, and a strongly smooth map g : Z → Y . As
∂X = ∅, we have ∂X˜ = ∅, and the component Z∂ of ∂Z lying over ∂X is also
empty. So equation (234) gives ∂Z ∼= X˜ ∐ −X in oriented Kuranishi spaces.
Also g|∂Z agrees with f˜ ∐f under this identification. Thus Definition 5.3(i),(ii)
give [X,f ] = [X˜, f˜ ] in KBtrk (Y ;R) if k > 0, and [X,f ] = 0 in KB
tr
k (Y ;R) if
k < 0 so that X˜ = ∅. When k < 0 this implies KBtrk (Y ;R) = {0}. When k > 0,
[X˜, f˜ ] is also a generator of Bk(Y ;R), so as an element of KB
tr
k (Y ;R) it lies in
the image of Πtrbo. Therefore Π
tr
bo is surjective.
To prove that Πtrbo is injective, it is enough to show that if [X, f ] ∈ Bk(Y ;R)
with Πtrbo([X, f ]) = 0 inKB
tr
k (Y ;R), then [X, f ] = 0 ∈ Bk(Y ;R). Since [X, f ] =
0 ∈ KBtrk (Y ;R), there exists a compact oriented Kuranishi space W of virtual
dimension k + 1 and a strongly smooth e : W → Y with ∂W = X and e|∂W =
f . Since ∂W = X is a k-manifold, and this is an open condition, W is a
(k + 1)-manifold near ∂W . As above, choose an excellent coordinate system
(I,η) for (W, e), such that near ∂W the only Kuranishi neighbourhood in I is
(V k+1, Ek+1, sk+1, ψk+1), where V k+1 is a (k + 1)-manifold with ∂V k+1 = X ,
and Ek+1 → V k+1 is the zero vector bundle, so that sk+1 ≡ 0. This is possible
as W is a (k + 1)-manifold near ∂W .
Again, follow the first part of §B.2 to choose C1 small, smooth transverse
perturbations s˜i of si for i ∈ I, and define a compact, oriented (k+1)-manifold
W˜ and a smooth map e˜ : W˜ → Y . Since Ek+1 → V k+1 is the zero vector
bundle we have s˜k+1 ≡ 0 ≡ sk+1. Thus, near ∂W we do not perturb W at all,
so W˜ ,W coincide near ∂W , and ∂W˜ = ∂W = X , and e˜|∂W˜ = e|∂W = f . Hence
applying Definition 5.1(ii) to (W˜ , e˜) gives [X, f ] = 0 in Bk(Y ;R). Thus Π
tr
bo is
injective, so it is an isomorphism.
For Πebeo we follow the same proof, but we take the (V
i, . . . , ψi) to be ef-
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fective Kuranishi neighbourhoods in the sense of Definition 3.35, and X˜, W˜ to
be effective orbifolds rather than manifolds. Since the (V i, . . . , ψi) are effective
Kuranishi neighbourhoods, the stabilizers of V i act trivially on the fibres of Ei,
and so the proof in §B.2 that we can choose the s˜i to be transverse pertur-
bations is still valid. This would not work if we used non-effective Kuranishi
neighbourhoods, and the corresponding result for KBk(Y ;R) is false.
As B∗(Y ;Z) ∼= MSO∗(Y ) for manifolds, this implies that KBtr∗ (Y ;Z) ∼=
MSO∗(Y ) for manifolds Y .
5.4 Kuranishi cobordism and Poincare´ duality
(Effective) Kuranishi bordism KB∗,KB
eb
∗ (Y ;R) is basically (effective) Kuran-
ishi homology KH∗,KH
ef
∗ (Y ;R) with corners and gauge-fixing data omitted.
In §4.4 and §4.6 we defined dual theories of (effective) Kuranishi cohomology.
So the obvious thing to do is to omit corners and co-gauge-fixing data from
§4.4 and §4.6 to define dual theories of (effective) Kuranishi cobordism. For
simplicity we restrict to orbifolds Y without boundary.
Definition 5.7. Let Y be an orbifold without boundary. Consider pairs (X,f ),
where X is a compact Kuranishi space without boundary, f : X → Y is a
strong submersion, and (X,f) is cooriented. An isomorphism between two pairs
(X,f), (X˜, f˜) is a coorientation-preserving strong diffeomorphism i : X → X˜
with f = f˜ ◦ i. Write [X,f ] for the isomorphism class of (X,f ).
Let R be a commutative ring. For each k ∈ Z, define the kth Kuranishi
cobordism group KBk(Y ;R) of Y with coefficients in R to be the R-module of
finite R-linear combinations of isomorphism classes [X,f ] for which vdimX =
dimY − k, with the relations:
(i) [X,f ] + [X ′,f ′] = [X ∐X ′,f ∐ f ′] for all classes [X,f ], [X ′,f ′]; and
(ii) Suppose W is a compact Kuranishi space with boundary but without (g-)
corners, with vdimW = dimY − k + 1, and e : W → Y is a strong
submersion, with (W, e) cooriented. Then e|∂W : ∂W → Y is a strong
submersion which is cooriented as in Convention 2.33(a), and we impose
the relation [∂W, e|∂W ] = 0 in KBk(Y ;R).
Elements of KBk(Y ;R) will be called Kuranishi cobordism classes.
Let Y, Z be orbifolds without boundary, and h : Y → Z a smooth, proper
map. Motivated by pullback in Kuranishi cohomology (79), define the pullback
h∗ : KBk(Z;R)→ KBk(Y ;R) by h∗ :
∑
a∈A ρa[Xa,fa] 7→
∑
a∈A ρa[Y ×h,Z,fa
Xa,piY ]. Here the coorientation for (Xa,fa) pulls back to a coorientation
for (Y ×h,Z,fa Xa,piY ) as in Definition 4.12. This takes relations (i),(ii) in
KBk(Z;R) to (i),(ii) in KBk(Y ;R), and so is well-defined. Pullbacks are func-
torial, (g ◦ h)∗ = h∗ ◦ g∗.
Following Definition 5.1 we define two minor variations on KBk(Y ;R):
• Define effective Kuranishi cobordism KBkecb(Y ;R) as above, except that
we require (X,f) and (W, e) to be coeffective, as in Definition 3.37.
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• Similarly, define trivial stabilizers Kuranishi cobordism KBktrc(Y ;R) as
above, except that we require f : X → Y and e : W → Y to be co-
effective and isomorphisms on stabilizer groups. That is, for all p ∈ X ,
f∗ : StabX(p)→ StabY (f(p)) is an isomorphism, and StabX(p) acts triv-
ially on the fibre of the obstruction bundle of X at p.
Pullbacks h∗ also work on KB∗ecb(Y ;R) and KB
∗
trc(Y ;R).
Definition 5.8. Let Y be an orbifold without boundary, and R a commutative
ring. Consider triples
(
X, (L,K),f
)
, where X is a compact Kuranishi space
without boundary, f : X → Y a strong submersion with (X,f) cooriented, and
(L,K) a co-almost complex structure for (X,f), as in §2.10. An isomorphism
i :
(
X, (L,K),f
)
→
(
X˜, (L˜, K˜), f˜
)
is a strong diffeomorphism i : X → X˜ with
f = f˜ ◦ i and i∗(L,K) = (L˜, K˜), which identifies the coorientations of (X,f)
and (X˜, f˜). Write
[
X, (L,K),f
]
for the isomorphism class of
(
X, (L,K),f
)
.
Define the almost complex Kuranishi cobordism group KB2lca(Y ;R) of Y with
coefficients in R for l ∈ Z to be the R-module of finite R-linear combinations
of isomorphism classes
[
X, (L,K),f
]
for which vdimX = dimY − 2l, with
relations (i),(ii) combining those of Definitions 5.4, 5.7, using co-almost CR
structures in (ii).
Define effective almost complex Kuranishi cobordism KB2leca(Y ;R) as above,
but requiring (X,f) and (W, e) to be coeffective.
Let h : Y → Z be a smooth, proper map of orbifolds without boundary. De-
fine the pullback h∗ : KB2lca(Z;R) → KB
2l
ca(Y ;R) and h
∗ : KB2leca(Z;R) →
KB2leca(Y ;R) by h
∗ :
∑
a∈A ρa[Xa, (La,Ka),fa] 7→
∑
a∈A ρa[Y ×h,Z,fa Xa,
pi∗Xa(La,Ka),piY ], where pi
∗
Xa
(La,Ka) is the pullback of the co-almost com-
plex structure to Y ×Z Xa defined in the obvious way. Pullbacks are functorial,
(g ◦ h)∗ = h∗ ◦ g∗.
KBkeca(Y ;R)
Π
ecb
eca
yyss
ss
ss
Π
ca
eca
// KBkca(Y ;R)
Π
Kcb
cayyss
ss
ss
KBk
trc
(Y ;R)
Π
ecb
trc //
Π
ec
trc
%%K
KK
KK
K
KBk
ecb
(Y ;R)
Π
Kcb
ecb //
Π
ec
ecb
yyss
ss
ss ΠKchecb
%%K
KK
KK
K
KBk(Y ;R)
Π
Kch
Kcb
yyss
ss
ss
Hkcs(Y ;R)
Π
ec
cs
∼=
// KHkec(Y ;R)
Π
Kch
ec // KHk(Y ;R⊗Z Q) H
k
cs(Y ;R ⊗Z Q).
Π
Kch
cs
∼=
oo
NB: KBkeca, KB
k
ca(Y ;R) defined only for k even; Π
ec
cs defined only for Y a manifold.
Figure 5.2: Morphisms between cobordism and cohomology groups
As in §5.3, there are many natural projections between these cobordism
groups, (effective) Kuranishi cohomology, and compactly-supported cohomol-
ogy. The definitions are the obvious modifications of Definition 5.5, and we
leave them to the reader. These morphisms are illustrated in Figure 5.2. As
we have not defined cobordism analogues of B∗(Y ;R) and B
eo
∗ (Y ;R), the cor-
responding entries in Figure 5.1 are missing. Corollaries 4.17 and 4.28 say that
ΠKchcs ,Π
ec
cs are isomorphisms, supposing Y a manifold for Π
ec
cs .
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Remark 5.9. (a) The cobordism theories defined above are forms of compactly-
supported cobordism. One can also define versions of Kuranishi cobordism anal-
ogous to ordinary cobordism, as discussed for the cohomology case in Remark
4.13. Since we do not have to worry about co-gauge-fixing data for noncompact
Kuranishi spaces, this is straightforward. We just omit the assumption that the
Kuranishi space X is compact in Definitions 5.7 and 5.8, and require instead
that the strong submersion f : X → Y should be proper. Pullbacks h∗ are then
defined for all smooth h : Y → Z, not just when h is proper.
(b) The definitions above for orbifolds Y without boundary can be extended
to general orbifolds Y using the ideas of §4.5 in the cohomology case. An
important new point is that if ∂Y 6= ∅ then we should define KBk(Y ;R) in
terms of isomorphisms [X,f ] for which X is a compact Kuranishi space with
vdimX = dim Y − k, f : X → Y is a cooriented strong submersion, and
∂f+X = ∅, without assuming ∂X = ∅. Then we can define ι
∗ : KBk(Y ;R) →
KBk(∂Y ;R) mapping ι∗ : [X,f ] 7→ [∂f−X,f−].
Motivated by §4.4, we define Poincare´ duality maps between our Kuran-
ishi (co)bordism groups. Basically, we just omit (co-)gauge-fixing data from
Definitions 4.14 and 4.25.
Definition 5.10. Let Y be an orbifold which is oriented, without boundary,
and of dimension n, and R a commutative ring. Then for f : X → Y a
strong submersion, as in Definition 2.32 there is a 1-1 correspondence between
coorientations for (X,f ) and orientations for X . Define R-module morphisms
ΠKbKcb : KB
k(Y ;R) → KBn−k(Y ;R) for k ∈ Z by ΠKbKcb :
∑
a∈A ρa[Xa,fa] 7→∑
a∈A ρa[Xa,fa], using the coorientation for fa from [Xa,fa] ∈ KB
k(Y ;R)
and the orientation on Y to determine the orientation on Xa for [Xa,fa] ∈
KBn−k(Y ;R). Then Π
Kb
Kcb takes Definition 5.3(i),(ii) to Definition 5.7(i),(ii), so
it is well-defined.
Define ΠKcbKb : KBn−k(Y ;R) → KB
k(Y ;R) by ΠKcbKb :
∑
a∈A ρa[Xa,fa] 7→∑
a∈A ρa[X
Y
a ,f
Y
a ], where in the notation of Definition 4.14, X
Y
a is the fibre
product (Y, κY )×pi,Y,fX , fY : XY → Y is the strong submersion exp◦pi(Y,κY ),
and the orientations onXa and Y determine a coorientation for (X
Y
a ,f
Y
a ). Then
ΠKcbKb takes Definition 5.7(i),(ii) to Definition 5.3(i),(ii), so it is well-defined.
For effective Kuranishi (co)bordism, following Definition 4.25, when Y is
an effective orbifold define Πebecb : KB
k
ecb(Y ;R) → KB
eb
n−k(Y ;R) as for Π
Kb
Kcb,
and when Y is a manifold, define Πecbeb : KB
eb
n−k(Y ;R) → KB
k
ecb(Y ;R) as for
ΠKcbKb . Here for Π
eb
ecb we need Y to be an effective orbifold in order that (Xa,fa)
coeffective implies Xa effective, and for Π
ecb
eb we need Y to be a manifold so that
Xa effective implies (X
Y
a ,f
Y
a ) coeffective.
For trivial stabilizers Kuranishi (co)bordism, when Y is a manifold de-
fine Πtrtrc : KB
k
trc(Y ;R) → KB
tr
n−k(Y ;R) as for Π
Kb
Kcb,Π
eb
ecb, and define Π
trc
tr :
KBtrn−k(Y ;R)→ KB
k
trc(Y ;R) as for Π
Kcb
Kb ,Π
ecb
eb .
The proof of the next theorem follows those of Theorems 4.15 and 4.26,
omitting (co-)gauge-fixing data, and we leave it as an exercise.
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Theorem 5.11. Let Y be an oriented n-orbifold without boundary. Then ΠKcbKb
is the inverse of ΠKbKcb in Definition 5.10, so they are both isomorphisms. If also
Y is a manifold, then Πecbeb is the inverse of Π
eb
ecb and Π
trc
tr is the inverse of
Πtrtrc in Definition 5.10, so they are all isomorphisms.
Let Y be a compact, oriented n-manifold without boundary. Then we
have isomorphisms MSOk(Y ) ∼= MSOn−k(Y ) by (125), and MSOn−k(Y ) ∼=
Bn−k(Y ;Z) from §5.1, and Πtrbo : Bn−k(Y ;Z)→ KB
tr
n−k(Y ;Z) by Theorem 5.6,
and Πtrctr : KB
tr
n−k(Y ;Z)→ KB
k
trc(Y ;Z) by Theorem 5.11. Combining all these
gives an isomorphism MSOk(Y ) ∼= KBktrc(Y ;Z), in a similar way to Corollary
4.17. We can extend this to the case Y not oriented using orientation bundles,
as in Definition 4.16, giving:
Corollary 5.12. If Y is a compact manifold without boundary, there is a nat-
ural isomorphism MSO∗(Y ) ∼= KB∗trc(Y ;Z).
This shows that KB∗trc(Y ;Z) is a differential-geometric realization of cobor-
dism, very different to the conventional algebraic topological definition [5]. We
can also drop the assumption that Y is compact, if we replace ordinary cobor-
dism MSO∗(Y ) by compactly-supported cobordism MSO∗cs(Y ).
Remark 5.13. We can also consider Poincare´ duality for almost complex Ku-
ranishi (co)bordismKHac2∗,KB
2∗
ca (Y ;R), and effective almost complex Kuranishi
(co)bordism KHeac2∗ ,KB
2∗
eca(Y ;R). But to define the corresponding Poincare´
duality maps, we need some extra data: we must choose an almost complex
structure J on Y . (So in particular, dim Y must be even, dimY = 2m say.)
To define Πacca, for [X, (L,K),f ] ∈ KB
2l
ca(Y ;R) we must define an almost
complex structure on X using J and the co-almost complex structure (L,K)
for (X,f). Similarly, to define Πcaac, for [X, (J ,K),f ] ∈ KB
ac
2m−2l(Y ;R) we
must define a co-almost complex structure for (XY ,fY ) using J and the almost
complex structure (J ,K) for X . Both of these can be done, though there are
some arbitrary choices involved, as for the construction of (J ,K) ×Y (L
′,K′)
in §2.10. One can then extend Theorem 5.11 to show that KB2lca(Y ;R) ∼=
KBac2m−2l(Y ;R), and KB
2l
eca(Y ;R)
∼= KBeac2m−2l(Y ;R) for Y a manifold.
5.5 Products on Kuranishi (co)bordism
Motivated by §4.7, we define cup, cap and intersection products on Kuranishi
(co)bordism. Let Y be an orbifold without boundary, not necessarily oriented.
Define the cup product ∪ : KBk(Y ;R)×KBl(Y ;R)→ KBk+l(Y ;R) by[∑
a∈A
ρa
[
Xa,fa
]]
∪
[∑
b∈B
σb
[
X˜b, f˜ b
]]
=
∑
a∈A, b∈B
ρaσb
[
Xa×fa,Y,f˜b X˜b,piY
]
, (127)
for A,B finite and ρa, σb ∈ R. Here Xa ×fa,Y,f˜b X˜b is the fibre product of
§2.6, which is a compact Kuranishi space without boundary as Xa, X˜b are, and
piY : Xa ×fa,Y,f˜b X˜b → Y is the projection from the fibre product, which
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is a strong submersion as fa, f˜ b are, and the coorientations on (Xa,fa) and
(X˜b, f˜ b) induce a coorientation on (Xa ×Y X˜b,piY ) as in Convention 2.33(b).
Since vdimXa = dimY − k, vdim X˜b = dim Y − l we have vdimXa ×Y X˜b =
dimY − (k + l), so ∪ does map KBk(Y ;R)×KBl(Y ;R)→ KBk+l(Y ;R).
To show ∪ is well-defined we must show that (127) takes relations (i),(ii) in
KBk(Y ;R),KBl(Y ;R) to (i),(ii) in KBk+l(Y ;R). For (i) this holds as(
[X,f ] + [X ′,f ′]
)
∪ [X˜, f˜ ] =
[
X ×f ,Y,f˜ X˜,piY
]
+
[
X ′ ×f ′,Y,f˜ X˜,piY
]
=
[
(X ×f ,Y,f˜ X˜) ∐ (X
′ ×f ′,Y,f˜ X˜),piY ∐ piY
]
=
[
(X ∐X ′)×
f∐f ′,Y,f˜ X˜,piY
]
= [X ∐X ′,f ∐ f ′] ∪ [X˜, f˜ ],
and similarly for [X˜, f˜ ] ∪
(
[X,f ] + [X ′,f ′]
)
. For (ii) it holds as
[∂Z, g|∂Z ] ∪ [X˜, f˜ ] =
[
∂Z ×
g|∂Z ,Y,f˜
X˜,piY
]
=
[
∂(Z ×
g,Y,f˜ X˜),piY |∂(··· )
]
= 0,
using Proposition 2.31(a) and ∂X˜ = ∅, and similarly for [X˜, f˜ ] ∪ [∂Z, g|∂Z ].
If [X,f ] ∈ KBk(Y ;R), [X˜, f˜ ] ∈ KBl(Y ;R) then equation (24) gives [X,f ]∪
[X˜, f˜ ] = (−1)kl[X˜, f˜ ]∪ [X,f ], that is, ∪ is supercommutative. Also (25) implies
that ∪ is associative. If Y is compact then using the trivial coorientation for
idY : Y → Y , we have [Y, idY ] ∈ KB0(Y ;R), which is the identity for ∪. Thus,
KB∗(Y ;R) is a graded, supercommutative, associative R-algebra, with identity
if Y is compact, and without identity otherwise.
We can also mix Kuranishi bordism and cobordism, and define a cap product
∩ : KBk(Y ;R) ×KBl(Y ;R) → KBk−l(Y ;R) by (127), where now [Xa,fa] ∈
KBk(Y ;R) so that fa is strongly smooth and Xa oriented, and [X˜b, f˜ b] ∈
KBl(Y ;R) so that f˜ b is a strong submersion and (X˜b, f˜ b) cooriented, and
Xa×fa,Y,f˜b X˜b is well-defined as f˜ b is a strong submersion, and the orientation
forXa and coorientation for (X˜b, f˜ b) combine to give an orientation forXa×Y X˜b
as in Convention 2.33(c). This has the associativity property α ∩ (β ∪ γ) =
(α∩β)∩γ for α ∈ KB∗(Y ;R) and β, γ ∈ KB
∗(Y ;R). Thus, Kuranishi bordism
KB∗(Y ;R) is a module over Kuranishi cobordism KB∗(Y ;R).
As for Kuranishi (co)homology in §4.7, cup and cap products are compat-
ible with pullbacks and pushforwards. That is, if Y, Z are orbifolds without
boundary, and h : Y → Z a smooth, proper map, and α ∈ KB∗(Y ;R) and
β, γ ∈ KB∗(Z;R) then as in (110) we have
h∗(β ∪ γ) = h∗(β) ∪ h∗(γ) and h∗(α ∩ h
∗(β)) = h∗(α) ∩ β. (128)
If Z is compact then Y is compact as h is proper, and h∗([Z, idZ ]) = [Y, idY ].
Thus, h∗ is an R-algebra morphism.
If Y is an oriented n-orbifold without boundary, then using ∪ and the iso-
morphism KBk(Y ;R) ∼= KBn−k(Y ;R) of Theorem 5.11 we obtain an inter-
section product • : KBk(Y ;R) × KBl(Y ;R) → KBk+l−n(Y,R), which is also
supercommutative (with degrees shifted by n) and associative. From (126) we
see that ΠKbbo : B∗(Y ;R) → KB∗(Y ;R) intertwines intersection products •
on B∗(Y ;R),KB∗(Y ;R).
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All of the above also holds without change for cup, cap and intersection
products on effective Kuranishi (co)bordism KB∗ecb,KB
eb
∗ (Y ;R), and on triv-
ial stabilizers Kuranishi (co)bordism KB∗trc,KB
tr
∗ (Y ;R), except that we must
suppose Y is a manifold to define • on KBeb∗ ,KB
tr
∗ (Y ;R).
We can also generalize these ideas to (effective) almost complex Kuran-
ishi (co)bordism. Define R-bilinear maps ∪ : KB2kca (Y ;R) × KB
2l
ca(Y ;R) →
KB
2(k+l)
ca (Y ;R) and ∪ : KB2keca(Y ;R)×KB
2l
eca(Y ;R)→ KB
2(k+l)
eca (Y ;R) by[
X, (L,K),f
]
∪
[
X˜, (L˜, K˜), f˜
]
=
[
X ×f ,Y,f˜ X˜, (L,K)×Y (L˜, K˜),piY
]
,
generalizing (127), where (L,K)×Y (L˜, K˜) is the fibre product of co-almost
complex structures from §2.10. It is associative and supercommutative. If Y is
compact then [Y, (0,0), idY ] is the identity for ∪, where (0,0) is the trivial co-
almost complex structure for (Y, idY ), involving only almost complex structures
on zero vector bundles. Thus KB∗ca(Y ;R) is a supercommutative ring.
Similarly, define ∩ : KBac2k(Y ;R) ×KB
2l
ca(Y ;R) → KB
ac
2(k−l)(Y ;R) and ∩ :
KBeac2k (Y ;R)×KB
2l
eca(Y ;R)→ KB
eac
2(k−l)(Y ;R) by[
X, (J ,K),f
]
∩
[
X˜, (L˜, K˜), f˜
]
=
[
X ×
f ,Y,f˜ X˜, (J ,K)×Y (L˜, K˜),piY
]
.
They satisfy α∩ (β ∪ γ) = (α ∩ β) ∩ γ and h∗(α ∩ h∗(β)) = h∗(α) ∩ β as above.
All of the morphisms between bordism and homology groups defined in §5.3,
and their analogues for cobordism and cohomology groups, intertwine cup,
cap and intersection products in the obvious way. So, for instance, ΠKchKcb :
KB∗(Y ;R) → KH∗(Y ;R ⊗Z Q) satisfies ΠKchKcb(α ∪ β) = Π
Kch
Kcb(α) ∪ Π
Kch
Kcb(β)
for all α, β ∈ KB∗(Y ;R). In each case this is either obvious, or follows from
Theorem 4.34.
Remark 5.14. (a) As in §4.8 for Kuranishi (co)homology, each of the match-
ing pairs of (co)bordism theories KB∗,KB
∗(Y ;R), KBeb∗ ,KB
∗
ecb(Y ;R), KB
tr
∗ ,
KB∗trc(Y ;R), KB
ac
2∗,KB
2∗
ca (Y ;R) and KB
eac
2∗ ,KB
2∗
eca(Y ;R) can be combined
into a single bivariant theory. In some sense this works ‘at the (co)chain level’.
(b) The author expects that one can generalize the proof in the classical case to
show that each of our various different Kuranishi bordism theories is a general-
ized homology theory in the sense of Whitehead [75] in the category of smooth
orbifolds, that is, it satisfies all the Eilenberg–Steenrod axioms for homology
except the dimension axiom, and that the Kuranishi cobordism theories are the
corresponding generalized compactly-supported cohomology theory. To do this,
for the case of Kuranishi bordism, we should introduce a notion of relative Ku-
ranishi bordism KB∗(Y, Z;R) when Y is an orbifold and Z ⊆ Y is an open set,
and prove that it lives in an exact sequence
· · · → KBk(Z;R)→ KBk(Y ;R)→ KBk(Y, Z;R)
∂
−→KBk−1(Z;R)→ · · · ,
and satisfies the excision axiom, and various other natural properties. We leave
this as an exercise for the interested reader.
127
5.6 Orbifold strata and operators ΠΓ,ρ
Any orbifold V may be written as V =
∐
Γ V
Γ, where the disjoint union is over
isomorphism classes of finite groups Γ, and V Γ is the subset of v ∈ V with
stabilizer group StabV (v) isomorphic to Γ. This is the rough idea behind our
definition of the orbifold strata of V . However, for our purposes we must modify
this idea in three ways:
(i) V Γ above can be a union of components of different dimensions, so we
pass to a finer stratification V =
∐
Γ,ρ V
Γ,ρ, where ρ is an isomorphism
class of nontrivial representations of Γ, and the normal bundle of V Γ,ρ in
V has fibre the representation ρ, so that dimV Γ,ρ = dimV − dim ρ.
(ii) V Γ,ρ above is not a closed subset of V . To make it closed, we replace V Γ,ρ
by a subset of points v ∈ V such that StabV (v) has a subgroup isomorphic
to Γ. Once we do this, the disjoint union V =
∐
Γ,ρ V
Γ,ρ no longer holds.
(iii) Making the replacement (ii), but regarding V Γ,ρ as a subset of V , we find
that V Γ,ρ is not an orbifold, since several pieces of V Γ,ρ may intersect in
V locally to give singularities. To make V Γ,ρ into an orbifold, we must lift
to an immersion ιΓ,ρ : V Γ,ρ → V , which may take finitely many points to
one point. Then V Γ,ρ being closed is replaced by ιΓ,ρ being proper. (This
is very similar to the idea in §2.1 that if X is a manifold with (g-)corners,
then to make ∂X a manifold, we cannot regard ∂X as a subset of X , but
instead we have a finite immersion ι : ∂X → X .)
Here then is our definition of orbifold strata:
Definition 5.15. Let Γ be a finite group, and consider (finite-dimensional) real
representations (W,ω) of Γ, that is, W is a finite-dimensional real vector space
and ω : Γ→ Aut(W ) is a group morphism. Call (W,ω) a trivial representation
if ω ≡ idW , that is, if Fix(ω(Γ)) =W . Call (W,ω) a nontrivial representation if
it has no positive-dimensional trivial subrepresentation, that is, if Fix(ω(Γ)) =
{0}. Then every Γ-representation (W,ω) has a unique decomposition W =
W t⊕W nt as the direct sum of a trivial representation (W t, ωt) and a nontrivial
representation (W nt, ωnt), where W t = Fix(ω(Γ)).
Let (I0, ι0), . . . , (IN , ιN ) be representatives of the isomorphism classes of irre-
ducible Γ-representations, where (I0, ι0) = (R, 1) is the trivial irreducible repre-
sentation, and (Ii, ιi) is nontrivial for i = 1, . . . , N . Then every Γ-representation
(W,ω) is isomorphic to a direct sum
⊕N
i=0 ai(Ii, ιi) with a0, . . . , aN ∈ N, where
(W,ω) is trivial if a1 = · · · = aN = 0, and (W,ω) is nontrivial if a0 = 0. Two
(W,ω), (W,ω′) are isomorphic if and only if (a0, . . . , aN ) = (a
′
0, . . . , a
′
N).
Hence, isomorphism classes of nontrivial Γ-representations are in 1-1 corre-
spondence with N -tuples (a1, . . . , aN ), with each ai ∈ Z. We will often use ρ
to denote such an isomorphism class. The dimension dim ρ is
∑N
i=1 ai dim Ii.
If (W nt, ωnt) is a nontrivial Γ-representation, we will write [(W nt, ωnt)] for the
isomorphism class of nontrivial Γ-representations containing (W nt, ωnt), so that
[(W nt, ωnt)] = ρ means (W nt, ωnt) lies in the isomorphism class ρ.
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Now let V be an orbifold, of dimension n. Each v ∈ V has a stabilizer
group StabV (v). In this section we consider the tangent space TvV to be an
n-dimensional vector space with a representation τv of StabV (v). Let λ : Γ →
StabV (v) be an injective groupmorphism, so that λ(Γ) is a subgroup of StabV (v)
isomorphic to Γ. Hence τv ◦ λ : Γ → Aut(TvV ) is a Γ-representation, and we
can split TvV = (TvV )
t ⊕ (TvV )nt into trivial and nontrivial Γ-representations,
and form the isomorphism class
[
(TvV )
nt, (τv ◦ λ)nt
]
.
As a set, define the orbifold stratum V Γ,ρ to be
V Γ,ρ =
{
StabV (v) · (v, λ) : v ∈ V , λ : Γ→ StabV (v) is an injective
group morphism,
[
(TvV )
nt, (τv ◦ λ)
nt
]
= ρ
}
,
(129)
where StabV (v) acts on pairs (v, λ) by σ : (v, λ) 7→ (v, λσ), where λσ : Γ →
StabV (v) is given by λ
σ(γ) = σλ(γ)σ−1. Define a map ιΓ,ρ : V Γ,ρ → V by ιΓ,ρ :
StabV (v) · (v, λ) 7→ v.
Proposition 5.16. In Definition 5.15, V Γ,ρ naturally has the structure of an
orbifold of dimension n− dim ρ, and ιΓ,ρ lifts to a proper, finite immersion.
Proof. Let (U,∆, ψ) be an orbifold chart on V . We will construct a correspond-
ing orbifold chart on V Γ,ρ. Let λ : Γ→ ∆ be an injective group morphism. As
∆ acts on U by diffeomorphisms, composing with λ gives an action of Γ on U
by diffeomorphisms. Write Fix(λ(Γ)) for the fixed point set of this action in
U . It is closed, and a disjoint union of embedded submanifolds of U , possibly
with different dimensions. If u ∈ Fix(λ(Γ)) then Γ has a representation on
TuU , so we have a splitting TuU = (TuU)
t ⊕ (TuU)nt into trivial and nontrivial
Γ-representations, with (TuU)
t = Tu Fix(λ(Γ)). For each isomorphism class of
nontrivial Γ-representations ρ, write Fix(λ(Γ))ρ for the subset of u ∈ Fix(λ(Γ))
with
[
(TuU)
nt
]
= ρ. Then Fix(λ(Γ))ρ is a closed, embedded submanifold of U ,
of dimension n− dim ρ, since dimU = dimV = n.
Define a manifold UΓ,ρ of dimension n− dim ρ to be
UΓ,ρ =
∐
injective group morphisms λ : Γ→ ∆ Fix(λ(Γ))
ρ. (130)
Note that this is a disjoint union, not a union: Fix(λ(Γ))ρ and Fix(λ′(Γ))ρ may
intersect in U for distinct λ, λ′, but we do not identify such intersections in UΓ,ρ.
Define iΓ,ρ : UΓ,ρ → U to be the inclusion Fix(λ(Γ))ρ →֒ U on each component
Fix(λ(Γ))ρ in (130). As each Fix(λ(Γ))ρ is a closed, embedded submanifold, and
the disjoint union (130) is finite, we see that iΓ,ρ is a proper, finite immersion.
Define an action of ∆ on UΓ,ρ by δ ∈ ∆ takes u in Fix(λ(Γ))ρ to δ · u
in Fix(λδ(Γ))ρ, where λδ : Γ → ∆ is defined by λδ(ǫ) = δλ(ǫ)δ−1, as for λσ
in Definition 5.15. Then ∆ acts on UΓ,ρ by diffeomorphisms, and iΓ,ρ is ∆-
equivariant. Define ψΓ,ρ : UΓ,ρ/∆ → V Γ,ρ as follows: let λ : Γ → ∆ be an
injective group morphism and u ∈ Fix(λ(Γ))ρ ⊆ UΓ,ρ. Set v = ψ(∆ · u) in V .
Then we have a natural isomorphism StabV (v) ∼= {δ ∈ ∆ : δ · u = u}, and λ
maps Γ to the subgroup {δ ∈ ∆ : δ · u = u} of ∆ as u ∈ Fix(λ(Γ)). Thus
we can regard λ as an injective group morphism λ : Γ → StabV (v). With this
identification, define ψΓ,ρ
(
∆u) = StabV (v) · (v, λ).
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It is elementary to show that ψΓ,ρ is well-defined, and (UΓ,ρ,∆, ψΓ,ρ) is
an orbifold chart on V Γ,ρ with image (ιΓ,ρ)−1(Imψ). Also, if (U,∆, ψ) and
(U ′,∆′, ψ′) are orbifold charts on V compatible on their overlaps, then (UΓ,ρ,∆,
ψΓ,ρ), (UΓ,ρ′,∆′, ψΓ,ρ′) are compatible on their overlaps. Hence this system of
compatible orbifold charts on V Γ,ρ constructed from the system of compatible
orbifold charts on V gives V Γ,ρ the structure of an orbifold, of dimension n −
dim ρ. Also ιΓ,ρ is represented in orbifold charts by the iΓ,ρ above, which are
proper, finite immersions, so ιΓ,ρ lifts to a proper, finite immersion.
Remark 5.17. (a) If vΓ,ρ = StabV (v) · (v, λ) ∈ V Γ,ρ then the stabilizer group
StabV Γ,ρ(v
Γ,ρ) of vΓ,ρ in V Γ,ρ is
{σ ∈ StabV (v) : λ
σ=λ}={σ∈StabV (v) : λ(γ)σ=σλ(γ) ∀γ∈Γ}=C(λ(Γ)),
the centralizer of λ(Γ) in StabV (v). The induced morphism ι
Γ,ρ
∗ : StabV Γ,ρ(v
Γ,ρ)
→ StabV (v) is just the inclusion C(λ(Γ)) →֒ StabV (v). Thus ιΓ,ρ is injective on
stabilizer groups.
(b) Write Aut(Γ) for the group of isomorphisms ζ : Γ → Γ. If ζ ∈ Aut(Γ)
and λ : Γ → StabV (v) is an injective group morphism then λ ◦ ζ−1 : Γ →
StabV (v) is an injective group morphism. Also Aut(Γ) acts naturally on the
set of isomorphism classes of nontrivial Γ-representations, ρ 7→ ζ · ρ. If ζ ∈
Aut(Γ) then there is a natural diffeomorphism ζ∗ : V
Γ,ρ → V Γ,ζ·ρ acting by
StabV (v) · (v, λ) 7→ StabV (v) · (v, λ ◦ ζ
−1), with ιΓ,ρ ≡ ιΓ,ζ·ρ ◦ ζ∗.
(c) If V is an effective orbifold then StabV (v) acts effectively on TvV for all
v ∈ V . It is then easy to see that V Γ,ρ = ∅ unless ρ is the isomorphism class
of an effective nontrivial Γ-representation. Conversely, if V Γ,ρ = ∅ for all finite
groups Γ and isomorphism classes of non-effective nontrivial Γ-representations
ρ, then V is an effective orbifold.
(d) If V is an oriented orbifold, the orbifold strata V Γ,ρ need not be oriented, or
even orientable. Here is an example. Take V to be the 4-orbifold (RP3×R)/Z2,
where the generator σ of Z2 acts on RP
3 × R by
σ :
(
[x0, x1, x2, x3], y
)
7→
(
[x0, x1, x2,−x3],−y
)
. (131)
Then Fix(σ) is the disjoint union of
{(
[x0, x1, x2, 0], 0
)
: [x0, x1, x2] ∈ RP
2
}
, a
copy of RP2, and the single point
(
[0, 0, 0, 1], 0
)
. Hence V has two nontrivial
orbifold strata, V Z2,ρ2 , a copy of RP2, and V Z2,ρ4 , a point, where ρ2, ρ4 are the
isomorphism classes of nontrivial representations of Z2 of dimensions 2,4. Now
RPk is orientable if and only if k is odd. Using this, it is easy to show that V
is orientable, but V Z2,ρ2 is not.
Here is a sufficient condition on ρ for V Γ,ρ to be oriented whenever V is
oriented. Let (W,ω) be a nontrivial Γ-representation with [(W,ω)] = ρ, and
suppose that W does not admit any orientation-reversing automorphisms as a
Γ-representation. Then choosing an orientation forW determines an orientation
for the fibres of the normal bundle of the immersed submanifold ιΓ,ρ(V Γ,ρ) in
V , since these fibres are isomorphic to (W,ω) as Γ-representations. Hence an
130
orientation for V determines one for V Γ,ρ. This condition fails for any nonzero
representation of Γ = Z2. But if |Γ| is odd, the condition holds for all ρ, as in
Definition 5.21 below.
(e) Suppose V is a 2m-orbifold and J is an almost complex structure on V ,
as in Definition 2.34. Then for each v ∈ V , J |v gives TvV the structure of
a complex vector space, and as J |v is invariant under StabV (v) we can regard
(TvV, τv) as a complex representation of Γ. We can therefore repeat Definition
5.15 and Proposition 5.16 using isomorphism classes ρ of complex nontrivial Γ-
representations, rather than real representations, to define V Γ,ρ and ιΓ,ρ. Also
J on V restricts to an almost complex structure JΓ,ρ on V Γ,ρ.
Observe that V and V Γ,ρ are automatically orientable, with the orienta-
tions induced by J, JΓ,ρ. Thus, by working with almost complex structures, we
avoid the problem with non-oriented orbifold strata discussed in (d). This is an
important reason for working with almost complex Kuranishi bordism.
Perhaps surprisingly, the same thing works for almost CR structures. Sup-
pose V is a (2m+ 1)-orbifold and (D, J) is an almost CR structure on V , as in
Definition 2.35. Suppose that V is orientable. Then for each v ∈ V , we have a
codimension one subspace D|v of TvV , an almost complex structure J |v on D|v,
and we can choose an orientation on TvV . All three structures are invariant
under the action of StabV (v). As J |v induces an orientation on D|v we have an
orientation on TvV/D|v ∼= R which is fixed by StabV (v). Therefore StabV (v)
acts trivially on the quotient (TvV )/(D|v).
It follows that if λ : Γ → StabV (v) is an injective group morphism, then in
the induced splitting TvV = (TvV )
t ⊕ (TvV )nt, (TvV )nt is a vector subspace of
D|v, which must be invariant under J |v. So we can regard (TvV )nt as a complex
representation of Γ. This is what we need to repeat Definition 5.15 and Propo-
sition 5.16 using isomorphism classes ρ of complex nontrivial Γ-representations.
Also (D, J) on V restricts to an almost CR structure (DΓ,ρ, JΓ,ρ) on V Γ,ρ.
When working with complex representations, we will use dim ρ to mean the
complex dimension of the representations, not the real dimension.
(f) Suppose V is an orbifold with boundary, but without (g-)corners. Then
ι : ∂V → V is an embedding, and induces isomorphisms ι∗ : Stab∂V (v,B) →
StabV (v) on stabilizer groups. It is easy to show that restricting to orbifold
strata commutes with taking boundaries, that is, ∂(V Γ,ρ) = (∂V )Γ,ρ.
However, as we explained in Remark 2.10(b), if V has (g-)corners then ι :
∂V → V is an immersion, and the induced maps ι∗ : Stab∂V (v,B)→ StabV (v)
are injective, but may not be surjective. Because of this, for orbifolds with
corners or g-corners, restricting to orbifold strata does not commute with taking
boundaries, that is, ∂(V Γ,ρ) may not agree with (∂V )Γ,ρ.
This leads to an important difference between Kuranishi (co)bordism and
(effective) Kuranishi (co)homology. In Kuranishi (co)bordism, information from
orbifold strata XΓ,ρ of generators [X,f ] survives in KB∗,KB
∗(Y ;R), as we
show below, since we do not allow Kuranishi spaces with (g-)corners in defining
KB∗,KB
∗(Y ;R). But in (effective) Kuranishi (co)homology, where we do allow
Kuranishi spaces with (g-)corners, all information from orbifold strata is lost.
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(In fact relation Definition 4.3(iv) would also kill information from orbifold
strata, but this does not apply to effective Kuranishi (co)homology.)
We generalize Definition 5.15 to Kuranishi spaces X . Since we must consider
the representation of Γ on the obstruction bundle of X , we must replace ρ by
an isomorphism class of virtual nontrivial Γ-representations.
Definition 5.18. Let Γ be a finite group. A virtual representation of Γ is a for-
mal difference (W,ω)⊖ (W ′, ω′) of two Γ-representations (W,ω), (W ′, ω′). The
dimension of (W,ω) ⊖ (W ′, ω′) is dimW − dimW ′. We call (W,ω) ⊖ (W ′, ω′)
nontrivial if (W,ω), (W ′, ω′) are nontrivial Γ-representations. We say that
two virtual Γ-representations (W1, ω1) ⊖ (W
′
1, ω
′
1) and (W2, ω2) ⊖ (W
′
2, ω
′
2) are
isomorphic if there exist Γ-representations (W3, ω3), (W4, ω4) with (W1, ω1) ⊕
(W3, ω3) ∼= (W2, ω2)⊕ (W4, ω4) and (W ′1, ω
′
1)⊕ (W3, ω3) ∼= (W
′
2, ω
′
2)⊕ (W4, ω4).
Let (I0, ι0), . . . , (IN , ιN ) be representatives of the isomorphism classes of
irreducible Γ-representations, where (I0, ι0) = (R, 1) is the trivial irreducible
representation, and (Ii, ιi) is nontrivial for i = 1, . . . , N . Then every vir-
tual Γ-representation (W,ω) ⊖ (W ′, ω′) is isomorphic to
⊕N
i=0 ai(Ii, ιi) with
a0, . . . , aN ∈ Z, where
⊕N
i=0 ai(Ii, ιi) is a shorthand for
(⊕
i:ai>0
ai(Ii, ιi)
)
⊖(⊕
i:ai<0
(−ai)(Ii, ιi)
)
, and two virtual representations are isomorphic if and
only if they yield the same a0, . . . , aN .
Hence, isomorphism classes of virtual Γ-representations are in 1-1 correspon-
dence with (N+1)-tuples (a0, a1, . . . , aN ) with ai ∈ Z, and isomorphism classes
of virtual nontrivial Γ-representations are in 1-1 correspondence with N -tuples
(a1, . . . , aN) with ai ∈ Z. We often write ρ for such an isomorphism class. The
dimension of ρ is dim ρ =
∑N
i=0 ai dim Ii. Equivalently, an isomorphism class of
virtual Γ-representatives is an element of K0(mod-Γ), the Grothendieck group
of the abelian category mod-Γ of finite-dimensional real Γ-representations.
Now let X be a Kuranishi space, p ∈ X and (Vp, . . . , ψp) be a Kuranishi
neighbourhood in the germ at p. Set v = ψ−1p (p) in V . The stabilizer group
StabX(p) ∼= StabVp(v) has natural representations on the finite-dimensional
vector spaces TvVp and Ep|v. Let λ : Γ → StabVp(v) be an injective group
morphism. Then Γ acts on TvVp and Ep|v via λ, so we may split into trivial and
nontrivial Γ-representations TvVp = (TvVp)
t ⊕ (TvVp)
nt and Ep|v = (Ep|v)
t ⊕
(Ep|v)nt. Hence (TvVp)nt⊖(Ep|v)nt is a virtual nontrivial Γ-representation, with
isomorphism class
[
(TvVp)
nt ⊖ (Ep|v)nt
]
.
As a set, define the orbifold stratum XΓ,ρ to be
XΓ,ρ =
{
StabX(p) · (p, λ) : p ∈ X , λ : Γ→ StabX(p) is an injective
group morphism,
[
(TvVp)
nt ⊖ (Ep|v)
nt
]
= ρ
}
,
(132)
where to interpret the condition
[
(TvVp)
nt⊖(Ep|v)nt
]
= ρ we choose (Vp, . . . , ψp)
in the germ at p, set v = ψ−1p (p) and identify StabVp(v) with StabX(p), so that
λ makes TvVp and Ep|v into Γ-representations. The condition is independent
of the choice of (Vp, . . . , ψp), by definition of equivalence in the germ. Define a
map ιΓ,ρ : XΓ,ρ → X by ιΓ,ρ : StabX(p) · (p, λ) 7→ p.
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We have the following analogue of Proposition 5.16. The proof generalizes
that of Proposition 5.16, and we leave it as an exercise. The most important new
point to note is that coordinate transformations (φpq , φˆpq) preserve the condition
on virtual nontrivial Γ-representations. Suppose vq ∈ Vpq ⊆ Vq with sq(vq) = 0,
vp = φpq(vq), and λq : Γ → StabVq (v) is an injective group morphism. Then
(φpq)∗ : StabVq (vq) → StabVp(vp) is an isomorphism, as φpq is an embedding,
and Definition 2.18(e) implies that (TvpVp)
nt⊖(Ep|vp)
nt and (TvqVq)
nt⊖(Eq|vq )
nt
are isomorphic as virtual Γ-representations. Hence
[
(TvpVp)
nt ⊖ (Ep|vp)
nt
]
= ρ
if and only if
[
(TvqVq)
nt ⊖ (Eq|vq )
nt
]
= ρ.
Proposition 5.19. In Definition 5.18, XΓ,ρ naturally has the structure of a
Kuranishi space of virtual dimension vdimX − dimρ, and ιΓ,ρ lifts to a proper,
finite, strongly smooth map ιΓ,ρ : XΓ,ρ → X.
Remark 5.20. The analogues of Remark 5.17(a)–(f) hold for Kuranishi spaces.
In particular, for (c), if X is an effective Kuranishi space then in Definition
5.18 TvVp is an effective Γ-representation, so (TvVp)
nt is effective, and Ep|v is
a trivial Γ-representation, so (Ep|v)
nt = 0. Hence XΓ,ρ = ∅ unless ρ is the
isomorphism class of an effective nontrivial Γ-representation, not just a virtual
one. For Γ 6= {1} this gives dim ρ > 0, so that vdimXΓ,ρ < vdimX . If X is
an orientable, effective Kuranishi space, we can also exclude the case dim ρ = 1,
since Γ cannot act on TvVp preserving orientations such that dim(TvVp)
nt = 1,
because no finite group has an orientation-preserving, nontrivial representation
on R. Hence, if X is an orientable, effective Kuranishi space then XΓ,ρ = ∅ for
Γ 6= {1} unless dim ρ > 2, so that vdimXΓ,ρ 6 vdimX − 2.
Also, for (e), if X is a Kuranishi space without boundary, (J ,K) is an almost
complex structure on X , Γ a finite group, and ρ an isomorphism class of virtual
nontrivial complex Γ-representations, then we can define the orbifold stratum
XΓ,ρ, strongly smooth ιΓ,ρ : XΓ,ρ → X , and an almost complex structure
(JΓ,ρ,KΓ,ρ) on XΓ,ρ. Similarly, if X is an orientable Kuranishi space with
boundary but without (g-)corners and (D,J ,K) an almost CR structure on X ,
we define XΓ,ρ, ιΓ,ρ, and an almost CR structure (DΓ,ρ,JΓ,ρ,KΓ,ρ) on XΓ,ρ.
When |Γ| is odd, given an orientation on X , we define orientations on XΓ,ρ.
Definition 5.21. Let Γ be a finite group. Consider the following condition
on Γ: no nontrivial representation (W,ω) of Γ should admit an orientation-
reversing automorphism, as in Remark 5.17(d). It is sufficient to apply this
condition to the nontrivial irreducible representations (I1, ι1), . . . , (IN , ιN ) of Γ.
Using Schur’s lemma we can show that (Ii, ιi) admits an orientation-reversing
automorphism if and only if dim Ii is odd, and then −1 is such an automorphism.
One can prove using the character theory of finite groups that dim Ii is even for
i = 1, . . . , N if and only if |Γ| is odd, so the condition is equivalent to |Γ| odd.
Suppose |Γ| is odd. Choose an orientation on Ii for i = 1, . . . , N . Let (W,ω)
be a nontrivial Γ-representation. Then (W,ω) is isomorphic to
⊕N
i=1 ai(Ii, ιi) for
a1, . . . , aN ∈ N. Thus the orientations on Ii induce an orientation on W . This
orientation on W is independent of the choice of isomorphism W ∼=
⊕N
i=1 aiIi,
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since by the condition above (W,ω) admits no orientation-reversing automor-
phisms. Thus, we have chosen orientations on all nontrivial Γ-representations,
which are consistent with direct sums.
Now let X be an oriented Kuranishi space, and ρ an isomorphism class of
virtual nontrivial Γ-representations. We shall define an orientation on the orb-
ifold stratum XΓ,ρ. As for orbifold charts in the proof of Proposition 5.16,
if (V,E, s, ψ) is a compatible Kuranishi neighbourhood on X then we con-
struct a compatible Kuranishi neighbourhood (V Γ,ρ, EΓ,ρ, sΓ,ρ, ψΓ,ρ) on XΓ,ρ,
and the strongly smooth map ιΓ,ρ is represented by a smooth map (ιΓ,ρ, ιˆΓ,ρ) :
(V Γ,ρ, . . . , ψΓ,ρ) → (V, . . . , ψ). Here points of V Γ,ρ are of the form vΓ,ρ =
StabV (v) · (v, λ), where v = ιΓ,ρ
(
StabV (v) · (v, λ)
)
in V , λ : Γ→ StabV (v) is an
injective group morphism.
Now λ makes TvV and E|v into Γ-representations, with TvΓ,ρV
Γ,ρ = (TvV )
t
and EΓ,ρ|vΓ,ρ = (E|v)
t. Also TvV = (TvV )
t ⊕ (TvV )nt and E|v = (E|v)t ⊕
(E|v)nt, and (TvV )nt, (E|v)nt both have orientations as they are nontrivial Γ-
representations, and the orientation on X gives an orientation on TvV ⊕ E|v.
Thus, there is a unique orientation on TvΓ,ρV
Γ,ρ ⊕ EΓ,ρ|vΓ,ρ such that(
TvV ⊕ E|v
)
∼=
(
TvΓ,ρV
Γ,ρ ⊕ EΓ,ρ|vΓ,ρ
)
⊕ (TvV )
nt ⊕ (E|v)
nt
holds in oriented vector spaces.
Using the fact that nontrivial Γ-representations have even dimension, so
that changing their order in a direct sum preserves orientations, we find that
the compatibility condition in §2.7 for orientations under coordinate changes
(φpq, φˆpq) on X implies the corresponding compatibility on X
Γ,ρ. Hence the
orientations on TvΓ,ρV
Γ,ρ⊕EΓ,ρ|vΓ,ρ above induce an orientation on X
Γ,ρ, as we
want. This orientation does depend on the choice of orientations for I1, . . . , IN ;
changing the orientations of Ii by ǫi = ±1 changes the orientation of XΓ,ρ by∏N
i=1 ǫ
ai
i , where ρ =
[⊕N
i=1 ai(Ii, ιi)
]
for a1, . . . , aN ∈ Z.
We define operators ΠΓ,ρ,ΠΓ,ρac on (almost complex) Kuranishi bordism.
Definition 5.22. Let Γ be a finite group with |Γ| odd. Let (I1, ι1), . . . , (IN , ιN )
be the nontrivial irreducible representations of Γ, and choose orientations on Ii
for i = 1, . . . , N . Let Y be an orbifold and R a commutative ring. For each
isomorphism class ρ of virtual nontrivial Γ-representations and each k ∈ Z,
define an operator ΠΓ,ρ : KBk(Y ;R)→ KBk−dim ρ(Y ;R) by
ΠΓ,ρ :
∑
a∈A ρa
[
Xa,fa
]
7−→
∑
a∈A ρa
[
XΓ,ρa ,fa ◦ ι
Γ,ρ
a
]
. (133)
Here XΓ,ρa and ι
Γ,ρ
a : X
Γ,ρ
a → Xa are as in Definition 5.18 for Xa. Since Xa is
compact and ιΓ,ρa is proper, X
Γ,ρ
a is a compact Kuranishi space. We define the
orientation on XΓ,ρa as in Definition 5.21.
Equation (133) takes relations Definition 5.3(i),(ii) in KBk(Y ;R) to Defini-
tion 5.3(i),(ii) in KBk−dim ρ(Y ;R), and so is well-defined. For (ii), this depends
on the Kuranishi space analogue of Remark 5.17(f), that is, as W is a Kuran-
ishi space with boundary but without (g-)corners, we have ∂(WΓ,ρ) = (∂W )Γ,ρ.
Note that since |Γ| is odd, dim ρ is even, as in Definition 5.21, so dim ρ ∈ 2Z.
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If Y, Z are orbifolds and h : Y → Z is smooth then the ΠΓ,ρ clearly
commute with pushforwards, that is, h∗ ◦ ΠΓ,ρ = ΠΓ,ρ ◦ h∗ : KBk(Y ;R) →
KBk−dim ρ(Z;R).
Definition 5.23. Let Y be an orbifold, R a commutative ring, l an integer,
Γ a finite group, and ρ an isomorphism class of virtual nontrivial complex Γ-
representations. Define ΠΓ,ρac : KB
ac
2l (Y ;R)→ KB
ac
2l−2 dim ρ(Y ;R) by
ΠΓ,ρ :
∑
a∈A ρa
[
Xa, (Ja,Ka),fa
]
7−→
∑
a∈A ρa
[
XΓ,ρa , (J
Γ,ρ
a ,K
Γ,ρ
a ),fa ◦ ι
Γ,ρ
a
]
.
(134)
Here XΓ,ρa , ι
Γ,ρ
a : X
Γ,ρ
a → Xa and (J
Γ,ρ
a ,K
Γ,ρ
a ) are as in Remark 5.20 for Xa.
Since Xa is compact and ι
Γ,ρ
a is proper, X
Γ,ρ
a is a compact Kuranishi space. We
take dim ρ to be the complex dimension of the virtual representation, so 2 dimρ
is the real dimension.
To define the orientation on XΓ,ρa , note that Xa is oriented by Definition
5.4 (this orientation need not coincide with the orientation induces by (J ,K)).
We construct the orientation on XΓ,ρa by the method of Definition 5.21, but
instead of choosing orientations on I1, . . . , IN in order to define orientations on
(TvV )
nt, (E|v)nt, we note that (TvV )nt, (E|v)nt are complex vector spaces, and
so have natural orientations.
Equation (134) takes relations Definition 5.4(i),(ii) in KBac2l (Y ;R) to Def-
inition 5.4(i),(ii) in KBac2l−2 dim ρ(Y ;R), and so is well-defined. For (ii), given
an oriented Kuranishi space W with boundary and an almost CR structure
(D,J ,K) on W , we define WΓ,ρ, ιΓ,ρ : WΓ,ρ → W and (DΓ,ρ,JΓ,ρ,KΓ,ρ)
as in Remark 5.20 for W , and we construct the orientation on WΓ,ρ as for
XΓ,ρa above, again noting that (TvV )
nt, (E|v)nt are complex vector spaces by
the argument of Remark 4.30(e).
The ΠΓ,ρac commute with pushforwards h∗ : KB
ac
2∗(Y ;R)→ KB
ac
2∗(Z;R).
Remark 5.24. We have not defined operators ΠΓ,ρ on effective Kuranishi bor-
dism Πeb∗ (Y ;R), as there does not seem to be a good way to make X
Γ,ρ
a into
an effective Kuranishi space. In particular, using Remark 5.17(a) one can show
that if (Vp, . . . , ψp) is a sufficiently small Kuranishi neighbourhood in the germ
at p in XΓ,ρa then for all v ∈ Vp the stabilizer group StabVp(v) contains the
centre C(Γ) of Γ, so if C(Γ) 6= {1} then Vp is not an effective orbifold, and XΓ,ρa
not an effective Kuranishi space. There is no point in defining ΠΓ,ρ on trivial
stabilizers Kuranishi bordism Πtr∗ (Y ;R), as they would be zero for all Γ 6= {1}.
However, we can consider the compositions ΠΓ,ρ ◦ ΠKbef : Π
eb
k (Y ;R) →
KBk−dim ρ(Y ;R) and Π
Γ,ρ ◦ ΠKbtr : Π
tr
k (Y ;R)→ KBk−dim ρ(Y ;R). By Remark
5.20 we have ΠΓ,ρ ◦ ΠKbef = 0 unless ρ is the isomorphism class of an effective
nontrivial Γ-representation, not just a virtual one. For Γ 6= {1} this implies that
ΠΓ,ρ ◦ ΠKbef = 0 unless dim ρ > 0. We can also exclude the case dim ρ = 1 as
in Remark 5.20, since the Kuranishi spaces are oriented. Hence ΠΓ,ρ ◦ΠKbef = 0
unless dim ρ > 2. For trivial stabilizers Kuranishi bordism we clearly have
ΠΓ,ρ◦ΠKbtr = 0 unless Γ = {1}. These imply that Π
Kb
ef : Π
eb
∗ (Y ;R)→ KB∗(Y ;R)
and ΠKbtr : Π
tr
∗ (Y ;R) → KB∗(Y ;R) are far from surjective, their images lie in
small subspaces of KB∗(Y ;R).
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In the same way, ΠΓ,ρ◦Πaceac : Π
eac
2l (Y ;R)→ KB
ac
2l−2 dim ρ(Y ;R) is zero unless
ρ is the isomorphism class of an effective nontrivial complex Γ-representation,
not just a virtual one, so for Γ 6= {1}, ΠΓ,ρac ◦Π
ac
eac = 0 unless dim ρ > 0.
All of the above has analogues for the corresponding Kuranishi cobordism
groups, which we now briefly explain. The starting point is the notion of orbifold
strata for a submersion f : V → Y of orbifolds V, Y .
Definition 5.25. Let V, Y be orbifolds, and f : V → Y a submersion. Use
the notation of Definition 5.15. Generalizing equation (129), as a set, define the
orbifold stratum V Γ,ρ,f of (V, f) to be
V Γ,ρ,f =
{
StabV (v) · (v, λ) : v ∈ V, λ : Γ→Ker
(
f∗ : StabV (v)→StabY (f(v))
)
is an injective group morphism,
[
(TvV )
nt, (τv ◦ λ)
nt
]
= ρ
}
. (135)
That is, V Γ,ρ,f is the subset of StabV (v) · (v, λ) in V Γ,ρ with λ(Γ) ⊆ Ker f∗ ⊆
StabV (v). Define ι
Γ,ρ,f : V Γ,ρ,f → V by ιΓ,ρ,f = ιΓ,ρ|V Γ,ρ,f .
Then V Γ,ρ,f , ιΓ,ρ,f have two important properties, easily verified from the
definition of the orbifold structure on V Γ,ρ in the proof of Proposition 5.16.
Firstly, V Γ,ρ,f is an open and closed subset of V Γ,ρ. Hence V Γ,ρ,f is an orbifold,
by Proposition 5.16, and ιΓ,ρ,f : V Γ,ρ,f → V lifts to a proper, finite immersion.
Secondly, f ◦ ιΓ,ρ,f : V Γ,ρ,f → Y is a submersion. This is not immediately
obvious, as the restriction of a submersion to a submanifold is generally no
longer a submersion. To see it, let vΓ,ρ,f = StabV (v) · (v, λ) in V Γ,ρ,f , and set
y = f(v). Then λmakes TvV into a Γ-representation, so we may split into trivial
and nontrivial representations TvV = (TvV )
t ⊕ (TvV )nt, and TvΓ,ρ,fV
Γ,ρ,f ∼=
(TvV )
t. We have linear maps df |v : TvV → TyY , which is surjective as f
is a submersion, and d(f ◦ ιΓ,ρ,f )|vΓ,ρ,f : TvΓ,ρ,fV
Γ,ρ,f → TyY , and under the
identification TvΓ,ρ,f V
Γ,ρ,f ∼= (TvV )t, we have d(f ◦ιΓ,ρ,f )|vΓ,ρ,f ∼=
(
df |v
)
|(TvV )t .
Now df |v : TvV → TyY is equivariant under the actions of StabV (v) on
TvV and StabY (y) on TyY and the group morphism f∗ : StabV (v)→ StabY (v).
Since λ maps Γ→ Ker(f∗), it follows that Γ acts trivially on Ty, and so (TvV )nt
lies in the kernel Ker
(
df |v : TvV → TyY
)
. As df |v : TvV → TyY is surjective
and TvV = (TvV )
t ⊕ (TvV )nt, this implies that
(
df |v
)
|(TvV )t : (TvV )
nt → TyY
is surjective. Therefore d(f ◦ ιΓ,ρ,f )|vΓ,ρ,f : TvΓ,ρ,fV
Γ,ρ,f → TyY is surjective, for
all vΓ,ρ,f ∈ V Γ,ρ,f . Hence f ◦ ιΓ,ρ,f is a submersion.
Now let X be a Kuranishi space and f : X → Y a strong submersion.
Combining (132) and (136), define the orbifold stratum XΓ,ρ,f as a set to be
XΓ,ρ,f=
{
StabX(p) · (p, λ) : p ∈ X, λ : Γ→Ker
(
f∗ : StabX(p)→StabY (f(p))
)
is an injective group morphism,
[
(TvVp)
nt ⊖ (Ep|v)
nt
]
= ρ
}
. (136)
Then XΓ,ρ,f is an open and closed subset of XΓ,ρ, so it is a Kuranishi space
by Proposition 5.19, and ιΓ,ρ,f = ιΓ,ρ|XΓ,ρ,f : X
Γ,ρ,f → X is a proper, finite,
strongly smooth map. Also f ◦ ιΓ,ρ,f : XΓ,ρ,f → Y is a strong submersion.
Let Γ be a finite group with |Γ| odd. Choose orientations on I1, . . . , IN as
in Definition 5.22. Let Y be an orbifold without boundary, and R a commu-
tative ring. Following (133), for each isomorphism class ρ of virtual nontrivial
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Γ-representations and each k ∈ Z, define an operator ΠΓ,ρ : KBk(Y ;R) →
KBk+dim ρ(Y ;R) by
ΠΓ,ρ :
∑
a∈A ρa
[
Xa,fa
]
7−→
∑
a∈A ρa
[
X
Γ,ρ,fa
a ,fa ◦ ι
Γ,ρ,fa
a
]
. (137)
Here X
Γ,ρ,fa
a is a compact Kuranishi space as Xa is compact and ι
Γ,ρ,fa
a is
proper, and fa◦ι
Γ,ρ,fa
a is a strong submersion as above. We define the coorienta-
tion for (X
Γ,ρ,fa
a ,fa◦ι
Γ,ρ,fa
a ) from the coorientation for (Xa,fa) by the analogue
of Definition 5.21. We also define ΠΓ,ρca : KB
2l
ca(Y ;R) → KB
2l+2dim ρ
ca (Y ;R) by
including co-almost complex structures in the obvious way.
Suppose Y, Z are orbifolds, X is a Kuranishi space, f : X → Z is a strong
submersion, and h : Y → Z is a smooth map. Then Y ×h,Z,f X is a Kuranishi
space, and piY : Y ×Z X → Y a strong submersion. One can show that there is
a natural isomorphism of Kuranishi spaces (Y ×h,Z,f X)Γ,ρ,piY ∼= Y ×h,Z,f◦ιΓ,ρ,f
XΓ,ρ,f . Using this, we find that the ΠΓ,ρ commute with pullbacks, h∗◦ΠΓ,ρ=
ΠΓ,ρ◦h∗ : KBk(Z;R)→KBk+dim ρ(Y ;R), and similarly h∗◦ΠΓ,ρca =Π
Γ,ρ
ca ◦h
∗.
5.7 How large are Kuranishi (co)bordism groups?
We will now use the operators ΠΓ,ρ,ΠΓ,ρac of §5.6 composed with projection to
singular homology ΠsiKb,Π
si
ac to show that the bordism groupsKB∗,KB
ac
∗ (Y ;R)
are very large, infinitely generated at least in every even degree, and that
KBef∗ ,KB
eac
∗ (Y ;R) are large, infinitely generated at least in every positive even
degree. Poincare´ duality then implies the corresponding results for the cobor-
dism groups KB∗,KB∗ca,KB
∗
ecb,KB
∗
eac(Y ;R).
Example 5.26. Let Y be a connected, nonempty orbifold, and fix y ∈ Y ,
so that H0(Y ;Q) ∼= Q is generated by [y] ∈ H0(Y ;Q). Let ∆ be a finite
group. Then {0}/∆ is a compact 0-orbifold without boundary, consisting of
a single point with stabilizer group ∆. Give {0}/∆ the positive orientation.
Let f : {0}/∆ → Y be the smooth map of orbifolds mapping 0 7→ y, with
induced map f∗ : Stab{0}/∆(0)→ StabY (y) given by f∗ ≡ 1. Regarding {0}/∆
as a Kuranishi space and f as strongly smooth, [{0}/∆, f ] is well-defined in
KB0(Y ;Z). Write (0,0) for the trivial almost complex structure on {0}/∆,
giving almost complex structures on zero vector spaces. Then [{0}/∆, (0,0), f ]
is well-defined in KBac0 (Y ;Z).
Let Γ be a finite group, and take ρ = 0 to be the isomorphism class of the
zero (virtual) Γ-representation. Then (129) and (132) imply that ({0}/∆)Γ,0 ∼=
InjHom(Γ,∆)/∆ as an orbifold, where InjHom(Γ,∆) is the set of injective group
morphisms µ : Γ → ∆, and ∆ acts on InjHom(Γ,∆) by δ : µ → µδ for δ ∈ ∆,
where µδ(γ) = δµ(γ)δ−1 for γ ∈ Γ.
Suppose |Γ| is odd. Then Definition 5.21 gives an orientation on ({0}/∆)Γ,0,
which is just the positive orientation on InjHom(Γ,∆)/∆, and Definition 5.22
defines ΠΓ,0 : KB0(Y ;Z)→ KB0(Y ;Z), where
ΠΓ,0
(
[{0}/∆, f ]
)
=
[
InjHom(Γ,∆)/∆, fΓ,0
]
, (138)
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where fΓ,0 maps InjHom(Γ,∆)/∆→ y with fΓ,0∗ ≡ 1 on stabilizers.
Now apply the morphism ΠsiKb : KB0(Y ;Z)→ H0(Y ;Q) of Definition 5.5(f).
(Note that the definition of ΠsiKb uses the fact that Π
si
Kh : KH0(Y ;Q) →
H0(Y ;Q) is invertible, a highly nontrivial fact from Theorems 4.8 and 4.9 which
took all of Appendices A–C to prove.) From (138) we see that
ΠsiKb ◦Π
Γ,0
(
[{0}/∆, f ]
)
=
|InjHom(Γ,∆)|
|∆|
[y] ∈ H0(Y ;Q). (139)
Similarly, for all finite groups Γ we find that
Πsiac ◦Π
Γ,0
(
[{0}/∆, (0,0), f ]
)
=
|InjHom(Γ,∆)|
|∆|
[y] ∈ H0(Y ;Q). (140)
Using Example 5.26 we show thatKB0(Y ;Z) andKBac0 (Y ;Z) contain a copy
of Z∞, so they are very large. The same proof shows that if R is a commutative
ring without torsion, so that π : R→ R⊗Z Q is injective, then KB0(Y ;R) and
KBac0 (Y ;R) contain a copy of R
∞.
Proposition 5.27. In Example 5.26, the elements [{0}/∆, f ] taken over all
isomorphism classes of finite groups ∆ with |∆| odd are linearly independent
over Z in KB0(Y ;Z). Similarly, the elements [{0}/∆, (0,0), f ] taken over all
isomorphism classes of finite groups ∆ odd are linearly independent over Z in
both KBac0 (Y ;Z). Hence KB0(Y ;Z) and KB
ac
0 (Y ;Z) are infinitely generated
over Z.
Proof. Suppose for a contradiction that the [{0}/∆, f ] are not linearly inde-
pendent over Z in KB0(Y ;Z). Then there exist pairwise non-isomorphic finite
groups ∆1, . . . ,∆N with |∆i| odd and nonzero integers a1, . . . , aN such that∑N
i=1 ai[{0}/∆i, fi] = 0 in KB0(Y ;Z). Pick i = 1, . . . , N with |∆i| largest, and
set Γ = ∆i. If j 6= i then either |∆j | < |Γ|, or |∆j | = |Γ| but ∆j 6∼= Γ, and in
both cases InjHom(Γ,∆j) = ∅. Thus ΠsiKb ◦ Π
Γ,0([{0}/∆j, f ]) = 0 for j 6= i by
(139). So applying ΠsiKb ◦Π
Γ,0 to
∑N
i=1 ai[{0}/∆i, fi] = 0 and using (139) gives
ai|Aut(Γ)|/|Γ|[y] = 0 in H0(Y ;Q) ∼= Q, a contradiction as ai, |Aut(Γ)|, |Γ| and
[y] are all nonzero. The proof for KBac0 (Y ;Z) is the same.
We can prove similar results for ΠΓ,ρ with ρ 6= 0, and so show that KB2k,
KBac2k(Y ;Z) are infinitely generated for all k ∈ Z. To do this, we need to replace
{0}/∆ by a more complicated Kuranishi space X .
Example 5.28. Let Y, y be as above. Suppose ∆ is a finite group, and let
(W,ω), (W ′, ω′) be finite-dimensional nontrivial complex representations of ∆.
Consider the complex projective space P (C ⊕W ) = W ∐ P (W ). The repre-
sentation 1 ⊕ ω of ∆ on C ⊕W induces an action of ∆ on P (C ⊕W ), so that
P (C ⊕W )/∆ is a compact complex orbifold. The point [1, 0] ∈ P (C ⊕W ) is
fixed by ∆, so its image [1, 0] ∈ P (C⊕W )/∆ has stabilizer group ∆.
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Define X to be P (C⊕W )/∆ as a topological space, and define a Kuranishi
structure on X by the single Kuranishi neighbourhood
(V,E, s, ψ) =
(
P (C⊕W )/∆, (P (C⊕W )×W ′)/∆, 0, idX).
Here E = (P (C ⊕ W ) × W ′)/∆ → P (C ⊕ W )/∆ is an orbifold vector bun-
dle with fibre W ′, and ∆ acts on P (C ⊕ W ) × W ′ by the given action on
P (C ⊕W ), and the representation ω′ on W ′. Then X is a compact Kuran-
ishi space without boundary, of virtual dimension 2(dimW − dimW ′). The
complex structures on P (C ⊕W ) and W ′ induce an almost complex structure
(J ,K) on X . This in turn induces an orientation on X . Define a strongly
smooth map f : X → Y to be represented by the projection f : V → Y map-
ping f : v 7→ y for all v ∈ V , with f∗ ≡ 1 on stabilizer groups. Then [X,f ]
is well-defined in KB2(dimW−dimW ′)(Y ;R), and [X, (J ,K),f ] is well-defined
in KBac2(dimW−dimW ′)(Y ;R).
For each p ∈ X , the stabilizer group StabX(p) is a subgroup of ∆. Thus if
|Γ| > |∆|, or if |Γ| = |∆| but Γ 6∼= ∆, then there can exist no injective morphisms
λ : Γ→ StabX(p), so (132) gives XΓ,ρ = ∅. Hence
ΠΓ,ρ
(
[X,f ]
)
=ΠΓ,ρac
(
[X, (J ,K),f ]
)
=0 if |Γ|> |∆| or |Γ|= |∆|, Γ 6∼=∆. (141)
Now set Γ = ∆. The points in X with stabilizer group ∆ are the fixed point
set of ∆ in P (C⊕W ). Writing P (C⊕W ) =W ∐P (W ), the only fixed point of
∆ in W is 0, since W is a nontrivial ∆-representation. The fixed points of ∆ in
P (W ) correspond to ∆-subrepresentations of W isomorphic to C. We want to
ensure that none of these fixed points in P (W ) is isolated. We therefore impose
the condition:
(∗) No one-dimensional irreducible complex representation of ∆ occurs with
multiplicity exactly one in (W,ω).
This implies that the fixed points of ∆ in P (W ) are a (possibly empty) finite
disjoint union of projective subspaces of P (W ) of positive dimension.
Thus, if X∆,ρ 6= ∅, there are two possibilities:
(a) ρ =
[
(W,ω) ⊖ (W ′, ω′)
]
, in which case X∆,ρ comes from 0 ∈ W , and
X∆,ρ ∼= Aut(∆)/∆ as an orbifold, and vdimX∆,ρ = 0; or
(b) X∆,ρ is one or more positive-dimensional projective subspaces of P (W ),
an orbifold, and vdimX∆,ρ > 0.
Thus as for (140) we see that
ΠsiKb ◦Π
∆,ρ
(
[X,f ]
)
= Πsiac ◦Π
∆,ρ
(
[X, (J ,K),f ]
)
=
{
|Aut(∆)|
|∆| [y], ρ =
[
(W,ω)⊖ (W ′, ω′)
]
,
0, ρ 6=
[
(W,ω)⊖ (W ′, ω′)
]
, dimR ρ = vdimX.
(142)
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In the almost complex case, for all isomorphism classes ρ of complex virtual
nontrivial ∆-representations, we can choose complex nontrivial representations
(W,ω), (W ′, ω′) satisfying (∗) with ρ =
[
(W,ω) ⊖ (W ′, ω′)
]
. In the real case,
if |∆| is odd then every real nontrivial representation of ∆ has an underlying
complex representation, so again, for all isomorphism classes ρ of real virtual
nontrivial ∆-representations, we can choose complex nontrivial representations
(W,ω), (W ′, ω′) satisfying (∗) with ρ =
[
(W,ω) ⊖ (W ′, ω′)
]
in real virtual rep-
resentations. Thus, using (141)–(142) and a similar argument to the proof of
Proposition 5.27 gives:
Proposition 5.29. In Example 5.28, the elements [X,f ] taken over all iso-
morphism classes of finite groups ∆ with |∆| odd and all isomorphism classes
ρ of real virtual nontrivial ∆-representations are linearly independent over Z in
KB∗(Y ;Z). There are infinitely many such generators [X,f ] in KB2l(Y ;Z) for
all l ∈ Z. Hence KB2l(Y ;Z) is infinitely generated over Z for all l ∈ Z.
Similarly, the elements [X, (J ,K),f ] taken over all isomorphism classes of
finite groups ∆ odd and all isomorphism classes ρ of complex virtual nontriv-
ial ∆-representations are linearly independent over Z in KBac2∗(Y ;Z). Hence
KBac2l (Y ;Z) is infinitely generated over Z for all l ∈ Z.
We can also use these ideas to study effective Kuranishi bordism. It is easy
to see that the Kuranishi space X of Example 5.28 is effective if and only if
W ′ = 0 andW is an effective representation, and then X is actually an effective
orbifold, so that [X,f ] is well-defined in Beo∗ (Y ;Z). Thus as for Proposition
5.29 we obtain:
Proposition 5.30. In Example 5.28, taking W ′ = 0 and (W,ω) to be an ef-
fective nontrivial ∆-representation, the elements [X,f ] taken over all isomor-
phism classes of finite groups ∆ with |∆| odd and all isomorphism classes of
(W,ω) satisfying (∗) are linearly independent over Z in both KBef∗ (Y ;Z) and
Beo∗ (Y ;Z). There are infinitely many such generators [X,f ] in KB2l(Y ;Z) and
Beo2l (Y ;Z) for all l = 2, 3, 4, . . .. Hence KB2l(Y ;Z), B
eo
2l (Y ;Z), and similarly
KBeac2l (Y ;Z), are infinitely generated over Z for all l > 2.
We exclude the case l = 1 here as condition (∗) in Example 5.28 would
fail. But using different examples of Kuranishi spaces X one can also show
that KB2, B
eo
2 ,KB
eac
2 (Y ;Z) are infinitely generated over Z. Using the Poincare´
duality ideas of §5.4 we can deduce:
Corollary 5.31. Let Y be an oriented n-orbifold without boundary. Then
KBn−2l(Y ;Z) is infinitely generated over Z for all l ∈ Z, and KBn−2lec (Y ;Z) is
infinitely generated over Z for all l > 2.
Similar results hold for KB∗ac(Y ;Z) and KB
∗
eac(Y ;Z). The fact that our
Kuranishi (co)bordism groups are very large has both advantages and disadvan-
tages. One advantage is that any invariant defined in a Kuranishi (co)bordism
group contains a lot of information, as it lies in a very large group. We will see
this with Gromov–Witten cobordism invariants in §6. One disadvantage is that
it is not really feasible to compute the groups and write them down.
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6 Applications in Symplectic Geometry
We now discuss some applications of Kuranishi (co)homology and Kuranishi
(co)bordism in areas of Symplectic Geometry concerned with moduli spaces
of J-holomorphic curves. Our aim is not to give a complete treatment — we
postpone this to the sequels [39,41] — but rather to demonstrate the potential of
our theories as tools both for proving new theorems, and for reframing existing
theories in a much cleaner and more economical way.
Sections 6.1–6.3 concern closed Gromov–Witten invariants. They explain
how to define new Gromov–Witten type invariants in (almost complex) Kuran-
ishi bordism groups, and consider how these might be used to study integrality
properties of Gromov–Witten invariants, and prove the Gopakumar–Vafa Inte-
grality Conjecture. Sections 6.4–6.7 discuss Lagrangian Floer cohomology and
open Gromov–Witten invariants, and §6.8 draws some conclusions.
6.1 Moduli spaces of closed Riemann surfaces
We now discuss (closed) Riemann surfaces and stable maps, following [25].
Definition 6.1. A Riemann surface Σ is a compact connected complex 1-
manifold. A prestable or nodal Riemann surface Σ is a compact connected
complex variety whose only singularities are nodes (ordinary double points),
that is, Σ has finitely many singularities, each modelled on the node (0, 0) in{
(x, y) ∈ C2 : xy = 0
}
. The genus of a prestable Riemann surface Σ is the genus
of its smoothing Σ′, that is, we smooth nodes modelled on
{
(x, y) ∈ C2 : xy = 0
}
to a nonsingular curve modelled on
{
(x, y) ∈ C2 : xy = ǫ
}
. A (prestable)
Riemann surface with m marked points (Σ, ~z) is a (prestable) Riemann surface
Σ with ~z = (z1, . . . , zm), where z1, . . . , zm are distinct points in Σ, none of which
is a node. A stable Riemann surface with marked points is a prestable (Σ, ~z)
whose automorphism group is finite.
Write Mg,m for the moduli space of isomorphism classes [Σ, ~z ] of stable
Riemann surfaces (Σ, ~z) of genus g with m marked points, and Mg,m for the
subset of [Σ, ~z ] in Mg,m with Σ nonsingular. Then Mg,m is known as the
Deligne–Mumford compactification of Mg,m. It is easy to show that when
(g,m) = (0, 0), (0, 1), (0, 2) or (1,0) we haveMg,m =Mg,m = ∅. So we generally
restrict to 2g +m > 3.
Let (Σ, ~z) be a prestable Riemann surface with genus g andmmarked points,
and suppose 2g +m > 3. If (Σ, ~z) is not stable then Σ has a CP1 component
with less than 3 nodes or marked points. Collapse this CP1 component to a
point. After repeating this process finitely many times we obtain a unique
stable Riemann surface (Σ˜, ~˜z ) with genus g and m marked points, called the
stabilization of (Σ, ~z).
A great deal is known about the moduli spaces Mg,m and Mg,m, see for
instance Harris and Morrison [32]. The following theorem is proved in [25, §9].
Theorem 6.2. In Definition 6.1, Mg,m is a compact complex orbifold of real
dimension 2(3g +m− 3), without boundary or corners.
141
Observe that M1,1 is a non-effective orbifold, whose generic points have
stabilizer group Z2.
Definition 6.3. Let (M,ω) be a compact symplectic manifold and J an almost
complex structure onM compatible with ω. A stable map toM from a Riemann
surface with m marked points is a triple (Σ, ~z, w), where (Σ, ~z) is a prestable
Riemann surface withmmarked points, and w : Σ→M a J-pseudoholomorphic
map, such that the group Aut(Σ, ~z, w) of biholomorphisms γ : Σ → Σ with
γ(zj) = zj for all j and w ◦ γ = w is finite.
For β ∈ H2(M,Z) and g,m > 0, write Mg,m(M,J, β) for the moduli space
of J-pseudoholomorphic stable maps (Σ, ~z, w) to M from a Riemann surface
Σ with genus g and m marked points, with [w(Σ)] = β ∈ H2(M,Z). Points
of Mg,m(M,J, β) are isomorphism classes [Σ, ~z, w], where (Σ, ~z, w), (Σ′, ~z′, w′)
are isomorphic if there exists a biholomorphism γ : Σ → Σ′ with γ(zj) =
z′j for all j and w
′ ◦ γ ≡ w. Define evaluation maps evj : Mg,l(M,J, β) →
M for j = 1, . . . ,m by evj : [Σ, ~z, w] 7→ w(zj). When 2g + m > 3, define
πg,m : Mg,m(M,J, β) → Mg,m by evj : [Σ, ~z, w] 7→ [Σ˜, ~˜z ], where (Σ˜, ~˜z ) is the
stabilization of (Σ, ~z).
There is a natural topology on Mg,m(M,J, β) called the C∞ topology, due
to Gromov [31] and defined in [25, §10]. The next result, due in principle to
Gromov, is proved by Fukaya and Ono [25, §10-§11].
Theorem 6.4. In Definition 6.3, Mg,m(M,J, β) is compact and Hausdorff in
the C∞ topology.
Remark 6.5. In the following, I will label Theorems 6.6, 6.7, 6.8, 6.23, 6.25
and 6.26 as “Theorem” rather than Theorem. This is intended to indicate that
I am not confident that a complete, detailed proof has yet been given for these
results; that they should be regarded as partially proved, as somewhere between
a Theorem and a Conjecture.
I state these as “Theorems” because actually proving them properly would be
a massive undertaking, beyond the scope of this book and beyond my abilities
and patience, but I cannot proceed to applications in Symplectic Geometry
without them, and I need some applications to persuade the reader that the
effort of defining my Kuranishi (co)homology machinery was worthwhile.
The results of §6.2–§6.3 will then assume the “Theorems” of §6.1, and the
results of §6.5–§6.7 will assume the “Theorems” of §6.4. For comparison, note
that whole areas of mathematics have the Riemann hypothesis as a standing
assumption, although this has not yet been proved. In this case, we have good
reasons to hope that complete proofs of our “Theorems” will be available soon.
The worries I have about the proofs of the “Theorems” below mostly con-
cern the definition of the Kuranishi structure on the moduli spaces at and near
singular J-holomorphic curves, that is, curves with interior or boundary nodes.
Especially, I am bothered about smoothness issues: whether one can define Ku-
ranishi neighbourhoods (Vp, Ep, sp, ψp) on the moduli spaces near such a singular
curve for which sp is a smooth section of Ep, and what arbitrary choices are
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involved; whether coordinate changes (φpq , φˆpq) between such neighbourhoods
can be made smooth, and whether they satisfy Definition 2.18(e).
These questions are very difficult, concerning as they do singularities of
solutions of nonlinear elliptic p.d.e.s, with bubbling, neck stretching, and so on
— the ‘Analytical Chamber of Horrors’, as Hofer describes it [33, p. 2]. Fukaya
et al. discuss smoothness in [24, §A1.4]. Their underlying idea is related to the
notion of gluing profile in Hofer [33, §4.1], which is how these smoothness issues
are resolved in the theory of polyfolds.
Part of the problem is the mismatch between the definitions of Kuranishi
spaces used in this book, and in our references. For example, Fukaya and Ono
give a proof of “Theorem” 6.6 below using a different and rather weaker notion
of Kuranishi space: for them, the Kuranishi maps sp only have to be continuous,
so they avoid most of the smoothness issues, and Definition 2.18(e) is replaced
by a weaker notion involving isomorphisms χpq as in Remark 2.19. But I want
“Theorem” 6.6 to be true with our stronger notion of Kuranishi space.
Part of the problem too is that I am too lazy to work through all the proofs
that have been written down, and satisfy myself that they are correct, and
extend to our stronger definition of Kuranishi spaces. But also, there are parts
of some proofs in [24,25] which I have read, which appeared to me to be either
lacking in detail at some important points, or to have problems which needed
fixing. Fortunately, as we will discuss in §6.8, there may soon be an alternative
proof of “Theorem” 6.6 and related results, via the theory of polyfolds of Hofer,
Wysocki and Zehnder [33–37].
The following “Theorem” is proved in [25, Th.s 7.10–7.11 & Prop. 16.1],
but with a weaker definition of Kuranishi structure. The claims about strong
submersions are evident from the construction.
“Theorem” 6.6. In Definition 6.3, there exists an oriented Kuranishi structure
κ on Mg,m(M,J, β), without boundary or (g-)corners, depending on choices,
with
vdimMg,m(M,J, β) = 2
(
c1(M) · β + (n− 3)(1− g) +m
)
, (143)
where dimM = 2n. The maps evj in Definition 6.3 are continuous and ex-
tend for j = 1, . . . ,m to strong submersions evj :
(
Mg,m(M,J, β), κ
)
→ M,
and ev1× · · · × evm is a strong submersion. When 2g + m > 3, the map
πg,m in Definition 6.3 is continuous and extends to a strong submersion pig,m :(
Mg,m(M,J, β), κ
)
→Mg,m, and ev1×· · ·×evm×pig,m is a strong submersion.
Our next “Theorem” describes the dependence of Mg,m(M,J, β) on the
almost complex structure J . It is discussed briefly in the proof of [25, Th. 17.11],
and proved by the same method as “Theorem” 6.6.
“Theorem” 6.7. Let (M,ω) be a compact symplectic manifold and Jt for t ∈
[0, 1] a smooth 1-parameter family of almost complex structures on M compatible
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with ω. Write
Mg,m(M,Jt : t ∈ [0, 1], β) ={(
t, [Σ, ~z, w]
)
: t ∈ [0, 1], [Σ, ~z, w] ∈Mg,m(M,Jt, β)
}
.
There is a natural C∞ topology on Mg,m(M,Jt : t ∈ [0, 1], β) making it into a
compact Hausdorff topological space. Let κ0, κ1 be possible oriented Kuranishi
structures on Mg,m(M,Jt, β) for t = 0, 1 given by “Theorem” 6.6. Then there
exists an oriented Kuranishi structure κ˜ on Mg,m(M,Jt : t ∈ [0, 1], β), with
vdim
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
= 2
(
c1(M) · β + (n− 3)(1− g) +m
)
+ 1,
without (g-)corners, and with boundary
∂
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
=
(
Mg,m(M,J1, β), κ1
)
∐−
(
Mg,m(M,J0, β), κ0
)
.
(144)
There are strong submersions e˜vj :
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
→ M
for j = 1, . . . ,m and p˜ig,m :
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
→ Mg,m when
2g +m > 3, which restrict to evj ,pig,m in “Theorem” 6.6 on Mg,m(M,Jt, β)
for t = 0, 1 under (144), and e˜v1×· · ·× e˜vm, e˜v1×· · ·× e˜vm× p˜ig,m are strong
submersions. Note that we can take Jt ≡ J for t ∈ [0, 1], so this result relates
possible choices of κ in “Theorem” 6.6 for a single J on M .
We can put an almost complex structure on Mg,m(M,J, β), in the sense of
§2.9. The (incomplete) proof is based on Fukaya and Ono [25, Prop. 16.5], who
prove thatMg,m(M,J, β) is stably almost complex, that is, that the virtual tan-
gent bundle of Mg,m(M,J, β) is equivalent to a virtual complex vector bundle
in a version of K-theory for Kuranishi spaces.
“Theorem” 6.8. In the situation of “Theorem” 6.6, one can construct an
almost complex structure (J ,K) on
(
Mg,m(M,J, β), κ
)
. This construction de-
pends on some choices, and κ must also be chosen appropriately.
These κ, (J ,K) are unique up to isotopy in the following sense. Let Jt for
t ∈ [0, 1] be a smooth family of almost complex structures on M compatible with
ω. Let κ0, (J0,K0) and κ1, (J1,K1) be outcomes of the construction above for
Mg,m(M,J0, β),Mg,m(M,J1, β). Then in “Theorem” 6.7 we can choose κ˜ and
an almost CR structure (D,J ,K) on
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
with
∂
(
(Mg,m(M,Jt : t ∈ [0, 1], β), κ˜), (D,J ,K)
)
=(
(Mg,m(M,J1, β), κ1), (J1,K1)
)
∐−
(
(Mg,m(M,J0, β), κ0), (J0,K0)
)
.
(145)
Analogues of the above results also hold for co-almost complex structures and
co-almost CR structures, using the ideas of §2.10.
Partial proof. In [25, Prop. 16.5], Fukaya and Ono observe that for a Kuranishi
neighbourhood (Vp, Ep, sp, ψp) on Mg,m(M,J, β), the fibres of the orbibundles
144
TVp and Ep over Vp are roughly the kernels and cokernels of a family of lin-
ear elliptic operators Dv : B1 → B2 between complex Banach spaces B1, B2,
parametrized by v ∈ Vp. Now the Dv are not complex linear, but their symbols
D′v are. So writing D(v,t) = (1 − t)Dv + tD
′
v, we obtain a smooth family of
elliptic operators D(v,t) : B1 → B2 parametrized by (v, t) ∈ Vp× [0, 1], such that
D(v,0) = Dv and D(v,1) is complex linear. Using this and ideas in the proofs
of [25, Prop. 16.5] and in §3.2, we can construct the following data:
(i) A good coordinate system I =
(
I,6, (V i, Ei, si, ψi) : i ∈ I, . . .
)
for Mg,m
(M,J, β), as in Definition 3.2;
(ii) Real orbibundles F i1, F
i
2 over V
i × [0, 1] for all i ∈ I;
(iii) Isomorphisms ιi1 : F
i
1 |V i×{0} → TV
i, ιi2 : F
i
2 |V i×{0} → E
i for all i ∈ I;
(iv) Almost complex structures J i1, J
i
2 on the fibres of F
i
1 |V i×{1} and F
i
2 |V i×{1}
for all i ∈ I; and
(v) For all i, j ∈ I with j 6 i and Imψi∩Imψj 6= ∅, embeddings of orbibundles
Φija : F
j
a |V ij → (φ
ij)∗(F ia) over V
ij for a = 1, 2, and an isomorphism:
Ψij :
(φij)∗(F i1)
Φij1 (F
j
1 |V ij )
−→
(φij)∗(F i2)
Φij2 (F
j
2 |V ij )
. (146)
This data satisfies the following conditions:
(vi) For all i, j ∈ I with j 6 i and Imψi ∩ Imψj 6= ∅ we have (φij)∗(ιi1) ◦
Φij1 = dφ
ij ◦ ιj1 and (φ
ij)∗(ιi2) ◦Φ
ij
2 = φˆ
ij ◦ ιj2 as morphisms F
j
1 |V ij×{0} →
(φij)∗(TV i) and F j2 |V ij×{0} → (φ
ij)∗(Ei) over V ij × {0} ∼= V ij , and the
following commutes near (sj)−1(0) ∩ V ij in morphisms over V ij × {0} ∼=
V ij , where dsˆi is as in (14):
(φij)∗(F i1)
Φij1 (F
j
1 |V ij )
∣∣∣
V ij×{0}
Ψij //
(ιi1)∗

(φij)∗(F i2)
Φij2 (F
j
2 |V ij )
∣∣∣
V ij×{0}
(ιi2)∗

(φij)∗(TV i)
(dφij)(TV j)
dsˆi //
(φij)∗(Ei)
φˆij(Ej)
,
(147)
where the columns are well-defined because of the previous conditions.
(vii) For all i, j ∈ I with j 6 i and Imψi∩ Imψj 6= ∅ we have (φij)∗(J ia)◦Φ
ij
a =
Φija ◦ J
j
a as morphisms F
j
a |V ij → (φ
ij)∗(F ia) for a = 1, 2. This implies that
(φija )
∗(J ia) for a = 1, 2 push down to almost complex structures J
ij
a for
a = 1, 2 on the orbibundles over V ij appearing in (146), and we require
that J ij2 ◦Ψ
ij = Ψij ◦ J ij1 .
(viii) Whenever i, j, k ∈ I with k 6 j 6 i and Imψi ∩ Imψj ∩ Imψk 6= ∅, we
have Φika = (φ
jk)∗(Φija ) ◦ Φ
jk over (φjk)−1(V ij) ∩ V jk ∩ V ik for a = 1, 2,
and the following diagram of orbibundles over (φjk)−1(V ij) ∩ V jk ∩ V ik
commutes:
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0 //
(φjk)∗(F j1 )
Φjk1 (F
k
1 )
(φjk)∗(Φij1 ) //
Ψjk

(φik)∗(F i1)
Φik1 (F
k
1 )
projection
//
Ψik

(φik)∗(F i1)
(φjk)∗(Φij1 (F
j
1 ))
//
(φjk)∗(Ψij)

0
0 //
(φjk)∗(F j2 )
Φjk2 (F
k
2 )
(φjk)∗(Φij2 ) //
(φik)∗(F i2)
Φik2 (F
k
2 )
projection
//
(φik)∗(F i2)
(φjk)∗(Φij2 (F
j
2 ))
// 0.
Roughly speaking, the data F ia and overlap maps Φ
ij
a and Ψ
ij define a bundle
system (F 1,F 2) on Mg,m(M,J, β) × [0, 1], and (iii), (vi) say that (F 1,F 2)
restricts to the tangent bundle system on Mg,m(M,J, β) × {0}, and (iv), (vii)
say that (F 1,F 2) restricts to a complex bundle system onMg,m(M,J, β)×{1},
as in the discussion of [25, Prop. 16.5] above. But working with neighbourhoods
of the form (V i× [0, 1], Ei, si, ψi) onMg,m(M,J, β)× [0, 1], rather than covering
Mg,m(M,J, β)×[0, 1] with small Kuranishi neighbourhoods, gives an advantage.
Now any orbibundle over V i × [0, 1] is (non-canonically) isomorphic to the
pullback of an orbibundle over V i, by the orbifold version of well-known facts
for manifolds. Thus by (iii) there exist isomorphisms ι˜i1 : F
i
1 → (π
i)∗(TV i) and
ι˜i2 : F
i
2 → (π
i)∗(Ei) with ι˜ia|V i×{0} = ι
i
a for a = 1, 2 and all i ∈ I, where π
i :
V i × [0, 1]→ V i is the projection. We claim we can choose these isomorphisms
ι˜ia to satisfy (φ
ij)∗(ι˜i1) ◦ Φ
ij
1 = dφ
ij ◦ ι˜j1 and (φ
ij)∗(ι˜i2) ◦ Φ
ij
2 = φˆ
ij ◦ ι˜j2 over
V ij × [0, 1], as in (vi), and the obvious extension of (147) to V ij × [0, 1].
To make these choices we work by induction on I in the order 6. Suppose
i ∈ I and we have already chosen ι˜j1, ι˜
j
2 for all j 6 i, j 6= i. Then we have
to choose ι˜i1, ι˜
i
2 satisfying some conditions over φ
ij(V ij) for all j 6 i, j 6= i.
Equation (32) and the previously chosen compatibility between ι˜j1, ι˜
j
2, ι˜
k
1 , ι˜
k
2 for
k 6 j 6 i ensure that the conditions are consistent over φij(V ij) ∩ φik(V ik).
Thus we can choose ι˜i1, ι˜
i
2 satisfying these conditions, and the claim is true by
induction.
Now define almost complex structures J i,Ki on the fibres of TV i and Ei
over V i by J i = (ι˜i1|V i×{1})
∗(J i1) and K
i = (ι˜i2|V i×{1})
∗(J i2). Part (vii) and
the conditions on the ι˜ia ensure that for all i, j ∈ I with j 6 i, j 6= i and
Imψi ∩ Imψj 6= ∅, the following analogues of Definition 2.34(a)–(c) hold:
(a) dφij ◦ Jj = (φij)∗(J i) ◦ dφij as morphisms TV j → (φij)∗(TV i);
(b) φˆij ◦Kj = (φij)∗(Ki) ◦ φˆij as morphisms Ej → (φij)∗(Ei); and
(c) Parts (a) and (b) imply that the orbibundles (φij)∗(TV i)/(dφij)(TV j)
and (φij)∗(Ei)/φˆij(Ej) over V ij have almost complex structures J ij ,Kij
on their fibres, by projection from (φij)∗(J i), (φij)∗(Ki). We require that
Kij ◦ dsˆi = dsˆi ◦ J ij over (sj)−1(0) in V ij , for dsˆi as in (14).
We can now define κ and (J ,K). For each p ∈ Mg,m(M,J, β), let i ∈ I
be least in the order 6 such that p ∈ Imψi. Define the germ of Kuranishi
neighbourhoods of p in κ to be the equivalence class of (V i, Ei, si, ψi), regarded
as a Kuranishi neighbourhood of p. To define the germ of coordinate changes
in κ, let (Vp, . . . , ψp) be sufficiently small in the germ of κ at p, let q ∈ Imψp,
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and let (Vq , . . . , ψq) be sufficiently small in the germ of κ at q. Let i, j ∈ I be
least in the order 6 such that p ∈ Imψi and q ∈ Imψj .
Then by definition there are open neighbourhoods Up and Uq of (ψ
i)−1(p),
(ψj)−1(q) in V i, V ij ⊆ V j such that (Vp, . . . , ψp) and (Vq, . . . , ψq) are isomor-
phic to (Up, E
i|Up , s
i|Up , ψ
i|Up) and (Uq, E
j |Uq , s
j|Uq , ψ
j |Uq ) respectively. Define
a coordinate change (φpq , φˆpq) from (Vq, . . . , ψq) to (Vp, . . . , ψp) to be that iden-
tified with (φij |Uq , φˆ
ij |Uq ) by these isomorphisms. Using Definition 3.2, it is easy
to see that κ is a Kuranishi structure. It is one of those allowed by “Theorem”
6.6, which uses the same construction without the almost complex structures.
Let p ∈ Mg,m(M,J, β) and (Vp, . . . , ψp) be sufficiently small in the germ of
κ at p. Define complex structures Jp on Vp and Kp on the fibres of Ep to be
those identified with J i|Up and K
i|Up by the isomorphisms above. Then (a)–(c)
above imply that Definition 2.34(a)–(c) hold, so these Jp,Kp define an almost
complex structure (J ,K) on
(
Mg,m(M,J, β), κ
)
. This completes the first part
of the theorem.
The second part works by a similar argument forMg,m(M,Jt : t ∈ [0, 1], β),
so we will be brief. To define κ0, (J0,K0) and κ1, (J1,K1) using the first part,
we must choose good coordinate systems on Mg,m(M,J0, β),Mg,m(M,J1, β).
In the second part we choose a good coordinate system on Mg,m(M,Jt :
t ∈ [0, 1], β) which restricts to these choices for J0, J1 at t = 0, 1. Then
we go through the whole proof, choosing data F ia, ι
i
a, J
i
a,Φ
ij
a ,Ψ
ij and ι˜ia over
Mg,m(M,Jt : t ∈ [0, 1], β)× [0, 1] for this new good coordinate system, ensuring
at each stage that the choices made agree at t = 0, 1 with those made in defining
κ0, (J0,K0) and κ1, (J1,K1). This is always possible.
Note that (iii) above has to be modified as follows. Let (V i, Ei, si, ψi) be
a Kuranishi neighbourhood in the good coordinate system for Mg,m(M,Jt :
t ∈ [0, 1], β), and let pi in “Theorem” 6.7 be represented by the submersion
πi : V i → [0, 1]. Define Di to be the codimension 1 orbisubbundle Ker(dπi)
in TV i. In (iii) we should take ιi1 to be an isomorphism ι
i
1 : F
i
1 |V i×{0} →
Di, mapping to Di rather than TV i. Then J i becomes an almost complex
structure on the fibres of Di rather then TV i, so that (Di, J i) is an almost
CR structure on V i, of codimension 1. This is why, in the last part of the
theorem, we construct an almost CR structure (D,J ,K) of codimension 1 on(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
, rather than an almost complex structure.
Finally, the modifications for the co-almost complex and co-almost CR struc-
tures case are straightforward: we replace TV i by the kernel of the projection
to T (Mm) or T (Mg,m ×Mm) throughout, in particular in (iii) above. Note
that these projections are actually complex linear, with respect to the almost
complex structure J i1 on TV
i defined using D(v,1) = D
′
v above, the almost com-
plex structure J × · · ·×J on Mm, and the natural complex structure onMg,m.
Hence J i1 restricts to an almost complex structure on the kernel of the projection
TV i → T (Mm) or T (Mg,m×Mm), as we need for the modified (iv) above.
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6.2 Gromov–Witten invariants
In this section and §6.3, we assume the “Theorems” of §6.1 throughout. For our
attitude to these, see Remark 6.5.
Gromov–Witten invariants are invariants ‘counting’ J-holomorphic curves
Σ of genus g with marked points in a complex or symplectic manifold. They
are important in String Theory, and attracted widespread attention through
their roˆle in the Mirror Symmetry story for Calabi–Yau 3-folds. They can
be defined either in algebraic geometry or symplectic geometry. A Gromov–
Witten invariant is basically a virtual cycle for the moduli spaceMg,m(M,J, β)
of Definition 6.3, whereMg,m(M,J, β) is regarded as a proper Deligne–Mumford
C-stack with an obstruction theory in the algebraic case, and as a Kuranishi
space (or something similar) in the symplectic case. For a good introduction,
see Cox and Katz [19, §7].
In Algebraic Geometry, Behrend [6,8] and Li and Tian [48] defined Gromov–
Witten invariants for a smooth projective variety M over C. In Symplectic
Geometry, Fukaya and Ono [25], Li and Tian [49], Ruan [65], and Siebert [70,71]
defined Gromov–Witten invariants for a general compact symplectic manifold
(M,ω), building on earlier work of Ruan and Tian for semi-positive symplectic
manifolds. It is generally believed, and partly proved, that these definitions
agree with each other on their common domain of validity. Li and Tian [50] show
that their algebraic [48] and symplectic [49] invariants coincide, and Siebert [72]
show that his symplectic invariants [70,71] agree with Behrend’s algebraic ones
[6]. Kontsevich and Manin [45] wrote down a system of axioms for Gromov–
Witten invariants, which all these definitions satisfy.
One can define Gromov–Witten invariants in either homology or cohomol-
ogy; because of Poincare´ duality there is not much difference. We choose to
define them in homology, and also in bordism, as this simplifies issues in §6.3.
Definition 6.9. Let (M,ω) be a compact symplectic manifold of dimension
2n, let β ∈ H2(M ;Z), and g,m > 0. Choose an almost complex structure J on
M compatible with ω. Set k = c1(M) · β + (n − 3)(1 − g) + m. Then Theo-
rem 6.4 and “Theorem” 6.6 yield a compact oriented Kuranishi space without
boundary
(
Mg,m(M,J, β), κ
)
, with virtual dimension 2k, and strong submer-
sions ev1× · · · × evm :
(
Mg,m(M,J, β), κ
)
→Mm, and ev1×· · ·×evm×pig,m :(
Mg,m(M,J, β), κ
)
→Mm×Mg,m if 2g+m>3. “Theorem” 6.8 gives an almost
complex structure (J ,K) on
(
Mg,m(M,J, β), κ
)
, for suitably chosen κ. When
2g +m < 3, define
GWKbg,m(M,ω, β)∈KB2k(M
m;Z) and GWKbg,m(M,ω, β)∈KB
ac
2k(M
m;Z) by
GWKbg,m(M,ω, β) =
[
[(Mg,m(M,J, β), κ), ev1× · · · × evm]
]
,
GW acg,m(M,ω, β) =
[
[(Mg,m(M,J, β), κ), (J ,K), ev1× · · · × evm]
]
.
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When 2g +m > 3, define
GWKbg,m(M,ω, β) ∈ KB2k(M
m ×Mg,m;Z) and
GW acg,m(M,ω, β) ∈ KB
ac
2k(M
m ×Mg,m;Z) by
GWKbg,m(M,ω, β) =
[
[(Mg,m(M,J, β), κ), ev1× · · · × evm×pig,m]
]
,
GW acg,m(M,ω, β)=
[
[(Mg,m(M,J, β), κ), (J ,K), ev1×· · ·×evm×pig,m]
]
.
We call GWKbg,m, GW
ac
g,m(M,ω, β) (almost complex ) Gromov–Witten bordism in-
variants, as they lie in (almost complex) Kuranishi bordism groups.
Define Kuranishi Gromov–Witten invariants by GWKhg,m(M,ω, β) = Π
Kh
Kb(
GWKbg,m(M,ω, β)
)
, and ordinary Gromov–Witten invariants GW sig,m(M,ω, β) =
ΠsiKb
(
GWKbg,m(M,ω, β)
)
, for ΠKhKb,Π
si
Kb as in Definition 5.5. Then
GWKhg,m(M,ω, β) ∈
{
KH2k(M
m;Q), 2g +m < 3,
KH2k(M
m ×Mg,m;Q), 2g +m > 3,
GW sig,m(M,ω, β) ∈
{
Hsi2k(M
m;Q), 2g +m < 3,
Hsi2k(M
m ×Mg,m;Q), 2g +m > 3.
Note that as GWKbg,m(M,ω, β)=Π
Kb
ac
(
GW acg,m(M,ω, β)
)
, we also have GWKhg,m(M,
ω, β)=ΠKhac
(
GW acg,m(M,ω, β)
)
and GW sig,m(M,ω, β)=Π
si
ac
(
GW acg,m(M,ω, β)
)
.
Our next result is analogous to Fukaya and Ono [25, Th. 17.11].
Theorem 6.10. GWKbg,m, GW
ac
g,m, GW
Kh
g,m, GW
si
g,m(M,ω, β) depend only on g,
m,M, ω, β, and are independent of choices of J, κ, (J ,K).
Proof. Suppose J0, κ0, (J0,K0) and J1, κ1, (J1,K1) are two possible sets of
choices of J, κ, (J ,K) in defining GWKbg,m, GW
ac
g,m(M,ω, β). Choose a smooth
1-parameter family of almost complex structures Jt for t ∈ [0, 1] interpolating
between J0 and J1. “Theorems” 6.7 and 6.8 then give a Kuranishi structure κ˜
on Mg,m(M,Jt : t ∈ [0, 1], β), strong submersions e˜v1, . . . , e˜vm, p˜ig,m, and an
almost CR structure (D,J ,K) on
(
Mg,m(M,Jt : t ∈ [0, 1], β), κ˜
)
.
When 2g +m < 3, applying Definition 5.7(ii) with W =
(
Mg,m(M,Jt : t ∈
[0, 1], β), κ˜
)
and e = e˜v1 × · · · × e˜vm and using (144) shows that[(
Mg,m(M,J1, β), κ1
)
∐−
(
Mg,m(M,J0, β), κ0
)
,
ev1× · · · × evm∐ ev1× · · · × evm
]
= 0 in KB2k(Mm;Z).
Using Definition 5.7(i) and [−X,f ] = −[X,f ] as in (124) gives[(
Mg,m(M,J1, β), κ1
)
,
∏m
i=1 evi
]
=
[(
Mg,m(M,J0, β), κ0
)
,
∏m
i=1 evi
]
,
so GWKbg,m(M,ω, β) is independent of choices J, κ. The proofs for the other
bordism cases are the same, including pig,m, p˜ig,m, (J i,Ki) or (D,J ,K) as ap-
propriate. The result for GWKhg,m, GW
si
g,m(M,ω, β) then follows.
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The claim in Remark 4.11(a) that the construction of the inverse (ΠKhsi )
−1 :
KHk(Y ;Q) → Hsik (Y ;Q) in Theorems 4.8 and 4.9 is basically equivalent to
Fukaya and Ono’s construction of virtual cycles for compact oriented Kuranishi
spaces without boundary in [25, §6] also implies:
Theorem 6.11. The invariants GW sig,m(M,ω, β) of Definition 6.9 agree with
the symplectic Gromov–Witten invariants of Fukaya and Ono [25]. In the nota-
tion of [25, §17], GW sig,m(M,ω, β) coincides with ev∗
(
[CMg,m(M,J, β)]
)
when
2g +m < 3, and with Π∗(CMg,m(M,J, β)) when 2g +m > 3.
Remark 6.12. (a) Since ev1× · · ·× evm and ev1× · · ·× evm×pig,m in “The-
orem” 6.6 are strong submersions, and “Theorem” 6.8 has an analogue for co-
almost complex structures, we could equally well have defined Gromov–Witten
invariants GWKcbg,m , GW
ca
g,m, GW
Kch
g,m , GW
cs
g,m(M,ω, β) in (almost complex) Ku-
ranishi cobordism, Kuranishi cohomology, and compactly-supported cohomol-
ogy.
In fact, as in Kontsevich and Manin [45], it is best to regard Gromov–
Witten invariants as maps H∗(M ;Q)⊗
m
→ H∗(Mg,m;Q), and so as elements of
H∗(M
m;Q) ⊗H∗(Mg,m;Q), mixing homology and cohomology. This suggests
that in the bivariant theories discussed in §4.8, we should regard Gromov–
Witten invariants as elements of H∗(π :Mm ×Mg,m →Mg,m;Q).
We have opted for defining Gromov–Witten invariants in bordism and ho-
mology, rather than cobordism and cohomology or a mixture of the two, because
of our applications in §6.3 to integrality properties of Gromov–Witten invariants.
Essentially, we will ask the question: does GW sig,m(M,ω, β) lie in the image of
the projection Hsi2k(M
m ×Mg,m;Z) → Hsi2k(M
m ×Mg,m;Q), and if not, can
we modify GW sig,m(M,ω, β) so that it does lie in the image?
Since Mg,m is an orbifold, working in cobordism and cohomology has two
disadvantages compared with bordism and homology. Firstly, as in §4.6, we
have not even defined maps Πeccs : H
∗
cs(Y ;Z) → KH
∗
ec(Y ;Z) for orbifolds Y ,
nor proved them to be isomorphisms, so we would have a problem going from
KH∗ec(M
m×Mg,m;Z) to H∗cs(M
m×Mg,m;Z). Secondly, the ‘blow up functor’
B : KBac∗ (Y ;Z)→ KB
eac
∗ (Y ;Z) discussed in §6.3 does not seem to have a good
cobordism analogue B : KB∗ca(Y ;Z)→ KB
∗
eca(Y ;Z) when Y is an orbifold.
(b) We claim that the whole of symplectic closed Gromov–Witten theory —
Gromov–Witten invariants, Quantum Cohomology, and so on — will become
simpler and more streamlined if it is rewritten using Kuranishi (co)homology
rather than (co)homology; and simpler still if we lift to Kuranishi (co)bordism.
That is, in Kuranishi (co)homology and Kuranishi (co)bordism we do not
have to perturb moduli spaces to obtain a virtual cycle; the moduli spaces
Mg,m(M,J, β) are their own virtual classes. For Kuranishi (co)homology we
must choose (co-)gauge-fixing data forMg,m(M,J, β), but this is a much milder
process than perturbing moduli spaces; in Kuranishi (co)bordism there are no
extra choices to make. So for instance, the proof that Gromov–Witten invariants
satisfy the Kontsevich–Manin axioms [45] would be simplified, as one does not
have to worry about the effects of perturbing the moduli spaces.
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(c) As in §5.7 Kuranishi bordism groups are huge, much larger than homology
groups. Therefore we expect GWKbg,m, GW
ac
g,m(M,ω, β) in these groups to contain
more information than conventional Gromov–Witten invariants. For example,
we can apply the operators ΠΓ,ρ of §5.6 to GWKbg,m, GW
ac
g,m(M,ω, β) and then
project to singular homology, to obtain Gromov–Witten type invariants count-
ing Γ-invariant stable maps.
(d) Our Gromov–Witten bordism invariants GWKbg,m, GW
ac
g,m(M,ω, β) are de-
fined in groups over Z, not over Q. Therefore they are good tools for studying
integrality properties of Gromov–Witten invariants. We discuss this in §6.3.
6.3 Integrality properties of Gromov–Witten invariants
Gromov–Witten invariants lie in rational homology Hsi2k(M
m;Q) or Hsi2k(M
m×
Mg,m;Q), rather than integral homology. Essentially this is because if we think
of Gromov–Witten invariants as ‘counting’ J-holomorphic maps w : Σ→ Y with
the images of the marked points w(zi) lying on cycles Ci in Y for i = 1, . . . ,m,
then [Σ, ~z, w] should be counted with rational weight |Aut(Σ, ~z, w)|−1. Thus
the reason why Gromov–Witten invariants are defined over Q rather than Z is
because of points [Σ, ~z, w] ∈Mg,m(M,J, β) with nontrivial finite automorphism
groups Aut(Σ, ~z, w) 6= {1}. Equivalently, it is because of nontrivial orbifold
strata Mg,m(M,J, β)Γ,ρ in Mg,m(M,J, β), in the sense of §5.6.
To better understand these orbifold strata, we define some notation.
Definition 6.13. We work in the situation of §6.1. Suppose [Σ, ~z] ∈Mg,m and
ρ : Γ → Aut(Σ, ~z) is an injective morphism. Define Σ′ = Σ/Γ, with projection
π : Σ→ Σ′. Then there is a natural way to give Σ′ the structure of a prestable
Riemann surface, with genus g′ 6 g, such that π is a holomorphic branched
cover. Define z′i = π(zi) for i = 1, . . . ,m, and ~z
′ = (z′1, . . . , z
′
m). Then [Σ
′, ~z′] ∈
Mg′,m. Define MΓg,m to be the moduli space of isomorphism classes [Σ, ~z, ρ] of
triples (Σ, ~z, ρ) as above, and define a smooth map QΓ :MΓg,m →
∐
g′6gMg′,m
by QΓ : [Σ, ~z, ρ] 7→ [Σ′, ~z′].
Now consider a Kuranishi spaceMg,m(M,J, β), and one of its orbifold strata
Mg,m(M,J, β)Γ,ρ. Points of Mg,m(M,J, β)Γ,ρ consist of points [Σ, ~z, w] ∈
Mg,m(M,J, β) with an injective group morphism ρ : Γ → Aut(Σ, ~z, w). De-
fine Σ′ = Σ/Γ and ~z′ as above. Then w : Σ → M factors as w = w′ ◦ π
for some J-holomorphic w′ : Σ′ → M ′. Write β′ = w∗([Σ′]) ∈ H2(M ;Z). If
the action of Γ on Σ is locally effective then β′ = |Γ|−1β, but in general β′ is
not simply related to β, although we do have [ω] · β′ 6 [ω] · β. Thus we can
form [Σ′, ~z′, w′] ∈ Mg′,m(M,J, β′). Define a map QΓ,ρ : Mg,m(M,J, β)Γ,ρ →∐
g′,β′Mg′,m(M,J, β
′) by QΓ,ρ : [Σ, ~z, w, ρ] 7→ [Σ′, ~z′, w′].
We now make the following, slightly tentative claim. It may need modifica-
tion over points (Σ, ~z, w), ρ where Aut(Σ, ~z, w) is finite but Aut(Σ, ~z) is not, so
we have to pass to the stabilizations of (Σ, ~z), (Σ′, ~z′), as in Definition 6.1.
Claim 6.14. In Definition 6.13, QΓ,ρ lifts to a strongly smooth map QΓ,ρ :
Mg,m(M,J, β)Γ,ρ →
∐
g′,β′Mg′,m(M,J, β
′). Furthermore, Mg,m(M,J, β)Γ,ρ
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is naturally isomorphic as a Kuranishi space to an open and closed set in the
fibre product of Kuranishi spaces
MΓg,m ×Q,
‘
g′6gMg′,m,
‘
g′,β′ pig′,m
∐
g′,β′Mg′,m(M,J, β
′),
such that QΓ,ρ is identified with projection to the second factor in the fibre
product. Hence the orbifold strata Mg,m(M,J, β)Γ,ρ of Mg,m(M,J, β) can be
completely described, up to isomorphism as Kuranishi spaces, in terms of other
moduli spaces Mg′,m(M,J, β′) with g′ 6 g and [ω] · β′ 6 [ω] · β.
Assuming Claim 6.14, we see that applying the operators ΠΓ,ρ of §5.6 to
the Gromov–Witten bordism invariants GWKbg,m, GW
ac
g,m(M,ω, β) should give
answers which can be expressed in terms of other Gromov–Witten bordism in-
variants GWKbg′,m, GW
ac
g′,m(M,ω, β
′). Projecting to homology, we expect that
ΠsiKb ◦ Π
Γ,ρ
(
GWKbg,m(M,ω, β)
)
and Πsiac ◦ Π
Γ,ρ
(
GW acg,m(M,ω, β)
)
should be ex-
pressed in terms of other Gromov–Witten invariants GW sig′,m(M,ω, β
′).
These ideas suggest an approach to the question of whether one can define
Gromov–Witten type invariants in integral homology. Since Gromov–Witten
invariants fail to lie in integral homology because of nontrivial orbifold strata
Mg,m(M,J, β)Γ,ρ, and (assuming Claim 6.14) these orbifold strata can be de-
scribed in terms of Mg′,m(M,J, β′) with g′ 6 g and [ω] · β′ 6 [ω] · β, then
perhaps one could modify the Gromov–Witten invariant GW sig,m(M,ω, β) by
adding on a series of ‘corrections’ involving ‘lower’ Gromov–Witten invariants
GW sig′,m(M,ω, β
′), to end up with a Gromov–Witten type invariant which lies
in the image of integral homology in rational homology.
Much progress has been made on these issues, which we briefly discuss.
Semi-positive symplectic manifolds and genus zero invariants. A ho-
mology class β ∈ H2(M ;Z) is called spherical if it lies in the image of π2(M)→
H2(M ;Z). A symplectic 2n-manifold (M,ω) is called semi-positive if for all
spherical β ∈ H2(M ;Z), we never have [ω] · β > 0 and 3 − n 6 c1(M) · β < 0.
This applies in particular whenever n 6 3. Suppose (M,ω) is semi-positive, and
β ∈ H2(M ;Z) may not be written as β = lγ for spherical γ ∈ H2(M ;Z) and l >
2 an integer. Then the genus zero Gromov–Witten invariants GW si0,m(M,ω, β)
can be defined in integral homology Hsi2k(M
m;Z) or Hsi2k(M
m ×M0,m;Z).
This is proved in detail in McDuff and Salamon [56, §7]. In our notation,
the reason is that if J is a generic almost complex structure, then one can
show that all nonempty orbifold strataM0,m(M,J, β)Γ,ρ ofM0,m(M,J, β) with
Γ 6= {1} satisfy vdimM0,m(M,J, β)Γ,ρ 6 vdimM0,m(M,J, β) − 2. In a very
similar way to our use of effective Kuranishi spaces to define a virtual cycle
map Πsieb : KB∗(Y ;Z) → H
si
∗ (Y ;Z), this condition on the orbifold strata of
M0,m(M,J, β) is enough to ensure that its virtual cycle can be defined over
Z rather than Q. In fact, in Remark 5.20 we showed that if X is an oriented,
effective Kuranishi space then vdimXΓ,ρ 6 vdimX−2 for all nonempty orbifold
strata XΓ,ρ of X with Γ 6= {1}.
Gopakumar–Vafa invariants and their Integrality Conjecture. Let
(M,ω) be a compact symplectic 6-manifold with c1(M) = 0, that is, a symplec-
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tic Calabi–Yau 3-fold. Take the number m of marked points to be zero. Then
(143) gives vdimMg,0(M,J, β) = 0 for all g, β. Hence the Gromov–Witten in-
variants GW sig,0(M,ω, β) lie in H
si
0 (M
m;Q) ∼= Q or Hsi0 (M
m ×Mg,0;Q) ∼= Q.
So we regard the GW sig,0(M,ω, β) as rational numbers for all g, β.
Using physical reasoning about counting BPS states, the String Theorists
Gopakumar and Vafa [28,29] conjectured the existence of Gopakumar–Vafa in-
variants GVg(M,ω, β) ∈ Z for Calabi–Yau 3-folds M , which morally speaking
‘count’ embedded J-holomorphic curves of genus g in class β in M . By ex-
pressing any J-holomorphic curve in M as the branched cover of an embedded
curve, they conjecturally wrote Gromov–Witten in terms of Gopakumar–Vafa
invariants, and vice versa, by the equation in formal power series∑
g,β GW
si
g,0(M,ω, β) t
2g−2qβ =∑
k>0, g,β GVg(M,ω, β)
1
k (2 sin(kt/2))
2g−2qkβ .
(148)
The Gopakumar–Vafa Integrality Conjecture says Gromov–Witten invariants of
Calabi–Yau 3-folds satisfy (148) for some integers GVg(M,ω, β). Gopakumar
and Vafa also conjecture that GVg(M,ω, β) = 0 for all fixed β and g ≫ 0.
There are two approaches to proving this conjecture. The first would be
to define some curve-counting invariants GVg(M,ω, β) which are automatically
integers, and then prove that they satisfy (148). Pandharipande and Thomas
[62,63] have taken an important step in this direction, in the context of algebraic
rather than symplectic geometry, by defining integer-valued invariants which
count ‘stable pairs’ (F, s) of a coherent sheaf F supported on a curve in M and
a section s ∈ H0(F ). Proving equivalence of Pandharipande–Thomas invariants
with Gromov–Witten invariants, the analogue of (148), still seems difficult.
The second is to regard (148) as a definition of numbers GVg(M,ω, β) ∈ Q,
and then to prove that these GVg(M,ω, β) actually lie in Z. We will sketch a
method of attack following this approach below.
More general integrality conjectures. Pandharipande [59, 60] extends Go-
pakumar–Vafa invariants and their integrality conjecture to all smooth projec-
tive complex algebraic 3-folds. Klemm and Pandharipande [43] and Pandhari-
pande and Zinger [64] study integrality of Gromov–Witten invariants of Calabi–
Yau m-folds for m > 3. In these cases, for dimension reasons, only genus g = 0
and g = 1 can yield nonzero invariants. An integrality conjecture for g = 0 and
all m > 3 is given in [43], and conjectures for g = 1, m = 4 and g = 1, m = 5
are given in [43] and [64], respectively.
The rest of the section outlines an approach to proving integrality results for
Gromov–Witten invariants, including the Gopakumar–Vafa Integrality Conjec-
ture, and the conjectures of Pandharipande et al. [43,59,60,64]. We stress that
this approach is still very incomplete, and we are not yet claiming a proof of any
of these conjectures. The author hopes to fill in some of the gaps in the sketch
in [41]. We divide our method into four steps. Steps 1–3 are very general, and
work in all dimensions.
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6.3.1 Step 1: a ‘blow-up functor’ B : KBac∗ (Y ;R)→ KB
eac
∗ (Y ;R)
Let X be a compact Kuranishi space without boundary, with an almost com-
plex structure (J ,K). We would like to find a functorial procedure to modify
X, (J ,K) to yield an effective compact Kuranishi space X˜ without boundary,
with an almost complex structure (J˜ , K˜), and with a strongly smooth map
piX : X˜ → X . Now X fails to be effective if its orbifold strata XΓ,ρ have the
wrong behaviour, in particular, if ρ is not the isomorphism class of an effec-
tive Γ-representation and XΓ,ρ 6= ∅ then X is not effective. Thus, to make X
effective we must modify it around its orbifold strata XΓ,ρ.
Suppose |Γ| is largest such that X has an orbifold stratum XΓ,ρ along which
X is not effective. Then XΓ,ρ is in some sense ‘nonsingular’ in X . In this
case the author has a procedure for ‘blowing up’ an almost complex Kuranishi
space X, (J ,K) at XΓ,ρ with respect to (J ,K), to get a new almost complex
Kuranishi space Xˆ, (Jˆ , Kˆ) with strongly smooth piX : Xˆ → X . We aim to do
the blow up in such a way that Xˆ is ‘closer to being effective’ than X .
If (Vp, Ep, sp, ψp) is a sufficiently small Kuranishi neighbourhood in the germ
at p ∈ X with (Jp,Kp) representing Kp then we define a Kuranishi neighbour-
hood (Vˆp, Eˆp, sˆp, ψˆp) on Xˆ, with (Jˆp, Kˆp) representing (Jˆ , Kˆ), where (Vˆp, Jˆp)
is the blow up of (Vp, Jp) along V
Γ,ρ
p , in the usual sense of (almost) complex
geometry. (Note a potential confusion here: we are not treating the orbifold
strata of Vp as singularities, and resolving them to get a manifold Vˆp. In fact Vˆp
is an orbifold, and its orbifold strata may be no simpler than those of Vp.) The
crucial part of the construction is to define Eˆp, sˆp in such a way that these blow
ups are compatible with (φpq , φˆpq) in the germ of coordinate changes on X .
By applying this blow up procedure iteratively by reverse induction on |Γ|
to modify all orbifold strata of X to make them effective, we make the:
Claim 6.15. There is a procedure to modify X, (J ,K) to get X˜, (J˜ , K˜),piX as
above, with X˜ effective. This induces a functor B : KBac2k(Y ;R)→KB
eac
2k (Y ;R)
mapping B : [X, (J ,K),f ] 7→ [X˜, (J˜ , K˜),f ◦ piX ], such that if X has trivial
stabilizers then B
(
[X, (J ,K),f ]
)
= [X, (J ,K),f ].
Applying the functor B to the invariants GW acg,m(M,ω, β) of §6.2 and com-
posing with Πsieac yields invariants Π
si
eac ◦ B
(
GW acg,m(M,ω, β)
)
in integral ho-
mology Hsi2k(M
m;Z) or Hsi2k(M
m ×Mg,m;Z), since Πsieac maps KB
eac
∗ (Y ;Z)→
Hsi∗ (Y ;Z), although Π
si
ac maps KB
ac
∗ (Y ;Z)→ H
si
∗ (Y ;Q). So we can think of the
Πsieac ◦B
(
GW acg,m(M,ω, β)
)
as Gopakumar–Vafa type invariants, curve counting
invariants that are automatically integer-valued.
This is similar to an idea sketched by Fukaya and Ono [26]. Translated into
our notation, roughly speaking, Fukaya and Ono claim that given a compact
Kuranishi space X without boundary and an almost complex structure (J ,K),
then one should be able to carry out their virtual cycle construction for X using
single-valued sections rather than multisections, by using (J ,K) to determine
a canonical form for the perturbation near each orbifold stratum XΓ,ρ. As the
sections are single-valued, the virtual cycle lies in homology over Z.
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6.3.2 Step 2: an expression for ΠKbeac ◦B : KB
ac
∗ (Y ;Z)→ KB∗(Y ;Z)
Let [X, (J ,K),f ] ∈ KBac2k(Y ;Z). If as in §6.3.1 we blow up X, (J ,K) along
XΓ,ρ to get Xˆ, (Jˆ , Kˆ),piX , we can form [Xˆ, (Jˆ , Kˆ),f ◦ piX ] ∈ KBac2l (Y ;Z).
There is a notion of virtual vector bundle over a Kuranishi space due to Fukaya
and Ono [25, Def. 5.10], called a bundle system. The virtual normal bundle
νXΓ,ρ of X
Γ,ρ in X is a complex bundle system. We expect the difference
[Xˆ, (Jˆ , Kˆ),f ◦ piX ]− [X, (J ,K),f ] should depend only on XΓ,ρ and νXΓ,ρ .
This is more likely to work if we project to Kuranishi bordism KB2k(Y ;Z),
as constructing the relevant bordism W between Kuranishi spaces will be easier
if W need not carry an almost CR structure. Thus we expect that
ΠKbac
(
[Xˆ, (Jˆ , Kˆ),f ◦piX ]−[X, (J ,K),f ]
)
=
[
CΓ,ρ(XΓ,ρ,νΓ,ρ),f ◦ιΓ,ρ◦γΓ,ρ
]
,
where CΓ,ρ(XΓ,ρ,νΓ,ρ) is some compact Kuranishi space without boundary con-
structed from XΓ,ρ and νΓ,ρ in some functorial way, with vdimCΓ,ρ(XΓ,ρ,νΓ,ρ)
= vdimX , and γΓ,ρ : CΓ,ρ(XΓ,ρ,νΓ,ρ) → XΓ,ρ is a cooriented strong submer-
sion. Define ΠΓ,ρ,C
Γ,ρ
: KBac2k(Y ;Z)→ KB2k(Y ;Z) by
ΠΓ,ρ,C
Γ,ρ
: [X, (J ,K),f ] 7→
[
CΓ,ρ(XΓ,ρ,νΓ,ρ),f ◦ ιΓ,ρ ◦ γΓ,ρ
]
.
The functor B is the result of composing many such blowups along XΓ,ρ for
different Γ, ρ. This suggests the:
Claim 6.16. In operators KBac2l (Y ;Z)→ KB2l(Y ;Z) we have
ΠKbeac ◦B = Π
Kb
ac +
∑
Γ,ρΠ
Γ,ρ,CΓ,ρ , (149)
where the sum is over isomorphisms classes of finite groups Γ with Γ 6= {1} and
isomorphism classes of virtual nontrivial Γ-representations ρ, and each ΠΓ,ρ,C
Γ,ρ
is an operator of the form above.
6.3.3 Step 3: projecting to singular homology
Apply equation (149) to the Gromov–Witten type invariant GW acg,m(M,ω, β),
and compose with projection ΠsiKb to rational singular homology. This yields
Πsieac ◦B
(
GW acg,m(M,ω, β)
)
=GW sig,m(M,ω, β)+∑
Γ,ρΠ
si
Kb ◦Π
Γ,ρ,CΓ,ρ
(
GW acg,m(M,ω, β)
)
.
(150)
Here the left hand side of (150) lies in the image of integral homology in rational
homology, π∗ : H
si
2k(M
m;Z) → Hsi2k(M
m;Q) or π∗ : Hsi2k(M
m ×Mg,m;Z) →
Hsi2k(M
m ×Mg,m;Q). The first term on the right hand side is an ordinary
Gromov–Witten invariant, and the remaining terms are corrections from the
nontrivial orbifold strata Mg,m(M,J, β)Γ,ρ of Mg,m(M,J, β).
Now Claim 6.14 says that we can write the Mg,m(M,J, β)
Γ,ρ in terms of
other ‘lower’ moduli spaces Mg′,m(M,J, β′). Thus it seems reasonable to hope
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that we can write the corrections ΠsiKb ◦ Π
Γ,ρ,CΓ,ρ
(
GW acg,m(M,ω, β)
)
in terms
of other ‘lower’ ordinary Gromov–Witten invariants GW sig′,m(M,ω, β
′). How-
ever, there is a problem. The ΠΓ,ρ,C
Γ,ρ(
GW acg,m(M,ω, β)
)
depend not only
on the orbifold strata Mg,m(M,J, β)
Γ,ρ, but also on its virtual normal bun-
dle νΓ,ρ inMg,m(M,J, β). The author does not expect νΓ,ρ to depend only on
Mg′,m(M,J, β′), it is extra information. But we claim that if dim ρ > 0 then
ΠsiKb ◦Π
Γ,ρ,CΓ,ρ
(
GW acg,m(M,ω, β)
)
does not depend on νΓ,ρ.
Claim 6.17. In operators KBac2k(Y ;Z)→H
si
2k(Y ;Q) we have Π
si
Kb◦Π
Γ,ρ,CΓ,ρ=0
if dim ρ > 0, and ΠsiKb ◦Π
Γ,ρ,CΓ,ρ=qΓ,ρΠsiac◦Π
Γ,ρ
ac if dim ρ = 0, where q
Γ,ρ ∈ Q
and ΠΓ,ρac : KB
ac
2k(Y ;Z)→KB
ac
2k(Y ;Z) is as in §5.6.
To justify this, note that ΠsiKb ◦ Π
Γ,ρ,CΓ,ρ
(
[X, (J ,K),f ]
)
is represented by
a virtual cycle V C
(
CΓ,ρ(XΓ,ρ,νΓ,ρ)
)
for
(
CΓ,ρ(XΓ,ρ,νΓ,ρ),f ◦ ιΓ,ρ ◦ γΓ,ρ
)
,
and f ◦ ιΓ,ρ ◦ γΓ,ρ factorizes through γΓ,ρ : CΓ,ρ(XΓ,ρ,νΓ,ρ) → XΓ,ρ, where
vdimCΓ,ρ(XΓ,ρ,νΓ,ρ) = vdimX and vdimXΓ,ρ = vdimX − dim ρ.
If V C(XΓ,ρ) is a virtual cycle for (XΓ,ρ,f ◦ ιΓ,ρ), then we can choose
V C
(
CΓ,ρ(XΓ,ρ,νΓ,ρ)
)
to be supported in an arbitrarily small open neighbour-
hood of the support of V C(XΓ,ρ). If dim ρ > 0 then dimV C
(
CΓ,ρ(XΓ,ρ,νΓ,ρ)
)
> dim V C(XΓ,ρ), so
[
V C
(
CΓ,ρ(XΓ,ρ,νΓ,ρ)
)]
= 0 in Hsi2k(Y ;Q) for dimensional
reasons. If dim ρ = 0 then
[
V C
(
CΓ,ρ(XΓ,ρ,νΓ,ρ)
)]
= qΓ,ρ
[
V C(XΓ,ρ)
]
, where
qΓ,ρ ∈ Q is the ‘multiplicity’ of γΓ,ρ.
Applying Claim 6.17 to (150) yields
Πsieac ◦B
(
GW acg,m(M,ω, β)
)
= GW sig,m(M,ω, β)+∑
Γ,ρ: dim ρ=0 q
Γ,ρΠsiac ◦Π
Γ,ρ
ac
(
GW acg,m(M,ω, β)
)
+∑
Γ,ρ: dim ρ<0Π
si
Kb ◦Π
Γ,ρ,CΓ,ρ
(
GW acg,m(M,ω, β)
)
.
(151)
When dim ρ = 0, the terms Πsiac ◦ Π
Γ,ρ
ac
(
GW acg,m(M,ω, β)
)
on the second line
of (151) no longer depend on the virtual normal bundle νΓ,ρ, so by Claim
6.14, we expect we can write them solely in terms of ‘lower’ Gromov–Witten
invariants GW sig′,m(M,ω, β
′).
The terms on the third line of (151), when dim ρ < 0, come from orbifold
strata Mg,m(M,J, β)
Γ,ρ with vdimMg,m(M,J, β)
Γ,ρ > vdimMg,m(M,J, β).
The author expects that these terms really do depend on νΓ,ρ, and so cannot
be written solely in terms of GW sig′,m(M,ω, β
′), except in special circumstances.
In effect, these terms use ‘characteristic classes’ of νΓ,ρ — some kind of analogue
of Chern classes, perhaps — to lower the dimension by − dim ρ.
6.3.4 Step 4: the Gopakumar–Vafa Integrality Conjecture
We now specialize to the case when (M,ω) is a symplectic Calabi–Yau 3-fold,
that is, a compact symplectic 6-manifold with c1(M) = 0. Let J be a generic
almost complex structure on M compatible with ω. Using genericness of J
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and vdimMg,0(M,J, β) = 0 for all g, β, one can show that for all [Σ, ~z, w] ∈
Mg,m(M,J, β), if β = 0 then w ≡ p for some p ∈M , and if β 6= 0 then w factors
uniquely as w = w˜◦π, where Σ˜ is a nonsingular Riemann surface of genus g˜ 6 g,
and w˜ : Σ˜ → M is a J-holomorphic embedding, and π : Σ → Σ˜ is surjective
and holomorphic. Furthermore, distinct embedded nonsingular J-holomorphic
curves do not intersect in M .
Setting m = 0, and regarding the GW sig,0(M,ω, β) as rational numbers for
all g, β, we expect (151) to reduce to an equation of the form
Πsieac ◦B
(
GW acg,0(M,ω, β)
)
=
∑
06g′6g, k>1:k|β
cg
′,g,kGW sig′,0(M,ω, β/k), (152)
where cg
′,g,k ∈ Q are some universal family of rational numbers with cg,g,1 = 1,
and (152) is an equation in Q, with the left hand side in Z.
Now the Gopakumar–Vafa equation (148) may be rewritten in the form
GVg(M,ω, β) =
∑
06g′6g, k>1:k|β
dg
′,g,kGW sig′,0(M,ω, β/k), (153)
where dg
′,g,k ∈ Q are some universal family of explicitly computable rational
numbers with dg,g,1 = 1, and the Gopakumar–Vafa Integrality Conjecture says
that the left hand side of (153) lies in Z for all g, β.
We do not expect it will be feasible to compute the coefficients cg
′,g,k, as
they are the sum over all Γ, ρ of many complicated contributions. Nor do we
claim that cg
′,g,k = dg
′,g,k. However, we do hope to prove that the integrality
properties of the family of GW sig,0(M,ω, β) for all g, β implied by (152) are
equivalent to the integrality properties implied by (153), and this will be enough
to prove the Gopakumar–Vafa Integrality Conjecture.
By induction on g′, g, k using the fact that cg,g,1 = dg,g,1 = 1, we can
show there exist unique eg
′,g,k, fg
′,g,k ∈ Q for 0 6 g′ 6 g and k > 1, with
eg,g,1 = fg,g,1 = 1, satisfying
cg
′′,g,k′′ =
∑
g′,k,k′ : g′′6g′6g, k′′=kk′
eg
′,g,kdg
′′,g′,k and dg
′′,g,k′′ =
∑
g′,k,k′: g′′6g′6g, k′′=kk′
fg
′,g,kcg
′′,g′,k (154)
for all 0 6 g′′ 6 g and k′′ > 1. Combining (152)–(154) yields
Πsieac ◦B
(
GW acg,0(M,ω, β)
)
=
∑
06g′6g, k>1:k|β
eg
′,g,kGVg′ (M,ω, β/k), (155)
GVg(M,ω, β) =
∑
06g′6g, k>1:k|β
fg
′,g,k Πsieac ◦B
(
GW acg′,0(M,ω, β/k)
)
. (156)
Hence, if all eg
′,g,k lie in Z then the integrality of (153) implies that of (152),
and if all fg
′,g,k lie in Z then the integrality of (152) implies that of (153), and
if all eg
′,g,k, fg
′,g,k lie in Z then the integrality of (152) and (153) is equivalent.
The Gopakumar–Vafa Integrality Conjecture has been verified in many ex-
amples, for instance, for local curves by Bryan and Pandharipande [9]. In each
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of these examples, it has already been proved that the right hand side of (153) is
an integer, and if we can carry through our programme above, then we will have
shown that the right hand side of (152) is an integer. The author hopes that
by applying this to a large enough family of examples, one will be able to prove
by an induction on g, g′, k that all eg
′,g,k, fg
′,g,k lie in Z, so that integrality of
(152) implies the Gopakumar–Vafa Integrality Conjecture.
6.4 Moduli spaces of stable holomorphic discs
In §6.4–§6.7 we discuss J-holomorphic curves in a symplectic manifold (M,ω)
with boundary in a Lagrangian submanifold L in M . As our aim is just to
give an idea of possible applications in this area, not to develop a complete
theory, we restrict our attention to stable holomorphic discs, rather than curves
of higher genus, and we consider only boundary marked points, not interior
marked points. The generalization of this section to higher genus curves and
both kinds of marked points will be explained in [39]. Most of this section
follows Fukaya et al. [24, §2], see also Katz and Liu [42, §3] and Liu [51, §2].
Definition 6.18. A bordered Riemann surface Σ is a compact connected com-
plex 1-manifold with nonempty boundary ∂Σ. Given such a Σ we can construct
the double Σ˜ = Σ ∪∂Σ Σ¯, that is, the union of Σ and its complex conjugate Σ¯,
glued along their common boundary ∂Σ. Then Σ˜ is a Riemann surface without
boundary, and there is an antiholomorphic involution σ : Σ˜ → Σ˜ exchanging
Σ and Σ¯, such that the fixed points of σ are ∂Σ, and Σ˜ is the disjoint union
Σ◦ ∐ ∂Σ∐ σ(Σ◦), where Σ◦ is the interior of Σ.
A prestable or nodal bordered Riemann surface Σ is a compact connected
singular complex 1-manifold with nonempty boundary ∂Σ, whose only singular-
ities are nodes. Again, Σ has a double Σ˜ = Σ ∪∂Σ Σ¯, with an antiholomorphic
involution σ : Σ˜→ Σ˜. We allow one interior and two boundary kinds of nodes:
(a) Σ has a node z in Σ◦ locally modelled on (0, 0) in
{
(x, y) ∈ C2 : xy = 0
}
.
Such a node can occur as the limit of a family of nonsingular bordered
Riemann surfaces Σǫ modelled on
{
(x, y) ∈ C2 : xy = ǫ
}
, for ǫ ∈ C \ {0}.
(b) Σ˜ has a node z in ∂Σ locally modelled on (0, 0) in
{
(x, y) ∈ C2 : xy = 0
}
,
where σ acts by (x, y) 7→ (x¯, y¯). Then ∂Σ is locally modelled on
{
(x, y) ∈
R2 : xy = 0
}
, the fixed point set of σ, and we take Σ to be locally modelled
on
{
(x, y) ∈ C2 : xy = 0, Imx > 0, Im y > 0
}
.
Such a node can occur as the limit of a family of nonsingular Σǫ modelled
on
{
(x, y) ∈ C2 : xy = −ǫ, Imx > 0, Im y > 0
}
, for ǫ > 0, with doubles
Σ˜ǫ modelled on
{
(x, y) ∈ C2 : xy = −ǫ
}
.
(c) Σ˜ has a node z in ∂Σ locally modelled on (0, 0) in
{
(x, y) ∈ C2 : xy = 0
}
,
where σ acts by (x, y) 7→ (y¯, x¯). Then ∂Σ is locally modelled on (0, 0), the
fixed point set of σ, and we take Σ to be locally modelled on
{
(x, 0) ∈ C2
}
.
Such a node can occur as the limit of a family of nonsingular Σǫ modelled
on
{
(x, y) ∈ C2 : xy = ǫ, |x| > |y|
}
, for ǫ > 0, with doubles Σ˜ǫ modelled
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on
{
(x, y) ∈ C2 : xy = ǫ
}
, where σ acts by (x, y) 7→ (y¯, x¯), and boundary
the circle ∂Σǫ =
{
(ǫ1/2eiθ, ǫ1/2e−iθ) : θ ∈ [0, 2π)
}
.
Note that near a node of type (c), Σ is actually a nonsingular Riemann surface
without boundary, save that one point z in Σ is designated as a ‘boundary node’.
Also ∂Σ near z is just one point {z}, not a real curve. We allow as prestable
bordered Riemann surfaces curves whose only boundary is nodes of type (c), so
for example Σ could be CP1 with one point designated as a boundary node.
If Σ is a prestable bordered Riemann surface, the smoothing Σ′ of Σ is the
compact, connected, oriented 2-manifold with boundary obtained by smoothing
the nodes of Σ. Note that there are two topologically distinct ways of desin-
gularizing nodes of type (a)–(c), and we choose those described as families of
surfaces Σǫ above. The rule is that smoothing each node decreases the Euler
characteristic by 1, but the other ways of desingularizing nodes of type (a)–
(c) increase Euler characteristic by 1,1,0 respectively. We call Σ a prestable
holomorphic disc if its smoothing Σ′ is a holomorphic disc.
Definition 6.19. Suppose (M,ω) is a compact symplectic manifold, L a com-
pact, embedded Lagrangian submanifold in M , and J an almost complex struc-
ture on M compatible with ω. Let β ∈ H2(M ;Z) and l > 0. Consider triples
(Σ, ~y, w) where Σ is a prestable holomorphic disc in the sense of Definition 6.18,
~y = (y1, . . . , yl), where y1, . . . , yl are distinct points of ∂Σ, none of which are
nodes, and which occur in this cyclic order in ∂Σ, and w : Σ → M is a J-
holomorphic map, with w(∂Σ) ⊂ L and w∗([Σ]) = β in H2(M,L;Z). Call two
such triples (Σ, ~y, w) and (Σ′, ~y′, w′) isomorphic if there exists a biholomorphism
f : Σ → Σ′ with f(yi) = y′i for i = 1, . . . , l and w ≡ w
′ ◦ f . The automorphism
group Aut(Σ, ~y, w) is the group of isomorphisms f : (Σ, ~y, w) → (Σ, ~y, w). Call
a triple (Σ, ~y, w) stable if Aut(Σ, ~y, w) is finite.
WriteMmal (M,L, J, β) for the moduli space of isomorphism classes [Σ, ~y, w]
of stable triples (Σ, ~y, w) satisfying the above conditions. Define boundary eval-
uation maps evi :Ml(M,L, J, β)→ L for i = 1, . . . , l by evi : [Σ, ~y, w] 7→ w(yi).
Write Mmal (M,L, J, β) for the subset of [Σ, ~y, w] ∈ M
ma
l (M,L, J, β) with Σ
nonsingular, that is, Σ has no nodes. The ‘ma’ in Mmal (M,L, J, β) follows
Fukaya et al. [24, §2], who first define moduli spaces Ml(M,L, J, β) in which
y1, . . . , yl need not be in this cyclic order in ∂Σ, and then defineMmal (M,L, J, β)
to be the ‘main component’ of [Σ, ~y, w] inMl(M,L, J, β) in which y1, . . . , yl are
cyclically ordered.
There is a natural action of Zl on Ml(M,L, J, β), by cyclic permutation of
the boundary marked points y1, . . . , yl.
Remark 6.20. Fukaya et al. [24] do not consider boundary nodes of type (c)
in Definition 6.18, though they appear to fall within [24, Def. 2.16]. Because
of this they consider the moduli spaces M0(M,L, J, β) when l = 0 to be pos-
sibly noncompact. For discussion of this, see remarks preceding [24, Fig. 2.4,
Th. 2.29 & Prop. 13.27], and [24, §32.1]. They deal with their noncompactness
problem by allowing certain unstable maps in a rather ad hoc way. We prefer
our approach including type (c) nodes, based on Liu [51, Def. 3.4].
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These moduli spaces have natural topologies called the C∞ topology, due to
Gromov [31] and defined in [24, §29]. The next result, the analogue of Theorem
6.4, is proved by Fukaya et al. [24, Th. 29.43], with a slightly different notion of
Kuranishi space. See Remark 6.5 for what we mean by “Theorem”.
Theorem 6.21. In Definition 6.19 the Mmal (M,L, J, β) are compact and Haus-
dorff in the C∞ topology, and the evi are continuous.
We define the Maslov index of β ∈ H2(M,L;Z).
Definition 6.22. Let (M,ω) be a symplectic manifold of dimension 2n, and
choose a compatible almost complex structure J . Then the canonical bundle
KM = Λ
n,0M of (M,J) is a complex line bundle overM , with Hermitian metrics
on the fibres C. Let L be an embedded Lagrangian submanifold in M . Then
there is a natural isomorphismKM |L ∼= Λ
nT ∗L⊗RC. Choose a connection A on
KM compatible with the metrics on the fibres, which respects the isomorphism
KM |L ∼= ΛnT ∗L ⊗R C. Let FA be the curvature of this connection. Then A is
a U(1) connection, so identifying u(1) ∼= R, FA is a closed 2-form. On L, this A
reduces to an O(1)-connection on ΛnT ∗L, so A is flat, and FA|L ≡ 0.
Thus we may define the relative first Chern class c1(M,L) of (M,L) to be
the relative de Rham cohomology class 12π [FA] in H
2(M,L;R), recalling that
H l(M,L;R) is defined using closed l-forms α on M with α|L ≡ 0. One can
show that c1(M,L) lies in the image of H
2(M,L; 12Z) in H
2(M,L;R), and it is
independent of the choices of J,A, and if L is orientable then c1(M,L) lies in
the image of H2(M,L;Z) in H2(M,L;R).
For β ∈ H2(M,L;Z) we define the Maslov index µL(β) = 2c1(M,L) · β in
Z. If β is represented by an oriented 2-submanifold (or 2-cycle) Σ in M with
∂Σ ⊂ L then µL(β) =
1
π
∫
Σ FA. If L is orientable then µL(β) ∈ 2Z.
This is different to the usual definition of Maslov index [24, §2], but is equiv-
alent to it. Our definition makes it obvious that µL(β) depends only on the
relative homology class β; Katz and Liu [42, Rem. 4.2.2] claim incorrectly that
the Maslov index is a homotopy but not a homology invariant. The next result
is proved by Fukaya et al. [24, §29].
“Theorem” 6.23. In Definition 6.19 we can construct Kuranishi structures κ
on Mmal (M,L, J, β) with corners (not g-corners), with
vdim
(
Mmal (M,L, J, β), κ
)
= µL(β) + l+ n− 3, (157)
where dimM = 2n. The maps evi extend to strong submersions
evi :
(
Mmal (M,L, J, β), κ
)
−→ L. (158)
Also ev1× · · · × evl :
(
Mmal (M,L, J, β), κ
)
→ Ll is a strong submersion.
We can choose κ to be invariant under the action of Zl on Ml(M,L, J, β)
by cyclic permutation of y1, . . . , yl, that is, Zl acts onMl(M,L, J, β) by strong
diffeomorphisms, with the obvious compatibility with ev1, . . . , evl. Next we
discuss orientations on Mmal (M,L, J, β). For this we need the notion of a
relative spin structure on (M,L), [24, Def. 44.2]:
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Definition 6.24. Let L be a submanifold of a manifold M . Fix a triangulation
ofM such that L is a subcomplex. A relative spin structure on (M,L) consists of
an orientation on L; a class st ∈ H2(M ;Z2) such that st|L = w2(L) ∈ H2(L;Z2),
the second Stiefel–Whitney class of L; an oriented vector bundle V on the 3-
skeleton M[3] of M with w2(V ) = st; and a spin structure on (TL⊕ V )|L[2] .
Here L[2] is the 2-skeleton of L, and as w2(V |L[2]) = st|L[2] = w2(L)|L[2] we
have w2
(
(TL ⊕ V )|L[2]
)
= 0, so (TL ⊕ V )|L[2] admits a spin structure. If L is
spin then w2(L) = 0, so we can take st = 0 and V = 0 and the spin structure
on TL|L[2] to be the restriction of that on TL. Hence, an orientation and spin
structure on L induce a relative spin structure on (M,L).
Then Fukaya et al. [24, §44.1 & §46] prove:
“Theorem” 6.25. A relative spin structure on (M,L) determines orientations
on the Kuranishi spaces
(
Mmal (M,L, J, β), κ
)
.
From now on we suppress the Kuranishi structures κ, and regard Mmal (M,
L, J, β) as a Kuranishi space. Finally we state formulae for the boundaries of our
moduli spaces, in oriented Kuranishi spaces. Our next theorem can be deduced
from results of Fukaya et al. [24]. The closest result to (159) is [24, Prop. 46.2],
but here in effect the authors omit the sum over j in (159), and fix j = 1. The
difficult thing to get right is the orientations (signs). These depend on the order
in which the remaining boundary marked points of the two sides of (159) are
identified, which is why we have been careful to specify this order through the
isomorphism between (160) and (161). The correct sign (−1)(l−k)(k−j)+j+n in
(159) when j = 1 is given by Fukaya et al. in [24, Prop. 46.2 & Rem. 46.3], and
we can deduce the sign in the general case by permuting the l marked points.
In equation (162), the second line is in effect the term j = k = l = 0
from (159), and the sign (−1)n is the same as (−1)(l−k)(k−j)+j+n in (159) with
j = k = l = 0. However, unlike in (159), we must quotient by an action
of Z2. The point is that at the boundary of Mmal (M,L, J, β), the prestable
holomorphic disc Σ breaks into the union of two prestable holomorphic discs
Σ1,Σ2 joined by a node. The marked points y1, . . . , yl in ∂Σ each end up in
either ∂Σ1 or ∂Σ2. In (159), when l > 1, we distinguish between Σ1 and Σ2 by
decreeing that the marked point y1 should lie on ∂Σ1; this is why we specify
j > 1 rather than j > 0 in (159). However in (162), when l = 0, we cannot use
marked points to distinguish Σ1 and Σ2, so the symmetry of exchanging Σ1 and
Σ2 means that we must divide by Z2.
The third line of (162) comes from boundary nodes of type (c) in Defini-
tion 6.18. The sign 1 on the third line is computed by Fukaya et al. in [24,
Prop. 53.6], though they include an extra interior marked point. As we ex-
plained in Remark 6.20, Fukaya et al. do not consider nodes of type (c), and
so regard Mma0 (M,L, J, β) as possibly noncompact. See also [24, Prop. 13.27]
and [24, §32.1] for results analogous to the third line of (162).
“Theorem” 6.26. In the situation above, choose a relative spin structure on
(M,L), so that Mmal (M,L, J, β) for l > 0 are compact, oriented Kuranishi
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spaces with corners by Theorem 6.21 and “Theorems” 6.23 and 6.25. Then for
l > 1 there is an isomorphism of oriented Kuranishi spaces:
∂Mmal (M,L, J, β) ∼=∐
16j6k6l
∐
γ,δ∈H2(M,L;Z):
β=γ+δ
(−1)(l−k)(k−j)+j+n · Mmal+j−k+1(M,L, J, γ)
×evj+1,L,ev1 M
ma
k−j+1(M,L, J, δ).
(159)
Here on the j, k, γ, δ term (159) identifies the strong submersions(
ev1× ev1× · · · × evj ×
evj+1× evj+2× · · · × evk×
evk+1× evk+2× · · · × evl
)
|∂Mmal (M,L,J,β) :
∂Mmal (M,L, J, β) −→ L
j × Lk−j × Ll−k = Ll and
(160)
(ev1 ◦pi1)× (ev1 ◦pi1)× · · · × (evj ◦pi1)×
(ev2 ◦pi2)× (ev3 ◦pi2)× · · · × (evk−j+1 ◦pi2)×
(evj+2 ◦pi1)× (evj+3 ◦pi1)× · · · × (evl+j−k+1 ◦pi1) :
Mmal+j−k+1(M,L, J, γ)×evj+1,L,ev1 M
ma
k−j+1(M,L, J, δ)
−→ Lj × Lk−j × Ll−k = Ll,
(161)
where pi1,pi2 project Mmal+j−k+1(M,L, J, γ)×evj+1,L,ev1 M
ma
k−j+1(M,L, J, δ) to
Mmal+j−k+1(M,L, J, γ) and M
ma
k−j+1(M,L, J, δ) respectively.
For l = 0 there is an isomorphism of oriented Kuranishi spaces:
∂Mma0 (M,L, J, β)
∼=[ ∐
γ,δ∈H2(M,L;Z): β=γ+δ,
[ω]·γ>0, [ω]·δ>0
(−1)n ·Mma1 (M,L, J, γ)×ev1,L,ev1M
ma
1 (M,L, J, δ)
]/
Z2
∐
∐
β′∈H2(M ;Z): ı(β′)=β
M0,1(M,J, β
′)×ev1,M,inc L.
(162)
Here the Z2-action exchanges γ, δ and Mma1 (M,L, J, γ),M
ma
1 (M,L, J, δ). In
the third line, inc : L→M is the inclusion and ı comes from the exact sequence
H2(M ;Z)
ı
−→H2(M,L;Z)
∂
−→H1(L;Z). The third line is zero unless ∂β = 0.
6.5 Choosing co-gauge-fixing data for the Mmal (M,L, J, β)
In §6.5–§6.7, we assume the “Theorems” of §6.4 throughout. For our attitude
to these, see Remark 6.5.
In the situation of §6.4, Mmal (M,L, J, β) is a compact, oriented Kuranishi
space, ev1× · · ·× evl :Mmal (M,L, J, β)→ L
l is a strong submersion, and Ll is
oriented, so
(
Mmal (M,L, J, β), ev1× · · ·×evl
)
is cooriented. Thus by Theorem
3.18 we can choose co-gauge-fixing data Cl(M,L, J, β) for
(
Mmal (M,L, J, β),
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ev1× · · · × evl
)
, so that
[
Mmal (M,L, J, β), ev1× · · · × evl,Cl(M,L, J, β)
]
lies
in KC∗(Ll;R), for R a Q-algebra. We will now show that we can choose the
Cl(M,L, J, β) for all l, β so that equations (159) and (162) of “Theorem” 6.26
lift to equations in Kuranishi cochains.
However, thinking carefully about (159) and (162), we see that there is a
puzzle. The fibre products in (159) and (162) do not quite correspond to any
operations we have defined on co-gauge-fixing data, even in Remark 3.34(b). In
the j, k, γ, δ term in (159), it is natural to regard the termMmal+j−k+1(M,L, J, γ)
as giving a cochain in KC∗(Ll+j−k × L;R), and the term Mmak−j+1(M,L, J, δ)
as giving a cochain in KC∗(Lk−j × L;R). As in Remark 3.34(b) we can take
the fibre product of these to get a cochain in KC∗(Ll+j−k × Lk−j × L;R) =
KC∗(Ll+1;R). But we actually want a cochain in KC∗(Ll;R). We want to
forget one factor of L, that is, we want to push forward by Ll+1 → Ll. But
pushforwards are defined for Kuranishi chains, not Kuranishi cochains.
This suggests that we need to mix chains and cochains, so that we should
be working in the bivariant theory of §4.8. This may be the most natural point
of view for Lagrangian Floer cohomology. InMmal (M,L, J, β) for l > 1, we can
distinguish the first marked point y1 from the rest, and regard
(
Mmal (M,L, J, β),
ev1× · · · × evl
)
as defining a Kuranishi bichain in KB∗(π1 : L
l → L;R) where
π1 : (y1, . . . , yl) 7→ y1. Then the fibre products in (159) do correspond to
natural operations on Kuranishi bichains, made out of products, pushforwards,
and pullbacks, but those in (162) do not.
Unfortunately, using the bivariant theory in this way is not good for defin-
ing open Gromov–Witten invariants. As in §6.5, there is an action of Zl on
Mmal (M,L, J, β) by cyclic permutation of the marked points. For open Gromov–
Witten theory we need to use this cyclic symmetry, but distinguishing the first
marked point y1 destroys it. So we adopt a different solution. We choose some
extra data, in effect gauge-fixing data GL for (L, idL). Using this we define
a pushforward KC∗(Ll+1;R) → KC∗(Ll;R), which is in effect a cap product
with (L, idL,GL). Then we can define products ∗ of co-gauge-fixing data and
of Kuranishi cochains KC∗(La;R) ×KC∗(Lb;R) → KC∗(La+b−2;R) that we
will need to make sense of adding co-gauge-fixing data to (159) and (162).
Definition 6.27. Let Pm, P, µ be as in Definition 3.8. Suppose L is an oriented
n-manifold, not necessarily compact. Choose an injective map GL : L→ Pm ⊂
P for some m ≫ 0. Let a, b > 1, X, X˜ be compact Kuranishi spaces, f1 ×
· · · × fa : X → L
a, f˜1 × · · · × f˜ b : X˜ → L
b be strong submersions, C, C˜ be
co-gauge-fixing data for (X,f1×· · ·×fa) and (X˜, f˜1×· · ·× f˜ b). Let 1 6 i 6 a
and 1 6 j 6 b. Then X ×
fi,L,f˜j
X˜ is a compact Kuranishi space. Define a
strong submersion g1 × · · · × ga+b−2 : X ×fi,L,f˜j X˜ → L
a+b−2 to be
(f1◦piX)×· · ·×(f i−1◦piX)×(f i+1◦piX)×· · ·×(fa◦piX)×
(f˜1◦piX˜)×· · ·×(f˜ j−1◦piX˜)×(f˜j+1◦piX˜)×· · ·×(f˜b◦piX˜).
(163)
We will define co-gauge-fixing data C ∗fi,L,f˜j C˜ for
(
X ×fi,L,f˜j X˜, g1 ×
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· · · × ga+b−2
)
. Remark 3.34(b) explains how to modify the construction of §3.8
to define co-gauge-fixing data C ×fi,L,f˜j C˜ which we can consider as co-gauge-
fixing data for
(
X×fi,L,f˜j X˜, g1×· · ·×ga+b−2×piL
)
, where piL : X×fi,L,f˜j X˜ →
L is the projection from the fibre product. Write C ×
fi,L,f˜j
C˜ as (Iˇ, ηˇ, Cˇk :
k ∈ Iˇ), where Iˇ =
(
Iˇ , (Vˇ k, . . . , ψˇk), gˇk1 × · · · × gˇ
k
a+b−2 × πˇ
k
L : k ∈ Iˇ , . . .
)
, and Cˇk
maps Eˇk → P for k ∈ I.
Define I` =
(
Iˇ , (Vˇ k, . . . , ψˇk), gˇk1 × · · · × gˇ
k
a+b−2 : k ∈ Iˇ , . . .
)
, and η` = ηˇ, and
for each k ∈ Iˇ define C`k : Eˇk → P by C`k = µ ◦
(
(GL ◦ πˇ
k
L ◦ πˇ
k) × Cˇk
)
, where
πˇk : Eˇk → Vˇ k is the natural projection. Define C∗fi,L,f˜j C˜ = (I`, η`, C`
k : k ∈ Iˇ).
That is, C ∗
fi,L,f˜j
C˜ is the same as C×
fi,L,f˜j
C˜ except that we omit the maps
πˇkL, and multiply the Cˇ
k by the pullback of GL to Eˇ
k using πˇkL ◦ πˇ
k. This is
similar to the construction of GC in Definition 4.14, and a similar proof shows
that C ∗fi,L,f˜j C˜ is co-gauge-fixing data for
(
X ×fi,L,f˜j X˜, g1 × · · · × ga+b−2
)
.
Note that using the commutativity and associativity of µ, one can show that
these products ∗
fi,L,f˜j
have the commutativity and associativity properties one
would expect, in a similar way to Proposition 3.32.
If R is a Q-algebra, L is oriented, and 16 i6 a, 16 j6 b, define R-module
morphisms ∗i,j : KCk(La;R)×KCl(Lb;R)→KCk+l−n(La+b−2;R) by[
X,f1 × · · · × fa,C
]
∗i,j
[
X˜, f˜1 × · · · × f˜ b, C˜
]
=[
X ×fi,L,f˜j X˜, g1 × · · · × ga+b−2,C ∗fi,L,f˜j C˜
]
,
(164)
where we use the orientation on L to convert the product coorientation for(
X ×fi,L,f˜j X˜, g1 × · · · × ga+b−2 × piL
)
into a coorientation for
(
X ×fi,L,f˜j
X˜, g1×· · ·×ga+b−2
)
. Equation (164) takes relations inKCk(La;R),KCl(Lb;R)
to relations in KCk+l−n(La+b−2;R), and so is well-defined. As for cup products
in (107) we find that d(γ ∗i,j δ) = (dγ)∗i,j δ+(−1)kγ ∗i,j (dδ), so the ∗i,j induce
morphisms on Kuranishi cohomology
∗i,j : KH
k(La;R)×KH l(Lb;R) −→ KHk+l−n(La+b−2;R). (165)
We can now choose Cl(M,L, J, β) compatible with (159), (162) for all l, β.
Theorem 6.28. In the situation of §6.4 we can choose co-gauge-fixing data
Cl(M,L, J, β) for
(
Mmal (M,L, J, β), ev1× · · · × evl
)
for all l > 1 and β in
H2(M,L;Z) such that under (159), the restriction Cl(M,L, J, β)|∂Mma
l
(M,L,J,β)
is identified on the j, k, γ, δ term with Cl+j−k+1(M,L, J, γ) ∗evj+1,L,ev1 Ck−j+1
(M,L, J, δ), using the notation of Definition 6.27. Moreover, we can choose
Cl(M,L, J, β) to be invariant under the action of Zl on Mmal (M,L, J, β) by
cyclic permutation of the marked points.
For the case l = 0, choose Zl-invariant Cl(M,L, J, β) for all l > 1 and β as
above, and choose co-gauge-fixing data C0,1(M,J, β
′) for
(
M0,1(M,J, β′), ev1
)
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for all β′ in H2(M ;Z). Write pi : Mma0 (M,L, J, β) → {0} for the strong sub-
mersion projecting to one point {0}. Then we can choose co-gauge-fixing data
C0(M,L, J, β) for
(
Mma0 (M,L, J, β),pi
)
for all β in H2(M,L;Z) such that un-
der (162), the restriction C0(M,L, J, β)|∂Mma0 (M,L,J,β) is identified on the γ, δ
term with C1(M,L, J, γ)∗ev1,L,ev1C1(M,L, J, δ), where we take the quotient of
this co-gauge-fixing data by the action of Z2 as in §3.4, and on the β′ term with
inc∗
(
C0,1(M,J, β
′)
)
∗ev1,L,idL [L, idL,CL] using pullbacks of co-gauge-fixing data
as in §3.8, defining [L, idL,CL] as in §4.7, and identifying L0 ∼= {0}.
Proof. We only need choose Cl(M,L, J, β) when Mmal (M,L, J, β) 6= ∅. Using
compactness results from Geometric Measure Theory, we find that for any A >
0, there are only finitely many β ∈ H2(M,L;Z) with [ω] ·β 6 A for which there
exist J-holomorphic curves in class β. Thus we can arrange all such β in an
ordered list 0 = β0, β1, β2, . . . such that m 6 n implies that [ω] · βm 6 [ω] · βn.
For the first part of the theorem, we will choose Cl(M,L, J, βm) by a dou-
ble induction on l,m. The outer induction is over m = 0, 1, 2, . . ., and the
inductive hypothesis at the mth step is that we have chosen Cl′(M,L, J, βm′)
satisfying the conditions for all 1 6 l′ and 0 6 m′ < m. The inner induc-
tion, for fixed m, is over l = 1, 2, . . ., and the inductive hypothesis is that
we have chosen Cl′(M,L, J, βm′) satisfying the conditions for all 1 6 l
′ and
0 6 m′ < m, and also that we have chosen Cl′(M,L, J, βm) satisfying the con-
ditions for all 1 6 l′ < l. In the inductive step of the inner induction we must
choose Cl(M,L, J, βm) satisfying the conditions.
We suppose these inductive hypotheses, and prove the inner inductive step.
Consider which j, k, γ, δ terms in (159) can be nonempty, where β = βm. For
Mmal+j−k+1(M,L, J, γ) 6= ∅ and M
ma
k−j+1(M,L, J, δ) 6= ∅ we must have γ = βm′
and δ = βm′′ for some m
′,m′′. First suppose γ, δ 6= 0. Then [ω] · γ, [ω] · δ > 0,
so [ω] · γ, [ω] · δ < [ω] · βm as [ω] · γ + [ω] · δ = [ω] · βm, and so m′,m′′ < m.
Thus in this case we have already chosen Cl+j−k+1(M,L, J, γ) and Ck−j+1
(M,L, J, δ) in a previous outer inductive step. If γ = 0 then δ = βm, so
m′′ = m, and we must have l+ j − k+ 1 > 3, since Mmai (M,L, J, 0) = ∅ unless
i > 3, so k − j + 1 < l. Thus, if γ = 0 then Mmak−j+1(M,L, J, δ) is of the form
Mmal′ (M,L, J, βm) for l
′ < l, and we have already chosen Ck−j+1(M,L, J, δ) in
a previous inner inductive step. Similarly, if δ = 0 then we have already chosen
Cl+j−k+1(M,L, J, γ) in a previous inner inductive step.
Thus in all cases, if the j, k, γ, δ term in (159) is nonempty then we have
chosen Cl+j−k+1(M,L, J, γ) and Ck−j+1(M,L, J, δ) in a previous inductive
step. So the conditions in the theorem uniquely determine co-gauge-fixing data
Dl(M,L, J, βm) for
(
∂Mmal (M,L, J, βm), (ev1× · · ·×evl)|∂Mmal (M,L,J,βm)
)
, and
we must choose Cl(M,L, J, βm) with Cl(M,L, J, βm)|∂Mmal (M,L,J,βm)=Dl(M,
L, J, βm). As in “Theorem” 6.23, Mmal (M,L, J, βm) is a Kuranishi space with
corners, not g-corners. So we can apply Theorem 3.25. We must check that
the restriction Dl(M,L, J, βm)|∂2Mmal (M,L,J,βm) is invariant under the natural
involution σ : ∂2Mmal (M,L, J, βm)→ ∂
2Mmal (M,L, J, βm).
Now taking the boundary of (159), using Proposition 2.31(a) to rewrite
the r.h.s. in terms of ∂Mmal+j−k+1(M,L, J, γ), ∂M
ma
k−j+1(M,L, J, δ), and then
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substituting for these using (159), gives an expression for ∂2Mmal (M,L, J, βm)
in terms of double fibre products of three factorsMmai (M,L, J, ǫ). By previous
inductive steps, using this we can write Dl(M,L, J, βm)|∂2Mmal (M,L,J,βm) as a
disjoint union of double products ∗evi,L,evj of three factors Ci(M,L, J, ǫ).
When written this way, σ-invariance of Dl(M,L, J, βm)|∂2Mmal (M,L,J,βm)
turns out to follow from associativity of ∗evi,L,evj on co-gauge-fixing data in
Definition 6.27. That is, σ acts by exchanging terms X1 ×L (X2 ×L X3) and
(X1×LX2)×LX3, and this must identify (C1∗LC2)∗LC3 andC1∗L(C2∗LC3),
where X1, X2, X3 are of the form Ci(M,L, J, ǫ), and C1,C2,C3 of the form
Ci(M,L, J, ǫ). Therefore Dl(M,L, J, βm)|∂2Mmal (M,L,J,βm) is σ-invariant, and
we can choose Cl(M,L, J, βm) satisfying the conditions of the theorem by The-
orem 3.25. This completes the inner inductive step. The outer inductive step
the initial steps are trivial, so the first part of the theorem follows by induction.
To choose Cl(M,L, J, βm) to be Zl-invariant, we use the Γ-invariance part of
Theorem 3.25 with Γ = Zl. If the Cl′(M,L, J, βm′) in previous steps have been
chosen Zl′ -invariant then Dl(M,L, J, βm) turns out to be Zl-invariant, with Zl-
action onDl(M,L, J, βm)|∂2Mmal (M,L,J,βm) commuting with σ, so Theorem 3.25
tells us we can choose Cl(M,L, J, βm) to Zl-invariant.
For the final part, when l = 0, a similar proof works, though no induction is
needed. The conditions in the theorem uniquely determine co-gauge-fixing data
D0(M,L, J, β) for
(
∂Mma0 (M,L, J, β),pi|∂Mma0 (M,L,J,β)
)
, and we must choose
C0(M,L, J, β) with C0(M,L, J, β)|∂Mma0 (M,L,J,β)=D0(M,L, J, β) using Theo-
rem 3.25. Note that ∂2Mma0 (M,L, J, β) involves terms inM
ma
2 (M,L, J, ǫ), and
we needC2(M,L, J, ǫ) to be Z2-invariant to makeD0(M,L, J, β)|∂2Mma0 (M,L,J,β)
σ-invariant. So we do need the Cl(M,L, J, β) for l > 1 to be Zl-invariant.
We define some notation.
Definition 6.29. In Theorem 6.28, choose Zl-invariant co-gauge-fixing data
Cl(M,L, J, β) for all l > 1, β, and C0,1(M,J, β
′) for all β′, and C0(M,L, J, β)
for all β. Let R be a Q-algebra. Define elements Ml(β) ∈ KC(Ll;R) for all
l > 1 and β ∈ H2(M,L;Z), and M0(β) ∈ KC({0};R) for all β ∈ H2(M,L;Z),
and N0(β
′) ∈ KC({0};R) for all β′ ∈ H2(M ;Z), by
Ml(β) =
[
Mmal (M,L, J, β), ev1× · · · × evl,Cl(M,L, J, β)
]
, (166)
M0(β) =
[
Mma0 (M,L, J, β),pi,C0(M,L, J, β)
]
, (167)
N0(β
′) =
[
M0,1(M,J, β
′)×ev1,M,inc L,pi,
inc∗
(
C0,1(M,J, β
′)
)
∗ev1,L,idL [L, idL,CL]
]
,
(168)
where pi is the projection to {0} in both cases. We identify L0 = {0}, so
that M0(β),N0(β
′) ∈ KC(L0;R).
Combining “Theorem” 6.26, Theorem 6.28 and Definitions 6.27 and 6.29
gives:
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Corollary 6.30. In the situation above, Ml(β) ∈ KC(Ll;R) is unchanged by
cyclic permutation of the l factors of L in Ll, for all l > 1 and β. We have
d
(
Ml(β)
)
=
∑
16j6k6l
∑
γ,δ∈H2(M,L;Z):
β=γ+δ
(−1)(l−k)(k−j)+j+n·
Ml+j−k+1(γ) ∗j+1,1 Mk−j+1(δ),
(169)
d
(
M0(β)
)
= 12
∑
γ,δ∈H2(M,L;Z): β=γ+δ,
[ω]·γ>0, [ω]·δ>0
(−1)n ·M1(γ) ∗1,1 M1(δ) +
∑
β′∈H2(M ;Z): ı(β′)=β
N0(β
′),
(170)
for all l > 1 and β ∈ H2(M,L;Z), where in the term Ml+j−k+1(γ) ∗j+1,1
Mk−j+1(δ) in (169), we reorder the factors of L as in (160) and (161). Also
d
(
N0(β
′)
)
= 0 for all β′ ∈ H2(M ;Z), and Ml(0) = 0 for l < 3.
The last line holds as ∂M0,1(M,J, β′) = ∂L = ∅ and Mmal (M,L, J, 0) = ∅
for l < 3. Observe that we have replaced the quotient by Z2 in (162) by the
factor 12 in (170), using relation Definition 4.4(iv) in KC
∗({0};R). This was
an important reason for including Definition 4.4(iv) amongst the relations for
Kuranishi (co)chains; as discussed in Remarks 4.5(b) and C.1(a), we do not
need Definition 4.4(iv) to define a good theory of Kuranishi (co)homology, and
we do not use it in effective Kuranishi (co)homology.
Here is an important point. As we will see in §6.6, most of Lagrangian Floer
cohomology for one Lagrangian is a purely algebraic consequence of equation
(169), together with an analogue of (169) for families of almost complex struc-
tures Jt : t ∈ [0, 1], to express the dependence of the Ml(β) on the choice of
almost complex structure J . Also, as in §6.6, much of the theory of genus zero
open Gromov–Witten invariants is a purely algebraic consequence of equations
(169)–(170), and analogues for families Jt : t ∈ [0, 1]. So, Corollary 6.30 and
results of the same kind are powerful tools for turning geometry into algebra.
It is a natural question whether any parts of Theorem 6.28 and Corollary
6.30 have analogues for effective co-gauge-fixing data Cl(M,L, J, β), so that we
can work in KC∗ef(L
l;R) for R a commutative ring, rather than a Q-algebra.
When l = 0 the answer is definitely not: in the γ, δ term in (162), to make
the co-gauge-fixing data descend to the quotient Z2, we need fibre products of
co-gauge-fixing data to be commutative, and this does not hold for effective
co-gauge-fixing data. For similar reasons, the part in Theorem 6.28 on choosing
Cl(M,L, J, β) Zl-invariant for l > 2 cannot extend to effective Cl(M,L, J, β).
However, the first part of Theorem 6.28, on choosing Cl(M,L, J, β) for l >
1, works in the effective case provided the Kuranishi spaces Mmal (M,L, J, β)
are effective. This is because the proof relies on the associativity of products
C ∗fi,L,f˜j C˜, but not their (super)commutativity. We can generalize Definition
6.27 to give an associative product C∗fi,L,f˜j C˜ of effective co-gauge-fixing data.
We choose an injective map GL : L → R
m ⊂ P for some m ≫ 0. In defining
the maps C`
k
: Eˇk → P we must multiply together three factors using the
associative, non-commutative multiplication µ on P . These factors come from
Ci in C, from GL, and from C˜
ı˜ in C˜, and we must multiply them in this order,
so that GL is in the middle, to get the associativity we need.
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Now if [Σ, ~y, w] ∈ Mmal (M,L, J, β) for l > 1, then the only way in which
we can have Aut(Σ, ~y, w) 6= {1} is if Σ has a nonconstant CP1 component (or
several CP1 components) joined to the rest of Σ by a node, and Aut(Σ, ~y, w) acts
nontrivially on this CP1, but trivially on the disc part of Σ. If we assume that
there are no nonconstant J-holomorphic CP1’s in M , then this cannot happen,
so Aut(Σ, ~y, w) = {1} for all [Σ, ~y, w], so Mmal (M,L, J, β) for l > 1 has trivial
stabilizers, and is an effective Kuranishi space. (Note that this does not work
when l = 0, as we need at least one marked point to prevent the disc part of Σ
from having automorphisms.) Then we can prove:
Theorem 6.31. In the situation above, suppose there are no nonconstant J-
holomorphic CP1’s in M . This happens for instance if there exist no spherical
β′ ∈ H2(M ;Z) with [ω] · β′ > 0, or if J is generic and for all spherical β′ ∈
H2(M ;Z) with [ω] · β′ > 0 we have c1(M) · β′ < 3− n, where dimM = 2n.
Extend Definitions 6.27 and 6.29 to effective co-gauge-fixing data in the ob-
vious way. Then we can choose effective co-gauge-fixing data Cl(M,L, J, β)
for
(
Mmal (M,L, J, β), ev1× · · · × evl
)
for all l > 1 and β in H2(M,L;Z) such
that under (159), the restriction Cl(M,L, J, β)|∂Mmal (M,L,J,β) is identified on the
j, k, γ, δ term with Cl+j−k+1(M,L, J, γ) ∗evj+1,L,ev1 Ck−j+1(M,L, J, δ). The
analogue of (169) is
d
(
Ml(β)
)
=
∑
16j6k6l
∑
γ,δ∈H2(M,L;Z):
β=γ+δ
(−1)(l−k)(k−j)+j+n·
Ml+j−k+1(γ) ∗j+1,1 Mk−j+1(δ),
(171)
which holds in KC∗ec(L
l;R) for all l > 1 and β, with R a commutative ring.
Remark 6.32. In §6.3.1 we sketched a blow-up procedure for turning an almost
complex Kuranishi space X, (J ,K) into an effective almost complex Kuranishi
space X˜, (J˜ , K˜). This was central to our programme for understanding integral-
ity properties of Gromov–Witten invariants. We compared our idea to a scheme
of Fukaya and Ono [26] for defining Z-valued Gromov–Witten type invariants.
Now in [26], Fukaya and Ono also apply the same ideas to indicate how
one could define Lagrangian Floer cohomology over the integers, for general
symplectic manifolds. Parallel to this, one should be able to adapt our ideas
in §6.3 to define Lagrangian Floer cohomology for general symplectic manifolds
using effective Kuranishi cochains, which would then work over arbitrary rings
R, not just Q-algebras. That is, the Gopakumar–Vafa integrality story for closed
Gromov–Witten invariants should have an open version, in which Lagrangian
Floer cohomology works over Z not Q.
We would start by using the blow-up procedure of §6.3.1 to modify the mod-
uli spacesMmal (M,L, J, β) to make new, effective spaces M˜
ma
l (M,L, J, β), sat-
isfying the analogue of (159). Replacing Mmal (M,L, J, β) by M˜
ma
l (M,L, J, β),
we could then prove the analogue of Theorem 6.31 without assuming there are
no nonconstant J-holomorphic CP1’s in M .
Now the Mmal (M,L, J, β) do not have almost complex structures, so appar-
ently we cannot use the blow-up procedure on them. However, as above, all
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the nontrivial orbifold strata Mmal (M,L, J, β)
Γ,ρ come from CP1 bubbles with
a Γ-action. These CP1 bubbles come lie in moduli spaces M0,1(M,J, β′) which
do have almost complex structures (J ,K). From these (J ,K) we can construct
almost complex structures on the virtual normal bundle of Mmal (M,L, J, β)
Γ,ρ
in Mmal (M,L, J, β), and this is enough to perform the blow up procedure.
6.6 Lagrangian Floer cohomology for one Lagrangian
Lagrangian Floer cohomology is defined and studied by Fukaya, Oh, Ohta and
Ono in the monumental [24], which is nearly 1400 pages long. Much of the
length and technical complexity of [24] is due to problems caused by perturbing
moduli spaces Mmak+1(M,L, J, β) to choose virtual moduli chains in singular
homology, and ensuring these choices of perturbations and virtual chains are
compatible at the boundaries with choices for other moduli spaces under the
isomorphism (159).
One difficulty Fukaya et al. face is making their singular chains suitably
transverse; a singular chain of positive codimension is never transverse to itself,
so they can never arrange for all the singular chains they consider to be pairwise
transverse. A second difficulty is that one can in effect make only finitely many
choices of perturbations and virtual chains compatible at once, so Fukaya et al.
build their A∞ algebras through an algebraic limiting process from a series of
finite geometric approximations called AN,K algebras.
If we develop the theory of Lagrangian Floer cohomology using Kuranishi
cochains instead of singular chains, there is no need to perturb moduli spaces,
and no problems with transverseness. Instead we choose co-gauge-fixing data,
which is a much less disruptive thing to do, and there is no problem in making
infinitely many choices of co-gauge-fixing data for the Mmak+1(M,L, J, β) com-
patible at their boundaries, as we have shown in Theorem 6.28. Because of this,
the treatment of [24] can be hugely simplified and shortened.
Manabu Akaho and the author will define Lagrangian Floer cohomology
using Kuranishi cochains in [4]. Our goal here is only to whet the reader’s
appetite, to show that Kuranishi cochains are an elegant and economical setting
for Lagrangian Floer cohomology, and so to justify all the effort we have put
into developing Kuranishi (co)homology, and perhaps persuade the reader that
it is worth taking the time to learn. So here we will define Lagrangian Floer
cohomology only for one Lagrangian, not two, and we will work with a fixed
almost complex structure J onM , without considering the effect of changing J .
In defining Lagrangian Floer cohomology, we have to consider sums involving
infinitely many terms, coming from J-holomorphic discs of larger and larger
area. To ensure these sums converge, we work over a ring of formal power series
known as a Novikov ring, as in Fukaya et al. [24, Def. 6.2].
Definition 6.33. Let T and e be formal variables, graded of degree 0 and 2,
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respectively. Define two universal Novikov rings (over Q) by
Λnov =
{∑∞
i=0 aiT
λieµi : ai ∈ Q, λi ∈ R, µi ∈ Z, limi→∞ λi =∞
}
,
Λ0nov =
{∑∞
i=0 aiT
λieµi : ai ∈ Q, λi ∈ [0,∞), µi ∈ Z, limi→∞ λi =∞
}
.
Then Λ0nov ⊂ Λnov are Q-vector spaces. Define multiplications ‘ · ’ on Λnov,Λ
0
nov
by
(∑∞
i=0 aiT
λieµi
)
·
(∑∞
j=0 bjT
νjeξj
)
=
∑∞
i,j=0 aibjT
λi+νjeµi+ξj . Then Λnov,
Λ0nov are commutative Q-algebras with identity 1 = 1T
0e0.
Write Λ∗nov for either Λnov or Λ
0
nov. Define filtrations of Λ
∗
nov by
FλΛ∗nov =
{∑∞
i=0 aiT
λieµi ∈ Λ∗nov : λi > λ for all i = 0, 1, . . .
}
,
for λ ∈ R. These filtrations induce topologies on Λ∗nov, and notions of convergence
for sequences and series. An infinite sum
∑∞
k=0 αk in Λ
∗
nov converges in Λ
∗
nov if
and only if for all λ ∈ R we have αk ∈ FλΛ∗nov for all except finitely many k.
As T, e are graded of degrees 0,2, we can regard Λnov,Λ
0
nov as graded rings.
Write Λ
(k)
nov,Λ
0 (k)
nov for the degree k parts of Λnov,Λ
0
nov, for k ∈ Z. Then
Λ(2k)nov =
{ ∞∑
i=0
aiT
λiek : ai ∈ Q, λi ∈ R, lim
i→∞
λi =∞
}
, Λ
(2k+1)
nov = 0. (172)
We can also consider modules over Λ∗nov. Let V =
⊕
k∈Z V
k be a graded Q-
vector space. Then V ⊗ Λ∗nov is a Λ
∗
nov-module, with grading (V ⊗ Λ
∗
nov)
l =⊕
j+k=l V
j⊗Λ
∗ (k)
nov , and filtration Fλ(V ⊗Λ∗nov) = V ⊗F
λΛ∗nov for λ ∈ R. Write
V ⊗ˆΛ∗nov for the completion of V ⊗ Λ
∗
nov with respect to this filtration. Then
V ⊗ˆΛ∗nov has a topology, and an infinite sum
∑∞
k=0 vk converges in V ⊗ˆΛ
∗
nov if
for all λ ∈ R we have vk ∈ Fλ
(
V ⊗ˆΛ∗nov
)
for all except finitely many k.
If L is a manifold KC∗(L; Λ∗nov) = KC
∗(L;Q)⊗ Λ∗nov. Write K̂C
∗(L; Λ∗nov)
for the completionKC∗(L;Q)⊗ˆΛ∗nov. We consider the grading on K̂C
∗(L; Λ∗nov)
to be the combination of those on KC∗(L;Q) and Λ∗nov.
Next we define gapped filtered A∞ algebras, following Fukaya et al. [24, §7.2].
Definition 6.34. A gapped filtered A∞ algebra (A⊗ Λ∗nov,m) consists of:
(a) A graded Q-vector space A =
⊕
d∈ZA
d;
(b) Graded Λ∗nov-multilinear maps mk :
p k copies q
(A⊗ˆΛ∗nov)× · · · ×(A⊗ˆΛ
∗
nov)→A⊗ˆΛ
∗
nov
for k = 0, 1, 2, . . ., of degree +1. Write m = (mk)k>0.
These must satisfy the following conditions:
(i) there exists a subset G ⊂ [0,∞) × Z, closed under addition, such that
G∩({0}×Z) = {(0, 0)} and G∩([0, C]×Z) is finite for any C > 0, and the
maps mk for k > 0 may be written mk =
∑
(λ,µ)∈G T
λeµmλ,µk , for unique
Q-multilinear maps mλ,µk :
p k copies q
A× · · · ×A → A graded of degree 1 − 2µ.
When k = 0, we take m0 ∈ (A⊗ Λ0nov)
(1) and mλ,µ0 ∈ A
1−2µ;
(ii) m0,00 = 0, in the notation of (i); and
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(iii) call a ∈ A⊗Λ0nov pure if a ∈ (A⊗Λ
0
nov)
(d) \ {0} for some d ∈ Z, and then
define the degree of a to be deg a = d. Then we require that for all k > 0
and all pure a1, . . . , ak in A⊗ Λ0nov, we have∑
i,k1,k2:16i6k1,
k2>0, k1+k2=k+1
(−1)
Pi−1
l=1 deg almk1(a1, . . . , ai−1,mk2(ai, . . . , ai+k2−1),
ai+k2 . . . , ak) = 0.
(173)
Equation (173) may be rewritten in terms of the mλ,µk as follows: for all k > 0,
all (λ, µ) ∈ G and all pure a1, . . . , ak in A, we have∑
i,k1,k2,λ1,λ2,µ1,µ2: 16i6k1,k2>0,
k1+k2=k+1, λ1+λ2=λ, µ1+µ2=µ
(−1)
Pi−1
l=1 deg alm
λ1,µ1
k1
(a1, . . . , ai−1,m
λ2,µ2
k2
(ai, . . . , ai+k2−1),
ai+k2 . . . , ak) = 0.
(174)
A gapped filtered A∞ algebra (A⊗ˆΛ
∗
nov,m) is called strict if m0 = 0. Then
(iii) implies that m1 ◦ m1 = 0, so (A⊗ˆΛ∗nov,m1) is a complex of Λ
∗
nov-modules,
and we can form its cohomology H∗(A⊗ˆΛ∗nov,m1).
To define Lagrangian Floer cohomology we will need strict gapped filtered
A∞ algebras. Bounding cochains are a method of modifying gapped filtered A∞
algebras to make them strict, introduced by Fukaya et al. [24, §5.7, §11].
Definition 6.35. Let (A⊗ˆΛ∗nov,m) be a gapped filtered A∞ algebra, and sup-
pose b ∈ Fλ(A⊗ˆΛ∗nov)
(0) for some λ > 0. Define graded Λ∗nov-multilinear maps
m
b
k :
p k copies q
(A⊗ˆΛ∗nov)×· · ·×(A⊗ˆΛ
∗
nov)→A⊗ˆΛ
∗
nov for k = 0, 1, . . ., of degree +1, by
m
b
k(a1, . . . , ak) =
∑
n0,...,nk>0
mk+n0+···+nk
( p n0 q
b, . . . , b, a1,
p n1 q
b, . . . , b, a2,
p n2 q
b, . . . , b,
. . . ,
p nk−1 q
b, . . . , b, ak,
p nk q
b, . . . , b
)
.
This converges as b ∈ Fλ(A⊗ˆΛ∗nov) for λ > 0. Write m
b = (mbk)k>0. We call b a
bounding cochain for (A⊗ Λ0nov,m) if m
b
0 = 0, that is, if∑
k>0mk(b, . . . , b) = 0. (175)
This is the Maurer–Cartan equation, or Batalin–Vilkovisky master equation.
It is then easy to prove [24, Prop. 11.10]:
Lemma 6.36. In Definition 6.35, (A⊗ˆΛ∗nov,m
b) is a gapped filtered A∞ algebra,
which is strict if and only if b is a bounding cochain.
Thus, if b is a bounding cochain then (A⊗Λ0nov,m
b
1) is a complex, and we may
form its cohomology H∗(A⊗ˆΛ∗nov,m
b
1). We will now show that in the situation
of §6.4–§6.5, we can define a gapped filtered A∞ algebra structure on the shifted
Kuranishi cochains K̂C∗(L; Λ∗nov)[1] of L.
Definition 6.37. Suppose (M,ω) is a compact symplectic manifold, L a com-
pact, embedded Lagrangian submanifold in M , and J an almost complex struc-
ture on M compatible with ω. Fix a relative spin structure on (M,L), so
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that Mmal (M,L, J, β) for l > 1 are compact, oriented Kuranishi spaces with
corners by Theorem 6.21 and “Theorems” 6.23 and 6.25. Note that the rela-
tive spin structure includes an orientation on L. Choose co-gauge-fixing data
Cl(M,L, J, β) for
(
Mmal (M,L, J, β), ev1× · · · × evl
)
for all l > 1 and β in
H2(M,L;Z) by the first part of Theorem 6.28. We do not require Cl(M,L, J, β)
to be Zl-invariant, and we do not choose C0(M,L, J, β). Define Ml(β) ∈
KC(Ll;R) for all l > 1 and β ∈ H2(M,L;Z) as in Definition 6.29. Then
Corollary 6.30 shows that equation (169) holds for all l > 1 and β.
Write KC∗(L;Q)[1] for the Kuranishi cochains with grading shifted by one,
that is,
(
KC∗(L;Q)[1]
)
k = KCk+1(L;Q), and similarly for K̂C∗(L; Λ∗nov)[1].
We will define a gapped filtered A∞ algebra
(
K̂C∗(L; Λ∗nov)[1],m
)
on the shifted
cochains K̂C∗(L; Λ∗nov)[1]=KC
∗(L;Q)[1]⊗ˆΛ∗nov. Define G⊂ [0,∞)×Z by
G =
{
(λ, µ) ∈ [0,∞)× Z : there exist β1, . . . , βk ∈ H2(M,L;Z) with
Mma3 (M,L, J, βi) 6= ∅ for i = 1, . . . , k, and
λ = [ω] · (β1 + · · ·+ βk), µ =
1
2µL(β1 + · · ·+ βk)
}
.
Define mλ,µk :
p k copies q
KC∗(L;Q)[1]× · · · ×KC∗(L;Q)[1] → KC∗(L;Q)[1] for all
k > 0 and (λ, µ) ∈ G by
m
0,0
1 (f1) = (−1)
ndf1, m
λ,µ
k (f1, . . . , fk) =∑
β∈H2(M,L;Z):
[ω]·β=λ, µL(β)=2µ,
Mmak+1(M,L,J,β) 6=∅
(· · · ((Mk+1(β) ∗2,L,1 f1) ∗3,L,1 f2) · · · ) ∗k+1,L,1 fk),
(k, λ, µ) 6= (1, 0, 0).
(176)
Following the definitions through shows that for (k, λ, µ) 6= (1, 0, 0) on genera-
tors [Xi,f i,Ci] of KC
∗(L;Q) this gives
m
λ,µ
k
(
[X1,f1,C1], . . . , [Xk,fk,Ck]
)
=∑
β∈H2(M,L;Z):
[ω]·β=λ, µL(β)=2µ,
Mmak+1(M,L,J,β) 6=∅
[
Mmak+1(M,L, J, β)×ev2 ×···evk+1,Lk,f1×···×fk (X1 × · · · ×Xk),
ev1 ◦piMmak+1(M,L,J,β),CCl(M,L,J,β),C1,...,Ck
]
,
(177)
where CCl(M,L,J,β),C1,...,Ck is co-gauge-fixing data for
(
Mmak+1(M,L, J, β) ×Lk
(X1×· · ·×Xk), ev1 ◦piMmak+1(M,L,J,β)
)
obtained as a fibre product of the co-gauge-
fixing data Cl(M,L, J, β),C1, . . . ,Ck on the k + 1 factors by k applications of
the product ∗fi,L,f˜j of Definition 6.27. Suppose [Xi,f i,Ci] has degree ai in
KC∗(L;Q)[1], so that [Xi,f i,Ci] ∈ KC
ai+1(L;Q), and vdimXi = n− ai − 1,
where n = dimL. Then using (157) we find that the fibre product in (177) has
dimension 2µ+ n− 2− a1 − · · · − ak, so (177) has degree 1− 2µ+ a1+ · · ·+ ak
in KC∗(L;Q)[1], and mλ,µk is graded of degree 1− 2µ.
Now define mk :
p k copies q
K̂C∗(L; Λ∗nov)[1]× · · · ×K̂C
∗(L; Λ∗nov)[1]→K̂C
∗(L; Λ∗nov)[1]
for k = 0, 1, 2, . . . by mk =
∑
(λ,µ)∈G T
λeµmλ,µk . As the m
λ,µ
k are graded of degree
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1− 2µ, mk is graded of degree +1. Using (169) and (176) one can show that the
m
λ,µ
k satisfy (174), and thus the mk satisfy (173). Write m = (mk)k>0. Then(
K̂C∗(L; Λ∗nov)[1],m
)
is a gapped filtered A∞ algebra.
Let b be a bounding cochain for
(
K̂C∗(L; Λ∗nov)[1],m
)
, and define mb as in
Definition 6.35. Then mb1 : K̂C
∗(L; Λ∗nov) → K̂C
∗(L; Λ∗nov) is graded of degree
+1 with mb1 ◦m
b
1 = 0. Define the Lagrangian Floer cohomology HF
∗(L, b; Λ∗nov)
to be the cohomology of
(
K̂C∗(L; Λ∗nov),m
b
1
)
. Note that we drop the shift in
gradings, so that the grading of HF ∗(L, b; Λ∗nov) agrees with that of ordinary
cohomology. We can think of HF ∗(L, b; Λ∗nov) as a ‘quantum deformation’ of
Kuranishi cohomology KH∗(L; Λ∗nov).
The important thing is that HF ∗(L, b; Λ∗nov) is independent of all the ar-
bitrary choices involved up to canonical isomorphism, including the choice of
almost complex structure J . (It does depend on the bounding cochain b, so to
make sense of this we must introduce a notion of equivalence between bound-
ing cochains b for J , and bounding cochains b′ for another almost complex
structure J ′.) Thus, Lagrangian Floer cohomology HF ∗(L, b; Λ∗nov) basically
depends only on (M,ω) and L, as for Gromov–Witten invariants in Theorem
6.10. Also, the gapped filtered A∞ algebra above is independent of choices up
to A∞ quasi-isomorphism.
Now compare Definition 6.37 with the construction of gapped filtered A∞
algebras for Lagrangian submanifolds in Fukaya et al. [24, Chapter 3]. Briefly,
they construct a countably generated subcomplex X of the complex of smooth
singular chains Csi∗ (L; Λ
∗
nov) on L with values in Λ
∗
nov, and multilinear operators
mk : X
⊗k → X satisfying the A∞ relations (173). Roughly speaking, mk is a sum
over all β of intersections with virtual cycles for moduli spacesMmak+1(M,L, J, β).
The details of the construction, however, are horrible. For each Kuranishi
spaceMmak+1(M,L, J, β) we must choose a virtual moduli chain, an abstract per-
turbation, which must be compatible at the boundary ∂Mmak+1(M,L, J, β) with
the choices of virtual chains for otherMmal+1(M,L, J, γ) under (159). Worse, one
virtual moduli chain for Mmak+1(M,L, J, β) is not enough, because of transver-
sality problems: we must choose one for each k-tuple (P1, . . . , Pk) in X
k. Worse
still, it is not actually possible to make all these choices consistently for all k > 0
and (P1, . . . , Pk), but only for finitely generated X and bounded k.
Therefore Fukaya et al. construct AN,K-algebras XN,K for increasingly large
N,K, prove homotopy equivalences between them, and finally use an abstract
algebraic construction to prove existence of the (now non-geometric)A∞-algebra
they want. With Kuranishi cohomology we can avoid all this, and go directly to
a geometric A∞-algebra structure on the full Kuranishi cochains K̂C
∗(L; Λ∗nov).
If there are no nonconstant J-holomorphic CP1’s in M then we can use
Theorem 6.31 to define Lagrangian Floer cohomology using effective Kuranishi
cochains, and the construction then works with Novikov rings over the integers
Z, or over an arbitrary commutative ring R, rather than just over Q.
These ideas are also relevant to the construction of the Fukaya category
Fuk(M,ω) of a general symplectic manifold (M,ω), as in [22, 24, 67, 69]. The
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derived Fukaya category DbFuk(M,ω) is an essential part of Kontsevich’s Ho-
mological Mirror Symmetry programme [44], and so is a very important piece
of mathematics. Roughly speaking, the objects of Fuk(M,ω) should be pairs
(L, b) of a Lagrangian L and a bounding cochain b for L, and the morphisms
between such pairs in DbFuk(M,ω) are given by Lagrangian Floer cohomology.
The author believes that by using Kuranishi cochains as above, it should be
possible to write down a reasonably clean and simple model for Fuk(M,ω).
6.7 Open Gromov–Witten invariants
As in §6.2, (closed) Gromov–Witten invariants ‘count’ J-holomorphic curves
without boundary in a symplectic manifold (M,ω), and are independent of
the choice of almost complex structure J . In a similar way, if L is Lagrangian
submanifold of (M,ω) we can attempt to define open Gromov–Witten invariants
which ‘count’ J-holomorphic curves inM with boundary in L, and hope to make
them independent of J . This is a more difficult problem than the closed case,
since as in §6.1 and §6.4 the moduli spaces have no boundary in the closed case,
but have boundary and corners in the open case.
Quite a lot of work has already been done on open Gromov–Witten invari-
ants. In String Theory, it is expected that open Gromov–Witten invariants
should exist and play a roˆle, and String Theorists can even compute them in ex-
amples; see for example Ooguri and Vafa [58], Aganagic and Vafa [3], Aganagic,
Klemm and Vafa [2], and Graber and Zaslow [30], and others. Some mathemat-
ics papers on open Gromov–Witten invariants are Katz and Liu [42], Liu [51],
Li and Song [47], Welschinger [76,77], Cho [14,15], Solomon [73], and Pandhari-
pande, Solomon and Walcher [61].
Despite these, there does not yet seem to be a satisfactory definition of open
Gromov–Witten invariants (by ‘satisfactory’ I really mean that the invariants
should be defined using any almost complex structure J on M compatible with
ω, and give an answer independent of J). It is clear from these references (see
Aganagic et al. [2, §5], and computations by Cho [15], for example), that just fix-
ing (M,ω), L is not enough to get open Gromov–Witten invariants independent
of J , one needs some extra assumptions or extra data.
Liu [51] defines open Gromov–Witten invariants for the case in which there
is a U(1)-action on (M,ω), L, and J is U(1)-invariant. Welschinger [76, 77],
Cho [14] and Solomon [73] define open Gromov–Witten invariants in the case in
which dimM is 4 or 6, and L is the fixed point set of an involution σ : M →M ,
which is antiholomorphic with respect to J ; these invariants are calculated when
M is the quintic Calabi–Yau 3-fold by Pandharipande et al. [61].
We now present a part of the author’s solution to the problem of defining
open Gromov–Witten invariants; the complete picture will be explained in [39].
For genus zero open Gromov–Witten invariants, the key idea is this: we need
to fix some extra data to define open Gromov–Witten invariants independent
of J , and the right kind of extra data is a choice of bounding cochain b for
Lagrangian Floer cohomology of L, in the sense of §6.6. The open Gromov–
Witten invariants will then depend on (L, b), and they will be independent of
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the choice of J in the same sense that Lagrangian Floer cohomology is. To
correct for the M0,1(M,J, β′) terms in (162) we need to assume [L] = 0 in
Hn(M ;Q), and choose an (n + 1)-chain B in M with ∂B = L. In [39] we will
also explain how to define higher-genus open Gromov–Witten invariants under
stronger assumptions, including requiring L to be a Q-homology sphere.
Warning: most of the signs below are probably wrong, but I’ll fix them in the
final version.
We work in the situation of §6.4–§6.6. Let b be a bounding cochain for(
K̂C∗(L; Λ0nov)[1],m
)
. Then b satisfies (175), which by (176) means that
(−1)ndb+∑
k>0, β∈H2(M,L;Z):Mmak+1(M,L,J,β) 6=∅
T [ω]·βeµL(β)/2(· · · (Mk+1(β) ∗2,L,1 b) ∗3,L,1 b) · · · ) ∗k+1,L,1 b) = 0. (178)
Let inc : L → M be the inclusion. Define gauge-fixing data GL for (L, inc)
to be GL = (IL,ηL, GL), where IL has indexing set I = {n}, one Kuranishi
neighbourhood (L,L, 0, idL), and map inc : L → M , and η = (ηn, ηnn) with
ηn ≡ 1 ≡ ηnn , and GL : L → P is the function used in the definition of the
products ∗
fi,L,f˜j
in Definition 6.27. As L is compact, oriented and without
boundary, we have [L, inc,GL] ∈ KCn(M ;Q) with ∂[L, inc,GL] = 0, so the
homology class
[
[L, inc,GL]
]
is defined in KHn(M ;Q). We have ΠKhsi
(
[L]
)
=[
[L, inc,GL]
]
, where [L] ∈ Hsin (M ;Q) is the homology class of L in M , and
ΠKhsi : H
si
n (M ;Q)→ KHn(M ;Q) is an isomorphism by Corollary 4.10.
Suppose that [L] = 0 in Hsin (M ;Q). Note that we don’t require L to be
connected, it can be the union of several compact lagrangian submanifolds whose
homology classes sum to zero. Then
[
[L, inc,GL]
]
= 0 in KHn(M ;Q), so we
can choose a Kuranishi chain B ∈ KCn+1(M ;Q) with ∂B = [L, inc,GL]. Let
β′ ∈ H2(M ;Z), and form the cap product
C ∩
[
M0,1(M,J, β
′), ev1, C0,1(M,J, β
′)
]
∈ KC∗(M ;Q),
whereC0,1(M,J, β
′) is the co-gauge-fixing data for
(
M0,1(M,J, β′), ev1
)
chosen
in Theorem 6.28. Writing π : M → {0} for the projection, we apply the
pushforward π∗ : KC∗(M ;Q)→ KC∗({0};Q) to define
π∗
(
C ∩
[
M0,1(M,J, β
′), ev1, C0,1(M,J, β
′)
])
∈ KC∗({0};Q). (179)
Now over a single point {0}, strongly smooth f : X → {0} coincide with
strong submersions, and orientations for X coincide with coorientations for
(X,f), and gauge-fixing data and co-gauge-fixing for (X,f) coincide. Thus
there is a natural identification KCk({0};Q) = KC−k({0};Q), which identifies
∂ on KC∗({0};Q) with d on KC∗({0};Q). Using this we regard (179) as an
element of KC∗({0};Q). Then using ∂B = [L, inc,GL] and comparing the way
GL : L→ P appears in GL and the product ∗ev1,L,idL , we can show that
d
(
π∗(C ∩ [M0,1(M,J, β
′), ev1, C0,1(M,J, β
′)])
)
=[
M0,1(M,J, β
′)×ev1,M,inc L,pi,
inc∗
(
C0,1(M,J, β
′)
)
∗ev1,L,idL [L, idL,CL]
]
= N0(β
′)
(180)
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in KC∗({0};Q), by (168). We will use this to cancel the N0(β′) terms in (170).
Now define an expression OGW (M,L) in K̂C∗({0}; Λ0nov) by
OGW (M,L) =
∑
β∈H2(M,L;Z)
T [ω]·βeµL(β)/2M0(β)+ (181)
∑
l>1, β∈H2(M,L;Z):
Mmal (M,L,J,β) 6=∅
T [ω]·βeµL(β)/2
2− l
l
(· · · (Ml(β) ∗1,L,1 b) ∗2,L,1 b) · · · ) ∗l,L,1 b)
−
∑
β′∈H2(L;Z):
M0,1(M,J,β
′) 6=∅
T [ω]·β
′
ec1(M)·β
′
π∗
(
C ∩
[
M0,1(M,J, β
′), ev1, C0,1(M,J, β
′)
])
.
Using (169), (170), (178) and (180), we compute that d
(
OGW (M,L)
)
= 0.
Thus we may form [OGW (M,L)] ∈ K̂H∗({0}; Λ0nov) = KH
∗({0};Q)⊗ˆΛ0nov.
Identifying KH∗({0};Q) ∼= H∗cs({0};Q) ∼= Q we have K̂H
∗({0}; Λ0nov) ∼=
Λ0nov. Computing dimensions shows that OGW (M,L) is graded of degree 3−n,
so [OGW (M,L)] ∈ Λ
0 (3−n)
nov . When n is even we have Λ
0 (3−n)
nov by (172), so
[OGW (M,L)] = 0. When n is odd, we may write
[OGW (M,L)] =
∑
λ>0OGW (M,L, λ)T
λe(3−n)/2, (182)
with OGW (M,L, λ) ∈ Q.
We interpret these rational numbers OGW (M,L, λ) as open Gromov–Witten
invariants which ‘count’ all stable J-holomorphic discs in M with boundary in
L in classes β ∈ H2(M,L;Z) with [ω] · β = λ and µL(β) = 3 − n. The mean-
ing of the restriction µL(β) = 3 − n is that by (157) this is the condition
for vdimMma0 (M,L, J, β) = 0, and [OGW (M,L)] ‘counts’ only moduli spaces
Mma0 (M,L, J, β) of virtual dimension zero. When n is even allM
ma
0 (M,L, J, β)
have odd virtual dimension, so there are no Mma0 (M,L, J, β) with virtual di-
mension zero. Probably the most interesting case is that of a graded Lagrangian
L in a Calabi–Yau 3-fold (M,ω), when µL(β) = 3− n holds automatically.
We will show in [39] that the OGW (M,L, λ) are independent of the almost
complex structure J , in the same sense that Lagrangian Floer cohomology is.
They do depend on the choice of bounding cochain b. They depend on the
chain B with ∂B = [L, inc,GL] only through the relative homology class of B in
Hn+1(M,L;Q). That is, if we replace B by B′ = B+∂C for C ∈ KCn+2(M ;Q),
then the OGW (M,L, λ) are unchanged.
The fact that we can only count discs with fixed area and Maslov index,
rather than counting discs in a fixed β ∈ H2(M,L;Z), is because we are using
a bounding cochain b defined using a Novikov ring Λ0nov which only keeps track
of the area and Maslov index of curves. As we explain in [39], we can refine
the invariants if we either work over a refined Novikov ring, or make stronger
assumptions on the topology of M,L.
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6.8 Conclusions
There is a large area of symplectic geometry which uses moduli spaces of J-
holomorphic curves in a symplectic manifold (M,ω) to define some homologi-
cal structure, and then shows that this structure is independent of the choice
of almost complex structure J , up to some kind of isomorphism, so that the
structure basically depends only on (M,ω). This includes Gromov–Witten in-
variants and Lagrangian Floer cohomology, as discussed above, and also contact
homology [20], Symplectic Field Theory [21], Fukaya categories [22,67,69], and
symplectic cohomology [68].
To carry out such a programme, one has to solve four problems:
(a) Define a geometric structure which is the model structure for the moduli
spaces of J-holomorphic curves we are interested in – for example, Fukaya–
Ono Kuranishi spaces. This structure should be powerful enough that
analogues of differential-geometric ideas for manifolds such as orientations,
smooth maps, submersions, fibre products work for it.
(b) Show that the moduli spaces of J-holomorphic curves we wish to study
carry the structure in (a), and that natural maps of these moduli spaces are
‘smooth’. Prove identities between these structures, such as the boundary
formulae (159) and (162).
(c) Use this geometric structure to construct virtual cycles or virtual chains
for the moduli spaces, in some (co)chain complex. Translate relationships
between moduli spaces into algebraic identities upon their virtual chains.
(d) Draw some interesting geometrical conclusions — for instance, define
Gromov–Witten invariants, prove the Arnold Conjecture, and so on.
In this book we have developed new tools for solving problem (c). Previous
virtual cycle or chain constructions for solving problem (c) in symplectic ge-
ometry have been given by Fukaya and Ono [24, 25], Li and Tian [49], Liu and
Tian [52], Lu and Tian [53], McDuff [55], Ruan [65], Siebert [70], and in the
context of their theory of polyfolds Hofer, Wysocki and Zehnder [37]. All these
other constructions involve perturbing the moduli space in some way.
Defining virtual chains and cycles using Kuranishi (co)chains is very simple,
and it eliminates perturbation of moduli spaces, and problems with transversal-
ity. Relationships between moduli spaces can often be translated into algebraic
identities between Kuranishi (co)chains in a very direct way, as we saw in pass-
ing from “Theorem” 6.26 to Corollary 6.30, and these identities are likely to hold
exactly, rather than in some weak homotopy sense owing to errors introduced
during the virtual cycle construction.
Also, for moduli spaces without boundary, Kuranishi (co)bordism classes are
in effect a kind of virtual cycle, and so a new kind of solution to problem (c).
Kuranishi (co)bordism groups are huge, much larger than the corresponding
(co)homology groups. This has the disadvantage that they it is probably not
feasible to compute them, but the advantage that they contain more information
than (co)homology, and are also useful tools for studying integrality questions.
177
We have based our theory upon Fukaya and Ono’s solution to problem (a),
that is, their notion of Kuranishi spaces, with some modifications of our own.
For our applications above we have simply assumed the solution to problem (b),
when in §6.1 and §6.4 we quoted results of Fukaya et al. [24,25] on existence of
Kuranishi structures on the moduli spaces Mg,m(M,J, β),M
ma
l (M,L, J, β).
Both of these might be seen as a weakness. There are other solutions to prob-
lem (a) in the literature, notably the theory of polyfolds due to Hofer, Wysocki
and Zehnder [33–37]. If the theory of polyfolds (or some other alternative) be-
comes widely adopted, then our Kuranishi space framework might come to seem
obsolete. Also, as discussed in Remark 6.5, it is not clear to the author that the
proofs of the solution to problem (b) we assume are complete, and rigorous in
every detail, and some of the proofs are based on weaker definitions of Kuranishi
space than the one we use. In their polyfold programme, Hofer et al. aim to
give a fully rigorous treatment of problem (b).
In fact this is not a weakness, because a polyfold structure can be truncated
to a Kuranishi structure in a simple way: Hofer [34, p. 2-3] says:
‘The work to build a Kuranishi structure or to build a polyfold struc-
ture (which is a finer structure) is approximately the same and seems
to have more or less the same ingredients. The polyfold structure
captures not only more information but comes with a strikingly eas-
ier formalism. There is in fact a trivial functor from the polyfold
Fredholm theory into the Kuranishi structures.’
Kuranishi structures are probably more-or-less the weakest feasible solution
to problem (a), because they are built out of finite-dimensional data, that is,
Kuranishi neighbourhoods (Vp, Ep, sp, ψp). Other solutions such as polyfolds
are generally built from infinite-dimensional ingredients, and are much richer
structures, with more information; one passes to Kuranishi structures by for-
getting much of this information. Thus, one can use the theory of polyfolds to
solve problems (a) and (b), and then truncate to Kuranishi structures, and use
our Kuranishi (co)homology or Kuranishi (co)bordism to solve problems (c) and
(d). This gives an alternative to the virtual cycles for polyfolds defined by Hofer
et al. [37], which work by perturbing the polyfold structure using Q-weighted
multisections in a similar way to Fukaya and Ono [25].
A Tent functions
We will now define and study tent functions, which are the principal tools we
will use in the proofs of Theorems 4.8 and 4.9 in Appendices B and C. Here is
the rough idea. For S a set, write F (S) for the set of finite, nonempty subsets
of S. Let X be a compact, oriented n-manifold with g-corners. A tent function
on X is a function T : X → F ([1,∞)) which locally near p ∈ X may be written
T (p) = {f1(p), . . . , fk(p)} for smooth functions f1, . . . , fk : X → [1,∞) called
the branches of T , such that fi− fj : T → R is a submersion near (fi− fj)−1(0)
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for 1 6 i < j 6 k, and more complicated transversality conditions hold when
several fi are equal in X .
Then minT : X → [1,∞) is a continuous, piecewise smooth function, and
ZX,T =
{
(t, p) ∈ [0,∞)×X : t 6 minT (p)
}
(183)
is a compact, oriented (n+ 1)-manifold with g-corners. Also
∂ZX,T = −Z∂X,T |∂X ∐−{0} ×X ∐
∐
c∈C Xc (184)
in oriented n-manifolds with g-corners, where C is a finite indexing set, and
Xc for c ∈ C are the connected components of the portion of ∂ZX,T meeting
(0,∞)×X◦. Locally the Xc correspond to branches fc : T → [1,∞) of T , and
Xc ∼=
{
p ∈ X : fc(p) = min T (p)
}
. The reason for the name ‘tent function’
is that when we sketch ZX,T in (183), it looks like a tent, as in Figure A.1 on
page 182.
We will also define tent functions on orbifolds, and on (effective) Kuranishi
chains [X,f ,G] or [X,f ,G]. The Kuranishi chain version of (184) is
∂
[
ZX,T ,f ◦ pi,HX,T
]
= −
[
Z∂X,T |∂X ,f |∂X ◦ pi,H∂X,T |∂X
]
− [X,f ,G] +
∑
c∈C [Xc,fc,Gc].
(185)
This says that [X,f ,G] is homologous to
∑
c∈C [Xc,fc,Gc
]
, modulo terms over
∂X . Much of Appendices B and C will involve showing that some Kuranishi
cycle which is a combination of [X,f ,G] is homologous to a second Kuranishi
cycle which is a combination of
∑
c∈C [Xc,fc,Gc], and that this second cycle
has some better property than the first cycle. It is helpful to think of (184) and
(185) as meaning that we have cut X into finitely many pieces Xc for c ∈ C.
In fact we will use tent functions for four different purposes:
(a) To cut a Kuranishi space X into arbitrarily small pieces Xc for c ∈ C.
This will be needed in Step 1 of the proof of Theorem 4.9 in Appendix C.
(b) To cut an effective orbifoldX into piecesXc for c ∈ C which aremanifolds,
and more generally, to cut an effective Kuranishi space X into pieces Xc
for c ∈ C which are Kuranishi spaces with trivial stabilizers. This will be
needed in Step 1 of the proof of Theorem 4.8 in Appendix B.
(c) To cut a compact n-manifold X with g-corners into pieces Xc for c ∈ C
which are n-simplices ∆n. This will be needed in Step 3 of the proof of
Theorem 4.8 in Appendix B, to construct a cycle in singular homology.
(d) To get round the failure of the smooth Extension Principle for manifolds
with g-corners, Principle 2.8(c), by defining a class of piecewise smooth
functions on manifolds with g-corners for which the Extension Principle
holds. This is important in Step 2 of the proof of Theorem 4.8 in Appendix
B, when we perturb Kuranishi spaces to get manifolds; in effect we are
choosing piecewise smooth perturbations with prescribed boundary values,
and this would not be possible working only with smooth perturbations.
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These different goals are responsible for the length of this appendix, and also
for a certain lack of coherence, as we jump between (a)–(d) or mix them up. We
start by developing our material on compact manifolds in §A.1, then generalize
to orbifolds in §A.2, and finally to Kuranishi chains in §A.3.
A.1 Tent functions on compact manifolds
A.1.1 The definition of tent functions
Definition A.1. For S a set, write F (S) for the set of finite, nonempty subsets
of S. Let X be an n-manifold with g-corners. We call T : X → F
(
[1,∞)
)
a
tent function if for each x ∈ X there exists an open neighbourhood U of x in
X , open subsets U1, . . . , UN ⊆ U and smooth functions ti : Ui → [1,∞) for
i = 1, . . . , N such that T (u) =
{
ti(u) : i = 1, . . . , N , u ∈ Ui
}
for all u ∈ U ,
satisfying the following conditions:
(a) For every subset {i1, . . . , il} of {1, . . . , N} with l > 2, the subset S{i1,...,il}
=
{
u ∈ Ui1 ∩ · · · ∩Uil : ti1(u) = · · · = til(u)
}
is an embedded submanifold
of Ui1 ∩ · · · ∩ Uil ⊆ X . We require that S{i1,...,il} should intersect the
codimension k stratum Sk(X) in Definition 2.4 transversely for all k > 0.
This implies that S{i1,...,il} has boundary or (g-)corners where it intersects
the boundary or (g-)corners of X , and we require that these should be the
only boundary or (g-)corners of S{i1,...,il}. That is, we have ∂
kS{i1,...,il} ={
u ∈ ∂k(Ui1 ∩ · · · ∩ Uil) ⊆ ∂
kX : ti1(u) = · · · = til(u)
}
.
(b) In (a), for all u ∈ S{i1,...,il}, as vector subspaces of T
∗
uX we have〈
d(ti2−ti1)|u, d(ti3−ti1)|u, . . . , d(til−ti1)|u
〉
=
{
α∈T ∗uX : α|TuS{i1,...,il}≡0
}
.
More generally, for all k > 0 and u in ∂kS{i1,...,il}, we have〈
d
(
ti2 − ti1 |∂k(Ui1∩···∩Uil )
)
|u, . . . , d
(
til − ti1 |∂k(Ui1∩···∩Uil )
)
|u
〉
={
α ∈ T ∗u∂
kX : α|Tu∂kS{i1,...,il}
≡ 0
}
.
(c) For each i = 1, . . . , N , the set
{
u ∈ Ui : ti(u) = minT (u)
}
is closed in U .
We call the functions ti : Ui → [1,∞) branches of T on U , and the sets
U1, . . . , UN branch domains. If T : X → F ([1,∞)) is a tent function, then
the minimum of T is minT : X → [1,∞), the function taking x 7→ minT (x),
which is well-defined as T (x) is a finite, nonempty subset of [1,∞). Part (c)
implies that min T is continuous.
The point here is that locally the branches of T do not have to be defined on
all of X , but only on open subsets. Thus, as x moves about in X , the number of
elements T (x) can change as branches of T pop in and out of existence. However,
(c) implies that a branch ti of T cannot disappear near x if ti(x) = minT (x).
Thus, disappearing branches do not cause minT to become discontinuous, and
minT near x is locally the minimum of smooth functions ti : X → [1,∞) defined
near x, so minT is continuous, and piecewise-smooth.
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As (a)–(c) are stable under taking boundaries, if T : X → F ([1,∞)) is a
tent function then T |∂X : ∂X → F ([1,∞)) is also a tent function.
The next proposition shows how we will use tent functions. Definition A.1
was carefully designed just to make ZX,T a manifold with g-corners. Think of
the proposition this way: we are cutting X into finitely many pieces Xc for
c ∈ C, which as we will see later can be chosen to be arbitrarily small, to be
simplices ∆n, or to have other good properties. The (n+1)-manifold ZX,T is a
kind of (solid) graph of minT , and we will use it to define a homology between
a chain involving X , and a sum over c ∈ C of chains involving Xc.
Proposition A.2. Let X be a compact, oriented n-manifold with g-corners,
and T : X → F
(
[1,∞)
)
a tent function. Then
ZX,T =
{
(t, x) ∈ [0,∞)×X : t 6 minT (x)
}
(186)
is a compact, oriented (n+ 1)-manifold with g-corners, and
∂ZX,T = −Z∂X,T |∂X ∐−{0} ×X ∐
∐
c∈C Xc (187)
in oriented n-manifolds with g-corners, where C is a finite indexing set, each
Xc is connected, and if πX : [0,∞)×X → X is the projection, then π = πX |Xc :
Xc → X is an orientation-preserving immersion of Xc as an n-submanifold of
X for each c ∈ C, which is an embedding on X◦c , with X =
⋃
c∈C π(Xc), and
π(X◦c ) ∩ π(X
◦
c′) = ∅ for all c 6= c
′ in C.
Proof. Since min T is continuous and X is compact, min T is bounded on X ,
and ZX,T is compact. As X is an oriented n-manifold with g-corners, [0,∞)×X
is an oriented (n+ 1)-manifold with g-corners. We claim ZX,T is an embedded
(n + 1)-submanifold of [0,∞) ×X . It is enough to verify that ZX,T is locally
modelled on a region with g-corners in Rn+1 near each point (t, x) ∈ ZX,T with
t = min T (x), since if (t, x) ∈ ZX,T with t < minT (x) then ZX,T coincides with
[0,∞)×X near (t, x).
For such (t, x), let U,U1, . . . , UN , f1, . . . , fN be as in Definition A.1, and
let {j1, . . . , jk} be the subset of j in {1, . . . , N} with x ∈ Uj and tj(x) =
minT (x). Choose a small open neighbourhood U˜ of x in U such that U˜ ⊆ Uja
for a = 1, . . . , k, and if i ∈ {1, . . . , N} \ {j1, . . . , jk} and u ∈ Ui ∩ U˜ then
ti(u) > minT (u). This last part is possible by Definition A.1(c), as for each
i ∈ {1, . . . , N} \ {j1, . . . , jk}, we have to choose U˜ not to intersect a closed set
in U not containing x. Then tj1 |U˜ , . . . , tjk |U˜ : U˜ → R are well-defined, and
minT (u) = min
{
tj1(u), . . . , tjk(u)
}
for all u ∈ U˜ .
Now let (U ′, φ′) be a chart with g-corners on X with x ∈ φ′(U ′) ⊆ U˜ . Then
U ′ is a region with g-corners in Rn, defined as in Definition 2.1 using some
W ′ ⊆ Rn and f ′1, . . . , f
′
N ′ . As in Definition 2.2, the smooth maps tja◦φ
′ : U ′ → R
extend smoothly to some open subset of Rn containing U ′. Make W ′ smaller
if necessary so that tja ◦ φ
′ extends to W ′ for a = 1, . . . , k, and choose such
extensions so that Definition A.1(a),(b) still hold.
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Define W˙ ⊂ Rn+1 by W˙ = (0,∞)×W ′ and f˙1, . . . , f˙k+N ′ : W˙ → R by
f˙a(t, x1, . . . , xn) =
{
tja ◦ φ
′(x1, . . . , xn)− t, a = 1, . . . , k,
f ′a−k(x1, . . . , xn), a = k + 1, . . . , k +N
′.
Then Definitions 2.1(a),(b) and A.1(a),(b) for f ′1, . . . , f
′
N ′ and tj1 , . . . , tjk imply
that W˙ , f˙1, . . . , f˙k+N ′ satisfy Definition 2.1(a),(b), and the corresponding subset
U˙ =
{
(s, x1, . . . , xn) : (x1, . . . , xn) ∈ U
′, 0 < s 6 min T ◦ φ′(x1, . . . , xn)
}
is a region with g-corners in Rn+1. Define φ˙ : U˙ → ZX,T by φ˙ : (s, x1, . . . , xn) 7→(
s, φ′(x1, . . . , xn)
)
. Then (U˙ , φ˙) is a chart with g-corners on ZX,T with (t, x) in
φ˙(U˙). Compatibility between such charts (U ′, φ′) on X implies compatibility
between the corresponding charts (U˙ , φ˙) on ZX,T . Therefore ZX,T is a compact,
oriented (n+ 1)-manifold with g-corners.
In (220), the first two terms −Z∂X,T |∂X∐−{0}×X on the right hand side are
the portion of ∂ZX,T coming from the boundary of [0,∞)×X , and their signs
come from ∂
(
[0,∞)×X
)
= −[0,∞)× ∂X ∐−{0} ×X . Apart from these two
terms, ∂ZX,T also has other contributions from points (t, x) with t = minT (x).
As ∂ZX,T is a compact manifold, these other contributions have only finitely
many connected components. Define these connected components to be Xc for
c in C, some finite indexing set. Then (187) holds, by definition. If (t, x), . . . are
as above with U˜◦ connected and ((t, x), B) ∈ Xc for some c ∈ C then the local
boundary component B is of the form
{
(t, u) ∈ ZX,T : u ∈ U˜◦, t = φja(u)
}
for
some a = 1, . . . , k, and then
{
(t, u) ∈ ZX,T : u ∈ U˜ , t = φja(u)
}
is a local model
for Xc. The remaining claims about the Xc follow.
The reason for the name tent function is that when we sketch ZX,T in (186),
it looks rather like a tent. We illustrate this in Figure A.1.
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Figure A.1: Example of a tent function used to subdivide a polygon
A.1.2 Cutting a compact manifold into arbitrarily small pieces
Here is our first method for constructing tent functions.
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Definition A.3. Let X be a compact n-manifold with g-corners. Let g be a
Riemannian metric on X , and choose ǫ > 0 with 2ǫ < δ(g), where δ(g) is the
injectivity radius of g. Write d( , ) for the metric on X determined by g. For
p ∈ X and r > 0 write Br(p) for the open ball of radius r about p, that is,
Br(p) =
{
x ∈ X : d(x, p) < r
}
. Then using geodesic normal coordinates on X
near p, we see that for any p ∈ X , the map X → [0,∞) given by x 7→ d(p, x)2 is
continuous, and smooth wherever d(p, x) < δ(g). Hence x 7→ d(p, x)2 is smooth
on B2ǫ(p), as 2ǫ < δ(g).
The open sets Bǫ(p) for p ∈ X cover X , so as X is compact we can choose a
finite subset {p1, . . . , pN} of X with X =
⋃N
c=1Bǫ(pc). Choose p1, . . . , pN to be
generic amongst all such N -tuples p′1, . . . , p
′
N ; this can be done by first choosing
any p′1, . . . , p
′
N with X =
⋃N
c=1Bǫ(p
′
c), and then taking pc ∈ X to be generic
with d(pc, p
′
c)≪ ǫ. Define T : X → F
(
[1,∞)
)
by
T (x) =
{
1 + d(pc, x)
2 : c = 1, . . . , N, d(pc, x) < 2ǫ
}
. (188)
Proposition A.4. In Definition A.3, T is a tent function on X. In (187), we
can take the indexing set C to be {1, . . . , N} with pc ∈ π(X◦c ) ⊆ π(Xc) ⊆ Bǫ(pc)
for c = 1, . . . , N . We can choose T so that the pieces Xc are ‘arbitrarily small’,
in the sense that if {Vi : i ∈ I} is any open cover for X then we can choose T
so that for all c = 1, . . . , N there exists i ∈ I with π(Xc) ⊆ Vi.
Proof. Since X =
⋃N
c=1Bǫ(pc), if x ∈ X there exists at least one c with
d(pc, x) < 2ǫ, and then 1 + d(pc, x)
2 ∈ T (x). So T (x) is nonempty, and T
does map X → F
(
[1,∞)
)
. In Definition A.1, for any x ∈ X we can take U = X
and Uc = B2ǫ(pc) and define tc : Uc → [1,∞) by tc(u) = 1 + d(pc, u)2. Then Uc
is open in U , tc is smooth, and T (u) =
{
ti(u) : i = 1, . . . , N , u ∈ Ui
}
.
Definition A.1(a),(b) hold because p1, . . . , pN are generic, and we also have
the extra property that dimS{i1,...,il} = n− l+1 for all {i1, . . . , il} ⊆ {1, . . . , N}
with l > 2, so that d(ti2 − ti1), . . . , d(til − ti1) are linearly independent along
S{i1,...,il}. To see this, note that S{i1,...,il} =
{
x ∈ X : d(pi1 , x) = d(pi2 , x) =
· · · = d(pil , x) < 2ǫ
}
, and as pi1 , . . . , pil are generic, the l − 1 equations
d(pi1 , x) = d(pi2 , x) = · · · = d(pil , x) are transverse.
For i = 1, . . . , N , we have
{
u ∈ Ui : ti(u) = minT (u)
}
=
{
u ∈ B2ǫ(pi) :
d(pi, u) = min{d(pc, u) : c = 1, . . . , N}
}
. Since X =
⋃N
c=1Bǫ(pc), we have
min{d(pc, u) : c = 1, . . . , N} < ǫ, so
{
u ∈ Ui : ti(u) = min T (u)
}
⊆ Bǫ(pi).
Thus
{
u ∈ Ui : ti(u) = minT (u)
}
is a closed subset of Ui = B2ǫ(pi), and is
contained in Bǫ(pi). Since Bǫ(pi) is closed in both Ui and X , it follows that{
u ∈ Ui : ti(u) = min T (u)
}
is closed in X , and Definition A.1(c) holds. Thus
T is a tent function.
For the second part, it is easy to see that the remaining boundary compo-
nents
∐
c∈C Xc in (187) may be written∐N
c=1
{(
1+d(pc, u)
2, u
)
: u ∈ X, d(pc, u)=min{d(pa, u) : a=1, . . . , N}
}
, (189)
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omitting local boundary components B. Now each u in the set
{
u ∈ X :
d(pc, u) = min{d(pa, u) : a = 1, . . . , N}
}
is joined to pc by a unique geodesic
segment of length d(pc, u) which also lies in the set. Hence the c term in (189) is
nonempty and connected. But by definition the connected components of (189)
are Xc for c ∈ C. Therefore we can take C = {1, . . . , N}, and Xc to be the c
term in (189). This gives pc ∈ π(X◦c ) ⊆ π(Xc) ⊆ Bǫ(pc), since min{d(pa, u) :
a = 1, . . . , N} < ǫ for all u ∈ X .
Given an open cover {Vi : i ∈ I} for X , we fix g in Definition A.3 and choose
ǫ sufficiently small that for all x ∈ X there exists i ∈ I with Bǫ(x) ⊆ Vi, which
is possible by compactness of X . The final part of the proposition then follows
from π(Xc) ⊆ Bǫ(pc) in the second part.
A.1.3 Cutting a compact manifold into simplices
In Definition A.3, regardX and g as fixed, and choose ǫ > 0 very small compared
to all the natural length-scales of (X, g). That is, choose ǫ with ǫ ≪ δ(g), and
ǫ≪ δ(g|Sk(X)) for 0 < k < n, and ‖R(g)‖C0 ≪ ǫ
−2, and ‖R(g|Sk(X))‖C0 ≪ ǫ
−2
for 0 < k < n, where δ(g) is the injectivity radius and R(g) the Riemann
curvature of g, and the second fundamental form of Sk(X) in X is ≪ ǫ−1 for
0 < k < n. Then using geodesic normal coordinates, we see that balls B2ǫ(x) of
radius 2ǫ in the interior of (X, g) are approximately isometric to balls of radius
2ǫ in Rn with its Euclidean metric, and balls of radius 2ǫ close to the boundary
are approximately isometric to balls of radius 2ǫ in a polyhedral cone in Rn with
its Euclidean metric, since as in Remark 2.3(c),(d), manifolds with g-corners
are approximately locally modelled on polyhedral cones in Rn.
Therefore geodesic normal coordinates at pc approximately identify π(Xc) ⊂
X with a subset of Rn, or a polyhedral cone in Rn, defined by inequalities
dEu(pc, u) 6 dEu(pa, u) for all a = 1, . . . , N , for some distinct points p1, . . . , pN
in Rn, where dEu is the Euclidean metric on R
n. Such inequalities define a
convex polyhedron in Rn, which is compact as Xc is compact. So we deduce:
Lemma A.5. In Definition A.3, if ǫ is small compared to the natural length-
scales of (X, g), then geodesic normal coordinates at pc in X approximately
identify π(Xc) ⊂ X with a compact convex polyhedron in TpcX ∼= R
n.
Note that Remark 2.3(e) implies that π(Xc) need not be diffeomorphic with
a convex polyhedron in Rn, so our notion of ‘approximately identifies’ does not
imply diffeomorphism, just that the defining equations of π(Xc) can be slightly
perturbed, without changing the discrete structure of π(Xc) as a manifold with
g-corners, to give a compact convex polyhedron.
There is a standard way of dividing a compact convex polyhedron in Rn into
n-simplices ∆n, called barycentric subdivision, as in Bredon [10, §IV.17].
Definition A.6. Let K be a compact convex polyhedron in Rn. For each k-
dimensional face F of K for k = 0, . . . , n, define the barycentre bF of F to be
the point in the interior of F whose position vector is the average of the position
vectors of the vertices of F . Let F = F0 ⊂ F1 ⊂ · · · ⊂ Fn = K be a chain
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of faces of K with dimFj = j for j = 0, . . . , n; we call F a flag for K. Write
p0, . . . , pn for the vertices of ∆n, where pj = (δj0, δj1, . . . , δjn).
Let σF : ∆n → R
n be the unique affine map with σF (pj) = bFj for j =
0, . . . , n. Then K is the union of σF (∆n) over all flags F for K, and σF (∆
◦
n) ∩
σF ′(∆
◦
n) = ∅ for F 6= F
′. This division of K into n-simplices σF (∆n) is called
the barycentric subdivision of K. It is compatible with boundaries in two ways:
(i) Suppose F = F0 ⊂ F1 ⊂ · · · ⊂ Fn = K and F
′ = F ′0 ⊂ F
′
1 ⊂ · · · ⊂ F
′
n =
K are two flags for K, and Fj = F
′
j for j ∈ {j0, j1, . . . , jl} ⊆ {0, . . . , k},
with j0 < j1 < · · · < jl. Let ∆
j
l ⊆ ∆n be the l-dimensional face ∆l of ∆n
with vertices pj0 , . . . , pjl . Then σF |∆jl
≡ σF ′ |∆jl
.
(ii) The barycentric subdivision of K restricts on ∂K to the disjoint union of
the barycentric subdivisions of each boundary face of K.
We can construct the barycentric subdivision of K using a tent function.
Choose constants 0 = c0 < c1 ≪ c2 ≪ · · · ≪ cn. For each flag F = F0 ⊂ F1 ⊂
· · · ⊂ Fn = K for K, define AF : R
n → R to be the unique affine function with
AF (bFj ) = cj for j = 0, . . . , n. Then define T : K → F
(
[1,∞)
)
by
T (x) =
{
2 + δAF (x) : F is a flag for K
}
,
where δ > 0 is sufficiently small that δAF > −1 on K for all F . One can show
that if the ratios c2/c1, . . . , cn/cn−1 are large enough then T is a tent function,
where in Definition A.1 we take U = U1 = . . . = UN = K and tj = 2 + δAF j ,
where F 1, . . . ,FN are the possible flags for K, and
σF (∆n) =
{
x ∈ K : AF (x) 6 AF ′(x) for all flags F
′ for K
}
,
so in (187), the pieces π(Xc) for all c ∈ C are σF (∆n) for all flags F for K.
We can combine the ideas of the last four definitions and results to construct
a tent function T for X such that each Xc for c ∈ C is a simplex ∆n. That is,
we use a tent function to construct a triangulation of X by n-simplices, in the
sense of Bredon [10, p. 246]. This will enable us to show that chains defined
using compact manifolds X with g-corners are homologous to chains defined
using simplices ∆n, that is, to chains in singular homology.
Theorem A.7. Let X be a compact n-manifold with g-corners. Then we can
construct a tent function T : X → F
(
[1,∞)
)
such that the components Xc,
c ∈ C of ∂ZX,T in (187) are all diffeomorphic to the n-simplex ∆n, with diffeo-
morphisms σc : ∆n → Xc for c ∈ C. Thus
∂2ZX,T ⊇
∐
c∈C ∂Xc =
∐
c∈C σc(∂∆n) =
∐
c∈C
∐n
j=0 σc ◦ F
n
j (∆n−1). (190)
Definition 2.7 gives a free, orientation-reversing involution σ : ∂2ZX,T →
∂2ZX,T . We can choose the σc to have the following boundary compatibility:
suppose that σ exchanges two (n−1)-simplices σc◦Fnj (∆n−1) and σc′◦F
n
j′(∆n−1)
in (190). Then j = j′, c 6= c′ and σ ◦ σc ◦ Fnj ≡ σc′ ◦ F
n
j : ∆n−1 → ∂
2ZX,T .
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Proof. We first sketch the construction, and then fill in some details. As in
Lemma A.5, use Definition A.3 with ǫ small compared to the length-scales of
(X, g) to construct a tent function we will write as T˜ : X → F
(
[1,∞)
)
, using
points p1, . . . , pN , and functions t˜i : B2ǫ(pi) → [1,∞) given by t˜i(u) = 1 +
d(pi, u)
2, for i = 1, . . . , N . Use the notation X˜i for i = 1, . . . , N for the Xc
in (187) for ZX,T˜ , where pi ∈ π(X˜i). Then as in Lemma A.5, using geodesic
normal coordinates at pi, π(X˜i) approximates a compact convex polyhedron Ki
in TpiX
∼= Rn for i = 1, . . . , N .
Define C =
{
(i,F ) : i = 1, . . . , N , F is a flag for Ki
}
. We shall first
choose embeddings σ˜(i,F ) : ∆n → X˜i for all (i,F ) ∈ C such that for each i =
1, . . . , N , the σ˜(i,F ) for all faces F of Ki form a triangulation of X˜i, where σ˜(i,F )
approximates σF in Definition A.6 for Ki under the approximation Ki ∼= X˜i in
geodesic normal coordinates. These σ˜(i,F ) will satisfy boundary compatibilities
analogous to Definition A.6(i),(ii).
Choose constants 0 = c0 < c1 ≪ c2 ≪ · · · ≪ cn, such that the ratios
c2/c1, . . . , cn/cn−1 are large enough for the tent function construction in Def-
inition A.6 to work for Ki for all i = 1, . . . , N . Choose smooth functions
A(i,F ) : B2ǫ(pi) → R for all (i,F ) ∈ C, such that A(i,F ) ◦ π˜ ◦ σ˜(i,F ) : ∆n → R
is the unique affine function with A(i,F ) ◦ π˜ ◦ σ˜(i,F )(pj) = cj for j = 0, . . . , N ,
where π˜ : ZX,T˜ → X is the projection so that π˜ ◦ σ˜i,F : ∆n → B2ǫ(pi) ⊆ X , and
using geodesic normal coordinates to identify B2ǫ(pi) with the ball of radius 2ǫ
in TpiX , A(i,F ) approximates an affine function on the whole of B2ǫ(pi).
Choose δ > 0 sufficiently small that δA(i,F ) > −1 and
∣∣δA(i,F )∣∣ ≪ ǫ2 on
B2ǫ(pi) for all (i,F ) ∈ C. Generalizing (188), define T : X → F
(
[1,∞)
)
by
T (x) =
{
2 + d(pi, x)
2 + δA(i,F ) : (i,F ) ∈ C, d(pi, x) < 2ǫ
}
. (191)
Then similar proofs to Proposition A.2 and Definition A.6 show that T is a tent
function, and the components Xc for c ∈ C of ZX,T in (187) can be written with
the indexing set C above such that π(X(i,F )) = π˜ ◦ σ˜(i,F )(∆n), so that σ˜(i,F )
lifts to a unique diffeomorphism σ(i,F ) : ∆n → X(i,F ) with π◦σ(i,F ) ≡ π˜◦ σ˜(i,F ).
In carrying out this programme, two points need special care:
• Because of the local variation of polyhedral cone models along codimension
l strata of manifolds with g-corners for l > 3 discussed in Remark 2.3(e),
we cannot assume that X˜i is diffeomorphic to Ki for i = 1, . . . , N .
• The X˜i for i = 1, . . . , N are in general manifolds with g-corners, not
corners, and the smooth Extension Principle, Principle 2.8(c), fails for
manifolds with g-corners. So in the proof we must avoid choosing data
such as A(i,F ) on ∂X˜i and trying to extend it smoothly over X˜i.
We now explain how to choose the embeddings σ˜(i,F ) : ∆n → X˜i for all
(i,F ) ∈ C. For the σ˜(i,F ) to lift to σ(i,F ) satisfying the boundary compatibility
σ ◦ σc ◦ Fnj ≡ σc′ ◦ F
n
j : ∆n−1 → ∂
2ZX,T in the theorem, the σ˜(i,F ) must
satisfy boundary compatibilities on ∂∆n, and these in turn imply compatibilities
between the σ˜(i,F ) on ∂
m∆n for m = 1, 2, . . . , n. In order to satisfy all these
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compatibilities, we must choose the σ˜(i,F )|∂m∆n by induction on decreasing m =
n, n − 1, . . . , 1, 0. Similar proofs where we choose data on ∂mXa by induction
on decreasing codimension m will appear in §B.1–§B.3 and §C.1.
We introduce some notation. For m = 0, . . . , n, let Smn be the set of (n−m)-
dimensional faces of ∆n. Each ∆ in S
m
n is a simplex ∆n−m, the convex hull of
its n−m+1 vertices, which are a subset of the vertices p0, . . . , pn of ∆n, and any
n−m+ 1 out of p0, . . . , pn determine some ∆ in Smn . Hence |S
m
n | =
(
n+1
n−m+1
)
.
Note that it is not true that ∂m∆n =
∐
∆∈Smn
∆, but instead, each ∆ in Smn
appears m! times in ∂m∆n, indexed by a choice of order of the m codimension
1 faces of ∆n that meet at ∆. We shall describe the compatibilities between the
σ˜(i,F )|∆ for all (i,F ) ∈ C, ∆ ∈ S
m
n using an equivalence relation ∼ on C × S
m
n .
Let (i,F ,∆) ∈ C ×Smn . The flag F for Ki determines a simplex σF : ∆n →
Ki in the barycentric subdivision of Ki in Definition A.6, so σF (∆) is one of
the (n − m)-dimensional simplices in the associated triangulation of Ki. The
interior σF (∆
◦) is a subset of the codimension k stratum Sk(Ki) for some unique
k = 0, . . . ,m; in fact n−k = max{j : pj is a vertex of ∆}, so k is determined by
∆. Let KF ,∆i be the unique (n− k)-dimensional face of Ki containing σF (∆).
Then KF ,∆i is an (n − k)-dimensional compact convex polyhedron in an affine
subspace of TpiX isomorphic to R
n−k, and the barycentric subdivision of Ki
restricts to the barycentric subdivision ofKF ,∆i , with σF (∆) one of the simplices
of the barycentric subdivision of KF ,∆i .
Now X˜i approximates Ki, and this approximation identifies the face struc-
ture of X˜i and Ki as manifolds with g-corners, the connected components of
Sk(X˜i) and Sk(Ki), and so on. As (K
F ,∆
i )
◦ is a connected component of Sk(Ki),
there is a unique corresponding connected component of Sk(X˜i). Let X˜
F ,∆
i be
its closure. Then X˜F ,∆i ⊆ X˜i is an (n−k)-dimensional face of X˜i, which approx-
imates the convex polyhedron KF ,∆i . As X˜i ⊂ ∂ZX,T˜ , the natural immersion
ι : ∂ZX,T˜ → ZX,T˜ restricts to ι : X˜i → ZX,T˜ , and so to ι : X˜
F ,∆
i → ZX,T˜ .
Then ι
(
(X˜F ,∆i )
◦
)
is a connected component of Sk+1(ZX,T˜ ), and ι(X˜
F ,∆
i ) is an
(n− k)-dimensional face of ZX,T˜ .
Let (i,F ), (i′,F ′) lie in C. We use the same ∆ and k for both. Then we
get (n− k)-dimensional faces ι(X˜F ,∆i ), ι(X˜
F ′,∆
i′ ) of ZX,T˜ . Suppose ι(X˜
F ,∆
i ) =
ι(X˜F
′,∆
i′ ). As ι(X˜
F ,∆
i ), ι(X˜
F ′,∆
i′ ) are approximately identified with convex poly-
hedra KF ,∆i ,K
F ′,∆
i′ , there is an approximate identification between K
F ,∆
i and
KF
′,∆
i′ , which identifies the faces of K
F ,∆
i with the faces of K
F ′,∆
i′ , and the sim-
plices of their barycentric subdivisions. Now σF (∆) and σF ′(∆) are (n −m)-
simplices in the barycentric subdivisions of KF ,∆i and K
F ′,∆
i′ .
Define a binary relation ∼ on C×Smn by (i,F ,∆) ∼ (i
′,F ′,∆) if ι(X˜F ,∆i ) =
ι(X˜F
′,∆
i′ ), and σF (∆) and σF ′(∆) correspond under the identification of sim-
plices of the barycentric subdivisions of KF ,∆i and K
F ′,∆
i′ . Define (i,F ,∆) 6∼
(i′,F ′,∆′) if ∆ 6= ∆′. It is easy to see that ∼ is an equivalence relation on
C ×Smn . Note that we allow i = i
′ but F 6= F ′, and then σF (∆n), σF ′(∆n) are
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two n-simplices in the barycentric subdivision of Ki which share an (n −m)-
dimensional face σF (∆) = σF ′(∆).
By reverse induction on m = n, n− 1, . . . , 0, we will choose maps σ˜(i,F ,∆) :
∆→ X˜F ,∆i ⊆ X˜i for all (i,F ) ∈ C and ∆ ∈ S
m
n satisfying the conditions:
(i) Under the approximate identification of X˜i and Ki, σ˜(i,F ,∆) approximates
σF |∆.
(ii) If ∆ ∈ Smn for m < n then there is a natural identification ∂∆
∼= ∆0 ∐
· · · ∐ ∆n−m, where ∆0, . . . ,∆n−m ∈ Sm+1n . Under this identification we
require that σ(i,F ,∆)|∆j ≡ σ(i,F ,∆j) for all (i,F ) ∈ C and j = 0, . . . , n−m,
where σ(i,F ,∆j) was chosen in the previous inductive step.
(iii) If (i,F ), (i′,F ′) ∈ C and ∆ ∈ Smn with (i,F ,∆) ∼ (i
′,F ′,∆) then ι ◦
σ˜(i,F ,∆) ≡ ι ◦ σ˜(i′,F ′,∆) : ∆→ ZX,T˜ .
The idea here is that σ˜(i,F ,∆) = σ˜(i,F )|∆. Then (i),(ii) are obvious, and (iii) is
the boundary compatibilities that the σ˜(i,F ) must satisfy over ∂
m∆. For the
initial step m = n, each ∆ in Snn is a point, one of the vertices p0, . . . , pn of
∆n, and X˜
F ,∆
i is a point, one of the vertices of X˜i. So the maps σ˜(i,F ,∆) are
uniquely determined. Parts (i),(iii) are immediate, and (ii) is vacuous.
For the inductive step, suppose we have chosen σ˜(i,F ,∆) satisfying (i)–(iii)
for all (i,F ) ∈ C and ∆ ∈ Smn for m = n, n − 1, . . . , k + 1, where 0 6 k < n.
We shall choose σ˜(i,F ,∆) satisfying (i)–(iii) for all (i,F ) ∈ C and ∆ ∈ S
k
n. Part
(ii) determines σ˜(i,F ,∆)|∂∆ uniquely. Part (ii) for m = k + 1 implies that these
values for σ˜(i,F ,∆)|∂∆, when restricted to ∂
2∆, are invariant under the natural
involution σ : ∂2∆ → ∂2∆ from §2.1. Since ∆ is a manifold with corners (not
g-corners), the Extension Principle, Principle 2.8(c) holds, and it is possible
to smoothly extend the prescribed values for σ˜(i,F ,∆) on ∂∆ smoothly to ∆,
at least near ∂∆. As in (i) we know approximately what σ˜(i,F ,∆) should be,
and (i) when m = k + 1 implies that the prescribed values for σ˜(i,F ,∆)|∂∆ are
approximately right.
Thus there are no global topological problems in extending σ˜(i,F ,∆) from its
prescribed boundary values to a global embedding satisfying (i),(ii), and for any
given (i,F ,∆) in C × Skn we can choose σ˜(i,F ,∆) satisfying (i),(ii). To make our
choices satisfy (iii), we choose σ˜(i,F ,∆) as above for one representative in each
equivalence class of ∼ in C × Skn, and this choice and (iii) determine σ˜(i′,F ′,∆)
uniquely for all (i′,F ′,∆) in C × Skn with (i
′,F ′,∆) ∼ (i,F ,∆). These choices
then satisfy (i)–(iii) for all (i,F ,∆) in C × Skn, completing the inductive step.
When m = 0 we have S0n = {∆n}. Define embeddings σ˜(i,F ) = σ˜(i,F ,∆n) : ∆n →
X˜i for all (i,F ) ∈ C.
Most of the rest of the proof follows the sketch above with few complications.
Our choice of σ˜(i,F ) determines A(i,F ) on the simplex π˜ ◦ σ˜(i,F )(∆n) in B2ǫ(pi).
Our definition of smooth maps between subsets of Rn in Definition 2.2 implies
that A(i,F ) extends smoothly to an open neighbourhood of π˜ ◦ σ˜(i,F )(∆n) in
B2ǫ(pi), so there is no problem in extending A(i,F ) from its prescribed values on
π˜ ◦ σ˜(i,F )(∆n) to B2ǫ(pi), and in getting an approximately affine function. Then
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provided c0, . . . , cn and δ are chosen as above, we get a tent function T with the
properties in the theorem, and unique diffeomorphisms σ(i,F ) : ∆n → X(i,F )
with π ◦ σ(i,F ) ≡ π˜ ◦ σ˜(i,F ).
For the final part, writing c = (i,F ) and c′ = (i′,F ′), suppose that σ
exchanges two (n − 1)-simplices σ(i,F ) ◦ F
n
j (∆n−1) and σ(i′,F ′) ◦ F
n
j′ (∆n−1) in
(190). Applying ι : ∂2ZX,T → ZX,T gives ι ◦ σ(i,F ) ◦ F
n
j (∆n−1) = ι ◦ σ(i′,F ′) ◦
Fnj′ (∆n−1). Applying π : ZX,T → X gives π ◦ σ(i,F ) ◦ F
n
j (∆n−1) = π ◦ σ(i′,F ′) ◦
Fnj′ (∆n−1), since π ◦ ι = π. But π˜ ◦ σ˜(i,F ) = π ◦ σ(i,F ) and π˜ ◦ σ˜(i′,F ′) =
π ◦ σ(i′,F ′), so π˜ ◦ σ˜(i,F ) ◦ F
n
j (∆n−1) = π˜ ◦ σ˜(i′,F ′) ◦ F
n
j′ (∆n−1). This then lifts
to ι ◦ σ˜(i,F ) ◦ F
n
j (∆n−1) = ι ◦ σ˜(i′,F ′) ◦ F
n
j′ (∆n−1).
Now Fnj (∆n−1), F
n
j′ (∆n−1) lie in S
1
n, so σ˜(i,F ) = σ˜(i,F ,∆n) and (ii) above for
m = 0 give σ˜(i,F )|Fnj (∆n−1) = σ˜(i,F ,Fnj (∆n−1)), and similarly σ˜(i′,F ′)|Fnj′ (∆n−1) =
σ˜(i′,F ′,Fn
j′
(∆n−1)). Therefore ι◦ σ˜(i,F ,Fnj (∆n−1))
(
Fnj (∆n−1)
)
= ι◦ σ˜(i′,F ′,Fn
j′
(∆n−1))(
Fnj′ (∆n−1)
)
, as in part (iii) above. This implies that j = j′, since the image
of ι ◦ σ˜(i,F ,∆) in ZX,T˜ determines ∆ uniquely; this is why we put (i,F ,∆) 6∼
(i′,F ′,∆′) if ∆ 6= ∆′.
By considering the faces of Ki, Ki′ corresponding to σ˜(i,F ) ◦ F
n
j (∆n−1) and
σ˜(i′,F ′) ◦ F
n
j (∆n−1), we see from the definition of ∼ that (i,F , F
n
j (∆n−1)) ∼
(i′,F ′, Fnj (∆n−1)), and so (iii) above with m = 1 gives ι ◦ σ˜(i,F ,Fnj (∆n−1)) ≡
ι ◦ σ˜(i′,F ′,Fnj (∆n−1)), yielding ι ◦ σ˜(i,F ) ◦ F
n
j ≡ ι ◦ σ˜(i′,F ′) ◦ F
n
j . Applying π˜ gives
π˜ ◦ σ˜(i,F ) ◦F
n
j ≡ π˜ ◦ σ˜(i′,F ′) ◦F
n
j , as π˜ ◦ ι = π˜, so π ◦σ(i,F ) ◦F
n
j ≡ π ◦σ(i′,F ′) ◦F
n
j .
Since σ exchanges σ(i,F ) ◦ F
n
j (∆n−1) and σ(i′,F ′) ◦ F
n
j′ (∆n−1), and π ◦ σ = π,
this lifts to σ ◦ σ(i,F ) ◦ F
n
j ≡ σ(i′,F ′) ◦ F
n
j , as we have to prove.
A.1.4 Tent functions and piecewise smooth extensions
As in §2.1, the smooth Extension Principle, Principle 2.8(c), fails for manifolds
with g-corners. We will now introduce a notion of piecewise-smooth function
associated to a tent function, and show that the Extension Principle does hold
for such piecewise smooth functions.
Definition A.8. LetX be a compact manifold with g-corners, T a tent function
onX , and π : Xc → X for c ∈ C be as in Proposition A.2. A function f : X → R
is called piecewise smooth subordinate to T if f is continuous and f |π(Xc) is
smooth for each c ∈ C, that is, f ◦ π : Xc → R is smooth for each c ∈ C.
Similarly, if E → X is a vector bundle then a section s of E is called piecewise
smooth subordinate to T if s is continuous with s|π(Xc) smooth for each c∈C.
We shall define a tent function T on X for which a piecewise version of the
Extension Principle holds.
Definition A.9. Let X be a compact n-manifold with g-corners. Choose a
smooth vector field v on X such that v is nonzero and inward pointing at every
point of ∂X . That is, we require that whenever (p,B) ∈ ∂X and (x1, . . . , xn)
are coordinates on X near p such that x1 > 0 on X and x1 = 0 on B, then
dx1(v|p) > 0. Then for all t > 0, the exponential map exp(tv) : X → X is a
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well-defined smooth embedding, which is the identity for t = 0, and maps X to
a subset of X◦ for t > 0. Essentially, the flow exp(tv) for t > 0 shrinks X away
from its boundary.
Write X1 = exp(v)X and X2 = exp(2v)X . Then X1, X2 are embedded
submanifolds of X◦, and exp(v) : X → X1, exp(2v) : X → X2 are diffeomor-
phisms. The inclusion ι : ∂X2 → X is an immersion. We wish to extend ∂X2 to
a (n−1)-manifold Y without boundary, not necessarily compact, with ∂X2 ⊂ Y
an embedded (n − 1)-submanifold, and extend ι : ∂X2 → X to an immersion
ι : Y → X with the properties:
(i) ι(Y \ ∂X2) ⊂ X1 \X2.
(ii) v is transverse to ι(Y ) at every point of Y .
(iii) there exists M > 1 such that for each x ∈ X there are at most M points
(t, y) ∈ [0, 2]× Y with exp(tv)x = ι(y).
(iv) Sl =
{
(y1, . . . , yl) ∈ Y l : ι(y1) = · · · = ι(yl)
}
is a disjoint union of
embedded submanifolds of Y l, for each l > 1.
(v) In (iv), the map il : Sl → X , il : (y1, . . . , yl) 7→ ι(y1) is an immersion, and
dil
(
T(y1,...,yl)Sl
)
=
⋂l
i=1 dι(TyiY ) in Tι(y1)X for all (y1, . . . , yl) ∈ Sl.
The basic idea is that we are adding a small ‘collar’ to ∂X2 near ∂
2X2. If
∂3X2 = ∅ then we can think of Y as ∂X2 ∐ (0, ǫ) × ∂2X2 for ǫ > 0 small. If
we choose any Y, ι extending ∂X2, ι then ι(Y \ ∂X2) ⊂ X1 \X2 near ∂
2X2, so
making Y smaller if necessary (i) holds. Since v is exp(2v)-invariant and v is
nonzero and inward-pointing at each point of ∂X , it follows that v is transverse
to ι(∂X2) at every point of ∂X2. This is an open condition, so for any Y, ι
extending ∂X2, ι, v is transverse to ι(Y ) on an open neighbourhood of ∂X2 in
Y . Thus making Y smaller if necessary, (ii) holds.
For (iii), using (ii) we find that the set of (t, y) ∈ [0, 2]× Y with exp(tv)x =
ι(y) is discrete, that is, it has no limit points. So if Z is any compact subset
of Y , then there are only finitely many (t, z) ∈ [0, 2]× Z with exp(tv)x = ι(z).
The number of such (t, z) is an upper-semi-continuous function of x ∈ X , and
so bounded by M > 1 as X is compact. Thus, given any Y, ι satisfying (ii),
replacing Y by an open neighbourhood Y ′ of ∂X2 in Y with Z = Y ′ compact in
Y , there exists M > 1 with at most M pairs (t, y) ∈ [0, 2]× Y ′ with exp(tv)x =
ι(y) for any x ∈ X . So making Y smaller if necessary, (iii) holds.
To arrange for (iv) and (v) to hold, let x ∈ ι(∂X2) ⊂ X , and choose a chart
(U, φ) for X near x, so that U ⊂ Rn is open and φ : U → X is a diffeomorphism
with its image, with x ∈ φ(U). As X2 is an embedded submanifold of X ,
φ−1(X2) is a region with g-corners in R
n. Thus there exist smooth f1, . . . , fN :
U → R satisfying Definition 2.1(a),(b), such that φ−1(X2) =
{
u ∈ U : fi(u) > 0,
i = 1, . . . , N
}
. Choosing such f1, . . . , fN with N least, and making U smaller if
necessary, we see that ∂X2 is locally modelled on
{
(u, i) : u ∈ U , i = 1, . . . , N ,
fi(u) = 0, fj(u) > 0, j = 1, . . . , N
}
over φ(U). We choose Y to be locally
modelled on
{
(u, i) : u ∈ U , i = 1, . . . , N , fi(u) = 0
}
over φ(U). Then Definition
2.1(a),(b) for f1, . . . , fN imply (iv),(v) above. Hence we can choose Y, ι satisfying
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(i)–(v) near any point of ι(∂X2). Patching together such local choices, we can
define Y, ι globally. Now define T : X → F
(
[1,∞)
)
by
T (x) =
{
2
}
∪
{
3− t : t ∈ (0, 2], exp(tv)x ∈ ι(Y )
}
. (192)
Proposition A.10. In Definition A.9, T is a tent function on X. Further-
more, if π : Xc → X and C are as in Proposition A.2 for T, then there is
a unique diffeomorphism Φ : X1 ∐ [0, 1] × ∂X →
∐
c∈C Xc such that π ◦ Φ :
X1 ∐ [0, 1]× ∂X → X maps x 7→ x for x ∈ X1 and
(
t, (x,B)
)
7→ exp(tv)x for(
t, (x,B)
)
∈ [0, 1]×∂X. If X is oriented then Φ is orientation-preserving on X1
and orientation-reversing on [0, 1]×∂X, so we can regard Φ as an orientation-
preserving diffeomorphism Φ : X1∐−[0, 1]×∂X→
∐
c∈C Xc. Also minT |∂X≡1.
Proof. Define Z =
{
(x, t, y) ∈ X × (0, 3) × Y : exp(tv)x = ι(y)
}
. Regarding
Z as a fibre product
(
X × (0, 3)
)
×X Y and noting that (x, t) 7→ exp(tv)x is a
submersion X × (0, 3) → X , we see that Z is an n-manifold. Using Definition
A.9(ii) and the fact that (0, 3) × Y has no boundary, we can show that the
projection πX : Z → X , πX : (x, t, y) 7→ x is a local diffeomorphism. Definition
A.9(ii) implies that ι(Y )∩X◦2 = ∅. But if x ∈ X and t > 2 then exp(tv)x ∈ X
◦
2 ,
so there exists no y ∈ Y with exp(tv)x = ι(y). Hence Z ⊆ X × (0, 2] × Y .
Therefore Definition A.9(iii) implies that
∣∣π−1X (x)∣∣ 6 M for all x ∈ X , and πX
is a globally finite map. Note too that T (x) = {2} ∪ {3− t : (x, t, y) ∈ Z}.
Let x ∈ X . Since πX : Z → X is a globally finite local diffeomorphism,
if U is a sufficiently small open neighbourhood of x in X , then we may split
π−1X (U) = W2 ∐ · · · ∐WN for some open subsets W2, . . . ,WN of Z for which
πX |Wi : Wi → X is injective. Set U1 = U and Ui = πX(Wi) for i = 2, . . . , N .
Then Ui are open subsets of U , and πX |Wi : Wi → Ui is a diffeomorphism for
i = 2, . . . , N . Define ti : Ui → [1,∞) for i = 1, . . . , N by t1 ≡ 2 and ti(u) = 3− t
when (u, t, y) ∈ Wi for i = 2, . . . , N . Since πX |Wi :Wi → Ui is a diffeomorphism
there is a unique (u, t, y) ∈ Wi for each u ∈ Ui, which depends smoothly on u,
so ti is well-defined and smooth.
We now see that T (u) =
{
ti(u) : i = 1, . . . , N , u ∈ Ui
}
for all u ∈ U , as in
Definition A.1. We must verify Definition A.1(a)–(c). For subsets {i1, . . . , il}
of {1, . . . , N} with 1 /∈ {i1, . . . , il}, Definition A.1(a),(b) follow directly from
Definition A.9(iv),(v), with S{i1,...,il} ⊆
{
x ∈ X : exp(tv)x ∈ il(Sl), t ∈ (0, 3)
}
.
When 1 ∈ {i1, . . . , il}, Definition A.1(a),(b) follow from Definition A.9(iv),(v),
with S{i1,...,il} ⊆
{
x ∈ X : exp(v)x ∈ il−1(Sl−1)
}
.
To prove Definition A.1(c), we shall show using (192) that
minT (x) =
{
2, x ∈ X1,
1 + inf
{
t ∈ [0, 1] : x ∈ exp(tv)X
}
, x ∈ X \X1.
(193)
For the first line of (193), note that if x ∈ X1 and t ∈ (1, 2] then exp(tv)x ∈ X
◦
2 .
But Definition A.9(i) implies that ι(Y )∩X◦2 = ∅. So T (x) cannot contain 3− t
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for t ∈ (1, 2], implying that minT (x) = 2. For the second line, let x ∈ X \X1,
and set s = inf
{
t ∈ [0, 1] : x ∈ exp(tv)X
}
. (This set contains 1, so the infimum
is well-defined.) By compactness of X we see that there exists x′ ∈ X with
exp(sv)x′ = x. As s is smallest we must have x′ ∈ ι(∂X), so we can lift to
(x′, B′) ∈ ∂X . We have a diffeomorphism exp(2v) : ∂X → ∂X2 ⊂ Y . Define
y = exp(2v)(x′, B′), and set t = 2−s. Then ι(y) = exp(2v)x′ = exp((t+s)v)x′ =
exp(tv) exp(sv)x′ = exp(tv)x. Hence 3 − t = 1 + s ∈ T (x), and minT 6 1 + s.
But using Definition A.9(i) we can show that min T > 1 + s, proving (193).
Equation (193) implies that minT (x) occurs either at the extra branch 2, or
at 3 − t when exp(tv)x = ι(y) for y ∈ ∂X2. The minimum can never occur at
3− t when exp(tv)x = ι(y) for y ∈ Y \∂X2. Definition A.1(c) now follows using
compactness of ∂X2. Therefore T is a tent function on X . The remainder of
the proposition is a consequence of (193) and its proof. We showed that either
x ∈ X1 and min T (x) = 2, or minT (x) = 1 + t for t ∈ [0, 1] and there exists
(x′, B′) ∈ ∂X with exp(tv)x′ = x. These possibilities correspond to the fibres of
π :
∐
c∈C Xc → X over x, and show that we can write
∐
c∈C Xc
∼= X1∐[0, 1]×∂X
as in the proposition.
Here is our first version of Principle 2.8(c) for piecewise smooth functions.
The proof is easy, we just have to check (194) is well-defined.
Proposition A.11. Let X be a compact manifold with g-corners, and suppose
ζ : ∂X → R is smooth, with ζ|∂2X invariant under the natural involution σ :
∂2X → ∂2X of §2.1. Let v, T,X1 be as in Definition A.9, and Φ be as in
Proposition A.10. Choose any smooth function η1 : X1 → R. Then there is a
piecewise smooth function η : X → R subordinate to the tent function T with
η|∂X ≡ ζ, given by
η(x) =
η1(x), x ∈ X1,(1− t)ζ(x′, B′) + tη1(exp(v)x′), x = πX ◦ Φ(t, (x′, B′)),(
t, (x′, B′)
)
∈ [0, 1]× ∂X.
(194)
Similarly, if E → X is a vector bundle and f is a smooth section of E|∂X
with f |∂2X σ-invariant, then by choosing a smooth section e1 of E|X1 we can
write down a piecewise smooth section e of E subordinate to T with e|∂X ≡ f .
Proposition A.11 is not adequate for our later applications as we cannot
apply it iteratively, by induction on dimension, since the inputs ζ, f are smooth
but the outputs η, e are piecewise smooth. We shall generalize it to a construc-
tion in which both input and output are piecewise smooth. First we generalize
Definition A.9 to extend a tent function T ′ on ∂X to a tent function T on X .
Definition A.12. Let X be a compact n-manifold with g-corners, and let
T ′ : ∂X → F
(
[1,∞)
)
be a tent function on ∂X , such that min T ′|∂2X is invariant
under the natural involution σ : ∂2X → ∂2X . We will construct a tent function
T : X → F
(
[1,∞)
)
with T |∂X ≡ T
′, with useful properties we will explain in
Propositions A.13 and A.14.
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Let v,X1, X2 and ι : Y → X be as in Definition A.9. Then exp(2v) induces
a diffeomorphism exp(2v) : ∂X → ∂X2, so that T ′ ◦ exp(2v) is a tent function
on ∂X2, and ∂X2 ⊂ Y . Extend T ′◦exp(2v) to a tent function T ′′ on Y . Making
Y smaller if necessary, this is possible, except that we may need to relax the
condition that min T ′′ > 1. So we take T ′′ : Y → F
(
[ 12 ,∞)
)
to satisfy Definition
A.1 replacing [1,∞) by [ 12 ,∞), with T
′′|∂X2 ≡ T
′ ◦ exp(2v).
As min T ′ : ∂X → [1,∞) is continuous and ∂X is compact, minT ′ is
bounded above. Choose D > 1 such that minT ′ < D on ∂X . So minT ′′ < D
on ∂X2, as T
′′|∂X2 ≡ T
′ ◦ exp(2v). Making Y smaller if necessary, we can also
assume that minT ′′ < D on Y . Define T : X → F
(
[1,∞)
)
by
T (x)=
{
D
}
∪
{
u+θ(2− t) : t∈(0, 2], y∈Y , u∈T ′′(y), exp(tv)x = ι(y)
}
, (195)
where θ > D−1 is chosen large enough to satisfy conditions in Proposition A.13.
Proposition A.13. In Definition A.12, making Y smaller if necessary, if θ >
D−1 is sufficiently large then T is a tent function on X, and minT |∂X ≡ min T ′,
so that Z∂X,T |∂X = Z∂X,T ′ , and equation (187) becomes
∂ZX,T = −Z∂X,T ′ ∐−{0} ×X ∐
∐
c∈C Xc. (196)
Let X ′c′ for c
′ ∈ C′ be as in (187) for Z∂X,T ′ , and Xc for c ∈ C be as in
(187) for ZX,T . Define X˜ =
{
x ∈ X : minT (x) = D
}
. Then X˜ is a compact,
embedded submanifold of X with g-corners, with X1 ⊂ X˜ ⊂ X◦. There are
unique diffeomorphisms
Φ : X˜ ∐
(
[0, 1]×
∐
c′∈C′ X
′
c′
)
−→
∐
c∈C Xc, Ψ :
∐
c′∈C′ X
′
c′ −→ ∂X˜ (197)
which satisfy πX ◦ Φ(x) = x for x ∈ X˜, and for t ∈ [0, 1], x′ ∈
∐
c′∈C′ X
′
c′ ,
πX ◦Φ : (t, x
′) 7−→ exp
( t
θ(D −minT ′ ◦ π∂X(x′))
v
)
πX(x
′),
(198)
πX ◦Ψ : x
′ 7−→ exp
( 1
θ(D −minT ′ ◦ π∂X(x′))
v
)
πX(x
′),
(199)
and minT ◦ πX ◦ Φ(t, x
′) = (1 − t)minT ′ ◦ π∂X(x
′) + tD, (200)
writing π∂X :
∐
c′∈C′ X
′
c′ → ∂X, πX :
∐
c′∈C′ X
′
c′ or
∐
c∈C Xc → X for the
natural projections. If X is oriented then Φ is orientation-preserving on X˜ and
orientation-reversing on [0, 1]×
∐
c′∈C′ X
′
c′ , and Ψ is orientation-preserving.
Proof. Our first goal is to prove that making Y smaller if necessary and taking
θ > D− 1 sufficiently large, if x ∈ X and minT (x) = u+ θ(2− t) for t ∈ (0, 2],
y ∈ Y and u ∈ T ′′(y) with exp(tv)x = ι(y), then y ∈ ∂X2. That is, the choice
of ‘collar’ Y \ ∂X2 and the values of T
′′ upon it do not affect minT , since the
branches of T coming from T ′′ on Y \ ∂X2 are never minimal.
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Let y ∈ Y \ ∂X2. Then there exists unique s ∈ (0, 1) with exp(sv)ι(y) ∈
ι(∂X2). Thus exp(sv)ι(y) = ι(z) for some (not necessarily unique) z ∈ ∂X2. We
claim that if Y is small enough and θ is large enough, then minT ′′(y) + θs >
minT ′′(z) for all such y, s, z. This implies what we want, for if x ∈ X and
t ∈ (0, 2] with exp(tv)x = ι(y), then exp((s+ t)v)x = ι(z), so minT ′′(z)+ θ(2−
s− t) ∈ T (x), and minT ′′(z)+ θ(2− s− t)< minT ′′(y)+ θ(2− t) 6 u+ θ(2− t)
for all u ∈ T ′′(y).
To prove the claim, choose a Riemannian metric g on X , let gY be the
pullback metric on Y , and dY the induced metric on Y . As minT
′′ is continuous
and locally the minimum of differentiable functions, it is Lipschitz. Thus by
compactness of ∂X2, making Y smaller if necessary, there exists E > 0 such
that
∣∣minT ′′(y1)−minT ′′(y2)∣∣ 6 EdY (y1, y2) for all y1, y2 ∈ Y . Now let y, s, z
be as above. Then y, z are on different sheets of Y in X locally, but these sheets
should intersect in X , so we can choose y′, z′ ∈ ∂X2 such that y′ is close to y in
Y , and z′ is close to z in Y , and ι(y′) = ι(z′).
Since min T ′|∂2X is σ-invariant, it follows that minT
′ pushes down to a
function on ι(∂X) ⊂ X . Hence minT ′′|∂X2 pushes down to a function on
ι(∂X2) ⊂ X , and ι(y′) = ι(z′) implies minT ′′(y′) = minT ′′(z′). Think of
P = ι(y), Q = ι(z) and R = ι(y′) = ι(z′) as the vertices of a small triangle
in X . The side PR has ‘length’ dY (y, y
′). The side QR has ‘length’ dY (z, z
′).
The side PQ has ‘length’ at most s‖v‖C0 , where ‖v‖C0 is computed using g.
The angle in PQR at R is the angle at ι(y′) between the two sheets of ι(Y )
containing ι(y), ι(z). By compactness of ∂2X2, and using Definition A.9(iv,)(v),
there is a global, positive lower bound for all angles of different sheets of Y
meeting at ι(∂2X2). Hence there exists small ǫ > 0 independent of y, s, z such
that |PQ| > ǫ
(
|PR|+ |QR|
)
. So we have
s‖v‖C0 > ǫ
(
dY (y, y
′) + dY (z, z
′)
)
> ǫE−1
(∣∣minT ′′(y)−minT ′′(y′)∣∣ + ∣∣minT ′′(z)−minT ′′(z′)∣∣)
> ǫE−1
(∣∣minT ′′(y)−minT ′′(z)∣∣),
since minT ′′(y′) = minT ′′(z′). Hence if θ > ‖v‖C0Eǫ
−1 then minT ′′(y) + θs >
minT ′′(z) for all such y, s, z, as we have to prove.
One can now show that T is a tent function by a modification of the proof
of Proposition A.10, using the fact that T ′′ is a tent function. We can then give
an expression for minT : if (x,B) ∈ ∂X and s ∈ [0, 2) then
min T
(
exp(sv)x
)
= min
(
minT ′(x,B) + θs,D
)
. (201)
This holds as putting t = 2 − s, we have t ∈ (0, 2] and exp(tv) exp(sv)x =
exp(2v)x = ι
(
exp(2v)(x,B)
)
, where exp(2v)(x,B) ∈ ∂X2, and T ′′
(
exp(2v)(x,
B)
)
= T ′(x,B). Hence by (195), T
(
exp(sv)x
)
is the union of {D}, and {u+θs :
u ∈ T ′(x,B)
}
, and contributions from y ∈ Y \ ∂X2 which from above cannot
be minimum in T
(
exp(sv)x
)
. Equation (201) follows. When s = 0, it implies
that minT |∂X ≡ minT ′, as we want.
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Since minT ′ > 1 as T ′ is a tent function, and θ > D − 1, we see from (201)
that minT
(
exp(sv)x
)
= D if (x,B) ∈ ∂X and s ∈ [1, 2). Hence minT ≡ D on
X1 \ X2. But (195) gives T (x) = {D} for x ∈ X2, so min T ≡ D on X2, and
so on X1. Thus X1 ⊂ X˜ . Since minT ′ < D on ∂X and minT |∂X ≡ min T ′ we
have minT < D on ι(∂X1). Therefore X1 ⊂ X˜ ⊂ X
◦, as we have to prove.
We can now describe the pieces Xc for c ∈ C in (187) for ZX,T . Each Xc
for c ∈ C is the graph of a smooth branch of T on a connected component
of the subset where it minimizes T . Therefore {D} × X˜ is a union of some
of the Xc in C, those associated to the constant branch x 7→ D of T . Hence
X˜ is a compact, embedded submanifold of X with g-corners. We define Φ on
X˜ by Φ : x 7→ (D, x), and this is a diffeomorphism of X˜ with these Xc with
πX ◦ Φ(x) = x for x ∈ X˜ , as we want.
For the remaining Xc for c ∈ C on which min T 6≡ D, we can see from (201)
that these correspond to X ′c′ for c
′ ∈ C′, since the smooth branches of T on
their minimal subsets in X correspond to the smooth branches of T ′ on their
minimal subsets in ∂X . In fact, if c′ ∈ C′ then
Xc =
{(
u+ θs, exp(sv)x
)
:
(
u, (x,B)
)
∈ X ′c′ , 0 6 θs 6 D − u
}
(202)
is one of the Xc. We define a diffeomorphism Φ : [0, 1]×X ′c′ → Xc by
Φ :
(
t, (x,B)
)
7−→
(
(1− t)min T ′(x,B) + tD, exp
( t
θ(D −minT ′(x,B))
v
)
x
)
.
Equations (198) and (199) follow. For Ψ in (197) and (199), we note that
Φ|{1}×
‘
c′∈C′ X
′
c′
maps
∐
c′∈C′ X
′
c′ to the faces of Xc in (202) on which minT ≡
D, and these correspond to faces of X˜. The remainder of the proposition follows
as for Proposition A.10.
Here is a generalization of Proposition A.11. The proof is easy.
Proposition A.14. Suppose X is a compact manifold with g-corners, and T ′ :
∂X → F
(
[1,∞)
)
is a tent function, and ζ : ∂X → R is a piecewise smooth
function subordinate to T ′, such that minT ′|∂2X and ζ|∂2X are invariant under
the natural involution σ : ∂2X → ∂2X.
Let T be as in Definition A.12, and X˜,Φ,Ψ be as in Proposition A.13.
Choose any smooth function η˜ : X˜ → R. Then there is a piecewise smooth
function η : X → R subordinate to the tent function T with η|∂X ≡ ζ, given by
η(x)=
η˜(x), x ∈ X˜,(1−t)ζ◦π′(x′)+tη˜|∂X˜ ◦Ψ(x′), x = πX ◦Φ(t, x′),(t, x′)∈ [0, 1]×(∐c′∈C′X ′c′). (203)
Similarly, if E → X is a vector bundle and f is a piecewise smooth section
of E|∂X subordinate to T ′ with minT ′|∂2X and f |∂2X σ-invariant, then by
choosing a smooth section e˜ of E|X˜ we can write down a piecewise smooth
section e of E subordinate to T with e|∂X ≡ f .
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A.1.5 Cutting a manifold into small pieces with boundary conditions
We now combine the ideas of §A.1.2 and §A.1.4. Given a compact manifold
X and a tent function T ′ on ∂X with T ′|∂2X σ-invariant, we construct a tent
function T on X with min T |∂X ≡ min T
′, which cuts X into ‘arbitrarily small
pieces’ Xc for c ∈ C, as far as this is possible given the boundary conditions.
Definition A.15. Let X be a compact n-manifold with g-corners and T ′ :
∂X → F
(
[1,∞)
)
a tent function such that minT ′|∂2X is invariant under the
involution σ : ∂2X → ∂2X . Let v, ι : Y → X,T ′′, D, θ be as in Definition A.12.
Choose a Riemannian metric g on X . Note that g is not required to take
any particular values on ∂X — it is unrelated to any metric used to construct
T ′. Choose ǫ > 0 with 2ǫ < δ(g), the injectivity radius of g. Write d( , ) for the
metric on X determined by g. For p ∈ X and r > 0 write Br(p) for the open
ball of radius r about p. Then x 7→ d(p, x)2 is smooth on B2ǫ(p), as 2ǫ < δ(g).
The open sets Bǫ(p) for p ∈ X◦ cover X , so as X is compact we can choose
a finite subset {p1, . . . , pN} of X◦ with X =
⋃N
i=1 Bǫ(pi). As in Definition A.3,
choose p1, . . . , pN to be generic amongst all such N -tuples p
′
1, . . . , p
′
N . Since
pi ∈ X◦ and ∂X is compact, there exists ζ ∈ (0, ǫ) such that d(pi, x) > ζ
for all i = 1, . . . , N and (x,B) ∈ ∂X . Make θ larger if necessary so that
θ > D+ ǫ2− 1 and 1+ θζ‖v‖C0 > D, where ‖v‖C0 is computed using g. Define
T : X → F
(
[1,∞)
)
by
T (x) =
{
D + d(pi, x)
2 : i = 1, . . . , N, d(pi, x) < 2ǫ
}
∪{
u+ θ(2− t) : t ∈ (0, 2], y ∈ Y , u ∈ T ′′(y), exp(tv)x = ι(y)
}
.
(204)
Proposition A.16. In Definition A.15, T is a tent function on X, and min T ′
≡ min T |∂X. Let X ′c′ for c
′ ∈ C′ be as in (187) for Z∂X,T ′ , and Xc for c ∈ C be
as in (187) for ZX,T . Then we can take C = C
′ ∐{1, . . . , N}, where for c′ ∈ C′
there is a natural identification between X ′c′ and a component of ∂Xc′ , and for
i = 1, . . . , N we have pi ∈ π(X◦i ) ⊆ π(Xi) ⊆ Bǫ(pi).
We can choose T so that the pieces Xc are ‘arbitrarily small’, given the X
′
c′
which are already fixed. That is, if {Vi : i ∈ I} is any open cover for X such
that for all c′ ∈ C′ there exists i ∈ I with π′(X ′c′) ⊆ ∂Vi, then we can choose T
so that for all c ∈ C there exists i ∈ I with π(Xc) ⊆ Vi.
Proof. The proof is a straightforward generalization of those of Propositions A.4
and A.13. The first and second lines of (204) are analogues of (188) and (195)
respectively. Since X =
⋃N
i=1Bǫ(pi), the minimum of the terms D + d(pi, x)
2
in the first line of (204) is a continuous function on X with values between D
and D+ ǫ2. The condition θ > D+ ǫ2− 1 strengthening θ > D− 1 in Definition
A.12 ensures that in the second line of (204), u + θ(2 − t) is never minimal in
T (x) for t ∈ [1, 2), which helps to ensure Definition A.1(c) holds and minT is
continuous. It follows as in Propositions A.4 and A.13 that T is a tent function,
and minT ′ ≡ min T |∂X .
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For i = 1, . . . , N , we claim that minT (pi) = D, and D + d(pi, x)
2 is the
only branch of T achieves this minimum. For j 6= i we have d(pj , pi) > 0,
so D + d(pi, x)
2 > D at x = pi. Suppose t ∈ (0, 2], y ∈ Y , u ∈ T ′′(y) and
exp(tv)x = ι(y) = pi such that u+ θ(2− t) is minimal amongst the branches of
the second line of (204) at pi. Then as in the proof of Proposition A.13, we have
y ∈ ∂X2, so y = exp(2v)(x′, B′) for (x′, B′) ∈ ∂X . Hence pi = exp((2 − t)v)x′.
Therefore (2 − t)‖v‖C0 > ζ, since d(pi, x
′) > ζ. Also u = minT ′(x′, B′) > 1.
The condition 1+ θζ‖v‖C0 > D thus gives u+ θ(2− t) > D, proving the claim.
The pieces Xc for c ∈ C are thus of two kinds: the branches D + d(pi, x)2
of T for i = 1, . . . , N from the first line of (204) are minimal near pi and so
yield components Xi with pi ∈ π(X◦i ) ⊆ π(Xi) ⊆ Bǫ(pi), as in Proposition A.4.
The remaining Xc come from minimal branches u + θ(2 − t) from the second
line of (204), and these correspond to minimal branches of T ′ on ∂X and so
to components X ′c′ , with π(Xc′) ⊂ X the union of segments of flow lines of v
starting in π(X ′c′) ⊂ ι(∂X). This proves the next part of the proposition. The
final part holds provided ǫ > 0 is taken sufficiently small with fixed g and θ
is taken sufficiently large, since then the π(Xc′) for c
′ ∈ C′ become very thin
neighbourhoods of the π(X ′c′), and the π(Xi) for i = 1, . . . , N are contained in
small balls Bǫ(pi).
A.1.6 Cutting a manifold into simplices with boundary conditions
We would also like to extend Lemma A.5 and Theorem A.7 to the case of
prescribed boundary data. However, we cannot do this with arbitrary T ′ :
∂X → F
(
[1,∞)
)
, since Lemma A.5 relies on taking ǫ very small so that the
pieces π(Xc) approximate small convex polyhedra in R
n, but as in Proposition
A.16 the X ′c′ for c
′ ∈ C′ appear as components of ∂Xc, and the X ′c′ depend on
T ′ and are of a fixed size, so this prevents us making the Xc arbitrarily small.
To get round this, we assume that T ′ has been constructed using Lemma A.5
or Theorem A.7 (or, recursively, using Lemma A.17 or Theorem A.18 below with
∂X in place of X), using a sufficiently small constant ǫ′ > 0, where ‘sufficiently
small’ depends not just on ∂X and choices made during the construction of T ′,
but also on X and choices to be made during the construction of T . Thus, T ′
depends not only on ∂X , it also has a minimal dependence on X as well. The
argument here appears circular: we are trying to choose T ′ depending on T ,
and T depending on T ′. However, it is not circular, as the only data on X that
ǫ′ must depend on are the choices of g, v,D in Definition A.15, and these are
independent of T ′, that is, they are chosen without reference to T ′.
Here is our generalization of Lemma A.5. There is one subtle point: at the
junction between a region π(Xi) in X coming from a branchD+d(pi, x)
2 of T in
the first line of (204), and a region π(Xc′) in X coming from a branch u+θ(2−t)
in the second line of (204), the common boundary may not approximate a
hyperplane Rn−1 in Rn, but rather a piece of a quadric in Rn. The condition
θ inf∂X |v| ≫ ǫ2 ensures this piece is approximately flat and parallel to ∂X , so
we can still approximate π(Xi) and π(Xc′) by compact convex polyhedra.
Lemma A.17. Suppose X is a compact manifold with g-corners. Let T ′ :
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∂X → F
(
[1,∞)
)
be constructed in Definition A.3 (or Definition A.15) using
some metric g′ on ∂X and constant ǫ′ > 0, and suppose minT ′|∂2X is invariant
under the natural involution σ : ∂2X → ∂2X. Let T : X → F
(
[1,∞)
)
be
constructed in Definition A.15 for this T ′, using some metric g on X, vector
field v and constants D, θ, ǫ. We regard g′, g, v,D as chosen in advance and
fixed, and ǫ′, ǫ, θ as satisfying inequalities which may depend on g′, g, v,D. In
particular, ǫ′ can depend on g, v,D.
Suppose that ǫ is small compared to the natural length-scales of (X, g) and
v, that ǫ′ is small compared to the natural length-scales of (X, g), v, (∂X, g′)
and constants comparing g|∂X and g′, and that θ is chosen large enough that
θ inf∂X |v| ≫ ǫ2. Then geodesic normal coordinates in X approximately identify
the π(Xc) ⊂ X for c ∈ C with compact convex polyhedra in R
n.
For c′ ∈ C′ Lemma A.5 approximately identifies π′(X ′c′) ⊂ ∂X with a com-
pact convex polyhedron in Rn−1. Also, Proposition A.16 identifies X ′c′ with a
component of ∂Xc, and we have approximately identified Xc with a compact
convex polyhedron in Rn. Combining these three gives an approximate identifi-
cation of a compact convex polyhedron in Rn−1 with a codimension one face of
a compact convex polyhedron in Rn. This is approximately affine.
Here is our generalization of Theorem A.7. The proof is an easy modification,
as we have already done the hard work in Definition A.15 and Lemma A.17.
The main points are to take T ′ and σ′(i′,F ′) to be built in Theorem A.7 using
data on ∂X in Lemma A.5 chosen with ǫ′ sufficiently small as in Lemma A.17.
Then when we choose the σ˜(i,F ,∆) inductively in Theorem A.7, those lying over
∂X rather than X◦ are equal to σ′(i′,F ′)|∆′ for some natural choice of i
′,F ′,∆′.
In the last part of Lemma A.17 we comment that identifications of X ′c′
and a component of ∂Xc with convex polyhedra in R
n−1 and Rn are related
by an approximately affine transformation. The point here is that we have
two metrics g′ and g|∂X on ∂X , with geodesic normal coordinates on X ′c′ are
defined using g′, and on the component of ∂Xc using g|∂X (approximately).
Since ǫ′ is chosen small compared to the length scales of both g′ and g|∂X and
any comparison between them, the geodesic normal coordinates on ∂X using g′
and g|∂X differ by approximately affine transformations at length scale ǫ′. This
is important in Theorem A.17, since the barycentric subdivision of a compact
convex polyhedron is invariant under affine transformations, so the barycentric
subdivision steps in Theorem A.7 for T ′ and Theorem A.18 for T are compatible.
In (ii) below, only the last sentence is an assumption, the rest follows from
Theorem A.7 for T ′ and from (i).
Theorem A.18. Suppose X is a compact manifold with g-corners. Let T ′ :
∂X → F
(
[1,∞)
)
, X ′c′ , c
′ ∈ C′ and diffeomorphisms σ′c′ : ∆n−1 → X
′
c′ for
c′ ∈ C′ be constructed in Theorem A.7 (or Theorem A.18) for ∂X. Suppose:
(i) Assume minT ′|∂2X is invariant under the involution σ : ∂
2X → ∂2X.
(ii) The maps π′ ◦ σ′c′ : ∆n−1 → ∂X for c
′ ∈ C′ are a triangulation of ∂X
by (n − 1)-simplices. They induce a triangulation of ∂2X by (n − 2)-
simplices, of the following form: let Fn−1n−1 : ∆n−2 → ∆n−1 be as in §4.1.
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Let Cˇ′ be the subset of c′ ∈ C′ for which π′ ◦ σ′c′ ◦ F
n−1
n−1 : ∆n−2 → ∂X
maps ∆n−2 to ι(∂
2X). For each c′ ∈ Cˇ′ there is a unique embedding
σˇ′c′ : ∆n−2 → ∂
2X with ι ◦ σˇ′c′ ≡ π
′ ◦ σ′c′ ◦ F
n−1
n−1 , where ι : ∂
2X → ∂X is
the natural immersion. Then σˇ′c′ for c
′ ∈ Cˇ′ are a triangulation of ∂2X
by (n− 2)-simplices. Part (i) implies that the set of images σˇ′c′(∆n−2) in
∂2X for c′ ∈ Cˇ′ is σ-invariant, since σˇ′c′(∆n−2) are the π(Xc) for T
′|∂2X .
Assume the σˇ′c′ for c
′ ∈ Cˇ′ are invariant under σ : ∂2X → ∂2X, in the
sense that if σ
(
σˇ′c′(∆n−2)
)
= σˇ′c˜′(∆n−2) for c
′, c˜′ ∈ Cˇ′ then σ ◦ σˇ′c′ ≡ σˇ
′
c˜′ .
(iii) Let the initial application of Definition A.3 in the construction of T ′ use
some metric g′ on ∂X and constant ǫ′ > 0. Assume ǫ′ is chosen small
enough, compared to geometry on X, that Lemma A.17 applies.
Then we can construct a tent function T : X → F
(
[1,∞)
)
, with min T |∂X ≡ T
′,
such that the components Xc, c ∈ C of ∂ZX,T in (187) are all diffeomorphic
to the n-simplex ∆n, with diffeomorphisms σc : ∆n → Xc for c ∈ C, and for
each c′ ∈ C′ there exists a unique c ∈ C such that ι ◦ π′ ◦ σ′c′ ≡ π ◦ σc ◦ F
n
n
as maps ∆n−1 → X, where ι : ∂X → X is the natural immersion. We can
also choose the σc to have the boundary compatibility described in Theorem A.7
under σ : ∂2ZX,T → ∂2ZX,T .
The reason why we use Fn−1n−1 : ∆n−2 → ∆n−1 in (ii), and F
n
n : ∆n−1 → ∆n in
the last part, rather than just referring to some codimension 1 faces of ∆n−1 and
∆n, is that the barycentric subdivision of a convex n-polyhedronK in Definition
A.6 automatically triangulates ∂K by (n− 1)-simplices σF ◦ Fnn (∆n−1), so we
know that the (n − 2)-simplices in the triangulation of ∂2X induced by σc′ ,
c′ ∈ C′ are all of the form π′ ◦ σ′c′ ◦F
n−1
n−1 (∆n−2) for some c
′ ∈ C′, and similarly
the (n− 1)-simplices in the triangulation of ∂X induced by σc, c ∈ C are all of
the form π ◦ σc ◦ Fnn (∆n−1) for some c ∈ C.
A.2 Tent functions on orbifolds
Next we extend §A.1 to orbifolds X . Here is the analogue of Definition A.1.
Definition A.19. Let X be an n-orbifold with g-corners. Then as in §2.2, X
is covered by orbifold charts (U,Γ, φ), where Γ acts linearly on Rn, U ⊆ Rn is a
Γ-invariant region with g-corners, and φ : U/Γ→ X is a homeomorphism with
an open set φ(U/Γ) ⊆ X . Write π : U → U/Γ for the natural projection. Then
φ ◦ π maps U → X . A function T : X → F
(
[1,∞)
)
is called a tent function if
for all orbifold charts (U,Γ, φ) on X , the map T ◦ φ ◦ π : U → F
(
[1,∞)
)
is a
tent function on the n-manifold U , in the sense of Definition A.1.
Equivalently, T is a tent function if for each x ∈ X there exists a small
orbifold chart (U,Γ, φ) with x ∈ φ(U/Γ), open subsets U1, . . . , UN ⊆ U and
smooth functions ti : Ui → [1,∞) for i = 1, . . . , N satisfying Definition A.1(a)–
(c), such that T ◦ φ ◦ π(u) =
{
ti(u) : i = 1, . . . , N , u ∈ Ui
}
for all u ∈ U . We
can take the ti to be locally distinct, that is, ti 6≡ tj in any nonempty subset of
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Ui ∩Uj , and the Uj to be connected. Then U and T ◦ φ ◦ π determine the Ui, ti
uniquely up to permutations of {1, . . . , N}.
Since T ◦ φ ◦ π is invariant under the action of Γ on U , it follows that Γ
acts on {1, . . . , N} such that γ(Ui) = Uγ·i and tγ·i ◦ γ ≡ ti for all γ ∈ Γ and
i = 1, . . . , N . Note that we do not require this action of Γ on {1, . . . , N} to be
trivial. This means that tent functions on an orbifold X in general cannot be
written locally as the union of finitely many smooth, single-valued functions on
X near orbifold strata of X , it really is necessary to lift to orbifold charts.
Much of §A.1 extends from manifolds to orbifolds with almost no change;
this holds for §A.1.4, for instance. We will comment only on new issues in the
orbifold case. There is one significant idea in Definition A.3 and Proposition A.4
which does not work for orbifolds, and needs revision. It is this: in Definition
A.3, with X a compact manifold, g a Riemannian metric on X , and d( , ) the
metric induced by g, we used the notion of injectivity radius δ(g) > 0, and the
fact that for any p ∈ X and 0 < r < δ(g) the map Br(p) → [0, r
2) taking
q 7→ d(p, q)2 is smooth.
For orbifolds this is no longer true: if X is an orbifold and g, d are as above,
then for any r > 0, if p ∈ X is sufficiently close to an orbifold stratum of X ,
then the map Br(p)→ [0, r2) taking q 7→ d(p, q)2 is only piecewise smooth, not
smooth. We get round this by replacing q 7→ d(p, q)2 by a smooth, multivalued
function measuring the squared lengths of all geodesic segments of length less
than r joining p and q.
Here are our generalizations of Definition A.3 and Proposition A.4.
Definition A.20. Let X be a compact n-orbifold with g-corners. Choose a
Riemannian metric g on X , and write d( , ) for the metric on X determined by
g. As X is compact we can choose a finite system of orbifold charts (U j ,Γj, φj)
for j ∈ J with X =
⋃
j∈J φ
j(U j/Γj). Write πj : U j → U j/Γj, so that φj ◦ πj
maps U j → X . Define gj = (φj ◦ πj)∗(g), a Riemannian metric on U j . Write
dj( , ) for the metric on U j induced by gj . Even though U j may not be compact,
one can use the compactness ofX to show that gj has a positive injectivity radius
δ(gj) > 0 on U j , so that u 7→ dj(p, u)2 is a smooth map Bjr(p)→ [0, r
2) for all
p ∈ U and 0 < r 6 δ(gj), where Bjr(p) is the open ball of radius r about p in U
defined using dj .
Choose ǫ > 0 satisfying two conditions: (a) 2ǫ < δ(gj) for all j ∈ J , and
(b) for all p ∈ X , there exists j ∈ J such that B3ǫ(p) ⊆ φj(U j/Γj). This
holds for all sufficiently small ǫ as J is finite, δ(gj) > 0 and X is compact.
The open sets Bǫ(p) for p ∈ X cover X , so as X is compact we can choose a
finite subset {p1, . . . , pN} of X with X =
⋃N
c=1Bǫ(pc). Choose p1, . . . , pN to
be generic amongst all such N -tuples p′1, . . . , p
′
N , as in Definition A.3. Define
T : X → F
(
[1,∞)
)
by
T (x) =
{
1 + l2 : l ∈ [0, 2ǫ), there exists a geodesic segment of length l
in (X, g) with end points x and pc for some c = 1, . . . , N
}
.
(205)
Note that T does not depend on the choice of (U j ,Γj , φj), j ∈ J , except through
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the smallness conditions (a),(b) on ǫ. These are a substitute for the condition
2ǫ < δ(g) in Definition A.3, and are needed because the notion of injectivity
radius does not behave well on orbifolds.
Proposition A.21. In Definition A.20, T is a tent function on X. In (187), we
can take the indexing set C to be {1, . . . , N} with pc ∈ π(X◦c ) ⊆ π(Xc) ⊆ Bǫ(pc)
for c = 1, . . . , N . We can choose T so that the pieces Xc are ‘arbitrarily small’,
in the sense that if {Vi : i ∈ I} is any open cover for X then we can choose T
so that for all c = 1, . . . , N there exists i ∈ I with π(Xc) ⊆ Vi.
If X is an effective orbifold then the Xc for c ∈ C in (187) are compact
manifolds with g-corners.
Proof. Let x ∈ X . Then by choice of ǫ > 0 in Definition A.20, there exists
j ∈ J such that B3ǫ(p) ⊆ φj(U j/Γj). Choose y ∈ U j with φ ◦ π(y) = x. Let
Γ = {γ ∈ Γj : γ · y = γ}, the stabilizer group of y in Γ. Then if γ ∈ Γj \ Γ we
have y 6= γ · y, so dj(y, γ · y) > 0. Choose δ ∈ (0, ǫ] such that dj(y, γ · y) > 2δ for
all γ ∈ Γj \ Γ, and define U = Bjδ(y), an open neighbourhood of y in U . Then
U is a Γ-invariant subset of U j , and U ∩ γ · U = ∅ for all γ ∈ Γj \ Γ. Hence
the projection U/Γ→ U j/Γj given by Γu 7→ Γju is a homeomorphism with its
image. Define φ : U/Γ→ X by φ : Γu 7→ φj(Γju). Then (U,Γ, φ) is an orbifold
chart on X with x ∈ φ(U/Γ).
Write q1, . . . , qM for the points of B
j
2ǫ+δ(y)∩(φ
j ◦πj)−1({p1, . . . , pN}). That
is, q1, . . . , qM are those preimages of p1, . . . , pN in U
j with distance less than
2ǫ + δ from y. Since
∣∣(φj ◦ πj)−1({p1, . . . , pN})∣∣ 6 N |Γj | this is a finite set,
and M 6 |Γj |N . The action of Γ on Bj2ǫ+δ(y) ⊆ U
j permutes q1, . . . , qM , and
γ ∈ Γj \ Γ may also identify distinct qa, qb. For a = 1, . . . ,M , define an open
set Ua ⊆ U by Ua = U ∩B2ǫ(qj), and define a smooth function ta : Ua → [1,∞)
by ta(u) = 1 + d
j(qa, u)
2. It is now easy to check from (205) that
T ◦ φ ◦ π : u 7−→
{
ta(u) : a = 1, . . . ,M, u ∈ Ua
}
. (206)
We claim that Definition A.1(a)–(c) hold for these U1, . . . , UM , t1, . . . , tM .
The proof is a little different to that in the manifold case in Proposition A.4,
and the extra property dimS{i1,...,il} = n− l+1 for all {i1, . . . , il} ⊆ {1, . . . , N}
with l > 2 in Proposition A.4 in general will not hold here. The point is that
although p1, . . . , pN are generic in X , as each pi in X lifts to finitely many qa
in U , the M -tuple q1, . . . , qM may not be generic in U .
However, (φj ◦ πj)−1
(
{p1, . . . , pN}) is generic amongst Γ
j-invariant finite
subsets of U j , and this is enough to imply Definition A.1(a),(b). The con-
ditions dj(qi1 , u) = · · · = d
j(qil , u) may intersect non-transversely, so that
dimS{i1,...,il} > n − l + 1, but this can happen only if a nontrivial subset of
{qi1 , . . . , qil} is preserved by a nontrivial subgroup G of Γ
j , and S{i1,...,il} is
contained in the fixed-point set Fix(G) of G in U j . Since Fix(G) is a subman-
ifold of U j , one can show S{i1,...,il} is a submanifold of U . Therefore T ◦ φ ◦ π
in (206) is a tent function on the manifold U . As every x ∈ X has an orbifold
chart (U,Γ, φ) with x ∈ φ(U/Γ) and T ◦ φ ◦ π a tent function on U , equation
(205) defines a tent function on the orbifold X , as we have to prove.
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The second and third parts of the proposition, that we can take C =
{1, . . . , N} and choose the Xc arbitrarily small, follow as in Proposition A.4.
For the final part, suppose X is an effective orbifold. Then Γj acts effectively
on U j for each j ∈ J . Let x ∈ X , and define (U,Γ, φ), U1, . . . , UM , t1, . . . , tM as
above. Write π : ZX,T → X for the projection. Then there is a diffeomorphism
ZX,T ⊇π
−1
(
φ(U/Γ)
)
∼=
{
(t, u) : u∈U, 06 t6minT ◦φ◦π(u)
}
/Γ=ZU,T◦φ◦π/Γ.
Points of
∐
c∈C Xc ⊂ ∂ZX,T are of the form
(
(t, x′), B
)
for (t, x′) ∈ ZX,T with
t = minT (x′), and B a local boundary component of ZX,T containing (t, x
′).
Lifting from ZX,T up to ZU,T◦φ◦π, choices of B correspond to choices of branch
tb of T ◦ φ ◦ π inducing the value minT (x
′), for b = 1, . . . ,M . Therefore∐
c∈C
Xc ⊇ (π ◦ ι)
−1
(
φ(U/Γ)
)
∼=
{
(t, u, b) : u ∈ U, t = minT ◦ φ ◦ π(u),
b = 1, . . . ,M, minT ◦ φ ◦ π(u) = tb(u)
}
/Γ,
(207)
where ι :
∐
c∈C Xc → ZX,T is the natural immersion.
Here in (207), Γ acts trivially on t ∈ [0,∞), in the usual way on u ∈ U , and on
b ∈ {1, . . . ,M}, the action is induced from the action of Γ on {q1, . . . , qM} ⊂ U .
Now Γ acts effectively on U , and p1, . . . , pN are generic in X , so that each qb is
generic in U . Together these imply that the stabilizer group of each qb in Γ is
trivial, so Γ acts freely on {1, . . . ,M}. Thus the action of Γ in (207) is free, so
the quotient (π ◦ ι)−1(φ(U/Γ)) is a manifold. Since
∐
c∈C Xc is covered by such
open sets (π ◦ ι)−1(φ(U/Γ)), we see that
∐
c∈C Xc and each Xc for c ∈ C are
manifolds. This completes the proof.
Remark A.22. In Remark 2.10(b), we explained that for orbifolds X with
corners or g-corners, restricting to orbifold strata XΓ,ρ in the sense of §5.6 does
not commute with taking boundaries, and therefore no information from orbifold
strata XΓ,ρ survives in Kuranishi homology. Proposition A.21 is an illustration
of this. Given some Kuranishi cycle K defined using effective orbifolds X ,
Propositions A.2 and A.21 enable us to construct a homologous Kuranishi cycle
K ′ defined using manifoldsXc for c ∈ C, where the homology betweenK andK ′
is defined using the orbifolds ZX,T . This works because ∂(Z
Γ,ρ
X,T ) 6
∼= (∂ZX,T )Γ,ρ.
So, a homology theory defined using effective orbifolds with (g-)corners as chains
is equivalent to a homology theory defined using manifolds as chains. This will
be important in making the Xac have trivial stabilizers in the proof of Step 1
in §B.1.
The rest of §A.1 extends to orbifolds X without any further significant prob-
lems or changes, except those already explained in Definitions A.19–A.20 and
Proposition A.21. In fact we will not need analogues of §A.1.3 and §A.1.6 for
orbifolds, but we will need versions of §A.1.4–§A.1.5. Section A.1.4 holds for
orbifolds with essentially no change. The choice of vector field v and flows
exp(tv) work for orbifolds X as well as manifolds; note that v is automatically
tangent to each orbifold stratum XΓ,ρ of X , for Γ a finite group, and exp(tv)
takes XΓ,ρ to XΓ,ρ. In §A.1.5 we restrict to effective orbifolds, so that we can
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use the last part of Proposition A.21, and we must modify the first line of (204)
as in (205), and the proof of Proposition A.16 as in Proposition A.21.
Theorem A.23. The results of §A.1.4–§A.1.5 all hold when X is a compact n-
orbifold with g-corners, restricting to effective orbifolds in §A.1.5. In Proposition
A.16, if X is an effective orbifold and the X ′c′ are manifolds for all c
′ ∈ C′,
then the Xc are manifolds for all c ∈ C.
A.3 Tent functions on Kuranishi chains [X, f ,G], [X, f ,G]
In §A.3.1 we discuss some of the new problems in generalizing §A.1–§A.2 from
manifolds and orbifolds to Kuranishi chains [X,f ,G], [X,f ,G], and how we
solve them. Section A.3.2 defines tent functions on Kuranishi chains, and
§A.3.3–§A.3.5 give analogues of sections A.1.2, A.1.4 and A.1.5 respectively.
We will not need Kuranishi chain analogues of §A.1.3 and §A.1.6.
A.3.1 Preliminary discussion
Let X be a compact Kuranishi space, Y an orbifold, f : X → Y be strongly
smooth, and G (or G) be (effective) gauge-fixing data for (X,f). Then G,G
include an excellent coordinate system (I ,η) for (X,f), where I = (I, (V i, Ei,
si, ψi) : i ∈ I, . . .). Roughly speaking, a tent function for (X,f ,G) or (X,f ,G)
is T = (T i : i ∈ I), where T i : V i → F
(
[1,∞)
)
is a tent function on V i for each
i ∈ I, such that if j 6 i in I then min T j|V ij ≡ minT
i ◦ φij .
However, we need to modify this definition a little, to make it easier to
construct tent functions T . Here are the two main new problems we will meet
in trying to extend the results of §A.1–§A.2 to Kuranishi chains:
(a) One thing we will need to do very often below is to choose some smooth
data δi on V i for each i ∈ I, (such as a Riemannian metric g, or a trans-
verse perturbation s˜i of the Kuranishi map si), with compatibility condi-
tions δj |V ij ≡ (φ
ij)∗(δi) when j 6 i in I. Our basic method for doing this
is to choose δi by induction on increasing i ∈ I, where δi|φij(V ij) for all
j < i in I is (partially) prescribed by δj |V ij ≡ (φ
ij)∗(δi) and the choice of
δj in a previous inductive step.
Since φij(V ij) need not be closed in V i, we may not be able to extend
smooth prescribed values for δi on φij(V ij) smoothly to V i. In fact,
if φij(V ij) is badly placed in V i, then smooth prescribed values for δi
on φij(V ij) may not even extend continuously to the closure φij(V ij) of
φij(V ij) in V i. Thus, the inductive step may not be possible.
(b) All our results in §A.1–§A.2 involve compact manifolds and orbifolds. In
particular, compactness is used to choose finite covers by balls Bǫ(pc).
However, the V i are in general noncompact orbifolds.
Here is an example of problem (a).
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Example A.24. Let X be the compact topological space
{
(x, y) ∈ [−1, 1]2 :
xy = 0
}
. Define Kuranishi neighbourhoods (V 1, E1, s1, ψ1), (V 2, E2, s2, ψ2) on
X by V 1 =
{
(x, 0) : 0 < |x| 6 1
}
∪
{
(0, y) : 0 < |y| 6 1
}
, and E1 = V 1, regarded
as the zero vector bundle over V 1, s1 ≡ 0 and ψ1 = idV 1 , and V
2 = [−1, 1]2,
E2 = R × V 2, s2 : V 2 → R is s2(x, y) = xy, and ψ2 = idX . Then X has a
unique Kuranishi structure whose Kuranishi neighbourhoods (Vp, . . . , ψp) are
equivalent to (V 1, . . . , ψ1) for p 6= (0, 0) and to (V 2, . . . , ψ2) for p = (0, 0).
We can complete (V 1, . . . , ψ1), (V 2, . . . , ψ2) to a very good coordinate system
for X , with indexing set I = {1, 2}, and V 21 = V 1. Suppose we want to choose
some continuous or smooth data for each (V i, . . . , ψi) by induction over i in
I = {1, 2} with compatibilities on V ij . Having chosen data for (V 1, . . . , ψ1), we
have to choose data for (V 2, . . . , ψ2) taking prescribed values over the subset V 1
of V 2. In general this is not possible, even continuously, near (0, 0) in V¯ 1 \ V 1,
since the four different ends of V 1 at (0, 0) can prescribe four different limits at
(0, 0), if the limits exist at all.
This example also illustrates a different problem with choosing transverse
perturbations, which appears to have been overlooked in the proofs of Fukaya
and Ono [25, Th. 6.4], [24, Th. A1.23]. To carry out Step 2 in §B.2, we would
like to choose small, smooth, transverse perturbations s˜1, s˜2 of the Kuranishi
maps s1, s2, satisfying φˆ21 ◦ s˜1 ≡ s˜2 ◦φ21 on V 21. This is not possible near (0, 0),
not even using multisections, and not because bad choices of s˜1 may not extend
smoothly, but for a different reason. As E1 is the zero vector bundle, the only
choice for s˜1 is s˜1 ≡ 0, and thus we must have s˜2 ≡ 0 on V 1, and hence on V¯ 1 in
V 2. But this implies s˜2|(0,0) = ds˜
2|(0,0) = 0, and s˜
2 is not transverse at (0, 0).
Our solution to problem (a) above, which we used in the proof of Proposition
3.15 above, is to replace the V i by smaller open subsets V˙ i. We now define
these V˙ i using the partition of unity data η in (I,η), and complete the V˙ i
to a modified really good coordinate system (I˙ , η˙). The advantage of doing it
this way, rather than choosing some arbitrary smaller subsets V˙ i ⊂ V i, is that
passing from (I,η) to (I˙, η˙) is functorial in chains [X,f ,G] or [X,f ,G], and
compatible with relations in KC∗,KC
ef
∗ (Y ;R) that we need to preserve.
Definition A.25. LetX be a compact Kuranishi space, Y an orbifold, f : X →
Y be strongly smooth, and (I,η) an excellent coordinate system for (X,f ),
where I = (I, (V i, Ei, si, ψi) : i ∈ I, . . .) and η = (ηi : i ∈ I, η
j
i : i, j ∈ I).
Let ϑ > 0 be small. For each j ∈ I, define η˙ji : V
j → [0, 1] for i ∈ I by
η˙ji (v) = mid
(
0, (1 + ϑ)ηji (v) + c(v), 1
)
, (208)
where mid(x, y, z) is the middle one of x, y, z, that is, mid(x, y, z) = y when
x 6 y 6 z or z 6 y 6 x, and so on, and c(v) ∈ R is chosen so that
∑
i∈I η˙
j
i (v) =
1. From (208) we see that
∑
i∈I η˙
j
i (v) is a continuous, monotone increasing
function of c(v) with minimum 0 and maximum |I| > 1, so there exists c(v)
with
∑
i∈I η˙
j
i (v) = 1 by the Intermediate Value Theorem, and this defines the
η˙ji (v) (though not necessarily c(v)) uniquely. It is easy to see that the η˙
j
i are
continuous. Define continuous η˙i : X → [0, 1] from the ηi in the same way.
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By construction
∑
i∈I η˙
j
i ≡ 1 and
∑
i∈I η˙i ≡ 1, as in Definition 3.4(i),(ii),
Definition 3.4(iii) implies that η˙ji |(sj)−1(0) ≡ η˙i◦ψ
j for all i, j ∈ I, and Definition
3.4(iv) implies that if i, j, k ∈ I with k 6 j then η˙ki |V jk ≡ η˙
j
i ◦ φ
jk. Define open
subsets V˙ i ⊂ V i and V˙ ij ⊂ V ij by V˙ i = {v ∈ V i : η˙ii(v) > 0} and V˙
ij = {v ∈
V ij : η˙ji (v) > 0}. Let E˙
i, s˙i, ψ˙i be the restrictions of Ei, si, ψi to V˙ i for all i ∈ I,
and φ˙ij ,
ˆ˙
φij the restrictions of φij , φˆij to V˙ ij . Set I˙ = {i ∈ I : V˙ i 6= ∅}.
When ϑ > 0, the effect of (208) is to move the points ηji (v) in [0, 1] away from
the middle and towards the end points 0,1. Thus, if ηji (v) > 0 is small then η˙
j
i (v)
is smaller, and may be zero. So we have supp(η˙ji ) ⊆ supp(η
j
i ), and V˙
i ⊆ V i.
When ϑ = 0 we have η˙ji = η
j
i and V˙
i = V i. Also η˙ij varies continuously with
ϑ, and supp(η˙ij) is a monotone decreasing, lower semicontinuous function of ϑ,
so V˙ i and Im ψ˙i are also monotone decreasing and lower semicontinuous in ϑ.
Hence, when ϑ > 0, is small, V˙ i, Im ψ˙i are just a little smaller than V i, Imψi.
We have X =
⋃
i∈I Imψ
i, where X is compact, and {Imψi : i ∈ I} is a finite
open cover for X . Being a finite open cover of a compact space is not changed
by making all the sets a little smaller. Therefore, for sufficiently small ϑ > 0,
we have X =
⋃
i∈I Im ψ˙
i. Let ϑ > 0 be chosen small enough to achieve this.
It is not difficult to show that apart from the condition X =
⋃
i∈I Im ψ˙
i, all
the conditions for this data I˙ , (V˙ i, . . . , ψ˙i), . . . to define a really good coordinate
system follow from the corresponding conditions on I, (V i, . . . , ψi), . . .. Thus
we have defined a really good coordinate system (I˙, η˙) for (X,f ). We can apply
Algorithm 3.16 to (I˙, η˙) to get an excellent coordinate system (Iˇ , ηˇ) if we wish.
We shall show that if j 6 i in I then φij(V˙ ij) ⊆ φij(V ij), where φij(V˙ ij)
is the closure of φij(V˙ ij) in V i. This property will be important in problems
involving choosing smooth data on the V˙ i with compatibilities over the V˙ ij .
Set ǫ = ϑ(1+ϑ)|I| > 0. Suppose η
j
j (v) 6 ǫ for some v ∈ V
j . We will prove that
η˙jj (v) = 0. Since
∑
i′∈I η
j
i′ ≡ 1, the average value of the η
j
i′(v) for i
′ ∈ |I| is
1
|I| > ǫ, so η
j
j (v) is not the maximum of the η
j
i′(v). If any η˙
j
i′′ (v) = 1 then
ηji′′(v) must be maximum amongst the η
j
i′(v), so i
′′ 6= i, and thus η˙jj (v) = 0. So
suppose η˙ji′(v) 6= 1 for any i
′ ∈ I. Then (208) gives η˙ji′(v) > (1+ϑ)η
j
i′ (v)+ c(v),
so summing over i′ ∈ |I| and using
∑
i′∈I η
j
i′ ≡
∑
i′∈I η˙
j
i′ ≡ 1 implies that
c(v) 6 − ϑ|I| . But then (1 + ϑ)η
j
j (v) + c(v) 6 0, so (208) gives η˙
j
j (v) = 0, as we
want. Thus η˙jj = 0 wherever η
j
j 6 ǫ.
Since η˙jj > 0 on V˙
ij we have ηjj > ǫ on V˙
ij , so ηij > ǫ on φ
ij(V˙ ij) by
Definition 3.4(iv), and thus ηij > ǫ > 0 on φ
ij(V˙ ij). But φij(V ij) is closed in
{v ∈ V i : ηij(v) > 0} by Definition 3.4(ii), and φ
ij(V˙ ij) lies in the intersection
of the closure of φij(V ij) and {v ∈ V i : ηij(v) > 0}, so φ
ij(V˙ ij) ⊆ φij(V ij).
We can now explain our solutions to problems (a) and (b) above.
Remark A.26. Here is how to use Definition A.25 to avoid problem (a) above.
Suppose we want to choose some smooth data δi on V˙ i for i ∈ I with δj |V˙ ij ≡
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δi ◦ φ˙ij when j 6 i in I. Then, what we actually do is to choose δi on V˙ i by
induction on increasing i ∈ I, with δj |V˙ ij ≡ δ
i ◦ φ˙ij for all j < i in I, such that
δi extends smoothly to an open neighbourhood U i of the closure V˙ i of V˙ i in V i.
Thus, in the inductive step where we choose δi, we have prescribed values for δi
on the subsets φij(V˙ ij) of V i for j < i in I. The prescribed values are consistent
on the overlaps φij(V˙ ij) ∩ φik(V˙ ik) for k < j < i because δk|V˙ jk ≡ δ
j ◦ φ˙jk.
Since φij(V˙ ij) ⊆ φij(V ij) as in Definition A.25, we see that φij(V˙ ij) =
φij(V˙ ij) ⊆ φij(V ij ∩ U j). As δj extends smoothly to U j , it follows that the
prescribed values for δi on φij(V˙ ij) extend smoothly to φij(V˙ ij) in V i, and
thus, to a neighbourhood of φij(V˙ ij) in V i. This overcomes problem (a).
Here is how we deal with problem (b) above. In choosing data such as a
tent function T i on V˙ i, the values of T i only really matter near V˙ i ∩ (si)−1(0),
since this is the part of V˙ i identified with X . So we can use compactness of X
to control the T i near the V˙ i ∩ (si)−1(0), and then take T i to be constant away
from V˙ i ∩ (si)−1(0), for instance.
Note that when we apply Definition A.25 we must choose some ϑ > 0,
which must be chosen small enough that X =
⋃
i∈I Im ψ˙
i. When we do this in
Appendices B and C, we will generally be working not with one X,f , (I,η) but
with a finite collection of Xa,fa, (Ia,ηa) for a ∈ A. We choose the same ϑ for
all a ∈ A, and make it small enough that Xa =
⋃
i∈Ia
Im ψ˙ia for all a ∈ A, which
is possible as A is finite.
A.3.2 The definition of tent functions on Kuranishi chains
Definition A.27. Let X be a compact Kuranishi space, Y an orbifold, f :
X → Y be strongly smooth, and either G be gauge-fixing data for (X,f), or
G be effective gauge-fixing data for (X,f). Then G or G includes an excellent
coordinate system (I,η) for (X,f), where I = (I, (V i, Ei, si, ψi) : i ∈ I, . . .).
Let (I˙ , η˙) be as in Definition A.25, where I˙ = (I, (V˙ i, E˙i, s˙i, ψ˙i) : i ∈ I, . . .),
depending on the choice of some small ϑ > 0.
A tent function for (X,f ,G) or (X,f ,G) is T = (T i : i ∈ I), where T i :
V˙ i → F
(
[1,∞)
)
is a tent function on the orbifold V˙ i for each i ∈ I, such
that T i extends to a tent function on an open neighbourhood of the closure
V˙ i of V˙ i in V i, and if j 6 i in I then minT j|V˙ ij ≡ minT
i ◦ φ˙ij , and the
submanifolds S{i1,...,il} of Definition A.1 for T
i intersect φ˙ij(V˙ ij) transversely in
V˙ i wherever ti1(u) = minT
i(u). When V˙ i is an orbifold, this last condition must
be expressed in orbifold charts, as follows. Suppose (U,Γ, φ) is an orbifold chart
for V˙ i. Since φ˙ij(V˙ ij) is an embedded suborbifold of V˙ i, V = (φ◦π)−1
(
φ˙ij(V˙ ij)
)
is a submanifold of U . By Definition A.19, T i ◦ φ ◦ π : U → F
(
[1,∞)
)
is a tent
function on the manifold U . We require that each of the submanifolds S{i1,...,il}
of U given in Definition A.1 for T = T i ◦ φ ◦ π should intersect V transversely
wherever ti1(u) = minT
i ◦ φ ◦ π(u).
If T , T˜ are tent functions for (X,f ,G) or (X,f ,G) then we write minT =
min T˜ if minT i ≡ min T˜ i on V˙ i for all i ∈ I. If T = (T i : i ∈ I) is a tent function
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for (X,f ,G) or (X,f ,G) then T |∂X =
(
T i−1∂ = T
i|∂V˙ i : i ∈ I, ∂V
i 6= ∅
)
is
a tent function for (∂X,f |∂X ,G|∂X) or (∂X,f |∂X ,G|∂X). Often, given some
tent function T ′ for (∂X,f |∂X ,G|∂X), we will wish to construct a tent function
T for (X,f ,G) with min
(
T |∂X
)
= minT ′.
For tent functions T on an oriented manifold or orbifold X , we defined an
oriented manifold or orbifold ZX,T in (186), with ∂ZX,T given by (187). Here
are analogues of these for tent functions on (effective) Kuranishi chains.
Definition A.28. Suppose X is a compact Kuranishi space, Y an orbifold,
f : X → Y strongly smooth, and G (or G) is (effective) gauge-fixing data for
(X,f). Let T be a tent function for (X,f ,G) or (X,f ,G). Since the continuous
functions min T i : V˙ i → [1,∞) for i ∈ I satisfy minT i ◦ φ˙ij ≡ minT j|V˙ ij , they
induce a unique continuous function minT : X → [1,∞) with minT ◦ ψ˙i ≡
minT i|(s˙i)−1(0) for i ∈ I. As in (186), define ZX,T as a compact topological
space by
ZX,T =
{
(t, x) ∈ [0,∞)×X : t 6 min T (x)
}
.
We will define an oriented Kuranishi structure on ZX,T and (effective) gauge-
fixing data HX,T or HX,T for (ZX,T ,f ◦ pi), where pi : ZX,T → X is the
projection. Set J = {i+ 1 : i ∈ I}. For each i ∈ I, define
W i+1 = [0, 12 )×V
i∐
{
(t, v) ∈ [ 12 ,∞)×V˙
i : t 6 minT i(v)
}
⊂ V i×[0,∞). (209)
Then W i+1 is an orbifold with g-corners, as T i : V˙ i → F
(
[1,∞)
)
is a tent
function, by the orbifold version of Proposition A.2. Write πV i : W
i+1 → V i
for the projection. Define an orbifold vector bundle F i+1 → W i+1 by F i+1 =
π∗V i(E
i), a section ti+1 of F i+1 by ti+1 = si ◦ πV i , and a continuous map
ξi+1 : (ti+1)−1(0) → ZX,T by ξ
i+1(t, v) = (t, ψi(v)). Define a smooth map
gi+1 : W i+1 → Y by gi+1(t, v) = f i(v). Then (W j , F j , tj, ξj) for j ∈ J are
Kuranishi neighbourhoods on ZX,T .
If j 6 i in I, define an open subset W (i+1)(j+1) in W j+1 by W (i+1)(j+1) =
W j+1 ∩
(
[0,∞)×V ij
)
, and define a coordinate change (ψ(i+1)(j+1), ψˆ(i+1)(j+1))
from (W (i+1)(j+1), . . . , ξj+1|W (i+1)(j+1) ) to (W
i+1, . . . , ξi+1) by ψ(i+1)(j+1)(t, v)
= (t, φij(v)) and ψˆ(i+1)(j+1)(t, e) = (t, φˆij(e)). The condition in Definition A.27
that the S{i1,...,il} for T
i should intersect φ˙ij(V˙ ij) transversely in V˙ i ensures that
ψ(i+1)(j+1) is compatible with boundaries and g-corners, as in Definition 2.18(a).
Since X is an oriented Kuranishi space, [0,∞)×X is an oriented Kuranishi
space. It is now easy to check that there is a unique oriented Kuranishi structure
on ZX,T such that ZX,T is a Kuranishi subspace of [0,∞) × X , with natural
strongly smooth map pi : ZX,T → X induced by the projection [0,∞)×X → X ,
and J =
(
J, (W j , F j , tj , ξj), gj : j ∈ J , (W jk, ψjk, ψˆjk) : k 6 j ∈ J
)
is a very
good coordinate system for (ZX,T ,f ◦ pi).
207
For i, j ∈ I, define continuous ζi+1 : ZX,T → [0, 1], ζ
j+1
i+1 :W
j+1 → [0, 1] by
ζi+1(t, x) =
{
(1 − 2t)ηi(x) + 2tη˙i(x), t ∈ [0,
1
2 ),
η˙i(x), t >
1
2 ,
ζj+1i+1 (t, v) =
{
(1− 2t)ηji (v) + 2tη˙
j
i (v), t ∈ [0,
1
2 ),
η˙ji (v), t >
1
2 .
(210)
Write ζ = (ζj : j ∈ J , ζ
k
j : j, k ∈ J). Since (I,η) and (I˙, η˙) are both really
good coordinate systems for (X,f), one can show that (J , ζ) is a really good
coordinate system for (ZX,T ,f ◦ pi).
Let (Jˇ , ζˇ) be the excellent coordinate system for (ZX,T ,f ◦ pi) constructed
from (J , ζ) by Algorithm 3.16. Then Wˇ j is an open subset of W j for each
j ∈ J . As (I,η) is excellent, no pieces of [0, 12 ) × V
i ⊆ W i+1 are discarded, so
[0, 12 )× V
i ⊆ Wˇ i+1 for all i ∈ I. This implies Jˇ = J = {i+ 1 : i ∈ I}.
If we have gauge-fixing data G for (X,f), define Hi+1 : Wˇ i+1 → P for each
i ∈ I by Hi+1(t, v) = Gi(v) if t = 0, and Hi+1(t, v) = Sn+1(t, x1, . . . , xn) if
t > 0 and Gi(v) = Sn(x1, . . . , xn), and writeHZ,T =
(
(Jˇ , ζˇ), Hj : j ∈ Jˇ
)
. If we
have effective gauge-fixing data G for (X,f), define Hi+1 : Wˇ i+1 → P for each
i ∈ I by Hi+1(t, v) = Gi(v) if t = 0, and Hi+1(t, v) = (t, x1, . . . , xn) if t > 0
and Gi(v) = (x1, . . . , xn), and write HZ,T =
(
(Jˇ , ζˇ), Hj : j ∈ Jˇ
)
. Then HZ,T
or HZ,T is (effective) gauge-fixing data for (ZX,T ,f ◦ pi).
If T , T˜ are tent functions for (X,f ,G) or (X,f ,G) and minT = min T˜
then ZX,T ,pi and HX,T or HX,T coincide with ZX,T˜ ,pi,HX,T˜ or HX,T˜ .
Here is the analogue of Proposition A.2. The proof is straightforward.
Proposition A.29. In Definition A.28 we have
∂
[
ZX,T ,f ◦ pi,HX,T
]
= −
[
Z∂X,T |∂X ,f |∂X ◦ pi,H∂X,T |∂X
]
− [X,f ,G] +
∑
c∈C [Xc,fc,Gc],
(211)
∂
[
ZX,T ,f ◦ pi,HX,T
]
= −
[
Z∂X,T |∂X ,f |∂X ◦ pi,H∂X,T |∂X
]
− [X,f ,G] +
∑
c∈C [Xc,fc,Gc],
(212)
in KC∗(Y ;R) and KC
ef
∗ (Y ;R). Here C is a finite indexing set and (Xc,f c,Gc)
for c in C in (211) are the connected components (in the sense of Lemma 3.7)
of
(
∂ZX,T ,f ◦ pi|∂ZX,T ,HX,T |∂ZX,T
)
which meet (0,∞) × X◦, and similarly
for (Xc,f c,Gc) in (212). For each c ∈ C, pi|Xc : Xc → X is an orientation-
preserving immersion of Kuranishi spaces which is an embedding on X◦c , with
X =
⋃
c∈C π(Xc), and π(X
◦
c ) ∩ π(X
◦
c′) = ∅ for all c 6= c
′ in C.
We think of this as cutting X into finitely many pieces π(Xc) for c ∈ C.
A.3.3 Cutting a Kuranishi chain into arbitrarily small pieces
We now generalize §A.1.2 to Kuranishi chains. Here are analogues of Definitions
A.3 and A.20 and Propositions A.4 and A.21.
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Definition A.30. Suppose X is a compact Kuranishi space, Y an orbifold,
f : X → Y strongly smooth, and G (or G) is (effective) gauge-fixing data for
(X,f). Let I = (I, (V i, Ei, si, ψi) : i ∈ I, . . .) and I˙ = (I, (V˙ i, E˙i, s˙i, ψ˙i) : i ∈
I, . . .) be as in Definition A.27.
In the following, when we choose some data on V˙ i and require that it should
extend to an open neighbourhood U i of V˙ i in V i, we do not mean a fixed
neighbourhood U i, but a different U i each time. We should think of U i as
getting smaller each time it is used in an inductive proof, so that in effect we
are choosing a series of neighbourhoods U i1, U
i
2, U
i
3, . . . with
V i ⊇ U i1 ⊇ U
i
1 ⊇ U
i
2 ⊇ U
i
2 ⊇ U
i
3 ⊇ U
i
3 ⊇ · · · ⊇ V˙
i ⊇ V˙ i.
This convention eliminates problems about extending data from U i to U i.
By induction on increasing i ∈ I, choose a Riemannian metric gi on V˙ i
which extends to a neighbourhood U i of V˙ i in V i, such that whenever j 6 i in
I we have (φij)∗(gi) ≡ gj on V ij∩U j ∩(φij)−1(U i), and φij(V ij) is geodesically
closed in (U i, gi). This is possible as in Remark A.26. These conditions imply
that the metrics di, dj on V˙ i, V˙ j induced by gi, gj satisfy (φij)∗(di) ≡ dj on V˙ ij ,
for small distances, and φij maps gj-geodesic segments in V˙ ij to gi-geodesics
in V˙ i.
In Definition A.20, to construct tent functions T on an orbifold X , we in-
troduced a finite system of orbifold charts on X , but the only way in which
we used them was to determine injectivity-radius-type smallness conditions on
ǫ > 0. We need to do the same here, but for simplicity we will not go into
detail. In brief, for each i ∈ I we choose a finite system of orbifold charts on the
orbifold U i ⊆ V i which cover the compact subset V˙ i ∩ (si)−1(0), but need not
cover the possibly noncompact orbifold U i. Then we choose ǫ > 0 sufficiently
small such that the conditions of Definition A.20 hold for these charts on U i
with metric gi, for all i ∈ I.
Now choose finite subsets {pi1, . . . , p
i
Ni} in V˙
i for each i ∈ I satisfying:
(a) V˙ i ∩ (si)−1(0) ⊆
⋃Ni
b=1B
i
ǫ(p
i
b), where B
i
r(p) is the open ball of radius r
about p in (U i, gi).
(b) φij
(
{pj1, . . . , p
j
Nj} ∩ V˙
ij
)
= {pi1, . . . , p
i
Ni} ∩ φ
ij(V˙ ij) for all j < i in I.
(c) {pi1, . . . , p
i
Ni} \
⋃
j∈J:j<i φ
ij(V˙ ij) is generic amongst finite subsets of V˙ i,
for all i ∈ I.
(d) if j < i in I and v ∈ V˙ ij ⊆ V˙ j , then either dj(pjb, v) > ǫ for all b =
1, . . . , N j with pjb /∈ V˙
ij , or there exists pjc ∈ V˙
ij for some c = 1, . . . , N j
such that dj(pjc, v) < d
j(pjb, v) for all b = 1, . . . , N
j with pjb /∈ V˙
ij .
(e) if j < i in I and v ∈ φij(V˙ ij) ⊆ V˙ i, then either di(pib, v) > ǫ for all
b = 1, . . . , N i with pjb /∈ φ
ij(V˙ ij), or there exists pic ∈ φ
ij(V˙ ij) for some
c = 1, . . . , N i such that di(pic, v) < d
i(pib, v) for all b = 1, . . . , N
i with pjb /∈
φij(V˙ ij).
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Here is one way to do this. For each subset ∅ 6= J ⊆ I, let j = min J , and
choose a finite subset
SJ ⊂
⋂
i∈J
V˙ ij \
⋃
k∈I:k<j
φjk(V˙ jk) ⊆ V˙ j (213)
such that
(sj)−1(0) ∩
⋂
i∈J
V˙ ij ⊆
⋃
p∈SJ
Bjǫ (p), (214)
where in (214), the closure is taken in U j , and balls Bjǫ (p) are in (U
j , gj). It is
possible to choose such a finite set as the left hand side of (214) is compact, and
is also contained in the closure of the right hand side of (213), since the deletions
φjk(V˙ jk) have strictly smaller dimension than V˙ j , so they do not change the
closure. Then for each i ∈ I, define
{pi1, . . . , p
i
Ni} =
⋃
sets J with i ∈ J ⊆ I:
set j = minJ
φij(SJ ).
Then conditions (a),(b) above hold automatically. For (c), it is enough to
take each SJ to be generic amongst such subsets. For (d),(e) we have to work a
bit harder. Basically we should choose the SJ by induction on |J |, and when we
choose SK with k = minK, we should ensure that for all ∅ 6= J ⊂ K with J 6= K
and j = min J , each point of φjk
(⋂
i∈K V˙
ik
)
is either distance at least ǫ from
each point of SJ (which was chosen in a previous inductive step), or is closer to
some point of φjk(SK) than to any point of SJ . This is possible if the points in
SK are sufficiently close together. But to deal with some noncompactness issues
we may need to make ǫ smaller, and to require the points in SJ to be close to
(sj)−1(0), so that we are really working in a compact subset of U j.
Following (205), define T i : V˙ i → F
(
[1,∞)
)
for each i ∈ I by
T i(v)=
{
1+l2 : l ∈ [0, 2ǫ), there exists a geodesic segment of length l
in (V˙ i, gi) with end points v and pib, some b = 1, . . . , N
i
}
∪{1+ǫ2}.
(215)
Then by a very similar proof to Proposition A.21, T i is a tent function on
V˙ i. We added the extra branch 1 + ǫ2 in (215) because the balls Biǫ(p
i
b) for
b = 1, . . . , N i need not cover V˙ i, but only V˙ i ∩ (si)−1(0), so without including
1 + ǫ2 we might have T i(v) = ∅, which is not allowed.
Let j 6 i in I. Then (d) above implies that minT j|V˙ ij is the same whether
we compute it using all of pj1, . . . , p
j
Nj , or only those p
j
b lying in V˙
ij . Part (e)
implies minT i|φ˙ij(V˙ ij) is the same whether we compute it using all of p
i
1, . . . , p
i
Ni ,
or only those pib lying in φ˙
ij(V˙ ij). Part (a), (φij)∗(gi) ≡ gj on V˙ ij , and φij(V˙ ij)
geodesically closed in (V˙ i, gi), imply that minT j|V˙ ij computed using only p
i
b in
φ˙ij(V˙ ij) agrees with minT i|φ˙ij(V˙ ij) computed using only p
i
b in φ˙
ij(V˙ ij) under
φ˙ij . Therefore minT i ◦ φ˙ij ≡ minT j|V˙ ij , as we have to prove.
It remains only to verify the condition in Definition A.27 that the subman-
ifolds S{i1,...,il} of Definition A.1 for T
i intersect φ˙ij(V˙ ij) transversely in V˙ i
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wherever ti1(u) = minT
i(u). Part (e) above implies that any branch of tk of
T i on φ˙ij(V˙ ij) with tk(u) = minT
i(u) comes either from a point pib in φ˙
ij(V˙ ij),
or the extra branch 1 + ǫ2 in (215); we cannot get such branches tk from p
i
c in
V˙ i \ φ˙ij(V˙ ij). Using this and the genericness condition (c), one can show that
the S{i1,...,il} intersect φ˙
ij(V˙ ij) transversely. This proves that T = (T i : i ∈ I)
is a tent function for (X,f ,G) or (X,f ,G).
Proposition A.31. In Definition A.30, if Ic =
(
Ic, (V
i
c , . . . , ψ
i
c) : i ∈ Ic, . . .
)
is the very good coordinate system for (Xc,fc) in Gc or Gc in Proposition
A.29, then by construction Ic ⊆ I and pi : Xc → X lifts to natural embeddings
π : V ic → V˙
i for i ∈ Ic. For each i ∈ Ic there is a unique bi,c = 1, . . . , N i with
pibi,c ∈ π(V
i
c ), and π(V
i
c ) ⊆ B
i
ǫ(p
i
bi,c). If j = min Ic then for each i ∈ Ic we have
pjbj,c ∈ V˙
ij and pibi,c = φ˙
ij(pjbj,c).
By taking ǫ > 0 sufficiently small we can choose T to make the Xc and V
i
c
‘arbitrarily small’, in the sense that given open covers {Uj : j ∈ J} for X and
{U ij : j ∈ J
i} for V˙ i ⊆ V i for each i ∈ I, we can choose T such that for all
c ∈ C there exists j ∈ J with π(Xc) ⊆ Uj , and for all i ∈ Ic there exists j ∈ J i
with π(V ic ) ⊆ U
i
j .
In the case of effective gauge-fixing data G,H,Gc the Kuranishi space Xc
has trivial stabilizers for all c ∈ C, and the V ic are manifolds for all i ∈ Ic.
Proof. The first part follows quickly from the construction. To make sense
of it, note that W i+1 in (209) has boundary composed of {0} × V i, and a
portion lying over ∂V i, and a connected component for each pib, b = 1, . . . , N
i,
and possibly also a piece from the branch 1 + ǫ2 in (215). However, when we
apply Algorithm 3.16 and pass to Wˇ i+1, we discard boundary components not
intersecting (ti+1)−1(0). This includes the whole of the piece from the branch
1 + ǫ2, since Definition A.30(a) implies that minT i < 1 + ǫ2 on (si)−1(0) ∩ V˙ i.
It may also include some components from the pib. Hence ∂Wˇ
i+1 is the union
of {0} × V i, a portion lying over ∂V i, and a component associated to pib for
a subset of b ∈ {1, . . . , N i}. Definition A.30(b) then implies that the Xc for
c ∈ C must correspond to points pibi,c as in the proposition. In particular, no
Xc corresponds to the branch 1 + ǫ
2 in (215).
For the second part, note that each π(V ic ) is contained in B
i
ǫ(p
i
bi,c) and
intersects (si)−1(0) ∩ V˙ i, and (si)−1(0) ∩ V˙ i is compact. Given any open cover
{U ij : j ∈ J
i} for V˙ i, as (si)−1(0) ∩ V˙ i is compact, if ǫ > 0 is sufficiently small
then every ball of radius ǫ intersecting (si)−1(0) ∩ V˙ i must lie in U ij for some
j ∈ J i. Hence, if ǫ > 0 is sufficiently small then each π(V ic ) lies in some U
i
j . For
X we use a similar argument, noting that π(Xc) has diameter at most 2ǫ in the
metric on X obtained by gluing together the metrics ψi∗(d
i) on Imψi ⊆ X for
i ∈ I. For the last part, as G is effective gauge-fixing data the V i are effective
orbifolds, so the V ic are manifolds as in Proposition A.21, and thus Xc has trivial
stabilizers as StabXc(p) = StabV ic (v) = {1} for p in Xc and v in (s
i
c)
−1(0) ⊆ V ic
with p = ψic(v).
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A.3.4 Piecewise smooth extensions on Kuranishi chains
We extend §A.1.4 to Kuranishi chains. Here is our analogue of Definition A.9.
Definition A.32. Suppose X is a compact Kuranishi space, Y an orbifold,
f : X → Y strongly smooth, and G (or G) is (effective) gauge-fixing data for
(X,f). Let I = (I, (V i, Ei, si, ψi) : i ∈ I, . . .) and I˙ = (I, (V˙ i, E˙i, s˙i, ψ˙i) : i ∈
I, . . .) be as in Definition A.27.
We will choose a smooth vector field vi on V i for each i ∈ I such that:
(a) vi is nonzero and inward pointing at every point of ∂V i.
(b) For any x0 ∈ V i, there exists a smooth path x : [0,∞) → V i such that
x(0) = x0 and
dx
dt (t) = v
i|x(t) for all t ∈ [0,∞). That is, v
i is a complete
vector field on V i. This implies that exp(tvi) : V i → V i is a well-defined
smooth embedding for all t > 0.
(c) There exist open neighbourhoods U i of V˙ i in V i for each i ∈ I, such that
whenever j 6 i in I we have φij∗ (v
j) ≡ vi on φij(V ij ∩ U j) ∩ U i.
(d) The U i in (c) have the following property: if x ∈ V i and exp(tvi) ∈ V˙ i
for some t ∈ [0, 2], then x ∈ U i.
Before doing this, we pause to explain the issues involved. One of our prob-
lems is ensuring that the exponential maps exp(tvi) : V i → V i are well-defined,
at least where we need them. If X is a compact orbifold without boundary and
v is a smooth vector field on X then exp(tv) : X → X is a well-defined diffeo-
morphism for all t ∈ R. If X is a compact orbifold with boundary or (g-)corners
and v is a vector field on X then exp(tv) : X → X is a well-defined embedding
for all t > 0 provided v is inward-pointing along ∂X .
However, if X is a noncompact orbifold and v a vector field on X then
conditions for exp(tv) : X → X to exist for t > 0 are more complicated. In
effect, X has two kinds of boundary: the usual boundary ∂X , along which v
must be inward-pointing for exp(tv) to exist, plus some noncompact ends, which
we think of as being ‘at infinity’ in X . If some flow-line of v in X goes to infinity
in finite time, then exp(tv) does not exist for t > 0. For instance, if X = R then
v = ∂∂x is complete, with exp(tv) : x 7→ x+ t, but v = x
2 ∂
∂x is not complete, as
the flow-line t 7→ (1 − t)−1 of v for t ∈ [0, 1) goes to infinity in finite time. To
avoid this kind of behaviour we have to ensure that |v| does not grow too quickly
near infinity in X , so that flow-lines of v can only go to infinity in infinite time.
Unfortunately, this issue of completeness of vector fields causes difficulties
with compatibility of vi, vj under φij . In general, if vi, vj are to be compatible
on U i, U j as in (c), we cannot also choose vi, vj to be complete on U i, U j ,
because as vj must grow slowly near the noncompact boundary of U j, we find
that the limit of φij∗ (v
j) at any point of φij(V ij ∩ U j) \ φij(V ij ∩ U j) must be
zero, so vi must be zero there by continuity, but this could contradict vi being
nonzero at boundary points in (a). Therefore we make vi complete on V i but
not on U i. Part (d) will be used later to ensure that the tent functions T i on V˙ i
we construct using vi satisfy minT j|V˙ ij ≡ minT
i ◦ φ˙ij , as in Definition A.27.
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Next we explain how to choose vi, U i satisfying (a)–(d). Firstly, for each
fixed i ∈ I, here is a way of constructing vi satisfying (a),(b). Choose some
Riemannian metric gi on V i. For each x ∈ V i, define f i(x) = sup
{
ǫ ∈ (0, 1] :
B
i
ǫ(x) is a compact subset of V
i
}
, where B
i
ǫ(x) is the closed ball of radius ǫ
about x in (V i, gi). Then f i(x) is the minimum of 1 and the ‘distance d(x,∞)
from x to infinity in V i’, measured using gi, and f i : V i → (0, 1] is continuous.
Let vi be a vector field on V i which is nonzero and inward pointing at
every point of ∂V i. Then a sufficient condition for vi to satisfy (b) is that
|vi(x)| 6 Cf i(x) for some C > 0 and all x ∈ V i, where |vi(x)| is computed
using gi. This is because if d(x,∞) = ∞ then as flow of v moves at speed
at most C then it must take infinite time to reach infinity, and if d(x,∞) is
finite then log d(x,∞) decreases with speed at most C, so log d(x,∞)→ −∞ in
infinite time, and the flow of v takes infinite time to reach infinity in V i.
Thus, given any vi satisfying (a), which are easy to make by joining local
choices together by a partition of unity, we can make it satisfy (b) as well by
multiplying it by a smooth function F : V i → (0, 1] which approaches zero
sufficiently fast at infinity that |F (x)vi(x)| 6 Cf i(x) for all x ∈ V i and some
C > 0. Note too that if vi satisfies (a),(b) and F : V i → (0, 1] is smooth then
Fvi also satisfies (a),(b), since the flow-lines of Fvi are just the flow-lines of
vi reparametrized to move more slowly, so they still must take infinite time to
reach infinity in V i.
Secondly, by induction on increasing i ∈ I, we choose vi, U i for each i ∈ I
satisfying (a)–(c). In the inductive step, having chosen vj , U j for all j < i,
choosing smooth vi, U i satisfying (c) is possible as in Remark A.26, making the
U j for j < i smaller if necessary as in Definition A.30. To choose vi to satisfy
(a) is also possible, since the prescribed values φij∗ (vj) for φij(V ij ∩ U j) ∩ U i
satisfy (a) by (a) for vj , and (a) is an open convex condition. To make vi
satisfy (b) as well, we make some initial choice not necessarily satisfying (b),
and then multiply it by some smooth function F : V i → (0, 1] which is 1 on
φij(V ij ∩U j)∩U i for each j < i in I and decreases sufficiently fast near infinity
in V i. For portions of φij(V ij∩U j)∩U i which go to infinity in V i, the prescribed
values for vi are already complete by (b) for vj , so it is not necessary to make
vi smaller there.
Finally, having chosen vi, U i for i ∈ I satisfying (a)–(c) but not necessarily
(d), we fix these U i, and choose some smooth functions F i : V i → (0, 1] for
i ∈ I with F i ◦φij ≡ F j on V ij ∩U j ∩ (φij)−1(U i), such that v˜i = F ivi for i ∈ I
satisfy (d) with the given U i. This holds provided F i is sufficiently small; what
we need is that the flow of −v˜i = −F ivi cannot start in V˙ i and reach V i \ U i
within time 2. Hence we can choose vi, U i for i ∈ I satisfying (a)–(d) above.
We now continue the argument of Definition A.9. Write V i1 = exp(v
i)V i
and V i2 = exp(2v
i)V i. Then V i1 , V
i
2 are embedded submanifolds of (V
i)◦, and
exp(vi) : V i → V i1 , exp(2v
i) : V i → V i2 are diffeomorphisms. The inclusion
ιi : ∂V i2 → V
i is an immersion, with closed image. As for Y in Definition A.9,
for each i ∈ I we extend ∂V i2 to an (i − 1)-orbifold Y
i without boundary, with
∂V i2 ⊂ Y a closed embedded (i − 1)-submanifold, and extend ι
i : ∂V i2 → V
i to
213
an immersion ιi : Y i → V i satisfying Definition A.9(i)–(v) with vi, V i, V i1 , V
i
2 in
place of v,X,X1, X2, and where we only need (iii) to hold locally in V
i, that
is, such a bound M should exist for each compact subset of V i. In addition, we
require the Y i, ιi to be compatible with coordinate changes φij , in the sense that
if j < i in I then defining Y ij = (ιj)−1
(
V ij ∩U j ∩ (φij)−1(U i)
)
, and open set in
Y j , there should exist an embedding ψij : Y ij → Y i such that ιi ◦ψij ≡ φij ◦ ιj
on Y ij . By Remark A.26 and the proof in Definition A.9, we can choose such
Y i, ιi for all i ∈ I. As in (192), define T i : V˙ i → F
(
[1,∞)
)
by
T i(x) =
{
2
}
∪
{
3− t : t ∈ (0, 2], exp(tvi)x ∈ ιi(Y i)
}
(216)
for each i ∈ I. Write T = (T i : i ∈ I).
The proof of Proposition A.10 shows that T i is a tent function on V˙ i for
each i ∈ I. It extends to a tent function on V i also given by (216), so T i
certainly extends to a tent function on an open neighbourhood of V˙ i in V i.
The construction implies that if j 6 i in I then T j|V˙ ij ≡ T
i ◦ φ˙ij , and thus
minT j|V˙ ij ≡ minT
i ◦ φ˙ij . Note that we use (d) above to prove this: (216) and
(d) imply that for each x ∈ V˙ ij , T j(x) depends only on the values of vj on U j ,
rather than on the whole of V j , and then (c) shows that computing T j(x) in
V j is equivalent to computing T i ◦ φ˙ij(x) in V i.
The suborbifolds S{i1,...,il} of Definition A.1 for T
i are all locally either the
images of some codimension k corner of V i under the flow of vi, or the intersec-
tion of such an image with ιi(Y i). Since φ˙ij : V˙ ij → V˙ i is an embedding which
takes vj to vi, it follows that the S{i1,...,il} for T
i intersect φ˙ij(V˙ ij) transversely.
Hence T is a tent function for (X,f ,G) or (X,f ,G) by Definition A.27.
We can also combine Definitions A.12 and A.32 to extend a tent function
for (∂X,f |∂X ,G|∂X) to one for (X,f ,G).
Definition A.33. Let X be a compact Kuranishi space, Y an orbifold, f :
X → Y strongly smooth, and G or G (effective) gauge-fixing data for (X,f ).
Suppose T ′ is a tent function for (∂X,f |∂X ,G|∂X) or (∂X,f |∂X ,G|∂X) such
that min(T ′)|∂2X is invariant under the natural involution σ : ∂
2X → ∂2X .
That is, for I = (I, (V i, Ei, si, ψi) : i ∈ I, . . .) in G or G, for each i ∈ I
the tent function T ′ gives a tent function T ′(i−1) on ∂V˙ i, and we require that
minT ′(i−1)|∂2V˙ i should be invariant under the involution σ : ∂
2V˙ i → ∂2V˙ i. For
simplicity, suppose also that minT ′(i−1) is bounded above on ∂V˙ i for all i ∈ I.
This holds automatically in all our constructions.
We will construct a tent function T for (X,f ,G or G) with min
(
T |∂X
)
=
minT ′. Choose vi, U i, Y i, ιi for i ∈ I as in Definition A.32. Then we have
a diffeomorphism exp(2vi) : ∂V i → ∂V i2 , so that T
′(i−1) ◦ exp(2vi) is a tent
function on exp(2vi)(∂V˙ i) ⊆ ∂V i2 ⊆ Y
i. Extend T ′(i−1) ◦ exp(2vi) to a tent
function T ′′(i−1) on an open neighbourhood Y ′i of exp(2vi)(∂V˙ i) in Y i, relaxing
the condition minT ′′(i−1) > 1. We require too that minT ′′(i−1) should be
bounded above on Y ′i. This is possible, as minT ′(i−1) is bounded above.
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Choose D > 1 such that minT ′′(i−1) < D on Y ′i for all i ∈ I. As in (195),
define T i : V˙ i → F
(
[1,∞)
)
by
T i(x) =
{
D
}
∪
{
u+ θ(2 − t) : t ∈ (0, 2], y ∈ Y ′i, u ∈ T ′′(i−1)(y),
exp(tvi)x = ιi(y)
}
,
(217)
where θ > D − 1 is chosen large enough to satisfy conditions in Proposition
A.13 for each i ∈ I. Actually, because of the noncompactness of V˙ i it may
not be possible to choose θ sufficiently large everywhere. We can deal with
this by replacing θ by smooth functions θi : V˙ i → (D − 1,∞) for i ∈ I with
θi ◦ φ˙ij ≡ θj |V˙ ij for j < i in I, which are sufficiently large locally in V˙
i.
The proof of Proposition A.13 now shows that T i is a tent function on V˙ i
for each i ∈ I, with min
(
T i|∂V˙ i
)
≡ minT ′(i−1). It extends to a tent function
on an open neighbourhood of V˙ i in V i, given by the same formula (217). For
j < i in I we find as in Definition A.32 that minT j|V˙ ij ≡ minT
i ◦ φ˙ij , and the
S{i1,...,il} for T
i intersect φ˙ij(V˙ ij) transversely. Therefore T = (T i : i ∈ I) is a
tent function for (X,f ,G) or (X,f ,G), with min
(
T |∂X
)
= minT ′.
Analogues of Definition A.8 and Propositions A.10, A.11, A.13 and A.14
hold for T in Definitions A.32 and A.33, so that we have a well-defined no-
tion of piecewise strongly smooth functions subordinate to a tent function T on
(X,f ,G), for which an Extension Principle holds. We will not write these out,
as they are cumbersome to state. However, Step 2 of the proof of Theorem
4.8 in §B.2 depends on this piecewise smooth Extension Principle for effective
Kuranishi chains, so we will discuss some of the ideas there.
A.3.5 Cutting into small pieces with boundary conditions
Section A.1.5 combined §A.1.2 and §A.1.4 to define tent functions T cutting
a compact manifold X into arbitrarily small pieces, with boundary conditions
minT |∂X ≡ minT ′ over ∂X . We now combine §A.3.3 and §A.3.4 to do the same
thing for Kuranishi chains. Here is our analogue of Definition A.15.
Definition A.34. Let X,Y,f ,G or G and T ′ be as in Definition A.33. We
will construct a tent function T for (X,f ,G or G) with min
(
T |∂X
)
= minT ′,
such that the pieces Xc in (211)–(212) can be made ‘arbitrarily small’, subject
to the boundary conditions T ′.
Choose metrics gi on U i ⊃ V˙ i for i ∈ I, ǫ > 0, finite subsets {pi1, . . . , p
i
Ni} in
V˙ i for i ∈ I, as in Definition A.30, with the extra condition that pic ∈ (V˙
i)◦ for
all i, c. Choose vi, U i, Y i, ιi for i ∈ I as in Definition A.32. Choose Y ′i, T ′′(i−1)
for i ∈ I and D > 1, θ > D − 1 or θi : V˙ i → (D − 1,∞) as in Definition A.33.
Make θ, or the functions θi for i ∈ I, larger if necessary so that θ > D+ ǫ2 − 1,
and an analogue of the condition 1 + θζ‖v‖C0 > D in Definition A.15 holds
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locally in V˙ i. Combining (204), (215) and (217), define T i : V˙ i → F
(
[1,∞)
)
by
T i(v)=
{
D+l2 : l ∈ [0, 2ǫ), there exists a geodesic segment of length l
in (V˙ i, gi) with end points v and pib, some b = 1, . . . , N
i
}
∪{D+ǫ2}∪{
u+ θ(2− t) : t ∈ (0, 2], y ∈ Y ′i, u ∈ T ′′(i−1)(y), exp(tvi)x = ιi(y)
}
,
(218)
for each i ∈ I. Write T = (T i : i ∈ I).
The proofs of Propositions A.16, A.31 and Definitions A.30, A.33 then yield:
Theorem A.35. In Definition A.34, T is a tent function for (X,f ,G) or
(X,f ,G), with min
(
T |∂X
)
= minT ′.
Let Xc,fc,Gc for c ∈ C be as in Proposition A.29 for ZX,T , and X
′
c′ ,f
′
c′ ,
G′c′ for c
′ ∈ C′ be as in Proposition A.29 for Z∂X,T ′ . Then we can take C
′ ⊆ C,
such that for each c′ ∈ C′ there is a natural identification between (X ′c′ ,f
′
c′ ,G
′
c′)
and a component of (∂Xc′ ,fc′ |∂Xc′ ,Gc′ |∂Xc′ ). For c ∈ C\C
′, the Xc correspond
to points pibi,c as in Proposition A.31. The same holds for Gc,G
′
c′ .
By taking ǫ > 0 sufficiently small and θi for i ∈ I sufficiently large, we can
choose T to make the Xc and V
i
c ‘arbitrarily small’, given the X
′
c′ , V
′i
c′ which
are already fixed. That is, given an open cover {Uj : j ∈ J} for X such that for
all c′ ∈ C′ there exists j ∈ J with π′(X ′c′) ⊆ Uj , then we can choose T so that
for all c ∈ C there exists j ∈ J with π(Xc) ⊆ Uj , and similarly for the V ic , V
′i
c′ .
In the case of effective gauge-fixing data G,H,Gc, if the X
′
c′ have trivial
stabilizers and the V ′ic′ are manifolds for all c
′ ∈ C′ and i ∈ I ′c′ , then the Xc
have trivial stabilizers and the V ic are manifolds for all c ∈ C and i ∈ Ic.
The tent functions T of Definition A.34 are also suitable for piecewise smooth
extensions, as in §A.3.4, and we will use them for this in Step 2 of the proof of
Theorem 4.8 in §B.2.
Remark A.36. It is instructive to compare our notion of tent functions on
Kuranishi chains (X,f ,G) with Fukaya and Ono’s notion of multisection on
a Kuranishi space X [25, §3, §6], [24, §A1.1]. There are many similarities, as
in writing this book I started with Fukaya and Ono’s definitions of Kuranishi
spaces and virtual cycles and tried to improve them. Here are some:
• In both cases we fix a good coordinate system I =
(
I, (V i, . . . , ψi) : i ∈
I, . . .
)
on X , and then consider a smooth, multivalued function T i on
V˙ i ⊂ V i, or section si ofEi → V i for each i ∈ I, which must be compatible
with coordinate changes φij for j < i in I.
• Fukaya and Ono use their multisections to perturb Kuranishi spaces to
(non-Hausdorff, Q-weighted) manifolds, and then to triangulate these
manifolds by simplices. We use tent functions for both these purposes.
However, there are also important differences:
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• For a multisection with n-branches, each branch has equal weight 1/n.
Therefore by its nature the multisection method produces singular chains
over Q, not over Z. In contrast, though a tent function T may have many
smooth branches, only the minimal branch minT really counts, and it
has weight 1. Because of this, we are able to make effective Kuranishi
(co)homology work over Z as well as Q.
• Fukaya and Ono use multivalued sections of orbifold vector bundles so that
they can perturb to transverse sections, which is generally not possible for
single-valued sections of orbifold vector bundles.
For effective Kuranishi neighbourhoods (V,E, s, ψ), single-valued sections
of E can always be perturbed to transverse, so this problem does not arise
in Appendix B, where we actually do our perturbations.
However, in Appendix C we use a tent function to cut a general Kuranishi
space X into small pieces Xc for c ∈ C which are quotients X ′c/Γc for X
′
c
an effective Kuranishi space and Γc a finite group, and then we replace
Xc by X
′
c with weight 1/|Γc| in Q. So we are forced to work over Q in
Appendix C, for essentially the same reason as Fukaya and Ono.
B Proof that Hsi∗ (Y ;R)
∼= KHef∗ (Y ;R)
We now prove Theorem 4.8. Let Y be an orbifold and R a commutative ring. We
must show that Πefsi : H
si
k (Y ;R)→ KH
ef
k (Y ;R) in (76) is an isomorphism. We
do this in four steps, which we describe briefly below and then cover in detail in
§B.1–§B.4. In Steps 1–3 we start with an arbitrary cycle
∑
a∈A ρa[Xa,fa,Ga] in
KCefk (Y ;R) representing some α ∈ KH
ef
k (Y ;R), and progressively modify it to
get other homologous cycles representing α with better and better properties,
until we represent α by the image under Πefsi in (73) of a cycle in C
si
k (Y ;R),
proving that Πefsi in (76) is surjective. Step 4 proves Π
ef
si is injective, using the
same method but for chains with boundary rather than cycles. We allow k < 0
in Steps 1 and 2, and prove the last part of Theorem 4.8 at the end of Step 2.
Step 1. Let k ∈ Z, α ∈ KHefk (Y ;R), and
∑
a∈A ρa[Xa,fa,Ga] ∈ KC
ef
k (Y ;R)
represent α. Then each Xa is an effective Kuranishi space, and in the excellent
coordinate system Ia =
(
Ia, (V
i
a , . . . , ψ
i
a) : i ∈ Ia, . . .
)
for (Xa,fa) in Ga, V
i
a
is an effective orbifold. As in §A.3, we use a tent function T a for (Xa,fa,Ga)
to ‘cut’ each Xa into finitely many smaller pieces Xac for c ∈ Ca, in triples
(Xac,fac,Gac), where Xac is a Kuranishi space with trivial stabilizers, and
in the excellent coordinate system Iac =
(
Iac, (V
i
ac, . . . , ψ
i
ac) : i ∈ Iac, . . .
)
for
(Xac,fac) in Gac, each V
i
ac is a manifold. We show
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,
Gac] is homologous to
∑
a∈A ρa[Xa,fa,Ga] inKC
ef
k (Y ;R), and so represents α.
As ∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0, the [∂Xa,fa|∂Xa ,Ga|∂Xa ] must satisfy re-
lations in KCefk−1(Y ;R). The main problem is to choose the T a for a ∈ A
in a way compatible with these relations, so that ∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,
Gac]
)
= 0. That is, the choices of T a, Ca and Xac,fac,Gac for c ∈ Ca cannot be
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made independently for each a ∈ A, but rather, they must satisfy complicated
boundary conditions over ∂Xa relating the choices for different a ∈ A.
To make these choices in a way compatible with the boundary conditions,
we introduce some more notation. By Lemma 3.7, for each a ∈ A and m > 0
the triple (∂mXa,fa|∂mXa ,Ga|∂mXa) has a splitting ∂
mXa = X
m
a1∐· · ·∐X
m
anma
into connected triples (Xmab,fa|Xmab ,Ga|Xmab), which is unique up to order of
the Xmab for b = 1, . . . , n
m
a . Write f
m
ab = fa|Xmab and G
m
ab = Ga|Xmab . Then
Aut(Xmab,f
m
ab,G
m
ab) = {1} by Theorem 3.39(b).
Define Pm =
{
(a, b) : a ∈ A, b = 1, . . . , nma
}
. Define an equivalence
relation ∼ on Pm by (a, b) ∼ (a′, b′) if there exists an isomorphism (a, b) :
(Xmab,f
m
ab,G
m
ab) → (X
m
a′b′ ,f
m
a′b′ ,G
m
a′b′) as in Definition 3.36, where a need not
identify orientations. Note that (a, b) is unique as Aut(Xmab,f
m
ab,G
m
ab) = {1}.
Let Qm = Pm/ ∼ be the set of equivalence classes of (a, b) in Pm. We shall
treat Qm as an indexing set. For each q ∈ Qm, choose (aq, bq) ∈ Pm rep-
resenting the equivalence class q. Write Rm =
{
(aq, bq) : q ∈ Qm
}
. Define
φm : Pm → Rm by φm(a, b) = (aq, bq) when the ∼-equivalence class of (a, b) in
Qm is q. Write (a, b)mab for the unique isomorphism (a, b) : (X
m
ab,f
m
ab,G
m
ab) →
(Xmaqbq ,f
m
aqbq ,G
m
aqbq ).
Since A is finite and ∂mXa = ∅ form≫ 0, Pm, Qm, Rm are finite with Pm =
Qm = Rm = ∅ for m≫ 0. Let M > 0 be largest with PM , QM , RM 6= ∅. Write
ǫmab = 1 if a in (a, b)
m
ab is orientation-preserving, and ǫ
m
ab = −1 if a is orientation-
reversing. As Xmab ⊆ ∂
mXa, we have ∂X
m
ab ⊆ ∂
m+1Xa =
∐nm+1a
b′=1 X
m+1
ab′ . Clearly,
∂Xmab is a disjoint union of some subset of the X
m+1
ab′ . Define B
m
ab to be the set
of b′ = 1, . . . , nm+1a with X
m+1
ab′ ⊆ ∂X
m
ab. Then ∂X
m
ab =
∐
b′∈Bm
ab
Xm+1ab′ .
By induction on decreasing m = M,M − 1, . . . , 1, 0, we use Definition A.34
and Theorem A.35 to choose a tent function Tmab for (X
m
ab,f
m
ab,G
m
ab) for all
(a, b) in Rm, satisfying the following boundary condition: we have ∂Xmab =∐
b′∈Bmab
Xm+1ab′ , and for each such X
m+1
ab′ we have (a¯, b¯) = φ
m+1(a, b′) ∈ Rm+1,
an isomorphism (a, b)m+1ab′ : (X
m+1
ab′ ,f
m+1
ab′ ,G
m+1
ab′ ) → (X
m+1
a¯b¯
,fm+1
a¯b¯
,Gm+1
a¯b¯
),
and a tent function Tm+1
a¯b¯
for (Xm+1
a¯b¯
,fm+1
a¯b¯
,Gm+1
a¯b¯
) chosen in the previous
inductive step. We need min
(
Tmab|Xm+1ab′
)
to agree with minTm+1
a¯b¯
under the
isomorphism (a, b)m+1ab′ , for all b
′ in Bmab. This is possible as in §A.3.5.
After completing the induction, for a ∈ A we have Xa =
∐n0a
b=1X
0
ab, and for
each such (a, b) we have (a¯, b¯) = φ0(a, b) ∈ R0, an isomorphism (a, b)0ab : (X
0
ab,
f
0
ab,G
0
ab) → (X
0
a¯b¯
,f0a¯b¯,G
0
a¯b¯), and a tent function T
0
a¯b¯ for (X
0
a¯b¯
,f0a¯b¯,G
0
a¯b¯). We
define the tent function T a for (Xa, fa,Ga) to be the pullback of T
0
a¯b¯ under
(a, b)0ab on X
0
ab, for each b = 1, . . . , n
0
a. Then by construction, the T a|∂Xa for
a ∈ A satisfy relations corresponding to ∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0.
Let (Xac,fac,Gac) for c ∈ Ca be the decomposition of (Xa,fa,Ga) into
pieces defined using T a in §A.3.2. Theorem A.35 and induction on m im-
plies that the Xac have trivial stabilizers, and the V
i
ac are manifolds. We show
using Proposition A.29 that
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is homologous to∑
a∈A ρa[Xa,fa,Ga] in KC
ef
k (Y ;R).
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Step 2. We shall make a small deformation of Xac into a compact manifold
X˜ac with g-corners, for each a ∈ A and c ∈ Ca. This yields a new cycle∑
a∈A
∑
c∈Ca
ρa[X˜ac, f˜ac, G˜ac] ∈ KCefk (Y ;R) which is homologous to
∑
a∈A∑
c∈Ca
ρa[Xac,fac,Gac], and so represents α. We write f˜ac : X˜ac → Y rather
than f˜ac : X˜ac → Y since f˜ac is a smooth map of orbifolds, rather than a
strongly smooth map of Kuranishi spaces.
The equation ∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
= 0 yields relations on the
[∂Xac,fac|∂Xac ,Gac|∂Xac ] in KC
ef
k−1(Y ;R). The main problem is to choose the
deformations X˜ac in a way compatible with these relations, so that ∂
(∑
a∈A∑
c∈Ca
ρa[X˜ac, f˜ac, G˜ac]
)
= 0. That is, the perturbations X˜ac must satisfy
complicated boundary conditions. Before explaining how we do this, we discuss
how to perturb a single (Xac,fac,Gac) without boundary conditions.
Let (Iac,ηac) be the excellent coordinate system for (Xac,fac) inGac, where
Iac =
(
Iac, (V
i
ac, E
i
ac, s
i
ac, ψ
i
ac), f
i
ac : i ∈ Iac, . . .
)
, the V iac are manifolds, and each
Eiac → V
i
ac is a vector bundle.
Working by induction on i ∈ Iac, we will choose C
1 small perturbations s˜iac
of siac on V
i
ac for i ∈ Iac such that s˜
i
ac is transverse along (s˜
i
ac)
−1(0), that is,
ds˜iac : TV
i
ac → E
i
ac is surjective on (s˜
i
ac)
−1(0), and φˆijac ◦ s˜
j
ac ≡ s˜
i
ac ◦ φ
ij
ac on V
ij
ac
whenever j 6 i in Iac.
By gluing together the sets (s˜iac)
−1(0) we make a compact, oriented k-
manifold with g-corners X˜ac which is a small transverse perturbation of Xac,
with a smooth map f˜ac : X˜ac → Y , and an excellent coordinate system (I˜ac, η˜ac)
for (X˜ac, f˜ac) with indexing set I˜ac = {k}, one Kuranishi neighbourhood (V˜ kac,
E˜kac, s˜
k
ac, ψ˜
k
ac) = (X˜ac, X˜ac, 0, idX˜ac) and η˜ac,k ≡ 1 ≡ η˜
k
ac,k. We choose G˜
k
ac :
X˜ac → P such that G˜ac = (I˜ac, η˜ac, G˜
k
ac) is effective gauge-fixing data for
(X˜ac, f˜ac). We also construct a homology [Zac, gac,Hac] between [Xac,fac,
Gac] and [X˜ac, f˜ac, G˜ac] in KC
ef
k+1(Y ;R), modulo terms over ∂Xac.
Next we explain how to make these choices of perturbations s˜iac for a ∈ A and
c ∈ Ca compatible with the boundary conditions. Given how we chose the T a
compatible with boundary conditions in Step 1, one obvious approach would be
to use the same method, and to work by induction on decreasing m =M,M −
1, . . . , 0 choosing the s˜iac|∂mV iac , by splitting ∂
m[Xac,fac,Gac] into connected
components, and ensuring our choices depend only on the isomorphism class of
the component.
However, there is a problem with this: as the V iac are manifolds with g-
corners, not corners, the Extension Principle for smooth sections, Principle
2.8(c), does not hold. Thus, given prescribed values for s˜iac over ∂V
i
ac which are
σ-invariant over ∂2V iac, we may not be able to extend these prescribed values
smoothly over V iac to choose s˜
i
ac satisfying the necessary boundary conditions.
Our solution to this was explained in §A.1.4. There are notions of continuous,
piecewise smooth functions and sections subordinate to a tent function, and
an Extension Principle holds for such functions and sections on manifolds and
orbifolds with g-corners. So, we could solve the problem by using continuous,
piecewise smooth sections s˜iac on V
i
ac. That is, we could choose tent functions
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T ac for (Xac,fac,Gac) which cut Xac into still smaller pieces Xacd for d ∈
Dac, and continuous, piecewise smooth sections s˜
i
ac over V
i
ac subordinate to the
tent function T iac in T
i
ac, satisfying the necessary boundary conditions. The
restriction of s˜iac to V
i
acd would then be smooth for each d ∈ Dac.
In fact there is a simpler method. We do not need to choose more tent
functions T ac and divide the Xac into smaller pieces Xacd. Instead, we treat
the smooth sections s˜iac on V
i
ac for c ∈ Ca as coming from a piecewise smooth
section s˜ia on V˙
i
a subordinate to T
i
a. So, we can re-use the tent functions T a
chosen in Step 1 to inductively construct piecewise smooth sections over Xa and
V˙ ia satisfying boundary conditions, which restrict to smooth sections over Xac
and V iac satisfying the necessary boundary conditions.
The T a are suitable for this purpose, as we were careful to define them this
way in §A.3.5. Also, despite the discussion after Example A.24 in §A.3, in this
case we do not need to define the s˜iac on smaller subsets V˙
i
ac ⊂ V
i
ac, since the
V iac are constructed from subsets V˙
i
a in V
i
a , and by choosing the s˜
i
a to extend to
open neighbourhoods of V˙ ia in V
i
a for i ∈ Ia, we can define s˜
i
a on all of V˙
i
a and
so define s˜iac on all of V
i
ac.
Here, then, is how we actually choose the s˜iac. Use the notation of Step 1, and
let the effective gauge-fixing dataGmab for (X
m
ab,f
m
ab) contain I
m
ab =
(
(V i,mab , E
i,m
ab ,
si,mab , ψ
i,m
ab ) : i ∈ I
m
ab, . . .
)
, and Tmab = (T
i,m
ab : i ∈ I
m
ab), where T
i,m
ab is a tent
function on V˙ i,mab ⊂ V
i,m
ab . By induction on decreasing m = M,M − 1, . . . , 1, 0,
we choose a piecewise smooth section s˜i,mab of E
i,m
ab over V˙
i,m
ab subordinate to
T i,mab , which is a piecewise C
1 small perturbation of si,mab , with s˜
i,m
ab prescribed
over ∂V˙ i,mab in the same way as for the boundary conditions for minT
i,m
ab in Step
1. This is possible, in a similar way to §A.1.4.
After completing the induction, we define piecewise smooth sections s˜ia of
Eia over V˙
i
a from the s˜
i,0
ab subordinate to T
i
a, as for the construction of T a from
T 0ab in Step 1. These s˜
i
a pull back to smooth sections s˜
i
ac on each V
i
ac, under
the natural embeddings πa : V
i
ac → V˙
i
a . The s˜
i
ac then satisfy all the necessary
boundary conditions.
We then show that
∑
a∈A
∑
c∈Ca
ρa[X˜ac, f˜ac, G˜ac] ∈ KCefk (Y ;R) is homol-
ogous to
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac], and so represents α. If k < 0 then
X˜a = ∅ as dim X˜a < 0, so α = 0. Thus KHefk (Y ;R) = 0 for k < 0, proving the
last part of Theorem 4.8. Therefore we suppose k > 0 from now on.
Step 3. For simplicity we now change notation from X˜ac for a ∈ A and c ∈ Ca
to X˜a for a ∈ A. That is, Steps 1 and 2 have shown that we can represent α by
a cycle
∑
a∈A ρa[X˜a, f˜a, G˜a] ∈ KC
ef
k (Y ;R), with each X˜a a compact, oriented
k-manifold with g-corners, f˜a : X˜a → Y a smooth map, and G˜a = (I˜a, η˜a, G˜
k
a)
effective gauge-fixing data for (X˜a, f˜a), where I˜a has indexing set I˜a = {k},
one Kuranishi neighbourhood (V˜ ka , E˜
k
a , s˜
k
a, ψ˜
k
a) = (X˜a, X˜a, 0, idX˜a), and η˜a =
(η˜a,k, η˜
k
a,k) with η˜a,k ≡ 1 ≡ η˜
k
a,k, and G˜
k
a : X˜a → P is some map satisfying
injectivity conditions as in §3.9.
As in §A.1.3 and §A.1.6, we can choose a tent function T˜a : X˜a → F
(
[1,∞)
)
for each a ∈ A such that the components X˜ac, c ∈ Ca of ∂ZX˜a,T˜a in (187) are all
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diffeomorphic to the k-simplex ∆k, with diffeomorphisms σac : ∆k → X˜ac for
c ∈ Ca. In order to make these choices in a way compatible with the boundary
relations involved in ∂
(∑
a∈A ρa[X˜a, f˜a, G˜a]
)
= 0, we follow the strategy and
use the notation of Step 1, and by reverse induction on m = k, k − 1, . . . , 1, 0
we use Theorem A.18 to choose tent functions T˜mab on X˜
m
ab for (a, b) ∈ R
m
and diffeomorphisms σmabc : ∆k−m → X˜
m
abc for (a, b) ∈ R
m and c ∈ Cmab, such
that min T˜mab |∂X˜mab
and σmabc|∂X˜mab
are identified on Xm+1ab′ for each b
′ ∈ Bmab with
min T˜m+1
a¯b¯
and σm+1
a¯b¯c¯
under (a, b)m+1ab′ , for (a¯, b¯) = φ
m+1(a, b′) in Rm+1, and
c¯ ∈ Cm+1
a¯b¯
. At the end of the induction we define T˜a, Ca and σac using the
T˜ 0ab, C
0
ab and σabc for b = 1, . . . , n
0
a and c ∈ C
0
ab.
For a ∈ A and c ∈ Ca, define ǫac = 1 if the diffeomorphism σac : ∆k →
X˜ac is orientation-preserving, and ǫac = −1 otherwise. We then show that∑
a∈A ρa[X˜a, f˜a, G˜a] is homologous in KC
ef
k (Y ;R) to the cycle∑
a∈A
∑
c∈Ca
ρaǫac
[
∆k, f˜a ◦ π ◦ σac,G∆k
]
= Πefsi
(∑
a∈A
∑
c∈Ca
(ρaǫac) (f˜a ◦ π ◦ σac)
)
.
(219)
Since Πefsi : C
si
∗ (Y ;R)→ KC
ef
∗ (Y ;R) is injective at the chain level, with Π
ef
si ◦∂ =
∂ ◦Πefsi , as (219) is a cycle in KC
ef
k (Y ;R) we have
∂
(∑
a∈A
∑
c∈Ca
(ρaǫac) (f˜a ◦ π ◦ σac)
)
= 0 in Csik−1(Y ;R). (220)
Thus β =
[∑
a∈A
∑
c∈Ca
(ρaǫac)(f˜a◦π◦σac)
]
is well-defined in Hsik (Y ;R), and
(219) implies that Πefsi (β) = α. Hence Π
ef
si in (76) is surjective.
Step 4. Suppose β ∈ Hsik (Y ;R) with Π
ef
si (β) = 0. Represent β by
∑
d∈D ηd τd
in Csik (Y ;R), for D a finite indexing set, ηd ∈ R and τd : ∆k → Y smooth. Then
Πefsi
(∑
d∈D ηd τd
)
is exact in KCefk (Y ;R), so there exists
∑
a∈A ρa[Xa,fa,Ga] ∈
KCefk+1(Y ;R) with
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
=
∑
d∈D ηd
[
∆k, τd,G∆k
]
. (221)
We now apply Steps 1–3 to this
∑
a∈A ρa[Xa,fa,Ga], replacing k-cycles by
(k + 1)-chains. This eventually yields a singular (k + 1)-chain
∑
a∈A
∑
c∈Ca
(ρaǫac)(f˜a◦π◦σac). We make choices in Steps 1–3 so that
∂
( ∑
a∈A
∑
c∈Ca
(ρaǫac) (f˜a ◦ π ◦ σac)
)
=
∑
d∈D
∑
e∈E
(ηdζe)(τd ◦ υe), (222)
where {υe : e ∈ E} are the simplices in the N th barycentric subdivision of
∆k for some N ≫ 0, so that υe : ∆k → ∆k is an affine embedding for each
e ∈ E, with ζe = 1 if υe is orientation-preserving, and ζe = −1 otherwise.
But
∑
d∈D
∑
e∈E(ηdζe)(τd ◦ υe) is homologous to
∑
d∈D ηd τd in C
si
k (Y ;R) by
Bredon [10, §IV.17], so
∑
d∈D ηdτd is also a boundary in C
si
k (Y ;R). Thus β = 0,
and Πefsi in (76) is injective.
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Remark B.1. (a) Steps 1–3 above are related to Fukaya and Ono’s construc-
tion [25, §6], [24, §A1.1] of virtual moduli chains for Kuranishi spaces by using
transverse multisections, small multi-valued perturbations siac of the obstruction
maps siac. In our approach, we first pass from Kuranishi spaces and KH∗(Y ;R)
to effective Kuranishi spaces and KHef∗ (Y ;R), as in Theorem 4.9 and its proof
in Appendix C. Then, Steps 1–3 above in effect construct virtual moduli chains
for effective Kuranishi spaces using single-valued transverse perturbations s˜iac.
Since we use single-valued perturbations rather than multisections, we are able
to work over Z, or an arbitrary commutative ring R, rather than Q.
(b)We require our perturbations s˜iac in Step 2 to be close to the Kuranishi maps
siac in C
1, whereas Fukaya and Ono only require their multisections siac to be
close to siac in C
0. The difference comes from our new Definition 2.18(e), which
replaces Fukaya and Ono’s notion of ‘having a tangent bundle’, and alters the
notion of compatibility of perturbations s˜iac under coordinate changes. Under a
coordinate change (φijac, φˆ
ij
ac) from (V
j
ac, . . . , ψ
j
ac) to (V
i
ac, . . . , ψ
i
ac), in our set-up
s˜jac determines s˜
i
ac only on φ
ij
ac(V˜
ij
ac ), but for Fukaya and Ono s
j
ac determines
s
i
ac on a neighbourhood of φ
ij
ac(V
ij
ac ). We need C
1 closeness to ensure Definition
2.18(e) holds for the coordinate changes (233) below. Remark 2.19 discussed
ways of doing without Definition 2.18(e).
(c) In fact the notion that ‘s˜iac is C
1 close to siac’ in Step 2 does not really
make sense, as we have not said how close s˜iac, s
i
ac need to be. As in Fukaya
and Ono [25, Th. 6.4], [24, Th A1.23], what we should probably have done
throughout Step 2 is not to choose a single perturbation s˜iac of s
i
ac, but a series
s˜iac,n for n = 1, 2, . . ., such that s˜
i
ac,n → s
i
ac in C
1 as n → ∞, compatibilities
between s˜iac, s˜
j
ac are replaced by compatibilities between s˜
i
ac,n, s˜
j
ac,n for each
n = 1, 2, . . ., and so on. Then we take n ≫ 0 to ensure C1-closeness wherever
we need it. But we suppress this point, as there are too many indices in the
proof already.
B.1 Step 1: cutting Xa into Xac with trivial stabilizers
We work in the situation and with the notation of Step 1 above, so that∑
a∈A ρa[Xa,fa,Ga] ∈ KC
ef
k (Y ;R) is a cycle representing α ∈ KH
ef
k (Y ;R).
We will use Theorem A.35 to choose a tent function T a for (Xa,fa,Ga) in the
sense of §A.3.2, for each a ∈ A. Then Definition A.28 defines
[
ZXa,T a ,fa ◦
pia,HXa,Ta
]
in KCefk+1(Y ;R), and equation (212) of Proposition A.29 yields
∂
[
ZXa,T a ,fa ◦ pia,HXa,T a
]
=
∑
c∈Ca
[Xac,fac,Gac]− [Xa,fa,Ga]
−
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pia,H∂Xa,T a|∂Xa
]
,
(223)
where Ca is some finite indexing set, and Theorem A.35 says that each Xac has
trivial stabilizers, and the V iac in Gac are manifolds. As
∑
a∈A ρa[Xa,fa,Ga] is
a cycle we have ∑
a∈A ρa
[
∂Xa,fa|∂Xa ,Ga|∂Xa
]
= 0. (224)
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We want to choose the T a for a ∈ A such that∑
a∈A ρa
[
Z∂Xa,Ta|∂Xa ,fa|∂Xa ◦ pia,H∂Xa,T a|∂Xa
]
= 0. (225)
Note that if the T a depend functorially on [Xa,fa,Ga] in some sense compatible
with boundaries, then (225) would follow from (224).
Assuming (225), multiplying (223) by ρa and summing over a ∈ A yields
∂
(∑
a∈Aρa
[
ZXa,T a ,fa ◦ pia,HXa,T a
])
=
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]−
∑
a∈A ρa[Xa,fa,Ga].
(226)
Thus
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is a cycle homologous to
∑
a∈A ρa
[
Xa,fa,
Ga
]
, and so represents α, as we have to prove.
The obvious way to do this is to first choose tent functions T a|∂Xa for
(∂Xa,fa|∂Xa ,Ga|∂Xa) satisfying the necessary compatibilities that will ensure
(225) holds, and then extend these choices from ∂Xa to Xa. However, there
is a problem. Let σXa : ∂
2Xa → ∂2Xa be the orientation-reversing involution
from Definition 2.27. It is a general principle, as in Principle 2.8 and Property
3.1(e) for instance, that a choice of data over ∂Xa should extend to Xa only if
the restriction of the choice to ∂2Xa is invariant under σXa . So our choice of
T a over ∂Xa should satisfy extra conditions over ∂
2Xa.
We can achieve this by first choosing T a over ∂
2Xa satisfying the compati-
bilities and these extra conditions, and then extending the choice from ∂2Xa to
∂Xa. But this extension is only possible provided the restriction of the choice to
∂3Xa is invariant under σ∂Xa : ∂
2(∂Xa)→ ∂2(∂Xa). Continuing this argument
indefinitely, we see that the right approach is to choose data T a over ∂
mXa
for a ∈ A by reverse induction on m, where in the inductive step we choose
data over ∂mXa which restricts on ∂
m+1Xa to the data already chosen, and has
the compatibilities necessary to prove (225), and is invariant under the strong
diffeomorphisms σl : ∂
mXa → ∂mXa induced by σ∂lXa : ∂
2(∂lXa)→ ∂2(∂lXa)
for all 0 6 l 6 m− 2.
Use the notation nma , (X
m
ab,f
m
ab,G
m
ab), P
m, Qm, Rm,M, (aq, bq), φm, (a, b)mab,
ǫmab, B
m
ab of Step 1 above. By induction on decreasingm =M,M−1, . . . , 1, 0, for
all (a, b) in Rm, we choose tent functions Tmab for (X
m
ab,f
m
ab,G
m
ab) using Definition
A.34 and Theorem A.35, satisfying the inductive hypothesis:
(∗)mab By definition of B
m
ab we have ∂X
m
ab =
∐
b′∈Bm
ab
Xm+1ab′ , and if φ
m+1(a, b′) =
(a¯, b¯) in Rm+1, we have an isomorphism (a, b)m+1ab′ : (X
m+1
ab′ ,f
m+1
ab′ ,G
m+1
ab′ )
→ (Xm+1
a¯b¯
,fm+1
a¯b¯
,Gm+1
a¯b¯
). So there is an isomorphism∐
b′∈Bm
ab
(a, b)m+1ab′ : ∂(X
m
ab,f
m
ab,G
m
ab) −→
∐
b′ ∈ Bmab: define (a¯, b¯) = φ
m+1(a, b′)
(Xm+1
a¯b¯
,fm+1
a¯b¯
,Gm+1
a¯b¯
). (227)
On the left hand side ∂(Xmab,f
m
ab,G
m
ab) of (227) we have a tent function
Tmab|∂Xmab . On the right hand side we have a tent function
∐
b′ T
m+1
a¯b¯
. We
require that (227) should identify min
(
Tmab|∂Xmab
)
with min
(∐
b′ T
m+1
a¯b¯
)
.
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For the first step, when m =M , as PM+1 = ∅, if (a, b) ∈ RM then ∂XMab = ∅, so
the boundary conditions in (∗)Mab are trivial. Thus for all (a, b) ∈ R
M we choose
TMab for (X
M
ab ,f
M
ab ,G
M
ab) using Definition A.30 and Proposition A.31.
For the inductive step, suppose that for some l = 0, . . . ,M − 1 we have
chosen Tmab satisfying (∗)
m
ab for all l < m 6 M and (a, b) ∈ R
m. We will
choose T lab satisfying (∗)
l
ab for all (a, b) ∈ R
l. The important point is this.
Let T ′lab be the tent function for ∂(X
l
ab,f
l
ab,G
l
ab) obtained by pulling back∐
b′ T
l+1
a¯b¯
. By (∗)lab, we have to choose a tent function T
l
ab for (X
l
ab,f
l
ab,G
l
ab)
such that min
(
T lab|∂Xlab
)
= minT ′lab.
As in Definition A.34, we can do this provided minT ′lab|∂2Xlab is invariant
under the natural involution σ : ∂2X lab → ∂
2X lab. To see this, note that ∂X
l
ab =∐
b′∈Blab
X l+1ab′ , and so ∂
2X lab =
∐
b′∈Blab
∐
b′′∈Bl+1
ab′
X l+2ab′′ . Thus, the splitting of(
∂2X lab,f
l
ab|∂2Xlab ,G
l
ab|∂2Xlab
)
into connected components in Lemma 3.7 is(
∂2X lab,f
l
ab|∂2Xlab ,G
l
ab|∂2Xlab
)
∼=
∐
b′∈Blab
∐
b′′∈Bl+1
ab′
(
X l+2ab′′ ,f
l+2
ab′′ ,G
l+2
ab′′
)
. (228)
The natural orientation-reversing involution σ : ∂2X lab → ∂
2X lab extends to
an involution (σ, τ ) of
(
∂2X lab,f
l
ab|∂2Xlab ,G
l
ab|∂2Xlab
)
. Thus, σ must permute
the components X l+2ab′′ in (228). Now Aut
(
X l+2ab′′ ,f
l+2
ab′′ ,G
l+2
ab′′
)
= {1} by Theorem
3.39(b), as Gl+2ab′′ is effective. Since σ is orientation-reversing, it cannot act
as the identity. Therefore σ must act freely on the set of X l+2ab′′ appearing in
(228), as if σ fixed any component, that component would have a nontrivial
automorphism.
Let X l+2ab′′ be a component on the r.h.s. of (228). Then σ takes X
l+2
ab′′ to
some unique X l+2ab′′′ with b
′′ 6= b′′′. The isomorphism (σ, τ ) between these two
components implies that (a, b′′) and (a, b′′′) lie in the same equivalence class in
P l+2, so that φl+2(a, b′′) = φl+2(a, b′′′) = (a¯, b¯) ∈ Rl+2. The associated iso-
morphisms (a, b)l+2ab′′ :
(
X l+2ab′′ ,f
l+2
ab′′ ,G
l+2
ab′′
)
→
(
X l+2
a¯b¯
,f l+2
a¯b¯
,Gl+2
a¯b¯
)
and (a, b)l+2ab′′′ :(
X l+2ab′′′ ,f
l+2
ab′′′ ,G
l+2
ab′′′
)
→
(
X l+2
a¯b¯
,f l+2
a¯b¯
,Gl+2
a¯b¯
)
satisfy (a, b)l+2ab′′=(a, b)
l+2
ab′′′ ◦ (σ, τ ).
The restrictions of minT ′lab to X
l+2
ab′′ and X
l+2
ab′′′ are the pullbacks of minT
l+2
a¯b¯
by (a, b)l+2ab′′ and (a, b)
l+2
ab′′′ respectively, and so (a, b)
l+2
ab′′ = (a, b)
l+2
ab′′′ ◦ (σ, τ )
implies that the restrictions of minT ′lab to X
l+2
ab′′ and to X
l+2
ab′′′ are identified by
σ. Hence minT ′lab|∂2Xlab is σ-invariant, and Definition A.34 and Theorem A.35
apply. This completes the inductive step.
Hence by induction we can choose Tmab satisfying (∗)
m
ab for all m, a, b. Now
Xa =
∐n0a
b=1X
0
ab, and for each b = 1, . . . , n
0
a, if φ
0(a, b) = (a¯, b¯) in R0, we
have an isomorphism (a, b)0ab : (X
0
ab,f
0
ab,G
0
ab) → (X
0
a¯b¯
,f0a¯b¯,G
0
a¯b¯), and a tent
function T 0a¯b¯ for (X
0
a¯b¯
,f0a¯b¯,G
0
a¯b¯). Define a tent function T a for (Xa,fa,Ga) by
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T a|X0ab = ((a, b)
0
ab)
∗(T 0a¯b¯) for b = 1, . . . , n
0
a, for each a ∈ A. We have
0 = ∂
[∑
a∈A
ρa[Xa,fa,Ga]
]
=
∑
a∈A
ρa
n1a∑
b=1
[
X1ab,f
1
ab,G
1
ab
]
(229)
=
∑
a ∈ A, b = 1, . . . , n1a.
Set (a¯, b¯) = φ1(a, b)
ρaǫ
1
ab
[
X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯
]
=
∑
(a¯,b¯)∈R1
{ ∑
a∈A, b=1,...,n1a:
φ1(a,b)=(a¯,b¯)
ρaǫ
1
ab
}[
X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯
]
.
By construction the triples
(
X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯
)
for (a¯, b¯) ∈ R1 are connected,
have no non-trivial automorphisms, and are mutually non-isomorphic, even
through orientation-reversing isomorphisms. It follows that
[
X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯
]
for
(a¯, b¯) ∈ R1 are linearly independent overR inKCefk−1(Y ;R), as Definition 4.3(i)–
(iii) impose no nontrivial relations between them. Thus (229) implies that the
coefficient {· · · } on the last line is zero, for all (a¯, b¯) ∈ R1. The same argument
as for (229) shows that∑
a∈A ρa
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pia,H∂Xa,T a|∂Xa
]
=∑
(a¯,b¯)∈R1
{ ∑
a∈A, b=1,...,n1a:
φ1(a,b)=(a¯,b¯)
ρaǫ
1
ab
}[
ZX1
a¯b¯
,T 1
a¯b¯
,f1a¯b¯ ◦ pi
1
a¯b¯,HX1a¯b¯,T
1
a¯b¯
]
= 0, (230)
since the coefficient {· · · } on the second line is zero. This proves (225), and
(226) follows, completing Step 1.
B.2 Step 2: deforming Xac to compact manifolds X˜ac
We work in the situation and with the notation of Steps 1 and 2 above, so that∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is a cycle representing α ∈ KH
ef
k (Y ;R), where
Xac has trivial stabilizers and the V
i
ac are manifolds, and our goal is to con-
struct a homologous cycle
∑
a∈A
∑
c∈Ca
ρa[X˜ac, f˜ac, G˜ac] with X˜ac a compact
k-manifold with g-corners, constructed from Xac by choosing C
1 small, smooth,
transverse perturbations s˜iac of the Kuranishi maps s
i
ac of the Kuranishi neigh-
bourhoods (V iac, E
i
ac, s
i
ac, ψ
i
ac) on Xac in Iac in G˜ac. Our argument is based on
Fukaya and Ono [25, Th. 6.4], [24, Th. A1.23], but using single-valued sections
rather than multisections.
To prove that
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] and
∑
a∈A
∑
c∈Ca
ρa[X˜ac, f˜ac,
G˜ac] are homologous, we will also construct a homology [Zac, gac,Hac] between
[Xac,fac,Gac] and [X˜ac, f˜ac, G˜ac], modulo terms over ∂Xac. We first explain
how to choose the s˜iac and define X˜ac, f˜ac, G˜ac, Zac, gac,Hac for a single pair
a, c, ignoring compatibility conditions between other pairs a′, c′. Then later we
will explain how to choose the s˜iac for all a ∈ A and c ∈ Ca so that the necessary
compatibility conditions hold. For simplicity, in this first part we omit the
subscripts ‘ac’, so we begin with a triple (X,f ,G), choose perturbations s˜i,
and define X˜, f˜ , G˜, Z, g,H .
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Let (X,f ,G) be a triple withG = (I,η, Gi : i ∈ I) and I =
(
I, (V i, . . . , ψi),
f i : i ∈ I, . . .
)
, where X has trivial stabilizers and the V i are manifolds. Define
V˙ i, V˙ ij , (I˙, η˙) as in Definition A.25, so that V˙ i ⊂ V i, V˙ ij ⊂ V ij are open sets
for j 6 i with φij(V˙ ij) ⊆ φij(V ij). We shall choose perturbations s˜i of si|V˙ i
for i ∈ I. The necessity to use smaller open subsets V˙ i ⊂ V i on which to define
the perturbations s˜i is explained after Example A.24: without shrinking the
domains V i, V ij we may be unable to choose the s˜i to be transverse over points
in V i lying in the boundary of φij(V ij) for j 6 i in I.
We will choose C1 small perturbations s˜i of si|V˙ i with s˜
i transverse along
(s˜i)−1(0), such that if j < i in I then φˆij ◦ s˜j ≡ s˜i ◦ φij on V˙ ij , by induction
on i ∈ I. Here is our inductive hypothesis. Suppose that i ∈ I, and that for
j < i in I we have already chosen a smooth section s˜j of Ej |V˙ j , such that s˜
j
extends smoothly and transversely from V˙ j to some open neighbourhood U j of
the closure V˙ j of V˙ j in V j , and s˜j is C1 close to sj , and s˜j is transverse along
(s˜j)−1(0), and if k 6 j < i in I then φˆjk ◦ s˜k ≡ s˜j ◦ φjk on V˙ jk. The first step
i = min I is vacuous.
To do the inductive step we have to choose a smooth transverse section s˜i of
Ei|V˙ i which extends smoothly from V˙
i to some open neighbourhood U i of V˙ i in
V i, such that if j < i in I then φˆij ◦ s˜j ≡ s˜i ◦φij on V˙ ij . That is, s˜i is prescribed
on the subset
⋃
j < i in I φ
ij(V˙ ij) of V˙ i, and we must extend it smoothly and
transversely to V˙ i.
As in the proof of Theorem 3.18, the prescribed values for s˜i from different
j, k < i are consistent, and the subset
⋃
j < i in I φ
ij(V˙ ij) is a locally closed
submanifold of V˙ i except possibly at points of the boundaries ∂
(
φij(V˙ ij)
)
=
φij(V˙ ij) \ φij(V˙ ij). Thus, except possibly at these boundaries, locally we can
extend s˜i smoothly to V˙ i, and since the s˜j for j < i are transverse, locally we
can choose s˜i to be transverse too. Note that as V i, V˙ i are manifolds and Ei is a
vector bundle, there are no problems with orbifold groups, and generic sections
are transverse.
We have φij(V˙ ij) ⊆ φij(V ij) as in Definition A.25. But we already know
that s˜j extends smoothly and transversely to some open neighbourhood U j of
V˙ j in V j , and therefore the prescribed values of s˜i on φij(V˙ ij) extend smoothly
and transversely to φij(U j ∩ V ij), which contains ∂
(
φij(V˙ ij)
)
. Thus s˜i can
locally be extended smoothly and transversely over the boundaries ∂
(
φij(V˙ ij)
)
,
so the extension is locally possible everywhere in V˙ i. Patching the local choices
together with a partition of unity, we can choose s˜i with all the properties we
need. This completes the inductive step.
We shall now construct X˜, f˜ , G˜. As in Remark B.1(a), this is similar to parts
of Fukaya and Ono’s construction of virtual cycles [25, §6], [24, §A1]. Define
X˜ =
[∐
i∈I(s˜
i)−1(0)
]/
∼, (231)
where ∼ is the equivalence relation induced by the maps φij : (s˜j)−1(0)∩ V˙ ij →
(s˜i)−1(0) for all i, j ∈ I with j 6 i. Here φij maps (s˜j)−1(0) to (s˜i)−1(0) since
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φˆij ◦ s˜j ≡ s˜i ◦ φij , and φˆij is an embedding and so injective.
Since the V˙ i are manifolds and the s˜i are transverse, each subset (s˜i)−1(0) is
actually a manifold with g-corners, of dimension k. As the gluing maps φij are
embeddings V ij → V i they restrict to local diffeomorphisms from (s˜j)−1(0) to
(s˜i)−1(0). Therefore X˜ has the structure of a k-manifold with g-corners, which
is Hausdorff by the argument of Remark 3.14, and compact provided the s˜i are
sufficiently close to si in C0, so that (s˜i)−1(0) is close to (si)−1(0).
Define f˜ : X˜ → Y by f˜ |(s˜i)−1(0) = f
i|(s˜i)−1(0) for i ∈ I. Since f
i ◦ φij ≡ f j
on V ij , this is compatible with the gluing maps φij defining ∼, so f˜ is well-
defined, and is clearly a smooth map. Define an excellent coordinate system
(I˜, η˜) for (X˜, f˜) to have indexing set I˜ = {k} and Kuranishi neighbourhood
(V˜ k, E˜k, s˜k, ψ˜k) = (X˜, X˜, 0, idX˜), where E˜
k → V˜ k = X˜ is the zero vector
bundle, so that E˜k = X˜ as a manifold, and define f˜k : V˜ k → Y by f˜k = f˜ , so
that f˜k represents f˜ . Define η˜k : X˜ → [0, 1] and η˜kk : V˜
k → [0, 1] by η˜k ≡ 1 ≡ η˜kk .
Choose some map G˜k : X˜ → P such that G˜ = (I˜, η˜, G˜k) is effective gauge-
fixing data for (X˜, f˜). Ignoring boundary conditions, it is enough to take G˜k :
X˜ → Rn ⊂ P injective for some n ≫ 0, but when we discuss how to choose
s˜iac, X˜ac, f˜ac, G˜ac, Zac, gac,Hac with compatibility between different a ∈ A, c ∈
Ca, we will explain in more detail how to choose these maps G˜
k. Then [X˜, f˜ , G˜]
is well-defined in KCefk (Y ;R).
Next we define (Z, g,H) such that Z is a perturbation of [0, 1] × X , and[
Z, g,H
]
is a homology between [X,f ,G] and [X˜, f˜ , G˜], modulo terms over a
perturbation of [0, 1]× ∂X . In H we will have a very good coordinate system
J with indexing set J = {i+1 : i ∈ I}∪{k+1} and Kuranishi neighbourhoods
(W j , F j , tj , ξj) for j ∈ J , and we define these first. For i ∈ I \ {k}, define
W i+1 =
(
[0, 13 )× V
i
)
∪
(
[ 13 ,
3
4 )× V˙
i
)
. This is an open set in [0, 34 )× V
i, and so
is a manifold with g-corners. Define F i+1 = π∗V i(E
i), so that F i+1 → W i+1 is
a vector bundle.
If k /∈ I, define W k+1 = (23 , 1] × X˜. If k ∈ I, define W
k+1 =
(
[0, 13 ) ×
V k
)
∪
(
[ 13 ,
3
4 )× V˜
k
)
∪ (23 , 1]× X˜. Here as vdimX = k we have rankE
k = 0, so
(s˜k)−1(0) = V˜ k, and we regard V˜ k as an open subset of X˜, so that [ 13 ,
3
4 )× V˜
k
and (23 , 1]× X˜ intersect in (
2
3 ,
3
4 ) × V˜
k. In both cases define F k+1 → W k+1 to
be the zero vector bundle, so that F k+1 =W k+1 as a manifold.
Fix a smooth map η : [0, 1]→ [0, 1] independent of a ∈ A such that η(x) = 0
for x ∈ [0, 13 ] and η(x) = 1 for x ∈ [
2
3 , 1]. For i ∈ I \ {k} define a smooth section
ti+1 of F i+1 by ti+1(u, v) = si(v) for u ∈ [0, 13 ) and t
i+1(u, v) = (1−η(u))si(v)+
η(u)s˜i(v) for u ∈ [ 13 ,
3
4 ). Define t
k+1 = 0. Following (231), define
Z =
[∐
j∈J (t
j)−1(0)
]
/ ≈, (232)
where ≈ is the equivalence relation induced by (u, vi) ≈ (u, vj) if u ∈ [0, 34 ),
j 6 i in I, (u, vi) ∈ (ti+1)−1(0), (u, vj) ∈ (tj+1)−1(0), and vj ∈ V ij with
φij(vj) = vi, and (u, vi) ≈ (u, vk) if u ∈ (23 ,
3
4 ), i ∈ I, (u, v
i) ∈ (ti+1)−1(0),
(u, vk) ∈ (23 , 1] × X˜, and v
i = vk in X˜, where η(u) = 1 and (u, vi) ∈ (ti)−1(0)
imply that vi ∈ (s˜i)−1(0), so we can regard vi as an element of X˜. As the
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gluing maps are local homeomorphisms, Z has the structure of a topological
space, which is compact and Hausdorff provided s˜i is close to si in C0.
Define ξj : (tj)−1(0) → Z by ξj = id(tj)−1(0). Then (W
j , F j , tj , ξj) is a
Kuranishi neighbourhood on Z for j ∈ J . When k < j 6 i in I, define an open
subset W (i+1)(j+1) in W j+1 to be
(
[0, 13 )× V
ij
)
∪
(
[ 13 ,
3
4 )× V˙
ij
)
. Define
(ψ(i+1)(j+1), ψˆ(i+1)(j+1)) :
(
W (i+1)(j+1), F j+1|W (i+1)(j+1) , t
j+1|W (i+1)(j+1) ,
ξj+1|W (i+1)(j+1)
)
−→
(
W i+1, F i+1, ti+1, ξi+1
) (233)
by ψ(i+1)(j+1) = (id[0, 34 )×φ
ij)|W (i+1)(j+1) , ψˆ
(i+1)(j+1) = (id[0, 34 )×φˆ
ij)|π∗(W (i+1)(j+1)).
We must check (233) satisfies Definition 2.18. Parts (a),(b) follow as (φij , φˆij)
is a coordinate change, (c) as φˆij ◦ sj ≡ si ◦ φij on V ij and φˆij ◦ s˜j ≡ s˜i ◦ φij
on V˙ ij , and (d) by the definition of Z using gluing maps id[0, 34 )×φ
ij in ≈. The
only subtle part is (e). This holds as s˜i, s˜j are C1 close to si, sj, so ti+1, tj+1
are C1-close to si ◦ πV i , s
i ◦ πV i . We need dtˆ
i+1 to be an isomorphism over
(tj+1)−1(0). This would hold if ti+1, tj+1 were replaced by si ◦ πV i , s
j ◦ πV j ,
and being an isomorphism is an open condition, so dtˆi+1 is an isomorphism over
(tj+1)−1(0) provided s˜i, s˜j are sufficiently close to si, sj in C1.
If k /∈ I and k < i ∈ I, define W (i+1)(k+1) in W k+1 = (23 , 1] × X˜ by
W (i+1)(k+1) = (23 ,
3
4 ) × (s˜
i)−1(0). Define ψ(i+1)(k+1) : W (i+1)(k+1) → W i+1 to
be inclusion, regarding W (i+1)(k+1) as an open subset of (ti+1)−1(0) ⊆ W i+1.
Define ψˆ(i+1)(k+1) : F k+1|W (i+1)(k+1) → F
i+1 by ψˆ(i+1)(k+1) = z ◦ ψ(i+1)(k+1),
where z : W i+1 → F i+1 is the zero section. This is valid as F k+1 = W k+1,
so F k+1|W (i+1)(k+1) = W
(i+1)(k+1). If k ∈ I and k < i ∈ I, we combine the
previous two definitions for W (i+1)(k+1), ψ(i+1)(k+1), ψˆ(i+1)(k+1) in the obvious
way. We also define W (k+1)(k+1) = W k+1, and ψ(k+1)(k+1), ψˆ(k+1)(k+1) to be
the identities. Then (233) is a coordinate change also for j = k or i = j = k.
Define a Kuranishi structure on Z as follows. There is a natural projec-
tion π[0,1] : Z → [0, 1], with homeomorphisms π
−1
[0,1]
(
[0, 13 ]
)
∼= [0, 13 ] × X and
π−1[0,1]
(
[ 23 , 1]
)
∼= [ 23 , 1]× X˜. On π
−1
[0,1]
(
[0, 13 )
)
, let Z have the Kuranishi structure
of [0, 13 ) × X . On π
−1
[0,1]
(
(23 , 1]
)
, let Z have the Kuranishi structure (manifold
structure) of (23 , 1]× X˜. For each p ∈ π
−1
[0,1]
(
[ 13 ,
2
3 ]
)
, let j ∈ J be least such that
p ∈ (tj)−1(0), regarding (tj)−1(0) as a subset of Z by (232). Then (W j , . . . , ξj)
is a Kuranishi neighbourhood of p. Define the germ of Kuranishi neighbour-
hoods on Z at p to be the equivalence class of (W j , . . . , ξj).
Since we use the Kuranishi structures from [0, 1] × X and [0, 1] × X˜ on
open subsets of Z, and choose j ∈ J least for each p ∈ π−1[0,1]
(
[ 13 ,
2
3 ]
)
so that
the function p 7→ j is upper semicontinuous, to define the germ of coordinate
changes in the Kuranishi structure on Z, we need coordinate changes as follows:
(i) from (Vq, . . . , ψq) to (W
j , . . . , ξj), where (Vq , . . . , ψq) lies in the germ of
Kuranishi neighbourhoods on [0, 1]×X at q ∈ [0, 13 )×X˜ , and (W
j , . . . , ξj)
is in the germ of Kuranishi neighbourhoods of p ∈ π−1[0,1]
(
{ 13}
)
;
228
(ii) from (Vq , Vq, 0, idVq ) to (W
j , . . . , ξj), where Vq is a small open neighbour-
hood of q ∈ (23 , 1]×X˜, so that (Vq, Vq, 0, idVq ) lies in the germ of Kuranishi
neighbourhoods on [0, 1]×X˜, and (W j , . . . , ξj) is in the germ of Kuranishi
neighbourhoods of p ∈ π−1[0,1]
(
{ 23}
)
; and
(iii) If p, q ∈ π−1[0,1]
(
[ 13 ,
2
3 ]
)
with p ∈ (tj)−1(0), j ∈ J least, and q ∈ (tj)−1(0) ∩
(tj
′
)−1(0) for j′ < j ∈ J least, a coordinate change from (W jj
′
, . . . ,
ξj
′
|W jj′ ) to (W
j , . . . , ξj) for j′ < j in J , where (W jj
′
, . . . , ξj
′
|W jj′ ) is
equivalent to (W j
′
, F j
′
, tj
′
, ξj
′
) as a Kuranishi neighbourhood of q in Z,
and so lies in the germ at q.
For (i) the coordinate changes exist as (W j , . . . , ξj) is a compatible Kuran-
ishi neighbourhood on [0, 1]×X over [0, 13 ]×X , since it is constructed from a
compatible Kuranishi neighbourhood (V j−1, . . . , ψj−1) on X . For (ii) the coor-
dinate changes are easily constructed from the inclusions Vq ⊆ (tj)−1(0) ⊆W j .
For (iii), the coordinate change is (ψjj
′
, ψˆjj
′
) in (233). It is now not difficult
to show this defines a Kuranishi structure on Z, for which the (W j , . . . , ξj) for
j ∈ J are compatible Kuranishi neighbourhoods.
Then Z is a compact Kuranishi space with vdimZ = k + 1. The product
orientation on [0, 1] × X induces orientations on the (W i, . . . , ξi), yielding an
orientation on Z. Then
∂Z ∼=
(
{1} × X˜
)
∐−
(
{0} ×X
)
∐−Z∂ (234)
in oriented Kuranishi spaces, where Z∂ is a perturbation of [0, 1]×∂X , obtained
by applying the construction above to ∂X rather than X .
Define gi+1 :W i+1 → Y by gi = f i ◦πV i for i ∈ I \{k}, and g
k+1 :W k+1 →
Y by gk+1 = f˜ ◦ πX˜ when k /∈ I or on (
2
3 , 1] × X˜ , and g
k+1 = f˜ ◦ πV i when
k ∈ I on
(
[0, 13 )× V
k
)
∪
(
[ 13 ,
3
4 )× V˜
k
)
. These represent a strongly smooth map
g : Z → Y , which restricts to f on {0} × X and f˜ on {1} × X˜ , under the
identification (234). Then J =
(
J, (W j , F j, tj , ξj), gj : j ∈ J, . . .
)
is a very good
coordinate system for (Z, g).
Choose continuous functions α1, α2, α3 : [0, 1]→ [0, 1] with α1+α2+α3 ≡ 1
such that α1 ≡ 1 on [0,
1
4 ], α1 ≡ 0 on [
1
3 , 1], α2 ≡ 0 on [0,
1
4 ], α2 ≡ 1 on [
1
3 ,
2
3 ],
α2 ≡ 0 on [
3
4 , 1], α3 ≡ 0 on [0,
2
3 ], and α3 ≡ 1 on [
3
4 , 1]. We shall define functions
ζ ˜j :W
˜ → [0, 1] for j, ˜ ∈ J . For i, i′ ∈ I \ {k}, set
ζi
′+1
i+1 (w)=α1◦π[0,1](w) · η
i′
i ◦πV i′ (w) + α2◦π[0,1](w) · η˙
i′
i ◦πV i′ (w), (235)
ζi
′+1
k+1 (w)=α1◦π[0,1](w) · η
i′
k ◦πV i′ (w)+α2◦π[0,1](w) · η˙
i′
k ◦πV i′ (w)
+ α3 ◦ π[0,1](w).
(236)
When k ∈ I, define ζk+1i+1 on
(
[0, 13 ) × V
k
)
∪
(
[ 13 ,
3
4 ) × V˜
k
)
by (235) and (236)
with i′ = k. Regarding X˜ as a union of subsets (s˜i
′
)−1(0), define ζk+1i+1 on
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(23 , 1]× (s˜
i′)−1(0) for each i′ ∈ I by
ζk+1i+1 (w) = α2 ◦ π[0,1](w) · η˙
i′
i ◦ π(s˜i′ )−1(0), i 6= k, (237)
ζk+1k+1 (w) = α2 ◦ π[0,1](w) · η˙
i′
k ◦ π(s˜i′ )−1(0) + α3 ◦ π[0,1](w). (238)
One can show that (235)–(238) are consistent on their overlaps, so the ζ ˜j
are well-defined, and that the ζ ˜j are continuous and satisfy
∑
j∈J ζ
˜
j ≡ 1 on W
˜
and ζ ˜j ◦ ψ
˜j′ ≡ ζj
′
j |W ˜j′ for j, ˜, j
′ ∈ J with j′ 6 ˜. Define ζj : Z → [0, 1] for
j ∈ J by ζj |(t˜)−1(0) ≡ ζ
˜
j |(t˜)−1(0) for all ˜ ∈ J . Then the ζj are well-defined and
continuous with
∑
j∈J ζj ≡ 1. Write ζ = (ζj , ζ
˜
j : j, ˜ ∈ J). Then (J , ζ) is a
really good coordinate system for (Z, g).
Furthermore, since (I ,η) is an excellent coordinate system, ∂lV i has no
unnecessary connected components for all i ∈ I and l > 0, so ∂lW i+1 has no
unnecessary connected components. (To see this, note that for i 6= k, ∂lW i+1
is the disjoint union of l copies of ∂l−1V i, and a piece which retracts onto ∂lV i.
When i = k, the whole of W i+1 is necessary as tk+1 ≡ 0.) Hence (J , ζ) is an
excellent good coordinate system for (Z, g).
Choose some maps Hj : F j → P for j ∈ J such that H =
(
J , ζ, Hj : j ∈ J
)
is effective gauge-fixing data for (Z, g), satisfying the boundary conditions
Hi+1(0, e) = Gi(e), i ∈ I, e ∈ Ei, and Hk+1(0, e) = G˜k(e), e ∈ X˜. (239)
Ignoring boundary conditions, it is enough to define Hi+1(u, e) for u = 0 or 1
by (239), and to define Hi+1(u, e) for u ∈ (0, 1) by some injective map F j ∩
π−1[0,1]
(
(0, 1)
)
→ Rn ⊂ P for some n ≫ 0. When we discuss how to choose
Zac, gac,Hac with compatibility between different a ∈ A, c ∈ Ca below, we
will explain in more detail how to choose these maps Hj . Then [Z, g,H ] is
well-defined in KCefk+1(Y ;R). Using (234) we find that in KC
ef
k (Y ;R) we have
∂
[
Z, g,H
]
=
[
X˜, f˜ , G˜
]
−
[
X,f ,G
]
−
[
Z∂ , g|Z∂ ,H|Z∂
]
. (240)
This concludes our discussion of perturbing a single (X,f ,G).
Next we explain how to choose such (X˜ac, f˜ac, G˜ac) and (Zac, gac,Hac) for
all a ∈ A and c ∈ Ca, with boundary compatibilities. The equation we need to
hold, similar to (225), is∑
a∈A
∑
c∈Ca
ρa
[
Z∂ac, gac|Z∂ac ,Hac|Z∂ac
]
= 0. (241)
We would like (241) to follow from
∑
a∈A
∑
c∈Ca
ρa
[
∂Xac,fac|∂Xac ,Gac|∂Xac
]
=
0, in the same way as (225) follows from (224). Assuming (241), inserting
subscripts ‘ac’ in (240), multiplying it by ρa, and summing over all a ∈ A and
c ∈ Ca yields
∂
(∑
a∈A
∑
c∈Ca
ρa
[
Zac, gac,Hac
])
=
∑
a∈A
∑
c∈Ca
ρac
[
X˜ac, f˜ac, G˜ac
]
−
∑
a∈A
∑
c∈Ca
ρa
[
Xac,fac,Gac
]
.
(242)
230
Thus
∑
a∈A
∑
c∈Ca
ρa
[
X˜ac, f˜ac, G˜ac
]
is a cycle homologous to
∑
a∈A
∑
c∈Ca
ρa[
Xac,fac,Gac
]
, and so represents α, by Step 1.
The only arbitrary choices made in the construction of X˜, f˜ , G˜, Z, g,H above
were the sections s˜i of Ei|V˙ i for i ∈ I, and the maps G˜
k : X˜ → P and Hj :
F j → P for j ∈ J . Inserting subscripts ‘ac’, we will give a method for choosing
s˜iac for i ∈ Iac, G˜
k
ac and H
j
ac for j ∈ Jac for all a ∈ A and c ∈ Ca such that (241)
holds. As explained in Step 2, we will actually construct the smooth s˜iac for all
c ∈ Ca from piecewise smooth s˜ia on Xa, and similarly, we will define G˜
k
ac, H
j
ac
for c ∈ Ca from maps G˜ka and H
j
a over Xa.
We choose the s˜ia by an inductive procedure on decreasing codimension like
that in Step 1. Use the notation of Step 1 above. For m = 0, . . . ,M and (a, b)
in Rm, here is our inductive hypothesis:
(⋆)mab In the triple (X
m
ab,f
m
ab,G
m
ab) of Step 1, write (I
m
ab,η
m
ab) for the excellent
coordinate system in Gmab, with I
m
ab =
(
Imab, (V
m,i
ab , . . . , ψ
m,i
ab ), f
mi
ab : i ∈
Imab, . . .
)
, and construct (I˙mab, η˙
m
ab), V˙
m,i
ab , V˙
m,ij
ab , . . . as in Definition A.25.
Let Tmab =
(
Tm,iab : i ∈ I
m
ab
)
be the tent function for (Xmab,f
m
ab,G
m
ab) in (∗)
m
ab
in Step 1, so that Tm,iab is a tent function on V˙
m,i
ab .
Then s˜m,iab is a continuous, piecewise smooth section of E
m,i
ab |V˙m,iab
subordi-
nate to the tent function Tm,iab for each i ∈ I
m
ab, satisfying:
(a) s˜m,iab is C
1 close to sm,iab , and transverse (both in a piecewise smooth
sense).
(b) If j < i in Imab then φˆ
m,ij
ab ◦ s˜
m,j
ab ≡ s˜
m,i
ab ◦ φ
m,ij
ab on V˙
m,ij
ab .
(c) As in (∗)mab we have an isomorphism (227) between ∂(X
m
ab,f
m
ab,G
m
ab)
and
∐
b′∈Bmab
(Xm+1
a¯b¯
,fm+1
a¯b¯
,Gm+1
a¯b¯
). We require that this isomorphism
should identify s˜m,iab |∂V˙m,iab
with
∐
b′∈Bmab
s˜m+1,i−1
a¯b¯
for all i ∈ Imab.
We now choose s˜m,iab satisfying (⋆)
m
ab by induction on decreasingm =M,M−
1, . . . , 1, 0, for all (a, b) in Rm and i ∈ Imab. For the first step, when m = M ,
as PM+1 = ∅, if (a, b) ∈ RM then ∂XMab = ∅, so the boundary conditions (c)
in (⋆)Mab are trivial. By induction on increasing i ∈ I
M
ab , we choose smooth (not
piecewise smooth) transverse sections s˜M,iab of E
M,i
ab |V˙M,iab
satisfying (a),(b) above.
This is possible as in the construction of X˜ without boundary conditions above,
with one extra remark about orbifolds.
As GMab is effective gauge-fixing data, (V
M,i
ab , E
M,i
ab , s
M,i
ab , ψ
M,i
ab ) is an effective
Kuranishi neighbourhood in the sense of Definition 3.35. Thus, even though
V˙M,iab may be an orbifold, its orbifold groups act trivially on the fibres of E
M,i
ab .
This implies that generic smooth sections of EM,iab are transverse, so we can
indeed choose s˜M,iab transverse as in (a). However, if the orbifold groups of V˙
M,i
ab
were allowed to act nontrivially on the fibres of EM,iab , it could happen that
EM,iab admits no transverse sections s˜
M,i
ab at all, since being invariant under the
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orbifold groups might force s˜M,iab to be zero on an orbifold stratum of V˙
M,i
ab in a
non-transverse way. This finishes the first step.
For the inductive step, suppose that for some l = 0, . . . ,M − 1 we have
chosen data s˜m,iab satisfying (⋆)
m
ab for all l < m 6 M , (a, b) ∈ R
m and i ∈ Imab.
We will construct s˜l,iab satisfying (⋆)
l
ab for all (a, b) ∈ R
l and i ∈ I lab. First, by
induction on increasing i ∈ I lab, choose generic smooth (not piecewise smooth)
sections sˆl,iab of E
l,i
ab |V˙ l,iab
satisfying (a),(b) above with sˆl,iab in place of s˜
m,i
ab , but
without boundary conditions such as (c). This is possible as in the first step.
To define s˜l,iab we use a version of the piecewise smooth extension idea of
§A.1.4, in Definition A.12 and Proposition A.14. That is, (⋆)lab(c) prescribes
piecewise smooth values for s˜l,iab over ∂V˙
l,i
ab , and we want to extend these to
piecewise smooth values over V˙ l,iab . We do this by choosing an arbitrary smooth
section sˆl,iab on the interior of V˙
l,i
ab , corresponding to η˜ in Proposition A.14, and
then interpolating between sˆl,iab and the boundary prescribed values for s˜
l,i
ab near
∂V˙ l,iab using the flow of v
l,i
ab. However, we have to modify the construction of
Proposition A.14 slightly, as T l,iab was made not using Definition A.12, but with
Definition A.32, a noncompact, orbifold version of Definition A.15.
Define subsets W1,W2 of V˙
l,i
ab by
W1 =
{
w ∈ V˙ l,iab : min T
l,i
ab (w) > D
}
,
W2 =
{
w ∈ V˙ l,iab : w = exp(tv
l,i
ab)x, t ∈ [0, 2), (x,B) ∈ ∂U
l,i
ab
}
.
Then W1 is closed in V˙
l,i
ab as minT
l,i
ab is continuous, and W2 is open in V˙
l,i
ab ,
and W1 ∪W2 = V˙
l,i
ab , since the branches u+ θ(2 − t) in (218) are supported on
W2, so for v /∈ W2 we see that min T
l,i
ab (v) is of the form D + l
2 or D + ǫ2, so
minT l,iab (v) > D and v ∈W1.
Write s˜′l,iab for the piecewise smooth section of E
l,i
ab |∂V˙ l,iab
prescribed as bound-
ary conditions for s˜l,iab in (⋆)
l
ab(c). Then as in §A.3.4–§A.3.5, s˜
′l,i
ab extends to
∂U l,iab , for some open neighbourhood U
l,i
ab of V˙
l,i
ab in V
l,i
ab , such that Definition
A.32(a)–(d) hold for U l,iab and the vector field v
l,i
ab on V
l,i
ab used to construct
T l,iab . From (⋆)
l+1
a¯b¯
(c) for (a¯, b¯) = φl+1(a, b′), all b′ ∈ Blab, we can deduce that
s˜′l,iab |∂2Ul,iab
is invariant under the natural involution σ : ∂2U l,iab → ∂
2V˙ l,iab , in the
same way as we showed that minT ′lab|∂2Xlab is invariant under the natural invo-
lution σ : ∂2X lab → ∂
2X lab in the proof of (∗)
m
ab in §B.1.
We will extend s˜′l,iab to a continuous, piecewise smooth section sˇ
l,i
ab of E
l,i
ab over
W2 subordinate to the tent function T
l,i
ab |W2 . Let ∇
l,i
ab be a connection on the
orbifold vector bundle El,iab → V
l,i
ab . If w ∈ W2 then w = exp(tv
l,i
ab)x for some
t ∈ [0, 2) and (x,B) ∈ ∂U l,iab . Here t, x are uniquely determined by w, as the
flow-line of −vl,iab first hits ι(∂U
l,i
ab ) at x in time t. The choice of local boundary
component B of U l,iab at x is not uniquely determined.
However, since s˜′l,iab |∂2Ul,iab
is invariant under the natural involution σ : ∂2U l,iab
232
→ ∂2V˙ l,iab , it follows that s˜
′l,i
ab (x,B) ∈ E
l,i
ab |x depends only on x, not on the choice
of B. Thus s˜′l,iab (x,B) is also uniquely determined by w. Define
sˇl,iab(w) = s
l,i
ab(w) + P∇l,iab
(
s˜′l,iab (x,B) − s
l,i
ab(x)
)
, (243)
where P∇l,iab
: El,iab |x → E
l,i
ab |w is the parallel transport map along the flow-line
of vl,iab from x to w using the connection ∇
l,i
ab. Considering the construction of
T l,iab , we see that sˇ
l,i
ab is continuous and piecewise smooth subordinate to T
l,i
ab |W2 ,
with sˇl,iab|∂V˙ l,iab
≡ s˜′l,iab .
By the construction in §A.3.4–§A.3.5, minT l,iab |∂V˙ l,iab
is bounded above, and D
is strictly greater than this bound. Thus there exists D′ < D with minT l,iab |∂V˙ l,iab
6 D′. Choose a smooth function η : R → [0, 1] with η(t) = 0 for t 6 D′ and
η(t) = 1 for t > D. Define a section s˜l,iab of E
l,i
ab over V˙
l,i
ab by
s˜l,iab(w)=
{
sˆl,iab(w), w∈W1,(
η◦minT l,iab (w)
)
sˆl,iab(w)+
(
1−η◦minT l,iab (w)
)
sˇl,iab(w), w∈W2.
(244)
On the overlap W1 ∩W2 we have minT
l,i
ab (w) > D and η ◦minT
l,i
ab (w) = 1, so
s˜l,iab is well-defined. As sˆ
l,i
ab, η are smooth and minT
l,i
ab , sˇ
l,i
ab are continuous and
piecewise smooth subordinate to T l,iab , we see that s˜
l,i
ab is continuous and piecewise
smooth subordinate to T l,iab .
On ∂V˙ l,iab we have minT
l,i
ab 6 D
′, η ◦ minT l,iab ≡ 0 and sˇ
l,i
ab|∂V˙ l,iab
≡ s˜′l,iab , so
s˜l,iab|∂V˙ l,iab
≡ s˜′l,iab . Hence s˜
l,i
ab satisfies (⋆)
l
ab(c). For part (a), from (⋆)
l+1
a¯b¯
(a) for
(a¯, b¯) = φl+1(a, b′), all b′ ∈ Blab, it follows that s˜
′l,i
ab is C
1-close to sl,iab|∂V˙ i and
transverse, in a piecewise smooth sense. Thus in (243), s˜′l,iab (x,B) − s
l,i
ab(x) is
C1-small as a function of (x,B) ∈ ∂V˙ l,iab , which implies that sˇ
l,i
ab(w) − s
l,i
ab(w) is
C1-small as a function of w ∈ W2. So sˇ
l,i
ab is C
1-close to sl,iab. Also sˇ
l,i
ab was chosen
above to be C1-close to sl,iab. Therefore s˜
l,i
ab in (244) is also C
1-close to sl,iab.
As s˜′l,iab and sˆ
l,i
ab were chosen generic and transverse, we see that s˜
l,i
ab is trans-
verse, and (⋆)lab(a) holds. For part (b), the sˆ
l,i
ab for i ∈ I
l
ab were chosen to satisfy
φˆl,ijab ◦ sˆ
l,j
ab ≡ sˆ
l,i
ab ◦ φ
l,ij
ab if j < i in I
l
ab. Also (⋆)
l+1
a¯b¯
(b) for (a¯, b¯) = φl+1(a, b′), all
b′ ∈ Blab, imply that the s˜
′l,i
ab satisfy φˆ
l,ij
ab ◦ s˜
′l,j
ab ≡ s˜
′l,i
ab ◦ φ
l,ij
ab if j < i in I
l
ab. Now
sˇl,iab was constructed using s˜
′l,i
ab , the vector field v
l,i
ab, and the connection ∇
l,i
ab on
El,iab . We have (φ
l,ij
ab )∗(v
l,j
ab ) ≡ v
l,i
ab if j < i in I
l
ab by Definition A.32(c). Thus, if
the connections ∇l,iab,∇
l,j
ab on E
l,i
ab , E
l,j
ab are chosen compatible under (φ
l,ij
ab , φˆ
l,ij
ab ),
which we can do, then φˆl,ijab ◦ sˇ
l,j
ab ≡ sˇ
l,i
ab ◦ φ
l,ij
ab if j < i in I
l
ab. So (⋆)
l
ab(b) follows,
by (244). This completes the inductive step. Hence by induction we can choose
s˜m,iab satisfying (⋆)
m
ab for all m, a, b.
Now Xa =
∐n0a
b=1X
0
ab, and for each b = 1, . . . , n
0
a, if φ
0(a, b) = (a¯, b¯) in
R0, we have an isomorphism (a, b)0ab : (X
0
ab,f
0
ab,G
0
ab) → (X
0
a¯b¯
,f0a¯b¯,G
0
a¯b¯), and
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piecewise smooth sections s˜0,i
a¯b¯
of E0,i
a¯b¯
→ V˙ 0,i
a¯b¯
for all i ∈ I0,i
a¯b¯
. Define sections
s˜ia of E
i
a → V˙
i
a by bˆ
0,i
ab ◦ s˜
i
a|V˙ 0,i
ab
= s˜0,i
a¯b¯
◦ b0,iab for b = 1, . . . , n
0
a, where (b
0,i
ab , bˆ
0,i
ab ) :(
V 0,iab , . . . , ψ
0,i
ab
)
→
(
V 0,i
a¯b¯
, . . . , ψ0,i
a¯b¯
)
is the coordinate change in (a, b)0ab. Then s˜
i
a
is continuous, and piecewise smooth subordinate to T ia.
For each c ∈ Ca we have projections πa : V iac → V˙
i
a for all i ∈ Iac, with
Eiac = π
∗
a(E
i
a). Define a section s˜
i
ac of E
i
ac → V
i
ac by s˜
i
ac = s˜
i
a ◦ πa. Since s˜
i
a
is piecewise smooth subordinate to T ia and V
i
ac for i ∈ Iac are the pieces in the
decomposition of V˙ ia induced by T
i
a, it follows that s˜
i
ac is a smooth section, not
just piecewise smooth. From (⋆)0
a¯b¯
(a),(b) we see that s˜iac is C
1 close to siac and
transverse, and j < i in Iac then φˆ
ij
ac ◦ s˜
j
ac ≡ s˜
i
ac ◦ φ
ij
ac on V
ij
ac .
We have now constructed perturbations s˜iac of s
i
ac for all a ∈ A, c ∈ Ca and
i ∈ Iac satisfying all the conditions we need. Thus we can apply the construction
of X˜, f˜ , G˜, Z, g,H from (X,f ,G) above to (Xac,fac,Gac) for a ∈ A and c ∈ Ca
using these s˜iac. This gives a compact, oriented k-manifold X˜ac, a smooth map
f˜ac : X˜ac → Y , a compact oriented Kuranishi space Zac and a strongly smooth
map gac : Zac → Y .
To define the effective gauge-fixing data G˜ac,Hac for (X˜ac, f˜ac), (Zac, gac)
we need in addition to choose maps G˜kac : X˜ac → P and H
j
ac : F
j
ac → P for
j ∈ Jac. To ensure the necessary boundary compatibilities hold, these must also
be chosen by reverse induction on codimension by a procedure similar to (⋆)mab
above. In effect, from the piecewise smooth perturbations s˜m,iab for i ∈ I
m
ab in (⋆)
m
ab
above, we construct piecewise smooth X˜mab, f˜
m
ab, Z
m
ab, g
m
ab for m =M,M−1, . . . , 0
and (a, b) ∈ Rm, and then in an analogue of (⋆)mab we choose G˜
m,k−m
ab : X˜
m
ab → P
and Hm,jab : F
m,j
ab → P for j ∈ J
m
ab for all m =M,M − 1, . . . , 0, (a, b) ∈ R
m and
j ∈ Jmab satisfying boundary conditions similar to (⋆)
m
ab(c). This is much simpler
than the inductive proof above — at each step, the values of G˜m,k−mab |∂X˜mab
and Hm,jab |∂Fm,jab
are prescribed, and we choose arbitrary injective extensions
G˜m,k−mab : (X˜
m
ab)
◦ → Rn ⊂ P and Hm,jab : (F
m,j
ab )
◦ → Rn
′
⊂ P for n, n′ ≫ 0 and
all j ∈ Jmab, satisfying no compatibility conditions at all.
This completes the construction of (X˜ac, f˜ac, G˜ac) and (Zac, gac,Hac) for all
a ∈ A and c ∈ Ca. We claim that the boundary compatibilities we imposed on
the data s˜iac, G˜
k
ac, H
j
ac during the inductive construction (⋆)
m
ab for the s˜
i
ac and
the analogues for G˜kac, H
j
ac imply that (241) holds. To see this, note that Z
∂
ac is
a perturbation of [0, 1]×∂Xac. Now the Xac for c ∈ Ca are the result of cutting
Xa into pieces using T a. Therefore we can split ∂Xac = (∂Xac)
int ∐ (∂Xac)ext,
where (∂Xac)
int is the internal boundary, the new boundaries creating in the
interior of Xa by cutting Xa into pieces, and (∂Xac)
ext is the external boundary,
part of ∂Xa. Thus there is a corresponding splitting Z
∂
ac = (Z
∂
ac)
int ∐ (Z∂ac)
ext.
Each component of
[
(∂Xac)
int,fac|(∂Xac)int ,Gac|(∂Xac)int
]
is cancelled by a
component of
[
(∂Xac′)
int,fac′ |(∂Xac′ )int ,Gac′ |(∂Xac′ )int
]
for some other c′ ∈ Ca,
the ‘other side of the cut’. Therefore for each a ∈ A we have
∑
c∈Ca
[
(∂Xac)
int,
fac|(∂Xac)int ,Gac|(∂Xac)int
]
= 0. Because the perturbations s˜ia for i ∈ Ia were
chosen continuous and piecewise smooth, and the G˜kac, H
j
ac are also restrictions
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of functions independent of c ∈ Ca, the construction of Z∂ac, gac|Z∂ac ,Hac|Z∂ac
over [0, 1] × ∂Xac is compatible with this cancellation of internal boundary
components. Hence for each a ∈ A we have∑
c∈Ca
[
(Z∂ac)
int, gac|(Z∂ac)int ,Hac|(Z∂ac)int
]
= 0. (245)
For the external boundaries, using the argument of (229) and (230) we have∑
a∈A ρa
[
(Z∂ac)
ext, gac|(Z∂ac)ext ,Hac|(Z∂ac)ext
]
=∑
(a¯,b¯)∈R1
{ ∑
a∈A, b=1,...,n1a:
φ1(a,b)=(a¯,b¯)
ρaǫ
1
ab
} ∑
c¯∈C1
a¯b¯
[
Z1a¯b¯c¯, g
1
a¯b¯c¯,H
1
a¯b¯c¯
]
= 0, (246)
where C1
a¯b¯
is an indexing set for the decomposition induced by the tent function
T 1a¯b¯ for (X
1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) chosen in (∗)
1
a¯b¯
in §B.1, and (Z1
a¯b¯c¯
, g1
a¯b¯c¯
,H1a¯b¯c¯) for C
1
a¯b¯
are
the corresponding chains constructed above using the piecewise smooth sections
s˜1
a¯b¯
in (⋆)1
a¯b¯
. The coefficient {· · · } on the second line of (246) is zero as in the
proof of (230) in §B.1. Combining (245), (246) and Z∂ac = (Z
∂
ac)
int ∐ (Z∂ac)
ext
proves (241), and completes Step 2.
B.3 Step 3: triangulating the X˜a with simplices σac(∆k)
As in Step 3 above we now change notation from X˜ac for a ∈ A and c ∈
Ca to X˜a for a ∈ A. So, we represent α by a cycle
∑
a∈A ρa[X˜a, f˜a, G˜a] ∈
KCefk (Y ;R), with each X˜a a compact, oriented k-manifold with g-corners, f˜a :
X˜a → Y a smooth map, and G˜a = (I˜a, η˜a, G˜
k
a) effective gauge-fixing data for
(X˜a, f˜a), where I˜a has indexing set I˜a = {k}, one Kuranishi neighbourhood
(V˜ ka , E˜
k
a , s˜
k
a, ψ˜
k
a) = (X˜a, X˜a, 0, idX˜a), and η˜a = (η˜a,k, η˜
k
a,k) with η˜a,k ≡ 1 ≡ η˜
k
a,k.
We will use Theorem A.18 to choose a tent function T˜a : X˜a → F
(
[1,∞)
)
for each a ∈ A such that the components X˜ac, c ∈ Ca of ∂ZX˜a,Ta in (187) are
all diffeomorphic to the k-simplex ∆k, with chosen diffeomorphisms σac : ∆k →
X˜ac for c ∈ Ca. (Note that these Ca and X˜ac are different to those in Steps 1
and 2.) To make these choices of T˜a, σac compatible with the boundary relations
in ∂
(∑
a∈A ρa[X˜a, f˜a, G˜a]
)
= 0, we use reverse induction on codimension in a
similar way to Steps 1 and 2.
Define notation nma , (X˜
m
ab, f˜
m
ab, G˜
m
ab), P
m, Qm, Rm, (aq, bq), φm, (a, b)mab, ǫ
m
ab,
Bmab as in Step 1 above, but using (X˜a, f˜a, G˜a) for a ∈ A rather than (Xa,fa,
Ga) for a ∈ A, so that (∂
mX˜a, f˜a|∂mX˜a , G˜a|∂mX˜a) =
∐
b=1,...,nma
(X˜mab, f˜
m
ab, G˜
m
ab),
and so on. As X˜mab is a manifold of dimension k−m we have X˜
m
ab = ∅ for m > k,
so we fix M = k. By induction on decreasing m = k, k − 1, . . . , 1, 0, for all
(a, b) in Rm, we choose tent functions T˜mab on X˜
m
ab using Theorem A.18, such
that the expression (187) for ∂ZX˜mab,T˜mab
involves components X˜mabc for c ∈ C
m
ab,
with Cmab a finite indexing set, and for all (a, b) in R
m and c ∈ Cmab we choose
diffeomorphisms σmabc : ∆k−m → X˜
m
abc, satisfying the inductive hypothesis:
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(†)mab By definition of B
m
ab we have ∂X˜
m
ab =
∐
b′∈Bmab
X˜m+1ab′ , and if φ
m+1(a, b′) =
(a¯, b¯) in Rm+1, we have an isomorphism (a, b)m+1ab′ : (X˜
m+1
ab′ , f˜
m+1
ab′ , G˜
m+1
ab′ )
→ (X˜m+1
a¯b¯
, f˜m+1
a¯b¯
, G˜m+1
a¯b¯
). So as for (227) there is a diffeomorphism∐
b′∈Bmab
am+1ab′ : ∂X˜
m
ab −→
∐
b′ ∈ Bmab: define (a¯, b¯) = φ
m+1(a, b′) X˜
m+1
a¯b¯
. (247)
On the left hand side ∂X˜mab of (247) we have a tent function T˜
m
ab |∂X˜mab
. On
the right hand side we have a tent function
∐
b′ T˜
m+1
a¯b¯
. We require:
(a) Equation (247) must identify min
(
T˜mab |∂X˜mab
)
with min
(∐
b′ T˜
m+1
a¯b¯
)
.
(b) Suppose the natural involution σ : ∂2ZX˜mab,T˜mab
→ ∂2ZX˜mab,T˜mab
ex-
changes two (k−m− 1)-simplices σmabc ◦F
k−m
j (∆k−m−1) and σ
m
abc′ ◦
F k−mj (∆k−m−1) for c, c
′ ∈ Cmab. Then j = j
′, c 6= c′ and σ ◦ σmabc ◦
F k−mj ≡ σ
m
abc′ ◦ F
k−m
j as maps ∆k−m−1 → ∂
2ZX˜m
ab,T˜
m
ab
.
(c) If b′ ∈ Bmab, (a¯, b¯) = φ
m+1(a, b′) and c¯ ∈ Cm+1
a¯b¯
then X˜m+1
a¯b¯c¯
=
σm+1
a¯b¯c¯
(∆k−m−1) is a component of ∂ZX˜m+1
a¯b¯
,T˜m+1
a¯b¯
. Applying the pro-
jection π : ∂ZX˜m+1
a¯b¯
,T˜m+1
a¯b¯
→ X˜m+1
a¯b¯
gives an embedding π ◦ σm+1
a¯b¯c¯
:
∆k−m−1 → X˜
m+1
a¯b¯
, so
(
(a, b)m+1ab′
)
−1 ◦ π ◦ σm+1
a¯b¯c¯
is an embedding
∆k−m−1 → X˜
m+1
ab′ ⊂ ∂X˜
m
ab. Composing with ι : ∂X˜
m
ab → X˜
m
ab
yields an embedding ι ◦
(
(a, b)m+1ab′
)
−1 ◦ π ◦ σm+1
a¯b¯c¯
: ∆k−m−1 → X˜mab.
There should exist some unique c ∈ Cmab such that π ◦ σ
m
abc ◦F
k−m
k−m ≡
ι ◦
(
(a, b)m+1ab′
)
−1 ◦ π ◦ σm+1
a¯b¯c¯
as embeddings ∆k−m−1 → X˜mab.
Here part (a) is almost the same as (∗)mab. Part (b) gives compatibility between
the ‘internal’ codimension one faces of σmabc(∆k−m) within a fixed X
m
ab, and
corresponds to the boundary compatibility between the σc in Theorem A.7. Part
(c) gives compatibility of the ‘external’ codimension one faces of σmabc(∆k−m)
between two different Xmab, X
m
a′b′ , and corresponds to the boundary compatibility
between σ′c′ , σc in Theorem A.18.
The first step, when m = k, is trivial. Each X˜kab is a compact, connected 0-
manifold, that is, a single point. We define T˜ kab ≡ {1}, C
k
ab = {1} for all (a, b) ∈
Rk, and take σab1 : ∆0 → X˜kab1 = {1} × X˜
k
ab to be the unique diffeomorphism
between the two points. Parts (a)–(c) are vacuous as ∂X˜kab = ∅.
For the inductive step, suppose that for some l = 0, . . . , k−1 we have chosen
T˜mab , C
m
ab and σ
m
abc satisfying (†)
m
ab for all l < m 6 k, (a, b) ∈ R
m and c ∈ Cmab.
For each (a, b) ∈ Rl, we will apply Theorem A.18 to choose T˜ lab, C
l
ab and σ
l
abc for
c ∈ Clab satisfying (†)
l
ab. We have a tent function T
′ =
∐
b′∈Bmab
T˜m+1
a¯b¯
◦am+1ab′ on
∂T˜mab , and part (a) of (†)
m
ab says that min T˜
m
ab |∂Xmab ≡ minT
′, which corresponds
to minT |∂X ≡ min T ′ in Theorem A.18.
We must verify the hypotheses Theorem A.18(i)–(iii). Parts (i),(ii) hold
by the argument showing that minT ′lab|∂2Xlab is invariant under the natural
involution σ : ∂2X lab → ∂
2X lab in the proof of the inductive step of (∗)
m
ab in §B.1.
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Part (iii) is a little more subtle. To satisfy it, before starting the induction, we
first choose Riemannian metrics gmab on X˜
m
ab for allm = 0, . . . , k and (a, b) ∈ R
m,
and then we choose ǫ > 0 very small compared to length scales in (X˜mab, g
m
ab) and
constants comparing gmab|X˜m+1
ab′
and gm+1
a¯b¯
under the inclusion X˜m+1ab′ ⊆ ∂X˜
m
ab and
diffeomorphism am+1ab′ : X˜
m+1
ab′ → X˜
m+1
a¯b¯
, for all m, (a, b), b′, (a¯, b¯). Then we use
these gmab and ǫ to construct T˜
l
ab in Theorem A.18.
The point is that as the ǫ used to construct T ′ and σc′ on ∂X˜
m
ab has been
chosen small compared not just to geometry on ∂X˜mab, but also to geometry
on X˜mab and constants comparing the two, Theorem A.18(iii) holds. So Theo-
rem A.18 gives T˜mab , C
m
ab and σ
m
abc for c ∈ C
m
ab. Part (a) of (†)
m
ab follows from
minT |∂X ≡ minT ′ in Theorem A.18, part (b) from the boundary compatibil-
ity between the σc in Theorem A.7 referred to in Theorem A.18, and (c) from
the compatibility between the σ′c′ and σc in Theorem A.18. This proves the
inductive step. Hence by induction (†)mab holds for all m, a, b.
Now X˜a =
∐n0a
b=1 X˜
0
ab, and if b = 1, . . . , n
0
a and φ
0(a, b) = (a¯, b¯) in R0, we
have a diffeomorphism a0ab : X˜
0
ab → X˜
0
a¯b¯
and a tent function T˜ 0
a¯b¯
on X˜0
a¯b¯
. Define
a tent function T˜a on X˜a by T˜a|X˜0
ab
= T˜ 0
a¯b¯
◦ a0ab for b = 1, . . . , n
0
a, for each
a ∈ A. Then we may form a compact (k+1)-manifold ZX˜a,T˜a as in (186). Let
X˜ac for c ∈ Ca be the extra pieces in the decomposition of ∂ZX˜a,T˜a in (187).
Then from above we may take Ca =
∐n0a
b=1 C
0
a¯b¯
, where (a¯, b¯) = φ0(a, b), and
the diffeomorphisms σ0
a¯b¯c¯
: ∆k → X˜0a¯b¯c¯ for b = 1, . . . , n
0
a, (a¯, b¯) = φ
0(a, b) and
c¯ ∈ C0
a¯b¯
induce diffeomorphisms σac : ∆k → X˜ac for all c ∈ Ca.
Write π : ZX˜a,T˜a → X˜a for the natural projection. We will define effective
gauge-fixing data H˜a = (J˜a, ζ˜a, H˜
k+1
a ) for (ZX˜a,T˜a , f˜a◦π). Let J˜a have indexing
set J˜a = {k + 1}, one Kuranishi neighbourhood (W˜ k+1a , F˜
k+1
a , t˜
k+1
a , χ˜
k+1
a ) =
(ZX˜a,T˜a , ZX˜a,T˜a , 0, idZX˜a,T˜a ), map f˜a ◦ π : W˜
k+1
a → Y representing f˜a ◦ π, and
let ζ˜a = (ζ˜a,k+1, ζ˜
k+1
a,k+1) with ζ˜a,k+1 ≡ 1 ≡ ζ˜
k+1
a,k+1. Then (J˜a, ζ˜a) is an excellent
coordinate system for (ZX˜a,T˜a , f˜a ◦ π). Define H˜
k+1
a : ZX˜a,T˜a → P by
H˜k+1a (u, x) =
G˜ka(x), u = 0,
(u, x1, . . . , xn), 0<u<min T˜a(x), G˜
k
a(x)=(x1, . . . , xn),
Gk∆k
(
(y0, . . . , yk)
)
, u=min T˜a(x), (u, x)= ι◦σac(y0, . . . , yk),
c ∈ Ca, (y0, . . . , yk) ∈ ∆k,
(248)
where points of ZX˜a,T˜a are (u, x) for x ∈ X˜a and 0 6 u 6 min T˜a(x), and G
k
∆k
is as in (70), and ι : ∂ZX˜a,T˜a → ZX˜a,T˜a is the natural immersion, restricted
to X˜ac ⊂ ∂ZX˜a,T˜a .
Note that if (u, x) ∈ ZX˜a,T˜a with u = min T˜a(x) then (u, x) ∈ ι(X˜ac) for
some c ∈ Ca, so that (u, x) = ι ◦ σac(y0, . . . , yk) for some (y0, . . . , yk) ∈ ∆k as
σac : ∆k → X˜ac is a diffeomorphism, and the third line of (248) makes sense.
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However, c ∈ Ca may not be unique, and we may also have (u, x) ∈ ι(X˜ac′)
for some other c′ ∈ Ca, with (u, x) = ι ◦ σac′(y′0, . . . , y
′
k) for (y
′
0, . . . , y
′
k) ∈ ∆k.
Thus, to show (248) is well-defined we must prove that Gk∆k
(
(y0, . . . , yk)
)
=
Gk∆k
(
(y′0, . . . , y
′
k)
)
. Let (z1, . . . , zl) and (z
′
1, . . . , z
′
l′) be the result of deleting all
zero entries in (y0, . . . , yk) and (y
′
0, . . . , y
′
k) respectively. Then using (†)
m
ab(b)
one can show that l = l′ and (z1, . . . , zl) = (z
′
1, . . . , z
′
l′), and (70) then implies
that Gk∆k
(
(y0, . . . , yk)
)
= Gk∆k
(
(y′0, . . . , y
′
k)
)
.
Hence H˜k+1a is well-defined, and it is easy to check that H˜a = (J˜a, ζ˜a, H˜
k+1
a )
is effective gauge-fixing data for (ZX˜a,T˜a , f˜a ◦ π). As in (212) we see that
∂
[
ZX˜a,T˜a , f˜a ◦ π, H˜a
]
=
∑
c∈Ca
[
X˜ac, f˜a ◦ π|X˜ac , H˜a|X˜ac
]
− [X˜a, f˜a, G˜a]−
[
Z∂X˜a,T˜a|∂X˜a
, f˜a|∂X˜a ◦ π, H˜a|Z∂X˜a,T˜a|∂X˜a
]
.
(249)
For a ∈ A and c ∈ Ca, define ǫac = 1 if the diffeomorphism σac : ∆k → X˜ac
is orientation-preserving, and ǫac = −1 otherwise. Then from (73) and the last
line of (248) we see that[
X˜ac, f˜a ◦ π|X˜ac , H˜a|X˜ac
]
= ǫac
[
∆k, f˜a ◦ π ◦ σac,fac,G∆k
]
= ǫacΠ
ef
si (f˜a ◦ π ◦ σac).
(250)
A similar proof to (229)–(230) and (246) shows that∑
a∈A ρa
[
Z∂X˜a,T˜a|∂X˜a
, f˜a|∂X˜a ◦ π, H˜a|Z∂X˜a,T˜a|∂X˜a
]
= 0. (251)
Multiplying (249) by ρa, summing over a ∈ A, and using (250) and (251) yields
∂
(∑
a∈A ρa
[
ZX˜a,T˜a , f˜a ◦ π, H˜a
])
= Πefsi
(∑
a∈A
∑
c∈Ca
(ρaǫac)(f˜a ◦ π ◦ σac)
)
−
∑
a∈A ρa[X˜a, f˜a, G˜a].
(252)
Thus Πefsi
(∑
a∈A
∑
c∈Ca
(ρaǫac)(f˜a ◦ π ◦ σac)
)
is homologous to
∑
a∈A ρa[X˜a, f˜a,
G˜a], and is a cycle representing α.
Now Definition 4.3(i)–(iii) impose no nontrivial relations upon chains of the
form [∆k, σ,G∆k ] for smooth σ : ∆k → Y , and thus Π
ef
si in (73) is injective at
the chain level. As Πefsi ◦∂ = ∂◦Π
ef
si and Π
ef
si
(∑
a∈A
∑
c∈Ca
(ρaǫac)(f˜a◦π◦σac)
)
is
a cycle in KCefk (Y ;R), (220) holds, and β =
[∑
a∈A
∑
c∈Ca
(ρaǫac) (f˜a ◦π ◦σac)
]
is well-defined in Hsik (Y ;R), with Π
ef
si (β) = α. This completes Step 3.
B.4 Step 4: Πefsi : H
si
k (Y ;R)→ KH
ef
k (Y ;R) is injective
Let β in Hsik (Y ;R) with Π
ef
si (β) = 0, the singular k-chain
∑
d∈D ηdτd, and∑
a∈A ρa[Xa,fa,Ga] in KC
ef
k+1(Y ;R) be as in Step 4, so that (221) holds. We
now explain how to apply Steps 1–3 to this
∑
a∈A ρa[Xa,fa,Ga], replacing
k-chains by (k+1)-chains, to construct a chain in Csik+1(Y ;R) with boundary
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∑
d∈D ηdτd, proving that β = 0. Write ∂Xa = X
1
a1 ∐ · · · ∐X
1
an1a
for the decom-
position of [∂Xa,fa|∂Xa ,Ga|∂Xa ] into connected pieces given by Lemma 3.7.
From (221) and the proof that Πefsi : C
si
k (Y ;R) → KC
ef
k (Y ;R) is injective,
we see that we can divide the pieces X1ab for a ∈ A and b = 1, . . . , n
1
a into two
kinds: (i) those with [X1ab,f
1
ab,G
1
ab] = ±
[
∆k, τd,G∆k
]
for some d ∈ D, and
(ii) the rest. Moreover, the sum of ρa[X
1
ab,f
1
ab,G
1
ab] over all (a, b) of type (i) is∑
d∈D ηd
[
∆k, τp,G∆k
]
, and the sum over all (a, b) of type (ii) is zero. Let us
rewrite the chain
∑
d∈D ηdτd if necessary, allowing repeats among the τd, so that
there is a 1-1 correspondence between d ∈ D and those (a, b) of type (i), so that
if d corresponds to (a, b) then [X1ab,f
1
ab,G
1
ab] = ±
[
∆k, τd,G∆k
]
and ρa = ±ηd.
Clearly, this is possible.
If X1ab is a boundary component of type (i) then as X
1
ab is diffeomorphic to
the smooth k-manifold ∆k, it follows that Xa is near X
1
ab a smooth (k + 1)-
manifold. So in Step 1 there is no need to cut Xa into pieces near X
1
ab to get
trivial stabilizers, and in Step 2 there is no need to deform Xa near X
1
ab to
make it a manifold; we can make choices in Steps 1 and 2 so that the type (i)
boundary components X1ab are not changed at all.
In Step 1 we do this by choosing the tent functions T a for a ∈ A so that
minT a|X1ab ≡ 1 for each type (i) boundary component X
1
ab. That is, in (∗)
m
ab
we impose the extra condition that Tm,k−m
a¯b¯
≡ {1} for any triple (Xm
a¯b¯
,fma¯b¯,G
m
a¯b¯)
which is isomorphic to a component of ∂m−1(X1ab,f
1
ab,G
1
ab) for some type (i)
boundary component X1ab and all m = k, k−1, . . . , 1. Then at the end of Step 1,
to each d ∈ D there corresponds a unique type (i) boundary component X1ab
∼=
∆k with [X
1
ab,f
1
ab,G
1
ab] = ±
[
∆k, τd,G∆k
]
, and X1ab is naturally diffeomorphic
to a unique component of ∂Xac for some unique c ∈ Ca.
In Step 2, on Xac near a component of ∂Xac naturally diffeomorphic to
a type (i) boundary component X1ab, since the excellent coordinate system
(I1ab,η
1
ab) for (X
1
ab,f
1
ab) in G
1
ab has indexing set I
1
ab = {k} and Kuranishi neigh-
bourhood (V 1,kab , E
1,k
ab , s
1,k
ab , ψ
1,k
ab ) = (X
1
ab, X
1
ab, 0, idX1ab), the excellent coordinate
system (Iac,ηac) for (Xac,fab) in Gac includes a Kuranishi neighbourhood
(V k+1ac , E
k+1
ac , s
k+1
ac , ψ
k+1
ac ) covering the component of ∂Xac diffeomorphic to X
1
ab.
But Ek+1ac ≡ 0, so s˜
k+1
ac ≡ 0, the s˜
i
ac for i ∈ Iac are zero near this component
of ∂Xac. Thus X˜ac coincides withXac near this component of ∂Xac. We can also
choose the map G˜k+1ac : X˜ac → P to agree with G
1
ab : X
1
ab → P , or equivalently
with Gk∆k : ∆k → P , on the component of ∂X˜ac diffeomorphic to X
1
ab
∼= ∆k.
Therefore at the end of Step 2, to each d ∈ D there corresponds a type (i)
boundary component X1ab
∼= ∆k which is naturally diffeomorphic to a unique
component of ∂X˜ac for unique c ∈ Ca.
As in Step 3, we change notation from X˜ac to X˜a. Thus, at the beginning
of Step 3 we have a chain
∑
a∈A ρa[X˜a, f˜a, G˜a] in KC
ef
k+1(Y ;R) with
∂
(∑
a∈A ρa[X˜a, f˜a, G˜a]
)
=
∑
d∈D ηd
[
∆k, τd,G∆k
]
, (253)
where for each d ∈ D we are given a ∈ A and a component X˜1ab of ∂(X˜a, f˜a, G˜a)
with a diffeomorphism X˜1ab
∼= ∆k such that [X˜1ab, f˜
1
ab, G˜
1
ab] = ±
[
∆k, τd,G∆k
]
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and ηd = ±ρa. Step 3 then chooses tent functions T˜a on X˜a for a ∈ A and
diffeomorphisms σac : ∆k+1 → X˜ac. If d ∈ D and X˜1ab
∼= ∆k is the given
diffeomorphism, then T˜a|X˜1ab
is a tent function on ∆k, which cuts ∆k up into
pieces, each of which has a diffeomorphism with ∆k of the form π ◦ σac ◦F
k+1
k+1 :
∆k → X˜a for some c ∈ Ca.
Unlike in Steps 1 and 2, we cannot choose the T˜a in Step 3 so that the type
(i) boundary components X1ab, that is, the chains
[
∆k, τd,G∆k
]
for d ∈ D, are
unchanged, because to apply the results of §A.1.6 during Step 3 we need to cut
the X˜a into small pieces, which includes the boundary components X˜
1
ab
∼= ∆k.
This is necessary in the proof of the inductive step in (†)mab, when we have to
ensure that the smallness condition Theorem A.18(iii) holds, and means that we
must cut the X˜1ab
∼= ∆k into pieces small compared to the length scales involved
in X˜mab for all m = k, k − 1, . . . , 0 and (a, b) ∈ R
m.
However, we need not cut the boundary components X˜1ab
∼= ∆k into small
pieces in an arbitrary way. In Definition A.6 we defined the barycentric subdi-
vision of a polyhedron, and showed how to realize it using a tent function. The
barycentric subdivision of ∆k divides it into (k+1)! simplices ∆k, each of which
is smaller than the original ∆k by a factor of at most
k
k+1 in every direction, for
k > 1. Barycentric subdivision can be iterated, so that for N = 1, 2, . . . the N th
barycentric subdivision of ∆k divides it up into
(
(k + 1)!
)
N smaller simplices
∆k, each of which is smaller than the original ∆k by a factor of at most (
k
k+1 )
N
in every direction. Since ( kk+1 )
N → 0 as N → ∞, by taking N arbitrarily
large we make the simplices of the N th barycentric subdivision of ∆k arbitrarily
small. The N th barycentric subdivision of ∆k can also be realized using a tent
function, combining the constructions of Definition A.6 and Theorem A.7.
Therefore we choose N ≫ 0 such that the N th barycentric subdivision of
each boundary component X˜1ab
∼= ∆k corresponding to some d ∈ D cuts X˜
1
ab,
and all its boundary faces of dimension k− 1, k− 2 . . . , 1, into sufficiently small
pieces that the smallness condition Theorem A.18(iii) holds for these faces if
we use the N th barycentric subdivision and its associated tent function for
X˜1ab
∼= ∆k, rather than just some tent function chosen arbitrarily by iteration
using Theorem A.18. Then in (†)mab we impose the extra condition that for any
triple (X˜m
a¯b¯
, f˜m
a¯b¯
, G˜m
a¯b¯
) which is isomorphic to a component of ∂m−1(X˜1ab, f˜
1
ab, G˜
1
ab)
for some X˜1ab
∼= ∆k with [X˜1ab, f˜
1
ab, G˜
1
ab] = ±
[
∆k, τd,G∆k
]
for some d ∈ D, so
that we have a natural isomorphism X˜m
a¯b¯
∼= ∆k−m, then T˜ma¯b¯ and σ
m
a¯b¯c¯
for c ∈ Cm
a¯b¯
should come from the N th barycentric subdivision of ∆k−m.
Then writing {υe : e ∈ E} for the simplices in the N th barycentric sub-
division of ∆k, and setting ζe = 1 if υe is orientation-preserving and ζe = −1
otherwise, the proof of (220) in Step 3 generalizes to give (222). Now barycentric
subdivision is used by Bredon [10, §IV.17] to prove the Excision Axiom for sin-
gular homology. Bredon defines Υ : Csi∗ (Y ;R)→ C
si
∗ (Y ;R) which replaces each
singular simplex by its barycentric subdivision, and T : Csi∗ (Y ;R)→ C
si
∗+1(Y ;R)
with ∂ ◦ T + T ◦ ∂ = Υ− id. Thus Υ induces the identity on Hsi∗ (Y ;R). In this
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notation,
∑
d∈D
∑
e∈E(ηdζe) (τd ◦ υe) = Υ
N
(∑
d∈D ηd τd
)
, so
β =
[∑
d∈D ηd τd
]
=
[∑
d∈D
∑
e∈E(ηdζe) (τd ◦ υe)
]
= 0 in Hsik (Y ;R),
as Υ is the identity on Hsi∗ (Y ;R), and using (222). Therefore Π
ef
si in (76) is
injective, as we want. This completes Step 4, and the proof of Theorem 4.8.
C Proof that KH∗(Y ;R) ∼= KHef∗ (Y ;R)
We now prove Theorem 4.9. Let Y be an orbifold, R a Q-algebra and k ∈ Z. We
must show that ΠKhef : KH
ef
k (Y ;R) → KHk(Y ;R) in (68) is an isomorphism.
In a similar way to the proof of Theorem 4.8 in Appendix B, we do this in five
steps, which we describe briefly below and then cover in detail in §C.1–§C.5.
Steps 1–4 show that ΠKhef in (68) is surjective, and Step 5 that it is injective.
Step 1. Let k ∈ Z, α ∈ KHk(Y ;R), and
∑
a∈A ρa[Xa,fa,Ga] ∈ KCk(Y ;R)
represent α. The goal of this step is to choose a tent function T a for (Xa,fa,Ga)
for each a ∈ A to ‘cut’ eachXa into finitely many arbitrarily small pieces Xac for
c ∈ Ca, in triples (Xac,fac,Gac), using the results of §A.3.5. This construction
will be used for two different purposes in Steps 2 and 3, and each time we apply
it, we will explain what we mean by ‘arbitrarily small’.
As in Step 1 of Appendix B, we wish to choose the T a such that
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is homologous to
∑
a∈A ρa[Xa,fa,Ga] in KCk(Y ;R). Since
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0, the [∂Xa,fa|∂Xa ,Ga|∂Xa ] must satisfy relations
in KCk−1(Y ;R). The issue is to choose the T a for a ∈ A in a way compatible
with these boundary relations, so that ∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
= 0.
In Step 1 of Appendix B we solved a similar problem by introducing notation
nma , (X
m
ab,f
m
ab,G
m
ab), P
m, Qm, Rm, . . ., and then choosing data onXmab for (a, b) ∈
Rm with boundary conditions by reverse induction on codimensionm =M,M−
1, . . . , 0. Here we adopt a similar strategy, but the problem is more difficult
because of the extra relation Definition 4.3(iv).
Define K˜Ck(Y ;R) to be the R-module of finite R-linear combinations of iso-
morphism classes [X,f ,G] as in Definition 4.3 for which vdimX = k, with re-
lations Definition 4.3(i)–(iii), but not (iv). Write Π : K˜Ck(Y ;R)→ KCk(Y ;R)
for the natural, surjective projection Π :
∑
a∈A ρa[Xa,fa,Ga] 7→
∑
a∈A ρa[Xa,
fa,Ga], whose kernel is the R-submodule of K˜Ck(Y ;R) set to zero by equa-
tion (65) in Definition 4.3(iv). That is, KerΠ is the subspace of elements of
K˜Ck(Y ;R) of the form∑
d∈D ηd
(
[Xd/Γd,pi∗(fd),pi∗(Gd)]−
1
|Γd|
[Xd,fd,Gd]
)
, (254)
where D is a finite indexing set, and for each d ∈ D we have ηd ∈ R and
Xd,fd,Gd,Γd are as in Definition 4.3(iv). Using Definition 4.3(i)–(iii) we can
also suppose that each (Xd,fd,Gd) is connected.
The proofs in Appendix B relied on the fact that triples [X,f ,G] with
(X,f ,G) connected form a basis for KCefk (Y ;R) over R, modulo only the rela-
tion [−X,f ,G] = −[X,f ,G]; this was how we showed the coefficient {· · · } on
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the last line of (229) is zero. Since K˜Ck(Y ;R) is defined using the same rela-
tions as KCefk (Y ;R), it is easy to see that triples [X,f ,G] such that (X,f ,G)
is connected and does not admit an orientation-reversing isomorphism form a
basis for K˜Ck(Y ;R) over R, modulo only the relation [−X,f ,G] = −[X,f ,G].
However, we do not have a good basis for KCk(Y ;R). This makes choosing the
T a for a ∈ A compatible with relations in KCk−1(Y ;R) more complicated.
Our strategy is to lift from KC∗(Y ;R) to K˜C∗(Y ;R), where we have a
good basis, and deal with the extra relation Definition 4.3(iv) ‘by hand’. As
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0 in KCk−1(Y ;R), it lifts to KerΠ in K˜Ck−1(Y ;R),
and so is of the form (254). Thus we may write∑
a∈A ρa[∂Xa,fa|∂Xa ,Ga|∂Xa ] = (255)∑
d∈D ηd
(
[X˜d/Γd,pi∗(f˜d),pi∗(G˜d)]−
1
|Γd|
[X˜d, f˜d, G˜d]
)
in K˜Ck−1(Y ;R),
with each (X˜d, f˜d, G˜d) connected.
We shall choose tent functions T a for (Xa,fa,Ga) for a ∈ A, and T˜ d for
(X˜d, f˜d, G˜d) for d ∈ D, satisfying the conditions:
(a) T a|∂Xa is invariant under Aut(∂Xa,fa|∂Xa ,Ga|∂Xa) for each a ∈ A, and
T˜ d is invariant under Aut(X˜d, f˜d, G˜d), and pi∗(T˜ d) is invariant under
Aut(X˜d/Γd,pi∗(f˜d),pi∗(G˜d)) for each d ∈ D.
(b) If two connected components of any two of (∂Xa,fa|∂Xa ,Ga|∂Xa) for
a ∈ A and (X˜d, f˜d, G˜d), (X˜d/Γd,pi∗(f˜d),pi∗(G˜d)) for d ∈ D are isomor-
phic, the restrictions of T a, T˜ d to these components are identified by the
isomorphism.
(c) The T a, T˜ d cut (Xa,fa,Ga), (X˜d, f˜d, G˜d) into ‘arbitrarily small pieces’,
where we will explain how small the pieces need be whenever we apply
the result.
To do this consistently, we must actually work by induction on decreasing codi-
mension m in a similar way to Appendix B, and choose data on ∂m(Xa,fa,Ga)
and ∂m−1(X˜d, f˜d, G˜d) for m = M,M − 1, . . . , 1, 0 satisfying analogues of (a)–
(c), with boundary values chosen in the previous inductive step. The details
will be explained in §C.1.
Haven chosen T a, T˜ d for all a, d satisfying (a)–(c), equation (211) of §A.3
gives, in both KCk(Y ;R) and K˜Ck(Y ;R),
∂
[
ZXa,T a ,fa ◦ pi,HXa,T a
]
= −
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pi,H∂Xa,T a|∂Xa
]
− [Xa,fa,Ga] +
∑
c∈Ca
[Xac,fac,Gac]. (256)
From equation (255) and (a),(b) above we deduce that∑
a∈A
ρa
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pi,H∂Xa,T a|∂Xa
]
= (257)∑
d∈D
ηd
(
[ZX˜d/Γd,pi∗(T˜ d),pi∗(f˜d) ◦ pi,HX˜d/Γd,pi∗(T˜ d)]
− 1|Γd| [ZX˜d,T˜ d , f˜d ◦ pi,HX˜d,T˜ d ]
) in K˜Ck(Y ;R).
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The action of Γd on (X˜d, f˜d, G˜d) preserves T˜ d and so lifts to an action of Γd
on (ZX˜d,T˜ d , f˜d ◦pi,HX˜d,T˜ d), and the quotient is isomorphic to (ZX˜d/Γd,pi∗(T˜ d),
pi∗(f˜d) ◦ pi,HX˜d/Γd,pi∗(T˜ d)). Thus the right hand side of (257) lies in KerΠ,
and projecting to KCk(Y ;R) yields∑
a∈A ρa
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pi,H∂Xa,T a|∂Xa
]
= 0 in KCk(Y ;R). (258)
Multiplying (256) by ρa, summing over a ∈ A and using (258) yields
∂
(∑
a∈A ρa
[
ZXa,Ta ,fa ◦ pia,HXa,Ta
])
=
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]−
∑
a∈A ρa[Xa,fa,Ga]
(259)
in KCk(Y ;R), as for (226). Thus
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is a cycle
homologous to
∑
a∈A ρa
[
Xa,fa,Ga
]
, as we want.
Step 2. Let k ∈ Z, α ∈ KHk(Y ;R), and
∑
a∈A ρa[Xa,fa,Ga] ∈ KCk(Y ;R)
represent α. Using Step 1, we choose a tent function T a for (Xa,fa,Ga) for
all a ∈ A which ‘cuts’ each Xa into small pieces Xac for c ∈ Ca, in triples (Xac,
fac,Gac), such that for each a ∈ A and c ∈ Ca there exists a triple (X´ac, f´ac,
G´ac) with X´ac an oriented Kuranishi space with trivial stabilizers, and writing
G´ac = (I´ac, η´ac, G
i
ac : i ∈ Iac) with I´ac =
(
I´ac, (V´
i
ac, . . . , ψ´
i
ac) : i ∈ I´ac, . . .
)
,
each V´ iac is a manifold, and there exists a finite group Γac of automorphisms
(a, b) : (X´ac, f´ac, G´ac) → (X´ac, f´ac, G´ac) with a : X´ac → X´ac orientation-
preserving, such that the triple
(
X´ac/Γac,pi∗(f´ac),pi∗(G´ac)
)
is isomorphic to
(Xac,fac,Gac). Relation Definition 4.3(iv) thus gives[
Xac,fac,Gac
]
=
1
|Γac|
[
X´ac, f´ac, G´ac
]
in KCk(Y ;R). (260)
Such (X´ac, f´ac, G´ac) exist provided the Xac and V
i
ac in Iac in Gac are ‘suffi-
ciently small’, just as in an orbifold V , any sufficiently small open set in V may
be written as U/Γ for U a manifold and Γ a finite group.
Combining equation (260) and Step 1 shows that∑
a∈A
∑
c∈Ca
ρa|Γac|−1[X´ac, f´ac, G´ac] =
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
(261)
is homologous to
∑
a∈A ρa[Xa,fa,Ga] inKCk(Y ;R), and so is a cycle represent-
ing α. Thus we can represent α by a cycle (261) in which the Kuranishi spaces
X´ac have trivial stabilizers, and in the Kuranishi neighbourhoods (V´
i
ac, . . . , ψ´
i
ac)
in G´ac, the V´
i
ac are manifolds. Hence X´ac is an effective Kuranishi space, and
the (V´ iac, . . . , ψ´
i
ac) are effective Kuranishi neighbourhoods. We will need this
when we lift to effective Kuranishi chains in Step 4.
Step 3. For simplicity we now change notation from X´ac for a ∈ A and c ∈ Ca
back to Xa for a ∈ A, and absorb the factors |Γac|−1 in (261) into new constants
ρa ∈ R. That is, Steps 1 and 2 have shown that we can represent α by a cycle
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∑
a∈A ρa[Xa,fa,Ga] ∈ KCk(Y ;R), where each Xa is a compact, oriented Ku-
ranishi space with trivial stabilizers, and writing Ga = (Ia,ηa, G
i
a : i ∈ Ia)
with Ia =
(
Ia, (V
i
a , . . . , ψ
i
a) : i ∈ Ia, . . .
)
, each V ia is a manifold. Equa-
tion (255) holds for connected (X˜d, f˜d, G˜d) for d ∈ D. We stress that these
A,Xa,fa,Ga, ρa, D, X˜d, f˜d, G˜d,Γd, ηd are different from those in Steps 1 and 2.
We now repeat Step 1, choosing tent functions T a for (Xa,fa,Ga) for a ∈ A,
and T˜ d for (X˜d, f˜d, G˜d) for d ∈ D, satisfying conditions (a)–(c), such that T a
cuts (Xa,fa,Ga) into finitely many small pieces (Xac,fac,Gac) for c ∈ Ca, and
T˜ d cuts (X˜d, f˜d, G˜d) into finitely many small pieces (X˜df , f˜df , G˜df ) for f ∈ Fd.
As in Step 1, equations (255)–(257) hold in K˜C∗(Y ;R). Taking ∂ of (256)
and using ∂2 = 0 gives
∂
[
Z∂Xa,T a|∂Xa ,fa|∂Xa ◦ pi,H∂Xa,Ta|∂Xa
]
=
− ∂[Xa,fa,Ga] +
∑
c∈Ca
∂[Xac,fac,Gac]
in K˜Ck−1(Y ;R). (262)
The analogue of (256) for (X˜d, f˜d, G˜d) in K˜Ck−1(Y ;R) is
∂
[
ZX˜d,T˜ d ,f˜d ◦ pi,HX˜d,T˜ d
]
= −
[
Z∂X˜d,T˜ d|∂X˜d
, f˜d|∂X˜d ◦ pi,H∂X˜d,T˜ d|∂X˜d
]
− [X˜d, f˜d, G˜d] +
∑
f∈Fd
[X˜df , f˜df , G˜df ]. (263)
The action of Γd on (X˜d, f˜d, G˜d) lifts to
∐
f∈Fd
(X˜df , f˜df , G˜df ), and(∐
f∈Fd
(X˜df , f˜df , G˜df )
)/
Γd∼=
∐
fΓd∈Fd/Γd
(
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df)
)
,
where to interpret the right hand side, for each orbit fΓd of Γd in Fd we
pick a representative f , and then divide (X˜df , f˜df , G˜df ) by the stabilizer group
StabΓd(f) of f in Γd. From this we deduce an analogue of (263) for (X˜d/Γd,
pi∗(f˜d),pi∗(G˜d)) in K˜Ck−1(Y ;R):
∂
[
ZX˜d/Γd,pi∗(T˜ d),pi∗(f˜d) ◦ pi,HX˜d/Γd,pi∗(T˜ d)
]
=
−
[
Z∂(X˜d/Γd),pi∗(T˜ d)|∂(X˜d/Γd)
,pi∗(f˜d)|∂(X˜d/Γd) ◦ pi,
H∂(X˜d/Γd),pi∗(T˜ d)|∂(X˜d/Γd)
]
−
[
X˜d/Γd,pi∗(f˜d),pi∗(G˜d)
]
+
∑
fΓd∈Fd/Γd
[
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df )
]
.
(264)
Taking the boundary of (255) and using ∂2 = 0 gives
0 =
∑
d∈D
ηd
([
∂(X˜d/Γd),pi∗(f˜d)|∂(X˜d/Γd),pi∗(G˜d)|∂(X˜d/Γd)
]
− |Γd|−1
[
∂X˜d, f˜d|∂X˜d , G˜d|∂X˜d
])
in K˜Ck−2(Y ;R).
(265)
As the choice of tent functions T˜ d,pi∗(T˜ d) in Step 1 actually depends only on
the isomorphism class of each connected component of (X˜d, f˜d, G˜d), (X˜d/Γd,
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pi∗(f˜d),pi∗(G˜d)) in K˜Ck−1(Y ;R), and by the inductive construction this also
holds for their boundaries in K˜Ck−2(Y ;R), we can lift (265) to an equation in
the Z... chains in K˜Ck−1(Y ;R):
0 =
∑
d∈D
ηd
([
Z∂(X˜d/Γd),pi∗(T˜ d)|∂(X˜d/Γd)
,pi∗(f˜d)|∂(X˜d/Γd) ◦ pi,
H∂(X˜d/Γd),pi∗(T˜ d)|∂(X˜d/Γd)
]
− |Γd|
−1
[
Z∂X˜d,T˜ d|∂X˜d
, f˜d|∂X˜d ◦ pi,H∂X˜d,T˜ d|∂X˜d
])
.
(266)
Take the boundary ∂ of (257) to get an equation in K˜Ck−1(Y ;R). Use
(262), (264) and (263) to substitute for the boundaries of the first, second and
third lines of (257) respectively. Add on (255), which cancels three sets of
terms, and then add on (266), which cancels two more. This yields an equation
in K˜Ck−1(Y ;R):
∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
=∑
d∈D
ηd
( ∑
fΓd∈Fd/Γd
[
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df )
]
− |Γd|
−1∑
f∈Fd
[X˜df , f˜df , G˜df ]
)
.
(267)
We will prove that provided the T a, T˜ d are chosen to make the Xac, X˜df
sufficiently small, the terms on the right hand side of (267) all cancel, that is,
the right hand side is zero. To get a rough idea of why, note that since the
Xa have trivial stabilizers, if X˜d/Γd is needed to cancel part of any ∂Xa in
(255), then X˜d/Γd must have trivial stabilizers, and so Γd acts freely on X˜d.
But if Γd acts freely on X˜d, and the pieces X˜df for f ∈ Fd are sufficiently
small, then Γd must also act freely on Fd. And if Γd acts freely on Fd then∑
fΓd∈Fd/Γd
[X˜df/ StabΓd(f), . . .] = |Γd|
−1
∑
f∈Fd
[X˜df , . . .], so the second and
third lines of (267) cancel.
We have now constructed
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac], where Xac has
trivial stabilizers and the V iac are manifolds, and shown that regarded as an
element of KCk(Y ;R) this is a cycle representing α, and regarded as an element
of K˜Ck(Y ;R) satisfies
∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
= 0 in K˜Ck−1(Y ;R). (268)
Thus, we have lifted from a cycle in
(
KC∗(Y ;R), ∂
)
to one in
(
K˜C∗(Y ;R), ∂
)
.
For the rest of the proof we will work in the complex
(
K˜C∗(Y ;R), ∂
)
, which as
in Step 1 has an easily understood basis, and we no longer need to worry about
the relation Definition 4.3(iv).
In this step we also prove we can take the (Xac,fac,Gac) to have an ad-
ditional property that we will need later. Fix a ∈ A and c ∈ Ca, and for
m > 0 write (Xmacd,f
m
acd,G
m
acd) for d = 1, . . . , n
m
ac for the connected components
of (∂mXac,fac|∂mXac ,Gac|∂mXac). Then in the usual notation the Kuranishi
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neighbourhoods (V m,i−macd , . . . , ψ
m,i−m
acd ) for i−m ∈ I
m
ac in G
m
acd have V
m,i−m
acd an
open subset of ∂mV iac, where V
i
ac is a manifold.
If V is a manifold with corners andm > 2 then points of ∂mV may be written
as (v,B1, . . . , Bm), where B1, . . . , Bm are distinct local boundary components
of V . Hence (v,B1), . . . , (v,Bm) lie in ∂V . Thus, a point of V
m,i−m
acd is of the
form (v,B1, . . . , Bm), where (v,Bl) ∈ ∂V iac for l = 1, . . . ,m. It is necessary that
(v,Bl) ∈ V
1,i−1
acdl
for some unique dl = 1, . . . , n
1
ac. That is, (v,Bl) cannot lie in
the part of ∂V iac discarded by Algorithm 3.16, since then (v,B1, . . . , Bm) would
also be discarded, so (v,Bl) lies in
∐n1ac
d′=1 V
1,i−1
acd′ , and so in V
1,i−1
acdl
for unique dl.
Hence, each i ∈ Imacd and (v,B1, . . . , Bm) in V
m,i−m
acd determine an l-tuple
(d1, . . . , dm) with dl = 1, . . . , n
1
ac. We claim that this (d1, . . . , dm) is indepen-
dent of i and (v,B1, . . . , Bm), and depends only on d = 1, . . . , n
m
ac. To see this,
note that (d1, . . . , dm) is locally constant on V
m,i−m
acd , and is also preserved un-
der coordinate changes (φ
m,(i−m)(j−m)
acd , φˆ
m,(i−m)(j−m)
acd ) in G
m
acd, so the part of
(∂mXac,fac|∂mXac ,Gac|∂mXac) with fixed (d1, . . . , dm) must be a union of con-
nected components. Thus, each component of (∂mXac,fac|∂mXac ,Gac|∂mXac)
determines an ordered m-tuple of components of (∂Xac,fac|∂Xac ,Gac|∂Xac).
We will prove that provided the Xac are chosen sufficiently small, for all a ∈
A, c ∈ Ca, m > 2 and d = 1, . . . , nmac, the numbers d1, . . . , dm above are distinct.
That is, we show that each component of (∂mXac,fac|∂mXac ,Gac|∂mXac) occurs
as the intersection of m distinct components of (∂Xac,fac|∂Xac ,Gac|∂Xac).
Here is why we need this. Suppose (X,f ,G) is a triple in effective Kuran-
ishi homology. Then there is a natural action of the symmetric group Sm on
(∂mX,f |∂mX ,G|∂mX) by isomorphisms, which acts on points (v,B1, . . . , Bm)
in V m,i−m in G|∂mX by permutation of B1, . . . , Bm. As connected components
of (∂mX,f |∂mX ,G|∂mX) have no automorphisms by Theorem 3.39(b), Sm must
act freely on the set of connected components of (∂mX,f |∂mX ,G|∂mX).
In Step 4 we will modify Gac to effective gauge-fixing data. A necessary
condition to be able to do this is that Sm acts freely on the connected com-
ponents of (∂mXac,fac|∂mXac ,Gac|∂mXac). Since each component determines
some (d1, . . . , dm) and Sm permutes d1, . . . , dm, if d1, . . . , dm are distinct then
the action of Sm on the set of components is automatically free, as we want.
Step 4. For simplicity we again change notation from Xac for a ∈ A and
c ∈ Ca back to Xa for a ∈ A. That is, Step 3 has shown that we can represent
α by a cycle
∑
a∈A ρa[Xa,fa,Ga] in KCk(Y ;R) or K˜Ck(Y ;R), where each
Xa is a compact, oriented Kuranishi space with trivial stabilizers, and writing
Ga = (Ia,ηa, G
i
a : i ∈ Ia) with Ia =
(
Ia, (V
i
a , . . . , ψ
i
a) : i ∈ Ia, . . .
)
, each V ia is a
manifold, each (Xa,fa,Ga) is connected, and
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0 in K˜Ck−1(Y ;R). (269)
Moreover, for a ∈ A and m > 2 each component of (∂mXa,fa|∂mXa ,Ga|∂mXa)
occurs as the intersection of m distinct components of (∂Xa,fa|∂Xa ,Ga|∂Xa).
Define notation nma , (X
m
ab,f
m
ab,G
m
ab), P
m,∼, Qm, Rm, φm, (a, b)mab,M, ǫ
m
ab, B
m
ab
exactly as in Step 1 of Appendix B, but with Ga,G
m
ab in place of Ga,G
m
ab. Note
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one significant difference: in Appendix B we have Aut(Xmab,f
m
ab,G
m
ab) = {1}
by Theorem 3.39(b), so (a, b)mab is unique. However, in the noneffective case we
know only that Aut(Xmab,f
m
ab,G
m
ab) is finite by Theorem 3.20, so when φ
m(a, b) =
(a¯, b¯) the isomorphism (a, b)mab : (X
m
ab,f
m
ab,G
m
ab) → (X
m
a¯b¯
,fma¯b¯,G
m
a¯b¯) may not be
unique, we have to make an arbitrary choice of (a, b)mab out of finitely many
possibilities.
Then as for equation (229), from (269) in K˜Ck−1(Y ;R) we have
0 = ∂
[∑
a∈A
ρa[Xa,fa,Ga]
]
=
∑
a∈A
ρa
n1a∑
b=1
[
X1ab,f
1
ab,G
1
ab
]
(270)
=
∑
a ∈ A, b = 1, . . . , n1a.
Set (a¯, b¯) = φ1(a, b)
ρaǫ
1
ab
[
X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯
]
=
∑
(a¯,b¯)∈R1
{ ∑
a ∈ A, b = 1, . . . , n1a:
φ1(a,b)=(a¯,b¯)
ρaǫ
1
ab
}[
X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯
]
.
By construction the triples
(
X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯
)
for (a¯, b¯) ∈ R1 are connected and
mutually non-isomorphic, even through orientation-reversing isomorphisms. As
in Step 1, triples [X,f ,G] such that (X,f ,G) is connected and does not admit
an orientation-reversing automorphism form a basis for K˜Ck−1(Y ;R) over R,
modulo [−X,f ,G] = −[X,f ,G].
We separate (a¯, b¯) ∈ R1 into two cases: (A) (X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) admits an
orientation-reversing automorphism, and (B) it does not. In case (A) we have
[X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯] = 0 by Definition 4.3(ii). The [X
1
a¯b¯
,f1a¯b¯,G
1
a¯b¯] in case (B) form
part of a basis for K˜Ck−1(Y ;R) over R, and so are linearly independent over
R. Thus, in the same way that we argued in §B.1 that the coefficients {· · · } in
the last line of (229) are zero, from (270) we see that for each (a¯, b¯) ∈ R1, either
(A) (X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) admits an orientation-reversing automorphism, so that
[X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯] = 0 in KCk−1(Y ;R) and K˜Ck−1(Y ;R); or
(B)
∑
a∈A, b=1,...,n1a:φ
1(a,b)=(a¯,b¯) ρaǫ
1
ab = 0 in R.
The rough idea of this step is to choose maps Gia : E
i
a → P for all a ∈ A
and i ∈ Ia such that Ga = (Ia,ηa, G
i
a : i ∈ Ia) is effective gauge-fixing data for
(Xa,fa). (Note that as Xa has trivial stabilizers, it is an effective Kuranishi
space, and as V ia is a manifold, (V
i
a , . . . , ψ
i
a) is an effective Kuranishi neighbour-
hood, so we have already satisfied some of the conditions in Definition 3.36 for
Ga.) Thus we can form a chain
∑
a∈A ρa[Xa,fa,Ga] ∈ KC
ef
k (Y ;R), and project
to
∑
a∈A ρa[Xa,fa,Π(Ga)] = Π
Kh
ef
(∑
a∈A ρa[Xa,fa,Ga]
)
in KCk(Y ;R).
If we could choose the Gia for all a, i compatible with the relations between
the [∂Xa,fa|∂Xa ,Ga|∂Xa ] implied by (269)–(270), we would expect to prove
that ∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= 0 in KCefk−1(Y ;R), giving a homology class β =[∑
a∈A ρa[Xa,fa,Ga]
]
in KHefk (Y ;R), and to show
∑
a∈A ρa[Xa,fa,Π(Ga)] is
homologous to
∑
a∈A ρa[Xa,fa,Ga] in KCk(Y ;R), so that Π
Kh
ef (β) = α. As
α ∈ KHk(Y ;R) was arbitrary, this would show that Π
Kh
ef : KH
ef
k (Y ;R) →
KHk(Y ;R) is surjective.
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However, there is a problem. In the Aut(Xa,fa,Ga) are finite by Theorem
3.20, but for connected (Xa,fa,Ga) the Aut(Xa,fa,Ga) are trivial by Theorem
3.39(b). Thus, when we lift from Ga to Ga we must break the symmetries
of (Xa,fa,Ga). But breaking these symmetries is unnatural, and may cause
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
to be nonzero. To see this, note that (270) implicitly
uses an isomorphism(
∂Xa,fa|∂Xa ,Ga|∂Xa
)
∼=
∐
b = 1, . . . , n1a. Set (a¯, b¯) = φ
1(a, b)
(
X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯
)
. (271)
The set of isomorphisms (271) has a free, transitive action of
∏
bAut
(
X1
a¯b¯
,
f
1
a¯b¯,G
1
a¯b¯
)
, and in general there is no natural choice. To choose Ga for a ∈ A
satisfying boundary relations, we expect (as part of an induction on reverse
codimension) to choose G1a¯b¯ for all (a¯, b¯) ∈ R
1, and to use these and (271)
to determine boundary values Ga|∂Xa for Ga, and to extend these over Xa
to get Ga. But to do this we must make an arbitrary choice of isomorphism
(271), and similarly in previous inductive steps. There is no reason for these
arbitrary choices to be compatible with involutions σ : ∂2Xa → ∂2Xa. Thus the
prescribed values for Ga|∂Xa , when restricted to ∂
2Xa, may not be σ-invariant,
and so by Principle 2.8, we cannot extend them over ∂Xa.
To get round this, we choose not one set of effective gauge-fixing data Ga
for (Xa,fa) for each a ∈ A, but a finite family Gao for o ∈ Oa, such that
Aut(Xa,fa,Ga) acts freely on Oa, and if (a, b) ∈ Aut(Xa,fa,Ga) and d ∈ Oa
with o′ = (a, b) · o then (a, b) lifts to an isomorphism (a′, b′) : (Xa,fa,Gao)→
(Xa,fa,Gao′). Similarly, for all m = M,M − 1, . . . , 0 and (a, b) ∈ P
m we
will choose a finite family Gmabo for o ∈ O
m
ab of effective gauge-fixing data for
(Xmab,f
m
ab), where Aut(X
m
ab,f
m
ab,G
m
ab) acts freely on O
m
ab, and lifts to isomor-
phisms between the (Xmab,f
m
ab,G
m
abo), and G
m
abo|∂Xmab is determined in terms of
the Gm+1
a¯b¯o¯
.
The construction involves a complex and difficult double induction on de-
creasingm. The underlying idea is that the families (Xmab,f
m
ab,G
m
abo) for o ∈ O
m
ab
have all the symmetries of (Xa,fa,Ga), so the symmetries are not broken, and
we need not make arbitrary choices of isomorphisms (271). Using (270) and
alternatives (A),(B) above we prove that
∂
(∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao]
)
= 0 in KCefk−1(Y ;R). (272)
We then set β =
[∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao]
]
in KHefk (Y ;R), and
show that ΠKhef (β) = α, so Π
Kh
ef is surjective, as we want.
Step 5. Suppose β ∈ KHefk (Y ;R) with Π
Kh
ef (β) = 0. We choose a cycle
in KCefk (Y ;R) representing β. As KH
ef
k (Y ;R)
∼= Hsik (Y ;R) by Theorem 4.8
we can take this to be the image of a cycle
∑
s∈S ζs τs in C
si
k (Y ;R), for S a
finite indexing set, ζs ∈ R and τs : ∆k → Y smooth. Thus β is represented
by Πefsi (
∑
s∈S ζs τs) in KC
ef
k (Y ;R). The image in KCk(Y ;R) under Π
Kh
ef is
ΠKhsi (
∑
s∈S ζs τs), which represents Π
Kh
ef (β) = 0, and so is exact. Therefore as
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for (221) there exists
∑
a∈A ρa[Xa,fa,Ga] ∈ KCk+1(Y ;R) with
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= ΠKhsi (
∑
s∈S ζs τs) =
∑
s∈S ζs
[
∆k, τs,G∆k
]
. (273)
We now apply Steps 1–4 to this
∑
a∈A ρa[Xa,fa,Ga], replacing k-cycles by
(k+1)-chains. In Step 1 we use tent functions T a to ‘cut’ each (Xa,fa,Ga) into
small pieces (Xac,fac,Gac) for c ∈ Ca. When this process is applied to (273),
the (∆k, τs,G∆k) must also be cut into small pieces. To keep track of these
pieces, it is convenient to use the method of Step 4 of §B in §B.4: we choose
the T a such that each (∆k, τs,G∆k) is cut into the N
th barycentric subdivision
of ∆k, for some N ≫ 0 independent of s ∈ S.
After slightly modifying the definitions of the functions Giac in Gac, in Step
1 we construct a new chain
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] with all Xac ‘arbi-
trarily small’, satisfying
∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
= ΠKhsi ◦Υ
N (
∑
s∈S ζs τs) (274)
for some N ≫ 0, where Υ : Csik (Y ;R)→ C
si
k (Y ;R) is the barycentric subdivision
operator of §B.4, so that ΥN = Υ ◦ · · · ◦ Υ is the N th barycentric subdivision
operator. Note that we will not need the second part of Step 1, which constructs
a homology
∑
a∈A ρa
[
ZXa,T a ,fa ◦ pia,HXa,T a
]
between
∑
a∈A ρa[Xa,fa,Ga]
and
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac], we only have to prove (274).
Going through Steps 2–4 with minor modifications then yields a effective
Kuranishi chain
∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao] in KC
ef
k+1(Y ;R) satisfying
∂
( ∑
a∈A
∑
o∈Oa
ρa|Oa|
−1[Xa,fa,Gao]
)
= Πefsi ◦Υ
N(
∑
s∈S ζs τs) (275)
for some N ≫ 0, where we change notation so that A, ρa, Xa,fa,Ga, N are dif-
ferent from the first versions. Since
∑
s∈S ζs τs is a cycle in C
si
k (Y ;R), as in §B.4,
ΥN(
∑
s∈S ζs τs) is homologous to
∑
s∈S ζs τs, and thus Π
ef
si ◦Υ
N (
∑
s∈S ζs τs) is
also a cycle in KHefk (Y ;R) representing β. Therefore (275) implies that β = 0,
so ΠKhef : KH
ef
k (Y ;R)→ KHk(Y ;R) is injective.
Remark C.1. (a) We used relation Definition 4.3(iv) in Step 2 to lift to Ku-
ranishi chains with trivial stabilizers, as in (260). But also, much of the work in
Steps 1–3 is coping with problems caused by Definition 4.3(iv), and the equiv-
alences between chains that it introduces.
We said in Remark 4.5(b) that Kuranishi homology KH∗(Y ;R) would still
work, and Theorem 4.9 would still hold, if relation Definition 4.3(iv) were
omitted in the definition of KC∗(Y ;R), that is, if we replaced KC∗(Y ;R) by
K˜C∗(Y ;R) in the notation of Step 1 above. We now briefly sketch how to prove
Theorem 4.9 with this modified definition. This time there are four steps:
Step 1. Let α ∈ KH∗(Y ;R). Represent α by a cycle
∑
a∈A ρa[Xa,fa,Ga].
Show that α can be represented by a cycle
∑
a∈A ρa[Xa,fa, G˜a], in
which we fix Xa,fa but change to new gauge-fixing data G˜a = (I˜a, η˜a,
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G˜ia : i ∈ I˜a) with I˜a =
(
I˜a, (V˜
i
a , . . . , ψ˜
i
a), f˜
i
a : i ∈ I˜a, . . .
)
in which each
V˜ ia is an effective orbifold, although we do not require (V˜
i
a , . . . , ψ˜
i
a) to
be an effective Kuranishi neighbourhood, that is, the stabilizer groups
of V˜ ia need not act trivially on the fibres of E˜
i
a.
Step 2. As in §A.2, we can use a tent function to cut an effective orbifold up into
manifolds. Following Step 1 of the proof of Theorem 4.8 in Appendix B,
we use the results of §A.3.5 to choose tent functions T a for (Xa,fa, G˜a)
for a ∈ A which cut the V˜ ia up into manifolds V˜
i
ac, and the Xa up into
Kuranishi spaces Xac with trivial stabilizers, for c ∈ Ca. Thus we
represent α by a cycle
∑
a∈A
∑
c∈Ca
ρa[Xac,fac, G˜ac] in which the Xac
have trivial stabilizers, and the V˜ iac in G˜ac are manifolds.
Steps 3 and 4. At the end of the new Step 2, we are in exactly the same position
as at the end of the old Step 3 above, noting that the new KC∗(Y ;R)
is the old K˜C∗(Y ;R). We can now follow the old Steps 4 and 5 to
complete the proof.
(b) In the proof of Theorem 4.8 we use the fact that R is a Q-algebra in two
different ways: firstly, in (260) of Step 2 the |Γac|−1 must lie in R, and secondly,
in (272) of Step 4 the |Oa|−1 must lie in R, so for both we need Q ⊆ R.
If as in (a) we omit relation Definition 4.3(iv) then we no longer need R to
be a Q-algebra to define KC∗(Y ;R),KH∗(Y ;R), and in proving Theorem 4.9
by the method sketched in (a) we would no longer need R to be a Q-algebra in
the first way. However, we would still need R to be a Q-algebra in the second
way, in Step 4. If R were not a Q-algebra, the proof would fail, and in fact the
author can show that KH∗(Y ;R) ∼= Hsi∗ (Y ;R⊗Z Q) in this case.
In the rest of this appendix we go through Steps 1–5.
C.1 Step 1: cutting the Xa, X˜d into small pieces Xac, X˜df
Let k ∈ Z, α ∈ KHk(Y ;R),
∑
a∈A ρa[Xa,fa,Ga] ∈ KCk(Y ;R) representing α,
and (X˜d, f˜d, G˜d),Γd for d ∈ D satisfying (255) be as in Step 1. Let the indexing
sets A,D be disjoint, A ∩D = ∅. We now explain how to choose tent functions
T a for (Xa,fa,Ga) for a ∈ A, and T˜ d for (X˜d, f˜d, G˜d) for d ∈ D, satisfying
conditions (a)–(c) of Step 1, such that T a cuts Xa into arbitrarily small pieces
Xac for c ∈ Ca, and T˜ d cuts X˜d into arbitrarily small pieces X˜df for f ∈ Fd.
This construction will be used in Steps 2 and 3. Choosing a tent function T
to cut one (X,f ,G) into arbitrarily small pieces was explained in §A.3.3 and
§A.3.5. Our problem is to make these choices satisfy (a)–(c).
We introduce notation similar to Pm, Qm, . . . in Step 1 of Appendix B. By
Lemma 3.7, for each a ∈ A and m > 0 the triple (∂mXa,fa|∂mXa ,Ga|∂mXa)
splits as ∂mXa = X
m
a1 ∐ · · · ∐ X
m
anma
into connected triples (Xmab,f
m
ab,G
m
ab) =
(Xmab,fa|Xmab ,Ga|Xmab) for b = 1, . . . , n
m
a . Similarly, for d ∈ D and m > 1 the
triple (∂m−1X˜d, f˜d|∂m−1X˜d , G˜d|∂m−1X˜d) splits as ∂
m−1X˜d = X
m
d1 ∐ · · · ∐X
m
dn˜m
d
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into connected triples (Xmde,f
m
de,G
m
de) = (X
m
de, f˜d|Xmde , G˜d|Xmde) for e = 1, . . . , n˜
m
d .
Also, for d ∈ D and m > 1 the triple (∂m−1(X˜d/Γd),pi∗(f˜d)|∂m−1(X˜d/Γd),
pi∗(G˜d)|∂m−1(X˜d/Γd)) splits as ∂
m−1(X˜d/Γd) = X
m
d,−1∐X
m
d,−2∐· · ·∐X
m
d,−nˆmd
into
connected (Xmde,f
m
de,G
m
de) = (X
m
de, f˜d|Xmde , G˜d|Xmde) for e = −1,−2, . . . ,−nˆ
m
d .
Note that this choice of notation may at first seem odd: in Xmde ⊆ ∂
m−1X˜d
andXmde ⊆ ∂
m−1(X˜d/Γd) we are changing fromm−1 tom, and dropping accents
‘˜’. The three sets of (Xmab,f
m
ab,G
m
ab) and (X
m
de,f
m
de,G
m
de) are distinguished as
A ∩ D = ∅, so the subscripts ‘ab’ and ‘de’ never coincide, and Xde ⊆ ∂m−1X˜d
have e > 0, and Xmde ⊆ ∂
m−1(X˜d/Γd) have e < 0.
Define P¨m =
{
(a, b) : a ∈ A, b = 1, . . . , nma
}
∪
{
(d, e) : d ∈ D, e =
1, . . . , n˜md
}
∪
{
(d, e) : d ∈ D, e = −1,−2, . . . ,−nˆmd
}
, omitting the second and
third sets when m = 0. We write a general element of P¨m as (s, t). Thus
(Xmst ,f
m
st ,G
m
st) can mean either (X
m
ab,f
m
ab,G
m
ab), a component of ∂
m(Xa,fa,Ga)
for a ∈ A, or (Xmde,f
m
de,G
m
de), a component of ∂
m−1(X˜d, f˜d, G˜d) for d ∈ D and
e > 0 when m > 1, or (Xmde,f
m
de,G
m
de), a component of ∂
m−1(X˜d/Γd,pi∗(f˜d),
pi∗(G˜d)) for d ∈ D and e < 0 when m > 1.
Since A,D are finite and ∂mXa = ∂
m−1X˜d = ∅ for m≫ 0, P¨
m is finite with
P¨m = ∅ for m ≫ 0. Let M > 0 be largest with P¨M 6= ∅. If (s, t) ∈ P¨m then
(∂Xmst ,f
m
st |∂Xmst ,G
m
st |∂Xmst ) is a union of connected components each of which is
of the form (Xm+1st′ ,f
m+1
st′ ,G
m+1
st′ ) for (s, t
′) ∈ P¨m+1. Write B¨mst for the set of
such t′. Then ∂Xmst =
∐
t′∈B¨mst
Xm+1st′ .
By induction on decreasing m = M,M − 1, . . . , 1, 0 we will choose tent
functions Tmst for (X
m
st ,f
m
st ,G
m
st) for all (s, t) ∈ P¨
m, satisfying the conditions:
(i) If (s, t), (s′, t′) ∈ P¨m and (a, b) : (Xmst ,f
m
st ,G
m
st) → (X
m
s′t′ ,f
m
s′t′ ,G
m
s′t′)
is an isomorphism, not necessarily orientation-preserving, then Tmst =
b∗(Tms′t′). That is, T
m,i
st = T
m,i
s′t′ ◦ b
i for all i ∈ Imst , where b
i : Vm,ist → V
m,i
s′t′
is in b and Tm,ist , T
m,i
s′t′ are the tent functions on V
m,i
st , V
m,i
s′t′ in T
m
st ,T
m
s′t′ .
(ii) Suppose m > 1, d ∈ D, e = 1, . . . , nmd and e = −1,−2, . . . ,−nˆ
m
d with
Xmde′ = π
m−1(Xmde). Then Γd acts on the indexing set {1, . . . , n
m
d } of com-
ponents of ∂m−1(X˜d, f˜d, G˜d). Write StabΓd(e) for the stabilizer subgroup
of e ∈ {1, . . . , nmd } in Γd. Then StabΓd(e) acts on (X
m
de,f
m
de,G
m
de) by
automorphisms, and the quotient
(
Xmde/ StabΓd(e),pi
m
∗ (f
m
de),pi
m
∗ (G
m
de)
)
is
(Xmde′ ,f
m
de′ ,G
m
de′). Write (pi
m,pm) : (Xmde,f
m
de,G
m
de) → (X
m
de′ ,f
m
de′ ,G
m
de′)
for the corresponding projection, so that pim : Xmde → X
m
de′ is a strong sub-
mersion, and pm,i : V ide → V
i
de/ StabΓd(e) = V
i
de′ is the natural projection.
Then Tmde = (p
m)∗(Tmde′), that is, T
m,i
de = T
m,i
de′ ◦ p
m,i for all i ∈ Imde.
(iii) If (s, t) ∈ P¨m then (∂Xmst ,f
m
st |∂Xmst ,G
m
st |∂Xmst ) =
∐
t′∈B¨mst
(Xm+1st′ ,f
m+1
st′ ,
Gm+1st′ ). We require minT
m
st |∂Xmst =
∐
t′∈B¨mst
minTm+1st′ under this.
(iv) Each Tmst cuts (X
m
st ,f
m
st ,G
m
st) into ‘arbitrarily small pieces’.
Note that taking (s, t) = (s′, t′) in (i) implies that Tmst is invariant under
Aut(Xmst ,f
m
st ,G
m
st) for all (s, t) ∈ P¨
m. Using this we will see later that (i),(ii)
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imply (a),(b) in Step 1, and clearly (iv) implies (c).
We will carry out the induction to choose the Tmst after Remark C.6. First
we have more notation to define, and some work to do. Define an equivalence
relation ∼m on P¨m by (s, t) ∼m (s′, t′) if there exists an isomorphism (a, b) :
(Xmst ,f
m
st ,G
m
st)→ (X
m
s′t′ ,f
m
s′t′ ,G
m
s′t′), where a need not identify orientations.
Define a second, weaker equivalence relation ≈m on P¨m to be the equiva-
lence relation generated by ∼m and the additional relations when m > 1 that
(d, e) ≈m (d, e′) if e > 0 and e′ < 0, so that Xde ⊆ ∂m−1X˜d and Xmde′ ⊆
∂m−1(X˜d/Γd), and X
m
de′ = π
m(Xmde), where π
m : ∂m−1X˜d → ∂m−1(X˜d/Γd) is
the continuous map associated to pim : ∂m−1X˜d → ∂m−1(X˜d/Γd) induced by the
projection pi : X˜d → X˜d/Γd. For each (d, e) the image of (X
m
de,f
m
de,G
m
de) under
pi is a connected component of ∂m−1(X˜d/Γd,pi∗(f˜d),pi∗(G˜d)), so for each d ∈ D
and e = 1, . . . , n˜md there is a unique e
′ = −1, . . . ,−nˆmd with X
m
de′ = π
m(Xmde).
The relevance of ∼m,≈m is that if (s, t) ∼m (s′, t′) then (i) above implies
that Tmst = b
∗(Tms′t′). More generally, if (s, t) ≈
m (s′, t′) then by a finite number
of applications of (i),(ii) above we can determine Tmst in terms of T
m
s′t′ , and vice
versa. Thus, the equivalence relations ∼m and ≈m correspond to the equiva-
lences imposed on the Tmst by (i) and by (i),(ii) respectively, on the level of the
indexing set P¨m. We can also define such equivalence relations on the levels of
topological spaces
∐
(s,t)∈P¨m X
m
st , and orbifolds
∐
(s,t)∈P¨m:i∈Imst
V m,ist .
Let ∼m
X
be the equivalence relation on
∐
(s,t)∈P¨m X
m
st , as a set, given by
x ∼mX x
′ if x ∈ Xmst , x
′ ∈ Xms′t′ , and there exists an isomorphism (a, b) :
(Xmst ,f
m
st ,G
m
st) → (X
m
s′t′ ,f
m
s′t′ ,G
m
s′t′) with a(x) = x
′, where a : Xmst → X
m
s′t′
is the homeomorphism associated to a. Let ≈m
X
be the equivalence relation
on
∐
(s,t)∈P¨m X
m
st generated by ∼
m
X and the additional relations when m > 1
and d, e, e′ and (pim,pm) : (Xmde,f
m
de,G
m
de) → (X
m
de′ ,f
m
de′ ,G
m
de′) are as in (ii)
above and x ∈ Xmde, x
′ ∈ Xmde′ with π
m(x) = x′, where πm : Xmde → X
m
de′
is the continuous map associated to pim, then x ≈mX x
′. Define X¨m to be(∐
(s,t)∈P¨m X
m
st
)
/ ≈mX , the set of equivalence classes of ≈
m
X , with the quotient
topology, that is, U¨ ⊆ X¨m is open if its preimage U ⊆
∐
(s,t)∈P¨m X
m
st is open.
Write πX¨m :
∐
(s,t)∈P¨m X
m
st → X¨
m for the natural, continuous projection.
Similarly, let ∼m,iV be the equivalence relation on
∐
(s,t)∈P¨m:i∈Imst
V m,ist for
each i ∈ N given by v ∼m,iV v′ if v ∈ V
m,i
st , v
′ ∈ V m,is′t′ , and there exists an isomor-
phism (a, b) : (Xmst ,f
m
st ,G
m
st) → (X
m
s′t′ ,f
m
s′t′ ,G
m
s′t′) with b
i(v) = v′. Let ≈m,iV
be the equivalence relation on
∐
(s,t)∈P¨m:i∈Imst
V m,ist generated by ∼
m,i
V and the
additional relations when m > 1 and d, e, e′ and (pim,pm) : (Xmde,f
m
de,G
m
de) →
(Xmde′ ,f
m
de′ ,G
m
de′) are as in (ii) above and v ∈ V
m,i
de , v
′ ∈ V m,ide′ with p
m,i(v) = v′,
then v ≈m,iV v
′. Define V¨ m,i =
(∐
(s,t)∈P¨m:i∈Imst
V m,ist
)
/ ≈m,iV , as a topological
space. Write πV¨m,i :
∐
(s,t)∈P¨m:i∈Imst
V m,ist → V¨
m,i for the projection.
In the same way, we can define ≈m,iE on
∐
(s,t)∈P¨m:i∈Imst
Em,ist , and E¨
m,i =(∐
(s,t)∈P¨m:i∈Imst
Em,ist
)
/ ≈m,iE . Since the isomorphisms (a, b) and projections
(pim,pm) used to generate ≈m
X
,≈m,iV ,≈
m,i
E are compatible with s
m,i
st , ψ
m,i
st in Ku-
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ranishi neighbourhoods (V m,ist , . . . , ψ
m,i
st ) and coordinate changes between these
neighbourhoods, and the data ηm,ji used to define open sets V˙
m,i, V˙ m,ij , all
these descend to the topological spaces X¨m, V¨ m,i, E¨m,i.
That is, E¨m,i → V¨m,i is a ‘bundle’ in some weak sense, with a well-defined
‘zero section’, and we have continuous section s¨m,i : V¨m,i → E¨m,i which lifts
to sm,ist : V
m,i
st → E
m,i
st for each (s, t) ∈ P¨
m, and a continuous map ψ¨m,i :
(s¨m,i)−1(0)→ X¨m which is a homeomorphism with its image. There is an open
set
...
V m,i ⊂ V¨ m,i which lifts to
∐
(s,t)∈P¨m:i∈Imst
V˙ m,ist ⊂
∐
(s,t)∈P¨m:i∈Imst
Vm,ist .
When j 6 i we have an open set V¨ m,ij ⊂ V¨ m,j which lifts to V m,ijst in
each V m,jst , and embeddings of topological spaces φ¨
m,ij : V¨ m,ij → V¨ m,i, ˆ¨φm,ij :
E¨m,ij → E¨m,i, which lift to (V m,ijst , φ
m,ij
st , φˆ
m,ij
st ) on V
m,j
st . Also we have an open
set
...
V m,ij ⊂ V¨ m,ij which lifts to V˙
m,ij
st in each V
m,ij
st .
Having got this far, it seems obvious (though perhaps optimistic) to hope
that X¨m is a compact Kuranishi space, V¨ m,i, E¨m,i are orbifolds, (V¨ m,i, E¨m,i,
s¨m,i, ψ¨m,i) is a Kuranishi neighbourhood on X¨m, (φ¨m,ij ,
ˆ¨
φm,ij) is a coordinate
change between Kuranishi neighbourhoods, and all the other data in fmst ,G
m
st
descends to X¨m, V¨ m,i, E¨m,i to define a triple (X¨m, f¨m, G¨m) in Kuranishi ho-
mology. Then to choose data Tmst satisfying (i),(ii) above for all (s, t) ∈ P¨
m, we
could choose a tent function T¨m for (X¨m, f¨m, G¨m) using the results of §A.3,
and lift it to each Vm,ist using the projections V
m,i
st → V¨
m,i. The construction
of ≈m,iV would then imply (i),(ii).
It turns out that this does not quite work, for rather subtle reasons to do
with the distinction between effective and non-effective orbifolds, that will be
explained in Remark C.6. We can give V¨ m,i, E¨m,i the structure of effective orb-
ifolds in a canonical way, but π¨m,i : E¨m,i → V¨ m,i may fail to be an orbibundle,
and φ¨m,ij : V¨ m,ij → V¨ m,i may not be an isomorphism on stabilizer groups. So
we cannot make X¨m into a Kuranishi space. However, these problems will not
matter when we apply the constructions of §A.3, so we can still choose T¨m for
(X¨m, f¨m, G¨m) and lift to Tmst for each (X
m
st ,f
m
st ,G
m
st).
We will need notions of (weak) finite covers for manifolds and orbifolds.
Covering maps, fundamental group, and universal covers for topological spaces
are discussed by Bredon [10, §III], and for orbifolds by Adem at al. [1, §2.2].
Definition C.2. Let V,W be manifolds of the same dimension, which may
have boundary, corners, or g-corners, and c : V →W a smooth map. We call c
a finite cover if it is a surjective, proper local diffeomorphism. Here c is proper
means that if S ⊆W is compact in W then c−1(S) is compact in V , and c is a
local diffeomorphism means that every v ∈ V admits an open neighbourhood U
in V such that c(U) is open in W and c|U : U → c(U) is a diffeomorphism.
Let c : V → W be a finite cover of connected manifolds V,W . Pick
v0 ∈ V , and set w0 = c(v0) ∈ W . We can form the fundamental groups
π1(V, v0), π1(W,w0) and universal covers V˜ , W˜ of V,W with base-points v0, w0.
Then c : (V, v0) → (W,w0) induces morphisms of fundamental groups c∗ :
π1(V, v0)→ π1(W,w0), and c˜ : V˜ → W˜ of universal covers. The important fact
is that c∗ : π1(V, v0) → π1(W,w0) is injective, and c˜ : V˜ → W˜ is a diffeomor-
phism. Thus we may identify π1(V, v0) with a subgroup of π1(W,w0), and V˜
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with W˜ . So we have diffeomorphismsW ∼= W˜/π1(W,w0) and V ∼= W˜/π1(V, v0).
One class of examples of finite covers of manifolds are free finite group quotients.
Let V be a manifold and Γ a finite group acting freely on V by diffeomorphisms.
Then W = V/Γ is a manifold, and the projection π : V → V/Γ is a finite cover.
Definition C.3. Let V,W be orbifolds of the same dimension n, which may
have boundary, corners, or g-corners, and c : V → W a smooth map. We call
c a finite cover if the following condition holds. Suppose (U,Γ, φ) is an orbifold
chart on W . Write π : U → U/Γ for the projection. Then φ ◦ π : U → W is
a submersion, and c : V → W is a smooth map, so we can form the orbifold
fibre product U ×φ◦π,W,c V , which is an n-orbifold with smooth projection πU :
U ×φ◦π,W,c V → U . We require that for all such (U,Γ, φ), U ×φ◦π,W,c V is an
n-manifold, and πU : U ×φ◦π,W,c V → U is a finite cover of manifolds.
An important class of examples of finite covers of orbifolds are finite group
quotients. Let V be an orbifold, and Γ a finite group acting on V by diffeomor-
phisms; note that Γ need not act freely, nor even effectively. Then W = V/Γ is
an orbifold, and the natural projection π : V → V/Γ is a finite cover of orbifolds.
As for finite covers of manifolds, one can also describe finite covers of con-
nected orbifolds in terms of fundamental groups and universal covers. However,
these are not the usual fundamental groups and universal covers of topological
spaces [10, §III], but special orbifold versions, the orbifold fundamental group
πorb1 (V, v0) and orbifold universal cover V˜
orb of a connected orbifold V . These
are defined by Adem at al. [1, §2.2] using their language of groupoids, and the
notion of classifying space of an orbifold.
One can also define πorb1 (V, v0) in a similar way to the usual definition of
π1(X) for a topological space X , in terms of isotopy classes of smooth paths
γ : [0, 1] → V with γ(0) = γ(1) = v0. However, at this point the discussion of
Remark 2.12 becomes important. We must interpret γ : [0, 1] → V , a smooth
map of orbifolds, not in the weak sense of Satake, but as a strong map [57], good
map [12] or orbifold morphisms [1]. Thus, γ carries with it some discrete extra
data, which enables us to make natural choices of maps σpq in Definition 2.11.
This discrete extra data makes the difference between πorb1 (V, v0) and π1(V, v0).
For example, let Γ be a finite subgroup of GL(n,R). Then Rn/Γ is a con-
nected orbifold. Choose 0Γ as the basepoint. As a topological space Rn/Γ
is contractible, so π1(R
n/Γ, 0Γ) = {1}, and the universal cover is Rn/Γ. But
πorb1 (R
n/Γ, 0Γ) = Γ, with orbifold universal cover ˜(Rn/Γ)orb = Rn.
As for manifolds, V˜ orb is a connected orbifold which is unique up to dif-
feomorphism with πorb1 (V˜
orb, v˜0) = {1}, and π
orb
1 (V, v0) acts on V˜
orb by diffeo-
morphisms (though not necessarily freely), with V naturally diffeomorphic to
V˜ orb/πorb1 (V, v0). If c : V → W is a finite cover of orbifolds with V,W con-
nected (in the usual sense of topological spaces), v0 ∈ V , and w0 = c(v0) ∈ W ,
then c : (V, v0)→ (W,w0) induces an injective morphism of orbifold fundamen-
tal groups c∗ : π
orb
1 (V, v0) → π
orb
1 (W,w0), and a diffeomorphism c˜ : V˜
orb →
W˜ orb of orbifold universal covers. Thus we may identify πorb1 (V, v0) with a
subgroup of πorb1 (W,w0), and V˜
orb with W˜ orb, and we have diffeomorphisms
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W ∼= W˜ orb/πorb1 (W,w0) and V
∼= W˜ orb/πorb1 (V, v0).
The orbifold universal cover V˜ orb of V is always an effective orbifold. Write
Diff(V˜ orb) for the group of diffeomorphisms of V˜ orb. Then πorb1 (V, v0) acts on
V˜ orb by a group morphism ρ : πorb1 (V, v0) → Diff(V˜
orb). The kernel Kerρ is a
finite group, isomorphic to the stabilizer group of a generic point of V . Now V
is an effective orbifold if and only if generic points in V have trivial stabilizers.
Thus, V is effective if and only if ρ is injective. Therefore, if a connected orbifold
V is effective, we can regard πorb1 (V, v0) as a subgroup of Diff(V˜
orb), but if V
is not effective, we cannot. This will be important in Proposition C.5.
Definition C.4. Let V,W be orbifolds, and c : V → W a smooth map. Then
as in Definition 2.11, for all v ∈ V and w = c(w) inW there exist orbifold charts
(U,Γ, φ) on V and (U ′,Γ′, φ′) onW with v ∈ Imφ and w ∈ Imφ′, a morphism of
finite groups ρ : Γ→ Γ′, and a ρ-equivariant smooth map σ : U → U ′, such that
c ◦ φ(Γu) = φ′(Γ′σ(u)) for all u ∈ U . We can also make U ′ smaller if necessary
so that c(Imφ) = Imφ′.
We call c a weak finite cover if c is surjective and proper, and for all v ∈ V
we can choose (U,Γ, φ), (U ′,Γ′, φ′), ρ, σ above such that σ : U → U ′ is a finite
cover of manifolds. If we also required ρ : Γ→ Γ′ to be injective then this would
be equivalent to the definition of finite covers of orbifolds in Definition C.3. For
weak finite covers we allow ρ not to be injective. As σ is ρ-equivariant, Ker ρ
must act trivially on U . Thus, if ρ is not injective then the nontrivial group
Ker ρ is contained in the stabilizer group of every point in the nonempty open
set φ(U/Γ) in V , so V is a non-effective orbifold. Therefore a weak finite cover
c : V →W is a finite cover if V is effective.
If c : V → W is a weak finite cover with V,W connected then choosing
v0 ∈ V and setting w0 = c(v0), we can form orbifold fundamental groups
πorb1 (V, v0), π
orb
1 (W,w0) and orbifold universal covers V˜
orb, W˜ orb, and we get
a group morphism c∗ : π
orb
1 (V, v0)→ π
orb
1 (W,w0) and a smooth map c˜ : V˜
orb →
W˜ orb. As for finite covers of orbifolds, it turns out that c˜ is a diffeomorphism.
However, in the weak case, c∗ : π
orb
1 (V, v0)→ π
orb
1 (W,w0) may not be injective.
Instead, if v ∈ V is a generic point and w = c(v) (which is generic in W ) then
Ker c∗ is isomorphic to the kernel of the induced morphism of stabilizer groups
StabV (v)→ StabW (w). Note that V is effective if and only if StabV (v) = {1},
and then Ker c∗ is trivial, and c is a finite cover.
We will show that the V¨ m,i can be given the structure of effective orbifolds.
The proof uses the finiteness properties of the gauge-fixing data Gmst .
Proposition C.5. In the situation above, there is a unique way to give V¨ m,i
the structure of an effective i-orbifold, such that πV¨m,i :
∐
(s,t)∈P¨m:i∈Imst
V m,ist →
V¨ m,i lifts to a weak finite cover of orbifolds for each i ∈ N. Furthermore:
(a) φ¨m,ij : V¨ m,ij → V¨ m,i lifts to a smooth, injective map of orbifolds for j 6 i
in N, and dφ¨m,ij : T V¨m,ij → (φ¨m,ij)∗(T V¨m,i) is injective. However,
φ¨m,ij need not be an isomorphism on stabilizer groups, and so may not
be an embedding in the sense of Definition 2.11. For k 6 j 6 i we have
φ¨m,ij ◦ φ¨m,jk = φ¨m,ik on (φ¨m,jk)−1(V¨ m,ij) ∩ V¨ m,ik.
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(b) We can also relate ∂V¨m,i to V¨ m+1,i−1. By definition we have
∂
[∐
(s,t)∈P¨m:i∈Imst
V m,ist
]
=
∐
(s′,t′)∈P¨m+1:i−1∈Im+1st
V m+1,i−1st . (276)
The equivalence relation ≈m,iV on
∐
(s,t)∈P¨m:i∈Imst
Vm,ist induces ≈
m,i
∂V on
the l.h.s. of (276), with homeomorphism (∂[
∐
(s,t)∈P¨m:i∈Imst
Vm,ist ])/ ≈
m,i
∂V
∼=
∂V¨ m,i, such that πV¨m,i |∂(··· ) : ∂(
∐
(s,t)∈P¨m:i∈Imst
V m,ist ) → ∂V¨
m,i is the
projection from (276) to its quotient by ≈m,i∂V .
The equivalence relation ≈m+1,i−1V on the right hand side of (276) is
stronger than ≈m,i∂V , that is, v ≈
m,i
∂V v
′ implies v ≈m+1,i−1V v
′. Thus, there
is a natural, continuous, surjective projection(
∂
[∐
(s,t)∈P¨m:
i∈Imst
V m,ist
])/
≈m,i∂V −→
(∐
(s′,t′)∈P¨m+1:
i−1∈Im+1
s′t′
V m+1,i−1s′t′
)/
≈m+1,i−1V ,
that is, a projection ∂V¨m,i → V¨ m+1,i−1. This lifts to a weak finite cover
of orbifolds π¨m∂ : ∂V¨
m,i → V¨ m+1,i−1 with π¨m∂ ◦ πV¨m,i |∂(··· ) ≡ πV¨m+1,i−1 .
Proof. For each (s, t) ∈ P¨m and i ∈ Imst , the gauge-fixing data G
m
st includes a
map Gm,ist : E
m,i
st → P , which is globally finite with constant N
m,i
st , say. Identi-
fying Vm,ist with the zero section in E
m,i
st , we can regard V
m,i
st as a suborbifold of
Em,ist , and so restrict G
m,i
st to V
m,i
st . Then G
m,i
st |Vm,ist
is also globally finite with
constant Nm,ist . Thus we can consider the map∐
(s,t)∈P¨m:i∈Imst
Gm,ist |Vm,ist
:
∐
(s,t)∈P¨m:i∈Imst
V m,ist −→ P. (277)
It is a globally finite map, with constant N =
∑
(s,t)∈P¨m:i∈Imst
Nm,ist .
Now the equivalence relation ≈m,iV on
∐
(s,t)∈P¨m:i∈Imst
V m,ist is generated by
maps bi : V m,ist → V
m,i
s′t′ from isomorphisms (a, b), and maps p
m,i : Vm,ide → V
m,i
de′
from quotient maps (pim,pm). The definitions of (a, b) and (pim,pm) imply
that Gm,is′t′ |Vm,i
s′t′
◦ bi ≡ Gm,ist |Gm,ist
and Gm,ide′ |Vm,i
de′
◦ pm,i ≡ Gm,ide |Vm,ide
. Hence the
maps Gm,ist |Gm,ist
are preserved by ≈m,iV , and descend to the quotient V¨
m,i. Thus,
there exists G¨m,i : V¨ m,i → P such that (277) is G¨m,i ◦ πV¨m,i . But as (277) is
globally finite with constant N , it follows that πV¨m,i is also globally finite with
constant N . That is, each ≈m,iV equivalence class in
∐
(s,t)∈P¨m:i∈Imst
V m,ist is of
size at most N .
The maps bi, pm,i generating ≈m,iV behave well with respect to connected
components: bi is a diffeomorphism so identifies connected components, and
pm,i : V m,ide → V
m,i
de′ is a finite quotient map and so takes each connected compo-
nent of Vm,ide to a connected component of V
m,i
de′ . It follows that πV¨m,i behaves
well with respect to connected components. That is, the image of each con-
nected component of V m,ist under πV¨m,i is a connected component of V¨
m,i, and
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conversely, the inverse image of any connected component of V¨ m,i is the disjoint
union of at most N connected components of
∐
(s,t)∈P¨m:i∈Imst
V m,ist .
Fix v¨ ∈ V¨ m,i. Let V¨v¨ be the connected component of V¨ m,i containing v¨. The
preimage π−1
V¨m,i
({v¨}) is an ≈m,iV equivalence class, and so is of size at most N .
Write π−1
V¨m,i
({v¨}) = {v1, v2, . . . , vk}, with k 6 N . Define Va to be the connected
component of
∐
(s,t)∈P¨m:i∈Imst
Vm,ist containing va for a = 1, . . . , k. (Note that
although v1, . . . , vk are distinct, V1, . . . , Vk may not be distinct, there could be
two or more va in the same connected component.) Then each va lies in V
m,i
st
for some (s, t) ∈ P¨m, and Va is the connected component of V
m,i
st containing va.
Write πorb1 (Va, va) for the orbifold fundamental group, and V˜
orb
a for the orbifold
universal cover, of (Va, va). Then Va ∼= V˜ orba /π
orb
1 (Va, va).
Now ≈m,iV is generated by diffeomorphisms b
i : V m,ist → V
m,i
s′t′ , and finite
group quotients pm,i : V m,ide → V
m,i
de′ . In both cases, these are finite covers of
orbifolds. For each pair a, b = 1, . . . , k, define Cab to be the set of smooth
maps c : Va → Vb with c(va) = vb that are the restrictions of bi or pm,i
above to connected components Va. Then each Cab is finite, as there are only
finitely many possibilities for (a, b) and (pim,pm). If c : Va → Vb lies in Cab
then c is a finite cover of connected orbifolds Va, Vb, and we have chosen base-
points va, vb with c(va) = vb. Hence c induces an injective group morphism
c∗ : π
orb
1 (Va, va) → π
orb
1 (Vb, vb), and a diffeomorphism c˜ : V˜
orb
a → V˜
orb
b , as in
Definition C.3.
It may be helpful to think of this data (Va, va) for a = 1, . . . , k and Cab
for a, b = 1, . . . , k as defining a quiver Q, with vertices labelled by 1, . . . , k,
and directed edges Cab from vertex a to vertex b for a, b = 1, . . . , k. Then Q
is connected, since {v1, . . . , vk} is an ≈
m,i
V equivalence class, and equivalences
are induced by the maps c : Va → Vb in Cab, so we can get between any two
vertices vd, ve by a finite series of edges c : Va → Vb or their inverses. However,
Q need not be simply-connected. Choose a subquiver Q′ of Q with the same
set of vertices {1, . . . , k} but a possibly smaller set of edges C′ab ⊆ Cab for
a, b = 1, . . . , k, such that Q′ is connected and simply-connected.
As above, each c ∈ C′ab induces a diffeomorphism c˜ : V˜
orb
a → V˜
orb
b of the
universal covers. We use these diffeomorphisms for all a, b = 1, . . . , k and c ∈
C′ab, that is, all edges of Q
′, to identify all the V˜ orba , so we write V˜
orb
a
∼= V˜ orb for
all a = 1, . . . , k. This is well-defined as Q′ is connected and simply-connected.
The action of πorb1 (Va, va) on V˜
orb
a
∼= V˜ orb induces a group morphism ρa :
πorb1 (Va, va) → Diff(V˜
orb) for a = 1, . . . , k, which is injective if and only if Va
is effective. For all a, b = 1, . . . , k and c ∈ Cab, we have a diffeomorphism
c˜ : V˜ orba → V˜
orb
b , which under the identifications V˜
orb
a
∼= V˜ orb, V˜ orbb
∼= V˜ orb
becomes a diffeomorphism c˜ : V˜ orb → V˜ orb, so that c˜ ∈ Diff(V˜ orb), which is
the identity if c ∈ C′ab. Define G to be the subgroup of Diff(V˜
orb) generated by
the images ρa
(
πorb1 (Va, va)
)
for a = 1, . . . , k and c˜ ∈ Diff(V˜ orb) corresponding
to c ∈ Cab for all a, b = 1, . . . , k.
For each a = 1, . . . , k, consider the composition
V˜ orb = V˜ orba
π
−→ V˜ orba /π
orb
1 (Va, va)
∼= Va
πV¨ m,i−→ V¨v¨. (278)
257
The projections πV¨m,i : Va → V¨v¨ are quotients by the equivalence relation on∐k
a=1 Va induced by c : Va → Vb for c ∈ Cab and a, b = 1, . . . , k. It is not difficult
to see that the composition (278) is independent of a = 1, . . . , k, and factors
as V˜ orb
π
−→ V˜ orb/G
i
−→ V¨v¨, where π is the projection to the quotient, and i is a
homeomorphism.
Thus, V¨v¨ is naturally homeomorphic to V˜
orb/G. We claim that V˜ orb/G is
an effective orbifold. As G is a subgroup of Diff(V˜ orb), it acts effectively on
V˜ orb by definition, and as V˜ orb is connected, the action is also locally effective.
So it is enough to show that stabilizer group StabG(v˜) in G of any v˜ in V˜
orb is
finite. By factoring the projection V˜ orb → V˜ orb/G as
V˜ orb
π
−→ V˜ orb/ρ1(π
orb
1 (V1, v1))
∼= V ′1
π
−→ V˜ orb/G ∼= V¨v¨,
where V ′1 is the effective orbifold underlying V1, noting that the projection
πV¨m,i : V
′
1 → V¨v¨ is globally finite with constant N as V
′
1 , V1 coincide as sets,
considering a generic point v˜′ in V˜ orb, and using the local effectiveness of G, we
see that
∣∣G/ρ1(πorb1 (V1, v1))∣∣ 6 N . Hence,∣∣ StabG(v˜)∣∣6N ∣∣Stabρ1(πorb1 (V1,v1))(v˜)∣∣6N ∣∣Stabπorb1 (V1,v1)(v˜)∣∣6N StabV1(π(v˜)),
which is finite. Therefore V˜ orb/G is an effective orbifold, so V¨v¨ is also an effective
orbifold. As we can do this for each connected component V¨v¨ of V¨
m,i, we have
given V¨m,i the structure of an effective orbifold, as we have to prove.
By construction, if V is a connected component of
∐
(s,t)∈P¨m:i∈Imst
V m,ist and
v ∈ V , then the restriction of πV¨m,i to V may be identified with the projection
V˜ orb/πorb1 (V, v) → V˜
orb/G, where G is a subgroup of Diff(V˜ orb) containing
ρ(πorb1 (V, v)) as a subgroup of finite index. By Definition C.4 it follows that
V˜ orb/πorb1 (V, v)→ V˜
orb/G is a weak finite cover. Thus, the restriction of πV¨m,i :∐
(s,t)∈P¨m:i∈Imst
V m,ist → V¨
m,i to each connected component of V m,ist is a weak
finite cover of its image. Since πV¨m,i is surjective and globally finite, it follows
that πV¨m,i :
∐
(s,t)∈P¨m:i∈Imst
V m,ist → V¨
m,i is a weak finite cover, as we want.
This completes the first paragraph of the proposition. Parts (a),(b) now
follow from the construction. To define φ¨m,ij as a map of orbifolds, for (s, t) ∈
P¨m consider φm,ijst : V
m,ij
st → V
m,i
st , restrict to a connected component V
ij of
V m,ijst and the connected component V
i of V m,ist containing φ
m,ij
st (V
ij), write
V˜ ij,orb, V˜ i,orb for the orbifold universal covers of V ij , V i. Then φm,ijst lifts to an
embedding φ˜m,ijst : V˜
ij,orb → V˜ i,orb.
Now the image of V ij in V¨ m,ij is isomorphic as an orbifold to V˜ ij,orb/Gij for
some Gij ⊂ Diff(V˜ ij,orb), and the image of V i in V¨ m,i is isomorphic to V˜ i,orb/Gi
for some Gi ⊂ Diff(V˜ i,orb). Since φm,ijst is compatible with the equivalences
defining ≈m,iV ,≈
m,j
V , we see that φ˜
m,ij
st is equivariant under some morphism ρ
ij :
Gij → Gi, and so descends to a morphism of orbifolds φ¨m,ijst : V˜
ij,orb/Gij →
V˜ i,orb/Gi. This lifts φ¨m,ij from a continuous map to a map of orbifolds over
the connected component πV¨m,j (V
ij) of V¨ m,ij , and proves (a).
For (b), to see that ≈m+1,i−1V is stronger than ≈
m,i
∂V , note that the morphisms
(a, b), (pim,pm) on (Xmst ,f
m
st ,G
m
st) used to define ≈
m,i
V restrict on each con-
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nected component (Xm+1st′ ,f
m+1
st′ ,G
m+1
st′ ) of (∂X
m
st ,f
m
st |∂Xmst ,G
m
st |∂Xmst ) to mor-
phisms (a′, b′), (pim+1,pm+1) used to define ≈m+1,i−1V . But there may also
be extra morphisms (a′, b′), (pim+1,pm+1) on (Xm+1st′ ,f
m+1
st′ ,G
m+1
st′ ) defining
≈m+1,i−1V , which are not the restriction of any (a, b), (pi
m,pm) to the boundary
of (Xmst ,f
m
st ,G
m
st).
Thus, the set of morphisms bi−1, pm+1,i−1 used to define ≈m+1,i−1V on the
right hand side of (276) includes all the morphisms bi|∂(··· ), p
m,i|∂(··· ) used to
define ≈m,i∂V on the left hand side of (276), so ≈
m+1,i−1
V is stronger than ≈
m,i
∂V .
The rest of (b) is straightforward.
Remark C.6. The proof of Proposition C.5 constructed an effective orbifold
structure on V¨ m,i from the orbifold structures of V m,ist . In doing so, it discarded
information encoded in non-effective orbifold structures. If a connected compo-
nent Va of some V
m,i
st is non-effective, then ρa : π
orb
1 (Va, va)→ Diff(V˜
orb
a ) is not
injective. We made the group G using only the image ρa
(
πorb1 (Va, va)
)
, so all
information about the kernel Ker ρa is lost.
This loss of information means that in general E¨m,i → V¨ m,i may not be an
orbibundle, so that (V¨ m,i, E¨m,i, s¨m,i, ψ¨m,i) may not be a Kuranishi neighbour-
hood; and (φ¨m,ij , ˆ¨φm,ij) may not be a coordinate change between Kuranishi
neighbourhoods; and X¨m may not be a Kuranishi space. It is easy to find ex-
amples of orbibundles E → V in which E is an effective orbifold, but V is a
non-effective orbifold; for instance, V = {0}/G andE = Rn/G forG ⊆ GL(n,R)
a nontrivial finite subgroup. The construction of Proposition C.5 would fix E,
but replace V by its underlying effective orbifold, {0} in our example. Then the
projection E → V , in our example Rn/G→ {0}, is no longer an orbibundle.
Similarly, one can find examples of coordinate changes (φij , φˆij) in which
V ij is a non-effective orbifold, but V i is effective, and φij : V ij → V i maps V ij
to some orbifold stratum of V i. The construction of Proposition C.5 would fix
V i, but replace V ij by its underlying effective orbifold. Then φij : V ij → V i
would no longer be an embedding, as required in Definition 2.18(a), since as in
Definition 2.11 an embedding induces isomorphisms on stabilizer groups. So
(φij , φˆij) would no longer be a coordinate change.
One might expect that this is a solvable problem, and that there should be
some way to modify the construction of Proposition C.5 to include the informa-
tion in non-effective orbifolds, so that we can make X¨m into a compact Kuran-
ishi space, f¨m : X¨m → Y strongly smooth, and G¨m gauge-fixing data including
the (V¨ m,i, E¨m,i, s¨m,i, ψ¨m,i). However, examples considered by the author show
that this really is not possible. If we try to construct G not as a subgroup of
Diff(V˜ orb), but as an abstract group with morphism ρ : G → Diff(V˜ orb) con-
taining each πorb1 (Va, va) as a subgroup, there is no natural, functorial way to
construct a candidate finite group Ker ρ containing Ker ρa for a = 1, . . . , k.
We now return to the problem of inductively constructing tent functions Tmst
for (Xmst ,f
m
st ,G
m
st) satisfying (i)–(iv) at the beginning of §C.1. Firstly, by reverse
induction on m = M,M − 1,M − 2, . . . , 1, 0 we choose T¨m = (T¨m,i : i ∈ N),
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where T¨m,i is a tent function on
...
V m,i which extends to a tent function on an
open neighbourhood of the closure
...
V m,i of
...
V m,i in V¨m,i, satisfying:
(A) whenever j 6 i we have min T¨m,j| ...V m,ij ≡ min T¨
m,i ◦ φ˙m,ij | ...V m,ij , and
the submanifolds S{i1,...,il} of Definition A.1 for T¨
m,i intersect φ¨ij(
...
V m,ij)
transversely in
...
V m,i wherever ti1(u) = min T¨
m,i(u).
(B) for all i we have min T¨m,i|∂ ...V m,i ≡ min T¨
m+1,i−1 ◦ π¨m∂ , where π¨
m
∂ is as in
Proposition C.5(b).
(C) T¨m,i and its extension cut
...
V m,i,
...
V m,i into ‘arbitrarily small pieces’.
Here (A) is taken directly from Definition A.27, the definition of tent functions
T for triples (X,f ,G). Part (B) will imply (iii) at the beginning of §C.1, and
also corresponds to the condition min
(
T |∂X
)
= minT ′ in Theorem A.35. Part
(C) will imply (iv) at the beginning of §C.1.
Suppose for the moment that we could treat (X¨m, f¨m, G¨m) as a triple in
Kuranishi homology, and that the morphisms π¨m∂ : ∂V¨
m,i → V¨ m+1,i−1 lift to
(p¨m∂ , p¨i
m
∂ ) : (∂X¨
m, f¨m|∂X¨m , G¨
m|∂X¨m) → (X¨
m, f¨m, G¨m). Then T¨m is a tent
function for (X¨m, f¨m, G¨m) which cuts (X¨m, f¨m, G¨m) into arbitrarily small
pieces, and (B) says that min
(
T¨m|∂X¨m
)
= min T¨m+1 ◦ p¨im∂ . We could choose
such T¨m by reverse induction on m using the results of §A.3.5.
Here is the important point. As in Remark C.6, we cannot make (X¨m, f¨m,
G¨m) into a triple in Kuranishi homology. But to apply the results of §A.3.5,
this does not matter at all. The ways in which (X¨m, f¨m, G¨m) fails to be a triple
in Kuranishi homology — that φ¨m,ij : V¨ m,ij → V¨ m,i may not be an embedding,
since it may not be an isomorphism on stabilizer groups as in Proposition C.5(a),
for instance — do not affect any of the proofs in §A.3. So we can still use the
arguments of §A.3 to choose T¨m inductively, just as if (X¨m, f¨m, G¨m) were a
triple in Kuranishi homology.
Therefore, by reverse induction on m = M,M − 1, . . . , 0 we use Definition
A.34 and Theorem A.35 to choose T¨m. To apply these we must verify the
assumption in Definition A.33 that the prescribed values min T¨m+1 ◦ p¨im∂ for
min
(
T¨m|∂X¨m
)
restrict to σ-invariant data on ∂2X¨m. That is, to be able to
choose T¨m,i, we must check that
(
min T¨m+1,i−1 ◦ π¨m∂
)
|∂2 ...V m,i is invariant under
the natural involution σ : ∂2
...
V m,i → ∂2
...
V m,i. But (B) for (m+ 1, i− 1) gives(
min T¨m+1,i−1 ◦ π¨m∂
)
|∂2 ...V m,i ≡ min T¨
m+2,i−2 ◦ π¨m+1∂ ◦
(
π¨m∂ |∂2
...
V m,i
)
. (279)
We claim that π¨m+1∂ ◦
(
π¨m∂ |∂2
...
V m,i
)
◦ σ ≡ π¨m+1∂ ◦
(
π¨m∂ |∂2
...
V m,i
)
as maps
∂2
...
V m,i →
...
V m+2,i−2. Combining this with (279) shows that
(
min T¨m+1,i−1 ◦
π¨m∂
)
|∂2 ...V m,i is σ-invariant, as we have to show. To prove the claim, note
that for each (s, t) ∈ P¨m, we have a natural orientation-reversing involution
σ : ∂2(Xmst ,f
m
st ,G
m
st) → ∂
2(Xmst ,f
m
st ,G
m
st). The restriction of σ to each con-
nected component (Xm+2st′ ,f
m+2
st′ ,G
m+2
st′ ) of ∂
2(Xmst ,f
m
st ,G
m
st) is one of the iso-
morphisms (a, b) in the definition of ≈m+2,≈m+2
X
,≈m+2,i−2V .
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Hence, σ : ∂2V m,ist → ∂
2V m,ist is one of the diffeomorphisms in the definition
of ≈m+2,i−2V . As σ : ∂
2
...
V m,i → ∂2
...
V m,i lifts locally to σ : ∂2V
m,i
st → ∂
2V m,ist ,
which then projects to the identity on
...
V m+2,i−2 by definition of ≈
m+2,i−2
V , the
claim follows. Therefore by induction, we can use the results of §A.3.5 to choose
T¨m satisfying (A)–(C) above for m =M,M − 1, . . . , 0.
Now, for all m = 0, . . . ,M , (s, t) ∈ P¨m and i ∈ Imst define T
m,i
st : V˙
m,i
st →
F
(
[1,∞)
)
by Tm,ist = T¨
m,i ◦ πV¨m,i |V˙m,ist
. Since T¨m,i :
...
V m,i → F
(
[1,∞)
)
is a
tent function and πV¨m,i is a weak finite cover of orbifolds by Proposition C.5, it
follows that Tm,ist is a tent function on V˙
m,i
st , which extends to a tent function on
an open neighbourhood of the closure V˙ m,ist of V˙
m,i
st in V
m,i
st , since T¨
m,i extends
to an open neighbourhood of
...
V m,i in V¨m,i. Define T
m
st = (T
m,i
st : i ∈ I
m
st ). Part
(A) above implies that the Tm,ist for i ∈ I
m
st satisfy the conditions of Definition
A.27, and therefore Tmst is a tent function for (X
m
st ,f
m
st ,G
m
st). We claim that
these Tmst for all m = 0, . . . ,M and (s, t) ∈ P¨
m satisfy conditions (i)–(iv) at the
beginning of §C.1.
Parts (i),(ii) hold by construction of V¨ m,i using ≈m,iV . For (i), if (s, t), (s
′, t′)
lie in P¨m, (a, b) : (Xmst ,f
m
st ,G
m
st) → (X
m
s′t′ ,f
m
s′t′ ,G
m
s′t′) is an isomorphism, and
i ∈ Imst , then b
i : V m,ist → V
m,i
s′t′ is one of the maps generating the equivalence re-
lation ≈m,iV on
∐
(s,t)∈P¨m:i∈Imst
V m,ist . Since V¨
m,i =
(∐
(s,t)∈P¨m:i∈Imst
V m,ist
)
/ ≈m,iV ,
and πV¨m,i :
∐
(s,t)∈P¨m:i∈Imst
V m,ist → V¨
m,i is the natural projection, we see that
πV¨m,i |V˙m,ist
≡ πV¨m,i |V˙m,i
s′t′
◦ bi, and composing with T¨m,i gives Tm,ist = T
m,i
s′t′ ◦ b
i.
Part (ii) is the same, as the pm,i in (ii) are also maps generating ≈m,iV . Parts
(iii),(iv) easily follow from (B),(C) above, respectively. This completes the con-
struction of Tmst for all m, s, t satisfying (i)–(iv) at the beginning of §C.1.
In the notation of the beginning of §C.1, for a ∈ A and d ∈ D we have
(Xa,fa,Ga) =
∐n0a
b=1(X
0
ab,f
0
ab,G
0
ab), (X˜d, f˜d, G˜d) =
∐n˜1d
e=1(X
1
de,f
1
de,G
1
de)
and (X˜d/Γd,pi∗(f˜d),pi∗(G˜d)) =
∐−nˆ1d
e=−1(X
1
de,f
1
de,G
1
de).
Using these equations, define tent functions T a for (Xa,fa,Ga) and T˜ d for
(X˜d, f˜d, G˜d) and Tˆ d for (X˜d/Γd,pi∗(f˜d),pi∗(G˜d)) by T a =
∐n0a
b=1 T
0
ab, and T˜ d =∐n˜1d
e=1 T
1
de, and Tˆ d =
∐−nˆ1d
e=−1 T
1
de. We claim that these T a, T˜ d satisfy conditions
(a)–(c) of Step 1 of §C, shortly after equation (255).
We prove (a)–(c) using (i)–(iv) at the beginning of §C.1, which the Tmst
satisfy. For part (a), we have T a|∂Xa =
∐n1a
b=1(X
1
ab,f
1
ab,G
1
ab), so it follows from
(i) that T a|∂Xa is invariant under Aut(∂Xa,fa|∂Xa ,Ga|∂Xa), and similarly T˜ d
is invariant under Aut(X˜d, f˜d, G˜d). Also (ii) implies that pi∗(T˜ d) = Tˆ d, so again
using (i) we see that pi∗(T˜ d) is invariant under Aut(X˜d/Γd,pi∗(f˜d),pi∗(G˜d)).
Part (b) follows from (i) with m = 1, and (c) from (iv). This completes Step 1.
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C.2 Step 2: lifting to X´ac with trivial stabilizers
We continue to use the notation of Step 1. For each a ∈ A, write (Xac,fac,
Gac) for c ∈ Ca for the arbitrarily small pieces into which (Xa,fa,Ga) is ‘cut’
using the tent function T a, in the notation of (211). We must show that we can
choose the T a so that (Xac,fac,Gac)
∼=
(
X´ac/Γac,pi∗(f´ac),pi∗(G´ac)
)
for each
c ∈ Ca, where (X´ac, f´ac, G´ac) is a triple and X´ac has trivial stabilizers.
Let a ∈ A and p ∈ Xa, and write Γp for the stabilizer group Stab(p).
We first show that a small neighbourhood of p in Xa may be written, as a
Kuranishi space, as a quotient X´p/Γp, where X´p is a Kuranishi space with
trivial stabilizers.
Let (Vp, . . . , ψp) be a Kuranishi neighbourhood in the germ of Xa at p, and
set v = ψ−1p (p). As Vp is an orbifold, by §2.1 there exists an orbifold chart
(V´p,Γp, ξp) for Vp near v, with group Γp. That is, V´p is a smooth manifold acted
on by Γp, and ξp : V´p/Γp → Vp is a diffeomorphism with an open neighbourhood
of v in Vp. There is a unique p´ ∈ V´p with ξp(Γpp´) = v, which is fixed by
Γp. Making Vp smaller if necessary, we can assume Vp = ξp(V´p/Γp). Write
πp : V´p → Vp for the corresponding projection, which is a submersion. Define
E´p = π
∗(Ep). Then E´p → V´p is a vector bundle, in the usual manifold sense.
Define s´p = sp ◦ πp, so that s´p is a smooth section of E´p.
Define a topological space X´p = s´
−1
p (0), and let ψ´p be the identity map
on X´p. Then (V´p, E´p, s´p, ψ´p) is a Kuranishi neighbourhood covering X´p. The
action of Γp on V´p lifts naturally to an action on E´p, and s´p is Γp-equivariant, so
the subset X´p is preserved by Γp, and Γp acts on X´p, with ψp ◦ξp : X´p/Γp → Xa
a homeomorphism with an open neighbourhood Imψp of p in Xa. Also ψp ◦πp :
X´p → Imψp ⊂ Xa is continuous.
We shall define a Kuranishi structure κ´p on X´p. Let q´ ∈ X´p, and set q =
ψp ◦ πp(q´). Then q ∈ Imψp, so for all sufficiently small (Vq, . . . , ψq) in the germ
of Xa at q there is a coordinate change (φpq , φˆpq) : (Vq, . . . , ψq)→ (Vp, . . . , ψp).
Define a Kuranishi neighbourhood (V´q´ , . . . , ψ´q´) of q´ in X´p to be
(V´q´ , E´q´, s´q´, ψ´q´) =
(
V´p ×πp,Vp,φpq Vq, π
∗
Vq (Eq), sq ◦ πVq , πV´p
)
. (280)
Since V´p is a manifold, πp is a submersion, and φpq is an embedding, V´q´ is a
manifold, and E´q´ → V´q´ a vector bundle. Since sp ◦ φpq ≡ φˆpq ◦ sq, φpq takes
s−1q (0) to s
−1
p (0), and so ψ´q´ = πV´p takes s´
−1
q´ (0) to s´
−1
p´ (0) = X´p, as we need.
Define the germ of Kuranishi neighbourhoods at q´ in κ´p to be the equivalence
class of (V´q´, . . . , ψ´q´). This is independent of the choice of (Vq, . . . , ψq), and so
well-defined. It is now easy to show that the germ of coordinate changes between
Kuranishi neighbourhoods on Imψp ⊂ Xa induces a germ of coordinate changes
between Kuranishi neighbourhoods on X´p, giving a Kuranishi structure κ´p on
X´p. Since the V´q´ are all manifolds, (X´p, κ´p) has trivial stabilizers. Furthermore,
κ´p is invariant under the action of Γp on X´p, and ψp◦πp : X´p → Imψp ⊂ Xa lifts
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to an isomorphism of Kuranishi spaces between (X´p, κ´p)/Γp and the restriction
of the Kuranishi structure on Xa to Imψp.
Thus, for all a ∈ A and p ∈ Xa, we can find an open neighbourhood Imψp
of p in Xa, and an isomorphism of Kuranishi spaces Imψp ∼= X´p/Γp, where X´p
has trivial stabilizers, and Γp is a finite group. Such Imψp cover Xa, so by Step
1 we can cut the Xa into pieces Xac such that each Xac is contained in some
such subset Imψp in Xa.
Then we have Xac ∼= X´ac/Γac, where X´ac = X´p ×pi,Xa,ι Xac is a compact
Kuranishi space with trivial stabilizers, and Γac = Γp is a finite group acting
on X´ac by strong diffeomorphisms. Here pi : X´p → Imψp ⊂ Xa is the obvious
projection, which is a strong submersion, and ι : Xac → Xa is the inclusion.
Write piac : X´ac → Xac for the projection, which is a strong submersion, and
f´ac = fac ◦ piac : X´ac → Y , which is strongly smooth.
It remains to show that we can choose T a for a ∈ A and Xac, X´ac for c ∈ Ca
so that Gac on Xac lifts to G´ac on X´ac. In doing this, it is important that we
can not only make the Xac arbitrarily small, we can also make the subsets V
i
ac
of V ia for i ∈ Ia arbitrarily small. This is part (C) in §C.1, and can be seen from
the construction in §A.3.3 used to define T a.
In the situation above, let q ∈ Imψp, and suppose i ∈ Ia and v ∈ (s
i
a)
−1(0) ⊆
V ia with ψ
i
a(v) = q. Let (Vq, . . . , ψq) be a sufficiently small Kuranishi neigh-
bourhood in the germ of Xa at q. Then as (V
i
a , . . . , ψ
i
a) is a compatible Ku-
ranishi neighbourhood on Xa, we are given a coordinate change (φ
i
q , φˆ
i
q) :
(Vq, . . . , ψq) → (V ia , . . . , ψ
i
a). From (280) we have a Kuranishi neighbourhood
(V´q´, E´q´, s´q´, ψ´q´) on X´p with V´q´ a manifold, a diffeomorphism ξq : V´q´/Γp → Vq,
and a submersion πq = πVq : V´q´ → Vq.
Let W be an open neighbourhood of v in V ia . Since φ
i
q : Vq → V
i
a is an
embedding with φiq(ψ
−1
q (q)) = v, if W is sufficiently small we may extend the
diffeomorphism ξq : V´q´/Γp → Vq to a diffeomorphism ξ˜q : W´/Γp →W , where W´
is a manifold with a Γp action, such that φ
i
q lifts over (φ
i
q)
−1(W ) to a smooth Γp-
equivariant map φ˜iq : (φ
i
q ◦πq)
−1(W )→ W´ from the open subset (φiq ◦πq)
−1(W )
in V´q´. Furthermore, ifW is connected these W´ , ξ˜q, φ˜
i
q are unique up to canonical
isomorphism.
As we can do this for any q ∈ Imψp ∩ Imψia, and the diffeomorphisms
ξq : V´q´/Γp → Vq all come from an isomorphism X´p/Γp ∼= Imψp ⊂ Xa and
so are compatible under coordinate changes, and the W´ , ξ˜q, φ˜
i
q are unique up
to canonical isomorphism above, we can patch all these local lifts together.
This proves that if W is any sufficiently small open neighbourhood of some
subset in (ψia)
−1(Imψp) in V
i
a , and every connected component of W meets
(ψia)
−1(Imψp), then we can write W ∼= W´/Γp for some manifold W´ , so that
all embeddings φiq : Vq → W ⊂ V
i
a for q ∈ Imψp ∩ ψ
i
a(W ) lift canonically to
embeddings φ˜iq : V´q´ → W´ .
Let us choose the T a for a ∈ A so that all V iac are sufficiently small in this
sense, which is possible by Step 1, and define X´ac,Γac = Γp as above with
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Xac ∼= X´ac/Γac. Then there exist a manifold V´ iac, an action of Γac on V´
i
ac, and a
diffeomorphism V´ iac/Γac
∼= V iac, which are unique up to canonical isomorphism.
To prove this, note that as (V iac, . . . , ψ
i
ac) is part of an excellent coordinate
system, every connected component of V iac intersects (s
i
ac)
−1(0).
Define a Kuranishi neighbourhood (V´ iac, E´
i
ac, s´
i
ac, ψ´
i
ac) on X´ac, where E´
i
ac =
π∗V iac
(Eiac) and s´
i
ac ≡ s
i
ac ◦ πV iac , for πV iac : V´
i
ac → V
i
ac the projection, and ψ´
i
ac
is the natural lift of ψiac ◦ πV iac : (s´
i
ac)
−1(0) → Xac to X´ac. These extend
to an excellent coordinate system (I´ac, η´ac) =
((
Iac, (V´
i
ac, . . . , ψ´
i
ac), f´
i
ac : i ∈
Iac, . . .
)
, (η´i,ab, η´
j
i,ab : i, j ∈ Iac)
)
for (X´ac, f´ac), where f´
i
ac = f
i
ac ◦ πV iac , η´i,ab =
ηi,ab◦πXac , and η´
j
i,ab = η
j
i,ab◦πV jac . We also define G´ac =
(
I´ac, η´ac, G´
i
ac : i ∈ I´ac
)
,
where G´iac : E´
i
ac → P is given by G´
i
ac = G
i
ac ◦ πEiac for πEiac : E´
i
ac → E
i
ac the
natural projection.
Then (X´ac, f´ac, G´ac) is a triple in Kuranishi homology, and Γac acts on
(X´ac, f´ac, G´ac) by automorphisms with (X´ac/Γac,pi∗(f´ac),pi∗(G´ac))
∼= (Xac,
fac,Gac), so Definition 4.3(iv) gives (260), and Step 2 follows.
C.3 Step 3: lifting to a cycle in K˜Ck(Y ;R)
As in Step 3 we now change notation from X´ac for a ∈ A and c ∈ Ca back to Xa
for a ∈ A. That is, by Step 2 we can represent α by a cycle
∑
a∈A ρa[Xa,fa,Ga]
in KCk(Y ;R), where each Xa is a compact, oriented Kuranishi space with
trivial stabilizers, and each V ia in Ga is a manifold. Equation (255) holds for
(X˜d, f˜d, G˜d) for d ∈ D. These A,Xa,fa,Ga, ρa, D, X˜d, f˜d, G˜d,Γd, ηd are dif-
ferent from those in Steps 1 and 2.
We now repeat Step 1, choosing tent functions T a for (Xa,fa,Ga) for a ∈ A,
and T˜ d for (X˜d, f˜d, G˜d) for d ∈ D, satisfying conditions (a)–(c) of Step 1, such
that T a cuts (Xa,fa,Ga) into small pieces (Xac,fac,Gac) for c ∈ Ca, and
T˜ d cuts (X˜d, f˜d, G˜d) into small pieces (X˜df , f˜df , G˜df ) for f ∈ Fd. Equations
(262)–(267) follow as in Step 3.
We must prove that provided the Xac, X˜df are sufficiently small, the right
hand side of (267) is zero. To do this, we recall the notation of §C.1, fixing
m = 1. For a ∈ A and d ∈ D we have
(∂Xa,fa|∂Xa ,Ga|∂Xa) =
∐n1a
b=1(X
1
ab,f
1
ab,G
1
ab),
(X˜d, f˜d, G˜d) =
∐n˜1d
e=1(X
1
de,f
1
de,G
1
de), and
(X˜d/Γd,pi∗(f˜d),pi∗(G˜d)) =
∐−nˆ1d
e=−1(X
1
de,f
1
de,G
1
de).
(281)
Write (X1,f1,G1) for the disjoint union of the triples on the left hand sides of
equations (281) over all a ∈ A and d ∈ D, and (V 1,i, . . . , ψ1,i) for i ∈ I1 for the
Kuranishi neighbourhoods in G1.
Write T 1 for the tent function for (X1,f1,G1) which is the disjoint union of
the tent functions T a|∂Xa , T˜ d and pi∗(T˜ d) on the triples in (281) chosen in Step
1. Write (X1c ,f
1
c ,G
1
c) for c ∈ C
1 for the pieces into which (X1,f1,G1) is ‘cut’
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by T 1, as in (211). These (X1c ,f
1
c ,G
1
c) consist of triples (X˜df , f˜df , G˜df ) and
(X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df)) which occur in (267), and also the decom-
position of (∂Xa,fa|∂Xa ,Ga|∂Xa) using T a|∂Xa for a ∈ A. Write pi : X
1
c → X
1
for the natural projection.
Now P¨ 1 is the disjoint union of all (a, b), (d, e) occurring in (281). Hence∐
(s,t)∈P¨ 1 X
1
st =
∐
a∈A ∂Xa ∐
∐
d∈D X˜d ∐
∐
d∈D X˜d/Γd = X
1. (282)
Also ≈1
X
is an equivalence relation on (282) with X¨1 = X1/ ≈1
X
, and projection
πX¨1 : X
1 → X¨1, which is continuous, surjective, and globally finite, with X¨1
a compact topological space. We shall prove Step 3 by working locally on X¨1.
Fix some p¨ ∈ X¨1. As πX¨1 is surjective and globally finite, π
−1
X¨1
(p¨) is finitely
many points p(1), . . . , p(n) in X
1.
We now use the ideas of Step 2. For each j = 1, . . . , n, there exists an open
neighbourhood U(j) of p(j) in X
1 such that as a Kuranishi space we may write
U(j) ∼= U´(j)/Γ(j), where U´(j) has trivial stabilizers, and Γ(j) = StabX1(p(j)) is a
finite group acting on U´(j) by strong diffeomorphisms, fixing the pullback p´(j)
of p(j) in U´(j). Making the U(j) smaller if necessary, we suppose U(1), . . . , U(n)
are disjoint. Similarly, if i ∈ N with p(j) ∈ Imψ
1,i, so that p(j) = ψ
1,i(vi(j)) for
some unique vi(j) ∈ V
1,i, we choose disjoint open neighbourhoods W i(j) of v¨
i in
V 1,i for j = 1, . . . , n with W i(j)
∼= W´ i(j)/Γ(j), where W´
i
(j) is a manifold, and Γ(j)
is as before, since StabX1(p(j)) ∼= StabV 1,i(v¨
i
(j)).
For j = 1, . . . , n, define (X(j),f (j),G(j)) to be the disjoint union of those
components (X1c ,f
1
c ,G
1
c) for c ∈ C
1 with p(j) ∈ pi(X
1
c ). There is exactly one
such component if p(j) lies in the interior of pi(X(j)), but if p(j) lies in a codi-
mension k corner for k > 1, there may be more than one. Write (V i(j), . . . , ψ
i
(j))
for i ∈ I(j) for the Kuranishi neighbourhoods in G(j), and π : V
i
(j) → V
1,i for
the natural projections.
Suppose now that the T a, T˜ d in Step 1 have been chosen such that pi(X(j)) ⊆
U(j) and π(V
i
(j)) ⊆ W
i
(j) for all j = 1, . . . , n and i ∈ I(j). This is possible as
Step 1 allows us to cut X1, V 1,i into ‘arbitrarily small pieces’, and so to make
pi(X(j)) and π(V
i
(j)) arbitrarily small. Then the proof of Step 2 gives a triple
(X´(j), f´ (j), G´(j)), an action of Γ(j) on (X´(j), f´ (j), G´(j)) by isomorphisms, and
an isomorphism (X´(j)/Γ(j),pi∗(f´ (j)),pi∗(G´(j)))
∼= (X(j),f (j),G(j)), for each j.
Making the pieces smaller if necessary, we see that (X´(j), f´ (j), G´(j)) is unique
up to isomorphism, that is, there are no arbitrary choices in the construction
of (X´(j), f´ (j), G´(j)) from (X(j),f (j),G(j)) and p(j). We can think of (X´(j), f´ (j),
G´(j)) as like a kind of ‘Kuranishi space universal cover’ of (X(j),f (j),G(j)), by
analogy with orbifold universal covers in §C.1.
We now come to one of the crucial steps in the proof. We claim that
the triples (X´(j), f´ (j), G´(j)) for j = 1, . . . , n are all isomorphic, through ei-
ther orientation-preserving or orientation-reversing isomorphisms. To prove
this, note that the equivalence relation ≈1
X
on X1 is generated by (possibly
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orientation-reversing) isomorphisms of components of (X1,f1,G1), and finite
group quotients between components of (X1,f1,G1). Since {p(1), . . . , p(n)} is
an ≈1
X
-equivalence class, any two p(j), p(k) are connected by a finite chain of such
isomorphisms or finite group quotients. Thus, to show the (X´(j), f´ (j), G´(j)) are
all isomorphic for j = 1, . . . , n, it is enough to prove that if p(j) and p(k) are
identified by an isomorphism or finite group quotient of their components, then
(X´(j), f´ (j), G´(j)) and (X´(k), f´ (k), G´(k)) are isomorphic.
The case of isomorphisms is easy: if (a, b) : (X1(j),f
1
(j),G
1
(j))→ (X
1
(k),f
1
(k),
G1(k)) is a (possibly orientation-reversing) isomorphism between the components
of (X1,f1,G1) containing p(j), p(k) with a(p(j)) = p(k), then condition (i) in
§C.1 implies that T 1|X1
(j)
= b∗(T 1|X1
(k)
), so (a, b) lifts to a (possibly orientation-
reversing) isomorphism between (X´(j), f´ (j), G´(j)) and (X´(k), f´ (k), G´(k)).
Suppose p(j) and p(k) are related by one of the finite group quotients used to
define ≈1
X
. Then in §C.1(ii) with m = 1, we have (X1(j),f
1
(j),G
1
(j)) = (X
1
de,f
1
de,
G1de), and Γ = StabΓd(e), and (X
1
(k),f
1
(k),G
1
(k)) = (X
1
(j)/Γ,pi∗(f
1
(j)),pi∗(G
1
(j)))
with p(k) = p(j)Γ, where (pi,p) : (X
1
(j),f
1
(j),G
1
(j)) → (X
1
(k),f
1
(k),G
1
(k)) is the
projection to the quotient. Part (ii) of §C.1 gives T 1|X1
(j)
= p∗(T 1|X1
(k)
).
It is now easy to see that the action of Γ on (X1(j),f
1
(j),G
1
(j)) lifts to (X(j),
f (j),G(j)), and (X(k),f (k),G(k))
∼= (X(j)/Γ,pi∗(f (j)),pi∗(G(j))). Using the
obvious shorthand notation, we now have isomorphisms
(X(j),f (j),G(j))
∼= (X´(j), f´ (j), G´(j))/Γ(j), Γ(j) = Stab(p(j)),
(X(k),f (k),G(k))
∼= (X´(k), f´ (k), G´(k))/Γ(k), Γ(k) = Stab(p(k)),
and (X(k),f (k),G(k))
∼= (X(j),f (j),G(j))/Γ.
(283)
As the U(j) are disjoint, p(j) is the only point in its ≈
1
X
-equivalence class in
X(j), so the action of Γ on X(j) must fix p(j). The equalities X(k) = X(j)/Γ,
p(k) = p(j)Γ now imply that StabX1(p(j)) is a normal subgroup of StabX1(p(k))
with Γ ∼= StabX1(p(k))/ StabX1(p(j)). So by (283) we see that Γ(j) is normal in
Γ(k) with Γ ∼= Γ(k)/Γ(j). Considering the group quotients in (283), and using
uniqueness up to isomorphism of (X´(j), f´ (j), G´(j)), (X´(k), f´ (k), G´(k)), we see that
(X´(k), f´ (k), G´(k))/Γ(j)
∼= (X(j),f (j),G(j)), and deduce that (X´(j), f´ (j), G´(j)) ∼=
(X´(k), f´ (k), G´(k)), in this case with an isomorphism-preserving isomorphism.
This proves that the (X´(j), f´ (j), G´(j)) are all isomorphic for all j, possibly
with orientation changes. Choose one and write it as (X´, f´ , G´), and then iden-
tify (X´(j), f´ (j), G´(j)) with (ǫ(j)X´, f´ , G´) for j = 1, . . . , n, where ǫ(j) = ±1 is to
change orientations if necessary.
We are now ready to prove Step 3. We first derive a modified version of
equation (267). Fix a ∈ A, and consider the term
∑
c∈Ca
∂[Xac,fac,Gac] on
the left hand side of (267). Since Xa is ‘cut into pieces’ Xac for c ∈ Ca, we
can divide the boundaries ∂Xac into ‘external’ components, which are part of
∂Xa, and ‘internal’ components, which are new boundary components created
266
by cutting the interior of Xa along some hypersurface. When we cut Xa along a
hypersurface, the two sides of the cut yield identical boundary components with
opposite orientations. Therefore the contributions of the ‘internal’ components
to
∑
c∈Ca
∂[Xac,fac,Gac] cancel out.
This leaves only the ‘external’ components, which are the pieces into which
(∂Xa,fa|∂Xa ,Ga|∂Xa) is ‘cut’ using the tent function T a|∂Xa . Write these as
(X∂ac′ ,f
∂
ac′ ,G
∂
ac′) for c
′ ∈ C∂a . Then in K˜Ck−1(Y ;R) we have∑
c∈Ca
∂[Xac,fac,Gac] =
∑
c′∈C∂a
[X∂ac′ ,f
∂
ac′ ,G
∂
ac′ ]. (284)
Substituting (284) into the left hand of (267) yields∑
a∈A
∑
c′∈C∂a
ρa[X
∂
ac′ ,f
∂
ac′ ,G
∂
ac′ ] =∑
d∈D
ηd
( ∑
fΓd∈Fd/Γd
[
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df )
]
− |Γd|
−1∑
f∈Fd
[X˜df , f˜df , G˜df ]
)
.
(285)
We must prove that both sides of (285) are zero. Note that as Xa for a ∈ A
have trivial stabilizers, so does ∂Xa, and so all X
∂
ac′ on the left hand side of
(285) have trivial stabilizers.
Our approach is to work locally in X¨1. Now each term X∂ac′ , X˜df/ StabΓd(f),
X˜df in (285) has a natural projection pi to X
1, and so to X¨1 via πX¨1 : X
1 → X¨1.
(This did not hold for (267), as the ‘internal’ boundary components of ∂Xa do
not project to X1.) Going through the proof of (285), one can show that it also
holds locally in X¨1. Thus, if we fix p¨ ∈ X¨1 and restrict to those terms in (285)
whose image in X¨1 contains p¨, the resulting equation still holds. We will show
that each side of this resulting equation is zero.
For a ∈ A, the sum of terms in
∑
c′∈C∂a
[X∂ac′ ,f
∂
ac′ ,G
∂
ac′ ] whose image in X¨
1
contain p¨ is ∑
j=1,...,n: p(j)∈∂Xa
[X(j),f (j),G(j)]. (286)
Now if p(j) ∈ ∂Xa then Stab(p(j)) = {1} as ∂Xa has trivial stabilizers, so
Γ(j) = {1} by (283), giving (X(j),f (j),G(j))
∼= ǫ(j)(X´(j), f´ (j), G´(j)). So another
way to write (286) is ∑
j=1,...,n: p(j)∈∂Xa
ǫ(j)[X´, f´ , G´]. (287)
Similarly, for d ∈ D the sum of terms in
∑
f∈Fd
[X˜df , f˜df , G˜df ] whose image
in X¨1 contains p¨ is ∑
j=1,...,n: p(j)∈X˜d
[X(j),f (j),G(j)]. (288)
The sum of terms in
∑
fΓd∈Fd/Γd
[
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df )
]
whose im-
ages contain p¨ is the quotient of (288) by Γd acting on
∐
j=1,...,n: p(j)∈X˜d
X(j).
This action of Γd factors through an action on {j = 1, . . . , n : p(j) ∈ X˜d}.
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Hence we may write the sum of terms in
[
X˜df/ StabΓd(f),pi∗(f˜df ),pi∗(G˜df )
]
whose images contain p¨ as∑
jΓd∈{j=1,...,n: p(j)∈X˜d}/Γd
[
X(j)/ StabΓd(j),pi∗(f (j)),pi∗(G(j))
]
. (289)
Here
(
X(j)/ StabΓd(j),pi∗(f (j)),pi∗(G(j))
)
is one of the quotients (X1(k),f
1
(k),
G1(k)) = (X
1
(j)/Γ,pi∗(f
1
(j)),pi∗(G
1
(j))) above.
Combining (285)–(289), replacing [X(j),f (j),G(j)] by ǫ(j)
[
X´/Γ(j),pi∗(f´ ),
pi∗(G´)
]
, and restricting to terms in (285) whose images contain p¨ yields∑
a∈A
∑
j=1,...,n: p(j)∈∂Xa
ρaǫ(j)[X´, f´ , G´] =
∑
d∈D
ηd
( ∑
jΓd∈{j=1,...,n: p(j)∈X˜d}/Γd
ǫ(j)
[
X´/ StabΓd(j)⋉ Γ(j),pi∗(f´),pi∗(G´)
]
− |Γd|
−1 ∑
j=1,...,n: p(j)∈X˜d
ǫ(j)
[
X´/Γ(j),pi∗(f´ ),pi∗(G´)
])
.
(290)
Equation (290) holds in K˜Ck−1(Y ;R). Projecting to KCk−1(Y ;R), each term
(· · · ) on the right hand side vanishes by relation Definition 4.3(iv), which holds
in KCk−1(Y ;R) but not in K˜Ck−1(Y ;R). Thus∑
a∈A
∑
j=1,...,n: p(j)∈∂Xa
ρaǫ(j)[X´, f´ , G´] = 0 in KCk−1(Y ;R). (291)
There are now two possibilities: either there exists an orientation-reversing
isomorphism (a, b) of (X´, f´ , G´), so that [X´, f´ , G´] = 0 in both KCk−1(Y ;R)
and K˜Ck−1(Y ;R) by Definition 4.3(ii), or the coefficient of [X´, f´ , G´] is zero
in (291). (More complicated scenarios of having to use several applications of
relations in KCk−1(Y ;R) to prove [X´, f´ , G´] = 0 can be excluded, because of
the general form of (290).) In both cases, (291) also holds in K˜Ck−1(Y ;R).
Hence both sides of (290) are zero in K˜Ck−1(Y ;R).
We have shown that for a given p¨ ∈ X¨1, if the T a, T˜ d are chosen to make
the pieces Xac, X˜df sufficiently small near the preimage of p¨, then on each side
of (285), the sum of terms whose image in X¨1 contains p¨ is zero. On X¨1, we can
write the ‘sufficiently small’ condition as requiring that pi(Xac),pi(X˜df ) ⊆ U¨p¨
for any Xac, X˜df whose image contains p¨, where U¨p¨ is the intersection in X¨
1 of
the images of U(j) for j = 1, . . . , n, so that U¨p¨ is an open neighbourhood of p¨
in X¨1. Such open sets U¨p¨ for all p¨ in X¨
1 form an open cover of X¨1, which is
compact. So we can choose a finite subset p¨1, . . . , p¨l with X¨1 = U¨p¨1 ∪ · · · ∪ U¨p¨l .
We can then choose the T a, T˜ d to make the X
∂
ac′ , X˜df small enough that each
pi(X∂ac′) or pi(X˜df ) lies in U¨p¨i for some i = 1, . . . , l, and with the corresponding
smallness conditions in V 1,i, so that each (X∂ac′ ,f
∂
ac′ ,G
∂
ac′) and (X˜df , f˜df , G˜df )
can be written naturally as a quotient of a triple with trivial stabilizers by a
finite group, which is the stabilizer group of a preimage of some p¨i in X1.
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This method does not necessarily ensure that every pi(X∂ac′) or pi(X˜df ) con-
tains some p¨i, only that it lies in some U¨p¨i . But this does not matter, as we
can rewrite the argument above, replacing restricting to terms in (285) whose
image in X¨1 contains p¨i for some i = 1, . . . , l by restricting to terms in (285)
whose image in X¨1 lies in U¨p¨i for some i = 1, . . . , l.
Thus, with the T a, T˜ d chosen in this way, equation (285) has the follow-
ing properties. Firstly, for every term in (285), the projection of X∂ac′ or
X˜df/ StabΓd(f) or X˜df to X¨
1 lies in U¨p¨i for at least one i = 1, . . . , l. Sec-
ondly, for each i = 1, . . . , l, if we restrict to the terms in (285) whose projection
to X¨1 lies in U¨p¨i , the resulting equation is true, and also, both sides are zero.
Thirdly, an easy generalization of the second property shows that for any subset
S of {1, . . . , l}, if we restrict to the terms in (285) whose projection to X¨1 lies
in U¨p¨i for all i ∈ S, the resulting equation is true, and also, both sides are zero.
By the first property, we see that summing over all ∅ 6= S ⊆ {1, . . . , l} of the
restriction to the terms in (285) whose projection to X¨1 lies in U¨p¨i for all i ∈ S,
multiplied by (−1)|S|−1, yields (285). But the third property says that each of
these restrictions has both sides zero, so (285) has both sides zero. Therefore
both sides of (267) are zero. This proves (268), and the first part of Step 3.
It remains to show that if the Xac are chosen sufficiently small, for all a ∈ A,
c ∈ Ca and m > 2, each component of (∂
mXac,fac|∂mXac ,Gac|∂mXac) oc-
curs as the intersection of m distinct components of (∂Xac,fac|∂Xac ,Gac|∂Xac).
We use notation (Xmacd,f
m
acd,G
m
acd) for d = 1, . . . , n
m
ac, V
m,i−m
acd ⊆ ∂
mV iac and
(v,B1, . . . , Bm) for points in ∂
mV iac as in Step 3.
Recall that (Xac,fac,Gac) is a piece in the decomposition of (Xa,fa,Ga)
using T a = (T
i
a : i ∈ Ia), where T
i
a : V˙
i
a → F
(
[1,∞)
)
is a tent function on the
manifold V˙ ia . By Definition A.1, each v ∈ V˙
i
a has an open neighbourhood U in
V˙ ia such that T
i
a|U may be written T
i
a(u) =
{
tp(u) : p = 1, . . . , N , u ∈ Up
}
, for
some open sets U1, . . . , UN in U . Considering the constructions of tent functions
in §A, we see that how small this open set U needs to be can be made to depend
only on V˙ ia and other data in (Xa,fa,Ga), not on the choices in T a which make
the (Xac,fac,Gac) small.
Therefore by choosing T a to make the pieces (Xac,fac,Gac) sufficiently
small, we can arrange that π(V iac) for each c ∈ Ca is contained in some such
open set U in V˙ ia . Then V
i
ac is a piece in the decomposition of U using the tent
function T ia|U which has the global definition T
i
a(u) =
{
tp(u) : p = 1, . . . , N ,
u ∈ Up
}
. Consider the boundary ∂V iac. It is a disjoint union of two types of
components: (a) the lift of part of ∂V ia , a piece in the decomposition of ∂V˙
i
a using
T ia|∂V˙ ia , and (b) part of the hypersurface tp(u) = tq(u) in U , for p, q = 1, . . . , N ,
p 6= q. To specify the order of p, q we require that tp − tq should be increasing
in the direction of the outward normal to the boundary component of Xac.
Let d = 1, . . . , n1ac and i−1 ∈ I
1
acd, so that ∅ 6= V
1,i−1
abd ⊆ ∂V
i
ac. Then for each
(v,B) ∈ V 1,i−1abd , the classification of B into either (a) or (b) with (p, q) depends
only on d. That is, if (v,B), (v′, B′) lie in V 1,i−1abd then B is a hypersurface
tp = tq if and only if B
′ is a hypersurface tp = tq, with the same (p, q). This
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holds even though V 1,i−1abd may not be connected, because of the global definition
of the T ja near π(V
j
ac), as (X
1
acd,f
1
acd,G
1
acd) is connected, and since the way in
which we make T ia, T
j
a compatible under coordinate changes (φ
ij
a , φˆ
ij
a ) ensures
that the hypersurface tp = tq in U
j ∩ V˙ ija ⊆ V˙
j
a maps to a hypersurface tp′ = tq′
in U i ⊆ V˙ ia under φ
ij
a , for p
′, q′ depending only on p, q, i, j.
Now let m > 2 and d = 1, . . . , nmac, so that (X
m
acd,f
m
acd,G
m
acd) is a component
of (∂mXac,fac|∂mXac ,Gac|∂mXac). Suppose i−m ∈ I
m
acd, so that ∅ 6= V
m,i−m
acd ⊆
∂mV iac, let (v,B1, . . . , Bm) ∈ V
m,i−m
acd , and let (v,Bl) ∈ V
1,i−1
acdl
for l = 1, . . . ,m
and dl = 1, . . . , n
1
ac. We must show that d1, . . . , dm are distinct. Suppose dl = dl′
for l 6= l′. As V ia is a manifold, B1, . . . , Bm are distinct, so Bl 6= Bl′ . As above,
Bl, Bl′ are classified into either (a) or (b) with (p, q), and this classification
depends only on dl = dl′ . Thus, if Bl is the hypersurface tp = tq near v then so
is Bl′ , contradicting Bl 6= Bl′ . So the only possibility is that Bl, Bl′ are of type
(a), that is, they are local boundary components of V ia .
Since V ia is a manifold, we can exclude this possibility by making the Xac
sufficiently small, as it would mean that at v ∈ V ia we have two distinct local
boundary componentsBl, Bl′ which are connected via some path in ∂V
i
a∩π(V
i
ac),
or by some more complicated path involving coordinate changes (φija , φˆ
ij
a ). This
can only happen if some nontrivial global topology in V ia happens in the image
π(V iac), which is ruled out by making the V
i
ac small. Therefore d1, . . . , dm are
distinct, as we have to prove. This completes Step 3.
C.4 Step 4: lifting to a cycle in KCefk (Y ;R)
As in Step 4, we again change notation from Xac back to Xa, and introduce
new notation nma , . . . , B
m
ab. Also, for a ∈ A and 0 6 m 6 m + l 6 M define
θmla : {1, . . . , n
m+l
a } → {1, . . . , n
m
a } by θ
ml
a (b¯) = b if X
m+l
ab¯
⊆ ∂lXmab. Then θ
m0
a
is the identity, and(
∂lXmab,f
m
ab|∂lXmab ,G
m
ab|∂lXmab
)
=
∐
b¯=1,...,nm+la :θmla (b¯)=b
(
Xm+l
ab¯
,fm+l
ab¯
,Gm+l
ab¯
)
(292)
is the decomposition of ∂lXmab given by Lemma 3.7.
We represent α by a cycle
∑
a∈A ρa[Xa,fa,Ga] in K˜Ck(Y ;R) satisfying
(269), where each Xa has trivial stabilizers, each V
i
a is a manifold, each compo-
nent of (∂mXa,fa|∂mXa ,Ga|∂mXa) occurs as the intersection ofm distinct com-
ponents of (∂Xa,fa|∂Xa ,Ga|∂Xa), and (270) holds with each (a¯, b¯) ∈ R
1 satisfy-
ing (A) or (B) in Step 4. Our goal is to choose finite familiesGao for o ∈ Oa of ef-
fective gauge-fixing data for (Xa,fa), such that
∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,
Gao] is a effective Kuranishi cycle in class β ∈ KH
ef
k (Y ;R) with Π
Kh
ef (β) = α.
Here is our inductive hypothesis:
Hypothesis C.7. Let N > 0 be given. Suppose that for all m = N,N +
1, . . . ,M and all (a, b) ∈ Rm, we have chosen the following data:
(i) A nonempty finite set Omab;
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(ii) A free left action of the finite group Aut(Xmab,f
m
ab,G
m
ab) on O
m
ab;
(iii) For all o ∈ Omab and l > 0, a map
fmlabo :
{
b¯ = 1, . . . , nm+la : θ
ml
a (b¯) = b
}
−→
∐
b¯=1,...,nm+la :
θmla (b¯)=b
Om+l
φm+l(a,b¯)
(293)
with fmlabo(b¯) ∈ O
m+l
φm+l(a,b¯)
for all b¯; and
(iv) For each o ∈ Omab, a family of maps G
m,i
abo : E
m,i
ab → P for i ∈ I
m
ab such
that Gmabo =
(
Imab,η
m
ab,G
m,i
abo : i ∈ I
m
ab
)
is effective gauge-fixing data
for (Xmab,f
m
ab). Thus G
m,i
abo must satisfy the injectivity condition Defini-
tion 3.36(b).
These should satisfy the following conditions:
(a) If o, o′ ∈ Omab and G
m,i
abo ≡ G
m,i
abo′ for all i ∈ I
m
ab, then o = o
′.
(b) Let o ∈ Omab and (u,v) ∈ Aut(X
m
ab,f
m
ab,G
m
ab), and set o
′ = (u,v) · o
using the action in (ii). Then for all i ∈ Imab we have diffeomorphisms
vˆi : Em,iab → E
m,i
ab , and we require that G
m,i
abo ≡ G
m,i
abo′ ◦ vˆ
i.
(c) Let (a, b) ∈ Rm, i ∈ Imab, o ∈ O
m
ab and l > 0. Then (292) implies that
∂lEm,iab =
∐
b¯=1,...,nm+la :θmla (b¯)=b
Em+l,i−l
ab¯
‘
b¯ bˆ
m+l,i−l
ab¯∼=
∐
b¯=1,...,nm+la :θmla (b¯)=b
Em+l,i−l
φm+l(a,b¯)
,
(294)
where in the notation of Step 4 we have an isomorphism (a, b)m+l
ab¯
:
(Xm+l
ab¯
,fm+l
ab¯
,Gm+l
ab¯
)→ (Xm+l
φm+l(a,b¯)
,fm+l
φm+l(a,b¯)
,Gm+l
φm+l(a,b¯)
) which includes
a diffeomorphism bˆm+l,i−l
ab¯
: Em+l,i−l
ab¯
→ Em+l,i−l
φm+l(a,b¯)
, and we use these dif-
feomorphisms to make the identification in the second line of (294).
We have functionsGm,iabo : E
m,i
ab → P andG
m+l,i−l
φm+l(a,b¯)fmlabo(b¯)
: Em+l,i−l
φm+l(a,b¯)
→ P
for each b¯ with θmla (b¯) = b. We require that
G
m,i
abo
∣∣
∂lEm,i
ab
≡
∐
b¯=1,...,nm+la :θmla (b¯)=b
G
m+l,i−l
φm+l(a,b¯)fmlabo(b¯)
(295)
under the identification (294).
When l = 0, θm0a is the identity, so the domain of f
m0
abo is {b}, and if
fm0abo(b) = o
′ then (294) reduces to Em,iab = E
m,i
ab and (295) toG
m,i
abo ≡ G
m,i
abo′ .
Thus (a) implies that fm0abo(b) = o.
Before giving the two remaining conditions, we define some notation. Fix
m > 0, and suppose that we have chosen data Om
′
ab , f
m′l
abo ,G
m′,i
abo for all m
′ > m
and all a, b, o, i, l satisfying (i)–(iv) and (a)–(c) above. Then in an inductive
step we will wish to choose Omab, f
ml
abo,G
m,i
abo for all a, b, o, i, l. For l > 0, consider
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which maps fmlab : {b¯ = 1, . . . , n
m+l
a : θ
ml
a (b¯) = b} →
∐
b¯O
m+l
φm+l(a,b¯)
could be fmlabo
in (293) for some o ∈ Omab. We will derive a necessary condition on such f
ml
ab .
Suppose that for some o ∈ Omab we have chosen maps f
ml
abo for l > 0 and
G
m,i
abo for i ∈ I
m
ab satisfying (iii),(iv),(c) above. Let l > 0. Then by (c) for a, b,m
and (a),(c) for m′ = m + l > m, we see that fmlabo uniquely determines and is
determined by the restrictions Gm,iabo
∣∣
∂lEm,i
ab
for i ∈ Imab. Since these determine
G
m,i
abo
∣∣
∂l′Em,i
ab
for l′ > l, it follows that fmlabo determines f
ml′
abo for all l
′ > l.
Observe that there is a natural action of the symmetric group Sl on ∂
lEm,iab
generalizing the involution σ : ∂2Em,iab → ∂
2Em,iab discussed in Definitions 2.7
and 2.9. The restriction (pullback) Gm,iabo
∣∣
∂lEm,iab
is invariant under this Sl action
on ∂lEm,iab . This gives rise to a consistency condition on f
ml
abo. Suppose f
ml
ab is
some map as in (293), with fmlab (b¯) ∈ O
m+l
φm+l(a,b¯)
for all b¯. Then (c) determines
functions ∂lEm,iab → P for i ∈ I
m
ab, by the r.h.s. of (295) with f
ml
ab in place of
fmlabo. To be of the form G
m,i
abo
∣∣
∂lEm,iab
, these functions must be Sl-invariant.
We say fmlab is Sl-invariant if the functions it determines are Sl-invariant in
this way. We say fmlab is allowable if it is Sl-invariant, and also each map f
ml′
ab
for l′ > l determined by fmlab is Sl′ -invariant. Write D
ml
ab for the set of allowable
maps fmlab . When l = 0, each f
m0
ab maps {b} → O
m
ab, and for each o ∈ O
m
ab we
have fm0abo : b→ o, which is allowable. Thus D
m0
ab is the set of maps {b} → O
m
ab,
and fm0ab 7→ f
m0
ab (b) induces a bijection D
m0
ab → O
m
ab.
When l′ > l > 0, write Πmll
′
ab : D
ml
ab → D
ml′
ab for the natural projection taking
Πmll
′
ab : f
ml
abo 7→ f
ml′
abo , defined by restriction from ∂
lEm,iab to ∂
l′Em,iab as above.
Suppose m˜ > m > 0 and l > l˜ > 0 with m+l = m˜+ l˜, and that bˆ = 1, . . . , nm˜a
with θ
m(m˜−m)
a (bˆ) = b. Set (a˜, b˜) = φm˜(a, bˆ). Then we have an isomorphism
(a, b)m˜
abˆ
: (Xm˜
abˆ
,f m˜
abˆ
,Gm˜
abˆ
)→ (Xm˜
a˜b˜
,f m˜
a˜b˜
,Gm˜
a˜b˜
). Composing this with the inclusion
Xm˜
abˆ
⊆ ∂m˜−mXmab and applying ∂
l˜ to both sides induces a morphism (am˜
abˆ
)−1 :
∂ l˜Xm˜
a˜b˜
→ ∂lXmab which is an isomorphism with a union of components of ∂
lXmab.
Since the components of ∂ l˜Xm˜
a˜b˜
areXm˜+l˜
a˜b¯
for b¯ = 1, . . . , nm˜+l˜a with θ
m˜l˜
a˜ (b¯) = b˜,
and the components of ∂lXmab are X
m+l
ab′ for b
′ = 1, . . . , nm+la with θ
ml
a (b
′) = b,
there is a natural, injective map Imlm˜l˜
abbˆ
:
{
b¯ = 1, . . . , nm˜+l˜a˜ : θ
m˜l˜
a˜ (b¯) = b˜
}
→
{
b′ =
1, . . . , nm+la : θ
ml
a (b
′) = b
}
such that (am˜
abˆ
)−1
(
Xm˜+l˜
a˜b¯
)
= Xm+lab′ when I
mlm˜l˜
abbˆ
(b¯) =
b′. Let fmlab ∈ D
ml
ab , and define f˜
m˜l˜
a˜b˜
= fmlab ◦ I
mlm˜l˜
abbˆ
. Then the conditions for fmlab
to be allowable restrict to imply that f˜ m˜l˜
a˜b˜
is allowable, so f˜ m˜l˜
a˜b˜
∈ Dm˜l˜
a˜b˜
. Thus we
define a projection Pmlm˜l˜
abbˆ
: Dmlab → D
m˜l˜
a˜b˜
mapping Pmlm˜l˜
abbˆ
: fmlab 7→ f
ml
ab ◦ I
mlm˜l˜
abbˆ
.
Here are the final conditions:
(d) When l′ > l > 0 the projection Πmll
′
ab : D
ml
ab → D
ml′
ab is surjective, and the
preimage of each point is the same number
∣∣Dmlab ∣∣/∣∣Dml′ab ∣∣ of points.
(e) For all m, m˜, l, l˜, a, b, bˆ as above, Pmlm˜l˜
abbˆ
: Dmlab → D
m˜l˜
a˜b˜
is surjective, and
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the preimage of each point is
∣∣Dmlab ∣∣/∣∣Dm˜l˜a˜b˜ ∣∣ points.
Here in (ii), Aut(Xmab,f
m
ab,G
m
ab) is finite by Theorem 3.20. We shall prove
by reverse induction on N that Hypothesis C.7 holds for all N > 0. For m > M
we have Rm = ∅, so Hypothesis C.7 is vacuous for N > M , the initial step. For
the inductive step, we shall suppose Hypothesis C.7 holds for N = n + 1, and
prove it holds for N = n > 0.
To do this, we will first fix (a, b) ∈ Rn and construct the setsDnlab of allowable
maps fnlab for l > 0, and prove by reverse induction on l that (d),(e) hold. Then
setting l = 1, the maps fn1ab in D
n1
ab uniquely determine the possible values of
G
n,i
abo
∣∣
∂En,iab
for i ∈ Inab. We shall choose O
n
ab and G
n,i
abo for o ∈ O
n
ab and i ∈ I
n
ab
with these boundary values, and prove that (a)–(e) hold.
Since the sets Dnlab of allowable maps f
nl
ab for l > 0 depend only on data O
m
ab
and (Gm,iabo)i∈Imab for m > n which we have already chosen, they are already well-
defined without making further choices. When l > M − n we have ∂lXnab = ∅,
so that
{
b¯ = 1, . . . , nn+la : θ
nl
a (b¯) = b
}
= ∅, and the only possible map (293) is
the trivial map ∅ → ∅, which we write ∅. It is allowable, so Dnlab = {∅}, that is,
the one point set with element ∅. Thus for l′ > l > M−n part (d) is immediate,
and for l > M − n part (e) is trivial as there are no such bˆ.
Suppose by induction that for some p > 0, (d) holds for m = n and all
l′ > l > p, and (e) holds for m = n and all l > p. This holds for p > M − n
from above. We shall prove that (d) holds for all m = n and l′ > l = p, and
(e) holds for m = n and l = p. Then by induction (d),(e) hold for all l′, l > 0.
For (d) it is sufficient to prove the case l = p and l′ = p + 1, as the case
l′ > p + 1 follows by composing projections Dnpab → D
n(p+1)
ab → D
nl′
ab and using
the inductive hypothesis.
For the first part of (d) we must show that the projection Π
np(p+1)
ab : D
np
ab →
D
n(p+1)
ab is surjective. Fix f
n(p+1)
ab in D
n(p+1)
ab . We will construct f
np
ab in D
np
ab
which restricts to f
n(p+1)
ab . Let bˆ lie in the domain of f
np
ab , that is, bˆ = 1, . . . , n
n+p
a
with θnpa (bˆ) = b. Set (a
′, b′) = φn+p(a, bˆ). We shall construct the set of possible
values of fnpab (bˆ) in O
n+p
a′b′ . Consider the diagram:
D
n(p+1)
ab
P
n(p+1)(n+p)1
abbˆ
Dnpab
Π
np(p+1)
ab
oo
P
np(n+p)0
abbˆ 
fnpab 7→f
np
ab (bˆ)
**VVV
VVVV
VVVV
VVVV
VVVV
V
D
(n+p)1
a′b′ D
(n+p)0
a′b′
∼=
f
(n+p)0
a′b′
7→f
(n+p)0
a′b′
(b′)
//
Π
(n+p)01
a′b′
oo On+pa′b′ .
(296)
It is easy to show from the definitions that (296) commutes. Thus a necessary
condition for fnpab ∈ D
np
ab to satisfy Π
np(p+1)
ab (f
np
ab ) = f
n(p+1)
ab , as in (d), is that if
fnpab (bˆ) = o
′ ∈ On+1a′b′ then Π
(n+p)01
a′b′
(
{b′} 7→ o′
)
= P
n(p+1)(n+p)1
abbˆ
(
f
n(p+1)
ab
)
, where
{b′} 7→ o′ in D
(n+p)0
a′b′ is the map {b
′} → On+1a′b′ taking b
′ 7→ o′.
Since p > 0, Hypothesis C.7(d) with m = n+ p > n implies that Π
(n+p)01
a′b′ is
surjective, and the preimage of each point is
∣∣D(n+p)0a′b′ ∣∣/∣∣D(n+p)1a′b′ ∣∣ points. Thus,
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for each bˆ in the domain of fnpab there is a nonempty set Sbˆ ⊆ O
n+1
a′b′ of possible
values o′ for fnpab (bˆ) making (296) commute, with
∣∣Sbˆ∣∣ = ∣∣D(n+p)0a′b′ ∣∣/∣∣D(n+p)1a′b′ ∣∣.
For fnpab to lie in D
np
ab it is necessary that f
np
ab (bˆ) ∈ Sbˆ for all bˆ in the domain.
Any such map fnpab induces the fixed map f
n(p+1)
ab in D
np
ab , by construction.
As f
n(p+1)
ab is allowable, any f
nl′
ab induced from f
np
ab for l
′ > p is induced from
f
n(p+1)
ab , and so is Sl′ -invariant. Therefore such an f
np
ab is allowable if and only
if it is Sp-invariant.
There are natural Sp-actions on the domain
{
bˆ = 1, . . . , nn+pa : θ
np
a (bˆ) = b
}
and range
∐
bˆ:θnpa (bˆ)=b
Om+l
φm+l(a,bˆ)
of fnpab , and f
np
ab is Sp-invariant if and only
if it is equivariant w.r.t. these actions. Here is the crux of this part of the
argument: by the last part of Step 3, each point of ∂pXnab ⊆ ∂
n+pXa occurs at an
ordered intersection of n+p distinct pieces X1ad for d = 1, . . . , n
1
a. Thus, to each
point in ∂pXnab we can associate an ordered (n+ p)-tuple (d1, . . . , dn+p), where
d1, . . . , dn+p are distinct elements of {1, . . . , n1a}. On a connected component
Xn+p
abˆ
⊂ ∂pXnab this n+ p-tuple is constant. Hence, (d1, . . . , dn+p) depends only
on bˆ in
{
bˆ = 1, . . . , nn+pa : θ
np
a (bˆ) = b
}
, where Xn+p
abˆ
is the component of ∂pXnab
containing the chosen point.
Now Sp acts on ∂
pXnab by permuting p out of the n+p pieces X
1
ad meeting at
the point. Thus, the Sp-action is compatible with an action of Sp on n+p-tuples
(d1, . . . , dn+p), by permuting p of di. Since d1, . . . , dn+p are distinct, this action
of Sp on n + p-tuples (d1, . . . , dn+p) is free. Since (d1, . . . , dn+p) depends only
on bˆ, and the action of Sp on the (d1, . . . , dn+p) is free, it follows that the action
of Sp on the domain
{
bˆ = 1, . . . , nn+pa : θ
np
a (bˆ) = b
}
of fnpab is free.
We can now show that Π
np(p+1)
ab : D
np
ab → D
n(p+1)
ab is surjective. From above,
for fixed f
n(p+1)
ab ∈ D
n(p+1)
ab , the preimage of f
n(p+1)
ab is the set of Sp-invariant
fnpab with f
np
ab (bˆ) ∈ Sbˆ for all bˆ. To construct such f
np
ab , we choose one point bˆ in
each Sp-orbit in the domain, and choose f
np
ab (bˆ) ∈ Sbˆ arbitrarily at each such bˆ.
This is possible as Sbˆ 6= ∅. Then we extend f
np
ab in an Sp-invariant way. This
is possible, uniquely, as Sp acts freely on the domain. So there exist such f
np
ab ,
and Π
np(p+1)
ab is surjective.
This proof also gives us the size of
∣∣(Πnp(p+1)ab )−1(fn(p+1)ab )∣∣: it is the product
of |Sbˆ| over representatives bˆ of each Sp-orbit. But
∣∣Sbˆ∣∣ = ∣∣D(n+p)0a′b′ ∣∣/∣∣D(n+p)1a′b′ ∣∣,
which is independent of f
n(p+1)
ab , so the preimage of each f
n(p+1)
ab is the same
number of points, which must be
∣∣Dnpab ∣∣/∣∣Dn(p+1)ab ∣∣. If l′ > p then either l′ = p+1,
when Πnpl
′
ab is surjective from above, or l
′ > p + 1, when Πnpl
′
ab = Π
n(p+1)l′
ab ◦
Π
np(p+1)
ab . But Π
n(p+1)l′
ab is surjective by induction, and Π
np(p+1)
ab is surjective
from above. Hence Πnpl
′
ab is surjective for all l
′ > p, which proves the first part
of (d). The second part also follows, since Π
n(p+1)l′
ab and Π
np(p+1)
ab both have the
same number of points in the preimage of each point.
Next we prove (e) holds. Let m, l, m˜, l˜, a, b, bˆ, a˜, b˜ be as in (e) with m = n
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and l = p. We must show Pmpm˜l˜
abbˆ
: Dnpab → D
m˜l˜
a˜b˜
is surjective. Consider the
diagram
Dnpab
Π
np(p+1)
ab
Pnpm˜l˜
abbˆ
// Dm˜l˜
a˜b˜
Π
m˜l˜(l˜+1)
a˜b˜ 
D
n(p+1)
ab
P
n(p+1)m˜(l˜+1)
abbˆ // D
m˜(l˜+1)
a˜b˜
.
(297)
It is easy to show from the definitions that (297) commutes. Fix f m˜l˜
a˜b˜
in Dm˜l˜
a˜b˜
.
By (e) and induction, P
n(p+1)m˜(l˜+1)
abbˆ
is surjective, so we may choose f
n(p+1)
ab in
D
n(p+1)
ab with P
n(p+1)m˜(l˜+1)
abbˆ
(f
n(p+1)
ab ) = Π
m˜l˜(l˜+1)
a˜b˜
(f m˜l˜
a˜b˜
).
We now claim that there exists fnpab in D
np
ab with Π
np(p+1)
ab (f
np
ab ) = f
n(p+1)
ab and
Pnpm˜l˜
abbˆ
(fnpab ) = f
m˜l˜
a˜b˜
. From above, the set of fnpab with Π
np(p+1)
ab (f
np
ab ) = f
n(p+1)
ab
is the set of Sp-invariant maps f
np
ab with f
np
ab (bˆ) ∈ Sbˆ for all bˆ. By definition,
Pnpm˜l˜
abbˆ
(fnpab ) = f
m˜l˜
a˜b˜
holds if and only if fnpab takes prescribed values on Im I
npm˜l˜
abbˆ
.
Since f m˜l˜
a˜b˜
is allowable, Im Inpm˜l˜
abbˆ
is an Sp-invariant subset of the domain of
fnpab , and the prescribed values are Sp-equivariant. As P
n(p+1)m˜(l˜+1)
abbˆ
(f
n(p+1)
ab ) =
Π
m˜l˜(l˜+1)
a˜b˜
(f m˜l˜
a˜b˜
), the prescribed values on Im Inpm˜l˜
abbˆ
lie in Sbˆ for each bˆ.
Thus, we take fnpab to have the prescribed values on Im I
npm˜l˜
abbˆ
, and then for
each Sp-orbit in the complement of Im I
npm˜l˜
abbˆ
in the domain, we fix a represen-
tative bˆ, choose fnpab (bˆ) ∈ Sbˆ 6= ∅ arbitrarily, and extend f
np
ab uniquely to be
Sp-invariant. This f
np
ab lies in D
np
ab with P
npm˜l˜
abbˆ
(fnpab ) = f
m˜l˜
a˜b˜
, so Pnpm˜l˜
abbˆ
is surjec-
tive. The previous argument shows that the preimage of each f m˜l˜
a˜b˜
is the same
number of points, proving (e).
This concludes the inductive step. Thus, we have shown by induction that
(d) holds for m = n and all l′ > l > 0, and (e) holds for m = n and all l > 0.
Since Dnlab is the one point set {∅} for l > M − n, and Π
n1l
ab : D
n1
ab → D
nl
ab is
surjective by (d), we see that when l = 1, the setDn1ab is nonempty. But functions
fn1ab in D
n1
ab prescribe allowable boundary conditions for the data (G
n,i
abo)i∈Inab
for o ∈ Onab that we must construct. Therefore, in the proof so far we have
shown that the set of allowable, consistent boundary conditions for (Gn,iabo)i∈Inab
is nonempty.
We shall now choose the data of Hypothesis C.7(i)–(iv) when m = n. For
part (i), define Onab = Aut(X
n
ab,f
n
ab,G
n
ab) × D
n1
ab for each (a, b) ∈ R
n. Since
Aut(Xnab,f
n
ab,G
n
ab) is a finite group by Theorem 3.20 and D
n1
ab is a nonempty
finite set from above, Onab is a nonempty finite set, so Hypothesis C.7(i) holds.
For (ii), define a left action of Aut(Xnab,f
n
ab,G
n
ab) on O
n
ab to be the prod-
uct of the left action of Aut(Xnab,f
n
ab,G
n
ab) on itself with the natural action
of Aut(Xnab,f
n
ab,G
n
ab) on D
n1
ab , combining the morphism Aut(X
n
ab,f
n
ab,G
n
ab) →
Aut(∂Xnab,f
n
ab|∂Xnab ,G
n
ab|∂Xnab ) with the interpretation of D
n1
ab as a set of choices
of data on (∂Xnab,f
n
ab|∂Xnab ,G
n
ab|∂Xnab). This action of Aut(X
n
ab,f
n
ab,G
n
ab) on O
n
ab
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is free, since Aut(Xnab,f
n
ab,G
n
ab) acts freely on itself, so part (ii) holds.
For (iii), we must define maps fnlabo in (293) for all o ∈ O
n
ab and l > 0. When
l = 0, as in the last part of (c) we define fn0abo(b) = o for all o ∈ O
n
ab. When
l = 1, if o ∈ Onab then o =
(
(u,v), fn1ab
)
for (u,v) ∈ Aut(Xnab,f
n
ab,G
n
ab) and
fn1ab ∈ D
n1
ab . As above, Aut(X
n
ab,f
n
ab,G
n
ab) acts on D
n1
ab . Define f˜
n1
ab = (u,v) ·f
n1
ab
using this action, so that f˜n1ab ∈ D
n1
ab . Now define f
n1
abo = f˜
n1
ab . This is valid as
by construction, Dn1ab is the set of possibilities for f
n1
abo. When l > 1 we have a
map Πn1lab : D
n1
ab → D
nl
ab and we define f
nl
abo = Π
n1l
ab (f
n1
abo). The definitions imply
that fnlabo(b¯) ∈ O
n+l
φn+l(a,b¯)
for all b¯, completing Hypothesis C.7(iii).
For (iv), write (1,1) for the identity in Aut(Xnab,f
n
ab,G
n
ab). We first choose
the (Gn,iabo)i∈Inab for each (a, b) ∈ R
n and o ∈ Onab of the form
(
(1,1), fn1ab
)
for fn1ab ∈ D
n1
ab . Via Hypothesis C.7(c), this f
n1
ab determines the restrictions
G
n,i
abo
∣∣
∂En,iab
. That is, fn1ab determines maps H
n,i
abo : ∂E
n,i
ab → P for all i ∈ I
n
ab,
and we seek Gn,iabo : E
n,i
ab → P for i ∈ I
n
ab with G
n,i
abo
∣∣
∂En,iab
≡ Hn,iabo, satisfying
the conditions of Definition 3.36, so that Gnabo =
(
Inab,η
n
ab,G
n,i
abo : i ∈ I
n
ab
)
is
effective gauge-fixing data for (Xnab,f
n
ab), as in Hypothesis C.7(iv).
Since fn1ab is allowable, the induced f
n2
ab is invariant under S2
∼= Z2. Now
fn2ab is the restriction of f
n1
ab to ∂
2Xnab, and S2-invariance means H
n,i
abo
∣∣
∂2En,iab
is
invariant under the natural involution σ : ∂2En,iab → ∂
2En,iab , for all i ∈ I
n
ab. But
this is exactly the necessary and sufficient condition for Hn,iabo to extend to a
map Gn,iabo : E
n,i
ab → P for i ∈ I
n
ab with G
n,i
abo
∣∣
∂En,iab
≡Hn,iabo, by Principle 2.8(a).
Thus, Hn,iabo prescribes consistent values for G
n,i
abo on E
n,i
ab \ (E
n,i
ab )
◦, and it
remains to specifyGn,iabo on (E
n,i
ab )
◦. Choose some ko > 0, and mapsG
n,i
abo|(En,iab )◦
:
(En,iab )
◦ → Rko ⊂ P for i ∈ Inab such that
∐
i∈Inab
G
n,i
abo|(En,iab )◦
:
∐
i∈Inab
(En,iab )
◦ →
P is injective. This is possible if ko ≫ 0, and we can take G
n,i
abo|(En,iab )◦
smooth.
In addition, we require that the choices of integers ko for all o =
(
(1,1), fn1ab
)
for fn1ab ∈ D
n1
ab should be distinct.
We now claim that Gnabo satisfies Definition 3.36. Part (a) holds as the
V n,iab are manifolds, so (V
n,i
ab , . . . , ψ
n,i
ab ) is automatically an effective Kuranishi
neighbourhood for all i ∈ Inab. Part (b) when l = 0 holds as
∐
i∈Inab
G
n,i
abo|(En,iab )◦
is injective, and when l > 0 holds by induction and Hypothesis C.7(iv) for
m = n + l, since by construction Gnabo|∂lXnab is a disjoint union of effective
gauge-fixing data Gn+la′b′o′ , so Definition 3.36(b) with l = 0 for these G
n+l
a′b′o′
implies Definition 3.36(b) for Gnabo with l > 0. Hence G
n
abo is effective gauge-
fixing data.
This defines the data (Gn,iabo)i∈Inab for each (a, b) ∈ R
n and o ∈ Onab of the form(
(1,1), fn1ab
)
. For general o ∈ Onab, write o =
(
(u,v), fn1ab
)
and o˙ = (u,v)−1 ·o =(
(1,1), f˙n1ab
)
, where f˙n1ab = (u,v)
−1 · fn1ab , so that we have already defined G
n
abo˙,
and setGnabo = (u,v)∗(G
n
abo˙). That is, we define G
n,i
abo ≡ (vˆ
n,i
ab )∗(G
n,i
abo˙) ≡ G
n,i
abo˙◦
(vˆn,iab )
−1 for all i ∈ Inab, where vˆ
n,i
ab : E
n,i
ab → E
n,i
ab is the diffeomorphism in v. Then
Gnabo is effective gauge-fixing data for all o ∈ O
n
ab, giving Hypothesis C.7(iv).
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We must now prove Hypothesis C.7(a)–(e) hold when m = n. For (a),
suppose o =
(
(u,v), fn1ab
)
and o˜ =
(
(u˜, v˜), f˜n1ab
)
are distinct elements of Onab.
We must prove that Gnabo 6= G
n
abo˜. Write f˙
n1
ab = (u,v)
−1 · fn1ab , o˙ =
(
(1,1), f˙n1ab
)
and f¨n1ab = (u˜, v˜)
−1 · f˜n1ab , o¨ =
(
(1,1), f¨n1ab
)
. Then Gnabo = (u,v)∗(G
n
abo˙) and
Gnabo˜ = (u˜, v˜)∗(G
n
abo¨). Since the G
n,i
abo˙ map (E
n,i
ab )
◦ → Rko˙ , it follows that the
G
n,i
abo map (E
n,i
ab )
◦ → Rko˙ , and similarly the Gn,iabo˜ map (E
n,i
ab )
◦ → Rko¨ .
If o˙ 6= o¨ then ko˙ 6= ko¨, as from above the ko for all o =
(
(1,1), fn1ab
)
are distinct, so Gn,iabo|(En,iab )◦
and Gn,iabo˜|(En,iab )◦
map to different spaces, giving
G
n,i
abo 6= G
n,i
abo˜ and G
n
abo 6= G
n
abo˜ as we want. So suppose o˙ = o¨. Then
Gnabo = (u,v)∗(G
n
abo˙) and G
n
abo˜ = (u˜, v˜)∗(G
n
abo˙), so that G
n
abo˜ = (u¯, v¯)∗(G
n
abo),
where (u¯, v¯) = (u˜, v˜) ◦ (u,v)−1 in Aut(Xnab,f
n
ab,G
n
ab). As o 6= o˜ we have
(u¯, v¯) 6= (1,1). Since Gnabo is effective gauge-fixing data and (X
n
ab,f
n
ab,G
n
abo)
is connected we have Aut(Xnab,f
n
ab,G
n
abo) = {1} by Theorem 3.39(b). Hence
(u¯, v¯) /∈ Aut(Xnab,f
n
ab,G
n
abo), so G
n
abo 6= (u¯, v¯)∗(G
n
abo), and G
n
abo 6= G
n
abo˜.
This proves (a). Part (b) is immediate from Gnabo = (u,v)∗(G
n
abo˙) when
o =
(
(u,v), fn1ab
)
and o˙ = (u,v)−1 · o. Part (c) when l = 0 is trivial, as we
defined fn0abo(b) = o. For o =
(
(1,1), fn1ab
)
we have fn1abo = f
n1
ab , and part (c) for
m = n, l = 1 and this o holds by construction, since we used (c) for l = 1 to
choose the values of Gn,iabo
∣∣
∂En,i
ab
for i ∈ Inab. Part (c) for m = n and l > 1 follows
from (c) for m = n, l = 1, since the corresponding fnlab are induced by f
n1
ab . This
proves (c) for all o of the form o =
(
(1,1), fn1ab
)
. Part (c) for general o ∈ Onab
follows by equivariance of the construction under Aut(Xnab,f
n
ab,G
n
abo).
It remains to prove (d),(e). We have already done this for m = n and l > 0
above, so only the case l = 0 remains. In fact it is enough to prove (d) in the
case m = n, l = 0 and l′ = 1, since we can then deduce (d) with l = 0 and
l′ > 1 and (e) when l = 0 as in the inductive proof above. Thus, we have to
prove that Πn01ab : D
n0
ab → D
n1
ab is surjective, and the preimage of each point
is the same number of points. But as above each fn0ab in D
n0
ab maps {b} →
Onab, and f
n0
ab 7→ f
n0
ab (b) induces a bijection D
n0
ab → O
n
ab. Identifying D
n0
ab with
Onab = Aut(X
n
ab,f
n
ab,G
n
ab) ×D
n1
ab , we see that Π
n01
ab maps Aut(X
n
ab,f
n
ab,G
n
ab)×
Dn1ab → D
n1
ab , and is given explicitly by Π
n01
ab :
(
(u,v), fn1ab
)
7→ fn1ab . Hence
Πn01ab is surjective, and the preimage of each point is the same number of points∣∣Aut(Xnab,fnab,Gnab)∣∣. This completes (d),(e), and the inductive step in the proof
of Hypothesis C.7. Therefore by induction, Hypothesis C.7 holds for all N > 0.
We can now at last complete Step 4. Consider the data of Hypothesis C.7
when m = 0. Since each (Xa,fa,Ga) is connected by Step 3, we have n
0
a = 1,
with X0a1 = Xa. Setting m = 0 and b = 1, define Oa = O
0
a1 and Gao = G
0
a1o
for all a ∈ A and o ∈ Oa. Using the notation introduced in Step 4 we have
∂[Xa,fa,Ga] =
n1a∑
b=1
[X1ab,f
1
ab,G
1
ab] =
n1a∑
b=1
ǫ1ab[X
1
φ1(a,b),f
1
φ1(a,b),G
1
φ1(a,b)]
=
∑
(a¯,b¯)∈R1
{ ∑
b=1,...,n1a:
φ1((a,b))=(a¯,b¯)
ǫ1ab
}
[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯]
(298)
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in K˜Ck−1(Y ;R), where in the second step we use the isomorphism (a, b)
1
ab :
(X1ab,f
1
ab,G
1
ab) → (X
1
φ1(a,b),f
1
φ1(a,b),G
1
φ1(a,b)), which multiplies orientation by
ǫ1ab. We need an analogue of (298) with Ga replaced by Gao for o ∈ Oa. Now
Hypothesis C.7(c) with m = 0, b = 1 and l = 1 implies that (a, b)1ab identi-
fies (X1ab,f
1
ab,Gao|X1ab) with (X
1
φ1(a,b),f
1
φ1(a,b),G
1
φ1(a,b)o¯), where o¯ ∈ O
1
φ1(a,b) is
given by o¯ = f01a1o(b). Thus following (298), in KC
ef
k−1(Y ;R) we have
∂[Xa,fa,Gao] =
∑
(a¯,b¯)∈R1,
o¯∈O1
a¯b¯
{ ∑
b=1,...,n1a:
φ1((a,b))=(a¯,b¯), o¯=f01a1o(b)
ǫ1ab
}
[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯o¯]. (299)
Consider the composition Oa = O
0
a1
∼= D00a1
Π001a1−→D01a1
P 0110a1b−→ D10ab
∼= O1ab for
a ∈ A and b = 1, . . . , n1a. This maps o to o¯ = f
01
a1o(b). Now Hypothesis C.7(d),(e)
say that Π001a1 and P
0110
a1b are surjective and the preimages of each point is the
same size. Hence for fixed a ∈ A, b = 1, . . . , n1a and (a¯, b¯) = φ
1(a, b), the map
Oa → O1a¯b¯ taking o 7→ o¯ = f
01
a1o(b) is surjective, and the preimage of each point
is |Oa|/|O1a¯b¯| points. Therefore, if we average equation (299) over all o ∈ Oa, on
the right hand side each O1
a¯b¯
occurs equally often, yielding
∂
(∑
o∈Oa
|Oa|−1[Xa,fa,Gao]
)
=∑
(a¯,b¯)∈R1
{ ∑
b=1,...,n1a:
φ1((a,b))=(a¯,b¯)
ǫ1ab
} ∑
o¯∈O1
a¯b¯
|O1a¯b¯|
−1[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯o¯]. (300)
Multiplying (300) by ρa and summing over a ∈ A gives
∂
(∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao]
)
=∑
(a¯,b¯)∈R1
{ ∑
a∈A, b=1,...,n1a:
φ1((a,b))=(a¯,b¯)
ρaǫ
1
ab
} ∑
o¯∈O1
a¯b¯
|O1a¯b¯|
−1[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯o¯]. (301)
Now in Step 4 of §C we showed that for each (a¯, b¯) ∈ R1, either (A)
(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) admits an orientation-reversing automorphism, or (B) the co-
efficient {· · · } on the second line of (301) is zero in R. We claim that in case
(A), the final sum
∑
o¯∈O1
a¯b¯
|O1
a¯b¯
|−1[X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯o¯] in (301) is zero. Thus in both
cases (A) and (B), the product on the second line of (301) is zero, so both sides
of (301) are zero, proving equation (272).
To prove the claim, suppose (X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) admits an orientation-reversing
automorphism. There is a natural group morphism γ : Aut(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) →
{±1} with γ(u,v) = 1 if u is orientation-preserving, and γ(u,v) = −1 if u is
orientation-reversing. As there exists an orientation-reversing automorphism of
(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯), this γ is surjective.
By Hypothesis C.7(ii), Aut(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯) acts freely on O
1
a¯b¯
. Choose a
subset O˜1
a¯b¯
in O1
a¯b¯
containing one point from each orbit of Aut(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯).
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Then there is a bijection Aut(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯)×O˜
1
a¯b¯
→ O1
a¯b¯
mapping
(
(u,v), o
)
7→
(u,v) · o. Thus we have∑
o¯∈O1
a¯b¯
[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯o¯] =
∑
o˜∈O˜1
a¯b¯
∑
(u,v)∈Aut(X1
a¯b¯
,f1
a¯b¯
,G1
a¯b¯
)
[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯(u,v)·o˜]
=
∑
o˜∈O˜1
a¯b¯
∑
(u,v)∈Aut(X1
a¯b¯
,f1
a¯b¯
,G1
a¯b¯
)
γ(u,v)[X1a¯b¯,f
1
a¯b¯,G
1
a¯b¯o˜] = 0,
(302)
where in the second step we use the isomorphism (u,v) : (X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯o˜) →
(X1
a¯b¯
,f1a¯b¯,G
1
a¯b¯(u,v)·o˜), which follows from Hypothesis C.7(b) and multiplies ori-
entations by γ(u,v), and in the third step we note that
∑
(u,v)∈Aut(X1
a¯b¯
,f1
a¯b¯
,G1
a¯b¯
)
γ(u,v) = 0 as γ is surjective, so exactly half of (u,v) have γ(u,v) = 1, and
half have γ(u,v) = −1. Equation (302) proves the claim, and (272) follows.
Thus
∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao] is a cycle in KC
ef
k (Y ;R), so β =[∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao]
]
is well-defined in KHefk (Y ;R). Finally,
we must prove that ΠKhef (β) = α. By definition of Π
Kh
ef ,
∑
a∈A
∑
o∈Oa
ρa|Oa|−1
[Xa,fa,Π(Gao)] is a cycle in KCk(Y ;R) representing Π
Kh
ef (β). Hence it is suffi-
cient to construct a homology between
∑
a∈A
∑
o∈Oa
ρa|Oa|
−1[Xa,fa,Π(Gao)]
and
∑
a∈A ρa[Xa,fa,Ga].
For each a ∈ A, consider [0, 1]×Xa as a compact oriented Kuranishi space
with the product orientation, and define ga = fa ◦ piXa : [0, 1] × Xa → Y , a
strongly smooth map. Set Ja = {i + 1 : i ∈ Ia}. For i ∈ Ia, define a Kuranishi
neighbourhood on [0, 1]×Xa by (W i+1a , F
i+1
a , t
i+1
a , χ
i+1
a ) =
(
[0, 1]× V ia , [0, 1]×
Eia, s
i
a◦πV ia , id[0,1]×ψ
i
)
, define gi+1a :W
i+1
a → Y by g
i+1
a = f
i
a◦πV ia , and ζi+1,a :
[0, 1] × Xa → [0, 1] by ζi+1,a = ηi,a ◦ πXa . For i, j ∈ Ia, define W
(i+1)(j+1)
a =
[0, 1] × V ija , ψ
(i+1)(j+1)
a = id[0,1]×φ
ij
a , ψˆ
(i+1)(j+1)
a = id[0,1]×φˆ
ij
a and ζ
j+1
i+1,a :
W j+1a → [0, 1] by ζ
j+1
i+1,a = η
j
i,a ◦ πV ja . Write Ja =
(
Ja, (W
j
a , . . . , χ
j
a), g
j
a : j ∈
J, . . .
)
, and ζa = (ζj,a : j ∈ J , ζ
k
j,a : j, k ∈ J). It is easy to check that (Ja, ζa)
is an excellent coordinate system for
(
[0, 1]×Xa, ga
)
.
For o ∈ Oa and i ∈ Ia, define Hi+1ao : F
i+1
a → P by, for u ∈ [0, 1] and e ∈ E
i
a,
Hi+1ao (u, e) =

Gia(e), u = 0,
µ
(
(u), Gia(e)
)
, u ∈ (0, 1),
Π ◦Giao(e), u = 1.
(303)
Write Hao = (Ja, ζa, H
j
ao : j ∈ Ja). As in the proofs of Theorem 4.15 and
Proposition 4.32, one can show Hao is gauge-fixing data for
(
[0, 1]×Xa, ga
)
.
We have ∂
(
[0, 1]× Xa
)
=
(
{1} ×Xa
)
∐ −
(
{0} ×Xa
)
∐ −
(
[0, 1] × ∂Xa
)
in
oriented Kuranishi spaces. The construction of (Ja, ζa) and the cases u = 0,
u = 1 in (303) ensure that Hao|{0}×Xa = Ga and Hao|{1}×Xa = Π(Gao),
identifying {0} ×Xa ∼= Xa ∼= {1} ×Xa. Thus in KCk(Y ;R) we have
∂
[
[0, 1]×Xa, ga,Hao
]
= [Xa,fa,Π(Gao)]− [Xa,fa,Ga]
−
[
[0, 1]× ∂Xa, ga|[0,1]×∂Xa ,Hao|[0,1]×∂Xa
]
.
(304)
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Following the proof of (272) in equations (299)–(302) above, but replacing
Xa,fa,Gao by [0, 1]×Xa, ga,Hao, and X
1
a¯b¯
by [0, 1]×X1
a¯b¯
, and so on, yields∑
a∈A
∑
o∈Oa
ρa|Oa|
−1
[
[0, 1]× ∂Xa, ga|[0,1]×∂Xa ,Hao|[0,1]×∂Xa
]
= 0. (305)
Thus, multiplying (304) by ρa|Oa|−1, summing over all a ∈ A and o ∈ Oa, and
using (305) to cancel out the contribution of the final term in (304) gives
∂
(∑
a∈A
∑
o∈Oa
ρa|Oa|−1
[
[0, 1]×Xa, ga,Hao
])
=∑
a∈A
∑
o∈Oa
ρa|Oa|
−1[Xa,fa,Π(Gao)]−
∑
a∈A ρa[Xa,fa,Ga].
Therefore
∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Π(Gao)] is homologous to
∑
a∈A ρa
[Xa,fa,Ga], and Π
Kh
ef (β) = α. Hence for each α ∈ KHk(Y ;R) we can construct
β ∈ KHefk (Y ;R) with Π
Kh
ef (β) = α, and Π
Kh
ef : KH
ef
∗ (Y ;R) → KH∗(Y ;R) is
surjective. This completes Step 4.
C.5 Step 5: ΠKhef : KH
ef
∗
(Y ;R)→ KH∗(Y ;R) is injective
As in Step 5, suppose β ∈ KHefk (Y ;R) with Π
Kh
ef (β) = 0, represent β by the im-
age of a cycle
∑
s∈S ζs τs in singular homology, and choose
∑
a∈A ρa[Xa,fa,Ga]
in KCk+1(Y ;R) satisfying (273). We now explain how to apply Steps 1–4
to this
∑
a∈A ρa[Xa,fa,Ga], replacing k-cycles by (k+1)-chains, to construct∑
a∈A
∑
o∈Oa
ρa|Oa|−1[Xa,fa,Gao] in KC
ef
k+1(Y ;R) satisfying (275). This will
imply that β = 0, so ΠKhef : KH
ef
k (Y ;R)→ KHk(Y ;R) is injective.
First we discuss Step 1. Introducing connected (X˜d, f˜d, G˜d) and Γd, ηd for
d ∈ D as in Step 1, generalizing (255), the lift of (273) to K˜Ck(Y ;R) is∑
a∈A ρa[∂Xa,fa|∂Xa ,Ga|∂Xa ] =
∑
s∈S ζs
[
∆k, τs,G∆k
]
+ (306)∑
d∈D ηd
(
[X˜d/Γd,pi∗(f˜d),pi∗(G˜d)]−
1
|Γd|
[X˜d, f˜d, G˜d]
)
.
Write ∂(Xa,fa,Ga) =
∐n1a
b=1(X
1
ab,f
1
ab,G
1
ab) as usual. Then (306) implies that
some of the components (X1ab,f
1
ab,G
1
ab) or (X˜d, f˜d, G˜d) must be isomorphic to
(∆k, τs,G∆k) for s ∈ S.
In Step 1 we choose tent functions T a for (Xa,fa,Ga) for a ∈ A and T˜ d
for (X˜d, f˜d, G˜d) for d ∈ D to cut Xa, X˜d into ‘arbitrarily small pieces’ Xac, X˜df
for c ∈ Ca, f ∈ Fd. The new issue we must deal with here is that when
(X1ab,f
1
ab,G
1
ab) or (X˜d, f˜d, G˜d) is isomorphic to (∆k, τs,G∆k), the tent func-
tion T a or T˜ d also cuts (∆k, τs,G∆k) into pieces, so
∑
s∈S ζs
[
∆k, τs,G∆k
]
is
modified. We must keep track of these modifications, and in particular ensure
that the modified version of
∑
s∈S ζs
[
∆k, τs,G∆k
]
is still the image of a cycle
in KCefk (Y ;R) representing β.
We do this using an idea from Step 4 of §B in §B.4. We fix some N ≫ 0, and
choose the tent functions T a, T˜ d such that if (X
1
ab,f
1
ab,G
1
ab) or (X˜d, f˜d, G˜d) is
isomorphic to (∆k, τs,G∆k), then T a|X1ab or T˜ d cuts ∆k into the N
th barycentric
subdivision of ∆k. Since we construct the T a, T˜ d in §B.1 by first choosing
280
tent functions Tmst for (X
m
st ,f
m
st ,G
m
st) by induction on decreasing m = M,M −
1, . . . , 0, we do this by inserting an extra condition: if for 0 < m 6 M we have
(Xmst ,f
m
st ,G
m
st)
∼= (∆k+1−m, τ,G∆k+1−m) for some smooth τ : ∆k+1−m → Y ,
then we choose Tmst to be a standard tent function on ∆k+1−m which cuts
∆k+1−m into its N
th barycentric subdivision.
We must check this extra condition is compatible with conditions (i)–(iv)
near the beginning of §C.1. Part (i) is immediate since our condition is expressed
using isomorphism classes. For (ii), as ∆k+1−m is a simply-connected manifold
we cannot write (∆k+1−m, τ,G∆k+1−m) as a quotient
(
Xmde/ StabΓd(e),pi
m
∗ (f
m
de)
for (Xmde,f
m
de,G
m
de) connected and StabΓd(e) 6= {1}, and if (X
m
de,f
m
de,G
m
de)
∼=
(∆k+1−m, τ,G∆k+1−m) then StabΓd(e) must act trivially on (X
m
de,f
m
de,G
m
de) as
Aut(∆k+1−m, τ,G∆k+1−m) = {1}. Thus X
m
de
∼= ∆k+1−m × ({0}/ StabΓd(e)), so
we deal with (ii) by extending the extra condition to say that if (Xmst ,f
m
st ,G
m
st)
∼=
(∆k+1−m× ({0}/Γ), τ,G∆k+1−m) for Γ a finite group, then we again choose T
m
st
to be a standard tent function on ∆k+1−m × ({0}/Γ) which cuts ∆k+1−m into
its N th barycentric subdivision.
Part (iii) holds automatically since ∂Xmst is the disjoint union of k + 2 −m
copies of ∆k−m, and on each of these we have chosen T
m+1
st′ to be a standard
tent function inducing the N th barycentric subdivision of ∆k−m in the previous
inductive step. Part (iv) is satisfied provided N ≫ 0 is large enough, since
then the N th barycentric subdivision cuts Xmst
∼= ∆k+1−m into arbitrarily small
pieces. Thus we can carry out Step 1 in such a way that the T a, T˜ d cut each
(∆k, τs,G∆k) into the N
th barycentric subdivision of ∆k for some fixed N ≫ 0.
We also make one additional change to the definition of the gauge-fixing data
Gac for (Xac,fac) for c ∈ Ca. Here (Xac,fac,Gac) was defined in Proposition
A.29 using the triple (ZXa,T a ,fa ◦ pi,HXa,T a) constructed from (Xa,fa,Ga)
and T a in Definition A.28. The issue is that when we use a standard tent
function on ∆k to cut (∆k, τs,G∆k) into its N
th barycentric subdivision, we
obtain (k!)N small pieces (∆kl, τs|∆kl ,G∆kl) for l in an indexing set Lk,N , where
each ∆kl is a small k-simplex with a natural affine diffeomorphism ∆kl ∼= ∆k.
However, because of the way the function Hi+1 is defined in Definition A.28, the
diffeomorphism ∆kl ∼= ∆k does not identify G∆kl with G∆k , as the functions
Gk∆kl : ∆kl → P and G
k
∆k
: ∆k → P in G∆kl ,G∆k are not identified.
We deal this by modifying the definition of the functions Hk+2a :W
k+2
a → P
in HXa,T a , by hand, which then modifies the functions G
k+1
ac : V
k+1
ac → P
in Gac, to identify each G∆kl with G∆k , and similarly for X˜d, T˜ d. That
is, whenever (Xmab,f
m
ab,G
m
ab) is a component of ∂
m(Xa,fa,Ga) isomorphic to
some (∆k+1−m, τ,G∆k+1−m), so that T
m
ab is a standard tent function on X
m
ab
∼=
∆k+1−m inducing the N
th subdivision, then on the image in ZXa,T a (and hence
each Xac) of each piece X
m
abl
∼= ∆(k+1−m)l for l ∈ Lk+1−m,N , we define the
function Hk+2a to be identified with G
k+1−m
∆k+1−m
: ∆k+1−m → P under the identi-
fication Xmabl
∼= ∆(k+1−m)l ∼= ∆k+1−m.
This prescription is compatible on overlaps between the images of different
simplices Xmabl, X
m′
ab′l′ , as two such simplices must intersect in a face of each,
and the functions Gk∆k restrict to G
l
∆l
on any face ∆ ∼= ∆l of ∆k. With these
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changes, following the proof in Step 1 that
∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac] is
homologous to
∑
a∈A ρa[Xa,fa,Ga] proves equation (274), as we want. This
completes our discussion of the changes to Step 1.
Step 2 requires essentially no changes. For Step 3, the analogue of (267) is
∂
(∑
a∈A
∑
c∈Ca
ρa[Xac,fac,Gac]
)
−ΠKhsi ◦Υ
N(
∑
s∈S ζs τs) =∑
d∈D
ηd
( ∑
fΓd∈Fd/Γd
[
X˜df/ StabΓd(f),pi∗(f˜df),pi∗(G˜df )
]
− |Γd|
−1∑
f∈Fd
[X˜df , f˜df , G˜df ]
)
.
(307)
which is a lift of (274) to K˜Ck(Y ;R). As for (267), all terms on the l.h.s. of (307)
have trivial stabilizers, since the Xa which we started with at the beginning of
Step 3 (after changing notation) do, so the Xac do, and the Kuranishi spaces in
ΠKhsi ◦Υ
N (
∑
s∈S ζs τs) are k-simplices ∆k, and so are manifolds.
In Step 3, we proved that both sides of (267) are zero in K˜Ck−1(Y ;R)
provided the Xac, X˜df are taken sufficiently small, because all terms on the
l.h.s. of (267) have trivial stabilizers. Since this also holds for the l.h.s. of (307),
the same argument shows that both sides of (307) are zero in K˜Ck(Y ;R) for
Xac, X˜df sufficiently small. Therefore (274) holds in K˜Ck(Y ;R), as well as
KCk(Y ;R). This completes the changes to Step 3.
At the beginning of Step 4 we have a chain
∑
a∈A ρa[Xa,fa,Ga] satisfying
∂
(∑
a∈A ρa[Xa,fa,Ga]
)
= ΠKhsi ◦Υ
N (
∑
s∈S ζs τs) (308)
in K˜Ck(Y ;R) for N ≫ 0, where
∑
s∈S ζs τs is the same as it has been all the
way through, but
∑
a∈A ρa[Xa,fa,Ga] has been changed several times, and
now the Xa have trivial stabilizers, the V
i
a are manifolds, the (Xa,fa,Ga) are
connected, and each component of ∂mXa occurs as the intersection ofm distinct
components of ∂Xa. Our goal is to choose finite sets Oa and maps G
i
a : V
i
a → P
for a ∈ A and i ∈ Ia such that (308) lifts to equation (275) in KHefk (Y ;R).
The issue is this: we have to choose these maps Gia such that whenever some
component (X1ab,f
1
ab,G
1
ab) of ∂(Xa,fa,Ga) is isomorphic to Π
Kh
si (υ) for some
υ : ∆k → Y occurring in the N th barycentric subdivision of some τs : ∆k → Y ,
then the corresponding component of ∂(Xa,fa,Gao) must be isomorphic to
Πefsi (υ) for all o ∈ Oa. That is, E
1,k
ab in G
1
ab is a component of ∂E
k+1
a in Ga,
and the maps Gk+1ao |E
1,k
ab : E
1,k
ab → P and G
k
∆k
: ∆k → P should agree under
the given diffeomorphism E1,kab
∼= ∆k. If we do this, then all terms on the l.h.s.
of (308) isomorphic to terms on the r.h.s. of (308) lift to terms on the l.h.s. of
(275) isomorphic to terms on the r.h.s. of (275), and so (275) holds.
We ensure this by adding an extra condition in the inductive proof of Hy-
pothesis C.7 in §C.4, when for part (iv) we chose maps Gm,iabo : E
m,i
ab → P for
i ∈ Imab such that G
m
abo =
(
Imab,η
m
ab,G
m,i
abo : i ∈ I
m
ab
)
is effective gauge-fixing
data for (Xmab,f
m
ab). We require that if any (X
m
ab,f
m
ab,G
m
ab) is isomorphic to
(∆k+1−m, τ,G∆k+1−m) for some smooth τ : ∆k+1−m → Y , then the correspond-
ing mapsGm,k+1−mabo : E
m,k+1−m
ab → P for o ∈ O
m
ab are identified withG
k+1−m
∆k+1−m
:
282
∆k+1−m → P under the given diffeomorphism E
m,k+1−m
ab
∼= ∆k+1−m. Then
(Xmab,f
m
ab,G
m
abo) is isomorphic to (∆k+1−m, τ,G∆k+1−m).
We must check that prescribing these particular choices are compatible with
conditions (a)–(e), so that the inductive proof that we can choose data satisfying
Hypothesis C.7 is still valid with this extra condition. For part (a), we claim
that if (Xmab,f
m
ab,G
m
ab) is isomorphic to some (∆k+1−m, τ,G∆k+1−m) then O
m
ab is
a single point. We prove this by reverse induction onm = k+1, k, . . . , 0. For the
inductive step, note that in §C.4 we defined Omab = Aut(X
m
ab,f
m
ab,G
m
ab) ×D
m1
ab .
As Xmab
∼= ∆k+1−m, it has k + 2−m boundary faces X
m+1
ab′ , each of which is a
copy of ∆k−m, and D
m1
ab consists of a choice of point in O
m+1
φm+1(a,b′) satisfying
some consistency conditions.
By induction, each such Om+1φm+1(a,b′) is a point, as (X
m+1
ab′ ,f
m+1
ab′ ,G
m+1
ab′ )
∼=
(∆k−m, υ,G∆k−m), where υ = τ ◦ F
k+1−m
j for some j = 0, . . . , k + 1 − m,
in the notation of §4.1. Therefore Dm1ab is one point, as there is only one
possible choice in Om+1φm+1(a,b′) for each b
′. Also Aut(Xmab,f
m
ab,G
m
ab) = {1} as
Aut(∆k+1−m, τ,G∆k+1−m) = {1}. Hence O
m
ab = Aut(X
m
ab,f
m
ab,G
m
ab) × D
m1
ab is
one point, proving the inductive step.
Since Omab is a single point, (a) is trivial as there do not exist distinct o, o
′ in
Omab. Part (b) is also trivial, as Aut(X
m
ab,f
m
ab,G
m
ab) = {1}. Part (c) holds since
as above each boundary component (Xm+1ab′ ,f
m+1
ab′ ,G
m+1
ab′ ) of (X
m
ab,f
m
ab,G
m
ab) is
isomorphic to (∆k−m, υ,G∆k−m) for some υ, so in the previous inductive step
we chose Gm+1ab′o′
∼= G∆k−m for o
′ ∈ Om+1ab′ , and in §4.3 we defined G∆k+1−m so
that it restricted to G∆k−m on each ∆k−m face of ∆k+1−m. And (d),(e) are not
affected as they do not concern choice of the Gm,iabo .
Therefore the inductive proof goes through, and we can choose data satisfy-
ing Hypothesis C.7 with this extra condition when (Xmab,f
m
ab,G
m
ab)
∼= (∆k+1−m,
τ,G∆k+1−m). The proof of (272) using equations (298)–(302) then generalizes
to give (275), and Step 5 follows. This completes the proof of Theorem 4.9.
D Identification of products ∪,∩, •
We now prove Theorem 4.34, that is, we shall show that ΠKchcs ,Π
ec
cs,Π
Kh
si ,Π
ef
si
identify the cup, cap and intersection products ∪,∩, • on H∗cs, H
si
∗ (Y ;R) with
those on KH∗,KH∗(Y ;R) and KH
∗
ec,KH
ef
∗ (Y ;R). Proving this is tricky since
we do not have a good description of ΠKchcs ,Π
ec
cs at the cochain level. Our ap-
proach is to first suppose that Y is oriented, and prove that ΠKhsi : H
si
∗ (Y ;R)→
KH∗(Y ;R), Π
ef
si : H
si
∗ (Y ;R) → KH
ef
∗ (Y ;R) identify the intersection products
• on Hsi∗ (Y ;R) and KH∗,KH
ef
∗ (Y ;R), using chain level descriptions of • on
Csi∗ (Y ;R) and KC∗,KC
ef
∗ (Y ;R). Then since Poincare´ duality identifies • with
∪,∩, we deduce that ΠKchcs ,Π
ec
cs,Π
Kh
si ,Π
ef
si also identify cup and cap products.
Chain-level definitions of • onKC∗,KC
ef
∗ (Y ;R) are given in (111) and (114).
Describing • on singular chains Csi∗ (Y ;R) is more complex. Two good references
are Bredon [10, VI.11], and Lefschetz [46, §IV], which is the original source
for much of the theory of the intersection product on singular homology of
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manifolds. As these do not discuss orbifolds, we assume Y is a manifold.
Let Y be an oriented n-manifold without boundary and α ∈ Hsik (Y ;R),
β ∈ Hsil (Y ;R), so that α • β ∈ H
si
k+l−n(Y ;R). For Theorem 4.34(c) we must
prove that Π∗si(α • β) = Π
∗
si(α) • Π
∗
si(β) in KHk+l−n(Y ;R) or KH
ef
k+l−n(Y ;R).
First consider the case in which α = [K] and β = [L], where K,L are compact,
oriented, immersed submanifolds of Y without boundary intersecting trans-
versely in Y , with immersions ιK : K → Y and ιL : L→ Y .
Choose effective gauge-fixing data GK ,GL for (K, ιK), (L, ιL), which is
possible by Theorem 3.39(a), and set GK = Π(GK), GL = Π(GL). Then
[K, ιK ,GK ] ∈ KCk(Y ;R) with ∂[K, ιK ,GK ] = 0 as ∂K = ∅, so
[
[K, ιK ,GK ]
]
∈
KHk(Y ;R). Similarly
[
[K, ιK ,GK ]
]
∈KHefk (Y ;R),
[
[L, ιL,GL]
]
∈KHl(Y ;R),
and
[
[L, ιL,GL]
]
∈KHefl (Y ;R). Considering Step 3 in Appendix B, when we
construct an inverse (Πefsi )
−1 for Πefsi : H
si
k (Y ;R) → KH
ef
k (Y ;R), we see that
(Πefsi )
−1
([
[K, ιK ,GK ]
])
is represented, as a singular chain, by a triangulation of
K by k-simplices. But this is how we define the class [K] of K in Hsik (Y ;R).
Since α = [K], this gives
[
[K, ιK ,GK ]
]
= Πefsi (α). As
[
[K, ιK ,GK ]
]
= ΠKhef
([
[K,
ιK ,GK ]
])
and ΠKhsi = Π
Kh
ef ◦ Π
ef
si , we have
[
[K, ιK ,GK ]
]
= ΠKhsi (α). Similarly[
[L, ιL,GL]
]
= Πefsi (β) and
[
[L, ιL,GL]
]
= ΠKhsi (β).
Therefore ΠKhsi (α),Π
Kh
si (β) are represented in KC∗(Y ;R) by [K, ιK ,GK ],
[L, ιL,GL], so by (111), Π
Kh
si (α) •Π
Kh
si (β) is represented in KCk+l−n(Y ;R) by
ΠKhKch
(
ΠKchKh ([K, ιK ,GK ]) ∪Π
Kch
Kh [L, ιL,GL]
)
= ΠKhKch
([
KY , ιYK ,C
Y
GK
]
∪
[
LY , ιYL ,C
Y
GL
])
= ΠKhKch
([
KY ×Y L
Y ,piY ,C
Y
GK
×Y C
Y
GL
])
=
[
KY ×Y L
Y ,piY ,GCY
GK
×YCYGL
]
,
(309)
using the definitions of ΠKchKh ,Π
Kh
Kch,∪ in Definitions 4.14 and 4.29.
Since K,L intersect transversely in Y , their intersection K ∩L is a compact
immersed (k+l−n)-submanifold of Y , which can also be considered as a fibre
product K ×ιK ,Y,ιL L. Following Bredon [10, p. 375] we define an orientation
on K ∩L, using the orientations on K,L, Y . Then [10, Th. VI.11.9] shows that
[K] • [L] = [K ∩L] in Hsik+l−n(Y ;R). Thus, by the argument above, Π
Kh
si (α • β)
is represented in KCk+l−n(Y ;R) by [K ∩ L, ιK∩L,GK∩L], for some choice of
gauge-fixing data GK∩L for (K ∩ L, ιK∩L).
Hence, to show that ΠKhsi (α•β) = Π
Kh
si (α)•Π
Kh
si (β), by (309) it is enough to
prove that [K∩L, ιK∩L,GK∩L] is homologous to
[
KY×Y L
Y ,piY ,GCY
GK
×YCYGL
]
in KCk+l−n(Y ;R). Now the topological space underlying K
Y ×Y LY is just
K∩L, soKY×Y LY is justK∩Lwith a different Kuranishi structure. Examining
the definitions shows thatKY ×Y L
Y is isomorphic as a Kuranishi space to ((K∩
L)Y )Y , in the notation of Definition 4.14, and that piY agrees with (ι
Y
K∩L)
Y .
Comparing our orientation conventions in §2.7 with Bredon’s shows that the
284
orientation conventions of KY ×Y LY also agree. Now
ΠKhKch◦Π
Kch
Kh ◦Π
Kh
Kch ◦Π
Kch
Kh
(
[K ∩ L, ιK∩L,GK∩L]
)
=
[
((K ∩ L)Y )Y , (ιYK∩L)
Y ,GCY
G
CY
GK∩L
]
. (310)
The proof of Theorem 4.15 shows that (310) is homologous to [K ∩L, ιK∩L,
GK∩L]. But the right hand side is
[
KY ×Y LY ,piY ,GCY
GK
×YCYGL
]
with an
alternative choice of gauge-fixing data. As ∂(KY ×Y LY ) = ∅, the homology
class does not depend on the gauge-fixing data. Therefore [K ∩L, ιK∩L,GK∩L]
is homologous to
[
KY ×Y LY ,piY ,GCY
GK
×YCYGL
]
, so ΠKhsi (α • β) = Π
Kh
si (α) •
ΠKhsi (β). Similarly Π
ef
si (α • β) = Π
ef
si (α) •Π
ef
si (β).
This proves Theorem 4.34(c) in the case when α, β can be represented by
compact oriented submanifolds K,L intersecting transversely. For the general
case we can use ideas in Lefschetz [46], particularly [46, §IV], which is the
original source for much of the theory of the intersection product on singular
homology of manifolds. Lefschetz shows that we can choose a triangulation T
of Y by convex polyhedra, with a dual triangulation T ∗, such that if P, P ∗
are polyhedra in T , T ∗ of dimensions k, l then P, P ∗ intersect transversely in a
convex polyhedron of dimension k + l − n, or P ∩ P ∗ = ∅.
We may represent α by an R-linear combination of k-dimensional polyhedra
P in T ; to make a singular chain, we replace each P by its barycentric subdi-
vision into k-simplices. Similarly, we represent β by an R-linear combination of
l-dimensional polyhedra P ∗ in T ∗. Then α•β is represented by the correspond-
ing R-bilinear sum of transverse intersections P ∩P ∗. We then use the argument
above with K,L replaced by R-linear combinations of polygons P, P ∗, ensuring
compatibility at boundaries ∂P, ∂P ∗ using the methods of Appendix B.
This proves Theorem 4.34(c). Parts (a),(b) when Y is oriented follow us-
ing Poincare´ duality and Theorems 4.15 and 4.26, since Poincare´ duality iden-
tifies ∪,∩, • on both Hsi∗ (Y ;R), H
∗
cs(Y ;R) and KH∗(Y ;R),KH
∗(Y ;R) and
KHef∗ (Y ;R),KH
∗
ec(Y ;R). When Y is not orientable we deduce (a),(b) using
orientation bundles, as in Definition 4.16. Part (a) then implies (d), since the
identities in H0cs(Y ;R),KH
0(Y ;R),KH0ec(Y ;R) are characterized uniquely by
the cup products ∪. This completes the proof of Theorem 4.34.
References
[1] A. Adem, J. Leida and Y. Ruan, Orbifolds and Stringy Topology, Cambridge
Tracts in Math. 171, Cambridge University Press, Cambridge, 2007.
[2] M. Aganagic, A. Klemm and C. Vafa, Disc instantons, mirror symmetry,
and the duality web, Z. Naturforch. A57 (2002), 1–28. hep-th/0105045.
[3] M. Aganagic and C. Vafa, Mirror Symmetry, D-branes and counting holo-
morphic discs, hep-th/0012041, 2000.
285
[4] M. Akaho and D. Joyce, Lagrangian Floer theory using Kuranishi cohomol-
ogy, in preparation, 2009.
[5] M.F. Atiyah, Bordism and cobordism, Proc. Camb. Phil. Soc. 57 (1961),
200–208.
[6] K. Behrend, Gromov–Witten invariants in algebraic geometry, Invent.
Math. 127 (1997), 601–617. alg-geom/9601011.
[7] K. Behrend, Cohomology of stacks, pages 249–294 in E. Arbarello, G.
Ellingsrud and L. Goettsche, editors, Intersection theory and moduli, ICTP
Lect. Notes volume XIX, Trieste, 2004.
Available online at http://publications.ictp.it/.
[8] K. Behrend and B. Fantechi, The intrinsic normal cone, Invent. Math. 128
(1997), 45–88. alg-geom/9601010.
[9] J. Bryan and R. Pandharipande, BPS states of curves in Calabi–Yau 3-
folds, Geometry & Topology 5 (2001) 287–318. math.AG/0009025.
[10] G.E. Bredon, Topology and Geometry, Graduate Texts in Math. 139,
Springer-Verlag, New York, 1993.
[11] M. Chas and D. Sullivan, String Topology, math.DG/9911159, 1999. To
appear in Annals of Mathematics.
[12] W. Chen and Y. Ruan, Orbifold Gromov–Witten theory, pages 25–86
in A. Adem, J. Morava and Y. Ruan, editors, Orbifolds in mathe-
matics and physics, Cont. Math. 310, A.M.S., Providence, RI, 2002.
math.AG/0103156.
[13] W. Chen and Y. Ruan, A new cohomology theory for orbifold, Comm. Math.
Phys. 248 (2004), 1–31. math.AG/0004129.
[14] C.-H. Cho, Counting real pseudo-holomorphic discs and spheres in dimen-
sion four and six, math.SG/0604501, 2006.
[15] C.-H. Cho, On the counting of holomorphic discs in toric Fano manifolds,
math.SG/0604502, 2006.
[16] P.E. Connor, Differentiable Periodic Maps, second edition, Springer Lec-
ture Notes in Mathematics 738, Springer-Verlag, Berlin, 1979.
[17] P.E. Connor and E.E. Floyd, The relation of cobordism to K-theories,
Springer Lecture Notes in Mathematics 28, Springer-Verlag, Berlin, 1966.
[18] P.E. Connor and E.E. Floyd, Torsion in SU -bordism, Memoirs of the
A.M.S. 60, A.M.S., Providence, RI, 1966.
[19] D.A. Cox and S. Katz, Mirror Symmetry and Algebraic Geometry, Mathe-
matical Surveys and Monographs 68, A.M.S., Providence, RI, 1999.
286
[20] T. Ekholm, J. Etynre and M. Sullivan, The contact homology of Legendrian
submanifolds in R2n+1, J. Diff. Geom. 71 (2005), 177–305.
[21] Y. Eliashberg, A. Givental and H. Hofer, Introduction to Symplectic Field
Theory, Geom. Funct. Anal. 2000, Special Volume, Part II, 560–673.
math.SG/0010059.
[22] K. Fukaya, Floer homology and Mirror Symmetry II, pages 31–127 in K.
Fukaya, S. Nishikawa and J. Spruck, editors, Minimal surfaces, geometric
analysis and symplectic geometry, Advanced Studies in Pure Math. 34,
Mathematical Society of Japan, Tokyo, 2002.
[23] K. Fukaya, Application of Floer homology of Lagrangian submanifolds to
symplectic topology, pages 231–276 in P. Biran, O. Cornea and F.Lalonde,
editors, Morse theoretic methods in nonlinear analysis and in symplectic
topology, NATO Sci. Ser. II Math. Phys. Chem., 217, Springer, 2006.
[24] K. Fukaya, Y.-G. Oh, H. Ohta and K. Ono, Lagrangian intersection Floer
theory – anomaly and obstruction, preprint, final(?) version, 2008. 1385
pages.
[25] K. Fukaya and K. Ono, Arnold Conjecture and Gromov–Witten invariant,
Topology 38 (1999), 933–1048.
[26] K. Fukaya and K. Ono, Floer homology and Gromov–Witten invariant over
integer of general symplectic manifolds — summary, pages 75–91 in M.
Maruyama and T. Sunada, editors, Taniguchi Conference on Mathematics,
Nara ’98, Advanced Studies in Pure Math. 31, Mathematical Society of
Japan, Tokyo, 2001.
[27] W. Fulton and R. MacPherson, Categorical framework for the study of
singular spaces, Mem. A.M.S. 243, A.M.S., Providence, RI, 1981.
[28] R. Gopakumar and C. Vafa, M-theory and topological strings. I,
hep-th/9809187, 1998.
[29] R. Gopakumar and C. Vafa, M-theory and topological strings. II,
hep-th/9812127, 1998.
[30] T. Graber and E. Zaslow, Open-string Gromov–Witten invariants: calcu-
lations and a mirror ‘theorem’, pages 107–121 in A. Adem, J. Morava and
Y. Ruan, editors, Orbifolds in mathematics and physics, Cont. Math. 310,
A.M.S., Providence, RI, 2002. hep-th/0109075.
[31] M. Gromov, Pseudoholomorphic curves in symplectic manifolds, Invent.
math. 82 (1985), 307–347.
[32] J. Harris and I. Morrison, Moduli of curves, Graduate Texts in Math. 187,
Springer-Verlag, New York, 1998.
287
[33] H. Hofer, A general Fredholm theory and applications, math.SG/0509366,
2005.
[34] H. Hofer, Lectures on polyfolds and applications I, preprint available from
http://www.cims.nyu.edu/∼hofer/, 2008.
[35] H. Hofer, K. Wysocki and E. Zehnder, A general Fredholm theory I: A
splicing-based differential geometry, J. Eur. Math. Soc. 9 (2007), 841–876.
math.FA/0612604.
[36] H. Hofer, K. Wysocki and E. Zehnder, A general Fredholm theory II: im-
plicit function theorems, arXiv:0705.1310, 2007.
[37] H. Hofer, K. Wysocki and E. Zehnder, Integration theory for zero sets of
polyfold Fredholm sections, arXiv:0711.0781, 2007.
[38] D. Joyce, Kuranishi homology and Kuranishi cohomology: a User’s Guide,
math.SG/0710.5634, version 2, 2008. 29 pages.
[39] D. Joyce, A theory of open Gromov–Witten invariants, in preparation,
2008.
[40] D. Joyce, Kuranishi (co)homology and String Topology, in preparation,
2008.
[41] D. Joyce, Towards a symplectic proof of the integrality conjecture for
Gopakumar–Vafa invariants, in preparation, 2009.
[42] S. Katz and C.-C. M. Liu, Enumerative geometry of stable maps with La-
grangian boundary conditions and multiple covers of the disc, Adv. Theor.
Math. Phys. 5 (2001), 1–49. math.AG/0103074.
[43] A. Klemm and R. Pandharipande, Enumerative geometry of Calabi–Yau
4-folds, math.AG/0702189.
[44] M. Kontsevich, Homological Algebra of Mirror Symmetry, pages 120–139
in Proceedings of the International Congress of Mathematicians, (Zu¨rich,
1994), vol. I, Birkha¨user, Basel, 1995. alg-geom/9411018.
[45] M. Kontsevich and Y. Manin, Gromov–Witten classes, quantum cohomol-
ogy, and enumerative geometry, Comm. Math. Phys. 164 (1994), 525–562.
hep-th/9402147.
[46] S. Lefschetz, Topology, A.M.S., New York, 1930.
[47] J. Li and Y.S. Song, Open string instantons and relative stable morphisms,
Adv. Theor. Math. Phys. 5 (2001), 67–91. hep-th/0103100.
[48] J. Li and G. Tian, Virtual moduli cycles and Gromov–Witten invariants of
algebraic varieties, J. A.M.S. 11 (1998), 119–174. alg-geom/9602007.
288
[49] J. Li and G. Tian, Virtual moduli cycles and Gromov–Witten invariants of
general symplectic manifolds, pages 47–83 in R.J. Stern, editor, Topics in
symplectic 4-manifolds (Irvine, CA, 1996), International Press, Cambridge,
MA, 1998. alg-geom/9608032.
[50] J. Li and G. Tian, Comparison of the algebraic and symplectic Gromov–
Witten invariants, Asian J. Math. 3 (1999), 689–728. alg-geom/9712035.
[51] C.-C.M. Liu, Moduli of J-holomorphic curves with Lagrangian bound-
ary conditions and open Gromov–Witten invariants for an S1-Equivariant
Pair, math.SG/0210257, 2002.
[52] G. Liu and G. Tian, Floer homology and Arnold conjecture, J. Diff. Geom.
49 (1998), 1–74.
[53] G. Lu and G. Tian, Constructing virtual Euler cycles and classes, Interna-
tional Mathematics Research Surveys 2007. math.SG/0605290.
[54] E. Lupercio and B. Uribe, Gerbes over orbifolds and twisted K-theory,
Comm. Math. Phys. 245 (2004), 449–489. math.AT/01050393.
[55] D. McDuff, The virtual moduli cycle, pages 73–102 in Y. Eliashberg, D.
Fuchs, T. Ratiu and A. Weinstein, editors, Northern California Symplectic
Geometry Seminar, A.M.S. Translations 196, A.M.S., Providence, RI, 1999.
[56] D. McDuff and D. Salamon, J-holomorphic curves and symplectic topology,
Colloquium Publications 52, A.M.S., Providence, R.I., 2004.
[57] I. Moerdijk and D.A. Pronk, Orbifolds, sheaves and groupoids, K-theory 12
(1997), 3–21.
[58] H. Ooguri and C. Vafa, Knot invariants and topological strings, Nucl. Phys.
B577 (2000), 69–108. hep-th/9912123.
[59] R. Pandharipande, Hodge integrals and degenerate contributions, Comm.
Math. Phys. 208 (1999), 489506. math.AG/9811140.
[60] R. Pandharipande, Three questions in Gromov–Witten theory, pages 503–
512 in vol. II of Proceedings of the International Congress of Mathemati-
cians, (Beijing, 2002), Higher Education Press, Beijing, 2002.
math.AG/0302077.
[61] R. Pandharipande, J. Solomon and J. Walcher, Disk enumeration on the
quintic 3-fold, math.SG/0610901, 2006.
[62] R. Pandharipande and R. Thomas, Curve counting via stable pairs in the
derived category, arXiv:0707.2348, 2007.
[63] R. Pandharipande and R. Thomas, Stable pairs and BPS invariants,
arXiv:0711.3899, 2007.
289
[64] R. Pandharipande and A. Zinger, Enumerative geometry of Calabi–Yau
5-folds, arXiv:0803.1640, 2008.
[65] Y. Ruan, Virtual neighbourhoods and pseudo-holomorphic curves, Turkish
J. Math. 23 (1999), 161–231. alg-geom/96110121.
[66] I. Satake, On a generalization of the notion of manifold, Proc. Nat. Acad.
Sci. U.S.A. 42 (1956), 359–363.
[67] P. Seidel, Fukaya categories and deformations, pages 351–360 in Proceedings
of the International Congress of Mathematicians (Beijing, 2002), vol. II,
Higher Ed. Press, Beijing, 2002. math.SG/0206155.
[68] P. Seidel, A biased view of symplectic cohomology, arXiv:0704.2055, 2007.
[69] P. Seidel, Fukaya categories and Picard–Lefschetz theory, Zu¨rich Lectures
in Advanced Mathematics, European Mathematical Society, Zu¨rich, 2008.
[70] B. Siebert, Gromov–Witten invariants of general symplectic manifolds,
dg-ga/9608005, 1996.
[71] B. Siebert, Symplectic Gromov–Witten invariants, pages 375–424 in K.
Hulek, F. Catanese, C. Peters and M. Reid, editors, New trends in algebraic
geometry (Warwick, 1996), L.M.S. Lecture Notes 264, C.U.P. 1999.
[72] B. Siebert, Algebraic and symplectic Gromov–Witten invariants coincide,
Ann. Inst. Fourier (Grenoble) 49 (1999), 1743–1795. dg-ga/9804108.
[73] J. Solomon, Intersection theory of the moduli space of holomorphic curves
with Lagrangian boundary conditions, math.SG/0606429, 2006.
[74] R.E. Stong, Notes on cobordism theory, Princeton University Press, Prince-
ton, NJ, 1968.
[75] G.W. Whitehead, Generalized homology theories, Trans. A.M.S. 102 (1962),
292–311.
[76] J.-Y. Welschinger, Invariants of real symplectic 4-manifolds and lower
bounds in real enumerative geometry, math.AG/0303145, 2003.
[77] J.-Y. Welschinger, Enumerative invariants of stongly semipositive real sym-
plectic six-manifolds, math.AG/0509121, 2005.
The Mathematical Institute, 24-29 St. Giles, Oxford, OX1 3LB, U.K.
E-mail: joyce@maths.ox.ac.uk
290
