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Abstract
Suppose that A is a nonnegative n ×m real matrix. The NMF problem is the determination of two
nonnegative real matrices F , V so thatA = FV with intermediate dimension p smaller thanmin{n,m}.
In this article we present a general mathematical method for the determination of two nonnegative real
factors F, V of A. During the first steps of this process the intermediate dimension p of F, V is deter-
mined, therefore we have an easy criterion for p. This study is based on the theory of lattice-subspaces
and positive bases. Also we give the matlab program for the computation of F, V but the mathematical
part is the main part of this article.
Key words: Dimension reduction, nonnegative matrix factorization, vector lattices, sublattices, lattice-
subspaces, positive bases.
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1 The NMF problem and positive bases
Suppose that A is a nonnegative n × m real matrix. In applications the nonnegative matrix factorization
(NMF) problem is the following: Find two nonnegative real matrices F and V of n × p and p ×m, with
p ≤ min{n,m} such that A = FV or the matrix C = FV is an ”approximation” of A and we say that
the pair of factors F, V is an exact NMF or an NMF approximation of A. The NMF problem has many
applications in data analysis problems such as in chemical concentrations, document clustering, image
processing, e.t.c. Since the exact NMF problem is not solvable in general, the NMF problem is commonly
approximated numerically, see in [3] and [7] for an introduction in numerical approximation methods.
Recall that the factorizationA = FV implies
ai =
p∑
j=1
fijvj , and a
i =
p∑
j=1
vjif
j , (1)
where for any real matrix B = (bij), denote by bi the i-row and by b
i the i-column of B. So each row
(column) of A is a linear combination of the rows of V (columns of F ) and the coefficients of the i-row
(i-column) of A in this expansion are the elements of the i-row of F (i-column of V ). This implies that
rank(A) ≤ min{rank(F ), rank(V )} ≤ p. (2)
The minimum intermediate dimension of all the factorizations of A is referred in [4] as the nonnegative
rank of A and it is denoted by rank+(A). This implies that
rank(A) ≤ rank+(A) ≤ min{n,m}.
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If the intermediate dimension p of the factors F, V is equal to the rank ofA, we say that F, V is a nonnega-
tive rank factorization (NRF) of A, see in [2]. The NRF problem does not have always a solution because
rank+(A) may be strictly greater than rank(A) but the determination of rank+(A) of A is an interesting
problem of matrix factorization. The factorization A = FV is a symmetric NRF of A if it is a nonnegative
rang factorization of A with V = FT , i.e. A = FFT , where FT is the transpose of F .
In this article we give a general mathematical method based on the theory of lattice-subspaces and positive
bases expanded in [8] and [9] which determines an exact factorization ofA in the nonnegative factors F, V
without any restriction for A. During the first steps of our algorithmic process and before the determination
of the factors F, V we can determine the intermediate dimension p of F, V , and therefore we can know if
F, V will be an NRF, an NMF, a trivial, or an other kind factorization of A.
For the determination of the factorsF, V ofAwe determine a positive basis of a minimal lattice-subspaceZ
of Rm which contains a maximal set of linearly independent rows of A. The elements of the positive basis
fixe some of the columns of A and also indicate some real numbers so that F is the matrix generated by
positive multiples of these columns of A by the corresponding real numbers and V is the matrix with rows
the vectors of the positive basis of Z . Of course an exact NMF factorization of A is not always possible
because p < min{n,m} requires rank(A) < min{n,m}. In the case where rank(A) = 2 we determine
by a simple and very easy way an exact rank factorization of A, see in Subsection 1.1. This result is not
new. The case of rank(A) = 2 has been studied in [4] and [1] where an algorithmic process for an exact
NRF of A is proposed but our way is very simple and a part of our general method of matrix factorization.
In [5], an exact, symmetric nonnegative rank factorization of A, i.e. A = WWT , is determined in the case
whereA is a symmetric n×n nonnegative real matrix which contains a diagonal principal submatrix of the
same rank with A. In the more general case where A is a n ×m nonnegative real matrix which contains a
diagonal principal submatrix of the same rank with A, we show that by our factorization method we take
also a nonnegative rank factorization of A, Subsection 2.1, but if A is symmetric this factorization is not
necessarily symmetric as in [5].
In this article, in order to simplify computations, we suppose thatA does not have zero columns. Indeed,
if before the determination of the factors F, V we have deleted the zero columns of A then if we put zero
columns in V in the place of the deleted columns ofA, the productFV is the initial matrixA. In our matlab
program we delete the zero columns of A by the function ”Zero” and after the determination of F, V we
add zero columns in V , if it is needed, by the function ”addzeros”.
So in this article we suppose that A = (aij) is a nonnegative n×m real matrix without zero columns.
For any i, ai = (ai1, ai2, ..., aim) is the i-row of A and we will also denote by ai(j) the j-coordinate of ai,
i.e. ai(j) = aij . We start by a maximal set
{y1, y2, ..., yr}
of linearly independent rows ofA which we will refer as basic set (of the rows of A) and we will denote by
X the subspace ofRm generated by these vectors, i.e.
X = [y1, y2, ..., yr].
Then ai ∈ X for any i. In the sequel we determine a positive basis {b1, b2, ..., bd} of a minimal lattice-
subspace Z of Rm which contains the vectors {y1, y2, ..., yr} and we state Theorem 1.2 which gives a
method for the determination of F, V . The fact that {b1, b2, ..., bd} is a positive basis of a minimal lattice-
subspace Z which contains the basic set {y1, y2, ..., yr} is crucial because it ensures that any yi and also
any other row of A has nonnegative coordinates in this basis.
For the determination of a positive basis {b1, b2, ..., bd} of Z we follow the steps of [8], Theorem 3.7
and [9], Theorem 3.10 (Theorem 3.4 and Theorem 3.5 in the Appendix). We describe below the process
for the determination of a positive basis of Z because it is needed in the proof of Theorem 1.2, in the
examples and also in the whole article.
2
In the first step we start by a fixed basic set {y1, y2, ..., yr} and we determine the basic function β :
{1, 2, ...,m} −→ Rr+ of the vectors yi. This function has been defined in [8] and is the following
1:
β(i) =
(y1(i)
y(i)
,
y2(i)
y(i)
, ...,
yr(i)
y(i)
)
, for each i = 1, 2, ...,m with y(i) > 0,
where y = y1 + y2 + ... + yr, is the sum of the vectors yi. In our case we have y(i) > 0 for any i
because we have deleted the zero columns of A. 2 The function β takes values in the simplex ∆ = {x ∈
R
r
+ |
∑r
i=1 x(i) = 1} of the positive cone of R
r. The set
R(β) = {β(i) | i = 1, 2, ...,m},
is the range of β. Of course R(β), as a set, is consisting by mutually different vectors and also R(β)
contains exactly r linearly independent vectors, see Lemma 3.2 in the Appendix. Suppose that µ is the
cardinal number of R(β), i.e. µ is the number of the different values of the basic function β. Then
r ≤ µ ≤ m.
In the sequel, according to Theorem 3.5 in the Appendix we consider the convex polytopeK of∆ generated
by the vectors of R(β) and suppose that P1, P2, ..., Pd are the vertices of K . Then β(i) ∈ K for any i and
any β(i) is a convex combination of the vertices Pi. This shows that the set of vertices of K contains a
maximal set of linearly independent vectors of R(β) and according to Lemma 3.2 this set has exactly r
elements. So we have that
r ≤ d ≤ µ ≤ m.
According to Theorem 3.5, we reenumerate the vertices Pi of K so that the first r of theme to be linearly
independent and we denote again by
P1, P2, ..., Pd (3)
the new enumeration of the vertices where the first r of theme are linearly independent. In Theorem 1.2,
we show that the intermediate dimension p of the factors F, V is equal to the number d of vertices of K .
If d ≥ min{n,m} our matlab programm sent the sign the intermediate dimension is equal to M1 and also
M1 is appeared (in matlab programM1 = d). So we have the possibility to continue or not.
If r = d, then according to Theorem 3.4, X is a lattice-subspace and thereforeX is the minimal lattice
subspace which contains the vectors yi, i.e. Z = X and a positive basis {b1, b2, ..., bd} of Z is given by the
formula
(b1, b2, ..., bd)
T = L−1(y1, y2, ..., yd)
T ,
where L is the matrix with columns the vectors of P1, P2, ..., Pd and in the sequel, the factors F, V are
determined by Theorem 1.2. In the case where µ = r, i.e. if R(β) has exactly r elements, the vertices of
K are the vectors of R(β) therefore we have again that d = r, the basis {b1, b2, ..., bd} of Z is given by the
above formula so the factors F, V by Theorem 1.2. So we determine F, V by avoiding the computations of
the vertices ofK . Note also that if r = µ,X is a sublattice ofRm although this information is not important
for our method. In both of these cases, we have rank(A) = d therefore A = FV is a rank factorization of
A and by our matlab program we determine this factorization with the sign Rank factorization, the rows of
the matrix generate a lattice-subspace(sublattice).
If r < d ≤ m, according to Theorem 3.5 in the Appendix we define d − r new vectors yr+1, ..., yd of
R
m following the next steps:
1In [8] the basic function is referred as basic curve
2Note that y(i) = ||(y1(i), y2(i), ..., yr(i))||1, where ||.||1 is the ℓ1-norm ofRr and this notation is used in [8].
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First, for any i = 1, 2, ...m, we expand β(i) as a convex combination of the vertices P1, P2, ..., Pd and
suppose that
β(i) =
d∑
j=1
ξj(i)Pj . (4)
Such an expansion of β(i) is not necessarily unique but we select one of theme. Of course ξj(i) ≥ 0 for
any j and
∑d
j=1 ξj(i) = 1. In the sequel for any k = r + 1, ..., d, we define the new vector yk of R
m as
follows:
yk(i) = ξk(i)y(i) for any i = 1, 2, ...,m,
where y is the sum of the vectors y1, ..., yr. According to Theorem 3.5 in the Appendix, the subspace
Z = [y1, ..., yr, yr+1, ..., yd],
generated by these vectors is a d-dimensional minimal lattice-subspace of Rm which contains the vectors
y1, ..., yr. So a positive basis of Z is determined by Theorem 3.4 in the Appendix, because the subspace Z
generated by these vectors is a lattice-subspace. Therefore for the determination of a positive basis of Z ,
according to Theorem 3.4, we take the basic function of the vectors y1, ..., yr, yr+1, ...yd which we denote
by γ, i.e. the function
γ(i) =
(y1(i)
y′(i)
,
y2(i)
y′(i)
, ...,
yd(i)
y′(i)
)
, for each i = 1, 2, ...,m, (5)
where y′ = y1 + y2 + ...+ yd, is the sum of the vectors yi, i = 1, 2, ...d. Then by Theorem 3.4, the convex
hull of the values γ(i), i = 1, 2, ...,m of γ is a convex polytope with vertices the linearly independent
vectors R1, R2, ..., Rd of R
m and a positive basis {b1, b2, ..., bd} of Z is given by the formula
(b1, b2, ..., bd)
T = L−1(y1, y2, ..., yd)
T ,
where L is the matrix with columns the vectors R1, R2, ..., Rd. Of course any Rk is the image γ(ik) of an
index ik because the convex polytope is generated by a finite number of vectors. According to Theorem 3.5,
the above vectors Ri can be determined by the vectors P1, P2, ..., Pd of (3) where the first r of theme are
linearly independent as follows: Ri = (Pi, 0), for any i = 1, 2, ..., r and Rr+k = (Pr+k, ek), for any
k = 1, 2, ..., d− r where the second component of the vectors (Pi, 0), is the the zero vector of R
d−r and
the second component ek of (Pn+k, ek) is the k-vector of the usual basis {e1, ...ed−r} of R
d−r. This way
of the determination of Ri simplifies the computations because avoids the determination of the vertices of
the convex polytope generated by R(γ) and we adopt this way in our the matlab program.
Note that if d = m, Theorem 1.2 gives a trivial factorization ofA. This can occur if r = m or if r < d = m.
In both cases the matlab program is interrupted with the sign trivial factorization.
We recall now the definition of the positive basis with nodes. Suppose that Y is a lattice-subspace
of Rm with a positive basis {b1, b2, ..., bν}. If for some k ∈ {1, 2, ..., ν} there exists an index ik so that
bk(ik) > 0 and bj(ik) = 0 for any j 6= k, we say that ik is a k-node of the basis {b1, b2, ..., bν}. If a set
{i1, i2, ..., iν} of indices exists so that for any k = 1, 2, ..., ν, the index ik is a k-node of the basis, we say
that {i1, i2, ..., iν} is a set of nodes of the basis {b1, b2, ..., bν} and also that {b1, b2, ..., bν} is a basis with
nodes. Then for any k = 1, 2, ..., ν we have bk(ik) > 0 and bj(ik) = 0 for any j = 1, 2, ..., ν with j 6= k.
Before to state our factorization theoremwe note that according to [9], Example 3.21, a minimal lattice-
subspace Z of Rm which contains the basic set {y1, ..., yr} is not necessarily unique. This seems also by
Example 2.1 of this article where two different minimal lattice-subspaces are determined. The reason is
due to the fact that in (4) the convex combination of the values β(i) and therefore also and the new vectors
yr+1, ..., yd are not necessarily uniquely determined.
For the sake of completeness and for the importance of the next result we give its proof. The proof can
be also followed by [8] in the special case where Ω = {1, 2, ...,m} but not directly. In the next result we
keep the above terminology.
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Theorem 1.1. If Z is a minimal lattice-subspace of Rm which contains the linearly independent vectors
y1, y2, ..., yr of R
m
+ and {b1, b2, ..., bd} is a positive basis of Z , then {b1, b2, ..., bd} is a basis with nodes.
Proof. The vectors of a positive basis of Z are unique in the sense of a positive multiple and a permutation.
So we may suppose that {b1, b2, ..., bd} is a positive basis of Z which arises by the above process where of
course d ≥ r. As we have seen above, d is the number of the vertices of the convex polytopeK generated
by R(β).
First we consider the case d > r. Then according to Theorem 3.5, the basis is given by the formula
(b1, b2, ..., bd)
T = L−1(y1, y2, ..., yd)
T , (6)
where L is the matrix with columns the vertices R1, R2, ..., Rd of the convex polytope generated by the
values γ(i) of the basic function γ of the vectors y1, y2, ..., yd. So we have
L(b1, b2, ..., bd)
T = (y1, y2, ..., yd)
T .
Then any Rk is the image γ(ik) of an index ik and so we take a set of indexes {i1, i2, ..., id}, with Rk =
γ(ik) for any k. Therefore we have
(Rk)
T = (γ(ik))
T =
1
y′(ik)
(y1(ik), y2(ik), ..., yd(ik))
T =
1
y′(ik)
L(b1(ik), b2(ik), ..., bd(ik))
T .
Since L is the matrix with columns the vectors R1, R2, ..., Rd we have
(Rk)
T =
d∑
j=1
bj(ik)
y′(ik)
(Rj)
T ,
therefore
bk(ik)
y′(ik)
= 1 and
bj(ik)
y′(ik)
= 0, for any j 6= k,
because the vectors Ri are linearly independent. Therefore bk(ik) > 0 and bj(ik) = 0 for any j 6= k and
{i1, i2, ..., id} is a set of nodes.
In the case where d = r, according to Theorem 3.4, the basis of Z is given again by (6) where L is the
matrix with columns the vertices P1, ..., Pd of K . We repeat the above proof where in the place of Ri we
have the vectors Pi and we find again a set of nodes {i1, i2, ..., id} of the basis {b1, b2, ..., bd}. 
In the next result we give a factorization ofA. As we have also noted before, the intermediate dimension
p of the factors F, V is equal to the number d of vertices of K and is determined before the determination
of the positive basis of Z . Underline the case where rank(A) = 2 because then the intermediate dimension
of the factors is equal to 2.
Theorem 1.2. (Matrix factorization) Suppose that A is a nonnegative n × m real matrix, without zero
columns, ai = (ai1, ai2, ..., aim), i = 1, 2, ...n, are the rows of A, {y1, y2, ..., yr} is a basic set of the rows
of A, β is the basic function of y1, y2, ..., yr, K is the convex polytope generated by the range R(β) of β
and d is the number of the vertices of K . Then there exist nonnegative real matrices F , V of intermediate
dimension d so that
A = FV (7)
which are determined as follows:
We determine a positive basis {b1, b2, ..., bd} of a minimal lattice-subspace Z of R
m which contains the
vectors y1, y2, ..., yr and a set of nodes {i1, i2, ..., id} of this basis. Then F is the n × d matrix so that for
any k = 1, 2, ..., d the k-column of F is the ik-column of A multiplied by
1
bk(ik)
and V is the d×m matrix
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with rows the vectors b1, b2, ..., bd.
For this factorization of A we discriminate the cases:
(i) If r=2, then d = 2 and (7) is an exact rank factorization of A.
(ii) If the function β takes exactly r different values, then (7) is a rank factorization of A.
(iii) IfK has r vertices, then r = d and (7) is a rank factorization of A.
(iv) If d = m, (7) is a trivial the factorization of A (i.e. the set of rows of V is a positive basis ofRm).
Proof. Let Z be a minimal lattice-subspace of Rm which contains the vectors y1, y2, ..., yr and suppose
that
{b1, b2, ..., bd}
is a positive basis of Z constructed by the method described before the theorem. Then for any row ai of A,
ai belongs to Z because Z is a subspace of R
m containing a maximal set of linearly independent rows of
A and suppose that
ai =
d∑
j=1
fijbj.
Therefore, by ( 1), we have
A = FV,
where F = (fij) is the n× d matrix of the coefficients of the vectors ai in the basis {b1, b2, ..., bd} and V
is the matrix with rows the vectors bi. Of course we have fij ≥ 0 for any i, j because {b1, b2, ..., bd} is a
positive basis of Z and ai ∈ Z+ for any i. We determine now the coefficients fij as follows: We take a set
of nodes {i1, i2, ..., id} of the basis {b1, b2, ..., bd}. For any fixed k ∈ {1, 2, ..., d} we have bk(ik) > 0 and
bj(ik) = 0 for any j 6= k. Therefore for any i we have
ai(ik) =
d∑
j=1
fijbj(ik) = fikbk(ik)
hence
fik =
ai(ik)
bk(ik)
=
aiik
bk(ik)
, for any i = 1, 2, ..., n.
Therefore, the k-column of F is the ik-column of A multiplied by
1
bk(ik)
.
(i) Suppose that r = 2. Then {y1, y2} is a basic set of the rows of A. We shall show that d = 2. The
basic function β of y1, y2, takes values on the one-dimensional simplex ∆ of R
2
+ defined by the points
(1, 0) and (0, 1) of R2. Therefore the convex polytope K generated by the values of β is a line segment
defined by two values of β, the ones with minimum and maximum first coordinate. Therefore K has two
vertices hence d = 2. So F, V are n× 2, 2×m matrices and ( 7) is a rank factorization of A.
(ii) Suppose that β has r different values. Then by Lemma 3.2, the values of β are linearly indpendent,
therefore the convex polytope generated by the valyes of β has r vertices. So d = r and ( 7) is a rank
factorization of A.
(iii) If d = r, then ( 7) is again a rank factorization of A.
(ii) If d = m, then Z = Rm because Z id a d-dimensional subspace of Rm. So {b1, b2, ..., bd} is a
positive basis ofRm and the factorization ( 7) is trivial. 
Remark 1.3. In the above theorem we have defined the factorization A = FV of A as trivial if the set of
rows of V is a positive basis of Rm. Recall that a positive basis of Rm is unique in the sense of positive
multiples and permutations. So, if the rows of V are the vectors of the positive basis {e1, ..., em}, then
{1, ...,m} is the set of nodes of the basis and according to Theorem 1.2 the columns of F are the columns
of A multiplied by 1, therefore F = A and V = Im is the identical matrix. In the case of an other positive
basis of Rm, the columns of F are again positive multiples of the columns of A but maybe in an other
order.
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1.1 The case rank(A) = 2
We discuss the case r = 2 or equivalently rank(A) = 2. This case has been studied in [4] and [1]
where an algorithmic process has been proposed for the determination of a nonnegative rank factorization
of A. We present here, as a partial part of the Factorization Theorem, a simple and very easy way, for the
determination of a NRF of A.
If r = 2, we start by a basic set {y1, y2} of the rows ofA and we take the basic function β of y1, y2. The
vales of β are on the one-dimensional simplex ∆ of R2+ defined by the points (1, 0) and (0, 1), therefore
the convex polytope K generated by R(β) is the line segment defined by two values of β, the ones with
minimum and maximum first coordinate. So if a is the minimum and b is the maximum first coordinate
of the values of β then K is the line segment defined by the points P1 = (a, 1 − a) and P2 = (b, 1 − b)
and these points are the vertices of K . Therefore a positive basis of the minimal lattice-subspace Z which
contains y1, y2, is given by the formula
(b1, b2)
T = L−1(y1, y2)
T ,
where L is the 2 × 2 matrix with columns the vectors P1 and P2 and it is very easy to find a set of nodes
{i1, i2} of the basis. Then F is the n× 2 matrix with first column the i1-column of A multiplied by
1
b1(i1)
and the second column of F is the i2-column ofAmultiplied by
1
b2(i2)
and V is the 2×mmatrix with rows
the vectors b1, b2 of the positive basis of Z . For an application see Example 2.3.
2 Examples
In the next examples the matrix A is without zero columns.
Example 2.1. In this example we show the way the algorithmic process is working. Also two different
minimal lattice-subspaces which contain the vectors yi are appeared. Suppose that
A =


1 2 1 2 0 0
0 3 0 4 2 1
0 3 1 5 2 0
1 5 1 6 2 1
1 5 2 7 2 0
0 6 1 9 4 1


.
We find that {y1 = a1, y2 = a2, y3 = a3} is a basic set, i.e. a maximal set of linearly independent rows of
A. The basic function of the vectors yi is
β(i) =
1
y(i)
(y1(i), y2(i), y3(i)), i = 1, ..., 6,
where y = (1, 8, 2, 11, 4, 1) is the sum of the vectors yi. The values of β are on the simplex ∆ of R
3
+ and
we have: β(1) = (1, 0, 0), β(2) = 18 (2, 3, 3), β(3) =
1
2 (1, 0, 1), β(4) =
1
11 (2, 4, 5), β(5) =
1
2 (0, 1, 1) and
β(6) = (0, 1, 0) and
R(β) = {β(1), β(2), β(3), β(4), β(5), β(6)}
is the range of β. We determine the vertices of the convex polytopeK generated by R(β) and we find that
P1 = β(1), P2 = β(6), P3 = β(5), P4 = β(3) are the vertices ofK . Therefore d = 4 and the intermediate
dimension of the factors F, V will be equal to 4.
We take a new enumeration of the vertices of K , which we denote again by P1, P2, P3, P4 so that the
first three of them (r = 3) to be linearly independent. Of course there are four such enumerations and the
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above is one of theme but for compatibility, we adopt the next one of our matlab program:
P1 =
1
2
(0, 1, 1) = β(5), P2 = (0, 1, 0) = β(6), P3 =
1
2
(1, 0, 1) = β(3), P4 = (1, 0, 0) = β(1).
We expand the values of β as convex combinations of the vertices ofK i.e.
β(i) =
4∑
j=1
ξj(i)Pj ,
for any i, where ξj(i) ≥ 0 and
∑4
j=1 ξj(i) = 1. Except of the case where β(i) is a vertex of K , this
expansion is not necessarily unique. From this point we continue by two ways. In the first one, we follow
the steps of the algorithm without the use of a computer and in the second we follow the computations of
the matlab program.
So we have: β(1) = P4, therefore β(1) =
∑4
i=1 ξi(1)Pi, with ξi(1) = 0 for i = 1, 2, 3 and ξ4(1) = 1.
β(2) is not a vertex. We find that β(2) =
∑4
i=1 ξi(2)Pi, and it is easy that ξ1(2) =
3
4 , ξ2(2) = ξ2(2) = 0
and ξ4(2) =
1
4 . β(3) = P3, therefore ξi(3) = 0 for i = 1, 2, 4 and ξ3(3) = 1. β(4) is not a vertex and we
find that ξ1(4) =
6
11 , ξ2(4) =
1
11 , ξ3(4) =
4
11 , ξ4(4) = 0. β(5) = P1, so ξ1(5) = 1 and ξi(5) = 0 for
i = 2, 3, 4 and β(6) = P2, so ξ2(6) = 1 and ξi(6) = 0 for i = 1, 3, 4. The next is the matrix with rows the
coefficients of β(i)
H2 =


0 0 0 1
3
4 0 0
1
4
0 0 1 0
6
11
1
11
4
11 0
1 0 0 0
0 1 0 0


.
According to the algorithm we define d − r new vectors, therefore we define one new vector y4 of R
6 as
follows: y4(i) = ξ4(i)y(i) for any i, where y = y1 + y2 + y3 = (1, 8, 2, 11, 4, 1), therefore
y4 = (1, 2, 0, 0, 0, 0).
ThenZ = [y1, y2, y3, y4] is a minimal lattice-subspace containing y1, y2, y3, y4 and a positive basis {b1, b2, b3, b4}
of Z is given by the formula
(b1, b2, b3, b4)
T = L−1(y1, y2, y3, y4)
T ,
where L is the matrix with rows the vectors R1, R2, R3, R4 and the the vectors Ri are the following:
R1 = (P1, 0) =
1
2 (0, 1, 1, 0), R2 = (P2, 0) = (0, 1, 0, 0), R3 = (P3, 0) =
1
2 (1, 0, 1, 0), R4 =
1
2 (P4, e1) =
1
2 (1, 0, 0, 1). We find that
b1 = (0, 6, 0, 6, 4, 0), b2 = (0, 0, 0, 1, 0, 1), b3 = (0, 0, 2, 4, 0, 0), b4 = (2, 4, 0, 0, 0, 0),
is the positive basis of Z . The set of indexes {i1 = 5, i2 = 6, i3 = 3, i4 = 1} is a set of nodes of the basis.
ThereforeA = FV where V is the matrix with rows the vectors bi and F is the 6× 4matrix so that the first
column of F is the fifth column of A multiplied by 1
b1(i1)
= 14 , the second column of F is the sixth column
of A multiplied by 1
b2(i2)
= 1, the third column of F is the third column of A multiplied by 1
b3(i3)
= 12 and
the fourth column of F is the first column of A multiplied by 1
b4(i4)
= 12 . So we find that
F =


0 0 12
1
2
1
2 1 0 0
1
2 0
1
2 0
1
2 1
1
2
1
2
1
2 0 1
1
2
1 1 12 0


, V =


0 6 0 6 4 0
0 0 0 1 0 1
0 0 2 4 0 0
2 4 0 0 0 0


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and it is easy to check that FV = A.
In the second way, following our matlab computations we obtain as above the same values of β and the
convex polytopeK . We find that
H2 =


0 0 0 1
0.4 0.175 0.35 0.075
0 0 1 0
0.5572 0.0851 0.3519 0.0059
1 0 0 0
0 1 0 0


,
is a matrix with rows convex combinations of the values of β in the vertices ofK and we find that
y4 = (1, 0.6, 0, 0.0644, 0, 0),
is the new vector. We remark that we have found different convex combinations for β(2) and β(4) and
also that y4 is different than the previous one. Z = [y1, y2, y3, y4] is a minimal lattice-subspace containing
y1, y2, y3 but different from the one of the fist case because y4 is not a linear combination of the vectors
of the positive basis of Z of the first case. According to our matlab program we find that the rows of the
matrix
U =


0 3.2000 0 6.1288 4.0000 0
0 1.4000 0 0.9356 0 1.0000
0 2.8000 2.0000 3.8712 0 0
2.0000 1.2000 0 0.1288 0 0

 ,
are the the vectors of a positive basis {b1, b2, b3, b4} of Z and also that {i1 = 5, i2 = 6, i3 = 3, i4 = 1} is
a set of nodes of this basis. We take the factors
F =


0 0 0.5000 0.5000
0.5000 1.0000 0 0
0.5000 0 0.5000 0
0.5000 1.0000 0.5000 0.5000
0.5000 0 1.0000 0.5000
1.0000 1.0000 0.5000 0


, V = U
of A and the test matrix R = A− FV = 0.
Example 2.2. Suppose that
A =


1 2 2 1 2 2 1 2 1 3
2 1 4 0 2 2 1 0 1 6
1 3 2 1 4 0 2 2 0 3
0 1 0 2 2 6 1 4 3 0
1 1 2 1 0 4 0 2 2 3
0 0 0 0 4 2 2 0 1 0
1 1 2 1 2 4 1 2 2 3
2 2 4 3 0 0 0 6 0 6


.
We find that
{y1 = a1, y2 = a2, y3 = a3, y4 = a4, y5 = a6} is a basic set and
X =


1 2 2 1 2 2 1 2 1 3
2 1 4 0 2 2 1 0 1 6
1 3 2 1 4 0 2 2 0 3
0 1 0 2 2 6 1 4 3 0
0 0 0 0 4 2 2 0 1 0


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is the matrix with rows the vectors yi. The sum of the vectors yi is
y = (4, 7, 8, 4, 14, 12, 7, 8, 6, 12).
We find that β(1) = β(3) = β(10) = 14 (1, 2, 1, 0, 0), β(2) =
1
7 (2, 1, 3, 1, 0), β(4) = β(8) =
1
4 (1, 0, 1, 2, 0),
β(5) = β(7) = 17 (1, 1, 2, 1, 2), β(6) = β(9) =
1
6 (1, 1, 0, 3, 1) and
R(β) = {P1 = β(5), P2 = β(6), P3 = β(4), P4 = β(1), P5 = β(2)}.
The cardinal number ofR(β) is equal to r. This ensures a rank factorization ofA and also that the subspace
X generated by the vectors yi is lattice-subspace (especially X is a sublattice). Hence Z = X is the
minimal lattice-subspace which contains the vectors yi and a positive basis of Z is given by the formula
(b1, b2, b3, b4, b5)
T = L−1(y1, y2, y3, y4, y5)
T ,
where L is the 5× 5 matrix with columns the vectors P1, P2, P3, P4, P5 of R(β). We find that
b1 = (0, 0, 0, 0, 14, 0, 7, 0, 0, 0), b2 = (0, 0, 0, 0, 0, 12, 0, 0, 6, 0),
b3 = (0, 0, 0, 4, 0, 0, 0, 8, 0, 0), b4 = (4, 0, 8, 0, 0, 0, 0, 0, 0, 12), b5 = (0, 7, 0, 0, 0, 0, 0, 0, 0, 0).
is a positive basis of Z and {i1 = 5, i2 = 6, i3 = 4, i4 = 1, i5 = 2} is a set of nodes of this basis. Therefore
F is a 10× 5 matrix with columns the fifth column of A multiplied by 1
b1(5)
= 114 , the sixth column of A
multiplied by 1
b2(6)
= 112 , the fourth column of A multiplied by
1
b3(4)
= 14 , the first column of A multiplied
by 1
b4(1)
= 14 and the second column of A multiplied by
1
b5(2)
= 17 . Therefore
F =


2
14
2
12
1
4
1
4
2
7
2
14
2
12
0
4
2
4
1
7
4
14
0
12
1
4
1
4
3
7
2
14
6
12
2
4
0
4
1
7
0
14
4
12
1
4
1
4
1
7
4
14
2
12
0
4
0
4
0
7
2
14
4
12
1
4
1
4
1
7
0
14
0
12
3
4
2
4
2
7


, V =


0 0 0 0 14 0 7 0 0 0
0 0 0 0 0 12 0 0 6 0
0 0 0 4 0 0 0 8 0 0
4 0 8 0 0 0 0 0 0 12
0 7 0 0 0 0 0 0 0 0


with R = A− FV = 0 and A = FV is a NRF of A.
Example 2.3. (rank(A)=2) Suppose that A is a n × 16 nonnegative real matrix, {y1, y2} is a basic set of
the rows of A, i.e. r = 2 and that
X =
[
1 2 7 3 6 4 5 8 4 2 3 9 4 7 9 1
3 6 7 8 6 3 2 3 2 5 6 5 9 8 7 4
]
,
is the matrix with rows the vectors y1, y2 of the basic set. The values of β are on the one-dimensional
simplex ∆ of R2+, therefore the convex polytope generated by R(β) is the line segment defined by the
values of β with minimum and maximum first coordinate. We find that b(16) = 15 (1, 4), is the value of β
with minimum first coordinate and b(8) = 111 (8, 3) the one with maximum, therefore b(16) and b(8) are the
vertices ofK . By Theorem 3.5, a positive basis {b1, b2} of the minimal lattice-subspace Z which contains
y1, y2 is given by the formula (b1, b2)
T = L−1X , where L is the matrix with columns the vectors b(16),
b(8). We have
(b1, b2)
T = L−1X = −
55
29
[
3
11 −
8
11
− 45
1
5
]
X = −
1
29
[
15 −40
−44 11
]
X.
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We find that
b1 =
1
29
(105, 210, 175, 275, 150, 60, 5, 0, 20, 170, 195, 65, 300, 215, 145, 145),
b2 =
1
29
(11, 22, 231, 44, 198, 143, 198, 319, 154, 33, 66, 341, 77, 220, 319, 0)
and {i1 = 16, i2 = 8} is a set nodes of the basis. ThereforeA = FV is a NRF of A where F is the matrix
with first column the 16-column of A multiplied by 1
b1(16)
= 29145 the second column of F is the 8-column
of A multiplied by 1
b2(8)
= 29319 and V is the matrix with rows the vectors b1, b2.
Example 2.4. Suppose that
A =


2 1 0 0 0 0 1 2 1 1 2
1 2 2 1 0 0 2 1 2 0 0
0 0 1 2 2 1 2 1 1 0 1
0 0 0 0 1 2 1 2 2 1 3
3 3 2 1 0 0 3 3 3 1 2
1 2 3 3 2 1 4 2 3 0 1
0 0 1 2 3 3 3 3 3 1 4
2 1 0 0 1 2 2 4 3 2 5


.
Following the matlab program we find that {y1 = a1, y2 = a2, y3 = a3, y4 = a4} is a basic set, the
convex polytope K generated by R(β) has seven vertices therefore d = 7 is the indermediate dimension
of the factors. d − r = 3, therefore three new vectors y5, y6, y7 are determined and a positive basis of the
minimal lattice subspace which contains the rows of A is determined. The next factors of are given
F =


0 0 0 0.3333 0 0.2500 0.3333
0 0 0.3333 0.6667 0.3333 0 0.1667
0.3333 0.6667 0.6667 0 0.1667 0 0
0.6667 0.3333 0 0 0 0.2500 0
0 0 0.3333 1.0000 0.3333 0.2500 0.5000
0.3333 0.6667 1.0000 0.6667 0.5000 0 0.1667
1.0000 1.0000 0.6667 0 0.1667 0.2500 0
0.6667 0.3333 0 0.3333 0 0.5000 0.3333


,
V =


0 0 0 0 0 3.0000 0.6923 1.2688 3.0000 0 1.0000
0 0 0 0 3.0000 0 0.9231 0.6918 0 0 1.0000
0 0 0 3.0000 0 0 1.1538 0.1159 0 0 0
0 3.0000 0 0 0 0 0.9231 0.6918 3.0000 0 0
0 0 6.0000 0 0 0 2.3077 0.2317 0 0 0
0 0 0 0 0 0 0.9231 3.6940 0 4.0000 8.0000
6.0000 0 0 0 0 0 1.3846 2.5377 0 0 0


.
and the test matrix R = A− FV = 0, under a very small round off error.
Example 2.5. In [2], page 180, the nonnegative rank factorization of the matrix
A =


4 0 4 11
0 2 2 0
4 0 4 8
5 0 5 15
1 1 2 2


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is determined, as an example of the algorithm expanded in [2] for rank factorization.
By applying Theorem 1.2 we determine also a NRF ofA as follows: We find that {y1 = a1, y2 = a2, y3 =
a3} is a basic set, β(1) = (
1
2 , 0,
1
2 ), β(2) = (0, 1, 0), β(3) = (
2
5 ,
1
5 ,
2
5 ), β(4) = (
11
19 , 0,
8
19 ) are the values
of β of the vectors yi and that β(1), β(2), β(4) are the vertices of the convex polytopeK generated by the
values of β. Therefore r = d = 3 and the factorization A = FV of Theorem 1.2 is a rank factorization
of A. A positive basis of Z is given by the formula (b1, b2, b3)
T = L−1(y1, y2, y3)
T where L is the
matrix with columns β(1), β(2), β(4). We have b1 = (0, 2, 2, 0), b2 = (8, 0, 8, 0), b3 = (0, 0, 0, 19) and
{i1 = 2, i2 = 1, i3 = 4} is a set of nodes. Therefore A = FV , where the first column of F is the second
column of A multiplied by 12 , the second is the first column of A multiplied by
1
8 and the third is the fourth
column of A multiplied by 119 and V is the matrix with rows the vectors bi. So we have
F =


0 12
11
19
1 0 0
0 12
8
19
0 58
15
19
1
2
1
8
2
19

 , V =

0 2 2 08 0 8 0
0 0 0 19


with FV = A. This factorization is in fact the same with the one of [2].
2.1 A contains a diagonal principal submatrix of the same rank
Suppose that A contains a diagonal principal submatrix of the same rank, i.e. that under a set of permu-
tations between rows of A and permutations between columns of A we take a new matrix A which has a
diagonal k × k submatrixDk so that rank(A) = rank(Dk) = k.
We apply the algorithmic process for the factorization of the new matrix A.
The rows y1, ..., yk of A corresponding to Dk define a basic set of the rows of A and consider the basic
function β of the vectors y1, ..., yk. Suppose that the j-columns of A, for j = ν, ..., ν + k, are the columns
of A corresponding to Dk. It is easy that for any i = ν + t with 0 ≤ t ≤ k the value β(i) of β is the
t-column of Dk divided by its diagonal element, therefore β(i) is the t-vertex et of the simplex ∆ of R
k
+.
Therefore the values β(i) of β for i = ν, ..., ν + k, are the vertices e1, ...ek of the simplex∆ ofR
k
+. Since
the values of β are on the simplex∆ ofRk+, the convex polytopeK generated by the vales of β is the whole
simplex ∆ and the vertices of K are the vertices e1, ..., ek of the simplex ∆ of R
k
+. So a positive basis of
a minimal lattice-subspace Z which contains y1, ..., yk and therefore also the rows of A, is given by the
formula (b1, ...bk)
T = L−1(y1, ..., yk)
T where L is the matrix with columns the the vertices e1, ..., ek of
K , therefore L is the identical k × k matrix. This implies that {y1, ..., yk} is a positive basis of Z and also
that Z is the subspace generated by the rows of A.
The set of indexes {ν, ..., ν + k} is a set of nodes of the basis {y1, ..., yk} because the columns ν, ..., ν + k
of the matrix V with rows the vectors yi are the columns of the diagonal matrix Dk. Therefore A = F V
where F is the n× k matrix so that for j = 1, ..., k the j-column of F is the ν + j-columns ofA multiplied
by 1
yj(ν+j)
and V is the matrix with rows y1, ..., yk.
In the sequel, by the inverse process, where, by (1), the permutation of two columns in the initial matrix
A implies the permutation of the corresponding columns in V and the permutation of two rows in initial
matrix A implies the permutation of the corresponding rows in F we take from F , V the new matrices F ,
V which are factors of the initial matrix A, i.e. A = FV , with intermediate dimension of F, V equal to k.
Therefore we have proved the existence of a nonnegative rank factorization of A. But for the determination
of the factors F, V the set of permutations for a diagonal submatrixDk is needed.
In the next theorem we prove that the factorization of A which is given by Theorem 1.2 is a rank factoriza-
tion of A. So by Theorem 1.2 we can determine directly a rank factorization of A, independently from the
knowing of the set of permutations for a diagonal submatrix.
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Theorem 2.6. If A is a n×m nonnegative real matrix which contains a diagonal principal submatrix of
the same rank k with the rank ofA, then the factorization ofA determined by Theorem 1.2, is a nonnegative
rank factorization of A.
Proof. By the above process we have taken a factorization A = FV of A where V is coming from V by a
set of permutations of the columns of V . Also we have shown that the rows y1, ...yk of V define a positive
basis of a minimal lattice-subspace Z which contains the rows of A and that Z is the subspace generated
by the rows of A. Since V is coming from V by a set σ of permutations of the columns of V we have that
the subspaceW ofRm generated by the rows of V is a lattice-subspace. The proof is the following:
Suppose that S : Rm −→ Rm so that S(x) is the vector of Rm arising by applying on the coordinated of
x the set of permutations σ. Then S is linear, one-to-one and onto with the property: x ∈ Rm+ if and only
if S(x) ∈ Rm+ , i.e. S and S
−1 are positive. This implies that rows bi = S(yi), i = 1, ..., k of V , define a
positive basis ofW and S(Z) =W .
Suppose that x, y ∈ W . Then there exist a unique pair of vectors x, y ∈ Z with x = S(x) and y = S(y).
Since Z is a lattice-subspace there exists z ∈ Z which is the supremumof {x, y} in Z, i.e. z is the minimum
of all upper bounds of {x, y} which belong to Z . If z = S(z), because of the positivity of S and S−1 we
have that z is the minimum of all upper bounds of {x, y} which belong toW , therefore z is the supremum
of {x, y} in W and W is a lattice-subspace. Also dim(W ) = k. Since A = FV and by the relation ( 1)
we have that the rows of A belong to W , thereforeW is the subspace of Rm generated by the rows of A,
because dim(W ) = k = rank(A). This shows that the minimal lattice-subspace which contains the rows of
A is unique and equal toW . Suppose that A = FV is the factorization of A of Theorem 1.2. Then the rows
of V generate a minimal lattice-subspace Z which contains the rows of A, therefore Z = W because this
minimal lattice-subspace is unique. So we have that k = rank(A) = dim(Z) is the intermediate dimension
of F,V and therefore the factorizationA = FV of Theorem 1.2 is a rank factorization of A. 
The next is an example of the above process.
Example 2.7. The matrix A below is the one of Example 7, Section 7 of [5], where an exact, symmetric
nonnegative rank factorization of A, A = WWT is determined. Below we take a factorization of A by
two ways. In the first way, by a set of permutations we find a diagonal submatrix and in the second one we
apply directly Theorem 1.2, but of course our factorization is not symmetric.
A =


13 15 12 0 10 14
15 25 0 0 0 20
12 0 37 4 30 9
0 0 4 16 0 12
10 0 30 0 25 5
14 20 9 12 5 26


.
By permuting third and forth row, fourth and fifth row and second and third column ofA we take the matrix
A =


13 12 15 0 10 14
15 0 25 0 0 20
0 4 0 16 0 12
10 30 0 0 25 5
12 37 0 4 30 9
14 9 20 12 5 26


.
with a diagonal submatrix D3. A basic set {y1, y2, y3} of the rows of A is consisting by the rows of the
diagonal submatrix D3 i.e. by the second, third and fourth row of A. We take the basic function β of the
vectors yi. The values of β corresponding to the columns of D3 are the vertices of the simplex ∆ of R
3
+.
Indeed, we have β(3) = (1, 0, 0), β(4) = (0, 1, 0) and β(5) = (0, 0, 1) and any other value of β is on ∆.
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So the convex polytopeK generated byR(β) is the simplex∆ and a positive basis {b1, b2, b3} of a minimal
lattice-subspace Z which contains the vectors yi is given by the formula (b1, b2, b3) = L
−1(y1, y2, y3)
T
where L is the matrix with columns the vertices of K , hence L is the identical matrix I3. So we have that
{y1, y2, y3} is a positive basis of the minimal lattice-subspaceZ which contains the vectors yi and therefore
also the rows of A and {i1 = 3, i2 = 4, i4 = 5} is a set of nodes of the basis. Therefore A = F V , where
F , according to Theorem 1.2 is the matrix consisting by the third, fourth and fifth column of A multiplied
by 125 ,
1
16 and
1
25 , respectively and V the matrix with rows the vectors y1, y2, y3. By the inverse process we
permute second and third column of V and we permute fourth and fifth and third and fourth row of F . So
we find that F =


3/5 0 2/5
1 0 0
0 1/4 6/5
0 1 0
0 0 1
4/5 3/4 1/5


, V =

15 25 0 0 0 200 0 4 16 0 12
10 0 30 0 25 5

 and we have FV = A.
Following Theorem 1.2 we find a rank factorization of A as follows: We find that {y1 = a1, y2 =
a2, y3 = a3} is a basic set of the rows of A and
X =

13 15 12 0 10 1415 25 0 0 0 20
12 0 37 4 30 9

 ,
is the matrix of the vectors yi and y = (40, 40, 49, 4, 40, 43) is the sum of these vectors. By our matlab
program we find that
G =

0.3250 0.3750 0.2449 0.0000 0.2500 0.32560.3750 0.6250 0.0000 0.0000 0.0000 0.4651
0.3000 0.0000 0.7551 1.0000 0.7500 0.2093

 ,
is the matrix with columns the values β(i) of β and that
K1 =

0.0000 0.2500 0.37500.0000 0.0000 0.6250
1.0000 0.7500 0.0000


is the matrix with columns the vertices of the convex polytope K generated by the values of β. Note that
d = r = 3 therefore the subspace Z generated by the rows of A, is the minimal lattice-subspace which
contains the vectors y1, y2, y3 and the rows of the matrix U = L
−1X are the vectors of a positive basis of
Z , where L is the matrix with columns the vertices ofK , i.e. L = K1. We find that
U =

 0 0 1 4 0 316 0 48 0 40 8
24 40 0 0 0 32

 ,
therefore {i1 = 4, i2 = 5, i3 = 2} is a set of nodes of the basis. ThereforeA = FV , where the first column
of F is the fourth column of A multiplied by 14 , the second column of F is the fifth column of A multiplied
by 140 and third column of F is the second column of A multiplied by
1
40 and V = U . Therefore
F =


0 1/4 3/8
0 0 5/8
1 3/4 0
4 0 0
0 5/8 0
3 1/8 1/2


,
and it is easy to check that A = FV .
14
3 Appendix
3.1 Lattice-subspaces and positive bases in Rm
We present here the basic mathematical notions and results of [8] and [9] which are needed for this article.
In these articles finite dimensional lattice-subspaces or equivalently, finite dimensional ordered subspaces
with positive bases of the space E = C(Ω) of the real valued functions defined on a compact Hausdorff
topological spaceΩ are studied. For compatibility with our article we present these results in the case where
Ω = {1, 2, ...,m} and
E = Rm = {x = (x(i)) | with x(i) ∈ R, for any i = 1, 2, ...,m}.
The space Rm is ordered by the pointwise ordering i.e. for any x, y ∈ Rm we have x ≥ y if and only if
x(i) ≥ y(i) for each i. Then
R
m
+ = {x ∈ R
m
∣∣x(i) ≥ 0 for each i},
is the positive cone of Rm. For any x, y ∈ Rm, x ∨ y = z where z(i) = x(i) ∨ y(i) is the supremum of
{x, y} and x∧ y = w where w(i) = x(i)∧ y(i) is the infimum of {x, y}. For real numbers a, b, a∨ b is the
maximum and a∧ b is the minimum of {a, b}. Any subspaceX of Rm, ordered by the induced ordering, is
an ordered subspace of Rm. ThenX+ = X ∩ R
m
+ is the positive cone ofX and for any x, y ∈ X we have
x ≥ y ⇐⇒ x− y ∈ X+.
Suppose that X is an ordered subspace of Rm. X is a sublattice or a Riesz subspace of Rm if for every
x, y ∈ X , x ∨ y and x ∧ y belong to X .
Suppose that x, y ∈ X . If a vector z ∈ X exists so that z is the minimum of the upper bounds of {x, y}
which belong to X , then z is the supremum of {x, y} in X and we write z = supX{x, y}. Similarly the
maximum of the lower bounds of {x, y} in X (if exists) is the infimum, infX{x, y}, of {x, y} in X . If for
any x, y ∈ X the supremum supX{x, y} and the infimum infX{x, y} of {x, y} in X exist, we say that X
is a lattice-subspace of Rm. Then we have
inf
X
{x, y} ≤ x ∧ y ≤ x ∨ y ≤ supX{x, y}.
Any sublattice is a lattice-subspace but the converse is not true. The set {b1, b2, ..., br} is a positive basis of
X , if {b1, b2, ..., br} is a basis ofX and
X+ = {x =
r∑
i=1
λibi | λi ≥ 0 for each i},
i.e. the positive cone ofX is the set of vectors ofX with nonnegative coordinates in the basis {b1, b2, ..., br}.
Then for any x =
∑r
i=1 λibi ∈ X we have
x ≥ 0⇐⇒ λi ≥ 0, for any i.
Although X has infinitely many bases, the existence of a positive basis of X is not always ensured. The
next result see in [8], identifies the class of ordered subspaces of Rm with a positive basis with the class
of the lattice-subspaces of Rm. This result is in fact the Choquet-Kendall theorem for finite-dimensional
ordered subspaces but there is also a more elementary proof based on the theory of ordered spaces.
Theorem 3.1. An ordered subspace X of Rm is a lattice-subspace of Rm if and only if X has a positive
basis.
Suppose that A is a nonempty subset of Rm+ . The intersection S(A) of all sublattices of R
m which
contain A is again a sublattice of Rm. Then S(A) is the smallest (the minimum) sublattice of Rm which
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contains A and is referred as the sublattice of Rm generated by A. In the case of lattice-subspaces the
intersection of all lattice-subspaces which contain A is not necessarily a lattice-subspace. The reason is
that in lattice-subspaces, the lattice operations are not the induced ones by Rm but are depenting on the
subspaces. So in [9] the notion of the minimal lattice-subspace is defined as follows: Y is minimal lattice-
subspace of Rm which contains A if Y is a lattice-subspace of Rm, A ⊆ Y and does not exist a proper
subspace ofW of Y which is a lattice-subspace of Rm+ which contains A. As it is shown in [9], Example
3.21, even in the case of Rm, a minimal lattice-subspace which contains A is not necessarily unique and
also that such a subspace is not necessarily contained in the sublattice of Rm generated by A.
In [8] and [9] it is supposed that z1, z2, ..., zr are fixed, linearly independent, positive vectors of C(Ω)
and X = [z1, z2, ..., zr] is the subspace of C(Ω) generated by these vectors and the next problems are
studied:
(i) IsX is a lattice-subspace or a sublattice of C(Ω)?
(ii) Does a finite-dimensional minimal lattice-subspace Z of C(Ω) which containsX exist? Determine
Z whenever exists.
In all these cases the problem is connected with the determination of a positive basis of the ordered
subspaces X or Z and the results and also the determination of a positive basis are based on the study of
the generating vectors z1, z2, ..., zr. The next function has been defined in [8] and is crucial in this theory.
The function
β(i) =
(z1(i)
z(i)
,
z2(i)
z(i)
, ...,
zr(i)
z(i)
)
, for each i = 1, 2, ...,m with z(i) > 0,
where z = z1 + z2 + ...+ zr, is the basic function
3 of z1, z2, ..., zr. The set
R(β) = {β(i) | i = 1, 2, ...,m with z(i) > 0},
is the range of β where R(β), as a set, is consisting by mutually different vectors. The next Lemma is
obvious because the rank of the matrix M with rows the vectors zi is equal to r and the values of β are
positive multiples of the columns ofM .
Lemma 3.2. The rank of the matrix with columns the vectors of R(β) is equal to r.
Denote byK be the convex polytope of Rm generated by the finite set R(β) (the convex hull of R(β))
and suppose that P1, P2, ..., Pd are the vertices (extreme points) of K . Since R(β) is finite, the vertices
of K are vectors of R(β), therefore any Pk is the image of an index ik, i.e. Pk = β(ik). We will denote
below by (a1, a2, ..., ak)
T , where a1, a2, ..., ak are vectors of R
m, the k ×m matrix with rows the vectors
ai. Also in the next results, z1, z2, ..., zr are linearly independent, positive vectors of R
m, X = [z1, ..., zr],
β is the basic function of the vectors zi andK the convex polytope generated by R(β).
Theorem 3.3 ( [9], Theorem 3.6). The subspace X of Rm generated by the vectors z1, z2, ..., zr, is a
sublattice of Rm if and only if R(β) has exactly r elements.
If R(β) = {P1, P2, . . . , Pr}, then a positive basis {b1, b2, ..., br} ofX is given by the formula:
(b1, b2, ..., br)
T = L−1(z1, z2, ..., zr)
T , (8)
where L is the r × r matrix with columns the vectors P1, P2, ..., Pr.
Theorem 3.4 ( [8], Theorem 3.6). The subspace X of Rm generated by the vectors z1, z2, ..., zr, is a
lattice-subspace of Rm if and only ifK is a polytope with r vertices.
Then a positive basis {b1, b2, ..., br} ofX is given by the formula:
(b1, b2, ..., br)
T = L−1(z1, z2, ..., zr)
T , (9)
where L is the r × r matrix with columns the vertices P1, P2, ..., Pr ofK .
3In [8], the basic function β is referred as the basic curve.
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Theorem 3.5 ( [9], Theorem 3.10). IfK is a polytope with d vertices P1, P2, ..., Pd, then a d-dimensional
minimal lattice-subspace Z of Rm which contains the vectors z1, z2, ..., zr is constructed as follows:
(a) Reenumerate R(β) so that its r first vectors to be linearly independent and we denote again by
P1, P2, ..., Pd the new enumeration.
(b) Define d−r new vectors zr+k, k = 1, 2, ..., d−r following the next steps: First, for any i = 1, 2, ...m,
we expand the vector β(i) as convex combination of the vertices P1, P2, ..., Pd and suppose that
β(i) =
d∑
j=1
ξj(i)Pj ,
is such an expansion of β(i).4 In the sequel for any k = r + 1, ..., d, we define the vector zk of R
m
+
so that
zk(i) = ξk(i)z(i), for any i = 1, 2, ...,m,
where z is the sum of the vectors z1, ..., zr and the subspace
Z = [z1, ..., zr, ..., zd]
generated by the vectors z1, ..., zr, ..., zd is a minimal lattice-subspace which contains the vectors
z1, ..., zr. A positive basis {b1, b2, ..., bd} of Z is is given by the formula:
(b1, b2, ..., bd)
T = L−1(z1, ..., zr, ..., zd)
T ,
where L is the matrix with columns the vertices Ri, i = 1, 2, ..., d where R1, R2, ..., Rd are the
vertices of the convex polytope generated by the range R(γ) of γ.
Especially the vectors Ri are also given by the vectors P1, P2, ...Pd of the vertices of K where the
first r of them are linearly independent as follows: Ri = (Pi, 0) for any i = 1, 2, ..., r and Rr+i =
(Pr+i, ei) for any i = 1, 2, ...d− r, where in the vectors (Pi, 0), 0 is the zero vector of R
d−r and in
the vectors (Pi, ek), ek is the k-component of the usual basis {e1, ..., ed−r} of R
d−r.
3.2 The Matlab program
We give below the Matlab program for the determination of the factors F, V of a nonnegative matrix A1 .
The input is the initial matrix A1. By the function[A,y,index]=Zero(A1)we take the matrix A which is A1
without zero columns, the sum y of the rows of A1 (in the places with y(i) = 0, the matrix A1 has zero
columns) and an index ”index” with values 0 and 1. index=1, if we have deleted zero columns from A1.
The factors F, V and the test matrix R = A1 − FV are given by function[F,V,R]. If A1 has zero columns
it is displayed ”the matrix has zero columns”. Note that a matlab program for the algorithm determining a
positive basis of the lattice-subspace of Theorem 3.5 has been also given in [6] but the corresponding part
of our matlab program of the factorization of A is not the same, with some variations and improvements.
a1=min(size(A1))
[A,y,index]=Zero(A1)
[X1]=MaximalLinInd(A’)
X=X1’
[N,M]=size(X)
if N==M
display(’trivial factorization’)
4Of course ξj(i) ≥ 0 for any j and
∑d
j=1 ξj(i) = 1.
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pause
end
z=X(1,:)
for i=2:N
z=z+X(i,:)
end
for i=1:M
G(:,i)=X (:,i)/z(i)
end
L=unique(G’,’rows’)
D=L’
[f,g]=size(D)
if f==2
a=min(D(1,:))
b=max(D(1,:))
B=[a,b;1-a,1-b]
U=B\X
[F,V,R]=factors(U,A)
if index==1
[F,V,R]=addzeros(A1,F,V,y)
display(’the matrix has zero columns’)
end
display(’the rows define a two-dimensonal lattice-subspace’)
pause
end
%the case of sublattice
if g==N
U=D\X
[F,V,R]=factors(U,A)
if index==1
[F,V,R]=addzeros(A1,F,V,y)
display(’the matrix has zero columns’)
end
display(’Rank factorization, the rows of the matrix generate a sublattice’)
pause
end
%the next part determines the vertices of the convex hull of columns of D
B=D’;
utrans=bsxfun(@minus,B,B(1,:))
rot=orth(utrans’)
uproj=utrans*rot
K=convhulln(uproj)
m=unique (K(:))
K1=B(m,:)’
%the columns of K1 are the vertices of the convex polytope
[N1,M1]=size(K1)
if M==M1
display(’trivial factorization’)
pause
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end
if N==M1
U=K1\X
[F,V,R]=factors(U,A)
if index==1
[F,V,R]=addzeros(A1,F,V,y)
display(’the matrix has zero columns’)
end
display(’Rank factorization, the rows of the matrix generate a lattice-subspace’)
pause
end
if M1>=a1
display(’the intermediate factor is equal to M1’)
pause
end
[C,d]=Reordering(K1)
[H]=secondpartbeta(G,C)
[H2]=Hsecond(G,C,H)
[Y]=LastVectors(X,C,z,H2)
[U]=basismatrix(X,Y,C)
[F,V,R]=factors(U,A)
if index==1
[F,V,R]=addzeros(A1,F,V,y)
display(’the matrix has zero columns’)
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function[A,y,index]=Zero(A1)
[N,M]=size(A1);
y=A1(1,:);
for i=2:N
y=y+A1(i,:);
end
A=A1
index=0
r=0
for i=1:M
if y(i)==0
j=i-r
A(:,j)=[];
index=1
r=r+1;
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% D is a matrix with columns
% a maximal set of linearly independent columns of $X$.
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function[D]=MaximalLinInd(X)
[N,M]=size(X);
c=min(size(X))
D=X(:,1)
r=2;
for i=2:M;
D=[D X(:,i)]
[n,m]=size(D)
if rank(D)<r
D(:,m)=[]
else
if c==min(size(D))
display (D)
break
else
r=r+1
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The input E is a nonnegative real matrix (for example E=A)
% and U a matrix with rows the vectors of a
% positive basis of a minimal lattice-subspace Z which contains the rows of E.
% The output are the factors F,V of E (E=FV) and the test matrix R=E-FV.
function[F,V,R]=factors(U,E)
[n,m]=size(U)
for i=1:n
for j=1:m
if abs(U(i,j))<1e-6
W(i,j)=0
W1(i,j)=0
else
W(i,j)=U(i,j)
W1(i,j)=1
end
end
end
B=eye(n)
for i=1:n
for j=1:m
if B(:,i)==W1(:,j)
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k(1,i)=j
end
end
end
for i=1:n
ai=1/U(i,k(i))
F(:,i)=E(:,k(i))*ai
end
V=W
R=E-F*V
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The function reorders the columns of X in a new matrix C whose the d first
% columns are linearly independent where d is the maximum
% number of linearly independent columns of X.
function[C,d]=Reordering(X)
[N,M]=size(X)
D=X(:,1)
W=X(:,1)
r=2;
for i=2:M
D=[D X(:,i)]
[n,m]=size(D)
if rank(D)<r
D(:,m)=[]
W=[W X(:,i)]
else
r=r+1
end
end
[d,e]=size(D)
W(:,1)=[]
C=D
[a,b]=size(W)
for i=1:b
C=[C, W(:,i)]
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% In the input, G is a NxM matrix and D a Nxm matrix with m\leq M and
% the output H is a NxM matrix with H(i,j)=1 if G(:,i)=D(:,j), else H(i,j)=0.
% In the case where $G$ is the matrix with columns the values of \beta
% and D=C is the matrix with columns the vertices of K, then H(i,j)=1
% means that \beta(i)=C(:,j) or equivalently that \beta(i)=P_j, where
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% P_j is the j-vertex of the convex polytope K.
% H(i,j)=0 for any j, means that $\beta(i) is not a vertex of K.
function[H]=secondpartbeta(G,D)
[N,M]=size(G)
[n,m]=size(D)
for i=1:M
for j=1:m
if G(:,i)==D(:,j)
H(i,j)=1
else
H(i,j)=0
end
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% In the next function H is the output of the previous function (function[H])
% and z is the sum of the columns of H. z(i)=0
% implies H(i,j)=0 for any j and \beta(i) is not a vertex of K.
% Below, for any i with z(i)=0 we expand \beta(i) as a convex combination
% of the columns of C, and we put these coefficients in the corresponding
% places of $H$. The new matrix H, is the matrix H2.
function[H2]=Hsecond(G,C,H)
[a,b]=size(C)
f=zeros(b,1)
[a1,b1]=size(H)
z=H(:,1)
for i=2:b1
z=z+H(:,i)
end
w=ones(1,b)
H2=H
e=[1]
for i=1:a1
if z(i)==0
Aeq=[C;w]
beq=[G(:,i);e]
lb=zeros(b,1)
x=linprog(f,[],[],Aeq,beq,lb)
H2(i,:)=x’
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%The next function determines the new vectors y_i.
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function[Y]=LastVectors(X,C,z,H2)
[N,M]=size(X);
[a,d]=size(C);
n=d-N ;
Y=zeros(n,M);
for k=1:n
for j=1:M
Y(k,j)=H2(j,a+k)*z(j);
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Determines a matrix U with rows the vectors of the
% positive basis of the minimal lattice-subspace Z.
function[U]=basismatrix(X,Y,C)
V=[X;Y]
[a,b]=size(C)
Z=zeros(b-a,b)
D=[C;Z]
for i=a+1:b
D(i,i)=1
end
for i=a+1:b
D(:,i)=D(:,i)/2
end
U=D\V
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function[F,V,R] = addzeros(A1,F,V,y)
m1=length(y)
r=0;
for i=1:m1
if y(i)>0
j=i-r
W(:,i)=V(:,j)
else
W(:,i)=A1(:,i)
r=r+1
end
end
F=F
V=W
R=A1-F*V
end
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