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1. Introduction
In this paper, we ﬁnd a complete asymptotic expansion of solution of the initial value problem for
the Navier–Stokes equations
∂tu − u + u · ∇u + ∇p = 0,
∇ · u = 0 (1.1)
in Rn . We provide a development around the spatial inﬁnity and obtain a precise temporal rate of
decay of the error.
In the case of periodic boundary conditions, Foias and Saut established a description of the large
time behavior of solutions of the Navier–Stokes equations with potential forcing. They proved that
there exists a sequence of manifolds with increasing codimension such that the solutions belong-
ing to the scale of manifolds have a faster rate of exponential decay [10,11]. They moreover found
the corresponding normal form which provides a complete description of the large time behavior of
solutions [12,13].
In recent decades, there has been a great deal of interest dedicated to the large time behavior
of solutions of the Navier–Stokes equations in the case of unbounded domains. The main difference
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obtained with more sophisticated techniques.
The decay of solutions of the 2D Navier–Stokes system was established by Kato using density and
the ﬁxed point technique [16]. The open problem of decay of solutions of the Navier–Stokes system
in three space dimension, raised by Leray in [24], was then solved by Schonbek using a new Fourier
splitting technique. In [28], she proved that if the initial datum u0 ∈ L2(R3)∩ Lr(R3), where 1 r < 2,
has a nonzero average, then
1
C(1+ t)3(1/r−1/2)/2 
∥∥u(·, t)∥∥L2  C(1+ t)3(1/r−1/2)/2 .
For well-localized data, a result by Wiegner [32] states that for a suﬃciently localized initial velocity,
i.e., the velocity which decays suﬃciently fast to zero at inﬁnity, we have an upper bound∥∥u(·, t)∥∥L2 = O(t−(n+2)/4). (1.2)
This rate of decay is sharp in the sense that if a solution decays with a faster rate, it has to satisfy a set
of algebraic identities which most of the solutions do not [26] (the codimension of such solutions was
estimated from above by Gallay and Wayne in [15]). It is well known that in even space dimension,
there exist explicit solutions which decay to zero exponentially fast. More recently, it was shown by
Brandolese in [3,4] that there exist solutions in odd space dimensions which decay with a certain
algebraic rate faster than (1.2).
The space–time decay for the Navier–Stokes equations was addressed by Takahashi [31] and Am-
rouche et al. [1]. The pressure causes an interesting phenomenon if we start with initial data in S:
The solution immediately decays only algebraically at spatial inﬁnity [4,23]. If a solution decays in
the space variable any faster than a generic rate, it satisﬁes a certain set of algebraic identities [8].
Brandolese and Meyer studied this problem and showed that non-generic data satisfying special sym-
metries exist [5]. We note that for well-localized datum, the sharp rate of decay was obtained by the
ﬁrst author and Torres in [21,22]. For other important results on decay of solutions of the Navier–
Stokes system, cf. [2,17,19,25,27,29,30].
Regarding the asymptotic proﬁles for u, Carpio obtained an asymptotic development for time decay
of u up to second order [7]. Fujigaki and Miyakawa extended this result by considering a Taylor
expansion for the Oseen kernel; the number of terms of the sum is bounded by the dimension n.
Choe and Jin proved that the expansion in [9] can be used to obtain an asymptotic development in
polynomial weighted spaces with the number of terms bounded by n. Asymptotic proﬁles were also
obtained by Gallay and Wayne in [15] using similarity variables, and by Brandolese and Vigneron in
[6], who proved that the solution u behaves asymptotically as a potential ﬁeld as |x| → ∞.
In this paper we provide a complete asymptotic expansion for the velocity ﬁeld. This development
is easy to calculate, and as opposed to previous results, the number of terms is not restricted. We also
emphasize that the degree of the polynomial weight increases as we increase the number of terms of
the expansion. Moreover, the results in this paper can be generalized to obtain expansions for higher
order derivatives of u. The techniques used rely on expanding the vorticity in the Fourier variables and
splitting in lower and upper frequencies, an approach introduced in [22]. As a result, the terms are
computed linearly with respect to the vorticity averages. It is possible, and we do so in Sections 3–5
below, to express the linear quantities in terms of quadratic expressions and quadratic moments as
used in [26]. Since the velocity u does not decay fast enough as |x| → ∞ (see [23, Chapter 25]), we
need to use a different method to treat the higher order terms of the asymptotics (|α|  n + 4) as
shown in Sections 4 and 5.
2. Notation and the main result
It is well known that for every given initial datum u0 ∈ L2(Rn), there exists a global weak solution
u satisfying a form of energy inequality (cf. [24] for n  3 and [19] for n  4). In this paper, we
assume that the initial datum is smooth and well localized; for simplicity, we take u0 ∈ S satisfying
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solution satisﬁes ∥∥u(·, t)∥∥L2 = O(t−(n+2)/4).
This is a generic rate of decay for well-localized data; the solutions which decay quicker satisfy a set
of algebraic identities, which most solutions do not. While our main focus is on the solutions with
generic decay t−(n+2)/4, we can also treat solutions which decay with a quicker rate. Hence, we may
assume ∥∥u(·, t)∥∥L2 = O(t−γ0) (2.3)
where f (t) = O(t−α) means supt>0 tα | f (t)| < +∞. Due to [32], we can assume that without loss of
generality
γ0 
n + 2
4
.
Our method is based on considerations based on vorticity; to avoid issues concerning smoothness,
we assume that the solution is strong, i.e., u ∈ C([0,∞), H1(Rn)). This is automatically true in space
dimension 2 if u0 ∈ H1(R2), but it has to be assumed in higher space dimensions (the set of such
solutions is not empty; if the Ln norm of u0 is suﬃciently small, the smoothness condition is satisﬁed
[16]).
First we note that by a result in [18] we have∥∥|x|au(·, t)∥∥Lp = O(t−γ0+a/2−(n/2)(1/2−1/p))
for a ∈ [0,n/p′ + 1). Consider the vorticity tensor ω = (ωi j)i, j=1,2,...,n which is deﬁned by
ωi j = ∂iu j − ∂ jui, i, j = 1, . . . ,n.
It satisﬁes the equation
∂tωi j − ωi j + ∂i(ukωkj) − ∂ j(ukωki) = 0, i, j = 1, . . . ,n. (2.4)
(The summation convention on repeated indices is used throughout.) From [22,18], recall the estimate∥∥|x|aω(·, t)∥∥Lp = O(t−γ0−1/2+a/2−(n/2)(1/2−1/p)) (2.5)
for p ∈ [2,+∞] and a 0. By the inequality ‖v‖L1  C‖v‖1/2L2 ‖|x|nv‖
1/2
L2
(cf. [14]), we obtain that (2.5)
holds also for p = 1, and by Hölder’s inequality also for p ∈ [1,2].
In the paper, we use the Fourier transform fˆ (ξ) = ∫ f (x)e−ix·ξ dx. The following result gives a
complete space–time asymptotic of the solution.
Theorem 2.1. Let η ∈ S(Rn) be such that (1 − η(ξ))/|ξ |2 is a C∞ function. Let u be a smooth solution
of the Navier–Stokes equations with initial data u0 ∈ S such that divu0 = 0. Also, assume that u satisﬁes
‖u(·, t)‖L2 = O(t−γ0 ) where γ0  (n + 2)/4. Then
∥∥∥∥|x|a
(
u j(·, t) −
∑
2|α|m
1
α!
(
(−i)|α|+1η(√tξ)ξαξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
)∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p)) (2.6)
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the space–time asymptotic expansion
∣∣∣∣u j(x, t) − ∑
2|α|m
1
α!
(
(−i)|α|+1η(√tξ)ξαξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
∣∣∣∣ C|x|atγ0−a/2+n/4
where the constant C does not depend on x or t.
For α = (α1, . . . ,αn) ∈ Nn0 \ {0}, denote by N(α) the number of its nonzero coordinates, i.e.,
N(α) = card{ j ∈ {1, . . . ,n}: α j = 0}.
Then, for any function f deﬁned on Nn0, we have
∑
|α|=k
f (α) =
n∑
l=1
∑
|β|=k−1
1
N(el + β) f (el + β)
where el denotes the multiindex with 1 in the l-th place and zeros elsewhere. This formula states
that every multiindex α such that |α| = k can be written in N(α) different ways in the form β + el
where |β| = k − 1 and l ∈ {1, . . . ,n}. Denoting by (Rk f )ˆ = (ξk/i|ξ |) fˆ the k-th Riesz transform, we get
∑
2|α|m
1
α!
(
(−i)|α|+1η(√tξ)ξαξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
=
m∑
l=1
∑
1|β|m−1
1
N(el + β)(el + β)!
(
(−i)|β|+2η(√tξ)ξlξkξβ
|ξ |2
)∨ ∫
yl y
βωkj(y, t)dy
=
m∑
l=1
∑
1|β|m−1
(−1)|β|
N(el + β)(el + β)!
√
t
|β|−n
Rl Rk
(
∂βηˇ
(
x√
t
))∫
yl y
βωkj(y, t)dy
and we may thus rewrite the relation (2.6) as
∥∥∥∥∥|x|a
(
u j(·, t) −
n∑
l=1
∑
1|β|m−1
(−1)|β|+1
N(el + β)(el + β)!
√
t
|β|−n
RlRk
(
∂βηˇ
(
x√
t
))∫
yl y
βωkj(y, t)dy
)∥∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p))
and the equality holds for all p ∈ [2,∞], m ∈N, and a ∈ [0,m + n − n/p).
Remark 2.2. The most natural choice for η is
η(ξ) = e−|ξ |2
which is the Fourier transform of the normalized Gaussian
ηˇ(x) = 1
n/2
e−|x|2/4.
(4π)
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kernel G(x, t) = (4πt)−n/2 exp(−|x|2/4t) as
∥∥∥∥∥|x|a
(
u j(·, t) −
n∑
l=1
∑
1|β|m−1
(−1)|β|
N(el + β)(el + β)!
(∫
yβ ylωkj(y, t)dy
)(
RlRk∂βG(·, t)
))∥∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p)) (2.7)
which holds for any p ∈ [2,∞], m ∈N, and a ∈ [0,m + n − n/p). In the case p = ∞, we obtain
∣∣∣∣∣u j(·, t) −
n∑
l=1
∑
1|β|m−1
(−1)|β|
N(el + β)(el + β)!
(∫
yβ ylωkj(y, t)dy
)(
RlRk∂βG(·, t)
)∣∣∣∣∣
 C|x|atγ0−a/2+n/4 (2.8)
for all m ∈N and a ∈ [0,m + n).
Proof of Theorem 2.1. We start by the Biot–Savart law, which is written in Fourier variables as
uˆ j(ξ, t) = −iξk|ξ |2 ωˆkj(ξ, t). (2.9)
From [26], it follows that ωˆkj(0, t) = 0 for all t > 0, and by [18] we have
∂αωˆkj(0, t) =
∫
(−ix)αωkj(x, t)dx = 0, |α| = 1. (2.10)
Hence, applying the Taylor formula around the origin to the Fourier transform of the vorticity, we
obtain
ωˆkj(ξ, t) =
∑
2|α|m
1
α!ξ
α∂αωˆkj(0, t) + (m + 1)
1∫
0
∑
|β|=m+1
1
β! ξ
β(1− s)m∂βωˆkj(sξ, t)ds. (2.11)
With the decomposition ωˆkj(ξ, t) = η(
√
tξ)ωˆkj(ξ, t)+ (1− η(
√
tξ))ωˆkj(ξ, t), the identity (2.11) can be
rewritten as
ωˆkj(ξ, t) =
∑
2|α|m
1
α! ξ
αη(
√
tξ)∂αωˆkj(0, t)
+ (m + 1)η(√tξ)
∑
|β|=m+1
1∫
0
1
β!ξ
β(1− s)m∂βωˆkj(sξ, t)ds
+ (1− η(√tξ))ωˆkj(ξ, t). (2.12)
Substituting (2.12) into (2.9) we get
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∑
2|α|m
1
α!
iξαξk
|ξ |2 η(
√
tξ)∂αωˆkj(0, t)
= −(m + 1)η(√tξ)
∑
|β|=m+1
1∫
0
iξβξk
β!|ξ |2 (1− s)
m∂βωˆkj(sξ, t)ds − iξk|ξ |2
(
1− η(√tξ))ωˆkj(ξ, t).
By the Hausdorff–Young inequality, we have
∥∥∥∥|x|a
(
u j(·, t) −
∑
2|α|m
1
α!
(
(−i)|α|+1η(√tξ)ξαξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
)∥∥∥∥
Lp
 C
∥∥∥∥∥Λa
(
η(
√
tξ)
1∫
0
∑
|β|=m+1
ξβξk
β!|ξ |2 (1− s)
m∂βωˆkj(sξ, t)ds
)∥∥∥∥∥
Lp′
+ C
∥∥∥∥Λa
((
1− η(√tξ)) ξk|ξ |2 ωˆkj(ξ, t)
)∥∥∥∥
Lp′
= I1 + I2
where p is as in the statement, 1/p + 1/p′ = 1, and Λ = (−)1/2.
In order to estimate I1, we need to ﬁnd q, r ∈ (1,∞) such that 1/q + 1/r = 1/p′ , r > n, and
q(a −m) < n. For this, we observe that a <m + n(1 − 1/p), and thus we can ﬁnd M > 0 suﬃciently
large so that 1−1/p > 1/(n+M) and a <m+n(1−1/p−1/(n+M)). Now we deﬁne r = n+M and q
by the relation 1/q+ 1/r = 1/p′ , which is possible since r > p′ . Hence, m+n(1− 1/p − 1/(n+ M)) =
m + n(1/p′ − 1/r) =m + n/q, which implies a <m + n/q, and consequently q(a −m) < n.
By [20, Lemma 2.10], we have
I1  C
∑
|β|=m+1
∥∥∥∥Λa
(
ξβξk
|ξ |2 η(
√
tξ)
)∥∥∥∥
Lq
∥∥∥∥∥
1∫
0
(1− s)m∂βωˆkj(sξ, t)ds
∥∥∥∥∥
Lr
+ C
∥∥∥∥ξβξk|ξ |2 η(
√
tξ)
∥∥∥∥
Lq
∥∥∥∥∥Λa
( 1∫
0
(1− s)m∂βωˆkj(sξ, t)ds
)∥∥∥∥∥
Lr
. (2.13)
Now, for |β| =m + 1 we have
∥∥∥∥Λa
(
ξβξk
|ξ |2 η(
√
tξ)
)∥∥∥∥
Lq
= t−m/2
∥∥∥∥Λa
(
(
√
tξ)β(
√
tξk)
|√tξ |2 η(
√
tξ)
)∥∥∥∥
Lq
and since Λa( f (bξ)) = ba(Λa f )(bξ), the latter is equal to
t(a−m)/2
∥∥∥∥
(
Λa
(
ζ βζk
|ζ |2 η(ζ )
))∣∣∣∣√
tξ
∥∥∥∥
Lq
= t(a−m−n/q)/2
∥∥∥∥Λa
(
ξβξk
|ξ |2 η(ξ)
)∥∥∥∥
Lq
= O(t(a−m−n/q)/2)
where the last equality holds since q(a − m) < n implies Λa(ξβξkη(ξ)/|ξ |2) ∈ Lq(Rn) [22]. Next, by
the Hausdorff–Young inequality, we get
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1∫
0
(1− s)m∂βωˆkj(sξ, t)ds
∥∥∥∥∥
Lr

1∫
0
(1− s)m∥∥∂βωˆkj(sξ, t)∥∥Lrξ ds
 C
1∫
0
(1− s)m
sn/r
∥∥|x|m+1ωkj(x, t)∥∥Lr′ ds.
Using n/r < 1 and ‖|x|m+1ωkj(x, t)‖Lr′ = O(t−γ0+m/2−(n/2)(1/2−1/r
′)) by (2.5), we conclude that
∥∥∥∥∥
1∫
0
(1− s)m∂βωˆkj(sξ, t)ds
∥∥∥∥∥
Lr
= O(t−γ0+m/2−(n/2)(1/2−1/r′)).
Applying the same estimates for the second term in (2.13), we get I1 = O(t−γ0+a/2−(n/2)(1/2−1/p)).
For I2, we get with q and r as above
I2  C
∥∥∥∥Λa
(
1− η(√tξ)
|ξ |2
)∥∥∥∥
Lr
‖ ξkωˆkj‖Lq + C
∥∥∥∥1− η(
√
tξ)
|ξ |2
∥∥∥∥
Lr
∥∥Λa(ξkωˆkj(ξ, t))∥∥Lq
 Cta/2+1−n/2r
∥∥ξkωˆkj(ξ, t)∥∥Lr + Ct1−n/2r∥∥Λa(ξkωˆkj(ξ, t))∥∥Lr
where for the last inequality, we used Λa((1 − η(ξ))/|ξ |2) ∈ Lr(Rn). If q < 2, we apply the in-
equality ‖ f ‖Ls  ‖ f ‖3/2−1/sL2 ‖|x|n f ‖
1/s−1/2
L2
for s ∈ [1,2] from [14] with f = ξkωˆkj(ξ, t) and f =
Λa(ξn+1k ωˆkj(ξ, t)) and get
∥∥ξkωˆkj(ξ, t)∥∥Lq  C∥∥ξkωˆkj(ξ, t)∥∥3/2−1/qL2 ∥∥ξn+1k ωˆkj(ξ, t)∥∥1/q−1/2L2
= C∥∥Λ(ωkj(x, t))∥∥3/2−1/qL2 ∥∥Λn+1(ωkj(x, t))∥∥1/q−1/2L2
= O(t−γ0−1−n/2q+n/4).
If q  2, the estimate ‖ξkωˆkj(ξ, t)‖Lq = O(t−γ0−1−n/2q+n/4) follows from (2.5) and the Hausdorff–
Young inequality. Similarly,∥∥Λa(ξkωˆkj(ξ, t))∥∥Lq = O(ta/2−γ0−1−n/2q+n/4).
Therefore,
I2 = O
(
ta/2−γ0−n/2(1/r+1/q−1/2)
)= O(ta/2−γ0−(n/2)(1/2−1/p))
which proves the theorem. 
Remark 2.3. Applying the same proof as in Theorem 2.1, we can obtain also the asymptotic develop-
ment for all the derivatives of u. Namely, we have
∥∥∥∥|x|a
(
∂
β
x u j(·, t) −
∑
2|α|m
1
α!
(
(−1)|β|(−i)|α|+|β|+1η(√tξ)ξα+βξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
)∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p)) (2.14)
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as β becomes larger. When p = ∞, the estimate (2.14) can be rewritten as
∣∣∣∣∂βu j(x, t) − ∑
2|α|m
1
α!
(
(−1)|α|+1(−i)|α|+|β|+1η(√tξ)ξα+βξk
|ξ |2
)∨ ∫
yαωkj(y, t)dy
∣∣∣∣
 C|x|atγ0−a/2+n/4
which is valid for all m ∈N and 0 a <m + b + n.
3. Lower order asymptotics (|α| n+ 3)
In this section, we write the lower order terms of the asymptotics only in terms of the velocity
and the initial data, by expressing the moments of the vorticity in terms of quadratic quantities. Of
particular interest is the asymptotic development (3.25), which shows that the long term behavior of
u is determined with scalars of the form
∫∞
0
∫
xαu juk dxds.
Lemma 3.1. Under the conditions of Theorem 2.1 we have
∫
xαωi j(x, t)dx−
∫
xαωi j(x,0)dx
=
t∫
0
∫

(
xα
)
ωi j(x, s)dxds +
t∫
0
∫
∂ik
(
xα
)
uku j dxds −
t∫
0
∫
∂ jk
(
xα
)
ukui dxds (3.15)
for all α ∈ Nn0 such that |α| n + 3.
Proof. Let R > 0 and let φ ∈ C∞0 (Rn) be such that φ ≡ 1 in B1(0), suppφ ⊆ B2(0). Multiplying the
equations for the vorticity (2.4) by φ(x/R)xα and integrating in both space and time variables, we get
∫
xαωi j(x, t)φ
(
x
R
)
dx−
∫
xαωi j(x,0)φ
(
x
R
)
dx
=
t∫
0
∫
xαωi jφ
(
x
R
)
dxds +
t∫
0
∫
xα∂i(ukωkj)φ
(
x
R
)
dxds
−
t∫
0
∫
xα∂ j(ukωki)φ
(
x
R
)
dxds.
Integrating by parts, we obtain
∫
xαωi j(x, t)φ
(
x
R
)
dx−
∫
xαωi j(x,0)φ
(
x
R
)
dx
= 1
R2
t∫ ∫
xαφ
(
x
R
)
ωi j dxds + 2
R
t∫ ∫
∂k
(
xα
)
∂kφ
(
x
R
)
ωi j(x, s)dxds0 0
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t∫
0
∫

(
xα
)
φ
(
x
R
)
ωi j dxds −
t∫
0
∫
∂i
(
xα
)
φ
(
x
R
)
ukωkj dxds
− 1
R
t∫
0
∫
xα∂iφ
(
x
R
)
ukωkj dxds +
t∫
0
∫
∂ j
(
xα
)
φ
(
x
R
)
ukωki dxds
+ 1
R
t∫
0
∫
xα∂ jφ
(
x
R
)
ukωki dxds
= I1 + I2 + · · · + I7. (3.16)
Before sending R → ∞, we rewrite the terms I4 and I6 by using ωi j = ∂iu j − ∂ jui and get
I4 = −
t∫
0
∫
∂i
(
xα
)
φ
(
x
R
)
uk(∂ku j − ∂ juk)dxds.
Since divu = 0 and uk∂ juk = (1/2)∂ j(ukuk), we have
I4 = −
t∫
0
∫
∂i
(
xα
)
φ
(
x
R
)
∂k(uku j)dxds + 12
t∫
0
∫
∂i
(
xα
)
φ
(
x
R
)
∂ j(ukuk)dxds
and thus, integrating by parts,
I4 =
t∫
0
∫
∂ik
(
xα
)
φ
(
x
R
)
uku j dxds + 1R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds
− 1
2
t∫
0
∫
∂i j
(
xα
)
φ
(
x
R
)
ukuk dxds − 12R
t∫
0
∫
∂i
(
xα
)
∂ jφ
(
x
R
)
ukuk dxds. (3.17)
In a completely analogous way, we get
I6 = −
t∫
0
∫
∂ jk
(
xα
)
φ
(
x
R
)
ukui dxds − 1R
t∫
0
∫
∂ j
(
xα
)
∂kφ
(
x
R
)
ukui dxds
+ 1
2
t∫
0
∫
∂i j
(
xα
)
φ
(
x
R
)
ukuk dxds + 12R
t∫
0
∫
∂ j
(
xα
)
∂iφ
(
x
R
)
ukuk dxds. (3.18)
We may now verify the assumptions of the Dominated Convergence Theorem for the case |α| n+2.
For the sake of illustration, we only show this for the terms
1
R
t∫ ∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds0
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1
R
t∫
0
∫
xα∂ jφ
(
x
R
)
ukωki dxds
the other terms being treated in a similar way. By [23, Chapter 25] we have
sup
s∈[0,t]
sup
x∈Rn
(
1+ |x|n+1)∣∣u(x, s)∣∣< ∞. (3.19)
Hence, using |α| n + 2,
∣∣∣∣∂i(xα)∂kφ
(
x
R
)
uku j
∣∣∣∣ C |x||α|−11+ |x|2n+2  C1+ |x|2n+3−|α| ∈ L1
([0, t] ×Rn).
For the second limit, we use a result in [15] (cf. also [23,22]) which states that for any b 0
sup
s∈[0,t]
sup
x∈Rn
|x|b∣∣ωi j(x, s)∣∣< ∞
in order to conclude∣∣∣∣ 1R xα∂ jφ
(
x
R
)
ukωki
∣∣∣∣ C |x||α|1+ |x|b  C1+ |x|b−|α| ∈ L1
([0, t] ×Rn)
for any ﬁxed b > |α| + n. Thus, we can take the limit as R → ∞ to obtain (3.15). Note that the third
term in (3.17) cancels with the third term in (3.18) when adding I4 and I6.
In the case |α| = n+3, we can no longer apply the Dominated Convergence Theorem for the terms
1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds
or
− 1
R
t∫
0
∫
∂ j
(
xα
)
∂kφ
(
x
R
)
ukui dxds.
However, we can still show that as R → ∞ these two terms tend to zero. Indeed, using (3.19) again,
we have
∣∣∣∣∣ 1R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds
∣∣∣∣∣
 C
R
t∫
0
∫
R|x|2R
|x|n+2 1|x|2n+2 dxds
C
R
(
ln(2R) − ln(R))→ 0.
Therefore, (3.15) also holds for |α| = n + 3. 
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quadratic quantities as follows. For 2  |α|  3, we have ∫ t0 ∫ (xα)ωi j(x, s)dxds = 0 by ωˆ(0, t) = 0
and (2.10); hence, in this case
∫
xαωi j(x, t)dx =
∫
xαωi j(x,0)dx+
t∫
0
∫
∂ik
(
xα
)
uku j dxds −
t∫
0
∫
∂ jk
(
xα
)
ukui dxds. (3.20)
In the case 4 |α| 5, we use (3.20) to write
t∫
0
∫

(
xα
)
ωi j(x, s)dxds
=
t∫
0
(∫

(
xα
)
ωi j(x,0)dx+
s∫
0
∫
∂ik
(
xα
)
uku j dxdσ −
s∫
0
∫
∂ jk
(
xα
)
ukui dxdσ
)
ds.
Applying the Fubini Theorem, we obtain
t∫
0
∫

(
xα
)
ωi j(x, s)dxds = t
∫

(
xα
)
ωi j(x,0)dx+
t∫
0
∫
(t − s)∂ik
(
xα
)
uku j dxds
−
t∫
0
∫
(t − s)∂ jk
(
xα
)
ukui dxds.
Hence, for 4 |α| 5, we have
∫
xαωi j(x, t)dx
=
∫
xαωi j(x,0)dx+ t
∫

(
xα
)
ωi j(x,0)dx
+
t∫
0
∫
(t − s)∂ik
(
xα
)
uku j dxds −
t∫
0
∫
(t − s)∂ jk
(
xα
)
ukui dxds
+
t∫
0
∫
∂ik
(
xα
)
uku j dxds −
t∫
0
∫
∂ jk
(
xα
)
ukui dxds. (3.21)
We may continue in this manner for all α such that |α| n + 3. Using induction, we get
∫
xαωi j(x, t)dx =
[|α|/2]−1∑
l=0
tl
l!
∫
l
(
xα
)
ωi j(x,0)dx
+
[|α|/2]−1∑
l=0
t∫ ∫
(t − s)l
l! ∂ik
l(xα)(uku j)(x, s)dxds0
618 I. Kukavica, E. Reis / J. Differential Equations 250 (2011) 607–622−
[|α|/2]−1∑
l=0
t∫
0
∫
(t − s)l
l! ∂ jk
l(xα)(ukui)(x, s)dxds (3.22)
for all α such that |α| n + 3 and all i, j ∈ {1, . . . ,n}. Therefore, we have proven the following theo-
rem.
Theorem 3.2. Let η, u0 , u, and γ0 be as in the statement of Theorem 2.1. Then
∥∥∥∥∥|x|a
(
u j(·, t) −
n∑
l=1
∑
1|β|m−1
(−1)|β|
N(el + β)(el + β)!
√
t
|β|−n
Rl Rk
(
∂βηˇ
(
x√
t
))
×
([(|β|−1)/2]∑
l=0
tl
l!
∫
l
(
yl y
β
)
ωi j(y,0)dy
+
[(|β|−1)/2]∑
l=0
t∫
0
∫
(t − s)l
l! ∂ik
l(yl yβ)(uku j)(y, s)dy ds
−
[(|β|−1)/2]∑
l=0
t∫
0
∫
(t − s)l
l! ∂ jk
l(yl yβ)(ukui)(y, s)dy ds
))∥∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p))
for any p ∈ [2,∞], m ∈ {2,3, . . . ,n + 3}, and a ∈ [0,m + n − n/p).
As mentioned above, the expression
∫ t
0
∫
xβu juk dxdt is well deﬁned if |β| n + 3. In this case
∣∣∣∣
∫
xβu juk dx
∣∣∣∣ C∥∥|x||β||u|2∥∥L1 = C∥∥|x||β|/2u∥∥2L2 = O(t−2γ0+|β|/2).
This function is integrable in t around inﬁnity if −2γ0 + |β|/2< −1, which is the case if
|β| < 4γ0 − 2. (3.23)
In the case of generic decay γ0 = (n + 2)/4, this condition reads as |β| < n. We thus obtain
t∫
0
∫
xβu juk dxdt =
∞∫
0
∫
xβu juk dxdt + O
(
t−2γ0+|β|/2+1
)
.
Using the above observation, we may rewrite (3.22) as
∫
xαωi j(x, t)dx =
[|α|/2]−1∑
l=0
tl
l!
∫
l
(
xα
)
ωi j(x,0)dx
+
[|α|/2]−1∑
l=0
∞∫ ∫
(t − s)l
l! ∂ik
l(xα)(uku j)(x, s)dxds0
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[|α|/2]−1∑
l=0
∞∫
0
∫
(t − s)l
l! ∂ jk
l(xα)(ukui)(x, s)dxds
+ O(t−2γ0+|α|/2) (3.24)
and this holds provided |α| n + 3 and |α| < 2γ0. After a short calculation, we obtain
∥∥∥∥∥|x|a
(
u j(·, t) −
n∑
l=1
∑
1|β|m−1
(−1)|β|+1
N(el + β)(el + β)!
√
t
|β|−n
RlRk
(
∂βηˇ
(
x√
t
))
×
([(|β|−1)/2]∑
l=0
tl
l!
∫
l
(
yl y
β
)
ωi j(y,0)dy
+
[(|β|−1)/2]∑
l=0
∞∫
0
∫
(t − s)l
l! ∂ik
l(yl yβ)(uku j)(y, s)dy ds
−
[(|β|−1)/2]∑
l=0
∞∫
0
∫
(t − s)l
l! ∂ jk
l(yl yβ)(ukui)(y, s)dy ds
))∥∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p)) (3.25)
for any p ∈ [2,∞], m ∈ {2,3, . . . ,n + 3}, and a ∈ [0,m + n − n/p) such that m < 4γ0.
4. Higher order asymptotics (|α| n+ 4)
For the range |α|  n + 4, the spatial decay of the velocity is not suﬃcient to even deﬁne the
quadratic velocity moments. In order to overcome this diﬃculty, we use the lower order asymptotic
formula already obtained in Section 3 above. (An alternative way is to use quadratic moments involv-
ing the vorticity as in the next section.) For simplicity, we address only the case n = 3 and |α| = 7.
The higher α may be treated using the same idea and the recursion.
Theorem 4.1. Under the conditions of Theorem 2.1 the identity
∫
xαωi j(x, t)dx−
∫
xαωi j(x,0)dx
=
t∫
0
∫

(
xα
)
ωi j dxds +
t∫
0
∫
∂ik
(
xα
)
(uk − fk3)u j dxds
+
t∫
0
∫
∂ik
(
xα
)
fk3(u j − f j3)dxds −
t∫
0
∫
∂ jk
(
xα
)
(uk − fk3)ui dxds
−
t∫
0
∫
∂ jk
(
xα
)
fk3(ui − f i3)dxds + lim
R→∞ H(R)
holds for |α| = 7, where
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t∫
0
∫
∂ik
(
xα
)
φ
(
x
R
)
fk3 fk3 dxds + 1R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
fk3 f j3 dxds
− 1
2R
t∫
0
∫
∂i
(
xα
)
∂ jφ
(
x
R
)
fk3 fk3 dxds −
t∫
0
∫
∂ jk
(
xα
)
φ
(
x
R
)
fk3 f i3 dxds
− 1
R
t∫
0
∫
∂ j
(
xα
)
∂kφ
(
x
R
)
fk3 f i3 dxds + 12R
t∫
0
∫
∂ j
(
xα
)
∂iφ
(
x
R
)
fk3 fk3 dxds
and
fkm(x, t) = −
∑
2|α|m
1
α!
(
η(
√
tξ)ξα iξl
|ξ |2
)∨
(x)∂αωˆlk(0, t).
Proof. To illustrate the arguments used in the proof, we choose one of the terms from Eqs. (3.16)–
(3.18). All the other terms can be handled in a completely analogous way. We write
1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds
= 1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
(uk − fk3)u j dxds + 1R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
fk3u j dxds
= 1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
(uk − fk3)u j dxds
+ 1
R
t∫
0
∂i
(
xα
)
∂kφ
(
x
R
)
fk3(u j − f j3)dxds + 1R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
fk3 f j3 dxds
= I1 + I2 + I3.
Now, applying Theorem 2.1 to obtain supx∈R3,0st |x|5|u j − f j3| < ∞ and using supx∈R3,0st |x|4 ×|u j | < +∞ we conclude
|I1| + |I2| C
R
t∫
0
∫ ∣∣∣∣∂kφ
(
x
R
)∣∣∣∣ |x|6|x|9 dxds CR
t∫
0
2R∫
R
1
ρ
dρ ds C
R
log2.
Hence,
lim
R→+∞
1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
uku j dxds = lim
R→+∞
1
R
t∫
0
∫
∂i
(
xα
)
∂kφ
(
x
R
)
fk3 f j3 dxds.
The claim then follows by treating the other terms the same way. 
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As in the previous section, our aim is to describe the terms of the asymptotic development (2.6)
using quadratic expressions, but here, we use the moments involving the velocity and the vorticity.
The advantage of using vorticity is that there is no diﬃculty at the spatial inﬁnity.
First, we start with Eq. (3.16). Sending R → ∞, we obtain the recursive relation∫
xαωi j(x, t)dx−
∫
xαωi j(x,0)dx
=
t∫
0
∫

(
xα
)
ωi j dxds −
t∫
0
∫
∂i
(
xα
)
ukωkj dxds +
t∫
0
∫
∂ j
(
xα
)
ukωki dxds (5.26)
where we used that ωi j are well localized to justify passing to the limit. Using the induction, we can
easily prove the next statement.
Theorem 5.1. Let η, u0 , u, and γ0 be as in the statement of Theorem 2.1. Then∥∥∥∥|x|a
(
u j(·, t) −
∑
2|α|m
1
α!
(
(−i)|α|+1η(√tξ)ξαξk
|ξ |2
)∨
fα,k, j(t)
)∥∥∥∥
Lp
= O(t−γ0+a/2−(n/2)(1/2−1/p)) (5.27)
for any ∈ [2,∞], m ∈N, and a ∈ [0,m + n − n/p), where
fα,i, j(t) =
[|α|/2]−1∑
l=0
tl
l!
∫
l
(
xα
)
ωi j(x,0)dx
−
[|α|/2]−1∑
l=0
t∫
0
∫
(t − s)l
l! ∂i
l(xα)(ukωkj)(x, s)dxds
+
[|α|/2]−1∑
l=0
t∫
0
∫
(t − s)l
l! ∂ j
l(xα)(ukωki)(x, s)dxds
for all α ∈ Nn0 and k, j ∈ {1, . . . ,n}.
As in the derivation of (3.25), we may obtain the estimate (5.27) with
fα,i, j(t) =
[|α|/2]−1∑
l=0
tl
l!
∫
l
(
xα
)
ωi j(x,0)dx
−
[|α|/2]−1∑
l=0
∞∫
0
∫
(t − s)l
l! ∂i
l(xα)(ukωkj)(x, s)dxds
+
[|α|/2]−1∑
l=0
∞∫
0
∫
(t − s)l
l! ∂ j
l(xα)(ukωki)(x, s)dxds
without any restriction on m other than m < 4γ0.
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