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Abstract
We prove the triviality of the first L2 cohomology class of based
path spaces of Riemannian manifolds furnished with Brownian motion
measure, and the consequent vanishing of L2 harmonic one-forms. We
give explicit formulae for closed and co-closed one-forms expressed as
differentials of functions and co-differentials of L2 two-forms, respec-
tively; these are considered as extended Clark-Ocone formulae. A fea-
ture of the proof is the use of the temporal structure of path spaces to
relate a rough exterior derivative operator on one-forms to the exterior
differentiation operator used to construct the de Rham complex and
the self-adjoint Laplacian on L2 one-forms. This Laplacian is shown
to have a spectral gap.
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1 Introduction
A. It is a well-known classical theorem that a smooth vector field V on Rn
is a gradient if and only if its derivative DV (x) ∈ L(Rn;Rn) is symmetric
at each point x. This is equivalent to saying that a smooth differential
one-form φ : Rn → (Rn)∗ is the derivative of a real-valued function if and
only if the derivative of φ at x, Dφ(x) ∈ L(Rn;L(Rn;R)) ≃ L(Rn,Rn;R),
is symmetric. If the bilinear map Dφ(x) is considered as an element of
L(⊗2Rn;R), this is equivalent in turn to the vanishing of Dφ(x) on the
subspace ∧2Rn of skew-symmetric two-tensors.
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For a smooth manifold M , the corresponding condition on a differential
one-form φ is invariantly expressed by the vanishing of the exterior derivative
d1φ : ∧2TM → R given by, for any two vector fields V1, V2 on M ,
2(d1φ)x(V1(x) ∧ V2(x)) = LV1(φ(V2))(x) − LV2(φ(V1))(x) − φ ([V1, V2](x)) ,
(1)
where LV denotes Lie differentiation in the direction V .
This condition is only necessary in general. The first de Rham cohomol-
ogy group H1(M ;R) measures the extent to which it fails to be sufficient:
H1(M ;R) :=
Ker(d1)
Image(d)
, (2)
where d refers to the usual differentiation of functions on M .
It is immediate that formula (1) agrees with the definition of d1φ as the
anti-symmetrisation of the covariant derivative
∇φ ∈ L(TM ;L(TM ;R)) ≃ L(TM,TM ;R)
for any torsion-free connection. For an arbitrary connection we have
2(d1φ)(v1∧v2) = (∇v1φ)(v2)− (∇v2φ)(v1)+φ(T (v1, v2)), v1, v2 ∈ TxM, (3)
where x ∈M and T : TM ⊕ TM → TM is the torsion tensor.
Note our convention of having the factor 2 in these definitions. This
is in agreement with [15] [10] [31] and Kobayashi and Nomizu [20]. It is
essentially forced by our wish to treat the spaces of exterior powers of any
vector space as subspaces of the corresponding tensor product spaces, but
the Hodge-Kodaira Laplacian will no longer have the usual well known form.
B. The above makes sense for general Banach manifoldsM (see, e.g., [22]),
though suitable completions need to be taken for the tensor products. In
fact, when M is infinite dimensional, we let ⊗2TxM denote the completed
tensor product using the largest cross norm, i.e., the projective tensor prod-
uct, and similarly for its subspace ∧2TxM. Then two-forms are sections of
the dual bundle to ∧2TM.
When G and H are Hilbert spaces, we use G⊗H for the standard Hilbert
space completion of the tensor products, so there is the natural isometry
G⊗H → L2(H;G) onto the space of Hilbert-Schmidt operators.
C. When our manifold has a suitable Borel measure and a Riemannian
metric (or a given smooth family of norms on its tangent spaces), it makes
sense to consider forms which are in L2. In finite dimensions, if the manifold
M is complete Riemannian and the measure smooth, the exterior differen-
tiation on smooth forms is closable, leading to a closed operator which we
still write as d1, from a dense domain in L2ΓT ∗M , the space of L2 sections
of the cotangent bundle, to L2Γ(∧2TM)∗.
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The first L2 cohomology group is then the vector space L2H1(M ;R)
defined by equation (2) but using only L2 forms. There is also a Hodge
decomposition
L2ΓT ∗M = Image(d)
⊕
H1(M)
⊕
Image(d1∗), (4)
where d1∗ denotes the adjoint of d1, the overlining denotes the (topological)
closure, and H1(M) denotes the space of harmonic one-forms, the intersec-
tion of the kernel of d1 with that of d∗.
D The space Cx0 := Cx0([0, T ];M) of continuous paths from a fixed inter-
val [0, T ] into a compact Riemannian manifold M , starting at a given point
x0 of M , has a natural smooth Banach manifold structure [8]. The tangent
space TσCx0 at a point σ consists of continuous paths v : [0, T ] → TM ly-
ing over σ, with v(0) = 0 ∈ Tx0M . Differential forms on this manifold as
described above will be called geometric forms, to distinguish them clearly
from the H-forms which we describe below. Examples are the smooth cylin-
drical forms, which are the pull backs ev∗tψ of smooth forms ψ on the product
manifold M t for arbitrary finite subsets t of [0, T ], where evt : Cx0 →M t is
the restriction map (essentially the multiple evaluation map).
Furnish Cx0 with its Brownian motion measure, say, µ. Following Gross
[19] it is standard to have a differential calculus based on differentiation
in the directions of certain Hilbert spaces. For this we use the “Bismut”
subspaces Hσ of TσCx0 , defined for each path σ by
Hσ =
{
v ∈ TσCx0 : vt = //σt ht, t ∈ [0, T ], some h ∈ L2,10 ([0, T ];Tx0M)
}
.
Here //σt : Tx0M → TσtM denotes parallel translation along σ using the Levi-
Civita connection of M . Note that such objects are only defined for almost
all paths. These Hσ become Hilbert spaces continuously included in the
geometric tangent spaces TσCx0 under the damped inner products 〈−,−〉σ;
see below for more details or [13] for an overview. We let L2ΓH, L2ΓH∗,
etc., denote the spaces of L2 H-vector fields and L2 H-one-forms, respec-
tively; in other words, the L2 sections of the relevant “bundles”. As usual in
Malliavin calculus, H-differentiation of G-valued cylindrical functions, for G
a separable Hilbert space, extends to give a closed densely defined operator
d from its domain in L2(Cx0 ;G) to L
2ΓL2(H;G). Denote its domain by
ID2,1G, or simply ID2,1 when G = R. The corresponding gradient operator,
f 7→ ∇f , has the same domain with values in G⊗L2ΓH, or just L2ΓH when
G = R.
There is a natural connection on H, the damped Markovian connection,
giving a closed covariant derivative operator ∇, from the domain ID2,1H
in L2ΓH to L2ΓL(H;H); see Section 2 below. Its torsion tensor T will be
considered as an Lp section, for all 1 ≤ p <∞, of the bundle of continuous
skew-symmetric bilinear maps Lskew(H,H;TCx0) from the Bismut tangent
bundle to the tangent bundle of Cx0 ; see Appendix B of [15] but note the
misprint there, where L2(∧2H;TCx0) should be Lskew(H,H;TCx0). The
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curvature operator, denoted by R, will be considered as an Lp section of
L(∧2TσCx0 ;∧2TσCx0).
In general we adopt the same notation as used in [15]. An exception is
that here Fx0t refers to the natural filtration on Cx0 and FIt to the filtra-
tion on the Wiener space generated by the solution from x0 of a stochastic
differential equation (SDE), defined in Section 2 below.
E. Following Shigekawa’s work [27] on the Hodge theory for the Wiener
space, it might be hoped that an L2 de Rham theory for Cx0 could be based
on “forms” which are sections of the dual spaces to the exterior powers ∧qH
of the Bismut tangent bundle. However, the Lie bracket of sections of H may
not be sections of H in the presence of curvature (Cruzeiro and Malliavin
[5], Driver [7]), so the straightforward application of the usual definition of
exterior derivative cannot give a closable operator acting between L2 spaces
of sections of these bundles (Leandre [24]). This can be seen from formula
(1) for one-forms and is also shown in the following analogue of equation (3)
for a cylindrical one-form φ on Cx0 : for almost all σ ∈ Cx0 ,
2(d1φ)(v1 ∧ v2) = ∇v1φ(v2)−∇v2φ(v1) + φ (T(v1, v2)) , v1, v2 ∈ Hσ, (5)
where the torsion does not in general take values in H.
There have been many efforts to circumvent the problem; see Leandre
[24] for a survey. Elworthy and Li [12] proposed to replace, for q ≥ 2, the
Hilbert spaces ∧qHσ by a family of Hilbert spaces H(q)σ , which are contin-
uously included in ∧qTσCx0 , while keeping the exterior derivative a closure
of the classical exterior derivative on smooth cylindrical forms. An H-q-
form will be a section of H(q)∗. A detailed description of the case q = 2 is
given in [15], where H(2) is shown to be a deformation inside ∧2TσCx0 of
the exterior product ∧2H of the Bismut tangent bundle by the curvature
of the damped Markovian connection. The analysis in [12, 15] proves the
closability of exterior differentiation on the corresponding L2 H-one-forms,
defines a self-adjoint Hodge-Kodaira Laplacian on such L2 H-one-forms, and
establishes the resulting Hodge decomposition as in equation (4), where d1
is the closure of the geometrically defined exterior derivative. It holds that
d1d = 0. In addition, by Fang’s version of the Clark-Ocone formula [16],
described below, the image of d is closed, so every cohomology class in
L2H1(Cx0) =
Ker(d1)
Image(d)
has a unique representative inH1(Cx0), the space of L
2 harmonic one-forms.
After introducing some notation and a few preliminary results, we prove
a Clark-Ocone formula for L2 H-one-forms in Theorem 6.1 and Corollary
6.2 below, with a version for co-closed one-forms in Corollary 6.5. This
implies immediately that L2H1(Cx0) = {0}, so all L2 harmonic forms vanish.
Moreover, the image of d1 is closed, the Hodge Laplacian for one-forms has
a spectral gap, and we have an improved decomposition
L2ΓH∗ = Image(d)
⊕
Image(d1∗). (6)
A similar vanishing theorem was given in [10] for L2H1(Cx0) when M is a
symmetric space, based on results from [31].
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1.1 Paths on groups; other approaches
When M has a Lie group structure with bi-invariant metric, the problems
mentioned above in the definition of an L2 de Rham complex over its path
space disappear if the Bismut tangent space is defined using the flat left
or right invariant connection. The complex can be defined using exterior
powers of H and its cohomology vanishes as shown by Fang and Franchi [17].
Fang and Franchi [18] also defined the complex, with a Hodge decomposition,
for based loops on such a Lie group. More recently, Aida [1] showed that
the resulting first L2 cohomology group vanishes when the group is simply
connected.
Aida used techniques from rough path theory combined with elements
taken from Kusuoka’s approach [21] of considering a “submanifold” of the
Wiener space, which is in some sense a model for the path or loop space on
a given general compact Riemannian manifold. Kusuoka [21] constructed
an L2 Hodge theory in this context, with partial results on the computation
of the L2 cohomology for loop spaces.
Leandre [24] developed other approaches to de Rham theory on path and
loop spaces furnished with Brownian motion measures. One of these was
to get over the difficulty of defining the exterior derivative by interpreting
terms such as φ([V1, V2]) as Stratonovich stochastic integrals [23]. For based
paths this led to vanishing cohomology; for based loops it gave rise to the
usual cohomology of the based loop space. However, his theories did not
involve a Hodge Laplacian.
2 Itoˆ maps and the damped Markovian connec-
tion.
Our main tool is the Itoˆ map of a suitable SDE on M , as a substitute for
measure class preserving charts. Here we recall the notation and basic facts
from [9, 11, 12, 14, 15].
A. Using the Levi-Civita connection on M , let D
dt
denote the usual covari-
ant differentiation defined along almost all paths in Cx0 . Let
ID
dt
denote the
damped version defined by ID
dt
= D
dt
+ 12Ric
♯, and Wt : Tx0M → TσtM the
damped parallel translation defined by ID
dt
Wt = 0. Here Ric
♯ : TM → TM
corresponds to the Ricci curvature via 〈Ric♯x(v1), v2〉 = Ric(v1, v2), for any
v1, v2 ∈ TxM .
It is often convenient to use L2TCx0 , the L
2 tangent bundle of Cx0 . It is
a C∞ Hilbert bundle over Cx0 , whose fibre at a path σ consists of measurable
vector fields V : [0, T ]→ TM along σ such that ∫ T0 |Vt|2σt dt < ∞, with the
natural inner product. Then ID
dt
: H → L2TCx0 determines an almost surely
bijective map, with inverse W given by
W(V )t =Wt
∫ t
0
W−1s Vs ds.
5
Thus H inherits a “bundle” structure and a Riemannian metric, and the
inner product we use for vectors V1, V2 in Hσ is∫ T
0
〈 ID
ds
V1,
ID
ds
V2〉σs ds.
B. Choose a smooth surjective vector bundle map X : Rm → TM of the
trivial Rm-bundle over M into the tangent bundle of M , for some m ∈ N,
which induces the Riemannian metric ofM and its Levi-Civita connection in
the sense of [11]. This means that, if Yx : TxM → Rm is the pseudo inverse
of X(x) for each x ∈M , then Yx = X(x)∗ and the covariant derivative ∇vU
of a vector field U in the direction of some v ∈ TxM is given by
∇vU = X(x)d[y 7→ YyU(y)](v).
A basic property of this covariant derivative is ([11] Proposition 1.1.1)
∇vX(x)(e) = 0, ∀v ∈ TxM,e ∈ Ker(X(x))⊥. (7)
Let {Bt}t∈[0,T ] be the canonical Brownian motion onRm. Given x0 ∈M ,
the solutions {xt}t∈[0,T ] of the SDE
dxt = X(xt) ◦ dBt (8)
are Brownian motions on M . Denote by C0 := C0([0, T ];R
m) the classical
Wiener space, with the natural filtration {Ft}t∈[0,T ] and the Wiener measure
γ. The Itoˆ map is the solution map I : C0 → Cx0 of SDE (8), a measure-
preserving map between (C0,F , γ) and (Cx0 ,Fx0 , µx0), with I∗γ = µx0 . The
filtration generated by I is denoted by {FIt }t∈[0,T ].
For almost all w ∈ C0, the H-derivative of I at w can be considered as
a continuous linear map TwI : H → Tx.Cx0 . For almost all σ ∈ Cx0 and
h ∈ H, we define
TIσ(h) = E [TwI(h)|I(w) = σ] .
In general, we denote by f(σ) the conditional expectation of an integrable
function f on C0 given I = σ, which gives a function on Cx0 . For a discussion
of the conditional expectation of vector bundle valued processes, see [9, 11].
Since the connection defined by the SDE (8) is the same as the one
defining H and its inner product, the map TIσ gives a projection TIσ :
H →Hσ for almost all σ ∈ Cx0 ([14] Property 3.1) with
TIσ(h)t =Wt
∫ t
0
W−1s X(σs)h˙sds =Wt
(
X(x.)(h˙)
)
. (9)
Relatedly, we have the push-forward map TI(−)σ mapping any L2 H-
vector field h on C0 to an H-vector field TI(h) on Cx0 , given by
TI(h)σ = E [TwI(h(w))|I(w) = σ] , a.e. σ ∈ Cx0 .
This is a continuous linear map from L2(C0;H) to L
2ΓH ([12] Theorem 2.2),
and for h ∈ Fx0T , we have h = h¯ ◦ I, so
TI(h)σ = TIσ(h¯). (10)
By Lemma 9.2 in [15], identity (10) also holds for an F.-adapted H-vector
field h on C0 .
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C. Following [14], we use the map X :M ×Rm → TM in the SDE (8) to
define X˜ : Cx0 × L2([0, T ];Rm)→ L2TCx0 by
(X˜(σ)h)t = X(σt)(ht), ∀σ ∈ Cx0 , t ∈ [0, T ], h ∈ L2([0, T ];Rm),
and its right inverse Y˜σ : L
2TσCx0 → L2([0, T ];Rm) by
Y˜σ(k)t = Yσt(kt), ∀k ∈ L2TσCx0 .
We also define X : Cx0 ×H →H by
X(σ)(h) = TIσ(h) =W
(
X˜(σ)(h˙)
)
, ∀σ ∈ Cx0 , h ∈ H,
with the right inverse Yσ : Hσ → H given by
Yσ(k)t =
∫ t
0
Yσs(
ID
ds
ks)ds, ∀k ∈ Hσ. (11)
The L2([0, T ];Rm)-valued one-form Y˜ induces on Cx0 the pointwise con-
nection ∇˜, defined for vector fields U ∈ Dom(∇˜) = ID2,1(L2TCx0) by
∇˜vU = X˜(σ)d[α 7→ Y˜αU(α)](v), σ ∈ Cx0 , v ∈ TσCx0 .
The pointwise connection is metric for the L2 metric, and torsion-free if ∇
is chosen to be torsion-free, as is assumed here. We can use the almost
surely defined map ID
d.
: H → L2TCx0 to pull back ∇˜ and obtain a metric
connection, the damped Markovian connection ∇, on H:
∇ = (ID
d.
)−1∇˜ ID
d.
. (12)
Equivalently, given U ∈ ID2,1H and v ∈ Hσ, for almost all σ ∈ Cx0 , we have
∇vU = X(σ)d(YU)σ(v). (13)
D. We also need the splitting of {Bt}t∈0,T ] into relevant and redundant
noise [9, 11]. Since X(x0) is surjective, we have the splitting
Rm = Ker(X(x0))
⊥ ×Ker(X(x0)),
with independent Brownian motions B˜ : [0, T ]×C0 → Ker(X(x0))⊥ ⊂ Rn
and β : [0, T ]×C0→ Ker(X(x0)) ⊂ Rm−n, as described in [11], such that
{B˜t}t∈[0,T ] and {xt}t∈[0,T ] have the same filtration and
dBt = /˜/t
x
dB˜t + /˜/t
x
dβt, (14)
where the map /˜/ : [0, T ] × Cx0 → O(m) is sample continuous and adapted
to {Fx0t }t∈[0,T ], with O(m) being the orthogonal group of Rm, such that
/˜/0
x
= IdRm and the orthogonal transformation /˜/t
x
maps Ker(X(x0)) to
Ker(X(xt)). We usually suppress the superscript
x in the parallel transla-
tions and write simply //t and /˜/t.
For y ∈M , let K(y) be the projection of Rm onto Ker(X(y)), and
K⊥(y) = IdRm −K(y) = YyX(y)
the projection onto the orthogonal complement of Ker(X(y)). Then
B˜t =
∫ t
0
/˜/s
−1
K⊥(xs)dBs and βt =
∫ t
0
/˜/s
−1
K(xs)dBs.
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3 A preliminary Clark-Ocone formula for one-forms
We write −div for the adjoint of the gradient operator ∇. It acts as a closed
operator from Dom(div) ⊂ G ⊗ L2(C0;H) ≃ L2(C0;G ⊗ H) to L2(C0;G),
for G a separable Hilbert space. Given a function g : C0 → G in ID2,1 and
V : C0 → H, we define ∇V g : Cx0 → G by ∇V g(x) = dgx(V (x)). If V is in
the domain of div, we have
div(g ⊗ V ) = gdivV +∇V g.
We use the same notation when working on Cx0 .
We identify u ∈ ⊗2TσCx0 with its evaluations us,t ∈ TσsM ⊗ TσtM ,
continuous in (s, t). Thus, a vector u ∈ ⊗2TσCx0 is in ⊗2H if and only if we
can write
us,t = (Ws ⊗Wt)(ID
d.
⊗ ID
d.
)u,
with ( ID
d.
⊗ ID
d.
)u ∈ ⊗2L2TσCx0 .
Given two vector spaces G andK, let τ : G⊗K → K⊗G be the canonical
flip map, i.e., τ(g ⊗ k) = k ⊗ g, extended naturally to completed tensor
products. For inner product spaces G and K, let (1)〈−, h〉 : G⊗K → K, for
h ∈ G, be defined by
(1)〈g ⊗ k, h〉 = 〈g, h〉Gk, ∀g ∈ G, k ∈ K,
and similarly (2)〈−, l〉 : G⊗K → G, for l ∈ K, by
(2)〈g ⊗ k, ℓ〉 = g〈k, l〉K , ∀g ∈ G, k ∈ K.
Observe that (τu)t,s = τ(us,t) for u ∈ ⊗2TσCx0 .
3.1 Differentiation of divergences
The classical Wiener space. The well-known commutation relationship
between the derivative and divergence operators on the classical Wiener
space is concisely expressed as [∇,−div] = IdH in Nualart [25]. The follow-
ing was given for abstract Wiener spaces by U¨stu¨nel and Zakai [29] under
slightly stronger conditions; see also [31] for a proof.
Lemma 3.1 (U¨stu¨nel and Zakai [29], Nualart [25]). Given U ∈ ID2,1(C0;H)
and τ∇U ∈ Dom(div), we have divU ∈ ID2,1 and
∇(divU) = divτ∇U − U.
In other words, under these conditions, we have divU ∈ ID2,1, and if h ∈ H,
∇h(divU)(x) = 〈(divτ∇U)(x), h〉H − 〈U(x), h〉H . (15)
If U ∈ ID2,2(C0;H) and V ∈ ID2,1(C0;H) ∩ L∞(C0;H), we also have
∇V (divU) = div∇V U − 〈U, V 〉H − 〈τ∇U,∇V 〉H⊗H . (16)
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When U and V are adapted, we only need to assume U ∈ ID2,1(C0;H)
and V ∈ L∞(C0;H) to obtain ∇V U ∈ Dom(div), divU ∈ ID2,1, and
∇V (divU) = div∇V U − 〈U, V 〉H . (17)
This is because the term 〈τ∇U,∇V 〉H⊗H in (16) vanishes for adapted U
and V , reflecting the fact that adapted processes can be moved inside Itoˆ
integrals. In particular, div∇V U = (div∇−U)(V ), where we treat div∇−U
as a Hilbert-Schmidt operator valued integral.
The path space over M . On the path space Cx0 , the following lemma
extends slightly the commutation formula of Cruzeiro and Fang [2] (Theorem
3.2), with a different proof: while Cruzeiro and Fang [2] used the stochastic
development, we use the solution map of a suitable SDE on M .
We let {σt}0≤t≤T denote both the canonical process on M and a generic
element of Cx0 , and write the martingale part of the Stratonovich integral
with respect to ◦dσt as d{σ}t. Thus d{σ}t = //tdB˘t, where B˘ is the stochas-
tic anti-development of our Brownian motion {σt}t∈[0,T ] on M using the
given connection, and d{σ}t can be used to integrate suitable progressively
measurable integrands.
Next, we recall a few useful results from [14]:
· Corollary 4.3 : F ∈ ID2,1(Cx0 ;R) =⇒ F ◦ I ∈ ID2,1(C0;R); (18)
· Theorem 6.1 : F ◦ I ∈ ID2,1(C0;R) =⇒ F ∈W2,1(Cx0 ;R); (19)
· Proposition 7.3 : F ◦ I ∈ ID2,2(C0;R) =⇒ F ∈ ID2,1(Cx0 ;R). (20)
Here the weak Sobolev space W2,1 is defined as the domain of the adjoint of
the restriction of d∗ to ID2,1H∗, so
W
2,1 = Dom((d∗|ID2,1H∗)∗), , and ID2,1 ⊂W2,1.
Lemma 3.2. Suppose a vector field U ∈ ID2,1H is adapted to {Fx0t }t∈[0,T ].
Then ∇−U is adapted and divU ∈ ID2,1, with
d(divU)(V ) = −
∫ T
0
〈ID
dt
(∇−U), d{σ}t〉σt(V )− 〈U, V 〉H, (21)
for any H-vector field V on Cx0 . If in addition V is adapted, we have
d(divU)(V ) = div(∇V U) − 〈U, V 〉H. (22)
Remark 3.3. The map ∇−U ∈ L(H;H) is adapted in the sense that its
composition with the evaluation map is adapted: evt◦∇−U ∈ L(H;TσtM) is
Fx0t -measurable for all t ∈ [0, T ]. The integral in (21) is an L(H;R)-valued
Itoˆ integral.
Proof. Choose an SDE on M as in Section 2 and use the notation of that
section. Since U is adapted to {Fx0t }t∈[0,T ], the map YU ◦ I : C0 → H is
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adapted to {FIt }t∈[0,T ]. We apply Corollary 5.2 in [14] to calculate
(divU) ◦ I = −E
[∫ T
0
〈ID
dt
Ut ◦ I,X(xt)dBt〉xt |FIT
]
= −
∫ T
0
〈ID
dt
Ut ◦ I,X(xt)dBt〉xt
= −
∫ T
0
〈Y ID
dt
Ut ◦ I,K⊥(xt)dBt〉Rm ,
where the second line follows from the adaptedness of U .
Since U ∈ ID2,1(Cx0 ;H), by (18) we have U ◦ I ∈ ID2,1(C0;H), hence
K⊥(xt)Y
ID
dt
Ut◦I ∈ ID2,1(C0;Rm), so we can apply the commutation formula
for the Wiener space to obtain (divU) ◦ I ∈ ID2,1(C0;R). Applying (19),
we see divU ∈ W2,1(Cx0 ;R). To prove divU ∈ ID2,1(Cx0 ;R), we take a
sequence of adapted Uj ∈ ID2,2H such that Uj → U in ID2,1H. The argument
above shows now Uj ◦ I ∈ ID2,2(C0;H), (divUj) ◦ I ∈ ID2,2(C0;R), and
(divUj) ◦ I → (divU) ◦ I in ID2,1(C0;R). Applying (20), we also see that
(divUj) ◦ I ∈ ID2,2(C0;R) implies divUj ∈ ID2,1(Cx0 ;R). From Corollary
4.3 of [14] we know that the set{
f ◦ I|f ∈ ID2,1(Cx0 ;R)
}
is closed in ID2,1(C0;R), so the convergence of (divUj) ◦ I to (divU) ◦ I in
ID2,1(C0;R) implies that divU ∈ ID2,1(Cx0 ;R).
We now make use of the splitting (14) to calculate, for any h ∈ H,
d[(divU) ◦ I](h)
= −
∫ T
0
〈d[Y ID
dt
Ut ◦ I](h),K⊥(xt)dBt〉Rm −
∫ T
0
〈Y ID
dt
Ut ◦ I,K⊥(xt)h˙t〉Rmdt
−
∫ T
0
〈Y ID
dt
Ut ◦ I, d(K⊥(xt))(h)dBt〉Rm
= −
∫ T
0
〈Xd(Y ID
dt
Ut)TI(−)t,X(xt)dBt〉xt(h)−
∫ T
0
〈ID
dt
Ut ◦ I,X(xt)h˙t〉Rmdt
−
∫ T
0
〈ID
dt
Ut ◦ I,Xd[Y X]TI(−)tdBt〉xt(h)
= −
∫ T
0
〈∇˜TI(−)t
ID
dt
Ut,X(xt)dBt〉xt(h)−
∫ T
0
〈ID
dt
Ut ◦ I,X(xt)h˙t〉Rmdt
−
∫ T
0
〈ID
dt
Ut ◦ I, ∇˜TI(−)tX(xt)dBt〉xt(h)
= −
∫ T
0
〈∇˜TI(−)t
ID
dt
Ut,X(xt)/˜/tdB˜t〉xt(h) −
∫ T
0
〈ID
dt
Ut ◦ I,X(xt)h˙t〉Rmdt
−
∫ T
0
〈ID
dt
Ut ◦ I, ∇˜TI(−)tX(xt)/˜/tdβt〉xt(h), (23)
where in the last line we used the basic property (7). Recall the intertwining
formula from [14]
df [TI(h)] = d(f ◦ I)(h), (24)
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where f ∈ ID2,1(Cx0 ;R) and h ∈ L2(C0;H). If V = TI(h) for a constant
h ∈ H, we can apply (24) to f = divU and arrive at
d(divU)(V (σ)) = E [d(divU ◦ I)(h)|I = σ] . (25)
To calculate this, first observe that taking conditional expectation of the
right-hand side of (23) annihilates the last term, since β. is independent of
Fx0. . Applying (9) and (12), we obtain from (25)
d(divU)(V (σ))
= −
∫ T
0
〈∇˜evt(−)
ID
dt
U, d{σ}t〉σt(TIσ(h)) −
∫ T
0
〈ID
dt
U,X(σt)h˙t〉Rmdt
= −
∫ T
0
〈∇˜evt(−)
ID
dt
U, d{σ}t〉σt(V (σ))−
∫ T
0
〈ID
dt
U(σ),
ID
dt
V (σ)〉Rmdt
= −
∫ T
0
〈ID
dt
(∇−U), d{σ}t〉σt(V (σ)) − 〈U(σ), V (σ)〉H.
This finishes the proof of (21) for a vector field of the form V = TI(h) with
h ∈ H. Since each term in (21) is linear and continuous in V , we can extend
this result immediately to a general H-vector field V .
For V an adapted L2 H-vector field, equation (22) holds since we can
take V inside the stochastic integral.
It would be useful to obtain a version of these formulae without the the
adaptedness condition on U . This would be a major step in obtaining a
Weitzenbo¨ck identity for the Hodge Laplacian on one-forms; see the works
of Cruzeiro and Fang [2, 3, 4] for related discussions.
3.2 The operator D1
Define ∇♯ : ID2,1H → L2Γ(⊗2H) by
(2)〈∇♯U, V 〉H = ∇V U, ∀U ∈ ID2,1H, V ∈ H.
From equation (13), we see
∇♯U = (X⊗ Id)∇(YU). (26)
We now define an operator D1 : Dom(D1) ⊂ L2ΓH → L2Γ(∧2H) by
D
1V =
1
2
(τ∇♯V −∇♯V ),
with initial domain ID2,1H; we show below that it is closable and from then
on take its closure. Let ∇∗ : L2Γ(⊗2H)→ L2ΓH be the L2-adjoint of ∇♯.
In general for an element v of a Hilbert space G, we denote by v♯ ∈ G
the dual element; for a section φ of a Hilbert bundle, φ♯ is the corresponding
section of the dual bundle. Thus (v♯)♯ = v, and if φ is an H-one-form, then
φ♯ is an H-vector field.
In terms of the operator D1 and the torsion T ∈ Lskew(H,H;TCx0) of
the damped Markovian connection, formula (5) can now be written, for a
smooth geometric one-form φ and two H-vector fields V1, V2, as
2 d1φ(V1 ∧ V2) = 〈2D1φ♯, V1 ∧ V2〉∧2H + (φ ◦ T)(V 1, V 2). (27)
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Lemma 3.4. The operator D1 is closable. Moreover,
D
1∗ = −∇∗|L2Γ(∧2H)∩Dom(∇∗).
Proof. If U ∈ L2Γ(∧2H)∩Dom(∇∗), then τU=−U ∈ L2Γ(∧2H)∩Dom(∇∗).
Thus ∇∗ gives, when restricted to act on ID2,1(∧2H),
∇∗U = −1
2
(τ∇♯ −∇♯)∗(U).
This implies that U ∈ Dom(D1∗) and D1∗U = −∇∗U .
The restriction of ∇∗ to the intersection of its domain with L2Γ(∧2H) is
a closed operator. It is densely defined in L2Γ(∧2H) by Proposition 9.6 of
[15]. From this we see that the operator D1 has the closed extension D1∗∗.
It remains to show that U ∈ Dom(D1∗) implies U ∈ Dom(∇∗). For this,
take V ∈ ID2,1H and U ∈ Dom(D1∗). Since U is skew-symmetric,
E〈∇♯V,U〉 = 1
2
E〈∇♯V − τ∇♯V,U〉 = E〈V,−1
2
(τ∇♯ −∇♯)∗U〉,
and the result follows.
3.3 Differentiation through the optional projections
Let PV : L
2ΓH → L2ΓH denote the projection onto the subspace V of
adapted processes in L2ΓH, i.e.,
(PVU)t =Wt
∫ t
0
W−1s E(
ID
ds
Us|Fx0s )ds, U ∈ L2ΓH. (28)
We wish to show that PV preserves the space of ID
2,1 vector fields. This
follows directly from Lemma 3.5 below, which extends the following result
for the classical Wiener space by Nualart and Pardoux (Lemma 2.4 of [26]):
given F ∈ ID2,1(C0;R), we have E(F |Fs) ∈ ID2,1(C0;R) for s ∈ [0, T ], and
d
dt
[∇E(F |Fs)]t = E
[
d
dt
(∇F )t|Fs
]
1[0,s](t), a.e. in [0, T ]× C0. (29)
To simplify notation, we recall the definition of the canonical resolution
of the identity {πs}s∈[0,T ] on the Cameron-Martin space H of the classical
Wiener space; see [28] [30]. This consists of projections πs : H → H,
s ∈ [0, T ], given by
(πsh)t =
∫ t∧s
0
h˙rdr, ∀t ∈ [0, T ], h ∈ H. (30)
For brevity we write s ∨ t = max(s, t), and s ∧ t = min(s, t). We also recall
if F ∈ ID2,1(Cx0 ;G), for G a seperable Hilbert space, then ∇F ∈ G⊗L2ΓH.
Lemma 3.5. Given G a seperable Hilbert space and F ∈ ID2,1(Cx0 ;G), we
have E(F |Fx0s ) ∈ ID2,1(Cx0 ;G) for s ∈ [0, T ], and a.e. in [0, T ]× Cx0 ,
(Id⊗ ID
dt
)[∇E(F |Fx0s )]t = 1[0,s](t)E
[
(Id⊗ ID
dt
)(∇F )t|Fx0s
]
. (31)
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Proof. We assume first F ∈ ID2,2(Cx0 ;R), then F ◦I ∈ ID2,2(C0;R) by (18).
Recall that for F : Cx0 → R, we have F ◦ I ∈ Fs if and only if F ∈ Fx0s .
Applying the Nualart-Pardoux result above, we see
E(F |Fx0s ) ◦ I = E(F ◦ I|Fs) ∈ ID2,2(C0;R).
Applying (20) we see E(F |Fx0s ) ∈ ID2,1(Cx0 ;R). Equation (29) allows us to
calculate, for h ∈ H,
d[E(F |Fx0s )] ◦ TI(h) = d[E(F |Fx0s ) ◦ I](h)
= d[E(F ◦ I|Fs)](h)
= E[d(F ◦ I)|Fs](πsh)
= E[dF ◦ TI(πsh)|Fs],
so taking conditional expectation with respect to Fx0T , we use (10) to obtain
d[E(F |Fx0s )] ◦ TI(h) = E[dF ◦ TI(πsh)|Fx0s ] = E[dF ◦ TI(πsh)|Fx0s ].
This shows that, give any h ∈ H,∫ T
0
〈ID
dt
[∇E(F |Fx0s )]t,X(xt)h˙t〉xtdt
= E
[∫ T
0
〈ID
dt
∇F,X(xt)h˙t1[0,s](t)〉xtdt|Fx0s
]
=
∫ T
0
〈E
[
ID
dt
(∇F )t|Fx0s
]
1[0,s](t),X(xt)h˙t〉xtdt,
which proves the result for F ∈ ID2,2(Cx0 ;R), since X is onto.
For a general function F ∈ ID2,1(Cx0 ;R), we take a sequence of func-
tions Fi ∈ ID2,2(Cx0 ;R) such that Fi → F in ID2,1(Cx0 ;R). We now have
E(Fi|Fx0s ) → E(F |Fx0s ) and ∇Fi → ∇F in L2. The above arguments also
imply that E(Fi|Fx0s ) ∈ ID2,1(Cx0 ;R), and
ID
dt
[∇E(Fi|Fx0s )]t = E[
ID
dt
(∇Fi)t|Fx0s ]1[0,s](t)→ E[
ID
dt
(∇F )t|Fx0s ]1[0,s](t)
in L2. Since ∇ is a closed operator, we see E(F |Fx0s ) ∈ ID2,1(Cx0 ;R), and
(31) holds indeed for F ∈ ID2,1(Cx0 ;R).
For F ∈ ID2,1(Cx0 ;G), the result follows from the isomorphism between
ID2,1(Cx0 ;G) and G⊗ ID2,1(Cx0 ;R).
Proposition 3.6. Given U ∈ ID2,1H, we have PVU ∈ ID2,1H, and
(
ID
ds
⊗ ID
dt
)(∇♯PVU)s,t = 1[0,s](t)E
[
(
ID
ds
⊗ ID
dt
)(∇♯U)s,t|Fx0s
]
. (32)
Proof. Since U ∈ ID2,1H, we have Yσs IDdsUs ∈ Rm for σ ∈ Cx0 and s ∈ [0, T ].
Lemma 3.5 shows that, a.e. in [0, T ]× Cx0 ,
(Id⊗ ID
dt
)
[
∇E(Yσs
ID
ds
Us|Fx0s )
]
t
= 1[0,s](t)E
[
(Id⊗ ID
dt
)∇(Yσs
ID
ds
U)t|Fx0s
]
.
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Equations (26) and (28) allow us to derive
(
ID
ds
⊗ ID
dt
)(∇♯PVU)s,t = (X(σs)⊗ ID
dt
)∇
[
YσsE(
ID
ds
Us|Fx0s )
]
= 1[0,s](t)E
[
(
ID
ds
⊗ ID
dt
)(∇♯U)s,t|Fx0s
]
.
3.4 The Clark-Ocone formula and its derivative
The Clark-Ocone formula on Cx0 was first obtained by S. Fang [16]; see also
[11]. It states that if F ∈ ID2,1(Cx0 ;R) then
F (σ) = EF +
∫ T
0
〈E
[
ID
dt
(∇F )t|Fx0t
]
, d{σ}t〉σt , µx0-a.e. σ ∈ Cx0 . (33)
In terms of the projection PV discussed earlier, formula (33) can be written
as
F = EF − divPV∇F, ∀F ∈ ID2,1(Cx0 ;R).
For an L2 H-one-form φ, we define CO(φ) : Cx0 → R by
CO(φ) = − divPVφ♯.
The Clark-Ocone formula shows immediately that, if an L2 H-one-form φ
is exact, it is the derivative of CO(φ). This motivates the following
Proposition 3.7. If φ ∈ L2ΓH∗ is in Dom(D1), we have CO(φ) ∈ ID2,1,
and for a.e. t ∈ [0, T ],
ID
dt
[∇CO(φ)− φ♯]t = 2
∫ T
t
(2)〈E
[
(
ID
dt
⊗ ID
ds
)(D1φ♯)t,s|Fx0s
]
, d{σ}s〉σs . (34)
Consequently, if φ♯ ∈ Dom(D1), then φ = df for some f ∈ ID2,1 if and only
if
E
[
(
ID
dt
⊗ ID
ds
)(D1φ♯)t,s|Fx0s∨t
]
= 0, a.e. (s, t) ∈ [0, T ]× [0, T ].
Proof. Suppose first φ ∈ ID2,1H∗, so we can apply the Clark-Ocone formula
(33) to write, for almost all t ∈ [0, T ],
Yσt
ID
dt
φ♯t(σ) = EYσt
ID
dt
φ♯t +
∫ T
0
(2)〈E
[
ID
ds
∇(Yσt
ID
dt
φ♯t)s|Fx0s
]
, d{σ}s〉σs .
Applying X(σt) to both sides, we have
ID
dt
φ♯t(σ) = X(σt)EYσt
ID
dt
φ♯t +X(σt)
∫ T
0
(2)〈E
[
ID
ds
∇(Yσt
ID
dt
φ♯t)s|Fx0s
]
, d{σ}s〉σs .
Taking conditional expectation with respect to Fx0t , we obtain
E(
ID
dt
φ♯t|Fx0t ) = X(σt)EYσt
ID
dt
φ♯t+X(σt)
∫ t
0
(2)〈E
[
ID
ds
∇(Yσt
ID
dt
φ♯t)s|Fx0s
]
, d{σ}s〉σs ,
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hence
ID
dt
φ♯t(σ) − E(
ID
dt
φ♯t|Fx0t ) = X(σt)
∫ T
t
(2)〈E
[
ID
ds
∇(Yσt
ID
dt
φ♯t)s|Fx0s
]
, d{σ}s〉σs
=
∫ T
t
(2)〈E
[
(
ID
dt
⊗ ID
ds
)(∇♯φ♯)t,s|Fx0s
]
, d{σ}s〉σs .(35)
For φ ∈ ID2,1H∗, Proposition 3.6 shows PVφ♯ ∈ ID2,1H. By Lemma 3.2, we
have CO(φ) ∈ ID2,1, and for V = TI(h) with h ∈ H,
d [CO(φ)] (V ) = −d(divPVφ♯)(V )
=
∫ T
0
〈 ID
ds
(∇−PVφ♯), d{σ}s〉σs(V ) + 〈PVφ♯, V 〉H.
We can now use (32) and (35) to calculate
d [CO(φ)] (V )− 〈φ♯, V 〉H
=
∫ T
0
〈 ID
ds
(∇−PVφ♯), d{σ}s〉σs(V )− 〈φ♯ − PVφ♯, V 〉H
=
∫ T
0
〈∫ T
t
(1)〈E
[
(
ID
ds
⊗ ID
dt
)(∇♯φ♯)s,t|Fx0s
]
, d{σ}s〉σs ,
ID
dt
Vt
〉
σt
dt
−
∫ T
0
〈∫ T
t
(2)〈E
[
(
ID
dt
⊗ ID
ds
)(∇♯φ♯)t,s|Fx0s
]
, d{σ}s〉σs ,
ID
dt
Vt
〉
σt
dt
=
∫ T
0
〈∫ T
t
(2)〈E
[
(
ID
dt
⊗ ID
ds
)(τ∇♯φ♯ −∇♯φ♯)t,s|Fx0s
]
, d{σ}s〉σs ,
ID
dt
Vt
〉
σt
dt
=
∫ T
0
〈
2
∫ T
t
(2)〈E
[
(
ID
dt
⊗ ID
ds
)(D1φ♯)t,s|Fx0s
]
, d{σ}s〉σs ,
ID
dt
Vt
〉
σt
dt,
proving the results for φ ∈ ID2,1H∗.
Since ∇ is a closed operator with domain ID2,1, the result for general φ in
Dom(D1) follows from the continuity of the map CO : L2ΓH∗ → L2(Cx0 ;R)
and the denseness of ID2,1H in Dom(D1).
In view of formula (3) and the existence of torsion in general, it is not
obvious how the preceding proposition would relate to a condition involving
the vanishing of the exterior derivative. This will, however, become clear
once we have examined first the conditioning which appears in (34) and an
extension of the concept of adaptedness to two-tensor fields, and then the
definition of the exterior derivative and the space of two-vectors H(2).
4 Adapted two-tensors
The space of “adapted” two-tensor fields which arises naturally in this con-
text is the space V(2) given by
V(2) =
{
U ∈ L2Γ(⊗2H) : ( ID
ds
⊗ ID
dt
)Us,t ∈ Fx0s∨t, a.e. (s, t) ∈ [0, T ]× [0, T ]
}
,
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with the corresponding subspace V(2)skew of “adapted” H-two-vector fields
V(2)skew=
{
U ∈ L2Γ(∧2H) : ( ID
ds
⊗ ID
dt
)Us,t ∈ Fx0s∨t, a.e. (s, t) ∈ [0, T ]× [0, T ]
}
.
Both V(2) and V(2)skew are closed subspaces of L2Γ(⊗2H), and we define the
orthogonal projection PV(2) onto V(2) by
(
ID
ds
⊗ ID
dt
)PV(2)(U)s,t = E
[
(
ID
ds
⊗ ID
dt
)Us,t|Fx0s∨t
]
, a.e. (s, t) ∈ [0, T ]× [0, T ].
Define the set S(2)b of adapted bounded primitive two-tensor fields by
S(2)b =
{
V1 ⊗ V2 : V1, V2 ∈ L∞ΓH, both adapted to {Fx0t }t∈[0,T ]
}
,
as well as the corresponding set S(2)b,skew of adapted primitive two-vector fields,
with V1 ∧ V2 replacing V1 ⊗ V2 in the definition.
Lemma 4.1. S(2)b is total in V(2). Similarly, S(2)b,skew is total in V(2)skew.
Remark 4.2. Equivalently, we could state the L2 version of the lemma,
replacing V(2) and S(2)b , respectively, with
V(2)′ = {U ∈ L2Γ(⊗2L2TCx0) : Us,t ∈ Fx0s∨t, a.e. (s, t) ∈ [0, T ]× [0, T ]} ,
and
S(2)b
′
=
{
V1 ⊗ V2 : V1, V2 ∈ L∞Γ(L2TCx0), both adapted to {Fx0t }t∈[0,T ]
}
.
Proof. Take an orthonormal basis {hx0,j}j∈N of L2([0, T ];Tx0M), and set
hjt (σ) = //
σ
t h
x0,j
t , j ∈ N, t ∈ [0, T ], σ ∈ Cx0 .
Given any U ∈ V(2), we can approximate ( ID
ds
⊗ ID
dt
)Us,t ∈ Fx0s∨t by finite sums
n∑
j,k=1
λj,ks∨t h
j
s ⊗ hkt ,
where λj,k : [0, T ] × Cx0 → R are bounded and adapted, i.e., λj,kr ∈ Fx0r
for all r ∈ [0, T ]. Therefore, we only need to show that each term in the
finite sums above can be approximated in L2 by sums of terms of the form
(V1)s ⊗ (V2)t, with V1, V2 ∈ L∞Γ(L2TCx0), both adapted.
Since λj,kr is the L2 limit of sums of bounded elementary processes of the
form
(r, σ) 7→ f(σ)1(a,b](r), σ ∈ Cx0 , a, b ∈ [0, T ], f ∈ Fx0a ,
we write λj,ks∨t as the limit of finite sums of functions of form f(σ)1(a,b](s∨ t).
Observe that
1(a,b](s ∨ t) = 1[0,a](s)1(a,b](t) + 1[0,a](t)1(a,b](s) + 1(a,b](t)1(a,b](s)
= 1[0,b](s)1(a,b](t) + 1[0,a](t)1(a,b](s),
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which means
f(σ)1(a,b](s ∨ t)hjs ⊗ hkt
= 1[0,b](s)h
j
s ⊗ f(σ)1(a,b](t)hkt + f(σ)1(a,b](s)hjs ⊗ 1[0,a](t)hkt .
This shows that λj,ks∨th
j
s ⊗ hkt is indeed a limit of sums of (V1)s ⊗ (V2)t with
V1 and V2 adapted, so the conclusion holds. The result for V(2)skew follows by
skew-symmetrisation.
4.1 The subspaces V(2)1 and V(2)2
We decompose PV(2) to write PV(2) = PV(2)1
+P
V
(2)
2
, where the two components
are given respectively by, for U ∈ L2Γ(⊗2H) and a.e. (s, t) ∈ [0, T ] × [0, T ],
(
ID
ds
⊗ ID
dt
)P
V
(2)
1
(U)s,t = 1[0,t)(s)E
[
(
ID
ds
⊗ ID
dt
)Us,t|Fx0s∨t
]
,
and
(
ID
ds
⊗ ID
dt
)P
V
(2)
2
(U)s,t = 1[0,s)(t)E
[
(
ID
ds
⊗ ID
dt
)Us,t|Fx0s∨t
]
,
with images denoted by V(2)1 and V(2)2 , respectively. It is easy to see that[
(
ID
ds
⊗ ID
dt
)τP
V
(2)
1
(U)
]
s,t
= τ
[
(
ID
dt
⊗ ID
ds
)P
V
(2)
1
(U)
]
t,s
= τ
(
1[0,s)(t)E
[
(
ID
dt
⊗ ID
ds
)Ut,s|Fx0s∨t
])
= 1[0,s)(t)E
[
(
ID
ds
⊗ ID
dt
)(τU)s,t|Fx0s∨t
]
,
so the two components are related by the following identity
τP
V
(2)
1
= P
V
(2)
2
τ. (36)
Equation (32) in Proposition 3.6 can be expressed as
∇♯PV = PV(2)2 ∇
♯,
which implies that the covariant derivative of any adapted ID2,1 H-vector
field lies inside V(2)2 . That ∇♯[V] ⊂ V(2)2 may also be compared to the
fact that ∇∗[V(2)1 ] ⊥ V, proved below in Lemma 4.3. Similar observations
regarding higher order vector fields on the Wiener space were mentioned in
[32].
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4.2 The domain and range of ∇∗
Given any U ∈ L2Γ(⊗2H) and V1 ∈ ID2,1H, we see from identity (26) that
E〈∇♯V1, U〉⊗2H = E〈(X⊗ Id)∇(YV1), U〉⊗2H = −E〈V1,X div[(Y ⊗ Id)U ]〉H.
So in general, we have U ∈ Dom(∇∗) and∇∗U = −Xdiv[(Y⊗Id)U ] provided
(Y ⊗ Id)U ∈ Dom(div). For the special case of U ∈ V(2)1 ⊂ L2Γ(⊗2H), we
have the following
Lemma 4.3. Suppose U ∈ V(2)1 . Then U ∈ Dom(∇∗) and
ID
dt
(∇∗U) =
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)Ut,s, d{σ}s〉σs . (37)
Thus, V(2)1 ⊂ Dom(∇∗) and ∇∗[V(2)1 ] ⊥ V.
Proof. Following the preceding remark, we verify (Y ⊗ Id)U ∈ Dom(div).
By the definition of Y in (11), we have, for a.e. s ∈ [0, T ],
(Id⊗ ID
ds
)[(Y⊗ Id)U ]t,s = (Id⊗ ID
ds
)
∫ t
0
(Yσr
ID
dr
⊗ Id)Ur,sdr
=
∫ s∧t
0
(Yσr
ID
dr
⊗ ID
ds
)Ur,sdr,
which is Fx0s -measurable for all s. Hence indeed (Y⊗ Id)U ∈ Dom(div), and
div[(Y⊗ Id)U ] is the Itoˆ-integral given by
div[(Y ⊗ Id)U ]t = −
∫ T
0
(2)〈
∫ s∧t
0
(Yσr
ID
dr
⊗ ID
ds
)Ur,sdr, d{σ}s〉σs
= −
∫ t
0
∫ T
r
(2)〈(Yσr
ID
dr
⊗ ID
ds
)Ur,s, d{σ}s〉σsdr,
where we used the fact that (Yσr
ID
dr
⊗ ID
ds
)Ur,s ∈ Fx0s to apply Fubini’s theorem.
We conclude that
ID
dt
(∇∗U) = − ID
dt
X div(Y ⊗ Id)U
= Xσt
d
dt
[∫ t
0
∫ T
r
(2)〈(Yσr
ID
dr
⊗ ID
ds
)Ur,s, d{σ}s〉σsdr
]
=
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)Ut,s, d{σ}s〉σs .
Remark 4.4. From the lemma, we see that V(2)1 is an isometry subspace of
L2Γ(⊗2H) in the sense of Wu [30] for the map ∇∗ : L2Γ(⊗2H) → L2ΓH,
i.e.,
‖∇∗U‖L2ΓH = ‖U‖L2Γ(⊗2H), ∀U ∈ V(2)1 .
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Indeed, applying the Itoˆ isometry we see
‖∇∗U‖2L2ΓH = E
∫ T
0
|ID
dt
(∇∗U)t|2dt
= E
∫ T
0
|
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)Ut,s, d{σ}s〉σs |2dt
=
∫ T
0
∫ T
t
E|(ID
dt
⊗ ID
ds
)Ut,s|2dsdt
= ‖U‖2L2Γ(⊗2H).
5 The space of two-vectors H(2) and the exterior
derivative d1
We define H(2) as a perturbation of ∧2H in ∧2TCx0 , i.e., for u ∈ ∧2TCx0 ,
u ∈ H(2) ⇐⇒ u− R(u) ∈ ∧2H
⇐⇒ u = (Id +Q)(v), for some v ∈ ∧2H;
see [12, 15]. Here R : ∧2TCx0 → ∧2TCx0 is the curvature operator of the
damped Markovian connection, and the linear map Qσ : ∧2H → ∧2TσCx0 is
defined by
Qσ(G)s,t = (Ws ⊗Wt)
(
∧2(W−1. )W 2.
∫ .
0
(W 2r )
−1[Rσr(Gr,r)]dr
)
s∧t
,
withW 2t : ∧2Tx0M → ∧2TσtM being the damped parallel translation of two-
vectors using the second Weitzenbo¨ck curvature, and R : ∧2TM → ∧2TM
the curvature operator on M .
In particular, 1+Q and 1−R are inverse of each other ([15] Lemma 4.2).
By requiring that these operators give an isometry between H(2) and ∧2H,
we can define a Riemannian structure on H(2) using which, almost surely,
1− R = (1 +Q)∗ : H(2) → ∧2H. (38)
As in [12, 15], an exterior differentiation operator
d1: Dom(d1) ⊂ L2ΓH∗ → L2Γ(H(2)∗)
can be defined as the closure of the geometric exterior derivative acting on
cylindrical one-forms and then restricted to the fibres of H(2). That is, for
a smooth cylindrical one-form φ, our new exterior derivative of φ restricted
to H is just d1φ|H(2) , where d1 refers to the geometric exterior derivative.
We then have d1d = 0 and a Hodge decomposition
L2ΓH∗ = Image(d)
⊕
H1(Cx0)
⊕
Image(d1∗). (39)
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5.1 div1 and Div1
By definition, the divergence operator div1 : Dom(div1) ⊂ L2ΓH(2) → L2ΓH
is minus the co-joint of d1, i.e.,∫
Cx0
d1φ(U)dµ = −
∫
Cx0
φ(div1 U)dµ, φ ∈ Dom(d1), U ∈ Dom(div1).
Its domain is the set {U ∈ L2ΓH(2) : U ♯ ∈ Dom(d1∗)}, on which we have
(div1 U)♯ = −d1∗(U ♯) analogously to the usual divergence acting on H-
vector fields.
More generally, a measurable geometric two-vector field U ∈ Γ(∧2TCx0)
is said to have a divergence if there exists an integrable vector field Div1 U ∈
ΓH such that d1φ(U) : Cx0 → R is integrable for all smooth cylindrical one-
forms φ on Cx0 , and∫
Cx0
d1φ(U)dµ = −
∫
Cx0
φ(Div1 U)dµ.
A class of examples of such vector fields on the classical Wiener space was
given in Section 8 of [15]. Similarly, the operator Div extends div for geo-
metric vector fields.
Note that if U takes values in H(2) and is in the domain of div1, then it
has a divergence in this extended sense and Div1 U = div1 U .
The following result from Theorem 9.3 of [15] appears to be crucial in our
theory. Earlier Cruzeiro and Fang [2] had shown that, for a class of adapted
primitive U , the geometric vector field T(U) has a vanishing divergence.
Theorem 5.1 ([15]). Suppose U ∈ S(2)b,skew. Then the geometric two-vector
field Q(U) has a divergence and
Div1[Q(U)] =
1
2
T(U).
Therefore, Div(T(U)) = 0, i.e., given any smooth cylindrical f : Cx0 → R,
E df [T(U)] = 0.
Proposition 5.2. If U ∈ V(2)skew and φ is a smooth cylindrical one-form,
E d1φ[(1 +Q)U ] = E〈D1φ♯, U〉∧2H. (40)
Proof. We can suppose U ∈ S(2)b,skew; the general result follows by approxi-
mation using Lemma 4.1. Application of (27) and Theorem 5.1 then yields
E d1φ (U) = E〈D1φ♯, U〉∧2H +
1
2
Eφ[T(U)]
= E〈D1φ♯, U〉∧2H − E d1φ[Q(U)].
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5.2 d1 and D1
It is convenient to define a new operator D1 from L2ΓH∗ to L2Γ(∧2H) with
initial domain {φ ∈ L2ΓH∗ : φ♯ ∈ Dom(D1)}, by
D1φ = PV(2)D
1φ♯. (41)
Recall that PV(2) is the projection of L
2Γ(⊗2H) onto V(2). Thus
(
ID
ds
⊗ ID
dt
)(D1φ)s,t = E[(
ID
ds
⊗ ID
dt
)(D1φ♯)s,t|Fx0s∨t].
Using the following lemma, we take the closure of D1 without change of
notation.
Lemma 5.3. The operator D1 is closable on ID2,1.
Proof. Given any sequence of φj ∈ ID2,1, j ∈ N, such that φj → 0 and
D1φj → U in L2, Proposition 3.7 implies
ID
dt
[∇CO(φj)]t = ID
dt
(φ♯j)t + 2
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)(D1φj)t,s, d{σ}s〉σs
→ 2
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)Ut,s, d{σ}s〉σs
in L2. Note that U ∈ PV(2) , so Ut,· is adapted on (t, T ]. Since CO(φj) → 0
and ∇ is closed, we get ID
dt
[∇CO(φj)]t → 0. Hence the Itoˆ integral
2
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)Ut,s, d{σ}s〉σs = 0, a.e. t ∈ [0, T ],
so U = 0, i.e., D1φj → 0.
The next result explains the relationship between d1 and D1, which we
have been working towards. A more definitive version is given in Corollary
6.3 of the next section. Recall that by (d1φ)♯, for φ ∈ Dom(d1) and in par-
ticular for a smooth cylindrical one-form, we mean the element of L2ΓH(2)
corresponding to d1φ ∈ L2Γ(H(2)∗) using the Riemannian structure of H(2).
Lemma 5.4. For all smooth cylindrical one-forms φ,
D1φ = PV(2)(1− R)(d1φ)♯. (42)
Proof. Take any U ∈ L2Γ(∧2H). By equations (40) and (38),
E〈D1φ,U〉∧2H = E d1φ[(1 +Q)PV(2)U ] = E〈PV(2)(1− R)(d1φ)♯, U〉∧2H.
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6 A Clark-Ocone formula for one-forms and coho-
mology vanishing
We now present a Clark-Ocone type formula for one-forms. A variety of such
formulae including formulae for higher order forms were given on Wiener
spaces by Yang [31, 32].
Theorem 6.1. If φ ∈ L2ΓH∗ is in Dom(d1), we have CO(φ) ∈ ID2,1 and
ID
dt
[∇CO(φ)− φ♯]t = 2
∫ T
t
(2)〈(
ID
dt
⊗ ID
ds
)[PV(2)(1−R)(d1φ)♯], d{σ}s〉σs . (43)
Proof. By Lemma 5.4 and Proposition 3.7, the theorem holds for smooth
cylindrical φ. Since such φ are dense in the domain of d1, we argue as in the
proof of Lemma 5.3 to obtain the result for all φ ∈ Dom(d1).
Lemma 4.3 enables us to write (43) in a concise form.
Corollary 6.2. Any φ ∈ Dom(d1) can be expressed as
φ♯ = ∇CO(φ)− 2∇∗[P
V
(2)
1
(1− R)(d1φ)♯]. (44)
Corollary 6.3. With initial domain that of d1, the operator from L2ΓH∗
to L2Γ(∧2H) given by
φ 7→ PV(2) (1− R) (d1φ)♯
is closable. Taking its closure we have the following equality of closed densely
defined operators
D1 =
[
φ 7→ PV(2) (1− R) (d1φ)♯
]
. (45)
Proof. For the required closability, we apply the argument in the proof of
Lemma 5.3 to equation (43). We then use equation (42) and the fact that
smooth cylindrical forms are dense in the domains of both d1 and D1.
Corollary 6.4. If φ ∈ L2ΓH∗ is in Dom(d1), we have
‖dCO(φ)− φ‖L2ΓH∗ =
√
2‖D1φ‖L2Γ(⊗2H) ≤
√
2‖d1φ‖L2Γ(H(2)∗).
In particular, if φ is also orthogonal to the image of d, then
‖φ‖L2ΓH∗ ≤
√
2‖d1φ‖L2Γ(H(2)∗).
Proof. The results are clear from (43) and (42), using the Itoˆ isometry as in
Remark 4.4 and the fact that 1−R gives an isometry from H(2) to ∧2H.
We also obtain a Clark-Ocone type formula for co-closed one-forms. Re-
call first the projection operators P
V
(2)
1
and P
V
(2)
2
, which are related by (36).
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Corollary 6.5. If φ ∈ L2ΓH∗ is in Ker(d∗), we have φ = d1∗w, where
w♯ = (1 +Q)(P
V
(2)
2
τ − P
V
(2)
1
)∇♯φ♯.
Proof. Since φ ∈ Ker(d∗) means φ♯ ∈ Ker(div), we see for any ψ ∈ Dom(d1)
that
0 = E[−(divφ♯)CO(ψ)] = E〈φ♯,∇CO(ψ)〉H.
Applying Corollary 6.2 to ψ ∈ Dom(d1), we see
E〈φ♯, ψ♯〉H = E〈φ♯, ψ♯ −∇CO(ψ)〉H
= E〈φ♯,−2∇∗[P
V
(2)
1
(1− R)(d1φ)♯]〉H
= E〈−2∇♯φ♯, P
V
(2)
1
(1−R)(d1ψ)♯〉H
= E〈 (P
V
(2)
2
τ − P
V
(2)
1
)∇♯φ♯, (1− R)(d1ψ)♯〉∧2H
= E〈d1∗♯(1 +Q)(P
V
(2)
2
τ − P
V
(2)
1
)∇♯φ♯, ψ♯〉H,
where we used (36) in the skew-symmetrisation in the fourth line.
We now have our main result.
Theorem 6.6. For any L2 H-one-form φ on Cx0, there is an f ∈ ID2,1
with φ = df if and only if d1φ = 0. Moreover, the images of d1 and d1∗ are
closed, and we have the following Hodge decomposition for φ ∈ L2ΓH∗:
φ = df + d1∗ψ, (46)
for some f ∈ ID2,1 and ψ ∈ Dom(d1∗).
Proof. The first assertion is immediate from Theorem 6.1. By Corollary
6.4, ‖φ‖L2ΓH∗ ≤
√
2‖d1φ‖L2Γ(H(2)∗) for all φ ∈ Dom(d1|Ker(d1)⊥). Since
d1|Ker(d1)⊥ is closed, the injective operator d1|Ker(d1)⊥ has closed range. From
this it follows automatically that d1∗ has closed range.
Vanishing of harmonic H-one-forms follows from the first assertion, and
the Hodge decomposition given in [12, 15] now has the form (46).
Different conventions for the definition of the inner products on ∧2H
lead to the corresponding adjoints d∗ and d1∗ differing by constant multiples.
This has a knock-on effect for the operator d1∗d1+dd∗. With our conventions
in finite dimensions, this operator would not have the usual Weitzenbo¨ck
formula; that formula would apply to the operator 2d1∗d1 + dd∗. It would,
therefore, be reasonable to consider the latter as the Hodge-Kodaira Lapla-
cian. The kernels of the two operators are the same since both consist of
forms satisfying d∗φ = 0 and d1φ = 0, but the two operators can be expected
to have different spectrums. In addition,
Corollary 6.7. Each of the “Hodge-Kodaira Laplacians”, d1∗d1 + dd∗ and
2d1∗d1 + dd∗, has closed range and a spectral gap.
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Proof. This is a well-known consequence of the fact that d and d1 have closed
range. For example see Zucker [33] or Donnelly [6].
Remark 6.8. Theorem 6.1 gives a decomposition of Dom(d1) into the sum
of the image of d (equivalently, the kernel of d1) and forms ψ in the domain of
d1 such that ψ♯ ∈ V⊥, the subspace of L2ΓH orthogonal to the progressively
measurable vector fields. This decomposition is unique, since if φ = df for
some f ∈ ID2,1 and φ♯ ∈ V⊥, by the Clark-Ocone formula for functions we
see f must be constant, and so φ = 0.
However, this decomposition does not extend over all of L2ΓH∗, since
the projection on the first component, φ 7→ dCO(φ), does not extend con-
tinuously over L2ΓH∗. This can be seen by taking a sequence of functions
in ID2,1 converging in L2 to a function not in ID2,1 and considering their in-
tegral representations. Therefore, the map φ 7→ P
V
(2)
1
(1−R)(d1φ)♯ does not
extend continuously over all of L2, unlike the map of functions f 7→ PV∇f .
However, it does extend continuously over V⊥.
Such decompositions for higher order forms on the classical Wiener space,
and “dual” decompositions, are given by Yang in [31, 32]. As pointed out
in [32], these also determine decompositions for forms on based path spaces
over compact Lie groups by the earlier results of Fang and Franchi [17], when
flat invariant connections are used to define the Bismut tangent spaces.
7 The pullback property of CO
For completeness, we include the following result from [31] concerning the
pullback of φ 7→ CO(φ) under Itoˆ maps. An analogous result using the maps
of path spaces induced by the projections p : K → K/G of Riemannian
symmetric spaces is given in [10]. We use the set-up of Section 2, and in
particular the Itoˆ map I : C0 → Cx0 of an SDE on M that induces the
Levi-Civita connection of M . The pullback of H-one-forms by such an Itoˆ
map is known to exist [14].
Theorem 7.1. For any L2 H-one-form φ on Cx0 , we have almost surely
CO(I∗φ) = CO(φ) ◦ I. (47)
Proof. As both sides of (47) have zero expectation, it suffices to test against
all functions of the form
∫ T
0 〈a˙t, dBt〉Rm , for an adapted and bounded H-
vector field a on C0. As before, {Bt}0≤t≤T denotes the canonical Brownian
motion on Rm. Recall that we let {σt}0≤t≤T denote both the canonical
process on M and a generic element of Cx0 , so xt := σt ◦ I = It is the
solution of our SDE (8). Also Fx0. refers to the natural filtration on Cx0 and
FI. to that generated by I on C0.
Let φ be an L2 H-one-form on Cx0 . We wish to show[∫ T
0
〈
E(
ID
dt
φ♯t|Fx0t ), d{σ}t
〉
σt
]
◦I =
∫ T
0
〈
E[
d
dt
(I∗φ)♯t|Ft], dBt
〉
Rm
. (48)
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Testing the left hand side of equation (48), we get
∫
C0
∫ T
0
〈a˙t, dBt〉Rm
[∫ T
0
〈
E(
ID
dt
φ♯t|Fx0t ), d{σ}t
〉
σt
]
◦ I dγ
=
∫
C0
∫ T
0
〈a˙t, dBt〉Rm
∫ T
0
〈
E(
ID
dt
φ♯t ◦ I|FIt ),X(xt)dBt
〉
Rm
dγ
=
∫
C0
∫ T
0
〈
E(a˙t|FIt ), YxtE(
ID
dt
φ♯t ◦ I|FIt )
〉
Rm
dt dγ
=
∫
Cx0
∫ T
0
〈
X(σt)E(a˙t|It = σt), ID
dt
φ♯t(σ)
〉
σt
dt dµx0(σ)
=
∫
Cx0
φσ
(
TIσ[E(a.|I = σ)]
)
dµx0(σ),
where we used the Itoˆ isometry in the third line, and equation (9) in the
last. Applying the Itoˆ isometry again, we obtain from the right hand side∫
C0
∫ T
0
〈a˙t, dBt〉Rm
∫ T
0
〈
E[
d
dt
(I∗φ)♯t|Ft], dBt
〉
Rm
dγ
=
∫
C0
∫ T
0
〈
a˙t,E[
d
dt
(I∗φ)♯t|Ft]
〉
Rm
dt dγ
=
∫
C0
〈a, (I∗φ)♯〉Hdγ
=
∫
C0
φ[TI(a)] ◦ I dγ
=
∫
Cx0
φσ[TI(a)σ]dµx0(σ)
=
∫
Cx0
φσ
(
TIσ[E(a.|I = σ)]
)
dµx0(σ),
where the fourth line follows from Corollary 3.7 of [14], and the last from
equation (10) and the adaptedness of {at}t∈[0,T ].
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