Given is the Borel probability space on the set of real numbers. The algebraic-analytical structure of the set of all finite atomic random variables on it with a given even number of moments is determined. It is used to derive an explicit version of the Chebyshev-Markov-Stieltjes inequalities suitable for computation. These inequalities are based on the theory of orthogonal polynomials, linear algebra, and the polynomial majorant/minorant method. The result is used to derive generalized Laguerre-Samuelson bounds for finite real sequences and generalized Chebyshev-Markov value-at-risk bounds. A financial market case study illustrates how the upper value-at-risk bounds work in the real world.
Introduction
Let I be a real interval and consider probability measures μ on I with moments μ k = . Besides this, the algebraic moment problem by Mammana [] asks for the existence and construction of a finite atomic random variable with a given finite moment structure. It is well known that the latter plays a crucial role in the construction of explicit bounds to probability measures and integrals given a fixed number of moments.
In the present study, the focus is on the interval I = (-∞, ∞). Motivated by a previous result from the author in a special case, we ask for a possibly explicit description of the set of all finite atomic random variables by given moment structure for an even arbitrary number of moments. Based on some basic results from the theory of orthogonal polynomials, as summarized in Section , we characterize in the main Theorem . these sets of finite atomic random variables. This constitutes a first specific answer to a research topic suggested by the author in the Preface of Hürlimann [] , namely the search for a general structure that belongs to the sets of finite atomic random variables by given moment structure. As an immediate application, we derive in Section  an explicit version of the Chebyshev-Markov-Stieltjes inequalities that is suitable for computation. It is used to derive generalized Laguerre-Samuelson bounds for finite real sequences in Section , and generalized Chebyshev-Markov value-at-risk bounds in Section .
The historical origin of the Chebyshev-Markov-Stieltjes inequalities dates back to Chebyshev [] , who has first formulated this famous problem and has proposed also a solution without proof, however. Proofs were later given by Markov 
Basic classical results on orthogonal polynomials
Let ( , A, P) be the Borel probability space on the set of real numbers such that is the sample space, A is the σ -field of events and P is the probability measure. For a measurable real-valued random variable X on this probability space, that is, a map X : → R, the probability distribution of X is defined and denoted by F X (x) = P(X ≤ x).
Consider a real random variable X with finite moments
takes an infinite number of values, then the Hankel determinants
are non-zero. Otherwise, only a finite number of them are non-zero (e.g. Cramér [], Section .). We will assume that all are non-zero. By convention one sets p  (x) = μ  = .
Definition . An orthogonal polynomial of degree n ≥  with respect to the moment structure {μ k } k=,...,n- , also called orthogonal polynomial with respect to X, is a polynomial p n (x) of degree n, with positive leading coefficient, that satisfies the n linear expected value equations
The terminology 'orthogonal' refers to the scalar product induced by the expectation operator X, Y = E[XY ], where X, Y are random variables for which this quantity exists.
An orthogonal polynomial is uniquely defined if either its leading coefficient is one (socalled monic polynomial) or p n (X), p n (X) =  (so-called orthonormal property). A monic orthogonal polynomial is throughout denoted by q n (x) while an orthogonal polynomial with the orthonormal property is denoted by P n (x). Some few classical results are required.
Lemma . (Chebyshev determinant representation)
The monic orthogonal polynomial of degree n identifies with the determinant
The monic orthogonal polynomials form an orthogonal system of functions.
Lemma . (Orthogonality relations)
Proof See e.g. Akhiezer [], Chapter , Section , or Hürlimann [], Lemma I...
Using Lemma . one sees that the monic orthogonal polynomials and the orthonormal polynomials are linked by the relationship
The following relationship plays an essential role in the derivation of the new explicit solution to the algebraic moment problem in the next section. 
Christoffel-Darboux kernel polynomial of degree n. Then one has the determinantal identity
D n · K n (x, y) = -   x · · x n  μ  μ  · · μ n y μ  μ  · · μ n+ · · · · · · · · y n μ n μ n+ · · μ n . (  .  )
An explicit solution to the algebraic moment problem
Given the first n +  moments of some real random variable X, the algebraic moment problem of order r = n + , abbreviated AMP(r), asks for the existence and construction of a finite atomic random variable with ordered support {x  , . . . , x r }, that is, x  < x  < · · · < x r , and probabilities {p  , . . . , p r }, such that the system of non-linear equations
is solvable. For computational purposes it suffices to know that if a solution exists, then the atoms of the random variable solving AMP(r) must be identical with the distinct real zeros of the orthogonal polynomial q r (x) of degree r = n + , as shown by the following precise recipe. 
with Z the discrete random variable with support {x  , . . . , x r } and probabilities {p  , . . . , p r }.
Next, we assume only the knowledge of the moment sequence {μ k } k=,,...,n and suppose that the Hankel determinants D k , k = , , . . . , n, are positive. These are the moment inequalities required for the existence of random variables on the whole real line with given first n moments (e.g. De Vylder [], part II, Chapter .). Clearly, only the orthogonal polynomials q k (x), k = , , . . . , n, are defined. However, an observation similar to the remark by Akhiezer [], Chapter , Section , p., is helpful. If, in addition to {μ k } k=,,...,n , an arbitrary real number μ n+ is also given, it is possible by Lemma . to construct the polynomial Instead of the arbitrary variable moment μ n+ one can equivalently specify a variable real number x and include it in the support {x  , . . . , x n , x} that solves AMP(r) based on the variable 'orthogonal polynomial' q r (x, y). Let e i , i = , . . . , n, denote the elementary symmetric functions in {x  , . . . , x n } and set e  = , e r = . Then the variable functions
coincide with the elementary symmetric functions in {x  , . . . , x n , x}, and one has necessarily
Writing out the linear expected value equations
sees that they are equivalent with the system of linear equations defined in matrix form by A · z = b with 
where |M| denotes the determinant of the matrix M. Clearly, the first n atoms of the support {x  , . . . , x n , x} are by construction the distinct real zeros of the polynomial of degree n given by
For application to the Chebyshev-Markov-Stieltjes inequalities in Section , one is interested in the probabilities (.) associated to the discrete random variable Z with support {x  , . . . , x n , x} that solves AMP(r). By (.) the probability associated to the atom x coincides with the function of one variable
We are ready for the following main result. 
Let x n+ ∈ (-∞, ∞) be an arbitrary fixed real number, and let B be the matrix defined by
Further, for i = , . 
and the probabilities {p  , . . . , p n , p n+ } are determined by
where the P i (x), i = , . . . , n, are the orthonormal polynomials defined in (.), and the function p(x) has been defined in (.).
Remark . Before proceeding with the proof, it is important to note that Theorem . is a generalization of the special case n =  in Hürlimann [], Proposition II..
Proof First of all, one notes that the matrices A, A i , i = , . . . , n, and B,
. . , n. Indeed, multiply each column in (.) by x n+ and subtract it from the next column to see that |A| = |B|. The other determinantal equalities are shown similarly. Equations (.) follow by (.) and (.). Equation (.) for x = x n+ follows from (.) using (.) and the following determinantal identities:
To show the last equality in (.) we use Laplace's formula to expand the involved determinants in powers of x = x n+ with coefficients in the cofactors C ij (= signed minors) of the Hankel determinant D n . One sees that
Inserted into (.) and rearranging it follows that
Now, the first sum is identical with Laplace's cofactor expansion of D n . Similarly, the coefficients of the powers of x are cofactor expansions of determinants with two equal columns that vanish. This shows (.). For the last equality in (.) we use again Laplace's formula. An expansion with respect to the first column of the displayed determinant shows the following identity:
From the special case y = x of the Christoffel-Darboux formula in Lemma . one obtains (.). Inserting (.) and (.) into (.) implies (.) for x = x n+ . Finally, cyclic permutations of the atoms x  , . . . , x n , x n+ implies (.) for all i = , . . . , n + .
An explicit version of the Chebyshev-Markov-Stieltjes inequalities
As a main application of Theorem ., we get a completely explicit version of the Chebyshev-Markov-Stieltjes inequalities, which go back to Chebyshev, Markov, Possé and Stieltjes, and have been stated and studied at many places. Our formulation corresponds essentially to the inequalities found in the appendix of Zelen [] for the infinite interval (-∞, ∞), and find herewith an implementation suitable for computation, as will be demonstrated in the next two sections. The probabilistic bounds (.) below are nothing else than the special case f (x) =  of (.), Section ., in Freud [] . For the interested reader the essential steps of the modern probabilistic proof are sketched.
Theorem . (Chebyshev-Markov-Stieltjes inequalities) Let F X (x) be the distribution function of an arbitrary random variable X defined on (-∞, ∞) with the moments
. . , x n , x} be the distinct zeros of the polynomial q r (y) = (y -x)q * n (x, y) of degree r = n +  as defined in (.). Then the following inequalities hold: 
The polynomial q x (z) of degree n is uniquely determined by the following conditions. For i = , . . . , r, one has q x (x i ) =  if x i < x and q x (x i ) =  if x i ≥ x, and for i = , . . . , n one has q x (x i ) = . Through application of Theorem ., one sees that the obtained lower bound is necessarily equal to  -x i ≥x p(x i ) = x i <x p(x i ) with p(x i ) determined by (.). Similarly, the polynomial minorant yields the formula for the upper bound in (.). The result follows.
Generalized Laguerre-Samuelson bounds
Let x  , x  , . . . , x n be n real numbers with first and second order moments
An improved version, which takes into account the sample moments of order three and four, has been derived in Hürlimann [] . It has also been suggested that further improvement based on the Chebyshev-Markov extremal distributions with known higher moments, though more complex, should be possible. It is shown how a sequence of increasingly accurate generalized Laguerre-Samuelson bounds can be constructed. Based on the first  orders of approximations, we demonstrate through simulation the reasonable convergence of the obtained probabilistic approximation algorithm to the maximum possible sample standardized deviation associated to a given probability distribution on the real line.
The theoretical bounds
The , i = , . . . , n. Clearly, X is a standard random variable with moments
. . , m. In particular, one has μ  = , μ  = . We proceed now similarly to Section  in Hürlimann [] . According to Theorem ., one has necessarily the inequalities
where c L , c U are the smallest and largest zeros of the polynomial q * m (x, y) defined in (.). Substituting x L = (x min -μ)/σ ≤ c L <  into the first inequality and x U = (x max -μ)/σ ≥ c U >  into the second inequality, one gets the bounds 
Since the probability function p(x) is monotone decreasing, the condition x U ≥ c U >  is equivalent with the inequalities p(
The following main result has been shown.
Theorem . (Generalized Laguerre-Samuelson (LS) bounds)
Let x  , x  , . . . , x n be n real numbers with mean μ, standard deviation σ , and set 
The applied bounds
To illustrate the generalized LS bounds consider first 'completely symmetric' sequences of length n = p ≥  of the type
for which s k- = , k = , . . . , m, where m is the maximal order of approximation. Results for the order of approximation m =  have been discussed in Hürlimann [] . We extend the numerical approximation up to the order m = . It is interesting to observe that by increasing order of approximation the generalized LS bounds seem to converge to the true empirical bound. Attained bounds (up to four significant figures) are marked in bold face. For completely symmetric Cauchy sequences the analysis of this property has been suggested to us by corresponding simulations for the order m = . One can ask for a rigorous proof (or disproof ) of it.
In Applied Statistics one does not usually encounter completely symmetric sequences. In empirical studies or simulations, the property s k- = , k = , . . . , m, is rather the rule than the exception. It is therefore worthwhile to present some simulations for arbitrary sequences stemming from distributions defined on the whole real line, whether symmetric or not.
Our illustration includes only simulated sequences from symmetric distributions. Besides the Laplace, the interesting and important Pearson type VII (generalized Student t, normal inverted gamma mixture) is considered. Its density function is given by
For simulation, one needs its percentile function, which reads (Eq. (.) in Hürlimann [])
where β(x; a, b) is a beta density. While the mean and skewness of (.) are zero, the variance (if α > ) and excess kurtosis (if α > ) are given by
In case α = In contrast to Table , the simulated odd order moments in Table  never 
Generalized Chebyshev-Markov VaR bounds
Let r  , r  , . . . , r n be n observed returns from a financial market with first and second order sample moments s k = 
where L = -R is the loss random variable associated to the random return R with observed values r  , r  , . . . , r n . An improved version, which takes into account the sample moments of order three and four, has been derived in Hürlimann accurate generalized Chebyshev-Markov (CM) VaR bounds can be constructed. Based on the first  order of approximations, we demonstrate then the use of the obtained algorithm through a real-life case study. A comparison with the estimated VaR of some important return distributions is instructive and justifies the application and further development of the CM VaR bounds. Similar generalizations to bounds for the conditional value-at-risk measure (CVaR) can also be obtained (see Hürlimann [] , Theorem ., for the special case m = ).
The theoretical bounds
The number m ≥  denotes the order of approximation of the generalized CM VaR bounds. Let r  , r  , . . . , r n be n observed returns from a financial market with sample mo-
. . , m. The mean and standard deviation are denoted μ = s  , σ = s  -s   . Let X = -R be the negative of the standardized random return R with observed values (r i -μ)/σ , i = , . . . , n. Clearly X is a standard random variable with moments
. . , m. In particular, one has μ  = , μ  = . According to Theorem ., one has necessarily the inequality where c L is the largest zero of the polynomial q * m (x, y) defined in (.). Now, for a fixed (sufficiently small) loss tolerance level ε >  one has
With the determinantal representation (.) for /p(x) this is equivalent to the polynomial equation of degree m given by
Since the probability function p(x) is monotone decreasing, the condition x ε ≥ c L >  is equivalent with the inequalities p(x ε ) = ε ≤ p(c L ). Therefore, a necessary condition for the validity of (.) is ε ≤ p(c L ). The following main result has been shown.
Theorem . (Generalized CM VaR bound) Let r  , r  , . . . , r n be n observed returns from a financial market with sample mean μ, standard deviation σ , and set These data sets are typical as they contain short to medium high volatile periods (short term period of  years, long term period of  years), and very long term periods ( years of monthly data). In order to be compared with the results in Hürlimann [-] the most recent data has not been included. The observed sample logarithmic returns of stock-market indices are negatively skewed and have a much higher excess kurtosis than is allowed by a normal distribution, at least over shorter daily and even monthly periods. In the mentioned papers, a number of important return distributions have been fitted to these data sets using the first four sample moments by solving specific equations (main theorems in Sections  of Hürlimann [-]). Their goodness-of-fit statistics have been optimized through application of the fast Fourier transform (FFT) approximation, which only requires the knowledge of the characteristic function. Though the moment method is not the optimal tool in statistical inference, as compared to maximum likelihood estimation for example, its controlled use in conjunction with the Anderson-Darling and Cramér-von Mises goodness-of-fit statistics remains a first choice in applications depending heavily on moments as the one considered in Hürlimann [-]. This last statement also applies to the CM VaR bounds. 
The applied bounds
The CM StVaR bounds for the loss tolerance level ε = . (of current use in the Basel III and Solvency II regulatory environments) are shown up to the order m = . They can be immediately compared with the standardized maximum losses defined by 
