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Learning the Sampling Pattern for MRI
Ferdia Sherry, Martin Benning, Juan Carlos De los Reyes, Martin J. Graves, Georg Maierhofer,
Guy Williams, Carola-Bibiane Schönlieb and Matthias J. Ehrhardt
Abstract—The discovery of the theory of compressed
sensing brought the realisation that many inverse problems
can be solved even when measurements are "incomplete".
This is particularly interesting in magnetic resonance imag-
ing (MRI), where long acquisition times can limit its use.
In this work, we consider the problem of learning a sparse
sampling pattern that can be used to optimally balance
acquisition time versus quality of the reconstructed image.
We use a supervised learning approach, making the as-
sumption that our training data is representative enough of
new data acquisitions. We demonstrate that this is indeed
the case, even if the training data consists of just 7 training
pairs of measurements and ground-truth images; with a
training set of brain images of size 192 by 192, for instance,
one of the learned patterns samples only 35% of k-space,
however results in reconstructions with mean SSIM 0.914
on a test set of similar images. The proposed framework
is general enough to learn arbitrary sampling patterns,
including common patterns such as Cartesian, spiral and
radial sampling.
Index Terms—MRI, k-space optimisation, compressed
sensing, bilevel learning, regularisation
I. INTRODUCTION
THE field of compressed sensing is founded on the re-alisation that in inverse problems it is often possible
to recover signals from incomplete measurements. To do so,
the inherent structure of signals and images is exploited.
Finding a sparse representation for the unknown signal reduces
the number of unknowns and consequently the number of
measurements required for reconstruction. This is of great
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interest in many applications, where external reasons (such as
cost or time constraints) typically imply that one should take
as few measurements as are required to obtain an adequate
reconstruction. A specific example of such an application is
magnetic resonance imaging (MRI). In MRI, measurements
are modelled as samples of the Fourier transform (points in
so-called k-space) of the signal that is to be recovered and
taking measurements is a time-intensive procedure. Keeping
acquisition times short is important to ensure patient comfort
and to mitigate motion artefacts, and it increases patient
throughput, thus making MRI effectively cheaper. Hence, MRI
is a natural candidate for the application of compressed sensing
methodology. While the first theoretical results of compressed
sensing (as in [1], in which exact recovery results are proven
for uniform random sampling strategies) do not apply well to
MRI, three underlying principles were identified that enable
the success of compressed sensing [2], [3]: 1) sparsity or
compressibility of the signal to be recovered (in some sparsi-
fying transform, such as a wavelet transform), 2) incoherent
measurements (with respect to the aforementioned sparsifying
transform) and 3) a nonlinear reconstruction algorithm that
takes advantage of the sparsity structure in the true signal.
The nonlinear reconstruction algorithm often takes the form
of a variational regularisation problem:
min
u
1
2
‖SFu− y‖2 + αR(u), (1)
with S the subsampling operator, F the Fourier transform, y
the subsampled measurements, R a regularisation functional
that encourages the reconstruction to have a sparsity structure
and α the regularisation parameter that controls the trade-off
between the fit to measurements and fit to structure imposed
by R. Many previous efforts made towards accelerating MRI
have focused on improving how these aspects are treated.
The reconstruction algorithm can be changed to more ac-
curately reflect the true structure of the signal: the typical
convex reconstruction problem can be replaced by a dictionary
learning approach [4]; in multi-contrast imaging, structural
information obtained from one contrast can be used to inform
a regularisation functional to use in the other contrasts [5]; and
in dynamic MRI additional low rank structure can be exploited
to improve reconstruction quality [6], [7].
It is well known that sampling uniformly at random in
k-space (as the original compressed sensing theory suggests
[1]) does not work well in practice; using a variable density
sampling pattern greatly improves reconstruction quality [2],
see Figure 1. Note that variable density sampling patterns
of scattered points in k-space only allow for accelerated
acquisition in 3D, in which case the readout is performed in
the orthogonal direction. In the works [8]–[12], subsampling
strategies are studied that can be used in practice. On the
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Uniform random Reconstruction Learned Reconstruction
Fig. 1: The importance of a good choice of sampling pattern.
Left: uniform random pattern (sampling 19% of k-space) and
reconstruction (using total variation type regularisation) on a
test image. Right: an equally sparse pattern learned by our
algorithm and reconstruction for the same test image.
theoretical side, the compressed sensing assumptions have
been refined to derive optimal densities for variable density
sampling [13]–[15], to prove bounds on reconstruction errors
for variable density sampling [16], [17] and to prove exact
recovery results for Cartesian line sampling [18], [19]
The sampling pattern can be optimised in a given setting
to improve reconstruction quality. There are works on fine-
tuning sampling patterns [20], [21], choosing data-adapted
sampling patterns without knowledge of the reconstruction
method [22], greedy algorithms to pick a suitable pattern
for a given reconstruction method [23]–[25], jointly learning
a Cartesian line pattern and neural network reconstruction
algorithm [26], jointly learning non-Cartesian line sampling
patterns and model based deep learning reconstruction algo-
rithms for parallel MRI [27], and optimal patterns for zero-
filling reconstructions can be computed from a training set
with little computational effort [28]. We consider the problem
of learning an optimal sparse sampling pattern from scratch for
a given variational reconstruction method and class of images
by solving a bilevel optimisation problem. A similar approach
has been used to learn regularisation parameters for variational
regularisation models [29], among other things.
A. Our Contributions
In this work, we propose a novel bilevel learning approach
to learn sparse sampling patterns for MRI. We do this within a
supervised learning framework, using training sets of ground
truth images with the corresponding measurements.
Our approach can accommodate arbitrary sampling patterns
and sampling densities. We demonstrate that the parametrisa-
tion of the sampling pattern can be chosen to learn a pattern
consisting of a scattered set of points as well as Cartesian lines,
but other parametrisations can also be designed that result in
radial or spiral sampling, for instance. By using a sparsity
promoting penalty on the sampling pattern, we can also vary
the sampling rates of our learned patterns.
Besides this, it is also possible to use a wide variety of
variational reconstruction algorithms, that is various choices
of regularisation R in Problem (1), and we can simultaneously
learn the sampling pattern and the optimal regularisation pa-
rameter for reconstruction. This forgoes the need to separately
tune the parameters of the reconstruction method.
Our optimal sampling patterns confirm empirically the
validity of variable density sampling patterns: the optimal
patterns tend to sample more densely around the low frequen-
cies and more sparsely at high frequencies. We investigate
the dependence of the shape of the sampling density on the
sampling rate and the choice of regularisation functional R.
By focusing on a particular region within the body, our
approach can be used with very small training sets to learn
optimal patterns, that nevertheless generalise well to unseen
MRI data. We demonstrate this on a set of brain images;
indeed, in this setting we find that a training set of just five
image, measurement pairs is sufficient.
II. MODEL AND METHODS
In the bilevel learning framework, the free parameters of
a variational regularisation method are learned to optimise a
given measure of reconstruction quality. We assume that we
are given a variational regularisation method to perform the
reconstruction, of a form such as Problem (1). Furthermore, we
assume that we are given a training set of N pairs of ground
truth images u∗i and fully sampled noisy k-space data yi. With
these ingredients we set up a bilevel optimisation problem that
can be solved to learn the optimal sampling pattern S and
regularisation parameter α:
min
S,α
1
N
N∑
i=1
Lu∗i (uˆi(S, α)) + P (S, α)
where uˆi(S, α) solves Problem (1) with y = yi.
(2)
In this problem, we use a continuous parametrisation of the
sampling pattern (which is described in detail in Section II-
B) so that the learning problem is a continuous optimisation
problem. A straightforward generalisation of this parametri-
sation (which is described in Section A of the Appendix)
allows us to impose constraints on the type of pattern that
is learned. We will refer to Problem (2) as the upper level
problem and will call the variational regularisation problems
that make up its constraints the lower level problems. Each
Lu∗i is a loss function that quantifies the discrepancy between
the reconstruction from subsampled measurements, uˆi, and
the corresponding ground truth u∗i and P is a penalty on
the sampling pattern that encourages its sparsity. Hence, the
objective function in Problem (2) is a penalised empirical loss
function, the minimiser of which trades off the reconstruction
quality against the sparsity of the sampling pattern in an
optimal manner. As we show in Section II-C.2, it is possible
to differentiate the solution maps (S, α) 7→ uˆi(S, α) in our
setting, so that Problem (2) is amenable to treatment by first
order optimisation methods.
In this section, we describe in more detail the various
aspects that make up Problem (2) in our setting, starting with
the lower level problems, followed by the upper level problem,
after which we describe the methods that can be applied to
solve the problem.
A. Variational regularisation models
The lower level problems in Problem (2) are variational
regularisation problems. In this section, we specify the class
of variational regularisation problems that will be considered.
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In our application, an image of dimensions n := n1 × n2
is modeled as a vector in Cn by concatenating its columns.
The subsampled measurements corresponding to a given image
u are modeled as y = S(Fu + η). Here F is a Fourier
transform operator, S = diag(s1, . . . , sn), si > 0 is the
sampling operator, which selects the points in k-space that are
included in the measurements (and can be used as a weight on
those measurements), and η ∈ Cn is complex Gaussian white
noise.
The variational regularisation approach to estimating the
true image u from measurements y proceeds by solving
an optimisation problem that balances fitting the measure-
ments with fitting prior knowledge that is available about
the image. In this work we consider problems that take
the form of Problem (1) with R(u) = J(Au). Here A =
(A1, . . . ,AM ) is a collection of linear operators, |Au|i =√|A1u|2i + . . .+ |AMu|2i , α > 0, and J(v) = ∑ni=1 ρ(|v|i)
for some convex ρ : [0,∞) → R. Furthermore, we assume
that ρ satisfies the following conditions: 1) ρ is increasing, 2)
ρ is twice continuously differentiable and 3) ρ′(u) = O(u)
as u → 0. Finally, a strongly convex penalty u 7→ ε‖u‖2/2
is added to the objective function. With these definitions, the
lower level energy functional Ey , given fully sampled training
measurements y, takes the following form:
Ey(u;S, α) = 1
2
‖S(Fu− y)‖2 + αJ(Au) + ε
2
‖u‖2 (3)
Note that we can approximate a number of common regulari-
sation functionals by choosing ρ to be defined as below for a
small γ > 0:
ρ(x) =
{
− |x|33γ2 + x
2
γ if |x| 6 γ
|x| − γ3 if |x| > γ.
This choice of ρ can be thought of as a twice continuously
differentiable version of the Huber loss function [30]. With
this ρ, we obtain the following types of regularisation:
• if A = ∇ = (∂x, ∂y) the regularisation term in Equa-
tion (3) approximates the isotropic total variation as
regularisation term; its use in variational regularisation
problems has been studied since [31], and it is a common
choice of regularisation in compressed sensing MRI [2],
• if A = W for some sparsifying transform W , such as
a wavelet or shearlet transform, the regularisation term
in Equation (3) approximates a sparsity penalty on the
transform coefficients of the image. These types of reg-
ularisation have been successfully applied to compressed
sensing MRI in the past [32], [33].
B. The upper level problem
In the upper level problem, we parametrise the sampling
pattern S and the lower level regularisation parameter α by
a vector p ∈ C := [0, 1]n × [0,∞): we let si = pi for
i = 1, . . . , n and α(p) = pn+1. This parametrisation allows
us to learn a sampling pattern of scattered points on a grid in
k-space, though it is worth noting that the parametrisation can
be generalised to constrain the learned pattern. To prevent the
notation from becoming overly cumbersome, we do not con-
sider this generalisation here, but refer the reader to Section A
in the Appendix for the details.
With this parametrisation, a natural choice of the sparsity
penalty P is as follows:
P (p) = β
n∑
i=1
pi + pi(1− pi)
with β > 0 a parameter that decides how reconstruction
quality is traded off against sparsity of the sampling pattern.
Besides encouraging a sparse sampling pattern, this penalty
encourages the weights in the sampling pattern S(p) to take
either the value 0 or 1. For the loss function L, we choose
Lu′(u) =
1
2‖u − u′‖2, but it is straightforward to replace
this by any other smooth loss function. For instance, if one
is interested in optimising the quality of the recovered edges
one could use the smoothed total variation as a loss function:
Lu′(u) =
∑n
i=1 hγ(|∇u′ − ∇u|i), with hγ as defined in
Section II-A.
C. Methods
As was mentioned in Section II, first order optimisation
methods can be used to solve problems like Problem (2),
provided that the solution maps of the lower level problems,
p 7→ uˆi(p), can be computed and can be differentiated. In
this section we describe the approach taken to computing the
solution maps and their derivatives and then describe how
these steps are combined to apply first order optimisation
methods to Problem (2).
1) Computing the solution maps of the lower level problems:
In this and the next subsection, we will consider the lower level
problem for a fixed y, so for the sake of notational clarity,
we will drop the subscript and write E = Ey . The lower
level energy functional E is convex in u and takes the saddle-
point structure that is used in the primal-dual hybrid gradient
algorithm (PDHG) of Chambolle and Pock [34]. Indeed, we
can write
E(u;S(p), α(p)) = F (Ku) +G(u),
with F (v) = F1(v1) +F2(v2), K = (K1,K2), where K1 = I ,
K2 = A and
F1(v1) =
1
2
‖S(p)(Fv1 − y)‖2,
F2(v2) = α(p)J(v2),
G(u) =
ε
2
‖u‖2.
With this splitting, the parameter choices from Section C.2
in the Appendix and an arbitrary initialisation u0 (we can
take it to be the zero-filling reconstruction, or warm start the
solver) the following iterative algorithm solves the lower level
problem with a linear convergence rate:
2) Differentiating the solution map: In the previous subsec-
tion, we saw that we can compute the solution maps of
the lower level problems. To apply first order optimisation
methods to Problem (2), we still need to be able to differentiate
these solution maps. To this end, note that the solution map uˆ
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Algorithm 1 Solving the lower level problem, Problem (1),
with PDHG
Input: u0,maxit,tol
v0 ← Ku0
u0 ← u0
for k = 0 to maxit do
vk+1 ← proxσF∗(vk +Kuk)
uk+1 ← proxτG(uk − τK∗vk+1)
uk+1 = uk+1 + θ(uk+1 − uk)
if ‖u
k+1−uk‖
‖uk‖ +
‖vk+1−vk‖
‖vk‖ 6 tol then
break the loop
end if
end for
Output: uk+1
of E can be defined equivalently by its first order optimality
condition:
DuE(uˆ(p); p) = 0
and that E is twice continuously differentiable in our setting.
To ease notation, let us write uˆp := uˆ(p) in this subsection.
Since E is strongly convex in u, its Hessian is positive definite
and hence invertible. As a consequence, the implicit function
theorem tells us that the optimality condition can be implicitly
differentiated with respect to p and solved to give the derivative
of the solution map:
D2uE(uˆp; p)Dpuˆp +Du,pE(uˆp; p) = 0,
so that
Dpuˆp = −[D2uE(uˆp; p)]−1Du,pE(uˆp; p). (4)
In fact, we do not need the full derivative of the solution map
in our application, but just the gradient of a scalar function of
the solution map, namely p 7→ Lu∗(uˆp) for some ground truth
u∗. The chain rule and the formula in Equation (4) give us a
formula for this gradient:
g = ∇uˆpLu∗(uˆp)Dpuˆp
= −∇uˆpLu∗(uˆp)[D2uE(uˆp; p)]−1Du,pE(uˆp; p)
= −Dp,uE(uˆp; p)[D2uE(uˆp; p)]−1∇uˆpLu∗(uˆp)∗.
(5)
It is worth noting that this expression for the gradient can also
be derived using the Lagrangian formulation of Problem (2),
through the adjoint equation, and this is the way in which
it is usually derived when an optimal control perspective is
taken [29]. To implement this formula in practice, we do not
compute the Hessian matrix of E and invert it exactly (since
the Hessian is very large; it has as many rows and columns
as the images we are dealing with have pixels). Instead, we
emphasise that the Hessian is symmetric positive definite, so
that it is suitable to solve the linear system with an iterative
solver such as the conjugate gradient method. For this, we just
need to compute the action of the Hessian, for which we can
give explicit expressions. These computations have been done
in Section D of the appendix. The expressions derived in the
appendix for D2uE and Dp,uE can be implemented efficiently
in practice and are then used in the conjugate gradient method
(CG) to compute the desired gradients.
3) Solving the bilevel problem using L-BFGS-B: Recall that
we are interested in solving Problem (2). By the previous
sections, we know that the objective function of this problem is
continuously differentiable, and the constraints that we impose
on the parameters form a box constraint, so the optimisation
problem that we consider is amenable to treatment by the
L-BFGS-B algorithm [35], [36]. In our description of the
computation of the objective function value and gradient of
Problem (2), we will denote the gradient of p 7→ Lu∗i (uˆi(p))
by gi. Since the objective function splits as a sum over the
training set, it is completely straightforward to parallelise the
computations of the solution maps and desired gradients over
the training set:
Algorithm 2 Computing the objective function value L and
gradient g of the bilevel problem, Problem (2), at p
Input: p
for i = 1 to N do
Set measurements for training example i: y ← yi
Set current S and α: S ← S(p), α← α(p)
Solve Problem (1) with Algorithm 1 to obtain uˆi
Solve the system in Equation (5) with CG to obtain gi
end for
L← 1N
∑N
i=1 Lu∗i (uˆi) + P (p)
g ← 1N
∑N
i=1 gi +∇pP (p)
Output: L, g
The output of algorithm 2 can be plugged in to L-BFGS-B
to solve Problem (2).
III. EXPERIMENTS
Our methods have been implemented in Python, using the
PyTorch package [37] to solve the lower level problems and
adjoint equations (Equation (5)). We implement the lower
level solver as a custom PyTorch module with the backprop-
agation given by solving the adjoint equation, which allows
it to be easily used as a component in another machine
learning problem and enables us to make use of GPUs to
accelerate computations if available. Our code is available
at https://github.com/fsherry/bilevelmri. We
use the implementation of the L-BFGS-B algorithm that is
included in SciPy [38] and a PyTorch implementation of the
discrete wavelet transform [39] for our experiments involving
wavelet regularisation. All experiments were run on a com-
puter with an Intel Xeon Gold 6140 CPU and a NVIDIA
Tesla P100 GPU. Since the learning problem is non-convex,
care must be taken with the choice of initialisation. In the
experiments in this section, we initialise the learning with a full
sampling pattern and the corresponding optimal regularisation
parameter. This optimal regularisation parameter is learned
using our method, keeping the sampling pattern fixed to
fully sample k-space; the optimal regularisation parameter is
typically found in less than 10 iterations of the L-BFGS-B
algorithm. In practice, this initialisation is found to work well.
In this section, we have experiments in which we look at
- varying the sparsity parameter β to control the sparsity of
the learned pattern,
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- learning Cartesian line patterns with our method,
- using different lower level regularisations,
- varying the size of the training set,
- comparing the learned patterns to other sampling patterns,
- learning sampling patterns for high resolution imaging.
Unless otherwise specified, we use a total variation type
regularisation in the lower level problems for all experiments.
That is, ρ is chosen as the Huber type function defined in
Section II-A and A = ∇. We refer the reader to the supporting
document for figures that may be of interest, but are not crucial
to the understanding of the results.
A. Data
The brain images are of size 192 × 192, taken as slices
from 7 separate T1-weighted 3D scans. The corresponding
noisy measurements are simulated by taking discrete Fourier
transforms of these slices and adding complex Gaussian white
noise. In all experiments except the one in Section III-E, we
use a training set consisting of 7 slices. We use 70 slices
different to those used in training to test the performance
of learned patterns. The scans were acquired on a Siemens
PrismaFit scanner. For all scans except one, TE = 2.97 ms,
TR = 2300 ms and the Inversion Time was 1100 ms. For the
other scan, TE = 2.98 ms, TR = 2300 ms and the Inversion
Time was 900 ms.
The brain images used in the experiments shown in Fig-
ure 10 are of size 217× 181, taken as slices from a simulated
T2-weighted 3D scan from the BrainWeb database [40]. Noisy
measurements are simulated from these slices by taking dis-
crete Fourier transforms and adding complex Gaussian white
noise. We use a training set consisting of 5 slices and we use 5
slices different to those used in training to test the performance
of learned patterns. In these experiments, the corresponding
slices from the T1-weighted scan are used to inform the
directional vector fields that are used in the directional total
variation regularisation [5] in the lower level problems.
The high resolution images are of size 1024×1024, taken as
slices from a T1-weighted 3D scan of a test phantom. We use a
training set consisting of 5 slices and test the learned pattern on
a single slice different to the ones used in training. Again, the
noisy measurements are simulated by taking discrete Fourier
transforms of these slices and adding complex Gaussian white
noise. The scan was acquired on a GE 3T scanner using
spoiled gradient recalled acquisition with TE = 12 ms and
TR = 37 ms.
B. Varying the sparsity parameter β
Learning with a training set of 7 brain images, we consider
the effect of varying the sparsity parameter β. Increasing this
parameter tends to make the learned patterns sparser, although
we do see a slight deviation from this monotone behaviour
for large β. Figure 2 shows examples of the learned patterns
and reconstructions on a test image and in Figure 3, we see
the performance of the learned patterns, evaluated on the test
set of 70 brain images. We use a Gaussian kernel density
estimator to estimate a sampling distribution corresponding to
each pattern. That is, we convolve the learned pattern with
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Fig. 2: Learned sampling patterns and the corresponding
reconstructions on a test image with TV regularisation in
the lower level problem. On each of the reconstructions, the
top number is the SSIM value and the bottom number is
the PSNR. The values of β used were (from left to right)
1.58 · 10−4, 1.58 · 10−3, 1.58 · 10−2.
0.2 0.4 0.6 0.8 1
0.9
0.92
0.94
0.96
0.98
2
4
6
Fraction of k-space sampled
Im
ag
e
qu
al
ity
SS
IM
·10−3
L
ow
er
le
ve
lr
eg
ul
ar
is
at
io
n
pa
ra
m
et
er
α
Fig. 3: Performance of the learned patterns (measured using
the SSIM index) on the test set, and the lower level regular-
isation parameter α that was learned, against the fraction of
k-space that is sampled.
a Gaussian filter with a small bandwidth and normalise the
resulting image to sum to 1. The results of doing this can
be seen in Figure 4: we see that the distributions become
more peaked strongly around the origin as the patterns become
sparser and furthermore, we see that the decay in the learned
patterns is anisotropic (as opposed to the isotropic decay of
variable density sampling patterns that are not adapted to the
data, such as in [2]).
C. Cartesian line sampling
As described in Section A of the Appendix, we can restrict
the learned pattern to sample along Cartesian lines. Similarly
to the case of learning scattered points in k-space, we see in
Figure 5 that we have some control over the sparsity of the
learned pattern using the parameter β. The sparsity penalty P
does not seem to work as well in this situation in encouraging
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Increasing sparsity parameter β
Fig. 4: Gaussian kernel density estimates of the sampling
distributions for reconstruction with TV regularisation.
the weights of the pattern to be binary, so we threshold the
resulting patterns (that is, we take pthresholdedi = 1 if pi >
0 and pthresholdedi = 0 if pi = 0) and tune the lower level
regularisation parameter on the training set using our method
and the thresholded pattern.
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Fig. 5: Learned Cartesian line sampling patterns and the corre-
sponding reconstructions on a test image with TV regularisa-
tion in the lower level problem. On each of the reconstructions,
the top number is the SSIM value and the bottom number is
the PSNR. The values of β used were (from left to right)
1.58 · 10−3, 6.31 · 10−3, 1.58 · 10−2.
D. Other lower level regularisations
1) Wavelet regularisation: Instead of the TV type regulari-
sation, we use a sparsity penalty on the wavelet coefficients of
the image. We accomplish this by choosing ρ = hγ and A =
W forW an orthogonal wavelet transform (we use Daubechies
4 wavelets). This results in learned sampling patterns that have
slightly different qualititative properties compared to those for
the total variation regularisation. Comparing two patterns from
the TV and wavelet regularisation with the same sparsity, we
find that the pattern for the wavelet regularisation is more
strongly peaked around the origin. We can see this in Figure 6,
where we have estimated the sampling distributions for two
learned patterns with TV and wavelet regularisation, both of
which sample approximately 27% of k-space.
Wavelet TV 0
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1
·10−4
Position along the chosen slice in k-spaceE
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Fig. 6: Gaussian kernel density estimates of the sampling
distributions for reconstruction with wavelet and TV regu-
larisation (for approximately the same sparsity in k-space).
On the right we plot slices taken along the diagonal of these
distributions, showing clearly that the sampling distribution
for reconstruction with wavelet regularisation is more strongly
peaked around the centre.
2) H1 regularisation: We use the squared H1 seminorm as
lower level regularisation, if we take ρ(x) = x2/2 and A = ∇
in the lower level problem. With this choice, we find that the
learned α equals 0 and that the learned pattern does not take
on just binary values: the weights of the learned pattern are
lower at higher frequencies, as can be seen in Figure 7.
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Fig. 7: Learned sampling patterns and the corresponding
reconstructions on a test image with H1 regularisation in
the lower level problem. On each of the reconstructions, the
top number is the SSIM value and the bottom number is
the PSNR. The values of β used were (from left to right)
10−3, 2.51 · 10−3, 6.31 · 10−3.
3) No regularisation: Taking no regularisation in the lower
level problem, i.e.ρ = 0 and fixing α = 0, we find essentially
the same results as when we considered the H1 regularisation:
the weights in the learned pattern show a decay away from the
origin as in Figure 7.
4) Comparison of the different regularisations: We compare
the performance of the learned patterns with the different lower
level regularisations. In Table I, we list the performance of
three of these patterns on the test set of brain images, each
pattern sampling roughly the same proportion of k-space. The
TV regularisation is seen to outperform wavelet regularisation,
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TABLE I: Performance of the learned patterns with different
lower level regularisation functionals.
Regularisation SSIM PSNR
Training TV (28.2%) 0.980± 0.002 31.6± 0.5
Wavelet (25.7%) 0.962± 0.003 29.3± 0.4
H1 (30.2%) 0.872± 0.004 25.9± 0.3
Testing TV (28.2%) 0.915± 0.002 33.1± 0.7
Wavelet (25.7%) 0.913± 0.001 31.9± 0.7
H1 (30.2%) 0.651± 0.005 28.1± 0.5
which in turn outperforms H1 regularisation. Figure 8 shows
the three patterns that we are comparing and the corresponding
reconstructions on a test image. We note that this method can
easily be extended to other regularisation functions (such as
the Total Generalised Variation) that have been used in the
context of MRI [22], [41].
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Fig. 8: A comparison of learned sampling patterns for the
different lower level regularisations that we have considered.
On each of the reconstructions, the top number is the SSIM
value and the bottom number is the PSNR.
E. Varying the size of the training set
To investigate the effect of the size of the training set, we
ran our method on different training sets of slices of brain
images, of sizes 1, 3, 5, 10, 20, 30 to obtain sampling patterns
of roughly the same sparsity. As we see in Figure 9, the learned
patterns perform reasonably well (on the training set of 70
slices) from a training set of size 5 and performance flattens
out as the size of the training set increases to about 20.
F. Comparing with other patterns
In this subsection, we compare the performance of our
learned patterns to the performance of sampling patterns
chosen using other strategies. Section III-F.1 considers the
problem of choosing a sampling pattern of scattered 2D points,
while Section III-F.2 discusses the case where sampling is
constrained to Cartesian lines.
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Fig. 9: The performance of the learned pattern on the test set
as it depends on the size of the training set.
1) Free patterns: We compare our method for learning
sampling patterns to a different data-adapted method for
generating sampling patterns [42] and to uninformed variable
density sampling patterns as in [2]. In this comparison, we
use directional total variation regularisation [5] in the lower
level problem. We use slices from a T1-weighted 3D scan from
the BrainWeb database [40] to generate reference vector fields
and use the corresponding slices from the T2-weighted scan
as ground truths. The pattern is learned with a training set of 5
slices and checked on a testing set of 5 slices. Neither the data-
adapted pattern from [42] nor the uninformed variable density
sampling pattern from [2] fix the lower level regularisation
parameter, so we fix these by using our method to learn
the optimal regularisation parameter on the training set. The
directional total variation is a strong form of regularisation
since edge information from one modality is used to regularise
the reconstruction of another modality. As a result, we see
in Figure 10 and Table II that reconstructions with all of
the patterns are relatively good, even at a low sampling rate.
Comparing the details we see that both of the data-adapted
patterns outperform the uninformed variable density sampling
pattern, and that our learned pattern outperforms both other
patterns. Since our pattern was learned using knowledge of the
lower level regularisation and the pattern from [42] does not
use this information, we conclude that it is possible to adapt
to the reconstruction method to improve sampling strategies.
The zoomed regions in Figure 10 show that our method does
a better job at resolving the fine structures in the image.
TABLE II: A comparison of the performance of our learned
pattern to the data-adapted patterns of [42] and uninformed
variable density sampling patterns from [2] with dTV regu-
larisation in the lower level problem. All compared sampling
patterns sample 13.2% of k-space.
Pattern type SSIM PSNR
Training Our method 0.977± 0.002 32.5± 0.2
Data-adapted [42] 0.968± 0.002 31.1± 0.1
Uninformed VDS [2] 0.925± 0.005 28.9± 0.1
Testing Our method 0.975± 0.003 32.1± 0.2
Data-adapted [42] 0.967± 0.003 31.1± 0.2
Uninformed VDS [2] 0.924± 0.003 28.8± 0.1
2) Cartesian line patterns: Finally, we compare our method
for Cartesian line patterns to another recent method for learn-
ing sampling patterns [23] and uninformed variable density
sampling patterns [2]. In the method of [23], a set of candidate
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Fig. 10: A comparison of our learned pattern to another
data-adapted pattern [42] and an uninformed variable density
sampling pattern [2] with dTV regularisation in the lower level
problem. The example image shown is a test example, not seen
by our learned method or the data-adapted method at training
time. On each of the reconstructions, the top number is the
SSIM value and the bottom number is the PSNR. The top
image in the ground truth column is the T1-weighted slice
that is used to generate the reference vector field for the dTV
regularisation for this test example.
masks is considered and a sampling pattern is selected by
adding candidate masks one at a time according to a greedy
selection rule: at each stage, the candidate is chosen among
the remaining candidates that gives the maximum increase
of a performance measure on a training set. A drawback of
the method from [23] is that the lower level regularisation
parameter, has to be fixed beforehand; we fix the regular-
isation parameter learned with our method on the training
set, apply the method from [23] to learn a line pattern, and
finally tune the regularisation parameter on the training set
with our method to improve the performance of the pattern
learned with with the method from [23]. The uninformed
variable density sampling pattern from [2] does not fix the
reconstruction method, so we use our method to learn the
optimal regularisation parameter on the training set for this
sampling pattern. We use a training set of 7 slices and test on
70 slices different to the ones used in training.
TABLE III: A comparison of the performance of our learned
Cartesian line pattern to the learned patterns of [23] and
uninformed variable density sampling patterns from [2] with
TV regularisation in the lower level problem. All compared
sampling patterns sample 40.6% of k-space.
Pattern type SSIM PSNR
Training Our method 0.978± 0.002 29.6± 0.4
Learned [23] 0.980± 0.002 30.5± 0.5
Uninformed VDS [2] 0.959± 0.005 28.2± 0.6
Testing Our method 0.969± 0.003 33.5± 0.9
Learned [23] 0.969± 0.003 34.2± 0.7
Uninformed VDS [2] 0.944± 0.007 31.6± 0.7
As we see in Figure 11 and Table III, both our learned pat-
40.6% 40.6% 40.6%
Ground truth Our learned pattern Pattern from [23] Pattern from [2]
0.968
33.0
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0.939
30.5
Fig. 11: A comparison of our learned Cartesian line pattern
to the learned pattern from [23] and an uninformed variable
density sampling pattern [2] with TV regularisation in the
lower level problem. On each of the reconstructions, the top
number is the SSIM value and the bottom number is the PSNR.
tern and the learned pattern from [23] significantly outperform
the uninformed variable density sampling pattern from [2].
Our learned pattern performs very similarly to the pattern
from [23], if ever so slightly worse in terms of the performance
metrics. A comparison of the computational effort required for
the method in [23] and our method can be given by noting
that the effort required in both methods is proportional to the
number of times a lower level problem has to be solved. In our
method, there is at each iteration an additional adjoint equation
that needs to be solved, which takes less than but comparable
effort to one lower level solve. That is, one iteration of our
method effectively requires (less than) two lower level solves.
For the method in [23], assuming a set of N candidate masks
(disjoint and each of the same size) and a sampling rate r, we
need to perform
rN∑
i=0
(N − i) = r
(
1− r
2
)
N2 +
(
1− r
2
)
N = Θ(N2).
lower level solves. Table IV shows two concrete settings
in which we compare the computational effort (in terms of
effective number of lower level solves) required to use each
method.
Line sampling (40.6%) Free pattern (34.7%)
Our method 4192 6494
The method from [23] 12087 3.90 · 108
TABLE IV: A comparison of the computational efforts (mea-
sured in effective number of lower level solves) required for
our method and for the method in [23] on images of size
192× 192.
Note that we did not actually use the method in [23] to learn
a free pattern, since the number of lower level solves required
to do this was prohibitive. By using a continuous optimisation
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approach to learning sampling patterns, our method can be
more easily scaled up to higher resolutions and more computa-
tionally demanding settings such as 3D MRI or dynamic MRI;
Quasi-Newton methods, such as the L-BFGS-B algorithm,
exhibit a resolution independent behavior for problems like
Problem (2) i.e., the number of outer iterations remains almost
the same no matter the size of the variables involved [43].
G. High resolution example
Up to this point, the experiments have been run on relatively
small images. For this experiment, we used a training set of
5 slices taken from a high resolution scan of a phantom. In
Figure 12, we consider a different test slice from this scan to
see how well the learned pattern performs. We compare our
learned pattern to a low-pass sampling pattern (with the lower
level regularisation parameter learned on the training set).
Though both methods do well at reconstructing the phantom
image, the zoomed region shows that our method allows fine
details to be resolved very well, even when sampling just
5.7% of k-space, whereas the low pass pattern has a limited
resolution.
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Fig. 12: A comparison of the learned pattern and a low-
pass sampling pattern in the high resolution setting with
TV regularisation in the lower level problem. On each of
the reconstructions, the top number is the SSIM value and
the bottom number is the PSNR. On the bottom row, the
performance metrics are computed using just the zoomed
regions.
IV. DISCUSSION AND OUTLOOK
All our experiments were carried out on 2D images. With
minor mathematical modifications, the proposed method can
be applied to learn sampling patterns for 3D MRI, though
it is worth noting that the computational effort will scale up
accordingly and the implementation will need to be optimised
to deal with this. There is considerable scope for optimisation
of the computational implementation of the method, for in-
stance by parallelising the solution method for the lower level
problems. To accelerate MRI in practice, it is necessary to take
into account the physical constraints imposed on sampling.
The free pattern of points learned by our method is not
immediately useful for accelerating 2D MRI, but it can be
used for accelerated 3D MRI. If our method is extended to 3D
MRI, the problem of efficiently sampling along these patterns
in practice comes up again. In [44], a method is proposed
(which has been implemented in practice at NeuroSpin [45])
that can be used to generate practical sampling strategies from
a given target density. We can estimate a target density from
our learned pattern, and use it as an input to this method.
Besides these extensions to our method, one can consider
more general lower level regularisation functionals and allow
for more flexibility to learn a custom regulariser as was done
for denoising in [46], or unroll the lower level algorithm and
use an approach similar to that of the variational network [47].
In this work, we have considered the free and Cartesian line
parametrisations of the sampling pattern, but we mentioned
that any differentiable parametrisation of the sampling pattern
can be used. With an appropriate choice of the parametrisation,
our method can be used to learn optimal radial line patterns,
or other physically feasible optimal sampling patterns.
In our framework, we made smoothness assumptions on the
lower level problems in order to differentiate their solution
maps. Similar results can be derived assuming partial smooth-
ness of the regularisation functionals [48], which covers total
variation regularisation and the wavelet regularisation without
needing to smooth them. The non-smooth lower level problems
will be harder to solve, but it might be possible to deal directly
with non-smooth lower level problems using this approach.
Alternatively, one could consider optimality conditions for
bilevel optimisation problems with non-smooth lower level
problems [49] and attempt to solve the optimality conditions.
Despite being a smooth optimisation problem, the learning
procedure is computationally intensive, since the lower level
problems have to be solved to high accuracy in each iteration.
These issues are alleviated by warm-starting the lower level
solvers and it may be possible to do something similar
with the iterative solver used to compute gradients. There
is considerable scope for investigating ways in which the
optimisation can be improved: the problem is non-convex so
one could further research whether this is problematic in this
case, and, if so, how to get around these issues. In Section III-
C, we saw that, even with the penalty in the upper level that
encourages discreteness of the learned patterns, the learned
Cartesian line patterns were not binary, which may be an
artefact of the difficulties involved in solving the optimisation
problem. One thing that can be of great importance in non-
convex optimisation is the initialisation that is used; in this
work we have used a fixed initialisation consisting of an
identity sampling operator and the corresponding optimal
regularisation parameter and found that it generally worked
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well, but more detailed study may point to a more suitable
initialisation. Since the objective function splits as a sum over
the training set, another natural direction of future research
would be to investigate the use of stochastic optimisation
methods in this setting.
V. CONCLUSIONS
We have proposed a supervised learning approach to learn
high quality sampling patterns for accelerated MRI for a given
variational reconstruction method. We have demonstrated that
this approach is highly flexible, allowing for a wide variety of
regularisation functionals to be used and allowing constraints
to be imposed on the learned sampling patterns. Furthermore,
we have shown that the method can be used successfully with
small training sets. The learned patterns perform favourably
compared to standard choices of sampling patterns, both
quantitatively (measured by SSIM and PSNR on a test set)
and qualitatively (by comparing the resolution of fine scale
details).
This work shows that it is feasible to learn sampling patterns
by applying continuous optimisation methods to a bilevel
optimisation problem and suggests multiple ways in which this
methodology can be extended to work in different settings.
APPENDIX
A. Alternative parametrisations of the sampling pattern
As was mentioned before, it is possible to use various
parametrisations of the sampling pattern. We implement this
by allowing p to depend smoothly on another parameter λ,
through p : B → C. This generalised parametrisation includes
the following ones, which are used in the results of the main
text:
• If we let B = [0, 1]n1 × [0,∞) or B = [0, 1]n2 × [0,∞),
and we let p encode horizontal or vertical lines in k-
space using the first n1 or n2 coordinates of λ and the
regularisation parameter with the last coordinate of λ, we
can learn Cartesian line patterns and the regularisation
parameter,
• If we have a fixed sampling pattern S =
diag(s1, . . . , sn1·n2) and let p(λ) = (s1, . . . , sn1·n2 , λ)
with B = [0,∞), we can learn the optimal regularisation
parameter for the fixed pattern S.
Instead of studying a problem like Problem (2), our problem
now becomes
min
λ∈B
1
N
N∑
i=1
Lu∗i (uˆi(p(λ)) + P (p(λ)).
The same methodology that is used in the main text can be
used to tackle this problem and we can use the chain rule to
get the gradients that we need: λ 7→ P (p(λ)) has gradient
given by ∇Pp(p(λ))Dλp(λ), and using Equation (5), we see
that λ 7→ Lu∗i (uˆi(p(λ))) has gradient
−Dλp(λ)∗Dp,uEyi(uˆi(p(λ)); p(λ))
([D2uEyi(uˆi(p(λ)); p(λ))]
−1∇Lu∗i (uˆi(p(λ)))∗)
B. Gradient and Hessian of the lower level regularisation
The regularisers that we consider in the lower level prob-
lems are twice continuously differentiable, and we can give
explicit formulas for their gradients and for the action of their
Hessians. Although we have a complex image forward model,
when we speak of differentiability we mean differentiability
with respect to the real and imaginary parts separately. Simi-
larly, pixelwise products of complex quantities should here be
interpreted as separate multiplication of the real and imaginary
parts. We only need to compute the gradient and Hessian
of J(z) = J(z1, . . . , zM ) =
∑
i ρ(|(z1, . . . , zM )|). Indeed,
the regulariser R satisfies R(u) = J(Au), so DuR(u) =
A∗DzJ(Au) and D2uR(u) = A∗D2zJ(Au)A. We denote the
real and imaginary parts of zj by zjreal and z
j
imag respec-
tively. Differentiating the sum that defines J with respect to
zjreal,i, z
j
imag,i, we find that
∂J
∂zjcomp,i
(z) =
ρ′(|z|i)
|z|i z
j
comp,i, for comp ∈ {real, imag}.
(6)
We make notation less cumbersome by defining φ(x) =
ρ′(x)/x. Using Expression (6), we see that
DzJ(z) = φ(|z|) · z. (7)
To get the Hessian of J , consider a component (DzJ(z))
p
comp,i
and differentiate with respect to zqcomp’,j :
∂2J
∂zqcomp’,j∂z
p
comp,i
(z) =
φ′(|z|i)
|z|i δi,jz
q
comp’,jz
p
comp,i
+ φ(|z|i)δ(i,p,comp),(j,q,comp’). (8)
To ease notation, we define
ψ(x) =
{
0 if x = 0
φ′(x)
x if x > 0.
.
The action of D2J(z) on a vector w can now be computed
using Equation (8):
D2zJ(z)w = ψ(|z|) · z ·
( ∑
p=1,...,M
comp∈{real,imag}
zpcomp · wpcomp
)
+ φ(|z|) · w (9)
C. Details of solving the lower level problems
In Section II-C.1 of the main text, we show that the lower
level energy functional Ey takes the saddle-point structure
that is exploited in PDHG. In this section, we describe the
computations that need to be made to choose the parameters
correctly and apply the algorithm.
1) Proximal operator of F2: Given how F2 is de-
fined, its proximal operator can be computed by ap-
plying pixelwise the proximal operator of ξ : x =
(x1, . . . , xM ) 7→ α(p)ρ(√|x1|2 + . . .+ |xM |2). The opti-
mality condition defining the proximal operator tells us that
proxτξ(x
1, . . . , xM ) is the unique xˆ satisfying
(1 + τα(p)φ(|xˆ|))xˆ = x.
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That is, xˆ is a scalar multiple of x. Taking norms of both sides
of this equation, we get an equation
(1 + τα(p)φ(C))C = |x|,
which is explicitly solvable for our choices of lower level
regularisations, for |xˆ| in terms of |x|. Denoting its solution
by C(|x|, τ), we find that proxτξ(x) = xˆ = C(|x|, τ)x/|x|,
and hence proxτF2(z)i = proxτξ(zi) = C(|zi|, τ)zi/|zi|.
2) Choosing the parameters and putting the algorithm to-
gether: To apply PDHG, we need to be able to compute
proximal operators for F ∗ and G. Since Moreau’s identity
gives an explicit expression relating the proximal operator of
F and of F ∗, it suffices to compute the proximal operator of F .
Furthermore, since F is separable, we have proxτF (v1, v2) =
(proxτF1(v1),proxτF2(v2)). In the previous subsection, we
showed that we can explicitly compute proxτF2 . Considering
the optimality condition defining proxτF1 we find that
proxτF1(v) = F−1(I + τS(p)2)−1(Fu+ τS(p)y). (10)
Note that I + τS(p)2 is a diagonal matrix so that its inverse
can be computed by a simple coordinate-wise product between
vectors. Since G(u) = ε‖u‖2/2, we have proxτG(u) =
u/(ετ + 1).
To choose appropriate step sizes, we note that F is strongly
smooth, since F1 is (its Hessian is F−1S(p)2F , the norm of
which is bounded above by ‖S(p)2‖ = maxi=1,...,n p2i ) and
F2 is as well (with constant bounded by c(p) as shown in Sec-
tion C.3). Hence the smoothness constant of F is bounded by
η := max{maxi=1,...,n p2i , c(p)}. Furthermore, G is strongly
convex with constant ε. Finally, we need an estimate on ‖K‖:
since K = (I,A), we have ‖K‖ 6 √1 + ‖A‖2. In the
examples we consider, ‖A‖ is known or can be estimated
from above: when A = W is an orthogonal wavelet transform
we have ‖A‖ = 1, while when A = ∇ we use a standard
discretisation for which it is well known that ‖A‖ 6 √8 [50].
In any case, we have ‖A‖ 6 L for some known L > 0.
Choosing our parameters as
µ = 2
√
ε
(1 + L2)η
, τ =
µ
2ε
, σ =
µη
2
, θ =
1
1 + µ
,
makes PDHG converge linearly [34].
3) Computing the smoothness constant of F2 for solving the
lower level problems: To compute step sizes for PDHG that
give a linearly convergent algorithm, we require an estimate
of the smoothness constant of F2. Recall that F2 can be written
as F2(z) = α(p)J(z). The smoothness constant of J can be
estimated by an upper bound on the operator norm of the
Hessian. Using the triangle inequality, Equation (9) tells us
that
‖D2zJ(z)w‖ 6
∑
p=1,...,M
comp∈{real,imag}
∥∥∥ψ(|z|) · z · (zpcomp · wpcomp)∥∥∥
+ ‖φ(|z|) · w‖. (11)
Let us consider a term with index (p, comp) in the first sum:(
ψ(|z|)·z·(zpcomp·wpcomp)
)q
comp’,i
= ψ(|z|i)zqcomp’,izpcomp,iwpcomp,i.
Since |zqcomp’,izpcomp,i| 6 12 (|zqcomp’,i|2 + |zqcomp,i|2) 6 12 |z|2i , we
find that
|ψ(|z|i) · zi · (zpcomp,i · wpcomp,i)| 6
1
2
sup
x>0
(|ψ(x)|x2)|wpcomp,i|.
Now |wpcomp, i| 6 |w|i and ψ(x)x = φ′(x) , so we conclude
that∥∥∥ψ(|z|)·z ·(zpcomp ·wpcomp)∥∥∥ 6 √2M2 supx>0(|φ′(x)|x)‖w‖ (12)
For the final term in Inequality (11), we can simply use the
bound
‖φ(|z|) · w‖ 6 sup
x>0
|φ(x)|‖w‖. (13)
Combining the above inequalities, we find that
‖D2zJ(z)‖ 6
√
2M
3
2 sup
x>0
(|φ′(x)|x) + sup
x>0
|φ(x)|, (14)
so the functional J is L-smooth with
L =
√
2M
3
2 sup
x>0
(|φ′(x)|x) + sup
x>0
|φ(x)|
and F2 = α(p)J has smoothness constant bounded by c(p) =
α(p)L
D. Computing the action of the Hessian of the lower level
energy functional
In this section, we compute the action of the Hessian of
the lower level energy functionals. To prevent the expressions
from becoming overly cumbersome, let us split E into parts:
Ey(u; p) = Edata(u; p) + Ereg(u; p) + Eε−convex(u; p),
with
Edata(u; p) =
1
2
‖S(p)(Fu− y)‖2,
Ereg(u; p) = α(p)J(Au),
Eε−convex(u; p) =
ε
2
‖u‖2.
We can differentiate each of these components with respect to
u (using the results shown in Section B to differentiate Ereg)
to give
DuEdata(u; p) = F−1S(p)2(Fu− y),
DuEreg(u; p) = α(p)A∗(φ(|Au|) · Au),
DuEε−convex(u; p) = εu.
Differentiating once again with respect to u (again using the
results in Section B), we find that the actions of the various
parts of the Hessian on a vector w are given by
D2uEdata(u; p)w = F−1S(p)2Fw,
D2uEreg(u; p)w = α(p) · A∗
(
ψ(|Au|) · Au·( ∑
p=1,...,M
comp∈{real, imag}
(Au)pcomp · (Aw)pcomp
)
+ φ(|Au|) · Aw
)
,
D2uEε−convex(u; p)w = εw.
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In addition to this, according to Equation (5), we need access
to Dp,u. Noting that Eε−convex does not depend on p, we find
that Dp,uEy acts on a vector w as
(Dp,uEy(u; p)w)i =∑
comp∈{real,imag}
(Fw)comp,i · 2pi · (Fu− y)comp,i,
for 1 6 i 6 n (for the components of p corresponding to the
points in the sampling pattern), and (for the component of p
corresponding to the lower level regularisation parameter)
(Dp,uEy(u; p)w)n+1 = w
∗A∗(φ(|Au|) · Au).
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