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Abstract
We analyze the optimal unambiguous discrimination of two arbitrary
mixed quantum states. We show that the optimal measurement is unique
and we present this optimal measurement for the case where the rank of
the density operator of one of the states is at most 2 (“solution in 4 di-
mensions”). The solution is illustrated by some examples. The optimality
conditions proved by Eldar et al. [Phys. Rev. A 69, 062318 (2004)] are
simplified to an operational form. As an application we present optimality
conditions for the measurement, when only one of the two states is de-
tected. The current status of optimal unambiguous state discrimination
is summarized via a general strategy.
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1 Introduction
Among the subtleties in quantum information processing and in quantum com-
munication protocols are the properties that originate from the fact that in
quantum mechanics non-orthogonal states cannot be discriminated perfectly.
In the most na¨ıve approach to quantum state discrimination – the minimum
error discrimination (cf. Ref. [1, 2]) – this leads to the fact, that the identifica-
tion of a state might be erroneous with some finite probability. Ivanovic [3] and
Dieks [4] showed that one can avoid erroneous measurement results and that a
measurement with a conclusive state identification is possible. In the case of
non-orthogonal states, this strategy cannot work with a success probability of
one. Peres showed in Ref. [5] how the optimum of this success probability can
be achieved in the case of pure states, both having the same a priori probability.
The discussion of the optimal unambiguous discrimination of two pure states
was completed by Jaeger and Shimony in Ref. [6]. They derived the optimal
solution for arbitrary a priori probabilities.
Although it was long ago stated to be an interesting problem [7], the unam-
biguous discrimination of mixed states did not attract much attention for a long
time. This changed with an example introduced by Sun et al. in Ref. [8] and
the first general analysis of the unambiguous discrimination of mixed states by
Rudolph et al. in Ref. [9]. After that, several general results and special classes
of optimal solutions were found, cf. Ref. [10, 11, 12, 13, 14, 15, 16]. While
Bergou et al. derived in Ref. [10, 12] the optimal measurement for the unam-
biguous discrimination of a pure state and an arbitrary mixed state, no analysis
so far did succeed to produce a general solution for the simplest instance of gen-
uine mixed state discrimination, the discrimination of two mixed states where
both density operators have a rank of 2. Also the simple question whether the
optimal measurement in general is unique remained unanswered.
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The answers to these two questions are among the central results of this
contribution. The uniqueness of the optimal measurement is stated in Propo-
sition 11 and the general solution for rank 2 density operators is presented in
Sec. 6.
A valuable tool to approach both questions turned out to be a result by
Eldar et al. in Ref. [17]. They showed necessary and sufficient conditions for
a given measurement to be optimal. However, these conditions are difficult to
verify, since the criterion implies the proof of the existence or non-existence of
an operator with certain properties. In Corollary 9 we reformulate this criterion
in such a way, that it can be directly applied to a given measurement. As a
further immediate consequence of this Corollary we will be able to provide simple
optimality conditions for a very special type of measurement: The measurement
which only detects one out of the two states, cf. Sec. 5.1. It will also become
possible to provide a simple proof and a deeper insight into the fidelity form
measurement [13, 14], cf. Sec. 5.2.
Before we arrive at these results, we first provide an analysis of unambiguous
state discrimination (USD), beginning in Sec. 2, where we derive general results
and continuing in Sec. 3, in which we specialize to the optimal case.
An analysis of the structure of the optimal measurement in particular yields
Theorem 4. This Theorem is a cornerstone in order to prove the uniqueness
of the optimal measurement and also provides a simple proof of the “second
reduction” shown by Raynal et al. in Ref. [11]. We summarize and deepen the
analysis carried out in Ref. [11] in Proposition 3, Proposition 6, and Lemma 7.
In Sec. 7 we will provide a generic scheme in order to approach a given
optimization problem for USD. We conclude in Sec. 8.
2 Defining properties of USD
2.1 Main definitions
In quantum state discrimination of n quantum states it is usually assumed that
the density operators ρ1, . . . , ρn of all possible input states are known, together
with the probability p1, . . . , pn of their occurrence. For 1 ≤ µ ≤ n, the a
priori probability pµ ≥ 0 and the corresponding density operator ρµ ≥ 0 with
tr(ρµ) = 1 naturally combine to a weighted density operator γµ = pµρµ. Hence
the trace of a weighted density operator γµ is the a priori probability of the state,
tr(γµ) = pµ. Using this notation, the input states are represented by a family
of positive semi-definite operators S = (γµ). For a meaningful interpretation
in terms of probability, we clearly need to have
∑
µ tr(γµ) = 1. However, we
will not require this normalization, as the subsequent definition and analysis is
independent of it, and for certain statements (cf. e.g. Proposition 2) it will be
useful to explicitly allow
∑
µ tr(γµ) < 1.
In the following we will only consider the case of two input states, i.e.,
µ = 1, 2. We restrict our analysis to finite-dimensional quantum systems, such
that any possible quantum state of the system can be represented by a density
operator which acts on a Hilbert space H of finite dimension. We will use
the formalism of generalized measurements in which a physical measurement
with M possible outcomes is described by a positive operator valued measure
E = (E1, . . . , EM ) on H , i.e., by a family of M positive semi-definite operators
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which sum up to the identity,
∑
k Ek = 11.
Let us introduce our notation. We denote by kerA = {|k〉 ∈ H | A|k〉 = 0}
the kernel of an operator A, and we write AH = {A|φ〉 | |φ〉 ∈ H } for its
image. The support of a positive semi-definite operator ρ is written as supp ρ =
{|φ〉 ∈ H | ∃α > 0: ρ − α|φ〉〈φ| ≥ 0}. Note, that the support of ρ is the
orthocomplement of its kernel, supp ρ = (ker ρ)⊥ and since ρ is self-adjoint,
ρH = supp ρ holds.
By a projector we always mean an orthogonal projector, unless we explicitly
state that the projector is oblique (cf. Lemma 18 in Appendix A). We use upper
case Greek letters for orthogonal projectors, Σ† = Σ = Σ2. The symbols “⊂”
and “⊃” are used such that they also include equality, i.e., A = B if and only
if A ⊂ B and A ⊃ B.
For a pair of weighted density operators S = (γ1, γ2), we abbreviate
suppS ≡ supp(γ1 + γ2) = supp γ1 + supp γ2, (1)
for the collective support of S, which is the physically relevant subspace for the
discrimination task and kerS for the common kernel of S, which then is the
trivial subspace,
kerS ≡ ker(γ1 + γ2) = ker γ1 ∩ kerγ2. (2)
The task of optimal unambiguous discrimination of two mixed states is defined
as follows.
Definition 1. A positive operator valued measure E = (E1, E2, E?) is called
an unambiguous state discrimination (USD) measurement of a pair of weighted
density operators S = (γ1, γ2) if tr(E2γ1) = 0 and tr(E1γ2) = 0. The success
probability Psucc of E of S is given by
Psucc(E ;S) = tr(E1γ1) + tr(E2γ2). (3)
A USD measurement E of S is optimal if it has maximal success probability,
i.e., if for any USD measurement E ′ of S, Psucc(E ;S) ≥ Psucc(E ′;S) holds. A
USD measurement E of S is called proper if supp(E1 + E2) ⊂ suppS.
The condition tr(E2γ1) = 0 is equivalent to suppE2 ⊂ ker γ1 and tr(E1γ2) =
0 is equivalent to suppE1 ⊂ ker γ2. Thus it is simple to write down some USD
measurement for a given pair S. In the next section we will see, that it is
sufficient to consider proper USD measurements. But the set of proper USD
measurements in particular is compact (this follows from the above definition
or more directly from Proposition 3) and hence there always exists at least one
proper USD measurement, which maximizes the success probability.
2.2 Trivial subspaces
For any USD measurement E = (E1, E2, E?) of S = (γ1, γ2) one readily con-
structs a proper USD measurement E ′ = (E′1, E′2, E′?) with the same marginal
probabilities, i.e., tr(E1γ1) = tr(E
′
1γ1) and tr(E2γ2) = tr(E
′
2γ2). For that the
most straightforward approach is to choose E′1 and E
′
2 to be the projection of
E1 and E2 onto suppS and to set E′? = 11− E′1 − E′2.
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As an important feature of proper USD measurements we will show that
the optimal proper USD measurement is unique (cf. Proposition 11). Such a
statement of uniqueness clearly can only hold if we require that the measurement
is proper. For illustrative reasons let us provide an example of an optimal USD
measurement, which is not proper and where the measurement operators do not
even commute with the projector onto suppS: We consider two non-orthogonal
pure states with
γ1 =
1
2 |1〉〈1|, γ2 = 12 |+〉〈+|, (4)
where |+〉 = (|0〉 + |1〉)/√2 and the measurement E = (E1, E2, 11 − E1 − E2)
with
Eµ = (3− 3/
√
2)|eµ〉〈eµ|, (5)
where |e1〉 = (|0〉 − |1〉 − |2〉)/
√
3 and |e2〉 = (
√
2|0〉+ |2〉)/√3. It is straightfor-
ward to verify, that this measurement is a USD measurement and has a success
probability of Psucc = 1 − 1/
√
2 as given by the optimal solution due to Peres
[5].
The subspace kerS cannot play any role in USD, since the support of γ1
and γ2 is orthogonal to this space. Similarly, the subspace supp γ1 ∩ supp γ2
necessarily is orthogonal to the support of E1 and E2, since suppE1 ⊂ ker γ2 and
suppE2 ⊂ ker γ1. The following proposition is a consequence of this observation:
Proposition 2 (cf. Theorem 1 in Ref. [11]). Let S = (γ1, γ2) be a pair of
weighted density operators. Denote by Π∦ the projector onto (ker γ1 + ker γ2)
and write S∦ = (Π∦γ1Π∦,Π∦γ2Π∦) for the projected pair. Let q ≥ 0.
Then E is a proper USD measurement for S with Psucc(E ;S) = q if and only
if E is a proper USD measurement for S∦ with Psucc(E ;S∦) = q.
(Note, that (ker γ1+ker γ2) is the orthocomplement of (supp γ1∩supp γ2), which
can be considered to be the “parallel” part of the support of γ1 and γ2.)
Proof. If E is a USD measurement of S, we have Π∦EµΠ∦ = Eµ and so clearly
tr(Eµγν) = tr(EµΠ∦γνΠ∦) holds. We have that suppEµ ⊂ suppS and suppEµ ⊂
(ker γ1 + ker γ2). Due to suppS∦ = suppS ∩ (ker γ1 + kerγ2), it follows that E
is also proper for S∦.
For the converse, since E is proper for S∦ we have in particular Π∦EµΠ∦ =
Eµ and hence tr(EµΠ∦γνΠ∦) = tr(Eµγν). Furthermore we have suppEµ ⊂
suppS∦ = suppS ∩ (ker γ1 + ker γ2), i.e., E is proper for S.
2.3 The role of E?
For the discussion of USD measurements it is useful to note that the measure-
ment operator corresponding to the inconclusive result, E?, already completely
determines a proper USD measurement.
Proposition 3. For an operator E? and a pair of weighted density operators
S = (γ1, γ2) there exist operators E1 and E2, such that E = (E1, E2, E?) is
a proper USD measurement of S, if and only if E? acts as identity on kerS,
E? ≥ 0, 11− E? ≥ 0 and γ1(11− E?)γ2 = 0.
Given E?, the proper USD measurement E of S is unique.
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Proof. It is straightforward to see that the conditions are necessary. The proof
of sufficiency and uniqueness is constructive: Let us write Q1 for the oblique
projector from ker γ2 ∩ suppS to supp γ1 ∩ (ker γ1 + ker γ2) (for a brief intro-
duction to oblique projectors cf. Lemma 18 in Appendix A). Then we have for
any proper USD measurement E2Q1 = 0 and E1 = E1Q1. Hence
E1 = Q
†
1(E1 + E2)Q1 = Q
†
1(11 − E?)Q1 (6)
is the only candidate for E1, given E?. Due to 11 − E? ≥ 0, this construction
ensures that E1 ≥ 0. An analogous construction holds for E2.
It remains to show that E1+E2− (11−E?) = 0. We decompose the Hilbert
space into the sum
H = kerS ⊕ (supp γ1 + supp γ2). (7)
With Π⊥ the projector onto kerS, we have EµΠ⊥ = 0 and since E? acts as
identity on kerS, also (11 − E?)Π⊥ = 0 holds. Using, that by construction
γ1Eµγ2 = 0, we furthermore have
γ1[E1 + E2 − (11− E?)]γ2 = −γ1(11 − E?)γ2 = 0. (8)
From γ1(11−E?)γ2 = 0 and 11−E? ≥ 0 it follows that with Π‖ the projector
onto supp γ1 ∩ supp γ2, we have (11−E?)Π‖ = 0. Furthermore, one verifies that
Q1γ1 = (11 − Π‖)γ1 and hence γ1(E1 + E2)γ1 = γ1E1γ1 = γ1(11 − E?)γ1. A
similar argument for γ2 finishes the proof.
Due to this Proposition 3 we sometimes refer to an operator E? as a proper
USD measurement if it satisfies the conditions of the Proposition. In addition
from the Proposition it follows easily that the set of USD measurements is
bounded and closed and hence in particular it is compact.
A proper USD measurement is already uniquely defined by E?(γ2 − γ1)E?
(as it will turn out below, cf. Lemma 10, in the optimal case this operator is in
some sense much simpler than E? itself). Namely, with Π⊥ the projector onto
kerS and (γ1 + γ2)− denoting the inverse of (γ1 + γ2) on its support we have
the identity
E? = Π⊥ + (γ1 + γ2)
−
{
γ1γ2 + γ2γ1
+
√
γ1
√√
γ1[γ2 − E?(γ2 − γ1)E?]√γ1√γ1
+
√
γ2
√√
γ2[γ1 − E?(γ1 − γ2)E?]√γ2√γ2}
(γ1 + γ2)
−.
(9)
In order to see this, first note that using
√
γ1(11 − E?)√γ2 = 0 and E? ≥ 0 the
term in curly brackets can be rewritten as
(γ1 + γ2)
2 − γ21 − γ22 +
√
γ1
√
(
√
γ1E?
√
γ1)2
√
γ1 + γ2E?γ2. (10)
Then due to (γ1+ γ2)
−(γ1+ γ2) = 11−Π⊥ and once more γ1(11−E?)γ2 = 0 we
see that the right hand side of Eq. (9) is given by
Π⊥ + (γ1 + γ2)
−(γ1 + γ2)[11− (11− E?)](γ1 + γ2)(γ1 + γ2)−
= Π⊥ + (11−Π⊥)E?(11−Π⊥) (11)
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This expression is equal to E?, since for a proper measurement E?Π⊥ = Π⊥
holds.
Using the forthcoming Lemma 10, Eq. (9), and Proposition 3, it will become
possible to reconstruct the optimal measurement given only the projective part
of E?. This projective part is given by ker(11 − E?). It has a very specific
structure, which originates in the condition γ1(11−E?)γ2 = 0. Let Πµ denote the
projector onto supp γµ and Π⊥ denote the projector onto kerS. For any proper
measurement these projectors satisfy Π1(11 − E?)Π2 = 0 and (11 − E?)Π⊥ = 0,
and hence Lemma 17 (Appendix A) applies, i.e., for any proper measurement,
ker(11− E?) =
({ker(11− E?) ∩ supp γ1}
+ {ker(11− E?) ∩ supp γ2}
)⊕ kerS (12)
holds. (Note, that in the right hand side of Eq. (12) the first and second term are
in general not orthogonal and share supp γ1 ∩ supp γ2 as a common subspace.)
Although this result may seem to be quite technical, in certain situations it
turns out to be a quite powerful tool.
3 Simple properties of optimal measurements
The following theorem makes a simple but fundamental statement about the
structure of optimal measurements. It states that apart from trivial cases no
vector which is in the kernel of γ1 or in the kernel of γ2 will be in the support
of E?. This clearly gives an upper bound on the rank of E?. On the other hand
the condition γ1(11−E?)γ2 = 0 provides a lower bound on the rank of E?. The
second part of the theorem states that these bounds coincide and fix the rank
of E?.
Theorem 4. Let E = (E1, E2, E?) be an optimal USD measurement for a pair
of weighted density operators S = (γ1, γ2). Then (suppE?∩ker γ1) = (suppE?∩
ker γ2).
If E in addition is proper, then suppE? ∩ kerγ1 = kerS, suppE? ∩ kerγ2 =
kerS, and rankE? = rank γ1γ2 + dimkerS.
(Remember, that the rank of an operator A is given by dim(AH ) ≡ dimH −
dimkerA, i.e., the number of strictly positive eigenvalues of A†A.)
Proof. Let |φ〉 ∈ suppE? ∩ kerγ1. Then due to |φ〉 ∈ suppE? there exists an
α > 0 such that E? − α|φ〉〈φ| ≥ 0. We define a new USD measurement by
E ′ = (E1, E2 + α|φ〉〈φ|, E? − α|φ〉〈φ|). From the optimality condition for E ,
i.e., Psucc(E ′,S) ≤ Psucc(E ,S), we find α〈φ|γ2|φ〉 ≤ 0 which only can hold if
γ2|φ〉 = 0. Since |φ〉 ∈ suppE?, (suppE? ∩ kerγ1) ⊂ (suppE? ∩ ker γ2) follows.
An analogous argument holds for the “⊃” part and finishes the proof of the first
assertion.
From this result by intersection with (ker γ1) one immediately finds (suppE?∩
ker γ1) = (suppE? ∩ kerS). In the case of a proper measurement, however,
suppE? ⊃ kerS and hence (suppE? ∩ kerγ1) = kerS follows.
Let E′? denote E? projected onto suppS. Since the measurement is proper,
E? − E′? is the projector onto kerS and suppE? = suppE′? ⊕ kerS. From the
previous results we have E′?H ∩ ker γ2 = {0} and E′?γ2H ∩ kerγ1 = {0}. Then
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due to Lemma 16 (Appendix A) if follows ker(γ2E
′
?) = kerE
′
? and ker(γ1E
′
?γ2) =
ker(E′?γ2). Hence,
dimkerE′? = dimker(γ2E
′
?) = dim ker(E
′
?γ2)
= dimker(γ1E
′
?γ2) = dimker(γ1γ2),
(13)
where we used that dimkerA = dimkerA† for any operator A and that γ1(11−
E′?)γ2 = γ1(11− E?)γ2 = 0.
3.1 Orthogonal subspaces
An important consequence of the first part of Theorem 4 is the following
Lemma 5. Let E = (E1, E2, E?) be an optimal USD measurement for a pair
of weighted density operators S = (γ1, γ2). Suppose that Π is a projector with
ΠH ⊂ (ker γ1 ∩ suppS).
Then E1Π = 0 if and only if E2Π = Π.
Proof. The “if” part follows directly from 0 ≤ ΠE?Π = −ΠE1Π. For the
converse we have suppE? ⊃ E?ΠH = (Π − E2Π)H ⊂ ker γ1 and thus due to
Theorem 4, E?ΠH ⊂ kerS. But since kerS is orthogonal to ΠH , we have
ΠE?Π = 0. Thus 0 = E?Π = Π− E2Π.
In particular let Σ2 denote the projector onto ker γ1 ∩ supp γ2. Then neces-
sarily for any USD measurement E1Σ2 = 0 and hence by virtue of Lemma 5,
for any optimal measurement E2Σ2 = Σ2 holds. With Σ1 denoting the pro-
jector onto ker γ2 ∩ supp γ1 we obtain E1Σ1 = Σ1 in an analogous way. These
observations are at the core of the following
Proposition 6 (cf. Theorem 2 in Ref. [11]). Let S = (γ1, γ2) be a pair of
weighted density operators. Denote by Πskew the projector onto (ker γ1+supp γ2)∩
(ker γ2 + supp γ1) and write Sskew = (Πskewγ1Πskew,Πskewγ2Πskew) for the pro-
jected pair. Let E? and E
skew
? be two operators satisfying E
skew
? = E? + (11 −
Πskew).
Then E? is an optimal and proper USD measurement for S, if and only if
Eskew? is an optimal and proper USD measurement for Sskew.
In this case, the failure probability for E of S is the same as for Eskew of
Sskew,
tr(γ1 + γ2)− Psucc(E ,S) = tr[Πskew(γ1 + γ2)]− Psucc(Eskew,Sskew). (14)
(Note, that (ker γ1 + supp γ2) ∩ (ker γ2 + supp γ1) is the orthocomplement of
(Σ1+Σ2)H . For the projected pair Sskew, the spaces supp(Πskewγ1Πskew) and
supp(Πskewγ2Πskew) are skew, where two spaces A and B are called skew, if
A ∩B⊥ = {0} = B ∩A ⊥.)
Proof. Due to the discussion leading to the Proposition, for any optimal mea-
surement E? we have E?Πskew = E? and hence Πskew(11−E?)Πskew = 11−Eskew? .
It follows that 11−Eskew? ≥ 0 and that Πskewγ1Πskew(11−Eskew? )Πskewγ2Πskew =
0. Furthermore we find due to ΠskewH ⊃ kerS that
kerSskew = ker[(γ1 + γ2)Πskew] = kerΠskew ⊕ kerS, (15)
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where both terms in the direct sum are orthogonal. This shows that Eskew?
acts as a projector onto kerSskew. Since obviously Eskew? ≥ 0 we have shown
that Eskew? is a proper USD measurement for Sskew. The converse, namely that
E? = E
skew
? − (11 − Πskew) is a proper USD measurement of S, in fact holds
for any proper measurement Eskew? of Sskew. This follows from Eq. (15) and by
noticing that for Eskew = (Eskew1 , Eskew2 , Eskew? ) the measurement defined by E?
is given by E = (Eskew1 +Σ1, Eskew2 +Σ2, E?).
In order to show that given E?, the measurement E
skew
? is optimal, suppose,
that Eskew′? is proper and has a higher success probability than E
skew
? . Then
it is easy to see that E′? = E
skew′
? − (11 − Πskew) would yield a higher success
probability for S than E?, in contradiction to the assumption.
On the other hand, since E?Πskew = E?, any optimal and proper E? mini-
mizes tr(E?Πskew(γ1 + γ2)Πskew). But this is minimal for optimal E
skew
? , since
E? = E
skew
? Πskew.
Proposition 2 and Proposition 6 can be used independently from each other,
in contrast to the original result in Ref. [11]. Proposition 2 and Proposition 6
provide a method to obtain all optimal measurements1 for a given pair S by
considering a different pair S ′ where dim suppS ≥ dim suppS ′. This is in
particular useful, if dim suppS ′ ≤ 4, since in Sec. 6 we will provide an analytical
solution for any such pair. If dim suppS ′ ≤ 2, then the general solution can
already be obtained due to the result by Jaeger and Shimony [6]. Also the pair
S ′ might possess a two-dimensional common block diagonal structure which
was not present in the original pair S and allows a solution of the problem (cf.
Ref. [18]; for a simple criterion in order to detect such structures, cf. Ref. [19]).
Apart from that, using both propositions all optimal measurements can be found
by just considering pairs of states which do not possess any orthogonal (like
supp γ1 ∩ ker γ2) or parallel (supp γ1 ∩ supp γ2) components.
The following property simplifies actual calculations.
Lemma 7. With the notations of Proposition 2 and Proposition 6 let τ∦ denote
the (non-linear) mapping from S to S∦ and analogously τskew the mapping from
S to Sskew.
Then τ∦ ◦ τ∦ = τ∦, τskew ◦ τskew = τskew and τskew ◦ τ∦ = τ∦ ◦ τskew.
Proof. We abbreviate τ [S]µ for γµ after the application of τ , i.e., (τ [S]1, τ [S]2) =
τ [S]. One verifies
supp τ∦[S]µ = supp γµ ∩ suppΠ∦, (16)
and
supp τskew[S]µ = supp(11− Σµ)γµ(11− Σµ)
= supp γµ ∩ kerΣµ.
(17)
From the first equation we immediately get ker τ∦[S]1+ker τ∦[S]2 = H , i.e.,
τ∦ is acts as identity on τ∦[S]. In order to show that τskew is idempotent one
verifies that supp τskew[S]1 ∩ ker τskew[S]2 = {0}.
Due to supp τ∦[S]1 ∩ ker τ∦[S]2 = supp γ1 ∩ ker γ2 it follows that
(τskew ◦ τ∦)[S] = (Ξγ1Ξ,Ξγ2Ξ), (18)
1 In the original work [11] it was only shown that one may choose the measurements in
that specific way. Here we showed that all optimal measurements must have this structure.
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where Ξ = ΠskewΠ∦ ≡ Π∦Πskew. Analogously due to ker τskew[S]1+ker τskew[S]2 =
ker γ1 + ker γ2 we have
(τ∦ ◦ τskew)[S] = (Ξγ1Ξ,Ξγ2Ξ), (19)
and thus the third assertion holds.
As an important consequence one can apply the mappings τ in any order
and in particular due to (τskew ◦ τ∦)◦2 = τskew ◦ τ∦, a second application of both
mappings is never necessary.
The action of τ∦ on S = (γ1, γ2) is non-trivial, if and only if rank(γ1+ γ2) <
rank γ1 + rankγ2. Similarly, the action of τskew is non-trivial if and only if
rank γ1 > rank γ1γ2 or rank γ2 > rankγ1γ2. We call a pair of states S strictly
skew, if (τskew ◦ τ∦)[S] = S.
Let us briefly mention a convenient way to construct the mapping τskew ◦ τ∦.
As shown in the proof of Lemma 7, we can write
S ′ ≡ (τskew ◦ τ∦)[S] = (Ξγ1Ξ,Ξγ2Ξ), (20)
with Ξ = 11 − Π‖ − Σ1 − Σ2. Now let (|s1i〉) and (|s2j〉) be Jordan bases (cf.
Appendix C) of supp γ1 and supp γ2. Then Π‖ =
∑
i∈X |s1i〉〈s1i| and Σµ =∑
k∈Yµ
|sµk〉〈sµk|, with X = {k | 〈s1k|s2k〉 = 1}, Y1 = {i | ∀j : 〈s1i|s2j〉 = 0},
and Y2 = {j | ∀i : 〈s1i|s2j〉 = 0}.
Summarizing Proposition 2 and Proposition 6, if E ′ = (E′1, E′2, E′?) is an
optimal and proper USD measurement of S ′ = (τskew ◦ τ∦)[S], then E = (E′1 +
Σ1, E
′
2 + Σ2, E
′
? − Σ1 − Σ2) is an optimal and proper USD measurement of S.
The optimal success probability computes to
Psucc(E ;S) = Psucc(E ′;S ′) + tr[(Σ1 +Σ2)(γ1 + γ2)]. (21)
3.2 Classification of USD measurements
We want to introduce a classification of the different types of optimal measure-
ments for USD. Given the dimension of suppS, the classification is according to
the rank of the measurement operators. For a Hilbert space of dimension d, we
consider the optimal and proper USD measurements E = (E1, E2, E?) for pairs
of weighted density operators S = (γ1, γ2). We restrict the analysis to the case,
where τskew and τ∦ act as identity on S, i.e., to the case of strictly skew pairs.
Then rank γ1γ2 = rank γ2 = rank γ1 ≡ r and dimkerS = d − 2r holds. All
optimal measurements with rankE1 = e1 and rankE2 = e2 will be considered
as one type of measurement, denoted by (e1, e2). As we will see in subsequent
sections, the construction method of the optimal measurement mainly depends
on the type of the measurement. The symmetry of USD for exchanging the
label of γ1 and γ2 makes it only necessary to develop a construction procedure
for the case where e.g. e1 ≤ e2. Thus a measurement class [a, b] with a ≤ b
denotes both measurement types (a, b) and (b, a). We now count the number of
measurement types and measurement classes.
Since we consider proper measurements, we have suppE1 ∩ suppE2 = {0}
and hence e1+e2 = rank(E1+E2) and eµ ≤ r. Let us denote by δ the dimension
of the projective part of E?, i.e, δ = dimker(11−E?). Then e1+ e2+ δ = d and
δ ≤ rankE?. From Theorem 4 we have that rankE? = r + (d − 2r). On the
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other hand, at least ker(11−E?) ⊃ kerS, i.e., δ ≥ d− 2r. In summary we arrive
at the constraints
e1 ≤ r, e2 ≤ r, and r ≤ e1 + e2. (22)
From the situation where γ1 and γ2 have a two-dimensional block diagonal struc-
ture, one can see that for any possible e1 and e2 which satisfy the constraints
in Eq. (22), one can find a pair S = (γ1, γ2) such that an optimal measurement
is of the type (e1, e2).
Counting the possible combinations to satisfy the conditions in Eq. (22), one
finds
#types = 12 (r + 1)(r + 2) and #classes =
⌊
( r2 + 1)
2
⌋
, (23)
where #types denotes the number of measurement types and #classes the num-
ber of measurement classes. Here we used the floor function, ⌊x⌋ = max{k ∈
Z | k ≤ x}.
Measurements of the type (e1, e2) with e1+e2 = r actually are von-Neumann
measurements. (Obviously there are always r + 1 such measurement types.)
This can be seen, since then d − r = rankE? ≥ δ = d − e1 − e2 = d − r, i.e.,
rankE? = dimker(11−E?) and hence E? is projective. But then trE1+trE2 =
tr(11−E?) = r = e1+e2 holds and hence all eigenvalues of E1 and E2 are either
1 or 0. This proves the assertion.
As we will see in Sec. 5.1 and Sec. 5.2, an analytic expression for the optimal
measurement is only known for the class [r, r] and the special von-Neumann class
[0, r]. These classes may occur for any r ≥ 1 and thus in particular solve the
two-dimensional case (r = 1) and “half” of the four-dimensional case (r = 2).
The remaining two classes (one of which is von-Neumann) in four dimensions
are solved in Sec. 6.1 and Sec. 6.2.
4 The optimality conditions by Eldar, Stojnic &
Hassibi
Eldar, Stojnic, and Hassibi provided in Ref. [17] necessary and sufficient condi-
tions for the optimality of a USD measurement2:
Theorem 8 (Eldar, Stojnic & Hassibi [17]). Let E = (E1, E2, E?) be a proper
USD measurement for a pair of weighted density operators S = (γ1, γ2). Denote
by Λ1 the projector onto ker γ2 ∩ suppS and by Λ2 the projector onto ker γ1 ∩
suppS. This measurement is optimal, if and only if one can find an operator Z
such that for µ = 1, 2,
Z ≥ 0, ZE? = 0, (24a)
Λµ(Z − γµ)Λµ ≥ 0, and Λµ(Z − γµ)Eµ = 0. (24b)
In Ref. [17], this statement was only proved for the case kerS = {0}. How-
ever, the generalization presented in Theorem 8 follows immediately from the
original statement.
2Indeed Eldar et al. proved conditions for the optimality of a USD measurement for an
arbitrary number of states.
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In Theorem 8 necessary and sufficient conditions for optimality where pre-
sented. However they are not operational, as the existence or non-existence of
Z is difficult to prove. We show in Appendix B, that the unknown operator Z
can be eliminated, and the above conditions can be re-expressed as follows:
Corollary 9. With the preliminaries and notations as in Theorem 8, a proper
measurement E of S is optimal if and only if
(Λ1 − Λ2)E?(γ2 − γ1)E?(Λ1 + Λ2) ≥ 0 (25a)
(Λ1 − Λ2)E?(γ2 − γ1)E?(11− E?) = 0. (25b)
The conditions for an optimal USD measurement are now expressed as a
series of equations and positivity conditions on only E?. Remember the fact
that E? already completely determines a USD measurement (cf. Proposition 3).
The first condition in the above Corollary 9, Eq. (25a), relies on the fact,
that a positive semi-definite operator in particular has to be self-adjoint. Thus,
the condition in Eq. (25a) is only a compact notation for the three conditions
Λ1E?(γ2 − γ1)E?Λ1 ≥ 0, (26a)
Λ2E?(γ1 − γ2)E?Λ2 ≥ 0, (26b)
Λ1E?(γ2 − γ1)E?Λ2 = 0. (26c)
(Obviously these conditions are sufficient for Eq. (25a). The necessity follows
from multiplication of Eq. (25a) by Q†µ from the left and Qν from the right.
Here Qµ are the oblique projectors as defined in the proof of Proposition 3.)
The second equation, Eq. (25b), in Corollary 9 makes a statement about the
projective part of E?. This is the content of the following
Lemma 10. Let E? be an optimal and proper USD measurement of a pair of
weighted density operators S = (γ1, γ2) with supp γ1 ∩ supp γ2 = {0}. Denote
by Π? the projector onto suppE? and by ∆ the projector onto ker(11− E?).
Then E?(γ2 − γ1)E? = Π?(γ2 − γ1)Π? = ∆(γ2 − γ1)∆.
Proof. Let Π⊥ denote the projector onto kerS. Then due to supp γ1∩supp γ2 =
{0}, we have (Λ1 − Λ2)H = (11−Π⊥)H . Due to Π⊥E?γµ = 0, the optimality
condition in Eq. (25b) hence reads E?(γ2 − γ1)E?(11− E?) = 0 or
E?(γ2 − γ1)E? = E?(γ2 − γ1)E?2. (27)
For the first equality we multiply this equation from the right by the inverse (on
its support) of E? and in a second step from the left and obtain the equations
E?(γ2 − γ1)Π? = E?(γ2 − γ1)E?, (28a)
Π?(γ2 − γ1)Π? = Π?(γ2 − γ1)E?. (28b)
Since the right hand side of the first equation is self-adjoint, the assertion follows.
For the second equality we have E?∆ = ∆ andN ≡ E?(11−∆) = E?−∆ with
N∆ = 0. Thus E?(11−E?) = N(11−N). But ker(11−N) = ker(11−E?+∆) = {0}
and hence the optimality condition in Eq. (25b) reads E?(γ2 − γ1)N = 0. Thus
E?(γ2 − γ1)E? = E?(γ2 − γ1)∆ (29a)
∆(γ2 − γ1)E? = ∆(γ2 − γ1)∆ (29b)
holds, where in the second step we multiplied the first equation by ∆ from the
left.
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Lemma 10 is the key to prove the uniqueness of the optimal and proper
USD measurement, since due to the identity in Eq. (9) we have seen that any
USD measurement is solely defined by E?(γ2 − γ1)E?. Hence in the case of
supp γ1 ∩ supp γ2 = {0}, the optimal and proper USD measurement can be
uniquely determined, given Π?, the projector onto the support of E?. But
since the set of optimal and proper USD measurements of S is by virtue of
Proposition 2 equal to the set of optimal and proper USD measurements of S∦,
having supp γ1 ∩ supp γ2 = {0} (cf. also Lemma 7), it remains to show that
the support of E? is unique. This follows from the fact that the rank of E? is
fixed by virtue of Theorem 4, together with the convexity of optimal and proper
measurements. Namely, for any two optimal and proper USD measurements E?
and E˜?, also
1
2 (E?+ E˜?) is an optimal and proper USD measurement. But since
E? and E˜? are positive semi-definite, rank(E? + E˜?) = rankE? = rank E˜? can
only hold if suppE? = supp E˜?. Thus we have proved the following
Proposition 11. For a given pair of weighted density operators, there exists
exactly one optimal and proper USD measurement.
5 Two special classes of optimal measurements
5.1 Single state detection
For certain pairs of weighted density operators S = (γ1, γ2) it may be advanta-
geous to choose a measurement with tr(E1γ1) = 0, e.g. if tr(γ1) is much smaller
than tr(γ2). We refer to this situation as single state detection of γ2. In the clas-
sification scheme proposed in Sec. 3.2, the single state detection measurements
can be identified with the class [0, r] (where r = rank γ1γ2).
For a proper measurement, tr(E1γ1) = 0 can only hold if already E1 = 0.
If the measurement is optimal then due to Lemma 5, E1 = 0 implies E2 = Λ2.
(The projectors Λµ were defined in Theorem 8.) It follows that E? = 11 −
E1 −E2 = 11−Λ2 is a projector and hence satisfies the optimality condition in
Eq. (25b). Thus the measurement is optimal if and only if Eq. (25a) holds, i.e.,
Λ1E?(γ2 − γ1)E?Λ1 ≥ 0. (30)
Let us now assume that supp γ1 ∩ supp γ2 = {0}. Then (11 − Λ2)Λ1H = γ1H
and we arrive at the following
Proposition 12. Let E = (E1, E2, E?) be an optimal USD measurement for a
pair of weighted density operators S = (γ1, γ2) with supp γ1 ∩ supp γ2 = {0}.
Then tr(E1γ1) = 0 if and only if γ1(γ2 − γ1)γ1 ≥ 0.
In this case the success probability is given by Psucc(E ;S) = tr(Λ2γ2), and if
E is proper, then E = (0,Λ2, 11−Λ2). (Λ2 is the projector onto ker γ1 ∩ suppS.)
Proof. Assume, that E is optimal and satisfies tr(E1γ1) = 0. Then also for
the corresponding proper measurement E ′ = (E′1, E′2, E′?) (cf. Sec. 2.2) we have
tr(E′1γ1) = 0 and hence γ1(γ2 − γ1)γ1 ≥ 0 follows. For the contrary, we have
already shown that the if γ1(γ2−γ1)γ1 ≥ 0 holds, then the proper measurement
E = (0,Λ2, 11−Λ2) is an optimal measurement. But due to Proposition 11, this
is the only optimal and proper measurement. Let now E¯ = (E¯1, E¯2, E¯?) be some
optimal measurement, that is not proper. Then if the projection E1 of E¯1 onto
suppS satisfies tr(E1γ1) = 0, then necessarily also tr(E¯1γ1) = 0 holds.
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Let us consider the situation, where the success probability for the states
ρ1 and ρ2 (both having unit trace) is analyzed in dependence of the a priori
probability 0 < p1 < 1 of the state ρ1, while the a priori probability of ρ2 is
p2 = 1− p1. Then the optimality condition in Proposition 12 is satisfied, if and
only if for any |ϕ〉 ∈ supp ρ1,
(1− p1)〈ϕ|ρ2|ϕ〉 ≥ p1〈ϕ|ρ1|ϕ〉. (31)
If there exists a |ϕ〉 ∈ supp ρ1 ∩ ker ρ2 with |ϕ〉 6= 0, then this condition cannot
be satisfied for any p1 > 0. But if we assume supp ρ1∩kerρ2 = {0}, single state
detection of p2ρ2 is optimal if and only if 0 < p1 ≤ ℓ1, where ℓ1 is given by
(with |ϕ〉 ∈ supp ρ1 and 〈ϕ|ϕ〉 = 1)
ℓ1 = min
|ϕ〉
{ 〈ϕ|ρ2|ϕ〉
〈ϕ|(ρ1 + ρ2)|ϕ〉
}
=
λ1
1 + λ1
, (32)
where (
√
ρ1
− denotes the inverse of
√
ρ1 on its support)
λ1 = min
|ϕ〉
〈ϕ|√ρ1 −ρ2√ρ1 −|ϕ〉. (33)
The minimum in the expression for λ1 is given by the smallest non-vanishing
eigenvalue of the operator
√
ρ1
−ρ2
√
ρ1
− (remember, that we assumed supp ρ1∩
ker ρ2 = {0}). Note that λ1 > 0 and hence there always exists a finite parameter
range for p1, where single state detection of γ2 is optimal.
An analogous construction yields ℓ2, such that single state detection of γ1 is
optimal if and only if 0 < p2 ≤ ℓ2.
5.2 Fidelity form measurement
An upper bound on the optimal success probability of USD was constructed
by Rudolph, Spekkens and Turner in Ref. [9]. Let |γµ〉〈γµ| be a purification
[20, 21] of γµ, i.e., a positive semi-definite operator of rank 1 acting on an ex-
tended Hilbert space H ⊗ Haux, such that the partial trace over Haux yields
back the original weighted density operator, traux |γµ〉〈γµ| = γµ. Since the par-
tial trace can be implemented by physical means, the optimal unambiguous
discrimination of S = (γ1, γ2) cannot have a higher success probability than
Spur = (|γ1〉〈γ1|, |γ2〉〈γ2|). But Spur is a pair of pure states, for which the op-
timal success probability is known due to the result by Jaeger and Shimony
[6]. The map from S to Spur, on the other hand, can only be performed physi-
cally in very special situations [22, 23] and hence the success probability of Spur
in general only yields an upper bound. This bound is strongly related to the
Uhlmann fidelity tr |√ρ1√ρ2| of ρ1 ≡ γ1/ tr(γ1) and ρ2 ≡ γ2/ tr(γ2) [24, 25].
The Uhlmann fidelity is the largest overlap between any purification of both
states ρ1 and ρ2. Due to this relation the bound was named fidelity bound [13].
In Ref. [13, 14], necessary and sufficient conditions for the fidelity bound to be
optimal where shown and the optimal measurement was constructed. In this
section we summarize and extend these results.
We continue to assume supp γ1 ∩ supp γ2 = {0}. Herzog and Bergou showed
in Ref. [13] that the fidelity bound can be reached only if E?(γ2 − γ1)E? = 0.
(From Corollary 9, it is obvious that any such measurement is optimal.) Then
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due to Eq. (9) we find that any measurement with E?(γ2 − γ1)E? = 0 is given
by
E? = Π⊥ + (γ1 + γ2)
−
{
γ1γ2 + γ2γ1 +
√
γ1F1
√
γ1 +
√
γ2F2
√
γ2
}
(γ1 + γ2)
−
= 11− (γ1 + γ2)−
{√
γ1(γ1 − F1)√γ1 +√γ2(γ2 − F2)√γ2
}
(γ1 + γ2)
−,
(34)
where we abbreviated F1 =
√√
γ1γ2
√
γ1 and F2 =
√√
γ2γ1
√
γ2. The converse
is also true:
Lemma 13. Let S = (γ1, γ2) be a pair of weighted density operators with
supp γ1 ∩ supp γ2 = {0} and let E = (E1, E2, E?) be a proper USD measure-
ment of S. Then E?γ2E? = E?γ1E? if and only if E? is given by Eq. (34).
Proof. It remains to show the “if” part. First we multiply the identity
(γ1 + γ2)(γ1 + γ2)
−γ1 = γ1 (35)
from left by Q1 as defined in the proof of Proposition 3, i.e., Q1 is the oblique
projector from kerγ2 ∩ suppS to supp γ1. We then obtain due to Lemma 18
(cf. Appendix A) that γ1(γ1 + γ2)
−γ1 = γ1 and thus γ2(γ1 + γ2)
−γ1 = 0. (One
can show that γ1(γ1 + γ2)
− = Q1.) From the polar decomposition of
√
γ1
√
γ2,
it furthermore follows, that there exists a unitary transformation U , such that√
γ1
√
γ2U = F1 (and hence U
√
γ1
√
γ2 = F2, cf. also Ref. [14]). Thus
E?
√
γ1 = (γ1 + γ2)
−{0 + γ2√γ1 +√γ1(√γ1√γ2U) + 0}
= (γ1 + γ2)
−{√γ2(U√γ1√γ2)† + γ1√γ2}U
= E?
√
γ2U,
(36)
i.e., we have E?γ1E? = E?γ2E?.
We refer to the measurement characterized by Lemma 13 as fidelity form
measurement due to the appearance of the operators F1 and F2, which satisfy
tr |√γ1√γ2| = trF1 = trF2. According to the classification in Sec. 3.2, the
fidelity form measurements are a (strict) superset of the measurement class
[r, r], where r = rank γ1γ2. (This can be seen from Lemma 10: in the class [r, r]
we have dimker(11− E?) = 0 and hence in particular E?(γ2 − γ1)E? = 0.)
Unfortunately, it is very rare that the operator given by Eq. (34) is part
of a valid USD measurement. The following Proposition states necessary and
sufficient criteria.
Proposition 14 (cf. Theorem 4 in Ref. [14]). Let S = (γ1, γ2) be a pair of
weighted density operators with supp γ1 ∩ supp γ2 = {0}. Then there exists a
proper USD measurement E = (E1, E2, E?) of S with E? given by Eq. (34) if
and only if γ1 −
√√
γ1γ2
√
γ1 ≥ 0 and γ2 −
√√
γ2γ1
√
γ2 ≥ 0.
If the measurement exists, it is optimal and the success probability is given
by Psucc(E ,S) = tr(γ1 + γ2)− 2 tr |√γ1√γ2|.
(Note that tr(γ1 + γ2) − 2 tr |√γ1√γ2| is the square of the Bures distance
[26, 24, 25] between γ1 and γ2.)
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Proof. Due to the properties shown in the proof of Lemma 13, for E? given by
Eq. (34) we have γ1(11−E?)γ2 = 0 and√γµ(11−E?)√γµ = γµ−Fµ. Furthermore,
one can write E? = Π⊥ +AA
†, with (cf. Ref. [14])
A = (γ1 + γ2)
−(
√
γ1 +
√
γ2U)
√
F1, (37)
where U is a unitary transformation originating from the polar decomposition√
γ1
√
γ2U = F1 (cf. proof of Lemma 13).
Due to these properties, the necessary and sufficient conditions on E? shown
in Proposition 3 reduce to the assertion of the current Proposition.
If the criterion in Proposition 14 is not satisfied, then the optimal measure-
ment cannot be of the form as given by Eq. (34). Thus by virtue of Lemma 13,
E?(γ2−γ1)E? 6= 0 holds and using Lemma 10 we have that ker(11−E?) ) kerS.
But due to Eq. (12) it follows that ker(11 − E?) contains at least one vector
either in supp γ1 or in supp γ2 (cf. Corollary 1 in Ref. [16]).
Similar to the discussion of the single state detection measurement in Sec. 5.1,
we ask for the values of the a priori probability 0 < p1 < 1 of ρ1, for which
the fidelity form measurement is optimal. The first condition in Proposition 14,
γ1 − F1 ≥ 0, is satisfied if and only if for any |ϕ〉 ∈ supp γ1,
p1〈ϕ|ρ1|ϕ〉 ≥
√
p1(1− p1)〈ϕ|R1|ϕ〉 (38)
holds, where we abbreviated R1 =
√√
ρ1ρ2
√
ρ1. Thus γ1 − F1 ≥ 0 if and only
if m1 ≤ p1 < 1, where m1 is given by
m1 =
µ21
1 + µ21
, (39)
with µ1 the maximal eigenvalue of
√
ρ1
−R1
√
ρ1
−. With an analogous construc-
tion we get that γ2 − F2 ≥ 0 if and only if m2 ≤ p2 ≡ 1− p1 < 1. Then
m1 ≤ p1 ≤ 1−m2 (40)
is the region where the fidelity form measurement is optimal. Note, that this
region is empty when m1 +m2 > 1.
In summary, single state detection is optimal if and only if {(γ21−F 21 ≤ 0) or
(γ22 − F 22 ≤ 0)}, while the fidelity form measurement is optimal if and only
if {(γ1 − F1 ≥ 0) and (γ2 − F2 ≥ 0}. The situations, where the optimal
measurement is neither a single state detection measurement nor a fidelity form
measurement seems to be related to the gap between “A ≥ B” and “A2 ≤ B2”
for positive operators A and B. In the pure state case, however, A and B are
of rank 1 and hence this gap does not exist. Indeed, in the pure state case,
µ21 = µ
2
2 = tr(ρ1ρ2) = λ1 = λ2 (where λµ and ℓµ were defined at the end of
Sec. 5.1). Thus ℓ1 = m1 and ℓ2 = m2 and hence either the single state detection
or the fidelity form measurement is always optimal. This is exactly the solution
for the pure state case, as given by Jaeger and Shimony in Ref. [6].
6 Solution in four dimensions
In this section we reduce the candidates for an optimal and proper USD measure-
ment for the case where dim suppS = 4 to a finite number. These candidates
are obtained by finding the real roots of a high-order polynomial.
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Table 1: Possible ranks of the measurement operators of the optimal USD mea-
surement in four dimensions (cf. also Sec. 3.2).
rankE1 rankE2 rankE? dim ker(11− E?) class cf. Sec.
0 2 2 2 [0, 2] 5.1
1 2 2 1 [1, 2] 6.1
2 2 2 0 [2, 2] 5.2
1 1 2 2 [1, 1] 6.2
2 1 2 1 [1, 2] 6.1
2 0 2 2 [0, 2] 5.1
Due to Proposition 2 and Proposition 6, it is sufficient to discuss the case of
strictly skew pairs S = (γ1, γ2) with kerS = {0}, i.e.,
supp γ1 ∩ supp γ2 = {0}, ker γ1 ∩ kerγ2 = {0},
supp γ1 ∩ ker γ2 = {0}, and ker γ1 ∩ supp γ2 = {0}.
(41)
Then, following the discussion in Sec. 3.2, there are six types of optimal USD
measurements which differ in the rank of the measurement operators E1 and
E2. We list these possible types in Table 1.
The measurements of the class [0, 2] and the class [2, 2] where already ex-
tensively discussed in Sec. 5.1 and Sec. 5.2, respectively. For the class [1, 2], the
kernel of (11−E?) is one-dimensional. We will consider this class in Sec. 6.1. In
the remaining case, where rankE1 = 1 = rankE2, the measurement is a von-
Neumann measurement (cf. Sec. 3.2). An example of this kind of measurement
was first found in Ref. [16]. Sec. 6.2 is devoted for a general treatment of this
class.
6.1 The measurement class [1, 2]
In this class the dimension of ker(11−E?) is 1. According to Eq. (12), this kernel
is either contained in supp γ1 or in supp γ2. Here we focus on ker(11 − E?) ⊂
supp γ1, i.e., to the measurement type (1, 2); the case of ker(11− E?) ⊂ supp γ2
follows along same lines. Thus there exists an orthonormal basis (|φ〉, |φ⊥〉) of
supp γ1, such that
E? = ν|n〉〈n|+ |φ〉〈φ|, (42)
with |n〉 some normalized vector, orthogonal to |φ〉 and 0 < ν < 1.
6.1.1 The necessary and sufficient conditions
Due to Proposition 3, the operator in Eq. (42) is a valid USD measurement, if
and only if γ1(11− E?)γ2 = 0, i.e.,
γ1|φ⊥〉〈φ⊥|γ2 = νγ1|n〉〈n|γ2 (43)
holds. This is equivalent to
γ1|n〉 = aγ1|φ⊥〉 and γ2|n〉 = bγ2|φ⊥〉. (44)
17
where a = 〈φ⊥|n〉 and b = (ν〈n|φ⊥〉)−1. Remember, that due to Theorem 4 we
have |n〉 /∈ ker γ1, i.e., 〈n|φ⊥〉 6= 0. On the other hand, from ν < 1 it follows
ab∗ > 1 and thus |n〉 /∈ span{|φ⊥〉}, i.e., |n〉 /∈ supp γ1. Given |φ⊥〉, we choose
the phase of |n〉 such that 〈n|φ⊥〉 > 0.
The conditions in Corollary 9 can now be reduced to simple relations. By
multiplying Eq. (25b) from the left with |φ⊥〉〈φ⊥|(Λ1−Λ2)−1, this first leads to
〈n|γ2 − γ1|n〉 = 0. (45)
Now it is straightforward to see that the conditions in Eq. (25) are equivalent
to
E?(γ2 − γ1)|n〉 = 0, and (46)
〈φ|γ2 − γ1|φ〉 ≥ 0. (47)
By virtue of Eq. (44), we can re-express Eq. (46) in terms of |φ〉 and |φ⊥〉,
yielding √
〈φ⊥|γ1|φ⊥〉〈φ⊥|γ2|φ〉 =
√
〈φ⊥|γ2|φ⊥〉〈φ⊥|γ1|φ〉, and (48)
a
b
=
√
〈φ⊥|γ2|φ⊥〉
〈φ⊥|γ1|φ⊥〉 . (49)
The last equation enables us to construct ν|n〉〈n| from
√
ν|n〉 = √ν(γ1 + γ2)−1(γ1 + γ2)|n〉
=
√
ν(γ1 + γ2)
−1(a γ1 + b γ2)|φ⊥〉
= K|φ⊥〉,
(50)
where in the last step we used
√
abν = 1 and we abbreviated
K = (γ1 + γ2)
−1
(√
a/b γ1 +
√
b/a γ2
)
. (51)
But due to Eq. (49),
√
a/b is given in terms of |φ〉 and |φ⊥〉. Note, that K has
full rank and hence ensures ν ≡ 〈φ⊥|K†K|φ⊥〉 > 0.
We summarize: The optimal USD measurement is of type (1, 2) if and only if
there exists an orthonormal basis (|φ〉, |φ⊥〉) of supp γ1, such that the conditions
in Eq. (47), in Eq. (48), and 〈φ⊥|K†K|φ⊥〉 < 1 are satisfied.
6.1.2 Construction of a finite number of candidates for E?
In the following we will show, that already Eq. (48) reduces the possible can-
didates of span{|φ〉} to a finite number and hence the remaining positivity
conditions can be easily checked. Eq. (48) is a complex equation. Thus the
absolute value and the phase of the left hand side and the right hand side have
to be identical. This leads to
〈φ|γ2|φ⊥〉〈φ⊥|γ2|φ〉〈φ⊥|γ1|φ⊥〉 = 〈φ|γ1|φ⊥〉〈φ⊥|γ1|φ〉〈φ⊥|γ2|φ⊥〉, (52)
〈φ⊥|γ2|φ〉〈φ|γ1|φ⊥〉 ≥ 0. (53)
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Let (|s1〉, |s2〉) be an orthonormal basis of supp γ1, such that γ1|si〉 = g1i|si〉
with g11 ≥ g12 > 0. We abbreviate g2i = 〈si|γ2|si〉 > 0, gµ = gµ1 − gµ2, and
g23 = 〈s1|γ2|s2〉. We ensure g23 ≥ 0 by choosing a proper global phase of |s2〉.
In the case g1 = 0 we use a basis where g23 = 0.
First we consider, whether |s1〉 or |s2〉 is a candidate for |φ〉. In either case,
Eq. (48) can only be satisfied, if g23 = 0. From Eq. (47) we find that |s1〉 is a
candidate only if g21 ≥ g11 and analogously, |s2〉 only if g22 ≥ g12.
We now assume that neither of the above two cases is optimal. Then any of
the remaining bases (apart from global phases) are parametrized by
|φ〉 = (1 + x2)− 12 (|s1〉+ xeiϑ|s2〉), (54a)
|φ⊥〉 = (1 + x2)− 12 (xe−iϑ|s1〉 − |s2〉), (54b)
where x 6= 0 is real and −pi2 ≤ ϑ < pi2 .
Using these definitions, Eq. (53) can be written as
g1g23 sinϑ = 0 and xg1(xg2 + g23(x
2 − 1)) ≥ 0. (55)
Let us first discuss the case where g23 6= 0. In this situation we get3 from
Eq. (55) the phase ϑ = 0. The solutions of Eq. (52) are given by the real roots
of the polynomial of degree six in x,
x2g21(x
2g21 + g22 − 2xg23)− (xg2 + (x2 − 1)g23)2(x2g11 + g12) = 0. (56)
(Since g223g12 > 0, this polynomial cannot be trivial.)
It now remains to consider the special case, where g23 = 0, but neither
|φ〉 = |s1〉 nor |φ〉 = |s2〉 is optimal. If g23 = 0, then Eq. (52) reads
x2(g21g21 − g22g11) = g22g12 − g21g22. (57)
Assume that this equation has some solutions where x is real (there might be
infinitely many). None of these solutions leads to an optimal measurement,
as we exclude by the following argumentation. Neither Eq. (47) nor Eq. (53)
depend on ϑ. From the necessary and sufficient conditions for optimality (cf.
end of Sec. 6.1.1), only the condition ν ≡ 〈φ⊥|K†K|φ⊥〉 < 1 remains to be
satisfied. Since Eq. (49) does not depend on ϑ, also K is independent of ϑ.
Thus ν as a function of ϑ is of the form
ν(ϑ) = (1 + x2)−1
(
x2κ11 − 2 xRe(e−iϑκ12) + κ22
)
, (58)
where we defined κij = 〈si|K†K|sj〉. In particular this function is continuous
in ϑ. Assume, for a given x 6= 0 (satisfying Eq. (47) and Eq. (48)), there exists
some −π/2 ≤ ϑ < π/2, such that ν(ϑ) < 1. Then there exists an ǫ > 0, such
that also ϑ+ǫ < π/2 and ν(ϑ+ǫ) < 1. Hence for ϑ as well as ϑ+ǫ all optimality
conditions would be satisfied. But for both values, we get a different vector |φ〉
and hence there would be two different operators E?, both being optimal. This
is a contradiction to Proposition 11. It follows that for g23 = 0, only |φ〉 = |s1〉
and |φ〉 = |s2〉 can yield an optimal solution.
3Remember, that we chose our basis such that g23 6= 0 implies g1 6= 0.
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6.1.3 Summary for measurement type (1, 2)
Let us briefly summarize the algorithm to obtain the optimal measurement E?
for the case where rankE1 = 1 and rankE2 = 2.
We construct some basis (|s1〉, |s2〉) of supp γ1 as described in the paragraph
below Eq. (53). In a next step, we construct candidates for the basis (|φ〉, |φ⊥〉).
There are two cases:
(i) g23 = 0. If g21 ≥ g11, then (|φ〉 = |s1〉, |φ⊥〉 = |s2〉) is a candidate. If
g22 ≥ g12, then (|φ〉 = |s2〉, |φ⊥〉 = |s1〉) is a candidate.
(ii) g23 6= 0. For any real root x 6= 0 of the polynomial in Eq. (56), the basis
(|φ〉, |φ⊥〉) as defined in Eq. (54) is a candidate, where ϑ = 0. A candidate
in addition has to satisfy the second part of Eq. (55) and Eq. (47).
For any of the candidate bases (if any), we construct
√
ν|n〉 using Eq. (50).
At most one of the bases will satisfy ν ≡ √ν〈n|n〉√ν < 1. If such a basis exists,
the optimal measurement is given by Eq. (42).
6.2 The measurement class [1, 1]
In Sec. 3.2 we have already seen, that if rankE1+rankE2 = rank γ1(= rank γ2),
then both E1 andE2 are projectors. Hence there are orthonormal bases (|ψ1〉, |ψ⊥1 〉)
of kerγ2 and (|ψ2〉, |ψ⊥2 〉) of ker γ1 such that
E1 = |ψ1〉〈ψ1| and E2 = |ψ2〉〈ψ2|. (59)
Since 11−E1 −E2 ≥ 0, necessarily 〈ψ1|ψ2〉 = 0 must hold. Using this notation,
Eq. (26) is equivalent to
|〈ψ⊥1 |ψ2〉|
2〈ψ2|γ2|ψ2〉 ≥ 〈ψ⊥1 |γ1|ψ⊥1 〉 (60a)
|〈ψ⊥2 |ψ1〉|
2〈ψ1|γ1|ψ1〉 ≥ 〈ψ⊥2 |γ2|ψ⊥2 〉 (60b)
〈ψ⊥2 |ψ1〉〈ψ1|γ1|ψ⊥1 〉 = 〈ψ2|ψ⊥1 〉〈ψ⊥2 |γ2|ψ2〉, (60c)
while Eq. (25b) is satisfied identically. (Note that these equations only follow if
all vectors are normalized.)
6.2.1 Construction of a finite number of candidates for E?
Let (|k1i〉) and (|k2i〉) be Jordan bases (cf. Appendix C) of ker γ1 and ker γ2, i.e.,
(|k1i〉) and (|k2i〉) are orthonormal bases of kerγ1 and ker γ2, respectively, such
that 〈k1l|k2l〉 ≥ 0 and for i 6= j one has 〈k1i|k2j〉 = 0. Due to our assumptions in
Eq. (41) we have 0 < 〈k1i|k2i〉 < 1. We choose 〈k11|k21〉 ≥ 〈k12|k22〉. In case of
degenerate Jordan angles (i.e., 〈k11|k21〉 = 〈k12|k22〉), these bases are not unique
and we then choose bases, such that 〈k21|γ1|k22〉 = 0. We abbreviate
g1i = 〈k2i|γ1|k2i〉, g2i = 〈k1i|γ2|k1i〉,
g13 = |〈k21|γ1|k22〉|, g23 = |〈k11|γ2|k12〉|,
gµ = gµ1 − gµ2,
(61)
and choose the global phases of the vectors |k12〉 and |k22〉 in such a way that
still 〈k12|k22〉 > 0 but also g13eiϕ = 〈k21|γ1|k22〉 and g23e−iϕ = 〈k11|γ2|k12〉,
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with 0 ≤ ϕ < π. We let ϕ = 0 if g13 = 0 or g23 = 0. Finally we define
c = 〈k12|k22〉/〈k11|k21〉.
After choosing the Jordan bases, let us first consider the case where |ψ1〉 =
|k21〉. Then one has (fixing the phases) |ψ2〉 = |k12〉, |ψ⊥1 〉 = |k22〉, and |ψ⊥2 〉 =
|k11〉. Eq. (60c) reduces to cg23 = g13 and sinϕ = 0. Analogously, in the case
|ψ1〉 = |k22〉, we obtain cg13 = g23 and sinϕ = 0.
We now consider the case, where |ψ1〉 is not one of the basis vectors |k2i〉.
We fix the global phases of |ψµ〉 and |ψ⊥µ 〉 and choose the parametrization
|ψ1〉 = (1 + x2)− 12 (|k21〉+ xeiϑ|k22〉),
|ψ⊥1 〉 = (1 + x2)−
1
2 (xe−iϑ|k21〉 − |k22〉),
|ψ2〉 = (1 + c2x2)− 12 (−xe−iϑc|k11〉+ |k12〉),
|ψ⊥2 〉 = (1 + c2x2)−
1
2 (−|k11〉 − xeiϑc|k12〉),
(62)
with the real parameters x 6= 0 and −π/2 ≤ ϑ < π/2.
Using these definitions, Eq. (60c) reads
(x2c2 + 1)2
(
xg1 − ei(ϑ+ϕ)g13 + x2e−i(ϑ+ϕ)g13
)
=
c(x2 + 1)2
(
xcg2 − ei(ϑ−ϕ)g23 + x2c2e−i(ϑ−ϕ)g23
)
(63)
The imaginary part of this equation gives
(x2c2 + 1)(1 + x2)
· [(x2c2 + 1) sin(ϑ+ ϕ)g13 − (1 + x2) sin(ϑ− ϕ)cg23] = 0, (64)
which can only hold if already the term in square brackets is zero. This is the
case if and only if
A1 sinϑ = A2 cosϑ, (65)
where
A1 = (c(x
2 + 1)g23 − (x2c2 + 1)g13) cosϕ, (66a)
A2 = (c(x
2 + 1)g23 + (x
2c2 + 1)g13) sinϕ. (66b)
In order to get the solutions of Eq. (63), we consider now its real part,
(x2c2 + 1)2(xg1 + cos(ϑ+ ϕ)g13(x
2 − 1)) =
c(x2 + 1)2(xcg2 + cos(ϑ− ϕ)g23(x2c2 − 1)). (67)
Using the abbreviations
B1 = (x
2c2 + 1)2xg1 − c(x2 + 1)2xcg2,
B2 =
[
(x2c2 + 1)2g13(x
2 − 1)− c(x2 + 1)2g23(x2c2 − 1)
]
cosϕ,
B3 =
[
(x2c2 + 1)2g13(x
2 − 1) + c(x2 + 1)2g23(x2c2 − 1)
]
sinϕ,
(68)
we get the equivalent expression
B1 = B3 sinϑ−B2 cosϑ. (69)
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Taking the square of this equation, multiplied by (A21 + A
2
2), we obtain due to
Eq. (65) the polynomial (with a degree of at most 8 in x2)
B21(A
2
1 +A
2
2)− (A1B2 −A2B3)2 = 0. (70)
This polynomial is trivial if and only if g13 = g23 = 0. (In order to see
this, we consider the highest and lowest order term, which only can vanish,
if −(cg13 − g23)2 cos2 ϕ = (cg13 + g23)2 sin2 ϕ and if −(cg23 − g13)2 cos2 ϕ =
(cg23 + g13)
2 sin2 ϕ, respectively. But due to our particular choice of the bases,
this can only hold if already g13 = g23 = 0.) It is straightforward to see, that in
this case none of the conditions in Eq. (60) depend on ϑ. Now suppose there is
a solution of these conditions with x 6= 0. Then any possible value of ϑ leads to
a different, but optimal measurement, in contradiction to Proposition 11.
In any other situation we get from Eq. (70) a finite number of real solutions
x 6= 0. The corresponding value for ϑ can be obtained as follows. If A1 6= 0,
then from Eq. (65) we have ϑ = arctan(A2/A1), while if A1 = 0 and A2 6= 0,
then ϑ = −π/2. If A1 = A2 = 0, then sinϕ = 0 and
x2 =
1
c
cg23 − g13
cg13 − g23 , (71)
where from x2 > 0 it follows that (cg23 − g13)(cg13 − g23) > 0. From Eq. (69)
we have
2 cosϑ g13g23(cg23 − g13) = xc(g223g1 − g213g2), (72)
which can be used in order to obtain ϑ.
6.2.2 Summary for measurement class [1, 1]
In a first step we construct Jordan bases as described in the first paragraph of
Sec. 6.2.1. Then we collect candidates for the bases (|ψi〉, |ψ⊥i 〉):
(i) If sinϕ = 0 and cg23 = g13, then (|ψ1〉 = |k21〉, |ψ⊥1 〉 = |k22〉) and (|ψ2〉 =
|k12〉, |ψ⊥2 〉 = |k11〉) is a candidate.
(ii) If sinϕ = 0 and cg13 = g23, then (|ψ1〉 = |k22〉, |ψ⊥1 〉 = |k21〉) and (|ψ2〉 =
|k11〉, |ψ⊥2 〉 = |k12〉) is a candidate.
(iii) For any real root x 6= 0 of Eq. (70), we get a unique value for ϑ from
Eq. (65) (if A1 6= 0 or A2 6= 0) or from Eq. (72) (if A1 = 0 and A2 = 0). If
A1 6= 0 or A2 6= 0, then in addition Eq. (69) has to hold. For each (x, ϑ),
we obtain the candidates from Eq. (62).
At most one of the candidates will satisfy Eq. (60a) and Eq. (60b). If such
a candidate exists, the optimal measurement is provided by Eq. (59).
6.3 Examples
We want to discuss a few examples of USD in four dimensions, which demon-
strate the structure of the previous results. We consider three examples which
belong to case [vii] in the flowchart in Fig. 3. Thus these pairs of states in par-
ticular are strictly skew and do not posses a common block diagonal structure.
In Fig. 1 the optimal success probability of the two states
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Figure 1: Optimal success probability of the states given in Eq. (73), depending
on the relative probability p1 of the occurrence of ρ1 (solid line). The dashed
lines denote the success probability of single state detection (lower bound) and
the dotted line corresponds to a simple upper bound. In brackets we denote the
measurement types as defined in Sec. 3.2.
ρ1 =
1
3


1 0 0 0
0 2 0 0
0 0 0 0
0 0 0 0

 and ρ2 = 145


11 10 12 10
10 10 10 10
12 10 14 10
10 10 10 10

 , (73)
is given in dependence of the a priori probability of p1 of ρ1 (solid line). Follow-
ing the results of Sec. 5.1 and Sec. 5.2 we can directly calculate the probability
range where single state detection (class [0, 2]) and the fidelity form measure-
ment are optimal (roughly class [2, 2]). The remaining optimal measurements
belong to the classes [1, 2] or [1, 1] which are obtained by following Sec. 6.1
or Sec. 6.2, respectively. We also plotted the “bound triangle” which can be
easily calculated for any pair of density operators. The lower bounds corre-
spond to single state detection (dashed lines) and the upper bound connects
the points where single state detection stops being optimal (dotted line). The
latter one is an upper bound due to the convexity of the success probability
function Psucc(p1).
The next example (Fig. 2 (A)) was found by generating “randomly” pairs of
density operators. The data of the states is available as supplemental material.
This example shows that the measurement types (1, 1), (1, 2), and (2, 1) can
appear in more than one probability range. This is not possible for the other
measurement types. It is also an example for a pair of states, where all possible
measurement types can be optimal in some probability range.
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(A)
(B)
Figure 2: Optimal success probability depending on the relative probability
p1 of the occurrence of ρ
′
1. (A): A “random” example. (B): An asymmetric
example, cf. Eq. (74). In brackets we denote the measurement types as defined
in Sec. 3.2. For details see text in Sec. 6.3.
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Figure 3: Flow chart of a generic strategy to solve/reduce the USD of two mixed
states. For details see text in Sec. 7.
The last example (Fig. 2 (B)), given by
ρ′1 =
(
1
2
+
√
5
22
)
|0〉〈0|+
(
1
2
−
√
5
22
)
|1〉〈1|,
ρ′2 =
5
46
|v〉〈v|+ 41
46
|w〉〈w|, with
|w〉 = 1
2
√
41
(
(−1)1/7
(
(
√
22 + 2
√
5)|0〉+ (
√
22− 2
√
5)|1〉
)
+ 2
√
10 (|2〉+ |3〉)
)
,
|v〉 = 1√
10
(
((−1)4/21)∗|0〉+ (−1)17/21|1〉+ 2
√
2(−1)1/5|2〉
)
,
(74)
is devoted to show that there is no deeper general structure which optimal mea-
surement classes can be connected with each other. Here, the fidelity form mea-
surement directly follows the single state detection measurement. This example
also shows a high asymmetry in the success probability function Psucc(p1).
7 General strategy
In this section we want to summarize the known results for the unambiguous
discrimination of two mixed states by suggesting a strategy in order to find the
optimal success probability, cf. Fig. 3.
In step [i] we check whether the pair of weighted density operators S =
(γ1, γ2) is strictly skew. A pair S is called strictly skew, if supp γ1 ∩ supp γ2 =
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{0}, supp γ1 ∩ ker γ2 = {0}, and ker γ1 ∩ supp γ2 = {0}. If the pair fails to
be strictly skew, one can use the reduction method described in the discussion
of Lemma 7 (Fig. 3 [ii]). After this reduction, it suffices to find the optimal
measurement E ′ of the strictly skew pair S ′.
From now on we assume that the states are strictly skew. In the next step
(Fig. 3 [iii]) we check with the commutator criteria shown in Ref. [19] whether the
two states have an at most two-dimensional common block diagonal structure.
If this is the case in Ref. [19] it was shown how to construct diagonalizing Jordan
bases, which then can be used to compose the optimal measurement from the
pure state case (Fig. 3 [iv]), as shown in Ref. [18, 19].
For states without an at most two-dimensional common block diagonal struc-
ture, optimality of one of the two generally solved measurement classes, i.e.,
single state detection (Proposition 12) or the fidelity form measurement (Propo-
sition 14), can be checked (Fig. 3 [v]). Otherwise the optimal measurement can
be calculated if the two states effectively act on a four-dimensional Hilbert-space
(dim suppS = 4). Here the optimal measurement of the two remaining measure-
ment classes [1, 2] and [1, 1] can be calculated and checked according to Sec. 6.1
and Sec. 6.2, respectively (Fig. 3 [vi]). In principle one could also find optimal
measurements of states which have a four-dimensional common block diagonal
structure, because then blockwise combination of optimal measurements yields
the optimal measurement for the complete states. Unfortunately, there is so far
no known constructive method to identify such blocks. This question is left for
further investigations.
The last possibility is to check optimality of upper and lower bounds on
the optimal success probability (Fig. 3 [viii]). Examples of such bounds were
presented e.g. in Ref. [9, 13, 14, 27]. For some of these bounds, optimality
conditions are known, while in the remaining cases one can use Corollary 9 in
order to check for optimality.
If the procedure sketched here fails to deliver the optimal solution then there
is up to now no systematic method known to find an analytic expression for the
optimal USD measurement.
8 Conclusions
We analyzed the unambiguous discrimination of two mixed states ρ1 and ρ2 and
the properties of an optimal measurement strategy. We first showed (cf. Propo-
sition 3) that any unambiguous state discrimination measurement is completely
determined by the measurement operator E?, the operator which corresponds
to the inconclusive measurement result. A further analysis for optimal mea-
surements showed (cf. Theorem 4) that the rank of E? is determined by the
structure of the input states, rankE? = rank ρ1ρ2.
This fact leads to one of our main results, namely, that the optimal measure-
ment for a given pair of mixed states and given a priori probabilities is unique
(cf. Proposition 11). This uniqueness might have interesting consequences, e.g.
in the analysis of the “complexity” of the optimal measurement. Interest-
ing questions here are whether the optimal measurement is von-Neumann or
whether the optimal measurement is non-local, as e.g. discussed in Ref. [28].
Eldar et al. in Ref. [17] provided necessary and sufficient conditions for a
measurement to be optimal, but in many situations this result was not opera-
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tional. We simplified these optimality conditions in Corollary 9, which now can
be applied directly to a given measurement.
As an application of this result, we analyzed the single state detection case,
where the measurement only detects one of the two states. Although this mea-
surement may seem to be pathological, it turns out to be always optimal for a
finite region of the a priori probabilities of the states. We derive an analytical
expression for the bounds of this region.
Finally, we constructed the optimal measurement for the unambiguous dis-
crimination of two mixed states having rank ρ1 = 2 = rank ρ2 (due to a results
by Raynal et al. in Ref. [11], this construction can be extended to the case where
one of the density operators has rank 2 and the other state has arbitrary rank).
The solution splits into 6 different types, each of them requiring a different
treatment. This solution is analytical, but in certain cases the roots of a high
order (up to degree 8) polynomial are needed. Due to the complicated structure
of this solution it may turn out to be quite difficult to analyze the next step,
namely the discrimination of two mixed states with rankρ1 = 3 = rank ρ2.
It would be interesting to find strategies in order to detect symmetries and
solvable substructures in unambiguous state discrimination, e.g. to find four-
dimensional common block diagonal structures, analogously to the result for
two-dimensional common block diagonal structures in Ref. [19]. Also, there are
only a few results on the optimal unambiguous discrimination on more than two
states [29, 30, 31, 32, 17, 33]. We think that several concepts presented in this
contribution may also generalize to the discrimination of many states.
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A Appendix: Technical statements
We put the following two Lemmata for completeness, but without a proof.
Lemma 15. Let A , B and C be subspaces of H with A ⊥ C and B ⊥ C .
Then A ∩ (B + C ) = A ∩B.
Lemma 16. Let A and B be operators on H with BH ∩ kerA = {0}. Then
kerAB = kerB.
The useful Eq. (12) is based on the following
Lemma 17. Let X be an operator and (Πk) be a family of projectors with
ker(
∑
k Πk) = {0}. For k 6= l, assume that ΠkXΠl = 0. (Note that ΠkΠl 6= 0
is allowed.). Then kerX =
∑
k(kerX ∩ ΠkH ).
Proof. The “⊃” part is obvious. For the contrary let |Φ〉 ∈ kerX . Then there
exist vectors |ϕk〉 ∈ ΠkH such that |Φ〉 =
∑
k |ϕk〉. We have∑
l
ΠlX |ϕk〉 = ΠkX |ϕk〉 = ΠkX |Φ〉 = 0. (75)
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Since
∑
k Πk has a trivial kernel, it follows that X |ϕk〉 = 0, i.e., |ϕk〉 ∈ kerX .
The following Lemma lists properties of non-orthogonal projectors, i.e., idem-
potent operators which are not self-adjoint. Such operators where considered
e.g. in Ref. [34, 35]. Each of the statements (ii) – (iv) is a valid definition
for the oblique projector, where (ii) is the formal definition, (iii) is an explicit
construction and (iv) are the central properties for our purposes.
Lemma 18. Let Λ and Π be two (self-adjoint) projectors on H with ΛH ∩
(ΠH )⊥ = {0} and (ΛH )⊥ ∩ ΠH = {0}. For an operator Q the following
statements are equivalent:
(i) Q is the (unique) oblique projector from ΛH to ΠH .
(ii) Q2 = Q, QH = ΠH , and kerQ = kerΛ.
(iii) Q is the Moore-Penrose inverse of ΛΠ.
(iv) QΛ = Q, ΠQ = Q, ΛQ = Λ and QΠ = Π.
Proof. (ii) formally defines (i). In order to show that (iii) follows from (ii),
we write Q in its singular value decomposition, Q =
∑
qi|πi〉〈λi| with qi > 0
and (|πi〉) and (|λi〉) an appropriate pair of orthonormal and complete bases of
ΠH and ΛH , respectively. Then Q2 = Q is equivalent to 〈λk|πk〉 = q−1k and
〈λi|πj〉 = 0 for i 6= j. Since ΛΠ =
∑
i q
−1
i |λi〉〈πi|, it immediately follows that Q
is the Moore-Penrose inverse of ΛΠ.
From the explicit form of the Moore-Penrose inverse,Q =
∑
i 〈λi|πi〉−1|πi〉〈λi|,
one easily verifies the properties in (iv).
We have from (iv) that QH = ΠQH ⊂ ΠH = QΠH ⊂ QH and hence
QH = ΠH and analogously kerQ = (Q†H )⊥ = (ΛH )⊥ = kerΛ. Finally,
Q2 = Q(ΠQ) = (QΠ)Q = ΠQ = Q.
B Appendix: Proof of Corollary 9
B.1 Necessity
Let us abbreviate µ¯ = 3− µ, Zµ = ΛµZΛµ and Yµ¯ = ΛµZΛµ¯. From Theorem 8
it follows that for any optimal measurement we have (µ = 1, 2)
Zµ − ΛµγµΛµ ≥ 0, (76a)
(Zµ − ΛµγµΛµ)Eµ = 0, (76b)
and
Zµ(Λµ − Eµ) = Yµ¯Eµ¯Λµ, (77a)
Yµ¯(Λµ¯ − Eµ¯) = ZµEµΛµ¯, (77b)
where the last two equations follow from ΛµZE?Λν = 0 with E? = 11−Eµ−Eµ¯.
From Z ≥ 0 we have Zµ ≥ 0 and Yµ¯ = Y †µ . We find
Zµ − ΛµγµΛµ = (Λµ − Eµ)(Zµ − γµ)(Λµ − Eµ)
= ΛµEµ¯Y
†
µ¯ (Λµ − Eµ)− (Λµ − Eµ)γµ(Λµ − Eµ)
= ΛµEµ¯γµ¯Eµ¯Λµ − (Λµ − Eµ)γµ(Λµ − Eµ)
= ΛµE?γµ¯E?Λµ − ΛµE?γµE?Λµ.
(78)
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Thus Eq. (26a), Eq. (26b) follow from Eq. (76a). From Eq. (76b) we have
ΛµE?(γµ¯ − γµ)E?Eµ = 0. (79)
Combining Eq. (77a) and Eq. (77b) we obtain
Yµ¯Λµ = ZµEµΛµ¯Λµ + Zµ(Λµ − Eµ) (80)
and hence from Eq. (77a) and due to Eq. (76b),
Λµ¯Zµ(Λµ − Eµ) = (YµΛµ¯)†Eµ¯Λµ
= Λµ¯ΛµEµ¯γµ¯Eµ¯Λµ + (Λµ¯ − Eµ¯)γµ¯Eµ¯Λµ
= Λµ¯(Λµ − Eµ)Zµ(Λµ − Eµ) + (Λµ¯ − Eµ¯)γµ¯Eµ¯Λµ,
(81)
where in the last step we used the result from Eq. (78). Thus we have found
Λµ¯Eµγµ(Λµ − Eµ) = (Λµ¯ − Eµ¯)γµ¯Eµ¯Λµ, i.e., Eq. (26c) follows.
This equation together with Eq. (79) for µ = 1 and µ = 2, finally yields
Eq. (25b).
B.2 Sufficiency
We first get rid of the non-skew parts of S:
Lemma 19. With the definitions and preliminaries as in Proposition 6, if E?
is a proper USD measurement of S and satisfies Eq. (25) for S, then Eskew? =
E? + (11−Πskew) is a proper USD measurement of Sskew and satisfies Eq. (25)
for Sskew.
Hence, if we further show, that from the second part of the Lemma, it follows
that Eskew? is optimal for Sskew, then we have due to Proposition 6, that also
E? is optimal for S.
Proof of Lemma 19. We denote by Σ1 the projector onto supp γ1 ∩ ker γ2, by
Σ2 the projector onto supp γ2 ∩ ker γ1 and by Πµ the projector onto supp γµ.
Then multiplication of Eq. (25a) by Σ1 yields
Σ1E?γ2E?Σ1 − Σ1E?γ1E?Σ1 ≥ 0. (82)
Since for a USD measurement Π1E?γ2 = Π1γ2, we have Σ1γ2 = 0 and only the
second term remains, which henceforth must vanish. This yields
√
γ1E?Σ1 = 0
or equivalently Π1E?Σ1 = 0. A further multiplication from the left by Σ1 to-
gether with the property E? ≥ 0 proves that E?Σ1 = 0. An analogous argument
can be used in order to show E?Σ2 = 0. Now, following the same lines of ar-
gument as in the proof of Proposition 6, it follows that Eskew? is a proper USD
measurement for Sskew.
FromE?Σµ = 0 it in particular follows that E?(γ2−γ1)E? = Eskew? Πskew(γ2−
γ1)ΠskewE
skew
? . Using
kerΠskewγµΠskew = kerγµ(11− Σµ) = ΣµH ⊕ ker γµ, (83)
it is now straightforward to show that Eskew? satisfies Eq. (25) for Sskew.
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It remains to consider the case where supp γ1∩ker γ2 = {0} = supp γ2∩ker γ1.
We define Rµ to be the oblique projector from ker γµ¯ to ker γµ. Note that Rµ =
R†µ¯. We furthermore denote by Qµ the oblique projector from ker γµ¯ ∩ suppS
to supp γµ ∩ (ker γ1 + ker γ2). Then the multiplication of Eq. (25b) by Q†µ from
the left and by Qµ from the right yields
ΛµE?(γµ¯ − γµ)E?Eµ = 0. (84)
Let us define
Vµ = ΛµE?(γµ¯ − γµ)E?Λµ + ΛµγµΛµ, (85)
Wµ¯ = (Rµ¯(Λµ¯ − Eµ¯) + ΛµEµ¯)Vµ¯. (86)
Then, using Eq. (26c),(84), we have
Vµ(Λµ − Eµ) = ΛµE?(γµ¯ − γµ)E?Λµ + ΛµγµE?Λµ
= ΛµE?γµ¯E?Λµ + EµγµE?Λµ
= −ΛµEµ¯γµ¯E?Λµ −Rµ¯E?γµE?Λµ
= −(ΛµEµ¯ +Rµ¯E?)γµ¯E?Λµ
= (ΛµEµ¯ +Rµ¯(Λµ¯ − Eµ¯))γµ¯Eµ¯Λµ
=Wµ¯Eµ¯Λµ.
(87)
And a similar equation holds for Wµ¯:
Wµ¯(Λµ¯ − Eµ¯) =Rµ¯E?(γµ − γµ¯)E?Λµ¯ +Rµ¯(Λµ¯ − Eµ¯)γµ¯(Λµ¯ − Eµ¯)
+ ΛµEµ¯γµ¯(Λµ¯ − Eµ¯)
=Rµ¯E?γµE?Λµ¯ − ΛµE?γµE?Λµ¯
=− (−Eµ − (Λµ − Eµ))γµEµΛµ¯
=VµEµΛµ¯.
(88)
We combine these two equations and find Wµ¯ = Vµ(EµΛµ¯+(Λµ−Eµ)Rµ¯), i.e.,
in comparison with the definition in Eq. (86), Wµ¯ =W
†
µ. Furthermore, we have
W1V
−
1 V1 = W1 and V2 = W1V
−
1 W
†
1 , where V
−
1 denotes the inverse of V1 on
its support. (The second identity follows from W1V
−
1 W
†
1 = W1(Λ1 − E1)R2 +
W1E1Λ2.)
We construct the operator Z as Z = TV1T
† with T = Q1+Q2W1V
−
1 . Since
V1 ≥ 0 we have Z ≥ 0. From our previous considerations, ΛµZΛµ = Vµ and
ΛµZΛµ¯ = Wµ¯ follows. Then using Eq. (26a), Eq. (26b), and Eq. (84) it is
now straightforward to verify that Z satisfies the conditions in Eq. (24b) of
Theorem 8.
It remains to show that ZE? = 0. First, with Π‖ the projector onto supp γ1∩
supp γ2, we have ZE?Π‖ = ZΠ‖ = 0 due to Π‖Qµ = 0. Analogously with Π⊥
the projector onto kerS, ZE?Π⊥ = ZΠ⊥ = 0. Thus we only need to show that
ΛµZE?Λν = 0. But this follows from Eq. (87) and Eq. (88).
C Appendix: Construction of Jordan bases
In this Appendix an explicit construction of Jordan bases (also sometimes called
canonical bases) of two subspaces A and B of Cd is given (cf. also Ref. [36, 9,
30
19, 18]). Jordan bases are orthonormal bases (|ai〉) of A and (|bj〉) of B, such
that 〈ai|bj〉 = 0 for all i 6= j and 〈ak|bk〉 ≥ 0 for all k. With SA we denote
the d × nA dimensional matrix where the columns are given by the nA basis
vectors of some orthonormal basis of A . Analogously we define SB and nB by
using B.
Consider a singular value decomposition of
S†
A
SB = UADU
†
B
, i.e., (SAUA )
† (SBUB) = D, (89)
where D is a nA × nB dimensional diagonal matrix. UA and UB are unitary
matrices. Let us denote the i-th column of SAUA by |ai〉 and the j-th column
of SBUB by |bj〉. Then (|ai〉) and (|bj〉) are Jordan bases of A and B.
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