We study mixed integer programming formulations of variants of the discrete lot-sizing problem. Our approach is to identify simple mixed integer sets within these models and to apply tight formulations for these sets. This allows us to define integral linear programming formulations for the discrete lot-sizing problem in which backlogging and/or safety stocks are present, and to give extended formulations for other cases. The results help significantly to solve test cases arising from an industrial application motivating this research.
Introduction
This article is motivated by a production planning problem encountered while working with a multinational manufacturing firm. The problem in question is a multi-item discrete lot-sizing problem with backlogging and with additional complicating constraints. Our goal is to derive tight formulations for different variants of the discrete lot-sizing problem. Surprisingly the tight formulations can be obtained by studying the convex hulls of very simple mixed integer programs and applying results for these MIPs to the lot-sizing problems.
Results in the literature about the discrete lot-sizing problem without start-ups are scarce. For the discrete multi-item constant capacity problem without backlogging, there exists a formulation as a minimum cost network flow problem, so the problem is well-solved. However we have found no references to problems with backlogging or initial stock variables. On the other hand discrete lot-sizing problems with startup costs and/or times have received considerable attention in the literature (e.g. Fleischmann (1990) , Fleischmann (1994) , van Hoesel et al. (1994) , van Eijl (1996) , van Eijl and van Hoesel (1997) ). In general these are more difficult than problems without startup costs. For example, the constant capacity, multi-item discrete lot-sizing problem with start-up costs is N P-hard. With a single item, it is polynomially solvable, but a characterization of the convex hull by inequalities is not known.
We now outline the contents of this paper. In Section 2 we present the different discrete lot-sizing variants that we study. To introduce the simple types of reformulation used, we first reduce the basic discrete lot-sizing problem to a network flow problem (a known result). In Sections 3-5 we look at the different variants, and we derive a tight reformulation for each in turn. We show in Section 3 that the multi-item problem with backlogging can be reduced to a linear program, even with a more complicated piecewise linear convex cost function on the stocks. In Section 4 we show that the single item problem with initial stocks can be solved as a compact linear program. In Section 5, for the problem with both backlogging and initial stocks, we present a compact extended formulation for the convex hull of a relaxation; this yields a tightened (though not necessarily integral) reformulation for the single item problem. In Section 6 we present computational results for the different variants based on these reformulations. Even when the reformulations are not guaranteed to provide integer solutions when solved as linear programs, it turns out that for the practical instance examined, the reformulations are remarkably tight.
The Discrete Lot-Sizing Problem

The Problem and its Variants
In the discrete lot-sizing problems we consider, there are N I items and N T time periods. Demand for item i in period t is given by D i t . If item i is produced in a period, C i is the amount that must be produced. We assume that D i t ≥ 0 for all i and t and that C i > 0 for all i. The standard assumption that C i is constant over time for each i holds for many situations in which time periods are of equal length. The parameters h i t , b i t , and q i t are the holding, backlogging, and fixed set-up costs respectively. We introduce s i t , r i t , and y i t to be the inventory, backlogging, and set-up variables respectively. The general Discrete Lot-Sizing Problem can now be formulated as
Equations (2) are the product conservation constraints, and inequality (3) ensures that at most one item is produced (and thus one set-up takes place) in each period. We will use the notation D i kt ≡ t u=k D i u for all i, for 1 ≤ k ≤ t ≤ N T . Throughout we assume that r i 0 = 0 for all i. Note that variables s i 0 allow the possibility of buying an initial stock of each product. These variables can also be used to detect the cause of infeasibilities during the planning process (see for example Tardif and Spearman (1997) ).
When initial inventory variables s i 0 and backlogging variables r i t are not present, (1)-(6) becomes the most basic discrete lot-sizing problem DLS. The problem with backlogging but no initial inventory variables is called DLSB, the problem with initial inventory but no backlogging is DLSI, and the model with backlogging and initial inventory variables is DLSBI.
Observation 1 Demand and capacity for all items can be scaled so that each item has unit capacity.
From now on we will work with unit capacities, unless explicitly stated. We use the notation
for the scaled demands, and we let
To introduce some of the structure and modelling ideas that we will use later, we now show how to reformulate the basic problem DLS, leading to the (known) result that it is solvable by linear programming or as a network flow problem.
Analysis of the Basic Problem DLS
By summing the equations (2) for periods 1 up to t, we obtain
Using (7) 
. Eliminating s i t in its nonnegativity constraint (4) yields
Define
As y is integer, we can round up the right-hand side in (8) . This gives the Gomory fractional cut (Gomory (1958) 
a valid inequality for X DLS that clearly is satisfied by the same integer solutions as (8) .
Finally we introduce new variables z i t = t u=1 y i u for all i, t, and define the set
Now we can write DLS as min{qy : (y, z) ∈ Z DLS } where
Now we observe that the constraints appearing in the description of Z DLS have special structure.
Proposition 1
The constraint matrix arising in the system
is totally unimodular.
Proof It suffices to rewrite the first constraints for all i as
The resulting matrix is a network matrix with a +1 and -1 in each column. 2
Immediately we see that DLS reduces to a network flow problem. This allows us to obtain a description of the convex hull of solutions in the original solution space. Noting that X DLS = proj y Z DLS (the projection of Z DLS onto the y variables), we have Theorem 2 (Folklore). conv(X DLS ) is described by the network flow constraints
DLS with Backlogging (DLSB)
Here we first consider the problem with backlogging, and then we generalize to the case of a more general storage cost function involving safety stocks.
DLSB
We can again aggregate the constraints (2) giving
This equation can now be used to eliminate r i t (or alternatively s i t ). Eliminating the terms containing r i t in the objective function (1) leads to the new objective function
. Eliminating r i t in the nonnegativity constraint (5) gives
Finally, if we again introduce the variables z i t = t u=1 y i u , DLSB takes the form min{ĥs +qy,
Now we observe that (10) is the same as min{ĥs +qy, (s
where
The following result provides information about conv(X(b)) and the intersection of such sets with certain types of additional constraints.
Theorem 3 (Miller and Wolsey
is integral if B is totally unimodular and a is integer, where z = (z 1 , . . . , z n ).
) for all i, t, (y, z) ∈ Y F } be the feasible region of (11) . We can immediately apply Theorem 3 to Z DLSB as here B corresponds to the network flow matrix appearing in the constraints describing Y F (see Proposition 1).
Theorem 4 conv(Z DLSB ) is described by
As a consequence of this theorem we have a tight formulation for DLSB.
Corollary 5
The linear program obtained by adding to (1)- (5) the constraints
for all i, t.
Note that for this corollary we have dropped the unit capacity assumption.
There is a second, related approach we could take to address DLSB. Noting that both backlogging and inventory variables are determined by the setup variables y i t , we could reformulate DLSB as an integer program with a nonlinear objective function. More precisely, replacing (10), we can formulate DLSB as
Here the function H i t (z) = max{0, C i z − D i 1t } is a one-dimensional convex function of z for all i, t. Thus DLSB has been reformulated as a problem of minimizing a sum of separable, piecewise linear convex functions, subject to network flow and integrality constraints. In Miller and Wolsey (2001) , the link between convex objective integer programs and simple mixed integer sets, such as the set X(b) appearing in Theorem 3, is discussed.
DLSB with Safety Stocks (DLSBSS)
Now we consider more general convex, piecewise linear stock costs. We replace (1) by
where s i t = K k=1 s ik t and 0 ≤ s ik t ≤ U ik t for k = 1, ..., K and for all i, t ≥ 1. When working with unit capacities, we let u ik t = U ik t /C i be the scaled upper bounds for all i, k, t ≥ 1. Since the stock costs are convex and piecewise linear, the storage costs h ik t satisfy h i1 t < . . . < h iK t and b i t + h i1 t > 0 for all i, t ≥ 1. In the practical instances encountered in this study, K = 2, U 1 = SS is the desired safety stock level and U 2 = ∞ as there is no upper bound on the stock.
Eliminating the backlog variable as for DLSB, the storage costs becomeĥ ik t = h ik t +b i t with 0 =ĥ i0 t <ĥ i1 t < . . . <ĥ iK t for all i, k, t ≥ 1. DLSBSS takes the form min i,k,t≥1ĥ ik t s ik t +qy (14)
Now consider a given (i, t) pair and drop the indices i, t. An example of the cost function defined by the slopesĥ k for k = 1, ..., K is shown in Figure 1 . In the figure K = 2. 
which is a relaxation of (14)
where, for
Now we use a result about formulations for the set X K (b). In fact, as X 1 (b) = X(b), the set studied earlier in this section, the following result is a generalization of Theorem 3.
Theorem 6 (Miller and Wolsey
is integral if B is totally unimodular and a is integer, where z = (z 1 , ..., z n ).
Theorem 7 conv(Z DLSBSS ) is described by
This translates immediately into a tight formulation in the s ik t and y i t variables.
Corollary 8
The linear program obtained by replacing (1) by (13) and adding to (2)- (5) the constraints
Note that the only nontrivial inequalities involved in the reformulation of Corollary 8 are the MIR inequalities (24).
DLS with Initial Stock Variables (DLSI)
We consider first the single item case, dropping the superscript i for simplicity. As before, we aggregate the constraints (2) giving
Now eliminating the variables s t for t ≥ 1 leads to the reformulation
Introducing the variables z t = t u=1 y u , and letting
y u , y t ≤ 1 for all t ≥ 1}, we can rewrite DLSI as
where for b ∈ R K ,
To obtain a tight formulation, we need to examine both Y D and Z(b).
, and the associated matrix is the dual of a network matrix.
A compact extended formulation for Z(b) is known. 
is integral when B is the dual of a network matrix and a is integer, where z = (z 1 , ..., z n ).
, the feasible region of (25). Theorem 10 and Proposition 8 can immediately be applied.
Theorem 11
When N I = 1, conv(Z DLSI ) is described as the (s, y, z) projection of
From Theorem 11 we can derive an integral formulation of DLSI when N I = 1 by adding constraints to the original formulation.
Corollary 12
The linear program obtained by adding to (1)- (3) the constraints
where f i t = 0 and
for all i, t ≥ 1, is a valid linear relaxation for DLSI. When N I = 1, the linear program solves DLSI.
Alternatively an explicit description of conv(Z DLSI ) in the (s, y, z) space is known when N I = 1, based on the so-called mixing inequalities: (40) and (41) give a complete description of the constant capacity lot-sizing problem with Wagner-Whitin costs. They also gave an extended formulation for this problem that is related to (26)-(29). DLSI is a face of this polyhedron obtained by setting x t = Cy t where x t is the variable amount produced in period t. So Theorem 11 can also be obtained by using their results. For the multi-item case with N I > 1, the complexity of DLSI is not known. The following two item example shows that the intersection of the convex hulls of the singleitem polyhedra and the linking constraints The above example also shows that applying the extended formulation of Corollary 12 to DLSI when N I > 1 does not necessarily yield integer solutions.
DLSBI
Again, we first investigate the single item case, dropping the superscript i. Aggregating the constraints (2) yields
whereb 0 = b t + h t for t = 1, ..., T , andq t ,h 0 , and K S are defined as before.
As before, we introduce the variables z t = t u=1 y u . Also, let
and let
It is easy to find valid inequalities for Z DLSBI that are analogous to (40) and (41).
Proposition 13
The inequalities
are valid for Z DLSBI when N I = 1.
Unfortunately these inequalities do not suffice to describe conv(Z DLSBI ), even when N I = 1. In fact they do not even suffice to describe Z B (d 11 , ..., d 1,N T ), see Miller and Wolsey (2001) . However there is an extended formulation for Z B (b) that is stronger than the formulation provided by the inequalities (42) and (43).
Theorem 14 (Miller and Wolsey (2001)) An extended formulation for conv(Z
We can use this extended formulation to obtain a tightened formulation by adding constraints to the original formulation of DLSBI.
Corollary 15
The linear program obtained by adding to (1)-(3) the constraints
is a valid linear relaxation for DLSBI, where
for all i ≥ 1, and
It is not known if this formulation solves DLSBI when N I = 1. However, we can define an extended formulation for Z DLSBI with N I = 1, thus showing that DLSBI is polynomially solvable in this case. This extended formulation is similar to (44)-(49) in that it introduces additional variables to describe the polyhedron as a convex combination of extreme points and rays. However, because of the additional constraints of Y D , conv(Z DLSBI ) has significantly more extreme points than conv(Z B (d 11 , ..., d 1,N T ) ), and thus the extended formulation has significantly more variables than (50)-(55). As with DLSI, the complexity when N I > 1 is not known.
Computational Results
In this section we test the reformulations proposed in Sections 3-5 on the original practical problem motivating this research and its variants.
The practical problem encountered is a version of DLSB with N I = 30 and N T = 60, and with additional complicating constraints that limit the choice of production sequences. Specifically each item either belongs to a basic family or to one of five special families, and production of one or more items from a special family must be followed by production of items from the basic family. This (original) instance is called DLSB − o. The (pure) instance without the complicating constraints is DLSB − p. We have also created two instances of a variant with safety stock levels denoted DLSBSS − o and DLSBSS − p. Using the same data we have also created two instances of DLSI and DLSBI respectively. The reformulated instances are indicated by an "r" at the end of their names.
The data (including the capacities and demands) are taken from the original practical instance. There is a unit holding cost h i t = 0.25, for all i, t, and a unit backlogging cost b i t = 1.0 for all i, t. For the models DLSI and DLSBI, we assign an initial cost of h i 0 = 2.0 for all i, based on the assumption that it is more expensive to buy initial inventory than to have backlogging in a single period.
All the instances were solved with the commercial mixed integer programming system XPRESS, version 12 (Dash Associates (2000)). The tests were run on a Pentium II PC (450 MHz) with 128 Mb of RAM, running under Windows NT 4.0. In all the runs the root node LP was solved with the barrier algorithm. By default, XPRESS generates cuts at the root node, including both MIR and Gomory cuts, but not during the branch-andbound tree. In our computational tests, the cuts generated by XPRESS improved the lower bound by only about 10%, suggesting that the system is not fully able to detect and exploit the problem structure.
In presenting results we list the number of rows, columns, and nonzero entries in the matrix to illustrate the size of the initial problems and reformulations. For the solution process, we list the value of the lower bound provided by the LP relaxation (LP), the time it takes to solve the LP (LP time), the value of the lower and upper bounds on the termination of the branch-and-bound algorithm, and the total time to solve the problem (IP time)-note that this includes the time taken to solve the LP at the root node. An asterisk * indicates that optimality was not proved within the allotted time of 15 minutes.
DLSB and related models
First the two instances were run with the initial formulation provided by the user, and then with the formulation of Corollary 5. We know that after reformulation DLSB − pr will be solved just using linear programming. The results of these four runs are shown in Table 1 Note that for DLSB − p, the duality gap after 15 minutes is greater than 20 %. The original practical instance DLSB − o is also intractable, but after reformulation it solves within one minute.
We have also adapted the example to obtain an instance of DLSBSS. The stock costs are b = 1, h 1 = −0.25 and h 2 = 0.125 for each item. (If we eliminate backlogging variables as in Section 3.2, this givesĥ 1 = 0.75 andĥ 2 = 1.125.) For each item, the safety stock is taken to be the average demand SS i = D 1,N T N T . We reformulate DLSBSS using the formulation of Corollary 8. Table 2 shows the effect of using this reformulation; the outcome is similar to that observed for DLSB. In reformulating DLSI, we use the extended formulation of Corollary 12. Since N I = 30, there is no guarantee that the LP solution will be integer, even for the pure model. Table 3 illustrates the effect of using this reformulation. The instance DLSI − pr is solved by linear programming (without branching) even though N I > 1. The increased size of the reformulations has the effect that the linear programs take longer to solve. However, this is more than compensated for by the improvement in the bounds. Table 3 : DLSI instances before and after reformulation 6.3 DLSBI and related models DLSBI is reformulated using the extended formulation of Corollary 15. Since using this reformulation increases the number of variables from Θ(N I · N T ) to Θ(N I · N T 2 ), there is a question of its effect on the time it takes to solve the LPs (at the root node and in the branch-and-bound tree). Nevertheless, Table 4 suggests that it is tight enough to be worth the extra time taken to solve the LPs. Note that the pure, reformulated instance DLSBI − pr is solved by linear programming, even though theoretically this is not guaranteed to occur. Even with the complicating constraints, our reformulation allows us to find an optimal solution fairly quickly, although it takes a little longer than the allotted 15 minutes to prove that it is optimal. Table 4 : DLSBI instances before and after reformulation
Conclusions
We wish to emphasize for practitioners that all the computational results reported in Section 6 have been obtained by running a standard, commercial mixed integer programming software with its default settings. The formulations (both original and reformulated) were written in an algebraic modeling language. No special-purpose cutting plane strategies were implemented, and no special optimization strategies were used. These formulations should therefore be easy to use on other instances of discrete lot-sizing problems. In Section 3.1, we briefly discussed how to formulate DSLB as a convex objective integer program. There are close links between convex objective programs and the basic sets used to derive our results in each of the sections. This relationship is explored in detail in the companion paper Miller and Wolsey (2001) (see also Hochbaum and Shantikumar (1990) and chapter 13 of Ahuja et al. (1993) ).
While much is known about the polyhedral structure of DLS with startup variables, it is not clear that this knowledge is sufficient to solve DLSB, or the other models considered here, when startup variables are present. The analysis of such models is a challenging area of future research.
