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Recently, numerical solutions of stochastic differential equations have received a great
deal of attention. It is surprising that there are not any numerical methods established
for neutral stochastic delay differential equations yet. In the paper, the Euler–Maruyama
method for neutral stochastic delay differential equations is developed. The key aim is
to show that the numerical solutions will converge to the true solutions under the local
Lipschitz condition.
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1. Introduction
Stochastic modelling has come to play an important role in many branches of science and industry. Such models have
been used with great success in a variety of application areas, including biology, epidemiology, mechanics, economics
and finance. Most stochastic differential equations (short for SDEs) are nonlinear and cannot be solved explicitly, so
the construction of efficient computational methods is of great importance. Recently, many authors have studied the
Euler–Maruyamamethods for SDEs, for example,Mao [1,2], Yuan [3], Li [4] established stochastic delay differential equations
with Markovian switching (short for SDDEwMSs); Mao [1,2] has studied the numerical solution of SDDEs and stochastic
functional differential equations (short for SFDEs) under local Lipschitz conditions; Yuan [3] developed the numerical
solution of SDEwMSs; Mao [5] also studied the numerical solution for SDEwMSs under local non-Lipschitz conditions; Li [6,
7], Evelyn [8], Lamba [9] and Carletti [10] also have been studied similar problem. However, there are not any numerical
methods established for neutral stochastic delay differential equations (short for NSDDEs) yet. In the paper, we shall extend
the results from paper [3] by Yuan referring to numerical solution for NSDDEs. The key aim is to show that the numerical
solutions will converge to the true solutions under the local Lipschitz condition.
In Section 2, we introduce necessary notations and define the Euler–Maruyama approximate solution to NSDDEwMSs.
In Section 3 a number of useful lemmas will be presented. In Section 4, we show that the EM solutions converge to the exact
solution.
2. Preliminary notation and Euler–Maruyama method
Throughout this paper, unless otherwise specified, let |x| be the Euclidean norm in x ∈ Rn. If A is a vector or matrix,
its transpose is denoted by AT. If A is a matrix, its trace norm is denoted by |A| = √trace(ATA), while its operator norm is
denoted by ‖A‖ = sup{|Ax| : |x| = 1} (without any confusion with ‖ϕ‖). Let be R+ = [0,∞) and for τ > 0, we shall
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denote by C([−τ , o]; Rd) the family of continuous functions from [−τ , 0] to Rd with the norm ‖ϕ‖ = sup−τ≤θ≤0 |ϕ(θ)|. For
simplicity, we also have to denote by a ∧ b = min{a, b}, a ∨ b = max{a, b}.
Let (Ω,F , {Ft}t≥0, P) be a complete probability space with a filtration {Ft}t≥0, satisfying the usual conditions (i.e., it
is increasing and right continuous and F0 contains all P-null sets). Let p > 0, denote by L
p
Ft ([−τ , 0]; Rd) the family of all
Ft-measurable and C([−τ , 0]; Rd)-valued random variables ξ such that E‖ξ‖p < +∞. Letw(t) = (w1(t), . . . , wm(t))T be
an m-dimensional Brownian motion defined on the probability space.
Let r(t)(t ≥ 0) be a right-continuous Markov chain on the probability space taking values in a finite state space
S = {1, 2, . . . ,N}with generator Γ = (γij)N×N given by
P{r(t +∆) = j|r(t) = i} =
{
γij∆+ 0(∆), if i 6= j,
1+ γii∆+ 0(∆), if i = j,
where∆ > 0. Here γij ≥ 0 is the transition rate from i to j if i 6= j, while γii = −∑j6=i γij.
We assume that theMarkov chain r(t) is independent of the Brownianmotionw(t). It is well-known (see Skorohod [12])
that almost every sample path of r(t) is a right-continuous step functon with a finite number of simple jumps in any finite
subinterval of R+. In other words, there is a sequence of stopping times 0 = τ0 < τ1 < · · · < τk →∞ almost surely such
that
r(t) =
∞∑
k=0
r(τk)I[τk.τk+1)(t)
where IA denote the indicator function of set A, i.e. r(t) is constant on every interval [τk, τk+1), for every k ≥ 0
r(t) = r(τk), on τk ≤ t < τk+1.
In this paper, we consider a d-dimensional neutral stochastic delay differential equations with markovian switching
d[x(t)− u(x(t − τ), r(t))] = f (x(t), x(t − τ), r(t))dt + g(x(t), x(t − τ), r(t))dw(t), (1)
on t ≥ 0 with the initial data x0 = ξ0 ∈ LpFt ([−τ , 0]; Rd), and r(0) = r0, where r0 is an S-valued, Ft-measurable random
variable and
u : Rd × S −→ Rd, f : Rd × Rd × S −→ Rd, g : Rd × Rd × S −→ Rd×m
are all Borel-measurable functions. By the definition of Ito’s stochastic differential, Eq. (1) means that for every t > 0.
x(t)− u(x(t − τ), r(t)) = ξ0 − u(x(−τ), r0)+
∫ t
0
f (x(s), x(s− τ), r(s))ds+
∫ t
0
g(x(s), x(s− τ), r(s))dw(s).
To analyze the Euler–Maruyama approximate solution, we will need the following result.
Lemma 1 ([1]). Let r∆k = r(k∆) for ∆ > 0 and k ≥ 0, then {r∆k , k = 0, 1, 2, . . .} is discrete Markov chain with the one-step
transition probability matrix
P(∆) = (Pij(∆))N×N = e∆Γ .
Since the γij are independent of x, the paths of r can be generated independently of x and, in fact, before computing x.
Given a stepsize ∆ ∈ (0, 1), which satisfies τ = m∆ for some positive integer m, the discrete markovian chain
{r∆k , k = 0, 1, 2, . . .} can be simulated as follows: Compute the one-step transition probability matrix P(∆). Let r∆0 = i0
and generate a random number ξ1 which is uniformly distributed in [0, 1]. Define
r∆1 =

i1 if i1 ∈ S − {N} such that
i1−1∑
j=1
Pi0,j(∆) ≤ ξ1 <
i1∑
j=1
Pi0,j(∆),
N, if
N−1∑
j=1
Pi0,j(∆) ≤ ξ1,
where we set
∑0
j=1 Pi0,j(∆) = 0 as usual. Generate independently a new random number ξ2 which is again uniformly
distributed in [0, 1] and then define
r∆2 =

i2 if i2 ∈ S − {N} such that
i2−1∑
j=1
Pr∆1 ,j(∆) ≤ ξ2 <
i2∑
j=1
Pr∆1 ,j(∆),
N, if
N−1∑
j=1
Pr∆1 ,j(∆) ≤ ξ2.
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Repeating this procedure, a trajectory of {r∆k , k = 1, 2, . . .} can be generated. This procedure can be carried out
independently to obtainmore trajectories. After explaining how to simulate the discreteMarkov chain {r∆k , k = 0, 1, 2, . . .},
we can now define the Euler–Maruyama approximate solution for NSDDEsMS (1). Let tk = k∆ for k > 0. Computer the
discrete approximations yk = x(tk) by setting y0 = x(t0), r∆0 = i0 and performing
yk+1 − u(yk+1−m, r∆k+1) = yk − u(yk−m, r∆k )+ f (yk, yk−m, r∆k )∆+ g(yk, yk−m, r∆k )∆wk, (2)
where ∆wk = w(tk+1) − w(tk). Let us introduce the following notations y(t) = yk, y(t − τ) = yk−m, r(t) = r∆k for t ∈[tk, tk+1), with the initial value y0 = ξ0 on [−τ , 0]. The continuous Euler–Maruyama approximate solution y(t) is to be
interpreted as the stochastic integral
y(t) =

ξ, t ∈ [−τ , 0],
u(y(t − τ), r(t))+ ξ(0)− u(ξ(−τ), r∆0 )+
∫ t
0
f (y(s), y(s− τ), r(s))ds
+
∫ t
0
g(y(s), y(s− τ), r(s))dw(s), t ∈ [0, T ],
therefore, we have for any t ≥ 0
y(t) = u(y(t − τ), r(t))+ ξ(0)− u(ξ(−τ), r∆0 )+
∫ k∆
0
f (y(s), y(s− τ), r(s))ds
+
∫ k∆
0
g(y(s), y(s− τ), r(s))dw(s)+
∫ t
k∆
f (y(s), y(s− τ), r(s))ds+
∫ t
k∆
g(y(s), y(s− τ), r(s))dw(s)
= y(k∆)+
∫ t
k∆
f (y(s), y(s− τ), r(s))ds+
∫ t
k∆
g(y(s), y(s− τ), r(s))dw(s).
Clearly, y(tk) = x(tk) = yk = y(tk), that is, y(t) and y(t) concide with the discrete approximate solution at the gridpoints.
In the paper, we impose the following hypotheses:
(H1) (The Local Lipschitz Condition) For each integer R ≥ 1, there exists a positive constant CR such that
|f (x1, y1, i)− f (x2, y2, i)|2 ∨ |g(x1, y1, i)− g(x2, y2, i)|2 ≤ CR(|x1 − x2|2 + |y1 − y2|2), (3)
for xk, yk ∈ Rd and i ∈ S with |xk| ∨ |yk| ≤ R (k = 1, 2).
(H2) (The Constractive Mapping) There exists a constant K ∈ (0, 1) such that for all x, y ∈ Rd
|u(x, i)− u(y, i)| ≤ K |x− y|. (4)
From (3) and inequality |a+ b|2 ≤ 2(|a|2 + |b|2), it is easy to obtain
|f (x, y, i)|2 ≤ 2|f (x, y, i)− f (0, 0, i)|2 + 2|f (0, 0, i)|2
≤ 2CR(|x|2 + |y|2)+ 2|f (0, 0, i)|2
≤ KR(1+ |x|2 + |y|2), (5)
similarly, |g(x, y, i)|2 ≤ KR(1+ |x|2 + |y|2),where KR = 2(CR ∨ |f (0, 0, i)|2 ∨ |g(0, 0, i)|2).
From (4), we obtain
|u(x, i)|2 ≤ 2|u(x, i)− u(0, i)|2 + 2|u(0, i)|2
≤ 2K 2|x|2 + 2|u(0, i)|2
≤ L(1+ |x|2), (6)
where L = 2(K 2 ∨ |u(0, i)|2).
3. Preliminary lemmas
To show the strong convergence of the Euler approximate solution to exact solution, we first shall establish the following
several lemmas in the section.
In the following processes of Lemmas 4–8, we need the following some important inequalities.
Lemma 2 ([14]).
(i) Burkhôlder–Davis–Gundy inequality: for g ∈ LpFt ([−τ , 0]; Rd),
E
[
sup
t0≤t≤T
∣∣∣∣∫ t
t0
g(s)dw(s)
∣∣∣∣p] ≤ cp [∫ T
t0
E |g(t)|2 dt
] p
2
, cp =
(
pp+1
2(p− 1)p−1
) p
2
(p ≥ 2);
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(ii) Young inequalityΠxi ≤ 1pi x
pi
i ,Σp
−1
i = 1, or xy ≤ x
p
p + y
q
q (
1
p + 1q = 1);
(iii) Gronwall inequality: if ϕ(t) is nonnegative bounded Borel measurable function on [t0, T ], and for constant k, ϕ(t) ≤
k+ ∫ t0 β(s)ϕ(s)ds, t ∈ [t0, T ], then ϕ(t) ≤ k exp(∫ tt0 β(s)ds).
In an analogous way to the corresponding proof presented in [11], we may establish the following existence and
uniqueness conclusion: Under assumption (H1)–(H2), Eq. (1) has a unique continuous solutions x(t) on t ≥ −τ , and the
p-th moment of the solution is finite as follow.
Lemma 3 ([11]). Under local Lipschitz condition (H1) , there exist constants p ≥ 2 and C1 > 0 such that
E[ sup
−τ≤t≤T
|x(t, ξ)|p] ≤ C1.
To get the result of Lemma 5, we have to establish the following result.
Lemma 4. Under conditions (H1)–(H2) , E[sup−τ≤t≤T |y(t ∧ ρR)|2] ≤ C2, where ρR is the stopping times defined by σR =
inf{t ≥ 0, |y(t)| ≥ R}, νR = inf{t ≥ 0, |x(t)| ≥ R}, ρR = σR ∧ νR, and C2 is a positive constant independent of ∆.
Proof. It is easy to obtain that
E[ sup
−τ≤t≤T
|y(t ∧ ρR)|2] ≤ E‖ξ‖2 + E[ sup
0≤t≤T
|y(t ∧ ρR)|2], (7)
y(t ∧ ρR) = u(y(t ∧ ρR − τ), r(t ∧ ρR))+ ξ(0)− u(ξ(−τ), r∆0 )
+
∫ t∧ρR
0
f (y(s), y(s− τ), r(s))ds+
∫ t∧ρR
0
g(y(s), y(s− τ), r(s))dw(s).
Applying inequality |a+ b+ c + d+ e|2 ≤ 5(|a|2 + |b|2 + |c|2 + |d|2 + |e|2) and (6), we have
E[ sup
0≤t≤T
|y(t ∧ ρR)|2] ≤ 5E sup
0≤t≤T
|u(y(t ∧ ρR − τ), r(t ∧ ρR))|2 + 5E|ξ(0)|2 + 5E|u(ξ(−τ), r∆0 )|2
+ 5E sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
f (y(s), y(s− τ), r(s))ds
∣∣∣∣2
+ 5E sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
g(y(s), y(s− τ), r(s))dw(s)
∣∣∣∣2
≤ 5LE[1+ sup
0≤t≤T
|y(t ∧ ρR − τ)|2] + 5E|ξ(0)|2 + 5L(1+ E‖ξ‖2)
+ 5E sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
f (y(s), y(s− τ), r(s))ds
∣∣∣∣2
+ 5E sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
g(y(s), y(s− τ), r(s))dw(s)
∣∣∣∣2 . (8)
Using the Hölder inequality (E|XTY |)2 ≤ E|X |2E|Y |2 and conditions (5) and (7), then
E
[
sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
f (y(s), y(s− τ), r(s))ds
∣∣∣∣2
]
≤ TE
[
sup
0≤t≤T
∫ t∧ρR
0
|f (y(s), y(s− τ), r(s))|2ds
]
≤ TKRE
[
sup
0≤t≤T
∫ t∧ρR
0
(1+ |y(s)|2 + |y(s− τ)|2)ds
]
≤ TKR
(
T + 2
∫ T
0
E[ sup
−τ≤ν≤s∧ρR
|y(ν)|2]ds
)
, (9)
by the Burkhölder–Davis–Gundy inequality and conditions (5) and (7),we have
E
[
sup
0≤t≤T
∣∣∣∣∫ t∧ρR
0
g(y(s), y(s− τ), r(s))ds
∣∣∣∣2
]
≤ 4E
∫ t∧ρR
0
|g(y(s), y(s− τ), r(s))|2ds
≤ 4KRE
∫ t∧ρR
0
(1+ |y(s)|2 + |y(s− τ)|2)ds
≤ 4KR
(
T + 2
∫ T
0
E[ sup
−τ≤ν≤s∧ρR
|y(ν)|2]ds
)
. (10)
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According to (9) and (10), (8) turns out that
E[ sup
0≤t≤T
|y(t ∧ ρR)|2] ≤ 5LE[1+ sup
0≤t≤T
|y(t ∧ ρR − τ)|2] + 5E|ξ(0)|2 + 5L(1+ E‖ξ‖2)
+ 5(T + 4)KR
(
T + 2
∫ T
0
E[ sup
−τ≤ν≤s∧ρR
|y(ν)|2]ds
)
.
Substitute for the above inequality into (7), the result is
E[ sup
−τ≤t≤T
|y(t ∧ ρR)|2] ≤ E‖ξ‖2 + E[ sup
0≤t≤T
|y(t ∧ ρR)|2]
≤ 10L+ (5L+ 6)E‖ξ‖2 + 5LE[ sup
0≤t≤T
|y(t ∧ ρR − τ)|2]
+ 5(T + 4)KR
(
T + 2
∫ T
0
E[ sup
−τ≤ν≤s∧ρR
E|y(ν)|2ds]
)
≤ 10L+ (5L+ 6)E‖ξ‖2 + 5LE[ sup
−τ≤t≤T
|y(t ∧ ρR)|2]
+ 5(T + 4)KRT + 10(T + 4)KR
∫ T
0
E[ sup
−τ≤ν≤s
|y(ν ∧ ρR)|2]ds.
The Gronwall inequality shows that
E[ sup
−τ≤t≤T
|y(t ∧ ρR)|2] ≤ 10L+ 5(T + 4)KRT + (5L+ 6)E‖ξ(ν)‖
2
1− 5L e
10T (T+4)KR
1−5L ≡ C2. 
Lemma 5. Under condition (H2) , for any t ∈ [0, T ], there exist a positive constant independent of ∆, C3 > 0 such that∫ t∧ρR
0
E|y(s)− y(s)|2ds ≤ C3∆.
Proof. For any t ∈ [tk, tk+1), we have by definition of y(t):
y(t) = u(y(t − τ), r(t))+ ξ(0)− u(ξ(−τ), r∆0 )+
∫ t
0
f (y(s), y(s− τ), r(s))ds+
∫ t
0
g(y(s), y(s− τ), r(s))dw(s),
it is clear that y(t) = yk for t ∈ [tk, tk+1), thus
y(t) = u(yk−m, r∆k )+ ξ(0)− u(ξ(−τ), r∆0 )+
∫ k∆
0
f (y(s), y(s− τ), r(s))ds+
∫ k∆
0
g(y(s), y(s− τ), r(s))dw(s),
by y(t) = yk, y(t − τ) = yk−m, thus
y(t)− y(t) =
∫ t
k∆
f (y(s), y(s− τ), r(s))ds+
∫ t
k∆
g(y(s), y(s− τ), r(s))dw(s)
= f (y(t), y(t − τ), r(t))(t − tk)+ g(y(t), y(t − τ), r(t))(w(t)− w(tk)). (11)
Applying inequality |a+ b|2 ≤ 2(|a|2 + |b|2) and condition (5), we have
|y(t)− y(t)|2 ≤ 2|f (y(t), y(t − τ), r(t))|2∆2 + 2|g(y(t), y(t − τ), r(t))|2|w(t)− w(tk)|2
≤ 2KR(1+ |y(t)|2 + |y(t − τ)|2)(∆2 + |w(t)− w(tk)|2). (12)
Then by Lemma 4, it is not difficult to obtain E|y(t)|2 ≤ C2, for any t ∈ [−τ , T ∧ ρR], by this, we have that∫ t∧ρR
0
E|y(s)− y(s)|2ds ≤ 2KR
∫ t∧ρR
0
(1+ E|y(s)|2 + E|y(s− τ)|2)(∆2 + E|w(s)− w(tk)|2)ds
≤ 2KR
∫ t∧ρR
0
(1+ E|y(s)|2 + E|y(s− τ)|2)(∆2 +m∆)ds
≤ 2KRT (1+ 2C2)(∆2 +m∆) ≤ C3∆.
Let C3 = 2KRT (1+ 2C2)(1+m), the conclusion is obtained. 
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Lemma 6. Under condition (H2) , then for every t ∈ [0, T ∧ ρR], one gets
E sup
0≤t≤T
|u(y(t − τ), r(t))− u(y(t − τ), r(t))|2 ≤ C4∆+ o(∆)
where C4 is a positive constant independent of ∆.
Proof. Denoted by [ T
∆
] be the integer part of T/∆, then
E[ sup
0≤t≤T
|u(y(t − τ), r(t))− u(y(t − τ), r(t))|2]
≤ max
0≤k≤[ T∆ ]
E[ sup
s∈[tk,tk+1)
|u(y(s− τ), r(s))− u(y(s− τ), r(s))|2]
≤ 2 max
0≤k≤[ T∆ ]
E[ sup
s∈[tk,tk+1)
|u(y(s− τ), r(s))− u(y(s− τ), r(s))|2I{r(s)6=r(tk)}]
≤ 4 max
0≤k≤[ T∆ ]
E[ sup
s∈[tk,tk+1)
(|u(y(s− τ), r(s))|2 + |u(y(s− τ), r(s))|2)I{r(s)6=r(tk)}]
≤ 8L max
0≤k≤[ T∆ ]
(1+ E[ sup
s∈[tk,tk+1)
|y(s− τ)|2])E[I{r(s)6=r(tk)}]
≤ 8L max
0≤k≤[ T∆ ]
(1+ E[ sup
0≤t≤T
|y(t − τ)|2])E[I{r(s)6=r(tk)}]
≤ 8L(1+ C2)E[I{r(s)6=r(tk)}],
note that E[I{r(s)6=r(tk)}] = E[E[I{r(s)6=r(tk)}|r(tk)]].
E[I{r(s)6=r(tk)}|r(tk)] =
∑
i∈S
I{r(tk)=i}P(r(s) 6= i|r(tk) = i)
=
∑
i∈S
I{r(tk)=i}
∑
j6=i
(γij(s− tk)+ o(s− tk))
≤ max
0≤i≤N
(−γii∆+ o(∆))
∑
i∈S
I{r(tk)=i}
≤ S max
0≤i≤N
(−γii)∆+ o(∆),
then
E[ sup
0≤t≤T
|u(y(t − τ), r(t))− u(y(t − τ), r(t)) |2] ≤ 8LS(1+ C2) max
0≤i≤N
(−γii)∆+ o(∆)
≤ C4∆+ o(∆),
where C4 = 8LS(1+ C2)max0≤i≤N(−γii). 
Similarly [13], we may establish the following result.
Lemma 7 ([13]). Under condition (H1) , then for every t ∈ [0, T ∧ ρR], one gets
E
∫ t∧ρR
0
|f (y(s), y(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds ≤ C5∆+ o(∆).
E
∫ t∧ρR
0
|g(y(s), y(s− τ), r(s))− g(y(s), y(s− τ), r(s))|2ds ≤ C5∆+ o(∆)
where C5 is a positive constant dependent onmax0≤i≤N(−γii), but independent of ∆.
Lemma 8. Under conditions (H1)–(H2) , there exists a positive constant independent of ∆, C6 > 0 such that
E[ sup
−τ≤t≤T
|y(t)|p] ≤ C6.
Proof. It is obvious that
E[ sup
−τ≤t≤T
|y(t)|p] ≤ E‖ξ‖ + E[ sup
0≤t≤T
|y(t)|p].
For any t ∈ [0, T ], we have by definition of y(t):
y(t) = u(y(t − τ), r(t))+ ξ(0)− u(ξ(−τ), r∆0 )+
∫ t
0
f (y(s), y(s− τ), r(s))ds+
∫ t
0
g(y(s), y(s− τ), r(s))dw(s),
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by inequality (a+ b+ c + d+ e)p ≤ 5p−1(|a|p + |b|p + |c|p + |d|p + |e|p), then
E[ sup
0≤t≤T
|y(t)|p] ≤ 5p−1E[ sup
0≤t≤T
|u(y(t − τ), r(t))|p] + 5p−1E|ξ(0)|p + 5p−1E|u(ξ(−τ), r∆0 )|p
+ 5p−1E
[
sup
0≤t≤T
∣∣∣∣∫ t
0
f (y(s), y(s− τ), r(s))ds
∣∣∣∣p]
+ 5p−1E
[
sup
0≤t≤T
∣∣∣∣∫ t
0
g(y(s), y(s− τ), r(s))dw(s)
∣∣∣∣p] .
By (4) and inequality (a+ b)p ≤ 2p−1(|a|p + |b|p), then for any t ∈ [0, T ]
|u(y(t − τ), r(t))|p ≤ 2p−1|u(y(t − τ), r(t))− u(0, r(t))|p + 2p−1|u(0, r(t))|p
≤ 2p−1K p|y(t − τ)|p + 2p−1|u(0, r(t))|p
≤ Lp(1+ |y(t − τ)|p)
where Lp = 2p−1(K p ∨ |u(0, r(t))|p). Thus for any t1 ∈ [0, T ]
E[ sup
0≤t≤t1
|u(y(t − τ), r(t))|p] ≤ Lp(1+ E[ sup
0≤t≤t1
|y(t − τ)|p]) ≤ Lp(1+ E[ sup
−τ≤t≤T
|y(t − τ)|p]).
Similarly
E|u(ξ(−τ), r∆0 )|p ≤ Lp(1+ E‖ξ‖p).
By the Hôlder inequality and (5), then for any t1 ∈ [0, T ]
E
[
sup
0≤t≤t1
∣∣∣∣∫ t
0
f (y(s), y(s− τ), r(s))ds
∣∣∣∣p] ≤ T p−1K p2R ∫ t1
0
E|f (y(s), y(s− τ), r(s))|pds
≤ T p−1K
p
2
R
∫ t1
0
(1+ E|y(s)|2 + |y(s− τ)|2) p2 ds
≤ T p−1K
p
2
R
∫ t1
0
(1+ 2E sup
−τ≤ν≤s
|y(ν)|2) p2 ds
≤ T p−1K
p
2
R 2
p
2
∫ t1
0
(1+ E sup
−τ≤ν≤s
|y(ν)|2) p2 ds
≤ (2T )p−1K
p
2
R
∫ t1
0
(1+ E sup
−τ≤ν≤s
|y(ν)|p)ds
≤ (2T )p−1K
p
2
R
(
T +
∫ t1
0
E[ sup
−τ≤ν≤s
|y(ν)|p]ds
)
.
Similarly, by the Burkhölder–Davis–Gundy inequality, we have
E
[
sup
0≤t≤t1
∣∣∣∣∫ t
0
g(y(s), y(s− τ), r(s))dw(s)
∣∣∣∣p] ≤ ( pp+12(p− 1)p−1
) p
2
∫ t1
0
E|g(y(s), y(s− τ), r(s))|pds
≤ 2p−1
(
pp+1
2(p− 1)p−1
) p
2
(
T +
∫ t1
0
E[ sup
−τ≤ν≤s
|y(ν)|p]ds
)
.
By the above inequalities, we can obtain
E[ sup
−τ≤t≤T
|y(t)|p] ≤ E‖ξ‖ + E[ sup
0≤t≤T
|y(t)|p]
≤ E‖ξ‖ + 5p−1E‖ξ‖p + 5p−1Lp(1+ E‖ξ‖p)+ 5p−1Lp(1+ E[ sup
−τ≤t≤T
|y(t)|p])
+ 5p−1
(
(2T )p−1 + 2p−1
(
pp+1
2(p− 1)p−1
) p
2
)(
T +
∫ t1
0
E[ sup
−τ≤ν≤s
|y(ν)|p]ds
)
,
92 S. Zhou, F. Wu / Journal of Computational and Applied Mathematics 229 (2009) 85–96
i.e.
E[ sup
−τ≤t≤T
|y(t)|p] ≤
2Lp5p−1 + (1+ 5p−1(Lp + 1))E‖ξ‖p + 10p−1(T p + ( pp+12(p−1)p−1 )
p
2 T )
1− 5p−1Lp
+
10p−1(T p−1 + ( pp+1
2(p−1)p−1 )
p
2 )
1− 5p−1Lp
∫ T
0
E[ sup
−τ≤ν≤s
|y(ν)|p]ds
≤ c1 + c2
∫ T
0
E[ sup
−τ≤ν≤s
|y(ν)|p]ds,
where c1 =
2Lp5p−1+(1+5p−1(Lp+1))E‖ξ‖p+10p−1(Tp+( p
p+1
2(p−1)p−1 )
p
2 T )
1−5p−1Lp , c2 =
10p−1(Tp−1+( pp+1
2(p−1)p−1 )
p
2 )
1−5p−1Lp .
The Gronwall inequality shows that
E[ sup
−τ≤t≤T
|y(t)|p] ≤ c1ec2T ≡ C6. 
4. Main result
The primary aim of this paper is to establish the following main result:
Theorem. Under assumptions (H1)–(H2) , the EM approximate solution converges to the exact solution of NSDDEwMSs (1) in
the sense
lim
∆→0 E[ sup0≤t≤T |x(t)− y(t)|
2] = 0.
Proof. Let e(t) = x(t)− y(t), it is easy to see that
E[ sup
0≤t≤T
|e(t)|2] = E[ sup
0≤t≤T
|e(t)|2I{σR>T and νR>T }] + E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }]
= E[ sup
0≤t≤T
|e(t)|2I{ρR>T }] + E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }]
≤ E[ sup
0≤t≤T
|e(t ∧ ρR)|2] + E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }]. (13)
By the Young inequality xy ≤ xpp + y
q
q for any a, b, p, q, δ > 0,
1
p + 1q = 1, we have
ab ≤ aδ 1p b
δ
1
p
≤ (aδ
1
p )p
p
+ b
q
qδ
q
p
= a
pδ
p
+ b
q
qδ
q
p
.
Thus for any δ > 0, we have
E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }] ≤
2δ
p
E[ sup
0≤t≤T
|e(t)|p] + 1−
2
p
δ
2
p−2
P{σR < T or νR < T }.
By Lemma 8, then
P(σR < T ) = E
[
I{σR<T }
|y(σR)|p
Rp
]
≤ 1
Rp
E[ sup
0≤t≤T
|y(t)|p] ≤ C6
Rp
,
similarly, the result is
P(νR < T ) ≤ C1Rp ,
so that
P{σR < T or νR < T } ≤ P{σR < T } + P{νR < T } ≤ C1 + C6Rp
using these bound along with, then
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E[ sup
0≤t≤T
|e(t)|p] ≤ 2p−1(E[ sup
0≤t≤T
|x(t)|p] + E[ sup
0≤t≤T
|y(t)|p]) ≤ 2p−1(C1 + C6).
E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }] ≤
2pδ
p
(C1 + C6)+ (p− 2)(C1 + C6)
pδ
2
p−2 Rp
. (14)
By the definitions of x(t) and y(t), we have
x(t ∧ ρR)− y(t ∧ ρR) ≤ u(x(t ∧ ρR − τ), r(t ∧ ρR))− u(y(t ∧ ρR − τ), r(t ∧ ρR))
+
∫ t∧ρR
0
[f (x(s), x(s− τ), r(s))− f (y(s), y(s− τ), r(s))]ds
+
∫ t∧ρR
0
[g(x(s), x(s− τ), r(s))− g(y(s), y(s− τ), r(s))]dw(s),
thus, for any t1 ∈ [0, T ]
E sup
0≤t≤t1
|x(t ∧ ρR)− y(t ∧ ρR)|2 ≤ 3E sup
0≤t≤t1
|u(x(t ∧ ρR − τ), r(t ∧ ρR))− u(y(t ∧ ρR − τ), r(t ∧ ρR))|2
+ 3E sup
0≤t≤t1
∣∣∣∣∫ t∧ρR
0
(f (x(s), x(s− τ), r(s))− f (y(s), y(s− τ), r(s)))ds
∣∣∣∣2
+ 3E sup
0≤t≤t1
∣∣∣∣∫ t∧ρR
0
(g(x(s), x(s− τ), r(s))− g(y(s), y(s− τ), r(s)))dw(s)
∣∣∣∣2 .
By the process of Lemma 5 and (12), it is easy to obtain that
E sup
0≤t≤t1
|y(t ∧ ρR)− y(t ∧ ρR)|2 ≤ 2KR(1+ 2C2)(∆2 +m∆),
by (H2) and Lemma 6, then
E sup
0≤t≤t1
|u(x(t ∧ ρR − τ), r(t ∧ ρR))− u(y(t ∧ ρR − τ), r(t ∧ ρR))|2
≤ 2E sup
0≤t≤t1
|u(x(t ∧ ρR − τ), r(t ∧ ρR))− u(y(t ∧ ρR − τ), r(t ∧ ρR))|2
+ 2E sup
0≤t≤t1
|u(y(t ∧ ρR − τ), r(t ∧ ρR))− u(y(t ∧ ρR − τ), r(t ∧ ρR))|2
≤ 2K 2E sup
0≤t≤t1
|x(t ∧ ρR − τ)− y(t ∧ ρR − τ)|2 + 2C4∆+ o(∆)
≤ 4K 2E sup
0≤t≤t1
|x(t ∧ ρR − τ)− y(t ∧ ρR − τ)|2 + 4K 2E sup
0≤t≤t1
|y(t ∧ ρR − τ)− y(t ∧ ρR − τ)|2 + 2C4∆+ o(∆)
≤ 4K 2E sup
0≤t≤t1
|x(t ∧ ρR)− y(t ∧ ρR)|2 + 8K 2KR(1+ 2C2)(∆2 +m∆)+ 2C4∆+ o(∆).
On the other hand, by Hölder inequality and Lemma 7 and condition (H1), one gets
E sup
0≤t≤t1
∣∣∣∣∫ t∧ρR
0
(f (x(s), x(s− τ), r(s))− f (y(s), y(s− τ), r(s)))ds
∣∣∣∣2
≤ TE
∫ t1∧ρR
0
|f (x(s), x(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
≤ 2TE
∫ t1∧ρR
0
|f (x(s), x(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
+ 2TE
∫ t1∧ρR
0
|f (y(s), y(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
≤ 2TKRE
∫ t1∧ρR
0
(|x(s)− y(s)|2 + |x(s− τ)− y(s− τ)|2)ds
+ 2TE
∫ t1∧ρR
0
|f (y(s), y(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
≤ 2TKRE
∫ t1∧ρR
0
(2|x(s)− y(s)|2 + 2|y(s)− y(s)|2 + 2|x(s− τ)− y(s− τ)|2 + 2|y(s− τ)− y(s− τ)|2)ds
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+ 2TE
∫ t1∧ρR
0
|f (y(s), y(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
≤ 8TKRE
∫ t1∧ρR
0
(|x(s)− y(s)|2 + |y(s)− y(s)|2)ds
+ 2TE
∫ t1∧ρR
0
|f (y(s), y(s− τ), r(s))− f (y(s), y(s− τ), r(s))|2ds
≤ 8TKR
∫ T
0
E[ sup
0≤ν≤s
|x(ν ∧ ρR)− y(ν ∧ ρR)|2]ds+ 8TKRC3∆+ 2T (C5∆+ o(∆)),
similarily, by the Burkhölder–Davis–Gundy inequality, then
E sup
0≤t≤t1
∣∣∣∣∫ t∧ρR
0
(g(x(s), x(s− τ), r(s))− g(y(s), y(s− τ), r(s)))dw(s)
∣∣∣∣2
≤ 4
∫ t1∧ρR
0
E|g(x(s), x(s− τ), r(s))− g(y(s), y(s− τ), r(s))|2ds
≤ 32KR
∫ T
0
E[ sup
0≤ν≤s
|x(ν ∧ ρR)− y(ν ∧ ρR)|2]ds+ 32KRC3∆+ 8(C5∆+ o(∆)).
Therefore
E[ sup
0≤t≤T
|e(t ∧ ρR)|2] ≤ 12K 2E[ sup
0≤t≤T
|e(t ∧ ρR)|2] + 24KRK 2(1+ 2C2)(∆2 +m∆)+ 6C4∆+ 3o(∆)
+ 3(T + 4)
[
8KR
∫ T
0
E[ sup
0≤ν≤s
|x(ν ∧ ρR)− y(ν ∧ ρR)|2]ds+ 8KRC3∆+ 2(C5∆+ o(∆))
]
≤ (24KRK
2(1+ 2C2)(∆+m)+ 6C4)+ 24(T + 4)KRC3 + 6C5(T + 4)
1− 12K 2 ∆
+ 24KR(T + 4)
1− 12K 2
∫ T
0
E[ sup
0≤ν≤s
|e(ν ∧ ρR)|2]ds,
that is, for K 2 < 112 ,
E[ sup
0≤t≤T
|e(t ∧ ρR)|2] ≤ C7e
24KRT (T+4)
1−12K2 ∆, (15)
where C7 = 6(4KRK2(1+2C2)(1+m)+C4)+6(T+4)(4KRC3+C5)1−12K2 . By (13)–(15), we have
E[ sup
0≤t≤T
|e(t)|2] ≤ E[ sup
0≤t≤T
|e(t ∧ ρR)|2] + E[ sup
0≤t≤T
|e(t)|2I{σR<T or νR<T }]
≤ C7e
24KRT (T+4)
1−12K2 ∆+ 2
pδ(C1 + C6)
p
+ (p− 2)(C1 + C6)
pδ
2
p−2 Rp
.
Given any  > 0, we can choose δ sufficiently small for 2
pδ(C1+C6)
p <

3 then choose R sufficiently large for
(p−2)(C1+C6)
pδ
2
p−2 Rp
< 3
and finally choose∆ so that C7e
24KRT (T+4)
1−12K2 ∆ < 3 . Thus E[sup0≤t≤T |e(t)|2] < . The proof is completed. 
5. Example
In the following, we shall discuss a numerical example to illustrate our theory established in the previous section. We
consider a linear NSDDEwMSwhose asymptotic properties are known theoretically. The computer simulation based on our
numerical method confirms these properties very well. This clearly shows the efficiency of our numerical method.
Example 1. Let w(t) be a scalar Brownian motion, let r(t) be a right-continuous Markov chain taking values in S = {1, 2}
with the generator
Γ =
(−1 1
γ −γ
)
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Fig. 1. Explicit solution and EM solution with Markovian swiching.
Fig. 2. Explicit solution and EM solution without Markovian swiching.
andw(t) and r(t) are assumed to be independent. Consider a one-dimension linear NSDDEwMS
d(x(t)− 0.1x(t − 1)) = (a(r(t))x(t)+ b(r(t))x(t − 1))dt + 0.5x(t − 1)dw(t)
on t ≥ 0,where a(1) = 2, b(1) = 2, a(2) = 2, b(2) = 1. In Fig. 1, we plot the Euler–Maruyama method for stepsize
h = 1/256 and γ = 2 togetherwith the explicit solution of the test equation. Owing to the convergence of Euler–Maruyama
method, the figure illustrate that the numerical solution has the same stability property with its analytical solution.
Example 2. Letw(t) be a scalar Brownian motion, consider a one-dimension linear NSDDE
d(x(t)− 0.1x(t − 1)) = (2x(t)+ x(t − 1))dt + 0.5x(t − 1)dw(t)
on t ≥ 0. In Fig. 2, we plot the EM method for stepsize h = 1/256 together with the explicit solution of the test equation.
As Example 1, the numerical solution converges to the its analytical solution. And we also see that the numerical solution is
more closer to the its analytical solution to NSDDE with Markovian switching than without Markovian switching.
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