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The Holevo capacity of infinite dimensional
channels and the additivity problem.
M.E.Shirokov ∗
Abstract
The Holevo capacity of arbitrarily constrained infinite dimensional
quantum channel is considered and its properties are discussed. The
notions of input and output optimal average states are introduced.
The continuity properties of the Holevo capacity with respect to con-
straint and to channel are explored.
The main result of this paper is the statement that additivity of
the Holevo capacity for all finite dimensional channels implies its addi-
tivity for all infinite dimensional channels with arbitrary constraints.
Keywords: quantum channel, χ-capacity, additivity problem
1 Introduction
The Holevo capacity (in what follows, χ-capacity) of a quantum channel is an
important characteristic defining amount of classical information, which can
be transmitted by this channel using nonentangled encoding and entangled
decoding, see e.g. [8], [10],[22]. For additive channels the χ-capacity coincides
with the full classical capacity of a quantum channel. At present the main
interest is focused on quantum channels between finite dimensional quantum
systems. But having in mind possible applications it is necessary to deal with
infinite dimensional quantum channels, in particular, Gaussian channels.
In this paper the χ-capacity for arbitrarily constrained infinite dimen-
sional quantum channel is considered. It is shown that despite nonexistence
of an optimal ensemble in this case it is possible to define the notion of
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the output optimal average state for such a channel, inheriting important
properties of the image of the average state of an optimal ensemble for fi-
nite dimensional channels (proposition 1). A ”minimax” expression for the
χ-capacity is obtained and an alternative characterization of the output op-
timal average state as a minimum point of a lower semicontinuous function
on a compact set is given (proposition 2).
The notion of the χ-function of an infinite dimensional quantum channel
is introduced. It is shown that the χ-function of an arbitrary channel is a
concave lower semicontinuous function with natural chain properties, having
continuous restriction to any set of continuity of the output entropy (propo-
sitions 3-4). This and the result in [12] imply continuity of the χ-function
for Gaussian channels with power constraint (example 1). For the χ-function
the analog of Simon’s dominated convergence theorem for quantum entropy
is also obtained (corollary 4).
The question of continuity of the χ-capacity as a function of channel is
considered. It is shown that the χ-capacity is continuous function of channel
in the finite dimensional case while in general it is only lower semicontinuous
(theorem 1, example 2).
The above results make it possible to obtain the infinite dimensional
version of theorem 1 in [11], which shows equivalence of several formulations
of the additivity conjecture (theorem 2).
The main result of this paper is the statement that additivity of the
χ-capacity for all finite dimensional channels implies its additivity for all in-
finite dimensional channels with arbitrary constraints (theorem 3). This is
done in two steps by using several results (lemma 5, proposition 5 and 6).
These results are also applicable to analysis of individual pairs of channels as
it is demonstrated in the proof of additivity of the χ-capacity for two arbi-
trarily constrained infinite dimensional channels with one of them noiseless
or entanglement breaking (proposition 7).
2 Basic quantities
LetH be a separable Hilbert space, B(H) be the set of all bounded operators
on H with the cone B+(H) of all positive operators, T(H) be the Banach
space of all trace-class operators with the trace norm ‖ · ‖1 and S(H) be
the closed convex subset of T(H) consisting of all density operators on H,
which is complete separable metric space with the metric defined by the trace
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norm. Each density operator uniquely defines a normal state on B(H) [1],
so, in what follows we will also for brevity use the term ”state”. Note that
convergence of a sequence of states to a state in the weak operator topology
is equivalent to convergence of this sequence to this state in the trace norm
[3].
In what follows log denotes the function on [0,+∞), which coincides with
the logarithm on (0,+∞) and vanishes at zero. Let A and B be positive trace
class operators. Let {|i〉} be a complete orthonormal set of eigenvectors of
A. The entropy is defined by H(A) = −∑i〈i|A logA |i〉 while the relative
entropy – as H(A ‖B) = ∑i〈i| (A logA − A logB + B − A) |i〉, provided
ranA ⊆ ranB,1 and H(A ‖B) = +∞ otherwise (see [16], [17] for more de-
tailed definition). The entropy and the relative entropy are nonnegative lower
semicontinuous (in the trace-norm topology) concave and convex functions
of their arguments correspondingly [17],[19],[29]. We will use the following
inequality
H(ρ‖ σ) ≥ 1
2
‖ρ− σ‖21, (1)
which holds for arbitrary states ρ and σ in S(H) [19].
Arbitrary finite collection {ρi} of states in S(H) with corresponding set
of probabilities {πi} is called ensemble and is denoted by Σ = {πi, ρi}. The
state ρ¯ =
∑
i πiρi is called the average state of the above ensemble. Following
[12] we treat an arbitrary Borel probability measure π on S(H) as generalized
ensemble and the barycenter of the measure π defined by the Pettis integral
ρ¯(π) =
∫
S(H)
ρπ(dρ)
as the average state of this ensemble. In this notations the conventional
ensembles correspond to measures with finite support. For arbitrary subset A
ofS(H) we denote by PA the set of all probability measures with barycenters
contained in A.
For arbitrary finite set of ensembles {{πki , ρki }n(k)i=1 }mk=1 and arbitrary prob-
ability distribution {λk}mk=1 consider the ensemble consisting of
∑m
k=1 n(k)
states {ρki }ki with the corresponding probabilities {λkπki }ki. We will call
this ensemble convex combination of the above ensembles and denote it by∑m
i=1 λk{πki , ρki }n(k)i=1 . By using the relation between the notion of an en-
semble and the notion of a probability measure one can say that a convex
1ran denotes the closure of the range of an operator in H
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combination of ensembles corresponds to a convex combination of measures
corresponding to these ensembles.
In analysis of the χ-capacity we shall use Donald’s identity [6],[19]
n∑
i=1
πiH(ρi‖ρˆ) =
n∑
i=1
πiH(ρi‖ρ¯) +H(ρ¯‖ρˆ), (2)
which holds for arbitrary ensemble {πi, ρi} of n states with the average state
ρ¯ and arbitrary state ρˆ.
Let H,H′ be a pair of separable Hilbert spaces which we shall call corre-
spondingly input and output space. A channel Φ is a linear positive trace pre-
serving map from T(H) to T(H′) such that the dual map Φ∗ : B(H′) 7→ B(H)
(which exists since Φ is bounded [5]) is completely positive. Let A be an ar-
bitrary closed subset of S(H). We consider constraint on input ensemble
{πi, ρi}, defined by the requirement ρ¯ ∈ A. The channel Φ with this con-
straint is called the A -constrained channel. We define the χ-capacity of the
A-constrained channel Φ as (cf.[9],[10],[11])
C¯(Φ;A) = sup
ρ¯∈A
χΦ({πi, ρi}), (3)
where
χΦ({πi, ρi}) =
∑
i
πiH(Φ(ρi)‖Φ(ρ¯)).
In [12] it is shown that the χ-capacity of the A-constrained channel Φ
can be also defined by
C¯(Φ;A) = sup
pi∈PA
∫
S(H)
H(Φ(ρ)‖Φ(ρ¯(π)))π(dρ), (4)
which means coincidence of the above supremum over all measures in PA
with the supremum over all measures in PA with finite support.
The χ-capacity C¯(Φ;S(H)) of the unconstrained channel Φ is also de-
noted by C¯(Φ).
The χ-function of the channel Φ is defined by
χΦ(ρ) = C¯(Φ; {ρ}) = sup∑
i piiρi=ρ
∑
i
πiH(Φ(ρi)‖Φ(ρ)). (5)
The χ-function of finite dimensional channel Φ is a continuous concave func-
tion on S(H) [11]. The properties of the χ-function of arbitrary infinite
dimensional channel Φ are considered in section 4.
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3 The optimal average state
It is known fact that for an arbitrary finite dimensional channel Φ and ar-
bitrary closed set A there exists an optimal ensemble {πi, ρi} on which the
supremum in the definition (3) of the χ-capacity is achieved [4],[23]. The
image of the average state of this optimal ensemble plays an important role
in the analysis of finite dimensional channels [11].
For general infinite dimensional constrained channel there are no reasons
for existence of an optimal ensemble (with finite number of states). In this
case it is natural to introduce the notion of optimal generalized ensemble (op-
timal measure) on which the supremum in the definition (4) of the χ-capacity
is achieved. In [12] the sufficient condition for existence of an optimal mea-
sure for infinite dimensional constrained channel is obtained and the example
of the channel with no optimal measure is given.
The aim of this section is to show that even in the case of nonexistence
of optimal generalized ensemble we can define the notion of output optimal
average state, inheriting the basic properties of the image of the average state
of an optimal ensemble for a finite dimensional constrained channel. Using
this notion we can generalize some results of [11] to the infinite dimensional
case.
Note first that Donald’s identity (2) implies the following observation.
Lemma 1. Let {{πki=1, ρki }n(k)i }mk=1 be a finite set of ensembles and {λk}mk=1
be a probability distribution. Then
χΦ
(
m∑
k=1
λk{πki , ρki }n(k)i=1
)
=
m∑
k=1
λkχΦ
(
{πki , ρki }n(k)i=1
)
+ χΦ ({λk, ρ¯k}mk=1) ,
where ρ¯ =
∑m
i=1 λkρ¯k is the average state of the ensemble
∑m
k=1 λk{πki , ρki }n(k)i=1 .
In the case m = 2 for arbitrary λ ∈ [0; 1] the following inequality holds
χΦ
(
λ{π1i , ρ1i }n(1)i=1 + (1− λ){π2i , ρ2i }n(2)i=1
)
≥ λχΦ
(
{π1i , ρ1i }n(1)i=1
)
+ (1− λ)χΦ
(
{π2i , ρ2i }n(2)i=1
)
+ λ(1−λ)
2
‖Φ(ρ¯2)− Φ(ρ¯1)‖21.
Proof. By definition
χΦ
(
m∑
k=1
λk{πki , ρki }n(k)i=1
)
=
m∑
k=1
λk
n(k)∑
i=1
πkiH
(
Φ(ρki )‖Φ(ρ¯)
)
.
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Applying Donald’s identity (2) to the each inner sum in the right side of the
above expression we obtain the main identity of the lemma.
To prove the inequality in the casem = 2 it is sufficient to apply inequality
(1) for the below estimation of the relative entropies in the main identity of
the lemma:
λH (Φ(ρ¯1)‖Φ (λρ¯1 + (1− λ)ρ¯2)) + (1− λ)H (Φ(ρ¯2)‖Φ (λρ¯1 + (1− λ)ρ¯2))
≥ 1
2
λ‖(1− λ)Φ(ρ¯2 − ρ¯1)‖21 + 12(1− λ)‖λΦ(ρ¯2 − ρ¯1)‖21
= 1
2
λ(1− λ)‖Φ(ρ¯2)− Φ(ρ¯1)‖21.
Despite possible nonexistence of optimal ensemble for the A-constrained
channel Φ the definition of the χ-capacity implies existence of a sequence of
ensembles with the following properties.
Definition 1. A sequence of ensembles {πki , ρki } with the average ρ¯k ∈ A
such that
lim
k→+∞
χΦ({πki , ρki }) = C¯(Φ;A)
is called approximating sequence for the A-constrained channel Φ.
A state ρ¯ is called input optimal average state for the A-constrained chan-
nel Φ if this state ρ¯ is a limit of the sequence of the average states of some
approximating sequence of ensembles for the A-constrained channel Φ.
This definition admits that input optimal average state may not exist or
may not be unique. If there exists an optimal measure for the A-constrained
channel Φ then its barycenter is an input optimal average state. It follows
from lemma 1 and proposition 1 in [12]. Existence of an input optimal average
state is also a sufficient condition for existence of an optimal measure for the
A-constrained channel Φ if the restriction of the output entropy to the set
A is continuous at this state [12].
Despite possible nonexistence of partial limits of the sequence of the av-
erage states of a particular approximating sequence the following proposition
guarantees convergence of the sequence of their images.
Proposition 1. Let A be convex subset of S(H) such that C¯(Φ;A) <
+∞. Then there exists the unique state Ω(Φ,A) in S(H′) such that
sup∑
j µjσj∈A
∑
j
µjH(Φ(σj)‖Ω(Φ,A)) = C¯(Φ;A),
(the supremum is over all ensembles {µj, σj} with the average state σ¯ ∈ A).
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For arbitrary approximating sequence of ensembles {πki , ρki } for the A-
constrained channel Φ there exists
lim
k→+∞
Φ(ρ¯k) = Ω(Φ,A).
Proof. Show first that for arbitrary approximating sequence of ensembles{
Σk = {πki , ρki }n(k)i=1
}
for the A-constrained channel Φ the sequence {Φ(ρ¯k)}
converges to a particular state in S(H′). By definition of an approximating
sequence for arbitrary ε > 0 there exists Nε such that χΦ(Σk) > C¯(Φ;A)− ε
for all k ≥ Nε. By lemma 1 (with m = 2 and λ = 1/2) for all k1 ≥ Nε and
k2 ≥ Nε we have
C¯(Φ;A)− ε ≤ 1
2
χΦ(Σk1) +
1
2
χΦ(Σk2)
≤ χΦ
(
1
2
Σk1 +
1
2
Σk2
)− 1
8
‖Φ(ρ¯k2)− Φ(ρ¯k1)‖2 ≤ C¯(Φ;A)− 18‖Φ(ρ¯k2)− Φ(ρ¯k1)‖2,
and hence ‖Φ(ρ¯k2)−Φ(ρ¯k1)‖ <
√
8ε. Thus the sequence {Φ(ρ¯k)} is a Cauchy
sequence and hence it converges to a particular state ρ′ in S(H′).
Let {µj, σj}mj=1 be an arbitrary ensemble with the average σ¯ ∈ A. Con-
sider the family of ensembles
Σηk = (1− η){πki , ρki }n(k))i=1 + η{µj, σj}mj=1, η ∈ [0, 1], k ∈ N
with the average states ρ¯ηk. By convexity of A we have ρ¯ηk ∈ A for all η ∈ [0, 1]
and k ∈ N. By the above observation
lim
k→+∞
Φ(ρ¯ηk) = (1− η)ρ′ + ηΦ(σ¯). (6)
By definition
χΦ (Σ
η
k) = (1− η)
n(k)∑
i=1
πkiH(Φ(ρ
k
i )‖Φ(ρ¯ηk)) + η
m∑
j=1
µjH(Φ(σj)‖Φ(ρ¯ηk)). (7)
Since C¯(Φ;A) < +∞ the both sums in the right side of this expression are
finite. Applying Donald’s identity (2) to the first sum we obtain
n(k)∑
i=1
πkiH(Φ(ρ
k
i )‖Φ(ρ¯ηk)) = χΦ(Σ0k) +H(Φ(ρ¯k)‖Φ(ρ¯ηk)).
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Substitution of the above expression into (7) gives
χΦ (Σ
η
k) = χΦ(Σ
0
k) + (1− η)H(Φ(ρ¯k)‖Φ(ρ¯ηk))
+η
[
m∑
j=1
µjH(Φ(σj)‖Φ(ρ¯ηk))− χΦ(Σ0k)
]
.
Due to nonnegativity of the relative entropy it follows that
m∑
j=1
µjH(Φ(σj)‖Φ(ρ¯kη)) ≤ η−1
[
χΦ (Σ
η
k)− χΦ
(
Σk0
)]
+ χΦ
(
Σ0k
)
, η 6= 0. (8)
By definition of the approximating sequence we have
lim
k→+∞
χΦ
(
Σ0k
)
= C¯(Φ;A) ≥ χΦ (Σηk) (9)
for all k. It follows that
lim inf
η→+0
lim inf
k→+∞
η−1
[
χΦ (Σ
η
k)− χΦ
(
Σk0
)] ≤ 0 (10)
By lower semicontinuity of the relative entropy (6), (8), (9) and (10)
imply
m∑
j=1
µjH(Φ(σj)‖ρ′)) ≤ lim inf
η→+0
lim inf
k→+∞
m∑
j=1
µjH(Φ(σj)‖Φ(ρ¯kη)) ≤ C¯(Φ;A).
This proves that
sup∑
j µjσj∈A
∑
j
µjH(Φ(σj)‖ρ′) ≤ C¯(Φ;A), (11)
To prove the converse inequality consider an approximating sequence {πki , ρki }.
Applying Donald’s identity (2) we obtain∑
i
πkiH(Φ(ρ
k
i )‖ρ′) =
∑
i
πkiH(Φ(ρ
k
i )‖Φ(ρ¯k)) +H(Φ(ρ¯k)‖ρ′).
By the approximating property of the sequence {πki , ρki } the first term in the
right side tends to C¯(Φ;A) as k → +∞, while the second is nonnegative.
This proves ” ≥ ” and, hence, ” = ” in (11).
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By inequality (1) and the below lemma 2 inequality (11) implies that for
arbitrary approximating sequence of ensembles {µkj , σkj } for theA-constrained
channel Φ the corresponding sequence Φ(σ¯k) converges to the state ρ
′. Thus
this state ρ′ does not depend on the choice of an approximating sequence, so,
it is determined only by the channel Φ and by the constraint set A. Denote
this state by Ω(Φ,A). Lemma 2 implies also that ρ′ = Ω(Φ,A) is the unique
state for which equality in (11) holds. 
Lemma 2. Let A be a set such that C¯(Φ;A) < +∞ and ρ′ be a state in
S(H′) such that ∑
j
µjH(Φ(σj)‖ ρ′) ≤ C¯(Φ;A)
for arbitrary ensemble {µj, σj} with the average σ¯ ∈ A. Then for arbi-
trary approximating sequence {πki , ρki } of ensembles for the A-constrained
channel Φ with the corresponding sequence of average states ρ¯k there exists
limk→+∞H(Φ(ρ¯k)‖ρ′) = 0.
Proof. Let {πki , ρki } an approximating sequence of ensembles with the
corresponding sequence of the average states ρ¯k. By assumption we have∑
i
πkiH(Φ(ρ
k
i )‖ ρ′) ≤ C¯(Φ;A).
Applying Donald’s identity (2) to the left side we obtain∑
i
πkiH(Φ(ρ
k
i )‖ ρ′) =
∑
i
πkiH(Φ(ρ
k
i )‖Φ(ρ¯k)) +H(Φ(ρ¯k)‖ ρ′) (12)
From the two above expressions we have
H(Φ(ρ¯k)‖ ρ′) ≤ C¯(Φ;A)−
∑
i
πkiH(Φ(ρ
k
i )‖Φ(ρ¯k))
But the right side tends to zero as k tends to infinity due to the approximating
property of the sequence {πki , ρki }. 
Proposition 1 shows in particular that if the set of input average states
for the A-constrained channel Φ is nonempty then it maps by the channel Φ
into a single state.
Corollary 1. If there exists input optimal average state ρ¯ for the A-
constrained channel Φ then Φ(ρ¯) = Ω(Φ,A).
Note that compactness of the set A guarantees existence of at least one
input average state.
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This corollary justifies the following definition.
Definition 1’. The state Ω(Φ,A) is called output optimal average state
for the A-constrained channel Φ.
There exist examples of constrained channels with finite χ-capacity but
with no input optimal average state, for which the output optimal average
state is explicitly determined and plays an important role in studying of this
channels.
Corollary 2. Let A be a convex set. Then
C¯(Φ;A) ≥ χΦ(ρ) +H(Φ(ρ)‖Ω(Φ,A)) for arbitrary state ρ in A.
Proof. It is sufficient to consider the case C¯(Φ;A) < +∞. Let {πi, ρi} be an
arbitrary ensemble such that
∑
i πiρi = ρ ∈ A. By proposition 1∑
i
πiH(Φ(ρi)‖Ω(Φ,A)) ≤ C¯(Φ;A).
This inequality and Donald’s identity∑
i
πiH(Φ(ρi)‖Ω(Φ,A)) = χΦ({πi, ρi}) +H(Φ(ρ)‖Ω(Φ,A))
complete the proof. 
There exists another approach to the definition of the state Ω(Φ,A). It
is possible to show that finiteness of the χ-capacity of the A-constrained
channel Φ implies compactness of the set Φ(A).2 For arbitrary ensemble
{µj, σj} with the average σ¯ ∈ A consider the lower semicontinuous function
F{µj ,σj}(ρ
′) =
∑
j µjH(Φ(σj)‖ ρ′) on the set Φ(A). The function F (ρ′) =
sup∑
j µjσj∈A
F{µj ,σj}(ρ
′) is also lower semicontinuous on the compact set Φ(A)
and, hence, achieves its minimum on this set. The following proposition
asserts, in particular, that the state Ω(Φ,A) can be defined as the unique
minimal point of the function F (ρ′).
Proposition 2. Let A be a convex set. The χ-capacity of the A-
constrained channel Φ can be expressed as
C¯(Φ;A) = inf
ρ′∈Φ(A)
[
sup∑
j µjσj∈A
∑
j
µjH(Φ(σj)‖ ρ′)
]
.
2We give this assertion without proof since it will not be used in the strong argumen-
tations.
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If C¯(Φ;A) < +∞ then Ω(Φ,A) is the only state on which the infinum in the
right side is achieved.
Proof. If C¯(Φ;A) < +∞ then F (Ω(Φ,A)) = C¯(Φ;A) due to proposition
1. Let ̺′ be a state such that
sup∑
j µjσj∈A
∑
j
µjH(Φ(σj)‖ ̺′) = F (̺′) ≤ F (Ω(Φ,A)) = C¯(Φ;A).
then by proposition 1 ̺′ = Ω(Φ,A).
If C¯(Φ;A) = +∞ then the right side of the expression in proposition 2 is
also equal to +∞. Indeed, if ρ′ is a state in S(H′) such that
sup∑
j µjσj∈A
∑
j
µjH(Φ(σj)‖ ρ′) < +∞
then equality (12) valid for arbitrary approximating sequence of ensembles
{πki , ρki } for the A-constrained channel Φ implies C¯(Φ;A) < +∞.
Note that the expression for the χ-capacity in the above proposition can
be considered as a generalization of the ”mini-max formula for χ∗” in [23] to
the case of an infinite dimensional constrained channel.
Remark 1. Propositions 1-2 and corollaries 1-2 does not hold without
assumption of convexity of the set A. To show this it is sufficient to consider
the noiseless channel Φ = Id and the compact set A, consisting of two states
ρ1 and ρ2 such that H(ρ1) = H(ρ2) < +∞ and H(ρ1‖ρ2) = +∞. In this case
C¯(Φ;A) = H(ρ1) = H(ρ2), the states ρ1 and ρ2 are input optimal average
states in the sense of definition 1 with the different images Φ(ρ1) = ρ1 and
Φ(ρ2) = ρ2.
4 The χ-function
The function χΦ(ρ) on S(H) is defined by (5). It is shown in [12] that
χΦ(ρ) = sup
pi∈P{ρ}
∫
S(H)
H(Φ(σ)‖Φ(ρ))π(dσ), (13)
where P{ρ} is the set of all probability measures on S(H) with the barycenter
ρ, and that under the condition H(Φ(ρ)) < +∞ the supremum in (13) is
achieved on some measure supported by pure states.
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Note that H(Φ(ρ)) = +∞ does not imply χΦ(ρ) = +∞. Indeed, it is
easy to construct a channel Φ from a finite dimensional system into infinite
dimensional one such that H(Φ(ρ)) = +∞ for any ρ ∈ S(H).3 On the other
hand, by the monotonicity property of the relative entropy [18]∑
i
πiH(Φ(ρi)‖Φ(ρ)) ≤
∑
i
πiH(ρi‖ρ) ≤ log dimH < +∞
for arbitrary ensemble {πi, ρi}, and hence χΦ(ρ) ≤ log dimH < +∞ for any
ρ ∈ S(H).
For arbitrary state ρ such that H(Φ(ρ)) < +∞ the χ-function has the
following representation
χΦ(ρ) = H(Φ(ρ))− HˆΦ(ρ), (14)
where
HˆΦ(ρ) = inf
pi∈P{ρ}
∫
S(H)
H(Φ(ρ))π(dρ) = inf∑
i piiρi=ρ
∑
i
πiH(Φ(ρi)) (15)
is a convex closure of the output entropy H(Φ(ρ)) (this is proved in [25]).4
Note that the notion of the convex closure of the output entropy is widely
used in the quantum information theory in connection with the notion of the
entanglement of formation (EoF). Namely, in the finite dimensional case EoF
was defined in [2] as the convex hull (=convex closure) of the output entropy
of a partial trace channel from the state space of a bipartite system onto
the state space of its single subsystem. In the infinite dimensional case the
definition of EoF as the σ-convex hull of the output entropy of a partial
trace channel is proposed in [7] while some advantages of the definition of
EoF as the convex closure of the output entropy of a partial trace channel
are considered in [25]. It is shown that the two above definitions coincides
on the set of states with finite entropy of partial trace, but their coincidence
for arbitrary state remains an open problem.
In the finite dimensional case the output entropy H(Φ(ρ)) and its convex
closure (=convex hull) HˆΦ(ρ) are continuous concave and convex functions
3For example, the channel Φ : ρ 7→ 12ρ⊕ 12Tr(ρ)τ , where τ is a fixed state with infinite
entropy.
4Note that the second equality in (15) holds under the condition H(Φ(ρ)) < +∞, it is
not valid in general (see lemma 2 in [25] and the notes below).
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on S(H) correspondingly and the representation (14) is valid for all states.
It follows that in this case the function χΦ(ρ) is continuous and concave on
S(H).
In the infinite dimensional case the output entropy H(Φ(ρ)) is only lower
semicontinuous and, hence, the function χΦ(ρ) is not continuous even in the
case of the noiseless channel Φ, for which χΦ(ρ) = H(Φ(ρ)). But it turns out
that the function χΦ(ρ) for arbitrary channel Φ has properties similar to the
properties of the output entropy H(Φ(ρ)).
Proposition 3. The function χΦ(ρ) is a nonnegative concave and lower
semicontinuous function on S(H) such that
χΦ(ρ¯)−
n∑
i=1
πiχΦ(ρi) ≥
n∑
i=1
πiH (Φ(ρ¯i)‖Φ(ρ¯)) (16)
for arbitrary ensemble {πi, ρi}ni=1 with the average state ρ¯.5
If the restriction of the output entropy H(Φ(ρ)) to a particular subset
A ⊆ S(H) is continuous then the restriction of the function χΦ(ρ) to this
subset A is continuous as well.
Proof. Nonnegativity of the χ-function is obvious. Let us show first its
concavity. Note that for a convex set of states with finite output entropy
this concavity easily follows from (14). But to prove concavity on the whole
state space we will use the approach based on lemma 1 and providing in-
equality (16). Let ε > 0 be arbitrary. By definition of the χ-function for
each i = 1, n there exists ensemble {µij, σij}m(i)j=1 with the average ρi such
that χΦ({µij, σij}) > χΦ(ρi) − ε. Since the average state of the ensemble∑n
i=1 πi{µij, σij} coincides with ρ¯, by using lemma 1 we have
χΦ(ρ¯) ≥ χΦ
(∑n
i=1 πi{µij, σij}
) ≥∑ni=1 πiχΦ({µij, σij})
+
∑n
i=1 πiH (Φ(ρ¯i)‖Φ(ρ¯)) ≥
∑n
i=1 πiχΦ(ρi) +
∑n
i=1 πiH (Φ(ρ¯i)‖Φ(ρ¯))− ε.
Since ε can be arbitrary small inequality (16) is established. It obviously
implies concavity of the χ-function.
5This inequality can be considered as a generalization to the case of the χ-function of
the following well known identity for quantum entropy
H(ρ¯)−
n∑
i=1
piiH(ρi) =
n∑
i=1
piiH (ρi‖ρ¯) .
13
To prove lower semicontinuity of the χ-function we have to show
lim inf
n→+∞
χΦ(ρn) ≥ χΦ(ρ0). (17)
for arbitrary state ρ0 and arbitrary sequence ρn converging to this state ρ0.
For arbitrary ε > 0 let {πi, ρi} be an ensemble with the average ρ0 such
that ∑
i
πiH(Φ(ρi)‖Φ(ρ0)) ≥ χΦ(ρ0)− ε.
By lemma 3 below there exists the sequence of ensembles {πni , ρni } of fixed
size such that
lim
n→+∞
πni = πi, lim
n→+∞
ρni = ρi, and ρn =
m∑
i=1
πni ρ
n
i .
By definition we have
lim infn→+∞ χΦ(ρn) ≥ lim infn→+∞
∑
i π
n
i H(Φ(ρ
n
i )‖Φ(ρn))
≥∑i πiH(Φ(ρi)‖Φ(ρ0)) ≥ χΦ(ρ0)− ε,
where lower semicontinuity of the relative entropy was used. This implies
(17) (due to the freedom of the choice of ε).
The last assertion of proposition 3 follows from the representation (14)
and from lower semicontinuity of the function HˆΦ(ρ) established in [25]. 
Lemma 3. Let {πi, ρi} be an arbitrary ensemble of m states with the
average state ρ and let {ρn} be an arbitrary sequence of states converging to
the state ρ. There exists the sequence {πni , ρni } of ensembles of m states such
that
lim
n→+∞
πni = πi, lim
n→+∞
ρni = ρi, and ρn =
m∑
i=1
πni ρ
n
i .
Proof. Without loss of generality we may assume that πi > 0 for all i.
Let D ⊆ H be the support of ρ =∑mi=1 πiρi and P be the projector onto D.
Since ρi ≤ π−1i ρ we have
0 ≤ Ai ≡ ρ−1/2ρiρ−1/2 ≤ π−1i I,
where we denote by ρ−1/2 the generalized (Moore-Penrose) inverse of the
operator ρ1/2 (equal 0 on the orthogonal complement to D).
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Consider the sequence Bni = ρ
1/2
n Aiρ
1/2
n + ρ
1/2
n (IH−P )ρ1/2n of operators in
B(H). Since limn→+∞ ρn = ρ = Pρ in the trace norm, we have
lim
n→+∞
Bni = ρ
1/2Aiρ
1/2 = ρi
in the weak operator topology. The last equality implies Ai 6= 0. Note that
TrBni = TrAiρn + Tr(IH − P )ρn < +∞ and hence
lim
n→+∞
TrBni = TrAiρ = Trρi = 1.
Denote by ρni = (TrB
n
i )
−1Bni a state and by π
n
i = πiTrB
n
i a positive
number for each i, then limn→+∞ π
n
i = πi and limn→+∞ ρ
n
i = ρi in the weak
operator topology and hence, by the result in [3], in the trace norm. More-
over,
m∑
i=1
πni ρ
n
i =
m∑
i=1
πiB
n
i = ρ
1/2
n ρ
−1/2
m∑
i=1
πiρiρ
−1/2ρ1/2n +ρ
1/2
n (IH−P )ρ1/2n = ρn. 
In the modern convex analysis the notion of strong convexity (concavity)
plays an essential role [20]. By using inequality (1) and proposition 3 we
obtain the following observation.
Corollary 3. χΦ(ρ) is a strongly concave function on S(H) in the fol-
lowing sense
χΦ(λρ1+(1−λ)ρ2) ≥ λχΦ(ρ1)+ (1−λ)χΦ(ρ2)+ 12λ(1−λ)‖Φ(ρ¯2)−Φ(ρ¯1)‖21.
for arbitrary ρ1 and ρ2 in S(H).
The similarity of the properties of the functions χΦ(ρ) and H(Φ(ρ)) is
stressed by the following analog of Simon’s dominated convergence theorem
for quantum entropy [28], which will be used later.
Corollary 4. Let ρn be a sequence of states in S(H), converging to the
state ρ and such that λnρn ≤ ρ for some sequence λn of positive numbers,
converging to 1. Then
lim
n→+∞
χΦ(ρn) = χΦ(ρ).
Proof. The condition λnρn ≤ ρ implies decomposition ρ = λnρn+(1−λn)ρ′n,
where ρ′n = (1 − λn)−1(ρ − λnρn) is a state. By concavity of the χ-function
we have
χΦ(ρ) ≥ λnχΦ(ρn) + (1− λn)χΦ(ρ′n) ≥ λnχΦ(ρn),
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which implies lim supn→+∞ χΦ(ρn) ≤ χΦ(ρ). This and lower semicontinuity
of the χ-function completes the proof.
Example 1. Let H ′ be a positive unbounded operator on the space H′
such that Tr exp(−βH ′) < +∞ for all β > 0 and h′ be a positive number. In
the proof of proposition 3 in [12] continuity of the restriction of the output
entropy H(Φ(ρ)) to the subset Ah′ = {ρ ∈ S(H) |TrΦ(ρ)H ′ ≤ h′} was es-
tablished.6 By proposition 3 the restriction of the χ-function to the set Ah′ is
continuous. As it is mentioned in [12], the above continuity condition is ful-
filled for Gaussian channels with the power constraint of the form TrρH ≤ h,
where H = RT ǫR is the many-mode oscillator Hamiltonian with nondegen-
erate energy matrix ǫ and R are the canonical variables of the system.
We shall use the following chain properties of the χ-function.
Proposition 4. Let Φ : S(H) 7→ S(H′) and Ψ : S(H′) 7→ S(H′′) be two
channels. Then
χΨ◦Φ(ρ) ≤ χΦ(ρ) and χΨ◦Φ(ρ) ≤ χΨ(Φ(ρ)) for arbitrary ρ in S(H).
Proof. The first inequality follows from the monotonicity property of the
relative entropy [18] and (5), while the second one is a direct corollary of the
definition (5) of the χ-function.
5 On continuity of the χ-capacity
In this section the question of continuity of the χ-capacity as a function of
channel is considered. Dealing with this question we must choose a topology
on the set C(H,H′) of all quantum channels from S(H) into S(H′). This
choice is essential only in the infinite dimensional case because all locally
convex Hausdorff topologies on a finite dimensional space are equivalent.
Let L(H,H′) be the linear space of all continuous linear mapping from
T(H) into T(H′). We will use the topology on C(H,H′) ⊂ L(H,H′) generated
by the topology of strong convergence on L(H,H′).
Definition 2. The topology on the linear space L(H,H′) defined by the
family of seminorms {‖Φ‖ρ = ‖Φ(ρ)‖1}ρ∈T(H) is called the topology of strong
convergence.
6The value TrΦ(ρ)H ′ is defined as a limit of nondecreasing sequence TrΦ(ρ)Q′nH
′,
where Q′n is the spectral projector of H
′ corresponding to the lowest n eigenvalues [10].
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Since an arbitrary operator in T(H) can be represented as a linear com-
bination of operators in S(H) it is possible to consider only seminorms ‖ · ‖ρ
corresponding to ρ ∈ S(H) in the above definition.
Note that a sequence Φn of channels in C(H,H′) strongly converges to a
channel Φ ∈ C(H,H′) if and only if limn→+∞Φn(ρ) = Φ(ρ) for all ρ ∈ S(H).
Due to the result in [3] the above limit may be in the weak operator topology.
Theorem 1. Let A be an arbitrary closed and convex subset of S(H).7
In the case of finite dimensional spaces H and H′ the χ-capacity C¯(Φ,A)
is a continuous function on the set C(H,H′). If Φn is an arbitrary sequence
of channels in C(H,H′), converging to some channel Φ in C(H,H′), then
there exists
lim
n→∞
Ω(Φn,A) = Ω(Φ,A). (18)
In general the χ-capacity C¯(Φ,A) is a lower semicontinuous function on
the set C(H,H′) equipped with the topology of strong convergence.
Proof. Let us first show lower semicontinuity of the χ-capacity. Let ε > 0
and Φλ be an arbitrary net of channels, strongly converging to the channel
Φ, and {πi, ρi} be an ensemble with the average ρ¯ such that χΦ({πi, ρi}) >
C¯(Φ,A)− ε. By lower semicontinuity of the relative entropy [29]
lim inf
λ
∑
i
πiH(Φλ(ρi)‖Φλ(ρ¯)) ≥
∑
i
πiH(Φ(ρi)‖Φ(ρ¯)) > C¯(Φ,A)− ε
This implies
lim inf
λ
C¯(Φλ,A) ≥ C¯(Φ,A).
It follows that
lim inf
n→+∞
C¯(Φn,A) ≥ C¯(Φ,A) (19)
for arbitrary sequence Φn of channels strongly converging to a channel Φ.
Now to prove the continuity of the χ-capacity in the finite dimensional
case it is sufficient to show that for the above sequence of channels
lim sup
n→+∞
C¯(Φn,A) ≤ C¯(Φ,A). (20)
For an arbitrary A-constrained channel from C(H,H′) there exists optimal
ensemble consisting of m = (dimH)2 states (probably, some states with zero
7Convexity of A is used only in the proof of (18).
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weights) [4],[23]. Let P be the compact space of all probability distributions
with m outcomes. Consider the compact space8
PCm = P×S(H)× ...×S(H)︸ ︷︷ ︸
m
,
consisting of sequences ({πi}mi=1, ρ1, ..., ρm), corresponding to arbitrary input
ensemble {πi, ρi}mi=1 of m states.
Suppose (20) is not true. Without loss of generality we may assume that
lim
n→+∞
C¯(Φn,A) > C¯(Φ,A). (21)
Let {πni , ρni }mi=1 be an optimal ensemble for the A-constrained channel Φn.
By compactness of PCm we can choose a subsequence ({πnki }mi=1, ρnk1 , ..., ρnkm )
converging to some element ({π∗i }mi=1, ρ∗1, ..., ρ∗m) of the space PCm. By defi-
nition of the product topology on PCm it means that
lim
k→∞
πnki = π
∗
i , lim
k→∞
ρnki = ρ
∗
i .
The average state of the ensemble {π∗i , ρ∗i }mi=1 is a limit of the sequence of
average states of the ensembles {πnki , ρnki }mi=1 and hence lies in A (which is
closed by the assumption).
By continuity of the quantum entropy in finite dimensional case we have
lim
k→+∞
C¯(Φnk ,A) = lim
k→+∞
χΦnk ({π
nk
i , ρ
nk
i }) = χΦ({π∗i , ρ∗i }) ≤ C¯(Φ,A),
which contradicts to (21).
Comparing (19) and (20) we see that
lim
n→+∞
C¯(Φn,A) = C¯(Φ,A).
It follows that the above ensemble {π∗i , ρ∗i }mi=1 is optimal for theA-constrained
channel Φ. Hence, there exists the input optimal average state ρ¯∗ for the A-
constrained channel Φ which is a partial limit of the sequence {ρ¯n} of the
input optimal average states for the A-constrained channels Φn.
Suppose (18) is not true. Without loss of generality we may (by com-
pactness argument) assume that there exists limn→∞Ω(Φn,A) 6= Ω(Φ,A) .
By proposition 1 this contradicts to the previous observation. 
8with product topology
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The assumption of finite dimensionality in the first part of theorem 1 is
essential. The following example shows that generally the χ-capacity is not
continuous function of a channel even in the stronger trace norm topology
on the space of all channels. The example is a purely classical channel which
has a standard extension to a quantum one.
Example 2. Consider Abelian von Neumann algebra l∞ and its predual
l1. Let {Φqn;n = 1, 2, ...; q ∈ (0, 1)} be the family of classical unconstrained
channels defined by the formula
Φqn({x1, x2, ..., xn, ...}) = {(1− q)
∑∞
i=1 xi, q
∑∞
i=n+1 xi, qx1, ..., qxn, 0, 0, ...}
for {x1, x2, ..., xn, ...}∈ l1. Defining Φ0({x1, x2, ..., xn, ...})={
∑∞
i=1 xi, 0, 0, ...}
we have
‖(Φqn − Φ0)({xi}∞i=1)‖1 = q‖{−
∑∞
i=1 xi,
∑∞
i=n+1 xi, x1, ..., xn, 0, 0, ...}‖1
= q(|∑∞i=1 xi|+ |∑∞i=n+1 xi|+ |x1|+ ... + |xn|) ≤ 3q‖{xi}∞i=1‖1,
hence ‖Φqn − Φ0‖ → 0 as q → 0 uniformly in n.
To evaluate the χ-capacity of the channel Φqn it is sufficient to note that
H(Φqn(any pure state)) = h2(q) = −q log q − (1− q) log(1− q) and
H(Φqn(any state)) ≤ H(Φqn({ 1n+1 , 1n+1 , ..., 1n+1︸ ︷︷ ︸
n+1
, 0, 0...})) = q log(n+1)+h2(q).
It follows by definition that C¯(Φqn) = q log(n+ 1), q ∈ (0, 1), n ∈ N.
Take arbitrary C such that 0 < C ≤ +∞ and choose a sequence q(n)
such that limn→∞ q(n) = 0 while limn→∞ q(n) log(n + 1) = C . Then we
have limn→∞ ‖Φq(n)n − Φ0‖ = 0 but limn→∞ C¯(Φq(n)n ) = C > 0 = C¯(Φ0).
Remark 2. The above example demonstrates harsh discontinuity of the
χ-capacity in the infinite dimensional case. One can see that a similar dis-
continuity underlies Shor’s construction [27] allowing to prove equivalence
of different additivity properties by using channel extension and a limiting
procedure.
6 Additivity for constrained channels
Let Φ : S(H) 7→ S(H′) and Ψ : S(K) 7→ S(K′) be two channels with
the constraints, defined by closed subsets A ⊂ S(H) and B ⊂ S(K) corre-
spondingly. For the channel Φ⊗Ψ we consider the constraint defined by the
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requirements ω¯H := TrKω¯ ∈ A and ω¯K := TrHω¯ ∈ B, where ω¯ is the average
state of an input ensemble {µi, ωi}. The subset of S(H ⊗ K) consisting of
states ω such that TrKω ∈ A and TrHω ∈ B will be denoted A⊗ B.
Lemma 4. The set A ⊗ B is convex subset of S(H ⊗ K) if and only if
the sets A and B are convex subsets of S(H) and of S(K) correspondingly.
The set A ⊗ B is compact subset of S(H ⊗ K) if and only if the sets A
and B are compact subsets of S(H) and of S(K) correspondingly.
Proof. The first statement of this lemma is trivial. To prove the second
note that compactness of the set A ⊗ B implies compactness of the sets A
and B due to continuity of partial trace.
The proof of the converse implication is based on the following charac-
terization of a compact set of states : a closed subset A of S(H) is compact
if and only if for any ε > 0 there exists finite dimensional projector Pε such
that TrPερ > 1 − ε for all ρ ∈ A. This characterization can be deduced by
combining results of [21] and [3] (see the proof of the lemma in [10]). Its
proof is also presented in the Appendix of [12].
Let A and B be compact. By the above characterization for arbitrary
ε > 0 there exist finite rank projectors Pε and Qε such that
TrPερ > 1− ε, ∀ρ ∈ A and TrQεσ > 1− ε, ∀σ ∈ B.
Since ωH ∈ A and ωK ∈ B for arbitrary ω ∈ A⊗ B we have
Tr((Pε ⊗Qε) · ω) = Tr((Pε ⊗ IK) · ω)− Tr(Pε ⊗ (IK −Qε)) · ω)
≥ TrPεωH − Tr(IK −Qε)ωK > 1− 2ε.
The above characterization implies compactness of the set A⊗ B.
The conjecture of additivity of the χ-capacity for the A-constrained chan-
nel Φ and the B-constrained channel Ψ is [11],[12]
C¯ (Φ⊗Ψ;A⊗ B) = C¯(Φ;A) + C¯(Ψ;B). (22)
Remark 3. Let Ω(Φ;A) and Ω(Ψ;B) be the output optimal average states
for the A-constrained channel Φ and the B-constrained channel Ψ corre-
spondingly. Additivity of the χ-capacity (22) implies that Ω(Φ;A)⊗Ω(Ψ;B)
is the output optimal average state for the A⊗B-constrained channel Φ⊗Ψ.
Indeed, let {πki ; ρki } and {µkj ; σkj } be approximating sequences of ensembles for
the A-constrained channel Φ and the B-constrained channel Ψ. By propo-
sition 1 the sequences {Φ(ρ¯k)} and {Ψ(σ¯k)} converge to Ω(Φ;A) and to
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Ω(Ψ;B) correspondingly. By (22) the sequence of ensembles {πki µkj ; ρki ⊗ σkj }
is an approximating sequence for the A⊗ B-constrained channel Φ⊗Ψ. By
proposition 1 the limit Ω(Φ;A)⊗Ω(Ψ;B) of the sequence {Φ(ρ¯k)⊗Ψ(σ¯k)} is
the output optimal average states for the A⊗B-constrained channel Φ⊗Ψ.
The results of the previous sections make possible to obtain the following
infinite dimensional version of theorem 1 in [11].
Theorem 2. Let Φ : S(H) 7→ S(H′) and Ψ : S(K) 7→ S(K′) be arbitrary
channels. The following properties are equivalent:
(i) equality (22) holds for arbitrary subsets A ⊆ S(H) and B ⊆ S(K)
such that H(Φ(ρ)) < +∞ for all ρ ∈ A and H(Ψ(σ)) < +∞ for all σ ∈ B;
(ii) inequality
χΦ⊗Ψ(ω) ≤ χΦ(ωH) + χΨ(ωK) (23)
holds for arbitrary state ω such that H(Φ(ωH)) < +∞ and H(Ψ(ωK)) < +∞;
(iii) inequality
HˆΦ⊗Ψ(ω) ≥ HˆΦ(ωH) + HˆΨ(ωK); (24)
holds for arbitrary state ω such that H(Φ(ωH)) < +∞ and H(Ψ(ωK)) < +∞.
Proof. (i)⇒ (iii). Let ω be an arbitrary state with finite H(Φ(ωH)) and
H(Ψ(ωK)). The validity of (i) implies
C¯
(
Φ⊗Ψ; {ωH} ⊗ {ωK}) = C¯(Φ; {ωH}) + C¯(Ψ; {ωK}).
By remark 3 the state Φ(ωH)⊗Ψ(ωK) is the output optimal average state for
the {ωH}⊗{ωK} -constrained channel Φ⊗Ψ. Noting that ω ∈ {ωH}⊗{ωK}
and applying corollary 1 we obtain
χΦ(ω
H) + χΨ(ω
K) = C¯(Φ; {ωH}) + C¯(Ψ; {ωK})
= C¯
(
Φ⊗Ψ; {ωH} ⊗ {ωK})
≥ χΦ⊗Ψ(ω) +H((Φ⊗Ψ)(ω)‖Φ(ωH)⊗Ψ(ωK)).
(25)
Due to
H((Φ⊗Ψ)(ω)‖Φ(ωH)⊗Ψ(ωK)) = H(Φ(ωH)) +H(Ψ(ωK))−H((Φ⊗Ψ)(ω))
the inequality (25) together with (14) implies (24).
(iii) ⇒ (ii). It can be derived from expression (14) for the χ-function
and subadditivity of the (output) entropy.
(ii) ⇒ (i). It follows from the definition of the χ-capacity (3) and in-
equality (23) that
C¯ (Φ⊗Ψ;A⊗ B) ≤ C¯(Φ;A) + C¯(Ψ;B).
Since the converse inequality is obvious, there is equality here. 
The validity of inequality (23) for arbitrary ω ∈ S(H ⊗ K) seems to
be substantially stronger than the equivalent properties in theorem 2. This
property is called subadditivity of the χ-function for the channels Φ and
Ψ. By using arguments from the proof of theorem 2 it is easy to see that
subadditivity of the χ-function for the channels Φ and Ψ is equivalent to
validity of equality (22) for arbitrary subsets A ⊆ S(H) and B ⊆ S(K).
By using proposition 6 below it is possible to show that properties (i)−
(iii) in the above theorem are equivalent to subadditivity of the χ-function
for the channels Φ and Ψ having the following property: H(Φ(ρ)) < +∞ and
H(Ψ(σ)) < +∞ for arbitrary finite rank states ρ ∈ S(H) and σ ∈ S(K).
We see later (proposition 7) that the set of quantum infinite dimensional
channels for which the subadditivity of the χ-function holds is nontrivial.
Remark 4. By theorem 1 in [11] the subadditivity of the χ-function for
arbitrary finite dimensional channels Φ and Ψ is equivalent to validity of
inequality (24) for arbitrary state ω ∈ S(H ⊗ K), which implies additivity
of the minimal output entropy
inf
ω∈S(H⊗K)
H(Φ⊗Ψ(ω)) = inf
ρ∈S(H)
H(Φ(ρ)) + inf
σ∈S(K)
H(Ψ(σ)) (26)
for these channels. This follows from the inequality
H(Φ⊗Ψ(ω)) ≥ HˆΦ⊗Ψ(ω) ≥ HˆΦ(ωH) + HˆΨ(ωK)
≥ inf
ρ∈S(H)
H(Φ(ρ)) + inf
σ∈S(K)
H(Ψ(σ))
(27)
valid for arbitrary state ω ∈ S(H⊗K) for which inequality (24) holds.
In contrast to this in the infinite dimensional case we can not prove the
above implication (without some additional assumptions). The problem con-
sists in existence of pure states in S(H⊗K) with infinite entropies of partial
traces, which can be called superentangled. To show this note first that the
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monotonicity property of the relative entropy [18] provides the following in-
equality
H(ωH) +H(ωK)−H(ω)
= H
(
ω ‖ωH ⊗ ωK) ≥ H (Φ⊗Ψ(ω)‖Φ (ωH)⊗Ψ (ωK))
= H
(
Φ
(
ωH
))
+H
(
Ψ
(
ωK
))−H(Φ⊗Ψ(ω)),
which shows that H(ωH) = H(ωK) < +∞ implies H(Φ(ωH)) < +∞ and
H(Ψ(ωK)) < +∞ for arbitrary pure state ω ∈ S(H ⊗ K) with finite out-
put entropy H(Φ ⊗ Ψ(ω)). By this and theorem 2 the subadditivity of the
χ-function for arbitrary infinite dimensional channels Φ and Ψ implies va-
lidity of inequality (24) and hence validity of inequality (27) for all pure
states ω such that H(ωH) = H(ωK) < +∞ and H(Φ ⊗ Ψ(ω)) < +∞. So,
if we considered only such states ω in the calculation of the minimal out-
put entropy for the channel Φ ⊗ Ψ we would obtain that it is equal to the
sum of infρ∈S(H)H(Φ(ρ)) and infσ∈S(K)H(Ψ(σ)), but this additivity can be
(probably) broken by taking into account superentangled states.
7 Generalization of the additivity conjecture
The main aim of this section is to show that the conjecture of additivity of
the χ-capacity for arbitrary finite dimensional channels implies the additivity
of the χ-capacity for arbitrary infinite dimensional channels with arbitrary
constraints.
It is convenient to introduce the following notation. The channel Φ is
• FF-channel if dimH < +∞ and dimH′ < +∞;
• FI-channel if dimH < +∞ and dimH′ ≤ +∞.
Speaking about quantum channel Φ without reference to FF or FI we will
assume that dimH ≤ +∞ and dimH′ ≤ +∞.
Let Φ : S(H) 7→ S(H′) be an arbitrary channel such that dimH′ = +∞
and P ′n be a sequence of finite rank projectors in H′ increasing to IH′ and
H′n = P ′n(H′). Consider the channel
Φn(ρ) = P
′
nΦ(ρ)P
′
n + (Tr(IH′ − P ′n)Φ(ρ)) τn (28)
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from S(H) into S(H′n⊕H′′n) ⊂ S(H′), where τn is a pure state in some finite
dimensional subspace H′′n of H′ ⊖H′n. If dimH′ < +∞ we will assume that
Φn = Φ for all n. Note that for arbitrary FI-channel Φ the corresponding
channel Φn is a FF-channel for all n.
For arbitrary channel Ψ : S(K) 7→ S(K′) we will consider the sequences
Φn and Φn ⊗Ψ of channels as approximations for the channels Φ and Φ⊗Ψ
correspondingly. Despite the discontinuity of the χ-capacity as a function of
a channel in the infinite dimensional case the following result is valid.
Lemma 5. Let Φ and Ψ be arbitrary channels. If subadditivity of the
χ-function holds for the channel Φn defined by (28) and the channel Ψ for
all n then subadditivity of the χ-function holds for the channels Φ and Ψ.
Proof. The channel Φn can be represented as the composition Πn ◦ Φ of
the channel Φ with the channel Πn : S(H′) 7→ S(H′n ⊕H′′n) defined by
Πn(ρ
′) = P ′nρ
′P ′n + (Tr(IH′ − P ′n)ρ′) τn.
Proposition 4 implies
χΦn(ρ) = χΠn◦Φ(ρ) ≤ χΦ(ρ), ∀ρ ∈ S(H), ∀n ∈ N.
Since
lim
n 7→+∞
Φn(ρ) = Φ(ρ), ∀ρ ∈ S(H)
it follows from theorem 1 that
lim inf
n 7→+∞
χΦn(ρ) ≥ χΦ(ρ), ∀ρ ∈ S(H).
The two above inequalities imply
lim
n 7→+∞
χΦn(ρ) = χΦ(ρ), ∀ρ ∈ S(H). (29)
It is easy to see that
Φn ⊗Ψ(ω) = (P ′n ⊗ IK′) · (Φ⊗Ψ(ω)) · (P ′n ⊗ IK′)
+ τn ⊗ TrH′ (((IH′ − P ′n)⊗ IK′) · (Φ⊗Ψ(ω))) , ∀ω ∈ S(H⊗K).
Hence
lim
n 7→+∞
Φn ⊗Ψ(ω) = Φ⊗Ψ(ω), ∀ω ∈ S(H⊗K),
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and by theorem 1 we have
lim inf
n 7→+∞
χΦn⊗Ψ(ω) ≥ χΦ⊗Ψ(ω), ∀ω ∈ S(H⊗K). (30)
By the assumption
χΦn⊗Ψ(ω) ≤ χΦn(ωH) + χΨ(ωK), ∀ω ∈ S(H⊗K), ∀n ∈ N.
This, (29) and (30) imply
χΦ⊗Ψ(ω) ≤ χΦ(ωH) + χΨ(ωK), ∀ω ∈ S(H⊗K).
Proposition 5. Subadditivity of the χ-function for all FF-channels im-
plies subadditivity of the χ-function for all FI-channels.
Proof. This can be proved by double application of lemma 5. First, we
prove the subadditivity of the χ-function for any two channels, when one
of them is of FI-type while another is of FF-type. Second, we remove FF
restriction from the last channel. 
Now we will turn to channels with infinite dimensional input quantum
system. We will use the following notion of subchannel.
Definition 3. The restriction of a channel Φ : S(H) 7→ S(H′) to the
set of states with support contained in a subspace H0 of the space H is called
subchannel Φ0 of the channel Φ, corresponding to the subspace H0.
It is easy to see that subadditivity of the χ-function for the channels Φ
and Ψ implies subadditivity of the χ-function for arbitrary subchannels Φ0
and Ψ0 of the channels Φ and Ψ. The properties of the χ-function established
in section 4 make possible to prove the following important result.
Proposition 6. Let Φ : S(H) 7→ S(H′) and Ψ : S(K) 7→ S(K′) be arbi-
trary channels. Subadditivity of the χ-function for any two FI-subchannels of
the channels Φ and Ψ implies subadditivity of the χ-function for the channels
Φ and Ψ.
Proof. It is sufficient to consider the case dimH = +∞, dimK ≤ +∞.
Let ω be an arbitrary state in S(H ⊗ K). Let {|ϕk〉}+∞k=1 and {|ψk〉}dimKk=1
be ONB of eigenvectors of the compact positive operators ωH and ωK such
that the corresponding sequences of eigenvalues are nonincreasing. Let Pn =∑n
k=1 |ϕk〉〈ϕk| and Qn =
∑n
k=1 |ψk〉〈ψk|. In the case dimK < +∞ we will
assume Qn = IK for all n ≥ dimK. The nondecreasing sequences {Pn} and
{Qn} of finite rank projectors converge to IH and to IK correspondingly in
the strong operator topology. Let Hn = Pn(H) and Kn = Qn(K).
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Consider the sequence of states
ωn = (Tr ((Pn ⊗Qn) · ω))−1(Pn ⊗Qn) · ω · (Pn ⊗Qn),
which are well defined for all n by the choice of the projectors Pn and Qn.
Since obviously
lim
n→+∞
ωn = ω (31)
proposition 3 implies
lim inf
n→+∞
χΦ⊗Ψ(ωn) ≥ χΦ⊗Ψ(ω). (32)
The next part of the proof is based on the following operator inequalities
λnω
H
n ≤ ωH, λnωKn ≤ ωK, where λn = Tr ((Pn ⊗Qn) · ω) . (33)
Let us prove the first inequality. By the choice of Pn and due to suppω
H
n ⊆
Hn it is sufficient to show that λnωHn ≤ PnωH. Let ϕ ∈ Hn. By definition of
partial trace
〈ϕ|λnωHn |ϕ〉 =
dimK∑
k=1
〈ϕ⊗ ψk|Pn ⊗Qn · ω · Pn ⊗Qn|ϕ⊗ ψk〉
=
m∑
k=1
〈ϕ⊗ ψk|ω|ϕ⊗ ψk〉 ≤
dimK∑
k=1
〈ϕ⊗ ψk|ω|ϕ⊗ ψk〉 = 〈ϕ|ωH|ϕ〉,
where m = min{n, dimK}. The second inequality is proved by the same
way.
By using (31) and applying corollary 4 due to (33) we obtain
lim
n→+∞
χΦ(ω
H
n ) = χΦ(ω
H) and lim
n→+∞
χΨ(ω
K
n ) = χΨ(ω
K). (34)
For each n the {ωHn }-constrained channel Φ and the {ωKn }-constrained
channel Ψ can be considered as FI-subchannels of the channels Φ and Ψ
corresponding to the subspaces Hn and Kn. Hence by the assumption
χΦ⊗Ψ(ωn) ≤ χΦ(ωHn ) + χΨ(ωKn ), ∀n ∈ N.
This, (32) and (34) imply
χΦ⊗Ψ(ω) ≤ χΦ(ωH) + χΨ(ωK).
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It is known, that additivity of the χ-capacity for all unconstrained FF-
channels is equivalent to subadditivity of the χ-function for all FF-channels
[11],[27]. By combining this with proposition 5 and proposition 6 we obtain
the following extension of the additivity conjecture.
Theorem 3. The additivity of the χ-capacity for all FF-channels implies
additivity of the χ-capacity for all channels with arbitrary constraints.
This theorem and theorem 2 implies the following result concerning super-
additivity of the convex closure of the output entropy for infinite dimensional
channels. Note that in the case of partial trace channel the convex closure
of the output entropy coincides with the entanglement of formation (EoF).
Corollary 5. If inequality (24) holds for all FF-channels Φ and Ψ and
all states ω then inequality (24) holds for all channels Φ and Ψ and all states
ω such that H(Φ(ωH)) < +∞ and H(Ψ(ωK)) < +∞.
Proof. The validity of inequality (24) for two FF-channels Φ and Ψ and
for all states ω is equivalent to subadditivity the χ-function for these channels
[11]. Hence the assumption of the corollary and theorem 3 imply subaddi-
tivity of the χ-function for any channels, which, by theorem 2, implies the
validity of inequality (24) for all channels Φ and Ψ and all states ω such that
H(Φ(ωH)) < +∞ and H(Ψ(ωK)) < +∞.
Remark 5. By combining Shor’s theorem in [27] and theorem 3 we obtain
that additivity of the minimal output entropy (26) for all FF-channels implies
additivity of the χ-capacity (22) for all channels with arbitrary constraints.
But due to existence of superentangled states (see remark 4) we can not
show that it implies additivity of minimal output entropy for all channels.
So, in the infinite dimensional case the conjecture of additivity of the mini-
mal output entropy for all channels seems to be substantially stronger that
the conjecture of additivity of the χ-capacity for all channels with arbitrary
constraints.
Note that in contrast to proposition 5, proposition 6 relates the subad-
ditivity of the χ-function for the initial channels with the subadditivity of
the χ-function for its FI-subchannels (not any FI-channels!). This makes it
applicable for analysis of individual channels as it is illustrated in the proof
of proposition 7 below.
We will use the following natural generalization of the notion of entan-
glement breaking finite dimensional channel [15].
Definition 4. A channel Φ : S(H) 7→ S(H′) is called entanglement
breaking if for an arbitrary Hilbert space K and for an arbitrary state ω in
S(H ⊗ K) the state Φ ⊗ Id(ω) lies in the closure of the convex hull of all
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product states in S(H′ ⊗ K), where Id is the identity channel from S(K)
onto itself.
Generalizing the result in [15] it is possible to show that a channel Φ :
S(H) 7→ S(H′) is entanglement-breaking if and only if it admits representa-
tion
Φ(ρ) =
∫
X
ρ′(x)µρ(dx)
where X is a complete separable metric space, ρ′(x) is a Borel S(H′)-valued
function on X and µρ(A) = Tr(ρM(A)) for any Borel A ⊂ X , with M
positive operator valued measure on X [14].
The following proposition is a generalization of proposition 2 in [11].
Proposition 7. Let Ψ be an arbitrary channel. The subadditivity of the
χ-function holds in each of the following cases:
(i) Φ is a noiseless channel;
(ii) Φ is an entanglement breaking channel;
(iii) Φ is a direct sum mixture (cf.[11]) of a noiseless channel and a
channel Φ0 such that the subadditivity of the χ-function holds for Φ0 and Ψ
(in particular, an entanglement breaking channel).
Proof. In the proof of each point of this proposition for FF-channels the
finite dimensionality of the underlying Hilbert spaces was used (cf.[26],[11]).
The idea of this proof consists in using our extension results (proposition 6
and lemma 5).
(i) Note that any FI-subchannel of an arbitrary noiseless channel is a
noiseless FF-channel. Hence by proposition 6 it is sufficient to prove the
subadditivity of the χ-function for arbitrary noiseless FF-channel Φ and ar-
bitrary FI-channel Ψ. But this can be done with the help of lemma 5. Indeed,
using this lemma with the noiseless FF-channel in the role of the fixed channel
Ψ we can deduce the above assertion from the subadditivity of the χ-function
for arbitrary two FF-channels with one of them is a noiseless (proposition 2
in [11]).
(ii) Note that any FI-subchannel of an arbitrary entanglement breaking
channel is entanglement breaking. Hence by proposition 6 it is sufficient to
prove the subadditivity of the χ-function for arbitrary entanglement breaking
FI-channel Φ and arbitrary FI-channel Ψ. Similar to the proof of (i) this can
be done with the help of lemma 5, but in this case it is necessary to apply this
lemma twice. First we prove the subadditivity of the χ-function for arbitrary
entanglement breaking FI-channel Φ and arbitrary FF-channel Ψ by noting
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that any FF-channel Φn, involved in lemma 5, inherits the entanglement
breaking property from the channel Φ and using the subadditivity of the χ-
function for arbitrary two FF-channels with one of them is an entanglement
breaking [26]. Second, by using the result of the first step we remove the FF
restriction from another channel Ψ.
(iii) Note that any FI-subchannel of the channel Φq = qId⊕(1−q)Φ0 has
the same structure with FF-channel Id and FI-channel Φ0. By the remark
before proposition 6 subadditivity of the χ-function for the channels Φ0 and
Ψ implies subadditivity of the χ-function for arbitrary their subchannels.
Hence by proposition 6 it is sufficient to prove (iii) for FI-channel Φq and
FI-channel Ψ.
Let ω be a state in S(H ⊗ K) with dimH < +∞ and dimK < +∞. It
follows that χId(ω
H) = H(ωH) < +∞. By the established subadditivity of
the χ-function for FF-channel Id and the FI-channel Ψ and by the assumed
subadditivity of the χ-function for FI-channel Φ0 and the FI-channel Ψ we
have
χId⊗Ψ(ω) ≤ χId(ωH) + χΨ(ωK) and χΦ0⊗Ψ(ω) ≤ χΦ0(ωH) + χΨ(ωK).
Using this and lemma 3 in [11]9 we obtain
χΦq⊗Ψ(ω) ≤ qχId⊗Ψ(ω) + (1− q)χΦ0⊗Ψ(ω)
≤ qχId(ωH) + qχΨ(ωK) + (1− q)χΦ0(ωH) + (1− q)χΨ(ωK)
= qH(ωH) + (1− q)χΦ0(ωH) + χΨ(ωK) = χΦq(ωH) + χΨ(ωK),
where the last equality follows from the existence of approximating sequence
of pure state ensembles for the {ωH}-constrained FI-channel Φ0. 
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9This lemma implies that for arbitrary channels Φ1 and Φ2 from S(H) to S(H′1) and
to S(H′2) correspondingly one has
χqΦ1⊕(1−q)Φ2 ({pii, ρi}) = qχΦ1 ({pii, ρi}) + (1− q)χΦ2 ({pii, ρi})
for arbitrary ensemble {pii, ρi} of states in S(H) and arbitrary q ∈ [0; 1].
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