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We propose a theoretical framework for the problem of learning a real-valued
function which meets fairness requirements. Leveraging the theory of optimal transport,
we introduce a notion of α-relative (fairness) improvement of the regression function.
With α = 0 we recover an optimal prediction under Demographic Parity constraint and
with α = 1 we recover the regression function. For α ∈ (0, 1) the proposed framework
allows to continuously interpolate between the two. Within this framework we precisely
quantify the cost in risk induced by the introduction of the α-relative improvement
constraint. We put forward a statistical minimax setup and derive a general problem-
dependent lower bound on the risk of any estimator satisfying α-relative improvement
constraint. We illustrate our framework on a model of linear regression with Gaussian
design and systematic group-dependent bias. Finally, we perform a simulation study of
the latter setup.
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1. Introduction. Data driven algorithms are deployed in almost all areas of modern daily
life and it becomes increasingly more important to adequately address the fundamental issue
of historical biases present in the data (Barocas et al., 2019). The goal of algorithmic fairness
is to bridge the gap between the statistical theory of decision making and the understanding
of justice, equality, and diversity. The literature on fairness is broad and its volume increases
day by day, we refer the reader to (Barocas et al., 2019, Mehrabi et al., 2019) for a general
introduction on the subject and to (del Barrio et al., 2020, Oneto and Chiappa, 2020) for the
review of the most recent theoretical advances.
Basically, the mathematical definitions of fairness are divided into two groups (Dwork et al.,
2012): individual fairness and group fairness. The former notion reflects the principle that
similar individuals must be treated similarly, which translates into the Lipschitz type constraints
on possible prediction rule. The latter defines fairness on population level via (conditional)
Keywords and phrases: Algorithmic fairness, risk-fairness trade-off, regressions, Demographic Parity, least-
squares, optimal transport, minimax analysis, statistical learning.
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statistical independence of a prediction from a protected attribute (e.g., gender, ethnicity).
A popular formalization of such notion is the Demographic Parity, initially introduced in the
context of binary classification (Calders et al., 2009). Despite of some limitations (Hardt et al.,
2016), demographic parity remains viable in a range of applied problems (Köeppen et al., 2014,
Zink and Rose, 2019).
In this work we study the regression problem of learning a real-valued prediction function,
which complies with an approximate notion of Demographic Parity while minimizing expected
squared loss. Unlike its classification counterpart, the problem of fair regression has received
far less attention in the literature. However, as argued by Agarwal et al. (2019), classifiers
only provide binary decisions, while in practice final decisions are taken by humans based on
prediction from the machine. In this case a continuous prediction is more informative than the
binary one.
Related works. Until very recently, contributions on fair regression were almost exclusively
focused on the practical incorporation of proxy fairness constraints in classical learning methods,
such as random forest, ridge regression, kernel based methods to name a few (Berk et al.,
2017, Calders et al., 2013, Fitzsimons et al., 2018, Komiyama and Shimao, 2017, Pérez-Suay
et al., 2017, Raff et al., 2018). Several works empirically study the impact of (relaxed) fairness
constraints on the risk (Bertsimas et al., 2012, Haas, 2019, Wick et al., 2019, Zafar et al., 2017,
Zliobaite, 2015). Yet, the problem of precisely quantifying the effect of such constraints on the
risk has not been tackled.
More recently, statistical and learning guarantees for fair regression were derived (Agarwal
et al., 2019, Chiappa et al., 2020, Chzhen et al., 2020a,b, Fitzsimons et al., 2019, Le Gouic
et al., 2020, Plečko and Meinshausen, 2019). The closest works to our contribution are that
of Chiappa et al. (2020), Chzhen et al. (2020a), Le Gouic et al. (2020), who draw a connection
between the problem of exactly fair regression of demographic parity and the multi-marginal
optimal transport formulation (Agueh and Carlier, 2011, Gangbo and Święch, 1998). In
particular, Chzhen et al. (2020a), Le Gouic et al. (2020) derive the form of optimal fair
prediction, provide statistical guarantees on plug-in type estimators, and establish the exact
value of the risk of the optimal fair prediction.
Organization and contributions. The main contributions of the present paper are the following.
• In Section 2, we propose a statistical framework for fair regression, which allows to contin-
uously interpolate between unconstrained regression and regression under demographic
parity constraint.
• In Section 2.1 we obtain a closed form expression for the optimal predictor under our
statistical framework.
• In Section 3, we describe the minimax framework and derive a general problem-dependent
minimax lower bound, quantifying the risk-fairness trade-off in Section 3.1.
• In Section 4, we apply our machinery to the problem of linear regression with systematic
bias, deriving minimax upper and lower bounds, and support this part with empirical
validation in Section 4.3.
The omitted proofs are postponed to appendix.
Notation. For any univariate probability measure µ we denote by Fµ (resp. F−1µ ) the cumu-
lative distribution function (resp. the quantile function) of µ. For a probability measure µ
on Rp and a measurable function g : Rp → R, we denote by g#µ the push-forward (image)
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measure. For two random variables U, V we write U d= V to denote their equality in distribu-
tion. We denote by ∆K−1 the probability simplex in RK . For any integer K ≥ 1, we write
[K] = {1, . . . ,K}. For any a, b ∈ R we denote by a ∨ b (resp. a ∧ b) the maximum (resp. the
minimum) between a, b.
2. General setup. We study the regression problem when sensitive attribute is available.
Let (X, S, Y ) ∼ P on Rp× [K]×R, whereX ∈ Rp is a feature vector, S ∈ [K] is some sensitive
attribute, and Y ∈ R is the target variable. Consider the following general regression model
Y = f∗(X, S) + ξ , (1)
where ξ ∈ R is a centered random variable and f∗ : Rp × [K]→ R is the regression function.
In this model the regression function f∗(X, S) = E[Y |X, S] and the noise ξ = Y − E[Y |X, S].
We denote by ws = P(S = s) for all s ∈ [K], the marginal distribution of the sensitive attribute
S, by µX the distributions of the feature vector X, and by µX|s the conditional distributions
of X|S=s. Throughout this work we assume that the random variable f∗(X, S) has a finite
second moment. A prediction is any measurable function of the form f : Rp × [K]→ R and its
population risk is measured by the L2 distance to the regression function f∗, that is, the risk
is defined as
R(f) := ‖f − f∗‖22 := E(f(X, S)− f∗(X, S))2 . (Risk Measure)
A prediction rule f : Rp × [K]→ R is said to be (exactly) fair in the sense of Demographic
Parity if for any s, s′ ∈ [K] it holds that(
f(X, S) |S = s) d= (f(X, S) |S = s′) , (DP)
that is, the prediction is fair if it is statistically independent from the protected attribute.
The notion of Demographic Parity as a way to impose exact fairness in the regression setup
has been studied in several papers (see Barocas et al. (2019), Oneto and Chiappa (2020) and
references therein).
Unless f∗ is already fair, restricting ourselves to predictions satisfying DP incurs an
unavoidable price in terms of the risk (Le Gouic et al., 2020). Depending on the application at
hand, this price might or might not be reasonable. However, since the notion of Demographic
Parity (exact fairness) is completely fairness driven, it does not allow to quantify the price
of considering “fairer” predictions than the regression function f∗. For this reason, several
contributions relax this constraint, forcing a milder fairness requirement. A natural idea is
to define a functional U which quantifies the violation of the DP and to declare a prediction
approximately fair if this functional does not exceed a user pre-specified threshold. In recent
years a large variety of such relaxations has been proposed: correlation based (Baharlouei et al.,
2019, Komiyama et al., 2018, Mary et al., 2019); Kolmogorov-Smirnov distance (Agarwal et al.,
2019); Mutual information (Steinberg et al., 2020a,b); Total Variation distance (Oneto et al.,
2019a,b); Equality of means and higher moment matching (Berk et al., 2017, Calders et al.,
2013, Donini et al., 2018, Fitzsimons et al., 2019, Olfat et al., 2020, Raff et al., 2018); Maximum
Mean Discrepancy (Madras et al., 2018, Quadrianto and Sharmanska, 2017); Wasserstein
distance (Chiappa et al., 2020, Chzhen et al., 2020a, Gordaliza et al., 2019, Le Gouic et al.,
2020). The following two dominate the literature:
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1. Total Variation (TV) relaxation:
UTV(f) := max
s,s′∈[K]
sup
C⊂R
∣∣P(f(X, S) ∈ C |S = s)− P(f(X, S) ∈ C |S = s′)∣∣ ≤ ε . (2)
2. Kolmogorov-Smirnov (KS) relaxation:
UKS(f) := max
s,s′∈[K]
sup
t∈R
∣∣P(f(X, S) ≤ t |S = s)− P(f(X, S) ≤ t |S = s′)∣∣ ≤ ε . (3)
Importantly, for ε = 0 both relaxations reduce to the exact fairness constraint and for ε > 0
these formulations allow some slack. Motivated by recent advances in understanding of the
connections between fairness and optimal transport, we will consider the relaxation of the
exact fairness constraint using the Wasserstein-2 distance. We recall that the Wasserstein-2
distance between probability distributions µ and ν in P2(Rd), the space of measures on Rd
with finite second moment, is defined as
W22 (µ, ν) := inf
γ∈Γ(µ,ν)
{∫
Rd×Rd
‖x− y‖22dγ(x,y)
}
,
where Γ(µ, ν) denotes the collection of measures on Rd × Rd with marginals µ and ν. See
Santambrogio (2015), Villani (2003) for more details about Wasserstein distances and optimal
transport. We define the unfairness of a prediction rule f : Rp × [K]→ R by
U(f) := min
ν∈P2(R)
K∑
s=1
wsW22
(
f(·, s)#µX|s, ν
)
. (4)
The functional U measures how far the group conditional distributions of a prediction are
from their common barycenter. The bigger it is the more predictions differ from one group
to another and vice-versa. Note that similarly to the case of the TV and KS distances the
constraint U(f) = 0 recovers the definition of the DP. The main motivation to consider U
instead of UTV or UKS relaxations is the following result, which provides an intrinsic connection
between the risk R and the introduced unfairness measure U .
Theorem 2.1 (Chzhen et al. (2020a), Le Gouic et al. (2020)). Assume that, for any
s ∈ [K], f∗(·, s)#µX|s is atomless. Then
U(f∗) = min
{
R(f) : (f(X, S) |S = s) d= (f(X, S) |S = s′) ∀s, s′ ∈ [K]} . (5)
Moreover, the distribution of the minimizer of the above problem is given by the solution of
min
ν∈P2(R)
K∑
s=1
wsW22
(
f(·, s)#µX|s, ν
)
.
An important consequence of Theorem 2.1 is that it puts the risk R and the unfairness U –
two conflicting quantities, on the same scale. In particular, it allows to measure both fairness
and risk using the same unit measurements, hence study the trade-off between the two. In
order to build our framework, we remark that the problem on the right hand side of Eq. (5)
can be equivalently written as
min {R(f) : U(f) ≤ 0× U(f∗)} .
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We consider a natural relaxation of the above formulation and say that f is an α-relative
improvement of the regression function f∗ if
U(f) ≤ αU(f∗) .
Consequently, for a fixed parameter of choice α ∈ [0, 1], we define the best α-relative improvement
of the regression function f∗ as
f∗α ∈ arg min {R(f) : U(f) ≤ αU(f∗)} , (6)
For instance, with α = 1/2 the corresponding 1/2-relative improvement f∗1/2 halves the unfairness
of f∗ and has the lowest risk among such predictions. Note that with α = 0 we recover the
formulation considered in Chzhen et al. (2020a), Le Gouic et al. (2020), that is, f∗0 is the
fair optimal prediction in the sense of Demographic Parity and Theorem 2.1 states that
R(f∗0 ) = U(f∗). Because of the last relation Le Gouic et al. (2020) refer to U(f∗) as to the price
of fairness. Meanwhile, if α = 1, then f∗1 = f∗ and the problem is equivalent to the standard
regression setup without any constraints. Thus, the α-relative improvement1 f∗α continuously
interpolates between the standard regression problem and the problem of exactly fair regression.
Another appealing feature of this framework is the fact that the fairness is measured relatively
to the fairness of the optimal prediction f∗, which makes it easier to fix the desired level of
fairness α.
2.1. Properties of α-relative improvement. This section is devoted to the study of the
α-relative improvement f∗α. In particular, the next result establishes a closed form solution to
Problem (6) under mild assumptions.
Proposition 2.2. Assume that for each s ∈ [K] the measure as := f∗(·, s)#µX|s is
atomless, then for all α ∈ [0, 1] and all (x, s) ∈ Rp × [K] (up to a set of null measure) it holds
that
f∗α(x, s) =
√
αf∗(x, s) +
(
1−√α) K∑
s′=1
ws′F
−1
as′ ◦ Fas ◦ f
∗(x, s)
=
√
αf∗1 (x, s) + (1−
√
α)f∗0 (x, s) .
Recall that f∗ = f∗1 , hence the α-relative improvement f∗α is the point-wise convex combi-
nation of exactly fair prediction f∗0 and the regression function f∗1 . Besides, setting α = 0 we
recover the result of Chzhen et al. (2020a), Le Gouic et al. (2020) as a particular case of our
framework. Let us also emphasize an attractive group-wise order preserving property of f∗α.
Fix some s ∈ [K],x,x′ ∈ Rp, we remark that if f∗(x, s) ≥ f∗(x′, s), then for any α ∈ [0, 1] it
holds that f∗α(x, s) ≥ f∗α(x′, s). For the special case of α = 0, this observation has already been
made in (Chzhen et al., 2020a). The proof of Proposition 2.2 relies on a general geometric
Lemma 2.4 interesting on its own. First, let us introduce the following definition, which asks
for existence of finitely supported barycenters in a metric space (X , d).
Definition 2.3. We say that a metric space (X , d) satisfies barycenter property if for any
weights w ∈ ∆K−1 and tuple a = (a1, . . . , aK) ∈ XK there exists a barycenter
Ca ∈ arg min
C∈X
K∑
s=1
wsd
2(as, C) .
1When there is no ambiguity, we call f∗α the α-relative improvement instead of the best α-relative improvement.
6 E. CHZHEN AND N. SCHREUDER
a1
b1
a2
b2
a3
b3
Geometric lemma with α = 0.75
Ca
1−√α
√
α
a1
b1
a2
b2
a3
b3
Geometric lemma with α = 0.5
Ca
1−√α
√
α
a1
b1
a2
b2
a3
b3
Geometric lemma with α = 0.25
Ca
1−√α
√
α
Fig 1. Geometric lemma. Initial points a1, a2, a3 are the vertices of the isosceles triangle. Weights: w1 = 0.1,
w2 = 0.4, w3 = 0.5
Lemma 2.4 (General geometric lemma). Let (X , d) be a metric space satisfying the barycen-
ter property. Let a = (a1, . . . , aK) ∈ XK , w = (w1, . . . , wK)> ∈ ∆K−1 and let Ca be a
barycenter of a with respect to weights w. For a fixed α ∈ [0, 1] assume that there exists
b = (b1, . . . , bK) ∈ XK which satisfies
d(as, Ca) = d(as, bs) + d(bs, Ca), s = 1, . . . ,K, (P1)
d(bs, as) = (1−
√
α)d(as, Ca), s = 1, . . . ,K. (P2)
Then, b is a solution of
inf
b∈XK
{
K∑
s=1
wsd
2(bs, as) :
K∑
s=1
wsd
2(bs, Cb) ≤ α
K∑
s=1
wsd
2(as, Ca)
}
. (7)
Remark 2.5. Property (P1) essentially requires that each bi lies on the geodesic between ai
and Ca while Property (P2) specifies the location of bi on this geodesic: bi should be (1−
√
α)
times closer to ai, than Ca to ai. An illustration provided on Figure 1 describes these properties
in Euclidean geometry. For general case, the straight lines should be replaced by geodesics.
The setting of Lemma 2.4 is quite general and only requires existence of barycenters (also
known as the Fréchet means) for any weighted finite combination of points in accordance with
Definition 2.3. For our purposes, Lemma 2.4 will be applied for (X , d) = (P2(R),W2), we
refer to (Agueh and Carlier, 2011, Le Gouic and Loubes, 2017) who investigate and prove the
existence of Wasserstein barycenters of random probabilities defined on a geodesic spaces.
Proof of Lemma 2.4. Fix some a = (a1, . . . , aK) ∈ XK , w = (w1, . . . , wK)> ∈ ∆K−1
and let Ca be a barycenter of a with respect to weights w. Fix α ∈ [0, 1] and any b =
(b1, . . . , bK) ∈ XK which satisfies properties (P1)–(P2). Let bk = (bk1, . . . , bkK) ∈ XK be a
minimizing sequence of the problem (7) and for any b′ = (b′1, . . . , b′K) ∈ XK denote by
G(b′) =
∑K
s=1wsd
2(b′s, as) the objective function of the problem (7). Then, by the definition
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of a minimizing sequence, the following two properties hold
lim
k→∞
G(bk) = inf
b∈XK
{
G(b) :
K∑
s=1
wsd
2(bs, Cb) ≤ α
K∑
s=1
wsd
2(as, Ca)
}
, (8)
K∑
s=1
wsd
2(bks , Cbk) ≤ α
K∑
s=1
wsd
2(as, Ca), ∀k ∈ N . (9)
Furthermore, using properties (P1)–(P2) we deduce that
K∑
s=1
wsd
2(bs, Cb)
(a)
=
K∑
s=1
wsd
2(bs, Ca)
(P1)
=
K∑
s=1
ws (d(as, Ca)− d(as, bs))2 (P2)= α
K∑
s=1
wsd
2(as, Ca) ,
where (a) follows from Lemma B.3 in appendix. Therefore, b = (b1, . . . , bs) ∈ XK is feasible
for the problem (7).
By Lemma B.2 it holds for all k ∈ N that
{
K∑
s=1
wsd
2(as, Cbk)
}1/2
≤
{
K∑
s=1
wsd
2(as, b
k
s)
}1/2
+
{
K∑
s=1
wsd
2(bks , Cbk)
}1/2
= G
1/2(bk) +
{
K∑
s=1
wsd
2(bks , Cbk)
}1/2
.
We continue using the definition of Ca and Eq. (9) to obtain for all k ∈ N{
K∑
s=1
wsd
2(as, Ca)
}1/2
≤
{
K∑
s=1
wsd
2(as, Cbk)
}1/2
≤ G1/2(bk) +
√
α
{
K∑
s=1
wsd
2(as, Ca)
}1/2
,
which after rearranging implies that
(1−√α)
{
K∑
s=1
wsd
2(as, Ca)
}1/2
≤ G1/2(bk), ∀k ∈ N .
Finally, using property (P2) we derive that
G(b) ≤ G(bk), ∀k ∈ N .
Recall that we have already shown that b is feasible for the problem (7), hence taking the limit
w.r.t. to k concludes the proof of Lemma 2.4.
The complete proof of Proposition 2.2 is omitted in the main body. We only provide a short
intuition.
Sketch of the proof. The idea of the proof is to apply Lemma 2.4 with (X , d) =
(P2(R),W2) and with measures
as := f
∗(·, s)#µX|s ∈ P2(R) .
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0 0.25 0.5 0.75 1
α
R(
f
∗ α)
high U(f∗)
moderate U(f∗)
low U(f∗)
U(
f
∗ α)
Risk and unfairness of α-relative improvements
Fig 2. Risk R and unfairness U of f∗α. Green curves (decreasing, convex) correspond to the risk, while orange
curves (increasing, linear) correspond to the unfairness. Each pair of curves (solid, dashed, dashed dotted)
corresponds to three regimes: high, moderate, and low unfairness of the regression function f∗ respectively.
Then, we need to construct measures b = (b1, . . . , bK)> ∈ PK2 (R), which satisfy the prop-
erties (P1)–(P2). To this end, let γs be the (constant-speed) geodesic between as and Ca
i.e., γs(0) = as, γs(1) = Ca. We define bs := γs(1−
√
α) for s ∈ [K], similarly to the intuition
provided by Figure 1. One can verify that that b = (bs)s∈[K] satisfies (P1) and (P2). Then, by
Lemma 2.4 we know that b solves the minimization problem in Eq. (7). For the final part of
the proof we propagate the optimality of b in the space of distributions to the optimality of
f∗α in the space of predictions using the assumption on a and an explicit construction of the
geodesic γs.
The next key result of our framework establishes the fairness-risk trade-off provided by the
parameter α ∈ [0, 1] on the population level. In particular, it establishes a simple user-friendly
relation between the risk and unfairness of α-relative improvement. Note that such a result is
not available neither for UTV not for UKS, due to the fundamentally different geometry of the
squared risk and the aforementioned distances.
Lemma 2.6. Assume that for each s ∈ [K] the measure f∗(·, s)#µX|s is atomless, then for
any α ∈ [0, 1] it holds that
R(f∗α) = (1−
√
α)2R(f∗0 ) = (1−
√
α)2U(f∗) . (10)
Proof. Proposition 2.2 gives the following explicit expression for the best α-improvement
of f∗:
f∗α(x, s) =
√
αf∗(x, s) + (1−√α)f∗0 (x, s) .
Plugging it in the risk gives
R(f∗α) = ‖f∗α − f∗‖22 = (1−
√
α)2‖f∗0 − f∗‖22 = (1−
√
α)2R(f∗0 ) .
This proves the first equality. Given the definition of f∗0 , the second equality is exactly the
result stated in Theorem 2.1.
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Recall that thanks to Theorem 2.1 we have that R(f∗0 ) = U(f∗). Hence, the α-relative
improvement f∗α enjoys the following two properties
R(f∗α) = (1−
√
α)2R(f∗0 ) and U(f∗α) = αU(f∗) .
For instance, if α = 1/2, that is, we want to half the unfairness of f∗, it incurs the risk which
is equal to ≈ 8.5% of the risk of exactly fair predictor f∗0 . We illustrate this general behaviour
on Figure 2, where the risk and the unfairness of f∗α are shown for different levels of U(f∗). A
striking observation we can make from this plot is that the risk of f∗α growth rapidly in the
vicinity of zero, while behaves almost linearly in a large neighbourhood of one. That is, one
can reduce the unfairness of f∗ by a constant factor without large increase in risk.
Remark 2.7. Let us remark that the results of this section apply also in the case when the
risk is given by
R(f) =
K∑
s=1
wsE[(f(X, S)− f∗(X, S))2 |S = s] ,
with arbitrary probability vector w = (w1, . . . , wK)>. It can be potentially useful for applications
where the group-wise risks must be re-weighted. For instance, one can consider uniform weights
w = (1/K, . . . , 1/K)> or weights which are proportional to 1/P(S = s).
3. Minimax setup. While previous section was dealing with the general framework on
the population level, the goal of this section is to put forward a minimax setup for the statistical
problem of regression with the introduced fairness constraints.
Let (X1, S1, Y1), . . . , (Xn, Sn, Yn) be i.i.d. sample with joint distribution P(f∗,θ), where the
pair (f∗,θ) ∈ F ×Θ for some class F and Θ. In this notation f∗ is the regression function
and θ is a nuisance parameter. For example F can be a set of all affine or Lipschitz continuous
functions and Θ defines additional assumptions on the model in Eq. (1) (see Section 4 for a
concrete example). For a given fairness parameter α ∈ [0, 1] and a given confidence parameter
t > 0, the goal of the statistician is to construct an estimator fˆ , which simultaneously satisfies
the following two properties
1. Uniform fairness guarantee:
∀(f∗,θ) ∈ F ×Θ P(f∗,θ)
(
U(fˆ) ≤ αU(f∗)
)
≥ 1− t , (11)
2. Uniform risk guarantee:
∀(f∗,θ) ∈ F ×Θ P(f∗,θ)
(
R(fˆ) ≤ rn,α,f∗(F ,Θ, t)
)
≥ 1− t . (12)
Eq. (11) states that the constructed estimator satisfies the fairness requirement with high
probability uniformly over the class F × Θ. Meanwhile, in Eq. (12) we seek for the rate
rn,α,f∗(F ,Θ, t) being as small as possible to quantifying the statistical price for being α-
relatively fair. Note that rn,α,f∗(F ,Θ, t) depends explicitly on f∗. This is explained by the
fact that the fairness of fˆ is measured relatively to f∗, hence the price of this constraint also
depends on the initial unfairness level of the regression function f∗.
The actual construction of the estimator fˆ is problem dependent and the proof of Eqs. (11)–
(12) requires a careful case-by-case study. In Section 4 we provide an example of the analysis
for a simple statistical model of linear regression with systematic group-dependent bias.
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3.1. Generic lower bound. While the upper bounds of Eqs. (11)–(12) require a problem
dependent analysis, a general problem dependent lower bound can be derived. In this section
we develop such lower bound. Let us first introduce some useful definitions.
Assumption 3.1 (Unconstrained rate). For a fixed confidence level t ∈ (0, 1) and a class
F ×Θ, there exists positive sequence δn(F ,Θ, t) such that
inf
fˆ
sup
(f∗,θ)∈F×Θ
P(f∗,θ)
(
R(fˆ) ≥ δn(F ,Θ, t)
)
≥ t ,
where the infimum is taken over all estimators.
Assumption 3.1 can be used with any sequence δn(F ,Θ, t), however, we implicitly assume
that δn(F ,Θ, t) corresponds to the minimax optimal rate of estimation of f∗ by any estimator
(without constraints) in expected squared loss.
Definition 3.2 (Valid estimators). For some α ∈ [0, 1], confidence level t′ ∈ (0, 1) we say
that an estimator fˆ is (α, t′)-valid w.r.t. (F ,Θ) if
inf
(f∗,θ)∈F×Θ
P(f∗,θ)
(
U(fˆ) ≤ αU(f∗)
)
≥ 1− t′ .
The set of all (α, t′)-valid estimators w.r.t. (F ,Θ) is denoted by F̂(α,t′).
Definition 3.2 introduces the estimators which satisfy the constraint of α-relative improvement
at least with constant probability uniformly over the F ×Θ. Hence, these are the estimators
which possess desirable fairness requirements.
Equipped with Assumption 3.1 and Definition 3.2 we are in position to state the main result
of this section, which establishes the statistical risk-fairness trade-off. As we will see in Section 4,
supported by appropriate upper bounds, this bound yields optimal rates of convergence up to
a multiplicative factor.
Theorem 3.3. Let δn(F ,Θ, t) be the sequence that satisfies Assumption 3.1, then
inf
fˆ∈F̂(α,t′)
sup
(f∗,θ)∈F×Θ
P(f∗,θ)
(
R1/2(fˆ) ≥ δ1/2n (F ,Θ, t) ∨ (1−
√
α)U1/2(f∗)
)
≥ t ∧ (1− t′) .
Drawing an analogy with Lemma 2.6, the two terms of the derived bound have natural
interpretation: the first term δn(F ,Θ, t) is the price of statistical estimation; the second term
(1−√α)2U(f∗) is the price of fairness. Consequently, the rate rn,α,f∗(F ,Θ, t) in Eq. (12) is
lower bounded (up to a multiplicative constant factor) by δ
1/2
n (F ,Θ, t) ∨ (1−√α)U1/2(f∗). The
confidence parameter on the r.h.s. of the bound is t ∧ (1 − t′). The reasonable choice of t′
is in the vicinity of zero, which corresponds to estimators satisfying the fairness constraint
with high probability. Finally, observe that this bound in not conventional in the sense of
classical statistics, where the bound should converge to zero with the growth of sample size.
This behavior is not surprising, since the infimum is taken w.r.t. to (α, t′)-valid estimators and
not w.r.t. all possible estimators. One can draw an analogy of the obtained bound with recent
results in robust statistics (Chen et al., 2016, 2018), where the minimax rate converges to the
function of the proportion of outliers, different from zero.
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4. Application to linear model with systematic bias.
Additional notation. We denote by ‖ · ‖2 and by ‖ · ‖n = (1/√n)‖ · ‖2 the Euclidean and the
normalized Euclidean norm. The standard scalar product is denoted by 〈·, ·〉. We denote by
1p the vector of all ones of size p. For a Boolean valued function P we denote by I{P} the
indicator of P . For a square matrix A ∈ Rn, n ≥ 1, we write A  0 if for any x ∈ Rn\{0}, we
have xTAx > 0.
The goal of this part is to demonstrate that the results of Section 3.1 provide minimax rate
optimal bound. To this end we apply the developed theory to the following model of linear
regression with systematic group-dependent bias
Y = 〈X,β∗〉+ b∗S + ξ , (13)
where X ∼ N (0,Σ) is a feature vector independent from the sensitive attribute S with Σ  0;
ξ ∼ N (0, σ2) is an additive independent noise; and the vector b∗ = (b∗1, . . . , b∗K) is the vector
of systematic bias. We assume that the noise level σ is known to the statistician. Note that
in this case the regression function f∗ is given by the expression f∗(x, s) = 〈x,β∗〉+ b∗s. We
assume that the observations are
Y s = Xsβ
∗ + b∗s1ns + ξs, s = 1, . . . ,K , (14)
with Y s, ξs ∈ Rns , Xs ∈ Rns×p, and 1ns is the vector of all ones of size ns. The rows of Xs
are i.i.d. realization of X, the components of ξs are i.i.d. from N (0, σ2). Additionally, we set
n = n1 + . . .+ nK and ws = ns/n. The risk of a prediction rule f : Rp × [K]→ R is defined as
R(f) =
K∑
s=1
wsE (〈X,β∗〉+ b∗s − f(X, s))2 .
Remark 4.1. We set ws = ns/n instead of ws = P(S = s) to simplify the presentation and
proofs of the main results. Thanks to Remark 2.7, all of the statements of Sections 2-3 are
applied for this choice. Finally, note that if P(S = s) = w′s and S1, . . . , Sn is an i.i.d. sample,
then ns =
∑n
i=1 I{Si = s} and E[ns/n] = w′s, that is our choice of weights essentially corresponds
to the scenario of i.i.d. sampling of sensitive attribute.
Using the terminology of Section 3.1 the joint distribution of data sample P(f∗,θ) is uniquely
defined by (β∗, b∗) and (Σ, σ). That is, (β∗, b∗) defines the regression function f∗ and (Σ, σ)
is the nuisance parameter θ. To simplify the notation we write P(β∗,b∗) instead of P(β∗,b∗,Σ,σ).
The following result is the application of Theorem 2.2 to the model in Eq. (13).
Proposition 4.2. For all α ∈ [0, 1], the α-relative improvement of f∗ is given for all
(x, s) ∈ Rp × [K] by
f∗α(x, s) = 〈x,β∗〉+
√
αb∗s + (1−
√
α)
K∑
s=1
wsb
∗
s .
In order to build an estimator fˆ , which improves the fairness of f∗, while providing minimal
risk among such predictions, we first estimate parameters of model in Eq. (13) using least-
squares estimators
(βˆ, bˆ) ∈ arg min
(β,b)∈Rp×RK
K∑
s=1
ws ‖Y s −Xsβ − bs1ns‖2ns . (15)
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Based on the above quantities we define a family of linear estimators fˆτ parametrized by
τ ∈ [0, 1] as
fˆτ (x, s) = 〈x, βˆ〉+
√
τ bˆs + (1−
√
τ)
K∑
s=1
wsbˆs, (x, s) ∈ Rp × [K] . (16)
We would like to find a value of τ = τn(α) such that Eqs. (11)–(12) are satisfied. Note that
the choice of τ = α would not yield the desired fairness guarantee stated in Eq. (11). As it
will be show later, τ should be smaller than α, in order to account for finite sample effects
and derive high confidence fairness guarantee. The next result shows that under the model in
Eq. (13), the unfairness of fˆτ can be computed in a data-driven manner, which is crucial for
the consequent choice of τ .
Lemma 4.3. For any τ ∈ [0, 1], the unfairness of fˆτ is given by
U(fˆτ ) = τ
K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
,
almost surely.
Apart from being computable in practice, Lemma 4.3 provides an intuitive result that U(fˆτ )
is the variance of the bias term bˆ.
4.1. Upper bound. Linear regression is one of the most well-studied problems of statis-
tics (Audibert and Catoni, 2011, Catoni, 2004, Györfi et al., 2006, Hsu et al., 2012, Mourtada,
2019, Nemirovski, 2000, Tsybakov, 2003). In the context of fairness, linear regression is consid-
ered in (Berk et al., 2017, Calders et al., 2013, Donini et al., 2018), where the fairness constraint
formulated via the approximate equality of group-wise means. In this section we establish a
statistical guarantee on the risk and fairness of fˆτ for an appropriate data-driven choice of τ .
Our theoretical analysis in this part is inspired by that of Hsu et al. (2012), who derived high
probability bounds on least squares estimator for linear regression with random design.
The following rate plays a crucial rule in the analysis of this section
δn(p,K, t) = 8
(
p
n
+
K
n
)
+ 16
(√
p
n
+
√
K
n
)√
t
n
+
32t
n
.
Not taking into account the confidence parameter t > 0, δn(p,K, t)  (p+K)/n up to a
constant multiplicative factor, which as it is shown in Theorem 4.5 is the minimax optimal
rate for the model in Eq. (13) without the fairness constraint.
Theorem 4.4 (Fairness and risk upper bound). Define
τˆ =
α
(
1 + σδ
1/2
n (p,K,t)
U1/2(fˆ1)−σδ1/2n (p,K,t)
)−2
if U1/2(fˆ1) > σδ1/2n (p,K, t)
0, otherwise
.
Consider p,K ∈ N, t ≥ 0 and define γ(p,K, t) = (4√K + 5√t+ 6√p)/(√p+√t). Assume that√
n ≥ 2(√p+√t)/(γ(p,K, t)−√γ2(p,K, t)− 3). Then, for any α ∈ [0, 1], with probability at least
1− 4 exp(−t/2) it holds that
U(fˆτˆ ) ≤ αU(f∗) and R1/2(fˆτˆ ) ≤ 2σ(1+
√
α)δ
1/2
n (p,K, t) + (1−
√
α)U1/2(f∗) .
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Theorem 4.4 simultaneously provides two results: first, it shows that the estimator fˆτˆ is
(α, 4e−t/2)-valid, that is, it satisfies the fairness constraint with high probability; second it pro-
vides the rate of convergence which consists of two parts. The first part of the rate σδ
1/2
n (p,K, t)
is the price of statistical estimation of (β∗, b∗), while the second part (1−√α)U1/2(f∗) is the
price for satisfaction of the fairness constraint. In order to achieve the fairness validity, we need
to loosen the value of α to reflect the base level of unfairness, that is, τˆ is adjusted by U(fˆ1).
Let us point out that the bound of Theorem 4.4 slightly differs from the conditions required
by Eqs. (11)–(12). In particular, it provides joint guarantee on risk and fairness.
Let us remark that the previous result requires n to be sufficiently large, similarly to the
conditions in (Audibert and Catoni, 2011, Hsu et al., 2012). One can obtain a more explicit,
but more restrictive bound on n by finding sufficient conditions under which the assumption
on n is satisfied. For instance, rough computations show that it is sufficient to assume that√
n ≥ 16√K and √n ≥ 12.5(√p+√t).
Besides, we emphasize that the choice of τˆ requires the knowledge of the noise level σ, that
is, this choice is not adaptive. However, our proof can effortlessly be extended to the case when
only an upper bound σ¯ on the noise level σ is known. In this case σ should be replaced by σ¯ in
the definition of τˆ and in the resulting rate. The question of adaptation to σ without any prior
knowledge should be treated separately and is out of the scope of this work.
4.2. Lower bound. The goal of this section is to provide a lower bound, demonstrating that
the result of Theorem 4.4 is minimax optimal up to a multiplicative constant factor. Recall
that thanks to the general lower bound derived in Theorem 3.3 it is sufficient to prove a lower
bound on the risk without constraining the set of possible estimators. Even though the problem
of linear regression is well studied, to the best of our knowledge there is no known lower bound
for the model in Eq. (13) which i) holds for the random design ii) is stated in probability iii)
considers explicitly the confidence parameter t. Next theorem establishes such lower bound.
Theorem 4.5. For all n, p,K ∈ N, t ≥ 0, σ > 0 it holds that
inf
fˆ
sup
(β∗,b∗)∈Rp×RK ,Σ0
P(β∗,b∗)
(
R(fˆ) ≥ σ
2
3 · 29n(
√
p+K +
√
32t)2
)
≥ 1
12
e−t ,
where the infimum is taken w.r.t. all estimators.
The proof of Theorem 4.5 relies on standard information theoretic results. In particular, in
order to prove optimal exponential concentration we follow similar strategy as that of Bellec
et al. (2017), Kerkyacharian et al. (2014) who derived optimal exponential concentrations
in the context of density aggregation and binary classification. Theorem 4.5 combined with
generic lower bound derived in Theorem 3.3 yields the following corollary.
Corollary 4.6. Let δ¯n(p,K, t) = (
√
(p+K)/n +
√
32t/n)2/(3 · 29). For all n, p,K ∈ N,
t ≥ 0, σ > 0, α ∈ [0, 1] it holds for all t ≥ 0 and all t′ ≤ 1− e−t/12 that
inf
fˆ∈F̂α,t′
sup
(β∗,b∗)∈Rp×RK ,Σ0
P(β∗,b∗)
(
R1/2(fˆ) ≥ σδ¯1/2n (p,K, t) ∨ (1−
√
α)U1/2(f∗)
)
≥ 1
12
e−t .
Comparing the upper bound of Theorem 4.4 and the lower bound of Corollary 4.6 we
conclude that the two obtained rates are the same up to a multiplicative constant factor. Hence
confirming the tightness of the results derived in Section 3.1.
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Fig 3. Dashed green and brown lines correspond to the risk and unfairness of f∗α respectively. Solid green and
brown lines correspond to the average risk and unfairness of fˆτ(α) and the shaded region shows three standard
deviations over 50 repetitions. On the left τ(α) = τˆ and on the risk τ(α) = α.
4.3. Simulation study. In this section we perform simulation study to empirically validate
our theoretical analysis. Before continuing let us discuss the notion of signal-to-unfairness ratio.
Setting β∗ = 0 in the model (13), if the amplitudes of b∗s is much smaller than the noise level
σ2, then the observations Y s are mainly composed of noise2. While for the prediction problem
it is not a problem, since our rates will scale with the noise level, it becomes important for the
estimation of unfairness U(f∗). Motivated by this discussion, we define the noise-to-unfairness
ratio as
NUR2 :=
σ2
U(f∗) .
The signal-to-unfairness ratio tells as how the level of unfairness compares to the noise level.
The regime NUR 1 means that the unfairness of the distributions is below the noise level,
and it is statistically difficult to estimate it. In contrast, NUR 1 implies that the unfairness
dominates the noise. Instead of varying U(f∗) and σ we fix σ and perform our study for
different values of NUR.
We follow the following protocol. For some fixed K,n1, . . . , nK , p, σ,NUR we simulate the
model in Eq. (14) with Σ = Ip. In all the experiments we set β∗ = (1, . . . , 1)> ∈ Rp. For b∗ we
first define v = (1,−1, 1,−1, . . .)> ∈ RK and set b∗ = v√σ2/NUR ·VarS(a), where VarS(v) is the
2For our empirical validation and illustrations we have relied on the following python packages:
scikit-learn (Pedregosa et al., 2011), numpy (Van Der Walt et al., 2011), matplotlib (Hunter, 2007), seaborn.
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Fig 4. Dashed green and brown lines correspond to the risk and unfairness of f∗α respectively. Solid green and
brown lines correspond to the average risk and unfairness of fˆτ(α) and the shaded region shows three standard
deviations over 50 repetitions. On the left τ(α) = τˆ and on the risk τ(α) = α.
variance of v with weights w1, . . . , wK . So that the unfairness of this model is exactly equal to
σ2/NUR2. On each simulation round of the model, we compute the estimator in Eq. (16) with
two choices of parameter τ :
1. Proposed: τ(α) = τˆ from Theorem 4.4;
2. Naive: τ(α) = α.
Remark 4.7. While performing experiments we have noticed that setting τˆ with δn(p,K, t)
defined in Theorem 4.4 results in too pessimistic estimates in terms of unfairness, for this
reason in all of our experiments we set δn(p,K, t) = (p/n) + (K/n), which is of the same order
as that of Theorem 4.4.
Then, for each fˆτ(α) we evaluate R(fˆτ(α)) and U(fˆτ(α)). This procedure is repeated 50
times, which results in 50 values of R(fˆτ(α)) and U(fˆτ(α)) for each α ∈ (0, 1). For these 50
values we compute mean and standard deviation. We considered p = 10, K = 5, σ = 1, and
NUR ∈ {0.2, 0.5, 2}. Furthermore, for the choice of n1, . . . , nK we study the following two
regimes
1. Balanced: n1 = . . . = n5 = 100.
2. Unbalanced: n1 = 5, n2 = 45, n3 = 100, n4 = 100, n5 = 250.
The reason we consider two regimes is to confirm the theoretical findings of Theorem 4.4,
which indicate that the rate is governed by n1 + . . .+ nK instead of the their individual values.
Finally, for a given fairness parameter function α 7→ τ(α) we report cumulative risk increase
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Balanced
Oracle Proposed Naive
α R(f∗α) U(f∗α) R(fˆτˆ ) U(fˆτˆ ) R(fˆα) U(fˆα)
0 2.0 0.0 2.13± 0.03 0.0± 0.0 2.13± 0.03 0.0± 0.0
0.2 0.61 0.4 0.87± 0.05 0.31± 0.02 0.74± 0.04 0.40± 0.03
0.4 0.27 0.8 0.52± 0.05 0.62± 0.05 0.40± 0.04 0.81± 0.05
0.6 0.10 1.2 0.34± 0.04 0.93± 0.07 0.24± 0.04 1.21± 0.08
0.8 0.02 1.6 0.23± 0.04 1.25± 0.09 0.16± 0.03 1.61± 0.11
1 0.0 2.0 0.17± 0.03 1.56± 0.12 0.14± 0.03 2.02± 0.14
Table 1
Summary for p = 10,K = 5,NUR = 0.5. We report the mean and the standard deviation.
over all α ∈ [0, 1] defined as
∆R(τ) :=
∫ 1
0
(
R(fˆτ(α))−R(f∗α)
)
dα .
This quantity describes the cumulative risk loss of the rule τ(α) across all the levels of fairness
α compared to the best α-relative improvement f∗α.
On Figures 3–4 we draw the evolution of the risk and of the unfairness when α traverses the
interval [0, 1]. We also report ∆R(τ) defined above. Inspecting the plots we can see that that
the main disadvantage of the naive choice of τ = α is its poor fairness guarantee, that is, in
almost half of the outcomes, the unfairness of fˆα exceeded the prescribed value. In contrast, the
proposed choice of τ(α) = τˆ consistently improves the unfairness of the regression function f∗,
empirically validating our findings in Theorem 4.4. However, good fairness results come at the
cost of consistently higher risk. One can also see that the effect of unbalanced distributions is
negligible for the considered model (it only affects the variance of the result). This is explained
by the definition of the risk, which weights the groups proportionally to their frequencies.
Finally, observing the behavior of naive approach for NUR = 0.2 and NUR = 2 we note that
in the latter case the unfairness of fˆα starts to deviate from the true value (with consistently
positive bias). Meanwhile, since the proposed choice τ(α) = τˆ is more conservative, the bias
remains negative, that is, the unfairness of f∗ is still improved.
Table 1 presents the numeric results for p = 10, K = 5, NUR = 0.5. We remark the striking
drop in the risk for α = 0.2, indicating that a slight relaxation of the Demographic Parity
constraint results in a significant improvement in terms of the risk. Of course, the justification
of such a relaxation must be considered based on the application at hand.
5. Conclusion. In this work we proposed a theoretical framework for rigorous analysis
of regression problems under fairness requirements. Our framework allows to interpolate
between the regression of demographic parity and the unconstrained regression using univariate
parameter between zero and one. Within this framework we precisely quantified the risk-fairness
trade-off and derived general plug-n-play lower bound. To demonstrate the generality of our
results we provided minimax analysis of the linear model with systematic group-dependent bias.
Finally, we have performed empirical validation. In future it would be interesting to extend
our analysis to other statistical model, providing estimators with high confidence fairness
improvement.
APPENDIX A: REMINDER
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A.1. The Wasserstein-2 distance. We recall basic results on the Wasserstein-2 distance
on the real line.
The following lemma gives a closed form expression for the Wasserstein-2 distance between
two univariate Gaussian distributions.
Lemma A.1 (Fréchet (1957)). For any m0,m1 ∈ R, σ0, σ1 ≥ 0 it holds that
W22
(N (m0, σ20),N (m1, σ21)) = (m0 −m1)2 + (σ0 − σ1)2 .
The next lemma gives a closed form expression for the barycenter of K univariate Gaus-
sian distributions. It shows in particular that such barycenter is also a univariate Gaussian
distribution.
Lemma A.2 (Agueh and Carlier (2011)). Let w ∈ RK be a probability vector, then the
solution of
min
ν∈P2(R)
K∑
s=1
wsW22
(N (ms, σ2s), ν) ,
is given by N (m¯, σ¯2) with
m¯ =
K∑
s=1
wsms and σ¯ =
K∑
s=1
wsσs .
Finally we state a lemma giving an explicit form for the transport map to the barycenter
of probability distributions supported on the real line and the corresponding constant speed
geodesics. See (Agueh and Carlier, 2011, Section 6.1).
Lemma A.3. Let a1, . . . , aK be non-atomic probability measures on the real line that have
finite second moments, and let w1, . . . , wK be positive reals that sum to 1. Denote by a¯ a
barycenter of those measures (w.r.t. to the Wasserstein-2 distance). For any s ∈ [K], the
transport map from as to the barycenter a¯ is given by
Tas→a¯ =
(
K∑
s′=1
ws′F
−1
s′ ◦ Fs
)
,
where Fs is the cumulative distribution function of as and F−1s denotes the generalized inverse
of Fs :
F−1s (t) = inf{x : Fs(x) ≥ t} .
In particular, the constant speed geodesic γs(·) from as to a¯ is given by
γs(t) = ((1− t) Id +tTas→a¯)#as, t ∈ [0, 1] .
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A.2. Tail inequalities. The next result can be found in (Laurent and Massart, 2000,
Lemma 1).
Lemma A.4. Let ζ1, . . . , ζp be i.i.d. standard Gaussian random variables. Let a = (a1, . . . , ap)>
be component-wise non-negative, then
P
 p∑
j=1
aj(ζ
2
j − 1) ≥ 2 ‖a‖2
√
t+ 2 ‖a‖∞ t
 ≤ exp(−t), ∀t ≥ 0 .
In particular, setting ζ = (ζ1, . . . , ζp)> and applying the previous result with a1 = . . . =
ap = 1 we get
P
(‖ζ‖22 ≥ p+ 2√pt+ 2t) ≤ exp(−t), ∀t ≥ 0
We need one result from random matrix theory to control the smallest and largest singular
values of a Gaussian matrix, see (Vershynin, 2010, Corollary 5.35).
Lemma A.5. Let A be an N ×m matrix whose entries are independent standard normal
random variables. Then,
P
(
σmin(A) ≤
√
N −√m− t
)
∨P
(
σmax(A) ≥
√
N +
√
m+ t
)
≤ exp(−t2/2), ∀t ≥ 0 .
APPENDIX B: PROOFS FOR SECTION 2.1
B.1. Auxiliary results. The next result is taken from (Le Gouic et al., 2020, Theorem
3).
Lemma B.1. Let f : Rp × [K]→ R be any measurable function. If for all s ∈ [K] random
variable f∗(X, S)|S = s is atomless, then
R(f) ≥
K∑
s=1
wsW22
(
f(·, s)#µX|s, f∗(·, s)#µX|s
)
.
Lemma B.2 (Minkowski’s inequality). Let (X , d) be a metric space. Fix an integer K ≥ 2,
a weight vector w ∈ ∆K−1 and define the mapping dw : XK ×XK → R as
dw(a, b) =
√√√√ K∑
s=1
wsd2(as, bs), for any a, b ∈ XK .
Then, dw is a pseudo-metric on the product space XK .
Proof. The mapping dw is clearly symmetric and non-negative. We only have to check the
triangle inequality. Fix arbitrary a, b, c ∈ XK . Then, by triangular inequalities on the distance
d and Jensen’s inequality,
K∑
s=1
wsd
2(as, bs) ≤
K∑
s=1
wsd(as, bs)d(as, cs) +
K∑
s=1
wsd(as, bs)d(cs, bs)
≤
√√√√ K∑
s=1
wsd2(as, bs)
√√√√ K∑
s=1
wsd2(as, cs) +
√√√√ K∑
s=1
wsd2(as, bs)
√√√√ K∑
s=1
wsd2(cs, bs) .
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That is,
dw(a, b) =
√√√√ K∑
s=1
wsd2(as, bs) ≤
√√√√ K∑
s=1
wsd2(as, cs) +
√√√√ K∑
s=1
wsd2(cs, bs)
= dw(a, c) + dw(c, b) .
Lemma B.3. Let a = (a1, . . . , aK) ∈ XK , w = (w1, . . . , wK)> ∈ ∆K−1. Assume that
b = (b1, · · · , bK) ∈ XK satisfies (P1)–(P2), then√√√√ K∑
s=1
wsd2(bs, Cb) =
√√√√ K∑
s=1
wsd2(bs, Ca) .
Proof. Let Cb be a barycenter of (bs)s∈[K] with weights (ws)s∈[K], then by Lemma B.2 it
holds that √√√√ K∑
s=1
wsd2(as, Cb) ≤
√√√√ K∑
s=1
wsd2(as, bs) +
√√√√ K∑
s=1
wsd2(bs, Cb) . (17)
The following chain of inequalities holds thanks to Eq. (17) and properties (P1)–(P2)√√√√ K∑
s=1
wsd2(bs, Cb) ≥
√√√√ K∑
s=1
wsd2(as, Cb)−
√√√√ K∑
s=1
wsd2(as, bs)
≥
√√√√ K∑
s=1
wsd2(as, Ca)−
√√√√ K∑
s=1
wsd2(as, bs)
=
1√
α
√√√√ K∑
s=1
wsd2(bs, Ca)− 1−
√
α√
α
√√√√ K∑
s=1
wsd2(bs, Ca)
=
√√√√ K∑
s=1
wsd2(bs, Ca) .
The converse inequality follows from the definition of Cb, which concludes the proof.
B.2. Proof of Proposition 2.2. Let α ∈ [0, 1]. For any s ∈ [K], define
as = f
∗(·, s)#µX|s, (18)
Let γs be the (constant-speed) geodesic between as and Ca i.e., γs(0) = as, γs(1) = Ca and
W2(γs(t1), γs(t2)) = |t2 − t1|W2(as, Ca) for any t1, t2 ∈ [0, 1]. Note that the uniqueness of the
geodesic come from the particular structure of the Wasserstein-2 space on the real line, see
e.g., (Kloeckner, 2010, Section 2.2). We define bs := γs(1−
√
α) for s ∈ [K]. Let us show that
b = (bs)s∈[K] satisfies the properties (P1)–(P2) of the Geometric Lemma 2.4 when considering
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a = (as)s∈[K] with the weights (ws)s∈[K] and d ≡ W2. By construction of bs = γs(1−
√
α), we
have
W2(bs, Ca) =
√
αW2(as, Ca) , (19)
W2(bs, as) = (1−
√
α)W2(as, Ca) . (20)
This shows that b = (bs)s∈[K] satisfies (P1) and (P2). Therefore, using Lemma 2.4 we get
K∑
s=1
wsW22 (bs, as) = inf
b∈PK2 (R)
{
K∑
s=1
wsW22 (bs, as) :
K∑
s=1
wsW22 (bs, Cb)≤α
K∑
s=1
wsd
2(as, Ca)
}
.
(21)
Finally, thanks to the assumption that as = f∗(·, s)#µX|s is atomless the constant speed
geodesic γs between as and Ca can be written as
γs(t) =
(
(1− t) Id +t
(
K∑
s′=1
ws′F
−1
as′ ◦ Fas
))
#as
=
{(
(1− t) Id +t
(
K∑
s′=1
ws′F
−1
as′ ◦ Fas
))
◦ f∗(·, s)
}
#µX|s, t ∈ [0, 1] .
See Appendix A.1 for details about the first equality. Substituting t = 1−√α to γs, the
expression for bs is
bs =
{(
√
α Id +
(
1−√α)( K∑
s′=1
ws′F
−1
as′ ◦ Fas
))
◦ f∗(·, s)
}
#µX|s . (22)
We define f∗α for all (x, s) ∈ Rp × [K] as
f∗α(x, s) =
√
αf∗(x, s) + (1−√α)
K∑
s′=1
ws′F
−1
as′ (Fas(f
∗(x, s))) , (23)
then after Eq. (22) it holds that bs = f∗α(·, s)#µX|s and
W22 (bs, as) = E
[
(f∗(X, S)− f∗α(X, S))2
∣∣S = s] . (24)
with U(f∗α) = αU(f∗). Moreover, Lemma B.1 implies that for any f such that U(f) ≤ αU(f∗)
we have
E(f∗(X,S)− f(X,S))2 ≥
K∑
s=1
wsW22 (bs, as) =
K∑
s=1
wsE
[
(f∗(X, S)− f∗α(X, S))2
∣∣S = s]
= R(f∗α) .
Thus, f∗α is the optimal fair prediction with α relative improvement. The proof is concluded.
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APPENDIX C: PROOF OF THEOREM 3.3
To ease the notation we write δn instead of δn(F ,Θ, t). We also define
Ψ(fˆ , (f∗,θ)) := P(f∗,θ)
(
R1/2(fˆ) ≥ δ1/2n ∨ (1−
√
α)U1/2(f∗)
)
.
We split the proof according to two complementary cases.
Case 1: there exists (f∗,θ) ∈ F ×Θ such that δn ≤ (1−
√
α)2U(f∗). In this case, for such
couple (f∗,θ) ∈ F ×Θ and for any estimator fˆ ∈ F̂(α,t′) we have
Ψ(fˆ , (f∗,θ)) ≥ P(f∗,θ)
(
R1/2(fˆ) ≥ δ1/2n ∨ (1−
√
α)U1/2(f∗), U(fˆ) ≤ αU(f∗)
)
def. of f∗α≥ P(f∗,θ)
(
R1/2(f∗α) ≥ δ1/2n ∨ (1−
√
α)U1/2(f∗), U(fˆ) ≤ αU(f∗)
)
Lemma 2.6
= P(f∗,θ)
(
U(fˆ) ≤ αU(f∗)
)
I
{
δn ≤ (1−
√
α)2U(f∗)} .
Note that by definition of F̂(α,t′) it holds that
∀fˆ ∈ F̂(α,t′),∀(f∗,θ) ∈ F ×Θ, P(f∗,θ)
(
U(fˆ) ≤ αU(f∗)
)
≥ 1− t′ .
Since in the considered case there exists a couple (f∗,θ) ∈ F̂(α,t′) × Θ such that δn ≤
(1−√α)2U(f∗), by definition of F̂(α,t′) we have
inf
fˆ∈F̂(α,t′)
sup
(f∗,θ)∈F×Θ
Ψ(fˆ , (f∗,θ)) ≥ 1− t′ . (25)
Case 2: for any couple (f∗,θ) ∈ F ×Θ it holds that δn > (1−
√
α)2U(f∗). In this case, for
any couple (f∗,θ) ∈ F ×Θ and for any estimator fˆ ∈ F̂(α,t′),
Ψ(fˆ , (f∗,θ)) = P(f∗,θ)
(
R(fˆ) ≥ δn
)
.
By definition of δn it holds in this case that
inf
fˆ∈F̂(α,t′)
sup
(f∗,θ)∈F×Θ
Ψ(fˆ , (f∗,θ)) ≥ inf
fˆ
sup
(f∗,θ)∈F×Θ
Ψ(fˆ , (f∗,θ))
= inf
fˆ
sup
(f∗,θ)∈F×Θ
P(f∗,θ)
(
R(fˆ) ≥ δn
)
≥ t . (26)
Putting two cases together, and in particular using Eqs. (25) and (26) we obtain
inf
fˆ∈F̂(α,t′)
sup
(f∗,θ)∈F×Θ
Ψ(fˆ , (f∗,θ)) ≥
{
1− t′ if ∃(f∗,θ) ∈ F ×Θ s.t. δn ≤ (1−
√
α)2U(f∗)
t otherwise
.
We conclude the proof observing that the r.h.s. of the last inequality is lower bounded by
t ∧ (1− t′).
APPENDIX D: PROOFS FOR SECTION 4
Additional notation. We denote by Sp−1 the unit sphere in Rp. For any matrix A we denote by
‖A‖op, the operator norm of A. We denote by χ2(p) the standard chi-square distribution with
p degrees of freedom and by N (µ,Σ) the multivariate Gaussian with mean µ and covariance
Σ. We denote by Ip the identity matrix of size p× p.
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D.1. Proof of Lemma 4.3. Throughout the proof we implicitely condition on the obser-
vations. Let τ ∈ [0, 1]. For each s ∈ [K] we set mˆs =
√
τ bˆs + (1−
√
τ)
∑K
s=1wsbˆs. Note that for
all s ∈ [K], (fˆτ (X, S)|S = s) ∼ N (mˆs, 〈βˆ,Σβˆ〉). Therefore, by the definition of the unfairness
and Lemma A.2
U(fˆτ ) = min
ν
K∑
s=1
wsW22
(
N (mˆs, 〈βˆ,Σβˆ〉), ν
)
=
K∑
s=1
wsW22
(
N (mˆs, 〈βˆ,Σβˆ〉),N (m¯, 〈βˆ,Σβˆ〉)
)
,
where m¯ =
∑K
s=1wsmˆs. We conclude the proof by noticing that thanks to Lemma A.1 it holds
that
W22
(
N (mˆs, 〈βˆ,Σβˆ〉),N (m¯, 〈βˆ,Σβˆ〉)
)
= (mˆs − m¯)2
=
{
√
τ bˆs + (1−
√
τ)
K∑
s=1
wsbˆs −
K∑
s=1
wsbˆs
}2
.
The proof is concluded.
D.2. Auxiliary results for Theorem 4.4.
Lemma D.1 (Fixed design analysis). Define the following matrix of size (p+K)× (p+K)
Ψ̂ =
[
1
2
∑K
s=1wsX
>
s Xs/ns O
O> 12W
]
,
where O = [w1X¯1, . . . , wKX¯K ] ∈ Rp×K and W = diag(w1, . . . , wK). For all t ≥ 0 it holds
that
P
(
‖Ψ̂1/2∆ˆ‖22 ≥ σ2
{(
p
n
+
K
n
)
+ 2
(√
p
n
+
√
K
n
)√
t
n
+ 4
t
n
} ∣∣∣∣X1:K
)
≤ 2 exp(−t) ,
where ∆ˆ = (βˆ − β∗, bˆ− b∗) ∈ Rp × RK and X1:K = (X1, . . . ,XK).
Proof. By optimality of (βˆ, bˆ) and the linear model assumption in Eq. (14) it holds that
K∑
s=1
ws
∥∥∥Y s −Xsβˆ − bˆs1ns∥∥∥2
ns
≤
K∑
s=1
ws ‖ξs‖2ns .
After simplification, the above yields
K∑
s=1
ws
∥∥∥Xs(β∗ − βˆ) + (b∗s − bˆs)1ns∥∥∥2
ns
≤ 2
K∑
s=1
ws
〈
Xs(βˆ − β∗) + (bˆs − b∗s)1ns , ξs/ns
〉
= 2
〈
βˆ − β∗,
K∑
s=1
X>s ξs/n
〉
+ 2
K∑
s=1
ws(bˆs − b∗s)ξ¯s ,
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where ξ¯s = (1/ns)
∑ns
i=1(ξs)i. Using Young’s inequality, we can write
2
〈
βˆ − β∗,
K∑
s=1
X>s ξs/n
〉
≤ 1
2
K∑
s=1
ws‖Xs(β∗ − βˆ)‖2ns + 2

〈
βˆ − β∗,∑Ks=1 X>s ξs/n〉√∑K
s=1ws‖Xs(β∗ − βˆ)‖2ns
2
≤ 1
2
K∑
s=1
ws‖Xs(β∗ − βˆ)‖2ns + 2 sup
∆∈Rp

〈
∆,
∑K
s=1 X
>
s ξs/n
〉
√∑K
s=1ws‖Xs∆‖2ns
2 .
We also observe that again thanks to Young’s inequality
2
K∑
s=1
ws(bˆs − b∗s)ξ¯s ≤
1
2
K∑
s=1
ws(bˆs − b∗s)2 + 2
K∑
s=1
wsξ¯
2
s .
Putting everything together, we have shown that
‖Ψ̂1/2∆ˆ‖22 ≤ 2 sup
∆∈Rp

〈
∆,
∑K
s=1 X
>
s ξs/n
〉
√∑K
s=1ws‖Xs∆‖2ns
2 + 2 K∑
s=1
wsξ¯
2
s . (27)
Notice that since ξs ∼ N (0, σ2Ins), then conditionally on X1, . . . ,XK ,
K∑
s=1
X>s ξs/n
d
=
σ
n
(
K∑
s=1
X>s Xs
)1/2
ζ ,
where ζ ∼ N (0, Ip). Besides, since ws = ns/n, it holds for all ∆ ∈ Rp that
K∑
s=1
ws‖Xs∆‖2ns = ∆>
(
1
n
K∑
s=1
X>s Xs
)
∆ =
∥∥∥∥∥∥
(
1
n
K∑
s=1
X>s Xs
)1/2
∆
∥∥∥∥∥∥
2
2
.
The above implies that conditionally on X1, . . . ,XK ,
√
U := sup
∆∈Rp
〈
∆,
∑K
s=1 X
>
s ξs/n
〉
√∑K
s=1ws‖Xs∆‖2ns
d
=
σ√
n
sup
∆∈Rp
〈(∑K
s=1 X
>
s Xs
)1/2
∆, ζ
〉
∥∥∥∥(∑Ks=1 X>s Xs)1/2 ∆∥∥∥∥
2
. (28)
Note that for any random variable ζ taking values in Rp,
sup
∆∈Rp
〈(∑K
s=1 X
>
s Xs
)1/2
∆, ζ
〉
∥∥∥∥(∑Ks=1 X>s Xs)1/2 ∆∥∥∥∥
2
≤ ‖ζ‖2 almost surely. (29)
Furthermore, recalling that ξ¯s ∼ N (0, 1/ns) we get
V :=
K∑
s=1
wsξ¯
2
s ∼
σ2
n
χ2(K) . (30)
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For any u, v ∈ R it holds that
P
(
‖Ψ̂1/2∆ˆ‖22 ≥ 2(u+ v)
∣∣X1:K)(27)≤ P (2(U + V ) ≥ 2(u+ v) ∣∣X1:K)
(a)
≤ P
(
σ2
n
χ2(p) ≥ u ∣∣X1:K)+ P(σ2
n
χ2(K) ≥ v ∣∣X1:K) ,
where inequality (a) uses Eqs. (28) and (30) and the fact that P(U + V ≥ u+ v) ≤ P(U ≥
u)+P(V ≥ v) for all random variables U, V and all u, v ∈ R. Finally, setting u = un(σ, p, t), v =
vn(σ, p, t) with
un(σ, p, t) =
σ2p
n
+ 2σ2
√
p
n
√
t
n
+ 2
σ2t
n
, vn(σ,K, t) =
σ2K
n
+ 2σ2
√
K
n
√
t
n
+ 2
σ2t
n
,
we obtain the stated result after application of Lemma A.4 in appendix
P
(
‖Ψ̂1/2∆ˆ‖22 ≥ 2(un(σ, p, t) + vn(σ, p, t))
∣∣X1:K) ≤ 2 exp(−t) .
Theorem D.2 (From fixed to random design). Define,
δn(p,K, t) = 8
(
p
n
+
K
n
)
+ 16
(√
p
n
+
√
K
n
)√
t
n
+
32t
n
.
Consider p,K ∈ N, t ≥ 0 and define γ(p,K, t) = (4√K + 5√t+ 6√p)/(√p+√t). Assume that√
n ≥ 2(√p+√t)/(γ(p,K, t)−√γ2(p,K, t)− 3), then with probability at least 1− 4 exp(−t/2)
‖Σ1/2(β∗ − βˆ)‖22 +
K∑
s=1
ws(b
∗
s − bˆs)2 ≤ σ2δn(p,K, t) .
Proof. Define the (p+K)× (p+K) matrix
Ψ =
1
2
[
Σ 0
0 W
]
, (31)
then under notation of Lemma D.1 we can write
‖Ψ̂1/2∆ˆ‖22 = ∆ˆ
>
Ψ1/2Ψ−1/2Ψ̂Ψ−1/2Ψ1/2∆ˆ
= ∆ˆ
>
Ψ1/2Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2Ψ1/2∆ˆ + ∆ˆ
>
Ψ∆ˆ
≥
(
1 + λmin
(
Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2
))
‖Ψ1/2∆ˆ‖22 . (32)
If we set Σ̂ =
∑K
s=1wsX
>
s Xs/ns, then
Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2 =
[
Σ−1/2
(
Σ̂−Σ
)
Σ−1/2 2Σ−1/2OW−1/2
2W−1/2O>Σ−1/2 0
]
.
RISK-FAIRNESS TRADE-OFF IN REGRESSION 25
Furthermore, by Courant-Fisher theorem it holds that
λmin
(
Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2
)
≥ λmin
(
Σ−1/2
(
Σ̂−Σ
)
Σ−1/2
)
− 4‖Σ−1/2OW−1/2‖op .
(33)
Using the definition of O we can write
Σ−1/2OW−1/2 = [w1/21 Σ
−1/2X¯1, . . . , w
1/2
K Σ
−1/2X¯K ] .
Note that the random variable on right hand side of Eq. (33) is independent from ξ1, . . . , ξK .
Recall that since ws = ns/n and X¯s ∼ N (0,Σ/n), then for all s = 1, . . . ,K it holds that
w1/2s Σ
−1/2X¯s ∼ N (0, Ip/n) ,
and these vectors are independent. Hence, the matrix Σ−1/2OW−1/2 ∈ Rp×K has i.i.d. Gaussian
entries with variance 1/n. Therefore, by Lemma A.5 we get
P
(
‖Σ−1/2OW−1/2‖op ≥
√
p
n
+
√
K
n
+
√
t
n
)
≤ exp(−t/2) . (34)
Furthermore, we observe that
Σ−1/2Σ̂Σ−1/2 d=
1
n
n∑
i=1
ζiζ
>
i ,
where ζi
i.i.d.∼ N (0, Ip). It implies that
Σ−1/2
(
Σ̂−Σ
)
Σ−1/2 d=
1
n
n∑
i=1
ζiζ
>
i − Ip =
1
n
(
Z>Z− nIp
)
,
where Z is a matrix of size n×p with ith-row being equal to ζ>i . Note that the spectral theorem
and the relation between eigenvalues of Z>Z and the singular values of Z imply that
nλmin
(
Σ−1/2
(
Σ̂−Σ
)
Σ−1/2
)
d
= λmin
(
Z>Z− nIp
)
= σ2min(Z)− n .
where σmin(Z) is the maximal singular value of Z. Applying Lemma A.5 from appendix we get
for all t ≥ √n−√p that P ( 1nσ2min(Z) ≤ 1n(√n−√p− t)2) equals to
P
(
1
n
(σ2min(Z)− n) ≤
p
n
+ 2
√
p
n
t√
n
+
t2
n
− 2
√
p
n
− 2 t√
n
)
≤ exp(−t2/2) .
Changing variables t2 7→ t we get
P
(
λmin
(
Σ−1/2
(
Σ̂−Σ
)
Σ−1/2
)
≤ p
n
+ 2
√
p
n
√
t
n
+
t
n
− 2
√
p
n
−
√
t
n
)
≤ exp(−t/2) .
(35)
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Combining Eqs. (33),(34), and (35) we deduce that
P
(
λmin
(
Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2
)
≤ ψn(p,K.t)
)
≤ 2 exp(−t/2) ,
where ψn(p,K, t) = pn − 6
√
p
n + 2
√
p
n
√
t
n − 4
√
K
n +
t
n − 5
√
t
n . Applying Lemma D.3 we deduce
that under the assumption on n that ψn(p,K, t) ≥ −0.75. Thus,
P
(
λmin
(
Ψ−1/2
(
Ψ̂−Ψ
)
Ψ−1/2
)
≤ −0.75
)
≤ 2 exp(−t/2) .
Combining the above fact with Eq. (32) and Lemma D.1 we conclude that with probability at
least 1− 2 exp(−t)− 2 exp(−t/2)
‖Ψ1/2∆ˆ‖22 ≤ σ2
{
4
(
p
n
+
K
n
)
+ 8
(√
p
n
+
√
K
n
)√
t
n
+ 16
t
n
}
= σ2
δn(p,K, t)
2
.
The statement of the lemma follows from the fact that
‖Ψ1/2∆ˆ‖22 =
1
2
(
‖Σ1/2(β∗ − βˆ)‖22 +
K∑
s=1
ws(b
∗
s − bˆs)2
)
.
Lemma D.3. Consider p,K ∈ N, t ≥ 0 and define
γ(p,K, t) =
4
√
K + 5
√
t+ 6
√
p
√
p+
√
t
.
For all n,K, p ∈ N, t ≥ 0, the following two conditions are equivalent
1. n ≥
(
2(
√
p+
√
t)
γ(p,K,t)−
√
γ2(p,K,t)−3
)2
;
2. pn − 6
√
p
n + 2
√
p
n
√
t
n − 4
√
K
n +
t
n − 5
√
t
n ≥ −0.75.
Proof. To simplify the notation and to save space we write γ instead of γ(p,K, t). Let
x = n−1/2, we want to solve
x2(
√
p+
√
t)2 − x(6√p+ 4
√
K + 5
√
t) ≥ −0.75
Set y = x(√p+√t), then thanks to the definition of γ, the previous inequality amounts to
y2 − γy + 0.75 ≥ 0 .
The roots of the polynomial above are
x−, x+ =
γ ±
√
γ2 − 3
2
,
which are both positive. The polynomial is non-negative outside the interval (x−, x+) ⊂ R+.
Hence, a sufficient condition is to have
y ≤ γ −
√
γ2 − 3
2
.
Substituting x = n−1/2 and the expression for γ we conclude.
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Lemma D.4 (General unfairness control). Under notation of Lemma 4.3 it holds that, for
any α ∈ [0, 1],
U(fˆα) ≤ αU(f∗)
1 + NUR
√∑K
s=1ws(bˆs − b∗s)2
σ2

2
, almost surely. (36)
Moreover,
∣∣∣U1/2(fˆ1)− U1/2(f∗)∣∣∣ ≤ { K∑
s=1
ws(bˆs − b∗s)2
}1/2
, almost surely. (37)
Proof. Let U and V be discrete random variables such that P(U = bˆs, V = b∗s′) = wsδs,s′ ,
for any s, s′ ∈ [K]. Note that, in particular, P(U = bˆs) = ws and P(V = b∗s) = ws. Then,
according to Lemma 4.3 and the definition of fˆα it holds that
U(fˆα) = αVar(U) and U(fˆα) = αU(f∗) = αVar(V ) .
Therefore, with our notations we have
U(fˆα)− αU(f∗) = α (Var(U)−Var(V )) . (38)
Furthermore, for all ε ∈ (0, 1) we have that Var(U) equals to
Var(U − V + V ) = Var(U − V ) + 2E[(U − V −E[U ] + E[V ])(V −E[V ])] + Var(V )
≤ Var(U − V ) + 2
√
Var(U − V ) Var(V ) + Var(V )
≤
K∑
s=1
ws(bˆs − b∗s)2 + 2
√
U(f∗)
√√√√ K∑
s=1
ws(bˆs − b∗s)2 + Var(V ) (39)
Finally, combining Eqs. (38) and (39) we deduce
U(fˆα) ≤ α
 K∑
s=1
ws(bˆs − b∗s)2 + 2
√
U(f∗)
√√√√ K∑
s=1
ws(bˆs − b∗s)2 + U(f∗)
 .
The proof of Eq. (36) is concluded after factorizing the square of the r.h.s. of the above bound.
To prove Eq. (37), we set α = 1 in Eq. (36) to get
U1/2(fˆ1) ≤ U1/2(f∗) +
{
K∑
s=1
ws(bˆs − b∗s)2
}1/2
.
The converse bound derived in a similar fashion using Var(V ) ≤ Var(U−V )+2√Var(U − V ) Var(U)+
Var(U).
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Lemma D.5 (General risk control). Under notation of Lemma 4.3 it holds that
R(fˆα) ≤
K∑
s=1
wsE(〈X,β∗ − βˆ〉+ (b∗s − bˆs))2
+ 2(1−√α)
√√√√ K∑
s=1
ws(b∗s − bˆs)2
√√√√ K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
+ (1−√α)2
K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
.
Proof. Recall the expression for fˆα
fˆα(x, s) = 〈x, βˆ〉+
√
αbˆs + (1−
√
α)
K∑
s=1
wsbˆs .
Using this expression, we can write for the risk of fˆα
R(fˆα) =
K∑
s=1
wsE
(
〈X,β∗ − βˆ〉+ (b∗s − bˆs) + (1−
√
α)
(
bˆs −
K∑
s′=1
ws′ bˆs′
))2
(a)
=
K∑
s=1
wsE(〈X,β∗ − βˆ〉+ (b∗s − bˆs))2 + 2(1−
√
α)
K∑
s=1
ws(b
∗
s − bˆs)
(
bˆs −
K∑
s′=1
ws′ bˆs′
)
+ (1−√α)2
K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
(b)
≤
K∑
s=1
wsE(〈X,β∗ − βˆ〉+ (b∗s − bˆs))2 + (1−
√
α)2
K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
+ 2(1−√α)
√√√√ K∑
s=1
ws(b∗s − bˆs)2
√√√√ K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
where (a) follows from the fact that X is centered and (b) is due to the Cauchy-Schwarz
inequality.
Theorem D.6 (Risk-unfairness bound for any τ). Recall the definition of δn(p,K, t)
δn(p,K, t) = 8
(
p
n
+
K
n
)
+ 16
(√
p
n
+
√
K
n
)√
t
n
+
32t
n
.
On the event
A =
{
‖Σ1/2(β∗ − βˆ)‖22 +
K∑
s=1
ws(b
∗
s − bˆs)2 ≤ σ2δn(p,K, t)
}
,
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it holds that
R(fˆτ ) ≤
(
σδ
1/2
n (p,K, t) + (1−
√
τ)U1/2(fˆ1)
)2
.
U(fˆτ ) ≤ τU(f∗)
(
1 + NUR δ
1/2
n (p,K, t)
)2
.
Proof. We recall that Lemma 4.3 gives, for any τ ∈ [0, 1],
U(fˆτ ) = τ
K∑
s=1
ws
(
bˆs −
K∑
s′=1
ws′ bˆs′
)2
. (40)
Let us start by proving the first part of the statement. Using Lemma D.5 to upper bound
the risk R(fˆτ ) and the definition of A to control this upper bound, we obtain
R(fˆτ ) ≤ σ2δn(p,K, t) + 2σ
√
δn(p,K, t)
(
(1−√τ)
√
U(fˆ1)
)
+ (1−√τ)2U(fˆ1)
=
(
σ
√
δn(p,K, t) + (1−
√
τ)
√
U(fˆ1)
)2
.
The second part of the statement follow by applying Lemma D.4 and Theorem D.2 to get
U(fˆτ ) ≤ τU(f∗)
(
1 + NUR
√
δn(p,K, t)
)2
. (41)
D.3. Proof of Theorem 4.4. We set fˆ := fˆ1 and δn = δn(p,K, t). The proof relies on
Eq. (37) of Lemma 4.3. Using notations of Theorem D.6 we also define the event
A =
{
‖Σ1/2(β∗ − βˆ)‖22 +
K∑
s=1
ws(b
∗
s − bˆs)2 ≤ σ2δn(p,K, t)
}
(42)
which holds with probability at least 1− 4 exp(−t).
Case 1. Assume that U1/2(fˆ) > σδ1/2n (p,K, t). Note that thanks to Theorem D.6, and the
definition of τˆ we derive on the event A that
U(fˆτˆ ) ≤ τˆU(f∗)
(
1 + σ
√
δn
U(f∗)
)2
= αU(f∗)
(
1 + σ
√
δn
U(f∗)
)2(
1 +
σδ
1/2
n
U1/2(fˆ)− σδ1/2n
)−2
(a)
≤ αU(f∗)
(
1 + σ
√
δn
U(f∗)
)2(
1 +
σδ
1/2
n
U1/2(f∗)
)−2
= αU(f∗) .
In the last equation, inequality (a) follows from Eq. (37) of Lemma 4.3 and thanks to the fact
that on the eventA it holds that U1/2(fˆ) ≤ U1/2(f∗)+
{∑K
s=1ws(bˆs − b∗s)2
}1/2 ≤ U1/2(f∗)+σδ1/2n .
For the risk we have thanks to Theorems D.6 that
R(fˆτˆ ) ≤
(
σ
√
δn + (1−
√
τˆ)
√
U(fˆ)
)2
. (43)
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Furthermore, we note that
√
τˆU(fˆ) = √α
√
U(fˆ)
1 + σ
√
δn√
U(fˆ)−σ√δn
=
√
α
(√
U(fˆ)− σ
√
δn
)
(b)
≥ √α
(√
U(f∗)− 2σ
√
δn
)
, (44)
where inequality (b) again follows from Eq. (37) of Lemma 4.3 and thanks to the fact that
on the event A it holds that U1/2(fˆ) ≥ U1/2(f∗)−
{∑K
s=1ws(bˆs − b∗s)2
}1/2 ≥ U1/2(f∗)− σδ1/2n .
Recall, that we have already shown that on the event A we have
U1/2(fˆ) ≤ U1/2(f∗) + σδ1/2n . (45)
Combining Eqs. (44) and (45) we obtain
(1−
√
τˆ)
√
U(fˆ) ≤
√
U(f∗) + σ
√
δn −
√
α
(√
U(f∗)− 2σ
√
δn
)
= (1−√α)
√
U(f∗) + (1 + 2√α)σ
√
δn
Thus since the function (σδ
1/2
n + ·)2 is increasing on [−σ
√
δn,∞) we get from Eq. (43) that
R(fˆτˆ ) ≤
(
2(1 +
√
α)σ
√
δn + (1−
√
α)
√
U(f∗)
)2
,
which concludes the proof of the first case.
Case 2. if U1/2(fˆ) ≤ σδ1/2n (p,K, t), then
fˆ0(x, s) = 〈x, βˆ〉+
K∑
s=1
wsbˆs .
Furthermore, on the event A thanks to Theorem D.6 it holds that 0 = U(fˆ0) ≤ αU(f∗) and
R(fˆ0) ≤
(
σδ
1/2
n + U1/2(fˆ)
)2
=
(
σδ
1/2
n +
√
αU1/2(fˆ) + (1−√α)U1/2(fˆ)
)2
≤
(
(1 +
√
α)σδ
1/2
n + (1−
√
α)U1/2(fˆ)
)2
≤
(
(1 +
√
α)σδ
1/2
n + (1−
√
α)
(
U1/2(f∗) + σδ1/2n
))2
=
(
2σδ
1/2
n + (1−
√
α)U1/2(f∗)
)2
.
The proof is concluded by application of Theorem D.2 to control the probability of event A.
D.4. Auxiliary results for Theorem 4.5. Let us first present auxillary results used for
the proof of Theorem 4.5. The next lemma is known as Varshamov-Gilbert Lemma (Gilbert,
1952, Varshamov, 1957), its statement is taken from (Rigollet and Hütter, 2015, Lemma 4.12).
Lemma D.7. Let d ≥ 1 be an integer. There exist binary vectors ω1, . . . ,ωM ∈ {0, 1}d such
that
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1. ρ(ωj ,ωj′) ≥ d/4 for all j 6= j′,
2. M = bed/16c ≥ ed/32,
where ρ(·, ·) is the Hamming’s distance on binary vectors.
The next lemmas can be found in (Bellec et al., 2017, Lemma 5.1), see also (Kerkyacharian
et al., 2014, Lemma 3).
Lemma D.8. Let (Ω,A) be a measurable space and M ≥ 1. Let A0, . . . , AM be disjoint
measurable events. Assume that Q0, . . . ,QM are probability measures on (Ω,A) such that
1
M
M∑
j=1
KL(Qj ,Q0) ≤ κ <∞ .
Then,
max
j=0,...,M
Qj(A
c
j) ≥
1
12
min(1,M exp(−3κ)) .
Define the diagonal matrix W = diag(w1, . . . , wK).
Lemma D.9. Let n ≥ 1 be an integer and s > 0 be a positive number. Let M ≥ 1 and
(βj , bj) ∈ Rp × RK , j = 0, . . . ,M , such that ‖Σ1/2(βj − βk)‖22 + ‖W1/2(bj − bk)‖22 ≥ 4s for
j 6= k. Assume that
1
M
M∑
j=1
KL(P(βj ,bj),P(β0,b0)) ≤ κ <∞.
Then, for any estimator fˆ ,
max
j=0,...,M
P(βj ,bj)
(
R(fˆ) ≥ s
)
≥ 1
12
min (1,M exp(−3κ)) .
Proof. Denote by Aj the event Rj(fˆ) < s for j = 1, . . . ,M . Note that the events
A0, . . . , AM are pair-wise disjoint. Indeed, if they were not there would exist indices j and j′,
with j 6= j′, such that, on the non-empty event Aj ∩Aj′ ,
‖Σ1/2(βj − βj′)‖22 + ‖W1/2(bj − bj′)‖22 ≤ 2Rj(fˆ) + 2Rj′(fˆ) < 4s (46)
contradicting our assumption on the (βj , bj) and (βj′ , bj′). We conclude applying Lemma D.8.
D.5. Proof of Theorem 4.5. Define the (p+K)× (p+K) matrix
Ψ =
[
Σ 0
0 W
]
, (47)
Apply Lemma D.7 to obtain ω0, . . . ,ωM with M + 1 ≥ e(p+K)/32 and such that ρ(ωj ,ωk) ≥
(p+K)/4. Let B0 = (β0, b0), . . . ,BM = (βM , bM ) be such that
Bj = ϕ
√
σ2
n
(
1 +
√
t/(p+K)
)
Ψ−1/2ωj , (48)
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with p+K ≤ 32 log(M) and ϕ > 0 to be determined later.
On the one hand we have
‖Σ1/2(βj − βk)‖22 + ‖W1/2(bj − bk)‖22 =
ϕ2σ2
n
(1 +
√
t/(p+K))2ρ(ωj ,ωj′)
≥ ϕ
2σ2
n
(1 +
√
t/(p+K))2(p+K)/4
=
ϕ2σ2
4n
(
√
p+K +
√
t)2 .
On the other hand, recall that PY |X,S=s = N (〈X,β〉+ bs, σ2) and PX = N (0,Σ), then, for a
given (β, b) ∈ Rp × RK the joint distribution of observations is
P(β,b) =
K⊗
s=1
(N (〈X,β〉+ bs, σ2)⊗N (0,Σ))⊗ns .
Given B = (β, b),B′ = (β′, b′) in Rp × RK we can write
KL
(
P(β,b),P(β′,b′)
)
=
K∑
s=1
nsEX∼N (0,Σ)
[
K˜L
(N (〈X,β〉+ bs, σ2),N (〈X,β′〉+ b′s, σ2))]
=
K∑
s=1
nsEX∼N (0,Σ)
((〈X,β − β′〉+ bs − b′s)2
2σ2
)
=
K∑
s=1
ns
(
‖Σ1/2(β − β′)‖22
2σ2
+
(bs − b′s)2
2σ2
)
= n
(
‖Σ1/2(β − β′)‖22
2σ2
+
‖W1/2(b− b′)‖22
2σ2
)
=
n
2σ2
‖Ψ1/2(B −B′)‖22
≤ ϕ
2
2
(
√
p+K +
√
t)2 ≤ ϕ2(p+K) + ϕ2t ≤ 32ϕ2 log(M) + ϕ2t .
Let fˆ be any estimator and define the risks
Rj(fˆ) =
K∑
s=1
wsE
[
(fˆ(X, S)− 〈X,βj〉 − (bj)S)2
∣∣S = s] , j = 1, . . . ,M .
Set un(p,K, t, γ, σ) = γ
2σ2
16n (
√
p+K +
√
t)2. Applying Lemma D.9 after reducing the supre-
mum to a finite number of hypothesis, we get for all estimators fˆ that
sup
(β∗,b∗)∈Rp×RK
P(β∗,b∗)
(
R(fˆ) ≥ un(p,K, t, γ, σ)
)
≥ max
j=0,...,M
P(βj ,bj)
(
Rj(fˆ) ≥ un(p,K, t, γ, σ)
)
≥ 1
12
min
(
1,M exp
(−96γ2 log(M)− 3γ2t))
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Setting γ = 1/
√
96, we obtain
sup
(β∗,b∗)∈Rp×RK
P(β∗,b∗)
(
R(fˆ) ≥ σ
2
1536n
(√
p+K +
√
t
)2) ≥ 1
12
exp
(
− t
32
)
.
The proof is concluded.
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