in a cyclic form for every N = 2 k . The aim of our research is a full up to equivalence classification of Z 4 -linear (N, 2N, N/2)-and (N, 2 N /2N, 4)-codes. The results on extended perfect (N, 2 N /2N, 4)-codes are proved in [3] . (A complete classification of the Z 4 -linear Hadamard codes can be found in [PRV2006] ; for more references on the subject, see arXiv:0710.0198 -transl. rem.)
Main definitions and facts

Let E
N be the set of all binary words of length N. Hamming distance d(x, y) between x and y from E N is the number of positions in which x and y differ. Binary (N, K, d)-code is a subset C of E N such that |C| = K and d(c 1 , c 2 ) ≥ d for every different c 1 , c 2 ∈ C. If c 1 ⊕ c 2 ∈ C for every c 1 , c 2 ∈ C then C is linear code.
Let Z n 4 be the set of n-words over the alphabet Z 4 = {0, 1, 2, 3} with (mod 4) addition and multiplication by a constant. An additive subgroup of Z n 4 is called a quaternary code. Two quaternary codes are equivalent if one can be obtained from the other by permuting the coordinates and (if necessary) changing the signs of certain coordinates.
Lee weight wt L (a) of a ∈ Z n 4 is the rational sum of the Lee weights of its coordinates, where wt
We say that a quaternary code C is a quaternary distance d code of length n or C is a (n,
Every quaternary code C can be defined by a generating matrix of the form
where G 1 is a Z 4 -matrix of size k 1 × n, G 2 is a Z 2 -matrix of size k 2 × n, |C| = 2 2k 1 +k 2 , and every c ∈ C can be represented in form
The code C defined by generating matrix (1) is an elementary Abelian group of type 4 k 1 2 k 2 . We say in this case that C is a code of type 4
Every quaternary code C of type 4 k 1 2 k 2 can be defined also by a check matrix
by condition
where
The code C * with generator matrix A is called the dual to C.
Let two maps β(c), γ(c) :
, and let they be extended coordinate-wise to maps from Z
So the i-th coordinate of a word c ∈ Z n 4 corresponds to i-th and (i + n)-th coordinates of the binary word φ(c). In such a manner a binary code of length 2n corresponds to any quaternary code of length n. A binary code C of length 2n is called Z 4 -linear if there exist a quaternary code C and a permutation π of 2n coordinate such that C = π(φ(C)).
Two binary codes C and C ′ of length N are called equivalent if there exist a word y ∈ E N and a permutation π of order N such that C = π(C ′ ⊕ y). If quaternary codes C and C ′ are equivalent, then related binary codes φ(C) and φ(C ′ ) are also equivalent.
The following lemma follows immediately from definitions of distances d(·, ·), d L (·, ·) and the mapping φ(·)
The mapping φ is an isometry from Z n 4 with Lee distance to E 2n with Hamming distance. In other words
Construction
Let r 1 and r 2 be nonnegative integers. Let the matrix A r 1 ,r 2 consist of lexicographically ordered columns z T , z ∈ {1} × {0, 1, 2, 3} r 1 × {0, 2} For all integers r 1 , r 2 ≥ 0 define the dual quaternary codes H r 1 ,r 2 and C r 1 ,r 2 : : A r 1 ,r 2 c T = 0}.
The matrix A r 1 ,r 2 is a generator matrix for H r 1 ,r 2 and a check matrix for C r 1 ,r 2 .
Let n = 2 2r 1 +r 2 .
Theorem 2 a)
The set H r 1 ,r 2 is a quaternary (n, 4n, n) 4 -code; b) the set C r 1 ,r 2 is a quaternary (n, 4 n /4n, 4) 4 -code.
Let H The nonexistence of (n, 4n, n) 4 -and (n, 4 n /4n, 4) 4 -codes that are nonequivalent to the constructed codes Theorem 4 a) Let the set H ⊂ Z n 4 be a (n, 4n, n) 4 -code of type 4 r 0 2 r 2 . Then n = 2 2(r 0 −1)+r 2 , r 0 > 0, and H is equivalent to H r 0 −1,r 2 . b) Let the set C ⊂ Z n 4 be a (n, 4 n /4n, 4) 4 -code of type 4 n−r 0 −r 2 2 r 2 . Then n = 2 2(r 0 −1)+r 2 , r 0 > 0, and C is equivalent to C r 0 −1,r 2 .
Corollary 5 a) Each Z 4 -linear (N, 2N, N/2)-code is equivalent to some code
If H is a binary code of length N then
The proof of pairwise nonequivalency of the codes H r 1 ,r 2 is based on the following fact.
Proposition 6
If binary codes H 1 and H 2 are equivalent then |kernel(H 1 )| = |kernel(H 2 )|.
The following two propositions establish the cardinalities of kernels of the codes H r 1 ,r 2 .
Proposition 7
The codes H 0,r 2 and H 1,r 2 are linear. Hence kernel(H 0,r 2 ) = H 0,r 2 and kernel(H 1,r 2 ) = H 1,r 2 .
Proposition 8 Let r 1 > 1. Then |kernel(H r 1 ,r 2 )| = 2 r 1 +r 2 +2 and the code H r 1 ,r 2 is nonlinear.
The following theorem stems from Propositions 6-8.
Theorem 9 Let 2r 1 + r 2 = 2r If N is even and
We use these definitions and the following proposition for the induction step.
Proposition 11 It is true that a) even(C r 1 ,r 2 ) = odd(C r 1 ,r 2 ) = C r 1 ,r 2 −1 for every r 1 ≥ 0 and r 2 > 0;
Let the maximal number of linearly independent vectors from a binary code C be noted rank(C).
The proof of pairwise nonequivalence of C r 1 ,r 2 is based on the following fact.
Proposition 12 If binary codes C 1 and C 2 are equivalent then rank(C 1 ) = rank(C 2 ).
Proposition 13 For all integers
where N = 2 2r 1 +r 2 +1 is the length of code C r 1 ,r 2 .
It is straightforward that (2) is tight for r 1 = r 2 = 1 and r 1 = 0, r 2 = 4:
Proposition 14 It is true that rank(C 1,1 ) = 13 and rank(C 0,4 ) = 27.
Using Proposition 11 it can be established by induction that (2) is tight for every r 1 , r 2 ≥ 1 or r 1 ≥ 0, r 2 ≥ 4:
Lemma 15 Let r 1 ≥ 1, r 2 ≥ 0 be integers such that 2r 1 +r 2 ≥ 3 and (r 1 , r 2 ) = (0, 3). Then rank(C r 1 ,r 2 ) = 2 2r 1 +r 2 +1 − r 1 − r 2 − 1.
Remark 16
The set C 0,3 is a linear code and rank(C 0,3 ) = 11.
Theorem 17 Let 2r 1 + r 2 = 2r By Corollary 3 and Corollary 5 we have
