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Quantum dots (QDs) based on III-nitride semiconductors are promising for single photon emission
at non-cryogenic temperatures due to their large exciton binding energies. Here, we demonstrate
GaN QD single photon emitters operating at 300 K with g(2)(0) = 0.17±0.08 under continuous wave
excitation. At this temperature, single photon emission rates up to 6× 106 s−1 are reached while
g(2)(0) ≤ 0.5 is maintained. Our results are achieved for GaN QDs embedded in a planar AlN layer
grown on silicon, representing a promising pathway for future interlinkage with optical waveguides
and cavities. These samples allow exploring the limiting factors to key performance metrics for
single photon sources, such as brightness and single photon purity. While high brightness is assured
by large exciton binding energies, the single photon purity is mainly affected by the spectral overlap
with the biexcitonic emission. Thus, the performance of a GaN QD as a single photon emitter
depends on the balance between the emission linewidth and the biexciton binding energy. We
identify small GaN QDs with an emission energy in excess of 4.2 eV as promising candidates for
future room temperature applications, since the biexciton binding energy becomes comparable to
the average emission linewidth of around 55meV.
Quantum dots (QDs) based on III-V semiconductors
have attracted a lot of attention for their use as non-
classical light sources, with the single photon source be-
ing the simplest and most elemental representative. Such
a source of single photons should be as bright as possible,
while retaining a high single photon purity [1, 2]. How-
ever, key metrics for such QD-based single photon sources
are usually achieved at cryogenic temperatures with the
seminal In(Ga)As/(Al)GaAs system [3–5]. Identifying a
material platform that can enable sufficiently performant
single photon sources up to room temperature remains a
challenging quest. In this respect, the main contenders
are point defects in wide-bandgap semiconductors (2D
materials [6] and bulk semiconductors [7, 8]), nitrogen
and silicon vacancies in diamond [9], as well as semicon-
ductor QDs [10–12]. It would be advantageous to employ
a material system with high integrability into a suitable
photonic environment that offers epitaxial control. In
this regard, III-nitrides offer a unique possibility as bipo-
lar doping can be achieved, foreign and homoepitaxial
substrates are available, and growth and processing tech-
niques are well established, leading to their widespread
implementation at an industrial scale for solid state light-
ing.
III-nitrides have shown promising advances in terms
of single photon emission (SPE) by employing GaN/AlN
[13, 14], GaN/AlGaN [15, 16] and InGaN/GaN QDs [17–
21]. Furthermore, SPE at temperatures as high as 350 K
[22] and two-photon emission up to 50 K [23] have been
demonstrated. The progress towards room temperature
operation is directly linked to the exciton-phonon cou-
pling. With rising temperature the phonon bath becomes
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increasingly populated. Optical and acoustic phonon
populations can lead to effects such as charge carrier es-
cape from the trapping potential of the QD reducing the
brightness [3–5, 22] and emission linewidth broadening
[24–27]. The latter, is directly linked to the process of
dephasing [23], which also limits the coherent manip-
ulation of excitonic qubits [26, 28]. For these reasons,
the exciton-phonon interaction is generally considered as
detrimental for QD-based single photon sources. Inter-
estingly, for the specific case of GaN/AlN QDs a ben-
efit can be drawn from the particularly strong exciton-
phonon coupling [29]. Hönig et al. [30] have shown that
the biexciton cascade in GaN/AlN QDs often requires a
phonon-mediated spin flip process in order to decay into
the QD ground state.
In this work we explore key performance metrics of
GaN/AlN QDs directly grown on Si(111) substrate. This
choice of substrate would allow for future integration of
the QDs into photonic nanostructures, owing to the high
etching selectivity between the two material systems [31–
33]. Furthermore, the balance between detrimental and
beneficial effects induced by the exciton-phonon coupling
is assessed. Thus, GaN/AlN single QDs are shown to be
bright single photon sources with count rates at the sam-
ple surface on the order of 106 - 107 s−1 at room tem-
perature. Power-dependent second order autocorrelation
function measurements (g(2)(τ)) were carried out at room
temperature and the traces examined in the framework
of a multiple-level system including the biexciton (XX),
higher order excitonic complexes, and spectral diffusion.
All probed QDs displayed single photon characteristics
at 300 K with an average g(2)(0) = 0.23 and a minimum
of g(2)(0) = 0.17 ± 0.08.
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2FIG. 1. a Schematic illustration of the phonon-assisted spin flip from dark to bright states. b Energy levels and radiative
transitions of a GaN QD, along with the electron (↑ /↓) and hole (⇑ /⇓) spins. c Overview µ-PL spectrum recorded at high
excitation power of QD1 at low temperature showcasing the background free PL signal. d High-resolution µ-PL spectrum of
the same QD recorded at high excitation power and low temperature.
RESULTS
Phonons play an important role in the SPE process in
GaN QDs as they provide the energy conservation for the
spin flip from dark to bright excitons as illustrated in Fig.
1 a. Dark excitons are constantly generated in GaN QDs
due to the presence of a so-called hybrid biexciton [30].
In the hybrid biexciton, the two electrons have opposite
spins, whereas the holes have parallel spins; which is the
energetically stable configuration due to the occurrence
of huge hole masses in GaN [34]. For this spin configu-
ration, the total spin of the electrons is S = +1/2 -1/2
and that of the holes is J = +(-) 3/2 +(-) 3/2 and hence
the total excitonic angular momentum (M = S + J) of
the hybrid biexciton amounts toM = ± 3. A diagram of
the relevant energy levels, their spin configurations and
radiative transitions are displayed in Fig. 1 b. The hy-
brid biexciton-exciton cascade shown in Fig. 1 b deviates
from the classical biexciton cascade; upon decay of the
hybrid biexciton in a one-photon process (∆M = 1), con-
servation of angular momentum implies the population of
the dark -exciton states with M = ± 2. The dark exci-
tons can then transition into bright exciton state withM
= ± 1 via a phonon-assisted spin flip process [30, 35, 36].
This process is illustrated in Fig. 1 a and 1 b by the blue
dashed arrow. The intricate physical mechanism behind
the phonon-assisted spin flip process is still debated in
literature [37–39]. This latter process depends on the
thermal population of phonons and the dark to bright
energy splitting (EDB), see Fig. 1 b. The spin flip from
bright to dark (solid blue arrow) requires the emission of a
phonon and hence does not depend on temperature. As a
consequence, the bright exciton states are thermally acti-
vated by the phonon-mediated spin flip. Further on, due
to QD asymmetry, the bright states display fine structure
splitting (FSS) [40] denoted by EBB in Fig. 1 b. A sim-
ilar, but smaller splitting occurs for the excitonic dark
states, which is denoted by EDD in Fig. 1 b [30].
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FIG. 2. a µ-PL spectra of a single GaN QD as a function of temperature (vertically shifted for clarity). The dashed gray line
is a guide to the eye. b Arrhenius plot of the peak area ratio of the bright excitons fitted with two activation energies that
approximate the bright and dark FSS. c Evolution of the emission energy and linewidth of the optical transitions as a function
of temperature. The solid line is a fit based on equation 1.
A recurring feature of the optical signature of single
GaN QDs at low temperature is the presence of several
peaks, of which four peaks dominate in intensity (see fur-
ther examples in the supplementary material). A broad
energy range, low temperature micro-photoluminescence
(µ-PL) spectrum of a typical GaN QD (QD1) is displayed
in Fig. 1 c showcasing the absence of background emis-
sion, along with a high-resolution spectrum in Fig. 1
d. Some of these transitions were identified within the
framework of the hybrid biexciton. The radiative de-
cays of the hybrid biexciton into the exciton’s dark states
(XX1 and XX2) and the exciton’s bright states (X1 and
X2) are labeled in the µ-PL spectrum shown in Fig. 1
d in agreement with the solid, black arrows of Fig. 1 b.
The identification of the lines was confirmed by power-
and polarization-dependent measurements (see supple-
mentary material). All lines are linearly polarized, with
L1, L2, XX1 and X2 being cross polarized to XX2 and X1.
The nature of the two lower energy peaks (L1 and L2) is
currently being investigated. The strong exciton-phonon
interaction is already evident in the µ-PL spectrum of
Fig. 1 d, as each peak is accompanied by a broad low
energy side-band that is associated to acoustic phonons
[27]. Indeed, the emission characteristics and the radia-
tive decay of the hybrid XX are heavily impacted by the
exciton-phonon interaction as illustrated in Fig. 1 a.
Since the spin flip from the dark to bright state is
phonon mediated [30, 41, 42], temperature has an impor-
tant role in the intensity of each transition. The µ-PL
spectrum of QD1 is plotted in Fig. 2 a as a function of
sample temperature. The excitation power density was
set to 20 kW cm−2. As the temperature is increased, X2
rises in intensity and matches X1 at about 40 K. At a
temperature of around 150 K the spectrum is completely
dominated by X2. The intensity ratio of X1 and X2 was
evaluated with the peak area and plotted as a function
of temperature in Fig. 2 b. The data can be fitted with
an Arrhenius equation and two activation energies, these
energies approximate the dark to bright energy differ-
ence (EDB) and the bright (EBB) FSS [30] introduced in
Fig. 1.
The energy and full width at half maximum (FWHM)
of the bright states and the biexciton were followed
throughout the investigated temperature range and are
4plotted in Fig. 2 c. The emission of X2 could be tracked
over the whole temperature range. It redshifts by about
90 meV from 5 K to 300 K, which corresponds to that
of the AlN matrix material [43]. Notice an additional
blueshift in the temperature range from 5 to 40 K on the
order of 1 meV, which could originate from the negative
thermal expansion coefficient of AlN at low temperatures
[44]. Simultaneously, the spectral line broadens to about
60meV. The FWHM (Γ(T )) was modeled (solid line in
Fig. 2 c) using the following equation [45]:
Γ(T ) = Γ0 + γAT +
ΓLO
exp (ELO/kBT )− 1 , (1)
where Γ0 is the inhomogeneous linewidth at 0 K, γA is
the coupling to acoustic phonons, ΓLO is the coupling
to longitudinal optical phonons (LO) and ELO is the en-
ergy of LO phonons. ELO is readily available from the
PL data and amounts to ≈ 102 meV. Callsen et al. found
that the ELO of GaN QDs scales from the value of un-
strained GaN for large QDs towards that of AlN for small
QDs. This is due to the exciton-LO-phonon interaction
averaging over both the GaN QD and the AlN matrix
surroundings [29]. Then, the constants Γ0, γA, and ΓLO
were fitted to the data with resulting values of 1 ± 0.1
meV, 18 ± 2 µeV/K, and 3.57 ± 0.26 eV, respectively.
The extracted value γA is larger than the one obtained
by Demangeot et al. [46], suggesting that the coupling
strength to phonons is specific to each QD as illustrated
by linewidth statistics. In Fig. 3 a, FWHM statistic at
a sample temperature of 300 K is presented. The scatter
yields an average value of 55 meV with a standard devia-
tion of 7 meV (based on 112 emission lines). Fluctuating
charges surrounding GaN QDs can lead to large inho-
mogeneous broadenings at low temperatures [47]. The
impact of fluctuating charges on the FWHM of single
GaN QDs is exacerbated due to the quantum confined
Stark effect present in polar III-nitride nanostructures.
Hence, the linewidth measured at low temperature de-
pends strongly on the excitonic dipole moment and there-
fore on the QD emission energy. As opposed to the low
temperature case [47], no clear correlation could be ob-
served between the emission energy and the linewidth,
signaling a phonon dominated broadening. For a QD to
provide SPE at 300 K, a biexciton binding energy (EXXbind)
comparable to or larger than the linewidth is required in
order to avoid spectral overlap. In Fig. 3 a, EXXbind val-
ues found in the literature are plotted along with the two
QDs presented in this work [30, 48, 49]. A trend of in-
creasing EXXbind as a function of emission energy can be
deduced. At emission energies above ≈ 4.2 eV, EXXbind can
become comparable to the linewidth rendering small QDs
emitting at higher energies even more appealing.
Excitation-power-dependent µ-PL measurements of
QD2 are displayed in Fig. 3 b at a sample temperature
of 300 K along with the bandpass employed for g(2)(τ)
measurements. As the power is increased, an additional
peak appears on the low energy side, which we suggest to
identify as the XX. The integrated intensity of the peaks
Bandpass     for g(2)
QD1
QD2
b
a
FIG. 3. a FWHM of the PL of single GaN QDs at 300 K
(red symbols) and biexciton binding energies found in the lit-
erature [30, 48, 49] and of the QDs presented in this work
(blue symbols). b Excitation-power-dependent µ-PL spectra
of QD2 exhibiting X(1/2) and XX(1/2) transitions. The band-
pass used for the g(2)(τ)-measurements is also marked. Inset:
PL integrated intensity and count rate at the sample surface
as a function of excitation power density for the main PL
transitions. The solid lines are fits to the Poisson distribution
(see text). The maximum count rate can reach up to ≈ 107
s−1.
(IX and IXX for the exciton and biexciton, respectively)
is marked in the inset of Fig. 3 b. The scaling of IX and
IXX with excitation power density was modeled with a
Poisson distribution I ∝ Pnie−P/P0 [50], where P is the
excitation power density and ni is the number of excitons
present in the QD. A fit to the data yielded nX = 0.70
± 0.06 and nXX = 1.32 ± 0.15. The value of the expo-
nents (ni) are consistent with previous reports on hybrid
biexcitons in GaN QDs [30].
A key feature of a practical single photon source is
its brightness, which can be compared to other systems
by considering the count rate at the sample surface [51].
The brightness of the QD was estimated for the selected
spectral band pass of 8 meV used during the g(2)(τ)-
5measurements. The brightness of QD2 was quantified by
measuring the detection losses in the optical setup. At a
temperature of 300 K and an excitation power of 6.5 kW
cm−2, the count rate at the sample surface was estimated
to be 1.9 (± 0.7) × 106 s−1.
The µ-PL emission of these QDs, which is close to
background free (see Fig. 1 c), together with the large
EXXbind values and count rates at the sample surface in the
106 s−1 regime, make these QDs suitable for SPE at 300
K. The performance of QD2 as a single photon source
was probed as a function of excitation power density.
The results are displayed in Fig. 4 a. The experimen-
tal g(2)(τ) traces were fitted with a multiple-level model
for the biexciton-exciton cascade [52] that also considers
bunching due to spectral diffusion (g(2)SD(τ)) [53] convo-
luted with the instrument response function (IRF):
g
(2)
total(τ) = (g
(2)
X (τ) · g(2)SD(τ))⊗ IRF (τ), (2)
where
g
(2)
X (τ) = exp(µe
−|τ |/τd)(1− e−|τ |/τd) (3)
is the second order autocorrelation function of the ex-
citon, with µ = Π · τd, with τd the decay time and Π
the pump rate. For vanishing excitation powers, g(2)X (τ)
tends to the two-level expression: g(2)(τ) = 1 − e−|τ |/τd
[54]. Time-resolved PL experiments performed on the
QD ensemble at the same emission energy give access
to τd, while µ and the spectral diffusion parameters are
ascertained by a fit to the data shown in Fig. 4 a.
A clear room temperature antibunching can be ob-
served at zero time delay proving SPE. At the lowest
reported excitation power density, the single photon pu-
rity reaches g(2)(0) = 0.17 ± 0.08. However, as the ex-
citation power density is increased, g(2)(0) also increases
and surpasses the single photon limit (g(2)(0) = 0.5) for
an excitation power density of ≈ 39 kW cm−2 (see Fig.
4 b). At this excitation power density, the count rate at
the sample surface amounts to ≈ 6 × 106 s−1.
The single photon purity seems to be mainly curtailed
by the XX emission, cf. Fig. 3 b. A quantification of
the spectral overlap of the X and XX emission is given in
the supplementary material. Although a EXXbind of 47 meV
was measured for this specific QD, the XX broadening of
this particular QD amounts to almost 80 meV and thus
photons from the XX are also present in the investigated
spectral window of 8 meV as depicted in Fig. 3b. Hence,
for rising excitation powers an increasingly prominent lu-
minescence background occurs in the X detection window
due to the presence of XX. Thus, the photon stream is
contaminated, which limits the achievable g(2)(0) value.
However, for a precise quantification of this limitation it
is of utmost importance to determine whether the back-
ground luminescence is (a) correlated or (b) uncorrelated
to the X emission.
Generally, in the biexciton-exciton cascade, the decay
of XX and X should be temporally correlated, leading
to a correlation between the two photon streams linked
to XX and X. For the correlated case (a), the resulting
g(2)(0) values can be modeled as described in the supple-
mentary material based on a multiexcitonic model, ne-
glecting the dark excitons. Practically, as soon as the
XX and X emissions overlap in the detection bandpass,
all auto- and cross-correlation contributions to g(2)(τ)
must be summed. As a result of the corresponding theo-
retical treatment, we obtain the blue, solid line in Fig. 4
b.
For case (b), the single photon purity can be estimated
based on Sallen et al. [41]:
g(2)(0) = 1− ρ2 and ρ = IX/(IX + IXX). (4)
The red, solid line in Fig. 4 b depicts a fit to the
experimental g(2)(0) values (considering the limited time
resolution of the setup) based on equation 4. Here we
consider IX ∝ PnX and IXX ∝ PnXX , as determined by
the series of excitation-power-dependent spectra shown
in Fig. 3 b and its inset. A surprisingly good agreement
is found between the data and the theoretical treatment
assuming an uncorrelated background emission, cf. Fig.
4 b. Interestingly, in contrast to case (a), the assumption
of uncorrelated photon streams related to XX and X does
not lead to an underestimation of g(2)(0) as a function of
excitation power density.
The observation that the assumption of an uncorre-
lated photon stream (case (b)) leads to a better agree-
ment with the experiemental data than the assumption
of a correlated photon stream (case (a)), could be under-
stood in terms of the hybrid biexciton cascade depicted
in Fig. 1 b. The spin-flip process between the dark and
bright exciton states should randomize the emission of
photons stemming from the overall cascade. However,
based on the present measurements, the balance between
the correlated and uncorrelated contributions to the over-
all background emission, which degrade the g(2)(0) val-
ues, remains obscured. Therefore, future measurements
should target auto- and cross-correlation analyses for X
and XX with variable bandpasses. Clearly, also a better
trade-off between EXXbind and the occurring FWHM can be
found as suggested by the data shown in Fig. 3 a.
The loss in single photon purity with increasing exci-
tation power density is accompanied by a narrowing of
the antibunching peak as shown in Fig. 4 a. In Fig. 4
c, we plot the corresponding FWHM of the antibunching
peak as a function of excitation power density. For the
considered multiple-level system, this temporal FWHM
can be calculated by inverting equation 3:
τ(g(2)(τ) = 1/2) = −τd ln
(
W (− 12 · µe−µ)
µ
+ 1
)
, (5)
whereW is the LambertW function. Although a narrow-
ing of the antibunching peak is not inherently detrimental
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FIG. 4. a g(2)(τ)-traces of QD2 at 300 K as a function of excitation power density with channel resolutions of 100 (gray)
and 400 (black) ps/channel and convoluted fit (red). b g(2)(0) values as a function of excitation power density. The values
surpass the SPE limit for count rates at the sample surface of ≈ 6 × 106 s−1. The loss in single photon purity with rising
excitation power density is induced by the XX transition. The solid lines model the corresponding impact of uncorrelated (red)
or correlated (blue) photons that perturb the single photon stream of X. c Temporal FWHM of the antibunching peak and fit
based on equation 5 (solid red line). d Characteristic spectral diffusion time as a function of excitation power density along
with a fit based on 1/τSD ∝
√
P .
to the SPE performance, it can impact the uncertainty
of the measurements as the setup’s temporal resolution
is approached.
Another salient feature of the g(2)(τ)-measurements is
the appearance of a photon bunching phenomenon over-
lapping with the antibunching signature. Following the
analysis of Sallen et al. [53], we assume that this bunch-
ing is due to spectral diffusion as the emission shifts in
and out of the detection window, cf. Fig. 3 b. With in-
creasing excitation power density the characteristic time
of the bunching (τSD) decreases. This is due to the fact
that the rate of spectral diffusion mostly depends on the
occupation probability of charge trapping defects near
the QD, which in turn depends on the excitation power
density: 1/τSD ∝
√
P [55, 56].
Finally, g(2)(τ) measurements were performed on sev-
eral QDs at 300 K with an excitation power density of
20 kW cm−2. QDs with an emission energy between 4.4
and 4.6 eV and large EXXbind values were selected in order
to maintain the validity of the previous discussion. All
measured QDs displayed antibunching (see supplemen-
tary material). The average g(2)(0) value amounted to
0.23 ± 0.05. The high yield of GaN QDs displaying SPE
at 300 K together with the high count rates and the use of
Si substrates pave a promising pathway towards future
integration of these QDs into integrated photonic plat-
forms. For example, integration of a QD into an optical
cavity has been shown to increase the indistinguishabil-
ity of the photons as it decreases phonon decoherence
processes which are particularly pronounced at elevated
7temperatures [57]. Further on, quantum frequency down-
conversion schemes such as the one presented by Zaske et
al. [58], enable the conversion of QD based single photon
sources to telecom wavelengths.
SUMMARY
In conclusion we have demonstrated that self-
assembled GaN/AlN QDs on Si substrates can provide
SPE at 300 K. Their spectral signature and their be-
havior with temperature can be explained by a hybrid
XX model and strong exciton-phonon interaction. These
QDs remain bright even at room temperature, with typ-
ical count rates at the sample surface on the order of 106
- 107 s−1. Photon statistics displayed an enhanced single
photon purity for low excitation powers due to the sup-
pressed contribution of the XX. The overlapping bunch-
ing in the g(2)(τ) is explained in terms of spectral dif-
fusion. The probed QDs exhibited SPE at 300 K with
an average value g(2)(0) = 0.23 and a minimum value of
g(2)(0) = 0.17± 0.08.
Methods
The sample was grown by NH3-molecular beam epi-
taxy (MBE). It consists of 100 nm of high temperature
AlN on Si(111), followed by a plane of GaN QDs, a 20
nm AlN top barrier and finally a second plane of GaN
QDs. Further details on the growth of the AlN layer and
the QDs can be found in Refs. [59, 60]. The top QD
plane was used for atomic force microscopy (AFM) and
subsequently evaporated in the MBE reactor under vac-
uum at a temperature of 800 ◦C. Mesa structures and
position markers were then fabricated by e-beam lithog-
raphy. The developed regions of the resist were etched
down to a depth of about 60 nm, so that no QDs remain
outside of the mesa and marker structures. The mesa
sizes range from 2 µm to 50 nm in diameter. From AFM
measurements, the QD density was estimated to be ≈
1010 cm−2 (see supplementary material). Furthermore,
AFM revealed a broad QD size distribution, which is ad-
vantageous for the study of the optical features of QDs
emitting over a wide range of energies.
The optical properties were investigated by µ-PL spec-
troscopy. The QDs were excited either with a 266 nm or
a 244 nm continuous wave laser. The sample has a very
thin wetting layer, estimated at a thickness of 1.5 ML,
that is not excited with the employed lasers. The sample
was loaded in a closed-cycle He cryostat (Cryostation C2
from Montana Instruments, Inc.) and the luminescence
was collected by an 80× infinity corrected microscope
objective suited for the ultraviolet spectral range (NA =
0.55). The laser spot size was estimated to have a diam-
eter of ≈ 1 µm. The luminescence is then routed either
to a high resolution spectrometer or a Hanbury Brown
and Twiss interferometer for g(2)(τ) measurements.
Supplementary material
See supplementary material for additional structural
and spectroscopic information, as well as the treatment
of correlated emission in the g(2)(τ) measurements.
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A. Sample description
The sample structure consists of 100 nm of AlN on Si(111), one plane of GaN quantum
dots (QDs) with a 20 nm AlN top barrier and a top plane of GaN QDs for atomic force
microscopy (AFM) imaging. The AFM image of the sample (Fig. S1 a) exhibits clear three
dimensional islanding and a broad distribution of QD sizes. The density was estimated to
≈ 1010 cm−2. After AFM, the top plane of GaN QDs was evaporated in the molecular beam
epitaxy (MBE) chamber; GaN is unstable in vacuum for substrate temperatures above 750
◦C, whereas AlN does not evaporate up to temperatures as high as 1200 ◦C [1, 2]. Hence,
surface GaN can be evaporated selectively from AlN. Mesa fabrication was performed by
e-beam lithography after evaporation of the top plane of GaN QDs. The process employed
a SiO2 hard mask, ZEP-520A positive resist, and chlorine-based inductively coupled plasma
etching. In Fig. S1 b, a schematic cross section of the sample is displayed after the evapo-
ration of the top GaN QD plane and subsequent mesa fabrication.
60 nm
60 nm
20 nm
AlN
Si(111)
GaN QD
50 nm - 2 μm
200nm
a b
FIG. S1. a 1×1 µm2 AFM image in amplitude mode of the top plane of GaN QDs displaying a
broad distribution of QD sizes. Inset: three dimensional render of a QD taken from the same AFM
scan. b Schematic cross section of the sample structure after evaporation of the GaN QD top plane
and mesa fabrication.
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B. Optical characterization methods
As continuous wave excitation sources we either employed a frequency-doubled 488 nm
laser (Coherent Genesis CX SLM laser pumping a Spectra-Physics WaveTrain frequency dou-
bler), resulting in an excitation wavelength of 244 nm (5.08 eV), or a 266 nm laser from Cry-
las (4.66 eV). The laser was guided toward the sample via a 90:10 (transmission/reflection)
beamsplitter and a microcope objective (80× Mitutoyo Plan UV Infinity Corrected Objec-
tive) as illustrated in Fig. S2.
Beam sampler 
(90:10)
CCD
Photomultiplier 
tube
Time correlated 
single photon 
counter
Hanbury Brown and Twiss interferometer
Spectrometer
FHR 640
Monochromator
Cryostation
Frequency 
doubler
244 nm
cw
488 nm 
laser
cw
266 nm 
laser
80× Microscope 
objective
Microscope 
piezostage
Sample 
piezostage
Filter
Filter
FIG. S2. Schematic illustration of the µ-PL setup employed for this work. The red curved arrows
signal flip mirrors and the dashed lines alternative optical paths.
The sample was placed in a closed-cycle helium cryostat (Cryostation C2 from Montana
Instruments, Inc.) allowing temperature variations from 5 to 300K. Fine mappings of the
sample surface were achieved by displacing the microscope objective via a piezostage (Physik
Instrumente P-612.2 XY). The luminescence of the individual QDs was routed backwards
via the same beam path toward the beamsplitter. Mirrors mounted on flipmounts allowed
selecting between two different detection pathways: Standard photoluminescence acquisition
was done by using a single monochromator (Horiba FHR 640, 1800 l/mm holographic grat-
ing blazed at 400 nm) in combination with a liquid nitrogen cooled CCD (Horiba Symphony
II, UV-enhanced). The resolution of this detection pathway was chosen to be better than
900µeV for the entire QD emission interval. The second detection pathway, as illustrated
by the dashed lines in Fig. S2, comprises a single monochromator (SPEX 270M, holographic
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2400 l/mm grating blazed at 250 nm) attached to a Hanbury Brown and Twiss (HBT) inter-
ferometer for autocorrelation (g(2)(τ)) measurements. The bandpass of this second detection
pathway was chosen to be ≈ 8meV. The autocorrelator featured a 50:50 beamsplitter and
two photomultiplier tubes (PicoQuant PMA 175) connected to a time-correlated single pho-
ton counter (PicoQuant, PicoHarp 300). The measured bi-photon time resolution of the
autocorrelation setup yielded 220 ps.
The overall efficiency of both detection pathways was carefully examined. Hereunto, the
4.66 eV laser was coupled through the entire optical setup depicted in Fig. S2. A powermeter
was used to determine the optical losses of each individual element in the beam path. As
a result, the setup efficiency was measured at 4.66 eV and subsequently extrapolated to ≈
4.5 eV via the documented energy dependence of, e.g., the transmission, reflection (optical
elements), and detection efficiency (photomultiplier tubes) of the relevant elements. The
overall efficiency of the second detection pathway was estimated to 0.11 ± 0.04 % at an
energy of ≈ 4.5 eV.
C. Further optical measurements
GaN QDs emitting at energies around 4.4 eV often display a similar optical signature
to QD1 (see main text), where four lines dominate the emission spectrum and the highest
energy line is the brightest. Several examples of the emission of single GaN QDs emitting
at similar energies as QD1 are displayed in Fig. S3 a. The similarity among these spectra
led us to conclude that QD1 is representative of QDs emitting at energies around 4.4 eV.
Further on, similar spectra, with the presence of L1 and L2 were also observed in GaN QDs
by Kindel et al. [3] and in InGaN QDs by Amloy et al. [4]. The recursive appearance of such
optical footprint suggests that each set of lines originates from a single given QD. Further
on, spectral diffusion can be used to group spectral lines originating from the same QD
[5]. Defects near a QD can stochastically trap and release electrical charges resulting in a
fluctuating emission energy. Then, variations of the local environment are spatially specific
to each QD. Hence, any excitonic complex within the QD will display similar changes in
emission energy [6]. In Fig. S3 b the temporal evolution of the micro-photoluminescence
(µ-PL) emission of QD1 is plotted together with the relative line shift of each emission line
in Fig S3 c (sampling rate of 2 s). The synchronous change of the four dominant emission
4
ac
b
L1 L2 XX1 X1
L1 L2 XX1 X1
exc = 244 nm
P = 20 kW cm-2
T = 5 K
QD1
FIG. S3. a Low temperature µ-PL spectra of several GaN QDs emitting at an energy around 4.4
eV. The spectra are dominated by four peaks and the highest energy transition is the most intense.
b Time evolution of the µ-PL emission of QD1, fluctuations in the emission energy due to spectral
diffusion. c Relative energy shift of the lines shown in b (horizontally shifted for clarity), all the
lines shift at the same moment in time and with similar amplitude.
lines of QD1 further indicates that all the lines originate from the same QD.
The identification of the exciton line in QD1 is supported by power-dependent measure-
ments shown in Fig. S4 a. The X1 line is singled out by lowering the excitation power
density. Similarly to QD2 (see main text), the intensity of the transitions as a function of
excitation power density can be modeled by a Poisson distribution, yielding nL1 = 1.50 ±
0.04, nL2 = 1.47 ± 0.04, nXX1 = 1.43 ± 0.02 and nX1 = 0.90 ± 0.02 along the lines explained
in the main text. The identification of the transitions is further supported by polarization-
resolved spectra displayed in Fig. S4 b: XX1 and X2 (not visible) are cross-polarized to XX2
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and X1 [7, 8]. A similar polarization pattern was found by Hönig et al. [7] and Arita et al. [8]
for GaN/AlN QDs and GaN/Al0.2Ga0.8N interface fluctuation QDs, respectively. However,
the energetic splitting between the biexcitonic (XX1 and XX2) and excitonic states (X1 and
X2) strongly deviates among these reports due to the occurrence of the hybrid biexciton in
GaN/AlN QDs and a conventional biexciton in the GaN/Al0.2Ga0.8N interface fluctuation
QDs. Furthermore, the emission lines L1 and L2 are cross-polarized to X1 and XX2.
a
b
L2
X1
XX1
XX2XX1
X1
L1
exc = 244 nm
T = 5 K
P = 20 kW cm-2
QD1
exc = 244 nm
T = 5 K
QD1
15 kW cm-2
4.3 kW cm-2
0.6 kW cm-2
0.01 kW cm-2
FIG. S4. a Low temperature power-dependent µ-PL spectra of QD1 (vertically shifted for clarity).
At the lowest excitation power density, only the exciton is visible. b Low temperature µ-PL spectra
of QD1 for orthogonal polarizations (vertically shifted for clarity). All transitions are linearly
polarized, with XX2 and X1 being cross-polarized to all other spectral lines.
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Figure S5 a highlights the longterm time stability (2500 s) of the QD emission based on
QD2, which we commonly observe at 300K. This excellent emission stability is accompanied
by a constant QD emission energy, cf. Fig. S5 a. Furthermore, no blinking was observed in
any of the QDs. As a result of this overall emission stability, we were able to record g(2)(τ)-
traces for five QDs as shown in Fig. S5 b. The excitation power density was set to 20 kW
cm−2 and the sample temperature to 300 K (except for QD2 where we report the g(2)(0)
obtained with P = 6.5 kW cm−2). All probed QDs showed a pronounced antibunching in
the g(2)(τ) function. Here, we determine an average g(2)(0) of 0.23 ± 0.05 for five QDs.
exc = 266 nm
T = 300 K
P = 136 kW cm-2
QD2
b
a
Single photon limit
P = 20 kW cm-2
FIG. S5. a Long term PL stability of QD2 under constant excitation at room temperature. b
g(2)(0) value of the measured QDs at room temperature.
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D. Analysis of the single photon purity as a function of excitation power density
Exciton and biexciton emission from the same quantum dot are expected to be temporally
correlated. As observed when performing cross-correlation measurements of these transitions
[9–11]: the detection of the biexciton leads to an increased emission probability for the
exciton resulting in antibunching followed by bunching. In our experiments, there is an
overlap of the biexciton and the exciton emission within the selected bandpass for the g(2)(τ)
measurements, cf. Fig. S6. The impact of the overlap in the g(2)(τ) function, will be
described by first considering the absence of any spectral filtering and then adapted to the
intensities of each transition within the bandpass.
exc = 266 nm
T = 300 K
P = 290 kW cm-2
QD2
Bandpass              for g(2)()
X1
X2
XX1
FIG. S6. Room temperature µ-PL spectrum of QD2 the corresponding fit employing Lorentzian
line shapes. A clear overlap of the X2 and XX1 transitions can be observed in the bandpass used
for the g(2)(τ) measurements.
Without any spectral filtering, one has to consider all correlation channels, i.e., all possible
auto- and cross-correlation functions:
g
(2)
tot (τ) ∝
∑
i,j
γiγjpipj · g(2)i→j(τ), (S1)
which involves the decay rates γi,j and occupation probabilities pi,j of the ith and jth excitonic
states. The average emission rate of photons (ni) is then given by ni = γi ·pi [9]. In our case,
it is convenient to write equation S1 as a function of PL intensity: Ii = ni · TM · κ, where
8
TM is the integration time and κ is a scaling factor, which takes into account the width of
the g(2) bandpass as well as the detection losses:
g
(2)
tot (τ) = C ·
∑
i,j
IiIj · g(2)i→j(τ), (S2)
where C is a normalization constant. By definition ∀ i, j lim
τ→±∞
g
(2)
i→j(τ) = 1 and lim
τ→±∞
g
(2)
tot (τ) =
1, from which it follows that:
C = 1/
∑
i,j
IiIj. (S3)
For the particular case of QD2, only the biexciton and the exciton transitions are observed
in the PL spectra. Hence, C can be readily calculated:
C = 1/
∑
i,j=X,XX
IiIj = 1/(I
2
X + 2IXIXX + I
2
XX). (S4)
The impact of the presence of the biexciton and the exciton in our detection bandpass
on the single photon purity (g(2)(0)) can be determined by evaluating the function at zero
time delay. The value of g(2)(0) vanishes for the auto-correlation of X and XX and the
cross-correlation X→XX. The only non-vanishing term is the cross correlation XX→X [12]:
g
(2)
XX→X(τ) = exp(µ · e−|τ |/τd) · ((1− e−|τ |/τd)2 + 1/µ · e−|τ |/τd), (S5)
where µ = Π · τd, with τd the decay time and Π the pump rate. After evaluating equation
S5 at zero time delay, the single photon purity can be determined:
g
(2)
tot (0) = C · IXIXX · eµ/µ =
1
2 + IX/IXX + ·IXX/IX · e
µ/µ. (S6)
The intensity of each spectral line can be directly extracted from µ-PL measurements, as
exemplified in Fig. S6, and µ is ascertained by fitting the coincidence histograms displayed
in the main text (Fig. 4 a).
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