Abstract: This article presents a procedure to simulate groundwater flow subject to a nonlinear moving boundary resulting from periodic recharge and significant vertical hydraulic gradients. Under these conditions the Dupuit assumptions are not valid, and the governing equation is an elliptic partial differential equation that reduces to Laplace's equation in homogeneous isotropic aquifers. This equation is subject to a transient nonlinear free-surface boundary condition. To overcome the mathematical difficulties of this boundary-value problem with a nonlinear moving boundary condition, the method of decomposition in combination with successive approximations is proposed. Decomposition series provide a simple systematic approach to the approximate solution of the nonlinear boundary-value problem without linearization or discretization. Components of the decomposition solution are shown to converge fast to an exact solution and are compared with corresponding linearized and finite-difference solutions with good agreement. The model is demonstrated with an application to a perched aquifer in the Jackson Purchase region of Kentucky, which experiences annual fluctuations in the water table of over 5 m and strong vertical gradients. Using bulk values of hydraulic conductivity, an initial condition fitted to heads known at a few piezometers, and a generalized approximate model of periodic mean monthly recharge, approximate expressions for the time-dependent water table, and hydraulic heads are derived and compared with limited measured events. The simplified model reproduced the monthly heads and their seasonal variability. As expected, periodic recharge from rainfall functionally affects the hydraulic head. As a corollary, periodic recharge is imbedded in hydraulic gradients and pore velocities.
Introduction
One of the difficult problems in hydrology is the proper mathematical representation of regional groundwater flow in unconfined aquifers. Variables of interest in groundwater management are the distribution of hydraulic heads and groundwater flow velocities, which in turn are used as the building blocks for capture zone analysis and contaminant dispersion models. The exact differential equation governing groundwater flow in unconfined aquifers is an elliptic partial differential equation, which reduces to Laplace's equation in homogeneous isotropic aquifers. This equation is usually subject to a set of boundary conditions, of which the most difficult to handle is the free-surface boundary condition, itself a nonlinear partial differential equation that must be solved to get the free surface prior to the solution of the domain equation. However, part of the domain equation solution is finding the position of the free surface. To complicate matters even more, if the free surface is subject to time-dependent ͑that is, seasonal͒ recharge, or if there are variations in the boundary conditions ͓as in the case of the tide-induced waves of Turner et al. ͑1996͒ and Nielsen et al. ͑1997͔͒ , then the free-surface boundary condition becomes a transient nonlinear partial differential equation.
Common approaches to solving this problem include trial-anderror procedures to approximate the location of the free surface in combination with numerical solutions of the differential equations ͓for example, Neuman and Witherspoon ͑1971͒; Pinder and Gray ͑1977͒; Huyakorn and Pinder ͑1983͒; Liggett and Liu ͑1983͒; Bear and Verruijt ͑1987͒; Gjerde and Tyvand ͑1992͔͒ and linearization of the free-surface boundary condition and the analytical solution of the differential equation ͑Polubarinova-Kochina 1962; Van der Giesen et al. 1994͒ . Two-dimensional problems can sometimes be solved with the use of the inverse velocity hodograph ͑Harr 1962; Polubarinoba-Kochina 1962; Aravin and Numerov 1965͒ ; the application of stochastic methods in combination with numerical methods ͑Serrano and Unny 1986; Fenton and Griffith 1996; Dagan and Zeitoun 1998; Tartakovsky 1999; Amir and Dagan 2002; Tartakovsky et al. 2002͒;  or the adoption of the Dupuit assumptions of essentially horizontal flow that eliminate the vertical coordinate and the free-surface boundary condition. In the latter case, the resulting domain equation, the Boussinesq flow equation, is itself a nonlinear equation that is subsequently linearized or discretized to facilitate its solution ͑Muskat 1937; Charnyi 1951; Dagan 1966; Kirkham 1966; Knight 1981͒. In another approach, an analytical solution of the linear groundwater flow equation subject to an oscillating forcing function is obtained when aquifer compressibility is not neglected ͑Vandenberg 1980͒. Recent contributions have attempted the solution of the nonlinear Boussinesq equation subject to transient river boundary conditions and recharge ͑Kacimov and Lapin 1993; Kacimov 1997; Serrano and Workman 1998͒ . Serrano ͑1995͒ presented a solution to Laplace's equation subject to steady recharge from rainfall. That solution required prior knowl-1 edge of the steady free-surface profile and was used to derive expressions for the statistical properties of the steady velocity field. No consideration was given to time-fluctuating seasonal recharge or to vertical gradients that would significantly depart from Dupuit assumptions.
To understand the mathematical difficulties of deriving solutions to the general groundwater flow problem with a nonlinear free surface, we should see its resemblance to the theory of nonlinear waves in classical hydrodynamics ͑Stoker 1958; Rahman 1995͒. A significant mathematical difference between nonlinear waves and transient nonlinear free-surface flow is in the form and sign of the time derivative of the potential. Physically, groundwater flow does not exhibit ''water table waves'' or resonance because of the dissipative nature of porous media flow. This makes the mathematical problem and solution to groundwater problems much simpler than the corresponding hydrodynamic wave problem. Because of this, several analytical solutions have been possible ͑for example, Bear 1972; Strack 1989; Bakker 1997͒ . The most important exact solution to transient nonlinear free-surface evolution was developed by Kucherenko ͓see PolubarinovaKochina ͑1977͔͒ by using Galin's successive approximation of an initially known free surface. Approximate analytical solutions to the transient nonlinear free-surface evolution were also obtained by Kufarev, Vinogradov, and Kalinin ͑Polubarinova-Kochina 1962͒. In contrast, analytical solutions to even simplified steady problems in nonlinear waves are rare. One of the few available was developed by Nekrasov in 1921 ͓see Stoker ͑1958͒ for a description͔. Other solutions and significant contributions for nonlinear waves have been produced by geotechnical engineers ͑for example, Kovacs 1981͒ and by applied mathematicians ͑Ro-drigues 1983; Alt 1985; Hornung 1990; Keady 1990͒. Other approaches to the free-surface problem have focused on the linearized Boussinesq equation. One front in this line of work linearizes the free surface while maintaining Laplace's equation for the domain. This is equivalent to the linear wave theory dating back to the classical Cauchy-Poisson problem ͑Stoker 1958; Rahman 1995͒. Polubarinova-Kochina ͑1977͒ adapted a mathematical analogy between surface water waves and water table fluctuations. Another front considers the ''shallow water'' approximation, that is, the Boussinesq equation in groundwater hydrology.
The main objective of the present article is to explore the form of unconfined-aquifer hydraulic heads in situations when vertical hydraulic gradients are significant, and therefore the Dupuit assumptions are not valid, and the aquifer is subject to seasonal ͑that is, periodic in time͒ recharge from rainfall. A periodic recharge naturally translates into seasonal fluctuations in the water table elevation, and thus in periodic hydraulic heads and hydraulic gradients. We seek to obtain a simplified means to describe the quantitative evolution of these variables, given a known or approximate initial condition and a general form of the seasonal mean monthly recharge rate. Since the pore velocities are functionally related to hydraulic gradients via Darcy's law, transient heads translate into transient pore velocities. Finally, the fundamental contaminant dispersion parameters-advection and dispersion coefficients-are functions of the pore velocities. Thus, in principle, a seasonal recharge should produce transient dispersion parameters. Our long-term objective therefore is to obtain a quantitative description of the time evolution in the dispersion parameters.
For the observation of functional forms of heads and the derivation of gradients, we seek analytical descriptions of these variables. In the present article we use the method of decomposition ͑Adomian 1994͒ for the solution of the differential equations. In the second section of the article, a general procedure for the solution of the aquifer domain equation subject to a transient nonlinear free-surface boundary condition is proposed. Given a known or assumed initial condition and the form of the transient recharge, we first solve the free-surface problem by itself as a boundary-value problem. With the free-surface solution, the aquifer-domain equation is solved. Improvement of the head estimation is achieved by successive approximation that does not depend on any space or time step of numerical solutions ͑Neuman and Witherspoon 1971͒ since the solutions are analytical and thus continuous in the independent variables. The third section of the paper presents verification of the domain and water table components of the model with limited analytical and numerical solutions, and the fourth section presents verification of the model by applying it to a perched aquifer in the Jackson Purchase region of Kentucky.
Transient Unconfined Groundwater Flow with Significant Vertical Gradients
We consider 2D transient groundwater flow in an unconfined, incompressible, anisotropic aquifer in situations where the vertical hydraulic gradients are important and therefore the Dupuit approximation of nearly horizontal flow is not reasonable. With a moving water table, the governing differential equation is an elliptic partial differential equation subject to a set of timedependent boundary conditions and a dynamic nonlinear freesurface boundary condition responding to recharge from rainfall or fluctuating lateral boundaries ͑Bear and Verruijt 1987͒:
where ϭhydraulic head ͓L͔; ͑x, z͒ϭhorizontal and vertical spatial coordinates ͓L͔ with the vertical dimension; tϭtime coordinate ͓T͔; l x ϭhorizontal dimension of the aquifer ͓L͔; h(x,t)ϭelevation of the free surface ͓L͔; f 1 (z,t) ϭtime-dependent left boundary condition ͓L͔; f 2 (z,t)ϭright boundary condition ͓L͔; ‫ץ/ץ‬nϭgradient normal to the aquifer bottom boundary ͑usually zero͒; Z b (x)ϭ͑irregular͒ elevation of the bottom of the aquifer with respect to the datum ͓L͔; S p (x,t)ϭlocation of the seepage face with respect to the datum ͓L͔; G s (x)ϭlocation of the ground surface ͓L͔; i (x,z)ϭinitial condition ͓L͔; K x ϭx component of the aquifer hydraulic conductivity ͓L͔; K z ϭz component of the hydraulic conductivity ͓L͔; S y ϭeffective porosity; and R g ϭrecharge from rainfall or deep infiltration from artificial irrigation ͓L T Ϫ1 ͔. Note that in Eq. ͑1͒ the free-surface boundary conditions require that the head at the free surface equals the vertical elevation of the free surface with respect to the datum, and that the free surface moves according to mass conservation between recharge and horizontal and vertical gradients. The latter condition produces a nonlinear transient partial differential equation. The difficulty in solving Eq. ͑1͒ lies in the fact that the position of the free surface is required to solve for the head inside the aquifer domain. However, knowledge of the position of the free surface is precisely the desired result.
In this article we use analytical decomposition techniques ͑Adomian 1994͒ to solve the nonlinear equations in conjunction with successive approximation. Decomposition consists in expanding the dependent variable of an equation as an infinite series. Starting with a known initial condition or forcing function, each subsequent term in the series is analytically derived based on the nonlinear terms in the differential equation. An advantage of decomposition is the systematic construction of a simple analytical series that converges fast to the true nonlinear solution without discretization or linearization. In some cases a closed-form solution is obtained; in other cases with complex nonlinearities, the series converges fast to a desired accuracy with only a few terms. See Serrano ͑1995, 1997, 1998͒ for examples in water resources and Serrano ͑2001͒ for examples of applications to nonlinear algebraic, differential, and stochastic equations. The method may be used in homogeneous as well as heterogeneous aquifers.
Consider initially the nonlinear free-surface boundary condition as a boundary-value problem by itself:
where a(t)ϭR g (t)/S y ; b(t)ϭ(K z ϩR g (t))/S y ; cϭK x /S y ; and dϭK z /S y . Defining L t ϭ‫ץ/ץ‬t and L t Ϫ1 as the definite integral from 0 to t, Eq. ͑2͒ may be written as
where 0 (x)ϭ i (x,h)ϭinitial condition at the free surface, and
From Eq. ͑5͒ the solution could be written as ϭH 0 ϩ 1 ϩ 2 ϩ¯, where
Each term in the series is analytical and depends on the previous terms; thus the series are nonlinear but calculable. In addition, the convergence rate of decomposition is high, and in many cases only the first two or three terms are needed to assure accuracy to a desired level ͑see the third section of the paper͒. From Eq. ͑2͒, the position of the free surface depends on the initial condition, recharge, hydraulic conductivity, effective porosity, and vertical and lateral hydraulic gradients. The initial condition may be derived from fitting a smooth surface, i (x,z), through a set of piezometric heads known at a specified time ͑for example, t ϭ0). The horizontal and vertical hydraulic gradients may be estimated from this initial condition.
With the solution for the free surface, we derive a solution for the aquifer domain equation. According to decomposition theory, two solutions are possible: the x-partial solution, or the z-partial solution. The x-partial solution results when the equation is decomposed and integrated in the x domain only and its constants of integration use the x boundary conditions. Similarly, the z-partial solution is obtained when the equation is integrated in the z domain only. For transient equations such as Eq. ͑2͒, a t-partial solution, Eq. ͑6͒, is possible. We first try the z-partial solution since it takes advantage of the moving free-surface boundary condition. Define L x ϭ‫ץ‬ 2 /‫ץ‬x 2 and L x Ϫ1 as the double indefinite integration with respect to x, and L z ϭ‫ץ‬ 2 /‫ץ‬z 2 and L z Ϫ1 as the double indefinite integration with respect to z. Thus, from Eq. ͑1͒
where k 0 (x) and k 1 (x) must satisfy the boundary conditions in the z direction. Thus, the series for the aquifer domain are ϭ 0 ϩ 1 ϩ 2 ϩ¯, such that
The above procedure may be repeated to successively improve the solutions for the water table and the aquifer domain: ͑1͒ use Eq. ͑8͒ to recalculate the horizontal and vertical gradients at the JOURNAL OF HYDROLOGIC ENGINEERING © ASCE / MAY/JUNE 2003 / 125 free surface; ͑2͒ recalculate the time-dependent free surface in Eq. ͑6͒ after setting h 0 (x)ϭ(x, h, 0); and ͑3͒ recalculate the domain aquifer head in Eq. ͑8͒.
Verification with Existing Solutions
Complete closed-form analytical solutions to Eq. ͑1͒ are rare. In this section we perform a limited verification of simplified parts of the decomposition solution derived in the second section using existing solutions. Let us first consider the simplified boundaryvalue problem in isotropic media subject to a steady free surface with constant recharge:
where the left and right boundaries are constant heads; the bottom one is a no-flow condition in the vertical direction; and the seepage face will be located at xϭ0 in the region H 1 рzр(0, h) and at xϭl x in the region H 2 рzр(l x , h). Similar to Eq. ͑3͒, a decomposition expansion to the free-surface condition in Eq. ͑9͒ gives
where h 0 ϭsmooth, twice-differentiable function in x ͑for example, an initial approximation such as the Dupuit parabola͒. From Eqs. ͑7͒ and ͑8͒, the domain z-partial solution gives
where h 0 Љ(x)ϭd 2 h 0 /dx 2 . If Ϸ 0 ϩ 1 were the solution, an application of the bottom boundary condition gives k 3 (x)ϭ0. Hence, an initial estimate of the vertical gradient near the free surface would be ‫ץ/ץ‬z(x, h)ϭϪh 0 h 0 Љ , and the top boundary condition in Eq. ͑10͒ yields
and
As an example, consider a regional aquifer with H 1 ϭH 2 ϭ100 m; l x ϭ500 m; Kϭ1 m/month; R g ϭ0.01 m/month; S y ϭ0.1; and h 0 approximated as the Dupuit parabola
with the transmissivity approximated as TϷK(H 1 ϩH 2 )/2. With these assumptions, Eqs. ͑12͒ and ͑13͒ yield the free surface shown in Fig. 1 . There is a seepage face of length (0, H 1 ) ϭ(l x , H 2 )ϭ1.062 m on the left and right boundaries. Fig. 1 also shows a map of equipotential lines in the aquifer illustrating the typical 2D flow field for which Eqs. ͑12͒ and ͑13͒ constitute an approximate solution. Substituting into the aquifer domain equation in Eq. ͑9͒ gives an estimate of the absolute error. Fig. 2 shows the distribution of the absolute error in meters along the aquifer. In this example, the maximum absolute error is of the order of 2ϫ10 Ϫ6 m and occurs in the middle of the aquifer. Substituting Eqs. ͑12͒ and ͑13͒ into the free-surface Eq. ͑9͒ gives an estimate of the error at the free surface. The maximum absolute error is of the order of 0.094 m and again occurs in the middle of the aquifer in this example. Errors will increase as the ratio H 1 /l x decreases. For cases where this ratio is less than one ͑for example, tall dams͒, the error may be substantial. In general, the solution appears applicable to natural aquifers rather than human-built structures, for which the classical solutions reported by Polubarinova-Kochina ͑1962, 1977͒ work best. The results were obtained with only two terms in the decomposition expansion. The convergence of the terms depends on the values of the parameters and the relationship between the longitudinal and vertical dimensions of the aquifer. For domain sizes that satisfy the Lipschitz condition ͑Oden 1977͒, the series can be seen to converge fast. It is easy to show that, with the above restrictions, additional terms will slightly improve the solution. From the modeling point of view, Eqs. ͑12͒ and ͑13͒ contain sufficient information on the total solution that render an accurate yet simple aquifer model.
For a rigorous mathematical discussion on the convergence problem of decomposition series, the reader is referred to Cherruault ͑1989͒, Cherruault et al. ͑1992͒, and Abbaoui and Cherru- ault ͑1994͒. It is also important to mention the rigorous mathematical framework for the convergence of decomposition series developed by Gabet ͑1992, 1993 , who connected the method of decomposition to well-known formulations where classical theorems ͑for example, fixed point theorem, substituted series, and so on͒ could be used. For a discussion on the convergence of decomposition series of convection-diffusion equations, including a theorem with proof, see Serrano ͑1998͒. For additional comparisons between exact and truncated decomposition solutions, see Serrano and Adomian ͑1996͒.
To verify the transient free-surface component of the decomposition solution, let us explore a simplified version of Eq. ͑2͒. Assume a constant recharge rate of 0.001 m/day, in an isotropic medium with K x ϭK z ϭ10 m/day corresponding to a typical value for a clean sand, and S y ϭ0.1. With these provisions, a ϭ0.01 m/day, bϭ100.01 m/day, and cϭdϭ100 m/day. Let us further assume that the initial vertical gradient at the water table is known from field measurements to be f ϭ0.01, constant with distance. Adopt a parabolic initial water table such as those obtained with Dupuit assumption solutions, h 0 (x)ϭAx 2 ϩBxϩC, with A ϭϪ0.001 m Ϫ1 , Bϭ0.01, and Cϭ100 m. From Eq. ͑6͒ the decomposition series for the free surface is given by
An independent verification of Eq. ͑15͒ may be accomplished through a comparison with a standard finite-difference solution. Discretizing the spatial domain x at constant intervals ⌬x and the temporal domain t at constant time intervals ⌬t, we obtain the numerical solution i, j at nodes (i, j), iϭ1, 2, ..., N, jϭ1, 2, ..., T, with N the number of spatial nodes and T the number of temporal nodes. The following explicit-forward finitedifference solution of Eq. ͑2͒ is computationally inefficient, but it serves our purposes: Fig. 3 shows the free-surface profile according to a two-term decomposition solution in Eq. ͑15͒ and the finite-difference solution in Eq. ͑16͒ with ⌬tϭ0.001 days. The agreement between the nonlinear and numerical solutions is reasonable. As time increases, the discrepancy between the two solutions increases, partly because of the instability and computational inefficiency inherent to numerical solutions, and partly because the convergence rate of decomposition series, as with any asymptotic series, depends on the values of the parameters and the simulation time. A condition for the convergence of the series requires that ͉b f t/H 0 (t)͉Ͻ1. Thus, from the above limited experiments, a twoterm decomposition solution appears to be a reasonably accurate model, provided the above condition is not violated. In cases of very large hydraulic conductivities combined with large vertical gradients, the simulation time must be restricted.
One of the few exact solutions to the nonlinear Boussinesq equation without recharge was first developed by Sokolov, as reported by Poluvarinova-Kochina ͑1977͒. Due to its simplicity of implementation, we will compare it with a corresponding decomposition solution. Consider the dimensionless Boussinesq equation given by
where h(x,t)ϭhydraulic head; xϭdimensionless distance; t ϭdimensionless time; h b (t)ϭtime-dependent left boundary condition at a canal; and h i (x)ϭinitial condition across the aquifer. A decomposition expansion of Eq. ͑17͒ gives
where the nonlinear operator
From Eqs. ͑1͒ and ͑19͒
Eq. ͑21͒ is the exact solution to Eq. ͑17͒ ͑Poluvarinova-Kochina 1977͒. It satisfies the differential equation, the boundary, and the initial conditions. Alternatively, we can formulate the x-partial decomposition solution of Eq. ͑17͒ as
The first term in the series is
where k 1 (t) and k 2 (t) must satisfy the boundary conditions of Eq. ͑17͒. Thus 
Similarly
As a simple illustration, let us approximate the head as Fig. 4 shows a comparison between the exact solution and the two-term x-decomposition solution in Eq. ͑26͒ at tϭ10. Clearly the decomposition solution is accurate, even when only two terms are used. We remark again that the convergence rate depends on the parameters and the simulation time. However, selecting a simulation time such that convergence and accuracy are assured ͑that is, a modeling decision͒ appears to be an advantage of decomposition over conventional small perturbation techniques, which subjectively assume a perturbation to be small in order that the nonlinear equation may be solved.
Verification in Perched Aquifer in Jackson Purchase Region of Kentucky
To field-verify the unconfined aquifer model derived in the second section, we apply it to a perched aquifer located in the southern portion of Hickman County in the Jackson Purchase region of Kentucky. This aquifer exhibits significant seasonal fluctuations in the water table, accompanied by strong vertical hydraulic gradients. The study site is in a small watershed drained by an unnamed intermittent stream that discharges into the perennial Bayou de Chien, which in turn empties into the Mississippi River at a point approximately 18 km west of the site. The boundary of the watershed has an average width of approximately 900 m, and its average length is approximately 3,600 m. The watershed encompasses an area of approximately 344 ha ͑Petersen 1996͒. The terrain is gently rolling with 30 m of relief occupying the elevation interval between 95 and 130 m above sea level. The site has 16 piezometers and monitoring wells grouped into 5 nests identified as nests A, B, C, D, and E. Nest A is located approximately on the watershed divide, nest E is located in the bed of the intermittent stream, and nests B, C, and D are positioned along the gentle downward slope. Fig. 5 shows a cross section profile of the study site according to Petersen ͑1996͒ that has a length-to-depth ratio of 10:1. The heavy dot-dash lines in Fig. 5 represent the Loess/continental deposit contacts and the continental deposits/Jackson formation contact, and the coarsedashed line represents the contact between the upper and lower units of the continental deposits. Geology, stratigraphy, and well construction are discussed in detail in Petersen ͑1996͒. Hydraulic heads are reported for some wells since May 1992 and from May 1995 to April 1995 for all of the wells. Some of the heads were measured with continuously recording pressure transducers, which were transformed to equivalent water level.
The shaded areas in Fig. 5 represent saturated zones of the perched aquifer and the regional aquifer. The perched aquifer experiences significant seasonal fluctuation in the water table and strong vertical hydraulic gradients throughout the year. The vertical gradients and the seasonal water table fluctuations are maximum at the watershed divide and minimum at the intermittent stream ͑Petersen 1996͒. The perched aquifer apparently joins the regional aquifer at an undetermined location near the intermittent stream. Fig. 6 shows an idealized representation of the perched aquifer. The horizontal dimensions of the aquifer go from nest A, taken as xϭ0, to nest E, taken as xϭl x ϭ439 m. The bottom boundary of the aquifer is located at the interface between the fine sand with silt, clay, and gravel and the sand layers of the continental deposits. This boundary was assumed to be described by an irregular ͑although smooth͒ curve of the form Dx 2 ϩE, with D ϭϪ3.63ϫ10 Ϫ5 m Ϫ1 and EϭZ b (0)ϭ107.6 m above sea level. Since the bottom of the aquifer is subject to atmospheric pressure, then the bottom boundary condition is (x,Z b ,t)ϭZ b (x), where Z b (x) is the elevation of the bottom of the perched aquifer. The top boundary of the aquifer is given by the water table elevation, h(x,t), which has a maximum value at the ground-surface elevation, and by the seepage face elevation, S p (x), when the free surface intersects the intermittent stream channel.
Based on detailed measurements at the site, Petersen ͑1996͒ concluded that the overall value of the vertical hydraulic conductivity was greater in magnitude than that in the horizontal direction. The bulk value of the horizontal hydraulic conductivity was calculated as K x ϭ0.105 m/month; the bulk value of the vertical hydraulic conductivity was calculated as K z ϭ0.132 m/month. The effective porosity, S y , which appears in the water table boundary condition, exhibits a variable magnitude. On the left portion of the aquifer, most of the water table fluctuations are in the range occupied by the Loess silt with an effective porosity of the order of 0.01. As x increases, the water table gradually occupies the coarser sand, clay, and gravel soils of the upper continental deposits with an effective porosity of the order of 0.05. As an approximation, we assume a simple linear variability of the form S y (x)ϭ0.016ϩh s x, with h s ϭ3.189ϫ10
Ϫ5 . Water-budgeting techniques with the HELP model ͑Schroeder et al. 1994͒ were used to study the recharge from rainfall at the site ͑Petersen 1996͒ for the period from 1989 to 1994. It was found that recharge varies with annual rainfall and seasonally within the year. Calculated recharge is maximum in February and March and minimum in September and October. It is also observed that piezometric heads are lagged in time between one and a half to two months after recharge events. In other words, maximum heads generally occur in May and minimum heads in November of each year.
We used the limited recharge data for the period from 1989 to 1994 to derive a simplified general model of mean monthly seasonal recharge at the site. The actual recharge will be sometimes in excess and sometimes in deficit of the average model. Thus for this study we assumed R g (t)ϭM ϩN sin((tϩ2)/6), with M ϭ0.0314 m/month and NϭϪ0.03128 m/month. The initial time, tϭ0, for our simulations occurred in May 1993, when all piezometers in the aquifer were in operation.
The initial water table elevation was assumed based on a nonlinear regression of the heads at piezometers P1, P9, P12, P15, and P7 measured in May 1993: h 0 (x)ϭ i (x,h)ϭAx 2 ϩBxϩC, with AϭϪ2.16ϫ10 Ϫ5 m Ϫ1 , BϭϪ2.381ϫ10 Ϫ2 , and C ϭ118.223 m. For the initial head inside the aquifer domain, i (x,z), a simple surface that interpolated the heads at the individual piezometers was sought. This surface should reproduce the observed features of mild vertical gradients near the water table ͓see well hydrographs in Figs. 38 through 44, Petersen ͑1996͔͒ and gradual nonlinear increase in vertical gradients with depth. Observed well hydrographs also indicate a gradual decrease in vertical gradients with increase in distance x. In addition, the initial condition should reproduce the known boundary conditions of the perched aquifer, particularly those indicating that the hydraulic head equals the elevation head at the water table and at the bottom of the aquifer. The initial condition assumed has the form
where min( , ) and max( , ) represent the minimum and the maximum operators, respectively, and f ϭ0.24 represents the degree of nonlinearity in the vertical gradient. With the above information, we use Eqs. ͑6͒ and ͑8͒ to simulate the temporal evolution of the water table and the aquifer domain heads, respectively. We first check numerical convergence of the decomposition series for the water table in order to estimate the number of terms necessary for an accurate estimation. Thus, from Eq. ͑6͒ where h 0 Јϭ‫ץ‬h 0 /‫ץ‬x and h 0 Љϭ‫ץ‬ 2 h 0 /‫ץ‬x 2 . Maximum values in head occur at xϭ0. For instance, the first three terms in the freesurface series at tϭ30 months are, respectively, H 0 ϭ188.608 m, 1 ϭϪ71.060 m, and 2 ϭ0.044 m. This implies that, in this case, only two terms in the series are needed to assure an accuracy of the order of a centimeter. Thus, from Eq. ͑28͒, the water table is given by
I͑t ͒ϭ 1
Eq. ͑29͒ includes the condition that the free surface must not exceed the elevation of the ground surface, G s (x). Now from Eqs. ͑8͒ and ͑29͒, the hydraulic head inside the aquifer domain is given by ͑x,z,t ͒ϭmax͑ ⌽͑x,z,t ͒,z ͒; ⌽͑x,z,t ͒Ϸ 0 ϩ 1
, and the integrals
Eq. ͑30͒ includes the condition that the hydraulic head must not be less than the elevation head, a necessary condition when the aquifer is dewatered. As expected, seasonal periodic variability in the recharge is functionaly imbedded in the form of the hydraulic head, and thus also in the hydraulic gradients and the pore velocities. Since contaminant dispersion coefficients are defined as functions of pore velocities, then the former should exhibit a periodic in-time behavior, depending on the local importance of recharge rates.
Figs. 7 through 9 illustrate a comparison between simulated well hydrographs with Eq. ͑30͒ and corresponding measured hydrographs as reported in Petersen ͑1996͒. In general, the model reproduces the average seasonal fluctuation in the hydraulic head. The effectiveness of the model diminishes with increasing depth and with increasing distance x. The major sources of model error come from the generalized forms adopted for the initial condition i (x,z) and for the seasonal aquifer recharge R g (t). An improvement may be accomplished if a more accurate determination of these functions is assumed, supported with additional field measurements. Yet the system of Eqs. ͑30͒ and ͑31͒ provides a simple general picture of periodic variability in groundwater heads. The analytical nature of the model offers an opportunity to characterize the transient functional form of hydraulic gradients, pore velocities, and, ultimately, dispersion coefficients. The latter will be used to observe the effect of seasonal fluctuations in the recharge on the spatial distribution of a contaminant plume.
Having an approximation of (x,z,t), the hydrologist may now improve the mathematical accuracy of the decomposition solution, as stated in the second section: ͑1͒ use Eq. ͑30͒ to reestimate the horizontal and vertical gradients at the water table; ͑2͒ set h 0 (x)ϭ(x,h,0) and use Eq. ͑6͒ to re-estimate the water table, (x,h,t); and ͑3͒ use Eq. ͑30͒ to re-estimate the head . However, an improved mathematical accuracy and complexity do not overcome the errors in measurement of hydraulic heads or in 
Summary and Conclusions
A study was undertaken to investigate a procedure to simulate groundwater flow subject to a nonlinear moving boundary resulting from periodic recharge and significant vertical hydraulic gradients. To overcome the mathematical difficulties inherent to the solution of the governing aquifer equation, subject to a transient nonlinear free-surface boundary condition, the method of decomposition in combination with successive approximation was proposed. Decomposition series provide a simple systematic approach to the approximate solution of the nonlinear boundaryvalue problem without linearization or discretization.
The series approximation was used as the building block of a simplified model of groundwater flow in unconfined aquifers subject to a transient water table and significant vertical gradients. Components of the solution were verified for convergence and accuracy with existing analytical and numerical solutions. The model was demonstrated via an application to a perched aquifer in the Jackson Purchase region of Kentucky. Using bulk values of hydraulic conductivity and a generalized approximate model of periodic mean monthly recharge, approximate expressions for the time-dependent water table and aquifer hydraulic heads were derived and compared with limited measured piezometric heads.
The simplified compared favorably with the measured monthly heads and their seasonal variability. As expected, periodic recharge from rainfall functionally affects the form of the hydraulic head. As a corollary, periodic recharge is imbedded in aquifer hydraulic gradients, pore velocities, and, possibly, contaminantdispersion coefficients. Pore velocities with periodic in-time components may be one more reason for the enhanced values of field dispersion coefficients.
