We propose a general model of local property reconstruction. Suppose we have a function f on domain Γ, which is supposed to have a particular property P, but may not have the property. We would like a procedure which produces a function g that has property P and is close to f (according to some suitable metric). The reconstruction procedure, called a filter, has the following form. The procedure takes as input an element x of Γ and outputs g(x). The procedure has oracle access to the function f and uses a single short random string ρ, but is otherwise deterministic.
1 Online property reconstruction the function g produced may depend on both the order of the queries and the random bits used by the algorithm.
This general structure for filters has two potential drawbacks: (1) It requires the storage of all previous queries and answers, thus incurring possibly significant space overhead for the algorithm, ( 2) It does not support a local implementation in which multiple copies of the filter, having read-only access to f , are able to handle queries independently while maintaining mutual consistency.
In this paper, we propose the following strengthened requirements for a filter. A local filter 1 for reconstructing property P is an algorithm A that has oracle access to a function f on domain Γ (the "data set") and to an auxiliary random string ρ (the "random seed"), and takes as input x ∈ Γ. For fixed f and ρ, A runs deterministically on input x to produce an output A f,ρ (x). Thus, given f and ρ, A f,ρ specifies a function on domain Γ. We want A to satisfy the following properties:
1. For each f and ρ, A f,ρ satisfies P. 2 2. For each f , with high probability (with respect to the choice of ρ), the function A f,ρ should be "suitably close" to f .
3. For each x, A f,ρ on x can be computed very quickly.
4. The size of the random seed ρ should be "much smaller" than |Γ|.
Remark 1:
In Condition 2, we say that A f,ρ should be "suitably close" to f . There are various ways to make this precise. Let ε f denote the minimum distance from f to a function satisfying P and let γ f (ρ) denote the distance from f to A f,ρ . We would like γ f (ρ) to be small compared to ε f . The error blow-up, which is the ratio of γ f (ρ)/ε f , works well for the monotoncity property that we study. For other properties, it might be more appropriate to use another criterion: for example, we might consider the difference γ f (ρ) − ε f . More generally, we could require simply that γ f (ρ) be bounded above by some arbitrary function of ε f (either independent of |Γ| or growing very slowly with |Γ|).
Remark 2: Similarly, for Condition 3, there are various possibilities for interpreting the phrase "very quickly". In this paper, we obtain running times that are polynomial in log |Γ|. In Section 3, we will mention some work on other properties where the running time does not depend on the domain size. On the other hand, there may be other properties where it is non-trivial and interesting to obtain running times of the form |Γ| δ .
Remark 3: A local filter can be used, trivially, as an online filter. The space required by the local filter is bounded by the sum of the length of ρ and the running time per query. By keeping these both small (e.g., much smaller than |Γ|) we obtain an online filter using little auxiliary space.
Remark 4: A local filter can be used to enforce consistent behavior among autonomous processors who each have access to f but do not communicate with each other. We generate one random seed ρ and give the same random seed to each of the processors. Since A f,ρ is deterministic, all processors will reconstruct the same function.
Related Work
One case of property reconstruction that has been studied extensively is error correcting codes. Suppose C ⊆ {0, 1} n is such a code in which all members of C are pairwise at distance at least d. Let P be the property of being a codeword. The error correction problem for C is to find the closest codeword to a given input string x. This can be formulated as a reconstruction problem for the property P.
One variant of the error correction is the problem of local decoding. This problem was explicitly named in [25] , but, as noted there, was studied previously in connection with self-correcting computation (e.g., [12, 20] ), probabilistically checkable proofs (e.g., [8] ), average-case reductions (e.g., [9, 30] ), and private information retrieval (e.g., [13] ). Here we want a decoding algorithm for a given code that, given oracle access to the bits of an input string x, and given an index i ∈ [n], finds the ith bit of the closest codeword to x by querying a small (possibly randomly selected) number of bits of x. If we view the local decoding algorithm as a deterministic algorithm that takes input i and a random string r (used to make the decisions) then we require that for each i, most choices of r lead to the correct value for the ith bit of the closest codeword. This is very similar to (though not quite the same as) the local property reconstruction problem for P; for local property reconstruction we interchange the "for all" and "for most" quantifiers and require that for most choices of r, and for all i ∈ [n], the algorithm correctly produces the ith bit of the codeword. Also, we pay attention to the length of the random string r, which we want to be suitably small.
In local list decoding, our aim is to find a short list of codewords that are all suitably close to the input word. For example, in list decoding of low-degree polynomials [6, 30] , the input is a function and the output is a small list of low-degree polynomials that are close to the input function.
The monotonicity problem considered in this paper is qualitatively quite different from the local decoding examples. In local decoding there is either one correct output, or (in the case of list-decoding) a sparse list of possible correct outputs. For monotonicity there may be many (possibly infinitely many) ways to correct a given function to a nearby function with the desired property. One might think that having many possible close corrections (rather than one) makes reconstruction easier but, at least for the monotonicity problem, it does not. The difficulty arises from the requirement that once the random seed is fixed, all query answers provided by the filter must be consistent with a single function having the property.
A related notion of reconstruction was discussed in [23] , for generalized partition problems in dense graphs. Given an input dense graph G that satisfies some partition property (say kcolorability), we wish to efficiently construct a partition of the vertices that has at most an ε-fraction of violating edges. The algorithms for this problem provided in [23] behaved like local filters. Specifically, there was a constant (function of ε) time algorithm that gave the color class of an input vertex of G, and this could be run independently on all vertices (after fixing a random seed). This coloring was guaranteed to violate at most an ε-fraction of the edges in G.
Independently of our work, a model of repair of a property was formulated and studied in [7] . This is closely related to the reconstruction model considered here. The results in [7] primarily considered reconstruction of hypergraph properties, and obtained local filters of a very special form that modify an input hypergraph to satisfy a given property. This result can be seen as a generalization of the characterizations of testable properties of dense graphs [4, 5] . This does not focus on the exact form of the error blow-up, and only requires that the distance of the reconstructed hypergraph be bounded by some arbitrary function of the minimum distance of the hypergraph to the property.
In general, a local filter for reconstructing a given property can be used to estimate the distance of an input instance to the property. When we fix a random seed and run the filter on f , the filter implicitly outputs a function g that has the desired property and is at distance at most Bε f from f (where ε f is distance of f to P). By choosing a random sample of domain points x and computing the fraction of points where g(x) = f (x), we get an estimate of the distance d(g, f ). Since ε f ≤ d(g, f ) and with high probability, ε f ≥ d(g, f )/B, we get a multiplicative B-approximation to ε f in sublinear time.
Our results
In this work, we construct a local filter for monotonicity for functions defined on [n] d with the following performance:
• The time per query is (log n) O(d) .
• The error blow-up is 2 O(d 2 ) , independent of n.
• The number of random bits needed to initialize the filter is (d log n) O(1) .
The online filter for monotonicity of [3] has a running time per query of (log n) O(d) (with a better constant in the exponent) and an error blow-up of 2 d . We see that our filter achieves local behavior while having query time and error blow-up that are similar to (but not quite as good) as those obtained by [3] .
Our filter for monotonicity builds on techniques used for property testing of monotonicity. There has been a large amount of work done on property testing, which was defined in [23, 28] . Many testers have been given for a wide variety of combinatorial, algebraic, and geometric problems (see surveys [17, 21, 27] ). The related notions of tolerant testing and distance approximation were introduced in [26] . The problem of monotonicity in the context of property testing has been studied in [1, 10, 11, 14, 15, 18, 19, 22, 24] . Sublinear algorithms for approximating the distance of a function to monotonicity have been given in [2, 16, 26] .
Both the running time and error blow-up of our filter have an exponential dependence on the dimension d. We also prove that this dependence is unavoidable. Specifically we show the following for some constant 0 < α < 1: given a filter on the boolean hypercube {0, 1} d that answers queries within time 2 αd , there is an input function f such that the filter applied to f has error blow-up 2 αd with probability close to 1/2. This shows a complexity gap between testing and reconstruction for the hypercube, since there are monotonicity testers with only a polynomial dependence on d [14, 16, 22] .
Overview of the local filter for monotonicity
We now discuss some of the ideas used in constructing the looal filter for monotonicity. Details of the construction and analysis can be found in the full paper.
The starting point for the construction of our local filter for monotonicity is the online filter of [3] . We now give the main ideas of their construction, and indicate the difficulties in making their construction local. In the discussion below, when we say an algorithm is "fast", we mean that it runs in time polylogarithmic in |Γ|.
We start with the case d = 1, i.e., the one-dimensional case. The basic idea (implicitly used) in [3] is to classify the domain points as accepted and rejected in such a way that the following conditions hold: (1) There is a fast algorithm for testing whether a given point is accepted or rejected.
(2) There are not many rejected points 3 . (3) The function restricted to the set of accepted points is monotone.
The third property ensures that it is possible (though not necessarily efficiently) to change the function only on rejected points and make the function monotone. To do this, define m(x) for x ∈ Γ to be the largest accepted point less than or equal to x, and define g(x) = f (m(x)). It is easy to see that this yields a monotone function.
In [3] , a point x is rejected if (roughly) there is an interval around x that contains a large fraction of points whose f values are out of order with respect to f (x). With this accepted/rejected classification there seems to be no fast way to compute m(x). Instead, given a query point x, the filter in [3] selects a sample of points less than or equal to x (called the sample of x), chooses m (x) to be the largest accepted point in the sample, and defines g(x) = g(m (x)). The sampling procedure chooses z < x with probability (roughly) inversely proportional to the distance of z from x; in particular the sample includes x itself, so if x is accepted then m (x) = x.
Defining g in this way creates a problem: g need not be monotone. For example, let y be a point and x = m(y) < y be the largest accepted point less than or equal to y. Suppose that a query is made to y and x is not in the sample of y, so m (y) < x. Suppose further that f (m (y)) < f (x). Suppose that after setting g(y) to f (m (y)), a query is made to index x. Since x is an accepted point we will have m (x) = x and so g(x) = f (x), but this will violate monotonicity with the already defined g(y) = f (m (y)).
In online reconstruction, this is not a significant problem because the algorithm can save the previously answered queries in a sorted list and impose the condition that future g values be consistent with previously assigned g values. This is what is done in [3] .
Local reconstruction does not have this luxury. What we do is to redefine m (x) so as to guarantee that for any y > x, we have m (y) ≥ m (x). To do this, after sampling the points less than x we identify certain points of the sample which have the potential for creating non-monotonicities and exclude them from the sample. For example, in the scenario above, the point x needs to be excluded from its own sample to avoid the potential non-monotonicity with y. Notice that when we exclude x from its own sample we may introduce a new point where g(x) = f (x), so we cannot do this too often.
Thus, the main challenge in designing a local filter is to find an efficient way to identify the points that need to be excluded from the sample of x to avoid potential non-monotonicities. We also need to ensure that x is not excluded from its own sample too often.
The difficulties in designing a local filter are greater for the case of higher-dimensional domains (d ≥ 2). Suppose we had a definition of accepted and rejected satisfying the three conditions stated in the one-dimensional case. In principle, it is still possible to define a monotone g that agrees with f on all accepted points. But explicitly computing such a g is more complicated. Given x, let M (x) be the set of points which are maximal in the set of accepted points less than or equal to x. In the one-dimensional case, M (x) has one element m(x), but in the multi-dimensional case, where the domain is not totally ordered, this is not the case. Still, if we define g(x) to be the maximum of f (y) for y ∈ M (x), then the resulting g is monotone. To implement this, one would have to find all of the elements of M (x). Even when M (x) has size 1 (as in the one-dimensional case) this is difficult, but here the difficulty is compounded because M (x) might be as large as Ω(n d−1 ), and we need our computation to run in time polylogarithmic in n. In [3] , this is handled by finding a polylogarithmic size sample that is a suitable approximation to M (x), and then defining g(x) to be the maximum of f (y) for y in the sample.
As with the one-dimensional case, using an approximation to M (x) destroys the guarantee that g defined in this way is monotone. Hence, one must save the values of g to all queries, and impose the additional requirement that queries are mutually consistent. Since a local filter cannot save these values, we again need to judiciously exclude points from the sample to avoid non-monotonicities. The definition of the sample, which we denote Rep(x), crucially uses a data structure of nested boxes (products of intervals). Condition (3) is maintained by a careful and efficient scheme for passing crucial information about the distribution of rejected points in a particular box to its subboxes.
