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Le manipulateur de séries MSNam
par Joroy Henrard
Les réentes avanées dans le domaine des systèmes dynamiques requièrent l'utilisation de nombreux outils
informatiques. Il existe beauoup de es outils pour le traitement de données symboliques, notamment Maple
ou Mathematia.
Nous avons la hane de posséder notre propre manipulateur symbolique à Namur, réé par Jaques Hen-
rard il y a de ela quelques années. Utilisé dans le adre de la méanique éleste, dans le as préis du traitement
des séries de Poisson, elui-i est peu doumenté et malheureusement peu utilisé.
Le but de e travail sera d'une part de doumenter entièrement le manipulateur, rendant son utilisation
plus aessible, et d'autre part de le ompléter. De plus, nous l'utiliserons pour résoudre des problèmes onrets
et nous le omparerons également ave un de ses onurrents.
Nous espérons que e travail permettra de faire omprendre l'intérêt de onserver e manipulateur dans le
patrimoine de notre Université mais aussi, et surtout, d'attirer de nouveaux utilisateurs potentiels pour des
appliations et des améliorations futures.
The series manipulator MSNam
by Joroy Henrard
Reent progresses in dynamial systems require the use of many omputer tools. Lots of these tools exist
to deal with symboli data, as for example Maple or Mathematia.
We are fortunated to have our own symboli manipulator in Namur, built by Jaques Henrard a few years
ago. Usefull in elestial mehanis, preisely to deal with Poisson series, its doumentation is obsolete and it
is used too few.
On the one hand, in this work, we are going to make an entire doumentation of the manipulator, making
it more aessible, and on the other hand we are going to omplete it. Moreover, we are going to use it for
solving onrete problems and we are also going to ompare it with one of its onurrents.
We hope that this work will show the interest to keep this manipulator in our University's heritage but
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Introdution
Les hommes, plus partiulièrement les astronomes, observent le iel depuis la nuit des temps. En utilisant
des instruments rudimentaires et des théories de alul très simples, ils ont mesuré toutes sortes de distanes.
D'abord elle entre deux points sur Terre, puis la distane Terre-Lune et même elle entre Mars et la Terre. La
plupart de es proédés ne néessitent que quelques notions de géométrie, un peu d'observation et beauoup
d'imagination. Au l des sièles, la ompréhension du monde et de l'espae qui nous entoure s'est améliorée.
La Terre plate est devenue ronde, le géoentrisme qui suppose que la Terre est immobile au entre de l'univers
est devenu hélioentrisme ave notre Terre qui tourne autour du Soleil, et les erles dérits par les astres sont
devenus des ellipses.
Pour en arriver à de telles onlusions, les astronomes des temps modernes tels que Coperni, Galilée ou
Kepler ont dû développer des théories très élaborées. Ils sont en eet les pères de la méanique éleste, la
siene qui explique le mouvement des orps élestes en interation gravitationnelle. Coperni a proposé l'hé-
lioentrisme, première grande révolution de son époque. Mais il supposait toujours que les planètes dérivaient
des orbites irulaires autour du Soleil. Kepler nous a fait part de ses trois lois, dont la première nous apprend
que le mouvement des planètes est en réalité elliptique et que le Soleil se situe à l'un des foyers. Galilée a
permis de onrmer es faits grâe à ses observations. Cependant, Kepler ne pouvant expliquer le pourquoi
du mouvement des astres, nous onsidérons atuellement que la plus grande avanée fut la déouverte de la
gravitation universelle par Newton. C'est ette déouverte qui est à la base de la méanique éleste, ar on y
dérit une véritable dynamique des orps élestes et non plus de simples modèles de inématique.
Au fur et à mesure de l'avanement des théories, de l'amélioration de la préision des instruments et de
l'évolution tehnologique, la méanique éleste a pris de l'ampleur et à l'heure atuelle il est quasi impossible
de développer de nouvelles théories ou d'améliorer elles qui existent déjà sans utiliser des ordinateurs. Ceux-
i sont néessaires aux aluls mais également pour la théorie elle-même. En eet, ertaines de es théories
font appel à des équations diérentielles qui néessitent l'utilisation d'intégrateurs numériques. D'autres sont
basées sur des développements en séries dont le grand nombre de termes néessite un outil approprié, e qui
explique le développement des manipulateurs symboliques es dernières années. Ces manipulateurs sont des
outils informatiques qui permettent notamment de traiter des séries sous forme de tableaux et d'eetuer des
opérations en tout genre sur es séries.
La théorie de Newton, les formalismes lagrangien et hamiltonien (voir Chapitre 1) et toutes les mani-
pulations qui en déoulent font apparaître des systèmes d'équations diérentielles où un grand nombre de
manipulations algébriques entrent en jeu. De nombreux manipulateurs symboliques ont été développés es
dernières années pour des systèmes en tout genre, mais il existe une quantité de problèmes pour lesquels es
manipulateurs ne sont pas adaptés. C'est notamment le as dans les systèmes où apparaissent des séries de
Poisson (f. Chapitre 1), qui onsistent en un développement limité en exentriité et en inlinaison. Cela arrive
régulièrement en méanique éleste, prinipalement en théorie des perturbations (f. Chapitre 1 également).
Le alul relatif aux séries de Poisson (somme, multipliation, diérentiation, intégration, et.) est assez aisé et
les problèmes de simpliation sont souvent absents grâe à leur forme très partiulière. Cependant, l'obstale
prinipal vient de la manipulation de très grandes séries générées par la théorie des perturbations (plusieurs
milliers de termes) et l'intérêt de manipulateurs relatifs aux séries de Poisson prend alors tout son sens.
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Le MSNam, le Manipulateur de Séries NAMurois, que nous traiterons ii est un ensemble de sous-routines
érites en FORTRAN 90 qui permettent de manipuler de telles séries de Poisson, omme nous le verrons dans
le Chapitre 2. Il a tout d'abord été onçu en FORTRAN 77 par Mihèle Moons, puis amélioré et adapté au
FORTRAN 90 par Jaques Henrard en 2004.
Cet outil a été beauoup utilisé pendant plus de vingt-inq ans par les herheurs de l'unité de Systèmes
Dynamiques des Faultés Universitaires Notre-Dame de la Paix à Namur. Les sujets de reherhe ont été très
diérents : la libration de la Lune (M. Moons), les satellites Galiléens (J. Henrard), les satellites artiiels lu-
naires (B. De Saedeleer), les satellites géostationnaires (S. Valk), le mouvement des exoplanètes (A.-S. Libert)
ou la rotation de Merure (J. Dufey).
Cependant, l'utilisation et la ompréhension des sous-routines sont loin d'être aisées étant donné que le MSNam
a pour seul support un petit desriptif des sous-routines, et un nombre très restreint de ommentaires dans
le ode (qui fait près de 3000 lignes !). Pour qu'un nouvel utilisateur puisse se servir du MSNam, il lui faut
omprendre la quasi totalité du ode, e qui demande don un énorme travail de reherhe avant de pouvoir
utiliser et outil.
Le but de e mémoire sera de faire ette reherhe une fois pour toutes, an de rendre le MSNam beauoup
plus faile à utiliser. Il s'agira d'une part d'étoer le desriptif pour en faire une sorte de "mode d'emploi du
MSNam" et de ommenter le ode lui-même an de ne pas s'y perdre et toujours devoir se référer au mode
d'emploi.
D'autre part, il faudra reoder ertaines parties qui sont un mélange de FORTRAN 77 et de FORTRAN 90,
harmoniser les routines et rendre ertains proédés plus automatiques. Bref, le rendre plus "user-friendly".
Il s'agit don d'un travail prinipalement de programmation mais qui vise également la ompréhension d'élé-
ments de méanique éleste, qui sont la base même de l'utilisation d'un tel programme.
Le premier hapitre sera onsaré aux séries de Poisson en méanique éleste. Nous y ferons quelques
rappels de méanique éleste et de dynamique, introduirons le problème des n-orps et, à titre d'exemple,
développerons la théorie des perturbations dans le as partiulier du problème des trois orps. Nous remarque-
rons ainsi où et sous quelle forme apparaissent les séries de Poisson dans e domaine, an de bien omprendre
l'intérêt du développement des manipulateurs de séries.
Ensuite, au Chapitre 2, nous donnerons un mode d'emploi expliite du MSNam. Il s'agira d'une part d'ex-
pliquer omment fontionne le manipulateur, 'est-à-dire savoir omment sont stokées les séries, omment
initialiser le programme et omment l'utiliser. D'autre part, haque sous-routine sera expliquée en détail, an
de omprendre en profondeur le fontionnement et les subtilités d'un tel manipulateur.
Le Chapitre 3 sera onsaré à e que l'on appelle les opérations vetorielles. Nous y expliquerons la dié-
rene entre elles-i et les  opérations normales  ainsi que leurs intérêts et subtilités.
Le quatrième hapitre dérira toutes les améliorations apportées au MSNam lors de e travail. Ce hapitre
se divisera en deux parties distintes : les modiations apportées à l'anien ode et l'ajout de nouvelles sous-
routines. Dans la première partie, nous nous intéresserons à la manière de rendre le programme plus faile à
lire via l'ajout de ommentaires et d'en-têtes ainsi que grâe à l'uniformisation du ode. Nous trouverons dans
le seonde partie le détail omplet du fontionnement des nouvelles sous-routines.
Dans le Chapitre 5, nous nous intéresserons à un exemple onret, basé sur des données réelles du système
Uppsilon-Andromedae. Nous verrons notamment omment dérire l'évolution de l'exentriité des planètes de
e système ave le temps.
Le sixième hapitre sera quelque peu partiulier. Le but de elui-i sera d'expliquer le fontionnement d'une
sous-routine du MSNam, dev2B_fr. Cette dernière permettant de faire des développements en série de Lie, il
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nous faudra ommener par expliquer en quoi onsistent les transformées de Lie. Ensuite, nous eetuerons
quelques développements à la main, que nous vérierons et prolongerons à l'aide du MSNam. Enn, nous
dérirons le fontionnement de la sous-routine.
Le dernier hapitre sera onsaré à la omparaison entre le MSNam et un autre manipulateur que nous
avons pu déouvrir, Chronos. Tout au long du hapitre, nous expliquerons les diérenes entre les manipula-
teurs, en donnant ainsi leurs avantages et inonvénients.
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Chapitre 1
Les séries de Poisson en méanique
éleste
Avant de se plonger au ÷ur du MSNam et de la programmation, il est pertinent de voir dans quel domaine
et sous quelle forme apparaissent les séries de Poisson.
Nous ommenerons don par quelques rappels de méanique lassique. Nous aborderons dans la Setion
1.1 les équations du mouvement de Newton, ainsi que le passage aux formalismes lagrangien et hamiltonien.
Nous rappellerons également les avantages du formalisme hamiltonien par rapport au lagrangien.
La Setion 1.2 sera onsarée à la méanique éleste qui, rappelons-le, est une branhe des mathématiques
et de la physique qui tente d'expliquer le mouvement des orps élestes. Ce mouvement est prinipalement
expliqué par la gravitation, 'est pourquoi nous y introduirons le problème des deux orps et développerons
plus en détails le problème des trois orps. Nous y déouvrirons omment dérire l'hamiltonien du système en
fontion de diérents repères de oordonnées.
Ce problème peut être étudié au moyen d'intégrations numériques ou au moyen de théories analytiques.
L'une de es théories analytiques est la théorie des perturbations, que nous développerons à la Setion 1.3 en
suivant l'artile de [Laskar, 1988℄. Nous y ferons le développement du terme en
1
∆
qui apparait dans la setion
préédente. Nous verrons également omment le transformer en série de Poisson.
Nous lturerons e hapitre en montrant que les séries de Poisson qui apparaissent en méanique éleste
ont une forme partiulière qui explique pourquoi le MSNam a été développé.
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1.1. DE NEWTON À HAMILTON
1.1 De Newton à Hamilton
Dans ette setion nous rappellerons les diérents formalismes qui permettent de dérire le mouvement des
orps.
La loi de la gravitation universelle déouverte par Newton nous donne la valeur de la fore appliquée sur





où G  6, 67 1011 m3kg1s1 est la onstante de gravitation universelle, ~ur un veteur unitaire pointant
de A vers B et où le signe "" indique que la fore est attrative, dans le sens opposé au veteur ~ur.
La méanique lagrangienne est utilisée à la plae de la méanique lassique de Newton par exemple dans
le as où le système présente des fores de liaison ('est-à-dire des fores dont l'eet est onnu mais dont la
forme est inonnue). Dans e formalisme, les équations du mouvement d'un système à N degrés de liberté




Le lagrangien du système est souvent déni omme la diérene de l'énergie inétique et potentielle
Lpqi, 9qi, tq  T  V











 0 pour i  1, . . . , N. (1.1)
Comme les équations de Newton, il s'agit d'un système de N équations diérentielles du seond ordre. Ce
formalisme est un passage obligé vers la méanique hamiltonienne qui, elle, permettra une représentation plus
aisée du problème.
En méanique hamiltonienne, les vitesses généralisées 9qi sont remplaées par la quantité de mouvement





L'hamiltonien du système est déni omme la transformation de Legendre du lagrangien
Hpqi, pi, tq 
N¸
k1
pk  9qk  Lpqi, 9qi, tq (1.2)







pour i  1, . . . , N. (1.3)
Les équations de Hamilton onsistent en un ensemble de 2N équations diérentielles du premier ordre et
présentent deux avantages. Tout d'abord, la géométrie assoiée aux équations hamiltonienne est souvent plus
simple que elle des équations de Lagrange et la reherhe d'invariants y est plus aisée. De plus, les équations
hamiltoniennes sont invariantes sous transformation anonique. A l'inverse des équations de Lagrange où tout
hangement de oordonnées implique de tout realuler, les transformations anoniques préservent la struture
de phase des équations d'Hamilton. Le alul préalable est ertes plus long (à partir des oordonnées générali-
sées et du lagrangien, il faut aluler l'hamiltonien, exprimer les vitesses généralisées en fontion des moments
onjugués et remplaer elles-i dans la dénition de l'hamiltonien), mais les avantages qui en déoulent en
valent la peine.
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1.2. MÉCANIQUE CÉLESTE ET PROBLÈME DES TROIS CORPS
1.2 Méanique éleste et problème des trois orps
Le problème de base de la méanique éleste est le problème des deux orps. Il s'agit de dérire le mouvement
de deux partiules isolées, de masses m1 et m2 soumises à une fore gravitationnelle de type ation-réation.
Ce problème est abondamment abordé dans les ouvrages (notamment [Murray et Dermott, 1999℄) et ne sera
pas traité ii. Cependant, ne onsidérer que deux orps est une approximation généralement trop impréise
dans les faits. En eet, il faut onsidérer les perturbations dues aux autres orps élestes qui entourent les
deux orps.
Le problème planétaire des trois orps est un bon exemple de es perturbations. On y onsidère un des orps
(l'étoile) de masse bien supérieure à elles des deux autres orps (les planètes). Le but est alors de modéliser et
dérire le mouvements des planètes en interation ave le orps entral, mais sans perdre de vue l'interation
entre les planètes elles-mêmes. Ce problème peut enore se généraliser en problème des n-orps lorsque l'on
onsidère non plus trois, mais n orps en interation gravitationnelle.
Dans la suite, nous nous restreindrons à l'étude du problème des trois orps, qui sura amplement à in-
troduire la théorie des perturbations et l'apparition des séries de Poisson. La présente étude est inspirée de
[Libert, 2007℄.
Considérons un orps entral (une étoile) de masse m0 et deux planètes de masses m1 et m2 supposées
petites par rapport à m0.
Si l'on se plae dans le repère baryentrique, le repère dont l'origine est le entre de masse des trois orps, la
seonde loi de Newton (
°










pi  0, 1, 2q, (1.4)
où ~ui pour i  0, 1, 2 désigne la position de haque orps i par rapport à l'origine et G est la onstante de
gravitation de Newton. Nous noterons ~ui  pαi, βi, γiq les oordonnées du veteur ~ui.
































pi  0, 1, 2q (1.5)














Cependant, grâe aux symétries du problème (par rotation et par translation dans l'espae IR
3
) nous allons
pouvoir reherher des intégrales premières, hanger de système de oordonnées et formuler l'hamiltonien du
système dans es nouvelles oordonnées.
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1.2. MÉCANIQUE CÉLESTE ET PROBLÈME DES TROIS CORPS
L'intégrale première que nous utiliserons d'abord onsiste à réaliser la rédution du entre de masse.
Cela permettra de ramener le problème à un système de six équations du seond ordre. Nous allons pour
ela exprimer l'hamiltonien orrespondant au système 1.4 dans les oordonnées de Jaobi. Le prinipe des
oordonnées de Jaobi est de repérer haque orps Pi par rapport au baryentre (Gi1 à la Figure 1.1) des
i orps préédents P0, . . . , Pi1. Dénissons ~ri  pxi, yi, ziq le veteur position du orps de masse mi dans le
repère jaobien.
Si l'on note omme préédemment pα0, β0, γ0, α1, β1, γ1, α2, β2, γ2q les oordonnées respetives du orps entral
et de deux planètes dans un repère baryentrique, les oordonnées de Jaobi pour la première omposante
s'érivent :
x1  α1  α0 (1.7)












Figure 1.1  Coordonnées de Jaobi

















Les équations en y et en z ont la même forme que les préédentes.
An d'améliorer la ompréhension de la géométrie du problème, les mathématiiens et astronomes ex-
priment les oordonnées des astres dans des variables qui orrespondent aux éléments orbitaux. Ceux-i sont
représentés aux gures 1.2 et 1.3 et ont la partiularité d'être adaptés au problème ar ils permettent aisément
de repérer la position d'un orps éleste.
La gure 1.2 représente le plan orbital d'un orps éleste dans l'espae. On y introduit i l'inlinaison de l'orbite
par rapport au plan de référene, Ω la longitude du n÷ud asendant et ω l'argument du périentre qui est
l'angle dans le plan orbital entre la ligne des n÷uds et la diretion du périentre.
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Figure 1.2  Conguration du plan orbital
La gure 1.3 représente la onguration géométrique lassique d'une ellipse de demi-grand axe a et d'exentri-
ité e. On y introduit la position du orps éleste sur l'ellipse via l'anomalie vraie f (l'angle entre la diretion
du périentre et la position ourante d'un objet sur son orbite) ou via l'anomalie exentrique E (l'angle entre
la diretion du périentre et la position ourante d'un objet sur son orbite, projetée sur le erle exinsrit







Figure 1.3  Géométrie de l'ellipse et position d'un astre
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1.3. UN EXEMPLE DE SÉRIE DE POISSON : LE DÉVELOPPEMENT DE LA FONCTION
PERTURBATRICE
Les éléments orbitaux pa, e, i, ω,Ω, fq ne onstituent ependant pas un repère de oordonnées anoniques,
'est pourquoi on utilise une formulation dérivée des éléments orbitaux, appelés éléments ou variables de
Delaunay. Pour e faire, on dénit M l'anomalie moyenne via l'équation de Kepler
M  E  e sinE  npt τq,
où n 
a
µ{a3 ave µ une onstante qui dépend des masses et de la onstante de gravitation G, et où l'on a
introduit τ le temps de passage au périentre. On obtient alors les variables de Delaunay pl, g, h, L,G,Hq où
lpMq anomalie moyenne L 
?
µa
gp ωq argument du périentre G 
a
µap1 e2q
hp Ωq longitude du n÷ud asendant H 
a
µap1 e2q cos i.
Moyennant l'hypothèse de planètes de petites masses, nous pouvons limiter le alul de l'hamiltonien aux
termes de seond degré des masses. L'hamiltonien du problème des trois orps dans les variables anoniques
















où a1 et a2 sont les demi-grands axes respetifs des ellipses dérites par les planètes de masse m1 et m2 autour
de l'étoile. Les deux premiers termes de ette expression ne sont rien d'autre que les hamiltoniens de problèmes
de deux orps modélisant les interations entre le orps entral m0 et les planètes m1 et m2 respetivement.
Le dernier terme représente la perturbation de es problèmes de deux orps induite par les interations des
planètes entre elles. Ce terme est lui-même omposé d'une partie appelée partie direte, qui orrespond à
l'inverse de la distane entre les deux planètes, et d'une seonde plus omplexe appelée partie indirete.
Le leteur intéressé par les détails des aluls qui préèdent peut onsulter les Annexes B et C de
[Libert, 2007℄.
Remarquons enn que nous avons obtenu une expression qui ne dépend plus que des positions ~r1 et ~r2, soit
un hamiltonien à six degrés de liberté. Les équations d'Hamilton donnent don lieu à un système de douze
équations du premier ordre. Il s'agit don d'un système identique à elui des équations de Newton ou de
Lagrange, mais dont la géométrie permet une meilleure représentation du problème
1.3 Un exemple de série de Poisson : le développement de la fontion
perturbatrie
Dans la setion préédente, nous avons obtenu l'hamiltonien du problème des trois orps sous la forme
dérite en (1.10). La prinipale diulté dans le alul de la fontion perturbatrie se trouve dans le dévelop-







Pour e faire, nous onsidérons une onguration du système telle qu'elle est dérite à la Figure 1.4, où ψ
désigne l'angle entre les deux veteurs positions.
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Figure 1.4  Conguration du problème des trois orps
Dans ette onguration, nous onsidérons les positions des deux planètes par rapport à l'étoile dans les oor-
données de Jaobi. Il est important de remarquer que haune de es positions (et par onséquent l'angle ψ)
dépend impliitement des éléments orbitaux.
Nous omettrons pour l'instant e fait, et allons développer le terme de perturbation en fontion de ψ
uniquement.
Par la règle du osinus, nous avons immédiatement
∆2  |~r2  ~r1|
2
 r21   r
2
2  2r1r2 cosψ (1.12)












En mettant le terme
1
r2
en évidene et en dénissant ρ 
r1
r2



















































1.3. UN EXEMPLE DE SÉRIE DE POISSON : LE DÉVELOPPEMENT DE LA FONCTION
PERTURBATRICE
Dans e as, on peut déjà voir apparaître un développement en série, que l'on pourrait onsidérer omme une
série de Poisson. En eet, on y reonnaît un oeient
1
r2
, un terme polynomial ρi et le osinus d'un angle
(qui dépend impliitement des éléments orbitaux, 'est-à-dire d'autres angles).
Cependant, dans le as planétaire, ρ est rarement petit et on peut plutt eetuer un autre développement.
En eet, puisque ρ  r1
r2
et que les positions r1 dépendent impliitement des demi-grands axes a1 et a2 et don
de e et de i par dénition des ellipses, nous eetuons un développement en fontion des exentriités et des
inlinaisons. C'est e développement qui nous mènera à un exemple onret de série de Poisson.
Remarquons d'abord que les veteurs positions ~r1 et ~r2 peuvent être exprimés en fontion des éléments



















0 cos i  sin i






















xi  ri rcosΩi cospωi   fiq  sinΩi sinpωi   fiq cos iis
yi  ri rsinΩi cospωi   fiq  cosΩi sinpωi   fiq cos iis
zi  ri rsinpωi   fiq sin iis
pour i  1, 2. (1.17)
Nous dénissons un nouvel angle
Ψ  cosψ  cospλ1  λ2q, (1.18)
où λi  fi   ωi   Ωi est la longitude moyenne.









































, F est une fontion des éléments de Delaunay et où l'on introduit
la double fatorielle dénie par
n!!  npn 2qpn 4q . . .






k cos kpλ1  λ2q, (1.22)
où les oeients B
p2n 1q{2
k sont appelés oeients de Laplae et sont des fontions hypergéométriques
dépendant uniquement du rapport des demi-grands axes.
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1.3. UN EXEMPLE DE SÉRIE DE POISSON : LE DÉVELOPPEMENT DE LA FONCTION
PERTURBATRICE
Dans le adre de e mémoire (voir [Libert, 2007℄ ou [Murray et Dermott, 1999℄ pour plus de détails), nous
admettrons que tous les termes des séries présentes i-dessus peuvent être rassemblés sous une forme ompate


































où Φ  pk  j1   j3qλ1  pk  j2  j4qλ2  j1̟1  j2̟2 j3Ω1   j4Ω2 est la ombinaison d'angles. Les indies
pk, il, jl, l P 4q sont des entiers et les oeients A
k,jl
il
sont réels et dépendent du rapport des demi-grands axes.
La série qui apparaît dans p1.23q est e que l'on appelle une série de Poisson, 'est-à-dire une série de
Fourier ave λi, ωi et Ωi omme variables angulaires et dont les oeients sont polynomiaux en les variables
ei et sinpii{2q.
Le MSNam a été réé dans le but de manipuler de telles séries, plus partiulièrement sous la forme :
S 
¸
i1,    , ip
j1,    , jq
A i1,    , ip
j1,    , jq







pj1φ1        jqφqq (1.24)
'est-à-dire des sommes de Fourier en les q angles φ1,    , φq dont les oeients sont polynomiaux en les p




En partant d'un problème simple de méanique éleste, nous avons vu omment transformer l'hamiltonien
du problème des trois orps sous forme de série de Poisson. Le développement peut être généralisé au problème
des n-orps. Nous aurions également pu hoisir de développer les polynmes de Legendre de p1.15q sous forme
de série de Poisson. De plus, bien d'autres problèmes de méanique éleste font appel à de telles séries.
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Chapitre 2
Mode d'emploi du MSNam
Ce hapitre a pour but de onstituer un guide omplet du MSNam en expliquant d'une part son fontion-
nement et d'autre part en dérivant ses sous-routines. La desription des sous-routines est basée sur les notes
de Jaques Henrard [Aide MSNam℄ (voir Annexe A). Il explique dans et artile les paramètres d'entrée et
de sortie des sous-routines et dérit brièvement en quoi onsiste haque routine. En se basant sur e modèle,
nous proposons ii à l'utilisateur un guide plus omplet, qui dérit non seulement le fontionnement de haque
sous-routine, mais également omment utiliser le MSNam.
An de xer les notations, rappelons que le MSNam est un ensemble de sous-routines érites en FORTRAN
90 qui permettent de manipuler des séries de Poisson de la forme :
S 
¸
i1,    , ip
j1,    , jq
A i1,    , ip
j1,    , jq







pj1φ1        jqφqq (2.1)
'est-à-dire des sommes de Fourier en les q angles φ1,    , φq dont les oeients sont polynomiaux en les p
variables x1,    , xp.
Les arguments pj1,    , jqq et les exposants pi1,    , ipq sont des nombres entiers et les oeients A
t u
sont
des réels en double préision.
Après quelques informations sur les manipulateurs symboliques, nous passerons en revue dans e hapitre
les paramètres utilisés par le MSNam avant de dérire où et omment sont stokées les séries. Ensuite, nous
expliquerons omment initialiser le manipulateur et terminerons par le desriptif des sous-routines, lassées
en fontion de leur rle.
2.1 Sur les manipulateurs symboliques
Les algorithmes qui peuvent être implémentés an d'eetuer des manipulations sur des séries ainsi que
leur eaité dépendent de la manière dont la série a été odée. Voyons quelques possibilités de odage et
notons-en les avantages et inonvénients. Par soui de notation, nous ne onsidérerons que des polynmes en
quelques variables, la généralisation aux séries de Poisson étant triviale.
Considérons un polynme en deux variables
P  X2  XY  X2Y  XY 2   Y 3
Un premier shéma de odage, que l'on pourrait qualier de  omplet , onsiste à oder
a) le nom des variables
b) l'exposant
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2.1. SUR LES MANIPULATEURS SYMBOLIQUES
) le oeient numérique
Chaque terme est une struture (un  reord ) dépendant de la taille des variables et la série est une liste de
telles strutures
P Ñ
X 2 1.   D0




Y 3 1. . . .D0
Un deuxième shéma, que l'on pourrait qualier de  odié , onsiste à supposer que l'on a un polynme
en les variables X et Y et que les noms des variables n'ont pas besoin d'être répétés, ette supposition pouvant
être vraie pour toute l'appliation ou seulement pour la série en ours (dans e as le nom des variables doit
apparaître quelque part en en-tête de la série).
P Ñ
les variables sont X,Y .
pXq pY q poefq
2 0 1.   D0




0 3 1.   D0
Un troisième shéma, que l'on pourrait qualier de  tableau , onsiste en la réation d'une orrespondane
biunivoque entre les termes possibles de la série.
P Ñ
Tableau à double entrée indexé par les exposants de
X et Y dont le maximum est 3
pX0q pX1q pX2q pX3q
pY 0q 0. 0. 1. 0.
pY 1q 0. 1. 1. 0.
pY 2q 0. 0. 0. 0.
pY 3q 1. 0. 0. 0.
Remarquons que de shéma en shéma, moins d'informations sont odées et de plus en plus sont impliites.
Dans le dernier, par exemple, seuls les oeients sont odés, le nom des variables et les exposants étant dé-
duits impliitements. Ce aratère impliite mène souvent à des algorithmes plus eaes mais moins exibles.
Chaque méthode à ses avantages et inonvénients. Dans le as d'un polynme en un grand nombre de
variables mais ave peu de termes, le premier shéma est plus eae. Dans le as ontraire, 'est le troisième
qui s'avère le plus intéressant. La plupart des programmes manipulant des séries de Poisson ont adopté un
shéma prohe du seond qui est, en quelque sorte, un ompromis entre les deux.
Il existe ependant une autre méthode pour stoker un polynme en n variables. Nous pouvons le onsi-
dérer omme un polynme à p variables (où p ¤ n) dont les oeients sont des polynmes à n p variables.
Dans ette représentation réursive, notre exemple s'érirait omme
16
2.2. LE MODULE PARAMETERS
P Ñ Polynme en X Ñ 0|pÆq Ñ Polynme en Y
Ó
Ó 3|1.   D0
1|pÆq Ñ Polynme en Y
Ó
Ó 1|1.   D0
2|1.   D0
2|pÆq Ñ Polynme en Y
Ó
Ó 0|1.   D0
1|1.   D0
Bien que ette représentation peut sembler quelque peu ompliquée, elle s'avère en fait être très produ-
tive. Nous allons à présent onsidérer deux algorithmes de base qui peuvent faire la diérene dans le as de
problèmes de grande taille.
Le premier onerne le produit de séries tronquées. Nous manipulons souvent des séries de Poisson tron-
quées, dont le nombre de terme roît rapidement ave la taille des oeients. Considérons un exemple typique
d'une série de Poisson ontenant 10n termes, dont le oeient est de l'ordre de 10n, et que l'on a tronqué
à 104. Elle ontient 1 terme d'ordre 1, 10 termes d'ordre 0.1 et jusqu'à 10000 termes d'ordre 104. An de
multiplier deux séries de e type, il faut eetuer plus de 108 produits élémentaires.
Mais la série résultante ne sera ertainement pas préise jusqu'à 108, qui sera ependant l'ordre de la
plupart des produits élémentaires eetués. Nous pouvons omplètement éviter d'eetuer une partie des pro-
duits si la série à été au préalable triée selon la taille des oeients. De e fait, si l'on xe la préision à 105
an d'autoriser une ertaine aumulation, nous n'eetuons ependant que 4 104 produits élémentaires, e
qui est un gain onsidérable.
Le seond algorithme onerne la reherhe d'un terme partiulier dans une série. Cette fontion rutiale
se retrouve au sein de quasiment toutes les autres. Par exemple, dans un produit A  B Ñ C, haque produit
élémentaire d'un terme de A ave un terme de B est suivit (dans la plupart des algorithmes) par une reherhe
sur C an de vérier si un terme du même type existe déjà. Dans une reherhe séquentielle, le nombre de
omparaisons peut être aussi élevé que le nombre de termes déjà présents dans C (disons N), alors que pour
une reherhe dihotomique, le nombre maximum de omparaisons est réduit à log2N . Dans le as N  10000,
ela représente une rédution d'un fateur 1000. Une telle reherhe dihotomique peut être implémentée via
un algorithme d'arbre binaire équilibré (balaned tree algorithm en anglais), omme proposé par [Knuth, 1973℄
si l'on utilise l'ordre lexiographique des variables.
Pour es deux raisons, le stokage des séries par le MSNam a été odé de manière à respeter es règles.
Elles sont prinipalement observables dans les sous-routines PRODUCT, ORDER_SIZE et ORDER_CODE.
2.2 Le module parameters
Avant de voir omment utiliser le MSNam et omment sont stokées les séries, il est important de présenter
les paramètres prinipaux du MSNam. Le module parameters ontient les paramètres qui doivent être dénis
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par l'utilisateur. Il s'agit de la seule partie du MSNam qui peut (et qui doit) être modiée par l'utilisateur
avant l'utilisation du manipulateur.
Les paramètres peuvent être lassés en deux groupes : eux qui doivent être spéiés avant l'utilisation et eux
qui peuvent être modiés mais qui sont généralement xés.
Remarque : dans le ode, les paramètres sont préédés des lettres  MS  , nous les omettrons dans e travail
an d'alléger l'ériture.
Les paramètres à spéier absolument
 nvt : Nombre de variables trigonométriques, 'est-à-dire le nombre q apparaissant dans la série.
 nvp : Nombre de variables polynomiales, 'est-à-dire le nombre p apparaissant dans la série.
 nvar : Nombre total de variables, automatiquement assigné omme nvt  nvp.
 namevt : Veteur de dimension nvt qui ontient le nom donné aux variables trigonométriques, toutes
odées sous forme de haîne de aratères de longueur 4.
Ces noms sont utilisés prinipalement lors de l'ahage des séries, mais aussi dans ertaines sous-routines
an d'identier ave quelle variable (relative à une ation) nous sommes en train de travailler (pour des
dérivées partielles par exemple). Ces noms doivent être modiés pour orrespondre au problème traité
par l'utilisateur. Par exemple, dans le adre du problème des trois orps, le nom des variables trigono-
métriques orrespondant aux inlinaisons des deux petits orps pourraient être ' i1 ' et ' i2 ' (où
nous avons ajouté un espae au début et à la n an d'avoir 4 aratères.
 namevp : Veteur de dimension nvp qui ontient le nom donné aux variables polynomiales, toutes odées
sous forme de haîne de aratères de longueur 4.
Ces noms sont utilisés prinipalement lors de l'ahage des séries, mais aussi dans ertaines sous-routines
an d'identier ave quelle variable (relative à une ation) nous sommes en train de travailler (dérivées,
produits, mise à l'éhelle). Ces noms doivent être modiés pour orrespondre au problème traité par
l'utilisateur.
Les paramètres modiables si néessaire
 auray : A la n de ertaines sous-routines, à savoir ACUM, PROD, SCALE, SCALEP, les termes de la
série dont la valeur absolue du oeient est plus petite que auray sont supprimés an d'éliminer
les termes négligeables. Il est onseillé de xer auray à 1014.
 nwords : Nombre de mots autorisé pour oder les arguments et les exposants de haque terme d'une
série. Comme nous le verrons à la Setion 2.7, les arguments et exposants sont stokés sous forme odée.
Ce ode est un nombre entier pour lequel le MSNam réserve un ertain nombre de plaes (par exemple
328 prend trois plaes). Ce nombre de plaes est appelé nombre de mots en programmation. Il dépend du
nombre d'arguments et d'exposants ainsi que des valeurs maximales de eux-i. nwords est généralement
xé à 5 an de oder des entiers de 32 bits (puisque 32  25).
 storelength : Nombre maximum de termes présents dans toutes les séries à un moment donné. Le
MSNam va réserver dans le module TABLES un tableau TABLE(nwords,storelength) an de stoker
les arguments, exposants ainsi que l'indiateur qui représente le sinus ou le osinus. storelength est
généralement xé à 600000mais peut être modié pour traiter des problèmes plus gourmands en stokage.
 nmaxser : Nombre maximum de séries présentes en même temps. Il est généralement xé à 200 mais
peut aussi être modié dans le adre de problèmes très grands.
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 ordmax : Ordre maximum des sous-routines vetorielles. Il s'agit en fait du nombre maximum d'opéra-
tions onséutives que feront les sous-routines vetorielles. Nous verrons au Chapitre 3 que la omplexité
des opérations roît exponentiellement ave l'ordre. On limite don généralement ordmax à 20.
 nmax : Veteur de dimension nvar qui indique pour haque argument et exposant, la valeur maximale
que peut prendre sa valeur absolue.
Si 2n1 ¤ nmax(k)   2n, le ode pour la variable k prendra n bits. Puisque le nombre de mots est
généralement xé à 5 (voir nwords i-dessus), la valeur maximale nmax est xée à 2n  1, 'est-à-dire
dans notre as à 31.
Nous pouvons résumer e résultat dans un tableau de la manière suivante :
nmax = 3 Ñ 2 bits
nmax = 7 Ñ 3 bits
nmax = 15 Ñ 4 bits
nmax = 31 Ñ 5 bits




Dans ertains as, l'utilisateur voudra oder des arguments et exposants ayant des valeurs maximales
diérentes. Cela peut être le as si ertains arguments prennent une faible valeur et d'autres une plus
grande. Il y a alors moyen de réupérer la plae inutilisée par les arguments de faible valeur pour la
donner à eux en ayant une plus importante. Ce genre de manipulation est réservée à un utilisateur
expérimenté.
2.3 Avant de ommener à programmer
Comme nous venons de le voir, avant de ommener à programmer ave le MSNam, il faut modier ertains
paramètres du module MSparameters dans le hier MSNam.f90.
Une erreur fréquente est de modier nvt et nvp ainsi que le nom des variables namevt et namevp puis d'oublier
de modier la quantité de  31  qui apparaissent dans nmax.
Nous rappelons qu'il est impératif que les noms de variables soient des aratères de longueur 4 et qu'il faut
don les raourir ou ajouter des espaes si néessaire.
Nous rappelons également qu'il est déonseillé de modier d'autres paramètres, sauf si le problème le requiert.
2.4 Le module "TABLES"
Ce module utilise les paramètres dénis préédemment an de réer les tableaux qui seront utilisés pour
oder les séries, ainsi que ertains paramètres néessaires au bon fontionnement des sous-routines. Il sera
automatiquement utilisé par toutes les sous-routines du MSNam et ne doit pas être modié par l'utilisateur.
An d'être omplet, itons les paramètres introduits par e module :
 taboef : un veteur de réels en double préision, de dimension storelength qui ontient les oeients
des termes des séries.
 TABLE : un tableau d'entiers de dimensions (nwords, storelength) qui ontient la version odée des
exposants des variables polynomiales, des oeients des variables trigonométriques et de l'indiateur
sinus-osinus. Ave taboef, e tableau permet de stoker les termes des séries.
 free : un entier qui indique la position de la prohaine ase  libre .
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 nser : un entier qui indique le nombre de séries atives.
 begin : un veteur d'entiers de dimension nmaxser indiquant la position du premier terme de haque
série dans l'espae de stokage.
 lenght : un veteur d'entiers de dimension nmaxser indiquant la taille (le nombre de terme) de haque
série.
 nvw : un veteur d'entiers de dimension nwords. Il détermine la dispersion du nombre de variables pour
le odage des séries. La somme des valeurs du veteur vaut nvar. Si nvar ¤ nwords, seule premier
élément est initialisé. Si nwords¤nvar¤2*nwords, les deux premiers éléments sont initialisés, et ainsi de
suite.
 shift : un veteur d'entiers de dimension nvar qui détermine le déalage à eetuer lors du odage des
séries.
 D'autres paramètres qui permettent d'aher des messages formatés en tout genre
Tous es paramètres sont délarés dans e module, et sont initialisés lors de l'initialisation du MSNam ave
START_MS (voir setion suivante).
2.5 Initialisation du MSNam
START_MS est la sous-routine qui initialise les quantités néessaires au fontionnement des autres sous-
routines. Elle doit être appelée avant toute autre sous-routine.
En fait, rappelons que le MSNam n'est pas un programme en soi mais un ensemble de sous-routines. Lors de
son utilisation, il faut don réer son propre ode en FORTRAN 90, faire appel au module TABLES (l'appel au
module parameters se faisant automatiquement ave elui-i) et laner START_MS.
Nous allons ii également introduire quelques variables qui seront utiles pour la setion suivante. D'une part
nous introduisons la variable serA que nous utiliserons omme série et que nous initialisons immédiatement
à 0. D'autre part, nous délarons également les variables s,arg,exp et oef qui seront néessaires pour le
stokage des séries.
L'utilisateur peut ensuite délarer à sa guise toutes les variables qui lui seront néessaires.
NB : n'oubliez pas de délarer les variables qui serviront à faire appel aux fontions entières omme NBTERM,
INDEXPOL, INDEXTRIG si vous en avez besoin.




integer:: serA=0 ! Parfois A(0:order)=0, voir Chapitre 3
integer:: s, arg(1:MSnvt)=0, exp(1:MSnvp)=0
double preision:: oef
integer:: NBTERM, INDEXPOL, INDEXTRIG ! si néessaire
! Délaration d'autres variables
all START_MS
! Corps du programme
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! Appel à ertaines sous-routines du MSNam
end program test
En pratique, START_MS vérie d'abord la validité des paramètres introduits dans le module parameters.
Ensuite, elle rée les formats qui permettront d'érire et de lire les séries. Elle initialise également tous les
pointeurs utilisés et nit par réer les emplaements néessaires aux variables odées sous forme de mots.
Dans ette dernière partie, la sous-routine vérie que l'utilisateur a prévu susamment de plae pour oder
les arguments et exposants.
2.6 Comment sont stokées les séries ?
Chaque série est identiée par un entier appelé identiant qui est utilisé dans les appels aux sous-routines.
Généralement, il est noté A, B, et. Par abus de langage, nous parlerons souvent de la série A au lieu de la
série dont l'identiant est l'entier A.
Au départ, tous les identiants doivent être initialisés à zéro, ela signigie que la série est vide. Ensuite, l'iden-
tiant de la première série réée devient 1, puis le suivant devient 2, et. Si l'identiant est négatif, ela signie
que la série est stokée en fontion de la valeur absolue des oeients (voir ORDER_SIZE).
Cet identiant est utilisé pour onnaître la position du premier terme de la série dans les grands tableaux via
la variable begin. Par exemple, supposons que la série soit identiée par 3, alors begin(3)=150 signie que le
premier terme de la série se situe à la 150
e
plae dans les tableaux.
Remarquons que si deux identiants sont égaux, ela signie que les séries sont égales. Par ontre, si nous
introduisons deux séries égales dans deux identiants A et B, eux-i seront diérents. Cela est dû au fait que
le MSNam ne vérie pas les termes des séries préédentes lorsque l'on en rée une nouvelle.
Les oeients A i1,    , ip
j1,    , jq
sont stokés sous forme de réels en double préision dans le grand veteur
olonne taboef.
Les arguments, les exposants et l'indiation que l'expression trigonométrique est un osinus p 0q ou un
sinus p 1q sont odés et stokés dans le grand tableau d'entiers TABLE dont la taille (storelength) et la
forme (nwords) sont dénies par l'utilisateur via le module parameters. Cependant, il ne sut pas de stoker
es termes diretement dans le tableau, on passe par une représentation odée en binaire ("bit representation"
en anglais).
Pour e faire, les veteurs des arguments rj1, . . . , jqs et des exposants ri1, . . . , ips de haque terme d'une série
sont onaténés dans le même ordre et plaés dans un seul veteur d'entiers rkp1q, . . . , kpq   pqs. A haque
entier kplq dans la k-liste a été assoié un nombre de bits nplq par le module parameters.
Chaque élément du tableau de mots odés se voit ensuite attribuer une valeur entière qui dépend du nombre
de mots nwords, du nombre de variables nvar et de la valeur des variables. De ette manière, le tableau
TABLE ontient des entiers qui représentent le ode des arguments, exposants et de l'indiateur sinus-osinus.
L'avantage de ette représentation est de permettre au programme de pouvoir reonnaître les termes qui sont
de la même forme an de faire des opérations algébriques. De manière très simpliée, si l'on suppose que l'on
a deux variables x et y, le MSNam sait qu'il peut par exemple additionner des termes en x entre eux, mais
pas des termes en x et en y.
Remarquons que omme haque mot de 32 bits permet de oder un nombre entier d'arguments ou d'expo-
sants, il est possible que, dans ertains mots, des bits soient libres et puissent être utilisés pour oder d'autres
arguments ou exposants ayant une plus grande valeur absolue.
Généralement, il n'est pas néessaire pour l'utilisateur de omprendre ette représentation ar le MSNam
a été odé de manière à e que l'on introduise les termes de manière lassique et il transforme lui-même es
termes de manière adéquate. Les sous-routines qui permettent de telles manipulations sont reprises à la Setion
2.9 : Sous-routines de base.
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2.7 Enodage des séries
An de ompléter un maximum e desriptif, nous allons expliquer en détail le fontionnement de la sous-
routine ENCODE à l'aide d'un exemple pour que l'utilisateur intéressé puisse omprendre omment se passe le
odage.
!**********************************************************************!
! subroutine ENCODE(ode,s,arg,exp) !
! The subroutine ENCODE odes in the vetor ode, the sine-osine flag !













! test if the arguments are within their ranges
do k=1,MSnvar
if(abs(tablearg(k)).gt.MSnmax(k)) then
MSmessage='error in ENCODE: argument (1) is equal&



























La fontion ISHFT présente dans la sous-routine ENCODE i-dessus eetue un déalage binaire. Prenons
omme exemple le nombre 15, érit en binaire sous la forme 1111. Eetuer un déalage positif signie faire
un déalage à gauhe. Si nous eetuons un déalage d'une plae, 1111 devient 11110 qui est égal à 30 en
numérotation déimale. Don ISHFT(15,1)=30.
Prenons un exemple simple pour illustrer le proessus de stokage des données. Considérons une série en
les variables trigonométriques a, b et en les variables polynomiales x, y. Supposons que nous désirons stoker
le terme y cospaq que nous pouvons représenter dans un tableau omme suit :
s a b x y oef
0 1 0 0 1 1.0D0
Dans et exemple, nous ne nous préoupons pas du oeient puisque elui-i est stoké dans le veteur
taboef.
Puisque notre série est omposée de 4 variables, et que nous avons xé nwords=5, les veteurs nvw et shift
sont respetivement donnés par p4, 0, 0, 0, 0q et p5, 5, 5, 5q (suite à leur initialisation ave START_MS).
La sous-routine ENCODE ommene par onaténer les arguments des variables trigonométriques et les expo-
sants des variables polynomiales dans un tableau nommé tablearg. Dans notre as, nous avons tablearg=(1,0,0,1).
Après quelques vériations d'usage, la variable start est initialisée à la valeur 0 et une première boule sur
k=1,nwords est eetuée. La variable ode(k) est ensuite initialisée à la valeur 0 également.
Il s'ensuit une nouvelle boule sur j=start+1,start+nvw(k).Dans notre as, puisque nvw(2)=nvw(3)=nvw(4)=0,
ela signie que ette boule n'aura lieu que dans le as où k=1. Nous pouvons d'ores et déjà onlure que le
ode restera 0 pour les 4 dernières omposantes.
Conentrons nous don sur le as k=1, ave start et ode(k) initialisés à 0. La boule j=start+1,start+nvw(1)
devient don une boule j=1,4 que nous allons détailler entièrement.
Pour j=1, tablearg(1)=1 est positif, don sign=0. Ensuite, on double ode(1) et on y ajoute sign. On
obtient don ode(1)= 2*0 + 0 = 0. On eetue ensuite un ishft de 5 plaes, mais puisque ode(1) 0, ela
ne hange rien. On ajoute enn abs(tablearg(1))=1, e qui donne ode(1)=1.
Pour j=2, tablearg(2)=0 est positif, don sign=0. Ensuite, on double ode(1) et on y ajoute sign.
On obtient don ode(1)= 2*1 + 0 = 2. On eetue ensuite un ishft de 5 plaes. Puisque 2 en binaire
s'érit 10, le résultat du déalage donne 1000000 e qui représente 64 en ériture déimale. On ajoute enn
abs(tablearg(2))=0, e qui donne ode(1)=64.
Pour j=3, tablearg(3)=0 est positif, don sign=0. Ensuite, on double ode(1) et on y ajoute sign. On
obtient don ode(1)= 2*64 + 0 = 128. On eetue ensuite un ishft de 5 plaes. Puisque 128 en binaire
s'érit 107 (nous utilisons la notation exponentielle par soui de failité), le résultat du déalage donne 1012
e qui représente 4096 en ériture déimale. On ajoute enn abs(tablearg(3))=0, e qui donne ode(1)=4096.
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Enn, pour j=4, tablearg(4)=1 est positif, don sign=0. Ensuite, on double ode(1) et on y ajoute
sign. On obtient don ode(1)= 2*4096 + 0 = 8192. On eetue ensuite un ishft de 5 plaes. Puisque 8192
en binaire s'érit 1013, le résultat du déalage donne 1018 e qui représente 262144 en ériture déimale. On
ajoute enn abs(tablearg(4))=1, e qui donne ode(1)=262145.
Après la sortie de la boule sur j, la variable start est modiée et devient start=start+nvw(1)=4.
Nous sortons ensuite de la boule sur k, il reste alors à eetuer l'ajout de l'indiateur sinus-osinus.
Pour ela, seul ode(1) est modié via ode(1)=2*ode(1)+s, nous obtenons don nalement ode(1)=
2*262145 + 0 = 524290.
Au nal, stoker le terme y cospaq revient don à stoker 1.0D0 dans taboef et p524290, 0, 0, 0, 0q dans
TABLE.
Bien que ette méthode peut semble fastidieuse pour l'utilisateur, elle est en fait d'une utilité extrêmement
importante dans la reherhe des termes. En eet, omme nous en avons parlé à la Setion 2.1, ette méthode
basée sur les arbres binaires permet une reherhe dihotomique des termes très rapide.
Nous allons à présent faire le desriptif omplet des sous-routines présentes dans le MSNam. L'utilisateur
désirant utiliser le manipulateur pourra se référer à e desriptif pour eetuer les manipulations qu'il désire.
Notons ependant que seule l'expériene permet d'exploiter pleinement les possibilités du MSNam. Le ode
omplet du MSNam doumenté plus en profondeur se trouve en Annexe B.
2.8 Quelques onventions
Dans les sous-routines du MSNam, les notations suivantes seront adoptées :
 Les variables en lettres latines majusules orrespondent aux identiants des séries (dénis omme des
entiers sur 32 bits).
 Les variables en lettres greques minusules orrespondent à des nombres réels en double préision.
 Les variables en lettres greques majusules orrespondent à des veteurs de nombres réels en double
préision.
 Les variables en lettres latines minusules orrespondent à des nombres entiers.
 Les variables en italique orrespondent à des haînes de aratères.
De plus, rappelons également notre abus de langage lorsque nous parlons de "la série A", il s'agit en fait de
"la série dont l'identiant est l'entier A".
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2.9 Sous-routines de base
Ces sous-routines ne doivent pas être appelées par l'utilisateur, et sont utilisées impliitement par le MSNam
lors des manipulations des tableaux odés. Elles sont ependant indispensables au bon fontionnement du
manipulateur.
Ces sous-routines font souvent appel aux variables qui ont été dénies dans le module TABLES.
 INIT(A) : Attribue un emplaement à une nouvelle série nommée A lorsque son premier terme est réé.
Est utilisée dans les sous-routines COPY et PUTTRM.
 MOVEBLOCK(lg,oldbeg,newbeg) : Déplae des blos de données dans les tables. Si nous onsidérons
que les données sont stokées dans des ases, alors les données des ases oldbeg à oldbeg+lg seront
déplaées vers les ases newbeg à newbeg+lg.
Est utilisée dans les sous-routines MOVE_TO_END et ERASE.
 MOVE_TO_END(A) : déplae la série A à la n de l'espae de travail.
Est utilisée dans la sous-routine PUTTRM.
 ENCODE(ode,s,arg,exp) : Introduit dans le veteur ode l'indiateur "sinus-osinus" s, les argu-
ments arg et exposants exp.
Est utilisée dans la sous-routine STORE.
 DECODE(ode, s,arg,exp) : Opération inverse de la préédente, à savoir retirer du veteur ode l'in-
diateur "sinus-osinus" s, les arguments arg et exposants exp.
Est utilisée dans les sous-routines FETCH et SCALEP.
 SEARCH(A,ode,left) : Indique dans left l'emplaement du terme identié par le tableau ode dans la
série A ou, si e terme n'existe pas dans A, l'emplaement du terme qui doit le prééder immédiatement.
Est utilisée dans la sous-routine PUTTRM.
 PUTTRM(A,ode,α) : Ajoute à la série A un terme dont les arguments et exposants sont donnés dans
ode et dont le oeient est α.
Est utilisée dans les sous-routines STORE et ACUM.
 ERROR : Contient les messages d'erreurs des autres sous-routines du MSNam.
Est utilisée par la plupart des sous-routines.
2.10 Sous-routines pour onstruire et aher des séries
 STORE(A,s,arg,exp,α) : Ajoute à la série A un terme dont l'indiateur "sinus-osinus" est donné
par s, les arguments et exposants sont odés respetivement dans arg et exp, et dont le oeient
numérique est α.
N.B. : la dimension de arg (respetivement exp) doit être nvt (respetivement nvp) ou plus. L'entier s
est 0 pour un osinus ou 1 pour un sinus.
 CONSTANT(A,α) : Crée une série A d'un seul terme. L'indiateur s ainsi que les arguments trigonomé-
triques et polynomiaux sont posés à 0 et le oeient numérique est xé à α.
 NBTERM(A) : Cette fontion entière donne le nombre de termes de la série identiée par A.
 FETCH(A,j,s,arg,exp,α) : Déode le je terme de la série A, 'est-à-dire le rend lisible par l'utilisa-
teur en passant de la représentation en ode binaire à la forme déimale via l'appel à la sous-routine
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DECODE. L'indiateur "sinus-osinus" est plaé dans s, les arguments trigonométriques (respetivement
polynomiaux) dans le veteur arg (respetivement exp) et le oeient dans α.
Cette sous-routine est habituellement appelée dans une boule do 1 to NBTERM(A) pour déoder haque
terme de la série. Elle peut également être utilisée an d'aher les termes d'une série un par un ou
dans l'ordre que l'on souhaite, ontrairement à la sous-routine PRINT (voir juste après) qui érit auto-
matiquement tous les termes dans un hier.
N.B. : la dimension de arg (respetivement exp) doit être nvt (respetivement nvp) ou plus. L'entier s
est 0 pour un osinus ou 1 pour un sinus.
 PRINT(io,A,label,i) : Érit dans le hier FORTRAN io la série A sous une étiquette omposée de
la haîne de aratère label et de l'entier i. L'entier io orrespond au numéro du hier ouvert par
l'ulisateur. La haîne de aratères label, érite entre guillemets, renseigne l'utilisateur sur la nature de
la série, par exemple "serA" ou "Hamiltonien". L'entier i n'a auun rle dans le adre de PRINT, il n'a
d'utilité que dans le adre vetoriel que nous verrons plus loin, il peut don être xé à 1 par exemple.
La sortie onsiste en une liste de termes de la forme (indiateur "sinus-osinus", arguments, exposants,
oeient).
 READ(io,A) : Lit et stoke la série A à partir de l'unité désignée par io. Cette unité est supposée ouverte
en leture. Cette sous-routine suppose que le hier a été onstruit par la sous-routine PRINT. Elle vérie
que les noms atuels des variables orrespondent aux noms attribués lors de la réation du hier. La
série A doit être une série vide en entrée, 'est-à-dire A=0.
2.11 Sous-routines pour la gestion des séries
 COPY(A,B) : Fait une opie de la série A et l'identie par B. La série B doit être vie en entrée, 'est-à-dire
B=0.
 ERASE(A) : Détruit la série A et réupère l'espae qu'elle oupait. Ses omposantes sont eaées de la
mémoire et l'identiant A est 0 en sortie, indiquant que la série est vide.
 RENAMEE(A,B) : Éhange les identiants des séries A et B. Auune ontrainte n'est posée sur les séries A
et B, et auune des deux séries n'est eaée, seuls leurs identiants sont éhangés.
 CUTEPS(A,ǫ) : Eae de la série identiée par A les termes dont le oeient est plus petit (en valeur
absolue) que ǫ.
 CHANGE_NAME(oldname,newname) : Substitue au nom oldname d'une variable le nouveau nom newname.
Utilisé prinipalement avant et après l'appel à une sous-routine spéialisée (omme dev2B_fr par exemple)
qui requiert des variables ave un nom bien spéique, ou avant d'aher quelque hose si ertaines va-
riables ont hangé de signiation en ours de programme.
 INDEXTRIG(name) : Fontion entière dont la valeur est le rang de la variable trigonométrique nommée
name.
 INDEXPOL(name) : Fontion entière dont la valeur est le rang de la variable polynomiale nommée name.
 ORDER_SIZE(A) : Ordonne la série en fontion de la valeur absolue de ses oeients (du plus grand au
plus petit), 'est-à-dire des termes du veteur taboef.
Cet ordre est néessaire pour les arguments A et B de PRODCT et don y fera appel.
Cette sous-routine peut aussi être utile avant PRINT, si l'utilisateur veut que les termes soient ahés
dans et ordre. Dans e as, 'est l'utilisateur qui doit prendre l'initiative de faire appel à ette sous-
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routine.
N.B. : La routine hange le signe de l'identiant de la série réordonnée (il devient négatif) an que les
autres sous-routines sahent l'ordre utilisé.
 ORDER_CODE(A) : Ordonne la série en fontion de l'ordre lexiographique des "odes", 'est-à-dire des
termes odés dans le tableau TABLE. En fait, ela orrespond à lasser (du plus petit au plus grand)
les termes en fontion de la valeur absolue de l'argument de la première variable trigonométrique. Les
ex-æquo sont lassés en fontion de la valeur absolue de l'exposant de la première variable polynomiale,
puis de l'argument de la deuxième variable trigonométrique, et.
Cet ordre est néessaire pour les séries qui peuvent potentiellement être modiées (qui sont le résultat
d'opérations telles que STORE, ACUM, PROD, PRODCT, PDERT, PDERP). Ces sous-routines feront auto-
matiquement appel à elles qui permettent d'ordonner la série si ela est néessaire.
N.B. L'identiant de la série est positif après ette opération.
2.12 Sous-routines pour les opérations algébriques
 SCALE(A,α) : Multiplie les oeients de la série A par α.
 SCALEP(A,namepol, α) : Multiplie, dans la série A, les oeients de haque terme par α à la puissane
de la variable polynomiale namepol.
 EVALP(A,namepol, α) : Dans la série A, donne la valeur α à la variable polynomiale identiée par namepol.
L'exposant de la variable namepol est ensuite posé à 0.
 EVALT(A,nametrig, α) : Dans la série A, donne la valeur α à la variable trigonométrique identiée par
nametrig. L'argument de la variable trigonométrique nametrig est ensuite posé à 0.
 XMON(A,namepol, powr) : Multiplie la série A par le monme identié par namepol à la puissane powr.
 ACUM(A,B,α) : Ajoute à la série B le produit αA. C'est-à-dire que l'on remplae B par son anienne
valeur à laquelle on ajoute le produit αA.
 PROD(A,B,C,α) : Ajoute à la série C le produit αAB. C'est-à-dire que l'on remplae C par son anienne
valeur à laquelle on ajoute le produit αAB.
 PRODCT(A,B,C,α,ǫ) : Fontionne omme la sous-routine PROD à l'exeption près que le produit de
termes individuels est annulé à haque fois que la valeur absolue de son oeient est inférieure à ǫ.
Le fait que A et B soient ordonnées en fontion de la valeur de leur oeient (voir ORDER_SIZE) per-
met à la sous-routine d'éviter beauoup de produits de termes individuels sans même en tenir ompte.
En onsidérant une possible aumulation de résultats partiels, il est onseillé de prendre un niveau de
tronature ǫ bien en dessous du niveau de tronature hoisi dans la sous-routine CUTEPS à laquelle il est
d'ailleurs reommandé de faire appel après le produit.
 PDERP(A,B,namepol) : Ajoute à la série B la dérivée de A par rapport à la variable polynomiale identiée
par namepol.
 PDERT(A,B,nametrig) : Ajoute à la série B la dérivée de A par rapport à la variable trigonométrique
identiée par nametrig.
 SUBSTITUTE(A,B,namepol) : Remplae dans la série A la variable namepol par la série B.




Les opérations vetorielles supposent que les séries utilisées dans les appels aux sous-routines (omme
A,B,C i-dessous) sont en fait des veteurs de type A(0:order). Les résultats sont alulés seulement jusque
order. La valeur de order doit être plus petite ou égale à ordmax déni dans le module parameters.
Une expliation plus détaillée de l'intérêt et du fontionnement des sous-routines vetorielles sera abordée
ultérieurement au Chapitre 3 .
Les sous-routines suivantes ont une version vetorielle, indiqué par le "V_" devant leur nom.









 V_SUBSTITUTE(A,B,namepol,order) : Présuppose que A et B sont des veteurs A(0:order), B(0:order).
La sous-routine remplae dans la série A la variable namepol par le développement jusqu'à l'ordre order
de la série B=
¸
k
B(k). La variable namepol ne peut apparaître à une puissane négative dans la série A
 V_EVALSER(φ,Ψ,A,order) Voir desriptif de EVALSER à la setion suivante.
 V_HAMILTON(H,D,order) Voir desriptif de HAMILTON à la setion suivante
Attention dans e as H est un tableau de dimension (nvar,order).
 V_POISSON(A,B,C,order) Voir desriptif de POISSON à la setion suivante
 V_RK4(Ψ, α, β, η,order,D) Voir desriptif de RK4 à la setion suivante
N.B. : Une erreur fréquente pour l'utilisateur est d'oublier d'ajouter l'argument order lors des appels.
2.14 Opérations spéialisées
 POWER(A,α,order) : Présuppose que A est un veteur A(0:order) où A(k) la omposante d'ordre k est
un développement en puissanes d'un  petit paramètre . En entrée, la série A(0) est supposée être la
série unitaire (1.  cosp0q).
La sous-routine met A à la puissane α jusqu'à l'ordre order dans les puissanes du petit paramètre.
 POLAR_TO_CART(A,nameR,nameT,nameX,nameY) : Les variables nameR et nameT sont les oordon-
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nées polaires (nameR la distane et nameT l'angle) d'un point du plan, et les variables polynomiales
nameX et nameY sont les oordonnées artésiennes du même point.
La sous-routine transforme dans la série A, les oordonnées polaires en oordonnées artésiennes.
 CART_TO_POLAR(A,nameR,nameT,nameX,nameY) : Les variables polynomiales nameX et nameY sont
les oordonnées artésiennes d'un point du plan, et les variables nameR et nameT sont les oordonnées
polaires (nameR la distane et nameT l'angle) du même point.
La sous-routine transforme dans la série A, les oordonnées artésiennes en oordonnées polaires.
 dev2B_fr(A,order) : Présuppose que deux variables polynomiales sont identiées respetivement par
' r' et ' e' et une variable trigonométrique par ' f'. L'argument A en entrée est un veteur A(0:order), où
A(k) est la omposante d'ordre k dans le développement en puissanes de ' e'. Dans le adre du problème
des deux orps, ' r' représente la distane normalisée r{a, ' e' l'exentriité et ' f' l'anomalie vraie.
La sous-routine remplae la fontion A par son développement en termes d'exentriité et d'anomalie
moyenne. Le résultat est indépendant de la variable ' r' ('est-à-dire que l'on xe tous les exposants de
' r' à zéro). Dans la sortie A, la variable ' f' désigne l'anomalie moyenne.









 DEV_ANGLE(A,angle,pert,order) : Substitue dans la série A la variable trigonométrie angle par l'ex-
pression angle+pert où pert est une série supposée petite. La substitution se fait par un développement
en série jusqu'à l'ordre order de pert.
 EVALSER(φ,Ψ,A) : Sous-routine qui évalue la valeur d'une série en sommant haun de ses terme et
stoke le résultat dans un réel phi.
Présuppose que Psi est un veteur de réels ontenant les valeurs des variables polynomiales suivies par
les variables trigonométriques.
 HAMILTON(H,D) : Sous-routine qui alule les équations hamiltoniennes relatives à la série H, 'est-à-dire








Les nvar séries ainsi réées sont stokées dans un veteur D(1:nvar) en onservant l'ordre i-dessus,
'est-à-dire d'abord les 9pi suivis des 9qi.
Attention, la sous-routine présuppose deux hoses importantes :
 Le nombre de variables trigonométriques nvt doit être égal au nombre de variables polynomiales nvp.
 Les variables polynomiales doivent être les variables onjugués aux variables trigonométriques.
L'utilisateur qui serait dans le as partiulier où les variables ne sont pas onjuguées entre elles peut
se servir de ette sous-routine omme base pour un ode personnalisé.
 POISSON(A,B,C) : Sous-routine qui ajoute à la série C les rohets de Poisson entre entre les séries A et
B.
Cette sous-routine présuppose exatement la même hose que la sous-routine HAMILTON.
 RK4(Ψ, α, β, η,D) : Sous-routine qui eetuer l'intégration des équations hamiltoniennes ontenues dans
le veteur D de dimension MSnvar. L'intégration se fait dans l'intervalle rα, βs ave un pas η. Les ondi-
tions initiales sont supposées se trouver dans le veteur Ψ de dimension MSnvar.
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Il est onseillé d'utiliser ette sous-routine pour des équations hamiltoniennes obtenues via l'utilisation
de HAMILTON. En eet, es dernières sont stokées sous la forme requise.
Pour de plus amples détails onernant les quatre dernières sous-routines, nous faisons référene au Cha-
pitre 4.
2.15 Leture d'une série
Il existe deux manières pour stoker les termes d'une série :
 soit en les introduisant soi-même
 soit en les lisant dans un hier
Vu que les deux méthodes sont identiques quant à la façon de stoker la série et que la seonde est bien plus
ourante, nous nous onentrerons don sur ette dernière.
En général les séries sont stokées dans des hiers series.dat bruts qui ontiennent sur haque ligne les
oeients des variables.
Si nous reprenons la dénition p1.24q nous aurions un hier de données du genre :
s i1 i2 . . . ip j1 j2 . . . jq A i1,    , ip
j1,    , jq
0 1 2 . . . -1 0 1 . . . -1 1.45D-02




Table 2.1  Exemple de hier ontenant une série
Pour stoker la série, nous allons utiliser les variables dénies plus tt pour réupérer les données, puis la
sous-routine STORE pour les introduire dans la série, omme nous le voyons i-dessous.
open(unit=1,file='series.dat',status='old')
19 read(1,*,end=20) s,arg,exp,oef !leture des donnees dans le fihier
all STORE(serA,s,arg,exp,oef) !stokage de la serie
goto 19
20 lose(unit=1)
Il ne faut jamais utiliser unit=33 pour réer un hier, e numéro étant utilisé par le MSNam en as
d'appel à la sous-routine ERROR.
NB : En général, les hiers ontenant les séries sont triés en fontion de la valeur des exposants des
variables polynomiales. D'abord la somme de tous les exposants vaut 0, puis 1, puis 2, et. Cette remarque
prendra de l'importane au hapitre suivant.
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2.16 Opérations et ahage des résultats
Une fois que l'utilisateur a stoké les séries dont il dispose, il peut se référer au desriptif i-dessus pour
eetuer les opérations qu'il désire. Nous ne pouvons pas donner ii un mode d'emploi exhaustif et 'est à
fore d'utiliser les sous-routines que l'utilisateur se rendra ompte des éventuels problèmes qu'il renontre.
La dernière hose que nous présenterons dans e mode d'emploi onerne l'ahage des résultats, ou om-
ment faire un hier de sortie. En fait, il sut de faire appel à la sous-routine PRINT de la manière suivante :
open(unit=2,file='ma_serie.dat',status='replae')
all PRINT(2,serA,'desriptif de ma serie',1)
lose(unit=2)
NB : Puisque nous avions utilisé unit=1 pour lire la série, nous avons arbitrairement hoisi unit=2 pour
l'aher.
A titre d'exemple, voii e que ela donne ave une série de quelques termes.
SERIES Hamiltonien 1
NUMBER OF TERMS : 10
p1 p2 E1 E2 COEF
os( 0 0 ) ( 0 0) -0.1160486010464710D-03
os( 0 0 ) ( 0 2) -0.5672107757964912D-05
os( 0 0 ) ( 0 4) -0.7568357084244970D-05
os( 0 0 ) ( 0 6) -0.9879594574240365D-05
os( 0 0 ) ( 4 2) -0.1733521571206798D-05
os( 1 -1 ) ( 1 3) 0.1379056776899787D-04
os( 1 -1 ) ( 1 5) 0.2847815345575343D-04
os( 1 -1 ) ( 3 3) 0.2166927171525686D-04
os( 1 -1 ) ( 5 1) -0.7711335055110939D-06
os( 2 -2 ) ( 2 2) -0.2496909744535118D-05
2.17 Remarques sur les erreurs
A priori, ave le desriptif et l'aide au démarrage que nous venons de fournir, tout utilisateur non expéri-
menté peut se laner dans une première utilisation du MSNam.
Comme nous l'avons déjà signalé plus tt et omme dans toute appliation liée à la programmation, 'est
à fore d'essais, d'erreurs et de modiations que l'utilisateur trouvera sa façon d'utiliser le MSNam.
Nous fournissons ii quelques lés importantes pour bien ommener et ne pas se sentir perdu ave e
programmme.
Dans le adre d'une erreur à la ompilation d'un programme, le ompilateur doit permettre de résoudre les
erreurs. Il arrive ependant que la ompilation et l'exéution se passent normalement, mais que les résultats
soient erronés. Dans e as, le MSNam propose une méthode de résolution interne, produite par la sous-routine
ERROR. En eet, de nombreuses vériations sont faites au ours de l'exéution. Si l'une d'entre elle venait
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à être anormale, la sous-routine ERROR rée un hier error_log qui explique dans quelle sous-routine est
apparu le problème ainsi que les variables auxquelles il est lié. Cela permet généralement de situer et de régler
e type de problèmes.
Il existe malheureusement quelques as insidieux qui ne sont pas détetés. Par exemple introduire un entier
au lieu d'un réel en double préision dans une sous-routine peut ne provoquer auune erreur mais produire
des résultats inattendus. C'est pourquoi il est fortement onseillé de bien lire le desriptif avant d'utiliser une




Comme l'utilisateur l'aura remarqué dans le hapitre préédent, la setion 2.13 onsarée aux sous-routines
vetorielles est très peu détaillée. En fait, les opérations vetorielles sont très utiles mais néessitent une atten-
tion toute partiulière quant à leur fontionnement. C'est pourquoi e hapitre sera onsaré à la ompréhension
et à l'utilisation de es sous-routines.
3.1 Le stokage vetoriel
Nous ommenerons e hapitre en dénissant l'ordre d'un terme d'une série omme la somme des exposants





Cela étant, il est important d'expliquer l'intérêt de e que nous appellerons  le stokage vetoriel .
Il existe deux manières de stoker une série : soit en introduisant toute la série dans un seul identiant (A=0
dans les délarations), soit en onsidérant tous les ordres possibles (A(0:order)=0 dans les délarations). Cette
dernière méthode revient en fait à stoker order 1 séries au lieu d'une seule.
Du point de vue de l'ahage d'une série via la sous-routine PRINT (en réalité V_PRINT, mais nous y revien-
drons), nous pouvons remarquer que ela permet de mieux se rendre ompte du ontenu de la série. En eet,
nous avons montré à la Setion 2.14 une série stokée de manière lassique. Bien que elle-i soit triée par
ordre, tout est ahé d'un blo et il peut sembler diile de retrouver un terme partiulier si la série n'était
pas triée et/ou si elle ontenait 10000 termes au lieu de 10.
Si nous reprenons ette même série, stokée ette fois par ordre, nous obtenons le résultat i-dessous, beauoup
plus faile à lire.
SERIES Hamiltonien 0
NUMBER OF TERMS : 1
p1 p2 E1 E2 COEF
os( 0 0 ) ( 0 0) -0.1160486010464710D-03
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SERIES Hamiltonien 1
NUMBER OF TERMS : 0
SERIES Hamiltonien 2
NUMBER OF TERMS : 1
p1 p2 E1 E2 COEF
os( 0 0 ) ( 0 2) -0.5672107757964912D-05
SERIES Hamiltonien 3
NUMBER OF TERMS : 0
SERIES Hamiltonien 4
NUMBER OF TERMS : 3
p1 p2 E1 E2 COEF
os( 0 0 ) ( 0 4) -0.7568357084244970D-05
os( 1 -1 ) ( 1 3) 0.1379056776899787D-04
os( 2 -2 ) ( 2 2) -0.2496909744535118D-05
SERIES Hamiltonien 5
NUMBER OF TERMS : 0
SERIES Hamiltonien 6
NUMBER OF TERMS : 5
p1 p2 E1 E2 COEF
os( 0 0 ) ( 0 6) -0.9879594574240365D-05
os( 0 0 ) ( 4 2) -0.1733521571206798D-05
os( 1 -1 ) ( 1 5) 0.2847815345575343D-04
os( 1 -1 ) ( 3 3) 0.2166927171525686D-04
os( 1 -1 ) ( 5 1) -0.7711335055110939D-06
Cependant, même s'il s'agit d'une ommodité, l'intérêt des opérations vetorielles est tout autre. Lorsqu'on
fait le développement de Taylor d'une ertaine fontion, on s'arrête à un ertain ordre pour une seule et bonne
raison (outre le fait que nous ne pouvons pas faire de développement inni) : à partir d'un ertain ordre, les
termes deviennent négligeables.
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Ii le prinipe est le même ar, en méanique éleste, beauoup de développements se font en fontion de
petits paramètres tels que l'exentriité par exemple. Dans e as, si les paramètres sont petits, plus nous les
onsidérons à un ordre important, plus ils deviennent négligeables. Nous orroborerons ette remarque à l'aide
d'un exemple par la suite.
Maintenant que nous avons ompris l'intérêt du stokage vetoriel, il faut savoir omment l'utiliser.
Tout d'abord an de réer des séries stokées par ordre, il faut penser à les délarer orretement. Comme
nous n'avons pas a priori de valeur de order bien dénie, il est important de délarer et d'initialiser les séries
jusqu'à ordmax via une délaration de variable du type :
integer:: A(0:MSordmax)=0
Ainsi nous allouons pour la série A susamment de plae pour stoker ses termes de l'ordre 0 jusqu'à
ordmax. Nous initialisons également haque ordre à 0 an de préiser que la série est vide.
En général, omme nous l'avons vu au Chapitre 2, les hiers de données sont triés par ordre. Si tel est











19 read(1,*,end=20) s,arg,exp,oef !leture des oeffiients
k=0
do i=1,MSnvp
k=k+exp(i) !order=somme des exposants des termes polynomiaux
end do
all STORE(HB(k),s,arg,exp,oef) !stokage de la serie




On voit don dans e mini programme qu'à haque leture dans le hier, on alule l'ordre an de sto-
ker orretement la série. De plus, nous déterminons après haque passage dans la boule l'ordre maximal
atteint par la série. Ainsi nous savons à l'avenir que travailler sur ette série peut se faire jusqu'à l'ordre order.
Par la suite, nous supposerons que les séries sont stokées de manière vetorielle et que les opérations sur
es séries pourront se faire jusqu'à l'ordre order.
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3.2 Fontionnement des sous-routines vetorielles
Nous allons maintenant voir quelle est la partiularité des sous-routines vetorielles dans leur fontionne-
ment.
Pour la plupart de sous-routines vetorielles, il n'y en a auune. En eet, la série n'étant plus simplement
stokée d'un blo, mais en plusieurs parties, il sut d'eetuer l'opération  normale  sur haque ordre. On
voit don que la plupart des sous-routines vetorielles se résument en une routine du type :
V_ROUTINE(...,order)





C'est très simple et tout à fait logique. Il sut de penser par exemple que pour eaer une série dont on
n'a plus besoin, il faut faire appel à ERASE. Or dans notre as, si nous faisons ERASE(A), seul le terme d'ordre
0 sera eaé. La sous-routine V_ERASE permet don d'eaer haque ordre de A.
Les sous-routines V_ERASE, V_RENAMEE, V_CUTEPS, V_COPY, V_SCALE, V_ACUM, V_PRINT, V_EVALSER
fontionnent de la sorte.
Le plus intéressant, 'est de voir e qu'il se passe quand plusieurs ordres se mélangent. An de bien om-
prendre la hose, nous allons nous baser sur l'exemple du produit et don de la sous-routine V_PROD.
Celle-i est basée sur le shéma suivant, présenté dans le desriptif :
Cp0q  Cp0q  Ap0q Bp0q
Cp1q  Cp1q  Ap0q Bp1q  Ap1q Bp0q
Cp2q  Cp2q  Ap0q Bp2q  Ap1q Bp1q  Ap2q Bp0q




L'idée est très simple :
 Pour aluler les termes d'ordre 0, il sut de faire le produit des termes d'ordre 0.
 Pour les termes d'ordre 1, il faut faire le produit des termes d'ordre 0 de A ave eux d'ordre 1 de B et
inversément.
 Pour les termes d'ordre 2, il faut faire le produit des termes d'ordre 0 de A ave eux d'ordre 2 de B et
inversément, ainsi que le produit des termes d'ordre 1 de A et de B.
 et.
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Nous tenons à faire remarquer que la notation du shéma est ambigüe et que la notation A(i) signie  tous
les termes d'ordre i de A . Le produit A(iq  B(j) peut don inlure de multiples termes dont il faut faire le
produit.
Cependant, dans la desription et les expliations i-dessus, nous n'avons pas fait référene à l'argument order
en lui-même. En eet, alors que la sous-routine PROD eetue tous les produits et ne néglige que les termes
dont le oeient est plus petit que auray, la version vetorielle V_PROD, en plus de négliger les termes
plus petits que auray, ne fait pas les produits qui feraient apparaître des termes d'un ordre supérieur à
order.
Par exemple, si order est xé à 15, le produit d'un terme d'ordre 7 ave un terme d'ordre 9 (qui produirait un
terme d'ordre 16) n'est pas alulé. Il faut ependant être sûr que les paramètres de la série sont susamment
petits pour être négligés à un ertain ordre.
An d'illustrer les résultats de ette setion, nous allons nous baser sur un exemple onret. Les deux séries
que nous allons multiplier sont les séries A et B de l'Annexe C, tronquée à l'ordre 4.
Le produit de es deux séries de manière lassique donne le résultat suivant :
SERIES Produt 1
NUMBER OF TERMS : 20
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 0) 0.6582401702966634D-09
os( 0 0 ) ( 2 2) 0.1599058827449046D-08
os( 0 0 ) ( 2 4) 0.1512171802203878D-09
os( 0 0 ) ( 2 6) 0.1021878145064947D-09
os( 0 0 ) ( 4 0) -0.9485424133123699D-10
os( 0 0 ) ( 4 2) -0.4636190986182907D-11
os( 0 0 ) ( 4 4) 0.2664629185206423D-10
os( 1 -1 ) ( 1 1) -0.5335819769948339D-09
os( 1 -1 ) ( 1 3) -0.2607988759822010D-10
os( 1 -1 ) ( 1 5) -0.3479868692253478D-10
os( 1 -1 ) ( 3 1) -0.5525741544047912D-09
os( 1 -1 ) ( 3 3) -0.1109700481316411D-09
os( 1 -1 ) ( 3 5) -0.2222372880226029D-09
os( 1 -1 ) ( 5 3) 0.5327336498024201D-11
os( 2 -2 ) ( 2 4) 0.3170395139496981D-10
os( 2 -2 ) ( 4 2) 0.1416274113291583D-10
os( 2 -2 ) ( 4 4) 0.6654564179755946D-10
os( 2 -2 ) ( 6 2) -0.2040890431721871D-11
os( 3 -3 ) ( 3 3) -0.5740293402301330D-11
os( 3 -3 ) ( 5 3) -0.5944611905140810D-11
Si nous eetuons le produit ave V_PROD en ne tronquant pas la série produit (dans e as en hoisissant
order ¡ 8), nous obtenons alors e résultat :
SERIES Produt order 0
NUMBER OF TERMS : 0
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SERIES Produt order 1
NUMBER OF TERMS : 0
SERIES Produt order 2
NUMBER OF TERMS : 2
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 0) 0.6582401702966634D-09
os( 1 -1 ) ( 1 1) -0.5335819769948339D-09
SERIES Produt order 3
NUMBER OF TERMS : 0
SERIES Produt order 4
NUMBER OF TERMS : 4
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 2) 0.1599058827449046D-08
os( 0 0 ) ( 4 0) -0.9485424133123699D-10
os( 1 -1 ) ( 1 3) -0.2607988759822010D-10
os( 1 -1 ) ( 3 1) -0.5525741544047912D-09
SERIES Produt order 5
NUMBER OF TERMS : 0
SERIES Produt order 6
NUMBER OF TERMS : 7
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 4) 0.1512171802203877D-09
os( 0 0 ) ( 4 2) -0.4636190986182907D-11
os( 1 -1 ) ( 1 5) -0.3479868692253478D-10
os( 1 -1 ) ( 3 3) -0.1109700481316411D-09
os( 2 -2 ) ( 2 4) 0.3170395139496981D-10
os( 2 -2 ) ( 4 2) 0.1416274113291583D-10
os( 3 -3 ) ( 3 3) -0.5740293402301330D-11
38
3.2. FONCTIONNEMENT DES SOUS-ROUTINES VECTORIELLES
SERIES Produt order 7
NUMBER OF TERMS : 0
SERIES Produt order 8
NUMBER OF TERMS : 7
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 6) 0.1021878145064947D-09
os( 0 0 ) ( 4 4) 0.2664629185206423D-10
os( 1 -1 ) ( 3 5) -0.2222372880226029D-09
os( 1 -1 ) ( 5 3) 0.5327336498024201D-11
os( 2 -2 ) ( 4 4) 0.6654564179755946D-10
os( 2 -2 ) ( 6 2) -0.2040890431721871D-11
os( 3 -3 ) ( 5 3) -0.5944611905140810D-11
Le leteur pourra vérier que les deux résultats onordent, et pourra onstater que la leture est bien plus
aisée ave la version vetorielle dans e as.
Si maintenant nous déidons de tronquer le résultat du produit, par exemple à l'ordre 6, nous obtenons les
résultats suivants :
SERIES Produt order 0
NUMBER OF TERMS : 0
SERIES Produt order 1
NUMBER OF TERMS : 0
SERIES Produt order 2
NUMBER OF TERMS : 2
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 0) 0.6582401702966634D-09
os( 1 -1 ) ( 1 1) -0.5335819769948339D-09
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SERIES Produt order 3
NUMBER OF TERMS : 0
SERIES Produt order 4
NUMBER OF TERMS : 4
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 2) 0.1599058827449046D-08
os( 0 0 ) ( 4 0) -0.9485424133123699D-10
os( 1 -1 ) ( 1 3) -0.2607988759822010D-10
os( 1 -1 ) ( 3 1) -0.5525741544047912D-09
SERIES Produt order 5
NUMBER OF TERMS : 0
SERIES Produt order 6
NUMBER OF TERMS : 7
p1 p2 E1 E2 COEF
os( 0 0 ) ( 2 4) 0.1512171802203877D-09
os( 0 0 ) ( 4 2) -0.4636190986182907D-11
os( 1 -1 ) ( 1 5) -0.3479868692253478D-10
os( 1 -1 ) ( 3 3) -0.1109700481316411D-09
os( 2 -2 ) ( 2 4) 0.3170395139496981D-10
os( 2 -2 ) ( 4 2) 0.1416274113291583D-10
os( 3 -3 ) ( 3 3) -0.5740293402301330D-11
Dans e as, nous pouvons voir que les premiers termes sont égaux à eux obtenus préédemment, mais
que tous les termes d'un ordre supérieur à 6 ont été négligés.
Remarque : Cette série ayant été réée de manière quelque peu artiielle, les résultats obtenus n'ont
auune signiation sientique. C'est pourquoi si nous voulions évaluer la série ave ertaines valeurs des
paramètres, mêmes petites, la série tronquée donnerait des résultats sensiblement diérents de eux de la série
entière.
C'est pourquoi nous onseillerons toujours à l'utilisateur qui voudrait tronquer une série, d'essayer (si possible)
d'abord le produit jusqu'à ordmax pour ensuite vérier la sensibilité du problème onsidéré à la tronature.
3.3 Autres subtilités des opérations vetorielles
Dans ette setion nous ommenterons brièvement ertaines subtilités des opérations vetorielles.
Nous insistons d'abord sur l'importane de délaration les séries sous la forme A(0:order)=0 et pas
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A(1:order)=0 ou via l'utilisation de dimension(order).
En eet, les sous-routines vetorielles ont toutes été odées en faisant des boules sur l'ordre allant de 0
à order. Leur utilisation sur un veteur ne ommençant pas à l'ordre 0 pourrait don produire des résultats
inopinés allant d'un simple déalage dans l'ordre jusqu'à des aluls totalement faux ou un interruption anor-
male du programme dans le pire des as.
Par ailleurs, tant que nous parlons de déalage dans l'ordre, nous pouvons mentionner le problème de la
dérivation d'une série. En eet, lorsque nous dérivons une série par rapport à une variable polynomiale (via
PDERP), le résultat déroît d'un ordre par la même oasion. Il est don important de penser à deux hoses
lors de l'utilisation de PDERP sur un veteur. D'une part il faut stoker la dérivée à l'ordre inférieur via un
appel du type :
all PDERP(A(k),Ader(k-1),namepol).
D'autre part il ne faut ommener les dérivées qu'à l'ordre 1. En eet, bien que le MSNam peut dériver les
termes d'ordre 0 (ela vaut 0 bien sûr), il tenterait de les stoker à l'ordre 1 à ause de la remarque i-dessus.
Lors de e travail, nous avons pensé automatiser ela via la réation d'une sous-routine V_PDERP. Cepen-
dant, vu que le problème ne se pose pas ave PDERT, ela rendrait déroutant l'existene d'une seule des deux
opérations de dérivation en version vetorielle. C'est pourquoi nous avons déidé de ne pas l'implémenter mais
d'en informer l'utilisateur.
Une autre remarque onernant les opérations vetorielles est qu'elles sont plus gourmandes en mémoire,
plus préisément onernant le nombre total de séries utilisées. En eet, puisque haque série n'est plus stokée
en une fois, mais en maximum ordmax 1 fois, le nombre de séries utilisables en même temps a drastiquement
diminué. Nous en protons don pour rappeller à l'utilisateur l'importane d'eaer les séries obsolètes ave
ERASE (enn, V_ERASE dans e as).
La dernière remarque onerne la sous-routine V_PRINT qui est la seule à ne pas avoir d'argument d'entrée
en plus que sa version lassique. Nous rappelons que la sous routine PRINT(io,A,label,i) érit dans le hier
io la série A sous une étiquette omposée de la haîne de aratères label et de l'entier i. En fait, l'entier i
n'a auune utilité dans le as non vetoriel, nous le xons d'ailleurs généralement à 1.
La sous-routine V_PRINT(io,A,label,order) va, omme nous l'avons dit préédemment, faire appel order+1
fois à PRINT et ette fois l'entier i orrespond à l'ordre, omme nous avons pu le voir à la setion 3.1.
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Chapitre 4
Améliorations apportées au ode
Dans e hapitre, nous dérirons d'abord les améliorations apportées au ode de J. Henrard (2004). L'ob-
jetif est d'une part de rendre le programme plus faile à lire et à omprendre, sans devoir toujours revenir au
desriptif des hapitres préédents et, d'autre part, de orriger ertaines imperfetions. Ensuite, an d'adapter
plus enore le MSNam à son usage en méanique éleste, nous avons réé de nouvelles sous-routines qui seront
dérites ii.
4.1 Modiations de l'anien ode
4.1.1 En-têtes et ommentaires
Le MSNam est pauvre en ommentaires, et les sous-routines n'ont pas d'en-tête au sein même du ode.
Il semble essentiel de remédier à e problème en introduisant dans haque sous-routine une en-tête dérivant
e que fait ette partie du programme et quels sont les arguments utilisés. De plus, seuls les ommentaires
absolument néessaires à la ompréhension d'une opération bien partiulière étaient présents dans le MSNam.
C'est pourquoi des ommentaires supplémentaires ont été ajoutés au sein des lignes de ode pour expliquer
ertaines parties plus en profondeur.
Outre l'ajout des en-têtes, les prinipaux ommentaires qui ont été ajoutés onernent les parties faisant
appel à une vériation et à la sous-routine ERROR. Nous avons introduit un ommentaire expliquant quelle
vériation le MSNam fait à e moment préis. Nous pouvons prendre par exemple la sous-routine NBTERM











MSmessage='error in NBTERM: the identifier (1) is&
& not valid '
MSintmess=0
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Ave l'ajout des ommentaires et de l'en-tête, la sous-routine est devenue :
!**********************************************************************!
! funtion NBTERM(ser) !
! The integer funtion NBTERM gives the number of terms of the series !










if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in NBTERM: the identifier (1) is&





! number of terms






Cela peut sembler assez futile dans le as d'une fontion aussi simple, mais dès que l'on passe à un niveau de
diulté plus élevé, l'ajout de ommentaires peut s'avérer très utile.
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4.1.2 Uniformisation du ode
Certaines fontions similaires telles que EVALP et EVALT ont été odées ave des arguments diérents, sans
auune raison apparente. En eet, l'aide du MSNam dérit es deux sous-routines de manière quasi identique,
alors que la dénition de la sous-routine au sein du ode en FORTRAN est diérente.
Nous pouvons onstater i-dessous qu'avant même d'eetuer une quelonque modiation, la sous-routine
EVALP orrespond au desriptif du hapitre préédent. Les arguments en entrée sont les mêmes que eux de la












!ode de la sous-routine
end subroutine EVALP
Cependant, les arguments en entrée de la sous-routine EVALT ne orrespondent pas exatement à eux du














!ode de la sous-routine
end subroutine EVALT
Tehniquement, les arguments d'entrée d'une sous-routine sont des arguments muets, et leur donner tel ou
tel nom ne pose don auun problème. Nous estimons ependant qu'étant donné qu'un desriptif existe, il est
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préférable de suivre les notations qui y apparaissent an de ne pas ompliquer l'utilisation du programme.
De plus, nous avons onstaté que l'argument d'entrée nommé value est en fait reonnu par le ompilateur
IFORT omme un paramètre intrinsèque à FORTRAN ('est-à-dire que value est en fait une fontion reon-
nue par FORTRAN et qui permet de dire qu'un argument est passé par valeur). Bien que ela n'empêhe en
rien le MSNam de fontionner, il est préférable de ne jamais utiliser omme variable un nom utilisé par un
langage de programmation. C'est pourquoi nous avons déidé de renommer la variable value par alpha (e
qui uniformise l'ériture vis-à-vis du desriptif).
Nous pouvons également onstater que dans les ommentaires existants, il est question de l'argument nametrig.
Or, nametrig est le nom qui a été donné à ette variable dans le desriptif, mais au sein du ode, elle été dé-
larée omme étant name. Nous remarquons don un problème évident d'uniformisation du ode en omparant
ette sous-routine ave son desriptif, et en faisant le parallèle ave la sous-routine EVALP. Nous avons don
remplaé le nom de ette variable.
Nous avons onstaté que la délaration d'une variable nommée result dans les sous-routines PROD,
PRODCT, PDERT et PDERP pose le même soui que la variable value dans es sous-routines, ar elle orres-
pond à un type utilisé par FORTRAN (result est un argument utilisé en FORTRAN qui permet de délarer
de manière diérente de l'habitude une fontion à valeur numérique).
4.1.3 Corretion du desriptif
Nous avons onstaté que l'anien desriptif du MSNam [Aide MSNam℄ dérit une sous-routine nommée
INDEXARG. Cependant, ette sous-routine n'existe pas, il s'agit en fait de INDEXTRIG. De plus, ertaines sous-
routines ont été ajoutées au MSNam depuis la parution de [Aide MSNam℄ et n'en font don pas partie. Elles
ont don été ajoutées à la Setion 2.14 : "Opérations spéialisées".
4.1.4 Corretion du ode
Lors de la leture du ode, nous avons onstaté à plusieurs endroits que dans l'anienne version du MSNam,
la manière dont les arguemnts d'entrée passaient n'était pas spéiée. Heureusement sans onséquene, nous
avons en eet onstaté qu'il manquait parfois un INTENT(IN) pour ertains arguments de sous-routines. Sans
onséquene ar, par défaut en FORTRAN, un argument dont l'INTENT n'a pas été préisé passe automatique
en INOUT. Il y aurait ependant pu y avoir un soui si et argument avait été modié au ours de la sous-
routine, mais e n'était pas le as.
4.2 Ajout de nouvelles sous-routines
Dans ette setion, nous détaillerons les sous-routines qui ont été rajoutées au MSNam ainsi que les sub-
tilités qui y sont liées.
4.2.1 L'évaluation d'une série
En premier lieu, nous avons remarqué qu'il n'existait auun moyen automatisé d'évaluer la valeur d'une
série. Comme nous le verrons au Chapitre 6 dans un exemple onret, il est souvent néessaire de pouvoir
évaluer une série dont on onnaît la valeur des paramètres. C'est pourquoi nous avons mis en plae une sous-
routine très simple basée sur le prinipe suivant :
Arguments d'entrée : ser la série que l'on veut évaluer
values un veteur de dimension nvar ontenant la valeur des paramètres
Arguments de sortie : f la valeur de la série évaluée
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L'évaluation d'une série suit un proessus très simple. Nous eetuons une boule sur le nombre total
de termes de la série, et déodons d'abord haque terme. Ensuite, nous ommençons par aluler la valeur
des variables polynomiales à la puissane voulue et les multiplions entre elles. Puis nous alulons la somme
des valeurs des variables trigonométriques multipliées par leur oeient respetif. Il sut ensuite de véri-
er s'il s'agit d'un sinus ou d'un osinus, et d'eetuer le produit du tout. Nous obtenons ainsi le résultat voulu.
En FORTRAN, ela donne le résultat suivant :
!****************************************************************************!
!subroutine EVALSER(f,values,ser) !
!The subroutine EVALSER alulates the value of the series ser. The values !
!of the parameters are supposed to be stored in values (polynomial variables !



















if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in EVALSER : the identifier (1) is&






do j=1,NBTERM(ser) ! sum over all terms
all FETCH(ser,j,s,arg,exp,oef) ! deode term number j
term=1.D0
trig=0.D0
do i=1,MSnvp ! make produt of polynomial variables
term=term*values(i)**exp(i)
end do
do i=1,MSnvt ! make sum of trigonometri arguments
trig=trig+arg(i)*values(i+MSnvp)
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end do
if (s==0) then ! if osine
f=f+oef*term*os(trig)





Nous avons également implémenté la version vetorielle de ette sous-routine, et faisons référene au Chapitre
3 pour de plus amples informations.
!****************************************************************************!
!subroutine V_EVALSER(f,values,ser,order) !












! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then
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4.2.2 Les équations d'Hamilton
Ensuite, nous avons également implémenté une sous-routine permettant de aluler les équations d'Hamil-
ton. Supposons que la série de Poisson onsidérée orresponde à l'hamiltonien du système que nous désirons
étudier.
L'hamiltonien Hpqi, piq dépend des oordonnées généralisées qipi  1, . . . , nq et des moments onjugués







pour i  1, . . . , n. (4.1)
Alors nvar  nvt et nous pouvons identier les variables trigonométriques namevt aux qi et les variables
polynomiales aux pi.
En fait, après toutes les vériations d'usage, la sous-routine se résume à quatre appels aux sous-routines de
dérivation. Nous allons réer un veteur deriv de dimension nvar qui ontiendra les séries orrespondants aux
équations hamiltoniennes. En respetant nos onventions, nous alulons don d'abord les dérivées relatives aux
variables trigonométries ave PDERT, 'est-à-dire la partie
BH
Bqi
. Il faut ensuite penser à multiplier le oeient
par 1, e qui se fait via l'appel à SCALE.




Les nvar séries résultantes stokées dans deriv sont don ordonnées omme suit : p 9p1, 9p2, . . . , 9pn, 9q1, 9q2, . . . , 9qnq.
Nous obtenons ainsi le ode suivant :
!****************************************************************************!
!subroutine HAMILTON(ser,deriv) !
!The subroutine HAMILTON alulates the hamiltonian equations assoiated to !
!the Hamiltonian ser, with angular variables namevt and polynomial variables !
!namevp. !














if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in HAMILTON : the identifier (1) is&
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if(MSnvt.ne.MSnvp) then







!Chek if deriv is empty
do i=1,MSnvar
if(abs(deriv(i)).ne.0) then












Nous avons également implémenté la version vetorielle de ette sous-routine, et faisons référene au Cha-
pitre 3 pour de plus amples informations. Nous faisons seulement remarquer que la sortie deriv n'est plus un













! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then
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endif
do k=0,order
if(abs(ser(k)).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in V_HAMILTON : the identifier of ser(index (1)) &
















!Chek if deriv is empty
do i=1,MSnvar
do k=0,order
if(abs(deriv(i,k)).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in V_HAMILTON : the identifier of deriv(inder(1),index (2)) &
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4.2.3 Les rohets de Poisson
En méanique hamiltonienne et notamment dans la théorie des perturbations via les séries de Lie, appa-
raissent souvent e qu'on appelle les rohets ou parenthèses de Poisson.
Nous rappelons que dans le adre de deux fontions f et g dépendant des 2n variables pqi, piq pour i 














Dans notre as, f et g onsistent en deux séries A et B
Bien que l'utilisation des rohets de Poisson se fasse régulièrement dans les domaines que nous traitons,
il n'existait pas de sous-routine permettant de les aluler diretement dans l'anienne version du MSNam.
C'est pourquoi nous avons déidé de mettre en plae ette nouvelle sous-routine automatisée.
Comme vous pouvez le onstater dans le ode i-dessous, l'unique restrition de la sous-routine est que nvt
soit égal à nvp an de orrespondre aux dénitions i-dessus. En fait, nous avons fait les mêmes hypothèses
que pour les équations hamiltoniennes de la Setion 5.2 onernant le nombre de variables et la orrespondane
de elles-i ave pi et qi.
Conrètement, elle est assez simple à réer puisqu'elle ne fait appel qu'à des dérivées et des produits de
séries. Il sut d'abord de aluler les deux premières dérivées et d'en faire le produit. Pour rappel, la sous-
routine PROD fait non seulement le produit de A et B, mais somme également e produit dans C ave un éventuel
oeient. Ii, nous initialisons d'abord le résultat à une série vide, et nous ajoutons le premier produit (o-
eient  1). Ensuite, nous alulons les deux dérivées suivantes et en faisons le produit que nous retirons du




!The subroutine POISSON alulates the Poisson brakets between serA and serB !
!and add the result in res. !
!It is supposed that nvt and nvp are equal. !
!In ase of an Hamiltonian in variables q and momentum p, we assume !
!that the polynomial (resp. trigonometri) variables namevp (resp. namevt) !
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! Validation
absserA=abs(serA)
if(absserA.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in POISSON: the identifier (1) of the &






if(absserB.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in POISSON: the identifier (1) of the &





if(abs(res).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in POISSON: the identifier (1) of the &














do i=1,MSnvt !Sum over the number of variables
all PDERT(serA,Aq,MSnamevt(i)) !Calulate dA/dq
all PDERP(serB,Bp,MSnamevp(i)) !Calulate dB/dp
all PROD(Aq,Bp,res,1.D0) !Make produt and add to res
all ERASE(Aq)
Call ERASE(Bp)
all PDERP(serA,Ap,MSnamevp(i)) !Calulate dA/dp
all PDERT(serB,Bq,MSnamevt(i)) !Calulate dB/dq
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END SUBROUTINE POISSON
An de vérier que la sous-routine fontionne, nous avons déidé de l'appliquer sur un exemple trivial, que
nous allons d'abord résoudre à la main.
Soient les deux séries A et B dénies i-dessous dans les variables polynomiales x, y et les variables trigo-
nométriques a, b.
A  1.2  2x3   3xy cos a xy2 sinpb aq
B  x2 cosp2a  3bq   2xy sinp3a 2bq






































 6x2   3y cos a y2 sinpb aq
BA
By
 3x cosa 2xy sinpb aq
BA
Ba
 3xy sina  xy2 sinpb aq
BA
Bb
 xy2 cospb aq (4.4)
BB
Bx
 2x cosp2a  3bq   2y sinp3a 2bq
BB
By
 2x sinp3a 2bq
BB
Ba
 2x2 sinp2a  3bq   6xy cosp3a 2bq
BB
Bb
 3x2 sinp2a  3bq  4xy cosp3a 2bq
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3xy sin a  xy2 sinpb aq

r2x cosp2a  3bq   2y sinp3a 2bqs
 6x2y sin a cosp2a  3bq  6xy2 sin a sinp3a 2bq
 2x2y2 cospb aq cosp2a  3bq   2xy cospb aq sinp3a 2bq
 x2y rsinp3a  3bq   sinpa 3bqs  3xy2 rcosp2a  2bq  cosp4a 2bqs








6x2   3y cos a y2 sinpb aq
 
2x2 sinp2a  3bq   6xy cosp3a 2bq

 12x4 sinp2a  3bq  36x3y cosp3a 2bq   6x2y cos a sinp2a  3bq
18xy2 cos a cosp3a 2bq  2x2y2 sinpb aq sinp2a  3bq   6xy3 sinpb aq cosp3a 2bq
 12x4 sinp2a  3bq  36x3y cosp3a 2bq   3x2y rsinp3a  3bq  sinpa 3bqs
9xy2 rcosp2a  2bq   cosp4a 2bqs  x2y2 rcosp3a 2bq  cospa  4bqs










 2x2y2 cospb aq sinp3a 2bq






 r3x cos a 2xy sinpb aqs

3x2 sinp2a  3bq  4xy cosp3a 2bq

 9x3 cos a sinp2a  3bq   12x2y cos a cosp3a 2bq  6x3y sinpb aq sinp2a  3bq
8x2y2 sinpb aq cosp3a 2bq
 4.5x3 rsinp3a  3bq  sinpa 3bqs   6x2y rcosp2a  2bq   cosp4a 2bqs
3x3y rcosp3a 2bq  cospa  4bqs  4x2y2 rsinp2a bq   sinp4a  3bqs
En sommant les produits préédents, nous obtenons :
tA,Bu  4.5x3 rsinp3a  3bq  sinpa 3bqs
6x2y sinpa 3bq   6x2y cosp2a  2bq   6x2y cosp4a 2bq
12xy2 cosp2a  2bq  6xy2 cosp4a 2bq
 12x4 sinp2a  3bq
36x3y cosp3a 2bq  3x3y cosp3a 2bq   3x3y cospa  4bq
 4xy3 sinp2a bq   2xy3 sinp4a  3bq
 2x2y2 cospa  4bq  5x2y2 sinp2a bq  3x2y2 sinp4a  3bq
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Le leteur peut ensuite vérier que les résultats obtenus via l'utilisation de la sous-routine POISSON
onordent ave eux que nous avons obtenus à la main, omme le montre le hier de sortie i-dessous.
SERIES poissonbrakets 1
NUMBER OF TERMS : 16
a b x y COEF
sin( 1 3 ) ( 2 1) 0.6000000000000000D+01
sin( 1 3 ) ( 3 0) 0.4500000000000000D+01
os( 1 4 ) ( 2 2) 0.2000000000000000D+01
os( 1 4 ) ( 3 1) 0.3000000000000000D+01
sin( 2 3 ) ( 4 0) 0.1200000000000000D+02
sin( 2 -1 ) ( 1 3) 0.4000000000000000D+01
sin( 2 -1 ) ( 2 2) -0.5000000000000000D+01
os( 2 -2 ) ( 1 2) -0.1200000000000000D+02
os( 2 -2 ) ( 2 1) 0.6000000000000000D+01
os( 3 2 ) ( 3 1) -0.3000000000000000D+01
sin( 3 3 ) ( 3 0) 0.4500000000000000D+01
os( 3 -2 ) ( 3 1) -0.3600000000000000D+02
os( 4 -2 ) ( 1 2) -0.6000000000000000D+01
os( 4 -2 ) ( 2 1) 0.6000000000000000D+01
sin( 4 -3 ) ( 1 3) -0.2000000000000000D+01
sin( 4 -3 ) ( 2 2) 0.3000000000000000D+01
Nous avons également implémenté la version vetorielle de ette sous-routine, et faisons référene au Cha-
pitre 3 (plus partiulièrement à la setion 3.3) pour de plus amples informations.
!****************************************************************************!
!subroutine V_POISSON(serA,serB,res,order) !











! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then
MSmessage='error in V_POISSON : the order (1) is out of bound'
MSintmess(1)=order
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do i=1,MSnvt !Sum over the number of variables
do k=0,order !Calulate all derivative up to order
all PDERT(serA(k),Aq(k),MSnamevt(i))!Calulate dA/dq
if (k>0) then !In the as of polynomial derivatives, derease order by 1
all PDERP(serB(k),Bp(k-1),MSnamevp(i)) !Calulate dB/dp
all PDERP(serA(k),Ap(k-1),MSnamevp(i)) !Calulate dA/dp
end if
all PDERT(serB(k),Bq(k),MSnamevt(i)) !Calulate dB/dq
end do
all V_PROD(Aq,Bp,res,1.D0,order) !Make produt and add to res
all V_ERASE(Aq,order) !Erase all temporary series before ontinue
Call V_ERASE(Bp,order)





Nous avons validé ette sous-routine en appliquant la version lassique et la version vetorielle à deux séries
et en omparant les résultats. Il s'avère que les résultats onordent à la préision mahine près. Ces résultats
peuvent être onsultés à l'Annexe D.
4.2.4 Les intégrateurs numériques
Comme nous l'avons vu préédemment, il était néessaire d'implémenter les équations hamiltoniennes. De
même, il est néessaire d'implémenter un moyen de les résoudre, à savoir des intégrateurs numériques.
Dans un adre général, l'intégration numérique est une méthode itérative permettant de résoudre l'équation
diérentielle (ou plus préisément le problème de Cauhy) suivante :
y1ptq  fpt, yptqq, ypt0q  y0 (4.5)
56
4.2. AJOUT DE NOUVELLES SOUS-ROUTINES
où t représente le temps et y0 est la ondition initiale.
L'intégrateur numérique le plus ommun est ertainement elui de Runge-Kutta d'ordre 4 (abbrégé RK4).
Une fois hoisit un pas d'intégration h, il faut aluler itérativement
yn 1  yn  
h
6
pk1   2k2   2k3   k4q
tn 1  tn   h
où
k1  fptn, ynq














k4  fptn   h, yn   hk3q
Cette méthode est d'ordre 4, e qui signie que l'erreur par itération est en ordre oph5q ave une erreur totale
ummulée en ordre oph4q, e qui permet généralement d'avoir une bonne approximation de la solution.
Nous avons implémenté ette méthode dans le adre partiulier de la résolution des équations hamilto-
niennes. En eet, elle-i peut être utilisée pour un problème multidimensionnel en eetuant simplement la
méthode sur haque omposante.
Dans le ode i-dessous, nous supposons onnaître le veteur des onditions initiales, noté y, de dimension
nvar, l'intervalle d'intégration donné par a et b ainsi que le pas d'intégration h. Les équations à intégrer sont
supposées être stokées dans nvar séries indentiées par le veteur name. En sortie, la sous-routine érit les
résultats de l'intégration dans un hier nommé RK4.dat. La valeur des onditions initiales y est modiée en
sortie. Le ode présenté se déompose en plusieurs étapes :
1. Délaration des variables et initialisation du temps
2. Ériture des données initiales dans le hier de sortie
3. Dans un boule sur le temps
 Calul des oeients ki pour i  1, 2, 3, 4.
 Calul de l'itération
 Ériture de l'itération dans le hier de sortie
!===========================================================================!
! Integrator Runge Kutta of order 4 for hamiltonian equations !
! !
! IN !
! y : initial ondition !
! a,b : interval of integration !
! h : step of integration !
! name : the series orresponding to the hamiltonian equation, !
! whih we have to integrate !
! !
! OUT !


















































Cette sous-routine est basée essentiellement sur l'utilisation de EVALSER et HAMILTON. En eet, EVALSER
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est néessaire pour aluler les oeients ki, et l'argument de sortie deriv de la sous-routine HAMILTON or-
respond au format de l'argument d'entrée name de la méthode RK4.
L'utilisateur qui souhaiterait intégrer numériquement autre hose que les équations hamiltoniennes (ou
seulement une partie d'entre-elles) peut se servir de ette sous-routine omme base pour un intégrateur per-
sonnalisé.
De plus, omme nous le verrons au hapitre suivant, il se peut que suite à un hangement de variable, l'uti-
lisateur soit intéressé par une valeur modiée de la sortie y. Libre à lui de modier le ode an de s'adapter
au problème onsidéré.
Nous avons également implémenté la version vetorielle de ette sous-routine, nommée V_RK4 et basée ette




















!Writing in file, what you need
open(unit=10,file='RK4.dat',status='replae')
write(10,'(e15.5,e25.16,e25.16,e25.16,e25.16)') t,y(1),y(2),y(3),y(4)



















!Mise a jour du point ourant!Updating y
y=y+h/6*(k1+2*k2+2*k3+k4)
t=t+h !Updating time







Upsilon-Andromedae : Une utilisation
onrète
Le but de e hapitre sera d'utiliser le MSNam dans le adre d'un problème onret, onernant le sytème
planétaire Upsilon-Andromedae.
Nous partirons don des données réelles du système an d'obtenir l'hamiltonien du système, de aluler les
équations hamiltoniennes puis de les intégrer numériquement an de déouvrir l'évolution des exentriités et
des longitudes du périentre à long terme.
5.1 Hamiltonien du problème oplanaire
Comme nous l'avons vu préédemment, si l'on onsidère un problème des trois orps formé par une étoile
de masse m0 et deux planètes de masses m1 et m2 et de demi-grands axes a1 et a2, nous avions obtenu


































où Φ  pk   j1   j3qλ1  pk   j2   j4qλ2  j1̟1   j2̟2  j3Ω1   j4Ω2 est la ombinaison d'angles.
Les indies pk, il, jl, l P 4q sont des entiers et les oeients A
k,jl
il
sont réels et dépendent du rapport des
demi-grands axes.
Nous allons ii onsidérer que les orbites des deux planètes sont oplanaires. Nous pouvons don onsidérer





















où Φ  pk   j1qλ1  pk   j2qλ2  j1̟1   j2̟2 est la ombinaison d'angles.
Nous avons ensuite déidé de hoisir omme variables anoniques les variables de Delaunay modiées, limitées
également au seond ordre des masses, à savoir
λi = longitude moyenne de mi Li = mi
?
Gm0ai
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liées aux variables de Delaunay
modiées. Une étude peut être eetuée pour montrer que pour des exentriités petites à modérées, Ei  ei
(f. [Libert, 2007℄ par exemple).




















où Φ  pk   j1qλ1  pk   j2qλ2  j1p1   j2p2.
Enn, omme nous allons nous intéresser à l'étude de la dynamique séulaire du problème, nous allons moyenni-
ser l'hamiltonien par rapport aux ourtes périodes. Nous avons don retiré les termes dépendant des longitudes
moyennes de planètes. Cela revient à faire une moyennisation au premier ordre des masses. Nous obtenons










2 cos kpp1  p2q, (5.4)
où ai, Ei et pi représentent les valeurs moyennées par rapport aux ourtes périodes. Dans la suite, nous les
onsidérerons égales aux valeurs initiales, le hangement n'étant pas signiatif.
5.2 Les données du problème
Outre la série p5.4q évaluée en α  a1
a2











m0 = 1.31 M
m1 = 1.92 ME
m2 = 4.13 ME
a1 = 0.832 UA
a2 = 2.53 UA
Nous allons travailler dans les unités suivantes, à savoir l'unité astronomique (UA) pour la distane, la
masse solaire (M

) pour la masse et l'année pour le temps. Ce hangement d'unité implique que la onstante
de la gravitation G doit être adaptée en onséquene :
G  4π2. (5.5)




















et don les valeurs des masses mi exprimées en masses solaires sont :
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5.3 Évolution des éléments orbitaux
Les données initiales sont présentées en termes d'exentriités e1, e2 et des longitudes des périentres
















pi  ̟i, i  1, 2. (5.12)












Les variables pE, pq n'étant pas anoniques, elles ne nous permettent don pas de travailler ave les équations









, i  1, 2. (5.14)
An de pouvoir observer l'évolution des éléments orbitaux dans les variables pE, pq, il va falloir aluler
des pseudo-équations hamiltoniennes en partant de elles i-dessus. Il sut don de déterminer
9Ei et 9pi en
fontion des dérivées que nous sommes en mesure de aluler.















, i  1, 2. (5.16)
Or, dans l'équation p5.15q, nous onnaissons
BPi
Bt
qui n'est autre que
9Pi. Dans les deux équations, nous pouvons

















, i  1, 2. (5.17)
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Dans p5.16q, nous pouvons aluler
BH
BEi
sans problème. Don, si nous rassemblons p5.13q, p5.15q, p5.16q et












, i  1, 2. (5.19)
À ause de es équations, il faudra non seulement dériver l'hamiltonien par rapport aux variables pEi, piq
mais il faudra également diviser le résultat par la onstante Li (via SCALE) et diviser la série par le monme
Ei (via XMON).
5.4 Le ode
Le ode i-dessous permet d'eetuer les opérations préédemment dérites. Nous pouvons le résumer en
quelques étapes :
1. Délaration des variables et initialisation du MSNam.
2. Caluls des paramètres.
3. Donnée des onditions initiales d'intégration et transformation de elles-i dans les variables utilisées.
4. Leture de la série.
5. Calul des équations hamitloniennes via HAMILTON.
6. Modiations dues à p5.19q.



































y(3)=- w1*pi/180.D0 !w1 en radian
y(4)=- w2*pi/180.D0 !w2 en radian






















!nettoyage de la memoire
all ERASE(HH)






!integration via methode RK4
all RK4(y,a,b,h,deriv)





Suite à toutes les remarques préédentes onernant les hangements de variables que nous avons eetués,
nous avons légèrement modié la sous-routine RK4 pour les besoins du problème. En eet, nous avons déidé
d'inlure le hangement de Ei vers ei ainsi que le hangement de signe de pi vers ̟i au sein de la sous-routine.













!In our ase, we need to modify some variables
e1=sqrt(1-(1-(y(1)**2)/2)**2)
e2=sqrt(1-(1-(y(2)**2)/2)**2)
!Writing in file, what you need
open(unit=1,file='RK4.dat',status='replae')
write(1,'(e15.5,e25.16,e25.16,e25.16,e25.16)') t,e1,e2,-y(3),-y(4)
!Integration by RK4 method
DO WHILE (t<b)
!Corps de la sous-routine inhang
©
!In our ase, modify the variables
e1=sqrt(1-(1-(y(1)**2)/2)**2)
e2=sqrt(1-(1-(y(2)**2)/2)**2)







Les résultats de l'intégration sont stokés dans un hier nommé RK4.dat. Il sut de le harger ave
Matlab pour obtenir les gures que nous ommenterons à la setion suivante.
5.5 Les résultats
Nous avons eetué une intégration numérique des équations hamiltoniennes obtenues préédemment sur
50.000 ans, par période de 10 ans, soit 5000 pas d'intégration ave la méthode de Runge Kutta.
Puisque nous avons fait l'intégration dans les variables pEi, piq et que nous nous intéressions aux variables
pei, ̟iq, nous avons pris l'initiative de faire le hangement de variables au sein de la sous-routine RK4 (f. ode
à la setion 4.4). Nous pouvons omparer es résultats à eux obtenus numériquement grâe à l'intégrateur du
problème des n-orps SWIFT (problème omplet, sans moyennisation).
À la gure 5.1, nous pouvons onstater l'évolution des exentriités des deux planètes ave le temps, omparées
ave les solutions du problème omplet. Cette simple intégration numérique basée sur un système moyennisé
donne une ourbe à l'allure très prohe de la solution donnée par SWIFT. Il est don lair qu'en première
approximation, ette solution nettement plus faile à obtenir est largement aeptable.
























Figure 5.1  Évolution temporelle des exentriités
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La Figure 5.2 nous montre le même genre de résultats onernant l'évolution de ∆̟, la diérene des
longitudes du périentre.



















Figure 5.2  Évolution temporelle des longitudes des périentres
Par la suite, il serait intéressant de tester un système plus omplexe (sans moyennisation) ave un inté-
grateur numérique plus robuste que Runge Kutta an d'essayer de reproduire plus exatement la solution réelle.
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Chapitre 6
Une sous-routine à la loupe : dev2B_fr
Le but de e hapitre est de omprendre en profondeur le fontionnement d'une sous-routine bien spéique
et relativement omplexe : dev2B_fr. Pour ela, nous allons développer brièvement une branhe de la théorie
des perturbations : les transformées de Lie.
Ensuite, nous résolverons deux exeries lassiques de méanique éleste grâe aux transformées de Lie. Il
s'agira de développer la distane normalisée ρ et le osinus de l'anomalie vraie pcos fq en séries en exentriité
('est-à-dire des séries développées en puissanes de l'exentriité e), dépendant uniquement de l'anomalie
moyenne M . Nous eetuerons es aluls jusqu'à l'ordre 3 puis nous les vérierons et les développerons à un
ordre supérieur grâe au MSNam.
Enn, nous détaillerons le fontionnement de la sous-routine dev2B_fr assoiée aux développements faits
préédemment.
6.1 Théorie des perturbations et transformée de Lie
Dans ette setion, nous expliquerons en quoi onsiste la théorie des perturbations et dérirons en détails,
mais sans démonstration, la méthode de la transformée de Lie. Cette dernière ainsi que l'algorithme qui en
déoule sera utilisée pour résoudre les problèmes qui nous intéressent.
Le but de e travail étant plus appliatif que théorique, les notes de ette setion ont été fortement inspirées
de [Henrard, 2006℄. Les résultats seront donnés sans démonstration.
6.1.1 Introdution
La méthode des perturbations s'intéresse aux systèmes diérentiels prohes de systèmes intégrables du
type
9x  Lpxq   ǫP pxq, x P IRn (6.1)
où 9x  Lpxq est un système intégrable, ǫ un petit paramètre qui peut être soit un paramètre physique, soit
un fateur d'éhelle, et P pxq une perturbation.
Le but des tehniques de perturbation est de onstruire, sur base de la solution générale du système ave
ǫ  0, des approximations de la solution générale pour ǫ  0 sous forme de développements en série du petit
paramètre.
En général, les méthodes de perturbations s'adressent à des systèmes osillants et les solutions sont observables
pour des temps longs.
Nous ne nous attarderons pas plus sur la théorie des perturbations elle-même mais nous allons déouvrir en
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détail une des méthodes utilisées : la transformée de Lie. Le leteur intéressé peut se référer à [Henrard, 2006℄
pour de plus amples informations et exemples onernant la théorie des perturbations.
6.1.2 Transformée de Lie
Nous allons nous intéresser à des transformations des oordonnées y P IRn vers les oordonnées x P IRn,
prohes de l'identité et analytiques :
x  X py, ǫq  y   ǫX1pyq   ǫ
2X2pyq   . . . (6.2)
Pour ǫ susamment petit, ette transformation est inversible et nous noterons son inverse :
y  Ypx, ǫq  x  ǫY1pxq   ǫ
2Y2pxq   . . . (6.3)




pour les onditions initiales xpǫ  0q  y.
En fait, nous allons onsidérer la transformation omme un ot qui peut être engendré par un système d'équa-
tions diérentielles. Loalement (pour ǫ susamment petit), ela peut toujours se faire. Il sut, étant donnée








Nous remarquons don que, dans les formules de transformation, 'est le hamp de veteurs Wpx, ǫq qui est
utile et pas la transformation X px, ǫq elle-même. C'est pour ela que, dans les algorithmes, nous utiliserons
exlusivement W et non X .
6.1.3 Transformée d'une fontion
La transformée gpy, ǫq de toute fontion analytique fpx, ǫq par la transformation (6.2) engendrée par le
hamp de veteurs générateur (6.4) est donnée par :





















Cei résulte simplemet du développement de Taylor en ǫ de la fontion fpX py, ǫq, ǫq autour de ǫ  0. Notons
que, dans (6.7), la notation
Bf
Bx
W désigne le produit salaire du gradient de f et du veteur W .
6.1.4 Algorithme
An d'obtenir une version implémentable, nous pouvons faire le parallèle ave la formule (6.6) pour obtenir
un algorithme de alul assez simple.
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f p0qn pxq (6.8)







On onstruit suessivement les fontions intermédiaires f
piq
n pxq du développement des dérivées
di
dǫi





f piqn pxq (6.10)
par la formule de réurrene :


























La réurrene est plus simple à imaginer si l'on onsidère les fontion intermédiaires f
piq
j arrangées omme































On voit que la formule de transformation (6.13) néessite de aluler les éléments de la  diagonale . Ceux-
i étant alulés via la formule de réurrene (6.11) au moyen de toutes les fontions de la olonne préédente
situées au-dessus ou à la même hauteur et seulement es fontions-là.
Le leteur intéressé par la démonstration de la formule (6.11) peut se référer à [Henrard, 2006℄. Il sut
simplement d'eetuer la dérivation de l'équation (6.10) puis de faire une identiation terme à terme.
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6.2 Les développements  à la main 
Comme nous l'avons dit préédemment, le but de e hapitre sera, entre autres, d'eetuer deux dévelop-
pements en série en exentriité, relatifs au problème des deux orps. Commençons don ette setion par
quelques rappels de formules relatives au problème des deux orps.
Dénissons ρ  r
a
la distane normalisée entre les deux orps. Nous onnaissons les formules suivantes :
ρ cos f  cosE  e, ρ sin f 
a
1 e2 sinE (6.14)
ρ  1 e cosE (6.15)
ρ 
1 e2
1  e cos f
(6.16)
M  E  e sinE (6.17)
où f est l'anomalie vraie, E l'anomalie exentrique, M l'anomalie moyenne et e l'exentriité.
Nous supposerons que ρ, f et E sont des fontions de e et M , onsidérées omme variables indépendantes.
Les deux développements que nous eetuerons sont les suivants :
 La distane normalisée ρ en fontion de l'anomalie moyenne M .
 Le osinus de l'anomalie vraie, cos f , en fontion de M .
Nous eetuerons es développements via la transformée de Lie jusqu'à l'ordre 3 en exentriité, 'est-à-dire
que nous onsidérerons e omme le petit paramètre ǫ. L'exentriité étant un paramètre généralement petit,
'est pour ela que les développements en exentriité sont généralement fréquents. Par la suite, nous vérie-
rons et ontinuerons es développements de manière numérique.
6.2.1 Les fontions génératries
Comme nous l'avons vu à la setion préédente, pour eetuer une transformée de Lie, il nous faut une
fontion génératrie. Au vu de la dénition (6.4), nous allons dénir trois fontions génératries (pour E, ρ et
f), mais nous n'utiliserons que les deux dernières.
Pour e faire, onsidérons l'équation de Kepler (6.17) omme un hangement de variables de E vers M ,
orrespondant à la forme (6.3).





 sinE  e cosE
BE
Be
  sinE   p1 e cosEq
BE
Be




On peut alors extraire
BE
Be








La seonde génératrie est donnée en dérivant p6.15q par rapport à e.
Bρ
Be
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Nous utilisons ensuite p6.14q pour exprimer sinE et cosE en fontion de ρ et f , ainsi que p6.19q an d'obtenir
Bρ
Be










re sin2 f  cos f   e2 cos f s  e

1
1  e cos f
re e cos2 f  cos f   e2 cos f s  e par p6.16q

1
1  e cos f
rp1  e cos fqpe cos fqs  e
  cos f (6.21)
Enn, pour obtenir la troisième génératrie, il faut faire quelques manipulations supplémentaires. Pour







1  e cos f

2ep1  e cos fq
p1  e cos fq2

1 e2
p1  e cos fq2
B
Be
p1  e cos fq

2e
1  e cos f

1 e2
p1  e cos fq2










, nous allons utiliser p6.21q. On obtient alors
1 e2












1  e cos f
 
1 e2
















p1  e cos fq2
1 e2
cos f   2e
1  e cos f
1 e2


























p2  e cos fq. (6.23)






p2  e cos fq. (6.24)
On peut également utiliser la formule de l'angle double du sinus an d'obtenir une formulation qui ne dépend
que de sin f et de e.
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2 sin f   e sin f cos f
1 e2

4 sin f   e sin 2f
2p1 e2q
. (6.25)
Cependant, pour utiliser les formules du triangle de Lie, il faut développer les fontions génératries en
séries. Puisque la fontion génératrie (6.21) ne dépend pas expliitement de e, e n'est pas néessaire. Plus
préisément, nous la onsidérons omme ontenant uniquement le terme indépendant de e.
Le développement de la fontion génératrie (6.25) en série se fait via le développement du terme
1
1 e2









































12ep1 e2q3   p36e2   12eqp1 e2q2
p1 e2q6

12e 12e3   36e2   12e
p1 e2q4

12pe3   3e2   2eq
p1 e2q4



























































 24  4!
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Le développement en série de la fontion génératrie (6.25) nous donne don
4 sin f   e sin 2f
2p1 e2q















 2 sin f   e
sin 2f
2
  e22 sin f   e3
sin 2f
2
  e42 sin f   ope5q (6.26)
Nous avons arrêté notre développement à l'ordre 5, mais l'on peut démontrer que la génératrie peut s'érire
sous la forme
4 sin f   e sin 2f
2p1 e2q












6.2.2 Développement de cos f en fontion de M
Grâe au développement en série de la fontion génératrie obtenu en (6.27), nous allons pouvoir eetuer
les développements souhaités. An de respeter notre algorithme, nous devons érire la génératrie sous la
forme (6.9), 'est-à-dire ave




W3  4 sin f
Wn  0 pour n ¥ 4,
ar nous arrêtons le développement à l'ordre 3 en e.




0  cos f (6.28)
f p0qn  0 pour n ¥ 1
On applique ensuite l'agorithme (6.11) an de aluler suessivement tous les termes du développement. Les
































  sin f
sin 2f
2
  sin f sin f cos f
  sin2 f cos f
 p1 cos2 fq cos f
  cos f   cos3 f
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  cos f   cos3 f  
Bpcos 2f  1q
Bf
2 sin f
  cos f   cos3 f  4 sin 2f sin f
  cos f   cos3 f  8 sin2 f cos f
  cos f   cos3 f  8p1 cos2 fq cos f
 9 cos f   9 cos3 f
 9 cos f  
9
4






















 0  0  0 
B cos f
Bf














 4 sin2 f  
Bp cos f   cos3 fq
Bf
2 sin f  














 2 sin2 f  6 cos2 f sin2 f  4 sin2 f cos2 f  
9
4
Bpcos 3f  cos fq
Bf
2 sin f
 2p1 cos2 fq  10 cos2 fp1 cos2 fq  
9
2
sin fp3 sin 3f   sin fq
 2 8 cos2 f   10 cos4 f  
9
2
p1 cos2 fq 
27
2







cos2 f   10p
1
8







































 8pcos 4f  cos 2fq (6.31)
Pour obtenir le résultat nal, il sut d'utiliser (6.28), (6.29), (6.30) et (6.31) en remplaçant f par M et
d'en faire un développement omme indiqué dans (6.13). Cela donne une expression de gpM, eq  cos f en
fontion de e et M :
cos f  cosM   epcos 2M  1q  
9e2
8
pcos 3M  cosMq  
4e3
3
pcos 4M  cos 2Mq   ope4q (6.32)
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6.2.3 Développement de ρ en fontion de M
Le as du développement de ρ est plus omplexe. En eet, ρ est ette fois onsidéré omme une variable en
soi et non plus ommme une fontion de e et E omme préédemment. De e fait, ρ ne doit plus être développé
en série. On onsidère simplement la fontion fpρ, eq  ρ, le reste étant nul, 'est-à-dire
f
p0q
0  ρ (6.33)
f p0qn  0 pour n ¥ 1
De plus, nous allons devoir utiliser les deux génératries (6.21) et (6.25) au lieu d'une seule, à haque étape
du triangle de Lie. Leur ériture sous forme développée est :
WR   cos f ave
WR1   cos f
WRn  0 pour n ¥ 1






4 sin f   ope4q ave




WF3  4 sin f
WFn  0 pour n ¥ 4,
ar une fois de plus nous arrêtons le développement à l'ordre 3 en e.



















































































































sin f sin 2f
 sin2 f cos f  p1 cos2 fq cos f










 cos f  cos3 f  
Bp1 cos 2fq
Bρ




 cos f  cos3 f   0  4 sin 2f sin f
 cos f  cos3 f   8 sin2 f cos f
 cos f  cos3 f   8 cos f  8 cos3 f
 9 cos f  9 cos3 f










pcos f  cos 3fq (6.37)
Pour obtenir le résultat nal, il sut d'utiliser (6.33), (6.35), (6.36) et (6.37) en remplaçant f par M et
d'en faire un développement omme indiqué dans (6.13). Cela donne une expression de gpM, eq  ρ en fontion
de e et M :
ρ  1 e cosM  
e2
2
p1 cos 2Mq  
3e3
8
pcosM  cos 3Mq   ope4q (6.38)
6.3 Vériation numérique
An d'eetuer une vériation et un prolongement numérique des résultats obtenus à la setion préé-
dente, nous allons utiliser une routine bien spéique du MSNam, nommée dev2B_FR. Elle permet, omme son
nom l'indique, d'eetuer les développements de f et r dans le adre du problème des deux orps (2-Body).
Plus préisément, omme nous l'avons vu au Chapitre 2, le desriptif de la sous-routine est le suivant :
DEV2B_FR(A,order) : Présuppose que deux variables polynomiales sont identiées respetivement par ' r'
et ' e' et une variable trigonométrique par ' f'. L'argument A en entrée est un veteur A(0:order), où A(k)
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est la omposante d'ordre k dans le développement en puissanes de ' e'. Dans le adre du problème des deux
orps, ' r' représente la distane normalisée r{a, ' e' l'exentriité et ' f' l'anomalie vraie.
La sous-routine remplae la fontion A par son développement en termes d'exentriité et d'anomalie moyenne.
Le résultat est indépendant de la variable ' r' ('est-à-dire que l'on xe tous les exposants de ' r' à zéro). Dans
la sortie A, la variable ' f' désigne l'anomalie moyenne.
Commençons par la vériation et le prolongement des résultats obtenus.
Pour e faire, nous allons onsidérer deux séries :
1. cos f
2. ρ
An de simplier le problème, nous ne dénirons que 3 variables dans les paramètres du MSNam, à savoir
elles qui nous intéressent : ρ, e et f . La routine est plus générale et permet d'eetuer le développement de es
variables dans une série en ontenant d'autres. Cependant, nous ne nous intéressons qu'aux développements
eetués préédemments.
Le développement de cos f jusqu'à l'ordre 8 en exentriité donne les résultats i-dessous :
SERIES Serie os f dev 0
NUMBER OF TERMS : 1
f r e COEF
os( 1 ) ( 0 0) 0.1000000000000000D+01
SERIES Serie os f dev 1
NUMBER OF TERMS : 2
f r e COEF
os( 0 ) ( 0 1) -0.1000000000000000D+01
os( 2 ) ( 0 1) 0.1000000000000000D+01
SERIES Serie os f dev 2
NUMBER OF TERMS : 2
f r e COEF
os( 1 ) ( 0 2) -0.1125000000000000D+01
os( 3 ) ( 0 2) 0.1125000000000000D+01
SERIES Serie os f dev 3
NUMBER OF TERMS : 2
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f r e COEF
os( 2 ) ( 0 3) -0.1333333333333333D+01
os( 4 ) ( 0 3) 0.1333333333333333D+01
SERIES Serie os f dev 4
NUMBER OF TERMS : 3
f r e COEF
os( 1 ) ( 0 4) 0.1302083333333333D+00
os( 3 ) ( 0 4) -0.1757812500000000D+01
os( 5 ) ( 0 4) 0.1627604166666667D+01
SERIES Serie os f dev 5
NUMBER OF TERMS : 3
f r e COEF
os( 2 ) ( 0 5) 0.3750000000000000D+00
os( 4 ) ( 0 5) -0.2400000000000000D+01
os( 6 ) ( 0 5) 0.2025000000000000D+01
SERIES Serie os f dev 6
NUMBER OF TERMS : 4
f r e COEF
os( 1 ) ( 0 6) -0.5316840277777778D-02
os( 3 ) ( 0 6) 0.7751953125000001D+00
os( 5 ) ( 0 6) -0.3323025173611111D+01
os( 7 ) ( 0 6) 0.2553146701388889D+01
SERIES Serie os f dev 7
NUMBER OF TERMS : 4
f r e COEF
os( 2 ) ( 0 7) -0.4444444444444445D-01
os( 4 ) ( 0 7) 0.1422222222222222D+01
os( 6 ) ( 0 7) -0.4628571428571429D+01
os( 8 ) ( 0 7) 0.3250793650793651D+01
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SERIES Serie os f dev 8
NUMBER OF TERMS : 5
f r e COEF
os( 1 ) ( 0 8) 0.1098632812500000D-03
os( 3 ) ( 0 8) -0.1601806640625000D+00
os( 5 ) ( 0 8) 0.2452305385044643D+01
os( 7 ) ( 0 8) -0.6462652587890625D+01
os( 9 ) ( 0 8) 0.4170418003627232D+01
Si nous réérivons les termes du résultat sous forme frationnelle, nous retrouvons (jusqu'à l'ordre 4) le
développement suivant
cos f  cosM   epcos 2M  1q  
9e2
8
pcos 3M  cosMq  
4e3
3















Nous remarquons don que les résultats onordent ave e que nous avons fait à la main, et que le dévelop-
pement peut être eetué à des ordres bien supérieurs.
De la même manière, le développement de ρ jusqu'à l'ordre 8 en exentriité donne les résultats i-dessous :
SERIES Serie r dev 0
NUMBER OF TERMS : 1
f r e COEF
os( 0 ) ( 0 0) 0.1000000000000000D+01
SERIES Serie r dev 1
NUMBER OF TERMS : 1
f r e COEF
os( 1 ) ( 0 1) -0.1000000000000000D+01
SERIES Serie r dev 2
NUMBER OF TERMS : 2
f r e COEF
os( 0 ) ( 0 2) 0.5000000000000000D+00
os( 2 ) ( 0 2) -0.5000000000000000D+00
SERIES Serie r dev 3
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NUMBER OF TERMS : 2
f r e COEF
os( 1 ) ( 0 3) 0.3750000000000000D+00
os( 3 ) ( 0 3) -0.3750000000000000D+00
SERIES Serie r dev 4
NUMBER OF TERMS : 2
f r e COEF
os( 2 ) ( 0 4) 0.3333333333333333D+00
os( 4 ) ( 0 4) -0.3333333333333333D+00
SERIES Serie r dev 5
NUMBER OF TERMS : 3
f r e COEF
os( 1 ) ( 0 5) -0.2604166666666667D-01
os( 3 ) ( 0 5) 0.3515625000000000D+00
os( 5 ) ( 0 5) -0.3255208333333333D+00
SERIES Serie r dev 6
NUMBER OF TERMS : 3
f r e COEF
os( 2 ) ( 0 6) -0.6250000000000000D-01
os( 4 ) ( 0 6) 0.4000000000000000D+00
os( 6 ) ( 0 6) -0.3375000000000000D+00
SERIES Serie r dev 7
NUMBER OF TERMS : 4
f r e COEF
os( 1 ) ( 0 7) 0.7595486111111111D-03
os( 3 ) ( 0 7) -0.1107421875000000D+00
os( 5 ) ( 0 7) 0.4747178819444444D+00
os( 7 ) ( 0 7) -0.3647352430555555D+00
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SERIES Serie r dev 8
NUMBER OF TERMS : 4
f r e COEF
os( 2 ) ( 0 8) 0.5555555555555556D-02
os( 4 ) ( 0 8) -0.1777777777777778D+00
os( 6 ) ( 0 8) 0.5785714285714286D+00
os( 8 ) ( 0 8) -0.4063492063492063D+00
Sous forme frationnelle, ela orrespond à
ρ  1 e cosM  
e2
2
p1 cos 2Mq  
3e3
8
pcosM  cos 3Mq  
e4
3
pcos 2M  cos 4Mq   ope5q (6.40)
Nous voyons don une fois de plus que les résultats onordent et qu'ils ont été développés plus loin.
6.4 Desriptif de dev2B_fr
Passons à présent au desriptif de la sous-routine dev2B_fr du MSNam en elle-même. Dans ette setion,
nous allons déortiquer étape par étape e qui est fait au sein de la routine an de la omprendre en profondeur.
La première partie est onstituée des traditionnelles délarations de variables du MSNam sur lesquelles
nous ne nous attarderons pas. Ensuite, l'étape de validation permet de déterminer si l'on peut utiliser la sous-
routine. On y vérie tout d'abord que l'ordre order est bien positif et inférieur à l'ordre maximal ordmax.
On vérie également l'identiant de la série à haque ordre. Pour ela, on ontrle d'une part que l'identiant
est positif (sinon la série serait mal ordonnée) et d'autre part, on s'assure que l'identiant ne dépasse pas
le nombre maximal de séries autorisées nmaxser. Si l'une de es onditions n'était pas respetée, l'exéution
s'arrêterait et un message d'erreur indiquant le problème serait réé dans le hier error_log.
!**********************************************************************!














MSmessage='error on dev2B_fr: the order (1) is out&
& of bound'
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MSmessage='error in dev2B_fr: the identifier of ser(see (1))&







Dans la seonde partie de la sous-routine, e sont d'autres vériations plus spéiques qui sont présentes.
En eet, le but de ette partie est d'une part de vérier que les variables ' e',' r' et ' f' existent, mais aussi et
surtout de déterminer leur index, 'est-à-dire la position qu'elles oupent dans la délaration des variables.
Pour e faire, le MSNam eetue une boule sur le nombre de variables (polynomiales pour ' e' et ' r', trigo-
nométriques pour ' f') an de vérier l'existene de e nom de variable. Dès qu'un nom est trouvé, on passe à
la reherhe suivante, et si une seule des trois variables devait ne pas exister, le MSNam renverait une erreur
dans le hier error_log.
! ***********************************************************************
!
! Find the indexes of "e" the eentriity,
! "r" the ratio r/a,




if(MSnamevp(inde).eq.' e') goto 100
enddo




if(MSnamevp(indr).eq.' r') goto 200
enddo




if(MSnamevt(indf).eq.' f') goto 300
enddo
MSmessage='error on dev2B_fr: no trigonometri variable is named f'
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MSintmess=0
all ERROR
Après toutes es vériations d'usage, la sous-routine proprement dite ommene. Puisque l'algorithme de
transformée de Lie est réursif omme nous l'avons vu ave la formule (6.11), sa version implémentée om-
mene don par le as de base, représentée ii par le as  order=0 . Comme indiqué en ommentaire dans
le ode, il s'agit du as  où on ne fait rien , 'est-à-dire qu'il sut de poser l'exposant de ' r' à zéro. Pour
ela, il sut de réupérer les données via la sous-routine FETCH puis de modier l'exposant de ' r' et enn de
le stoker à nouveau.
! ***********************************************************************
!













La partie qui suit onsiste à réer les génératries qui vont dénir le développement en série de Lie.
Contrairement à e que nous avons fait dans les setions préédentes, les génératries WR   cos f et
WF 
4 sin f   e sin 2f
2p1 e2q
vont être multipliées par e. Cela est dû au fait que, dans les appliations numériques,
au lieu de onsidérer e omme le petit paramètre ǫ, ǫ est souvent xé à 1 et e est onsidéré omme indépendant
et susamment petit pour assurer la déroissane des termes ave l'ordre. De plus, lorsque nous faisons les
aluls à la main, nous alulons uniquement les fontions intermédiaires f
piq







, et.) par la suite. Point de vue algorithmique, ela n'est pas possible, 'est pourquoi ǫ
est xé à 1 et e est inorporé dans les fontions. Par ailleurs, puisque le as order=0 est traité omme as de
base, il est normal de ne pas avoir de terme indépendant de e dans les génératries.
La réation des fontions génératries est ensuite très simple, il sut de stoker e cos f dans WR d'une part,
et de réer deux fontions intermédiaires sinf 2 sin f et sin2f 1
2
sin 2f d'autre part. Ces deux fontions
sont ensuite utilisées pour réer WF, où à haque étape on vérie la parité de l'ordre k. Dans le as impair,
on ajoute sinf et dans le as pair, on ajoute sin2f. Moyennant une multipliation par la fatorielle et par e
à la puissane souhaitée (an d'inlure les termes en ordre de e omme dit préédemment), nous retrouvons
l'expression (6.27) dans WF.
! ***********************************************************************
!
! Formation of the generator of the Lie transform whih defines
! the expansion
!
! dr/de = -os f = RW/e
!
! df/de = (4sin f +e sin 2f)/2(1-e^2) = FW/e
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La partie qui suit est le oeur de la sous-routine proprement dit. En eet, elle onsiste en l'appliation
de l'algorithme, omme nous l'avons fait à la main, et omme indiqué dans [Henrard, 2000℄. Pour haque
ontribution des dérivées par rapport à ' r' et ' f', le programme ajoute d'abord le terme de la série au résul-
tat via ACUM (terme qui a été au préalable multiplié ave SCALE) puis alule la dérivée du terme préédent
et le stoke dans der via PDERP pour ' r' ou PDERT pour ' f'. On ajoute enn au résultat le produit de der
et de la génératrie pour eetuer la dérivée de Lie. Le reste de la sous-routine n'est qu'un simple jeu d'indies.
! ***********************************************************************
!
! Expansion of "ser" by Lie transform
!
! ***********************************************************************






! ontribution of the derivatives w.r.t "r"
do k=1,order
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La dernière partie de la sous-routine est la renormalisation. Elle onsiste à poser l'exposant de ' r' à zéro
ainsi qu'à diviser le résultat nal par la fatorielle. Nous remarquons également qu'il s'agit du moment hoisi
pour négliger les termes dont le oeient est plus petit que MSaurary via l'utilisation de CUTEPS.
! ***********************************************************************
!
! Renormalisation: set to zero the exponent of r
















Nous avons ainsi pu observer la struture, le fontionnement mais aussi l'intérêt d'une sous-routine de la
sorte. Un futur utilisateur pourrait développer de nouvelles sous-routines de la sorte, omme ela a été fait
ave dev_angle qui n'était pas présente dans la version originale du MSNam. Cela démontre bien l'énorme
potentiel existant dans le MSNam.
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Chapitre 7
Comparaison ave un autre
manipulateur : Chronos
Au ours de e travail, nous nous sommes rendus à Milan auprès du professeur Antonio Giorgilli et nous
avons eu l'oasion d'utiliser un autre manipulateur symbolique  maison , nommé Chronos, réé par e
dernier.
Durant trois mois, nous avons pu déouvrir Chronos et apprendre à l'utiliser. Dans e hapitre, nous n'al-
lons pas faire l'éloge de l'un ou l'autre manipulateur, mais simplement omparer ertains de leurs aspets.
An de partir sur de bonnes bases, nous allons ommener par donner un desriptif de Chronos, sous
forme de manuel pour l'utilisateur. En eet, ontrairement au MSNam, Chronos possède déjà (partiellement
en tout as) un doument servant de desriptif. Cependant, selon les dires du professeur Giorgilli e desriptif
ne permet pas  d'apprendre à apprivoiser Chronos . C'est pourquoi il nous a hargé d'érire un manuel qui,
ouplé au desriptif existant, permettra aux nouveaux utilisateurs une prise en main plus aisée.
Ce manuel, érit en anglais an d'assurer bonne ompréhension de tous, fait l'objet de la setion suivante.
7.1 Chronos Manual
This doument's aim is to give an introdution about how to use Chronos if you're a new user. Remember
that Chronos is a library of routines written in C the purpose of whih is symboli and algebrai manipula-
tions. However, it should not be intended to be a general purpose manipulator suh as, e.g., Mathematia or
Maple. It is rather speialized for perturbation expansions suh as those that our in Celestial Mehanis and
in KAM or Nekhoroshev's theory.
We're not going to give a full explanation about how Chronos works for two obvious reasons. The rst
beause this is supposed to be done in the full Chronos desription (the one we'll talk about later) and the
seond beause it's nearly impossible to explore all possibilities in suh a paper. Atually we're going to give
the new user keys to begin programming with Chronos.
In the rst setion, we're going to explain how to install Chronos and where you an nd the les you need.
Afterwards, we're going to explain how to use some basi subroutines of Chronos suh as initializing Chro-
nos, storing a funtion, making produts or other basi operations, release memory, et.
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Finally, in the last part, we're going to inlude some advie about some triky things or ommon errors
you have to avoid.
7.1.1 Before using Chronos
At the moment, the latest released version of Chronos is hronos_0.65. If you want to use Chronos, whih
is split into dierent folders, you rst need to install it. As the version number learly indiates, it is still far
from a version 1.0 ready for diusion.
In order to do it, we refer to the le installation.txt given in appendix. Basially, untar the distribution
kit and the the diretory where hronos has been installed, using, e.g.,
export CHRONOS=/home/myname/douments/hronos_0.65
or add it in your .bashr le. This is important for ompiling. If you want to verify if the loation is right,
use
env | grep CHRONOS.
Afterwards, you need to reate some data le, but we refer to appendix whih ontains the detailed installation
proedure.
Now you're ready to use Chronos, but rst of all, we'll give you more information about the ontents of
every folder :
 do ontains the doumentation of Chronos, espeially the le Chronos.dvi whih is the full desription
(but not yet ompleted) of Chronos. We'll refer many times to this le for more information.
 sr ontains the soure ode for all funtions and subroutines. The le hronos_def.h is the le ontai-
ning all templates. If you look for a funtion you know that exist, use this le. It is split into parts dened
by omments of the type /* part */ that orrespond to a . le ontaining the funtions related to /*
part */. For example, if you look for salar_multiply, you an see that it is loated in the /* algebr
*/ part. That means that if you want more details about the funtion salar_multiply, you have to
look into the le algebr. whih, in fat, ontains all funtions related to algebrai manipulations.
This folder also ontains the les hronos_mn.h, hronos_ext.h and hronos_msg.h whih respeti-
vely dene the types, strutures and error messages used by Chronos.
 loal ontains denitions onerning the loal diretory struture for Chronos type denitions for va-
riables. The purpose is to dene the internal names for typedef denitions ontrolling the length of data
(mainly integers). The hoie mainly depends on the omputer's arhiteture and/or ompiler's hara-
teristis. The urrent version is adapted for use on Intel or AMD CPU's with 64 bit arhiteture, and
works with the GNU C-ompiler. Adapting the loal denitions to dierent proessors and/or ompilers
may require some skill.
 util ontains le used to reate the Chronos data le. See appendix for more details.
 ms stand for misellaneous. It is the folder in whih you an nd the le installation.txt but also
the logbook, in whih you an nd the evolution between Chronos versions.
 lib is a folder reated after installation, and ontains the ompiled library.
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7.1.2 How to use Chronos
Initializing and losing Chronos
In order to use Chronos, reate a new le. Let us name it test.. First of all, you need to inlude some hea-
der les, namely hrloal.h, hronos_msg.h,hronos_mn.h, hronos_def.h and hronos_ext.h. Mo-
reover, if you want to use standard pakages, we reommend also to inlude math.h,stdio.h,stdlib.h and
time.h. Also dene the number of variables you need (say NDIM = 4), in order not to forget or hange it.
As an example, let us onsider a polynomial. It is haraterized by the number of variables NDIM and its
minimal degree smin and maximal degree smax. The exponents of eah variable are stored in a vetor k. The
oeients oef an either be integer, double, omplex or interval, we refer to hapter 6 of Chronos desription
for more details about oeient's types. Here we onsider double real oeients. The user an easily swith
to other types.
Begin your main program and dene every variable you need. In order to reate and manipulate a funtion,
you need to reate these variables :
 int i : A ounting variable.
 DOUBLE oef : A double preision oeient.
 INT2 k[NDIM℄ : A vetor ontaining the exponents of the variables of a term.
 UNS2 perm[NDIM℄ : A vetor whih gives an order to the variables, used for example to know whih
variable is onjugated to another.
 UNS2 type[NDIM℄ : A vetor giving the types of the variables. As we an see further, this vetor will
suessively ontains the types of the variables (suh as polynomial or fourier) but also the types of the
genereting funtion and anonial struture.
 UNS2 ount[NDIM℄ : A vetor giving the number variables of eah type. In fat, a funtion an ontain
either polynomial and fourier types, as in Poisson series for example. This vetor basially says the size
of eah blok of variables (see next setion for explanations).
 INT2 smin[NDIM℄ : A vetor giving the minimum order of the variables.
 INT2 smax[NDIM℄ : A vetor giving the maximum order of the variables.
 DMHDR *idxfr, *derfr, *prodfr, *genfr, *anfr : Variables needed to dene the struture of a
funtion.
 DMHDR *fdmh : A pointer to funtion (at least the adress for the moment). Create as many as needed.
 FN_HANDLERS fh : A struture funtion handlers, whih basially will remember the struture of a
funtion.
After that, the main program begins. Use hr_init() to initialize Chronos and hr_finish() to lose it.

















UNS2 perm[NDIM℄, ount[NDIM℄, type[NDIM℄;
INT2 smin[NDIM℄, smax[NDIM℄;
DMHDR *idxfr, *derfr, *prodfr, *genfr, *anfr;
DMHDR *fdmh;
FN_HANDLERS fh;
/* initialize Chronos */
hr_init();
/* Main part of the program*/




Now it's time to learn about how to reate a funtion. In fat, there are two possibilities, inserting it by
yourself or reading it from a le. We'll show you the rst method, and give you some keys and referenes for
the seond.
We assume that you already have reated the variables dened earlier and we begin with the way to reate
the struture of a funtion.
Let us suppose that we only have one omponent in the funtion, whih in our ase, means that we only
have polynomial variables. So we an x ount[0℄=NDIMwhih mean that we only have one blok. It's indexing
type is polynomial, so we x type[0℄=IDX_POLYNOM.





Whih would mean that we have two bloks of two variables, the rst blok is trigonometri and the seond
is polynomial.
In our ase, we also x the permutation fragment as perm=[1 2 3 4℄ but in some ases, suh as ation-
angles variables, it's important to respet a xed order.
Moreover, sine we have only one blok, let us say that our polynomial is of minimum order 0 and maximum
order 5, writing smin[0℄=0 and smax[0℄=5.
Now we an dene the indexing fragment
idxfr = fn_def_idx_fragm(NDIM, perm, 1, ount, type, smin, smax, NULL, NULL).
It basially says to Chronos How to store.
Afterwards, we have to dene the derivative, produt, generating and an fragments in the same way. They
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respetively say to Chronos, in our ase, that derivatives and produts are of the type polynomial and that
we give no rule for omputing generating funtions or anonial struture. So we must have something like :
/* permutation vetor: order of the variables (for the moment just
onsider the order 1,2,...) */
for(i = 0; i < NDIM; ++i)
perm[i℄ = i+1;
/* 1 fragment of dimension NDIM */
ount[0℄ = NDIM;
/* of polynomial type */
type[0℄ = IDX_POLYNOM;
/* with degree at least 0 */
smin[0℄ = 0;
/* and at most 5 */
smax[0℄ = 5;
/* ok, in this way we say to Chronos "how to store" */
idxfr = fn_def_idx_fragm(NDIM, perm, 1, ount, type, smin, smax, NULL, NULL);
/* well, it's not yet finished... */
/* the derivatives are polynomial */
type[0℄ = DER_POLYNOM;
derfr = fn_def_fragm(NDIM, perm, 1, ount, type);
/* the produts are polynomial */
type[0℄ = PROD_POLYNOM;
prodfr = fn_def_fragm(NDIM, perm, 1, ount, type);
/* no rule on "how to ompute the generating funtions" */
type[0℄ = GEN_UNDEF;
genfr = fn_def_fragm(NDIM, perm, 1, ount, type);
/* no anonial struture */
type[0℄ = CAN_UNDEF;
anfr = fn_def_fragm(NDIM, perm, 1, ount, type);
/* Create the wanted polynomial */
fdmh = fn_reate(NDIM, 0, idxfr, derfr, prodfr, genfr, anfr, FN_BIN_TREE, CF_DOUBLE);






Where we an see that we freed the memory after reating the polynomial with fn_reate. For more
details about types and strutures, we refer to the desriptions in the doumentation Chronos.dvi.
Until here, we only reated the struture of the funtion. The way to store the oeients and exponents











You rst need to get the funtion handlers by doing get_fn_handlers(fdmh,&fh) and then reate a string
that will ontain the oeient using har xf[fh.oefsize℄. It's length depends on the handler.
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Then just introdue your oeients and exponents and transform the oeient into a string using
fh.v_from[BCFTYP_DOUBLE℄(&oef,xfand the add the term into your funtion, using fh.add_oef(xf,k,fdmh).
You must have something like that :
/* get the handlers of the funtion */
get_fn_handlers(f1dmh, &fh);
{
/* reate a "string" that will ontain the oeffiient.*/
har xf[fh.oefsize℄;
/* set to zero the vetor of the exponents (remember in C the
arrays are not set to zero by default) */
for(i = 0; i < NDIM; k[i++℄ = 0);
for(i = 0; i < NDIM; ++i) {
/* set the i-th variable exponent to 1 */
k[i℄ = 2;
/* set the oeffiient to 1.0 */
oef = 0.5;
/* onvert from double to internal Chronos representation */
fh.v_from[BCFTYP_DOUBLE℄(&oef, xf);
/* add the oeffiient in the funtion. */
fh.add_oef(xf, k, fdmh);




Note : we should have used fh.put_oef instead of fh.add_oef. The dierene is that put_oef over-
writes an existing oeient (if any), while add_oef adds the new oeient to the existing one. If the
oeient is still undened, then both operations produe the same result.
It may seem very diult at the beginning, moreover beause this example is simple. But using it as an
example is nearly enough to reate every type of funtion.
The other way to store a funtion is to use a le and import data from it. For that, you need a le
myft.as ontaining the oeients and another le myft.des ontaining the desription of the struture.
Then, just import the funtion using fdmh=fn_import_asii("myft.as").
To see how it works, we refer for example at the folder <xxx>/etest/alg whih ontains suh a le.
Compiling
In order to ompile the le you reated, it is onvenient to reate a makefile. This le has a partiular
struture, giving paths at the beginning and then ompiling using standard g ompiler. A makefile has
the struture below
As you an see, it rstly inludes the paths to Chronos library and then you an see the g ommands.
To use it, simply type
make all
in a terminal to ompile all le, or
make test
to ompile juste the le test. for example. You an also use the ommand make lean to delete all exeu-
table and temporary le.
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Note : CFLAGS denes the ompiler's options. The debugging is inluded, but may be removed or replaed
by ode optimization whe the program is ready for use.
Some basi manipulation
One you've stored a funtion, you obviously want to play with it. I mean, you want to make some algebrai
manipulations for example. In this setion, we'll show you some examples of basi manipulations that you an
do with a funtion. It would be very useful if you want to make some more omplex manipulations afterwards.
Let's begin with funtions that are loated in the le algebr., whih basially ontains all funtions
dealing with algebrai manipulations, suh as sum, produts, derivatives, ...
Remember that our funtion is stored as a DMHDR, whih is the struture of a funtion. You an remark
that there are funtions that return a DMHDR values and others that return no value (void) or integer value.
In the rst ase, as for example in
extern DMHDR *sum(DMHDR *fdmh,DMHDR *gdmh),
it means that it reates a new funtion. In this ase, given the funtions fdmh and gdmh, the routine sum
reates a new funtion whih is the sum of the other two. You have to all this routine in this way :
DMHDR *zdmh;
zdmh=sum(fdmh,gdmh)
Sine zdmh is delared, the routine will reate all the struture and store all new oeients.
In the seond ase, as for example in
extern int add_to(DMHDR *srdmh,DMHDR *dstdmh),
the routine returns an integer, whih is a ag that says if the routine fails or not. In this ase, give two
existing funtions srdmh and dstdmh, the routine add_to adds to the destination funtion dstdmh, the terms
of the soure funtion srdmh. For the user, what is interesting is the fat that the destination funtion in
modiated afterwards. The integer ag is not so important, it just gives some information about how to
proess has gone.




You an also remark that some routines requires other types, or no type at all, so always be areful of that
before using one.
We also add a omment about what we all do-routines. These routines are the ones that atually do the
operation. They are automatially alled in the other routines. The user have to use lassial routines that
ares on warning and handling errors and never use do-ones unless he really knows what he is doing.
Releasing memory
As we said before, Chronos uses dynami memory handling. It means that, as you must do everytime you
alloate memory, you have to release memory by deleting things you don't need anymore.
In previous part, we saw for example that we released memory after reating a funtion by using dm_release
to delete the fragment's denitions we didn't need anymore.
In the same way, anyway you don't need anymore a funtion, espeially if you use temporary ones, you
have to use fn_release. Usually, you delete temporary funtions as soon as you don't need them anymore,
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and delete the rest at the end of the program.
By the way, the easiest way to see if you eetively released all memory is to ask Chronos to give you some




As information, shuing is performed by dm_shuffle. It's purpose is to ompat all used movable memory
bloks at top of the dynami memory and to merge all ontiguous free memory blok into one.
The seond line is the one that gives some information about memory use suh as how many headers you
used, et.
Headers: free_dmh 14998, free 1, used 0, fixed 1; dm: free 67093864, used 0, fixed 15000.
Maximum of used memory bloks: 16316 out of 67108864 (0.02%)
It is very important to have 0 in used, whih means that you released everything well. As we will see in
next setion, some mistakes make it impossible.
Note : Chronos will lean memory anyway when you all hr_finish. However, it is a good pratise to
do it expliitly, for it may help in disovering possibly huge data that are lost ausing a waste of memry and
sometimes failures at exetution time due preisely to lak of memory.
7.1.3 Some ommon mistakes to avoid
In this setion we will give you some advie about ommon mistakes done by unexperimented users. As
rst example we will show you the problem of inreasing degrees of a polynomial.
When you use a routine that returns a new funtion, suh as prod, all the struture of this new funtion
is reated automatially. It means that if your two funtions where of maximum degree 5, the result is of
maximum degree 10. It's quite logial and you may not see the problem. In fat, unexperimented users may
dene a polynomial of maximum degree n just to be sure it's enough. There is the mistake, you must reate
polynomials of maximum degree as low as possible (if, of ourse, you know it). It avoids reating funtions of
exponentially inreasing degrees. Atually, use the minimum degree as high as possible for the same reason.
Moreover, if you're in the partiular ase of homogeneous polynomials, use type HOMOPOL instead of POLYNOM
and dene smax=smin. The less spae you use for storing funtion, the less memory you waste !
On the one hand, we also reommend to use routines that returns a DMHDR instead of void as usually as
possible. For example it's better doing
zdmh=prod(xdmh,ydmh)
than reating a empty funtion zdmh and adding the produt by doing
add_prod_to(xdmh,ydmh,zdmh).
Moreover, regarding to the previous remark, if you have reated your empty funtion zdmh by a dupliating
routine suh as fn_dupliate, you may have reated a struture that does not orrespond to the real one.
Imagine you have done
zdmh=fn_dupliate(xdmh)
add_prod_to(xdmh,ydmh,zdmh),
you obviously reate zdmh as a polynomial whih has the same degree as xdmh and then add in it a polynomial
of higher degree ! In fat, the result is orret, but the method isn't. Try to avoid that.
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In the other hand, the opposite mistake also exist. Let's imagine that you have two funtions xdmh and
ydmh and that you want to multiply them. In many algorithms, you an see something like
x x  y
whih means that you have to replae x by the produt x  y. A statement suh as
xdmh=prod(xdmh,ydmh)
has a dangerous side eet : the pointer xdmh is redened so that it points to the result, but the previous
pointer is lost. That means that the old funtion still exists and uses memory ressoures, but in no way you
an release it. You may suspet that this happend if after releasing everything and alling db_list_summary
you disover that there are still used memory bloks. In this as you must use
add_prod_to(xdmh,ydmh,xdmh)
if your are sure that the result an be stored (I mean if xdmh and ydmh are polynomials of degree 3, the result
is of degree 6 and you must be sure that smax is at least 6 for xdmh. Otherway, use a temporary funtion.
In the rst ase, xdmh=prod(xdmh,ydmh) reates new handlers for funtion xdmh so that you an no more
free memory for the old ones. It means that you will always remain with used handlers at the end, even if
they aren't used, beause they beame unaessible.
7.1.4 Permutations, generating funtion and anonial struture
In the setion about reating funtions, you may have notied that we have dened the permutation vetor
as identity p1, 2, 3, 4q and that we have set GEN_UNDEF and CAN_UNDEF respetively in the GEN and CAN fragments.
Basially, the permutation vetor gives an order to the variables. It is important for two reasons. The
rst one is about wasting memory. In fat, funtion's oeients are stored in binary trees. The adress of a
funtion points to the rst element of the tree, whih is 0 or 1. Regarding to its value, eah element points to
the seond element of the tree, whih is 0 or 1, et. Chronos is made in the way that if, for some reason, the
rst element is 0, then no memory is alloated for this part of the tree.
Let us suppose that you have set the permutation vetor as identity as we did before, but beause of some
reason, the exponent of the last variable is always even. It means that all the binary tree is reated, but the
last element is always 0. If instead you dene the permutation vetor suh as that variable beomes the rst,
half the tree doesn't need to be alloated ! This is a little bit triky and seems obsolete regarding to the large
amount of memory available urrently.
The seond reason, and more obvious reason for ommon use is that the permutation vetore denes whih
variable is onjugated to another. Usually, we dene rst variables as oordinates and next ones as moments.
If you want to use some routines that requires to know the anonial struture, suh as Poisson braket, you
need to dene a CAN fragment. Both this one and the permutation vetor give Chronos the information about
anonial struture. For example, p1, 2, 3, 4q means that variable 1 and 2 are respetively onjugated with 3
and 4.
A lassial example ours when you use ation-angle variables. In fat, angles are related to oordinates and
ations to moments. It means that angles must be before ations in the permutation vetor. But usually, we
write this variables in the other way, with rst ations and then angles. So you an dene it in the usual way
and set permutation vetor to p3, 4, 1, 2q in order to inform Chronos to use the reverse order.
The GEN fragmentation table is related to the opration of giving a system a so alled normal form. The
GEN table may take dierent forms depending on the problem.
For more information and details about all these strutures, we refer to hapter 6 of Chronos desription,
whih is quite omplete on the subjet.
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7.1.5 Appendix : Installation guide
The information here refers to the installation proedure for version 0.65 of Chronos. Updated information
for more reent releases is expeted to be found in the le installation.txt loated in the ms folder.
Hints for installing Chronos on a Linux system
1. Untar the distribution kit:
tar -xvzf hronos-x.yy.tar.gz
(replae x.yy with the urrent version number) this will reate a
diretory ./hronos with the omplete struture of
subdiretories. E.g., assuming that you are installing Chronos
under the diretory /home/drillo you will find a diretory
/home/drillo/hronos ontaining all files of the pakage.
2. Define the global symbol CHRONOS so that it points to the diretory
where hronos has been installed. E.g., type the ommands
CHRONOS="/home/drillo/hronos"
export CHRONOS
In order to make the definitions permanent put these ommands in your
.bashr file.
3. Chek that there is no file
<xxx>/hronos/lib/libhronos.a.
<xxx>/hronos/util/hrdat.o.
If any of them exists, delete it.
4. Create the Chronos data file with the ommand:
d <xxx>/hronos/util
make
An output similar to the following is expeted:
g - -g -I. -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal hrdat.
g -g -o hrdat -I. -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal hrdat.o -lm
./hrdat
Chronos V 0.53:16
File hronos.dat, reated on 7- 4-1999 10:32:58
Number of error messages : 98
Total number of messages : 137
rm /home/antonio/hronos/sr/*.o
rm: /home/antonio/hronos/sr/*.o: No suh file or diretory
make: *** [hrdat℄ Error 1
Do not worry about the last error line: it just means that an
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attempt to delete nonexisting files has been made; so it's OK.
5. Create the library:
d <xxx>/hronos/sr
make
An output similar to the following is expeted:
g -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal - -g hronos_mn.
g -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal - -g general.
g -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal - -g messer.
g -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal - -g dmhandler.
g -I/home/antonio/hronos/sr -I/home/antonio/hronos/loal - -g asiibin.
....... (more similar lines)......
ar -rsv /home/antonio/hronos/lib/libhronos.a hronos_mn.o general.o
messer.o dmhandler.o asiibin.o dmdebug.o arithmeti.o idxhandler.o
idxpol.o idxtrg.o idxhompol.o slhandler.o slhdebug.o idxdebug.o
fndebug.o fn_oldver.o fn_usage.o fn_gen.o fn_frtab.o fn_frag.o
fn_bintree.o fn_list.o fn_util.o f_double.o algebr.o algdebug.o







....... (more similar lines)......
Installation is omplete. You may perform a few tests in order to
hek that everything works properly.
6. Exeuting a test program.
There are a lot of <yyy>. files in the diretory
<xxx>/hronos/test . You may exeute any of them by typing the
ommand (first d <xxx>/hronos/test)
./try <yyy>
Do *not* add . to the filename.
Deiding if the test has produed orret results is up to
you. Usually the test programs terminate with a message
Test ompleted.
See the all file in diretory ms for examples
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7.2 Complexité des deux manipulateurs
Après ette introdution à l'utilisation de Chronos, nous allons nous intéresser aux prinipales diérenes
entre les deux manipulateurs. Outre le fait qu'ils sont érits dans deux langages diérents, e qui n'aide pas
pour faire une omparaison, nous allons dégager une première grande diérene entre le MSNam et Chronos :
leur omplexité.
Par omplexité, nous entendons la quantité de hoses que haque manipulateur est apable de faire. Et là,
il faut se rendre à l'évidene, Chronos est bien plus omplexe que le MSNam.
D'une part, alors que le MSNam se restreint au traitement des séries de Poisson, Chronos permet de mani-
puler un bien plus grand nombre d'objets tels que les polynmes, les séries de Fourier, les fontions ylindriques
(fontions de Bessel) ou les polynmes trigonométriques de D'Alembert. De plus, les oeients de ses séries
peuvent prendre d'autres types que les réels en double préision. Chronos permet notamment d'utiliser les
variables omplexes ou les intervalles.
D'autre part, la librairie de Chronos est bien plus fournie que elle du MSNam. Là où le MSNam ompte
exatement soixante sous-routines ou modules, Chronos en dénombre plus de inq ents.
Ces deux données mettent ertainement en avant le fait que Chronos est plus omplet que le MSNam.
Mais, il ne faut pas oublier que ela vient de la volonté même de leur réateur respetif. Jaques Henrard vou-
lait un manipulateur pour la méanique éleste, alors qu'Antonio Giorgilli voulait quelque hose de beauoup
plus général, qui peut servir en méanique éleste. C'est pourquoi nous insistons une fois de plus qu'il n'est
nullement question de faire le proès de l'un ou l'autre manipulateur.
De plus, il faut garder à l'esprit que, dans la majeure partie des as, plus un programme est omplexe,
plus il est ompliqué à prendre en main. Nous pouvons nous en rendre ompte dans un simple fait : le nombre
d'utilisateurs de Chronos est aussi faible que elui du MSNam. C'est prinipalement pour ela que la partie
préédente a été rédigée. Nous l'avons d'ailleurs basée sur nos propres diultés.
7.3 Gestion dynamique de la mémoire
Dans la myriade de diérenes entre les deux manipulateurs, nous allons dégager une aratéristique très
partiulière existante dans Chronos et pas dans le MSNam, il s'agit du stokage dynamique.
En eet, nous avons vu au Chapitre 2 que le MSNam utilise des tableaux statiques dont la taille est dé-
nie dans le module parameters. En revanhe, les expliations du manuel susmentionné parlent bien d'une
alloation dynamique de mémoire.
Bien que les deux méthodes de stokage des données soient basées sur les arbres binaires, 'est l'alloation
dynamique qui fait la diérene. Les tableaux utilisés par le MSNam sont généralement remplis d'une grande
quantité de 0, allouant ainsi de la mémoire pour rien. De son té, Chronos ne rée les branhes de l'arbre
binaire qu'au moment où elles sont néessaires. Ainsi, omme nous en parlions à la setion 7.1.4, si pour une
raison quelonque nous savons que la valeur d'une variable est toujours paire, la plaer en première position
permet de ne dénir que la moitié de l'arbre binaire. En eet, ette variable ayant toujours un  0  dans
l'arbre, il n'est pas néessaire d'allouer de la mémoire pour la partie orrespondant au  1 . Ce dernier as
n'est pas forément fréquent, mais permet d'épargner une grande quantité de mémoire le as éhéant.
Il serait intéressant que de futurs travaux déterminent s'il est possible d'utiliser une méthode semblable




An d'illustrer quelque peu nos propos, nous avons déidé d'eetuer à nouveau l'appliation du Chapitre
5 ave Chronos. Puisque la librairie de Chronos n'inlut pas de fontion permettant d'évaluer une série ni
d'intégrateur numérique, nous illustrerons uniquement la leture d'une série, la multipliation par un salaire
et l'usage des dérivées.
Le ode i-dessous eetue plusieurs tâhes suesives, tout omme nous l'avons fait ave le MSNam au
Chapitre 5. Tout d'abord, après la délaration des variables utiles à Chronos et des autres paramètres nées-
saires pour l'appliation, nous utilisons la fontion fn_import_asii pour réupérer les données ontenues
dans le hier. Nous reviendrons sur ette partie par la suite.
Ensuite, nous utilisons la fontion salar_multiply pour multiplier les oeients par la onstante st. Nous
avons ensuite déidé d'aher la série à l'éran via l'utilisation de fn_print_oef.
Par la suite, nous dérivons la série par rapport à haque variable grâe à la fontion deriv, puis nous eetuons
la division par 
1
Li
à nouveau grâe à la fontion salar_multiply.
Enn, nous eetuons la division par Ei. Cependant, il n'existe pas de fontion semblable à XMON dans la
librairie Chronos, nous devons don eetuer la modiation à la main. Pour se faire, nous utilisons les fon-
tions fh.first_nz et fh.next_nz pour parourir la série et modier les exposants.






































































































/* some info about memory usage */
dm_shuffle(0);
db_list_summary();





Pour en revenir à la omplexité de Chronos, nous remarquons qu'avant l'utilisation de routines telles que
salar_multiply ou add_oef, il faut passer en représentation interne de Chronos. En eet, alors que les
sous-routines du MSNam sont assez  diretes , l'utilisation de types internes ave Chronos néessite souvent
l'utilisation de la fontion v_from pour passer de l'un à l'autre.
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Nous avons également noté l'absene d'une fontion de type XMON qui, rappelons-le, permet de multiplier
une série par un monme à une puissane donnée.
De plus, alors que le MSNam aepte sans auun problème les exposants négatifs, il n'est pas possible de les
utiliser ave Chronos. Cette aratéristique peut s'avérer assez handiapante dans ertains as.
Revenons maintenant à l'importation des données. Nous avons en eet utilisé fn_import_asii pour réu-
pérer les données dans le hier. Ce faisant, nous avons ontourné la fastidieuse délaration des types omme
expliqué dans le manuel de Chronos. Cette tehnique néessite ependant de modier d'une part le hier
.dat en hier .as et, d'autre part, de réer un hier formaté ontenant les types, sous forme de .desr,
appelé desription de la série.
Dans le as présent, le hier se présente sous la forme suivante :
# Data and oeffiient's type:
2 0
# Number of total and ative variables:
4 4
# idx permutation
1 2 3 4
# Number of idx fragments:
2
# fragment desriptors: length, type, smin, smax
2 1 0 12
2 0 0 12
# mu vetor :
0 0 0 0
# nu vetor :
0 0 0 0
# der permutation
1 2 3 4
# Number of der fragments:
2




1 2 3 4
# Number of prod fragments:
2




1 2 3 4
# Number of gen fragments:
2




1 2 3 4
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# Number of an fragments:
2
# fragment desriptors: length, type
2 1
2 1
Ave un peu d'habitude, il n'est pas trop ompliqué de omprendre e que ontient e hier, mais lors d'une
première utilisation, il vaut mieux lire les données de manière lassique puis de les exporter an de réer
automatiquement les hiers .desr et .as. Le ode i-dessous permet d'illustrer ette méthode. Nous y
dénissons les types omme expliqué préédemment, et nous lisons les données dans le hier .dat. Après















UNS2 perm[NDIM℄, ount[NDIM℄, type[NDIM℄;
INT2 smin[NDIM℄, smax[NDIM℄;
int k1,k2,k3,k4;


















/* permutation vetor */
for(i = 0; i < NDIM; ++i)
perm[i℄ = i+1;
/* 2 fragment of dimension 2 */
ount[0℄ = 2;
ount[1℄=2;
/* of fourier and polynomial type */
type[0℄=IDX_FOURIER;
type[1℄ = IDX_POLYNOM;
/* with degree at least 0 */
smin[0℄=0;
smin[1℄ = 0;
/* and at most 12 */
smax[0℄=12;
smax[1℄ = 12;
/* say to Chronos "how to store" */
idxfr = fn_def_idx_fragm(NDIM, perm, 2, ount, type, smin, smax, NULL, NULL);
/* the derivatives are.. */
type[0℄ = DER_FOURIER;
type[1℄ = DER_POLYNOM;
derfr = fn_def_fragm(NDIM, perm, 2, ount, type);
/* the produts are... */
type[0℄ = PROD_FOURIER;
type[1℄ = PROD_POLYNOM;
prodfr = fn_def_fragm(NDIM, perm, 2, ount, type);
/* no rule on "how to ompute the generating funtions" */
type[0℄ = GEN_UNDEF;
type[1℄ = GEN_UNDEF;
genfr = fn_def_fragm(NDIM, perm, 2, ount, type);
/* anonial struture */
type[0℄ = CAN_R_GENERIC;
type[1℄ = CAN_R_GENERIC;
anfr = fn_def_fragm(NDIM, perm, 2, ount, type);
/* we reates the wanted Poisson series */
fdmh = fn_reate(NDIM, 0, idxfr, derfr, prodfr, genfr, anfr, FN_BIN_TREE, CF_DOUBLE);















for(i = 0; i < NDIM; k[i++℄ = 0);








for(i = 0; i < NDIM; k[i++℄ = 0);
flose(fih);
}





/* Print result */
printf("***** Hamiltonien \n");
fn_printnz_oef(fdmh);




/* some info about memory usage */
dm_shuffle(0);
db_list_summary();








Suite aux exemples préédents, nous avons pu onstater de nombreuses diérenes entre le MSNam et
Chronos.
Chronos est bien plus omplexe et plus général que le MSNam, mais n'oublions pas que 'est le hoix de
leur réateur respetif. De plus, ette omplexité peut également jouer au désavantage de Chronos, le rendant
beauoup plus diile d'aès.
Nous noterons également que Chronos est enore en évolution, Antonio Giorgilli travaillant enore et tou-
jours sur de nouvelles améliorations.
Le MSNam peut ertainement reevoir de nouvelles améliorations, notamment un usage dynamique de la
mémoire, mais il jouit, entre autre grâe à e travail, d'une aessibilité plus grande que Chronos.
Il existe ertainement bien d'autres manières de omparer les manipulateurs, mais nous nous sommes res-
treints à dérire ertaines diérenes agrantes. Jaques Henrard et Antonio Giorgilli avaient émis l'hypothèse
de prendre les meilleurs aspets de haque manipulateur pour en obtenir un plus performant. Il semble à
l'heure atuelle que ette tâhe serait extrêmement ompliquée, mais tout reste possible.
En onlusion de ette omparaison nous dirons que haque manipulateur possède ses avantages et ses
inonvénients, qu'ils ont été réés dans des buts diérents et que haun peut enore être amélioré.
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Conlusion et perspetives
Tout au long de e travail, nous avons ÷uvré à rendre le MSNam aessible à tous. En faisant un desriptif
omplet d'une part, et en ajoutant de nouvelles routines d'autre part, nous avons amélioré le manipulateur.
Nous espérons que e manusrit rendra le MSNam plus attratif et attirera de nouveaux utilisateurs d'ii ou
d'ailleurs.
Nous avons démontré lors d'exemples et d'appliations, les nombreuses possibilités qu'ore le MSNam. Il a
déjà fait ses preuves par le passé, pour son réateur notamment, mais également pour de nombreux utilisateurs
au sein de notre départemment tels qu'Anne-Sophie Libert, Stéphane Valk ou Julien Dufey par exemple.
Bien que nous n'ayons pas fait d'avanée majeure ou de déouverte importante pour la méanique éleste
dans e travail, nous estimons qu'en rendant aessible un outil tel que elui-i à des utilisateurs potentiels,
nous partiipons indiretement à des déouvertes futures.
Nous avons également pu remarquer qu'il reste, et qu'il y aura toujours des améliorations à apporter. De
futurs travaux pourraient notamment porter sur une meilleure gestion de la mémoire, en utilisant des alloa-
tions dynamiques omme le fait Chronos par exemple. Certains penseront également à élargir les possibilités
qu'orent le MSNam en permettant l'utilisation d'autres types de données (variables omplexes, polynmes,
et.). Mais n'oublions pas que le MSNam a été réé par et pour des gens qui travaillent en méanique éleste.
Le MSNam a enore de beaux jours devant lui et si, grâe à e travail, nous permettons la pérennité et
l'expansion de et outil, alors nous serons heureux d'y avoir partiipé.
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Annexe A
Aide du MSNam par Jaques Henrard
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❙❯▼▼❆❘❨ ❖❋ ❚❍❊ ▼❙◆❛♠
 ❤❡ ☞rst ✈❡rs✐♦♥ ✐♥ ✁♦rtr✂♥ ✼✼ ✐s ❞✉❡ t♦ t❤❡ ❧✂t❡ ✄✐❝❤✒❡❧❡ ✄♦♦♥s❀
 ❤✐s ✂✉❣☎❡♥t❡❞ ✈❡rs✐♦♥ ✐♥ ✁♦rtr✂♥ ✾✵ ✇✂s ❝♦❞❡❞ ❜② ❏✂❝q✉❡s ✆❡♥r✂r❞ ✭❏✉❧② ✷✵✵✹✮✳
■◆❚❘❖❉❯❈❚■❖◆










































✐✳❡✳ ✁♦✉r✐❡r s✉☎s ✐♥ ✯ ✂♥❣❧❡s ✪
✤
✬ ✥ ✥ ✥ ✬ ✪
✫
t❤❡ ❝♦❡✱❝✐❡♥ts ♦❢ ✇❤✐❝❤ ✂r❡ ♣♦❧②♥♦☎✐✂❧s ✐♥
✲ ✈✂r✐✂❜❧❡s ①
✤





✬ ✥ ✥ ✥ ✬ ✩
✦
✮ ✂♥❞ ✕❁❃✏✔✕✔✽✓ ✭❄
✤
✬ ✥ ✥ ✥ ✬ ❄
✫
✮ ✂r❡ ✐♥t❡❣❡rs ✂♥❞ t❤❡ ❅✏✕❇❅✑✕✔✽✓ ✢
●❑❑❑▲
✂r❡
❞♦✉❜❧❡ ♣r❡❝✐s✐♦♥ r❡✂❧ ♥✉☎❜❡rs✳  ❤❡ ✂r❣✉☎❡♥ts ✂♥❞ ❡◗♣♦♥❡♥ts ✂♥❞ t❤❡ ✐♥❞✐❝✂t✐♦♥
t❤✂t t❤❡ tr✐❣♦♥♦☎❡tr✐❝ ❡◗♣r❡ss✐♦♥ ✐s ✂ ❝♦s✐♥❡ ♦r ✂ s✐♥❡ ✂r❡ ❝♦❞❡❞ ✂♥❞ ♣✂❝❦❡❞ ✐♥ ✂
❧✂r❣❡ ✂rr✂② ♦❢ ✐♥t❡❣❡rs❱ t❤❡ s❤✂♣❡ ✂♥❞ ❧❡♥❣t❤ ♦❢ ✇❤✐❝❤ s❤♦✉❧❞ ❜❡ s♣❡❝✐☞❡❞ ❜② t❤❡









✂r❡ st♦r❡❞ ✐♥ ✂ ❧✂r❣❡ ✂rr✂②
♦❢ ❞♦✉❜❧❡ ♣r❡❝✐s✐♦♥ ♥✉☎❜❡rs✳
④✂❝❤ s❡r✐❡s ✐s ✐❞❡♥t✐☞❡❞ ❜② ✂♥ ✐♥t❡❣❡r ✇❤✐❝❤ ✐♥❞✐❝✂t❡s t❤❡ ♣♦s✐t✐♦♥ ♦❢ ✐ts ☞rst t❡r☎ ✐♥ t❤❡ ❧✂r❣❡
✂rr✂②s✳ ⑤t ✐s t❤✐s ✐❞❡♥t✐☞❡r ✇❤✐❝❤ ✐s ❝♦❞❡❞ ✐♥ t❤❡ ❝✂❧❧✐♥❣ s❡q✉❡♥❝❡ ♦❢ t❤❡ s✉❜r♦✉t✐♥❡s✳
 ❤❡ ☞rst t✐☎❡ ✂ s❡r✐❡s ✐s ✉s❡❞ ✐ts ✐❞❡♥t✐☞❡r s❤♦✉❧❞ ❜❡ s❡t ✂t ⑥❡r♦✳
 ✆④ ✄☛⑦⑧⑨④ ⑩❶✍✌✍✄④ ④✌❷❸
 ❤❡ ☎♦❞✉❧❡ ❫✠❴✠✡❪❵❪❴③ ❝♦♥t✂✐♥s t❤❡ ♣✂r✂☎❡t❡rs ♦❢ t❤❡ ✝✞✟✠✡ ✇❤✐❝❤ s❤♦✉❧❞ ❜❡ ❞❡☞♥❡❞ ❜② t❤❡
✉s❡r✳ ⑤t ✐s ✂ss✉☎❡❞ t❤✂t t❤❡ s❡t ♦❢ ♣✂r✂☎❡t❡rs ✐♥ t❤❡ ☎♦❞✉❧❡ ✇✐❧❧ ❜❡ ❞❡☞♥❡❞ ❢♦r ✂
❢✉❧❧ r❡s❡✂r❝❤ ♣r♦❹❡❝t❱ ❜✉t ♦❢ ❝♦✉rs❡ t❤❡ ✉s❡r ❝✂♥ ✂❧✇✂②s ❝❤✂♥❣❡ t❤❡☎ ✐♥ t❤❡ ❝♦✉rs❡
♦❢ t❤❡ ❡✈♦❧✉t✐♦♥ ♦❢ t❤❡ r❡s❡✂r❝❤✳ ⑤♥ t❤✂t ❝✂s❡❱ s♣❡❝✐✂❧ ❝✂r❡ s❤♦✉❧❞ ❜❡ ❣✐✈❡♥ ✐♥ t❤❡
✇✂② t❤❡ s❡r✐❡s ✂r❡ ♣✂ss❡❞ ❢r♦☎ ♦♥❡ ♣r♦❣r✂☎ t♦ ✂♥♦t❤❡r ♦♥❡ ✉s✐♥❣ ✂ ❞✐❺❡r❡♥t s❡t ♦❢
♣✂r✂☎❡t❡rs✳ ❷♦☎❡ ❤✐♥ts t♦ t❤✂t ❡❺❡❝t ✇✐❧❧ ❜❡ ❣✐✈❡♥ ✐♥ t❤❡ ✂♣♣❡♥❞✐◗ ✆⑤✎ ❷✳
 ❤❡ ♣✂r✂☎❡t❡rs ✂r❡✿
❻ ✠❼❼❬❴✠❼❽✿ ✍t t❤❡ ❡♥❞ ♦❢ s♦☎❡ s✉❜r♦✉t✐♥❡s❱ ♥✂☎❡❧② ❾❿➀✝❱ ➁➂➃➄❱ ✞❿❾➅➆❱ ✞❿❾➅➆➁❱ t❤❡
t❡r☎s ♦❢ t❤❡ s❡r✐❡s❱ t❤❡ ✂❜s♦❧✉t❡ ✈✂❧✉❡ ♦❢ ✇❤✐❝❤ ✂r❡ ❧❡ss t❤✂♥ ✠❼❼❬❴✠❼❽❱ ✂r❡ ❞r♦♣♣❡❞
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✐♥ ♦r❞❡r t♦ ❡❧✐♠✐♥❛t❡ ♥♦♥ s✐❣♥✐☞❝❛♥t t❡r♠s✳ ❲❡ r❡❝♦♠♠❡♥❞ t♦ s❡t ✐t ❛t ✶✵
 ✁✹
✱ ❜✉t
♦❢ ❝♦✉rs❡ t❤❡ ✉s❡r ♠❛② ❝❤❛♥❣❡ ✐t✳
✎ ✂✇✄☎✆✝✿ ♥✉♠❜❡r ♦❢ ✞♦r❞s ✭✸✷ ❜✐ts ✐♥t❡❣❡rs✮ ❛❧❧♦✞❡❞ t♦ ❝♦❞❡ t❤❡ ❛r❣✉♠❡♥ts ❛♥❞ ❡①♣♦♥❡♥ts
♦❢ ❡❛❝❤ t❡r♠ ♦❢ ❛ s❡r✐❡s✳ ❚❤✐s ♥✉♠❜❡r ❞❡♣❡♥❞s ♦❢ ❝♦✉rs❡ ♦♥ t❤❡ ♥✉♠❜❡r ♦❢ ❛r❣✉♠❡♥ts
❛♥❞ ❡①♣♦♥❡♥ts ❛♥❞ ♦❢ t❤❡ ♠❛①✐♠✉♠ ✈❛❧✉❡s ❛❧❧♦✞❡❞ ❢♦r ❡❛❝❤ ♦❢ t❤❡♠ ✭s❡❡ ❜❡❧♦✞ ❢♦r
t❤❡ ❞❡t❡r♠✐♥❛t✐♦♥ ♦❢ t❤❡ ♠✐♥✐♠✉♠ ♥✉♠❜❡r ♦❢ ✞♦r❞s ♥❡❡❞❡❞✮✳
✎ ✂✟✠✿ ♥✉♠❜❡r ♦❢ tr✐❣♦♥♦♠❡tr✐❝ ✈❛r✐❛❜❧❡s✳
✎ ✂✟✡✿ ♥✉♠❜❡r ♦❢ ♣♦❧②♥♦♠✐❛❧ ✈❛r✐❛❜❧❡s✳
✎ ✂✟☛☎✿ ■t ✐s ❛✉t♦♠❛t✐❝❛❧❧② s❡t t♦ t❤❡ s✉♠ ♦❢ ✂✟✠ ❛♥❞ ✂✟✡✳
✎ ✝✠✄☎✌✍✌✂✏✠✑✿ ▼❛①✐♠✉♠ ♥✉♠❜❡r ♦❢ t❡r♠s ✐♥ ❛❧❧ t❤❡ s❡r✐❡s ♣r❡s❡♥t ❛t ❛ ❣✐✈❡♥ t✐♠❡✳ ❚❤❡
✒❙◆☛✓ ✞✐❧❧ r❡s❡r✈❡ ✭ ✐♥ t❤❡ ♠♦❞✉❧❡ ✠☛✔✍✌✝✮ ❛♥ ❛rr❛② ✕❆❇▲❊ ✖✂✇✄☎✆✝✗✝✠✄☎✌✍✌✂✏✠✑✘
✐♥ ♦r❞❡r t♦ st♦r❡ t❤❡ ❝♦❞❡ r❡♣r❡s❡♥t✐♥❣ t❤❡ ❛r❣✉♠❡♥ts✱ ❡①♣♦♥❡♥ts ❛♥❞ t❤❡ s✐♥❡✲❝♦s✐♥❡
✙❛❣✳
✎ ✂✓☛✚✝✌☎✿ ♠❛①✐♠✉♠ ♥✉♠❜❡r ♦❢ s❡r✐❡s ♣r❡s❡♥t ❛t t❤❡ s❛♠❡ t✐♠❡✳
✎ ✄☎✆✓☛✚✿ ♠❛①✐♠✉♠ ♦r❞❡r ❢♦r t❤❡ ✈❡❝t♦r✐❛❧ s✉❜r♦✉t✐♥❡s ✭s❡❡ t❤❡ s❡❝t✐♦♥✿ ✈❡❝t♦r✐❛❧ s✉❜✲
r♦✉t✐♥❡s✮✳
✎ ✂✓☛✚✖✂✟☛☎✘✿ ✐♥❞✐❝❛t❡s✱ ❢♦r ❡❛❝❤ ❛r❣✉♠❡♥t ❛♥❞ ❡①♣♦♥❡♥t✱ t❤❡ ♠❛①✐♠✉♠ ❛❧❧♦✞❡❞ ❢♦r ✐ts




✱ t❤❡ ❝♦❞❡ ❢♦r t❤❡ ✈❛r✐❛❜❧❡ ❦ ✞✐❧❧
t❛✜❡ ✢ ❜✐ts✳ ❚❤❡ ♠♦❞✉❧❡ ✡☛☎☛✓✌✠✌☎✝ ♦✣❡rs✱ ❛s ❛ ❝♦♠♠❡♥t✱ ❛ s♠❛❧❧ t❛❜❧❡ ❣✐✈✐♥❣ t❤❡
❧❛r❣❡st ❛❜s♦❧✉t❡ ✈❛❧✉❡ ✞❤✐❝❤ ❝❛♥ ❜❡ ❝♦❞❡❞ ✐♥ ❛ ❣✐✈❡♥ ♥✉♠❜❡r ♦❢ ❜✐ts✳ ✤❛❝❤ ✞♦r❞ ♦❢ ✸✷
❜✐ts ✞✐❧❧ ❝♦❞❡ ❛♥ ✐♥t❡❣❡r ♥✉♠❜❡r ♦❢ ❛r❣✉♠❡♥ts ♦r ❡①♣♦♥❡♥ts ✭s❡❡ t❤❡ ❛♣♣❡♥❞✐①✮❀ ❤❡♥❝❡
✐♥ ❡❛❝❤ ✞♦r❞ s♦♠❡ ❜✐ts ♠❛② ❜❡ ✉♥✉s❡❞ ❛♥❞ r❡❝❧❛✐♠❡❞ ❜② ❛❧❧♦✞✐♥❣ ❧❛r❣❡r ❛❜s♦❧✉t❡
✈❛❧✉❡s ❢♦r s♦♠❡ ❛r❣✉♠❡♥ts ♦r ❡①♣♦♥❡♥ts✳❚♦ ❤❡❧♣ t❤❡ ✉s❡r t♦ ♠❛✜❡ t❤❡s❡ ❝❤♦✐❝❡s ❛♥❞
t♦ ❝❤❡❝✜ ✐❢ t❤❡ ♥✉♠❜❡r ♦❢ ✞♦r❞s ❛❧❧♦✞❡❞ ✐s s✉✥❝✐❡♥t✱ ❛ ♣r♦❣r❛♠ ✠✌✝✠ ✡☛☎☛✓✌✠✌☎✝
❝❛♥ ❜❡ r✉♥ t♦ s❡❡ ✐♥ ✞❤✐❝❤ ✞♦r❞ t❤❡ ✈❛r✐♦✉s ❛r❣✉♠❡♥ts ❛♥❞ ❡①♣♦♥❡♥ts ❛r❡ ❝♦❞❡❞
❛♥❞ ❤♦✞ ♠❛♥② ❜✐ts ❛r❡ ✉♥✉s❡❞ ✐♥ ❡❛❝❤ ✞♦r❞✳
✎ ✂☛✓✌✟✠✖✂✟✠✘✿ t❤❡ ♥❛♠❡s ❣✐✈❡♥ t♦ t❤❡ tr✐❣♦♥♦♠❡tr✐❝ ✈❛r✐❛❜❧❡s✱ ❝♦❞❡❞ ❡❛❝❤ ✐♥ ❛ ❝❤❛r❛❝t❡r
str✐♥❣ ♦❢ ❧❡♥❣t❤ ✦✳ ❚❤❡s❡ ♥❛♠❡ ❛r❡ ✉s❡❞ ✐♥ t❤❡ ♣r✐♥t♦✉t ♦❢ t❤❡ s❡r✐❡s✱ ❜✉t ❛❧s♦✱ ✐♥
s♦♠♠❡ s✉❜r♦✉t✐♥❡s ✭❢♦r ✐♥st❛♥❝❡ P❉❊❘✕✮ t♦ ✐❞❡♥t✐❢② t❤❡ ✈❛r✐❛❜❧❡ ✞✐t❤ r❡s♣❡❝t t♦
✞❤✐❝❤ s♦♠❡ ❛❝t✐♦♥ ✭❢♦r ✐♥st❛♥❝❡ ❛ ♣❛rt✐❛❧ ❞❡r✐✈❛t✐✈❡✮ ✐s t❛✜❡♥✳
✎ ✂☛✓✌✟✡✖✂✟✡✘✿ t❤❡ ♥❛♠❡s ❣✐✈❡♥ t♦ t❤❡ ♣♦❧②♥♦♠✐❛❧ ✈❛r✐❛❜❧❡s✱ ❝♦❞❡❞ ❡❛❝❤ ✐♥ ❛ ❝❤❛r❛❝t❡r
str✐♥❣ ♦❢ ❧❡♥❣t❤ ✦✳ ❚❤❡s❡ ♥❛♠❡s ❛r❡ ✉s❡❞ ✐♥ t❤❡ ♣r✐♥t♦✉t ♦❢ t❤❡ s❡r✐❡s✱ ❜✉t ❛❧s♦✱ ✐♥
t❤❡ s✉❜r♦✉t✐♥❡ P❉❊❘P✱ ❳✒❖◆✱ ❙❈❆▲❊P✱ t♦ ✐❞❡♥t✐❢② t❤❡ ✈❛r✐❛❜❧❡ ✞✐t❤ r❡s♣❡❝t t♦ ✞❤✐❝❤
s♦♠❡ ❛❝t✐♦♥ ✭❞❡r✐✈❛t✐✈❡✱ ♠✉❧t✐♣❧✐❝❛t✐♦♥✱ s❝❛❧✐♥❣✮ ✐s t❛✜❡♥✳
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❚❍❊ ▼❖❉❯▲❊ ❭❚❆❇▲❊❙✧
❚❤✐s ♠♦❞✉❧❡ ❞❡☞♥❡s t❤❡ t❛❜❧❡s t♦ ❜❡ ✉s❡❞ t♦ ❝♦❞❡ t❤❡ s❡r✐❡s ❛♥❞ s❡✈❡r❛❧ ♣❛r❛♠❡t❡rs ♥❡❡❞❡❞ ❢♦r
t❤❡ ✇♦r❦✐♥❣ ♦❢ t❤❡ s✉❜r♦✉t✐♥❡s✳ ❇♦t❤ ♠♦❞✉❧❡s ❛r❡ ♥❡❡❞❡❞ ❢♦r t❤❡ ✇♦r❦✐♥❣ ♦❢ t❤❡
s✉❜r♦✉t✐♥❡s ♦❢  ✁◆✂✄✳
❈☎✆❱✝✆✞■☎✆✟
✎ ✠❛r✐❛❜❧❡s ✐♥ ❝❛♣✐t❛❧ ❧❛t✐♥ ❧❡tt❡rs st❛♥❞ ❢♦r s❡r✐❡s ✐❞❡♥t✐☞❝❛t♦rs ✭❞❡☞♥❡❞ ❛s ✸✷✲❜✐ts ✐♥t❡❣❡rs✮✳
✎ ●r❡❡❦ ❧❡tt❡rs st❛♥❞ ❢♦r ❞♦✉❜❧❡ ♣r❡❝✐s✐♦♥ r❡❛❧ ♥✉♠❜❡rs✳
✎ ✠❛r✐❛❜❧❡s ✐♥ ❧♦✇❡r ❝❛s❡ ❧❛t✐♥ ❧❡tt❡rs st❛♥❞ ❢♦r ✐♥t❡❣❡r ♥✉♠❜❡rs✳
✎ ✠❛r✐❛❜❧❡s ✐♥ ✐t❛❧✐❝ st❛♥❞ ❢♦r str✐♥❣ ♦❢ ❝❤❛r❛❝t❡rs✳
■✆■✞■✡☛■❩✡✞■☎✆ ✟✌✍❘☎✌✞■✆✝
✁✏✑✒✏  ✁ ✿ t❤✐s s✉❜r♦✉t✐♥❡ s❤♦✉❧❞ ❜❡ ❝❛❧❧❡❞ ❜❡❢♦r❡ ❛♥② ♦t❤❡r s✉❜r♦✉t✐♥❡s ♦❢  ✁◆✂✄✳ ✓t
✐♥✐t✐❛❧✐③❡ s❡✈❡r❛❧ q✉❛♥t✐t✐❡s ♥❡❡❞❡❞ ❢♦r t❤❡ ✇♦r❦✐♥❣ ♦❢ t❤❡ ♦t❤❡r s✉❜r♦✉t✐♥❡s✳
✟✌✍❘☎✌✞■✆✝ ❋☎❘ ✍✌■☛✔■✆✕ ✡✆✔ ✔■✟P☛✡❨■✆✕ ✟✝❘■✝✟
✁✏✖✒✗✘✑✱✙✚✱✂✛✜✱✢①✣✱✤✥ ✿ ❛❞❞ t♦ t❤❡ s❡r✐❡s ✑ ❛ t❡r♠ t❤❡ s✐♥❡✲❝♦s✐♥❡ ✦❛❣ ♦❢ ✇❤✐❝❤ ✐s
❣✐✈❡♥ ✐♥ ✙✚★ t❤❡ ❛r❣✉♠❡♥ts ❛♥❞ ❡✩♣♦♥❡♥ts ♦❢ ✇❤✐❝❤ ❛r❡ ❝♦❞❡❞ ✐♥ ✂✛✜ ❛♥❞ ✢①✣★ ❛♥❞
t❤❡ ♥✉♠❡r✐❝❛❧ ❝♦❡✪❝✐❡♥t ♦❢ ✇❤✐❝❤ ✐s ✤✳
✫❖❚❊✿ t❤❡ ❞✐♠❡♥s✐♦♥ ♦❢ ❛r❣ ✭r❡s♣✳ ❡✩♣✮ s❤♦✉❧❞ ❜❡ ♥✈t ✭r❡s♣✳ ♥✈♣✮ ♦r ❧♦♥❣❡r✳ ❚❤❡
✐♥t❡❣❡r s❝ ✐s ✵ ❢♦r ❛ ❝♦s✐♥❡ ❛♥❞ ✶ ❢♦r ❛ s✐♥❡✳
✬✖◆✁✏✑◆✏ ✘✑✱✤✥✿ s✉❜r♦✉t✐♥❡ ✬✖◆✁✏✑◆✏ ❝r❡❛t❡s ❛ s❡r✐❡s ✑ ✇✐t❤ ♦♥❡ t❡r♠✳ ❚❤❡ s❝✲✦❛❣★
tr✐❣♦♥♦♠❡tr✐❝ ❛♥❞ ♣♦❧②♥♦♠✐❛❧ ❛r❣✉♠❡♥ts ❛r❡ s❡t t♦ ③❡r♦ ❛♥❞ t❤❡ ♥✉♠❡r✐❝❛❧ ❝♦❡✪❝✐❡♥t
t♦ ✤✳
◆✯✏✗✒  ✘✑✥✿ t❤❡ ✐♥t❡❣❡r ❢✉♥❝t✐♦♥ ◆✯✏✗✒  ❣✐✈❡s t❤❡ ♥✉♠❜❡r ♦❢ t❡r♠s ♦❢ t❤❡ s❡r✐❡s ✐❞❡♥t✐☞❡❞
❜② ✑✳
✰✗✏✬✴✘✑✱❥✱✙✚✱✂✛✜✱✢①✣✱✤✥✿ t❤❡ s✉❜r♦✉t✐♥❡ ✰✗✏✬✴ ❞❡❝♦❞❡s t❤❡ ✹✲t❤ t❡r♠ ♦❢ t❤❡ s❡r✐❡s ❆❀
t❤❡ s❝✲✦❛❣ ✐s ♣❧❛❝❡❞ ✐♥ ✙✚★ t❤❡ tr✐❣♦♥♦♠❡tr✐❝ ✭r❡s♣✳ ♣♦❧②♥♦♠✐❛❧✮ ❛r❣✉♠❡♥ts ✐♥ t❤❡
✈❡❝t♦r ✂✛✜ ✭r❡s♣✳ ✢①✣✮ ❛♥❞ t❤❡ ♥✉♠❡r✐❝❛❧ ❝♦❡✪❝✐❡♥t ✐♥ ✤✳ ❚❤❡ s✉❜r♦✉t✐♥❡ ✐s ✉s✉❛❧❧②
❝❛❧❧❡❞ ✇✐t❤✐♥ ❛ ❞♦ ❧♦♦♣ ❢r♦♠ ✶ t♦ ◆✯✏✗✒ ✘✑✥ ✐♥ ♦r❞❡r t♦ ♦♣❡r❛t❡ ♦♥ ❡❛❝❤ t❡r♠s ♦❢
t❤❡ s❡r✐❡s✳
✫❖❚❊✿ t❤❡ ❞✐♠❡♥s✐♦♥ ♦❢ ❛r❣ ✭r❡s♣✳ ❡✩♣✮ s❤♦✉❧❞ ❜❡ ♥✈t ✭r❡s♣✳ ♥✈♣✮ ♦r ❧♦♥❣❡r✳ ❚❤❡
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✐♥t❡❣❡r s❝ ✐s ✵ ❢♦r ❛ ❝♦s✐♥❡ ❛♥❞ ✶ ❢♦r ❛ s✐♥❡✳
P❘■◆❚ ✭ ✁✱❆✱❧✂❜✄❧✱ ✮ ✿ t❤❡ s✉☎r♦✉t✐♥❡ P❘■◆❚ ♦✉t♣✉t ✐♥ t❤❡ ❋❖✆✝✆✞✟ ☞✠❡  ✁ t❤❡ s❡r✐❡s
❆ ✉♥❞❡r ❛♥ ✐❞❡♥t✐❢②✐♥❣ ✠❛☎❡✠ ❝♦♠♣♦s❡❞ ♦❢ t❤❡ ❝❤❛r❛❝t❡r str✐♥❣ ❧✂❜✄❧ ❛♥❞ t❤❡ ✐♥t❡❣❡r ✐✳
✝❤❡ ♦✉t♣✉t ❝♦♥s✐st ♦❢ ❛ ✠✐st ♦❢ t❤❡ t❡r♠s ✉♥❞❡r t❤❡ ❢♦r♠ ✡s✐♥❡✲❝♦s✐♥❡ ✌❛❣☛ ❛r❣✉♠❡♥ts☛
❡①♣♦♥❡♥ts☛ ❝♦❡✍❝✐❡♥t✎✳
✟❖✝❊✿ s❡❡ ✏❘❉✑❘ ❙■❩✑☛ ☎❡✠♦✇ ❢♦r ♣r✐♥t✐♥❣ ✇✐t❤ ❛ s♣❡❝✐❛✠ ♦r❞❡r✐♥❣ ♦❢ t❤❡ t❡r♠s✳
❘✑❆❉ ✭ ✁✱❆✮ ✿ t❤❡ s✉☎r♦✉t✐♥❡ ❘✑❆❉ ✐♥♣✉ts t❤❡ s❡r✐❡s ❆ ❢r♦♠ t❤❡ ✉♥✐t ❞❡s✐❣♥❛t❡❞ ☎②  ✁✳
✝❤❡ ✉♥✐t ✐s ❛ss✉♠❡❞ t♦ ☎❡ ✁✒✓✔ ❢♦r ✐♥♣✉t✳ ✝❤❡ s✉☎r♦✉t✐♥❡ ❛ss✉♠❡s t❤❛t t❤❡ ☞✠❡ ❤❛s
☎❡❡♥ ❝♦♥str✉❝t❡❞ ☎② t❤❡ s✉☎r♦✉t✐♥❡ P❘■◆❚✳ ✝❤❡ s✉☎r♦✉t✐♥❡ ❝❤❡❝❦s t❤❛t t❤❡ ❝✉rr❡♥t
♥❛♠❡s ♦❢ t❤❡ ✈❛r✐❛☎✠❡s ♠❛t❝❤ t❤❡ ♥❛♠❡s ❛ttr✐☎✉t❡❞ ✇❤❡♥ ❢♦r♠✐♥❣ t❤❡ ☞✠❡✳ ✝❤❡ s❡r✐❡s
❆ s❤♦✉✠❞ ☎❡ ❛♥ ❡♠♣t② s❡r✐❡s✳
✕❯❇✖✗❯✘✙✚✛ ✜✗✖ ✕✛✖✙✛✕ ▼✢✚✢●✛▼✛✚✘
❈✏P❨ ✭❆✱✣✮✿ t❤❡ s✉☎r♦✉t✐♥❡ ❈✏P❨ t❛❦❡s ❛ ❝♦♣② ♦❢ t❤❡ s❡r✐❡s ❆ ❛♥❞ ✐❞❡♥t✐☞❡s ✐t ☎② ✤✳ ✝❤❡
✐❞❡♥t✐☞❡r ✣ s❤♦✉✠❞ ☎❡ ③❡r♦ ✡✐❞❡♥t✐☞❡r ♦❢ ❛♥ ❡♠♣t② s❡r✐❡s✎ ☎❡❢♦r❡ t❤❡ ❝❛✠✠✳
✑❘❆❙✑ ✭❆✮✿ t❤❡ s✉☎r♦✉t✐♥❡ ✑❘❆❙✑ ❞❡str♦②s t❤❡ s❡r✐❡s ❆ ❛♥❞ r❡❝✠❛✐♠s t❤❡ r♦♦♠ ♣r❡✈✐♦✉s✠②
♦❝❝✉♣✐❡❞ ☎② ✐t✳
❘✑◆❆✥✑ ✭❆✱✣✮ ✿ t❤❡ s✉☎r♦✉t✐♥❡ ❘✑◆❆✥✑ ❡①❝❤❛♥❣❡s t❤❡ ✐❞❡♥t✐☞❡rs ♦❢ t❤❡ s❡r✐❡s ❆ ❛♥❞ ✣✳
❈✦❚✑P❙ ✭❆✱✧✮✿ t❤❡ s✉☎r♦✉t✐♥❡ ❈✦❚✑P❙ ❞r♦♣s☛ ✐♥ t❤❡ s❡r✐❡s ✐❞❡♥t✐☞❡❞ ☎② ❆☛ ❛✠✠ t❤❡ t❡r♠s
✇✐t❤ ❛ ❝♦❡✍❝✐❡♥t ✠❡ss ✡✐♥ ❛☎s♦✠✉t❡ ✈❛✠✉❡✎ t❤❛♥ ✧✳
❈❍❆◆★✑ ◆❆✥✑✭✩❧✪✫✂✬✄✯ ✫✄✰✫✂✬✄✮ ✿ t❤❡ s✉☎r♦✉t✐♥❡s s✉☎st✐t✉t❡ t♦ t❤❡ ♥❛♠❡ ✁✴✷✔✸✹✓ ♦❢
❛ ✈❛r✐❛☎✠❡ t❤❡ ♥❡✇ ♥❛♠❡ ✔✓✺✔✸✹✓✳ ✝❤✐s ✐s ✉s❡❞ ♠❛✐♥✠② ☎❡❢♦r❡ ❛♥❞ ❛❢t❡r t❤❡ ❝❛✠✠
t♦ ❛ s♣❡❝✐❛✠✐③❡❞ r♦✉t✐♥❡ ✡✠✐❦❡ ✷✓✻✼✣ ✽✾ ④ s❡❡ ☎❡✠♦✇✎ ✇❤✐❝❤ ❡①♣❡❝ts ✈❛r✐❛☎✠❡s ✇✐t❤
❛ s♣❡❝✐☞❝ ♥❛♠❡❀ ♦r ☎❡❢♦r❡ ♣r✐♥t✐♥❣ ✐❢ s♦♠❡ ✈❛r✐❛☎✠❡s ❤❛✈❡ ❝❤❛♥❣❡❞ ♠❡❛♥✐♥❣ ✐♥ t❤❡
❝♦✉rs❡ ♦❢ t❤❡ ♣r♦❣r❛♠✳
■◆❉✑❳❆❘★✭✫✂✬✄✮ ✿ ✐♥t❡❣❡r ❢✉♥❝t✐♦♥ t❤❡ ✈❛✠✉❡ ♦❢ ✇❤✐❝❤ ✐s t❤❡ r❛♥❦ ♦❢ t❤❡ tr✐❣♦♥♦♠❡tr✐❝
✈❛r✐❛☎✠❡ t❤❡ ♥❛♠❡ ♦❢ ✇❤✐❝❤ ✐s ✫✂✬✄✳
■◆❉✑❳P✏▲✭✫✂✬✄✮ ✿ ✐♥t❡❣❡r ❢✉♥❝t✐♦♥ t❤❡ ✈❛✠✉❡ ♦❢ ✇❤✐❝❤ ✐s t❤❡ r❛♥❦ ♦❢ t❤❡ ♣♦✠②♥♦♠✐❛✠
✈❛r✐❛☎✠❡ t❤❡ ♥❛♠❡ ♦❢ ✇❤✐❝❤ ✐s ✫✂✬✄✳
✏❘❉✑❘ ❙■❩✑✭❁✓✾✮ ✿ t❤❡ s✉☎r♦✉t✐♥❡s ♦r❞❡r t❤❡ s❡r✐❡s ❛❝❝♦r❞✐♥❣ t♦ t❤❡ s✐③❡ ♦❢ t❤❡ ❛☎s♦✠✉t❡
✈❛✠✉❡ ♦❢ t❤❡ ❝♦❡✍❝✐❡♥ts✳ ✝❤✐s ♦r❞❡r✐♥❣ ✐s ♥❡❝❡ss❛r② ❢♦r t❤❡ ❛r❣✉♠❡♥ts ❆ ❛♥❞ ✣ ♦❢
P❘✏❉❈❚ ❛♥❞ t❤✐s s✉☎r♦✉t✐♥❡ ✇✐✠✠ ❝❛✠✠ ✐t✳ ✝❤❡ s✉☎r♦✉t✐♥❡ ♠❛② ❛✠s♦ ☎❡ ✉s❡❢✉✠ ☎❡❢♦r❡ ❛
P❘■◆❚☛ ✐❢ t❤❡ ✉s❡r ✇❛♥ts t❤❡ t❡r♠s t♦ ☎❡ ♣r✐♥t❡❞ ✐♥ t❤❛t ♦r❞❡r✳ ❂♥ t❤❛t ❝❛s❡ ✐t ✐s t❤❡
r❡s♣♦♥s❛☎✐✠✐t② ♦❢ t❤❡ ✉s❡r t♦ ❝❛✠✠ t❤❡ ♦r❞❡r✐♥❣ s✉☎r♦✉t✐♥❡✳
✟❖✝❊✿ ✝❤❡ r♦✉t✐♥❡ ❝❤❛♥❣❡s t❤❡ s✐❣♥ ♦❢ t❤❡ ✐❞❡♥t✐☞❡r ♦❢ t❤❡ s❡r✐❡s ♦r❞❡r❡❞ t❤✐s ✇❛②
s♦ t❤❛t ♦t❤❡r s✉☎r♦✉t✐♥❡s ❦♥♦✇ ❛☎♦✉t t❤❡ ♦r❞❡r✐♥❣✳
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❖❘❉❊❘ ❈❖❉❊✭s❡r✮ ✿ t❤  ✁✉❜✂♦✉t✐♥ ✁ ♦✂❞ ✂ t❤  ✁ ✂✐ ✁ ❛❝❝♦✂❞✐♥❣ t♦ t❤  ❧ ①♦❣✂❛♣❤✐❝ ♦✂❞ ✂ ♦❢
t❤  ❦ ②✁✳ ❚❤✐✁ ♦✂❞ ✂✐♥❣ ✐✁ ♥ ❝ ✁✁❛✂② ❢♦✂ ✁ ✂✐ ✁ ✇❤✐❝❤ ❝❛♥ ♣♦✁✁✐❜❧② ❜  ❝❤❛♥❣ ❞ ✄✇❤✐❝❤
❛✂  ♦✉t♣✉t ♦❢ ✁✉❝❤ ♦♣ ✂❛t✐♦♥✁ ❛✁ ❙☎❖❘❊✱ ❆❈❯▼✱ P❘❖❉✱ P❘❖❉❈☎✱P❉❊❘☎✱ P❉❊❘P✆✳ ❚❤ ✁ 
✁✉❜✂♦✉t✐♥ ✁ ✇✐❧❧ ❛✉t♦♠❛t✐❝❛❧❧② ❝❛❧❧ t❤  ♦✂❞ ✂✐♥❣ ✁✉❜✂♦✉t✐♥  ✐❢ ♥  ❞ ❜ ✳
✝✞❇✟✠✞✡■◆☛ ❋✠✟ ☞▲●☛❇✟☞■✌ ✠✍☛✟☞✡■✠◆✝
❙❈❆✎❊ ✭❆✏✑✮✿ t❤  ✁✉❜✂♦✉t✐♥  ❙❈❆✎❊ ♠✉❧t✐♣❧✐ ✁ t❤  ✁ ✂✐ ✁ ✐❞ ♥t✐✒ ❞ ❜② ❆ ❜② ✑✳
❙❈❆✎❊P ✭❆✏ ✓✔✕✖✗✘✙✏✑✮✿ t❤  ✁✉❜✂♦✉t✐♥  ❙❈❆✎❊P ✁❝❛❧ ✁✱ ✐♥ t❤  ✁ ✂✐ ✁ ✐❞ ♥t✐✒ ❞ ❜② ❆✱ t❤ 
♣♦❧②♥♦♠✐❛❧ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✗✘✙ ❜② t❤  ❢❛❝t♦✂ ✑✳
❊❱❆✎P ✭❆✏ ✓✔✕✖✗✘✙✏✑✮✿ ✐♥ t❤  ✁ ✂✐ ✁ ✐❞ ♥t✐✒ ❞ ❜② ❆✱ t❤  ✁✉❜✂♦✉t✐♥  ❊❱❆✎P ❣✐✈ ✁ t❤ 
✈❛❧✉  ✑ t♦ t❤  ♣♦❧②♥♦♠✐❛❧ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✗✘✙✳
❊❱❆✎☎ ✭❆✏ ✓✔✕✖✚✛✜✢✏✑✮✿ ✐♥ t❤  ✁ ✂✐ ✁ ✐❞ ♥t✐✒ ❞ ❜② ❆✱ t❤  ✁✉❜✂♦✉t✐♥  ❊❱❆✎☎ ❣✐✈ ✁ t❤ 
✈❛❧✉  ✑ t♦ t❤  t✂✐❣♦♥♦♠ t✂✐❝ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✚✛✜✢✳
❳▼❖✣ ✭❆✏✓✔✕✖✗✘✙✏✤✥✦r✮✿ t❤  ✁✉❜✂♦✉t✐♥  ❳▼❖✣ ♠✉❧t✐♣❧② t❤  ✁ ✂✐ ✁ ✐❞ ♥t✐✒ ❞ ❜② ❆ ❜② t❤ 
♠♦♥♦♠✐❛❧ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✗✘✙ t♦ t❤  ♣♦✇ ✂ ✤✥✦r✳
❆❈❯▼ ✭❆✏✧✏✑✮✿ t❤  ✁✉❜✂♦✉t✐♥  ❆❈❯▼ ✂ ♣❧❛❝ ✁ t❤  ✁ ✂✐ ✁ ✧ ❜② ✐t✁ ♣✂ ✈✐♦✉✁ ❝♦♥t ♥t ❛✉❣✲
♠ ♥t ❞ ❜② t❤  ♣✂♦❞✉❝t ✑✯❆✳
P❘❖❉ ✭❆✏✧✏❈✏✑✮✿ t❤  ✁✉❜✂♦✉t✐♥  P❘❖❉ ✂ ♣❧❛❝ ✁ t❤  ✁ ✂✐ ✁ ❈ ❜② ✐t✁ ♣✂ ✈✐♦✉✁ ❝♦♥t ♥t
❛✉❣♠ ♥t ❞ ❜② t❤  ♣✂♦❞✉❝t ✑✯❆✯✧✳
P❘❖❉❈☎ ✭❆✏✧✏❈✏✑✏ ★✮✿ t❤  ✁✉❜✂♦✉t✐♥  P❘❖❉❈☎ ❛❝t✁ ❛✁ t❤  ✁✉❜✂♦✉t✐♥  P❘❖❉✱  ①❝ ♣t t❤❛t
t❤  ♣✂♦❞✉❝t ♦❢ ✐♥❞✐✈✐❞✉❛❧ t ✂♠✁ ✐✁ ❞✐✁❝❛✂❞ ❞  ❛❝❤ t✐♠  t❤  ❛❜✁♦❧✉t  ✈❛❧✉  ♦❢ ✐t✁ ❝♦ ❢✲
✒❝✐ ♥t ✐✁ ✁♠❛❧❧ ✂ t❤❛♥ ★✳ ❚❤  ❢❛❝t t❤❛t ❆ ❛♥❞ ✧ ❛✂  ♦✂❞ ✂ ❞ ❛❝❝♦✂❞✐♥❣ t♦ ✁✐③   ♥❛❜❧ ✁
t❤  ✁✉❜✂♦✉t✐♥  t♦ ✁❦✐♣ ♠❛♥② ♣✂♦❞✉❝t✁ ♦❢ ✐♥❞✐✈✐❞✉❛❧ t ✂♠✁ ✇✐t❤♦✉t  ✈ ♥ ❝♦♥✁✐❞ ✂✐♥❣
t❤ ♠✳ ✩♦♥✁✐❞ ✂✐♥❣ ❛ ♣♦✁✁✐❜❧  ❛❝❝✉♠✉❧❛t✐♦♥ ♦❢ ♣❛✂t✐❛❧ ✂ ✁✉❧t✁✱ ✐t ✐✁ ❛❞✈✐✁ ❞ t♦ ✁ t t❤ 
❧ ✈ ❧ ♦❢ t✂✉♥❝❛t✉✂  ★ ✇ ❧❧ ❜ ❧♦✇ ✄❛ ❢❛❝t♦✂ ♦❢ ✶✵❄✆ t❤  ♦✈ ✂❛❧❧ ❧ ✈ ❧ ♦❢ t✂✉♥❝❛t✉✂  ✁ t
✐♥ t❤  ✁✉❜✂♦✉t✐♥  ❈❯☎❊P❙ ✇❤✐❝❤ ✐t ✐✁ ✂ ❝♦♠♠ ♥❞ ❞ t♦ ❝❛❧❧ ❛❢t ✂ t❤  ♣✂♦❞✉❝t✳
P❉❊❘☎ ✭❆✏✧✏✓✔✕✖✚✛✜✢✮✿ t❤  ✁✉❜✂♦✉t✐♥  P❉❊❘☎ ❛❞❞ t♦ t❤  ✁ ✂✐ ✁ ✧ t❤  ❞ ✂✐✈❛t✐✈  ♦❢ ❆ ✇✐t❤
✂ ✁♣ ❝t t♦ t❤  t✂✐❣♦♥♦♠ t✂✐❝ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✚✛✜✢✳
P❉❊❘P ✭❆✏✧✏✓✔✕✖✗✘✙✮✿ t❤  ✁✉❜✂♦✉t✐♥  P❉❊❘P ❛❞❞ t♦ t❤  ✁ ✂✐ ✁ ✧ t❤  ❞ ✂✐✈❛t✐✈  ♦❢ ❆ ✇✐t❤
✂ ✁♣ ❝t t♦ t❤  ♣♦❧②♥♦♠✐❛❧ ✈❛✂✐❛❜❧  ✐❞ ♥t✐✒ ❞ ❜② ✓✔✕✖✗✘✙✳
❙❯✧❙☎✪☎❯☎❊ ✭❆✏✧✏✓✔✕✖✗✘✙✮✿ t❤  ✁✉❜✂♦✉t✐♥  ❙❯✧❙☎✪☎❯☎❊ ✂ ♣❧❛❝  ✐♥ t❤  ✁ ✂✐ ✁ ❆ t❤ 
✈❛✂✐❛❜❧  ✓✔✕✖✗✘✙ ❜② t❤  ✁ ✂✐ ✁ ✧✳ ❚❤  ✈❛✂✐❛❜❧  ✓✔✕✖✗✘✙ ✁❤♦✉❧❞ ♥♦t ❛♣♣ ❛✂ t♦ ❛
♥ ❣❛t✐✈  ♣♦✇ ✂ ✐♥ t❤  ✁ ✂✐ ✁ ❆✳
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❱❊❈❚❖❘■❆▲ ❖P❊❘❆❚■❖◆❙
 ❤❡ ✈❡❝t♦r✐❛❧ ♦♣❡r❛t✐♦♥s ❛ss✉♠❡ t❤❛t t❤❡ ❭s❡r✐❡s✧ ❝♦❞❡❞ ✐♥ t❤❡ ❝❛❧❧✐♥❣ s❡q✉❡♥❝❡ ✭❧✐❦❡ ✁✱❇✱✂
❜❡❧♦✇✮ ❛r❡ ❛❝t✉❛❧❧② ❛rr❛②s ♦❢ t❤❡ t②♣❡ ✁✄✵✿☎✆✝✞✆✟✳  ❤❡ r❡s✉❧ts ❛r❡ ❝♦♠♣✉t❡❞ ♦♥❧②
✉♣ t♦ ☎✆✝✞✆✳  ❤❡ ✈❛❧✉❡ ♦❢ ☎✆✝✞✆ s❤♦✉❧❞ ❜❡ s♠❛❧❧❡r ♦r ❡q✉❛❧ t♦ ☎✆✝✠✡① ❞❡☞♥❡❞ ✐♥
t❤❡ ♠♦❞✉❧❡ ☛✡✆✡✠✞✌✞✆✍✳ ❋♦r ✐♥st❛♥❝❡ ❢♦r t❤❡ ♣r♦❞✉❝t ✎ ✏ ✑ ✦ ✒✓ t❤❡ r♦✉t✐♥❡s
❝♦♠♣✉t❡s ✔
✒✭✕✮ ❂ ✒✭✕✮ ✰ ✎✭✕✮ ✏ ✑✭✕✮
✒✭✶✮ ❂ ✒✭✶✮ ✰ ✎✭✕✮ ✏ ✑✭✶✮ ✰ ✎✭✶✮ ✏ ✑✭✕✮










✗ ✜❯❇✜✣✥✣❯✣✚ ✄✁✱❇✱✴✪✸✬✹✺✩✱☎✆✝✞✆✟✔ ❜♦t❤ ✁ ❛♥❞ ❇ ❛r❡ ✈❡❝t♦rs✔ ✁✄✵✿☎✆✝✞✆✟ ❛♥❞ ❇✄✵✿☎✆✝✞✆✟✳
 ❤❡ s✉❜r♦✉t✐♥❡ ✗ ✜❯❇✜✣✥✣❯✣✚ r❡♣❧❛❝❡ ✐♥ t❤❡ s❡r✐❡s ✁✄✻✟ t❤❡ ✈❛r✐❛❜❧❡ ✴✪✸✬✹✺✩ ❜② t❤❡
❡✼♣❛♥s✐♦♥ ✉♣ t♦ ♦r❞❡r ☎✆✝✞✆ ♦❢ t❤❡ s❡r✐❡s ❇✽
✾
❀
❇✄❁✟✳  ❤❡ ✈❛r✐❛❜❧❡ ✴✪✸✬✹✺✩ s❤♦✉❧❞
♥♦t ❛♣♣❡❛r t♦ ❛ ♥❡❣❛t✐✈❡ ♣♦✇❡r ✐♥ t❤❡ s❡r✐❡s ✁✄✻✟✳
❃❄ ❅✔ ● ❢r❡q✉❡♥t ❡rr♦r ♦❢ ✉s❡rs ✐s t♦ ❢♦r❣❡t t♦ ❝♦❞❡ t❤❡ ❛r❣✉♠❡♥t ☎✆✝✞✆✳
▲❖❲ ▲❊❱❊▲ ❙❍❏❘❖❍❚■◆❊❙ ✔  ❤❡② s❤♦✉❧❞ ♥♦t ❜❡ ❝❛❧❧❡❞ ❜② t❤❡ ❭♥♦r♠❛❧ ✉s❡r✧✳  ❤❡②
❛r❡ ❞❡s❝r✐❜❡❞ ❤❡r❡ ❢♦r t❤❡ s❛❦❡ ♦❢ ❝♦♠♣❧❡t❡♥❡ss✳
❑ ✥✢✥✣✄✁✟ ✔ ●ttr✐❜✉t❡ ❛ ❧♦❝❛t✐♦♥ t♦ ❛ ♥❡✇ s❡r✐❡s ♥❛♠❡❞ ✇❤❡♥ ✁✓ ✇❤❡♥ ✐ts ☞rst t❡r♠ ✐s
❝r❡❛t❡❞✳ ◗t ✐s ❝❛❧❧❡❞ ❜② t❤❡ s✉❜r♦✉t✐♥❡s ✂✘✙❨ ❛♥❞ ✙❯✣✣✛▼✳
❑ ▼✘✗✚❇✯✘✂❳✄❩❬✱☎❩✝❪✞❬✱✻✞❫❪✞❬✟ ✔ ♠♦✈❡s ❜❧♦❝❦s ♦❢ ❞❛t❛ ✐♥ t❤❡ t❛❜❧❡s✳ ◗t ✐s ❝❛❧❧❡❞ ❜②
t❤❡ s✉❜r♦✉t✐♥❡s ▼✘✗✚ ✣✘ ✚✢❉ ❛♥❞ ✚✛✁✜✚✳
❑ ▼✘✗✚ ✣✘ ✚✢❉✄✁✟ ✔ ♠♦✈❡s t❤❡ s❡r✐❡s ✁ t♦ t❤❡ ❡♥❞ ♦❢ t❤❡ ✇♦r❦✐♥❣ ❛r❡❛✳ ◗t ✐s ❝❛❧❧❡❞ ❜② t❤❡
s✉❜r♦✉t✐♥❡ ✙❯✣✣✛▼✳
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✎ ❊◆❈❖❉❊✭❝♦❞❡✱s❝✱❛r❣✱❡①♣✮ ✿  ✁✂✄☎ ✐♥ t❤✄ ✈✄ t✁✆ ❝♦❞❡✝ t❤✄ ☎✐♥✄✲ ✁☎✐♥✄ ✌✞✟ s❝ ✞♥✂ t❤✄
✞✆✟✉♠✄♥t☎ ❛r❣ ✞♥✂ ✄✠✡✁♥✄♥t☎ ❡①♣✳ ■t ✐☎  ✞❧❧✄✂ ❜② t❤✄ ☎✉❜✆✁✉t✐♥✄ ❙❚❖❘❊✳
✎ ❉❊❈❖❉❊✭❝♦❞❡✱s❝✱❛r❣✱❡①♣✮ ✿ ✆✄✈✄✆☎✄ ✁✡✄✆✞t✐✁♥❀ ✂✄ ✁✂✄☎ ❢✆✁♠ t❤✄ ✈✄ t✁✆ ❝♦❞❡✝ t❤✄
☎✐♥✄✲ ✁☎✐♥✄ ✌✞✟ s❝ ✞♥✂ t❤✄ ✞✆✟✉♠✄♥t☎ ❛r❣ ✞♥✂ ✄✠✡✁♥✄♥t☎ ❡①♣✳ ■t ✐☎  ✞❧❧✄✂ ❜② t❤✄
☎✉❜✆✁✉t✐♥✄☎ ❋❊❚❈❍ ✞♥✂ ❙❈❆▲❊P✳
✎ ❙❊❆❘❈❍ ✭❆✱❝♦❞❡✱☛❡☞✍✮✿ t❤✄ ☎✉❜✆✁✉t✐♥✄ ❙❊❆❘❈❍ ✐♥✂✐ ✞t✄☎ ✐♥ ☛❡☞✍ t❤✄ ❧✁ ✞t✐✁♥ ✁❢ t❤✄
t✄✆♠ ✐✂✄♥t✐✏✄✂ ❜② t❤✄  ✁✂✄✂ ✞✆✆✞② ❝♦❞❡ ✐♥ t❤✄ ☎✄✆✐✄☎ ❆ ✝ ✁✆✝ ✐❢ ☎✉ ❤ ✞ t✄✆♠ ✂✁✄☎
♥✁t ✄✠✐☎t ✐♥ ❆✝ t❤✄ ❧✁ ✞t✐✁♥ ✁❢ t❤✄ t✄✆♠ ✇❤✐ ❤ ☎❤✁✉❧✂ ✐♠♠✄✂✐✞t✄❧② ✡✆✄ ✄✄✂ ✐t✳ ✑❤✄
☎✉❜✆✁✉t✐♥✄ ✐☎  ✞❧❧✄✂ ❜② P❯❚❚❘▼✳
✎ P❯❚❚❘▼✭❆✱❝♦❞❡✱✒✮ ✿ t❤✄ ☎✉❜✆✁✉t✐♥✄ ✞✂✂☎ t✁ t❤✄ ☎✄✆✐✄☎ ❆✝ ✞ t✄✆♠ t❤✄ ✞✆✟✉♠✄♥t☎ ✞♥✂
✄✠✡✁♥✄♥t☎ ✁❢ ✇❤✐ ❤ ✞✆✄  ✁✂✄✂ ✐♥ ❝♦❞❡✝ ✞♥✂ t❤✄ ♥✉♠✄✆✐ ✞❧  ✁✄✓ ✐✄♥t ✁❢ ✇❤✐ ❤ ✐☎ ✒✳
■t ✐☎  ✞❧❧✄✂ ❜② t❤✄ ☎✉❜✆✁✉t✐♥✄☎ ❙❚❖❘❊ ✞♥✂ ❆❈❯▼✳
✎ ❊❘❘❖❘ ✿ ❤✞♥✂❧✄☎ t❤✄ ✄✆✆✁✆ ♠✄☎☎✞✟✄☎ ✁❢ t❤✄ ✁t❤✄✆ ☎✉❜✆✁✉t✐♥✄☎ ✁❢ ▼❙◆❛✔✳ ■t ✐☎  ✞❧❧✄✂ ❜②
♠✁☎t ✁❢ t❤✄ ☎✉❜✆✁✉t✐♥✄☎✳
✕✖✗✘✙✚✛✙❩✗✜ ✢✖✗✣✚✤✙✢✥✕
P❖❲❊❘✭❆✱✒✱♦r❞❡r✮
✑❤✄ ☎✉❜✆✁✉t✐♥✄ P❖❲❊❘ ✞☎☎✉♠✄☎ t❤✞t ❆ ✐☎ ✞♥ ✞✆✆✞② ❆✭✵✦♦r❞❡r✮✝ ✇✐t❤ ❆✭❦✮ t❤✄  ✁♠✡✁♥✄♥t ✁❢
✁✆✂✄✆ ❦ ✐♥ ✞♥ ✄✠✡✞♥☎✐✁♥ ✐♥ ✡✁✇✄✆☎ ✁❢ ☎✁♠✄ ❭☎♠✞❧❧ ✡✞✆✞♠✄t✄✆✧✳ ★☎ ✞♥ ✐♥✡✉t✝ t❤✄
☎✄✆✐✄☎ ❆✭✵✮ ✐☎ ☎✉✡✡✁☎✄✂ t✁ ❜✄ t❤✄ ✉♥✐t ☎✄✆✐✄☎ ✩✶✪✯❝♦s✭✵✮✫✳ ✑❤✄ ☎✉❜✆✁✉t✐♥✄ ✆✞✐☎✄☎ ❆
t✁ t❤✄ ✡✁✇✄✆ ✒✝ ✉✡ t✁ ✁✆✂✄✆ ♦r❞❡r ✐♥ ✡✁✇✄✆☎ ✁❢ t❤✄ ☎♠✞❧❧ ✡✞✆✞♠✄t✄✆✳
P❖▲❆❘ ❚❖ ❈❆❘❚✭❆✱✬✰✴✷✸✱✬✰✴✷✹✱✬✰✴✷❳✱✬✰✴✷❨✮
✑❤✄ ✈✞✆✐✞❜❧✄☎ ✬✰✴✷✸ ✞♥✂ ✬✰✴✷✹ ✞✆✄ t❤✄ ✡✁❧✞✆  ✁✁✆✂✐♥✞t✄☎ ✩✬✰✴✷✸ t❤✄ ✂✐☎t✞♥ ✄ ✞♥✂ ✬✰✴✷✹ t❤✄
✞♥✟❧✄✫ ✁❢ ✞ ✡✁✐♥t ✁❢ t❤✄ ✡❧✞♥✄✝ ✞♥✂ t❤✄ ✡✁❧②♥✁♠✐✞❧ ✈✞✆✐✞❜❧✄☎ ✬✰✴✷❳ ✞♥✂ ✬✰✴✷❨ t❤✄
 ✞✆t✄☎✐✞♥  ✁✁✆✂✐♥✞t✄☎ ✁❢ t❤✄ ☎✞♠✄ ✡✁✐♥t✳ ✑❤✄ ☎✉❜✆✁✉t✐♥✄ P❖▲❆❘ ❚❖ ❈❆❘❚ t✆✞♥☎❢✁✆♠☎✝
✐♥ t❤✄ ☎✄✆✐✄☎ ✺✝ t❤✄ ✡✁❧✞✆  ✁✁✆✂✐♥✞t✄☎ ✐♥t✁  ✞✆t✄☎✐✞♥  ✁✁✆✂✐♥✞t✄☎✳
❈❆❘❚ ❚❖ P❖▲❆❘✭❆✱✬✰✴✷✸✱✬✰✴✷✹✱✬✰✴✷❳✱✬✰✴✷❨✮
✑❤✄ ✡✁❧②♥✁♠✐✞❧ ✈✞✆✐✞❜❧✄☎ ✬✰✴✷❳ ✞♥✂ ✬✰✴✷❨ ✞✆✄ t❤✄  ✞✆t✄☎✐✞♥  ✁✁✆✂✐♥✞t✄☎ ✁❢ ✞ ✡✁✐♥t ✁❢ t❤✄
✡❧✞♥✄ ✞♥✂ t❤✄ ✈✞✆✐✞❜❧✄☎ ✬✰✴✷✸ ✞♥✂ ✬✰✴✷✹ t❤✄ ✡✁❧✞✆  ✁✁✆✂✐♥✞t✄☎ ✩✬✰✴✷✸ t❤✄ ✂✐☎✲
t✞♥ ✄ ✞♥✂ ✬✰✴✷✹ t❤✄ ✞♥✟❧✄✫ ✁❢ t❤✄ ☎✞♠✄ ✡✁✐♥t✳ ✑❤✄ ☎✉❜✆✁✉t✐♥✄ ❈❆❘❚ ❚❖ P❖▲❆❘
t✆✞♥☎❢✁✆♠☎✝ ✐♥ t❤✄ ☎✄✆✐✄☎ ✺✝ t❤✄  ✞✆t✄☎✐✞♥  ✁✁✆✂✐♥✞t✄☎ ✐♥ ✡✁❧✞✆  ✁✁✆✂✐♥✞t✄☎✳
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❉❊❱✷❇ ❋❘✭❆✱♦r❞❡r✮
❚❤  s✉❜✁✂✉t✐♥  ❛ss✉♠ s t❤❛t t✇✂ ♣✂❧②♥✂♠✐❛❧ ✈❛✁✐❛❜❧ s ❛✁  ✐✄ ♥t✐☞ ✄ ✁ s♣ ❝t✐✈ ❧② ❜② ✬ ✁✬ ❛♥✄ ✬
 ✬ ❛♥✄ ✂♥  t✁✐❣✂♥✂♠ t✁✐❝ ✈❛✁✐❛❜❧ s ❜② ✬ ❢✬✳ ❚❤  ❛✁❣✉♠ ♥t ❆ ✐s ❛♥ ❛✁✁❛② ❆✭✵✿♦r❞❡r✮☎
✇❤ ✁  ❆✭❦✮ ✐s t❤  ❝✂♠♣✂♥ ♥t ✂❢ ✂✁✄ ✁ ❦ ✐♥ t❤   ①♣❛♥s✐✂♥ ✐♥ ♣✂✇ ✁s ✂❢ ✬  ✬✳ ■♥
t❤  ❢✁❛♠  ✂❢ t❤  t✇✂ ❜✂✄② ♣✁✂❜❧ ♠☎ ✬ ✁✬ st❛♥✄s ❢✂✁ t❤  ♥✂✁♠❛❧✐s ✄ ✄✐st❛♥❝  ✆❂✝☎
✬  ✬ ❢✂✁ t❤   ❝❝ ♥t✁✐❝✐t② ❛♥✄ ✬ ❢✬ ❢✂✁ t❤  t✁✉  ❛♥✂♠❛❧②✳ ❚❤  s✉❜✁✂✉t✐♥  ✁ ♣❧❛❝ s
t❤  ❢✉♥❝t✐✂♥ ❆ ❜② ✐ts  ①♣❛♥s✐✂♥ ✐♥ t ✁♠s ✂❢ t❤   ❝❝ ♥t✁✐❝✐t② ❛♥✄ t❤  ♠ ❛♥ ❛♥✂♠❛❧②✳
❚❤  ✁ s✉❧t ✐s ✐♥✄ ♣ ♥✄ ♥t ✂❢ t❤  ✈❛✁✐❛❜❧  ✬ ✁✬ ✞✐✳ ✳ ❛❧❧ t❤   ①♣✂♥ ♥ts ✂❢ ✬ ✁✬ ❛✁ 
s t t✂ ③ ✁✂✟✳ ■♥ t❤  ✂✉t♣✉t ❆☎ t❤  ✈❛✁✐❛❜❧  ✬ ❢✬ ✄ s✐❣♥❛t s t❤  ♠ ❛♥ ❛♥✂♠❛❧②✳
✠✡✡☛✌✍✎✏ ✠✑ P❛❝✒✐♥❣ t❤  ❛✁❣✉♠ ♥ts ❛♥✄  ①♣✂♥ ♥ts
❚❤  ❛✁❣✉♠ ♥ts ❬❥
✶
❀ ✓ ✓ ✓ ❀ ❥
q
❪ ❛♥✄ t❤   ①♣✂♥ ♥ts ❬✔
✶
❀ ✓ ✓ ✓ ❀ ✔
✕
❪ ✂❢  ❛❝❤ t ✁♠ ✂❢ ❛ s ✁✐ s ❛✁  ♣❛❝✒ ✄ ✐♥ ❛♥
❛✁✁❛② ✂❢ ✐♥t ❣ ✁s✳ ✖✐✁st t❤  t✇✂ ❛✁✁❛②s ✂❢ ❛✁❣✉♠ ♥ts ❛♥✄  ①♣✂♥ ♥ts ❛✁  ❝✂♥❝❛t ♥❛t ✄
✐♥ ✂♥  ❛✁✁❛② ❬✗✞✘✟ ✓ ✓ ✓ ✗✞✙ ✰ ✚✟❪☎ ☞✁st t❤  ❛✁❣✉♠ ♥ts t❤ ♥ t❤   ①♣✂♥ ♥ts ✐♥ t❤  s❛♠ 
✂✁✄ ✁✳ ✛❛❝❤ ✐♥t ❣ ✁ ✗✞❵✟ ✐♥ t❤  ✗✲❧✐st ❤❛s ❜  ♥ ❛ss✐❣♥ ✄ ❛ ♥✉♠❜ ✁ ✂❢ ❜✐ts ✜✞❵✟ ❜② t❤ 
♠✂✄✉❧  ✢✣r✣✤❡✥❡r✦✳ ❙t❛✁t✐♥❣ ❢✁✂♠ t❤  ☞✁st☎  ❛❝❤  ❧ ♠ ♥ts ✂❢ t❤  ❛✁✁❛② ✂❢ ❝✂✄ ✄
✇✂✁✄s ♣❛❝✒s ✧  ❧ ♠ ♥ts ✂❢ t❤  ✗✲❧✐st☎ ✇✐t❤ ✧ ✄ ☞♥ ✄ ✐♥ s✉❝❤ ❛ ✇❛② t❤❛t t❤  ♥✉♠❜ ✁






! Welome in the MSNam, for help onsult file MSNam-help.pdf !
! !
! Created by Mihele Moons !
! Modified in 2004 by Jaques Henrard !




! Module MSparameters !
! This module provides the sizes of all parameters needed in the MSNam !








integer, parameter ::MSnwords=5, MSnvt=6,MSnvp=12,MSnvar=MSnvt+MSnvp
integer, parameter ::MSstorelength=600000, MSnmaxser=200
integer, parameter ::MSordmax=20
integer, dimension(MSnvar),parameter:: MSnmax = &
& (/31,31,31,31,31,31,31,31,31,31,31,31,31,31,31,31,31,31/)
! MSnmax=3 -> 2 bits ; MSnmax=7 -> 3 bits ; MSnmax=15 -> 4 bits
! MSnmax=31 -> 5 bits ; MSnmax=63 -> 6 bits ; . . . . .
harater(len=4), dimension(MSnvt) :: MSnamevt= &
&(/' l1',' l2',' om1',' om2', ' Om1',' Om2'/)
harater(len=4), dimension(MSnvp) :: MSnamevp= &




! Module MSTABLES !
! This module reates the variables needed to use the MSNam, !














harater(len=4):: MSharmess(2)=(/' ',' '/)
end module MSTABLES
!**********************************************************************!
! subroutine INIT(ser) !
! The subroutine INIT attributes a loation to a new series named ser, !









if(ser.ne.0) then ! if the series already exists










MSmessage='error in INIT: too many series'
all ERROR
10 ser=k






! subroutine MOVEBLOCK(lg,oldbeg,newbeg) !









! Chek if we an move the data
if(oldbeg.lt.newbeg.and.newbeg.ne.MSfree) then



























! subroutine MOVE_TO_END(ser) !










if(ser.eq.0) return !if the series is empty
if(abs(ser).gt.MSnmaxser) then !if there are more series than nmaxser
MSmessage='error in MOVE_TO_END: the identifier (1) is&








! The series is already at the end
if(endser.eq.MSfree) return
! Move the series
all MOVEBLOCK(lgser,begser,MSfree)
! Relaim the room previously oupied by the series
all MOVEBLOCK(MSfree-begser,endser,begser)
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! subroutine SEARCH(ser,arg,left) !
! The subroutine SEARCH indiates in left the loation of the term !
! identified by the oded array ode in the series A , or, if suh a !
! term does not exist in A, the loation of the term whih should !










if(abs(ser).gt.MSnmaxser) then !if there are more series than nmaxser
MSmessage='error in SEARCH: the identifier (1) is&






























! subroutine PUTTRM(ser,arg,oefj) !
! The subroutine PUTTRM adds to the series ser, a term the arguments !
! and exponents of whih are oded in arg, and the numerial !












if(abs(ser).gt.MSnmaxser) then !if there are more series than nmaxser
MSmessage='error in PUTTRM: the identifier (1) is&





! Order in lexiographi order
if(ser.lt.0) all ORDER_CODE(ser)

















































! subroutine ENCODE(ode,s,arg,exp) !
! The subroutine ENCODE odes in the vetor ode, the sine-osine flag !
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! test if the arguments are within their ranges
do k=1,MSnvar
if(abs(tablearg(k)).gt.MSnmax(k)) then
MSmessage='error in ENCODE: argument (1) is equal&



























! subroutine DECODE(ode,s,arg,exp) !
! The subroutine DECODE deodes from the vetor ode, the sine-osine !









! deode the s flag
s=mod(ode(1),2)




















! subroutine ERROR !
! The subroutine ERROR handles the error messages of the other !










101 format(' integer (1) = ',I8,' , (2) = ',I8,' , (3) = ',I8)





! subroutine START_MS !
! The subroutine START_MS should be alled before any routine of the !
! MSNam. It initialize several quantities needed for the working of !








&Pform1= '(5x,A3,"(",' , &
&Pform2='I4," ) (",' , &








if(MSnvt.lt.0) then ! if there are no trigonometri variables





if(MSnvp.lt.0) then ! if there are no polynomial variables





do k=1,MSnvar ! If there are no bit allowed to ode
if(MSnmax(k).lt.1) then ! if
MSmessage='error in START_MS: the maximum &








! Build the formats to be used for printing and reading


































! If there are not enough words to ode the arguments
if(bits.ge.32) then
if(iword.eq.MSnwords) then
MSmessage='error in START_MS: need more words&
















! subroutine STORE(ser,s,arg,exp,oef) !
! The subroutine STORE add to the series "ser" a term the sine-osine !
! flag of whih is given in s, arguments and exponents of whih are !












! hek that START_MS has been alled
if(MSheader(MSnvar+7).ne.'COEF') then
MSmessage='error in STORE: the subroutine START_MS &
& has not been alled '
all ERROR
endif
! hek that "ser" is a valid identifier
if(abs(ser).gt.MSnmaxser) then !if there are more series than nmaxser
MSmessage='error in STORE: the identifier (1) is&





! Order in lexiographi order
if(ser.lt.0) all ORDER_CODE(ser)
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! subroutine CONSTANT(ser,alpha) !
! The subroutine CONSTANT reates a series ser with one term. !
! The s-flag, trigonometri and polynomial arguments are set to 0 !











if(ser.ne.0) then ! if the series already exists
MSmessage='error in CONSTANT: the identifier (1) is&










! funtion NBTERM(ser) !
! The integer funtion NBTERM gives the number of terms of the series !










if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in NBTERM: the identifier (1) is&





! number of terms







! subroutine FETCH(ser,j,s,arg,exp,oef) !
! The subroutine FETCH deodes the j-th term of the series ser !
! The s-flag is plaed in s, the trigonometri and polynomial !
! arguments respetively in arg and exp and the numerial oeffiient !













if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in FETCH: the identifier (1) is&





! if j is outside the range of the series
if(j.lt.1.or.j.gt.MSlength(absser)) then
MSmessage='error in FETCH: the index (1) is&












! subroutine PRINT(IO,ser,label,int) !
! The subroutine PRINT output in the FORTRAN file IO the series ser !
! under an identifying label omposed of the arater string label and !
! the integer int. The output onsist in a list of the terms under the !













! "IO" is an integer, unit number of a file open for write
! "ser" is the identifier if the series to be printed
! "label" is a harater string to be printed as the label of
! the series
! "int" is an integer to be printed along the label
! ******************************************************************
! Validation
if(abs(ser).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PRINT: the identifier (1) of the &





! number of terms
nterm=NBTERM(ser)
! write the heading
write(IO,1100)label,int,nterm
1100 format(///,10x,'SERIES',5X,A,5X,I5,/,10X,' NUMBER OF TERMS : '&
&,I6,//)
if(nterm.eq.0) return

















! subroutine READ(IO,ser) !
! The subroutine READ inputs the series ser from the unit designated !
! by IO, whih is supposed to be open for input and built by the !
! subroutine PRINT. !
! The subroutine also heks that the urrent names of the variables !













! "IO" is an integer, unit number of a file open for read
! "ser" is the identifier of the series to be read (ser should
! be zero at input)
! ******************************************************************
! Validation
if(ser.ne.0) then ! if the series already exists
MSmessage='error in READ: the identifier (1) is not the &




















! if the header does no orrespond
do i=1,MSnvar+7
if(readheader(i).ne.MSheader(i)) then
MSmessage= 'error in READ: the variable (1) is identified&

















! subroutine ERASE(ser) !
! The subroutine ERASE destroys the series A and relaims the room !









if(ser.eq.0) return ! if the series is empty -> nothing to do
ser=abs(ser)
if(ser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in ERASE: the identifier (1) is&





















! subroutine COPY(ser1,ser2) !
! The subroutine COPY takes a opy of the series ser1 and identifies !
! it by ser2. The identifier of ser2 must be 0 (empty series) before !










if(ser1.eq.0) return ! If the series ser1 is empty
absser=abs(ser1)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in COPY: the identifier (1) is&





if(ser2.ne.0) then ! if the series ser2 already exists
MSmessage='error in COPY: the identifier (1) is&














! subroutine RENAME(ser1,ser2) !
! The subroutine RENAME exhanges the identifiers of the series ser1 !












! subroutine CUTEPS(ser,epsilon) !
! The subroutine CUTEPS drops, in the series identified by ser, all !










if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in CUTEPS: the identifier (1) is&






! san the series: the retained terms are opied at the beginning






























! subroutine CHANGE_NAME(oldname,newname) !
! The subroutine CHANGE_NAME substitute to the name oldname of a !
















MSmessage='error in CHANGE_NAME: the argument (a)&









! funtion INDEXTRIG(name) !
! The integer funtion INDEXTRIG gives the rank of the trigonometri !












MSmessage='error in INDEXTRIG: the argument (a) &








! funtion INDEXPOL(name) !
! The integer funtion INDEXPOL gives the rank of the polynomial !












MSmessage='error in INDEXPOL: the argument (a) &







! subroutine SCALE(ser,alpha) !
! The subroutine SCALE multiplies the series indentified by ser by !










if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
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MSmessage='error in SCALE: the identifier (1) is&












! subroutine SCALEP(ser,namepol,alpha) !
! The subroutine SCALEP sales, in the series identified by ser, the !











if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in SCALE: the identifier (1) is&









MSmessage='error in SCALEP: the argument (a) is not the name &










! drop the terms whih are smaller than epsilon
all CUTEPS(ser,MSauray)




! subroutine EVALP(ser,namepol,alpha) !
! The subroutine EVALP gives, in the series indentified by ser, the !













if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in SCALE: the identifier (1) is&










MSmessage='error in SCALEP: the argument is not the name &
&of a polynomial variable'
MSintmess=0
all ERROR










! drop the terms whih are smaller than epsilon
all CUTEPS(ser,MSauray)




! subroutine EVALT(ser,nametrig,alpha) !
! The subroutine EVALT gives, in the series indentified by ser, the !















! Remind some trigonometri rules
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! os(X+m.sig) = os(X)*os(m.sig) - sin(X)*sin(m.sig)
! sin(X+m.sig) = sin(X)*os(m.sig) + os(X)*sin(m.sig)
!
! ********************************************************************
! get the maximum multiplier (in absolute value) of "nametrig"







! Find the terms in os(i.trig +X)
! and form CoCo = os(X) and CoSi = sin(X)
!
! NOTE: We avoid onstruting one term of CoCo and then one term of






















! Find the terms in sin(i.trig +X)




























! subroutine XMON(ser,namepol,exponent) !
! The subroutine XMON multiplies the series identified by ser by the !











if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in XMON: the identifier (1) is&










MSmessage='error in XMON: the argument har(1) is not the name of&















! subroutine ACUM(ser,sum,alpha) !
! The subroutine ACUM replaes the series sum by its previous ontent !










if(abs(sum).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in ACUM: the identifier (1) of the &






if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in ACUM: the identifier (1) of the &





! sum should be ordered by ode
all ORDER_CODE(sum)
all MOVE_TO_END(sum)
! sum and ser should not be the same
if(absser.eq.sum) then
MSmessage='error in ACUM: the identifier (1) and (2) of &













! subroutine PROD(serA,serB,produt,alpha) !
! The subroutine PROD replaes the series produt by its previous !



















if(absserA.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &






if(absserB.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &





if(abs(produt).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &





! produt should be ordered aording to the ode
all ORDER_CODE(produt)





! Sum of the exponents
expR=expA+expB
! Produt of the oeffiients
oefR=oefA*oefB*alpha*0.5d0




















! subroutine PRODCT(serA,serB,produt,alpha,eps) !
! The subroutine PRODCT ats as the subroutine PROD, exept that the !
! produt of individual terms is disarded eah time the absolute !



















if(absserA.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &







if(absserB.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &









if(abs(produt).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PROD: the identifier (1) of the &





! produt should be ordered aording to the ode
if(produt.lt.0) all ORDER_CODE(produt)
done=.false.




! Produt of the oeffiients, end the loop on the terms of B if the





! Sum of the exponents
expR=expA+expB
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! Sum and dif of the arguments
argS=argA+argB
argD=argA-argB

















! subroutine PDERT(ser,sumder,nametrig) !
! The subroutine PDERT adds to the series sumder the derivative of ser !












if(sumder.ne.0) then ! if the series sumder already exists
MSmessage='error in PDERT: the identifier (1) of the &






if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PDERT: the identifier (1) of the &




















! subroutine PDERP(ser,sumder,namepol) !
! The subroutine PDERP adds to the series sumder the derivative of ser !












if(sumder.ne.0) then ! if the series sumder already exists
MSmessage='error in PDERP: the identifier (1) of the &






if(ser.eq.0) return ! if the series is empty, nothing to do
absser=abs(ser)
if(absser.gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in PDERP: the identifier (1) of the &


















! subroutine ORDER_SIZE(ser) !
! The subroutine ORDER_SIZE reorders the series ser aording to the !
! size of the absolute value of the oeffiients !






! The sorting algorithm is the "diminishing inrement sort"
! (see Knuth, the art of omputer programming, vol 3, p 85
! the inrements are h_1, h_{s+1} = 1+3h_s, in dereasing
! order














MSmessage='error in ORDER_SIZE: the identifier of the series&






! mark the series as ordered by size
if(ser.gt.0) ser = -ser
if(nt.eq.1) return








! exit if the step with in=1 has been performed
do
if(in.le.0) exit

































! subroutine ORDER_CODE(ser) !
! The subroutine ORDER_CODE reorders the series ser aording to the !
! lexographi (alphabeti) order of the keys (aording to the ode) !






! The sorting algorithm is the "diminishing inrement sort"
! (see Knuth, the art of omputer programming, vol 3, p 85
! the inrements are h_1, h_{s+1} = 1+3h_s, in dereasing
! order











! If the series is empty, do nothing
if(ser.eq.0) return




MSmessage='error in ORDER_CODE: the identifier of the series&














! exit if the step with in=1 has been performed
do
if(in.le.0) exit





































! subroutine SUBSTITUTE(ser,insert,name) !
! The subroutine SUBSTITUTE replaes in the series ser the variable !
! name by the series insert. The variable name should not appear to a !













if(ser.eq.0) return ! if the series is empty, nothing to do
if(abs(ser).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in SUBSTITUTE: the identifier of the series&
& in whih the substitution should be done is (1) &







MSmessage='error in SUBSTITUTE: the identifier of the series&




! Find the index of the polynomial variable
indexp=INDEXPOL(name)





MSmessage='error in SUBSTITUTE: there is a term suh that&































! subroutine V_ERASE(a,order) !









! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_RENAMEE(a,b,order) !










! validation of "order"
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if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_CUTEPS(a,epsilon,order) !











! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_COPY(a,b,order) !










! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_SCALE(a,alpha,order) !









double preision,intent(in) :: alpha
! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_PROD(a,b,,oef,order) !












! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then












! subroutine V_ACUM(a,b,oef,order) !











! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then











! subroutine V_PRINT(iounit,ser,label,order) !










! validation of "order"
if(order.lt.0.or.order.gt.MSordmax) then










! subroutine V_SUBSTITUTE(ser,insert,name,order) !
! The subroutine V_SUBSTITUTE replaes in the series ser(n) the !







! in the series "ser", substitute the series "insert"
! to the polynomial variable "name"
!
















if(order.lt.0.or.order.gt.MSordmax) then ! validation of order







if(abs(ser(k)).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in V_substitute: the identifier of ser(index (1)) &









if(abs(insert(k)).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in V_substitute: the identifier of insert(index (1))&








! Index of the variable to be substituted
indexp=INDEXPOL(name)
! loop on the orders of ser
do n=0,order
! At eah order ompute the highest power of the variable
! to be substituted




! hek that there is no negative powers of the variable
all FETCH(ser(n),j,s,arg,exp,oef)
if(exp(indexp).lt.0) then
MSmessage='error in V_substitute: negative power (1)of the&









! At the order n we have to ompute the powers of "insert" up to order
! "order - n
all CONSTANT(power(0),1.d0)
do k=1,powermax






























! Replae "ser" by "ser" to the power "exponent"
!
! "ser" is a vetor ontaining the suessive orders
! of a funtion expanded in powers of a "small parameter".
! The result is omputed up to order "order" in this parameter.
!












! Chek if ser(0) is the unit series
if(NBTERM(ser(0)).ne.1) then ! if there are more than one term in ser(0)
MSmessage='error in POWER: the number of terms of the zero&






if(arg(n).ne.0) then ! if the arguments of ser(0) aren't zero
MSmessage='error in POWER: the trig arg number (1)&








if(exp(n).ne.0) then ! if the exponents of ser(0) aren't zero
MSmessage='error in POWER: the pol arg number (1)&








! start the omputation at order 0
all ACUM(ser(0),temp(0),1.d0)
if(n.eq.0) return





















! subroutine POLAR_TO_CART(ser,nameamp,nametrig,nameX,nameY) !
! The subroutine POLAR_TO_CART transforms in the series ser, the polar !
! oordinates nameamp and nametrig into artesian oordinates nameX !















if(abs(ser).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in SPOLAR_TO_CART: the identifier of the series&
& in whih the substitution should be done is (1) &


















! Subtrat from the exponent of R the absolute value of the trig argument





MSmessage='error in POLAR_TO_CART: the exponent &




















! R^m*os(X+m.r) = os(X)*R^m*os(m.r) - sin(X)*R^m*sin(m.r)










! get the maximum multiplier of "nametrig"





















! Find the terms in os(i.r +X)
! and form CoCo = os(X) and CoSi = [sign(i)℄.sin(X)
!
! NOTE: We avoid onstruting one term of CoCo and then one term of
















! Find the terms in sin(i.r +X)




































! subroutine CART_TO_POLAR(ser,nameamp,nametrig,nameX,nameY) !
! The subroutine CART_TO_POLAR transforms in the series ser, the !
! artesian oordinates nameX and nameY into polar oordinates nameamp !












if(abs(ser).gt.MSnmaxser) then ! if there are more series than permitted
MSmessage='error in SUBSTITUTE: the identifier of the series&
& in whih the substitution should be done is (1) &












































MSmessage='error in dev2B_fr: the identifier of ser(see (1))&









! Find the indexes of "e" the eentriity,
! "r" the ratio r/a,




if(MSnamevp(inde).eq.' e') goto 100
enddo




if(MSnamevp(indr).eq.' r') goto 200
enddo




if(MSnamevt(indf).eq.' f') goto 300
enddo





















! Formation of the generator of the Lie transform whih defines
! the expansion
!
! dr/de = -os f = RW/e
!



























! Expansion of "ser" by Lie transform
!
! ***********************************************************************































! Renormalisation: set to zero the exponent of r


















! funtion BINOM(n,m) !




































! The subroutine substitute in the series 'input' the angular variable
! the name of whih is 'angle' by the expression angle + pert
! (where pert is a series assumed to be small).
176
!! The substitution is done by expansion is series up to the power 'order'
! of 'pert'.
!





integer , intent(in):: pert,order













MSmessage='error in DEV_ANGLE: the identifier (1) of the input&






MSmessage='error in DEV_ANGLE: the identifier (1) of the pert&






MSmessage= 'error in DEV_ANGLE : order (see (1)) is not &







































! No terms ontaining 'angle' are left;
























! os(j*angle + j*pert + phi) = os(j*angle + phi)*os(j*pert)


























! sin(j*angle + j*pert + phi) = sin(j*angle + phi)*os(j*pert)
































C.1 υ-And, système moyennisé
Ci-dessous se trouvent les données onernant la série p5.4q vue au Chapitre 5.
s p1 p2 E1 E2 Coeient
0 0 0 0 0 0.1028814873602426D+01
0 0 0 2 0 0.5028538710029945D-01
0 0 0 0 2 0.5028538710029944D-01
0 1 -1 1 1 -0.4076228931886004D-01
0 1 -1 1 3 -0.1222586149960201D+00
0 0 0 2 2 0.1197001849250330D+00
0 0 0 0 4 0.6709635675735098D-01
0 1 -1 3 1 -0.4221317158954681D-01
0 2 -2 2 2 0.2213605213725824D-01
0 0 0 4 0 -0.7246264294834475D-02
0 1 -1 1 5 -0.2524696341343997D+00
0 0 0 2 4 0.2467628264483285D+00
0 1 -1 3 3 -0.1921063144213280D+00
0 2 -2 2 4 0.9925686521957974D-01
0 0 0 0 6 0.8758635391968309D-01
0 2 -2 4 2 0.1933648622251537D-01
0 0 0 4 2 0.1536832637434396D-01
0 3 -3 3 3 -0.1169269078562161D-01
0 1 -1 5 1 0.6836391071059079D-02
0 0 0 6 0 -0.1935582947009399D-02
0 1 -1 3 5 -0.6196370195770786D+00
0 0 0 2 6 0.5074002052071770D+00
0 1 -1 1 7 -0.4655700431956326D+00
0 2 -2 2 6 0.2885649356365574D+00
0 0 0 4 4 0.1494291348471382D+00
0 2 -2 4 4 0.1398141027469650D+00
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suite de la page préédente
s p1 p2 E1 E2 Coeient
0 0 0 0 8 0.1197831351071404D+00
0 3 -3 3 5 -0.7214092929111357D-01
0 1 -1 5 3 -0.2874229576993508D-01
0 3 -3 5 3 -0.1010146673582717D-01
0 0 0 6 2 -0.8840759409828003D-02
0 4 -4 4 4 0.6329373494027248D-02
0 1 -1 7 1 0.3460048337093939D-02
0 2 -2 6 2 -0.2898632538440724D-02
0 0 0 8 0 -0.9809864482075091D-04
0 1 -1 3 7 -0.1736049482521746D+01
0 0 0 2 8 0.1044430546083579D+01
0 1 -1 1 9 -0.8333781073867842D+00
0 2 -2 2 8 0.7075428074981931D+00
0 0 0 4 6 0.6419395602614903D+00
0 2 -2 4 6 0.6291827345254666D+00
0 1 -1 5 5 -0.3522102144470720D+00
0 3 -3 3 7 -0.2760798557690555D+00
0 0 0 0 10 0.1730054022073606D+00
0 3 -3 5 5 -0.1014306076159650D+00
0 4 -4 4 6 0.5065986173740239D-01
0 2 -2 6 4 0.2702481583358223D-01
0 1 -1 7 3 0.2003014807787981D-01
0 0 0 6 4 0.1047652322537889D-01
0 4 -4 6 4 0.5810306687876316D-02
0 0 0 8 2 -0.3637127163866981D-02
0 5 -5 5 5 -0.3547073606586902D-02
0 2 -2 8 2 -0.2626033743514865D-02
0 3 -3 7 3 0.1141528383858028D-02
0 1 -1 9 1 0.2702463941348789D-03
0 0 0 10 0 0.4164862158317965D-04
0 1 -1 3 9 -0.4494853277789366D+01
0 2 -2 4 8 0.2264937330206745D+01
0 0 0 4 8 0.2185560143597253D+01
0 0 0 2 10 0.2141733558394088D+01
0 1 -1 5 7 -0.1896033810861642D+01
0 2 -2 2 10 0.1601280940539568D+01
0 1 -1 1 11 -0.1489035024909751D+01
0 3 -3 3 9 -0.8548457895032535D+00
0 3 -3 5 7 -0.5861272857481159D+00
0 2 -2 6 6 0.3699469098621153D+00
0 0 0 6 6 0.2855172475317053D+00
0 0 0 0 12 0.2613228083735695D+00
0 4 -4 4 8 0.2429470703230471D+00
0 4 -4 6 6 0.7413306257577218D-01
0 5 -5 5 7 -0.3523828350986871D-01
0 3 -3 7 5 -0.2471265545969524D-01
0 0 0 8 4 -0.2221759372473406D-01
0 2 -2 8 4 -0.1848856965626547D-01
0 1 -1 7 5 -0.1373717214640005D-01
0 1 -1 9 3 0.9596353503517214D-02
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suite de la page préédente
s p1 p2 E1 E2 Coeient
0 5 -5 7 5 -0.3553483704778352D-02
0 6 -6 6 6 0.2053892837676242D-02
0 3 -3 9 3 0.1900111782325308D-02
0 4 -4 8 4 -0.3610752537537270D-03
0 2 -2 10 2 -0.3320784753799520D-03
0 0 0 10 2 -0.2462069543517898D-03
0 1 -1 11 1 -0.1324939863629992D-03
0 0 0 12 0 0.1053152556202829D-04
Table C.1  Les données onernant υ-And
C.2 Séries utilisées pour les tests
Ci-dessous se trouvent les données onernant les séries que nous avons utilisées pour tester les sous-routines
vetorielles.
Il s'agit de deux séries, que nous noterons respetivement A et B issues de elle sus-présentée. Elles ont
été obtenues en hoisissant de plaer un terme sur deux dans A et dans B.
La série A (respetivement B) ontient don le 1er, 3e, . . . (respetivement le 2e, 4e, . . .) terme de la série de
départ.
De plus, nous avons tronqué les séries à l'ordre 8 pour des raisons évidentes d'ahage.
s p1 p2 E1 E2 Coeient
0 0 0 0 0 0.1028814873602426D+01
0 0 0 0 2 0.5028538710029944D-01
0 1 -1 1 3 -0.1222586149960201D+00
0 0 0 0 4 0.6709635675735098D-01
0 2 -2 2 2 0.2213605213725824D-01
0 1 -1 1 5 -0.2524696341343997D+00
0 1 -1 3 3 -0.1921063144213280D+00
0 0 0 0 6 0.8758635391968309D-01
0 0 0 4 2 0.1536832637434396D-01
0 1 -1 5 1 0.6836391071059079D-02
0 1 -1 3 5 -0.6196370195770786D+00
0 1 -1 1 7 -0.4655700431956326D+00
0 0 0 4 4 0.1494291348471382D+00
0 0 0 0 8 0.1197831351071404D+00
0 1 -1 5 3 -0.2874229576993508D-01
0 0 0 6 2 -0.8840759409828003D-02
0 1 -1 7 1 0.3460048337093939D-02
0 0 0 8 0 -0.9809864482075091D-04
Table C.2  La série A
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s p1 p2 E1 E2 Coeient
0 0 0 2 0 0.5028538710029945D-01
0 1 -1 1 1 -0.4076228931886004D-01
0 0 0 2 2 0.1197001849250330D+00
0 1 -1 3 1 -0.4221317158954681D-01
0 0 0 4 0 -0.7246264294834475D-02
0 0 0 2 4 0.2467628264483285D+00
0 2 -2 2 4 0.9925686521957974D-01
0 2 -2 4 2 0.1933648622251537D-01
0 3 -3 3 3 -0.1169269078562161D-01
0 0 0 6 0 -0.1935582947009399D-02
0 0 0 2 6 0.5074002052071770D+00
0 2 -2 2 6 0.2885649356365574D+00
0 2 -2 4 4 0.1398141027469650D+00
0 3 -3 3 5 -0.7214092929111357D-01
0 3 -3 5 3 -0.1010146673582717D-01
0 4 -4 4 4 0.6329373494027248D-02
0 2 -2 6 2 -0.2898632538440724D-02




Comme nous l'avons vu au Chapitre 4, nous avons réé deux sous-routines permettant de aluler les pa-
renthèses de Poisson entre deux fontions. La première version, lassique, a été validée à l'aide d'un exemple
simple. La seonde version, vetorielle, a été validée omme suit :
Prenons les séries A et B dérites à l'Annexe C. Nous avons eetué le alul des rohets de Poisson tA,Bu
ave la sous-routine POISSON (supposée orrete grâe aux tests préédents) ainsi qu'ave V_POISSON. Le le-
teur peut onstater i-dessous que les résultats onordent, moyennant quelques diérentes d'un ordre inférieur
à la préision mahine dans les oeients.
Voii les résultats de la version lassique :
SERIES Poisson brakets 1
NUMBER OF TERMS : 151
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 1 2) -0.5215977519644021D-10
sin( 1 -1 ) ( 1 4) -0.1391947476901391D-09
sin( 1 -1 ) ( 1 6) -0.2725534073118022D-09
sin( 1 -1 ) ( 1 8) -0.4969922086550716D-09
sin( 1 -1 ) ( 2 3) -0.1794043464677527D-09
sin( 1 -1 ) ( 2 5) -0.6954622817661499D-09
sin( 1 -1 ) ( 2 7) -0.1823677094096726D-08
sin( 1 -1 ) ( 2 9) -0.3046610277494683D-08
sin( 1 -1 ) ( 2 11) -0.3153475255761168D-08
sin( 1 -1 ) ( 2 13) -0.2592612989307051D-08
sin( 1 -1 ) ( 3 2) -0.3105516299092689D-10
sin( 1 -1 ) ( 3 4) 0.2282507623146730D-09
sin( 1 -1 ) ( 3 6) 0.1250182442738840D-08
sin( 1 -1 ) ( 3 8) 0.3884706074135672D-08
sin( 1 -1 ) ( 3 10) 0.2919145607257011D-08
sin( 1 -1 ) ( 3 12) 0.9403926837108905D-09
sin( 1 -1 ) ( 4 3) -0.2164076283812181D-09
sin( 1 -1 ) ( 4 5) -0.8649463976996244D-09
sin( 1 -1 ) ( 4 7) -0.9908666305203136D-09
sin( 1 -1 ) ( 4 9) 0.1271087732101629D-08
sin( 1 -1 ) ( 4 11) 0.3584122562241348D-08
sin( 1 -1 ) ( 5 2) 0.7837266791380954D-11
sin( 1 -1 ) ( 5 4) 0.1350829773908567D-09
sin( 1 -1 ) ( 5 6) 0.1464302680790337D-08
185
sin( 1 -1 ) ( 5 8) 0.1453237588146330D-08
sin( 1 -1 ) ( 5 10) -0.1652265781571743D-08
sin( 1 -1 ) ( 6 1) 0.8747904678072307D-11
sin( 1 -1 ) ( 6 3) 0.7846341007140207D-10
sin( 1 -1 ) ( 6 5) 0.7314728555020918D-09
sin( 1 -1 ) ( 6 7) 0.2477471854879612D-08
sin( 1 -1 ) ( 6 9) 0.5704798014628243D-08
sin( 1 -1 ) ( 7 2) -0.2816194835851615D-10
sin( 1 -1 ) ( 7 4) -0.4815263475646024D-09
sin( 1 -1 ) ( 7 6) -0.2552461056401023D-08
sin( 1 -1 ) ( 7 8) -0.7098456677713187D-08
sin( 1 -1 ) ( 8 1) 0.1499291610334273D-11
sin( 1 -1 ) ( 8 3) 0.9261902024518462D-11
sin( 1 -1 ) ( 8 5) 0.1894710555582157D-12
sin( 1 -1 ) ( 8 7) 0.1638415335667082D-09
sin( 1 -1 ) ( 9 2) 0.2321264873061963D-11
sin( 1 -1 ) ( 9 4) 0.6193903019997141D-11
sin( 1 -1 ) ( 9 6) -0.2017467018762032D-09
sin( 1 -1 ) ( 10 1) -0.2707712727807498D-11
sin( 1 -1 ) ( 10 3) -0.1397271974196371D-11
sin( 1 -1 ) ( 10 5) -0.6387660690592208D-10
sin( 1 -1 ) ( 11 2) 0.1198270132498605D-11
sin( 1 -1 ) ( 11 4) 0.2270558152963764D-10
sin( 1 -1 ) ( 12 1) -0.5112702869926338D-12
sin( 1 -1 ) ( 12 3) 0.1276088160851436D-11
sin( 1 -1 ) ( 13 2) -0.2552176321702871D-12
sin( 2 -2 ) ( 2 3) 0.6340790278993960D-10
sin( 2 -2 ) ( 2 5) 0.5159003141427130D-09
sin( 2 -2 ) ( 2 7) 0.2140769728198231D-08
sin( 2 -2 ) ( 2 9) 0.3298122914393586D-08
sin( 2 -2 ) ( 2 11) 0.6279296243986885D-08
sin( 2 -2 ) ( 2 13) 0.7036627583920597D-08
sin( 2 -2 ) ( 3 2) 0.5665096453166332D-10
sin( 2 -2 ) ( 3 4) 0.1008842008799075D-09
sin( 2 -2 ) ( 3 6) 0.3766836284934961D-10
sin( 2 -2 ) ( 3 8) 0.3723501167088738D-09
sin( 2 -2 ) ( 3 10) -0.9030030618868948D-09
sin( 2 -2 ) ( 3 12) -0.1282015764925400D-08
sin( 2 -2 ) ( 4 3) 0.7993172073003958D-10
sin( 2 -2 ) ( 4 5) 0.9569415806452997D-09
sin( 2 -2 ) ( 4 7) 0.1372306896947147D-08
sin( 2 -2 ) ( 4 9) 0.5489764676700338D-08
sin( 2 -2 ) ( 4 11) 0.8964754797034057D-08
sin( 2 -2 ) ( 5 2) -0.9235905865847337D-11
sin( 2 -2 ) ( 5 4) -0.2981366501164871D-10
sin( 2 -2 ) ( 5 6) -0.4038625522662028D-09
sin( 2 -2 ) ( 5 8) -0.3701993358721746D-08
sin( 2 -2 ) ( 5 10) -0.8040961437564745D-08
sin( 2 -2 ) ( 6 3) 0.1106684717201655D-09
sin( 2 -2 ) ( 6 5) 0.1003470039055837D-08
sin( 2 -2 ) ( 6 7) 0.4052656594957586D-08
sin( 2 -2 ) ( 6 9) 0.1072399595488710D-07
sin( 2 -2 ) ( 7 2) 0.2513523319810928D-11
sin( 2 -2 ) ( 7 4) -0.3653207490878196D-10
sin( 2 -2 ) ( 7 6) -0.5336854493752702D-09
sin( 2 -2 ) ( 7 8) -0.2531981562783710D-08
sin( 2 -2 ) ( 8 3) 0.2751033914649566D-10
186
sin( 2 -2 ) ( 8 5) 0.5075050351757131D-09
sin( 2 -2 ) ( 8 7) 0.2898169956424058D-08
sin( 2 -2 ) ( 9 2) 0.3716768357702092D-11
sin( 2 -2 ) ( 9 4) 0.4758094698744909D-10
sin( 2 -2 ) ( 9 6) 0.2397449209420164D-09
sin( 2 -2 ) ( 10 3) -0.1514766470160853D-10
sin( 2 -2 ) ( 10 5) -0.9753528446825102D-10
sin( 2 -2 ) ( 11 2) 0.3861587668889461D-12
sin( 2 -2 ) ( 11 4) 0.4660682962472884D-11
sin( 3 -3 ) ( 3 4) -0.4488620239521181D-10
sin( 3 -3 ) ( 3 6) -0.5511201021948896D-09
sin( 3 -3 ) ( 3 8) -0.1930110214503018D-08
sin( 3 -3 ) ( 3 10) -0.6668508125145970D-08
sin( 3 -3 ) ( 3 12) -0.9476170486059573D-08
sin( 3 -3 ) ( 4 3) -0.2377844762056324D-10
sin( 3 -3 ) ( 4 5) -0.3007892979477410D-10
sin( 3 -3 ) ( 4 7) 0.2449987991488348D-09
sin( 3 -3 ) ( 4 9) 0.2493383349969122D-08
sin( 3 -3 ) ( 4 11) 0.3871811572531579D-08
sin( 3 -3 ) ( 5 4) -0.9893563013919790D-10
sin( 3 -3 ) ( 5 6) -0.8908037118622097D-09
sin( 3 -3 ) ( 5 8) -0.4828837770280241D-08
sin( 3 -3 ) ( 5 10) -0.9660483592982481D-08
sin( 3 -3 ) ( 6 5) 0.4918327072583328D-10
sin( 3 -3 ) ( 6 7) 0.1117415118134875D-08
sin( 3 -3 ) ( 6 9) 0.3603843372740518D-08
sin( 3 -3 ) ( 7 4) -0.1078605907078340D-09
sin( 3 -3 ) ( 7 6) -0.1475957763597489D-08
sin( 3 -3 ) ( 7 8) -0.5448534858673030D-08
sin( 3 -3 ) ( 8 3) -0.5045811955649109D-11
sin( 3 -3 ) ( 8 5) -0.4806642007284035D-10
sin( 3 -3 ) ( 8 7) 0.1893439972727318D-09
sin( 3 -3 ) ( 9 4) -0.1826145489485322D-10
sin( 3 -3 ) ( 9 6) -0.1854215647076782D-09
sin( 3 -3 ) ( 10 3) -0.4102329717898472D-11
sin( 3 -3 ) ( 10 5) -0.5996788764457770D-10
sin( 3 -3 ) ( 11 4) 0.3897078934047172D-11
sin( 3 -3 ) ( 12 3) 0.2078386684346430D-12
sin( 4 -4 ) ( 4 5) 0.3105143757457537D-10
sin( 4 -4 ) ( 4 7) 0.2111597334119490D-09
sin( 4 -4 ) ( 4 9) 0.1951342527266506D-08
sin( 4 -4 ) ( 4 11) 0.3727391007169035D-08
sin( 4 -4 ) ( 5 4) 0.1089213644685447D-10
sin( 4 -4 ) ( 5 6) 0.8730034931990870D-11
sin( 4 -4 ) ( 5 8) -0.7730972749954444D-09
sin( 4 -4 ) ( 5 10) -0.1646424212850422D-08
sin( 4 -4 ) ( 6 5) 0.5412343395056112D-10
sin( 4 -4 ) ( 6 7) 0.1100461043171245D-08
sin( 4 -4 ) ( 6 9) 0.3382309043870024D-08
sin( 4 -4 ) ( 7 4) 0.2836794392341400D-11
sin( 4 -4 ) ( 7 6) -0.5718952789360153D-10
sin( 4 -4 ) ( 7 8) -0.5101109579039702D-09
sin( 4 -4 ) ( 8 5) 0.1030759539879231D-09
sin( 4 -4 ) ( 8 7) 0.7231397462334100D-09
sin( 4 -4 ) ( 9 4) 0.9026067837820321D-11
sin( 4 -4 ) ( 9 6) 0.2719969158439919D-10
sin( 4 -4 ) ( 10 5) 0.8562603302069978D-11
187
sin( 4 -4 ) ( 11 4) 0.3810440683908654D-11
sin( 5 -5 ) ( 5 6) 0.1253884551499294D-11
sin( 5 -5 ) ( 5 8) -0.1626541738369835D-09
sin( 5 -5 ) ( 5 10) -0.4499169434704486D-09
sin( 5 -5 ) ( 6 5) -0.5690100710845616D-11
sin( 5 -5 ) ( 6 7) 0.6188247938846168D-10
sin( 5 -5 ) ( 6 9) 0.1996013260043539D-09
sin( 5 -5 ) ( 7 6) -0.6188247938846168D-10
sin( 5 -5 ) ( 7 8) -0.3992026520087077D-09
sin( 5 -5 ) ( 8 5) -0.4404361520553005D-11
sin( 5 -5 ) ( 8 7) 0.1851729372787976D-10
sin( 5 -5 ) ( 9 6) -0.9258646863939880D-11
sin( 5 -5 ) ( 10 5) -0.3343716793718132D-11
Les résultats de la version vetorielle sont donnés i-dessous.
SERIES Poisson Brakets 0
NUMBER OF TERMS : 0
SERIES Poisson Brakets 1
NUMBER OF TERMS : 0
SERIES Poisson Brakets 2
NUMBER OF TERMS : 0
SERIES Poisson Brakets 3
NUMBER OF TERMS : 1
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 1 2) -0.5215977519644021D-10
SERIES Poisson Brakets 4
NUMBER OF TERMS : 0
188
SERIES Poisson Brakets 5
NUMBER OF TERMS : 5
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 1 4) -0.1391947476901391D-09
sin( 1 -1 ) ( 2 3) -0.1794043464677527D-09
sin( 1 -1 ) ( 3 2) -0.3105516299092689D-10
sin( 2 -2 ) ( 2 3) 0.6340790278993960D-10
sin( 2 -2 ) ( 3 2) 0.5665096453166332D-10
SERIES Poisson Brakets 6
NUMBER OF TERMS : 0
SERIES Poisson Brakets 7
NUMBER OF TERMS : 12
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 1 6) -0.2725534073118022D-09
sin( 1 -1 ) ( 2 5) -0.6954622817661499D-09
sin( 1 -1 ) ( 3 4) 0.2282507623146730D-09
sin( 1 -1 ) ( 4 3) -0.2164076283812181D-09
sin( 1 -1 ) ( 5 2) 0.7837266791380954D-11
sin( 1 -1 ) ( 6 1) 0.8747904678072307D-11
sin( 2 -2 ) ( 2 5) 0.5159003141427130D-09
sin( 2 -2 ) ( 3 4) 0.1008842008799075D-09
sin( 2 -2 ) ( 4 3) 0.7993172073003961D-10
sin( 2 -2 ) ( 5 2) -0.9235905865847337D-11
sin( 3 -3 ) ( 3 4) -0.4488620239521181D-10
sin( 3 -3 ) ( 4 3) -0.2377844762056324D-10
SERIES Poisson Brakets 8
NUMBER OF TERMS : 0
SERIES Poisson Brakets 9
NUMBER OF TERMS : 19
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 1 8) -0.4969922086550716D-09
sin( 1 -1 ) ( 2 7) -0.1823677094096726D-08
sin( 1 -1 ) ( 3 6) 0.1250182442738840D-08
sin( 1 -1 ) ( 4 5) -0.8649463976996244D-09
189
sin( 1 -1 ) ( 5 4) 0.1350829773908567D-09
sin( 1 -1 ) ( 6 3) 0.7846341007140207D-10
sin( 1 -1 ) ( 7 2) -0.2816194835851615D-10
sin( 1 -1 ) ( 8 1) 0.1499291610334273D-11
sin( 2 -2 ) ( 2 7) 0.2140769728198231D-08
sin( 2 -2 ) ( 3 6) 0.3766836284934964D-10
sin( 2 -2 ) ( 4 5) 0.9569415806452997D-09
sin( 2 -2 ) ( 5 4) -0.2981366501164871D-10
sin( 2 -2 ) ( 6 3) 0.1106684717201655D-09
sin( 2 -2 ) ( 7 2) 0.2513523319810929D-11
sin( 3 -3 ) ( 3 6) -0.5511201021948896D-09
sin( 3 -3 ) ( 4 5) -0.3007892979477410D-10
sin( 3 -3 ) ( 5 4) -0.9893563013919790D-10
sin( 4 -4 ) ( 4 5) 0.3105143757457537D-10
sin( 4 -4 ) ( 5 4) 0.1089213644685447D-10
SERIES Poisson Brakets 10
NUMBER OF TERMS : 0
SERIES Poisson Brakets 11
NUMBER OF TERMS : 29
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 2 9) -0.3046610277494682D-08
sin( 1 -1 ) ( 3 8) 0.3884706074135672D-08
sin( 1 -1 ) ( 4 7) -0.9908666305203136D-09
sin( 1 -1 ) ( 5 6) 0.1464302680790337D-08
sin( 1 -1 ) ( 6 5) 0.7314728555020918D-09
sin( 1 -1 ) ( 7 4) -0.4815263475646024D-09
sin( 1 -1 ) ( 8 3) 0.9261902024518462D-11
sin( 1 -1 ) ( 9 2) 0.2321264873061963D-11
sin( 1 -1 ) ( 10 1) -0.2707712727807498D-11
sin( 2 -2 ) ( 2 9) 0.3298122914393586D-08
sin( 2 -2 ) ( 3 8) 0.3723501167088738D-09
sin( 2 -2 ) ( 4 7) 0.1372306896947147D-08
sin( 2 -2 ) ( 5 6) -0.4038625522662028D-09
sin( 2 -2 ) ( 6 5) 0.1003470039055837D-08
sin( 2 -2 ) ( 7 4) -0.3653207490878196D-10
sin( 2 -2 ) ( 8 3) 0.2751033914649566D-10
sin( 2 -2 ) ( 9 2) 0.3716768357702092D-11
sin( 3 -3 ) ( 3 8) -0.1930110214503018D-08
sin( 3 -3 ) ( 4 7) 0.2449987991488348D-09
sin( 3 -3 ) ( 5 6) -0.8908037118622097D-09
sin( 3 -3 ) ( 6 5) 0.4918327072583328D-10
sin( 3 -3 ) ( 7 4) -0.1078605907078340D-09
sin( 3 -3 ) ( 8 3) -0.5045811955649109D-11
sin( 4 -4 ) ( 4 7) 0.2111597334119490D-09
sin( 4 -4 ) ( 5 6) 0.8730034931990870D-11
sin( 4 -4 ) ( 6 5) 0.5412343395056112D-10
sin( 4 -4 ) ( 7 4) 0.2836794392341400D-11
190
sin( 5 -5 ) ( 5 6) 0.1253884551499294D-11
sin( 5 -5 ) ( 6 5) -0.5690100710845616D-11
SERIES Poisson Brakets 12
NUMBER OF TERMS : 0
SERIES Poisson Brakets 13
NUMBER OF TERMS : 39
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 2 11) -0.3153475255761168D-08
sin( 1 -1 ) ( 3 10) 0.2919145607257011D-08
sin( 1 -1 ) ( 4 9) 0.1271087732101629D-08
sin( 1 -1 ) ( 5 8) 0.1453237588146329D-08
sin( 1 -1 ) ( 6 7) 0.2477471854879612D-08
sin( 1 -1 ) ( 7 6) -0.2552461056401023D-08
sin( 1 -1 ) ( 8 5) 0.1894710555582157D-12
sin( 1 -1 ) ( 9 4) 0.6193903019997141D-11
sin( 1 -1 ) ( 10 3) -0.1397271974196371D-11
sin( 1 -1 ) ( 11 2) 0.1198270132498605D-11
sin( 1 -1 ) ( 12 1) -0.5112702869926338D-12
sin( 2 -2 ) ( 2 11) 0.6279296243986885D-08
sin( 2 -2 ) ( 3 10) -0.9030030618868948D-09
sin( 2 -2 ) ( 4 9) 0.5489764676700338D-08
sin( 2 -2 ) ( 5 8) -0.3701993358721746D-08
sin( 2 -2 ) ( 6 7) 0.4052656594957586D-08
sin( 2 -2 ) ( 7 6) -0.5336854493752702D-09
sin( 2 -2 ) ( 8 5) 0.5075050351757131D-09
sin( 2 -2 ) ( 9 4) 0.4758094698744909D-10
sin( 2 -2 ) ( 10 3) -0.1514766470160853D-10
sin( 2 -2 ) ( 11 2) 0.3861587668889461D-12
sin( 3 -3 ) ( 3 10) -0.6668508125145967D-08
sin( 3 -3 ) ( 4 9) 0.2493383349969122D-08
sin( 3 -3 ) ( 5 8) -0.4828837770280243D-08
sin( 3 -3 ) ( 6 7) 0.1117415118134875D-08
sin( 3 -3 ) ( 7 6) -0.1475957763597489D-08
sin( 3 -3 ) ( 8 5) -0.4806642007284035D-10
sin( 3 -3 ) ( 9 4) -0.1826145489485322D-10
sin( 3 -3 ) ( 10 3) -0.4102329717898472D-11
sin( 4 -4 ) ( 4 9) 0.1951342527266506D-08
sin( 4 -4 ) ( 5 8) -0.7730972749954444D-09
sin( 4 -4 ) ( 6 7) 0.1100461043171245D-08
sin( 4 -4 ) ( 7 6) -0.5718952789360153D-10
sin( 4 -4 ) ( 8 5) 0.1030759539879231D-09
sin( 4 -4 ) ( 9 4) 0.9026067837820321D-11
sin( 5 -5 ) ( 5 8) -0.1626541738369835D-09
sin( 5 -5 ) ( 6 7) 0.6188247938846168D-10
sin( 5 -5 ) ( 7 6) -0.6188247938846168D-10
sin( 5 -5 ) ( 8 5) -0.4404361520553005D-11
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SERIES Poisson Brakets 14
NUMBER OF TERMS : 0
SERIES Poisson Brakets 15
NUMBER OF TERMS : 46
p1 p2 E1 E2 COEF
sin( 1 -1 ) ( 2 13) -0.2592612989307051D-08
sin( 1 -1 ) ( 3 12) 0.9403926837108905D-09
sin( 1 -1 ) ( 4 11) 0.3584122562241348D-08
sin( 1 -1 ) ( 5 10) -0.1652265781571743D-08
sin( 1 -1 ) ( 6 9) 0.5704798014628243D-08
sin( 1 -1 ) ( 7 8) -0.7098456677713187D-08
sin( 1 -1 ) ( 8 7) 0.1638415335667082D-09
sin( 1 -1 ) ( 9 6) -0.2017467018762032D-09
sin( 1 -1 ) ( 10 5) -0.6387660690592208D-10
sin( 1 -1 ) ( 11 4) 0.2270558152963764D-10
sin( 1 -1 ) ( 12 3) 0.1276088160851436D-11
sin( 1 -1 ) ( 13 2) -0.2552176321702871D-12
sin( 2 -2 ) ( 2 13) 0.7036627583920597D-08
sin( 2 -2 ) ( 3 12) -0.1282015764925400D-08
sin( 2 -2 ) ( 4 11) 0.8964754797034057D-08
sin( 2 -2 ) ( 5 10) -0.8040961437564745D-08
sin( 2 -2 ) ( 6 9) 0.1072399595488710D-07
sin( 2 -2 ) ( 7 8) -0.2531981562783710D-08
sin( 2 -2 ) ( 8 7) 0.2898169956424058D-08
sin( 2 -2 ) ( 9 6) 0.2397449209420164D-09
sin( 2 -2 ) ( 10 5) -0.9753528446825102D-10
sin( 2 -2 ) ( 11 4) 0.4660682962472884D-11
sin( 3 -3 ) ( 3 12) -0.9476170486059573D-08
sin( 3 -3 ) ( 4 11) 0.3871811572531579D-08
sin( 3 -3 ) ( 5 10) -0.9660483592982481D-08
sin( 3 -3 ) ( 6 9) 0.3603843372740518D-08
sin( 3 -3 ) ( 7 8) -0.5448534858673030D-08
sin( 3 -3 ) ( 8 7) 0.1893439972727318D-09
sin( 3 -3 ) ( 9 6) -0.1854215647076782D-09
sin( 3 -3 ) ( 10 5) -0.5996788764457770D-10
sin( 3 -3 ) ( 11 4) 0.3897078934047172D-11
sin( 3 -3 ) ( 12 3) 0.2078386684346430D-12
sin( 4 -4 ) ( 4 11) 0.3727391007169035D-08
sin( 4 -4 ) ( 5 10) -0.1646424212850422D-08
sin( 4 -4 ) ( 6 9) 0.3382309043870024D-08
sin( 4 -4 ) ( 7 8) -0.5101109579039702D-09
sin( 4 -4 ) ( 8 7) 0.7231397462334100D-09
sin( 4 -4 ) ( 9 6) 0.2719969158439919D-10
sin( 4 -4 ) ( 10 5) 0.8562603302069978D-11
sin( 4 -4 ) ( 11 4) 0.3810440683908654D-11
sin( 5 -5 ) ( 5 10) -0.4499169434704486D-09
sin( 5 -5 ) ( 6 9) 0.1996013260043539D-09
sin( 5 -5 ) ( 7 8) -0.3992026520087077D-09
192
sin( 5 -5 ) ( 8 7) 0.1851729372787976D-10
sin( 5 -5 ) ( 9 6) -0.9258646863939880D-11
sin( 5 -5 ) ( 10 5) -0.3343716793718132D-11
SERIES Poisson Brakets 16
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