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Several authors have acknowledged that testing mediational hypotheses between treat-
ments, genes, physiological measures, and behaviorsmay substantially advance our under-
standing of how these associations operate. In psychiatric research, the costs ofmeasuring
the putative mediator or the outcome can be prohibitive. Extreme sampling designs have
been validated as methods for reducing study costs by increasing power per subject mea-
sured on the more expensive variable when assessing bivariate relationships. However,
there exist concerns about how missing data can potentially bias the results. Addition-
ally, most mediation analysis techniques presuppose the joint measurement of mediators
and outcomes for all subjects. There have been limited methodological developments for
techniques that can evaluate putative mediators in studies that have employed extreme
sampling, resulting in missing data. We demonstrate that extreme (selective) sampling
strategies can be beneﬁcial in the context of mediation analyses. Handling the missing
data with maximum likelihood (ML) resulted in minimal power loss and unbiased para-
meter estimates. We must be cautious, though, in recommending the ML approach for
extreme sampling designs because it yielded inﬂated Type 1 error rates under some null
conditions.Yet, the use of extreme sampling designs and methods to handle the resultant
missing data presents a viable research strategy.
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INTRODUCTION
Mediation analysis has a long history (MacCorquodale and
Meehl, 1948) and currently is a very popular topic in a variety
of research disciplines, including psychology, sociology, educa-
tion, health behavior, and program evaluation. Although medi-
ation analysis has not received as much attention outside of
the behavioral sciences, Stoltenberg et al. (2002) acknowledged
that testing mediational hypotheses between treatments, genes,
biochemical or physiological measures, and behaviors may sub-
stantially advance our understanding of how these associations
operate. Furthermore, there has been growing interest in examin-
ing the pathways that mediate the effects of many causal factors
(e.g., experimental treatments, genetic polymorphisms) on psy-
chiatric, neurological, and behavioral outcomes. For example,
the serotonin transporter gene has been investigated in relation
to anxiety-related personality traits (Lesch et al., 1996), clini-
cal depression (Hauser et al., 2003), smoking behavior (Munafò
et al., 2004), and alcohol consumption (Hammoumi et al.,
1999).
The investigation of mediation involving genetic factors often
requires the deﬁnition of intermediate phenotypes of theoretical
interest, which may be behavioral or neurobiological in nature.
The intermediate phenotype concept also represents a strategy
for characterizing neural systems affected by risk gene variants to
describe quantitative mechanisms of brain functioning in psychi-
atric diseases. Although the term “endophenotype” was originally
used to elucidate more general psychological processes (Meyer-
Lindenberg and Weinberger, 2006), it is currently used to describe
risk factors or intermediate biological phenotypes that medi-
ate genetic effects (Gottesman and Gould, 2003). For example,
impaired response inhibition has been proposed as a cognitive
endophenotype (i.e., mediator) for genetic associations to ADHD
(Slaats-Willemse et al., 2003), while measures of deﬁcits in sus-
tained attention (Chen andFaraone,2000) and visual performance
(Cornblatt and Malhotra, 2001) have received considerable atten-
tion as mediators of genetic effects in the schizophrenia literature.
In a review of ﬁndings concerning the genetic effects in media-
tion, Veling (2008) noted that genetic factors have been studied
as mediators in many areas of psychiatry. For example, there is
growing evidence that psychosis-associated environmental expo-
sures, at critical developmental stages, may result in long-lasting
epigenetic alterations that impact on the neurobiological processes
involved in many pathologies. Speciﬁcally, Rutten and Mill (2009)
report indirect evidence suggesting a potential major role for epi-
genetic mechanisms in mediating the affect of childhood trauma
on certain psychoses.
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One of the most popular approaches for assessing mediation
involves ﬁtting a sequence of linear regression equations (Baron
and Kenny, 1986). Let Yi denote the outcome (i.e., MRI measure
or oxidative damage of brain tissue) for individual i, Zi an inter-
mediate (potential mediator) variable, and Xi a potential causal
factor of interest (e.g., treatment vs. control) for individual i. In
standardized notation (i.e., all variables have zero mean and unit
variance), the three separate linear models can be expressed as:
Yi = CXi + εC i (1)
Zi = AXi + εZ i (2)
Yi = C ′Xi + BZi + εY i; (3)
where the uppercase A, B, C, and C ′ represent unknown ﬁxed
regression parameters estimated by lowercase sample coefﬁcients
(a, b, c, and c ′), and the errors (εs) for each model are assumed
to be normally distributed, uncorrelated, and to have mean zero
and constant variance. Baron and Kenny (1986) and Judd and
Kenny (1981) have discussed four steps in establishing whether
the intermediate variable Z is to be considered a mediator:
Step 1: Demonstrate that the potential causal factor, X, is associ-
ated with the outcome,Y (Regression model 1; Reject H 0:
C= 0).
Step 2: Demonstrate that the potential causal factor, X, is asso-
ciated with the intermediate variable, Z (Regression
model 2; Reject H 0: A= 0). This step essentially involves
treating the mediator as if it were an outcome variable,
which has led to some statistical concerns about Z being
both a ﬁxed and a random effect (Bauer et al., 2006).
Step 3: The mediator and the outcome may be associated because
they are both caused by X ; therefore, one must demon-
strate that the mediator (Z ) affects the outcome vari-
able (Y ) while statistically controlling for X (Regression
model 3; Reject H 0: B = 0).
Step 4: Demonstrate that the direct (adjusted) effect of X on Y
controlling for Z (C ′) is signiﬁcantly smaller than the total
(unadjusted) effect of X on Y (C).
The effects in both Steps 3 and 4 are estimated in regression
model 3. If all four of these steps aremet andH 0:C ′ = 0 is rejected,
then the data are consistentwith the hypothesis that variableZ par-
tially mediates the X–Y relationship. If H 0: C ′ = 0 is not rejected,
then complete mediation is indicated. Currently, dozens of tests for
mediation have been proposed with no consensus on which is best
(Mackinnon et al., 2002; Albert, 2008). Methods that test whether
the association between X and Y is signiﬁcantly smaller when Z
is controlled in order to assess mediation do not require the X–Y
relationship to be non-signiﬁcant (MacKinnon et al., 1995). We
will focus on the “four step” approach to testing partial mediation
[i.e.,mediation leads to a signiﬁcant reduction inX–Y relationship
(c − c ′)].
In psychiatric research, sometimes the costs of measuring the
putative mediator (Z ) or the outcome (Y ) can be prohibitively
large or can only be measured after the organism has died.
For example, some cognitive functioning measures (e.g., motor
skill tasks) can be measured inexpensively and without harming
the subject. Some measures associated with cognitive decline
(e.g., oxidative damage of speciﬁc brain tissues) may require the
researchers to wait for the subject to die. This is also true of
tissue-speciﬁc gene expression and gene-methylation measure-
ments. Also, if the outcome is a terminal measure, the researchers
may refrain from sacriﬁcing all the subjects in order to collect
more longitudinal data or to examine treatment or genetic effects
on late-life outcomes or lifespan. Similarly, some brain function
measures could be prohibitively expensive for a large number of
subjects (e.g., MRI assessments).
Extreme sampling designs have been used to reduce study
costs by increasing power per subject measured on the more
expensive variable (Feldt, 1961; Alf and Abrahams, 1975; Abra-
hams and Alf, 1978; Allison et al., 1998), which has also created
concerns about how missing data potentially affects the relia-
bility and power of the statistical results (Beasley et al., 2004;
Preacher et al., 2005). Most mediation analysis techniques pre-
suppose the joint measurement of mediators and outcomes for all
subjects, apart from limitedmissing data (i.e., complete-case data).
There have been limited methodological developments for tech-
niques that can evaluate putative mediators in studies that have
employed extreme sampling designs because obtaining certain
measurements is prohibitively costly.
How to select subjects for obtaining measurements is the ini-
tial challenge in using selective sampling to reduce study costs
(i.e., which subjects to measure on the expensive variable). One
approach would be random selection in which case the miss-
ing data (i.e., subjects not measured) are missing-completely at-
random(MCAR). For theMCARmechanism to be valid, the prob-
ability of missingness is not a function of any variable, whether
measured or not. Another approach would be to employ extreme
sampling [e.g., measure organisms on the mediator (Z ) and then
select organisms with extreme values of Z to measure on Y ]. This
would no longer meet the MCAR condition; however, this miss-
ingness would satisfy the missing-at-random (MAR) criteria (see
Little and Rubin, 2002). When data are MAR, data for any speciﬁc
variable are missing as a function of the other measured variables.
By selecting subjects from both tails of a distribution (i.e.,
subjects with high or low values), two-tailed extreme sampling
generally increases the expected correlation between expensive (or
terminal) measures and other variables (Allison et al., 1998) and
thereby incidentally increases statistical power per subject. How-
ever, there is a trade-off between (a) increasing the correlation
through extreme sampling and (b) reducing the overall statis-
tical power due to the reduction in sample size (Beasley et al.,
2004). Taris and Kompier (2006) concluded that extreme-groups
analysis may grossly bias meditational effects in the context of a
longitudinal design. Similarly,Maxwell andCole (2007) conducted
simulation studies and found that cross-sectional estimates of the
direct effect of X on Y, the indirect effect of X on Y through
Z, and the proportion of the total effect mediated by Z were
highly misleading. Taris and Kompier’s (2006) results are based
on existing datasets and not on simulations; thus, it is unclear
whether their recommendations are based on bias created by using
cross-sectional estimates of a longitudinal mediation process, bias
created by the missing data in an extreme sampling design, or
artifacts in their data.
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MOTIVATING EXAMPLE
In this paper, we will focus on the “four step” approach to test-
ing partial mediation in a two-group (e.g., Selenium vs. Placebo)
experimental design where extreme sampling is based on a sup-
posedmediator (Z ) with nomissing data that is used to select cases
for measuring the outcome (Y ) that has missing values due to it
being too expensive to measure. For example, Selenium is thought
to protect the brain from oxidative damage in various models of
neuro-degeneration (see Ishrat et al., 2009 for murine model). In
this case, assigning subjects to treatment conditions (e.g., Selenium
vs. Placebo) and measuring the epigenetic pathways response (Z )
after a certain number weeks is relatively inexpensive compared to
collecting brain imaging measures of cognitive function via MRI
(see Figure 1).
To illustrate, Table 1 presents a small hypothetical dataset with
N = 24 cases. In the data, X is a effect-code representing the inde-
pendent variable with Selenium coded as −1 and Placebo coded
as 1. Z is the mediator (e.g., epigenetic pathway), and Y is the
outcome variable. Step 1 of the Baron and Kenney approach
to assessing mediation was met and showed a statistically sig-
niﬁcant total effect [c = 0.5765; t (22) = 3.31; p = 0.0032]. Step
2 is also met with a signiﬁcant relationship between X and Z
[a = 0.5165; t (22) = 2.83; p = 0.0098]. Step 3 is also satisﬁed,where
the mediator (Z ) is signiﬁcantly related to the outcome variable
(Y ) while statistically controlling for X [b = 0.7074; t (21) = 5.06;
p < 0.0001]. Regression model 3 results also indicates mediation
because the relationship of X to Y is no longer signiﬁcant with Z
in the model [c ′ = 0.2112; t (21) = 1.51; p = 0.1456]. The mediated
effect is (c − c ′)= (0.5765− 0.2112)= 0.3653. TheMcGuigan and
Langholtz (1998) test for differences in coefﬁcients was also statis-
tically signiﬁcant [t (21) = 2.50; p = 0.0205]; thus, Step 4 was also
conﬁrmed and one would conclude that Z mediates the effect of
X on Y.
Table 1 also demonstrates three strategies for selectively sam-
pling subjects to reduce study costs. In the ﬁrst sampling strategy,
subjects were ranked according to their Z value and every other
Y value was coded as missing (Half). Retaining every other value
ensures that missingness on Y is not systematically related to Z,
which mimics a MCAR condition with 50% missing data. In the
second sampling strategy, subjectswere ranked according to theirZ
value andY values between the 75th and 25th percentiles of Z were
FIGURE 1 | Hypothetical example of an epigenetic mechanism (Z)
mediating the effect of selenium (X) on an expensive (MRI) or terminal
(brain tissue) outcome (Y).
coded as missing (Z ), which is a symmetric two-tailed extreme
sampling design that mimics a MAR condition with 50% miss-
ing data. In the third sampling strategy, specimens were ranked
according to their Z value and those above the 75th percentile
that were also assigned to the Placebo condition (X= 1) or below
the 25th percentile that were also assigned to the Selenium group
(X=−1) were retained while the remaining individuals had their
Y measurements coded as missing (Z |X). This again mimics a
MAR condition with approximately 50% missing data. Although
optimal thresholds for extreme sampling designs depend on many
factors (Fowler, 1992; Preacher et al., 2005), the quartile sampling
approach is the most common in extreme sampling designs (see
Discussion).
For any of the three sampling schemes, listwise deletion (LD),
as implemented in most statistical software, will drastically reduce
the sample size for regression models 1 and 3. Furthermore, the
missing data must be MCAR for LD to yield valid results (Little
and Rubin, 2002). Thus, mediation analyses using LD potentially
affects the parameter estimates of the B, C, and C ′; and there-
fore the decisions in Steps 1 and 3. Although the results for the
a coefﬁcient from Step 2 will not necessarily change because nei-
ther Z nor X has missing data (pairwise deletion would likely
Table 1 | Hypothetical data exemplifying sampling strategies and the
resultant missing data.
Treatment Original data Sampling strategies onY
X Z Y Half Z Z |X
Placebo 1 712 6542 * 6542 6542
Placebo 1 694 9832 9832 9832 9832
Placebo 1 649 9641 * 9641 9641
Placebo 1 524 8761 8761 8761 8761
Placebo 1 468 9984 * 9984 9984
Selenium −1 329 2483 2483 2483 *
Placebo 1 279 1704 * * *
Selenium −1 273 1987 1987 * *
Placebo 1 272 2648 * * *
Placebo 1 265 2044 2044 * *
Selenium −1 262 2511 * * *
Placebo 1 258 8332 8332 * *
Selenium −1 249 2311 * * *
Selenium −1 233 2405 2405 * *
Selenium −1 221 1956 * * *
Placebo 1 217 2202 2202 * *
Selenium −1 211 2040 * * *
Selenium −1 208 2302 2302 * 2302
Placebo 1 207 2899 * 2899 *
Selenium −1 206 1723 1723 1723 1723
Placebo 1 204 2666 * 2666 *
Selenium −1 186 2313 2313 2313 2313
Selenium −1 184 2569 * 2569 2569
Selenium −1 169 2264 2264 2264 2264
X was effect coded as selenium=−1 and placebo=1 so that the coefﬁcients for
the mediation analyses were positive.
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be utilized in an experimental setting), LD will have an effect
on the X–Z relationship when Regression Model 3 is conducted.
The McGuigan and Langholtz (1998) test is based on the differ-
ence in c and c ′ coefﬁcients and the SE for this test is based on
a composite of the SE in Models 1 and 3; therefore, using this
test to evaluate Step 4 will be affected by LD of missing data.
The expectation–maximization (EM) algorithm is a method for
obtaining maximum likelihood (ML) estimates in the presence
of missing data, based on the assumption that the missingness
mechanism is at least MAR, but not necessarily MCAR (Little and
Rubin, 2002), and should produce unbiased estimates.
Table 2 shows the results from the analyses using LD and ML
based on the three sampling strategies performed on the data in
Table 1. As can be seen, for Half, LD and ML slightly overesti-
mate the c and c ′ coefﬁcients and slightly underestimate the b
coefﬁcient. Additionally, LD should have lower statistical power
due to the missing data, leading the researcher to conclude that
a mediating relationship does not exist. However, ML does have
the statistical power to recognize signiﬁcant mediation. For the
Z Quartile sampling scheme, LD again suffers from into little
power while ML is sufﬁciently powered. The Z |X Quartile sam-
pling scheme yielded very unusual results in that the mediation
reversed and the effect of X on Y was larger after including Z in
Regression Model 3. As seen in Table 2, the c and c ′ coefﬁcients
were overestimated by both LD and ML. Further, the b coefﬁcient
was negative for both methods even though the relationship was
strong and positive in the Full data analysis. It is difﬁcult to dis-
cern whether these analyses represent the properties of LD, ML,
or the selective sampling schemes. These results may simply be an
artifact of these methods applied to one relatively small dataset.
Therefore, we conducted a simulation study to further investigate
the properties of these methods.
MATERIALS AND METHODS
We simulated a hypothetical experiment comparing the effects
of two randomized conditions (e.g., Selenium and Placebo). The
relationship between X (dichotomous predictor) and Y (contin-
uous outcome) is partially mediated by Z (continuous variable).
Using R 2.12.0 (www.r-project.org), data were simulated across
multiple conditions. We varied the complete-case sample size of
N = 24, 50, 100, 300, or 500. The causal factor (X) was gener-
ated as a dichotomous variable (0,1) with equal samples sizes
n0 = n1 =N /2, which was then standardized to have a zero mean
and unit variance. The relationship of X to the mediator (Z ) was
imposed as: Z =AX + σAε; where A = 0, 0.1, 0.3, or 0.5 is the
parameter from Eq. 2; σA =
√
1 − A2; and ε is a random normal
variable with zero mean and unit variance. The partial relation-
ships of X and Z to Y were generated as: Y=C ′X+BZ+ σY ε,
where B = 0, 0.1, 0.3, or 0.5 and C ′ (ﬁxed at 0.5) are parameters
from Eq. 3; σY =
√
1 − (C ′2 + B2 + 2ABC ′); and ε is a random
normal variable with zero mean and unit variance.
Analyses of the three sampling strategies described above were
compared to analyses of the Full dataset. Across all analyses, sub-
jects had complete-case data for the X and Z measurements while
the three sampling strategies resulted in some subjects not being
measured onY. For each of the three sampling strategies, data were
analyzed using two approaches. First, subjects without complete-
case data were removed from further analyses (i.e., LD), which
Table 2 | Results from analyses of data inTable 1 using listwise deletion (LD) and maximum likelihood (ML) based the three sampling strategies.
Data Step 1 Step 2 Step 3 (Step 4)A
c A B c ′ c − c ′ t -Test p-Value
Full 0.5765 0.5156 0.7074 0.2112 0.3653 2.50 0.0205
p =0.0032 p =0.0098 p <0.0001 p =0.1456 (0.1457)
HALF
LD 0.6700 0.5353B 0.6319 0.3318 0.3382 1.54 0.1577
p =0.0171 p =0.0729 p =0.0127 p =0.1377 (0.2195)
ML 0.6621 0.5156C 0.6581 0.3221 0.3399 2.52 0.0326
p =0.0004 p =0.0098 p <0.0001 p =0.0183 (0.1347)
Z
LD 0.7269 0.6587B 0.6977 0.2673 0.4596 2.06 0.0700
p =0.0074 p =0.0198 p =0.0062 p =0.2062 (0.2236)
ML 0.6515 0.5156C 0.6419 0.3200 0.3315 2.48 0.0350
p =0.0098 p =0.0098 p =0.0001 p =0.0257 (0.1337)
Z|X
LD 0.9642 0.9498B −0.3789 1.3241 −0.3601 −1.29 0.2308
p <0.0001 p <0.0001 P =0.2278 p =0.0024 (0.2801)
ML 0.9615 0.5156C −0.2277 1.0791 −0.1176 −2.45 0.0365
p <0.0001 p =0.0098 p =0.0001 p <0.0001 (0.1457)
At-Test and p-value based on McGuigan and Langholtz (1998).
BRelationship based on listwise deletion.
CML estimate will use relationship in full data because X and Z do not have missing values.
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should yield unbiased results under the MCAR (Half) sampling
strategy. For the Half and Z Quartiles sampling strategies, LD
reduced the dataset by 50%. For the Z |X Quartiles strategy, LD
resulted in a dataset that was slightly less than half the original
size on average. In the second analysis approach, the deleted Y
values were imputed with the ML approach using the R package
mvnmle with the default settings. Because the data were MAR by
design, ML, as opposed to LD, should provide unbiased parame-
ter estimates with maximal statistical power (Little and Rubin,
2002).
To test partial mediation, we used the four step approach (i.e.,
all four steps must be satisﬁed to reject the null of no mediation
at a signiﬁcance level of α= 0.05). We used a regression approach
to test Steps 1 through 3. To test the fourth step, we deﬁne c as the
sample estimate of the total (unadjusted) effect of X on Y and c ′
as the sample estimate of the direct (adjusted) effect of X onY. We
used the test suggested in McGuigan and Langholtz (1998). This
approach tests whether the association between X and Y is signiﬁ-
cantly smaller when Z is controlled, but does not require the X–Y
relationship to be non-signiﬁcant (zero), and thus is a test of par-
tial mediation rather than complete mediation (MacKinnon et al.,
1995). The R package mvnmle provides ML estimates for a mean
vector and covariance matrix; therefore, the estimated covariance
matrix was converted to a correlation matrix and all ML based
tests were computed from the estimated correlation matrix.
To obtain Type I and II error rates, we ran 1,000 Monte Carlo
simulations for each of the 560 combinations of ﬁve sample
sizes (complete-case; N = 24, 50, 100, 300, 500)× 4 X–Z cor-
relations (A = 0, 0.1, 0.3, 0.5)× 4 Z–Y correlations (B = 0, 0.1,
0.3, 0.5 parameters)× 7 (missing data/sampling strategy; Full; LD-
Half; LD-Z ; LD-Z |X ; ML-Half; ML-Z ; ML-Z |X) factorial design.
For all simulations, the X–Y correlations (C) were ﬁxed at 0.5.
With 1,000 replicates, the SE for empirical Type I error rates
at α= 0.05 is SE =√(0.05 ∗ 0.95)/1, 000 = 0.007. Thus, between-
method differences in Type I error rates as small as 1.4% should
be easily detectable. For Type II errors, the SE is maximized at
50% power, which yields a SE= 0.016. Thus, power rates dif-
ferences of 3.2% should be discernable. A supplemental sim-
ulation with 10,000 replicates for a complete-case sample size
of N = 500 was conducted to evaluate the bias and accuracy
of the parameter estimates and to calculate the SD of these
estimates.
RESULTS
Even though the simulated data were generated in standardized
format, when missing data are handled using LD or ML, the resul-
tant sample means and variances are no longer expected to be 0
and 1, respectively. Furthermore, all regression based tests and the
test formediation can be expressed in terms of bivariate andpartial
correlations (MacKinnon et al., 1995). Therefore, Tables 3 and 4
report all pairwise bivariate and partial correlations in order to
examine bias in the parameter estimates (italicized estimates dif-
fer from the Full estimates). These correlations were averaged over
10,000 replications with a complete-case sample size of N = 500.
Table 3 | Estimates and their SD for correlations and partial correlations across various null situations (N =500).
Full LD-Z ML-Z LD-Z |X ML-Z |X LD-half ML-half
A=0, B=0
Corr(X,Z ) 0.00 (0.045) 0.00 (0.064) 0.00 (0.045) 0.93 (0.009) 0.00 (0.045) 0.00 (0.064) 0.00 (0.045)
Corr(X,Y ) 0.50 (0.032) 0.45 (0.048) 0.50 (0.040) 0.83 (0.022) 0.50 (0.044) 0.50 (0.044) 0.50 (0.041)
Corr(Z,Y ) 0.50 (0.033) 0.62 (0.037) 0.50 (0.036) 0.84 (0.021) 0.50 (0.049) 0.50 (0.046) 0.50 (0.043)
Corr(Z,Y |X ) 0.58 (0.030) 0.69 (0.031) 0.58 (0.033) 0.33 (0.081) 0.58 (0.043) 0.58 (0.041) 0.58 (0.040)
Corr(Z,X |Y ) −0.33 (0.039) −0.40 (0.052) −0.33 (0.043) 0.77 (0.039) −0.33 (0.041) −0.33 (0.055) −0.33 (0.046)
Corr(X,Y |Z ) 0.58 (0.027) 0.58 (0.039) 0.58 (0.040) 0.24 (0.086) 0.58 (0.035) 0.58 (0.038) 0.58 (0.038)
A=0, B=0.5
Corr(X,Z ) 0.00 (0.045) 0.00 (0.064) 0.00 (0.045) 0.93 (0.009) 0.00 (0.045) 0.00 (0.064) 0.00 (0.045)
Corr(X,Y ) 0.50 (0.032) 0.45 (0.048) 0.50 (0.040) 0.83 (0.022) 0.50 (0.044) 0.50 (0.044) 0.50 (0.041)
Corr(Z,Y ) 0.50 (0.033) 0.62 (0.037) 0.50 (0.036) 0.84 (0.021) 0.50 (0.049) 0.50 (0.046) 0.50 (0.043)
Corr(Z,Y |X ) 0.58 (0.030) 0.69 (0.031) 0.58 (0.033) 0.33 (0.081) 0.58 (0.043) 0.58 (0.041) 0.58 (0.040)
Corr(Z,X |Y ) −0.33 (0.039) −0.40 (0.052) −0.33 (0.043) 0.77 (0.039) −0.33 (0.041) −0.33 (0.055) −0.33 (0.046)
Corr(X,Y |Z ) 0.58 (0.027) 0.58 (0.039) 0.58 (0.040) 0.24 (0.086) 0.58 (0.035) 0.58 (0.038) 0.58 (0.038)
A=0.5, B=0
Corr(X,Z ) 0.50 (0.031) 0.67 (0.042) 0.50 (0.031) 0.93 (0.005) 0.50 (0.032) 0.50 (0.043) 0.50 (0.032)
Corr(X,Y ) 0.50 (0.031) 0.50 (0.045) 0.50 (0.048) 0.50 (0.052) 0.50 (0.033) 0.50 (0.045) 0.50 (0.044)
Corr(Z,Y ) 0.25 (0.040) 0.33 (0.055) 0.25 (0.042) 0.47 (0.053) 0.25 (0.044) 0.25 (0.057) 0.25 (0.054)
Corr(Z,Y |X ) 0.00 (0.045) 0.00 (0.063) 0.00 (0.055) 0.00 (0.074) 0.00 (0.054) 0.00 (0.063) 0.00 (0.063)
Corr(Z,X |Y ) 0.45 (0.035) 0.61 (0.048) 0.45 (0.036) 0.91 (0.009) 0.45 (0.036) 0.45 (0.049) 0.45 (0.039)
Corr(X,Y |Z ) 0.45 (0.035) 0.40 (0.054) 0.45 (0.057) 0.20 (0.065) 0.45 (0.041) 0.45 (0.049) 0.45 (0.048)
A is the X–Z correlation and B is the Z–Y partial relationship. The X–Y correlation was held constant at C′ =0.5. Point estimates that differ from Full data are italicized
while variances that differ are underlined. Full, Z, Z|X, and Half refer to the sampling strategies (deﬁned in the methods) while maximum likelihood (ML) and listwise
deletion (LD) refer to missing data strategies.
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Table 4 | Estimates and their SD for correlations and partial correlations across various mediation (non-null) situations (N =500).
Full LD-Z ML-Z LD-Z |X ML-Z |X LD-half ML-half
A=0.1, B=0.1
Corr(X,Z ) 0.10 (0.044) 0.14 (0.062) 0.10 (0.044) 0.93 (0.008) 0.10 (0.044) 0.10 (0.063) 0.10 (0.044)
Corr(X,Y ) 0.51 (0.031) 0.51 (0.043) 0.51 (0.044) 0.59 (0.052) 0.51 (0.039) 0.51 (0.044) 0.51 (0.044)
Corr(Z,Y ) 0.15 (0.043) 0.20 (0.045) 0.15 (0.045) 0.57 (0.053) 0.15 (0.060) 0.15 (0.062) 0.15 (0.057)
Corr(Z,Y |X ) 0.12 (0.044) 0.16 (0.046) 0.12 (0.046) 0.06 (0.087) 0.12 (0.067) 0.12 (0.062) 0.12 (0.062)
Corr(Z,X |Y ) 0.03 (0.045) 0.03 (0.064) 0.03 (0.046) 0.90 (0.015) 0.03 (0.050) 0.03 (0.063) 0.03 (0.051)
Corr(X,Y |Z ) 0.50 (0.031) 0.50 (0.045) 0.50 (0.044) 0.21 (0.080) 0.50 (0.041) 0.50 (0.045) 0.50 (0.044)
A=0.1, B=0.5
Corr(X,Z ) 0.10 (0.044) 0.14 (0.062) 0.10 (0.044) 0.93 (0.008) 0.10 (0.044) 0.10 (0.063) 0.10 (0.044)
Corr(X,Y ) 0.55 (0.029) 0.55 (0.043) 0.55 (0.038) 0.85 (0.019) 0.55 (0.039) 0.55 (0.041) 0.55 (0.038)
Corr(Z,Y ) 0.55 (0.031) 0.67 (0.033) 0.55 (0.033) 0.86 (0.018) 0.55 (0.043) 0.55 (0.043) 0.55 (0.039)
Corr(Z,Y |X ) 0.60 (0.029) 0.71 (0.030) 0.60 (0.032) 0.35 (0.076) 0.60 (0.039) 0.60 (0.039) 0.60 (0.039)
Corr(Z,X |Y ) −0.29 (0.041) −0.34 (0.055) −0.29 (0.050) 0.76 (0.039) −0.29 (0.042) −0.29 (0.057) −0.29 (0.048)
Corr(X,Y |Z ) 0.60 (0.026) 0.60 (0.038) 0.60 (0.039) 0.25 (0.081) 0.60 (0.034) 0.60 (0.038) 0.60 (0.037)
A=0.5, B=0.1
Corr(X,Z ) 0.50 (0.031) 0.67 (0.042) 0.50 (0.031) 0.94 (0.006) 0.50 (0.032) 0.50 (0.043) 0.50 (0.032)
Corr(X,Y ) 0.55 (0.029) 0.58 (0.038) 0.55 (0.044) 0.61 (0.040) 0.55 (0.031) 0.55 (0.041) 0.55 (0.040)
Corr(Z,Y ) 0.35 (0.037) 0.46 (0.048) 0.35 (0.040) 0.59 (0.042) 0.35 (0.042) 0.35 (0.052) 0.35 (0.050)
Corr(Z,Y |X ) 0.10 (0.044) 0.12 (0.063) 0.10 (0.054) 0.06 (0.072) 0.10 (0.055) 0.10 (0.062) 0.10 (0.063)
Corr(Z,X |Y ) 0.39 (0.038) 0.55 (0.054) 0.39 (0.038) 0.91 (0.011) 0.39 (0.038) 0.39 (0.052) 0.39 (0.043)
Corr(X,Y |Z ) 0.46 (0.034) 0.41 (0.054) 0.46 (0.054) 0.20 (0.067) 0.46 (0.040) 0.46 (0.049) 0.46 (0.048)
A=0.3, B=0.3
Corr(X,Z ) 0.30 (0.040) 0.41 (0.055) 0.30 (0.040) 0.93 (0.007) 0.30 (0.040) 0.30 (0.056) 0.30 (0.040)
Corr(X,Y ) 0.59 (0.027) 0.62 (0.036) 0.59 (0.038) 0.76 (0.028) 0.59 (0.033) 0.59 (0.037) 0.59 (0.037)
Corr(Z,Y ) 0.45 (0.035) 0.57 (0.041) 0.45 (0.037) 0.75 (0.028) 0.45 (0.044) 0.45 (0.049) 0.45 (0.046)
Corr(Z,Y |X ) 0.35 (0.039) 0.44 (0.050) 0.35 (0.042) 0.20 (0.075) 0.35 (0.052) 0.35 (0.054) 0.35 (0.055)
Corr(Z,X |Y ) 0.05 (0.044) 0.08 (0.067) 0.05 (0.048) 0.86 (0.021) 0.05 (0.047) 0.05 (0.063) 0.05 (0.052)
Corr(X,Y |Z ) 0.53 (0.031) 0.53 (0.044) 0.53 (0.044) 0.22 (0.076) 0.53 (0.038) 0.53 (0.043) 0.53 (0.042)
A=0.3, B=0.5
Corr(X,Z ) 0.30 (0.040) 0.41 (0.055) 0.30 (0.040) 0.93 (0.007) 0.30 (0.040) 0.30 (0.056) 0.30 (0.040)
Corr(X,Y ) 0.65 (0.023) 0.67 (0.033) 0.65 (0.031) 0.87 (0.014) 0.65 (0.028) 0.65 (0.033) 0.65 (0.030)
Corr(Z,Y ) 0.65 (0.026) 0.76 (0.025) 0.65 (0.029) 0.88 (0.013) 0.65 (0.031) 0.65 (0.035) 0.65 (0.032)
Corr(Z,Y |X ) 0.63 (0.027) 0.73 (0.029) 0.63 (0.031) 0.39 (0.067) 0.63 (0.034) 0.63 (0.037) 0.63 (0.036)
Corr(Z,X |Y ) −0.21 (0.043) −0.22 (0.063) −0.21 (0.050) 0.68 (0.040) −0.21 (0.041) −0.21 (0.060) −0.21 (0.051)
Corr(X,Y |Z ) 0.63 (0.025) 0.61 (0.037) 0.63 (0.036) 0.31 (0.067) 0.63 (0.031) 0.63 (0.035) 0.63 (0.035)
A=0.5, B=0.5
Corr(X,Z ) 0.50 (0.032) 0.67 (0.042) 0.50 (0.031) 0.94 (0.006) 0.50 (0.031) 0.50 (0.043) 0.50 (0.031)
Corr(X,Y ) 0.75 (0.017) 0.80 (0.022) 0.75 (0.024) 0.90 (0.010) 0.75 (0.019) 0.75 (0.023) 0.75 (0.022)
Corr(Z,Y ) 0.75 (0.019) 0.85 (0.017) 0.75 (0.022) 0.91 (0.009) 0.75 (0.021) 0.75 (0.025) 0.75 (0.024)
Corr(Z,Y |X ) 0.65 (0.026) 0.71 (0.033) 0.65 (0.031) 0.44 (0.058) 0.65 (0.030) 0.65 (0.035) 0.65 (0.034)
Corr(Z,X |Y ) −0.14 (0.044) −0.05 (0.077) −0.14 (0.052) 0.63 (0.042) −0.14 (0.044) −0.14 (0.062) −0.14 (0.053)
Corr(X,Y |Z ) 0.65 (0.024) 0.60 (0.042) 0.65 (0.037) 0.34 (0.060) 0.65 (0.028) 0.65 (0.034) 0.65 (0.033)
A is the X–Z correlation and B is the Z–Y partial relationship. The X–Y correlation was held constant at C ′ =0.5. Point estimates that differ from Full data are italicized
while variances that differ are underlined. Full, Z, Z|X, and Half refer to the sampling strategies (deﬁned in the methods) while maximum likelihood (ML) and listwise
deletion (LD) refer to missing data strategies.
The SD of these parameter estimates are displayed in parenthe-
ses and are underlined if they differ from the Full estimates. In
all cases, analyses of the Full dataset are expected to represent the
most accurate estimates.
Tables 3 and 4 demonstrate that LD generally results in biased
parameter estimates (except for the Half approach). ML generated
unbiased parameter estimates across all strategies and correlations.
SD of the estimates were generally higher in all sampling schemes,
although the inﬂationswere generallyminimal. TheZ |X approach
that used LD to handle the missing data exhibited lower SD for
some correlation measurements, although the bias inherent in the
method negates such beneﬁts.
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TYPE 1 ERROR
Regardless of the C ′ parameter, which was ﬁxed at 0.5 in these
simulations, mediation does not occur when either the A or B
(or both) parameters equal zero (i.e., mediation null hypothesis
is true). Figure 2 shows the Type 1 error rate for testing the null
hypothesis of no mediation under three null conditions. The ver-
tical axes are focused on a range near the nominal signiﬁcance
level (α= 0.05) in order to evaluate the validity of Type 1 error
rates. That is, values substantially above 0.05 clearly do not main-
tain a valid Type 1 error rate and may not appear in the Figures.
The horizontal axes display the sample size of the expensive (or
terminal measure), not the complete-case sample size (N ). Thus,
the analyses for the Full data are based on approximately twice the
sample size as the other analyses.
In the condition where both the A and B parameters were null
(Figure 2 upper-left panel), the Type 1 error rates for the four step
test of mediation were suppressed substantially below the nom-
inal signiﬁcance level of α= 0.05, except for LD of the Y data
missing from the Z |X sampling process which had Type 1 error
rates around the α= 0.05 criterion. In the condition where A was
null and the B parameter was non-zero (Figure 2 upper-right
panel), the Type 1 error rates were generally maintained around
the nominal signiﬁcance level of α= 0.05. However, LD of the Y
data missing from the Z |X sampling process yielded Type 1 error
rates greatly exceeding 0.05, even with smaller sample sizes, and
thus these results do not fully appear on Figure 2 (upper-right
panel).
In the condition where B was null and the A parameter was
non-zero (Figure 2 lower-left panel), the Type 1 error rates for the
four step test of mediation were generally maintained around the
nominal signiﬁcance level of α= 0.05 for the Full dataset and for
analyses that employed LD. However, the use of the ML procedure
to handle the missing data yielded inﬂated Type 1 error rates. In
examining Table 3 (third panel), one can see that the estimated
correlations are not biased; however, any bivariate or partial cor-
relation related to Y, which had missing data and thus involved
ML, had higher SDs. This increase in the variability of the para-
meter estimates resulted in more than expected extreme values
in the sample estimates and thus led to more than the expected
number of rejections at Steps 3 and 4 of mediation testing. Inter-
estingly, in this situation, LD yielded extremely biased estimates of
the correlations, yet did not result in inﬂated Type 1 error rates.
STATISTICAL POWER
The estimated power rates of the sampling schemes are depicted
in Figure 3. Because of the inﬂated Type I error rates for Z |X
FIGURE 2 |Type I error rates for the various sampling strategies across different correlation structures. Sampling strategies with listwise deletion (LD) are
represented with thin lines while maximum likelihood estimates are thick lines.
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FIGURE 3 | Statistical power estimates for the various sampling strategies across different correlation structures. Line speciﬁcations are the same as in
Figure 2.
Quartiles sampling with LD, the power estimates are not pre-
sented. This is supported by Table 4 which shows extreme bias
and inﬂated SDs for many estimates of the bivariate and par-
tial correlations for the LD-Z |X approach. As in Figure 2, the
sample size presented on the horizontal axis of Figure 3 was
based on the number subjects that were measured for the expen-
sive variable (Y ), making it possible for the Half, Z Quartiles,
and Z |X Quartiles sampling schemes to have more per subject
power than the Full dataset approach. To elaborate, the per sub-
ject power for the LD of the Half (MCAR) sampling scheme
was nearly identical to that of the Full data analysis, which was
expected given that this is basically equivalent to randomly delet-
ing half of the cases. Across all of the A and B relationships
examined, LD of the Z quartile sampling (LD-Z ) resulted in
slightly higher per subject power as compared to analyses of
the Full data; however, LD (LD-Half; LD-Z ) resulted in lower
power compared to ML. The power of the Z Quartile and Half
approaches were similar when ML was used to handle missing
data and provide covariance estimates. However, one must be cau-
tious in interpreting the power advantages of the ML approach
since this method inﬂated Type 1 error rates under a certain null
condition.
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DISCUSSION
Weevaluated the performance of extreme samplingmethods in the
context of mediation analyses. To handle the missing data caused
by extreme sampling, we employed two approaches; LD and ML
estimation.WhenLDwas used to handlemissing data, as expected,
only the Half dataset sampling (LD-Half) yielded unbiased para-
meter estimates (Table 3) and valid Type 1 error rates (Figure 2)
across all of the null conditions examined, because this was the
only sampling condition that met MCAR criteria. LD resulted is
biased parameter estimates when combined with either extreme
sampling strategy (i.e., Z Quartile or Z |X Quartile) because these
approaches do not meet MCAR criteria. The Z Quartile given X
approach produced the most biased estimates (Table 3) as well
as elevated Type I error rates (Figure 2). Speciﬁcally, when the B
and C ′ parameters equaled 0.5 and the A = 0, LD-Z |X had Type
1 error rates greatly exceeding the α= 0.05 criterion. Although
LD yielded biased estimates (Table 3) with the Z Quartile sam-
pling approach, the Type I error rates were minimally elevated
(Figure 2). Therefore, LD may be considered a valid approach for
testing mediation (i.e., maintaining the appropriate false positive
rate) when the Z Quartile extreme sampling approach (LD-Z )
is used. Furthermore, the power for LD-Z exceeded the power
of LD under the Half (MCAR) sampling scheme, provided more
per subject power than analyzing the Full data, and had similar
power to the ML approach to missing data in some conditions
(see Figure 3). Thus, LD-Z has potential as a way to enhance
per subject power in order to reduce study cost; however, the
coefﬁcients in terms of the amount of mediation will be biased
(see Table 3).
When missing data were handled using ML, all sampling strate-
gies produced unbiased parameter estimates (Table 3). Despite the
estimates being correct on average, elevated variances among these
estimates were seen for at least one of the correlations examined
(Table 3) across all of the null models. Importantly, for all sam-
pling strategies when the A and C ′ parameters were 0.5 and the
B parameter was 0, the increase in the variability of the parame-
ter estimates produced by ML resulted in more than the expected
amount of extreme values in the sample estimates and resulted ele-
vated Type 1 error rates. The difference in this situation compared
to the others is that the elevated variance in parameter estimates
led to more than the expected number of rejections at Steps 3
and 4 of mediation testing. In the other situations, the parameter
estimates corresponding to Steps 3 and 4 did not exhibit elevated
variances. To determine if this was restricted to ML, we reran
these analyses using multiple imputation and observed the similar
results (not shown). In the other null situations examined,ML did
not produce elevated Type I error rates (Figure 2).
While we have focused on the four step approach, another com-
mon approach to demonstrating mediation is the product rule, in
which mediation is tested by multiplying the parameter estimates
of A and B (i.e., a and b), while controlling for X. It has been
noted that the four step approach suffers from multiplicity prob-
lems, yielding lower power and Type I error rates compared to
the produce rule approach (Mackinnon et al., 2002). Additional
simulations using the product rule approach and the Sobel (1982)
product test conﬁrmed this notion (results not shown), although
the increase in statistical power was generally small (less than 5%).
Importantly, the product test also suffered elevated Type I error
rates when A= 0.5, B= 0.0, and C ′ = 0.5 under the same condi-
tions that were problematic for the four step approach. Therefore,
both the four step and product rule approaches to testing medi-
ation will have similar problem with maintaining the appropriate
false positive rate if missing data are handled using ML, especially
when the independent variable (X) is strongly related to the medi-
ator (Z ) and outcome (Y ), but the mediator is not related to the
outcome.
Overall, our results show that extreme (selective) sampling
strategies can be beneﬁcial in the context of mediation analyses.
There are many possible modiﬁcations to extreme sampling that
were not addressed. For example, extreme samples need not be
equal in size (i.e., asymmetric sampling) or cover the same range
of scores. D’Agostino and Cureton (1975) showed that, assuming
normality, the optimal percentage of symmetric extreme sampling
approaches 21% as correlations become large. However, statistical
power is maximized when the percentage sampled from each tail is
somewherebetween25 and27%formoderate to small correlations
(Feldt, 1961) and that these sampling percentagesmaximize power
over a remarkably wide range of population correlation structures
and distributional shapes (Fowler, 1992). Thus, the quartile sam-
pling approach has become common in extreme sampling designs.
In the situations examined, handling the missing data due to
extreme sampling with ML resulted in minimal power loss and
unbiased parameter estimates. LD is an acceptable alternative
when the missing data mechanism is MCAR (Half approach), but
it produces biased parameter estimates in the other sampling sit-
uations and yields less power than ML even if the missing data
are MCAR. Yet, we must be cautious in recommending ML for
extreme sampling designs because this resulted in Type 1 error
rate inﬂationunder somenull conditions.Whilewehave presented
speciﬁc examples of hypothesized mediation relationships, these
results should be applicable to any situation that satisﬁes multi-
variate normality. ML should be applicable under MCAR, MAR,
and multivariate normality regardless of sample size. However,
smaller sample sizes make evaluating these assumptions difﬁ-
cult. Furthermore, ML and imputation methods are known to be
adversely affected by non-normality, especially when sample sizes
are small or the rate of missingness is high (Yucel and Demirtas,
2010). Extreme sampling can impose a large amount of missing
data by design; therefore, extreme sampling percentages larger that
25% may help ameliorate problems due to small sample size and
non-normality, even though they may not optimize per subject
power. In conclusion,we demonstrate that using extreme sampling
presents a worthy research strategy. Extreme sampling presents an
attractive approach to enhance statistical power by using the infor-
mation in the data to itsmaximal amount. Based on our results,we
would suggest the Half approach combined with LD. This results
in slightly less power that ML, but the parameter estimates are also
unbiased and the Type I error rates are controlled.
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