ABSTRACT Incorporating prior knowledge into recurrent neural network (RNN) is of great importance for many natural language processing tasks. However, most of the prior knowledge is in the form of structured knowledge and is difficult to be exploited in the existing RNN framework. By extracting the logic rules from the structured knowledge and embedding the extracted logic rule into the RNN, this paper proposes an effective framework to incorporate the prior information in the RNN models. First, we demonstrate that commonly used prior knowledge could be decomposed into a set of logic rules, including the knowledge graph, social graph, and syntactic dependence. Second, we present a technique to embed a set of logic rules into the RNN by the way of feedback masks. Finally, we apply the proposed approach to the sentiment classification and named entity recognition task. The extensive experimental results verify the effectiveness of the embedding approach. The encouraging results suggest that the proposed approach has the potential for applications in other NLP tasks.
I. INTRODUCTION
Recurrent neural network (RNN) works well as sequence models because they are able to represent natural language sequences, and have been successfully applied to a variety of NLP tasks, including speech recognition [1] , machine translation [2] , sentiment classification [3] , and named entity recognition [4] .
In spite of the successes of RNN language models, the high complexity of the training procedure and a large number of training samples are the main problems of existing RNN models. Besides proposing a new training algorithm [5] , incorporating the prior knowledge into the design and training of the network [6] is another promising and important research topic. However, most of the current research only processes simple prior knowledge, such as the dependency relation [7] , and only addresses prior knowledge in the output layers.
According to the process of human cognition, people learn not only from simple rules but also from different forms of general knowledge graphs and rich experiences [8] . As shown in FIGURE 1, existing structured knowledge usually consists of a structured knowledge base [9] , [10] , social graph [11] , and syntactic dependency [7] . A knowledge graph is commonly described as a head entity-relation-tail entity, such as ''carrot-prevent-cancer'' and ''carrot-containrenieratene'', which can be further described by a probability graph. A social graph is another type of knowledge graph that can be used to express the relationship between people; for example ''Tom-friend of-Mary'', which means that Tom is a friend of Mary. Syntactic dependency rules are known as ''REL(R, L)-like advmod (quickly, very)'', can also be described by a probability graph.
Thus, how to incorporate the large-scale structured prior knowledge into the RNN is an important but still difficult problem. Fortunately, we find that a variety of knowledge graphs can be presented by a set of logic rules, which provides a unified formal presentation for the various structured prior knowledge. By extracting the logic rules from the structured knowledge and embedding the extracted logic rules into the RNN, we propose a general and concise way to incorporate prior knowledge in the RNN framework. The primary ideas of FIGURE 1. The framework of embedding logic rules into recurrent neural networks: 1) structured knowledge, e.g., probabilistic graphical model, knowledge graph, and syntactic dependency, are represented using logic rules; 2) the logic rules are embedded into the RNN.
our approach are presented in FIGURE 1. First, the structured knowledge graphs were presented by a set of logic rules. Second, the logic rules were embedded into the RNN structure by eliminating redundant feedback. Third, we applied the proposed approach to sentiment classification and named entity recognition. The experimental results showed that the logic rules embedded RNN model outperformed the RNN proposed by Mikolov et al. [12] and Hochreiter and Schmidhuber [13] .
Our contributions in this paper are summarized as follows.
• We proposed a method to present a variety of structured knowledge graphs in the form of logic rules.
• We proposed a general and concise approach to embed the logic rules into RNN.
• We verified the effectiveness of the embedding approach on two typical NLP tasks. The remainder of the paper is organized as follows: a summary of related work is presented in Section 2; in Section 3, we describe our method on embedding logic rules into RNN; the experimental results and discussions are presented in Section 4, and Section 5 concludes this paper.
II. RELATED WORK
In this section, we briefly introduce related work in two areas: first, we discuss the existing recurrent neural networks for sentiment classification and named entity recognition; second, we discuss previous research that combines rich structured knowledge with neural networks.
A. SENTIMENT CLASSIFICATION AND NAMED ENTITY RECOGNITION WITH RNN
There have been many recurrent neural networks proposed for sentiment classification and named entity recognition. Within sentiment classification, Tai et al. [14] proposed a tree-structured LSTM that outperforms other sequential models in sentiment classification but is limited to the tree structure. Wang et al. [15] used LSTM to generate a sentence representation for predicting the polarities of tweets. Tang et al. [3] utilized LSTM and the gated RNN on the document-level sentiment classification task. Additionally, Xu et al. [16] proposed a CLSTM that capture local and global emotional information. For named entity recognition, LSTM has been studied for the NER task by Hammerton [17] . Huang et al. [18] used a BLSTM for POS-tagging, chunking, and an NER task with heavy feature engineering. Furthermore, Chiu and Nichols [4] proposed a hybrid of the BLSTM and CNN to model both character-level and word-level representations. Lample et al. (2016) proposed a BLSTM-CRF model for NER, which utilized the BLSTM to model both the character-and word-level information, and used the same data pre-processing method as Chiu and Nichols [4] . Lastly, Ma and Hovy [19] used a CNN to model character-level information, and achieved better NER performance without the use of data pre-processing. Structured prior knowledge can help the training of RNN, but the previous models are unable to fully utilize them.
B. NEURAL NETWORKS WITH STRUCTURED KNOWLEDGE
The combination of logic information with human intuition and neural networks is beneficial in improving the training of neural networks. ENL-ANN [20] , KBANN [21] , and C-ILP [22] , which are limited to propositional formulae, suggest that combing given rules with neural network structures lead to explanatory and knowledge acquisition. Rocktäschel et al. [23] , [24] regularized entity-tuple and relation embedding via first-order logic rules. Hu et al. [5] used an iterative rule distillation process to effectively transfer rich structured knowledge, expressed in a declarative firstorder logic language, into parameters of general neural networks. The results were encouraging on both the sentiment classification task and the named entity recognition task. VOLUME 7, 2019 Our proposed approach is distinct in that we extracted logic rules from the structured knowledge base, and embedded these logic rules in the input layer of RNN. We show that the proposed approach is generic and can be used in a variety of applications.
III. THE PROPOSED METHOD
In this section, we present our approach of embedding the logic rules into the RNN. This was achieved by describing structured knowledge in the form of logic rules and modifying the existing RNN by embedding the logic rules. The framework of the proposed method is given in FIGURE 1. In this framework, the logic rules provide a unified presentation of the various prior knowledge, and further facilitate incorporating the prior knowledge into RNN without considering the various structure of the knowledge.
A. LOGIC RULES-BASED PRESENTATION OF STRUCTURED KNOWLEDGE
In this section, we show how to use the first order logic rule to describe the structured knowledge from the probabilistic graph, knowledge graph and syntactic dependency respectively. Here, we focus on the first order logic rules, because the first order logic rules are generic enough to present the knowledge from the various sources. The rules used in this work are listed as follows. Here ∧, ∨, → and ¬ are logical operators, ∧ is for conjunction, ∨ is for disjunction, → is for implication, ¬ is for negation.
• Rule 1: π → A, if π , then A (π is a virtual variable that is always true for simplicity).
• Rule 2: π → ¬A, if π, then ¬A.
• Rule 3: B → A, if B, then A.
• Rule 4: B ∧ C → A, if B and C, then A.
Following, we will propose an abstract framework to extract the logic rules from the prior knowledge. Then, we will demonstrate the details of the abstract framework with the help of three toy examples, the probabilistic graphical model, knowledge graph, and syntactic dependency.
Firstly, the structured prior knowledge, e.g., probabilistic graphical model, knowledge graph and syntactic dependency, are all treated as a weighted graph K = (χ , E), with χ = {X 1 , · · · , X n } is the node set, and E = {< X i → X j , ε, p ij > |i, j ∈ {1, 2, . . . , n}} is the edge set. Here ε is type of the relation, and p ij ∈ [0, 1] is the relative weight (normalized to the range [0, 1]) of the relations.
Secondly, for each node X i of the weighted graph K , the following two different steps are conducted to extract the corresponding logic rules. If the node X i has no parental nodes, then the Rule 1 or Rule 2 are extracted, based on the configuration of the node A. Otherwise, Rule 3, Rule 4 or Rule 5 are extracted based on the number of parents node and the relationships among the nodes. Each extracted logic rule r k is associated with the relation type ε k and the relative weight p k , in the form < r k , ε k , p k >.
Thirdly, compound relations can be further generated as needed, by conducting composition operation on the rules generated in the previous step. And the relative weight of the generated rules is simply the multiplication of that of each rule, under the assumption that the rules are independent of each other.
By conducting the above abstract framework on the structured prior knowledge, a set of logic rules can be extracted, with each rule in the form < r k , ε k , p k >. Following we will demonstrate the details on three toy examples.
1) PROBABILISTIC GRAPHICAL MODEL
Probabilistic graphical model use a graph-based representation for encoding a distribution over multi-variables [25] . And the graph is a factorized representation of a set of independences that hold in the specific distribution. The probabilistic graphical model is usually used as the encoding the prior knowledge in various areas, such as the medical science [26] , social science [27] . FIGURE 2. Toy Example of probabilistic graphical model. In the figure, each node is associated with a conditional probability table, which shows its corresponding probability conditioned on its parental node. Figure 2 shows a typical probabilistic graphical model, as stated in the abstract framework, the nodes are connected by the directed edges, and there are conditional probability tables associated with the nodes. In this example, by considering the node X 1 and X 2 , following typical structures can be extracted, they are π → X 0 1 with weight 0.0, and π → X 1 1 with weight 1.0,
2 with weight 0.6, and so on. In this example, each cell of the conditional probability table is presented using one logic rules. Here, the relation types are all the same for all the edges, and the default value is set for all ε.
2) KNOWLEDGE GRAPH
Knowledge graph is a structured semantic knowledge base, which is used to describe the concept of the physical world and their interrelations in symbolic form. It is composed of entities as nodes and relations as different types of edges. The basic unit is the 'head entity (h)'-'relation (r)'-'tail entity (t)', which can be denoted as a triplet < h, r, t >. Freebase [9] , WordNet [10] and other knowledge graphs have played important roles in various NLP tasks like Q&A and search engines.
In the toy example given in FIGURE 3, we can extract the following rules for the target node cancer, DDP → cancer with type 'treat' and weight 0.74, GEM → cancer with type 'treat' and weight 0.55 , carrot → cancer with type 'prevent' and weight 1.0, and renieratene → cancer with type 'prevent' and weight 1.0. Because there is no associated weight for the carrot → cancer, the corresponding weight simply is set to 1. The difference between the probabilistic graphical model and the knowledge graph is that the probabilistic graphical model needs to enumerate all possible states of the parents, but the knowledge graph only focuses on the specified pairwise relations. Note that we also can generate more rules by conducting composition operators on the rules.
3) SYNTACTIC DEPENDENCY
Syntactic dependency describes the interdependence among the words of a sentence and reflects the syntactic collocation among the words that are associated with semantics. A typical syntactic dependency can be denoted as REL(R, L), which is used to express the relationship between the R word and the L word. Usually, there is no weight associated with the edges in the syntactic dependency, and p ij is set to 1 for all the rules.
B. EMBEDDING LOGIC RULES INTO RNN
Following, we will show how to modify the input of tradition RNN to embed the logic rules into the traditional model. The key is using the logic rules to eliminate the redundancy connections among the inputs. Here we focus on Rule 1-4 because Rule 5 (B ∨ C → A) can be converted into Rule 4 according to Morgan's Law. Given a current input word A of the input sentence and its matching logic rule < r k , ε k , p k >, the input of RNN is modified according to the type of the rule as follows.
• If r k belongs to Rule 1, the input of the Logic-RNN is ε k , π , and A.
• If r k belongs to Rule 2, the input of the Logic-RNN is ε k , ¬, and A.
• If r k belongs to Rule 3, the input of the Logic-RNN is ε k , B, and A.
• If r k belongs to Rule 4, the input of the Logic-RNN is ε k , B, C, and A.
• If r k belongs to Rule 5, the rule is converted to Rule 4 by Morgan's Law, and Rule 4 is used. The correspondence relationship between each logic rule and the modification of the input structure is shown in FIGURE 5. In the figure, ' A' is the current word of the input sentence, B and C are previous words which are matched and retrieved by the corresponding rule, and π is a placeholder used to align the input of each step. In this paper, π is set to 0 and ε k is presented using one-hot representation. Note that the weight of the rule is not considered in above embedding approach, which will be considered in mask matrix in the concrete algorithms. 
1) LOGIC-RNN
Taking into account the feedback loop problem, we utilized a mask matrix to shield the redundant part of the information, as shown in FIGURE 6. We modified the update of an RNN as follows:
where f is usually a nonlinear activation function. U (U ), W (W ) ∈ R H ×d , and b(b ) ∈ R H are trainable parameters. h (t) ∈ R H is the output of the hidden layer, and h (t) c ∈ R H is the hidden layer vector passed to the next time step. To embed the logic rules for the instance, x j → x i marked as ε k , a combination of (ε k , x i , x j ) was obtained, and the input was
i , where ⊕ indicates the concatenation operation, and π is a virtual variable for simplicity. The 'mask' is a shielding matrix, which is composed of 0 and the relative weight of the rule. The size of the mask matrix is the same as that of one logic rule, i.e. d * 3. Here the cell with 0 is used to efficiently remove the redundant information, and non-zero cells (is the weight of rule) reflects the relative importance of the rules. CEM(M 1 , M 2 ) is a function that denotes that the 2 matrices have the same dimensions and are multiplied by the corresponding items. Here, H and d are the dimensionality of the hidden layer and input.
2) LOGIC-LSTM
In order to eliminate the redundant information, a mask matrix is added into Logic-LSTM, similar to that of Logic-RNN.
There are 2 data streams. The first is with a mask matrix that eliminated the redundant information and transferred the useful information to the next time step. The second performs the output along with all the input information and the hidden vector. Here, we modified the update of the LSTM as follows.
Here, σ is the logistic sigmoid function. The operator is the pointwise multiplication of the 2 vectors. h (t) ∈ R H is the output of the hidden layer, and h (t) c ∈ R H is the hidden layer vector passed to the next time step. i t (i
c ) are the input gate, the forget gate, the output gate and the memory cell activation vector at a given time step, respectively. These are all the same size as the hidden vector h
are trainable parameters. To embed the logic rules for instance x j → x i marked as ε k , we then obtained the combination (ε k , x i , x j , π ) and the input
i ⊕π , where ⊕ indicates the concatenation operation, and π is a virtual variable for simplicity. Mask is a shielding matrix that is composed of 0 and 1, where the shape of 1 * d is used to efficiently remove the redundant information. CEM(M 1 , M 2 ) is a function where 2 matrices with the same dimension are multiplied by the corresponding items. Here, H and d are the dimensionality of the hidden layer and the input.
IV. EXPERIMENTS
To verify the effectiveness and the universality of the proposed method, we conduct experiments on two different tasks, sentiment classification and named entity recognition and an additional experiment on sentiment classification with a small number of training samples. To obtain a fair comparison, only syntactic dependency extracted from the input sentences are used as prior knowledge, and no external knowledge base is used in the experiments. Here, we use the Stanford CoreNLP tool to obtain syntactic dependencies.
In all the following experiments, RNN, LSTM, and BI-LSTM are used as the baseline method, because of these three methods are still among the state-of-the-art algorithms for the sentiment classification and NER task. Though there are a lot of algorithms are proposed based on these models, the structures remain the same, and our embedding strategy for RNN, LSTM, and BI-LSTM can be easily extended to other models.
A. SENTIMENT CLASSIFICATION 1) EXPERIMENT SETTING
For the sentiment analysis task, we process
i as the input of the network structure, and then make the output of the last hidden layer of logic-RNN as semantic feature, label as h n . Finally, we use the semantically encoded expression vector h n as the input of the softmax regression function to obtain a large probability distribution for each sentiment category. The probability of the category of c is:
Here, P j (y = c | h n ) is the category of the j-th sample, V, b c are softmax regression parameters, and C is the number of categories. We use cross entropy as the objective function of model training, add an L 2 regularization term to prevent over-fitting of the model, and θ is all parameters of the model.
Here, j is the j-th sample, M is the number of samples, i is the i-th category.
The methodology was tested on the document-level sentiment classification task, using the real-world datasets Yelp 2013 and Dangdang (a famous e-commerce platform in China). We pre-processed and split the datasets as described by Tang et al. [3] . The statistic information of the two data sets are shown in TABLE 1 and TABLE 2 . The Acc (Accuracy) [28] and the MSE (mean squared error) [29] were used as the evaluation metrics. Note that the Acc is the main metric for the performance of the algorithm, and MSE is used to measure the convergence of the algorithm. The parameters are tuned on the validation set according to the classification accuracy. The learning rate was set to 0.01, the batch size was set to 64, the number of hidden units was set to 120, and the parameter λ of L 2 regularization was set to 1e-4. For model initialization, we learned the 50-dimensional word embeddings with SkipGram [30] on the dataset itself. Additionally, we initialized the rule tag ε k and the other parameters, except for those parameters for the recurrent neural networks from a uniform distribution U (−0.1, 0.1). The pre-trained word embeddings were allowed to be modified during training. Finally, the Adagrad [31] optimizer was used to train the model. Table 3 shows the comparison between the proposed approach and the baselines. The classification accuracy and MSE of our models were compared with the baseline models. Comparing the RNN with the Logic-RNN, it can be seen from TABLE 3 that the accuracy of Logic-RNN is nearly 2% higher than that of RNN on yelp2013 dataset, and the MSE of Logic-RNN is lower than that of RNN. The accuracy of Logic-RNN is nearly 4% higher than that of RNN on Dangdang dataset, and the MSE of Logic-RNN is lower than that of RNN. The effect of adding the logic rules into RNN is better than original RNN.
2) RESULTS
Comparing the LSTM with the Logic-LSTM, it can be seen from TABLE 3 that accuracy of Logic-LSTM is nearly 2% higher than that of LSTM on yelp2013 dataset. The accuracy of Logic-LSTM is 1.6% higher than that of LSTM on Dangdang dataset, and the MSE of Logic-LSTM is lower than that of LSTM. This indicates that the logic rules are able to improve the representation of LSTM.
Comparing the BI-LSTM with the Logic-BI-LSTM, it can be seen from TABLE 3 that the accuracy of Logic-BI-LSTM is nearly 1% higher than that of BI-LSTM on the yelp2013 dataset, and the MSE of Logic-BI-LSTM is lower than that of BI-LSTM. The accuracy of Logic-BI-LSTM is 2.7% higher than that of BI-LSTM on Dangdang dataset, and the MSE of Logic-BI-LSTM is lower than that of BI-LSTM. This result not only shows that the BI-LSTM is able to learn the context information of text but also shows the Logic-BI-LSTM can learn more and improve the emotional representation of the BI-LSTM.
The comparison above shows that the embedded rule always improves the performance of the baseline methods in both Acc and MSE. These results indicate the effectiveness of the embedding strategy on the sentiment classification task.
B. NAMED ENTITY RECOGNITION 1) CONCRETE ALGORITHM
We treat named entity recognition as a sequence labeling process for an input sequence, X = (x 1 , x 2 , · · · , x T ). Here, x t is the t-th word of the sequence, T is the length of the sequence. The task of the name entity recognition is prediction the label y = (y 1 , y 2 , · · · , y T ) of each input x t , and a corresponding output sequence is y = (y 1 , y 2 , · · · , y T ). The objective function of named entity recognition is follow, and θ is the parameter of the model. Here, y t = softmax(h n ) and h t is the hidden layer of Logic-RNN as semantic feature.
2) SETUP
In this experiment, the syntactic dependency is used as the prior knowledge and no other additional features (such as pos tag, char, and pre-trained word vectors) are used in the model. We set learning rate as 0.0125, batch size as 256, number of hidden units as 290, input keep probability as 0.58, and output keep probability as 0.88. For model initialization, we initialized the lookup table and the rule tag ε from the uniform distribution U(−1.0,1.0) and the other parameters. Note that the parameters of the recurrent neural networks were not included for a uniform distribution U(−0.1,0.1). We evaluated our proposed method on the CoNLL-2003 dataset for named entity recognition. The dataset contains 14,987 / 3,466 / 3,684 sentences and 204,567 / 51,578 / 46,666 tokens in the train/dev/test sets, respectively. The dataset includes 4 entity types: Person (PER), Location (LOC), Organization (ORG), Miscellaneous (MISC), and the non-entity elements tagged as (O). We used the F1-score to evaluate the performance of the models. 79.3, which is higher than that of LSTM. The F1 of Logic-BI-LSTM is 81.6, which is higher than that of BI-LSTM.
3) RESULTS
These results show that the embedding strategy always improves the performance of the baseline algorithms in terms of Acc. Though the MSE of RNN is smaller than that of RNN, these results indicate the effectiveness of the embedding strategy on the name entity recognition task.
C. SMALL SAMPLE EXPERIMENT
To further verify the performance of the proposed approach on the small sample data set, we tested the algorithms on two randomly sampled sub-datasets from yelp2013. In detail, 5%, 10% samples were used as the training set in the experiments, the other settings of the experiments, including the verification and testing set are the same as the default setting of the experiments. The results are shown in TABLE 5 shows that the accuracy of Logic-RNN is 3.5% higher than that of RNN, though the MSE of RNN is smaller than that of the Logic-RNN. Similarly, the accuracy of Logic-LSTM is 2.1% higher than that of LSTM, the accuracy of Logic-BI-LSTM is 3.1% higher than that of BI-LSTM. TABLE 6 shows that the accuracy of Logic-RNN is 2.3% higher than that of RNN, the accuracy of Logic-LSTM is 3.7% higher than that of LSTM, the accuracy of Logic-BI-LSTM is 2.1% higher than that of BI-LSTM. In summary, the logic-RNN outperforms RNN. FIGURE 8 shows an important observation that the logic-RNN achieves the highest improvement when only 5% samples are used as the training set. This reflects that the logic rules provide additional information to the model training, and such information is important for the sample lacking cases. This property not only verifies the motivation of our work but also shows the fitness of the model on the real-world applications with a small number of training data.
V. CONCLUSION AND FUTURE WORK
We proposed a method to embed logic rules into an RNN by using a mask metric to remove redundant feedback. Results showed that the logic rules were able to present prior knowledge from different domains, and the proposed embedding approach worked well on a variety of tasks.
Future work should include applying logic-RNN to other tasks, such as Q&A, machine translations, and speech recognition, as well as embedding the rules into other recurrent neural networks, like GRU [32] , and extending our approach from the first-order logic rules to the higher-order logic rules.
