Introduction
In the development of a Liquid Propellant Rocket Engine (LPRE), injector is always the element which requires the longest development period. An injector always especially in the initial design phase needs hundreds and thousands of tests to get a choice. These numerous tests, in turn, require reliable and accurate measurement method to give the basic support. The strength, the life cycle, and the cooling system effectiveness are highly dependent on heat transfer into and out of the system (Tramecourt et al., 2005) . Heat transfer characteristics, combined with combustion efficiency, and combustion instability, are the three key parameters needed to be investigated in developing a new injector in a combustion chamber. The heat transfer characteristics generally contain the temperature and heat flux on the hot-gas-wall in the combustion chamber. The combustion efficiency and combustion instability can be observed easily by measuring the chamber pressure. However, it is always very hard to measure the temperature and heat flux on hot-gas-wall of the chamber in the hot-tests due to the extreme environment in LPRE chambers (temperature > 3000K, pressure > 10atm). Additionally, considerable efforts have been dedicated to model combustion in combustion chambers to understand and predict the heat transfer to the chamber walls (Zurbach, 2006) , whereas the validation of computational fluid dynamics (CFD) design tools requires reliable experimental data assessment. This acquires a comprehensive set of data in the same facility, including wall heat fluxes along with inflow measurements . To obtain the exact wall heat flux data, a reliable measurement method, in turn, is also required. Though a number of efforts had contributed to design new injectors and study on heat transfer of injectors, studies focusing on the measurement method are less well documented. In recent years, Pennsylvania State University, University of Florida and NASA MSFC etc. made many attempts on studying the heat transfer characteristics of some injectors in heat sink chambers (Conley et al., 2007; Jones et al., 2006; Marshall et al., 2005; Vaidyanathan et al., , 2010b . They applied coaxial thermocouple to measure two point temperatures at the same axial location and difference radial locations in a heat-sink copper combustion chamber, and then used the temperatures to calculate the local heat flux
Measurement method
The heat-sink chamber is preferable (Calhoon, 1973; Marshall et al., 2005; Conley et al., 2007; Jones et al., 2006) in the initial design phase of a new injector or in the study on the heat transfer characteristics of injector owing to its simple structure, low cost and easy manufacture. Thus, heat-sink combustion chamber was selected in this study. And the temperature measurement scheme is shown in Fig. 1 .
T n-2 T n-1 T n T 4 Fig. 1 . Temperature measurement scheme in the heat sink chamber This method applies thermocouples to measure the temperatures of a series of points near the inner wall along the axial direction in the heat-sink chamber. The distances between these points and inner wall surface are the same. The basic theory of this method is stated this way: with the development of combustion flow in the chamber, different heat fluxes are produced on the inner wall axially, further resulting in different temperatures on these measurement points. Therefore, the temperatures of these points can be utilized to obtain the heat flux and temperature on the inner wall. In view that a heat-sink chamber can not undertake a long hot test, the tests are always completed within several seconds in which, fortunately, enough effective temperature output curves can be produced. In light of the temperatures are measured at those points near the inner surface of the chamber, the temperature profile along measurement point can clearly reflect the inner surface heat flux profile. The longitudinal heat transfer effect will be considered in the heat flux calculation. This measurement method was employed in a single-element gaseous hydrogen/gaseous oxygen shear-coaxial injector test. The chamber shown in Fig. 2 was a modular heat sink design assembled with two OFHC (oxygen-free high conductivity) copper cylindrical barrel spool sections and an ablation resistance material nozzle. The inner diameter was 26 mm and the cylinder part was 255 mm in length. Many small holes were designed at the axial locations of the measurement points, with temperatures of those at the bottom measured by the thermocouples. Axial locations for instrumentation are indicated in Fig. 2 . The distances between all the measurement points and the chamber inner wall were the same except the distance between the first point and the inner wall. Multiple instrumentations (4 each) were presented at some axial locations, and four thermocouples were separated at 90° to examine the non-axisymmetry which may probably happen due to presumable manufacture and installation errors. Four thermocouples were also fixed in the injector surface to observe the plate surface's heat load.
Fig. 2. Schematic of the chamber and thermocouple locations
The timing of the tests was designed as follows: the igniter preceded the injector, and with the chamber pressure got steady, the igniter was shut down. In the light of the fact that the igniter mass flowrate was less than 8.0g/s, the total ignition gas temperature was less than 1000K, and the ignition time lasted less than 0.8s, the influence of the ignition on wall temperature of the long cylinder part could be neglected here. A photo of the calorimeter chamber is shown in Fig. 3 . 
Key design parameters and thermocouples
The test time was set to be 3s for this heat sink chamber. Some key parameters of the testing article, including the chamber wall thickness H, measurement hole diameter D and the distance L from the measurement point to the inner wall surface are listed in Table 1 . The Type-K thermocouples used in this hot-testing example were designed and provided by the Beijing West Zhonghang Technology Ltd. Their measurement ranges were all set to be 0-600°C. The temperature versus voltage response for the Type-K thermocouple is shown in Fig. 4 , which shows a near-linear response. Their response time constants were designed less than 100ms and calibrated individually. The chamber was fixed on a testing platform at the FFSC Laboratory in BUAA, resulting that the chamber was electronically grounded, which can produce strong interference signal in the output data. Therefore, an isolation module transmitter was designed for each thermocouple to eliminate the interference signal. The temperature responses of a thermocouple without and with isolation module are shown in Fig. 5 . 
Calculation of inner wall temperature and heat flux
Several hot-fire tests were carried out for this gaseous hydrogen/gaseous oxygen singleelement injector. A typical chamber pressure and one typical temperature curve are shown in Fig. 6 . The temperature curve is depicted at the measurement point which is located 100mm away from the injector plane axially. Two steps are involved in converting these temperature output data into temperature and heat flux on the inner wall: 1. depicting the real measurement point temperature curves based on the output temperature curves, 2. obtaining the temperature and heat flux on the inner wall with 2-D axisymmetric heat transfer simulation. An error analysis will also be conducted in the end for this method.
Temperature conversion
Any thermocouple has somewhat response delay, that is, when thermocouple of initial temperature 0 T is used to measure an object of constant temperature ( 1 T ), the response curve function can write into equation (1):
where c τ is thermocouple delay constant and τ is time. The qualitative relationship between the object temperature and thermocouple output is shown in Fig. 7 . The heat transfer was unsteady in the test. The wall temperature kept rising after the combustion started. Obviously, there was some discrepancy between the real temperature curve and the experimental output curve for the existence of response delay, and it increased with the testing time, as shown in Fig. 8 . In this method, curve fitting and analytical calculation are employed to solve the real temperature curve from the thermocouple output. An example is shown in Fig. 9 , T 1 is a thermocouple output curve, and T 2 is the biquadratic polynomial fitting curve of T 1 (almost overlapped with T 1 ). T 3 is the real temperature result considering the response delay effect, which is higher than T1. The thermocouple delay constant was set 100ms in this case.
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Inner wall heat flux and temperature calculation
The influence of the hot-testing start-up on the wall temperature was very limited, which can be observed from Fig. 10 , thus, this influence was neglected here. When chamber pressure reached 90% of the stable value was considered as the beginning of the heat transfer and the calculation initial time, as t 0 shown in Fig. 10 . The end time of calculation was chosen at the end of stable combustion, as t 1 shown in Fig. 10 . The heat transfer from t 0 to t 1 was calculated and the combustion was assumed to be stable in this period.
The inner wall heat flux can be defined with equation (2), in which the coefficient h can be defined by the Bartz equation as show in equation (3)(4).
Here, * T and w T are inner flow total temperature and the inner wall temperature. From Equations (3)- (4), it can be seen that the coefficient h is almost unchanged when the chamber pressure * C p is constant. Figure 10 shows that the chamber pressure is steady and constant in the test, thus, the coefficient h is considered as unchanged in the hot-test, i.e. time-averaged heat transfer coefficient through the hot-test, which will be used as the boundary condition in the following heat conduction numerical modeling. In fact, in a real engine, the total combustion flow temperature, specific heat ratio and the Ma number are about 3600K, 1.2, and 0.1, the inner wall temperature changes from 300K to 600K, the heat transfer coefficient just changes less than 5% according to Equation (3)-(4). The original thermocouple output data were obtained from the hot-fire test directly, and then the temperature T m at the end time of calculation (t 1 ) were gotten. Then the real temperatures T r of each measurement point can be obtained through a conversion program described above. Tm and T r are shown in The calculation method for the inner wall temperature and heat flux from the real temperatures at measurement points are introduced below. The whole calculation procedure can be divided into two parts: 1-D and 2-D modelling. The real temperatures at the axial measurement points were labeled as T rk (k=1, 2, …, n) for the sake of convenience.
1D axisymmetric modeling
Firstly, surface heat transfer coefficients at all measurement points were calculated with 1-D axisymmetric model regardless of the longitudinal heat transfer effect. These 1-D results will be used as the first iteration data for the 2-D calculation to accelerate the convergence. The unsteady axisymmetric 1-D heat conduction equation is as follows:
The total temperature of the inner combustion flow was chosen as the adiabatic combustion flame temperature T * . Two empirical surface heat transfer coefficients h k1 and h k2 (h k1 <h k2 ) (k=1,2,…,n) were chosen firstly for each measurement point. Two temperatures T k1 and T k2 at time t 1 shown in Fig. 10 were obtained from h k1 and h k2 with unsteady 1-D axisymmetric heat transfer model respectively. The 1-D mesh contains 60 grid points for the 48mm thickness chamber wall, and the stretching of the grid were used near the inner wall boundary. Each unsteady calculation period is from t 0 to t 1 shown in Fig. 10 (~2.95s in this case). Then the first iteration data h k for 2-D modeling can be obtained using the linear interpolation with Equation (6). All the h k (k=1,2,…,n) are shown in Table 3 .
4.2.2 2D axisymmetric modeling 2-D axisymmetric unsteady modeling was applied to calculate the real inner wall temperature and the heat flux from t 0 to t 1 , as shown in Fig. 11 . In this step, several 2-D unsteady simulations are needed to get a converged inner wall heat transfer coefficients. In each 2-D unsteady simulation, the inner wall of the chamber was treated as the third boundary condition, the calculation time is from t 0 to t 1 , and the initial temperature at time t 0 of the whole chamber was set at ambient temperature. The 2-D mesh contains 500×60 grid points, and the stretching of the grid was also used near the inner wall boundary. The unsteady axisymmetric heat conduction equation is as follows (Chapman 1987) :
Source term Φ is set to (* ) w hT T − on the inner surface, where h is heat transfer coefficient, a series of heat transfer coefficients k h (k = 1,2,..,n) obtained from the 1-D modeling were used for the first 2-D simulation at the corresponding inner wall grid points. w T is the inner wall temperature which keeps changing in each 2-D simulation process, ambient temperature 0 w T for the initial condition of all the 2-D simulations. After the first unsteady 2-D simulation, a series of measurement point temperatures T k ' (k = 1,2,…,n) at the end of calculation time (t 1 ) were obtained. Generally, T k ' (k = 1,2,...,n) differs from the real temperatures T rk (k = 1,2,…,n). A correction of each heat transfer coefficients k ' h for the next unsteady 2-D simulation was made with Equation(8). And the unsteady 2-D simulation was repeated until the differences between the simulation results and the real temperatures T rk (k = 1,2,...,n) reach the tolerance. Table 3 . Heat transfer coefficients on the hot-gas-wall
In addition, the temperature-dependent metal (OFHC copper) properties were also considered in the modeling. Table 3 lists the surface heat transfer coefficients at the corresponding axial locations from 1-D and 2-D calculations when the adiabatic flame temperature was considered as the total temperature. Because in the 2-D equation calculation, the inner wall heat flux is the source term and unique, if difference total temperature of the inner flow was set, the coefficients will be changed, but it did not influence the ultimate results of inner wall temperature and heat flux. The inner wall temperature and the heat flux distributions at the end of calculation time are shown in Fig. 12 , where X-coordinate denotes the distance from injector face plate. The results show that heat load on the injector face plate is very low. Temperature and heat flux distributions have similar profiles: They both begin to rise from the injector plate and reach the first peak at around 0.05m, and decrease until 0.075m, and then continue to climb successively to get the maximum values at 0.120m, followed by some small fluctuations and a little decrease in the end section. Though some small fluctuations exits for both the temperature and heat flux at the end, they mainly keep stable. It should be mentioned here that the fluctuations here were somewhat produced by using the same delay constant in the conversion calculation process, which were actually not involved in all thermocouples. This heat load profile in the chamber was directly produced by the inner combustion flowfield structure. The first peak of the heat flux in the beginning is due to the existence of the strong recirculation zone there. Then the heat flux gets up continuously is because the inner mixing and combustion become more and more intense and sufficient, and the flow becomes faster and faster downstream. When the combustion is mainly completed, the flowfield temperature and velocity reach their maxima. As the flow moves further downstream, the combustion heat release is generally finished, but the wall heat loss still exists, which induces the heat flux goes down a little in the end. 
Error analysis
Errors of this method mainly come from the temperature conversion process and the assumption of the 2-D axisymmetric calculation. Detailed analysis will be conducted in these two parts.
Temperature conversion errors
Errors from the temperature conversion process occurred in the polynomial curve-fitting and application of the same response time constants for all thermocouples. For example as is shown in Fig. 9 , the curve-fitting variance was 90.0635K 2 with 2800 temperature data points, indicating that this kind of error was very small and acceptable. The deviation of response time also caused some errors to the results. Though the response time constants were provided by the manufacturer, analysis should be carried out to estimate its influence on the results. Fig. 13 shows the different converted temperature curve results from one measurement output data with different response time constants of 100ms and 150ms respectively. Curve T 1 is the original output of thermocouple. T 100 is the converted curve for response time of 100ms and T 150 for 150ms. It can be seen that though the difference of the time constants is even 50%, difference of the results is about 1.2 K, just 2% compared with the total temperature increment 60K.
Calculation assumption error
2-D axisymmetric chamber physical model was employed in the heat conduction simulation, whereas real chamber body is three dimensional containing the measurement 467 holes. The 2-D axisymmetric assumption produced somewhat new error, for which, a 3-D calculation and a 2-D axisymmetric calculation for one chamber structure were carried out. Fig. 14 , where 1/4 of a chamber section with a measurement hole was selected. Uniform convection heat load was imposed on the inner wall surface. Bartz equation was used to get the convection heat coefficient h, 7500W/m 2 K in this case. Initial temperature was set at 300K. Another 2-D axisymmetric simulation was conducted with a whole chamber body without the measurement hole under the same boundary conditions. The results of these two cases after 3s unsteady calculations are shown in Table 4 . Table 4 indicates that the differences of temperature increment on the measurement hole bottom (ΔT h ), the heat flux (q i ) and temperature increment (ΔT i ) at the corresponding inner wall surface were very low. The maximum error was just 3.6%. The reason is that the 3-D character of this chamber body with this measurement method is not evident because measurement hole was rather small compared with the chamber body. The result indicates that for this measurement method, though the chamber structure is three dimensional, the 2-D axisymmetric calculation is feasible and the calculation cost can be sharply saved. 
Parameters Chamber with holes Chamber without holes Errors

Application in studying gas-gas injector combustion chamber
This measurement method was used to investigate the heat transfer characteristics of a single-element gas-gas injector combustion chamber.
The testing article
The single-element shear-coaxial injector selected from the real engine shown in Fig. 15 was hot-tested here. The configuration of the single-element chamber can be seen in Fig. 2 . All of the design parameters of this chamber were the nominal ones from the real engine. The combustor contract ratio was 3.1 and the character length was 800mm. The inner diameter was 26 mm and the cylinder part was 255 mm in length.
Fig. 15. Schematic of the injector
In the tests of different chamber pressures, with the heat-sink design of the chamber and the heat protection in consideration, the durations of the steady hot-fires were set from 1.5s to 5s for different chamber pressure cases: 0.92MPa-5s, 1.83MPa-4s, 2.69MPa-4s, 3.63MPa-3s, 4.52MPa-2s, 5.42MPa-2s, 6.1MPa-1.5s.
Test conditions
A total of 17 hot-fire tests were conducted steadily. The operation conditions and typical chamber pressure profiles are summarized in Table 5 and Fig. 16 . The nominal Mixture Ration (MR) of all conditions were 6.0, the uncertainties of the MR of tests were -2.8%-2.3%. The injection velocities and the propellant temperatures for all the cases were kept unchanged. Table 5 . Test conditions summary Fig. 16 . The typical chamber pressure profiles of 7 cases
Results and discussion
The time traces of some thermocouples for a representative 2.69MPa chamber pressure test are shown in Fig. 17 . A total of eight sets of thermocouple temperature measurements are shown. In terms of nomenclature in the figure, for example, the first trace labeled TC-10-00 denotes that the thermocouple was at the 10mm axial location, at 00 degrees (angle was defined with respect to major array of thermocouple). Except the curve TC-25-00, it can be seen that all temperature traces had the same response characteristic, were all well behaved and not noisy. The TC-25-00 had an obvious longer response time than others, so it could not be utilized. During the steady state portion of the firing, the temperatures rose steadily owing to the heat sink nature of the chamber design. The curves of two thermocouples located respectively at 40mm and 100mm are nearly identical suggesting that the chamber flow was concentric. According to theory of heat transfer, higher heat flux on the inner wall at axial location of measurement point consequentially induces higher temperature raise at this point. Picture of the raises of temperatures at these measurement points versus the axial distance for 2.69MPa chamber pressure case is shown in Fig. 18 , manifesting that the results of 2 repetitive tests were nearly identical.
All temperature curves were obtained for all the pressure cases, and then an axisymmetric heat conduction numerical calculation was conducted to obtain the hot-gas-wall heat flux for each pressure case. Inspection of empirical heat transfer correlations available in the literature such as the Bartz (Bartz, 1957) , all the heat flux data were scaled by 0.8 1/ p , and the results are shown in Fig.19 . It can be seen that all the heat flux distribution curves collapse to a single profile, and all the cases show the same qualitative distribution trends and the almost same quantitative local values, which means that the heat flux q of a gas-gas injector combustor correlates well with the pressure p as 0.8 qp. A valuable suggestion can thus be drawn that the heat flux data at high pressure condition can be predicted from that at a low pressure condition. 
Numerical study
In order to investigate the heat transfer characteristics at the high pressure condition unavailable in the experimental hot-test, and further examine the inner combustion flowfields at different chamber pressures, numerical simulations were conducted on this combustion chamber.
Numerical models
A great effort has been made to perform the CFD simulation of gas-gas combustion flow at Pennsylvania State University, NASA Marshall Space Flight Center, University of Michigan and Beihang University et al. (Foust et al., 1996; Schley et al., 1997; Lin et al., 2005; Tucker et al., 2007a Tucker et al., , 2008b Cai et al., 2008; Sozer et al., 2009; Wang, 2009a Wang, , 2010b Wang, , 2010c And the results indicated that the steady Reynolds Average Navier-Stokes (RANS) method combined with a k ε − turbulence model could effectively simulate the whole combustion flow and obtain the statistical average solutions that can match the experimental results. In reference (Wang, 2010) , difference RANS models were used to simulate a hot-testing chamber, and a feasible k ε − turbulence model was obtained. Here, the RANS method combined with this k ε − turbulence model was used. Constant pressure specific heat of each species was calculated as a function of temperature
Coefficients of laminar viscosity and heat conduction of single component were calculated by molecular dynamics. The compressibility of the gas propellants at high pressure was considered. The R-K equation was substituted for the ideal state equation to take the real gas effect into account.
Numerical method and boundary condition
The entire system was solved by a strongly coupled implicit time-marching method with ADI factorization for the inversion of the implicit operator. Convective terms were 2-order flux split upwinding differenced, whereas diffusion terms were centrally differenced. The calculation domain only occupied half the chamber. The radial and axial stretchings of the grid were used near the wall boundary and in the shear layer domain. The grid consisted of 29,028 cells, and the grid of half the cylinder was 43×350. The inlets were fixed mass flowrate, and the inlet turbulence intensities both set to be 5%. The centerline was an axisymmetric boundary, and the nozzle exit was specified as a supersonic outlet. Non-slip wall boundaries were used on the chamber walls. The temperature of the combustor wall was set at environment temperature of 300K to achieve a steady heat flux.
Results and discussion
The dimensions of the chambers were kept unchanged, and a total of 4 numerical cases under different pressures from 5MPa to 20 MPa were chosen and shown in Table 6 . The combustion flowfields and heat flux along with the combustor wall were obtained. The temperature contours are shown in Fig. 20 , which shows that all the temperature contours of 4 pressure conditions are similar. And the similarity of the inner combustion flowfield structures leads to the same inner wall heat flux distribution shown in Fig. 21 . 
Conclusion
A method for measurement of single-injector heat transfer characteristics in a heat sink chamber was expound in this chapter. A series of measurement points are designed in the chamber with the same axial intervals and the same distance from the inner wall surface. This method measures the temperatures at these measurement points and then converts these temperatures into inner wall temperatures and heat flux with 2-D axisymmetric calculation. A hot-testing of a single-element gas-gas shear-coaxial injector chamber applying this method was introduced to explain this method. And the inner wall temperature and heat flux for this case were obtained and demonstrated. The basic principle and design, data processing and the corresponding error analysis were described in detail.
And the error analysis showed that the accuracy of this method is sufficient for engineering application, and the 2-D axisymmetric calculation can substitute for the expensive 3-D calculation with its cost-saving advantage. The method was originally developed for singleelement axisymmetric chamber, and can also serve as a reference for non-axisymmetric chambers and multi-element injector chambers. Furthermore, this method was used to investigate the heat transfer characteristics of a single-element shear-coaxial gas-gas injector combustion chamber. A single-injector heatsink chamber was designed and hot-fire tested for 17 times at chamber pressure from 0.92MPa to 6.1MPa. Inner hot-gas-wall temperature and heat flux along with the axial direction of the chamber were obtained. The results show that heat flux in gas-gas injector combustors of different pressures not only have the same distribution qualitatively, also show a good agreement with 0.8 c qp quantitatively. The inner combustion flows were also numerically simulated with multi-species turbulence N-S equations at higher chamber pressure from 5MPa to 20MPa to extend the experimental results. Both the flows structures and heat flux profiles on inner wall were obtained and discussed, and the results of numerical simulations indicated that the combustion flowfield of different pressures are similar and the heat flux is also proportional to pressure to the power 0.8.
