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Deep image – images that “contain information about coverage and depth along each 
pixel” (Heckenberg, Saam, Doncaster, and Cooper, 2010, p. 1). 
 
Layers – When referred to in terms of an After Effects® project, a layer refers to an 
element of the final image.  Many different images/elements are stacked on top of 
each other to create the finished composited image.  When they are added or 
inserted into the stack, they become a “layer”.  For example, the bottom-most 
layer (element/image) will be behind all other layers and may have parts of itself 
obscured by the layers on top of it.  Likewise, a layer at the top of the stack will 
be fully visible since it does not have anything obscuring it (this does not take into 
account effects or masks that may affect the visibility of the layer). 
 
Z-Depth – “A way of stating where an object is in relation to the camera on one axis – 
close to near” (Okun and Zwerman, 2010, p. 893).  Also referred to as “Z-Space” 
or “Z-Buffer”. 
 
Z-Depth compositing - “Compositing images together with the use of a Z-Buffer to 
determine their relative depths or distances from the camera” (Okun and 
Zwerman, 2010, p. 893). 
 
Z-Depth image – “A specialized image that uses the brightness of each pixel to specify 
the relative depth for each pixel in the corresponding RGB image” (Okun and 
Zwerman, 2010, p. 893). 
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It is important for video compositors to be able to complete their jobs quickly and 
efficiently.  One of the tasks they might encounter is to insert assets such as characters  
into a 3D rendered environment that has depth information embedded into the image 
sequence.  Currently, a plug-in that facilitates this task (Depth Matte®) functions by 
looking at the depth information of the layer it's applied to and showing or hiding pixels 
of that layer.  In this plug-in, the Z-Depth used is locked to the layer the plug-in is applied. 
This research focuses on comparing Depth Matte® to a custom-made plugin that looks at 
depth information of a layer other than the one it is applied to, yet showing or hiding the 
pixels of the layer that it is associated with.  Nine subjects tested both Depth Matte® and 
the custom plug-in ZeDI to gather time and mouse-click data.  Time was gathered to test 
speed and mouse-click data was gathered to test efficiency.  ZeDI was shown to be 
significantly quicker and more efficient, and was also overwhelmingly preferred by the 
users.  In conclusion a technique where pixels are shown dependent on depth information 
that does not necessarily come from the same layer it's applied to, is quicker and more 




CHAPTER 1. INTRODUCTION 
This chapter introduces the task to be improved, as well as what methods 
currently exist for working with it.  It will also look at the new method that will be 
tested.  This chapter also looks into areas such as the research question being posed, 




Within the film and entertainment industry, there are many different processes 
that go into creating a finished product.  Many of these processes fall within the realm 
of “Post-Production”, adjustments done to the files after it’s been filmed.  These 
typically take place in the computer and can range from Color Correction to 
Compositing.  The visual effects work in movies and media are contracted to the 
studio or artists who can get it done the fastest for the least amount of money, making 
it important to be able to complete tasks in the most efficient way possible.  In the 4 
years the researcher has been working with the compositing software After Effects®, 
they have not found a truly fast and user-friendly way to integrate footage with a 
rendered background.   
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Imagine there is a 3D rendered scene with a pile of boxes.  An artist is tasked 
with inserting footage of a character into the scene so that it looks like the character is 
in the middle of the pile of boxes.  Therefore some boxes are in front of the character, 
and others are behind.  There are three main ways the researcher found in which this 
can be accomplished.  These techniques may or may not utilize Z-Depth.  There are 
various terms associated with Z-Depth that may be used among different literature.  
The following is a brief summary of what the different terms mean in this paper. 
“Z-Depth” is numerical data (which can be converted into a grayscale value) 
associated with a pixel that denotes how close the object being shown, at that 
particular pixel, is to the camera (Okun, 2010).  “Z-Depth Image” is a grayscale 
image and is used to visualize (and use) Z-Depth data.  Typically, the whiter a pixel is 
in a Z-Depth Image, the closer that pixel’s object is to the camera.  The closer to 
black a pixel is in a Z-Depth Image, the farther that pixel’s object is from the camera.  
Z-Depth Images are also referred to as “Depth Maps”, as they map out how deep a 
pixel is.  A “Deep Image” is a wrapper term given to an image that has more than the 
typical Red, Green, Blue, and Alpha channels.  It does not necessarily have Z-Depth 
information, but it does have extra information of some kind in its auxiliary channels.  
“Compositing” is the process of combining multiple images, typically with the intent 
to make it appear as though all or some of the elements in those separate images all 
co-existed in reality in the final composited image.  “Z-Depth Compositing” is the 
process of compositing while utilizing Z-Depth information.  This can be in the form 
of plugins that access the channels of Deep Images, or by manipulating the grayscale 
Z-Depth images to create mattes or other useful compositing tools.  Although not 
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discussed at length in this paper, a similar term is “Deep Pixel Compositing” and it 
refers to compositing whilst utilizing extraneous information that has been embedded 
into a pixel.  Finally a “Depth Matte” is a black and white image, often created from a 
Depth Map or Z-Depth Image, that denotes all pixels in front of a certain depth with 
one color (typically white) and all pixels behind a certain depth with the other color 
(typically black).  This is not to be confused with Depth Matte® which is a plug-in 
shipped with After Effects®, explained later. 
 
1.1.1 Overview of Rotoscoping 
One method to insert a character into a pre-rendered 3D scene is to composite 
without the use of any Z-Depth data.  An example of such a method is rotoscoping, 
which is “a general term for the process of creating imagery or mattes on a frame-by-
frame basis by hand” (Okun, 2010).  An example of the setup of a rotoscoping project 
would be to place the background layer, then the character layer, then the background 
layer again in the project.  Then the user would rotoscope (manually trace) on the top 
background layer around the boxes supposed to be in front of the character, to make 
only those boxes appear on that front layer.  Conversely, a user could avoid adding in 
additional background images by rotoscoping on the character layer and selecting 
“Subtract” in the mask options.  A disadvantage of this technique is that rotoscoping 
is time-consuming and tedious, as well as it doesn’t utilize Z-Depth that may or may 






Figure 1.1 – Elements of a composited scene using a rotoscoping technique in After 
Effects® 
 
Figure 1.2 – The original and final results from compositing using the rotoscoping 
technique, with the middle image also showing the user-defined paths 
1.1.2 Overview of Track Matting
Another method is to use a Depth Map of the background layer, either 
separately rendered or extracted out from a Deep Image.  This is a grayscale layer that, 
in After Effects®, must be present in the stack of layers one step above the character 
footage.  To manipulate it into a Depth Matte, typically two instances of the 
“Exposure” effect are applied to the depth layer and adjusted until it is a black/white 
image in which all of the white pixels denote something in front of the plane where 
the character should appear and the black denoting everything behind the plane where 
the character should appear.  Then, the character layer is set to use the customized 
depth layer as a type of luma matte (where pixels are shown or hidden based on 
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grayscale values, not alpha values) and the parts of the character that appear where 
the background should be in front are hidden. 
 
Figure 1.3 – Elements of a composited scene using a Deep Image and TrackMatte 
technique in After Effects® 
 
 
Figure 1.4 – The original, track-matte, and final results from compositing using the 
Track-Matte Technique 
1.1.3 Overview of Depth Matte® 
Finally, a third option is to use a plugin shipped with After Effects® called 
“Depth Matte®”.  This plugin was created to specifically work with Deep Images, 
and can be used with the following formats: RLA, RPF, Softimage PIC/ZPIC, and 
Electric Image EI/EIZ (Adobe, 2014).  It also has the ability to be applied to 
OpenEXR file formats, but requires a special file to tell the program which channel in 
the OpenEXR format is the channel that contains Z-Depth information.  Setting up a 
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Depth Matte® project would include placing the background layer, a character layer 
on top of that, then another copy of background above that.  Depth Matte® would be 
applied to the top background layer and manipulated until that layer only shows 
pixels that are meant to be in front of the character.  This becomes much more 
complicated as more characters are added into the same scene at different depths.
This process can be complicated due to Depth Matte’s® inherent structure which 
locks the depth information that you use to the layer that the plug-in is applied to, the 
layer whose pixels are being shown and hidden.
 
Figure 1.5 – Elements of a composited scene using the Depth Matte® plugin that 




Figure 1.6 – The original assets, the four modified background layers used, and the 




All three of these methods involve three initial layers for inserting a single 
character.  Rotoscoping involves manual tracing, which takes even more time when 
the background or environment is moving and possibly quite complex, such as foliage.  
Track-Matting involves fiddling with a Z-Depth Image and manipulating it to what 
the artist’s eye says it should be.  Depth Matte® is almost a better version of 
rotoscoping as it holds the same Background – Character – Foreground pattern but 
accomplishes this by utilizing Z-Depth.  All of these processes can be further 
complicated by a change in the design or artistic direction of the shot, which can lead 
to the artist having to re-do or rework through shots multiple times.  Although proper 
project infrastructure and setup can lessen the load, it is still important that the artist is 
able to make changes quickly and easily.  
 
1.1.5 Introducing ZeDI 
This paper presents a new approach that is, while not necessarily novel in its 
use of Z-Depth information, a simple and effective way to approach the information 
that can be available.  Using drop-down menus to select the layer with the depth 
information, a slider to select the depth (while seeing instant results in the 
composition), and an invert button to account for both variations of Z-Depth (with 
black being able to denote either close to camera or far from camera), the plug-in 
presented attempts to give the artist an easy-to-use tool to complete the task of 
inserting characters or elements into a 3d environment after the background sequence 
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has been rendered with depth information embedded into it.  Due to its use of Z-
Depth Integration, the plug-in has been coined “ZeDI”. 
It is essential to note that the main difference between ZeDI and Depth 
Matte® is in how the Z-Depth information is applied.  Depth Matte® can only be 
used on an image that has Z-Depth information embedded inside of it and uses that 
embedded information to show or hide pixels.  Practically, this means that it can only 
be applied to rendered 3D background images.  This facilitates the need for many 
copies of the 3D background in projects where multiple characters are being placed.  
ZeDI, on the other hand, can be applied to any layer and uses data from a different 
layer to show or hide pixels of the layer it’s applied to.  It “unlocks” where you can 
draw the Z-Depth data from.  Practically, this means that it is applied to and affects 
character layers rather than background layers (negating the need for multiple 
instances of the background), but there is nothing to stop the user from applying it to 
and affecting a background image. 
 





Figure 1.8 – The original assets, modified characters, and final result using the ZeDI 
prototype 
1.2 Research Question 
Will the implementation of a custom Z-Depth plug-in, that focuses on using 
data from a separate layer rather than from within, increase the speed and efficiency 




This research will be done using a custom plug-in created by the researcher 
for Adobe After Effects CC®, and it focuses on Purdue students and/or staff who 
have either taken CGT 346 (Introduction to Video and Audio Editing) or have worked 
with After Effects® for at least 2 months to ensure that unfamiliarity with the After 




If the plug-in proves to be quicker and more efficient for the compositor to use, 
and achieves the same effect as the other methods, then it would allow artists to more 
easily meet their deadlines. 
 
1.5 Assumptions 
Assumptions for this study include: 
 The software and computer will work properly and consistently during the 
testing. 
 The subjects have enough knowledge to navigate the After Effects® program 
without adding a detriment to the timing and click components. 
 
1.6 Limitations 
Limitations for this study include: 
 The plug-in will be coded for Adobe After Effects CC®. 
 All testing will be done on the same system. 
 Only the initial compositing pass (layering images and applying effects to 
create illusion of integration) will be tested. 
 
1.7 Delimitations 
Delimitations for this study include: 
 The plug-in will not be implemented in Nuke®, Composite®, or any other 
compositing program for this study. 
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 The testing procedure will not include importing, green-screen removal, or 
color-correction.  Importing or rendering times will not be a factor. 
 
1.8 Chapter Summary 
This study focuses on the integration of Z-Depth data into the compositing 
process with the intention of creating a plug-in to enable the compositing of footage 
into 3D scenes to be completed more quickly and efficiently than what is currently 
shipped with Adobe After Effects CC®.
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CHAPTER 2.  LITERATURE REVIEW 
2.1 Introduction 
The moving picture is a way to pass the time for many a person.  Its ability to 
take our breath away and transport us out of our own lives means that it has always 
been a thriving industry.  TIME Entertainment even reports that periods of economic 
hardship such as the Great Depression and the 1970's oil crisis didn't have much 
effect on the drive of people to consume movies.  If anything, the consumption 
increased (Keegan, 2008). 
Movies started out simple, a little peep-hole with a crank to advance the 
images.  Every advancement from there, however small it might seem to the current 
population, was a huge step for the people of the time.  There is the classic black and 
white movie projector with a live pianist playing next to the movie, later replaced by 
the addition of sound and later the implementation of color. 
With the invention of computers, the movie industry started to digitize itself.  
Digital compositing could now be done and the development of movies completely 
made with Computer Graphic Imagery (CGI) has allowed the industry to tell stories 
that were either impossible or inconvenient to film with cameras.  In recent years, the 
movie has expanded yet again into stereoscopic 3D, allowing filmmakers to work not
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just on the screen that the movie will be projected onto, but also in front of and 
behind it. 
With the size of the industry and the demand for new product, it is important 
that the artists who work on these films can complete their tasks as quickly and 
efficiently as possible.  The now almost entirely digital post-production process 
allows artists to use data of the images themselves to the best of their advantage.  
Although the typical data used from image formats is – for every pixel – the red, 
green, blue, and alpha channels, the following information details the research done 
in utilizing depth information.  The following sections will cover: digital compositing 
in general, different advances and approaches that have been researched in regards to 
Z-Depth data, and finally ways to hold and carry this data such as having it be a 
separate image sequence or embedding it directly into the main image sequence. 
 
2.2 Compositing 
Compositing is the combining of two or more images to create a new picture 
(Porter & Duff, 1984).  It can be as simple as replacing the sky to make it look like 
clouds are gathering for a storm, to as complex as both live-action and digital 
characters run through a forest whilst being partially obscured by branches and leaves.  
Today, there are multiple methods for integrating two or more images together to 
make them appear on the same footage.  Rotoscoping, green-screens, and 
automatically generated hold-out mattes for digitally created 3D objects are some of 
the modern techniques used in compositing. 
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As digital scenes became more complex, artists will often utilize multiple 
programs to complete a shot or create a final image.  Some 3D programs like 
Autodesk's Maya® and 3DS Max® are commonly integrated with compositing 
programs such as Adobe's After Effects® or The Foundry's Nuke®.  This is partly 
due to the idea that small modeling errors should not constitute the need to re-render 
the entire scene. 
Compositing also strives to avoid aliasing and the preservation of soft edges.  
Aliasing is when artifacts occur due to the resolution of an image being limited (Okun 
& Zwerman, 2010).  According to Porter and Duff (1984), there were two main 
methods previous to their algorithm.  There was Whitted and Weimar's graphics test-
bed in which all objects are reduced to horizontal spans (Whitted & Weimer, 1981), 
and Crow's image generation environment which creates special-purpose rendering 
processes that are independent to facilitate deciding the order that it combines images 
(Crow, 1982).  Beyond these two main methods, soft edge mattes were implemented 
in systems such as the Hanna-Barbera cartoon animation system.  The method 
presented by Porter and Duff (1984) is more convenient in terms of dealing with 
alpha information.  Every pixel is composed of RGB to decide its color.  A “mixing 
factor” is also required and it controls the interpolation of the two images through an 
opacity or alpha channel that will determine the transparency. 
The base format for a given image is to have each pixel denoted by its red, 
green, and blue values.  This is typically represented as (r, g, b) with numerical values 
replacing each argument, and each argument being of a different “channel”.  Thus, 
the basic image will have a red, green, and blue channel.  Building off of this, a fourth 
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channel can be added to give information regarding the alpha channel, or how 
transparent that particular pixel is.  This is referred to as an RGBA format rather than 
the base RGB format.  An advantage of the RGBA format is that both color channel 
and alpha channel computations can occur simultaneously, unlike the RGB format 
where the alpha channel is not embedded and readily available (Porter & Duff, 1984). 
For example, given that in combining two images, you have the color red only 
half-covering the background pixel.  One could have the program compute the new 
color by taking the foreground red pixel (1,0,0,.5), multiplying the alpha to the colors 
to create the new pixel to be added over as (.5,0,0,.5).  However, this forces the 
computer to do unnecessary calculations, specifically multiplication in order to garner 
a true color.  Instead, one can pre-multiply the alpha into the colors before bringing it 
into the software, thus having the native import be (.5, 0, 0, .5).  Proponents against 
this say that it is an unnecessary quantification of color information as opacity 
approaches zero.  However, in compositing, the multiplication is going to have to be 
done at some point in the process. 
Beyond this, Porter and Duff (1984) also solidified several functions of 
combining images such as: over, under, in, out, atop, and xor.  Taking the idea of 
adding in more channels with deeper information, Porter and Duff (1984) were also 
“interested in applying the compositing notions to Z-buffer algorithms, where depth 
information is retained at each pixel” (p. 7).  One year later, Duff continued that 




When talking about Z-Depth, it is easiest to think along the z-axis that exists 
in 3D programs.  The x-axis is side-to-side or left-to-right, the y-axis is up-to-down, 
and the z-axis is front-to-back.  So when Z-Depth is discussed, it is generally 
referring to how far away from the camera on the z-axis an object or point is.  It 
should also be noted that there is no one absolute z-axis.  Instead, an infinite number 
of z-axes exist and, when talking about Z-Depth, it is easiest to visualize that they all 
begin at the camera and shoot out into the scene (Okun & Zwerman, 2010). 
Anti-aliased compositing can be achieved by combining the algebraic 
equations for compositing (created by Porter and Duff in 1984) and a z-buffer.  Due 
to sampling, z-buffer tends to be difficult to anti-alias.  The systems developed by 
LucasFilm and Ohio State for compositing require linearly separable surfaces (Duff, 
1985).  Once again expanding the number of channels in an image, compositors now 
had the ability to work with images that had red, green, blue, alpha, and Z-Depth 
information embedded for each pixel. 
To composite two images, binary operators are used.  Although this method is 
categorized as “brute-force image space” and dismissed for being impractical, it is 
one of the most popular algorithms for hidden surfaces (at time of Duff's report in 
1985).  Duff calculated the z-buffers at each corner of a pixel and compared them to 
determine what information should be shown in the front.  This became the basis of 
depth compositing, which is compositing using depth data that is embedded in the 
image.  However, depth compositing still runs into problems in regards to motion blur 
and anti-aliasing (Okun & Zwerman, 2010).  Duff's end results suggested that small 
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programs run on the same image can be better than a “large integrated application 
program” (Duff, 1985, p. 3). 
 
2.2.1 Image Matting 
Image matting is a process that removes elements from an image and creates a 
matte or cutout.  This is typically done without the use of Z-Depth.  These mattes can 
then be used in conjunction with other compositing techniques to make the process 
easier or more automated for the user.  There has been a lot of previous research that 
has focused on different algorithms or methods to refine this “cutting out” process.  
Rother, Kolmogorov, and Blake (2004) described a matting method that was 
interactive for the user.  It involved drawing a box around the foreground object or 
character, and then used a custom algorithm to determine where to actually “cut” so 
that only the selected foreground object remained.  This “cutout” could then be used 
in compositing as a matte (Rother, Kolmogorov, & Blake, 2004).  Algorithms are 
generally the focus in image-matting research and there are many different theories 
and already proven algorithms to base new methods off of.  One such study used 
poisson equations to “approximate gradient fields”, calling the method “Poisson 
Matting” and stating that they had found it to be a successful improvement (Sun, Jia, 
Tang, & Shum, 2004). 
 There has also been research that uses similar ideas and techniques, but 
applies them to a different area.  “Drag-and-drop pasting” (Jia, Sun, Tang, & Shum, 
2006), although not quite true image-matting in the compositing sense, uses the same 
idea of extracting foreground images.  However, they add in a blending algorithm to 
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skip the matting step entirely and composite the object straight into another scene (Jia, 
Sun, Tang, & Shum, 2006).  All of these ideas and techniques, although generally 
tested on a single still-frame, can be extrapolated to work with animation and moving 
picture.  The mattes and cutouts from these animations can be used as the basis for 
track-matting. 
 It should be noted that, although very important to the world of post-
production and compositing, image-matting is not a focus for ZeDI development.  
ZeDI does not make use of image-matting techniques because it makes its decisions 
based on Z-Depth, not flat RGBA data.  It is only concerned with whether or not the 
pixel in the image has a Z-Depth greater than or less than the user-defined depth 
parameter, not on what the contour or color of the actual image is. 
 
2.2.2 Rotoscoping 
Rotoscoping is one of the more common techniques for inserting an element 
into an environment.  It is an old technique, eventually patented by Max Fleischer in 
1917 (Fleischer, 1917).  Its roots are in tracing, and the method began with live-action 
footage being placed underneath something that the artist could both see through and 
draw on.  This would result in animation with life-like movement and/or proportions.  
It has been used both as a helpful tool for animation such as in Disney's “Snow White” 
(Bregler, 2007) and as the principal method of animation such as in “A Scanner 
Darkly” (Garwood, 2012).  Today the rotoscoping technique can also produce 
tracings that can be used as a hold-out matte that, when used in conjunction with the 
image it was made from, are used to insert the image into a different environment 
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(Radke, 2012).  It is this latter idea that ZeDI is akin to, and is explained in more 
detail in the third chapter of this paper. 
 
2.2.3 Track-Matting 
Track-matting is the other common method we'll be looking at in this study.  
It is based on the idea of image-matting and goes back to at least 1903 when it was 
used in “The Great Train Robbery” (Fry & Fourzon, 1977).  It was originally 
achieved by using cards to block light to a stationary camera so that only part of the 
film would be exposed or recorded onto.  Then, on a separate roll or section of the 
film, another element would be filmed with the exact inverse of the previous cards 
used.  This results in two separate strips of film, each with a section of the image 
missing.  However, when the two strips are laid on top of each other, they create what 
appears to be a full and unbroken image.  This was often used for window-
replacement to make it look like the environment, which was actually a sound-stage, 
was a real location somewhere in the world.  In “The Great Train Robbery”, this was 
used to make it look like there was a train passing by outside the station window, 
solidifying the perception that the filming was done in a train-station and not a sound-
stage (Fry & Fourzon, 1977).  The digital method used today, and the one that ZeDI 
will be tested against, is explained further in the Chapter 3. 
 
2.3 Deep Images 
The pipeline and workflow of, as well as leading up to and through, 
compositing can be improved by unlocking the full data storing capabilities for 
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rendered images.  Deep images have information regarding “coverage and depth 
along each pixel” (Heckenber, Saam, Doncaster, & Cooper, 2010).  Whilst color 
images contain final appearance information (RGBA) for each pixel, deep images 
store the final appearance information of all objects, materials, and volumes that 
create the final pixel along with their distance from the camera.  This is advantageous 
for volumetric renderings where it is difficult to decompose the layer.  According to 
Heckenber et al. (2010), deep images are prominently used in Pixar's RenderMan and 
its technique of rendering deep shadows.  The approach the authors took takes the 
render camera and stores deep data from it. 
Whilst some deep image compositing uses image sequences where the depth 
data is essentially the distance to the front-most pixel (such as the research by Palomo 
and Gattass discussed later), the method used by Heckenber et al. goes beyond this 
and suggests that it stores color, alpha, and depth data for everything that makes up 
that particular pixel even if it is occluded.  This was researched by Shade, Gortler, He, 
and Szeliski (1998) as they looked at the difference between depth sprites and layered 
depth images. 
Depth sprites are images that are segmented into layers with the intent of 
separating the items within the image.  The individual layers are then assigned a 
depth.  These sprites can be used to give a different virtual viewpoint in the image, so 
that with a single photo you can simulate what the picture would've looked like if you 
had taken the photo from a different but similar angle.  Warping and parallax 
correction needs to be applied, and even then there is the possibility of occlusion 
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holes in the new viewpoint.  These occlusion holes are gaps in the image where there 
was no original data due to it being hidden (Shade et al., 1998). 
Layered depth images go off of the idea that, when rendering out a scene, 
every pixel can hold multiple layers of color, alpha, and Z-Depth information.  
Therefore, both foreground and background information can be held in a single file 
without having occlusion holes when the parallax is changed.  If one pixel has two 
different items attributing to it but the items are less than a specified distance apart, 
they are assumed to be on the same layer.  With this their colors are averaged and 
combined, so a new layer is not made within the image file. 
However, if they are more than a specified distance apart then they are 
assumed to be two different objects.  They are not merged, and that pixel is given 
RGBA and Z-Depth information for two different objects, leading to that pixel having 
two layers.  The amount of information in these types of files can be highly taxing to 
the system as it is essentially storing the full rendered data of a 3D scene into a 2D 
image that may be expected to play at real-time.  The high levels of data contained 
can greatly increase both the preview and render processes within the compositing 
workflow.  This can be alleviated by not looking at any information that is not 
directly in the camera's view (Shade, et al., 1998). 
Another approach to the same problem was proposed by Chang, Bishop, and 
Lastran (1999).  Expanding on the layered depth image work of Shade et al., they 
looked at the issue of sampling rate, which Shade et al. had not considered.  Chang 
and his colleagues approached this problem with a hierarchical tree to deal with the 
Z-Depth information.  In this way, one would only need to go as deep into the tree as 
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the output image's sampling rate.  When multiple layers are encountered in a single 
pixel, they are sorted first by depth and then alpha blending is used to combine them 
(Chang et al., 1999). 
 
2.3.1 Applications of Deep Images   
Although deep images are relatively easy to create in entirely CGI scenes due 
to being able to render the Z-Depth data directly to the image format, there has also 
been research into ways to achieve deep compositing with live-action footage.  
Devices and technology that sense and record depth in the real-world have become 
more popular as of late.  Palomo and Gattass (2010) proposed a situation in which an 
event has been filmed from multiple camera angles, but the angle that is to be shown 
exists between two of the angles.  Their research proposed an algorithm that 
processed on the GPU to create a new image where the reference views were to the 
left and right of the desired view, given that all reference views used also had depth 
maps specific to them. 
Palomo and Gattass (2010) defined a “depth image” as a color image with one 
depth value per pixel.  The depth maps from the new depth-sensing technologies have 
been linearized into a grayscale image.  The method that the authors developed was 
based off of 3D warping in which, by moving from the camera's co-ordinate system 
to the world's co-ordinate system, a 3D mesh is projected out from the camera and 
then warped to the new viewpoint.  This technique on its own generally fails due to 
regions that were occluded becoming uncovered and not having any RGBA 
information for them. 
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To blend the two images, each pixel from both reference images are compared 
to each other.  Given a threshold, if one pixel is closer to the new camera than the 
other (according to their depth map information) then that pixel is composited on top 
of the background pixel (Palomo & Gattass, 2010). 
Another technique of applying deep images has developed to simulate depth 
of field, a common effect that is inherent to real-world cameras of both the still-
picture and video variety.  Methods for creating artificial depth of field in digital 
images generally involve using kernel convolution that can result in edge artifacts.  
Stochastic sampling during render increases the time it takes to render and the 
resulting image can be noisy.  Depth of Field is the idea that there is one plane or 
slice completely in focus, and the further from that slice you get in Z-Depth the more 
convoluted and blurry the pixel is. 
In 2004, Budin published a paper covering an algorithm to use Z-Depth to 
create artificial depth of field in digital images.  The first step was that each pixel 
would be evaluated and, according to how far from a specified Z-Depth it is, a 
gaussian blur disc of varying strength was applied with its center on the pixel.  The 
second step was that the RGBA value of each pixel was normalized depending on 
how far from the normal value of “1” they were.  This was done after all of the 
gaussian blurs had been applied. 
To implement his method, Budin developed a plug-in for the compositing 
program Shake.  In the end, his plug-in did not cause unreasonable lag to the 
compositing process.  His plug-in also had a previsualization feature that dimmed the 
image according to whether or not they were inside the deciding planes for the focus.  
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One problem with his method was that not having the background rendered or having 
no 3D background caused problems with hard edges (Budin, 2004). 
Depth of field is a property that many cameras and video-cameras have, but 
that is not to say that there are no methods of forcing depth of field on non-digital 
images after they have been taken.  Jacobs, Baek, and Levoy (2012) developed a 
technique that, given a “stack” of photographs at different depths of field or focal 
ranges, could allow the user to create a custom focal range.  Maps telling the software 
how “in-focus” that part of the image is are needed.  It is worth noting that these are 
not strictly depth maps, as the strongest value in it may be in the center of the image 
(halfway away from the camera to the back of the image).  However, in the end they 
were able to create images in which all of the items were in focus without losing 
quality (Jacobs, Baek, & Levoy, 2012). 
Another popular application of deep images is in shadow maps.  For intricate 
objects such as hair and fur which require self-shadowing to look realistic, shadow 
maps (regular as well as deep) can help speed up render times.  Lokovic and Veach 
(2000) explained their research in deep image shadow maps as: 
“Rather than storing a single depth at each pixel, a deep shadow map stores a 
fractional visibility function that records the approximate amount of light that 
passes through the pixel and penetrates to each depth.  The visibility function 
takes into account not only the opacities of the surfaces and volume elements 
encountered, but also their coverage of the pixel's filter region.  (p. 1)” 
For their sampling method, they would choose a sampling density for each 
pixel on the image plane of the shadow camera.  One such sampling density could be 
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“16 samples per pixel on a jittered grid” (Lokovic & Veach, 2000, p. 3).  Using 
raytrace or scan-conversion renderers, surface and volume elements intersected by the 
primary ray from the shadow camera (which is placed at the same co-ordinates as the 
light source casting the shadows) is calculated.  This is done for each pixel (x and y) 
of the image plane.  Every intersection or “hit” is given both a Z-Depth and an 
opacity value. 
For their experimentation, Lokovic and Veach (2000) kept their resolution a 
constant at 256x256 pixels and instead made their variable the sampling size per pixel 
adjusted.  They measured the process in the number of seconds it would take to 
render.  They then rendered the scene under various conditions such as: 16 samples 
with a normal shadow map, 4k x 4k with a normal shadow map, and 256 samples 
with a deep shadow map.  They would render the image using each technique, and 
then subtract the amount of time it took to render the same image without any 
shadows whatsoever to ascertain how many seconds that particular shadow-map 
method added on. 
They discovered that deep shadows took longer to render at 2x2 and 4x4 
sample sizes compared to normal maps.  However, deep shadow maps take much less 
time than normal shadow maps at the higher sample sizes (45 seconds versus 2414 
seconds respectively).  In terms of storage, normal shadow maps take less storage 
than deep maps at 2x2 samples (.34MB versus .49MB), but deep maps take less 
storage space than normal maps as sample size increases.  For example, at a sample 
size of 64x64, normal shadow maps were 341.34MB whilst deep shadow maps were 
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2.2MB.  Furthermore, their expected error of rendering for both maps decreased as 
sample size increased (Lokovic & Veach, 2000). 
In the end they found that deep shadow maps were much faster and actually 
had better quality than the 4K shadow maps while only requiring 1/6 of the storage 
space.  Some flaws were that deep shadow maps were found to be more 
computationally expensive and their minimum filter width was larger than regular 
shadow maps.  The use of three-dimensional octrees (a type of data structure) 
compress better than deep shadow maps, as does wavelet expansion.  However, deep 
shadow maps are faster than both of those methods and can be applied or are 
applicable to surfaces, volumetric elements, fur/hair, and motion blur.  They also 
compress better than 3D grids (Lokovich & Veach, 2000). 
Other stand-alone toolsets have also been created using deep images or the 
manipulation of Z-Depth data.  One such toolset was a painting application that 




Stereoscopy is when the film or image creates a sense of depth by sending 
different pictures to the viewers' left and right eyes (Okun & Zwerman, 2010).  With 
the rise of stereoscopic movies and the inherent use of depth, it is no surprise that new 
pipelines for working on such projects began to form.  Completely CGI movies 
seemed to be the natural choice, as the addition of another camera to create the 
stereoscopic effect did not require any extra equipment.  However, that did not stop 
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live-action films from creating new camera rigs and technology, such as the Miracube 
line of products, to jump in on the new trend (B&H Photo, Video & Pro Audio, 2013).  
There was also the option of filming in 2D and turning it into stereoscopic 3D during 
the post-production process.  With this came the possibility of re-releasing older 
movies in stereoscopy, such as Disney classics. 
During their 2D to stereo 3D conversion of The Lion King and Beauty and the 
Beast, Disney had to develop their own toolset due to the lack of 3D geometric 
models from those film projects (Tucker-Fico, Goldberg, Koneval, Mayeda, Neuman, 
Olun, & Shnittker, 2011).  With the idea that “0” is the screen, positive values appear 
in front of the screen, and negative values appear behind the screen, every shot was 
first marked up by hand to indicate various depths in that particular image.  This is 
made more difficult by the need for consistency between shots. 
Artists would be given their particular shots in layers which they then used to 
place in 3D z-space.  Through a pair of virtual cameras and trigonometry, the layer 
could be interpreted in either Z-Depth or pixel offset.  The power of the Disney 
developed toolset was that the artists could use proportions to change the global far 
plane, close plane, or screen plane.  This could all be done whilst proportionally 
preserving the distance between the layers that fell between the planes (Tucker-Fico 
et al., 2011). 
Complex effects such as rain and snow were achieved by applying an 
animated fractal pattern of the final depth map.  The toolset was applicable to any 2D 
to 3D stereo conversion whether it was live action or computer generated.  However, 
the demand for stereoscopic movies was great enough that multiple toolsets from 
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different studios were developed.  Pitié, Baugh, and Helms (2012) wrote on their 
work with 2D to stereoscopic 3D conversion using depth maps from CGI animation. 
They proposed a simple solution to the problem of creating Stereoscopic 3D 
content for CGI animation while avoiding setting up 3D cameras in the scene and 
dealing with multiple iterations with multiple cameras for a single shot.  They used 
depth information on the shot rendered by a single camera to create a stereoscopic 3D 
image.  This meant that impact on the animation workflow was minimal and did not 
require re-rendering if the given stereoscopic settings were not correct. 
It allowed for quick iterations and could fix “roundness” issues, which occurs 
when characters and items appear to be cardboard cutouts.  However, it is possible 
that the depth map being used is incorrect at the edge of the layer, and further 
problems could arise since transparent regions tended to push that pixel's Z-Depth 
forward in space.  The quality of the depth map also directly affected the quality of 
the results.  It is an assumption that the depth map follows object contours with 
precision.  This problem is generally minimal with completely digital productions, 
but can become an issue with live-action footage.  The technique by Pitié et al. gives 
minimal impact on workflow due to being a post-process effect.  Because of this, 
things such as grading or changing the depth can be done quickly. 
This technique focused on depth maps being a separate rendering, but the 
authors took note of the existence of Deep Image Compositing.  “It is a definite 
advantage for our proposed approach as an extensive layer representation is 
automatically generated by the animation software when outputting Deep Images” 




OpenEXR is an open-source file format created by Industrial Light and Magic 
(Okun & Zwerman, 2010).  Its color management has not yet been standardized, but 
the developers of OpenEXR are keeping it aligned with the Image Interchange 
Framework (which is being developed by the Academy of Motion Picture Arts and 
Sciences).  Its many features such as “16-bit floating point pixels, lossy and lossless 
compression, an arbitrary number of channels, support for stereo, and an extensible 
metadata framework” make it easy to see why it is already actively in use in post-
production houses (Okun & Zwerman, 2010, p. 481).  Not only that, but in the realm 
of digital film scanning and printing, OpenEXR is becoming the standard (Bolles, 
2013), although this particular statement may be biased as the author has created 
plug-ins for easier use of OpenEXR and thus would have an interest in making the 
format seem more popular than it is.  Even so, it is important to note that the arbitrary 
number of channels makes it a prime candidate to be capable of deep raster images.  
Deep rasters are images that can store multiple lighting passes or renders in the same 
image (Okun & Zwerman, 2010).  This is different from layered depth images, which 
store RGBA and Z-Depth data (five different channels) on multiple layers. 
However, with the rate that OpenEXR is being developed, it can be difficult 
for application developers to stay on top of the updates.  Thus plug-ins, such as 
ProEXR by Brendan Bolles of Fnord Software, have been created to fill the gaps 
between the versatile format and the official development by large software 
companies.  However, the creation of plug-ins aimed specifically at compositing 
users to easily integrate Z-Depth data into the workflow of post-production is lacking.  
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Plug-ins exist to separate out the channels (Bolles, 2013), but that appears to be where 
the development stops.  This does not include the development of proprietary in-
house products that are not available for public use or knowledge. 
 
2.6 Plug-ins Already in Existence 
There are a few plug-ins already in existence that either do part of what ZeDI 
is designed to do, or do something similar.  Two will be mentioned here.  The first is 
EXtractoR, a plug-in from “fnord Software” designed for the OpenEXR file format.  
It can delve into the channels of an image sequence and set any channel within the 
image to the Red, Green, or Blue channel of the image to be shown.  With the 
capability of an arbitrary number of channels, this means that multiple images can be 
stored in the format (Fnord Software, 2013).  This system of accessing information 
within the channels of an image is what ZeDI’s “Choose Layer -> Choose Channel” 
feature is based off of. 
 The other plug-in to be noted is Depth Matte®, meant to be used with 3D 
scenes in an RPF, RLA, PIC/ZPIC, or EI/EIZ file format.  It is also possible to use it 
with OpenEXR files.  However, the file formats mentioned before have structured 
channel order.  Due to OpenEXR being an arbitrary collection of channels (past the 
first four with RGBA information), a “map” for OpenEXR is needed for Depth 
Matte® to be able to read and use OpenEXR sequences properly.  Depth Matte® is 
very similar to ZeDI, in that it shows or hides pixels dependent on what Z-Depth(s) 
has been chosen (Adobe, 2014).  However the difference is that Depth Matte® uses 
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that sequence’s own Z-Depth, whilst ZeDI is focused on allowing a layer to use a 
different image sequence’s Z-Depth. 
 
2.7 Summary 
This chapter summarized the previous research and work done with deep 
images and their use in compositing.  It first gave an introduction to the history of 
film to show relevance, then proceeded into the history of compositing.  The common 
research area of image matting, as well as the techniques of rotoscoping and track-
matting, was explored.  After that it looked at deep images themselves and how 
they've been used to create new techniques and tools.  It also looked at stereoscopy 
and explained some of the integration of Z-Depth toolsets, as well as OpenEXR as an 
important file-format for deep images due to its capability to have an arbitrary 
amount of channels.   
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CHAPTER 3. METHODOLOGY 
In this chapter, the process by which we tested the effectiveness of ZeDI will 
be explained.  First the testing process will be covered, followed by what materials 
were required and a more thorough description of the two compositing processes that 




The methodology behind ZeDI is simple.  The user selects the depth (on a 
scale of 0 to 255 – representative of the 256 shades of gray that exist in a Z-Depth 
image) using the slider provided.  ZeDI then goes to the layer that it has been told 
holds the Z-Depth information that the artist wishes to use.  Going pixel by pixel, 
ZeDI compares the Z-Depth grayscale information to the depth that the user chose.  If 
it is greater than or equal to the chosen value, the corresponding pixel on the layer 
that ZeDI is applied to is hidden.  If it is less than the chosen value, the pixel is shown.  
If the results are the opposite of what is needed, an invert button can be toggled to 
reverse the algorithm.  It is through this process of showing and hiding pixels that the 
illusion of the character being inserted into the environment is achieved.  The 
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algorithm is, in essence, a single if-else statement.  This minimalism and simplicity 
was consciously chosen, as there is less room for error. 
The main difference between ZeDI and Depth Matte® is in what Z-Depth 
information is used.  Depth Matte® is based off of using the Z-Depth informatoin 
embedded into an image to show or hide its pixels.  ZeDI instead uses a different 
image’s Z-Depth to show or hide its own pixels. 
 
3.2 Testing 
There were five steps per trial.  First, the user was given a Pre-Test Survey to 
establish baseline information.  Then, they were timed (and had mouse-clicks 
recorded) in completing a very simple task in After Effects®.  After this, they began 
the actual compositing tasks of completing two different shots with the two different 
techniques: ZeDI and Depth Matte®.  Which technique they completed first, and 
which of the two environments they used first, was randomized.  After the two 
techniques were tested, they were given a Post-Test Survey.  This focused on their 
thoughts of the two techniques and how quickly they feel the techniques allowed 
them to complete the tasks. 
The users were then given the option of returning after a period of 7 days and 
repeating the trial.  Everything was done again as though it were a brand new trial, 
aside from the Pre-Test Survey.  This information was linked to their original data  
and was used to examine a possible difference in learning curve and retention rate 




3.2.1 Pre-Test Quiz   
After being given their user number but before compositing, the subject filled 
out a short questionnaire regarding their previous experience.  In regards to 
demographics, the survey collected information on their age and gender.  It also asked 
them to classify themselves as a student level user, or a professional level user.  The 
definition of “student” and “professional” was left up to their interpretations but if 
they inquired or were unsure, they were told that “You’re a professional if you 
believe someone would pay you to work in After Effects®”.  For experience, they 
were asked (in years and months) how long they had been working with any 
compositing software.  They were then asked how long they’ve been working with 
After Effects® specifically.  Any other compositing software that they had worked 
with was asked to be listed as well as how long they had been working in it.  They 
were also asked if they had ever worked with depth information that has been 
embedded into an image sequence, and if they’d worked with Z-Depth in another 
compositing program.   They were asked if they had ever used “Depth Matte®” 
before and, if they had, how long they’d been using it.  Although not a direct variable 
for the experiment, this information was acquired so that patterns across experience 
ranges could be found at a later time. 
 
3.2.2 Pre-Test Activity 
Before beginning to composite with the techniques, the users were required to 
complete a basic task to gauge, on a quantitative level, their skill with After Effects®.  
It included: making a new composition, inserting an image, changing and keyframing 
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that image’s properties as instructed, and finally applying an effect to the layer and 
changing the properties of that effect.  They were timed from the instructor’s 
vocalization of “Begin” until the user said “Done”.  If they completed the task 
incorrectly, the researcher pointed out what section they did incorrectly.  They were 
either told “Your positioning is incorrect”, “Your scaling is incorrect”, “Your 
transparency is incorrect”, or “Your effect is incorrect”.  Questions regarding detailed 
placement of the character were answered with “Artist’s choice within the given 
instructions.”  Any other questions were met with “Please read all instructions 
carefully”.  The data gathered from this baseline test was not used in the analysis, but 
was gathered none-the-less if further and extraneous analysis such as “predictor of 
ZeDI/Depth Matte® values” were sought. 
 
3.2.3 Testing the Techniques   
The subject was asked to composite footage of ten characters into footage of a 
background so that it appeared as though the characters were inside the environment.  
This was done using different compositing processes (described in depth later).  The 
specific order that the subjects completed the trials was randomly applied, as outlined 
in Section 3.4 (Population and Samples).  Which environment they tested first was 
also randomly applied. 
For each trial, the subject was first shown a video tutorial of the specific 
compositing process they would be using.  The video tutorials for both techniques 
were approximately six minutes long.  This was done to give all subjects a 
comparable starting point regarding their knowledge of these specific processes.  
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After the tutorial had ended, the researcher switched them over to the appropriate 
After Effects® project in which to do their testing.  The researcher pulled up a 
reference image, which is what the scene was meant to look like at the end of the 
process, and tell the subject “Please keep in mind that this reference image may or 
may not be at the beginning of the image sequence”.  They were specifically told this 
to help offset an extraneous variable, detailed in section 5.2 (Limitations and Faults in 
the Study).  They were handed a written tutorial, which covered the same information 
as the video tutorial, and could reference it during the compositing process.  
Mousotron©, the program which records mouseclicks (Blacksun Software, 2014), 
was reset and the researcher navigated back to the After Effects® project by using 
“Alt-Tab”, in order to avoid recording extraneous mouse-clicks.  The subject was told 
that they could ask questions, but that they may not receive an answer.  At the 
researcher’s vocalization of “Begin”, the subject started compositing and a stopwatch 
was started.  Questions were answered with either: “Please read all instructions 
carefully”, “The reference image may or may not be from the first frame of the image 
sequence”, or “I can’t answer that”.  This information was not offered unless asked 
for.  Judging their work against the provided “finished” picture, the subject used the 
vocalization of “Done” to let the researcher know that they had completed the task.  
At this point, if the work is satisfactory, the timer was stopped.  The work was only 
deemed unsatisfactory if characters were missing or were obviously at the wrong 
depth.  Small imperfections like “not behind this certain leaf” did not result in an 
unsatisfactory result.  Larger imperfections such as a character being on top of an 
object it should have been behind was considered unsatisfactory.  If the results were 
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unsatisfactory, the researcher immediately pointed out what characters were incorrect, 
and the timer was not stopped.  The subject fixed their work, and again vocalized 
when they felt they’d completed the task.  Once the result was satisfactory, the 
researcher then recorded the final time and number of clicks and moved on to the next 
trial.  The researcher did not impose any time limitations on the subject, even if they 
did not vocalize “Done” and continued to work on fine-tuning the project after 
reaching what would have been considered a “satisfactory” image. 
This idea of allowing the subject to finesse the images to their heart’s content 
on both techniques was done with the intention of letting the subject normalize 
themselves.  It was assumed that if they were picky in one technique, they would be 
equally picky in the other.  Again, the only limitations placed on satisfactory images 
were large imperfections and, if something was picked on or let slide, that same thing 
would be picked on or let slide for all subjects.  Further information on the data 
collection methods is outlined in Section 3.4 (Population and Samples).  Furthermore, 
it was decided that this satisfactory/unsatisfactory scoring was essential because 
leaving an image in an unsatisfactory state was an indicator of having not used the 
technique to fully complete the (very do-able) task.  It also simulated a supervisor 
saying that their work was unsatisfactory, thus more time spent on the shot.  The 
researcher watched the process at all times, so that at any point they could 





3.2.4 Post-Test Survey   
After both techniques had been tested, the subject filled out a Post-Test 
Survey.  In Likert scale format, this survey asked of each process: how quickly the 
subject felt they completed the task, how difficult they felt the task was, and if they 
would use this process in the future.  They were also asked which technique they 
enjoyed more, and which one they would rather use in the future.  After this question 
had been answered, they were given the following information: “Depth Matte® 
requires the use of the following image formats: RLA, RPF, PIC/ZPIC, or EI/EIZ.  It 
can work with OpenEXR formats as well, but it requires setting up a mapping file so 
that After Effects® can read it properly.  It also functions by reading the numerical Z-
Depth embedded in the image.  ZeDI is meant to be used by looking into an 
OpenEXR format, but it can also use a separate Z-Depth Image sequence that is not 
embedded into OpenEXR.  It functions by looking at the grayscale rendered Z-Depth 
pass.  This means that there are only 256 finite values that can be represented in the 
grayscale and thus used by ZeDI.”  What this summarizes to is “Depth Matte® is 
difficult to set up, but ZeDI can only handle grayscale values”.  The subjects were 
then again posed the question of which technique they were more likely to use in the 
future, and then to explain why.  Although this qualitative information was not used 
to determine significance, it still gave potential insight as to how the artists reacted to 




3.2.5 Repeating the Experiment   
The subjects were given the opportunity to come back after at least seven days 
to repeat the experiment.  Then length of “7 days” was chosen at the advice of a 
Statistical Consultant.  This was based off of the concept that the subject needed 
enough time to “forget” the techniques so that it was not akin to taking the test twice 
in rapid succession, as we wanted to gather data to test retention rates and learning 
curves.  During the time in between, they must not have used the Depth Matte® or 
ZeDI plugins.  All parts of the original experiment from the Pre-Test Activity to the 
Post-Test Survey were repeated.  The initial survey was not repeated, but all of the 
data was added onto their initial file with the note that it was their second time taking 
the test.  This data was collected so that patterns in learning curves could be explored, 
but the small sample size of those that returned prevented any significant conclusions 
to be made.  The specific pairwise combination of environment and technique that the 
subject completed in the first trial was repeated in the second trial with no change.  
Their data for the second trial was linked with their data for their first trial. 
 
3.2.6 Testing Materials   
This section reviews the material that was present at the test.  This includes 
description of the footage that was used for the process as well as the final reference 
pictures, the video tutorials watched before beginning the compositing process, and 
the written tutorial instructions that were available during the testing.  The Pre- and 
Post-Test Surveys, as well as the written instructions, can be found in the appendix of 
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this paper.  As they are of a digital media, the video files and footage used are not 
included in the Appendices. 
 
3.2.6.1 Footage and Reference Pictures 
All footage was cut to 150 frames, which is five seconds of footage at 30 
frames per second.  Background files were OpenEXR sequences with Z-Depth data 
embedded into them.  Character files were originally green screen footage of a 
character.  However, the footage given to the subjects was .png sequences that 
already had the green-screen removed.  This was to remove the variability of having 
the user apply and modify the appropriate plug-ins to remove green-screen, especially 
due to the high chance that their ability to remove the green-screen quickly would 
improve as they did more compositing processes.  The characters were also already 
placed at the correct position and scaling before being rendered out into .png 
sequences.  This was to remove the placing process from the study in order to just test 
the Z-Depth techniques.  There was also the added effect of avoiding a bug in the 
currently production-unworthy ZeDI plugin, that otherwise would have required 
circumvention with a few extra steps. 
There were three different backgrounds/environments (two for testing and one 
for use in the video tutorial) and twenty-three different character files (ten for each of 
the two scenes used, and three for the tutorial scene).  Each environment would have 
a corresponding reference image associated with it, which was used to show the 
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subject what the finished product should look like.  This reference image was shown 
on the second monitor of the computer. 
The user only ever worked with two of the three environments.  The third 
environment was only used by the researcher to create the video and written tutorials.  
This was done to remove the possibility of one subject having an advantage over 
another by being able to complete the process faster than normal due to seeing the 
work done with the exact footage.   This was a possibility as there was only one 
tutorial for each technique, but the actual footage that the subject was working with 
was randomized.  All background images were made by or for the researcher using 
the program Maya and rendered out to the OpenEXR format with Z-Depth data 
embedded into it. 
The three background environments were: 
 A forest scene with multiple trees, rocks, and sparse foliage 
 An industrial factory setting with machinery and railings 
 The “tutorial” background with some floating primitive shapes 
The forest and industrial environments were chosen in order to give complex 
scenes to work with.  Each environment brought their own unique, yet similar 
challenges in terms of many different objects at certain Z-Depths.  The forest’s 
foliage and the factory’s complex machines and railing provided ample opportunities 
to work with and utilize the Z-Depth of the space.  The primitive shapes (sphere, 
cylinder, and prism) were chosen for the tutorial scenes because it was a simple 




3.2.6.2 Video Tutorials 
Two separate video tutorials were made by the researcher and shown to the 
subjects before they started the process of compositing.  The videos were made using 
environment footage that the subjects would never work with.  Each tutorial showed 
the process of inserting three characters into the scene, using the specific technique.  
It was accompanied by narration by the researcher to aid in explaining the process.  
Only three characters were shown being inserted, not the full ten that the subjects 
would eventually complete.  This was determined enough to get the point across, with 
some repition, without taking too much time and becoming too repetitive. 
 
3.2.6.3 Written Tutorials 
Two separate written tutorials were made by the researcher and provided to 
the subjects for reference during their timed compositing.  These tutorials included 
both pictures and accompanying text instructions, and covered the same material as 
the video tutorials. 
 
3.2.7 Compositing Processes   
The following two sections detail the two compositing processes that the 
subjects were requested to accomplish.  Descriptive phrases such as “in the middle of 
the sphere” may not be applicable to all of the environments, but that will be 
disregarded in the following two explanations. It should be noted that, although 
rotoscoping and track-matting were explored in chapters 1 and 2, they are not actually 
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being tested.  The decision to remove rotoscoping was because rotoscoping does not 
use z-depth, whilst the other techniques do.  Inserting rotoscoping into the testing 
would create an “apples and oranges” scenario, as rotoscoping does not use this type 
of information (and is at a natural disadvantage due to its inherently time-consuming 
nature). Track-matting was also dismissed due to it being a very different base-
process (it’s closer in application to a blending mode) than ZeDI or Depth Matte® 
(which are plugins).  In the end, it was decided that only ZeDI and Depth Matte® 
would be compared to each other due to their very similar nature of being plugins. 
Visual aids for the following two sections can be found in Appendices F and 
G, as these are the written tutorials given to the subjects.  
 
3.2.7.1 Depth Matte® 
To insert a single character, three layers were needed.  For every additional 
character, another two were needed.  The process for inserting a single character into 
an environment using Depth Matte® is as follows.  Place the environment image 
sequence (of a proper image format type) into the composition.  Insert the character 
into the composition.  Apply another instance of the Background over the character.  
Apply Depth Matte®, adjust the depth slider sensitivity if needed, and slide the depth 
value until only the pixels that are meant to show up in front of the character are 
visible (the use of the “invert” button may be necessary).  The Depth Matte® plug-in 
must be applied to an instance of the Background layer, because the plug-in locks 




Figure 3.1 – Placing the second instance of the Background above the other 
layers in an After Effects® composition 
 
 






Figure 3.3 – Setting the depth value, in this particular case by clicking and 
entering a number, as well as by utilizing the invert button 
 
 
Figure 3.4 – The resulting image and beginning to insert the next character 
 
To insert a second character in front of the original character, insert the 
character above the other layers, and a clean background image sequence on top of 
the character.  Apply Depth Matte® to the new background, adjust the depth slider 
sensitivity if needed, and slide the depth value until only the pixels that are meant to 
show up in front of the character are visible (the use of the “invert” button may be 
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necessary).  The layer structure (from top to bottom) is now as follows: background 
layer showing pixels from the very front to the top character, the top character, the 
background layer showing pixels that exist in front of the bottom character, the 
bottom character, and a final background layer. 
 
Figure 3.5 – The layer order for having two characters inserted via the Depth Matte® 
technique 
Subsequent characters could be inserted with the proper addition of 
background layers with Depth Matte® applied.  It is very important to note that the 
order of the characters and their corresponding backgrounds was very important, 
since the goal of Depth Matte® is to “show pixels in front of a specified depth”.  That 
means that if a character meant to be at a further back depth is placed on top of a 
character that’s supposed to be closer to the camera/viewer, the closer character may 
become covered up from the background image associated with the farther character. 
As a final step, due to the way that After Effects® precomposes the Z-Depth 
data in the OpenEXR sequence, the plugin “EXtractoR” had to be applied to all 
instances of the background in order to make sure that only the RGB information was 
being used for the RGB channels.
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This process required three layers to insert a single character: the Background, 
the Character, and the Z-Depth Layer.  This Z-Depth layer was another instance of 
the Background, but with the EXtractoR plug-in applied so that only the Z-Depth data 
was being used for the RGB channels.  After adjusting the white point to obtain the 
proper grayscale, this layer was then precomposed with all attributes moved into the 
new composition.  This left us with essential a grayscale image sequence.  In the 
particular case below, due to the way that Maya rendered out the scene, darker pixels 





Figure 3.7 – The modified background to create the grayscale image to be 
used for Z-Depth 
The Character layer was placed and the ZeDI plug-in was applied to it.  The 
dropdown menu in ZeDI, which specifies the layer to pull Z-Depth information from, 
was set to the Z-Depth layer.  The user was then able to use the slider, which 
controlled the depth at which the layer appears to be at, to visually place the character 
where it needed to go.  An “invert” button was also provided should the grayscale 
information be reversed. 
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Figure 3.8 – The image after applying ZeDI, but before the proper Z-Depth 
layer is selected 
 
The final result of the above process appeared to be the Background as the 
bottom layer and the Character as the top layer.  The Z-Depth layer had the ability to 
be anywhere in the stack of layers of the composition, and could either be shown or 
hidden with no ill effects on the ZeDI plugin.  The pixels on the Character which 
overlapped with pixels on the Background, whose depth information also placed them 
in front of the depth chosen by the user in ZeDI, were hidden.  This gave the illusion 





Figure 3.9 – The image after adjusting the ZeDI plugin on a single character 
 
To add more characters, only the extra Character layers were needed.  The 
way that ZeDI functions is that multiple Character layers could draw Z-Depth 
information from the same layer, as the setting of the Z-Depth occurs on the 
Character layers and not as a result of the manipulating of the Z-Depth information.  
To finish, the user needed to apply EXtractoR to the singular background image to 
ensure that the z-depth information was not being composited over. 
 
3.3 Testing System 
The following sections will cover the testing platform, what type of data was 




3.3.1 Testing Platform   
The testing was done on a Windows 7© PC with After Effects Creative 
Cloud® on it.  A single monitor was used.  The graphics card was an EVGA 
GEFORCE GTX Titan Black with 6GB of VRAM.  The CPU was an Intel Core I7 
4930K.  The memory was 32GB of RAM. 
 
3.3.2 Data Collection   
The data collected was time (seconds and milliseconds) and mouse-clicks (left, 
right, and double) that it took a subject to complete the above processes.  The device 
used to collect the time data was a stopwatch app on the researcher’s smartphone.  
The free program Mousotron© was used to collect mouse-click data.  After watching 
the initial instructional video, the After Effects® project was opened by the researcher, 
the reference image was brought up, the mouse-click program was started, and the 
written instructions being delivered, the subject began work on the process when the 
researcher said “Go”.  The vocal command of “Go” was as simultaneous as possible 
with the starting of the stopwatch.  The stopwatch was stopped when the subject gave 
the vocal command of “Done” and the image was proven satisfactory.  The researcher 
watched the process constantly, so that they knew whether the image was satisfactory 
or unsatisfactory at any given time as well as how to answer any questions.  The 
resulting time, in seconds and milliseconds, is what was recorded for that subject’s 
process.  This data was used to analyze the speed at which they completed the task. 
Mouse-clicks (left, right, and double-clicks) were acquired with the free 
program Mousotron©.  This information was used to analyze the efficiency of the 
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two techniques.  Mouse-movement was not recorded, due to the notion that one can 
aimlessly wiggle or move the mouse when they’re thinking.  Mouse-movement is not 
necessarily linked to actually doing a command, but clicking is.  The Middle Mouse 
button was also not recorded, because the researcher did not initially know that it had 
a function in After Effects®.  The Middle-Mouse button does the same thing as 
“Spacebar-LeftClick-Drag” to move the canvas around.  This was not discovered 
until half-way through the testing, and was deemed inconsequential due to 1.) only a 
couple subjects utilized this and 2.) the data was interpreted as intra-subject, not inter-
subject.  In a similar vein, keystrokes were also not recorded.  It could have proven 
useful to attempt to extrapolate efficiency data from the number of keystrokes.  
However the fact that the keystroke number would include both hotkeys and any 
strokes made in renaming layers, along with the lack of Depth Matte® or ZeDI 
specific hotkeys, made this option not viable for determining efficiency. 
There was no maximum amount of allotted time for the subject to complete a 
single process.  Although it was advertised that the techniques shouldn’t take more 
than an hour, there was the possibility of the entire trial taking longer due to the 
stance of allowing the subjects to finesse the image as much as they liked, as well as 
not accepting unsatisfactory images.  As stated before, allowing them to finesse was 
done so that they would normalize themselves between the two techniques. 
 
3.4 Population and Samples 
Only students and staff at Purdue University were tested in this study.  
Furthermore the subjects were all required to have 2 months of After Effects® 
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training/use.  This includes subjects that had completed CGT 346 (Digital Video and 
Audio) in which After Effects® is taught, were enrolled in CGT 346 at the time and 
were approximately 50% done with the course, or had worked with After Effects® on 
their own.  This was to ensure that the subjects understood and were comfortable with 
the layout and basic functions of After Effects®.  The subjects were a volunteer 
sample and were compensated with a chance to win a $25 Amazon gift card through a 
raffle held at the end of the study.  If they returned after 7 days to take the test again 
(giving the researcher potential learning curve data), they were entered for a second 
and separate $25 Amazon gift card raffle.  This was to incentivize them to come back 
and take the test again.  Taking down their name and email address for the raffle was 
the only time any personal or potentially identifying data regarding them was 
recorded (disregarding the age and gender collected in the Pre-Test Survey).  
However, their name and contact information was never associated with their data.  
Those who were enrolled in CGT 346 also had the option of receiving extra credit.  
After completion of the study and raffle, data collected for the raffle and extra credit 
was deleted.  The other raw data collected is to be stored for up to 12 months for 
future research. 
 The test was of a “pairwise” design.  In this type of test each subject tested 
both the Depth Matte® and the ZeDI methods, with no large break of time between 
the two trials.  Each subject was randomly assigned one of the following 
combinations: 
 Depth Matte® Forest, ZeDI Industry 
 Depth Matte® Industry, ZeDI Forest 
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 ZeDI Forest, Depth Matte® Industry 
 ZeDI Industry, Depth Matte® Forest 
The subjects had an equal chance of being given any of the combinations 
above unless that combination had already been used.  Once all combinations had 
been used, they all became available again.  This was done to remove any bias that 
may have arisen from doing one process before another, as well as remove possible 
bias of environment/process pairings.  Always having a full pool of combinations to 
choose from was avoided in order to reduce the possibility of one combination being 
used significantly more than the others and possibly introducing bias (especially 




CHAPTER 4. DATA ANALYSIS 
This chapter covers the data analyzed by the experiment.  It looks at what 
percent faster/more efficient one technique is over the other, as well as what the users 
thought of each technique and which they preferred more.  The statistical model used 
to analyze the significance of the variations of the data was a two-tailed Matched-
Pairs T-Test with a significance level of .05.  The first H0 tested was: “There is no 
difference in the time that it takes to complete the given task using ZeDI in 
comparison to the time it takes to complete the given task using Depth Matte®”.  The 
second H0 tested was: “There is no difference in the efficiency of ZeDI in 
comparison to the efficiency of Depth Matte®”.  The data was organized using 
OpenOffice’s Calc, and calculations were made using Calc's formulas. 
 
4.1 Data Processing 
Data collection took place between October 29 and November 10 of 2014.  In 
the week prior to testing, 3 subjects were tested before an issue was found with the 
methodology (see section 5.2 – Limitations and Faults in the Study).  Their data was 
unused in analysis.  Given the data from the first few new subjects, a power 
calculation yielded that 8 subjects would be needed.  During the testing period, 11 
subjects tested.  However, 2 of those subjects were not used in the analysis.  One was 
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disqualified due to not completing the Depth Matte® scene satisfactorily and refusing 
to continue to use the technique.  The other was disqualified because Depth Matte® 
took so long that both the researcher and subject ran out of time and had to go to other 
obligations.  Of the 9 subject whose data was used, 3 came back a week later to retake 
the test.  Immediate compensation was not given, but all subjects were given the 
option of entering into a raffle for a $25 Amazon gift card.  The three subjects that 




The subjects were between the ages of 21 and 41, and all except one subject was 
male which put the distribution at 89% male and 11% female. 
 




The subjects were asked the following questions: 
 What level of user would you classify yourself as? (The options being 
“Student” and “Professional”) 
 How long (estimated) have you been working with compositing software? 
 How long have you been working in After Effects®? 
 Have you worked with any other compositing softwares?  For how long? 
 Have you ever worked with depth information embedded in an image? 
 Have you ever worked with Z-Depth in another compositing program? 
 Have you ever used the After Effects® Plug-in “Depth Matte®” before? 
 If so, do you regularly use it and how long have you been regularly using it? 
Exactly 1/3 of the subjects classified themselves as a “Professional” user.  Among 
the “Student” users, the amount of time they had worked with compositing software 
ranged from 2 months to 4 years and 5 months.  This range was the same as the range 
that the “Student” users said they had worked with After Effects®.  The “Professional” 
users had been using compositing software from 5 years to 14 years.  However, the 
“Professional's” range for After Effects® was from 10-14 years.  This is due to one of 
the subjects having worked with After Effects® for 10 years, but only considered 
themselves as having used After Effects® as a compositing software for the past 5 
years.  Of the 9 subjects, 3 of them (two students and one professional) had also used 
the compositing program Nuke(R).  Their experience with Nuke(R) ranged from 1 
month to 3 months.  Furthermore, the Professional user that had Nuke experience had 




Figure 4.2 – Pie-Chart denoting categorical labelling of user experience 
 
 




Twenty-two percent of the subjects (1 student and 1 professional) said that they 
had previously worked with embedded depth info.  Thirty-three percent (2 students 
and 1 professional) said they had worked with Z-Depth in another compositing 
program.  Only 1 subject (a student) said they had used Depth Matte® before, and 
had been using it for 5 months. 
It should be noted that, although the categories of “Student” and “Professional” 
were identified and described separately above, all 9 subjects' data was used in the 
analysis.  There was not enough data to treat the “Student” and “Professional” groups 
separately. 
 
4.3 Statistical Analysis 
This experiment was based on a randomized paired design.  The subjects were first 
presented with a basic task to validate that they were eligible for the test.  Although 
their time and mouse-clicks were recorded, this information was not used for this 
analysis.  However, it was still collected in case of a future and different analysis.  
For the first technique that the subjects tested, they were shown a video-tutorial and 
had access to written instructions during the compositing process while time and 
mouse-clicks were recorded.  The same applied to the second technique they tested.  
What environment order they tested in (Forest/Industrial) and what technique order 
they tested (Depth Matte®/ZeDI) was randomly generated, as explained in Chapter 3.  
Afterwards, they were asked (for each technique) how quickly they felt they 
completed the task and how difficult they felt the task was.  This was asked on a 
Likert scale.  They were also asked if they would use the technique in the future.  
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They were then asked what plug-in they enjoyed more, and which plug-in they would 
rather use in the future.  They were then given information that summarizes to: 
“Depth Matte® requires certain file formats or special setup beforehand, whilst ZeDI 
has a finite number of values it can handle (256)”.  After this information was given, 
they were again asked which technique they would use in the future and were asked 
to explain (in essay form) why they chose that technique. 
 
4.3.1 Depth Matte® Results   
Of the 9 subjects who initially took the test, the average ranking of how quickly 
Depth Matte® took was 2.11 (Slowly) with a standard deviation of 1.05.  The average 
difficulty was 2.44 (Difficult) with a standard deviation of 1.13.  33% said that they 
would use this process in the future. 
 
Table 4.1 Initial Depth Matte® Likert Results 
Subject # How Quickly? How Difficult? Use again? 
1 2 1 No 
2 2 3 Yes 
3 1 3 No 
4 1 2 No 
6 3 4 No 
7 3 4 Yes 
9 1 1 No 
10 4 2 Yes 
11 2 2 No 





Of the 3 subjects who returned one week later for a retest, the average ranking of 
how quickly Depth Matte® took was 4.33 (Fast) with a standard deviation of 1.71.  
The average difficulty was 3.67 (Almost Easy) with a standard deviation of 1.35.  66% 
said that they would use this process in the future. 
 
Table 4.2 Returning Depth Matte® Likert Results 
Subject # 
Returned How Quickly? How Difficult? Use again? 
1 5 3 Yes 
2 4 4 Yes 
3 4 4 No 
STD DEV 1.71 1.35 
 
 
4.3.2 ZeDI Results   
Of the 9 subjects who initially took the test, the average ranking of how quickly 
ZeDI took was 3.88 (Almost Fast) with a standard deviation of 1.17.  The average 
difficulty was 4.67 (Almost Very Easy) with a standard deviation of .5.  100% said 










Table 4.3 Initial ZeDI Likert Results 
Subject # How Quickly? How Difficult? Use again? 
1 5 4 Yes 
2 5 5 Yes 
3 3 4 Yes 
4 5 4 Yes 
6 3 5 Yes 
7 2 5 Yes 
9 4 5 Yes 
10 3 5 Yes 
11 5 5 Yes 
STD DEV 1.17 0.50 
 
 
Of the 3 subjects who returned one week later for a retest, the average ranking of 
how quickly ZeDI took was 4.67 (Almost Very Fast) with a standard deviation of 
1.81.  The average difficulty was 4.67 (Almost Very Easy) with a standard deviation 
of 2.14.  100% said that they would use this process in the future. 
 
Table 4.4 Returning ZeDI Likert Results 
Subject # 
Returned How Quickly? How Difficult? Use again? 
1 4 4 Yes 
2 5 5 Yes 
3 5 5 Yes 





4.3.3 Comparing the Two   
Of the 9 subjects who initially took the test, 89% said they enjoyed using ZeDI 
more.  Of the 3 who returned, 100% said they enjoyed ZeDI more.  The answers for 
the three who returned did not change between initial and re-testing. 
Of the initial subjects, 89% said they would rather use ZeDI over Depth Matte® if 
given the choice.  Most cited ZeDI’s cleaner file structure, ease of use, and how quick 
it was to learn as their reasoning for choosing ZeDI over Depth Matte®.  Of the 3 
who returned, 100% said they would rather use ZeDI.  The answers for the three who 
returned did not change between initial and re-testing. 
After being given the background information, 2 subjects changed their previous 
answer as to which plug-in they would rather use in the future.  One subject changed 
their answer from “ZeDI” to “Depth Matte®”, and the other changed their answer 
from “Depth Matte®” to “ZeDI”. 
In determining what percentage faster ZeDI was than Depth Matte®, the range 
was between -4.91% and 74.90%.  On average, ZeDI was 42% faster than Depth 
Matte® at a significance value of .007 and a standard deviation of 30.82%.  Thus, 





Figure 4.4 – Box-Plot of Time Data for Depth Matte® and ZeDI 
 
In determining what percentage more efficient ZeDI was than Depth Matte®, the 
range was between .96% and 79.63%.  On average, ZeDI was 52% more efficient 
than Depth Matte® at a significance value of .004 and a standard deviation of 28.16%.  
Thus, H02 was rejected. 
 
 




4.3.4 Retention and Learning Curve   
The following information is presented with the caveat that it is unlikely 
significant, due to the extremely small sample size.  Three of the 9 subjects returned 1 
week later to retake the test.  The exact same procedure was followed except for 
being given a pre-test.  The same order was used for environment and technique 
testing.  Comparing their previous data to their retake data, the following percentages 
were found. 
 The three subjects were, on average, able to complete ZeDI 28% faster than 
before. 
 The three subjects were, on average, able to complete Depth Matte® 50% 
faster than before. 
 The three subjects were, on average, able to complete ZeDI 21% more 
efficiently than before. 
 The three subjects were, on average, able to complete Depth Matte® 37% 
more efficiently than before. 
 
A few more difference calculations yielded the following conjecture: 
 Depth Matte® speed increase was 22% more than ZeDI. 
 Depth Matte® efficiency increase was 16% more than ZeDI. 
With these numbers, the researcher was led to believe that the subjects were able 
to learn ZeDI more quickly than Depth Matte®.  Again, the above information should 
not be taken as statistically significant due to only having three subjects.  Rather, it is 
extraneous information gleaned from the data.  
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CHAPTER 5. DISCUSSION AND FUTURE WORK 
This chapter reviews the conjectures and conclusions found in the data, as well as 
touches on some of the issues that presented themselves during testing. 
 
5.1 General Findings 
This experiment shows that the implementation of a custom Z-Depth plug-in, that 
focuses on using data from a separate layer rather than from within, increases the 
speed and efficiency at which compositing can be accomplished by a user 
independent of their experience level.  On average, ZeDI was 43% faster and 50% 
more efficient than Depth Matte®.  It could be said that this was due to the main 
difference between Depth Matte® and ZeDI, in that ZeDI unlocks where you can pull 
Z-Depth information from. 
 H01:  There is no difference in the time that it takes to complete the given task 
using ZeDI in comparison to the time it takes to complete the given task using 
Depth Matte®. 
REJECTED 
 H02:  There is no difference in the efficiency of ZeDI in comparison to the 




5.1.1 Depth Matte®   
The initial 9 subjects, on average, found Depth Matte® to be slow and difficult.  
However the 3 who returned found Depth Matte®, on average, to be fast and “almost 
easy”.  This, in conjunction with the data in section 4.3.4 (Retention and Learning 
Curve), can lead to the conjecture that Depth Matte® is more difficult to learn and 
takes time and practice to become proficient in it. 
 
5.1.2 ZeDI   
The initial 9 subjects, on average, found ZeDI to be “almost fast” and “almost very 
easy”.  The 3 who returned found ZeDI, on average, to still be “almost very fast” and 
“almost easy”.  This, in conjunction with the data in section 4.3.4 (Retention and 
Learning Curve), can lead to the conjecture that ZeDI is easy to pick up initially and 
grasp quickly.  The majority of the subjects (89%) preferred ZeDI over Depth Matte®. 
 
5.2 Limitations and Faults in the Study 
As stated before, this study only looked at utilizing these techniques in Adobe 
After Effects CC® and only the main compositing process was tested. 
There were a couple of faults in the study.  Three subjects were tested before one 
pointed out that an effect's slider sensitivity could be changed.  This meant that Depth 
Matte® had the ability to have its effect slid through slowly, rather than the technique 
at the time which was “click, enter value, click, enter value” ad nauseum until it was 
visually correct.  This clicking technique was needed because the slider would jump 
its value by the hundreds, when what was needed was a change by only a few 
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decimals.  This meant that the clicks Depth Matte® took were skewed very high.  
Thus, those three data sets were rejected and the instructions were changed so that 
Depth Matte's® slider could be properly utilized by decreasing the slider range of the 
“depth” property of the plug-in.  This brought it much closer to working like ZeDI in 
terms of being able to use the slider to visually update the composition. 
The second issue came with the forest environment.  One of the characters started 
off-screen and came on part-way through the timeline.  This was not initially 
considered an issue because it's a common occurrence amongst video assets.  Part-
way through testing the researcher noticed that many subjects were having trouble 
finding this character despite the reminders that the reference image may not be from 
the first frame of the sequence, thus increasing the time it took them to complete the 
task.  However, since this was an issue linked to one of the environments and not one 
of the techniques, it was deemed a minor variable that would be diminished by the 
random assignment of technique and environment.  Rejecting the new data and 
starting over again was not considered an option due to the very small pool of 
available subjects that was available.  However, this would be something to consider 
for any future tests. 
There was one final issue in regards to mouse-clicks.  Mouse-clicks were 
determined by adding together the number of left clicks, right clicks, and double-
clicks that the user activated during testing.  Middle clicks were, naively, left out 
because the researcher did not realize that the middle-mouse click had a use in After 
Effects®.  The first person to use mouse-clicks explained that its function is to pan 
around the composition (the same as spacebar-leftclick-drag), but only after the 
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researcher assumed that hitting the middle mouse-button had been a mistake and 
disregarded the data.  In order to not skew results, the middle-mouse-click data was 
not recorded for that subject.  Due to not knowing if the data had been missed before 
and not wanting to add new data for some and not others, middle-mouse-clicks were 
disregarded for the rest of the study.  Due to the nature of what the middle-mouse-
click did, it was deemed a small variance that would work itself out especially due to 
the main data being calculated intra-subject rather than inter-subject. 
 
5.3 Conclusions and Future Work 
In conclusion, a compositing plug-in that utilizes depth information from a 
potentially separate layer is quicker and more efficient than one that can only look at 
depth information in its own layer. 
If this test were to be repeated as it is, there are a few things that could be done to 
improve it.  Specifically, making sure that no character starts off-screen would help to 
eliminate a potentially extraneous variable.  Furthermore, other changes such as 
allowing the user to watch the video as much as they want during the compositing 
process might also be looked into.  Adding in the middle-mouse-click data would also 
make for a more solid study. 
The ZeDI Plug-in itself has some work to be done to it before it would be 
considered production ready.  At the moment, ZeDI looks past any transformations 
applied to the character layer before comparing it to the Z-Depth information.  This 
means that if the character is scaled down and moved to place it in the scene properly, 
the Z-Depth also scales down and moves with it.  This means that the character image 
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sequence must already have been placed (as it was in the testing environment), or be 
pre-composed before the ZeDI effect is applied.  The addition of a feathering slider 
would also be greatly beneficial to the plug-in. 
Further research could be explored by seeing if the different techniques prove to 
have more or less impact in other scenarios.  Simplicity or complexity of the scene 
could result in exponential data, or using rendered characters with their own 
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Appendix F Depth Matte® Instructions 
























Appendix G ZeDI Instructions 
(All images depict working in the Adobe After Effects CC® environment)
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