Logique et bases de données by Vanhentenryck, Pascal
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES INFORMATIQUES








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 23. Jun. 2020
LOGI.QUE 
BASES DE DONNEES 
Promoteur: Axel ·van Lamaweerde 
Pas:cal Vanhentenryck 




LOGIQUE ET BASE DE DONNEES . 
-p ag es 3 et 4 du pl8n inversées. 
- pages 2 et 3 d e l 'i ntrod uc tion 
inversées. 
Je tiens à remercier Monsieur Van Lêl,.msweerde, . promoteur 
de ce mémoire, pour avoir accepté de diriger ce travail, 
pour le stage qu'il m'a procuré et pour ses critiques lors 
de la rédaction de ce manuscrit. 
J'exprime toute ma .gratitude à Monsieur Yves Deville 
pour l'intérêt qu'il a porté à ce mémoire, ses critiques et 
ses réflexions ainsi que pour l'attention toute particulière 
qu'il a manifestée à mon égard. 
Je tiens à exprimer, par ailleurs, ma reconnaissance à 
Monsieur Dincbas pour l'orientation qu'il a donnée-. à· :ce 
travail et la sympathie qu'il m'a témoignée. 
Je remercie Monsieur Edouard André et toute l'équipe 
Concerto pour leur aimable accueil lors de mon stage à 
Lannion. 
T.AELE DES MATIERES 
- Table des matières 
- Introduction 
- Partie I : Préliminaires 
--------
--------
Chapitre 1 : Logique des prédicats du premier ordre 
1.0 Introduction 
-~ .l La logique des prédicats du premier ordre 
1.1.1 Définition du langage 
1.1.2 Sémantique: interprétations et modèles 
1.1.3 Théorie de la preuve 
1.1.4 Résultat de complétude 
1.2 Le principe de r~solution 
1 .2:r •. 1 Cas des clauses de base 
1.2.2 Le principe de résolution 
1.3 Programmation en logique 
1.3.1 Historique 
1.3.2 sémantique ·opérationnelle des programmes 
logiques 
1.3.2.1 Les résolutions linéaires 
1.3.2.2 SL-résolution 
1.3.2.3 SLD-résolution 
1.3.2.4 Sémantique opérationnelle d'un 
langage de programmation logique 
1.3.2.5 Le composant de contrôle 
1.3.2.6 Prelog: un langage de programmation 
logique 
1.3.3 Sémantique déclarative des programmes 
logiques 
1.3.4 Algorithme= logique+ contrôle 
1.3.S Critiques et mises en garde 
Chanitre 2 - : Le modèle de base de données relationnel 
2.0 Introduction 
2.1 Le composant structuration 
:t . :1 .1 . 
I . d. . t . 
:i:. . -1, . 1 . 
.:z: . d.. ' . 
:r. . ~. ; . 
=c . --:1. . Î, 
I . d..1.:1. 
I. 1..,1::!. 
:r . d. . -1.3 . 
:I. :1.. . 1. j . 
:I.-;i .-:1j. 
:r . ::1. . 2.0 . 
I . -1. . to . 
I . ::1..!L 
I . -1. . t~ . 
"I . -::t. . t.S. 
:z.1 . i.1. 
I . 1. .1.1-. 
:I- ~ _ t.j _ 
r . -1. 32. . 
:z:. -1 . 31'. 
:z:. 1... 1. . 
:r . 1_._. t.. 
P1 
2.2 Le composant manipulation 
2.2.1 Les opérations sur ensembles 
2.2.2 Les opérations spécifiques 
2.3 Le composant intégrité 
- Partie II : Contribution de la logique des prédicats 
--------- du premier ordre aux bases de données 
relationnelles 
Chapitre l : Formalisation d'une base de données 
relationnelles 
1 .0 Introduction 
1 .1 Hypothèses des bases de données relationnelles 
1.1.1 Représentation des informations 
1.1.2 L'hypothèse du monde fermé 
1.1.3 L'hypothèse des fermetures du domaine 
1.1.4 l'hypothèse d'unicité des noms 
1 . 2 Formal isation selon la vu.e 11 théori e du modèle" 
1.3 Formalisation sel on la vue "théori e de l a preuve" 
1. 4 Conc lusion 
Cha pitre 2 : Bases de données déductive s 
2 .0 Introduction 
2.1 Représentation des informations 
2. 1 .1 Prise en compte des lois générales dans 
les deux formalisati ons 
2.1.2 Définition d'une base de. données déductive 
définie 
2.1.2.1 Définition d'une base de données 
déductive en logique qu premier 
ordre 
2.1.2.2 Définition opérationnelle d'une 
base de données déductive 
2.1.2.3 Conclusion 
2.1.3 Définition d'une base de données déductive 
indéfinie 
2 . 1 . 3.1 Définition d'une base de données 
déductive indéfinie 
2 .1 .3.2 L'hypothèse du monde fermé 
généralisée 
2 . 1.3 . 3 Traitement des valeurs nulles 
I . ~ - ½. 
I. . %. • S" . 
:I: . t. . , . 
:z: . ~.f . 
Jï..1 . 1. . 
.lL ~ - -:::t.. . 
JI . -:::1.. • -:1. . 
tt . -1..~ . 
1!,. ~ - ~ -
1! . -1-.S" . 
J[ . -.J.. . S . 
rr.. ~ . 1-. 
:rr . 1. . -1ô . 
j! . !. . 1. .~ 
J! . 2. . 1. . 
1[.. .1. . 2.. . 
$ . !. .3. 
1t- . 1 . -12.. .· 
1! . .t . 1 2.. . 
2.1.3.4 Conclusion 
2.1.4 Séparation des lois générales en règl es 
de déduction et contraintes d'intégrité 
2.1.4.l Les critères syntaxiques 
2.1.4.2 Les critères sémantiques 
2.2 Mise en oeuvre des règles de déduction 
2.2.0 Introduction 





2.2.l.4 Principe de la stratégie utilisée 
pour l'insertion 
2.2.1.s Concepts liés à la stratégie 
2.2.1.6 Problème auxiliaire 
2.2.1.7 Insert(f): cas f4.FE et 
f~ FI"FE 
2 .2 .1.8 Insert(f) : cas f / FI 
2 i 2 .1. 9 Complexité de I-nsert 
2.2.~.10 Suppress(f) 
2.2.2 L'approc~e en dérivation 
2.2.2.0 Introduction 
2.2.2.1 La méthode interprétée 
2.2.2.2 La méthode compilée 
2.3 Conclusion 
Chapitre 3 : Langages d'interrogation 
3.0 Introduction 
3 .1 Représ.entation des questions 
3.1.1 Introduction 
3.1.2 La logique des prédicats comme langage 
d'interrogation 
3.1.3 Le calcul relationnel à variable-tuple 
3.1.3.1 Définition du calcul relationnel 
à variable-tuple 
3.1.3.2 Mise en oeuvre du calcul relationnel 
à variable-tuple 
3.1.4 Le calcul relationnel à variable-domaine 
3.1.4. l Définition du calcul relationnel 
à variable-domaine 
1! . 1. d.' . 
!I:. L-11 . 
11:'. • 1. .-11- . 
'J[..2.. -1~. 
11: • .t . 1-:i. 
lC . 1.. l1.. 
jC_ t..tt.. 
:Jr • .t . !t . 
:Jr.. 1. z~ . 
x . 1..1~. 
-Jr. 1. • .t'1 . 
:1! . t. . .tGt . 
1I. . t . tt. 
l( . .t..3~ . 
'lt..1.33 . 
-ri:. 2.. 3'1 , 
-;c . 2.. :ii. 
1! . .t . 3j , 
Je . .t. 43 . . 
-ir. t. . '13·. 
'JI: . t . 41.f. 
1r.1. .4,. 
fC . t. . 4, . 
:IL . ~ . 1. . 
1[;. . ~ . :1. . 
-Jf . ~ . d.. 
1[.. 3. ~ . 
1]:.. 3 . 2.. 
:rr. . 3 . 5". 
1' . ~.S'. 
;S! . 3 .-1,o . 
-.,, 3.1.4.2 Mise en oeuvre du calcul relationnel 
à variable-domaine 
3.1.5 Logique typée versus logique non typée 
3.2 Mise en oeuvre des questions 
3.2.1 Optimisations syntaxiques 
3 . 2.2 Optimisations sém~tiques 
Chapitre 4 : Contraintes d'intégrité 
4.0 Introduction 
4 .1 Représentation des contraintes 
4 .2 Mise en oeuvre des contraintes 
4 .2.1 Cadre de référence 
4.2.2 Définition de la méthode 
4.2.2.1 Présentation intuitive 
4.2.2.2 Hypothèses 
4 .2.2.3 Définition des contrai ntes à 
c onsidér e r 
4 .2.2.4 Pr é sent ation d e la méthode pour 
les ins ertions 
4 .2.2.5 Applic a tions d e l a méthode aux 
suppres sions 
4 .2.2. 6 Applications de la méthode aux 
transactions 
4 .2.3 Conclusion de la partie mise en oeuvre 
4 .2.3.1 Evaluation de la méthode 
4.2.3.2 Extensions possibles 
4.2.4 Conclusion 
- partie III : Contribution des autres logiques 
----------
Chapitre 1 : La logique modale 
1.0 Introduction 
1.1 Définition de la logique modale 
1.1.1 Langage des logiques modales 
1.1.2 Sémantiques des logiques modales 
1.1.3 Théorie de la preuve 
1.2 Applications des logiques modales 
Chapitre 2 : La logique à troi s valeurs de vérité 
2 . 1 Définition des différentes logiques 
1r. =>. 14 . 
"Jr . ~- --:1 S-. 
::rr. ~ - 11- . 
:Il . ~ .1.g. 
'§. . 3. 1K. 
:ir. 4 . 1. . 
1[: . Y . -1. . 
1[ . y . s-. 
'Jr . '1 . S". 
1! . '-1 • 1". 
-ir . 4 . +. 
1L . 11 . 1-. 
-ir. . 'i . î . 
:n:: . 4 . .,_ 
1! . 4 . 1S-. 
-rr:. . y .1.S". 
1[ . '1 .1,. 
:II: . 4-1-'- . 
:n: . l.f . 1"f. 
1r. 4 -~~ -
JI[. . 1. -~ -
1IL ~ --1. . 
11[ . -1.. t. 
!IL~ --t. 
:ra: . -:1 - " . 
1IC . -1. .. S. 
:ru: . t.. -1. . 
2.2 Application des logiques à trois valeurs 
de vérité 
Chapitre 3 : Les logiques non monotones 
3.1 Introduction 
3.2 Logique par défaut versus logique 
autoépistémique 
3.3 La logique autoépistémique de Moore 
3.3.1 Sémantique d'une théorie autoépistémique 
3.3.2 Théorie de la preuve 
3.4 La logique non monotone de Doyle et McDermott 
3.4.1 Modifications de la logique des prédicats 
du premier ordre 
3.4.2 Modifications des logiques modales 




.11[ . 2. . ~ . 
jlL . 3 . 1. . 
'llf , 3 . 2. . 
:11[. ~. 3. 
'JI[ . ~ . 'f. 
1lI. 3. , . 
:nt. ~. "f. 
$. 3 .1 . 
:IîC . 3 . -iô. 
-::Il! . 3 . -i 1. • 
:m:. ~-44 . 
INTRODUCTION. 
Ce mémoire concerne les relations qui existent entre la logique 
et les bases de données relationnelles ainsi que les p rincipales · c on-
tributions théoriques et pratiques de la logique à ces bases de 
données. 
La logique formelle jouit déjà d'une très lorrgue histoire. 
Elle fut introduite par Aristote, quatre siècles avant Jésus-Christ. 
Les logiques standards, la logique des p ropositions et la logique des 
prédicats du _premier ordre, furent introduites à la fin du siècle 
dernier, notamment par Frege, Russel, Lowenheim, Godel et Church. 
Le développement des logiques non standards ( ie : la logique modale), 
a commencé au début du siècle avec C.I. Lewis tandis que Lukasiewiez 
et Post introduisaient les logiques à plusieurs valeurs de vérité. 
Les objectifs poursuivis par ces études furent très divers allant de 
la modélisation du raisonnement humain au fondement des mathématiques. 
Lorsque l'on s'intéresse à une logique, on définit son langage (qui 
définit les formules bien formées), sa sémantique (qui définit des con-
ditions pour déterminer la valeur de vérité d'une formule) et sa 
théorie de la_ p reuve (qui s I intéresse à développer des algorithmes 
pour déterminer la valeur de vérit~ d'une formule). L'informatique 
a ouvert de nouvelles voies à la logiqu~: d'une part, le dévelop-
pement des procédures de preuve qui peuvent être exécutées effica-
cement sur ordina·teur et d'autre part, son application a de nombreux 
domaines de l'informatique parmi lesquels on peut citer outre le 
champ "bases de données", la vérification de programmes, la synthèse 
de programmes, les systèmes questions-réponses, la résolution de pro-
blèmes et les langages de programmation. 
Le modèle relationnel par Cood au début des années 70 a introduit 
une nouvelle approche dans le champ "bases de données". 
Un modèle de données peut être considéré comme un ensemble de trois 
composants : un composant structuration qui définit les moyens d'ex-
pression dont on dispose pour représenter les informations, un com-
posant manipulation qui définit un langage permettant de retrouver 
les informations mémorisées et un composant intégrité qui assure, 
dans la mesure du possible, la correspondance entre les informations 
mémorisées et la réalité modélisée. Parmi les principaux apports du 
modèle relationnel, on citera sa simplicité, son nombre réduit de 
concepts et sa séparation claire des niveaux logique· et physique 
d'une bas e de données. Le composant s tructuration permet d 'exprimer 
l es informations s ans réfé rences ex plicites ou imp licites à la ma-
n ière dont elles sont mé nori s é es le composant manipulation permet d e 
retrouver les informations sans références à La maniè re dont il faut 
les accéder et le composant intégrité permet d'exprimer des contraintes 
sur les informations modélisées sans références à la manière dont- il 
faut les vérifier. 
C'est à Green que l'on accorde généralement la p remière a pplica-
tion ·de la logique formelle aux bases de données ·. Cependant, 1 'intro-
duction du modèle relationnel fut déterminante pour l a suite des rap-
ports entre les deux champs. En e f fet, les concepts de relations et 
de prédièats présentent de nombreuses similitudes et il n'est guère 
étonnant que l'on ait pensé à utiliser le langage de l ogique des pré-
dicats comme langage d'interrogation. 
Nous verrons, cependant, que la contribution de la logique aux bases 
de données ne s'arrête pas à la seule utilisation de son langage. 
En effet, une base d e données relationnelle peut être forma l i s ée en 
logique des p rédicats et cette formalisation aura d e nombreuses cons é -
quences. 
L'objectif de ce mémoire est de présenter les p rincipales con t ri-
butions de la logique aux bases de données relationnelles. Il sera 
structuré selon deux axes : l'axe logique 
1 'axe "composants du modèle re l ationnel". 
L ' ax e logique consi s te à séparer les apports d es différentes logiques 
aux bases de donné es relationnelles. 
L'ax e"composants du modèle relationnel"consiste à séparer l'apport 
d'une certaine logique à c0acun des composants du modèle relationnel. 
De même, pour chacun des composants, nous trouverons toujours une 
section représentation et mise en oeuvre. 
Comme il est d'usage d ans un mémoire d e r é aliser une partie p rat i que 
nous avons tenté d e mettre en application les concep ts théoriques .a f i n 
d 'en é tud ier leur 0.faisabili t é . De nombreuses a p p lications s 'off raient à 
nous et nous en avons choisi un sous -ensemble r epr é s e n t a t i f é tant donné 
l e temos i mparti pour ce mémoire. Toutes les a pp lications ont é t é r éa-
lis é es d ans un lang a g e d e p rogrammation logique. Exa minons maint enan t 
l e s contenus resp ectifs des d iffé r en tes p a r ties de c e t rav ai l . 
La partie préliminaire e s t constitué e d e d eux chapitres : 
l e pr~mier concernant l a log ique d es p r édicats du p r emier ordre et 
le second les bases de données relationnelles. Le premier chapitre 
p résentera, dans un premier temp s, la logi que des prédicats du premier 
ordre à travers son langage, sa sémantique, sa théorie de la preuve et 
les résultats de complétude et de semi-décidabilité. Nous présenterons 
ensuite le principe de résolution qui est une règle d'inférence ex trê-
mement efficace utilisé en démonstration automatique de théorèmes, en 
programmation logique et dans les bases de données déductives. 
Nous terminerons ce chapitre par une présentation de la programmation 
en logique. Cette présentation se justifie, à la fois, parce que de 
nombreux concepts présentés dans ce mémoire peuvent être imp lémentés 
dans un langage de programmation logique et parce que cette étude a 
suscité chez : nous un grand intérêt. Nous y présenterons les sémanti-
ques opérationnelle et. .!déclarative et un langage de programmation 
logique ainsi que la méthodologie de programmation de ce lapgage. 
Nous terminerons par un certain nombre de mises en garde concernant 
la programmation en logique. Le chapitre "bases de données" s'attache-
ra aux trois composants du modèle relationnel. Le composant structu-
ration introduira les notions de relations d'attributs _ .de domaines ••• 
Le composant manipulation présentera l'algèbre relationnelle qui peut 
être considérée comme le langage de référence pour les bases de données 
relationnelles. Enfin, le composant intégrité présentera les contrain-
tes d'intégrité que devrait posséder toute base de données relation-
nelle, à savoir l'intégrité des identifiants et l'intégrité référen-
tielle, ainsi que les notions de contrainte d'état, de contrainte de 
transition et de transaction. 
La deux ième partie concernera la contribution de la logique des 
nrédicats du premier ordre aux composants du modèle relationnel. 
Elle se composera de quatre chapitres : le premier concerne la forma-
lisation d'une base de données en logique des prédicats et les suivants 
la contribution de la logique à travers ces fornru.lations aux trois 
composants du modèle relationnel. 
Le premier chàpitre "Formalisation d'une base de données relation-
nelles" mettra en évidence les hypothèses implicites prises en compte 
dans les bases de données relationnelles. Nous présenterons donc, 
l'hypothèse de fermeture du domaine, l'hypothèse du monde fermé et 
l'hypothèse d'unicité des noms. Nous définirons, ensuite, deux forma-
lisations des bases de données relationnelles, res pectivement la forma-
lisation selon la vue "théorie du modèle" et la formalisation selon la 
vue "théorie de la preuve". 
Le d euxième chapitre 11 Bases de données d éductives" concerne 
l 1 a -ç,port de la formalisation selon la vue "théorie de la preuve" au 
composant structuration. La section "représentation d es informations•• 
définira un nouveau moyen de représentation d'informations :les règles 
de déduction . Selon la forme de ces règles de déduction, on définira 
les bases d e données déductives définies et indéfinies. La deuxième 
section 11 mise en oeuvre des règles de déductions 11 étudiera comment les 
bases de données déductives définies peuvent être imp lémentées. · 
Nous étud ierons de manière détaillée l'approche en génération. Nous 
avons r é alisé un prototyp e de cette approche en p rog~ammation l ogique. 
Nous présenterons l'algorithme et tenterons d'en montrer la correction. 
Nous étudierons ensuite l'approche en dérivation. 
Le troisième chapitre 11 Langages d'interrogation'• concerne la con-
tribution de la formalisation selon la vue "théorie du modèle 11 au com-
oosant manipulation. La section 11 représentation des questions II s 'at-
tachera à la modification <le la notion d'interprétation pour définir 
la sémantique d'un langage d'interrogation. Cette modification pourra 
se faire de quatre manières distinctes selon que l'on considère les 
tup les ou les éléments du domaine corn.~e objets primitifs et que l'on 
se place dans une logique typée ou non. Nous présenterons les langages 
d'interrogation basés sur une logique non typée. Nous discuterons, 
ensuite, de l'intérêt des types dans la base de données. Dans la 
section 11 mise en oeuvre d es questions", nous étudierons les o p timi-
sations sémantiques basées sur la logique à savoir les optimisations 
syntaxiques et sémantiques. 
Le quatrième chapitre "Contraintes d 'intégri té 11 concerne la contri-
bution de la formalisation selon la vue "théorie du modèle" au compo-
sant intégrité. La section 11 représentation des contraintes" se préocup-
pera essentiellement de la représentation des contraintes de transition. 
La section 11 mise en oeuvre" présentera une méthode de simplification 
de contraintes d'intégrité que nous replacerons dans un cadre plus gé-
néral. Nous discuterons ses avantages, ses inconvénients et ses exten-
sions possibles sur base du cadre général et de l'ex périence acquise 
lors de l'implémentation. 
La troisième partie de ce mémoire concerne l'étude d'un certain 
..- - { 
nombre de logiques non standards à savoir les logiques modales, les 
logiques à p lusieurs valeurs de vérité et les logiques non monotones. 
Ces logiques concernent essentiellement d es bases de données incomplè-
tes où l'on remet en cause les hypothèses d es bases de données relation-
nelles. Nous ex aminerons donc ces différentes logiques et montrerons 
quel est ou quel peû,t être leur impact sur le champ "bases de données". 
Nous sommes bien conscients qu'une grande partie de ce mémoire a 
déjà été dit. Nous avons voulu, dans le cadre de ce travail, étudier, 
comp rendre et réfléchir sur un certain nombre de concepts qui nous in-
téressaient. Notre point de départ fut la synthèse de Gallaire, Minker 
et Nicolas que nous avons voulu développer. Nous avons voulu l'étendre 
en considérant non seulement la logique des prédicats du premier ordre 
mais aussi d'autres logiques ainsi qu'en présentant la prograrnmation -
en logique et ses liens avec les- concep ts présentés. De même, pour le 
chapitre "Base de données déductives", nous avons voulu présenter en 
détai l l'approche en génération c-à -d sa s pécif ication , la conception 
de l'algorithme et sa validation . 




CHAPITRE 1. LOGIQUE DES PREDICATS DU PREMIER ORDRE. 
1.0 Introduction. 
Dans ce chapitre, nous présenterons respectivement la logique des 
prédJcats du premier ordre,le principe de résolution et la program-
mation en logique. 
Dans un premier temps, on s'intéressera au langage, à la sémantique 
et à la théorie de la preuve de la logique des prédicats du premier 
ordre. Le langage définira l'ensemble des formules bien formées. · 
La sémantique s'attardera à déterminer la valeur de vérité des formules 
bien formées et on y introduira notamment les notions de modèles et 
d'interprétations. 
La théorie de la preuve nous permettra de définir un système formel du 
calcul des prédicats qui nous donnera un moyen effectif de calculer la 
valeur de vérité des formules. Nous présenterons ensuite les résultats 
de complétude et de semi- décidabilité. 
Dans un second temps, nous présenterons le principe de résolution qui 
est une règle d'inférence extrêmement efficace et qui est à la bas e de 
nombreux démonstrateurs automatiqu~s de théorèmes. Il est également 
utilisé dans les interpréteurs de langages de programmation logique et 
pour mettre en oeuvre les bases de données déductives. 
Enfin, nous présenterons la programmation en logique c.à.d. sa sémanti-
que opérationnelle, sa sémantique déclarative, sa méthodologie de pro-
grammation ainsi qu'un certain nombre de critiques et de mises en garde . 
- Dans 1·a sémantique opérationnelle, nous présenterons les résolutions 
linéaires, SL-résolution et SLD-résolution qui peuvent définir l'inter-
préteur d'un langage de programmation logique et la notion de contrôle. 
La sémantique déclarative montrera comment un programme logique peut 
être utilisé pour calculer toute information qui est une conséquence 
logique du programme. Nous présenterons, ensuite, une méthodologie de 
programmation en logique qui consiste à séparer la partie logique de 
la partie contrôle. Nous terminerons par un ensemble de réflexions 
sur la programmation en logique. 
I.~.l. 
1.1 La logique des prédicats du premier ordre: définitions. 
Quand on s'intéresse à un système formel, on considère son 
langage, sa sémantique et sa théorie de la preuve. Le langage définira 
l'ensemble des fornru.les bien formées, la sémantique s'attache à 
définir des conditions pour déterminer la valeur de vérité d'une 
formule et la théorie de la preuve s'efforce de trouver des moyens 
effectifs pour déterminer la valeur de vérité d'une fornru.le bien 
formée. Nous examinerons respectivement chacun de ces aspects pour 
la logique des prédicats du premier ordre. 
1.1.1 Définition du langage. 
1.1.1.1 Alphabet d'un langage de premier ordre. 
L'alphabet sera construit à partir des ensembles, finis ou récursifs 
et disjoints deux à deux suivants. 
- X l'ensemble des variables individuelles 
- C l'ensemble des constantes 
- pour tout entier n > 0, F l'ensemble des symboles de fonction n 
- pour tout entier n ~ Q, p n l'ensemble des symboles de prédicats 
n-aire 
et à partir 
- du connecteur logique' 1' qui représente la négation logique 
- du connecteur logique' •' qui repr-ésente l'implication 
- du quantificateur' Y' qui représente le quantificateur 
universel. 
Dans la suite, nous prendrons les conventions suivantes : 
les variables sont représentées par des lettres minuscules 
prises à la fin de l'alphabet. 
les constantes sont représentées par des lettres minuscules 
prises au début de l'alphabet. 
- les symboles de prédicat sont représentés par des lettres 
majuscules. 
- les symboles de fonction sont représentés par les lettres 
f,g,h. 
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1.1.1.2 Les formules bien formées. 
Un terme est alors défini de la manière suivante . . 
(1) une constante est un terme • 
(2) une variable est un terme . 
(3) si f est un symbole de fonction n-aire et si tl, t2, ••• , tn 
sont des termes, alors f (tl, t2, ••• , tn) est un terme 
(4) il n'y a pas d'autres termes. 
Une formul·e atomique est définie de la manière sui vante 
Si Pest un symbole de prédicat à n arguments (n~ 0) et si 
t 1 , t 2 , ••• , tn sont des termes, alors P (t1 , t 2 , ••. , tn) est 
une formule atomique. Dans le cas où n est égal à o, nous 
dirons que Pest une proposition. 
Un littéral est une formule atomique (e.g. A) ou la négation d'une 
formule atomique (e .g. 7 A) • 
Une formule bien formée peut être définie de la manière suivante 
(1) une formule atomique est une formule bien formée. 
(2) si A et B sont des formules bien formées, alors 
(A) ~ (B) est une formule bien formée. 
A et B sont des sous-formules de la formule ainsi définie. 
·(3) si A est une formu.le bien formée, 
7 (A) est une formule bien formée. 
A est une sous-formule de la formule ainsi définie. 
(4) six est une variable et A une formule bien formée, 
( V x) (A) est une formule bien formée. 
A est une sous-formule de la formule ainsi définie. 
Nous dénoterons wff l'appellation "formule bien formée". 
Convention : nous noterons 
' 1 (Wl /\ W2) la formule 7 (wl• 7 W2) où A représente la 
conjonction • 
(Wl V W2) la formule (7 wl• W2) où 'V' représente la 
disjonction • 
~. ~-1 1:; 
( 3 x) (Wl la formule 7 ( ( V x) 7 (Wl))où '3' représente 
l e quantificateur existentiel. 
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De même, lorsqu'iJ n'y aura pas d'arnbiguité, nous omettrons 
les parenthèses. 
Variables libres et variables liées. 
Soit x une variable. Soit A une formule bien formée. 
Nous dirons qu'une certaine occurence de x, dans A, est liée si 
et seulement si elle figure dans une sous-formule de A d'une des 
formes ( V x)A' ou ( 3 x )A'. Sinon elle est libre. 
Nous dirons qu'une variable x est liée dans A si A ne contient 
pas d'occurences libres de x. Sinon elle est libre. 
Une formule bien formée dans laquelle toutes les variables sont 
l iées est une formule bien formée fermée. Sinon c'est une formule 
bien formée ouverte. 
Nous allons définir un certain nombre de formes particulières que 
peuvent prendre les wffs. 
Forme normale prenex e conjonctiv e. 
Une formule bien formée Fest dite sous forme normale prenexe 
si et seulement si elle est de la forme 
(q X ) M 
n n 
où (q. x .) (1~ i~n) est soit ( V x.) ou ( 3 x.) et M est une wff 
l. l. l. l. 
qui ne contient pas de quantificateurs. (q1x 1 ), •.. (qnxn) est appe-
lé le préfixe et M est appelée la matrice de la wff F. 
Elle est sous . forme normale prenexe conjonctive si la matrice M 
est sous forme conjonctive c-à-d si M consiste en une conjonction 
de disjonctions de littéraux. Toute formule bien formée peut être 
mise sous forme normale prenexe conjonctive. Le lecteur intéressé 
par la transformation d'une formule bien formée quelconque en une 
formule bien formée sous forme normale prenexe conjonctive peut 
se reporter à [ CHAN 73 ] • 
Considérons la wff 
V x 3 t( 3 y(P(x,y,a)-> 3z Q(y,z,t)) A R(x ,t)) 
Cette wff sous forme normale prenexe est donnée par 
V x :! t \:/ y 3 z(( P (x ,y,a)--4 Q(y,z,t)) I\ R(x ,t)). 
Sous forme normale prenexe conjonctive, elle se présente sous 
-.. 
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la forme : 
Vx 3 t Vy 3 z(( l P(x,y,a) V Q(y,z,t)) /\ R(x,t)) . 
Forme standard de Skolem. 
Partant d'une wff sous forme normale prenexe conjonctive, les 
quantificateurs existentiels peuvent être éliminés en substituant 
aux variables qu'ils quantifient, des fonctions adéquates appelées 
fonctions de Skolem. La wff ainsi obtenue est dite sous forme stan-
dard d e Skolem. La fonction de Skolem peut être déterminée de la 
manière suivante : 
Soit une formule (q1x 1 ) ... (q x ) ( 3 x ) (q 1x 1 ) ... (q x ) M. pp p+ p+ mm 
La quantification 3 x peut être supprimée en remp laçant toutes 
les occurences libres de x dans (~+lxp+l ) .•. (qmxm) M par la 
fonction f (x. , ... , x. ) où 
il in 
- r est un symbole de fonct~on n-aire d istinct de tous les 
symboles de f onction exis tants. 
,,_.,, . _,,.. ' l ) t t t 1 
- .:--: . , .. . ,~:. l - ~ i . ~ p p our J= ... n son ou es es 
il ln J 
variable s universellement quantifiées de (q 1x1 ) ••. (qpxp). 
Sin= o a l ors nous obtenons une fonckion de Sk olem 0-aire c-à-d 
une constante de Sko l em. 
La wff précédente sous forme standard de Skolem devient: 
V x \ly((lP(x ,y,a)VQ(y,f1 (x,y),f 2 (x)) /\ R(x,f2 (x)). 
Le pas suivant dans ces normalisations successives nous amène à sup-
primer les qua·ntificateurs universels en les rendant implicites. 
Cela nous amène au concept suivant. 
Clauses. 
Une clause est une disjonction de littéraux où les variables sont 
quantifiées universellement. Un ensemble de clauses est interprété 
comme la conjonction des clauses qu'il contient. C'est pourquoi la 
forme standard de Skolem n-aire donne lieu à l'ensemble de clauses 
f P(x,y,a) V Q{y,f1 (x,y),f 2 (x)),R(x,g(x)) 
Enfin une clause 7 A1 V • • • V l An V B1 .•• V Bm peut s'écrire sous la 
forme A Al /\ A2 /\ ••• ,, Am -> Bl V B2 V ••• V Bm 
Dans le cas où n = O et m > O, nous aurons : 
X. -1. , . 
Sim= O et n > 0 , nous aurons : 
Al /\ A2 /\ • • • /\ An -> 
Nous ~rendrons, comme convention, que si met n s ont é oaux à zéro . 
nous p arlerons de la clause vide que nous nQterons D 
Une c l ause (resp . un l ittéral ou un terme) qui ne contient pas de 
variables est une clause (resp. un littéral ou un terme) de bas.e. 
Par e x emple, P(a,f(a)) V s(a) est une clause d e base. Une claus e 
tel l e que m ~ 1 est une c l ause de Horn. 
1.1.2 Sémantique : interprétations et modèles. 
Soit L ·un langage de p remier ordre: 
Nous dirons qu'une interprétation d e L consiste en 
(1 ) l a spécification d'un ensemb l e non vide d' é l éments D, fini 
ou infini. 
(2 ) une assignation qui 
- à chaque constante c d ans C associe un élément c' de D . 
- à chaque symbole de fonction n-aire f de F, associe 
n 
une fonction f' d e Dn d ans D. 
à chaque symbo l e d e p r édicat n-ai re P, associe u ne 
fonction P ' de Dn dans B où B = [ vrai, faux J 
La va l eur de vérité d'une formule peut être calcul ée en définissan~ 
une fonction d'assignation g qui associe à chaque variable individue l l e 
d e X, un élément de D. 
Par conséquent, l a ~aleur de vérité d 'une forrrru.le F d ans une inter-
pré tation I étant donné une fonction d'assignation g , notée JI (F), 
, g 
est définie "9ar 
est faux sinon 
où val(t. , g) = g(t.) si t. est une variable. 
1. 1. 1. 
t! si t. est une constante, 
1. 1. 
f 1 (va l (ti,g) , ... ,val (t~, g ) ) s i test une 
fonction f (t.i, t 2, ... , t~). 
(2) j I ( 7 A ) est vrai si 
, g '.:f I (A ) est faux • ,g 
est f aux sinon 
(3) j I (A • B) est vrai si .:f I ( 7 A) est vrai ou si 
, g , g y I (B ) ,g est 
72_:ai 
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(4) JI.,g<Vx A) est vrai si f ( / (A) est vrai pour tout d € D I, g d x) 
est faux sinon 
où g (d / x) est une fonction d 'assignation i d entique à g 
sauf pour la variable x qui se voit assignée la valeur d. 
Il est souvent plus commode de parler, par abus de langage, d' une 
interprétation d'un ensemble de formules bien forrnées s p lutôt que de l' 
interprétation du langage de premier ordre dans lequel sont exprimées 
les formules. Nous supposons alors que le langage de premier ordre est 
par les constantes, les variables, les fonctions et les prédicats appa-
raissant dans S. Nous pouvons maintenant définir les notions suivantes. 
- Une interprétation d'un ensemble de wffs est un modè l e de cet ensem-
ble si et seulement ~i toutes les wffs sont vrai es dans cette inter-
prétation. 
- Une wff West une conséquence logique d'un ensemble E de wffs si 
et seulement si w est vraie dans tous les modèles de E. Nous note-
rons E I= W 1 'affirrnation "W est une conséquence logique de E " 
- Un ensemblede wffs, E , est satisfaisable ssi E a un modèle. Si Ë 
n'a pas de modèle, nous dirons que E est non-satisfaisable. 
- Une wff West valide si et seulement si elle est v~aie dans toutes 
les interprétations possibles. 
- Deux wffs sont équivalentes si elles prennent la même valeur de vé-
rité dans toute interprétation. La forrne norrnale prenexe conjonctive 
d'une wff W lui est équivalente. Par contre sa forrne standard de Sko -
lem ne l'est plus mais on peut montrer que si West satisfaisable, 
alors sa forme standard l'est aussi. 
1.1.3 Théorie de la preuve. 
Un système formel est constitué d'un langage, d'un ensemble de wffs 
appelés axiomes et d'un ensemble de règles d'inférence ou de règles d e 
déduction. Une règle d'inférence Rest un algorithme admettant pour 
données mi+_ 1 formules g1 ,g2, ••• ,gm.'g (mi), 1) et fournissant pour 




"g est déductible de g 1 , ••• ,g par la règle R" mi 
"g n'est pas déductible de g1 , •.. ,g par la règle R". mi 
Dans un système formel T, on appelle preuve, une suite finie non 
f 1 ,f2, ••• ,fm de formules bien formées du langage du système fôr-
tel l e que pour chaque formule f., soit f. est un axiome, soit f. 
l. l. l. 
.1 
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est déductible de certaines formules f 1 , ... ,fi-l au moyen d'une règle 
d'inférence. 
On appelle théorème du système formel, une formule qui figure 
dans une preuve. De même, une preuve f 1 , ... ,fm est une p reuve de f 
si et seulement si f = f . Nous noterons 1- f, l'affirmation r,f est 
m 'T 
un théorème d~ système .formel T" 
Si f 1 ,f2 , ... ,fm sont des formules bien formées, nous noterons 
f l' f 2 , ... , fm ri- f 
l'affirmation 
"f est un théorème du système formel T auquel on ajoute les 
axiomes f 1 ,f2 , ... ,fm"· 
Un système formel . du calcul des p rédicats est un système formel 
qui peut être défini par le langage que nous avons présenté précédem-
ment, par un ensemble d'axiomes appelés axiomes logiques et par deux 
règles d'inférence. 
1. Le modus ponens (ou syllogisme) 
De (A) et (A) ·• (B) on infè r e (B) 
2. La généralisation 
Si P ne contient pas de variable libre x 
De P on infère ( \/x) P. 
Si nous ajoutons aux axiomes logiques, de nouveaux axiomes, on 
obtient un système formel appelé théorie du premier ordre. Ces nouveaux 
axiomes sont appelés axiomes propres ou axiomes non logiques. 
Dans ce qui suit, nous noterons 'WI-F' l'affirmation 'Fest un 
théorème d'un système formel du calcul des prédicats auquel on a 
ajouté les axiomes W'. 
1.1.4 Résultat de complétude. 
. 
Dans la sémantique d'un système formel, on s'intéresse à la défi-
nition de conditions qui permettent de déterminer la valeur de vérité 
d'une formule. Dans la théorie de la preuve, on s'intéresse à la défi-
nition d'algorithmes qui permettent de déterminer la valeur de vérité 
d'une formule. 
Le théorème de complétude Godel nous indique que l'ensemble des 
conséquences logiques d'un ensemble de wffs West équivalent à l'en-
semb l e des théorèmes du système formel qui aurait W comme axiomes 
propres. Ce résultat est vrai pour les théories du premier ordre mais 
ne l 'est o lus pour les théories d'ordre supérieur. Ce résultat com-
orend en fait deux notions : 
(1) Complétude : Si une forrrrule est vraie dans tous les modèles 
d'un ensemble W de forrrrules bien formées, alors 
elle peut être prouvée dans une théorie du pre-
mier ordre qui contient W comme axiomes o ropres. 
(2) Cohérence : Si une formule West un théorème dans cette théo-
rie du p remier ordre, ·alors cette formule ~st 
vraie dans tous l es modèles de W. 
Ces résultats peuvent être schématisés par 
<'1'> 
w~ w L w ~ 1 
<.2. > 
Considérons maintenant le problème suivant. 
"Etant donnée une théorie du premier ordre et étant donné une 
wff w, ex iste-t-il une procédure de preuve générale qui nous d ise si 
w est un théorème de cette théorie ? 11 
Church et Turing ont montré indép endamment l'un de l'autre qu'une telle 
procédure ne pouvait ex ister c-à-d qu'il n ' ex iste pas une procédure 
de ~reuve générale qui é tant donné une théorie du premier ordre et une 
formule bien formée w nous dise si w est un théorème ou non. Cepen-
dant, l'ensemble des théorèmes d'une théorie du premier ordre est énu-
mérable. Par conséquent, au vu · des résultats . qui précèdent, le mieux 
que nous puissions attendre d'une procédure de preuve est qu'elle nous 
dise s i unewff w est vraiment un théorème si cette wff en est effecti-
vement un. 
Si la wff n'est pas un théorème, alors la procédure de preuve refusera 
dans certains cas de répondre et bouclera indéfiniment. 
Le problème est donc dit semi-décidable. 
Afin d'éviter toute ambiguité, nous ferons la remarque suivante. 
Considérons une procédure de preuve A qui nous dise qu'une wff est 
un théorème si · .. cette wff en est effectivement un. 
Il ne faudrait pas croire que -l. 1 on · p:a,urra·i t construire une procé-
dure B. qui répondrait systématiquement 'non' lorsque A ne répond pas. 
En effet, ce qui précède signifie que la -procédure A ne peut être 
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beaucoup p lus intelligente qu'un a lgorithme qui appl iquerait l e~ 
r è g l es d e d é duction , quell e que soit l a sophistication du mécanisme 
qu'e l le mettra en oeuvre. Ainsi, l a procédure peut p r évoir un 
certain nombre de cas particuliers mais dans la plupart des cas, 
el l e n'aura d'autre recours que d'appliquer les règles de 
déduction. 
Dès lors, si, à un instant donné, l a procédure B nrend l'initia-
tive de sus pendre A, rien ne lui garantit que, l'instant suivant, 
la procédure A n'aurait pas réussi à prouver que la wff est un 
théorème. 
1.2. Le orincipe de résolution. 
Plutôt que d'aopliquer les règ~es d'inférence du modus ponens 
et de la généralisation pour déterminer les théorèmes d'une théorie 
du premier ordre, il est possible de construire des p rocédures de preu-
ve qui soient basées sur des notions sémantiques telle que la satis-
fa±sabilité et la non-satisfaisabilité. 
Parmi les procédures de preuves les p lus connues, se trouvent les 
procédures de preuve par réfutation conçues par Jacques Herbrand 
en 1930. Le princip e sous-jacent à ces ~rocédures de p reuve est le 
suivant : afin de prouver qu'une wff est un théorème d'un ensemb l e 
d'axiomes W, nous montrerons que sa négation en conjonction avec 
l'ensemble des axiomes West non satisfaisable. 
Un progrès considérable pour les procédures de preuve par réfu-
tation a été réalisé par Robinson [RoBI 65] qui a conçu le principe 
de résolution. Les p rocédures de preuve basées sur le principe de 
r ésolution sont beaucoup p lus efficaces que les p rocédures conçues 
antérieurement. Ces procédures possèdent une seule règle d'inférence 
"Le "')rincipe de résolution 11 et Robinson a montré qu'une procédure de 
preuve basée sur le princip e de résolution était cohérente et complète . 
C'est ce principe que nous allons présenter dans l es pages qui suiven t . 
1.2.l Cas .de clauses de base. 
Le princioe de résolution s'applique à des formules bien formées 
mises sous forme de clauses. Dans un p remier temps , et ce afin d e 
fac~liter la compréhension de l'exposé, nous présentons le cas o~ nous 
ne sommes en présence que de clauses de base. Le cas général sera pré -
senté ensuite. Dans ce qui suit,nous considérerons qu'une· clau-se est 
constituée d'un ensemble de littéraux. 
définition Si A est une formule atomique alors les deux littéraux 
A et 1 A sont dits être le complément l'un de l'autre et 
former une paire comp lémentaire. De même, on dira que A est 
un littéral positif et 7 A un littéral négatif. 
, 
définition : Si C,D sont deux clauses d e base et s'il existe une paire 
complémentaire ae · littéraux L dans c et ""l L dans D alors 
nous a ppellerons résolvante de base des c l auses Cet D, 
la disjonction de l'ensemble des littéraux formée par les 
littéraux de la clause C auxquels on a retranché L ét les 
littéraux de la clause D auxquels on a enlevé 7 L. 
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Il découle de cette définition que deux clauses de base n'ont qu'un 
nombre fini de résolvantespuisque le nombre d e l ittéraux est fini dans 
chacune des clauses de base. On remarquera aussi que tout modèle de 
{c , D 1 est aussi un modèle de f C,D,E} où E est une réso lvante de C, D . 
définition : Soit Y un ensemble de clauses de base. 
N~us noterons~ ( j), 1 'union de <'f et de toutes les résol-
vantes de base obtenues à partir des paires de membres de J. 
De la même manière, nous noterons 
91.,"'"'tt) = ~( ~( f)) . 
Par conséquent, partant d'un ensemble f ini de clauses de base, nous 
(2) ,.p (ê)S! (() {â /11. Li) <ô (7l~i ( (./) ) pouvons générer i~(J), ~l., (J) pour finalement obtenir JG (J) = 0~ d 
ce qui arrivera toujours puisqu'il n'ex iste qu'un nombre fini de clausBs 
et de littéraux par clause. Nous aurons, alors, calculer la fermeture 
transitive de la relation m. 
D'autre part, si un ensemble de c l a uses d e base est satisfaisabl e, 
a l ors nous pourrons trouver un litté ral de base dans chaque clause 
sans être obligé d e choi s ir une paire de l itté raux complémentaires. 
Si un ensemble de claüses d e base est non-satisfaisab l e, alors ce ne 
sera ~as possible. On remarquera que l a clause vide • est non-satis-
faisable ( ':)uisque l'on ne peut pas choisir un littéral dans cette c l aus e ) 
et qu'un ensemble vide de clauses est satisfaisable. 
Nous venons en fait d'énoncer le théorème de Robinson [ RoBI 65 ].ne 
même, nous pouvons dire que tout ensemb l e d e c l auses contenant la 
clause vide est non-satisfaisable. 
Théorème de Robinson (1) Si~ est une conjonction finie de clauses de 
base alors~ est non-satisfaisable si et 
seulement s'il existe un n ~ o tel que 
.O. E §r_;: (~) 
Intuitivement ce théorème est justifiable de la manière suivante. 
- Si D 4 ~ ~) pour tout n, on a la relation en particuler 
pour n tel que ffi:(~ = ~t-1.( j) ce qui signifie que • 
n'appartient pas à ·1a fermeture transitive d e ~pour 1. 
Ce l a veut donc dire que l 'on a pu trouver un litté ra l 
dans chaque clause sans être obligé de prendre son com-
plémentaire dans une autre clause et donc qu 'i l exis te 
une interprétation dans laquell e toutes les clauses sont 
vraies c.à.d. un modè l e dezf. 
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Si D € ~(':f) comme tout modèle de j> est aussi un modèle 
de 3îm'( 'J ) et que jî'ê ~) n'a pas de modèle puisqu'il 
contient D alors 'f ne peut posséder de modèle. 
Cela signifie qu'un ensemble de clauses d e base.fest non satisfai-
sable si et seulement si D E ~( j') tel que §t(~) = ~rn.(,\f). 
Dès lors, pour tester la satisfaisabilité de~, il suffit de partir de~ 
et de générer ~ ( 'f), ~}( '-J), ••• jusqu'à obtenir la clause vide ou la 
fermeture transitive de la relation. 
1.2.2. Le principe de résolution. 
définition : Soit ~ un ensemble de clauses. 
Nous appellerons~ l'univers d 'Herbrand de :f l'ensemble 
défini par les propriétés suivantes 
(1) Si a est une constante dans '::f al.ors a ~ ~. 
(2) Si a 1 , ••• ,an sont des termes dans J'e et f est un 
symbole de fonction n-aire dans ~ , alors 
f(a1 ,a2 , •.. ,an•) € ~ • 
(3) Il n'y a pas d'autres éléments dans~. 
définition : Soit W une formule bien formée qui contient une varia-
ble v. 
Soit t un terme. 
Nous appellerons instance de W, la formule bien formée 
obtenue en substituant chacune des occurences ·de la 
variable v par le terme t. Cette instance est notée 
Wt(t,v)}. De la même manière, si nous remplaçons 
toutes les occurences des variables v 1 ,vi, .•• ,vn 
(v. I v., 1~ i, j ~n et i I j) respectivement par les 
i J { termes t 1 , t 2 , .•• , tn nous noterons W ( t 1 , v 1 ) , ..• , ( tn, v n) . 
définition: Une substitution <f" est un ensemble ordonné de paires 
<r={(t1 ,v1 ), ••• , (tn,vn)} le premier élément de chaque 
paire étant un terme et le second étant une variable 
telle que v; ;i v. et t. I v .• Le résultat de l'appli-
... J i i 
cation de <T à C, ccr, est l'instance c{(t1 ,v1 ), (t2 ,v2 ) .. 
. • • , (tn,vn)J où C est une wff. 
Nous noterons P(Ï) l'ensemble des instances de clauses de base obte-
nues en appliquant à un ensemble "f de c l auses, toutes les substitutions 
oos s ibles de termes a ppartenant à un ensemble P . 
définition : On a ppelle expansion de Herbrand de f , l 'ensembl e 1t ( :f) . 
On remarquera que cet ensemble sera infin i 
ll Si 1 contient au moins une variabl e. 
et 2) Si '-3 contient au moins un symbole de fonction n-aire 
avec n >o. 
Théorème de . Herbrand Si~ est une conjonction finie de c l auses et ~ 
est l 'expansion d e Herbrand de f alors 11 est 
non-satisfaisable ssi i l ex i ste un sous-ensemble 
fini de~ qui est non-satis faisab l e . 
Le théorème de· Robinson ·permet de déterminer effectivement si un 
ensemble de clauses de base est satisfaisable. Le théorème d'Herbrand , 
quant à l ui, nous a pprend que, pour p r ouver qu 'une conj onction de clau -
ses (pas forcément de base) est non-satisfaisable , il suffit de prouver 
qu'un sous-ensemble de son expansion de Herbrand n'est pas satis f ai-
sable. 
Tout l e problème va donc résider dans la recherche d 1 un sous -ensembl e 
non-satisfaisable. Les premiers démonstrateurs de théorèmes utili-
saient, pour ce . faire, les niveaux de l'univers de Herbrand notés ~ 0 ,~, 
.. - ln' ... tels que 
1)~
0 
est l'ensemble des constantes de~. 
2)Jt;n+l (n;:,/o) consiste en l'ensemble de tous les termes de 'te qui 
sont dans~n ou dont les arguments sont dans ~ n 
Ces démonstrateurs généraient, qans un premier temp s, toutes les claus es 
de base où les variables étaient remplacées par des constantes, puis 
toutes les clauses de base où les variables sont remplacées par des 
constantes et des fonctions qui n'ont que des constantes comme -argumen t 
et ainsi de suite. 
Ces démonstrateurs arrivaient rap idement à une croissance exponentiel l e 
des possibilités de substitutions en montant dans- les- niveaux de 
Herbrand. 
Pour remédier à cette défaillance, Robinson a introduit l'idée suivante. 
Pourquoi, au lieu de générer toutes les instances possibles de l'expan-
sion de Herbrand, ne pourrait-on pas essayer de prédire quels sont les 
sous-ensembles qui vont s'avérer incohérents. 
Pour i llustrer cette idée, considérons l 'ex emp le suivant. 
-
..,, 
Certains concepts, mentionnés dans l 'exemple, seront définis par 
la suite. 
Soit l'ensemble de clauses 







p ( d, f ( f (b, C) , a) , a) • 
où a,b,c,d sont des constantes. 
La clause (1) et la clause (2) admettent comme résolvante 
(5) l P(x,z,d) V P(d,z,x) 
car une instance de (2 ) est 
7 P(x,d , x ) V 7 P(x,z,d) V P(d,z,w). 
Cette rés o l vante (5) est en fait une fami l le de résolvantes ouisqu'elle 
contient des variables. 
La résolvante (5) et l a clause (3) donnent lieu à la nouvelle famille 
de réso l vantes ( 6 ) P(d,f(u,v),a). 
Cette famille contient l 'instance P(d ,f(f(b , c) , a) ,a ) et cette instqnce 
contred it manifestement la clause ( 4) • ~;;ous avons pu trouver un s ous-
ense ,w.:..e d s ::.. '-2x : a n sion d e Ee r b rand c_ru2- est 1-cn - s2 .':isia:..s a b l e èt donc 
l ' ensemb l e d es c l auses (l) - (4 ) est non sat.isfais ab l e . En l ' occu rrence, 
ce sous - ensemble non-satisfaisable est 
(1) P(a,d,a) 
(2) 7 P (a, d, a) V 7 P (a, f (f (b, c), a), 
(3) P(a,f(f(b,c),a),d) 
( 4) l P ( d, f ( f (b, c) , a) , a) • 
V P ( d , f ( f (b, c) ) , a) ) 
Il devrait être clair que les premiers démonstrateurs de théorèmes 
auraient dû générer de très nombreuses clauses de base avant de trouver 
ce sous-ensemble . . 
Pour remédier à cet inconvénient, on a donc pensé au mécanisme sui-
vant: pour deux ,clauses, on essaie de déterminer une substitution 
de termes (pas nécessairement de base) pour. les variables de deux 
clauses de telle manière que le résultat de cette substitution pro-
duise un littéral L dans une clause et un littéral 7 L dans l'autre. 
Co~p~sitio~ de_sub~tit~tio~s~ 
Soit o/ et 0 d eux substitutions. 
La composition de 0 et d e 41 notée e 4-' est l a su.bsti tution définie par 
Soit 0 = 
1 
soit e = tel que t. f I u. 
l l 
de f dont le second élément n'apparait 
de 6. 
et Soit~' l'ensembl e des paires 
pas narmi les variables u 1 , ... ,un 
f t = t ( s 1, v 1) , ••• ( sk, v k)} . 
a l ors 8 4' = 0' U 4'' 
on peut montrer que le rés u l tat d e l 'appl ication d e e et <.f-l successi-
vement à une formule bien formée C est identique à l'application de 
8 4' à C 
(C 8 ) If = C ( 04') 
De plus, la composition de substitutions est associative 
·ceo)o/ = ec<r'!i). 
définition 
définition 
: soit l = { L1 , L2 , ••• ,Ln} un ensemble d e l ittéraux. àf, 
unifiée (au sens· de Robinson) par CT'si èt seulement si 
L l J = L 2 cJ" = ... = Ln (f . 
unifie ;f alors toute 
est 
en remarquera aisément_ que si cr 
substitution Cf 1À unifie 2if où i;) est toute substitution. 
: soit :f. = { L1 , L2, ••• , Ln} un ensemble de littéraux. 
Nous dirons que 8 est la substitution l a p lus généra l e 
qui unifie :i si pour toute substitution 0- qui unifie ;f , 
il ex iste une substitution ./,:j tel l e que Cf = ea. 
Remarquons qu'il n'est pas toujours possible d'unifier un ensemble de 
littéraux mais lorsque cet ensemble s'unifie, il est toujours possible 
- de trouver la substitution-la pl-us - générale et de - plus, il existe un 
~lgorithrne pour le calculer. 
Nous al l ons maintenant donner la définition de résolvante dans le cas 
général pour ensuite donner l'énoncé du principe de résolution. 
définition une résolvante de deux · clauses c1 et c2 est une troisième 
clause D obtenue de la manière suivante 
l ) soit v 1 , v 2 , ... , vn les variables de c2 . Nous pouvons 
définir une substitution 9 = f (u1 ,v1 ), ••• , (u ,v ) } . n n 
· de .telle manière que c1 et c2 n'aient p lus de variables 
en comrm.in. Cette o pération est a ppelée le renommage 
de variables. 
2) soit deux ensemb l es de littéraux J = { L1 , ... ,Lk} et 
-,,. 
M = [ M1 , ••• , Mn~ tels que :f f e1 , M ~ c2 et l'ensemble 
[11 , ••. ,lk, l M10 , ... , 1 1-1n6J est unifiable. 
Soit ~ la substitution la plus générale tel le que 
~Œ: et MGû' soient des littéraux complémentaires 
0 0 
alors D est la clause formée de (c1 \ 'i ) Cf0 U (c2 \ M) 8Cf0 • 
On remarquera que toute paire de clauses possède un nombre fini de 
résolvantes car il existe seulement un nombre fini de paires d'ensemble 
de littéraux~ et M et que pour chaque paire, il existe au p lus une 
substitution Oo • 
Nous noterons aussi que les résolvantes d'une paire de clauses de base 
sont des résolvantes de base. 
Princip e de résolution. Pour toutes deux clauses c 1 , c2 , on infère 
une résolvante de c1 , c2 . 
Une réfutation d'un ensemble de clauses.'.fest une séquence C -> c 2 , ••• , 
C de c l auses telle crue cha'..:"7.1~ _lause C. e. ·:Jpartient à ~1 ou e s-':. i n:: -~r6e n ~ - l 
à oa rtir c e d eux c lauses d e r, C. 1 et tel le que C =• - ~ 1 ,•••, l- n 
Comme p récédemment, nous sav-ons que si % ( <f ) désigne toutes les c l a u -
i..1> J) (à n+l 
s es de~ et toutes les résolvantes de paires de clauses dans J , Sl, = 
~ ~ ( ~)) . C'est oourquoi, il existe une réfutation de 'f ssi D E 
~ ( <j') pour un certain n ~ o . 
Nous venons de présenter le principe -de résolution qui est une règle 
d'inférence efficace pour générer de nouvelles clauses à partir d'ançien-
nes. Cependant, une application aveugle de ce princip e conduirait à la 
génération de nombreuses clauses qui ne nous seraient d'aucune utilité 
et qui, par conséquen~ nuiraient à l'efficacité. 
Considérons l'exempl e vu précédemment. Ajoutons les clauses 
q (x,d,x) 
7q {x,:y,z) V q {a,d,b) 
L'application du principe de résolution à ces deux clauses n'est guère 
utile pour prouver que l'ensemble est non-satisfaisable. 
::t.-::1..1.B. 
Dans le but d'obtenir des démonstrateurs de théorèmes efficaces, 
nous devrons nous efforcer d'empêcher, autant que possible, la g.éné-
ration de ces clauses sans utilité. 
C'est pourquoi le principe de résolution a fait l'objet d'un grand 
nombre de raffinements. Chang & Lee identifient la sémantic-résolution, 
la lock-résolution et les résolutions linéaires comme les trois raf-
finements les plus importants. Nous aurons l'occasion de revenir 
sur les stratégies linéaires ultérieurement. 
Le lecteur intéressé par les différentes mises en oeuvre de principe 
de résolution p eut se reporter à [ CHAN 7 3 ]. 
1.3 Programmation en logique. 
1.3.1 Historique. 
L'utilisation de la logique pour définir un langage de programmation 
trouve son origine dans des recherches effectuées en démonstration 
automatique de théorèmes. Aux alentours des années 60, un certain 
nombre de démonstrateurs de théorèmes furent conçus mais l'explosion 
exponentielle des combinaisons nécessaires pour générer une preuve, 
les rendaient pratiquement inutilisables dès que le problème à résoudre 
sortait du cadre des problèmes trivialement simples. 
Un progrès substantiel et décisif fut réalisé par la définition 
du principe de résolution [ROBI 65 J que nous venons de présenter. 
L'idée sous-jacente était extrèmement simple lorsque nous la considé-
rons avec un recul de 20 ans. Au lieu d'essayer aveuglément toutes les 
-
combinaisons possibles d'instantiations sur l'univers d'Herbrand, pour-
quoi ne pourrait-on pas prédire les instantiations qu i conduiraient à l a 
"combinaison gagnante", autrement dit à la combinaison qui permettrait 
de générer une preuve? 
Le principe de résolution fut alors exploité dans les démonstrateurs 
de théorèmes tandis que, simultanément, des recherches sur les stratégies 
efficaces pour le mettre en oeuvre étaient entreprises. Ces recherches 
1 aboutirent notamment à la conception d'une stratégie extrêmement efficace: 
SL-résolution [ K0WA 71 J • 
Cette stratégie, lorsque nous nous restreignons au sous-ensemble de la 
logique constitué des clauses de Horn ressemble étrangement à un inter-
préteur de langage de programmation conventionnel. 
Par ailleurs, le travail de Boyer et Moore [ B0YE 72 J mettait en évi-
dence que les techniques d'implémentation efficace d'un démonstrateur 
de théorèmes n'étaient pas tel·iement éloignées de 1 'implémentation 
efficace d'un langage .. de programmation. 
Parallèlement à ces études, Green [ GREE 69] montrait comment un système 
de questions-réponses pouvait être construit en utilisant la logique 
du premier ordre comme langage et un démonstrateur de théorèmes basé 
sur le principe de résolution comme mécanisme de déduction. En outre, 
son article montrait comment un démonstrateur de théorème pouvait 
"simuler" un calcul. Nous employons le terme "simuler" car l'objectif 
du système de Green n'était pas de réaliser un calcul avec démonst¼ateur 
de théorèmes et par conséquent, si ce système pouvait effectivement 
réaliser un calcul (en l'occurence, la recherche d'un chemin dans un 
graphe), c'était de manière tout à fait inefficace. 
Z.-i.!O. 
Ce sont là les principales contributions qui ont amené Hayes [HAXE . 
73 J et Kowalski [ KOWA 7 4] à proposer de considérer le c a l cul comme 
une déduction contrôlée. Hayes définissait ses programmes comme un 
ensemble d'équations tandis que Kowalski utilisait la l ogique du premier 
ordre restreinte aux clauses de Horn. 
L'implémentation du langage de programmation Prolog [ COLM 7 3 J 
constitue une dernière étape qui a conduit à l'utilisation de la logi-
que comme langage de programmation. A ce jour, nombre d'implémentations 
ont été réalisées et Warren [ WAR"R. 77] a montré que pour des problèmes 
de manipulation de listes, les programmes prol og pouvaient être favora-
blement comparés avec des prog-rammes compilés en Lisp. 
1.3.2. Sémantique opérationnelle des programmes logiques. 
Pour décrire la sémantique opérationnelle d'un programme logique, 
nous allons donner la définition d'un interpréteur sur une machine 
abstraite. Tout démonstrateur de théorème basé sur le p rincipe de 
résolution peut être utilisé comme interpréteur d'un langage logique. 
Cependant, pour d'évidentes raisons d'efficacité et de facilité de mise 
en oeuv re , les interpréteurs limitent l'ex pression des p rogrammes aux 
clauses de Horn. 
Au moment où Prolog a été conçu, on pouvait le considérer comme une 
mise en oeuvre de SL- résolution [ KoWA 71 ] avec un certain nombre de 
restrictions et de choix. De nos jours, les l angages de programmation 
logique sont plutôt considérés comme une mise en oeuvre de Lush-résolu-
tion ou SLD-résolution. [ HI LL 75] , [ LLOY 84 J . Comme SL-résolution 
è t SLD-résolution sont des résolutions linéaires, nous allons prése~ter 
dans un premier temps les résolutions linéaires. Nous présenterons 
brièvement SL-résolution pour ensuite nous attarder un peu plus sur 
SLD-résolution. Nous terminerons par une présentation de la sémantique 
o pérationnelle d'un langage de programmation logique et d es choix par-
ticuliers implémentés en Prolog. 
1.3.2.1 Les résolutions linéaires. 
Les résolutions linéaires vont définir des conditions s u r la manière 
dont on peut appliquer le principe de résolution. Schématiquement, 
partant d'un ensemble de clauses, on en prendra une pour laquelle on 
appliquera le principe de résolution donnant lieu à une résolvante ~ 
Cette résolvante sera nécessairement une des clauses de la prochaine 
application du principe de résolution et ainsi de suite. 
Soit Sun ensemble de clauses. Une dérivation linéaire des est 
une suite de clauses c 1 ,c2 , ..• ,en telle que 
- c1 e s 
ci+l est une résolvante de ci d'une clause B qui 
est 
- soit dans s auquel cas Ci+l est dit obtenu 
par résolution par extension 
- soit C. avec j < i auquel cas C. +l est dit J . i 
obtenu par résolution par ancêtre. 
Une réfutation linéaire des est une dérivation linéaire des qui a la 
clause vide comme dernière clause. 
La résolution linéaire définit un es pace de recherche de toutes les 
dérivations possibles. Cet espace peut être représenté par un arbre de 
. 
recherche où la racine est une clause de S. Chaque résol~ante possible 
représente un noeud. Un noeud admet autant de descendants qu'il existe 
de résolvantes de ce noeud obtenues par résolution par extension ou par 
résolution par ancêtre. Etant donné une résolvante, n'importe quel 
littéral pourra être choisi pour être résolu c.à.d. pour tenter de 
l'unifier avec un littéral d'une clause B définie comme ci-dessus. 
De même, il peut y avoir o,l ou plusieurs manières de résoudre un lit-
téral. Par conséquent, les résolvantes obtenues par résolution à parti r 
d'une résolvante donnée peuvent être schématisées par 
o -- -0 
résolvante dérivée 
de la résolution de L1 
résolvante dont les littéraux 
sont L1 ,L 2 , ••• ,Ln 
résolvante dérivée de 
la résolution de Ln 
On peut montrer que les résolutions linéaires conservent la complétude 
et la cohérence. 
Z.-::1..tt . 
1.3.2.2 SL-résolution [ KüWA 71] • 
SL-résolution (linear resolution with selection function) est une 
résolution linéaire qui impose une restriction sur le littéral qui va 
être choisi pour la résolution. 
Si, à un instant donné, nous avons une résolvante 
B1 V B2 V •.• V Bm 
et que le littéral Bi est choisi pour être résolu et que nous supposons 
que B. est résolu par extension avec une clause 
l. 
B VA1V ••• V An. 
La résolution donne lieu à la clause 
(B1 V B2 V ••• V Bi-l V A1 V ••• V An V B-i+l V ... V Bm) 0 
où 6 est la substitution la plus générale telle que B. et B s'uni-
i 
fient. 
SL-résolution impose la contrainte que nous ne pourrons résoudre 
B1 , ••• , Bi-l' Bi+l' .•• Bm qu'après avoir résolu A1 , ••• , An. 
Cela signifie que les littéraux introduits par la résolution sont résolus 
sur une base last-in, first-out. 
On a montré que SL-résolution est complète et cohérente. 
1.3 .2 .3 SL-résolution [ HI LL 75] [ LLOY 84 ] • 
-----------------------------------------------
La plupart des langages de programmation logique peuvent être consi-
dérés comme une ·mise en oeuvre de SLD-résolution (ou Lush-résolution). 
C'est pourquoi, nous allons nous y attarder quelque peu. 
définition: une expression est soit un terme soit un littéral soit une 
conjonction de littéraux ou une disjonction de littéraux. 
Soit E et F deux expressions. Nous dirons que E est une 
variante de F et réciproquement s'il existe deux substitu-
tions 0 et cr telles que E = Fe et F = E 0-. 
exemple: P (f(x,y), g(z), a) est une variante de P (f(y,x), g(u), a) 
P (x,x) n'est pas une variante de P (x,y). 
définition: une clause définie est une clause qui contient exactement 
un littéral positif. 





'I.. 1. l.3 . 
une fonction de sélection est une fonction d .'un ensemble 
de questions vers un ensemble d e formules atomiques te lle 
que la va leur de cette fonction pour une question est tou-
jours une formule atomique a ppelée le littéral choisi dans 
cette question. 
soit une question · ~ A1 /\ A2 /\ ... /\ ~ une question notée G. 
soit C une clause A ~ B1 /\ . . . /1 Bq. 
soit Rune fonction de sélection. 
G~D est dérivée de G et de C en utilisant la substitution 
la p lus gén é rale 9 via R si les conditions suivantes sont 
vérifiées : 
1° A est le littéral choisi par la fonction de sélection R. 
m 
2° A 8 = A 8. 
m 
. 
3° G-D est l a question 
E-- (Al/\ •.. /\ Am-1 /\ Bi /\ ••• /\ Bq /\ Am+l ;\ ... /\ Ak ) o 
soit P un ens emble de c l auses définies. 
s oit G une question • 
soit R une fonction de sélec tiono 
· Une dérivation -SLD de P J { G 1 consiste en une s équence 
finie ou infinie GO = G, G1 , ... de questions, une séquence 
c1 , c 2 , ... de variantes de clauses de Pet une séquence 
e1 , 0 2 , ... de substitutions les p lus générales telles que 
chaque Gi+l est d é rivé de Giet Ci+l en utilisant Gi+l via R . 
On notera que C. est une variante des clauses de P tell e que C. ne con-
1 1 
tienne aucune variable qui soit apparue dans la dérivation réalisée 
jusque G. 1 1-
c~, e~ 
Cm ) Gm. 
Z.d..t'f. 
définition une SLD-ré futation de P U { G J via R est une SLD-dériva-
tion d e P v{ G J via R qui a l a claus e vide comme derniè re 
questïon- d e l a dérivation. 
Les SLD-dérivations peuvent être finies ou infinies. Une dérivation 
finie peut être une dérivation avec succès ou une dérivation avec échec. 
Une SLD-dérivation avec succès est une SLD-dérivation qui se ter-
mine avec l a clause vide ou encore une SLD-réfutation. Une SLD-dé -
rivation avec échec est une SLD-dérivation qui se termine avec une 
ques tion non vide et tel l e que le littéral choisi dans cette question 
ne s 'unifie avec aucun l itté ral positif dans P. 
Nous remarquerons que SLD-résolution ne met en oeuvre que la résolu-
tion par extension. Cela à plusieurs conséquences. 
D'une part, elle ne sera plus complète pour des clauses quelconques 
et devra se restreindre à des clauses de Horn, pour lesquelles on 
a ··montré qu'elle était complète et cohérente. 
D'autre part, cette restriction lui permet sa simplicité et son 
efficacité de mise en oeuvre. De plus, on notera que ce résultat 
est vrai, indépendamment au choix de la fonction de sélection du 
littéral laissant ainsi à une imp lémenta t i on particuliè re l e ch oix 
de cette fonction 
r 
SLD-résolution . définit également un es pace de recherche d e toutes le s 
dérivations possibles. Nous pouvons définir cet espace pour une fonc-
tion de sélection fixée. 
définition : soit s un ensemble de clauses définies. Soit G une ques-
tion et Rune fonction de sélection. Un arbre-SLD 
Pu{ G J via R est défini par 
pour 
(1) Chaque noeud de l'arbre est une question (éventuellement 
vide). 
(2) La racine est G. 
(3) Soit ~ A1 /\ • . . /\ A I\ • • • /\ A, (k ~ 1 ) un noeud de 1 'arbre m K 
soit A le l ittéral choisi. Ce noeud a un d escendant 
m 
oour chaque clause A ~ B1 /\ ... /\ Bq telle que A et A m -
s'unifient. Le descendant est ~ (A1 A .. . /\ Am- l J\ B1 /\ • • • 
B A A l ;\ • • •· /\ A.. ) 9 . q m+ K 
et 
-ConsidérÔns les clauses 
P (x, z) ...,_ Q (x, y) /\ P (x , z) 
P (x,x)~ 
Q (a,b)~ 
où a et b sont des constantes. 
Soit la question ~P(x;b) 
les deux figures nous donnent deux exemples d'arbre-SLD. Le premier 
adopte comme fonction de sélection le littéral le plus à gauche. 
Le second, le littéral le plus à droite. 
-E:- P(x,b) 
"" ~ Q (x , y );\ .? (y , b) D 











{ (b x) j 
succès 
~ Q (x, y') !\ P (y, b) 
/ 
~ Q(x,y);\ Q(y,u) /\ P(u,b) 
/ 
~ Q(x,y)/\ Q(y,u) /\Q(u,v) 
P(v,b) 
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où Best la substitution la plus générale telle que A et A 
m 
s'unifient. 
(4) Les noeuds qui sont des clauses vides n'ont pas de descen-
dants. 
Chaque branche de l'arbre-SLD est une dérivation de Pu~ G 1 . Les 
branches corres pondant à des dérivations infinies sont des branches 
infinies et les branches correspondant à des dérivations avec échec 
sont a Dpelées "branches avec échec". 
1.3.2.4 Sémantique opérationnelle d'un l~ngage de programmation 
logique. 
L 'interpréteur d'un langage de ~rogrammation logique n'est rien 
d'autre qu'une mise en oeuvre de SLD-résolution. Une fois que l'on 
a choisi une fonction de sélection pour SLD-ré so l ution, nous avons 
défini un arbre de recherche. L 'interpréteur devra alors choisir une 
stratégie d'exploration de cet arbre. Pratiquement, cela se manifeste 
de la manière suivante : 
Lors de la r é solution d' une questi on 
~ Al/\ ••• A A A ••• /\ A, 
m K 
avec une fonction d e sélection qui détermine Am comme l ittéral 
choisi, il peut y avoir plusieurs clauses C ~ B1 /\ A Bq telles 
que A et C s'unifient. 
m 
Chacune de ces clauses peut être choisie . . 
Comme ce choix peut nous aiguiller vers des branches avec échec 
a l ors qu'il ex iste des branches avec succès, i l sera nécessaire 
d'é l aborer une stratégie de remise en cause d es choix . 
Nous oouvons faire ici un rapprochement avec le problème de l'analyse 
syntax ique en théorie de la compilation où un même symbole terminal 
peut ·être résolu par p lusieurs règles de p roduction. 
Nous al l ons maintenant définir ce qu'est un programme logique et comment 
nous pouvons l'utiliser. 
définition: un programme logique est un ensemble d e clauses définies. 
définition : soit P un programme l ogique, soit Q une question, soit R 
une fonction de sélection. 




tution obtenue en restreignant la composition 8 l 8 2 ... 8 m 
aux variables de Q où 8 l G 2 ••. 8 m est la séquence des 
substitutions les plus générales utilisées dans une SLD-
réfutation de PU { Q} via R. 
Considérons maintenant un programme logique Pet une question Q. 
La question Q doit être considérée comme une demande de recherche 
d'une SLD-réfutation du programme P avec la question q via la fonction 
de sélection de l'interpréteur. 
Le résultat de cette demande est le suivant 
Si l 'interu réteur a trouvé une 
contient des variables 
SLD-réfutation et que la question 
le résultat est la substi tution-réponse-via-R de P U { Q f si R 
e s t la fonction d e sé l ection d e l ' inte rpr éteur . 
Si l'interpréteur a trouvé un e 
ne contient pas d e vari ab l es 
le résultat est 11 oui 11 où 11 oui 11 est une c o nvention pour la substi-
tution vide. 
Si l'interpréteur n'a trouvé aucune 
réponse est 11 non 11 • 
SLD-réfutation alors la 
Nous pouvons également donner une interprétation procédurale des clauses 
de Horn. Une clause de Horn du type imp lication ou assertion 
A~ B1 /\. B 2 /\ ••• A Bn 
Deut être interprétée comme une déclaration de p rocédure. A détermine 
la forme des Droblèmes que peut résoudre cette p rocédure et est a ppe l é · 
le nom de la procédure. B1 /\ B2 /\ ••• ,A Bn est appelé le corps de la 
procédure et est constitué d'un ensemble d'appels de procédures. 
Une ·clause de Horn du typ e question 
4- B l J\ B 2 Â • • • /\ Bn 
est interprétée comme une demande d'exécution des procédures B1 , ... , Bn. 
:r.. ~. !1. 
1.3.2.5 Le composant de contrôle. 
Dans les pages qui p récèdent, nous a v ons mentionné u n certain nom-
bre de choix qui doivent être eff ectué s l ors de l a conc ,e p t i on d 'un l an-
ga g e d e p rog rammation l ogique. Ces choix portent essentiell eme nt s ur 
- la détermination de la fonction de sélection d'un littéral 
dans une question 
- la détermination d'une règle de recherche qui est une stra-
tégie de parcours des arbres-SLD afin de trouver des bran-
ches avec succès. 
Le ·1angage de programmation logique va p rendre la responsabilité d'un 
certains nombres de choix sans laisser l'occasion au n rogrammeur d'agir 
sur ces choix . Il va également permettre à l'utilisateur du langage 
d'exDrimer le contrôle de l'ex écution. Il existe différents moyens 
pour exorimer le contrôle et nous les évoquerons brièvement par la 
suite . 
1.3.2.6 Prolog: un langage de programmation logique. 
Présenter Prolog maintenant revient à p résente r les choix d e con-
trôle qui y sont effectués . 
Pro l og est une mise en oeuvre de SLD-résolution où la fonction 
de sélection choisit le littéral l e plus à gauche dans l a question et 
où la règle de recherche est un p arcours de l'arbre-SLD en p rofondeur 
d'abord. De manière analogue, nous pouvons dire que Prolog implémente 
SLD-résolution où le choix du littéral se fait de gauche à droite 
dans l a question où l a remise en cause des échecs se fait par back -
tracking chronologique (c.à.d. que c'est toujours le dernier choix qui 
est remis en cause) et où le choix des clauses s'effectue dans l'ordre 
d ·1 écriture du p rogramme. Considérons brièvement ces choix . 
Le choix du littéral de gauche à droite dans l a question impose 
que si B1 , B2 , ... , Bm sont les dernières formules atomiques entrées 
dans l a question, et si B1 , B2 , ... B proviennent d'une c l ause où elles ~ m 
étaient ordonnées selon l'ordre des indices, 
A ~ Bl /\ B2 /\ ... /\ Bm 
Pro l og résoudra toujours Bi avant Bi+l . ( 1 ~ i ~ m-1) . 
En ce qui concerne l e choix d es c l auses, Prolog choisira toujours 
l es clauses dans l'ordre d'écriture du p rogramme c. à . d . de haut en bas. 
Pour l es clauses 
(1) B~ Al /\ ••• /1 A 
m 
:r.~.ta. 
(2) B4-B1 /l ••• /1 Bt• 
(n) B~Cl/\ c2··. A Cp. 
le choix de la orocédure de numéro i se fera toujours avant le choix 
de la clause i+l ( 1 ~ i < n-1) 
En cas d'échec (c.à.d. lorsque nous sommes en présence d'une SLD-
dérivation avec échec), et ce, dans le but de prendre en compte tous 
les choix possibles, le dernier choix effectué est remis en cause. On 
revient donc à l'état qui précédait ce dernier choix c.à.d. que nous 
reprenons la question telle qu'elle était avant ce choix et nous ef-
~ectuons un nouveau choix de clauses en excluant celles qui ont déjà 
fait l'objet d'un choix. Nous noterons que ce mécanisme est également 
mis en oeuvre pour la recherche de toutes les solutions à une question. 
Le programmeur dispose donc pour exprimer le contrôle de l'ordonnan-
cement des choix ainsi que de l'ordonnancement des littéraux dans la 
partie droite d'une clause. Il dispose également d'un certain nombre 
de prédicats évaluables. Les prédicats évaluables sont des prédicats 
primitifs du langage de programmation. Nous ne présenterons ici que 
le "Cut" (noté 11 ! 11 ) qui est un mécanisme de contrôle très puissant bien 
que très controversé. 
Le "Cut" est le prédicat de contrôle par excellence. Son effet 
neut être caractérisé de la manière suivante. Considérons une clause 
Prolog A :- Al, A2, .. . , A. l' ! , A., ... , A . (1) J.- J. n 
Le "Cut" est une formule atomique qui réussit toujours, c.à.d. que 
lorsque le "Cut" est le littéral choisi, la question a toujours un 
descendant qui est la question dont on a supprimé le "Cut". Nous savons 
qu'avant de considérer le "Cut", lorsque la clause (1) est choisie, 
nous avons résolu A1 , A2 ,. ••• , Ai-l" Lorsque nous considérons le "Cut", 
tous les choix effectués depuis la sélection de la clause (1) jusqu'au 
"Cut" ne seront plus remis en cause au cours du backtracking. Nous ne 
considérerons plus les autres clauses qui pouvaient être choisies si 
la clause (1) conduisait à une SLD-dérivation avec échec, ni les autres 
possibilités (c.à.d. les autres choix qui donneraient d'autres SLD-
réfutation) de A1 , ... Ai-l • 
Si SLD-résolution était cohérent et complet, il n'en sera plus 
de même pour Prolog. En effet sa stratégie de recherche en profondeur 
d'abord oeut l'amener sur des SLD-dérivations infinies. La figure 3 
illustre ce problème. 
De même l'utilisation du "Cut" peut amener une autre forme d'ihcorn-
olétude. 
I.-::t.. t3. 
En effet, le "Cut" permet de supprimer l'exploration de sous-arbres 
entiers de l'espace de recherche. Une utilisation maladroite du "Cut" 
peut nous emp êcher de trouver une solution; dans ce cas, Prolog peut 
répondre "non" alors qu'il existait une réponse. 
Enfin, nous devons attirer l'att~ntion sur le problème de l'"occurp 
check" qui intervient lors de l'unification. Prolog ne vérifie pas si 
une variable est instantiée. à un terme qui contient cette variable et 
ce pour des raisons d'efficacité. 
Par exemple, Prolog permet à P(x,x) et P(y,f(y)) de s'unifier. 
Cette -absence d' "occur-check " a pour conséquence de supprimer la 
cohérence de Prolog et permet de trouver des réponses qui ne sont pas 
des conséquences logiques des clauses du programme. 
Cependant si ces résultats peuvent paraitre assez négatifs, il ne faut 
pas perdre de vue que Prolog est avant tout un langage de programmation 
et qu'en tant que tel ces choix lui permettent d'être implémenté 
efficacement. 
On peut évidemment en conclure que Prelog n'est pas un l angage logique 
et qu'il est nécessaire d'en connaitre l'interpréteur pour p0uvoir 
programmer ou encore que la démonstration de correction d 'un p rogramme 
Prolog devra, à un moment ou à un autre, prendre en considération le 
fonctionnement de l'interpréteur. 
1.3.3 Sémantique déclarative des programmes logiques. 
Une des. caractéristiques de la programmation en logique est que 
l es o rogrammes admettent une sémantique déclarative en p lus de la sé-
mantique procédurale. La sémantique déclarative d'un programme logique 
est donnée par la sémantique en logique du premier ordre des formules 
bien formées qui constituent le programme. 
Un programme logique peut alors être utilisé pour calculer toute 
information qui est une conséquence logique du programme. A cette sé-
mantique déclarative correspond une lecture déclarative du programme. 
Considérons une clause de Horn de la forme 
R ( t 1 , t 2 , ••• , tn) f- Al /\ A2 ;\ • . . /\ Am m ~ o ( 1) 
où A. ( l ~i~m) et R(t1 ,t2 , ••• ,t) sont des formules atomiques. 1 . n 
R(t1,t2 , .•. ,tn) est appelé le conséquent de la clause. 
Si x 1 ,x2 , ... , xk sont des variables de la clause (1), cette clause 
peut être lue de la manière suivante: 
Pour tout x 1 ,x2 , •.. , 
et .... et Am sont vrais. 
xn, R(t1 ,t2 , ... , tm) est vrai si Ai 
Nous pouvons également la lire, dans l e 
Soit le programme 
P(a,b) 
P(c,b) 
P (x, z) ~ P (x, y) , P (y, z) 
P(x,y)é-P(y,x). 
Considérons la question .-P(a, c) 
L'interpréteur Prolo.g ne trouvera jamais la solution 
~P(a,c) 
/~ 
~P(a,y) ,P(y,c) -P(a,c) 
/ 1 \, 
~P(b, c) 
/ ~ 
~ P (b, u) , Pu, c) ~ P ( c, b) / ',, . 
" ~P(b,w), P (w,u),P(u,c) • succès / '-,,, 
Branche infinie 
Figure 3 
:t:.. ~- 3C. 
cas où y 1 , y 2 , ... , yi, ... sont des variables qui apparaissent uni-
quement dans l'antécédent A1 1' ••• A Am et si z1 , ... , zi sont toutes 
l es autres variables, de la manière suivante 
Pour tout -z 1 ,z 2 , •.. ,zj R(t1 , t 2 , ... tn) est vrai s'il existe 
y 1 , y 2 , ... yi telle que A1 et A2 et ... et Am sont vrais. 
!:,X!:,mJ21!:, l· 
Convenons de la représentation suivante pour les listes 
1) La liste vide est représentée par "nil 11 • 
2) Si a est un terme et x une liste, 11 cons(a,x) rep résente 
la liste dont le p remier élément est a et l es éléments 
restants sont représentés par x . 
Considérons maintenant un p rogramme de concaténation de listes. 
Le programme que nous app ellerons P1 peut être défini par 
1 ) a ppend(nil , x , x ) 
2 ) a pp end (cons (u, x ) , y , ,cons (u, z )) -E- a ppend (x, y , z) • 
L ' a s ser tion (1 ) é tab l it que la concaténation de la l i s te vide avec 
.n. l iste x est la lis te x quel que soi t x . 
L 'impl ication (2) établit que pour tout x,y,z,.u, si z est la conca-
t é n ation d e la l iste x à la lis te y, l a liste cons(u , z ) est l a 
concaténation d e l a l iste cons<>(u, x ) et de la liste y. 
Dans le cadre de la démonstration automatique de théorèmes, nous nous 
intéressons aux conséquences logiques d'un ensemble d'axiomes. Dans 
celui' de la programmation en logique ce qui nous intéresse est d'avoir 
des réponses aux questions que nous posons. Pour ce faire, définissons 
l es notions suivantes : 
définition: soit P un programme logique 
soit q une question 
une substitution-réponse pour PU { Qj est une substitution 
pour les variables de q. 
définition : soit P un p rogramme logique et e une substitution 
soit O une question de la forme +- A1 /\ A2 /\ .. /\ ¾ 
soit x 1 , x 2 , .• , -¾:: les variables de (A1 /\ A2 /\ .. /\ Ak ) 9 
Nous dirons que 9 est une substitution-réponse correcte pour 
PUfo!r 
:C.-i.31. 
si \t'x1 Vx2 tfx3 ... tlxk ( (A1 A ••• A ¾) e ) est une conséquence 
logique de P. 
Un système de programmation en logique peut alors être vu comme une 
boite noire qui recevant comme donnée un programme logique et une 
question renvoie soit une substitution-réponse correcte pour P. U { o· S, 
soit "non" lorsque Pli t O ~ est satis faisable. 
~X~J?.l~ 1 • 
Soit P1 le programme logique vu précédemment . 
Soit Q l a question ~ append(cons(a,cons(b,nil)),cons(c,nil),x) 
x) où a,b,c sont des constantes et x une variable. 
Cette question peut être interprétée comme une demande de calcul 
d'une sustitution. 
réponse correcte pour P1 U { Q} . Le résultat est la substitution 
lcons(a,cons(b,cons(c,nil))) / x} 
c.à.d. la concaténation de "cons(a,cons(b,nil))" et "cons(a,nil)". 
Nous avons dit qu'un programme logique pouvait être utilisé pour calcu-
ler toute information qui est une -conséquence logique du programme. 
Cel a signifie qu'tm même programme peut être utilisé pour différentes 
formes de questions admettant des combinaisons différentes pour les 
arguments de la formule atomique à gauche de la flêche d'implication 
dans une clause. Cette caractéristique de la programmation en logique 
est connue sous le nom de réversibilité. 
exemple 3. 
- - .... - -
Considérons le programme P 1 et la question o-1 _ 
~append(x,y,cons(a,cons(b,cons(c,nil)))). 
ou a,b,c sont des conptantes et x,y des variables. 
Cette question est elle aussi interprétée comme une demande de 
calcul d'une substitution-réponse correcte pour P1 
Le résultat est l'une des substitutions 
{(nil} x), (cons(a,cons(b,cons(c,nil))) J y)j 
{(cons(a,nil) J x), (cons(b,cons(c,nil)) / y)} 
((cons(a,cons(b,nil))fA), (cons(c,nil)) / y)} 
[(cons (a,cons (b,cons (c,nil))) / x), (nil / y)} 
telle que la concaténation de la substitution pour x et de la subs-
titution pour y est la liste "cons (a, cons (b, cons (c, ni l )))". -
-.,. 
:r. ~-3~ . 
Si un programme possède une seule lecture déclarative, i l 
possèdera autan t d e lectures procédurales qu'i l exi ste d'uti-
l isations possibles de ce p rogramme . 
.::,x ~mE 1 ~ ! . 
Le programme Pi donne lieu à la l ecture procédurale suivante. 
Pour concaténer la l iste x à la liste y 
S i la l iste x est la liste vide, i l suffit de renvoyer y 
comme résu l tat 
Sinon si la l iste x est l a liste "con s(u, x 1 ) 11 , il faut 
concaténer x 1 à y ce qui donnez et renvoyer cons(u, z ) 
comme résul tat. 
Tout autre utilisation du programme logique demandera une autre 
lecture procédurale. 
Nous a i merions, nous trouvant dans l a présentation de l a sémantique 
d é c l arative, f a i r e une r e ma r que con c e r nant les ~onctions en programma-
tion l ogique. Les f oncti ons , ou p lus généra l ement les termes, donnent 
au:z langages de 9 rogramma~io~ logique de nombreuses caracté ristique s 
des langa g e s f onctionnel s de manipulation s ymbo l ique comme Lisp o 
CeDendant/ i l ex i s te une différ ence fonda mentale entre l es fonctions Lisp 
et les f onctions en programmation l o g i que . Les fonc~ions, en o roaram-
mation l ogique, ne sont jamais éval uées. La fonction "cons(a, x )" 
s i gnifie "la l iste dont le premier é l ément est "a" et dont les é l éments 
restants s ont représentés par x ". La fonction "cons" en Lisp a une 
tout autre signification. El l e est un constructeur de S-expressions 
qui recevant deux s-ex pressions renvoie une autres-expression qui est 
la paire pointée ( ot..~) où<JL, ~ sont les valeurs respectives des deux 
s-expressions. 
Les fonctions en programmation logique doivent être vues comme des 
structures de données et l'équivalent des constructeurs et des sé l ec-
teurs en Lisp est réalisé par l'unification. 
L'avantage de la sémantique déclarative est de permettre une abstraction 
du contrôle puisque la logique du premier ordre ne se préoccupe aucune-
ment du contrôle. C'est ainsi qu'el l e est à la base d 'une méthodologie 
de p rogrammation en l ogique proposée par Kowalsk i [ KOWA 79] et que 
nous a llons étudier ici. 
1 .3.4 Algorithme= Logique+ Cont rô l e. 
Il nous parait primordia l de p résenter la phi l os_oph i e d 'un outil 
1..~. ?>3 . 
en même temps que l'outil lui-même pour bien percevoir ses fonction-
nalités et pourquoi i l a été conçu. C'est pourquoi nous tenterons d e 
présenter brièvement l es grandes é tapes de construction d 'un programme 
logique. Il n'existe bien évidemment aucune recette-miracl e oour l a 
construction d'un programme logique correct mais nous pouvons présenter 
une démarche qui nous semble adéquate . 
Partant d'une spécification qui peut être de la f orme définie 
dans [DEVI 85] , la conception d'un programme l ogique donne lieu à deux 
é tapes: 
(1) la définition de la logique. du programme c.à d. la connai s-
sance nécessaire pour r é soud re le p robl è me. 
(2) la définition du contrôle du programme c.à d . les inf orma-
tions nécessaires pour utiliser cette · connaissance ;- -
Un programme logique devrait d'abord être construit en définissant 
toute l a logique du programme avant de passer à l a spécif ication du 
contrôl e . 
La définition de l a partie logique , a ppelée composant logiaue, 
consiste à s pécifier une rel ation ent r e les arguments du c o~s -f ·:_·..:.~::-,t 
d ' une imp lication au moyen d'une ou p lusieurs formules atomiques çui 
forment l es antécédents. Les antécédents forment un ensemble c . à . d . 
que l 'ordre dans lequel ils sont formulés n'a aucune i moo r t anc e . Le 
résultat de cette étap e est seulement un ensemb l e de définitions qui 
sont nécessaires pour résoudre le problème. C'est ainsi qu'un programme 
efface (T1 , T2 , T3 ) qui exprime la rel ation suivante 
11 T3 est la liste T 2 dont on a supprimé la premj.è·re ; occurence de .T 1 11 
aura comme composant logique (au programme logique) 
efface (T1 , T2 , T3 ) ~ 
T2 = cons (T1 , T4 ) &:-
T3 = T4 • 
eff ace (T1 , T2 , T3 ) ~ 
T2 = cons (T4 , T5 ) & 
T4 I T1 t . 
efface (T1 ; T5 , T 6 ) e_, 
T3 = cons (T4 , T6). 
Dans cette définition, l'ordre des clauses n'a aucune importance. 
De même, l e corp s de chaque clause est une conjonction et l'ordre des 
formu l es atomiques n'a donc aucune importance. 
Lorsque l e problème à résoudre est p lus conséquent, l'obtention du - corn~ 
oosant l ogique peut se faire par raffinements successi fs [ ~ITRT 71 ] . 
Le problème est ·alors résolu en faisant a pparaître des sous-problèmes, 
en s pécifiant ces sous-problèmes et en les uti l isant pour résoudre le 
prob l ème initial. Le processus recommence alors avec les sous-prob l èmes 
jusqu'à ce que tous l es sous-problèmes soient résolus uniquement en 
termes des p rédicats primitifs. 
La définition du contrôle, que nous a ppellerons composant de con-
trôle, consiste à exprimer les informations de contrôle dans le but 
d'obtenir un programme efficace et réellement utilisable. Certains 
prétendent oue la définition du contrôle a pour but d'obtenir un pro-
gramme. Pour eux , le composant logique n'est p as un p rogran,rrie et la 
définition du contrôle consiste à faire du composant l ogique un pro-
gramme. Nous préférons considérer que le composant logique est un 
orogrammeJinefficace__certes;mais un programme puisqu'il nous donne le 
moyen de calculer la relation. 
Le composant de contrôle va nous indiquer comment exp loiter le 
composant logique pour en faire un p rogramme du langag e d e p rogrammation 
considéré. Ces informations de contrôle constituent une connaissance 
sur la manière dont on p eut utiliser efficacement le composant l ogique. 
Comme le composant logique exprime lui-même une connaissance à propos 
.de la relation que l'on veut calcul er, nous parlons parfois d e méta-
connaissance pour les informations de contrôle. Le problème du contrôle 
est un problème qui reste ouvert en p rogrammation logique. Plusieurs 
formes de contrôle ont été é l aborées. Le contrôle pragmatique consiste 
à connaitre la manière de travailler de l'interpréteur et à 11 s'arranger11 
de telle sorte que celui-ci fasse bien ce que l'on lui demande. L 'ordon-
nancement des clauses du programme sont des exemples de contrôle prag-
matique. La deuxième forme de contrôle consiste à incorporer des in-
formations de contrôle dans le programme. Le "Cut" de Prolog est un 
ex emp le de ce type de contrôle. • De même, le contrôle par annotations 
constitue· un représentant non négligeable de cette catégorie. Une troi-
sième forme de contrôle consiste à séparer le contrôle du programme l ogi-
que et à l'exprimer dans un langage séparé. Cette forme de contrôle est 
appelée contrôle par méta-règles, exprimant par là que le contrôle est 
énoncé dans un langage distinct du programme. D'autres formes de contrôle 
existent. Disposant d'un langage de programmation logique, il est assez 
aisé de réécrire un interpréteur de ce langage qui sera adapté à notre pro• 
blème. Chaque forme de contrôle a ses avantages : le contrôl e pragmati-
que, sa facilité d'implémentation et son efficacité, le contrôle par 
méta-règles, ses possibilités d'expressions. Le contrôle par annotations 
permet d'augmenter le contrôle pragmatique _tout en conservant une grande 
-:r. -:t.. 35' . 
efficacité. Il n'y a pas encore de réponses définitives à ce problème 
et il n'y en aura peut-être jamais, la réponse dépendant parfois du 
problème à résoudre. Dans ce qui suit, nous examinerons brièvement le 
contrôle de Prolog, le contrôle par annotations et le contrôle par 
méta-règles. 
Les infoEIDatio~s_d~ ~o~tEôle_d~ fr2log~ 
La stratégie de Prolog a été présentée ci-dessus. Les moyens d'ex-
pression du contrôle sont principalement les suivants. 
- l'utilisateur peut ordonner l es clauses pour définir un ordre 
de préférence entre ces clauses. Toute clause qui précède 
une autre clause dans l'ordre d'écriture du programme sera 
essayée avant cette dernière. 
- l'utilisateur peut ordonner les fo.rnrules a~omiques à l'inté-
rieur d'une partie droite de clause et choisir ainsi la com-
binaison qui parait la plus efficace eu égard à l'exécution. 
Cette possibilité permet d'écrire des programmes prolog qui 
n'ont pas de programmes logiques ou composant logique corres-
pondant c.à.d. où l'ordre des formules atomiques (i l sera olus 
adéquat de parler d'appels de p rocédure) a une signification 
sémantique et où tout autre ordre définirait une autre rela-
tion entre les arguments. 
- enfin, le prédicat évaluable 11 Cut 11 permet à l'utilisateur de 
su9orimer des parties entières de l'arbre de recherche qui 
devraient ne rien ajouter à la solution du problème. 
L'exoérience a montré que ces moyens d'expressions du contrôle étaient 
suffisants même s'ils ont fait l'objet d'un certain nombre de critiques, 
spécialement le "Cut". L'avantage de ces mécanismes est leur simpli-
cité de mise en oeuvre. 
Le programme logique précédent, si l'usage que l'on veut en faire est 
de générer une liste T3 à partir d'un terme T1 et d'une liste T2 , donne 
lieu au programme Prolog suivant 
efface(Bl, [ B1/ B2],B2) :- ! . 
efface(~l, [B2/B3), [B2 B5] ) :- efface(Bl,B3,BS) • 
Le "Cut" exprime que, lorsque nous sommes arrivés là, il n'est plus né-
cessaire de chercher d'autres solutions car il n'y en aura plus. Son 
absence conduirait, en cas de remise en cause du choix, à générer des 
· solutions qui ne seraient pas des solutions définies par le programme 
logique. Lorsque nous choisissons la deuxième clause, cela signifie 
que la première n'a pas été choisie et donc que B1 i B2 • De même 
l'aopel récursif efface (B 1 , B3 , B5 ) considèrera évidemment d'abord la 
première clause. S'il n'en était pas ainsi (ie : les clâuses étaient 
ordonnées de manière différentes) le programme ~rolog ne correspondrait 
p lus au progra~e logique. 
Le c2ntrôl~ :eaE _~n!}_o_!;ati2n.ê.. 
Ce type de contrôle utilise des annotations à l'intérieur des clau-
ses pour exprimer le contrôle. Le premier type d'utilisation de ces 
annotations consist~ à utiliser de manière efficace les antécédents 
d'une clause. Considérons la clause Prolog 
G(x,y) r- ·p(x,z), P(z,y) où p(x,z), P(z,y) font référence 
à des assertions en assez grand nombre. Cette clause est efficace lors-
que nous l'utilisons pour déterminer k tel que G(a,k). Par contre, 
elle l'est beaucoup moins lorsque nous voulons l'utiliser pour déterminer 
k tel que G (k,·a) car elle va commencer par générer tous les couples 
(x ,y) tel que P(x ,y) est vrai. 
C'est pourquoi, dans ce cas, nous pouvons remplacer la procédure Prolog 
oar la procédure 
J ·G(x? y) :- P(x,z),P(z,x) • 
... 
G (X, y? ) : - P ( · Z, y) , P (X, Z ) . ] • 
L'annotation 1 ?
1 
exprime la condition aue x soit totalement instantiée 
(i.e: ne contienne plus de variables). 
Les annotations permettent également de mettre en oeuvre un mécani-
sme de co-routines entre les différentes formules atomiques d'une partie 
droite de_ clause. Ce mécanisme est souvent indispensable lorsque l'on 
désire comparer deux ensembles ou lorsque l'on désire .générer une solu-
tion composée d'un ensemble d'éléments qui doivent vérifier des propri-
étés entre eux. Dans le premier cas, il nous évite de générer tout le 
premier ensemble pour ensuite vérifier s'il est compatible avec le 
second. Dans le second, il nous évite de générer une proposition de 
solutions qui s'avérera fausse. Dans le premier cas, dès que l'on va 
générer un élément, on va regarder s'il existe un élément identique 
dans l'autre ensemble. Dans le second cas, quand on ajoute un élément 
oour former une solution, on s'assure qu'il vérifie les propriétés par 
raoport aux éléments déjà introduits. Le lecteur intéressé pourra se 
repo~ter à [ CLAR 79] , [ CLAR 80 ] 
Les annotations sont des moyens d'expression du contrôle qui complè-
tent une stratégie- du contrôle pragmatique. 
r. ~. 3=t. 
Le_c~ntrôl~ EaE ~éta=règle~. 
Certaines stratégies permettent d'exprimer le contrôle indépen-
damment de la définition de la logique du programme. L'expression du 
contrôle se fait dans un certain langage qui peut d'ailleurs très bien 
être la logique ou les clauses de Horn. Ces stratégies ont pour con-
séquence que la séparation de la logique et du contrôle n'est plus 
seulement une séparation conceptuelle mais se reflète également dans 
l'exDression du programme final. Le programme qui en r é sul te est a l ors 
"Jlus l i s ib l e et plus ai s ément modifiable. Ces stratégies offrent géné-
ra l ement des moyens d'expression du contrôle p lus dével o ppés que les 
s tratégies précédentes. L 'utilisateur sera p lus à même -d'exprimer 
entièrement toutes ces connaissances sur la manière dont il faut uti-
l iser l e com"Josant logique. Nous ne pourrons cep endant pas "comp iler" 
l e programme l ogique et le composant de contrôle pour générer par exemple 
un programme dans une des deux stratég~es définies précédemment. 
La raison en est que le contrôle porte ici sur tout l'ensemble de l'ar-
b re d,e recherche et ne se limite p as au choix des clauses ou des for-
mu l es atomiques dans les clauses. Le lecteur intéressé peut se reporter 
à [ DINC 80 ] ,- [ GALL 8 2 ] [ DAVI 8oa] [ DAVI so] 
1 .3.5 Critiques et mises en garde. 
Nous aimerions terminer par un certain nombre de réflex ions qui 
nous ont semblé importantes et qui concernent la p rogrammation en l ogi-
que. Ces réflexions sont ins pirées à la fois de l'étude théorique qui 
précède et de l'utilisation d'un langage de programmation en logique. 
1. Un_~Eo~r~~e_logique_n~e~t_p~s_u~e_s2é~ifi~ati~n~ 
Le p rogramme logique ne peut, en toute généralité, être considéré 
comme une spécification adéquate pour être utilfsée par un programmeur 
[ DEVI 85] • Tout d'abord un certain nombre d'informations sont abs entes 
de ce programme final. Nous pensons particulièrement à l'usage que 1ron 
désirera faire du programme. Ensui te,; même si cet aspect est mis de côté, 
nous signalerons qu'un programme logique dès qu'il atteint une certaine 
taille devient toutaussi. illisible que tout autre programme. Enfin, pour 
un certain nombre de programmes, indispensables dès que l'on veut utili-
ser le langage pour un problème concret, il est difficile et parfois même 
impossible de trouver un programme logique qui résoud le problème. _Néan-
moins, le passage par un tel programme aide fortement à la construction 
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d'un p rogramme correct. Le lecteur pourra se reporter aux programmes 
réalisés dans le cadre de ce mémoire. Ils utilisent la méthode de spé-
cification décri te dans [ DEVI 85] Ensui te pour chaque p rogramme, 
nous donnons le programme logique pour passer, enfin, au programme 
prolog. Lorsqu'aucun programme logique n'est mentionné, cela signifie 
que nous avons considéré que cela avait peu ou pas de sens de parler de 
p rograrrnne logique pour ce typ e de programme. 
2. Les info,EID~tio~s_d~ sontEôle_s~n! ~t_s~ront !o~~uEs_néc~s~air~s~ 
Les réflexions que nous avons émises au sujet de la séparation 
de la logique et du contrôle pourraient susciter des réflex ions comme 
" l es informations de contrôle sont-elles vraiment nécessaires?". 
11 N'est ce pas un pur problème d'op timisation?". "Ne pourrait-on pas 
imaginer de construire, dans les années qui viennent avec le dévelop -
oement et l'abaissement des coûts du hardware, un interpréteur qui oour-
rait exécuter le o rogramme de manière efficace sans d evoir ex nrimer c es 
informations? " Ces r é flex ions sont guidées par la cons tatation que 
le nrog ramme log i que et le Dr ogramme final ne s ont nas vraimen t t r ès 
différents et l 'in~ui tion que , moyennant un o eu d e temps CPU , l ' inter -
p r éteur sera à mè me de l es r etouver. C'est notre o pinion que d e d ire 
que le fo s sé entre le p rogramme logique et le ~rogramme final ne oourra 
être comblé efficacement par l 'interpréteur, que ces informations f ont 
~artie intégrante du programme et qu'elles ne doivent pas être considé -
rées comme un simpl e problème d'optimisation. Ces informations sont et 
seront toujours nécessaires si nous voulons construire un prograrrme qui 
s oit réellement efficace et utilisable. Cependant* les langages de pro-
grammation peuvent prendre en compte un grand nombre de ces informations 
les moyens d'expression du contrôle peuvent prendre une forme qui soit 
plus orientée vers le programmeur et moins orientée vers la machine 
mais en dernier ressort ces informations resteront toujours sous la 
responsabilité du programmeur. Nous pensons, en effet, que quel que 
soit l e degré de sophistication de l'interpréteur, il sera toujours 
plus facile au n rograrnmeur de trouver les informations de contrôle 
pertinentes pour son problème que pour l'interpréteur de les découvrir. 
3. ê_uE l'équivaie~ce ~ntr~ les ~é!!).a!ltique~ décl~r~tiv~ et 
~érationnel1:_e~ 
L 'équivalence entre la sémantique déclarative et la sémantique 
ooérationnel l e ainsi que la séparation entre la logique et le contrôle 
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sont parmi les qualités les plus soulignées de la p rogrammation en 
logique. Cenendant, nous allons voir que l'une et l'autre sont sou-
mises à certaines restrictions : 
On remarquera dans un premier temps que la présence de prédicats 
évaluables (le_s primitives du langage) ruine les résultats de complé-
tude et de cohérence entre les deux sémantiques. Il faudrait en effet, 
que les ryrédicats évaluables soient définis eux-mêmes sous forme de 
clauses si l'on veut que ces résultats soient valables. Si cette 
remarque parait de p eu d'importance (on peut par exemple, considérer 
que ces ryrédicats évaluables sont définis sous forme de clauses), il 
met en évidence la question suivante : 
"Tous les prédicats évaluables sont-ils exprimables sous forme 
de clauses de Horn ? 11 • 
Cette question doit être reliée au théorème de Godel qui énonce qu'il 
n'ex iste pas de formalisation complète et cohérente de l'arithmétique. 
Autrement dit, si on défini.tun ensemble d'axiomes qui admet l'arithmé-
tique comme modèle, cet ensemble admettra d'autres modèles de sorte 
qu'il s era ~ossible de trouver une formule vraie pour l'arithmétique 
qui ne sera ? as vraie dans d'autres modèles. Par conséquent, cette 
formule ne sera pas vraie dans tous les modèles, sa négation non p lus, 
et on dira qu'elle est indécidable. 
Pratiquement, le théorème de Godel nous indique que l'on pourra cons-
truire un programme logique qui calcule une et une seule relation entre 
les arguments du conséquent des clauses qui le constituent et qui ne 
fournira jamais de résultats. Supposons,par exemple, que nous dispo-
sions du programme "append" et que nous désirions construire un pro-
gramme qui, pour un argument quelconque, renvoie toujours la liste vide. 
Le programme logique suivant répond à cette spécification 
F(x,res)+-F(x,y)&· F(x,z)& append(y,z,res) 
. 
Bien sûr, ce n'est pas là, la manière la plus simple de construire le 
programme logique mais ce programme est parfaitement correct, comp let 
et cohérent du ooint de vue de la logique des prédicats du premier ordre. 
Cependant aucun interpréteur ne fournira le résultat attendu. 
Ce résultat a une conséquence immédiate, à la fois sur l'équivalence 
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entre les deux sémantiques, déclarative et o pérationnelle, et sur l'équa-
tion "algorithme= logique+ contrôle 11 • Si la p remière devrait être 
claire, la seconde demande une petite explication. En effet, ce résultat 
impose une condition sur la forme du composant logique. Le composant 
logique ne peut se contenter de donner une définition en logique des 
prédicats du premier ordre correspondant à la spécification; cette 
définition devra, de plus, être un algorithme qui permette de calculer 
la relation définie entre les arguments du conséquent de la clause (ou 
des clauses). C'est ainsi que le composant logique de 11 append 11 vérifie 
cette condition tandis que la "clause" f( x ,res)~ f(x,y) & ·f(x,z) & 
a ppend (y,z,res)" ne la vérifie pas. Le composant logique sera donc 
nécessairement un programme et, à ce titre, il nous renseigne sur la 
manière de o rocéder pour résoudre le problème. Par conséquent, le 
composant logique introduit, dès le départ, la notion de contrôle. 
De là à conclure que la séparation entre la logique et le contrôle est 
comolètement fausse ou artificielle, il n' a qu'un pas. 
Il nous semble cependant p lus juste de dire que par rapport à l a pro-
grammation conventionnelle, la programmation logique offre une plus 
grande l iberté pour l'expression de la . p remière version du programme 
(comoosant logique), nous évitant de prendre en considé rat ion tout le 
contrôle en une fois. 
I.. 2. .:J.. 
CHAPITRE 2. LE MODELE DE BASE DE DONNEES RELATIONNEL. 
2.0 Introduction. 
Le modèle relationnel a fait l'objet d 'un grand nombre de recherches 
depuis son introduction par Cood [ COOD 7iJ . Des systèmes relation-
nels sont aujourd'hui commercialisés tandis que le modèle relationnel 
jouit d'un tel succès que d'aucuns le considèrent comme le modèle qui 
retiendra le plus d'attentions ·dans les années à venir. Les raisons 
de ce succès doivent être trouvées dans les obje_ctifs assignés au mo-
dèle re l ationnel qui sont principalement 
l ' obiestif_d~indb~nd auc~ d e_donuées qui consiste en une sépa-
ration claire et précise entre les niveaux logique: et physique· 
d'une base de données pour ce qui est de la définition de la base 
de données, de la recherche et de la manipulation des données. 
- l'obiestif_d~ soœmunic~tiou qui consiste à p résenter un modè l e 
simple qui pui s se s ervir d e représentation commune aux utili-
sateurs et programmeurs. 
- l 'obiectif de mani2u l ation d ' e n s emble de donné e s qui_consiste 
à introduire des l angages d 'interrogation manipulant d es ensem-
b l es de données . 
- l'obiectif d e défini t ion_théorique qui cons iste à définir une 
pase théorique pour le modèle. 
Avant de présenter le modèle relationnel, il convient de définir ce que 
l'on entend par modè l e de données. Selon Cood [ COOD 82] , un modè l e 
de données est constitué de trois composants. 
(1) un composant structuration constitué d'une collection de typ es 
distincts de structures de données. 
(2) un composant manipulation qui est constitué d'une collection 
d'opérateurs ou de règles d'inférence qui peuvent être appliqué es 
à tout instance valide des types de données définis dans (1) danE 
le but de retrouver, de dériver ou de modi f ier les données de 
toute instance. 
(3) un composant d'intégrité qui est constitué d'une collection de 
règles d'intégrité générales qui définissent soi t expl icitement 
soit implicitement l'ensemble des états cohérents de la base de 
données et/ou l'ensemble des changements d 'état admis sibles d e 
l a base de données. Ces règles sont générales dans le sens où 
e lles s'app liquent à toutes bases d e données utilisant ce môdè l e . 
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Le modèle relationnel est un modèle de données au sens de la défi-
nition présentée ci-dessous. Le composant structuration est constitué de 
domaines, de relations,d'attributs et ainsi de suite. Le composant mani-
pulation est constitué de l'algèbre relationnelle qui transforme des : rela-
tions en d'autres relations. Le composant intégrité est constitué d e 
deuy règles : l'intégrité des identifiants et l'intégrité référentielle. 
Cependant,dans toute application spécifique, il peut être nécessaire 
de définir de nouvelles contraintes et par là, limiter le nombre d'états 
valides de la base de données et/ou restreindre les transitions entre 
états valides·. 
Dans ce qui suit, nous présenterons successivement chacun des composants 
du modèle relationnel. 
2.1 Le composant structuration. 
Le concept de base du modèle relationnel est la notion de relation. 
Elle oeut être définie de la manière suivante. 
Définition un domaine est un ensemble de valeurs. L'ensemble des 
entiers ou l'ensemble des chaines de caractères de l on-
gueur 20 sont des domaines. Nous verrons ultérieurement que 
l'on oeut assurer des notions ~lus sémantiques aux domaines. 
Les domaines sont alors des emp loyés, des départements, etc 
Définition : le produit cartésien des domaines D1 ,D2 , ... ,Du · noté 
D1xD 2x ... xDu est l'ensemble de tous les u-tuples -
(u1,u2, ... ,uu) tel que ui f Di (1~ i~ u) 
Définition : Une relation est un sous-ensemble du produit cartésien d'un 
ou de plusieurs domaines. 
Les membres d'une relation sont appelés les tuples. Chaque relation qui 
est un sous-ensemble du produit cartésien D1xD 2x ... xD k est dit d' ari té k. 
Un tuple (u1 , u 2 , ... , 1\) a k composants, le ième (1 ~ i~ k) étant Ui. 
NOUS remarquerons que telles que nous les avons définies, les relations 
vérifient les propriéteés suivantes 
1° tous les tuples sont distincts et l'ordre des tuo les dans 
une relation n'est pas défini puisque nous sommes en présence 
d'un ensemble. 
2° l'ordre des composants dans un tuple est significatif car 
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d eux composants peuvent prendre l eur valeur sur un même 
domaine. 
Il est possible de supprimer l'ordre des composants en définissant la 
notion d 'attribut. L'attribut est l e rô le joué par un domaine d ans une 
relation. Dans une relation, l e rôle d 'un domaine particu l ier est désigné 
par un nom appelé "nom d'attribut". 
Nous nouvons maintenant définir deux nouvelles notions. 
Définition : On appelle schéma d'une re l ation d e nom ' R ' dont les noms 
d'attribut sont A1A2 .... ¾, 
R(A1 :D1 , A2 :D2 , .... , ¾ :Dk) 
où D. (1 ~ i ~ k ) est l e domaine de 1 'attribut d e nom A .. 
i i 
Définition : On appelle ex tension d'une relation donnée l'ensemble des 
tuples qui a ppartiennent à l a relation à un instant donné . 
Une relation p eut être visualisée sous forme d'un tableau. Chaque ligne 
du tableau est un tuple et les colonnes représentent les composants. 
Chaque colonne reçoit un nom _qui est l e nom d'attribut. 
Dans ce qui suit, nous supposerons que l e nom d'attribut e s t i d entique 
au nom de domaine ex cepté lorsqu'il est explicité. 
Un e x emp l e de relation est donné à la figure 2. 1 . 
Définition : Un identifiant d'une re l ation est une liste d 'attribut s 
telle qu'il n'y a pas dans cette relation deux tupl e s qui 
oossèdent les mêmes valeurs pour les attributs respectifs 
de cette liste. 
Nous remarquerons qu'une relation étant un ensemble el l e possède tou-
jours un identifiant constitué de la listé de tous les attributs. C'est 
pourquoi, nous définirons également la notion d'identifiant strict. 
Définition: Un identifiant strict d'une relation est une liste d' 
attributs telle que cette liste soit un identifiant et 
tel l e qu'aucune de ces sous-listes ne soit un identifiant . 
Dans l e modèle de Cood, on ne parl e pas d'identifiant mais de clé. Nous 
oréférons ~arler d'identifiant que de clé étant donné que ce dernier 
terme à des connotations d'implémentation [HAI N ss] . C'est ainsL que 
Cood parl e de clés candidates pour désigner les identifiants stricts . 
De ~lus, parmi ces clés candidates, une clé reçoit un status particulier 
Soit la relation qui exprime la population d'une ville d'une certaine 
province. 
Le schéma de la relation est défini par 
po p (po pulation,ville,province) 
Son extension peut être définie à un instant donné comme 









et est a npelée "clé primaire". Dans ce qui suit, nous parlerons d' 
i dentifiant Drimaire. 
Remarquons enfin que les domaines tels que nous les avons définis sont 
simples. La relation est sous première forme normale. Cependant, on 
admet générale~ent qu'un composant d'un tuple puisse p rendre une valeur 
spéciale appelée "valeur nulle". Cette valeur n'a pas une sémantique 
précise. Elle peut représenter des v.aleurs inconnues ou des valeurs 
non avenues. 
De nombreuses recherches ont été effectuées en vue de savoir quelles 
formes devaient avoir les relations. On a ainsi abouti à la définition 
d'une série de formes normales. Le lecteur intéressé oar la définition 
de ces formes oeut se reporter à [ I<ENT 83 ] [ DATE 7 9 ] [ UL L 80 J 
2.2 Le composant manipulation. 
Le comoosant manioulation du langag e relationnel est donné par l' 
algèbre relationnelle avec pour but de remplir l'objectif d e manipula-
tion d'ensembles de données.L I algèbre relationnelle est constituée d 1 
une col l ection d'opérations sur les relations. Chaque o pération nrend 
une ou p l usieurs relations comme o pérandes et produit une autre relation 
comme résultat. Comme le résultat d'une opération est une relation, 
cette relation peut à son tour, se voir appliquer des opérations. 
L'objectif de l'algèbre relationnelle n'est pas d'être un langage 
standard auquel tous les modèles relationnels devraient souscrire mais 
plutôt de définir une capacité minimale de manipulation. Un système de 
gestion de base de données doit avoir un langage d'interrogation qui 
a au moins la puissance de l'algèbre relationnelle sans utiliser des 
instructions d'itération et la récursivité. Toutes les questions ne 
sont pas exprimables dans l'algèbre relationnelle (par ex: la fermetu-
re transitive d'une relation) mais elle est destinée à être utilisée en 
conjonction avec un langage de programmation (ou p lusieurs). Enfin, 
pour être en accord avec l'objectif d'indépendance des données, un 
langage de base de données relationnelle ne doit pas faire apparaitre 
de notions physiques. C'est le S.G.B.D. qui prendra en charge la manière 
dont on accédera aux données. 
Dans ce qui suit, nous présentons l'algèbre relationnelle. Nous 
distinguerons les opérations traditionnelles sur les ensembles (union, 
intersection), des opérations spécifiques au modèle relationnel (join-
ture, projection, sélection). Notons cependant, que seules cinq o péra-
tions (union, différence,produit cartésien, projection,sélection) sont 
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néces saires. Les autres opérations n'ajoutent rien à la puissance d'ex -
pression du l angage mais permettent de faciliter l'expression des 
questions. 
Dans ce qui suit, nous ne supposerons pas que les co l onnes sont nommées 
par un nom d'attribut. L'ordre des composants est donc significatif. 
La conversion des opérations au cas où les colonnes ont un nom d'attri-
but est relativèment aisée. 
2.2.l Les opérations sur ensemble. 
Ces opérations sont: l'union, l'intersection, la différence et le 
p roduit cartésien. Chacune d'entre e lles, excep té le p roduit cartésien, 
nécessite que les relations qui servent d'opérandes soient union-compa-
tibles c-à-d que les opérandes soient de même arité k et que les compo-
sants j ( 1 ~ j ~ k) des deux relations a ppartiennent au même domë;üne. 
Pour chaque opération, des exemples sont p résentés en figure 2.2 
2.2.1.1 L'union. 
L 'union des relations R et S noté RU S est 1 'ensemble des tupl es 
qui s ont dans Rou d ans Sou enc ore d ans R et S. 
2 : 2.1.2 La différence. 
La différence de deux relations R et s, noté R \ s, est l 'ensem-
ble des tuples qui a ppartiennent à R et pas à s. 
2.2.l.3 L'intersection. 
L'intersection de deux relations R et s, noté R 1) s, est l 'ensem-
ble des tuples qui appartiennent à la fois à R et à S. 
R (1 S = R \. (R '- S) . 
2.2.1.4 Le produit cartésien. 
Considérons deux relations R1 et R2 d'arité respectiv~ k 1 et k 2 . 
Le produit cartésien de R et s_, noté RxS est l 1 ensemble des (k1 +k 2) -
tunl es dont les k 1 premiers composants forment un tuple dans R et 
dont les k 2 derniers composants forment un tuple dans S. RxS est 
donc une relation d'arité k 1+k 2 . 
On remarquera cependant que cette définition ne correspond pas à la 
notion mathématique de produit cartésien. 
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2.2.2 Les opérateurs s pécifiques. 
2.2.2.1 La projection. 
La projection prend comme o pérande une relation, retient un cer-
tain nombre de composants de cette relation et les ordonne d'une certai-
ne manière. 
Plus précisément, si Rest une relation d'arité k, TI . . . (R) 1.1,1.2, •.. ,1.m 
où 1 ~ i . " k ( 1 < j ~ rn) et où i . 
J J 
/ i k si j / k, est la 
projection de R sur les composant~ i 1 ,i2 , ... ,im. 
1T. . . (R) représente l'ensemble des rn-tuoles a 1 ,a2 , ... ,a 1.l,1.2 , · · .,1. · - m 
m qu'il existe un k-tup le b 1 ,b2 , .•. ,bk dans R tel que 
tel 
( 1 ~ j ~ m) • aJ. = b. 1. • 
Jun ex emp le de projection peut être trouvé à la figure 2.2. 
2.2.2.2 La sélection. 
La sélection renvoie un sous-ensemble de tuples d'une relation 
donnée qui vérifient un prédicat donné. Le prédicat est constitué d' 
une combinaison de termes, chaque terme étant une simp le comparaison 
qui p eut être évaluée à vrai ou à faux en ne considérant que ce tup le. 
Si un terme comp rend une comparaison entre les valeurs de deux composants 
du tuo le alors ces composants doivent appartenir au même domaine. Si F 
est un nrédicat, si R est une relation, la relation est notée (J F (R) . 
Un ex emDle de sélection peut être trouvé à la figure 2.2. 
2.2.2.3 La jointure. 
Les e -jointures de R et des sur les colonnes i et j res pecti-
vement est l'ensemble des tup les du produit cartésien de Rets tels que 
la comparaison A 8 ·B est vérifiée avec 
A le ième composant de la relation R 
B le jème composant de la relations 
un opérateur de comparaison pris dans 
{< )~, >., >/, =, lj' 
Par conséquent, la 8 -jointure de deux relations R et S sur les colonnes 
i et j res pectivement, notée R. fX/ . s où e est un opérateur de comoarai-1. e J 
son, est une abréviation de 
(Ji e (r+j) (RxS) où r est l 'ari té de R. 
Si e désigne l'égalité, l'opération est appelée équi-jointure. 
La jointure est illustrée à la figure 2.3. 
Les e -jointures ne sont pas d'une grande utilité pratique. Cependant, 
R 
R P<1 S 
2 ~ 1 
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:c.i . ::r . 
il ex iste une forme de jointure tellement commune qu 'i l est adéquat d' 
en avoir une abréviation. Il s'agit de la jointure naturelle . 
2.2.2.4 La jointure naturelle. 
Cette opération est définie, pour deux relations R et S, lorsque 
Rets ont les colonnes nommées par des attributs. La jointure naturel le 
des deux relations, notée R J>4 S, est définie par 
(1) calculer le produit cartésien Rxs. 
(2) pour chaque nom d'attribut A qui désigne à' la fois une colonne 
dans R et une colonne dans S, ne retenir que l es tup les de RxS 
tels que leurs valeurs soient identiques d ans les colonnes R.A 
ou S.A où R.A désigne le nom de la colonne de RxS correspon-
.dant à la colonne A de R et S.A désigne le nom de la colonne de 
RxS correspondant à la colonne B de S . 
. 
(3) oour tout pareil attribut A, supprimer la colonne S.A. 
La définition de la jointure naturelle en algèbre re lationnelle , si 
A1 ,A2 , ···,¾ sont les attributs uti lisés dans R et dans S à la fois, 
e st donnée oar 
lf . . (J (R..xS) 
J. l, • • • ' J. rn R . A
1 
=S .A
1 R . A, =S.A, K K 
où i 1 , ... ,im est la l iste des composants d e RxS dans l 'ordre du produit 
cartésien auquel on a retiré S.A1 .•. S-¾ · La jointure naturelle est 
illustrée à la figure 2.4. 
2.2.2.5 La division. 
Cette opération divise une relation dividende A d'arité mfn par 
une relation diviseur B d'arité net produit comme résultat une rela-
tion d'arité m. Le (m + i)ème composant de A et le ième composant de 
B ( l ~ i ~ m) doivent être définis sur le même domaine. Considérons les 
m premiers composants de A comme un composant unique noté x et les n 
derniers composants comme un composant unique noté y. Dès lors, A peut 
être vue comme un ensemble de paires de valeurs ( x, y > . De la même 
manière, B "'.)eut être vue comme un ensemble de va l eurs < y > 
Le résultat de la division de A par B, noté A . B, es t l'ensemble 
des valeurs x tell e que la paire < x,y > a pparait dans A pour toutes 
l es valeurs y apparaissant dans B. 
La division de R par s peut s'exp rimer en algèbre relationnelle par 
l , • • .,m(R) x S) \. R). R. . s IÎ (R) \. TI C<TT - = . 1, .... ,rn 1, .... , m 
La division est illustrée à la figure 2.5. 
R s 
a b C d C d 
a b e f e f 
e d C d 
e d e f 
b C e f 
a b d e 
R -:- S 
• 1: 1: 1 
figure 2 . 5. 
:r.t.. i. 
2. 3 Le composant intégrité. 
Le comoosant intégrité a pour objectif de s'assurer que la base de 
données s oit une représentation aussi fidèle que possible du monde réel. 
Il est bien entendu impossible de s'assurer une représentation complè-
tement fidèle. Si un utilisateur insère dans la base d e données un fait 
exprimant que l'âge du client 'Dupont' est 32 alors que 'Dupont' a en 
réalité 34 ans, rien ne nous permettra à priori, de détecter cette 
incohérence. Cependant,il est possible de s'assurer un certain contrôle 
sur les i nformations mémorisées. Pou~ ce faire, on utilise des contrain-
tes d'intégrité qui sont des propriétés que doivent vérifier les états 
ou les transitions entre états de la base de données. Les états de la 
base de données sont constitués par l'extension des relations et les 
contraintes d'intégrité définissant les états valide~ de la base de 
données ainsi que les transitions autorisées entre ces états valides. 
De nombreus es classifications des contraintes d'intégrité ont été 
p rés entées dans la littérature. On distingue les contraintes sur un 
tupl e ou un ensemble de tuples, les contraintes intra ou inter relations, 
les contraintes d'état et de transition ... 
Remarquons que les dépendances fonctionnelles et multivaluées sont, 
el les -mêmes, des contraintes d'intégrité~ 
Une classification qui nous sera utile par la suite est la distinc-
tion entre contraintes d'état et contraintes de transition. Une con-
trainte d'état est une contrainte qui doit être vérifiée à tout moment 
oar tout état de la base de données. La contrainte "L!age de toute per-
sonne est inférieur à 150" est une contrainte d'état. Une contrainte de 
transition est une contrainte qui doit être vérifiée lors du passage d' 
un état à l'autre de la base de données. Par exemple, "L'~ge d'un em-
ployé ne peut que croitre". 
Il ne faut cependant pas croire que les seules contraintes de transi-
tion sont celles qui se réfèrent à des valeurs de tup les provenant de 
deuY états distincts de la base de données. Le fait de se référer à 
deux états distincts est une condition qui identifie les contraintes 
de transition mais toutes les contraintes de transition ne la vérifient 
oas. Par exemp le, la contrainte "On ne peut supprimer un client que s i 
sa balance est nulle" ne se réfère aux valeurs que d'un seul état mais 
el l e constitue une contrainte de iransition. 
Jusqu'au chapitre 4 de la deuxième partie, lorsque nous parlerons 
de contraintes d'intégrité, nous désignerons les contraintes d'étât. Ce 
chàDitre étudiera un peu plus en détail les contraintes de transition. 
I.t.J. 
D'autre part, il est intéressant de remarquer qu'il peut être 
imnossible de passer d'un état valide à un autre état valide sans 
passer oar un état qui falsifierait une contrainte. C'est pourquoi, 
nous définirons la notion de transaction qui est une séquence indi-
visible eu égard aux contraintes d'int égrité. On pourra faire l'ana-
logie avec les concepts d'actions atomiques et d'invariants en program-
mation narallèle. Ains~ prouver qu'une transaction vérifie une con-
trainte d'intégrité est équivalent à prouver qu'une action atomique 
oréserve un invariant. 
Enfin, le composant intégrité du modèle relationnel est composé 
de deux règles d'intégrité, l'intégri t é des identifiants et l'inté-
grité référentielle [coon 82} . 
L'intégrité des identifiants est une contrainte qui assure qu'aucune 
valeur d'identifiaat primaire ne p eut être nulle. La raison en est 
que dans le modèle relationnel, il es t possible de distinguer tous les 
tuples d'une relation et que dès lors il existe un identifiant pour 
cette relation tel que chaque tuple a i t une identification unique. 
Les identifiants primaires assurent la fonction d'identification dans 
les bases de données relationnelles e t ce serait contredire cette 
orooriété que de permettre qu'une valeur d'identifiant p rimaire soit 
tota l ement ou partiellement nulle. 
La règle d'intégrité référentielle est quelque peu p lus compliquée. 
Schématiquement, cette contrainte nous assure que tout composant qui 
prend sa valeur sur un domaine qui admet un identifiant primaire, est 
soit une valeur nulle soit une valeur identique à celle d'un identi-
fiant primaire. Elle nécessite la définition suivante 
définition : On appelle domaine primai re, un domaine sur lequel on a 
défini un identifiant pri maire à une seule valeur d'at-
tribut. 
La contrainte p eut alors s'exprimer de la manière suivante 
Soit Dun domaine primaire. 
Soit R1 une relation avec un attribut de nom A défini sur D. 
A tout instant, chaque valeur des composants des tun les de 
R1 correspondant à l'attribut A doit être 
- soit nulle 
:! . t. -10, 
soit égale à v où v est la valeur d'identifiant 
primaire d'un certain tuple dans une relation R2 
dont l'identifiant p rimaire est définie sur D. 
Nous remarquerons que rien n'impose à R1 et à R2 d'être distinctes 
et que par définition de domaine p rimaire la relation R2 doit exister. 
PARTIE II : CONTRIBUTION DE LA LOGIQUE 
---------
DES PREDICATS DU PREMIER ORDRE 
AUX BASES DE DONNEES RELATIONNELLES. 
CHAPITRE 1. FORMALISATION D'UNE BASE DE DONNEES 
RELATIONNELLE. [ GALL 84 ] 
1.0 Introduction. 
:ir.1.1. 
Ce chapitre traite de la formalisation d'une base de données rela-
tionnelle en logique des prédicats du premier ordre. Afin de mener à bien 
cette formalisation, les hypothèses sous-jacentes aux bases de données 
relationnelles seront mises en évidence. Nous présenterons donc, l'hy-
oothèse de fermeture du domaine, l'hypothèse du monde fermé, et l'hypo-
thèse d'unicité des noms. Nous introduirons ensuite les deux formalisa-
tions : la formalisation selon_ la vue ... théorie du modèle" qui considère 
la base de données comme une interprétation d'un langage du premier 
ordre et la formulation selon la vue "théorie de la preuve" qui consi-
dère la base de données comme une théorie du premier ordre. 
1.1 Hypothèses des bases de données relationnelles. 
Dans ce paragraphe, n9us ex aminerons successivement la représenta-
tion des informations dans le modèle relationnel et les différentes hy~ 
pothèses sous-jacentes à cette représentation. 
1.1.1 La représentation des informations. 
Une base de données a pour objectif de représenter et de maintenir 
une connaissance sur une certaine réalité appelée le monde modélisé. 
Dans le cadre des bases de données relationnelles, cette connaissance 
peut être représentée oar un ensemble d'éléments (individus) reliés 
entre eux ryar des relations et des fonctions. Une fonction y= f(x) 
peut être représentée par une relation f (x, y) et une contrainte \/ x V y V- z 
F( Y,y)A F(x,z) • (y=z). C'est pourqudi, nous nous limitons aux rela-
tions. Cette connaissance, représentée sous forme d'ensembles d'éléments 
reliés entre eux par des relations, peut contenir des informations de 
deux typ es : les informations élémentaires et les informations générales 
- les informations élémentaires (ou faits élémentaires) sont de la 
forme "Pierre est ·le père de Paul • 
- les informations générales ou lois générales sont de la forme 
"Le père d'un père est un grand-père.':'. 
"Tout individu n'a qu'un père". 
Ces informations, élémentaires ou généra l es, peuvent être représentées 
par des formules bien formées. En effet, on peut associer à chaque 
1' . -:1. . 1 . 
re l ation d 1 arité n, un symbole de prédicat n-aire et à chaque élément 
d'un domaine, une constante. 
Ainsi, nour les informations définies ci-dessus, nous aurons 
- père (Pierre,Paul) 
V x \/yt/z (père (x ,z)A père (z,y)) -;>- grand-père (x ,y) 
v' x'rlyVz (père (y,x)A père (z,x)) • (y= z) 
Dans une base données relationnelle,seuls les faits élémentaires ou 
informations élémentaires sont représentées. Les lois générales sont 
utilisées · comme contraintes d'intégrité. Les informations élémentaires 
constituent ·alors un état de base de données et les contraintes d' 
intégrité délimitent les états valides de la base de données. 
De même, la connaissance que nous désirons représenter, peut contenir 
des informations négatives aussi bien que des informations positives. 
Si l'on conçoit bien comment représenter les informations positives, il 
est intéressant de s'attarder un peu à la reorésentation des informa-
tions négatives. 
Les informations négatives p euvent en fait, être représentées de 
trois manières distinctes : 
1° Elles peuvent être représen-cées explicitement. L'information 
négative est alors représentée par un littéral négatif. 
7 R(x1 ,x2 , ••• ,xn) où x 1 ... xn sont des constantes. 
2° Nous pouvons représenter les informations négatives implicite-
ment ? ar l'expression de lois générales qui permettent de les dé-
duire. Nous considérons à cet égard, deux types de lois. 
- des lois d'unicité. 
age(Peter,35) peut être déduit du fait age(Peter,36) 
et de la loi générale exprimant que tout individu a un 
et un seul age. 
- des_lois_de_com2létude. 
Ces lois expriment que pour une relation s pécifiée, 
tout fait qui n'est pas mentionné dans la relation est 
faux. Cette convention a pour effet de fusionner les 
faits faux et les faits inconnus. Par exemple, la -loi 
générale : V x (P (x ) • (x=a) V (x=b)) 
est une loi de complétude qui établit que tout fait 
P(c) avec cfa et c;éb est faux. 
::rr . -:J. . 3 . 
Nous pouvons présenter maintenant les hypothèses prises en compte 
dans les bases de données relationnelles. La p remiè re est une convention 
î our les informations négatives. La seconde concerne la fermeture du 
domaine et la troisième l'unicité des noms. 
1.1.2 L'hypothèse du monde fermé. 
Pour assurer la réponse aux questions contenant des négations, deux 
hyoothèses,l'hypothèse du monde fermé (Closed World Assumption ou CWA) 
et l'hypothèse du monde ouvert (Open World Assumption ou OWA) peuvent 
être considérées. Les bases de données relationnelles utilisent la CWA 
mais nous allons présenter les deux hypothèses pour bien percevoir 
leurs différences. 
L'hypothèse du monde ouvert correspond à l'approche traditionnelle 
de la logique du premier ordre pour l 'évaluation des questions. Sous OWA, 
les seules informations tenues pour vraies sont celles qui se trouvent 
exryl icitement dans la base de données. Considérons les informations 
élémentaires suivantes : 
professeur (a) élève (A) 
professeur (b) élève (B) 
p rofesseur (c) élève (C) 
professeur (d) 
où professeur (x) exprime que x est un p rofesseur 
élève (x) exprime que x est un élève 




enseigne (x,y) . exprime que le professeur x enseigne à l'élève y. 
Considérons la question: 
"Quels sont les professeurs qui n'enseignent pas à B ?" f y f p rofesseur(y) /\ l enseigne(y,B)} 
La réponse sous OWA sera l'ensemble vide. Cette réponse peut paraitre 
qeu intuitive car nous aurions désiré avoir f c, d J . Cela est dû au fa i t 
que la logique du premier ordre ne tient pour certain que ce qui est 
renrésenté. Ce n'est pas parce que le tuple ( c, B) ne figure pas dans 
1 a relation enseigne que 1 'on peut en déduire 7 enseigne ( c, B ) -· 
Pour obtenir comme réponse l 'ensemble f c, d 1 , nous aurions dû reoré-
senter explicitement l enseigne(c,B) et l enseigne(d,B). 
"JI. -:1..4 . 
L'hypothèse du monde fermé suppose; quant à elle, une connaissance 
totale du monde modélisé. Comme cette connaissance est totale, seuls 
les faits positifs doivent être effectivement représentés. Un fait 
négatif est imp licitement pré s ent si son homologue positif ne l'est oas. 
Sous CWA, la réponse à l'exemple et la question précédente aurait 
été { c, d J . 
Sous CWA, pour toute relation R(x1 ,x2 , ... ,xn) et pour tout tuple 
(a1 ,a2 , ... ,an) soit R(a1 ,a2 , ..• ,an) soit l R(a1 ,a2 , ... ,an) est vrai. 
Nous noterons que l'hypothèse du monde fermé a pour conséquence de 
fusionner les faits faux et les faits inconnus lorsque la connaissance 
du monde n'est pas totale. 
1.1.3 L'hypothèse de fermeture du domaine. 
Cette hypothèse établitqu''iln'y ·a pas d'autres individus que ceux 
qui sont présents dans la base de données. Cette hypothèse n'est pas 
nécessaire lorsque nous ne considérons que des questions existentielle-
ment quantifiées. Les réponse à de telles questions sont identiques, et 
cela a été prouvé par Reiter dans[REI~ 78]~avec ou sans cette hypothèse. 
Par contre, cette hypothèse prend toute son importance lors de la 
réponse à des questions universellement quantifiées. Pour illustrer 
· la nécessité de cette hypothèse, nous allons prés~nter deux exemples. 
Considérons la base de données . . 
professeur (a) élève (A) enseigne (a, A) 
p rofesseur (b) élève (B) enseigne (a,B) 
élève (C) enseigne (a,C) 
enseigne (a, D) 
Considérons la question: 
"Quels sont les professeurs qui enseignent à tous les élèves?" 
La réponse que nous attendons est [ a J . Cependant, en l I absence de l' 
hypothèse de fermeture du domaine, nous n'aurons aucune preuve de 
Vy élève(y) • enseigne(a,y) (1) 
La raison en est qu'il peut exister des élèves qui ne sont pas dans la 
base de · données et auxquels 'a' n'enseigne pas c-à-d qu'il peut exister 
des états de la base de données qui contiennent des individus supplé-
mentaires qui sont des élèves et auxquels 'a' n'enseigne pas. 
Le problème réside dans la signification du "Pour tout 11~I_T sg.La 
réponse 'a' ne sera valable dans tous les états de la base de donnée~ 
1L ~- ~. 
que si nous avons une loi générale de la forme (1). Cette loi garantit 
que 'a' est une réponse valable quel que soit le domaine d'interpré-
tation. 
Ce s cons idérations mettenten évidence l a véritable sémantique que 
nous associons au "Pour tout" dans la question. Ce qui nous intéresse 
ici ce n'est pas d'avoir une réponse qui soit vraie dans tous les états 
de la base de données mais bien une réponse qui soit vraie dans l'état 
actuel de la base de données. La sémantique du "Pour tout" est donc 
"Pour tout élève dont on connait l'existence". 
Un deuxième exemple d'utilisation de l'axiome de fermeture est une 
question du genre : "Quels sont les individus x 1 ,x2 , ... ,xn telle que 
(x1 ,x2 , ... ,xn>t R où Rest une relation'~ Telle qu'elle est énoncée, 
cette question a peu de sens. ~Il est en effet impensable de lister 
tous les tuples qui n'appartiennent pas à R. Cette liste sera d'ailleurs 
plus que probablement infine. D'autre part, sur quel domaine les x 1 , ... 
x vont-ils prendre leurs valeurs? L'hypothèse de fermeture du domaine 
n 
délimite dans chacun des deux cas, l'ensemble des individus à prendre 
en considération. 
La prise en compte de l'hypothèse de fermeture du domaine est impli-
cite dans les o pérations 'de l'algèbre relationnelle. Dans le cas du ca l -
cul relationnel, cette hypothèse . sera remp lacée par une convention qui 
consiste à restreindre la forme des questions à des formules saines qui 
son~ des questions qui restreignent d'elles-mêmes le domaine sur lequel 
les variables prennent leurs valeurs ou par l'utilisation de types. 
1.1.4 L'hypothèse d'unicité des noms. 
Cette hypothèse établit simplement que deux individus qui ont des 
noms distincts sont différents. Par exemple, a et b représentent néces-
sairement des professeurs différents. 
1.2 Formalisation d'une base de données 
selon la vue "théorie du modèle". 
Cette formalisation consiste à considérer une base de données comme 
l'interprétation d'une théorie du premier ordre. 
Pour ce faire, il convient de défin:irun langage logique de premier 
ordre L . Considérons une base de données DB ainsi que le domaine U 
qui est l'union de tous les éléments des domaines de la base de données. 
.1!. ::f_. 6 . 
Le langage du premier ordre contiendra un ensemble de constantes 
qui correspondent chacune à un élément de D et à tout élément de D sera 
associé une constante. Le langage contiendra aussi un symbole de 
p rédicat n-aire R' pour chaque relation R de la base de données. Le 
l angage peut ensuite être augmenté pour prendre en comp te les opérations 
de comoaraison ( > , < , ~ , g · , = , + ) aux quels on assigne leur 
signification habituelle. Le langage est supposé n'avoir aucun symbole 
de fonction. 
La base de données peut alors être considére comme une interpréta-
tion du langage L de domaine D et à laquelle correspondent les assi-
gnations énoncées ci-dessus. 
De olus , s i on définit un certain nombre d e formu l es bien formées sur 
ce langage, la base de données peut être considérée comme une interpré-
tation de la théorie constituée de ces formules. 
Dans cette interprétation, une formule bien formée est évaluée selon 
la définition que nous avons donné dans l a section 1 d e l a p remiè re 
t . A' ' 1 f 1 t ' R'(' ' ') ' 1 • 1 ~ar ie. ins i, a ormu e a omique e 1 , e 2 , ... , en ou e 1 , e 2 , .. . ,en 
s ont des constantes est vraie si ( e 1 , e 2 , ... , en) é R où e 1 , .. . , en sont 
les valeurs. assignées à ei,e2, ... , e~ . Sinon el2.e est fa,is :=:e. 
Le s questions seront formulées com..~e d es formules b i e n formées . 
On distingue deux formes de questions. Le s que stions f ormé es qui de -
mandent une réoonse par 'oui' ou par 'non'. Elles seront représenté e s 
oar des formules bien formées fermées. Les questions ouvertes demandent 
comme ré oonse un ensemble de tup les. Nous prendrons comme convention 
de renrés enter une question ouverte par une formu l e bien formée qui con-
tient des variables libres. Soit F(x 1 , ... , x n) une formule bien formée 
qui contient x 1 ,x2 , ... ,xn comme variables libres. Cette question deman-
de l'ensemble des tuples <e1,e2 , ... ,en) tels que F(e1 ,e2 , ... ,en) 
est vrai. 
L'évaluation des questions dans cette approche est la suivante. La 
réponse à une question fermée est la valeur de vérité assignée à cette 
question dans l'interprétation. Soit une question W qui contient n 
variabl es libres. L'évaluation de cette question donne comme réponse 
, < (1) (1)) < (n) (n) , 1 ensembl e des tup les e 1 , .... , em J •••• > e 1 , .... , em / 
qui donne la valeur "vrai" à la formule w. 
Nous serons heureux de remarquer que cette évaluation se fait naturelle-
ment s ous l e s hypothèses de fermeture du domaine, du mond e fermé et 
d'unicité des noms. En effet, on se place sous l'hypothèse de fermeture 
du domaine puisque le domaine d'interprétation est constitué de tous 
les é l éments des domaines. De même, l'hypothèse du monde fermé est im-
ol icite puisque, dans une interprétation, 7 A est vrai si A est faux. 
Les contraintes d'intégrité peuvent être exprimées comme des formules 
bien formées fermées du langage L. Soit Ic l'ensemble des contraintes 
d'intégrité de la base de données. Nous dirons que la base de données 
est dans un état valide si et seulement si toutes les contraintes Ic 
se voient attribuer la valeur vraie dans l'interprétation c-à-d si 
l'interprétation est un modèle de Ic. 
Cette a oproche est l'approche qui est habituellement suivie dans les 
bases de données. Nous présenterons dans la suite l'apport de cette 
formalisation pour les langages d 1 interrogation et les contraintes d' 
intégrité. 
Cep endant, cette approche se prête ma l à la p rise en comp te de lois 
gén é ral es , ourla représentation des informations. 
' 
En eff et , si des lois générales sont exprimées, elles ne le sont 
que dans l a théorie dont la base de données est une interprétation. Ces 
r ègl e s générales sont supposées être toujours vraies et la base de 
données devrait en constituer un modè l e. Les lois générales sont donc 
des contraintes d'intégrité . 
1.3 Formalisation de la base de données 
selon la vue "théorie de la preuve 11 • 
Cette formalisation consiste à formaliser la base de données comme 
une théorie du premier ordre. Elle s'ïnspire de l'?pproche suivie dans 
les systèmes questions-réponses, excepté que ces systèmes admettent 
l'exoression de lois générales, ce qui n'est pas le cas . des bases de 
données relationnnelles. 
Cette formalisation se base également sur le langage de premier ordre 
L défini ci-dessus. Elle consiste à construire sur ce langage une 
théorie T qui admet la base de données comme unique modèle (à un iso-
morDhisme près). La théorie T sera construite à partir des axiomes 
suivants. 
1. Les faits élémentaires Pour toute relation dans la base -
de données R et pour tout tuple 
<:'a1 , ... ,a0'>€R, l'ax iome R(ai, ... ,a~)E T. 
2. Les axiomes de oarticularisation. 
(1) l es axiomes àe comElétude 
1.!.d.î. 
Pour chaque relation R dans la base de données, nous 
construisons un axiome de comp létude. Soit< eil) ,e~l), ... , 
(1) (t) (t) (t) 
en > , . • • • , < e 1 , e 2 , ... , en > ; les tuples dans la 
relation R. L .~axiome de complétude pour R est défini par 
u 1 ( 1 )' ( 1 )1.) 
vx1 ... xn R(x1 , ... ,xn) • ((x1 = e 1 './\ .I\Xn= en V 
(t)1 (t) 1 
. (xl = el /\ ... /\ xn = en ) ) . 
Cet axiome à pour effet d'établir que l es seuls tup les qui 
satisfont R sont ( eil), ... , e·~n)) , ... , (_ e{t), ... , e~t)) 
et est donc la prise en considération de l'hypothèse du 
monde fermé. 
(2) les axiomes d'unicité de noms. 
Si e 1 ,e2 , ... ,eq sont tous les individus dans l a base 
de données, les axiomes d'unicité des noms sont 
7 (e{ = e;), .... , l (e{ = e~), l(e~ = e;), .... , 7 (e~-l = 
(3) l'ax iome de fermeture du domaine. 
V (x = e') q Vx (x = -e~)V 
Ces axiomes ont pour effet de représenter les hypothèses 
de fermeture du domaine et d'unicité des noms. 
Les axiomes d'égalité sont rendus nécessaires oar la 
présence des symboles d'égalité dans les axiomes précé-
dents. Les axiomes d'égalité sont 
- -réflexivité: Vx (x=x) 
- symétrie : V x "r/y ( (x = y) -> (y = x)) 
- transitivité : YxVy 'Vz ((x = y) A (y= z) -> (x = z)) 
- principe de substitution des tennes égaux 
V x 1 V x 2 ... 'if xn V y 1 'r/ y 2 ~ .. tf y n (P (x1 , ... , xn) /\ 
(xl = Y1) A · · · .A (xn = yn). -> P(yl, · · .,yn))' 
On peut montrer que cette théorie admet la base de 
données comme unique modèle (à un isomorphisme près) 
[GALL 84a]. 
Les questions sont formulées de la même manière que dans la fonnali-
:ir.~., . 
sation selon la théorie de la preuve. Leur évaluation est cependant 
différente. 
Soit une question fermée F. La réponse à cette question est 11oui 11 .SI T F . 
Elle est égale à 'non' si TffF. Le p roblème est décidable puisque le 
nombre de constantes est fini et qu'il n'y a pas de symboles de fonction. 
Soit une question ouverte F(x1 ,x2 , ... ,xn) où x 1 , x 2 , ... , xn sont les va-
riabl es libres de F. Da réponse à cette question est l'ensemble des 
tuu les ( e 1 , e 2 , ••. ,en) tels que Tl- F(e1 ,e2 , ••• ,en) où F(e1 , •.• ,en) 
est l a formule F où on a remplacé les variables x 1 •... xn par les 
constantes e 1 .... en . 
Autrement dit,cela revient à trouver toutes les preuves de3 x 1 ... xn 
F ( x 1 , ••. ,xn) . 
Les contraintes d'intégrité peuvent être représentées par des formules 
bien formées fermées. Si :f est l'ensemble des contraintes, · nous dirons 
que l a base de données est dans un état valide si pour chaque contrainte 
lfJ € j nous avons T r 'fJ • 
Kowal s k i [ KOWA 79] définit la vérification des contraintes d' intégri,-
té d'une manière différente. La base de données satisfait les con- . 
traintes d 1 intégrité Ic si et seulement si Ic UT est une théorie cohé-. 
rente .• 
\ 
Cette formalisation est peu adéquate pour la formalisation d'une base 
de données. En effet, les hypothèses sont, cette fois, représentées 
e Yplicitement via les axiomes de particularisation. Cependant, son 
~rinci~a l i ntérêt réside dans les généralisations qu'elle suggère. Si 
nous ajoutons des faits . disjonctifs, nous obtenons une base de données 
avec des informations incertaines. Un ex emple d'information incertaine 
est P (a) V Q (a) . En effet, cette formule nous dit que P (a) V Q (a) est 
vrai c-à-d que P(a) est vrai ou que Q(a) est vrai ou encore que P(a) et 
Q(a)sont vrais mais nous n'avons pas suffisamment d'informations pour 
décider l aquelle de ces deux alternatives est vraie. 
De même, si nous ajoutons comme axiomes des lois générales, nous obtenons 
une base de données déductive . 
Ces d eux extensions seront envisagées au chap itre 11 Base de données 
déductives 11 • 
1!. d.. . .Jô. 
1 . 4 Conclusion. 
Nous av.ons présenté, dans ce chapitre, les différentes hypothèses 
pris e s en compte implicitement dans l es bases d e données relationn e l l e s, 
à s avoir l'hyuothèse de fermeture du domaine, l 'hypothèse du monde 
fermé et l'hypothèse d'unicité des noms. Ensuite, nous avons présenté 
deuY forma l isations d'une base de données relationnelle : la formali-
s ation s elon la vue 'théorie du modèle' qui considère une base de donné e s 
relationnel l e comme une interprétation d'un langage du p remier ordre 
et la formalisation selon la vue 'théorie de la preuve' qui consiàère 
une base de données comme une théorie du premier ordre. La première 
forma l isation est celle imp licitement s uivie dans les bases de données. 
Nous verrons sa contribution pour lercomposantrmanipulation et intégrit é 
dans les chapitres 3 et 4. La formalisation selon la vue 'théorie de 
la preuve' sera exploitée dans le chap itre qui suit "Les bases de 
données d éductives 11 • 
:zr. _t. i. 
CHAPITRE 2. BASES DE DONNEES DEDUCTIVES. 
2.0 Introduction. 
Dans ce chap itre, noùs étudierons la contribution de la logique 
des prédicats du premier ordre, par l'intermédiaire de la formalisa-
tion selon la vue"théorie de la preuve" ou composant structuration du 
modèle relationnel. Cette formalisation suggère une généralisation du 
composant structuration par la p rise en compte de lois générales débou-
chant oar là, sur les bases de données déductives. Très schématique-
ment, une base de données déductive est une base de données où de nou-
veaux faits peuvent être déduits des faits qui sont introduits expli-
citement. L'origine de ces bases de données doit être trouvée dans 
deux champs : le champ "bases de données" qui n'a pas manqué de remar-
quer qu'une base de données relationnelle avait de nombreuses ressem-
blances avec la loaioue des prédicats du premier ord re et le champ 
"programmation ·- en logique" qui s'est a perçu que la forme clausal e 
avait de fortes similitudes avec les relations du modèle relationnel . 
Ce rap'Jrochement a donné lieu, selon le cham,.) que l Ion considè.:c2, ,.::_,_:_:,: 
bases de données déductives (champ "bases de données") et aux bas es d s 
données logiques (champ 11 p rogrammation en logique 11 ) . Ce chapitre sera 
essentiellement di visé en deux parties : la partie 11 représentation 
des informations II et la partie"mise. en ·oeuvre des règles de déduction 11 • 
La première définira deux formes de bases de données déductives selon 
la forme des clauses acceptées comme règle de déduction : les bases de 
données déductives définies et les bases de données déductives i ndéfinies 
Les bases de données déductives définies ne considèrent que, des clauses 
définies (un et un seul littéral positif) comme règle;de déduction 
tandis que les bases de données déductives indéfinies acceptent p lus 
d'un littéral positif. Nous donnerons deux définitions d'une base de 
données déductives définies : une définition en logique du p remier 
ordre et une définition opérationnelle. La définition opérationnelle 
fera a oparaitre une nouvelle règle d'inférence: C W A. Nous montre-
rons que cette règle ne ·peut être utilisée comme telle dans les bases 
de données déductives indéfinies et nous en donnerons une généralisa-
tion. Nous dirons enfin quelques mots sur les valeurs nulles dans les 
bases de données déductives indéfinies et sur la séparation des lois 
générales en règles de déduction et contraintes d'intégrité. 
La seconde partie 11 mise en oeuvre des règles de déduction" se préo-ccup-
:rr.t . t . 
pera de la mi s e en oeuvre effective des bases de do nn é es déductives 
définie s . El l e p r és entera les d eux g rand es a pp roches : l 'approche en 
génération et l'a9proche en dérivation. L'approche en génération uti-
lise l e s règl es d e déduction pour saturer l a bas e d e donné es de tous 
l e s faits déductibles, tandis que l'approche en dérivation déduit les 
faits lorsque cela s'avère nécessaire, par ex emple en réponse à une 
question. L 'approche en dérivation a donné lieu à deux méthodes, 
l a méthode compilé e et la méthode interpré tée. 
Nous terminerons ce chap itre par une r é f lexion sur l es bases de 
donné es déductives. 
2. 1 Re présentation des informations. 
2. 1 .1 Pri s e en compte des lois générales dans l e s deux formalisations. 
Une b a s e d e donné es d éductive· permet d e rep r é senter d es informa-
tions gén é ral e s ou des lois générales . Comment c es l oi s s ont -el l e s 
Dr is e s en compte dans les deux formali s ations? 
.S elon l a f orma l i s ation 11 thé orie de l a p reuv e 11 , tou t e s l e s l oi s 
géné rales s on t p r i ses en compte comme d e s axiomes p rop r es d e l a théorie . 
Le s informations i mo licites (informat i ons qui p euv ent ê tre dédui t e s 
d e s informations éiémentaires et d es lo i s g éné rales ) sont à es théorème s 
de cette théorie. 
Se l on l a formalisation 11 théorie du modèle 11 , toutes les lois- gé n é -
ra l es s ont utilisé es en tant que contraintes d 'intégrité . La base d e 
donné es e s t un modè l e de ces lois g én é rales. Leur seul effet est d e 
r éduire les états va l ides de la base d e données . 
Chacune de ces deux a pproches fait donc u n usage ex cusif des lois 
générales, soit en tant que règles de déduction, s oit en tant que con-
traintes d'intégrité. Or, il s'avère que certaines lois ·générales ont 
une plus grande utilité en tant que contraintes d 'intégrité et d 'autres 
en tant que règles de déduction. En effet, la l oi générale exprimé e 
sous forme de claus es de Horn 
grand-père (x ,y)+:- père (x , z) A père (z,y). 
ex rimant que Y e s t l e grand - pè re d e y s i x est le père d e z et z le 
Jère d e y , est plus a pproprié e en· tant que règl e d e déduction. El le 
permet de déduire à partir de la re l ation 11 père 11 un certain nombre de 
tuples qui appartiend ront à l a rel ation 11 g rand-père 11 • 
?ar c ont re, l a l oi gé nérale 
( âge < i so )- f-- individu (nom, âge, adresse) 
'JI. l. 3 . 
exprimant que l'âge d'un individu ne peut ex céder 149 ans, est plus 
appropriée comme contrainte d'intégrité. Utilisée en tant que règle 
de déduction, elle ne génèrerait que des faits redondants du type 
11 21< 150 11 ou des faits faux de la forme 11 160 > 150 11 • 
Par conséquent, un usage systématique des lois générales,soit en règles 
de déduction soit en contraintes d'intégrité, parait p eu adéquat. L'appro-
che qui sera prise en compte dans les pages qui suivent consistera à 
traiter les lois générales en partie comme règle de déduction et en 
pa-rtie comme contraintes d'intégrité. Nous donnerons également des cri-
tères qui nous guideront pour réaliser le 0artage d es lois générales. 
2.1.2 Définition d'une base de données déductive définie. 
Dans le cadre des bases de données déductives définies, les règles 
de déduction seront des clauses définies c-à-d des clauses qui contien-
dront toujours un et un seul littéral positif. On remarquera que les 
clauses déf inies sont également les clauses utilisées pour définir un 
orogramrne logique. La motivation derrière ce choix est un problème d e 
performances . Nous verrons que la mise en oeuvre :les bases d e donn ées 
déductives définies peut se faire de manière relativement efficace, ce 
qui ne s era pas le cas des bases d e donn ées déductives indéfinies. 
Dans ce qui s uit, nous donnerons une définition d 'une base de données 
déductive définie en logique du premier ordre. Cependant, les a x iomes 
de ryarticularisation font en sorte que la théorie d'une base de données 
déductive définie ne pourra être constituée d'un ensemble de clauses 
définies. Nous donnerons alors une définition o pérationnelle qui ramènera 
la théorie de la base de données à un ensemble de clauses définies. 
2.1.2.1 Définition d'une base de données déductive définie en 
logique du premier ordre. 
Une base de données déductive définie est caractérisée par 
(1) une théorie du premier ordre T dont les axiomes propres sont 
a) les ~x io~e~ de particularisation_: l 'axiome de fermeture de 
domaine, les a x iomes d'unicité des noms, les ax iomes de complé-
tude et les a x iomes d'égalité. 
-
b) les fait~ élém~ntair~s_: représentés par des formules de la forme 
o~ t 1 ,t2 , ~ ... ,t s ont des constantes. 
- n 
1!.2...4 . 
c) les Eègl~s_d~ dédu~tio~ · ces règles sont des clauses définies 
sans symboles de fonction. 
(2) un ensemble de contraintes d'intégrité IC qui sont d es formules bien 
formées fermées. 
Les symboles de fonction sont exclus pour obtenir des réponses définies 
et explicites aux questions soumises à la base de données. 
Les axiomes de complétude définis ci-dessus sont une généralisation des 
a x iomes de complétude définis dans la formalisation selon la vue "théo-
rie de la preuve". Contrairement à cette dernière où les axiomes de com-
plétude ne concernaient que les faits élémentaires, i ls devront égale-
ment considérer les règles de déduction. En effet, les règles de déduc-
tion n'expriment que la partie 11 si 11 d'une définition si et seulement 
si 11 • Par conséquent, on ne peut déduire que des informations positives 
de ces règles. Si l'on veut pouvoir déduire des informations négatives, 
i l faudra d 'une manière ou d'une autre, exprimer la partie "seulement 
si II d e la définition. Le but des a x iomes de complétude est justement 
l 'eyr,ression de cette oartie "seulement si". 
Schématiquement, oour construire un axiome de comDlétude oour un symbo-
le de p rédicat n-aire P: > nous considé rons l'ensemble C de toute_s les 
c l auses qui ont ce symbole de prédicat comme conséquent. Nous formerons 
une c l ause dont l'antécédent est Pet où le conséquent est une disjonc-
tion des antécédents des clauses de C. 
Examinons maintenant p récisément comment il est possible de construire 
ces a x iomes. 
Considérons une clause 
P(t1 ,t2 , ... tn)f- L1 A L2 A ••• J\Lm (m~O) 
qui est soit un fait élémentaire, soit une règle de déduction. 
Soit x 1 , x 2 , ... , x n des variables qui n'apparaissent pas dans la c l ause 
Nous pouvons la transformer en · 
P(x1 ,x2 , ... ,xn)~ (x 1=t1 )A .1\ (xn=tn) -A L 1 /\ ... /\ Lm (2) 
Si y 1 ,y2 , ... ,yd sont les variables de la clause initiale, nous nouvons 
transformer (2) en 
P(x1 , x 2 , ... ,xn)~'] y 1 .... 3yd((x 1=t1 ) Â ••• ;\(xn=tn)J\L1 /\ .. ALm) 
SuD~osons maintenant qu'une transformation semblable ait été réalisée 
oour toutes les clauses qui admettent P comme conclusion. Nous aurons 
k ( 4 1) clauses de la forme 
1r. t. s. 
où 
P (xl' x 2' · · ·' xn) ~ € 1 
P (x 1 , x 2 , ••• , x ) -É- € , - n K 
chaque E". (1 ~ i ~ k ) sera de la forme 
l 
3 Y13 y 2 .. :J yd ( (xl =tl) /\ 
L'ax iome d e complétude 
\/x1 Vx2 .• Vxn 
D'autre part, certains 
· · · /\ (xn =\,1)/1 Ll /\ · · · I\Lm) 
s era défini par 
( P (x 1 , x 2 , .. , xn )-=> c 1 V f. 2 V •• V E k ) . 
prédicats définis dans le langage peuvent ne 
. pas a pparaitre comme conclusion d'une clause définie. Par conséquent , 
pour tout prédicat q dans ce cas, nous définirons un a x iome de com-
plétude 
'rfx·1 "ïfx 2 . . . "ïfx n l q (x 1 , .. q xn ) . 
Il devrait être clair que la base de données ainsi définie n'est pas 
constituée d'un ensemble de clauses définies. 
Les questions et leur évaluation peuvent être définies comme pour l a 
formalisation d'une base de données rel ationnelle selon la vue "théorie 
de la preuve". Il en est de même des contraintes d 'intégrité . 
2.1.2.2 Définition opérationnelle d'une base de données déductive 
définie. 
Une base de données déductive définie ne- sera jamais mise 
en oeuvre en s uivant la définition qui vient d 'être présentée. Elle 
s erait oar trop innefficace en raison des a x iomes de particularisation. 
Ceryendant, il e s t possible de donner une autre définition qui permettra 
de ramener l e s axiomes de la théorie de l a base de données à des 
claus es définies. Cette définition diffèrera de la première en ce s ens 
que les axiomes de particularisation seront remp lacés par des restric-
tions sur les questions; les contraintes et les règles de déduction et 
une nouvelle règle d'inférence C W A. Nous examinerons successivement 
comment on peut supprimer l'axiome de fermeture du domaine et les 
axiomes de complétude. 
2.1.2.2.l L'axiome de fermeture du domaine. 
Dans un premier temps, il est possible de supprimer l 'axiome de 
fermeture du domaine en ne considérant que des formules à champ restreint 
pour les questions, les règles èe déduction et les contraintes d'inté-
grité. Les formules à champ restreint sont un sous-ensemble des for -
mu l es s aines [ ULLM 80 ] que nous étudierons au chapitre suivant. 
Jf . t.b. 
Une fonnule sous forme normale ? renex e conjonctive est à champ 
restreint si les deux conditions sui v antes sont vérifiées [ NICO 7 9 ] . 
(l) chacune de ces v:ariables universell ement quanti fié es 
a Dparait dans au moins un l itt é ral négatif des d isjonc-
tions qui contiennent cette variable. 
(2) pour chaque variable existentiellement quantifiée qui 
a pparait dans un littéral négatif, il ex iste une disjonc-
tion contenant seulement des li ttéraux positifs qui con-
tiennent tous cette variable comme argument. 
Les questions, les contraintes et les règles de déduction de 
mise à jour devront satisfaire ces conditions. La définition peut, 
cependant, s'exprimer de manière plus simple pour l e s règ l es de 
déduction. En effet, si nous considérons des fonnules sous forme 
de clauses, la propriété du champ restreint peut s'exprimer par 
une clause Pi V_ •.. V Pm ~ q 1 /\ q 2 J\ ••• /\ qn est à champ 
restreint si toute variab l e a pparai s sant d ans la conclusion 
apparait é galement dans · l e corps de la clause. 
2. 1 .2.2.2 L 'hy oothèse du monde fermé . 
Les a x iomes de complétude et d 'unicité des noms peuvent être 
remolacés par une règle d'inférence G. W .. A. Dans ce qui suit, nous 
e xaminerons la définition sémantique et syntaxique de cette r è gle 
d'inférence. La définition sémantique mettra en évidence pourquoi 
on ne peut déduire des informations négatives d'un ensemble de 
clauses définies . Elle permettra également de montrer ultérieure-
ment pourquoi la r ègle d'inférence C W A ne peut être utilisée dans 
les bases de données déductives indéfinies. Nous noterons égale-
ment que, comme les axiomes d'égalité ne sont nécessaires que parce 
que le symbole d'égalité a pparaissait dans les a x iomes de comolé -
tude, d'unicité des noms et de fermeture du domaine, ceux -ci ne 
seront plus nécessaires. 
2 .1. 2. 2. l .1 Définition sémantique de C, W., A. [ LLOY 84 J 
----------------------------------------~~~-
Lorsque nous considérons des formules exprimées sous 
t'orme de clauses, nous pouvons, au lieu de considérer la notion 
générale d'interprétation, nous restreindre à une classe d 'in-
terprétations, les interp rétations de Herbrand, a f in de dé~inir 
la sémantique des formules. Ces interprétations d e Herbrand 
X. t.1. 
sont également utilisées pour définir la sémantique d'un l an-
gage de programmation logique [ "I<:o:u:i. 7 6 J . Ces interprétations 
oermettront de donner une définition sémantique de la règle 
d'inférence C W A. 
Interorétation de Herbrand. 
Considérons L un langage de premier ordre pour l'expression de 
clauses. L'univers de Herbrand u1 pour Lest l'ensemble de 
tous les termes de base (ie : qui ne contiennent pas de varia-
bles) qui peuvent être formés à partir des constantes et des 
symboles de fonction qui a pparaissent dans L. Dans le cas où 
L n'a pas de constantes, il sera nécessaire d'en ajouter une 
dans le but de former les termes de base. 
La base de Herbrand B1 pour le langage Lest l'ensemble de 
toutes les formules atomiques P (t1 , t 2 , ... ,tn) où Pest un 
symbole de prédicat n-aire de Let où t 1 ,t2 , ... ,tn sont des 
termes appartenant à l'univers d'Herbrand u1 . 
Une interprétation de Lest une interprétation de Herbrand si 
les conditions suivantes sont vérifiées 
(1) le domaine d'interprétation est l'univers de Herbrand u1 
(2) les constantes dans L sont assignées à elles-mêmes 
(3) si f est un symbole de fonction n-aire de L, alors f 
est assignée à la fonction de (u1 )n d ans u1 définie par 
(t1 , t 2 , ... ,tn)--,, f (t1 , t 2 , ... ,tn) 
Comme précédemment, nous parlerons, par abus de langage, d'une 
interprétation d'un ensemble de formules bien formées de L 
p lutôt que d'une interprétation- du langage L. On parlera alors 
de l'univers de Herbrand Us et de la base de Herbrand Bs d'un 
ensemble de formules S. 
Nous remarquerons, par ailleurs, qu'aucune assignation n'a été 
définie pour les symboles de prédicat. C'est pourquoi, diffé-
rentes assignations définiront différentes interprétations. 
Comme les constantes et les fonctions ont une assignation fixe, 
une interprétation de Herbrand pour un ensemble de clauses s 
est un sous-ensemble de la base de Herbrand B . Par conséquent, s -
nour un symbole de prédicat n -aire Pet des termes t 1 , t2: .. . tn, 
P(t1 , ••• ,tn) est vrai dans une interprétation si et seulement si 
:a:. !. ~-
P ( t 1 , t 2 , ••• , tn) t I • 
L'univers de Herbrand sera infini si l'ensemble des forrm.iles 
admet au moins un symbole de fonction. Sinon il sera fini. 
Il en est évidemment de même pour la base de Herbrand B • 
s 
Modèle de Herbrand. 
Soit I une interprétation de Herbrand. 
Une forrm.ile atomique de base A est vraie dans I ssi AE I. 
Un littéral négatif 7A est vrai dans I ssi A f'/ I •. · 
Une clause de base L1 _v L2 V ... V Lm est vraie dans I si au 
moins un littéral L. (1 ~ 1 ~ m) est vrai dans I. 
J. 
Une clause C est vraie dans I ssi Cô est vraie d ans I pour tou-
te substitution !J telle que C <f" est une clause de base. 
Un ensemble de clauses A est vrai dans I ssi chaque clause de A 
est vraie dans I. 
Nous dirons que I est un modèle de Herbrand de A ssi A est vrai 
dans I. De même, on peut montrer [ KOWA 7 6 J que si A a dmet un 
modèle alors il admet un modèle de Herbrand. D'autre part, si 
nous nous limitons à un ensemble de clauses de Horn A et si 
m (A) est un ensemble de modèles de Herbr.and pour A, alors 
l'intersection des modèles de A, notée n m(A), est encore un 
modèle de Herbrand de A [ K0 1i-7A 7 6 ] • 
Si nous nous restreignons _à un ensemble de clauses définies A 
alors l'ensemble des modèles de Herbrand de A est non vide. 
En effet, cet ensemble contient BA. Considérons, en effet, 
une interprétation I d'un ensemble de clauses définies A. 
Cette interprétation ne sera pas un modèle si et seulement si 
il existe une clause de la forme 
A \/1 A1 V ••• V 7 A o n 
telle que A1 ;A2 , ••• ,AnE I et A0 €{ I. Si l'interprétation est 
la base de Herbrand, il est clair qu'une telle clause n'existera 
pas. 
De plus, nous pouvons montrer que l'ensemble des forrm.iles ato-
miques qui sont des conséquences logiques d'un ensemble de 
clauses définies A est 1 'ensemble f\m (A) [ KOWA 7 6 J . 
Théorème: Soit A un ensemble de clauses définies, alors m(A)= 
{ c € BA! c est une conséquence logique de A}. 
démonstration: c est une conséquence logique de A 
ssi A V { 7 c} est non satisfaisable 
ssi A lJ { 7 c } n'a pas de modèle d 'Herbrand 
1C. t . .1, 
ssi 7 c est faux dans tous les modèles de 
de Herbrand de A 
ssi é est vrai dans tous les modèles de 
de Herbrand de A 
ssi c E nm(A) 
Les définitions énoncées c-dessus nous permettent de définir 
les conséquences logiques d'un ensemble de clauses. Cependant, 
les conséquences logiques ne seront que des informations 
positives. En effet, considérons A un ensemble de clauses et 
C une formule atomique. Nous ne pourrons pas prouver que 7 C 
e s t une cons équence logique de A puisque A U { C 1 admet BA 
comme modèle et donc est satisfaisable. Cependant, il se 
pourrait que C ne soit pas non p lus une conséquence logique de 
A et leur négation n'est pas non plus une conséquence logique 
de A . La définition sémantique de la règle d'inférence c w A 
consiste à considérer que la négation des faits de BA\ MA est 
vraie, c.à.d. si C n'est pas une cons é quence l ogique cte A alors 
7 c en est une. 
2.1.2.2.2.2 Définition syntaxique d e la C, WcA . 
Dans le but de mettre en oeuvre la C, v-L A, nous devons 
montrer que C n'est pas une conséquence logique de A. Dans ce 
cas, nous pouvons conclure que C est une conséquence logique 
de A. Ce9endant, nous savons que la logique du premier ordre 
est indécidable et qu'aucune procédure de preuve ne pourrait 
nous dire si C est une conséquence logique ou non de A. Par 
conséquent, l'application de e W A est généralement restreinte 
aux formules atomiques de BA dont on peut montrer, en un temps 
fini, qu'elles ne sont pas des conséquences logiques de A. 
La règle d'inférence ainsi obtenue est appelée la négation par 
échec. La négation par échec a été largement étudiée dans 
[ CLAR 7 8 J [ LLOY 84 ] C'est cette règle d'inférence qui 
est mise en oeuvre dans Prolog et qui peut être reliée à 
1 'opérateur de négation de Planner [ Hewi 69 J 
Cep endant, dans le cadre des bases de données déductives 
définies, nous nous limitons à des clauses définies sans sym-
boles de fonction. Par conséquent, l'univers d'Herbrand ~t l a 
base d'Herbrand sont des ensembles finis et il est possible de 
1!.. 2. .1'). 
déterminer si une formule atomique est une conséquence logique 
d'un ensemble de clauses. Par conséquent, il d evrait être 
~ossible .d~ construire un démonstrateur de théorèmes qui met 
en oeuvre la règle d'inférence c. w.A. 
La définition sytaxique de c. wdA pour un ensemble de clauses A 
est { 7 C est vrai A rf C J 
Dans le cas des clauses définies, comme nous pouvons déterminer 
si toute formule est une conséquence logique d'un ensemble 
de formule, la règle d'inférence C W A et l a règle d 'inférence 
de négation par échec sont équivalentes. 
2.1.2.2.2.3 Cohérence des bases de données déductives 
définies sous Co W0A. 
Etant donné une base de données déductives définies, les 
faits négatifs déduits à l'aide de la règle C r,-~ A peuvent être 
ajoutés aux faits positifs. Encore faut - il s'as surer que l'en-
semble obtenu soit cohérent. 
Soit un ensemble A de clauses . 
Soit A l'ensemble des faits négatifs d é duit d e A à l'aid e 
d e c., w~ A . 
Nous dirons que A est cohérent avec C W A ou sous C W A si 
A U A est cohérent. 
Reiter [Reit 78] a montré que si A est un ensemble de clauses 
définies alors A est cohérent sous C W A 
Par cons équent, une base de données déductive est toujours 
cohérente sous c~w~A. 
2.1.2.2.3 Définition opérationnelle d'une base de données 
déductive définie. 
Une base de données déductive définie peut être définie par 
(1) Une théorie T dont les axiomes p ropres sont 
- les faits élémentaires 
- les règles de déduction. 
(2) Un ensemble IC de contraintes d'intégrité 
(3) Une règle d'inférence appelée c. WoA (ou négation par éçhec). 
La réponse aux questions, la vérification des contraintes d'inté-
grité se fait dè façon identique, si ce n'est que le symbole "t-" 
doit être interprété comme " prouvable sous la Co W.,A" et que les 
questions, les contraintes d'intégrité et les règles de déduction 
doivent être des formules à champ restreint. 
Remarquons cependant que si les définitions, opérationnelle et en 
l 9gique du premier ordre, sont équivalentes du point de vue de la 
réponse aux questions et de la vérification des contraintes d'inté-
grité, elles ne sont pas équivalentes du point de vue formel. 
Pour montrer la distinction qu'il ex iste entre les deux définitions, 
il est nécessaire de définir le concep t de logique monotone et non 
monotone. 
Nous dirons qu'une logique est monotone si, étant donné une théorie 
T pour laquelle W est un théorème (TI- W), l'ajout d'un ensemble 
n on vide d'axiomes à cette théorie permet toujours de déduire W. 
(TU{ A1 , •• • , An} r w). 
Si une logique n'est pas monotone, elle est non-monotone. 
La logique des prédicats du p remier ordre utilisée pour la 
définition formelle d'une base de données est monotone. 
Ce pendant, la règle d'inférence C. W. A est une règle non monotone. 
En effet, considérons un ensemble de clauses A = { P V 1 Q !- Sous 
C w A nous pouvons conclure que 7 P et 7 Q sont des théorèmes 
(A 1- 7 P et A 1- 7 Q) • Supposons maintenant que nous ajoutions la clau-
se "Q" à la base de données. Par conséquent, 7 P et 7 Q ne sont plus 
des théorèmes. ( A ·u{a~~lQ et AU{Qj H-7P). Par conséquent, nous 
sommes enp résence d'une logique non-monotone. Nous aurons l'occasion 
de revenir dans la troisième partie, sur les logiques non-monotones. 
2 .1.2.3 Conclusion. 
Nous avons présenté deux définitions d'une base de données déducti-
ve définie : une définition en logique du premier ordre et une dé-
finition opérationnelle. La définition opérationnelle a ramené la 
théorie de la base de données déductives à un ensemble de clauses 
définies. Pour ce faire, nous avons supp rimé l'axiome de fermeture du do-
maine en restreignant les questions, les contraintes et les règles de 
déduct ions à des formules à champ res treint. Ensuite, les autres a x iomes 
ont é t é supp rimi§ s en considérant une nouvelle règle d'inférence C W A 
dont nous avons donné la définition sémantique et syntaxique. La théorie 
Jr . .t. -11... 
de la base de données déductives étant un ensemble de clauses définies , 
une stratégie comme SLD -résolution pourra être mise en oeuvre. De 
mème, la règl e d'infé rence C W A ou négation par échec pourra être 
implanté e de manière efficace. 
La définition opérationnelle d 'une base d e données déductive 
définie ? eut être exploitée de deux manières différentes. D'une·~art, 
nous ~ouvons augmenter une base de données conventionnelle d e te lle 
manière qu'elle prenne en compte les règles d e déduction. On parle alors 
de bases de données déductives définies. D'autre part, il est Do ssible 
d'augmenter un langage de p rogrammation l ogique avec un composant 
"base de données" qui serait chargé de de la gestion des clauses à 
champ restreint sans symboleS'de fonction et des fàits élémentaires. · 
On ~arl e alors de bases de données logiques. Dans ce qui suit, nous 
nous concentrerons essentiellement sur les bases de données déductives 
indéfinies qui ne font aucune restriction sur les formes des clauses si 
ce n'est bien sûr qu'el l es soient sans symboles de fonction. 
2. 1.3 Les bases d e données déductives indéfinies. 
Ces bases d e données déductives s ont a -:Jpelées "indéf inies" c ar les 
r é9onses aux questions ne sont pa s toujours défini es mais oeuvent s e 
~r és enter sous forme de dis jonc t ions. En effet, s i la seu le information 
concernant le symbole de prédicats P _est l a clause P(a)V P(b), la 
réponse à la question P (x ) où x est une variable sera x = a+B ce qui 
s ignifie que P(a) est vrai ou que P(b) est vrai ou encore que P(a) /\ 
P(b) est vrai mais que le système ne dispose pas de suffisamment d 'in-
formations pour trancher entre ces alternatives. Le problème des répon -
ses indéfinies est abordé dans [ Reit 78 ]. 
Dans un p remier temps, nous allons donner la définition d'une base de 
données déductive indéfinie. Ensuite, nous montrerons qu'une base de 
données déductive indéfinie n'est pas cohérente sous c. Wa A . Cette hypo-
sera ens ui te généralisée pour donner lieu à G. c. w. A [ Mink s2J. Nous 
terminerons par une brève discussion sur la prise en compte de valeurs 
nulles d ans les bases de données déductives indéfinies. 
2. 1 . 3 .1 Définition d'une base de données déductive indéfinie. 
Une base de données déductive indéfinie peut être définie par 
(1) une théorie dont l e s a x iomes propres sont 
- un ensemble de faits élémentaires de la forme 
1r.2. . -:13 . 
P c- où P est une forrrn.ile atomique de base 
- un ensemble de règles de déduction de la forme 
(2) 
Pl V ••• V P n ~ Ql J\ ••• .A Qm n ~ o 




(3) un ensemble IC de contraintes d'intégrité qui sont des 
forrrn.iles bien formées fermées. 
Les règles de déduction, les questions et les contraintes d'inté-
grité sont des formules à champ restreint. 
2.1.3.2 L'hypothèse du monde fermé généralisée. 
2.1.3.2.l Incohérence d'une base de données déductive indé-
finie sous c~w~A. 
Considérons une base de données déductive indéfinie qui contient 
les clauses {P (a) V P(b), P(c) \) 7 P (d) J. 
La règle d'inférence C W A nous permet de déduire 
~ ïP(a), 7P(b), 7 P(d), î P(c) ~ 
puisque P(a),P(b),P(c ) ,P(d ) ne sont pas des conséquences logiques 
de la base de données. Par conséquent, nous obtenons l'ensemble 
(P(a)VP(b),P(c)V 7P(d),7 P (a),7 P(b),7 P(d),l P(c)S. · 
en ajoutant les informations négatives à la base de données. 
Manifestement, cet ensemble est incohérent de sorte que nous ne 
pourrons pas appliquer la règle d'inférence c. w.,A pour les bases de 
données déductives indéfinies. Remarquons cependant que l'ajout de 
7P{c) et 7 P(d) n'aurait pas donné lieu à un ensemble incohérent 
ce qui nous amènerait à croire que dans certains cas, le fait pour 
une forrrn.ile atomique de ne pas être une conséquence logique nous 
permet de supposer que sa négation est vraie. Ces réflexions ont 
donné lieu à une généralisation de la règle c.w.A. 
2.1.3.2.2 Définition sémantique de G.c_w.A. 
Pour donner une définition sémantique de G~c.w.A, nous devrons 
à nouveau nous reporter a'tL~ interprétations et modèles de Herbrand. 
Nous avions défini M(DB) corrane l'ensemble des modèles d'un ensemble 
de clauses DB. Lorsque les clauses se réduisaient à des clauses de 
Horn, nous avions vu que l'intersection de tous les modèles était 
encore un modèle. 
Cette propriété n'est plus vraie si nous sortons du cadre des 
clauses de Horn. 
En effet, considérons la clause 
Cette clause admet deux modèle~ à 
Ml = i p (a) 1 
P (a) V P (b) • 
savoir: 
M2 ~ [ ~ (~) 1 
3!. t. -d4 . 
Il est clair que l'intersection de,ces ~eux modèles est vide et 
donc ne sera pas modèle de cette clause. Nous définissons alors la 
notion de modèle minimal d'un ensemble de clauses. 
Une interprétation de Herbrand I est un modèle minimal de DB ssi 
1) I E M(DB) 
2) il n'existe pas de modèle I' 6 M(DB) qui sont un 
sous-ensemble de I. 
L'ensemble des modèles minimaux de DB est noté MM (DB). 
Exemple : Soit DB= {p(a) V P(b),P(c)V7P(d)J, 
l'ensemble des modèles de Herbrand de DB, M(DB) est: 
{ P(a) S 
{ P(b) ~ 
~ P (a) , P (b) j 
{ P(a), P(c) j 
{ P (b) , P ( c) j 
~ P(a),P(b),P(c)~ 
{P(a),P(c),P(d ) j 
{ P (b ) , P ( c ) , P ( d ) ~ 
-( P (a) , P (b) , P ( c) , P ( d) j 
les modèles minimaux de DB sont: 
/ P (a) J et f P (b) j. 
Nous avons vu précédemment que l'ajout de I P(c) et 7 P(d) rendait 
un ensemble .cohérent. Remarquons ici que P(c) et P(d) ne figurent 
dans aucun modèle minimaL ce qui n'est manifestement pas le cas 
de P (a) et P (b) . 
De même, nous pouvons remarquer que l'intersection de tous les mo-
dèles est l'ensemble vide~ qui est une interprétation de Hrebrand 
mais qui n'est pas un modèle. 
Considérons donc MM (DB) = [mi~ ( 1 ~ i ~ m) m > O 1 'ensemble des mo-
dèles minimaux d'un ensemble cohérent de clauses. 
Soit Jl = { Oi I l1 € A m. ~ 
. 1 l. l.= 
Soit Jl = { (), 1 ~ 6 i~l (BDB-mi) où BDB est la base de Herbrand de DB. 
J/!représente l'ensemble des éléments de B qui sont dans tous les 08 
lI.. 2.. 1 S". 
modèles minimaux tandis que cflt représente l'ensemble des éléments 
de BDB qui ne SO.l)t dans aucun modèle minimal. 
soit cfliD = dl U cl& l'ensemble des formules définies. 
Soit ~I = BDB \. cJiiD l '_e~semble des formules indéfinies. 
L'ensemble des formules définies est l'ensemble des formules pour 
lesquelles on peut décider si el l es sont vraies ou si leurs néga-
tions sont vraies. 
Les formules dans Jh sont les formules vraies. Les formules dans 
sont les formules dont la négation peut être considérée comme vraie. 
Ce sont ces . dernières qui constituent la G.C. W,A. 
Exemple 1 DB = ( P (a) V P (b) J Ml = {P (a) j M2 = {P (b):f . . 
un modèle minimal (l~i ~ 2) 
-
dl= y! JJ, = y! ~I = { P(a) ,P(b)s-
Ex emp le 2 : DB = ~ Q(a) ,P(a) V P(b )) 
M1 = { Q(a) ,P(a) j 
M2 = \_ Q (a), P (b) j 
' ou 
cJ1 = { Q (a) :J Jl = { Q (b )) JtI = ( P(a), P(b)j. 
m . est 
1. 
Etant donné deux formules atomiques appartenant à cfâ1 par ex emp le 
R(a) et t(b) on peut se demander si R(a) Vt(b) est vrai. Pour ce 
faire, il est nécessaire de regarder si dans tout modèle de 
l'ensemble de clauses considéré R(a) ou t(b) ou encore les deux, 
s ont vrais. 
Enfin, nous remarquerons que G.C .W. A est une généralisation adé-
quate de c ~w.A. En effet, si nous considérons un ensemble de clau-
ses de Horn, il existe un seul modèl.e minimal qui est l'intersection 
de tous les modèles. Par co~séquent,JU contient toutes les formul es 
qui n'appartiennent pas à l'intersection, ce qui correspond à la 
définition de c.w.A. 
2.1.3.2.3 Définition syntaxique de G-C~ W.A. 
Considérons DB un ensemble cohérent de clauses. 
Soit E = { P I DB f- P V Q où P est une formule atomique de base 
et où Q est soit la clause vide, soit une disjonction de fo.rmu-les 
atomiques • !;' est donc 1 'ensemble des formules atomiques qui ap-
partiennent à au moins une .di s jonc tion d e fornm l e s atomiques déri-
v ables d e DB. 
Dès l<?r~ DB = BDB \ E' e st l'ensembl e d e toutes l e s f o rmul e s dont 
la n~gation peut être supposées vrai e s d a ns DB . · DB correspond à 
la définition syntax ique de G,C. ~ .A . 
Le problème de cette définition syntax ique est que, contrairement 
à la définition d e C, W~A qui pouvait donner l ieu à une mise en oeuv re 
naturelle et efficace, elle sera p ratiquement d e p eu d'utilité et 
que d es concepts p lus pratiques devront être développés pour une mise 
en oeuvre eff icace d e s bases de donn é e s déductives indéfini e s 
2. 1 .3. 3 Traitement des valeurs nul les dans les bases d e données 
déductives indéfinies. 
Gal l aire, Mink er, Nico l as [ GALL 84 J mentionnent que la pris e en 
com~t e de l 'hypothèse géné ralis é e du monde fermé p e rmet de trai t er un 
certain type d e v a l eurs nu l les. Il s'agit d e val eurs nulles qui repré-
sentent une valeur inconnue qui se trouve parmi les constantes d e l a 
base d e donné es . En e f fet , cons i d é r ons la bas e d e donnée s qui cons i s-te 
en un ensembl e à e clauses . 
~' P (w), Q (a), Q (b) j où w est une va l eu r nulle ou une cons t ante 
d e Skolem due à une information du typ e 3 x P(x). 
Si l e s constantes de la base d e données sont a et b alors l'information 
J x P(x) sachant que x est dans les constantes de la base d e données 
peut être remplacée par P(a) P(b). 
C'est pourquoi l'information contenue dans P(w) e s t identique à cel l e 
contenue d ans . P(a) VP(b). La base de donné es où nous avons remp lacé 
P(w) par P(a) V P(b) ne permettra pas de conclure l :P(a) sous G C ' J A 
et Dar consé<IU;ent l a val eur nulle est traitée correctement. 
Nous remarquerons cependant que, si théoriquement ce résultat est 
très beau, il est assez restrictif de considérer que la valeur nulle 
doit être parmi les constantes de la base de données. De p lus, ce 
traitement d e la valeur nulle nous obligera à mémoriser d es li s tes de 
d isjonctions qui p euvent être ex trèmement longues d ans la base de donné es . 
Pratiquement donc, cette s o l ution parait peu r é aliste. 
2. 1 . 3 . 4 Conc l usion. 
Nous avons donc présenté l es bases d e donné es d éductives ind é f inies. 
Les r ègles d e déduction ne se l i mitent p lus cette f ois à d es clauses 
déf i n ies . Ce ·~endant, nous avons remarqué que ces bases de donné e s 
n' é taient p lus cohérentes sous C. W .. A et nous avons introduit G.C. WaA . 
Nous avons remarqué que si G. Ce W, A est une notion bien définie 
sémantiquement, sa mise en oeuvre eff ective pr é sente d es problèmes 
Nous remarquerons également que si les bases d e données déductives 
définies pouvaient être ramenées à un ensemble de clauses définies 
pour l a définition de leur théorie, par d é finition l es b ases de don-
n é e s dé ductives indéfinies ne font p as de restriction sur les " 
clauses et demand eron t donc un e s tratégie d e r é solu t i on complète 
J our d e s c l aus es que l c onques c offit~e, par ex emp l e, mo d el e l imina-
tion [ LOVE 69 ] SL-résolution [Ko WA 71 ] . 
Enfin, nous a v ons mentionné que les bases de données d éductives indé -
finies pouvaient traiter un certain type d e v aleurs nulles mais qu ' 
encore une foi s , une solution pratique d evrait être élaborée. 
Le 1)roblème des infonnations incomplètes sera traité dans l a t roi s -
ième partie d ans l e cadre d e s log i ques mo d a l e s . 
2. 1 . 4 Sép arat ion d e s loi s gén é ral e s e n r ègles d e déduction et contraintes 1 
d 'intégrité . 
Dans ce qui suit, nous nous p lacerons d ans le cad r e des bas es d e don -
n é es déductives d é finies. Remarquons d'emblée qu'i l n'ex iste pas d e 
critè r e abs o l u pour nous d ire si une l oi g é n é rale doit être uti l i sée 
comme c ontrainte d 'intégrité ou comme règ le d e déduction. Cette déci-
sion e s t du res sort d e la concep tion d 'un schéma d e base d e donné es. 
Par ai lleurs, nous remarquerons que s i les r è g l es d e déduction, l es 
ques tions et les contraintes sont exprimées sous fonne d e wf f , el l es ne 
contiendront oas de symboles de fonction. Cette contrainte est impo-
s é e our avoir des réponses exnlicites et définies aux questions s ou-
mi s es à la base de données . Nou s distinguerons essentiellement deux 
critères qui pennettront d ' orienter le choix d'utilisation d 'une r ègl e 
géné ral e : l es critères synta,~ iques et l es critères sémant iques. 
2. 1 . 4 .l Le s critè res s yntax iques. 
1 . Cons i dérons une l oi général e exprimé e s ous f o nne d 'une wff que l -
conque. S i s a trans fonnation s ous fonne de clauses f ait a pparaitr.e 
s oit un s ymbole d e f onction, soit une c ons tan t e de Sk olem alors e l l e 
devra être utilisée comme contrainte d'intégrité . Nous avons déjà 
mentionné plus haut que les symboles de fonction d evaient être eYc l u s 
d es règles de déduction pour avoir des réponses explicites et définies 
au;· questions. En conséquence, il sera impossible dans une base de 
donné es déauctives de traiter comme règle de déduction des informations 
d e la forme Vx 3 y père (y,x) ou 3 x P(a,x). 
--
Dans le premier cas, la transformation sous forme de clause fait ap-
paraitre un symbole de fonction, par exemple, père(f(x),x). 
Dans le second cas, on fait apparaitre une constante de Skolem, P(a,w) 
où w est la constante de Skolem introduite. 
2. Nous avons énonc é qu'une base de données d éductive définie 
n'admettait que des clauses définies comme règles de déduction. 
Dès lors, toute loi générale exprimée sous forme de clauses qui ne serait 
pas une clause définie, devrait être utilisée comme contrainte d'inté-
grité. 
3 . Si, dans une clause définie de la forme 
A ~ Bl /\ B2 A ••• /\ Bn 
A est une relation qui n'est pas définie d ans la base d e données par 
l'utilisateur a l ors cette clause doit être utilisée comme contrainte 
d'intégrité. Utilisée en tant que règle de d é duction, elle ne générerait 
que des faits faux ou incohérents. Nous p ensons particulièrement aux 
relations de comparaison. 
ex emp le 1 : L'information générale 
1 Si x est une pers0nne et si y est l 1 âge de x alors y est 
inférieur à 150 11 est traduite sous forme de clause de Horn 
par ( y < 150) ~ âge (x, y) I\ personne (x) • 
Cette règle ne produira jamais, si elle est utilisée comme 
règle de déduction 
11 10<150 11 ou des faits incohérents de la forme "170 < 150". 
Manifestement, elle doit être utilisée comme contrainte 
d 1 intégrité. 
ex emple 2 : L'information générale 
"Toute personne n 1 a qu'un père" 
traduite sous forme de clause de Horn 
( y = y')i- père(x,y) /\ pèrè(x,y') 
est également une règle qui doit être utilisée comme con-
trainte d 1 intégrité. 
2 .1 .4 .2 Critères sémantiques : quelques réflex ions. 
1. Le dernier critè re syntax ique que nous venons d ' énoncer 9eut 
être gén é ralisé. En effet, si une loi générale 
A 4- ::\ /\ p2 /\ ••• /\ p n ' 
n'aJ norte rien à la définition de A, elle devrait être utilisée comme 
contrainte d'intégrigé. La relation A p eut être entièrement définie 
~ar d'autres règles ou faits et l'utilisation d e cette loi en tant que 
règle de déduction ne génèrerait, à nouveau, que des faits incohérents 
ou redondants. Le but de cet~e règle est plus que probablement de 
r éduire l e s é tats valides de la base de donn ées . 
Considérons, par exemple, l'information générale 
"Peter n'aime que les livres" 
Cette information peut être rep résentée sous forme de clause de Horn 
:o")ar livre (x) ~ aime (Peter, x ) où x est une variable. 
Cette c l ause ne peut pas êt·re considé r é e comme tout ou ·p artie de la 
déf inition d e la relation II livre (x) 11 :..rui sera p l us que p robablement 
d é finie, de manière bien plus adéquate, ail l eurs d ans la base d es données 
Plutôt, el le ex~rime une contrainte d 'intégrité qui permet d 'interd ire 
l 'insertion d 'un fait 11 aime( Peter,y)" où y est une constante qui n'est 
pa s un livre. 
2. L' uti l isation d'une loi générale, en tant que règle de déduction, 
est une manière d'assurer que la contrainte d'intégrité, qui p eut être 
éga l ement exprimée par cette loi, s oit toujours et automatiquement 
vérifiée, évitant ainsi des incohérences et des insertions qui pourraient 
être effectué es automatiquement. 
Considérons, la loi générale 
grand-père(x,y) ~ père(x,z) /\ père(z,y) (1) 
cette loi sera plus adéquate si elle est utilisée comme règle de déduc-
tion 
dans 
que comme contrainte d'intégrité. 
l'état f père (a, b) ~ 
Considérons la base de données 
S i la loi générale (1) est utilisée comme contrainte d'intégrité, 
l ' i n s ertion du fait" père(b,c)" a pour effet d' invalid er la contrainte 
exprimée par ( 1 ). Cette insertion sera rejetée et nous devrons insérer 
"grand- nère(a,c) "avant d'insérer II père(b,c)". La même loi, utiliée 
comme règl e de déduction, aurait p ermis l'insertion de II père(b,c)- 11 • 
De plus, le fait "grand - :père(a,c) "est également vrai dans cette bas e 
:zr. t . to . 
de données puisqu'il peut être déduit d es faits élémentaires et de la 
règl e de déduction. Par cons équent, l'utilisation d e cette loi en 
règl e de déduction nous assure que la contrainte d 'intégrité exprimé e 
oar -.(1) est aussi vérifiée dans la base d e données. L'utilisation de 
cette loi en tant que règle de déduction est donc p lus a d équate et, 
de p us, elle libèrera l'utilisateur de l'insertion des faits dans la 
relation 11 grand~père". 
La détermination des critères sémantiques permettant d e choisir entre 
l'uti l isation d 'une loi g éné rale comme règle d e déduction ou comme 
contrain te d 'intégrité r es te un sujet d e recherche . 
:n:. 1, 2.~. 
2.2 ise en oeuvre des règles de déduction. 
2.2.0 Introduction. 
La théorie d 'une base de données déductive définie est consti-
tuée de faits élémentaires et de règles de déduction . Afin de répon-
dre aux questions que nous pourrions poser à cette base de données, 
il convi.endra, à un moment où à un autre, de mettre en oeuvre ou d 'e:x-
nloi ter la connaissance des règles de déduction . Pour ce faire, deux 
,,,x grandes approche·s s'offrent à nous : l'approche en génération et 
l 'anproche en dérivation. 
L'approche en génération exploite les règles de déduction lors de 
l 1 insertion ou de la suppression des faits élémentaires ou des règles. 
La base de données contiendra, outre les faits élémentaires et les 
règles de déduction, tous les faits qui sont des conséquences logiques 
des faits élémentaires et des règles de déduction. Liinterrogation de 
la base de données ne réclamera aucune déduction et sera semblable à 
celle d'une base de données conventionnelle. De plus, et cela ne sera 
pas vrai pour l 'approche en dérivation, le p rocessus de génération de 
faits se terminera toujours sans qu'aucune cond ition d'arrêt particu-
lière ne soit nécessaire. Par contre, étant donné qu'il est possible 
de supprimer des faits élémentaires ou des règles de déduction, il sera 
nécessaire d 'assurer une maintenance d es informations déduites . 
L'anproche en dérivation consiste à exp loiter les règles de déduc-
tion lors de la détermination de la ou des réponses à une question. 
La base de données ne contiendra que les faits élémentaires et les 
règles de déduction. Le mécanisme d'évaluation des questions sera 
donc modifié pour p rendre en compte les règles de déduction . Pour ce 
faire, deux méthodes peuvent être utilisées, la méthode compilée et la 
méthode interprétée, selon que les processus de déduction et d'inter-
action avec la base de données soient séparés ou non. Cep endant, quelle 
que soit la méthode choisie, les règles récursives poseront des p roblè -
mes. 
Dans ce qui suit, nous considér~rons resp ectivement l 'approche 
en génération et l 'approche en dérivation. Dans l'approche en déri-
vation, nous p résenterons la méthode interprétée et comp ilée. 
2.2.1 L'approche en génération. 
2.2.1.0 Introduction. 
Dans une base de données déductive: mise en oeuvre selon l'ap-
proche en génération, le mécanisme de déduction est activé lors de 
l'insertion et la suppression de faits élémentaires et de règles de 
déduction. L'approche en génération peut être comparée aux théorèmes 
"antécédent" et "erase" du langage PLANNER [ HEWI 69 J . 
Dans ce qui suit , nous examinerons comment on peut mettre en 
oeuvre une base de données déductive selon l'approche en génération. 
Après un certain nombre de définitions, nous donnerons une spécifi-
cation· des deux opérations principales d'une base de données déductives : 
l'insertion d'un fait et la suppression d'un fait. 
Nous ex poserons la stratégie d 'insertion pour ensuite définir et 
démontrer un certain nombre de p ropriétés. 
Nous en déduirons l'algorithme et tenterons d'en démontrer la correc-
tion et la terminaison. Nous parlerons ensuite du p roblème d e la 
complex ité d e cet algorithme et terminerons par une présentation de 
la suppression. 
:JI. t. 2.3. 
2.2.1.1 Objectif. 
Les informations contenues dans une base de données déductive (BDD) 
peuvent généralement être classées en trois catégories : 
- les informations explicites, c.à d. un tuple d'une des relations 
définies dans la BDD qui a été explicitement (par un utilisateur) 
caractérisée comme appartenant à la BDD. 
- les règles de déduction qui caractérisent les informations que 
l'on peut co~sidérer comme appartenant à la BDD, même si celles-ci 
ne sont pas explicites. 
- les informations implicites, c.à d. un tuple d'une des relations 
définies dans la BDD qui peut être déduite compte tenu des autres 
informations et des règles de déduction. 
Une base de données saturée (BDDS) est une BDD dans laquelle toutes les 
informations implicites sont présentes. 
Dans cette partie, nous nous efforcerons de traiter le problème de l'in-
sertion et de la suppression d'une information dans une BDDS. Çela re-
vient à déterminer, à partir d'une BDDS et d'une information inf, une 
BDDS dont les informations explicites sont celles de la BDDS donnée aux -
quelles on a ajouté (resp. supprimé) l'information inf et dont les règles 
de déduction sont identiques à celles de la BDDS donnée. 
Pour aborder ce problème, nous commencerons par définir quelques con-
cepts et par donner une spécification plus technique. Nous construirons 
ensuite un algorithme et tenterons d'en démontrer la validité ainsi que 
la terminaisqn. Nous examinerons également la complexité théorique de 
cet algorithme. Cette présentation sera accompagnée d'une comparaison 
des stratègies choisies lors de la construction des algorithmes avec d' 
autres alternatives possibles. 
2.2.1.2 Définitions, 
Dans ce qui suit, nous . allons définir un certain nombre de concepts 
relatifs à une BDD qui nous seront utiles pour la spécification du _ 
problème. 
Nous noterons~, l'ensemble f ini des constantes qui est l'union 
des différents domaines de la BDD. 
Nous noterons~, l'ensemble fini des symboles de prédicat représentant 
l'ensemble des noms de relations définies dans la BDD. 
Nous appellerons fait, une formule atomique P(t1 , ••• ,t) . n 
.. 
J!. t. . l~ . 
où n ~ 1, P é ~ et t. E ~ 
]. 
Nous a ppellerons faits explicites de la BDD, l'ensemble des faits expli-
citement présents dans la BDD. 
Nous appellerons règle de déduction, une clause de Horn de la forme 
A f- Bl A ••• J\ Bk 
où k # 1 et A,Bi sont des formules atomiques de la forme 
P(v1 , ••• ,v ) où n~l, P E~ et v. est une variable ou v. e:P . n i i 
Nous a ppe l lerons faits explicites d e la BDD, l' ensembl e d es faits ex pli -
citement p r é sents d ans la BDD . 
Soit FE, les faits explicites de la BDD. 
Soit RD, les règles de déduction de la BDD. 
Nous appel lerons faits implicites associés à FE et RD, l'ensemble des 
faits qui sont conséquences logiques de la théorie FEU RD. 
A toute BDD est associée une BDDS formée des trois composants(FE,RD,FI) 
FE étant les faits explicites de BDD, RD les règles de déduction et FI 
les faits implicites associés à FE et RD. Remarquons que, par définition 
de FI, FE C FI . 
2.2.l.3 S pécification. 
Soient~ : l'ensemble des faits. ~ : 1 ' ensemble des BDDS pour un ~ et un P donnés . 
2.2.1.3.1 Insert(BDDS,f) 
Soient BDDS E ~ avec BDDS = (FE, RD, FI> 
f é ~ 
Si f € FE alors le résultat de cette opération est BDDS. 
Si f € FI, FE alors le résultat de cette opération est <'FE U { f} 
RD, FI ) • 
Sinon le résultat de cette opération est < FE U { f} , RD, FI' ) 
où FI' est l'ensemble des faits implicites associés à 
FE U { f ~ et RD • 
Insert est donc une opération de la forme 
Insert : 9 X 9:' -> ~ 
2.2.1.3.2 Suppress(BDDS,f) 
Soient -BDDS E ~ avec. BDDs = < FE, RD, FI> • 
f E q; . 
1 . 
'1!. t. t~. 
Si f E FE alors le résultat de cette opération est < FE , f f ~ , RD, FI') 
où FI' sont les faits implicites associés à FE ,{f~ et RD. 
Sinon l'opération n'est pas définie. 
Suppress est donc une opération de la forme 
Suppress : ~X~ -) ~ 
2.2.1.3.3 Justification. 
Dans ce paragraphe, nous ~enterons de montrer que la spécification 
de ces deux opérations rencontre bien les notions d'insertion et de 
suppression de faits dans une base de données déductive telles qu' 
elles ont été présentées dans la section 1. 
Insertion d'un nouveau fait explicite. 
Si le fait à insérer est un fait explicite (f € FE) alors 
- . 
la BDDS résultat est ident i que à la base de données saturée 
initiale puisque l'ensemble des faits explicites est inchangé; 
de même, aucune nouvelle information implicite ne pourra être 
déduite puisque l'ensemble des faits explicites et l'ensemble 
des règles de déduction sont inchangés. 
Si le fait à insérer est un fait implicite mais non explicite 
(f é FI\ FE) alors dans ce cas, l'ensemble des faits explicites 
de la BDDS résultat est la réunion des faits explicites de la 
BDDS initiale et du neuveau fait explicite (FE U { f ~ ) . Par 
contre, l'ensemble des faits implicites de la BDDS résultat 
est identique à celui de la BDDS initiale puisque la logique des 
prédicats du premier ordre [EEBI 84 J nous dit que: 
Si CL est l'ensemble des conséquences logiques de FEU RD 
f é CL 
alors CL est l 'ens·emble des conséquences logiques de 
FEU RD U if J . 
Si le fait à insérer n'est pas un fait implicite (et donc pas un 
fait explicite) (f ~ FI) alors, comme dans le cas précédent, l' 
ensemble des faits explicites de la BDDS résultat est la réunion 
des faits explicites de la BDDS initiale et du nouveau fait ex-
plicite (FE U { f ~ ) • Comme f n'est pas une conséquence logique 
FE U RD, l'ensemble des conséquences logiques de FE <.J { f j U RD 
est plus vaste. Nous aurons doncJpour la BDDS résultat, un nouvel 
ensemble de faits implicites associés à FE V { f ~ et RD. 
J!. J.. • .2.,. 
Suppression d'un fait explicite. 
Nous ne prendrons en compte que la suppression de faits explici-
tes d'une BDD car pour que la suppression d'un fait implicite ait 
1 
un sens, il faudrait que celui-ci ne fasse plus partie des consé-
quences logiques des faits explicites et des règles de déduction. 
Cela demanderait donc de supprimer également un sous-ensemble de 
faits explicites (ou de règles de déduction). Lorsque le fait à sup-
primer est un fait explicite, les faits explicites de la BDDS résul-
tat sont_ceux de la BDDS initiale auxquels on a retiré ce fait expli-
cite. L'ensemble des conséquences logiques de (FE '- { f j ) U RD 
pourrait être moins vaste que celui de FEU RD et, par conséquent, 
la BDDS résultat aura un nouvel ensemble de faits implicites associé 
à (FE \.. { f ~ ) et RD . 
2.2.1.3.4 Convention. 
Au lieu de passer BDDS comme paramètre, nous supposerons l'exis-
tence d'une BDDS globale constituée des 3 variables globales FE, RD 
et FI contenant une représentation de BDDS. Aux opérations 
Insert(BDDS~f) et Suppress(BDDs,f) . correspondront donc deux pro-
grammes effectuant respectivement les affectations 
BDDS ~ Insert(BDDS, f) 
BDDS ~ Suppress(BDDS, f) 
2.2.1.4 Principe de la stratégie utilisée pour l'insertion. 
La stratégie envisagée consiste à parcourir (.plus exactement à géné-
rer) l'ensemble des nouvelles conséquences logiques selon une suceession 
de niveaux, chaque niveau correspondant aux nouveaux faits implicites dé-
ductibles à partir de FI et desnouveaux faits implicites générés aux 
niveaux inférieurs. 
::0:. l. t '1. 
exemple. 
/. rnJ,1.)-(,(]J,L 1. 
1--------------------,,<---;,--~--\----+-,"=,;.,,,.>,i:-,,"--,,.<----''----'-+ 
Nous dirons qu'un fait est directement déductible s'il est obtenu 
en appliquant . une seule fois une des règles de déduction. Le niveau 1 
contient donc tous les nouveaux faits directement déductibles à partir 
de FI et de f (niveau 0). 
Le niveau 2 contient donc tous les nouveaux faits directement déduc-
tibles à partir de FI et des nouveaux faits des niveaux O et 1. 
Tous les nouveaux faits implicites seront déduits lorsqu'à un· niveau i, 
celui-ci ne possèdera plus de nouveaux faits. L'existence d'un tel niveau 
est garanti par le fait que l'ensemble des faits est fini et que l'on 
génère un graphe sans circuit. On peut donc conclure qu'il existera un 
niveau sans descendant direct. 
Remarque: analogie avec le parcours d'un graphe. 
Le problème peut être vu comme le parcours des différents niveaux 
d'un graphe si l'on considère que 
les noeuds de niveau O sont les faits implicites, les faits expli-
cites et le fait f. 
- aucun sommet de niveau i ne possède d'ascendant de niveau ~ i. 
Remarquons enfin que le parcours des différents niveaux de ce graphe 
ne constitue ni un parcours en largeur d'abord ni un parcours en profon- . 
deur d'abord. 
"11:. t. !f. 
Autres stratégies possibles. 
Bien que la stratégie énoncée ci-dessus nous paraisse la plus simp l e , 
signalons une autre strat~gie dont le principe peut être schématisé de 
la manière suivante. 
Tant que l'on peut déterminer un nouveau fait imp licite f 1 directe-
ment déductible à partir de f, 




FI f FI f 
stratégie alternative stratégie en niveaux 
Nous préférons la stratégie en niveaux car elle permet de caractéri-
ser de manière plus aisée les faits implicites déjà générés à une étape 
quelconque de l'algorithme (Invariant sur l'état de la BDD). La seconde 
stratégie, quant à elle, ne permet pas une expression aussi aisée del' 
état intermédiaire pour la simple raison qu'elle dépend de l'ordre de 
génération de chaque nouveau fait implicite. 
2.2.1.5 Concepts liés à la stratégie. 
Nous noterons D~(F) l'ensemble des faits déductibles à n niveaux à 
partir d'un ensemble de faits F et d'un ensemble de règles de déduction 
RD. D~(F) peut être défini de la manière suivante : 
1) D~(F) = F 
2) D~ (F) = [ f € ~ - : il existe une règle II A ~ B1 /\ B2 /\ ••• /\ Bk " 
€ RD et une substitution e telles que 
( 1) V 1 , i ~ k Bi e E D~ (F) avec m < n 
(2) J 1 ~ j { k Bj S E D~l (F) 
(3) f = A0 J 
Dans le cas où n = 1, 
(1)' 'if 1 ~ i~ k 
(2) ' f = A e 
les conditions (1) à 
B. 0 E F 
l. 
(3) deviennent 
Nous définirons également l'ensemble des faits déductibles jusqu'à 
n niveaux à partir d'un , ensemble de faits F et d'un ensemble de règles 
de déduction RD,<w~(F) de la manière suivante. 
"L. :. t1. 
l)© ,~D (F) = F 
2)~ ~D (F) 
n i 
= u DRD(F) i=o 
Pr2PEiété ! Cette propriété exprime une caractéristique des nouveaux 
faits déductibles en n+l niveaux 
Dn+l(F)\&)n (F) = Dl ,(i)Il (F))\.gon (F) RD . RD RD~RD RD 
démonstration: 
D~1 (F)\~'~(F) est l'ensemble défini de la manière suivante 
{ f ê~r Il existe une règle "A~ B1 /\ ••• /\Bk" é RD et une 
substitution 0 telle que 
(1) \/1~ i~k : Bi e _ E D~(F) avec m <n+l 
( 2) 3 1 ~ J ~ k : B , $ f D~ (F) J . 
(3) f = A 8 
( 4 ) f ~ ~ ~ (F) ~ 
D~D ~cm (F)) \ <fJ:J ~ (F) est l'ensemble défini de la manière suivante 
1\.., 
{ f E + : Il existe une règle "A~- B1 /\ ••• A Bk" E RD et une 
substitution e telle que 
(l') V'l~i~k Bieé@ -~(F) 
(3 ') f = A e 
(4') ft©~(F) J 
Montrons que ces deux ensembles sont équivalents 
(1) La condition (2) est redondante. En effet, si féc:©~(F) et que 
(1) et (3) sont vrais alors (2) sera faux 
f€~~0 (F) et (1) implique que 
V1 < i ~ k Bi ê J D~ (F) avec m < n 
Considérons m' le plus grand entier tel qu'il existe 1 ~ i:$"' k B . e é 
l. 
D~ (F). 
On aura m'< n. Dès lors, si (3) est vrai alors 
f E D~+l (F) ou encore f t:=@ ~ (F) comme m' < n 
Par contre, si ft.;Ô~(F) et que (1) et (3) sont vrais alors, par 
définition de ·o~(F), (2) sera vrai 
(2)La condition (1) et (11) sont équivalentes 
car B.6 6. 
l. D~(F) pour m .( n+l 
est équivalent à 
B.6 
l. 
<S ô D~(F) =~~(F) i=o 
(3) Les conditions (3) et .( 4) sont trivialement équivalentes à (3 1) 
~r2PEiété 1 Cette propriété exprime une caractéristique des faits 
déductibles . jusqu'à n+l niveaux en fonction des faits 










= ÇD nRD (F) u (Dn+l (F) '\ ~ n (F) 
RD RD 
Propriété 1 
=@~(F) L) (D~D ~~(F))\W~(F)) 
= [) ~(F) U D~(~~(F)) 
Vm > n D~(F) ê@~(F) 
démons-tration : 
à 
Supposons que la propriété soit vraie pour n ~ k ~ m et 
démontrons qu'elle reste vraie m+l 
par propriété 1 on a 
Dm+l (F) \ ® m (F) = çi RD RD 
or par hypothèse de récurrence on a 
Gr\ m (F) = CJ. Di (.;,) = U Di (-c>) _Ct'ln (F) 
oU RD 1.=o RD "' i=o RD J.: -èlJ RD 
( 4 1) 
:Ir. t. 3-:i.. 
Dès lors, 
riiî m+l (F) \ gj) n (F) = (j 
~RD RD 
et donc JJ : 1 (F) C ÇJJ ~ (F) 
2.2.l.6 Problème auxiliaire. 
2.2.1.6.1 Spécification. 
Etant donné que Fest inclus dans FI et que FI contient tous 
les faits déductibles à un niveau à partir de FI\ F et RD, calculer 
les nouveaux faits déductibles à un niveau à partir de .FI et RD. 
Ce programme auxiliaire sera appelé PA(F) 
Soient FI, RD globales 
F un ensemble de faits tel que F C FI et D~ (FI\. F) C FI 
1 PA(F) calcule DRD(FI) '\. FI. 
2.2.1.6.2 Construction de PA(F). 
Montrons, dans un premier temps, que 
Si D~ (FI "- F) C FI, F C FI 
alors D~(FI) ~FI= N '-. FI 
où N = {! . ';f : Il existe une règle "A E- B1 A ••• J\. Bk" é RD 
une substitution 8 
tel que 
En effet, 
- pour tout 
- il existe 
-f=A9:! 
1 ~ i ~ k 
l-$:j~k 
N C D~(FI) 
définition de 
car D~(FI) = FI 
1 Net de DRD(FI) 
I F CFI 
Il suffit donc de montrer que 
D~(FI) \ N C FI 
et par 
D~(FI) '-. N = { j € ~ : il existe une règle "A ~ Bl /\. ••• /\.Bk" E: RD 
une substitution e 
tel que - pour tout 1-$ i ~ k 
- f = · A9 J 
B. 9 é FI 
l. 
F 
= n!n (FI "- F) C FI par hypothèse et donc le théorème 
est démontré. 
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Cette propriété nous suggère un algorithme qui calculera cet ensembl e 
N e t lui retirera l'ensemble FI. 
L 'algorithme calculant N est le suivant 
N ~ ,t 
pour chaque f & F 
pour chaque 11A ~ B1 A ••• /\ Bk" E RD 
pour chaque 1 ~ i ~ k 
Si Bi et f s'unifient · (Bi <J' = f) 
alors 
. 
pour chaque substitution 
{ Bl<J"<j ' ' ••• ,Bi-laj ' Bi+l 
faire Né-- N u{Acr ~ j 
Y tel que 
, ... ,Bk~f}G FI 
Remarquons que dans cet algorithme, nous aurons toujours que 
B. <f =- B. cr :f = f car B1 CJ est totalement instantié (ne contient pas 1. l. 
de variabl es) et que 0-~ est équivalente à la substitution 8 de la 
définition. Cette substitution ne peut être directement obtenue en 
unifiant Bi et f. De plus, étant donné une substitution CJ, il est 
9ossibl e de d é duire p lusieurs faits 
ex emole : RD = [ P(x ,y) 6:- q(x ) A R(y) ~ 
FI= { Q(a), Q(b), R(c)~ 
F = i R(c) j 
1 'unification de R (c) et R ('y) donne cr= { (c [ y ) ::f et nous pourrons 
trouver deux substitutions <J.1 = .[_ (a / x ) J 
':f 2 = { (b / x) J 
tel que Q (x ) lJ 1 et Q (x ) ~ 2 E FI 
Ces deux substitutions génèreront les deux faits 
P ('x , y) Cf ~ 1 = P (a, c) 
P( x , y ) O" Cj 2 = P(b,c) 
L'algorithme calculant N ~ FI est le suivant 
- calcul de N 
- RES E-- ,t 
- Pour tout f ~ N 
Si f 4: FI alors 
RES &- RES V { f j 
et la fin de l'algorithme, RES contient N ~ FI 
--- - --------------- --- - - --- - - -
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Une autre alternative serait de réunir ces deux algorithmes en un seul 
qui testerait prématurément l'appartenance à FI du fait généré 
Si B. ]. 
alors 
et f s'unifient (B. (J = f) ]. 
dès que nous obtenons une substitution C:f 1 telle que 
- (B1 Œ' ~ l' ••• , Bk (; <j l) C FI 
A <:r <j 1 est totalement instantié 
fil A(J ~ 1 E. FI alors 
· la recherche pour cette substitution 1 1 peut être 
arrêtée 
Sinon continuer comme dans l'algorithme vu précédemment. 
Après l'ex écution de cet algorithme, nous aurons directement l'ensemble 
recherché. En programmation logique, on sépare généralement les antécé-
dants d'une clause en deux catégories : ceux qui contribuent à la géné-
. 
ratiqn de la solution et ceux qui t estentla solution proposée. Cet algo-
rithme sera d'autant plus efficace que le nombre de conditions est grand. 
Cependant, l'interaction avec la base de données se fera formule atomi-
que par formule atomique contrairement à l'algorithme précédent et il 
s era n é ces saire d e tester constamment s i A (S j 1 est totalement instan-
t i ée c e qui est une o pération a ssez coûteuse. 
2.2.1.7 Insert(f) : cas : f E FE et f E FI "" FE. 
2.2.1.7.1 Algo:;:-ithme. 
Si f et FE et f e FI alors 
FE -E- FE U { f ~ 
2.2.1.7.2 Justification. 
Si f é · FE, le programme n'effectue aucune opération ce qui est 
équivalent à effectuer 
BDDS -E-- BDDS ou encore 
BDDS~ Insert(BDDS,f) 
Si f E FI'-- FE, alors le programme effectue l'affectation 
(FE,RD,FI) ~ (FE v{f~ , RD, FI) 
c. à .d. 
BDS ~ Insert(BDDS,f). 
1[.t.34. 
2 .2 .1.8 Insert(f) : cas : f f FI. 
2.2.1.8.1 Description de la situation initiale. 
D'après les principes de la stratégie expos.ée précédemment, 
nous obtenons la situation générale suivante 
m,(LJ-eawx.. 
Od, (-'!. 
d.:i. J ri giaû: t-té:) 
- F contient les nouveaux faits directement déductibles à partir 
du FI initial et des nouveaux faits générés aux niveaux o jusque i. 
- FI contient les faits implicites déductibles à partir de FE et RD 
ce qui constitue le FI initial noté FI
0 
ainsi que les nouveaux 
faits générés aux niveaux O, ••• ,i. 
Plus précisément 
FI = FIO u D~ (FIO u{f1) u D~ (FIO u{f J) 
FI= FI0 U~~(FI0 U{fJ) =W~(FI0 U{f]) si i~o. 
F = D~1 (FI 0 U~fJ)\@~(FI0 U-(fj) 
par la propriété 
F = D~ (FI) '-. FI ~ 
Nous obtenons alors l'invariant 
I = 3 i )} o FI = ~ ~ (FI O U ~ f ~) 
F = D~ (FI) '-.. FI • 
2.2.1.8.2 Passage de la situation initiale à l'invariant. 
Situation initiale : - FI= FI 0 
f ~ FI 
- FI
0 
sont les faits implicites associés à 
FE et RD (car BDDS est une base de don-
nées déductive saturée, ce qui nous as-
sure que D~ (FI
0
) C FIJ. 
Si nous effectuons les opérations 
F~{fj 
FI~ FI U ~ fj 
nous aurons que FC FI et Dim (FI\ F) = Dim (FIO) C FI., 
car FI C FI 
0 
D~ (FI0 )C FI0 
Nous pourrons faire 
F ~ PA(F) 
Pour obtenir, d'après la spécification de PA(F) 
F = D~(FI) \. fI 
FI = FI0 Vif~ =.V~(FI 0 U{fj ) • 
L'invariant est donc vérifié pour I=o. 
2.2.1.8.3 Test de fin de boucle. 
:n:. 1. 3 s-. 
Selon la stratégie utilisée,· tous les nouveaux faits seront 
générés lorsque F sera vide. En effet, 
Si il existe i -~ o FI = [)~ (FI
0 
U '(f3) 
F = .Dim (FI) '- FI = ~ 
alors soit k la valeur dei vérifiant I. 
D 'après la propriété 3, nous aurons que 
. r,;\k 
Vm"> k D~(FI0 U-{f~) C,vRD(FI f) = FIS 
c. à .d. que FI =i):(FI 0 Utfj). 
FI est donc l'ensemble des faits implicites associés à FI
0
U~f ~ 
et RD. Comme FI
0 
est l'ensemble des faits implicites associés 
à FE et RD, FI est l'ensemble des faits implicites associés à 
FEU {f~ et RD. 
Il ne restera alors qu'a effectuer l'affectation 
FE ~FE U{f~ 
et le programme aura effectué l'affectation 
(FE,RD,FI) €-- {FE U{fj,RD,FI') 
ou FI' est l'ensemble des faits implicites associé à FE U{f~ 
et RD 
c. à .d. l'affectation 
BDDS ~ insert(BDDS, f). 
2.2.1.8.4 Passage de la situation générale à la situation général ( 
D'après la stratégie utilisée, lorsque f est non vide, il 
suffira de l'inclure à FI et de calculer les nouveaux faits 
directement déductible de FI et RD. Si nous avons 
I = 3i4'0 FI =l~(FIOU{f~) 
F = D~ (FI) \. FI 
et F f. Çi1 
posons FI1 la valeur de FI avant l'exécution de la boucle 
F1 la valeur de F avant l'exécution de la boucle 
i 1 la valeur dei vérifiant I 
Si nous effectuons l'opération 
FI t- FI U F 
Nous aurons 
et donc 
FI = FI1 U Fl 
= FI l V D~ (FI l) 
D~(FI)F) = D~(FI1 ) C:FI 
- F C FI 
Nous pourrons alors appliquer PA(F) 
F ~ PA(F) 
pour obtenir 
F = D~ (FI) '\. FI 
1 FI = FI1 U DRD (FI1 ) 
=ffi~(FI0 UtfJ) U D~(.Q}~(FI0 , {fj)) 
et par la propriété 2 
=~ ~+l (FI0 U~fj) 
Dès lors, si l'invariant est vrai pour i 1 il est vrai pour 
i = i 1 +l. 
2.2.1.8.5 Algorithme. 
L 'algorithme sera donc 
y 
F ~ { pj 
FI~ FI u F 
1 
ï=;7 PA(F'> 
l!_J----:::::=:=ll===:::-------~ C F = (/> )----. 
- F ~ FI U F 
1 1 
FG f-- FE uf P!J P A CF) 
6--
2.2 .1.8.6 Terminaison. 
Soit une fonction ol (FI) = n- #FI 
où n = # ~ où'.Y.est 1 'ensemble fini de faits 
où #A est le nombre d'éléments de l'ensemble A. 
Nous aurons toujours 
FI C ~ et donc n- #Fr°~ o • 
c .à .d. pour toute valeur de FI, oL (PI )~o .• 
Si FI1 ,F1 sont les valeurs de FI et de F avant l'exécution du 
corps de la boucle. 
FI 2,F2 sont les valeurs de FI et F après exécution du corps 
de la boucle 
nous aurons que ol (FI 2 ) ( o./.. (FI 1 ) 
En effet, nous aurons que F1 I ~ 1 F1 = DRD(~Il ). '-(FI1 ) 
= Fl (\ Fil l ~ 
Dès lors, nous aurons FI 2 = FI1 UF1 
ol(FI 2 ) =ol(FI1 U F1 ) 
= n - # (FI1 U Fl) 
= n - # FI l - -# F l + # (FI l n F l) 
= d. (FI1 ) - #F1 ~ .. ~ 
<. cl.. (FI1 ) car # F1 ) o car F1 I ~ 
et (FI l () F l) = 0 car FI l /\ F l = ~ 
1I. t. 3i' 
2.2.1.8.7 Algorithme final. 
Une simple transformation de programme permet d'obtenir le 
programme suivant 
F? { j} 




F (- f]: u F 
1 
PA ( F) 
1 
2.2.1.9 Complexité théorique de Insert. 
---------------------------------------
La complexité théorique de cet algorithme peut difficilement 
être évaluée. En effet, le nombre de nouveaux faits implicites ne 
dépend pas du nombre de faits implicites initial ni du nombre de 
règles de déduction mais bien de la nature de ces règles et des faits 
implicites • 
exemple: RD = Q(x,y) ~ P(x,y) /\ R(x) 
FI = { P ( 1, 1) , P ( 1, 2) , P ( 1, 3), ••. , P ( 1, 10 000) } . 
Si f = R(l) alors le nombre de nouveaux faits implicites sera 10 000 
alors que si f = R(2) il n'y aura pas de nouveaux faits implicites . 
Une mesure intéressante de la com?lexité de cet algorithme serait le 
nombre d'accès à la base de données effectués. Mais, encore une fois , 
ce nombre ne dépend ni du nombre de faits implicites initial ni du 
nombre de règle de déduction. Un accès BD correspond dans notre 
algorithme à tester si B. 9 6 FI ou à effectuer FI = FI U ,{ f. L 1 iJ 
Le premier type d'accès correspond à une question alors que le se-
cond type correspond à l'ajout d'un élément à la BD. 
Nous remarquerons cependant que notre algorithme n'effectue pas une 
recherche "aveugle" de nouveaux faits implicites mais la recherche 
proprement dite (algorithme PA) est guidée par l e choix des règles 
contenant les nouveaux faits. 
Une approche pour étudier la complexité t.~éorique consisterait à 
calculer celle-ci à partir d'une BDDS déterminée ou du moins à 
partir d'informations statistiques au sujet de celle-ci. Une étude 
intéressante serait de spécifier ces informations statistiques ainsi 
que des règles de calcul de la complexité par rapport à ces infor-
mations statistiques. 
:zr. 2.., 3-' . 
2.2.1.10 Suppress(f) 
Dans les paragraphes qui précèdent nous avons pré~enté de manière 
détaillée l a construction d e l 1 algorithme d 1 insertion. Dans cette 
partie, pour des raisons d e temps et de place, nous n 1 avons pas jugé 
opportun d e p r ésenter, de manière a pprofondie , l 'algorithme de suppres-
sion. Nous nous limiterons à une présentation intuitive de la straté-
gie a ppliquée tout en ay ant conscience que les informations données 
sont incomp lètes et devraient être détaillées pour obtenir une justi-
f i cation satisfaisante. 
Nous étudierons le cas où f é FI • 
2.2.1.10.l Stratégie. 
La stratégie consiste à parcourir l'ensemble des conséquences 
logiques selon une succession d 'étages . Chaque étage correspond 
au.."< fa-i ts implicites directement déductibles à partir de (FI moins 
les étages inférieurs) auxquels on a retiré les conséquences logi-
ques de FE \.. { f ~ U RD. Cette stratégie est inapplicable comme telle 
puisqu 'elle suppose la connaissance des conséquences logiques de 
FE\.[ f ~ U RD qui constitue le résultat cherché. 
En fait, un résultat équivalent peut être obtenu en déterminant 
si un fait imp licite susceptible d'être supprimé peut être déduit 
d 'une manière différente auquel cas il es t alors une conséquence 
logique de FE \ { f 3CJRD. 
Une solution à ce problème [ NIC0 83 ] consiste à associer à 
chaque fait d e la BDDS le nombre de manières d ifférentes dont il 
peut être déduit. Nous a ppellerons ce nombre, comp t eur implicite 
du fait. Dans ce qui suit, nous ferons 1 '_hypothèse que les règles 
ne sont p as r écursives ou mutuellement récursives et nous prendrons 
comme convention que, pour u0 fait explicite, le fait qu 1 il soit 
automatiquement imp licite sans a pplications des règles de déduction 
n e s oit pas comptabilisé dans le compteur implicite de ce fait. 
ir. :i..4o. 
L'étage O est constitué de f si ce fait ne peut être déduit de FE\{f) 
c.à d. si son compteur imp licite est nul. Sinon, l'étage o est l' 
ensemble vide 
L'étage 1 se compose des faits implicites directement déductibles de 
FI nécessitant la p résence de l'étage O si c eux-ci ont un compteur im-
pl icite égal à 1. Dans ce cas, ceux -ci doivent être supprimés car ils 
ne s ont p lus conséquences de (FE\ f) U RD • . ,:· 
L'étage i se compose des faits d irectement déductibles à partir de 
(FI\.(étage OU étage lU ••• Uétage i-2) nécessitant la présence d e l'é-
tage i-1 et qui ont un compteur impl icite égal à 1. 
Les étages seront ainsi supprimés successivement jusqu'à ce que l '-on 
obtienne un étage vide puisque, dans ce cas, les étages supérieurs se-
ront également vides. 
L'invariant sera donc 
FI = FI 
O 
\ ( étage o tJ étage 1 V ••• U étagei) 
F· = étage i 
NB. Dans ce qui suit, nous supposerons que lorsqu'un fait peut être 
n (n ~l) manières différentez,i l existe n faits implicites distincts 
représentant le même fait pour ce qui est de l'app artenance à l' 
ensemble. 
L'initialisation sera obtenue de la manière suivante 
Si le compteur implicite de f = O alors F ~ ~ fJ ; FI 6- FI \ h: ~ 
Sinon F = (j 
-.,, 
Le test de fin est 
F = ~ 
La boucle est composée des instructions suivantes 
Je. t- 4:1-
(1) F ~ ensemble des faits directement déductibles à p artir de 
FI U F nécessitant la p résence d e F 
(2) "rJ féF 
diminuer de 1 son compteur implicite 
(3) F ? { . f If E F et comp teur implicite de F = 0~ 




\ étage o V étage 1 U ••• u étage i-1) nécessitant la p ré-
sence de l'étage i , ce qui entraine que F = étage i+l. De p lus, FI = 
FI
0 
\ ( é tage 1 U étage 2 U ••• U étage i-1) en vertu d e la seconde a ss igna-
tion et l'invariant est donc vérifié. 
Il sera cep endant n é cessaire de modifier l'algorithme d 'insertion pour 
tenj_r compte de ces com?teurs i mpl icites . C'est ains i ,que lors du cal-
cul d e PA (F ), nous trouverons tro i s éta p es 
l ) Cal:::: u .,_ d e , , : := ë.it .:-.~::::- ?. .: t ~m':::;.t d2ô..1.: :tible de FI F 
2 ) Calcul de H ?I d onnant F 
3) Pour tout f E: ~-.J n ?I 
augmenter de 1 le compteur implicite de(. 
2.2.1.10.2 Limitations. 
Il est possible de lever les h ypothèses concernant la récursivité 
d es règles. Cep endant, dans ce cas,le p rocessus ne répondra p lus à la 
sp~cification. Considérons par ex emple , les règles 
R(X) ~ T(X ) 
S (X ) ~ R(X) 
T(X ) -f- S(X ) 
Après l'insertion de T(a) la BDDS contient T(a), S(a) et R(a) et 
leurs compteurs implicites respectifs sont 2,1,1. La suppression de T(a) 
laisse la base de données dans l'état 
T(a), S (a) et R(a) 
ce qui n'est 9as un ensemble de f aits déductibles de~ et RD. 
Le processus f onctionnera uniquement si nQùs assurons qu'aucun fait 
n'est déductible d e lui-même. Il est également possible de cons truire 
un algorithme qui prenne ce cas en considération mais il entraine -une 
d égradation notable des p erformances. 
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2.2. 1 .10.3 Autres alternatives . 
Vu les limitations énoncées, on peut se demander s 'il n'existe p a s 
d 'autres approches possib l es. Nous en avons re levé trois. 
La Dremière consiste à resaturer FE \{fj. 
La seconde consiste, en présence d 'un fait f 1 susceptible d 'être suppri-
mé, d e tester s'il peut être déduit d'une manière différente. Cela re-
vient à trouver une règle A ~ B1 /\ :a2 /\ ... /\ Bn 
telle que - f 1 = A 0 
- B. 0 ~ FI 
J. 
- chaque fait B. est explicite ou peut être déduit d es 
J. 
faits e~p licites - et des règles déduction. 
La troisième a pproche consiste à garder toutes les traces de déduction 
pour chaque fait imp licite. 
2.2.1.10. 4 Conclus~on. 
L'approche avec compteur implicite est de loin la plus efficace mais 
ne peut répond re à la spécification d ans certains cas de r ègles. Dès 
lors, soit on restreint la classe des r ègles , soit on a dmet d ans cer-
tains cas que la base de donné es ne soit pas d ans un état cohérent . ~n 
ce · qui concerne les alternatives proposées, l a p remi è re est manifeste·-
ment inefficace au point de vue temps d 'ex écution. La seconde parait 
o lus attrayante mais elle d emande d e réaliser deux processus de déduc -
tion, ce qui sera également coûteux en temps. Enfin, la dernière est 
inacce9table pour ce qui est de la p lace mémotre. Nous conseillons par 
conséquent, d'adopter la première solution en restreignant la classe des 
règles considérée. 
ir:. ~- 43 . 
2.2.2 L'approche en dérivation. 
2.2.2.0 Introduction. 
Contrairement à 1 'app r oche en génération qui utilisai t les r ègles 
de déduction pour saturer la base d e données (c. à .d. pour générer 
tous les faits qui étaient des conséquences logiques des règles de 
déduction et des faits élémentaires), l'approche en dérivation ne 
mémorise que les faits explicites et utilise les règles de déduction 
pour dériver les conséquences logiques d es axiomes et des faits élé-
mentaires lorsque cela s'avère nécessaire. 
Les règles de déduction sont utilisé es d ans cette approche comme les 
théorèmes II conséquents II de Planner [ HEWI 69 7 . 
Il est traditionnel, dans cette approche, de séparer la base de 
données déductive en deux bases de données : la base de données exten-
sionnelle qui contient tous les faits élémentaires et qui peut être, 
par e x emple, une base de données relationnelle et une base d e donn é es 
intentionnelle qui contient l'ensemble d es règles de déduction. 
Dans une base de données déductive, une relation p eut être définie soi t 
uniquement dans la base de données extensionnelle soit dans les deux 
bases de données. Cette d erniè re possibilité n'apporte aucune puis-
s ance d'expression supplémentaire. Toute relation ·définie ex tension-
nellement et intentionnellement peut être redéfinie par·un ensemble 
de relations qui sont définies dans une et une seule des deux bases 
de données. 
L'approche en dérivation a donné lieu à d eux méthodes, la méthode 
compilée et l a méthode interprétée selon que l'on sépare ou non les 
accès à chacune des deux bases de données. Dans l'approche interpré-
tée, on interrogera simultanément avec les deux bases de données. 
Cette a pproche a été étudiée, par exemple, dans [ MI NK 7 8 } [ WARR 81 J . 
La méthode compilée sépare, quant à el l e, l'accès à la base de données 
intentionnelle de l'accès à la base de données extensionnelle. El l e 
est étudiée, par exemple, dans [ CHAN 7 8 J [ REIT 7 8 J . 
Cependant, quelle que soit la méthode choisie, les règles de déduc-
tion récursives posent des problèmes. De nombreux auteurs s'y sont 
intéressés• [ HENS 84 ] , [ CH.l-\N. 81 ] , [ LOZI 84 ] , [ VI EI 85 ] , f 1INK 
82a] . Bien que nous nous p lacions plutôt dans l'op tique "bases de 
données déductives" les raisonnements d éveloppés ci-d essous restent 
valables pour les bases de données logiques. Dans ce cas une part~e du 
système s era d édicacée au traitement des règles de déduction et à l'in -
teraction avec la base de données relationnelle. 
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2.2.2.l La méthode interprétée. 
L~ méthode interprétée ne fait aucune distinction entre l'accès 
à la base de données extensionnelle et la base de données intentionnelle . 
L'objectif de cette approche était de pouvoir utiliser les résultats 
en démonstration automatique; les démonstrateurs auraient alors été 
adaptés à la manipulation d'ensembles ce qui peut se faire de deux 
façons distinctes : soit en manipulant des ensembles de réponses en 
chaque noeud de l'arbre de résolution soit en utilisant des piles 
pour mémoriser l'ensemble des réponses qui seront alors obtenues par 
backtracking [ CP~' 7 9 J . Cette dernière solution semble plus adé-
quate pour les bases de données logiques. Dans la méthod e interpré-
tée, dès que l'on se trouve en présence d'un littéral qui fait réfé-
rence à la base de données extensionnelle, on interagit avec la base 
de données relationnelle pour obtenir un ensemble de solutions. 
Ces solutions seront, en principe, utilisées pour résoudre les autres 
littéraux. Cep endant, contrairement à la programmation en logique, 
aucune information de contrôle n'est fournie d ans une base de données 
déductive. Dès lors, tout le contrôle doit être assuré par le sys tème 
de gestion de la base de données et cela pose essentiellement d eux 
problèmes. 
Le problème d'op timisation. 
L'unité d'accès à la base de données relationnelle étant la 
relation, il n'est pas possible d'exploiter les mécanismes d'optimisa-
tion de questions- mis en oeuvre dans le cadre de ces bases de données. 
En conséquence, la méthode interprétéedevra assurer, elle-même, cette 
optimisation. Ces optimisations seront prises en compte par l'inter-
médiaire de la fonction de sélection qui déterminera quel ~st le lit-
téral le plus intéressant à résoudre compte tenu, ·d'une part, de 
l'instantiation des variables et, d'autre part, de la structure physique 
de la base de données (eg: index, taille des relations etc.). 
Des exemples de telles fonctions peuvent être trouvées dans [ wARR 81 ], 
[ MI NK 7 8 ] • 
Le problème des règles récursives. 
En programmation logique, la terminaison du programme est sous la 
responsabilité du programmeur. Dans le cas des bases d e données d éduc-
tives, le p roblème de terminaison sera reporté s ur l e .SGBD. 
exemple : Considérons les règles de déduction 
A(x ,y)~ F(x,y) 
A(x,y ) 4 P(x ,z) /\ A (z,y) 
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l'arbre de déduction (fiaure 1) contiendra une branche infinie. 
Comme il est nécessaire de ramener toutes les solutions, le 
démonstrateur ne se terminera jamais. 
Remarquons, cep endant, que d ans une base de données déductive, d'une 
Dart, le nombre de constantes est fini et, d'autre part, nous avons ex-
clu les symboles de fonction des règles de déduction. P~r conséquent, il 
devrait e x ister un algorithme qui permette de déterminer toutes les ré-
9ons es à une question queiconque. L'approche en génération ind ique 
d 'ai l leurs qu 'un tel algorithme e x i ste . 
On peut alors envisager d'implémenter des détecteurs de bôucles dans 
les démonstrateurs de théorèmes. C'est ainsi que la branche infinie 
de la figure 1 pourra être coupée en considérant que la question 
A(a,RES) a déjà été posée. Diverses techniques ont été envisagées 
dans [ WALK 81 J mais aucune n'est à la fois complète et cohérente. 
Il semble, par conséquent, que la solution repose sur des algorithmes 
spécialement conçus pour ce cadre plutôt que sur l'adaptation des 
résultats obtenus en démonstrations de théorèmes. 
Au moment où ce mémoire était en cours d'impression, nous avons pris 
connaissance d'une méthode extrêmement intéressante. 
Cette méthode [ LOZI 84 J utilise, pour résoudre le problème des règles 
récursives, une résolution ascendante et descendante simultanément. 
Les règles de déduction sont utilisées, à la fois, en génération pour 
~roduire des faits qui sont pertinents à la question et en dérivation 
pour faire a pparaitre des sous-questions à partir de la question ini-
tiale, sous-questions qui sont résolues récursivement. Cette approche 
est aussi a ppelée 11 Query Subquery 11 • Cette méthode présente cependant 
~ 
quelques problèmes d'optimisation et différentes solutions sont pro-
A(a,RES) / -~ 
F(a,RES) P (a,z)n A (Z,RES) 
a 1 1 
RES=g A(b,RES) 
/ ~ 









I " ' ' 
" branche infinie 
posées dans [ VIEI 85 J • 
Ces méb.~odes semblent relativement satisfaisantes mais d e nombreuses 
optimations restent possibles. 
2.2.2.2 La méthode compilée. 
La méthode compilée, quant à elle, sépare l'interaction avec la 
base de données extensionnelle de l'interaction avec la base de 
données intentionnelle. 
L'objectif poursuivi, par cette méthode, était l'utilisation des opti-
misations de questions développées dans le cadre des bases de données 
relationnelles. 
Pour ce faire, cette méthode compilait un ensemble initial de règles 
de déduction en un autre ensemble où les antécédents des clauses étai-
ent uniquement des relations définies dans la base de données exten-
sionnelle. Cette compilation peut n'être réalisée qu'une fois, par 
exemple lors de la construction du schéma de la base de données. 
ex emple: Les règles de déduction (où R,V, W sont d e s r e l2.t i ons d e 1 2. 
base de données extensionnelle) 
P (x, y)~ Q (x , z) /\ R ( z, y) 
Q(x,y)~ T(x ,z) /\ V(z,y) 
Q(x,y).t- W(x,y) 
étaient compilées en 
P (x ,y)~ T(x ,z1 )~ V(z 1 ,z)A R (z ,y) 
P(x,y)~ W(x,z)~ R(z,y) 
Q(x,y)~ T(x,z)~ V(z,y) 
Q(x,y) t:- W(x,y) 
La question P(x,a) donne lieu aux questions suivantes soumi-
ses au SGBD 
(1) T(x,z1 )A V(z1 ,z)A R(z,a) 
(2) W(x,z)A R(z,a) 
Les questions ainsi déterrninéés pourront bénéficier des o ptimisations 
réalisées dans le cadre des bases de données relationnelles. Cependant 
tout comme dans la méthode interprétée,nous ~mentionnerons d eux problèmes. 
Le problème des règles récursives. 
Les règles récursives auxquelles on a ppliquera la compilation défi -
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nie ci-dessus conduiront à une séquence infinie de clauses. En effet, 
considérons les règles de déduction 
A (x , y) ~ ami (x, y) 
A (x , y) ~ père (x, z) Â A (z, y) 
où 
ami(x,y) est vrai six est un ami de y 
père(x,y) est vrai si y est le père de x 
où ami et père sont des noms de relations définis dans la 
BD extensionnelle. 
La compilation-de ces clauses donne lieu à la génération de la 
séquence infinie : 
( 1) A (x , y) É- ami (x, y) 
(2) A(x,y) ,e;.. père(x,z)/\ ami(z,y) 
(3) A (x, y) ~ père (x, z 1 ) /\ père (z1 , z) /\ ami (z, y) 
(4) A(x,y)~ père(x,z 2 ) /\père(z 2 ,z1 )1\ père(z1 ,z)A ami(z,y) 
Pa r c onséquent, la compilation de ces clauses donnera lieu à la généra-
tion d ' un p r qgramme itératif . dans le cadre des bases de données déduc-
tiv~s . A chaque passage dans la boucle, on évaluera une clause de la 
séquenc e . Da ns le cad re d'une base d e données logique, un algo rithme 
gén é rera cha cune des cl~uses et les transmettra au SGBD pour être éva-
l uée. Dans les deux approches, le problème est de déterminer la condi-
tion d'arrêt soit du programme généré (bases de données déductives) 
soit del' algorithme de génération et évaluation (base de données lo-
gique). La simp le condition d 'arrêt "la clause i ne produit plus de 
ré::,onse" ne peut être considérée comme une condition adéquate car un 
individu peut avoir un grand-père qui n'a pas d'amis et un arrière 
grand-père qui en a. Le lecteur intéressé par la condition d'arrêt tout 
-à fait générale peut se reporter à [ VIEI 85 J . Cependant, dans de nom-
breux cas, il est possible de tenir comp te des propriétés sémantiques 
de la relation pour améliorer cette condition d'arrêt. Il faudrait, 
dès lors, fournir un peu plus d'informations que les clauses. 
Le problème d'optimisation . 
La séquence infinie de clauses fait a pparaître de nombreuses redon-
dances et il est naturel de penser, lors d e l'évaluation d'une clause i, 
à utiliser les résultats obtenus lors de l'évaluation de la clause i-1. 
Ainsi par exemple, la clause (4 ) permet d'utiliser l'évaluation éfe 
" P (x ,z1 ) P (z 1 ,y)" obtenue lors de l'étap e précédente. Ce problème 
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d'optimisation semble être particulièrement difficile à traiter dans 
cette méthode de sorte que la méthode interprétée parait plus adé-
quate, du moins pour les bases de données logiques. 
En ce qui concerne les bases de données déductives, différents travaux 
ont été réalisés. Chang [ CHAN 79 J présente une solution dans le cas 
où les clauses sont régulières (un seul littéral défini dans la base 
de données extensionnelle). Ces travaux sont d'ailleurs étendus dans 
[ MI NK 82] mais la classe de clauses considérée reste limitée. 
Les travaux les plus avancés sont, à notre connaissance, ceux de 
Henshen et Naqui [ HENS 84 ] Il utilise, en effet, une technique 
pour éviter les évaluations redondantes. Cependant, leur approche 
présente quelques problèmes. Les optimisations et la condition d'arrêt 
ne sont pas valables pour tout typ e de clauses (une telle condition 
d'arrêt est définie dans [vrEI 85]). De plus, le programme itératif 
est généré non seulement à partir des règles de déduction mais aussi 
à partir de la forme de la question. Si l'on veut permettre de poser 
n'importe quelle question, il sera nécessaire de mémoriser une grande 
quantité de programmes. 
Les résultats obtenus dans ce cadre sont par conséquent loin d'être 
satisfaisants. 
Il faudrait s'efforcer de lever la contrainte qui consiste à partir d e 
la question et d e généraliser les techniques d'optimisation. 
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2.3 Conclusion. 
Nous avons donc défini les bases de données déductives et montré 
comment elles pouvaient être mises en oeuvre. En gui s e d e conclusion, 
nous voudrions aborder un sujet qui n'est presque jamais mentionné 
dans la littérature : les motivations qui ont conduit au dévelop -
oement des bases de données déductives. Les bases de données déduc-
tives possèdent une théorie bien définie mais on peut se demander quel s 
sont les objectifs pratiques poursuivis dans ~es recherches. Il est 
clair que l'interconnection d'un langage de programmation avec une 
base de données peut p erme,ttre au premier ci té d e développer des ap-
p lications de p lus grande envergure. Mais quel est l'apport pratique 
pour le champ 11 base de données 11 ? Nous avons relevé trois motivations 
qui peuvent être à la base de ces recherches. 
1° Les bases de données déductives vont permettre d'économiser l'espace 
mémoire. 
Il convient immédiatement de rectifier cet objectif. En effet, 
selon que l'on se place dans l'approche en dérivation ou dans l'app roche 
en génération on économiseraouonn'économisera pas de la place mémoire , 
Ensuite, même si l'on se p lace d ans l'approche en dérivation, l'es pace 
mémoire économisé doit être contrebalancé avec le temp s d'exécution 
sup~l émentaire qui pourrait augmenter. Cette motivation nous semble 
p eu convaincante. 
2° Les bases de données déductives offrent un nouveau moyen d'expression. 
Remarquons immédiatement que le seul avantage p ratique que pour-
raient apporter les bases de données déductives est la prise en compte 
de lois générales récursives. Sans cela, les lois générales peuvent 
être ramenées au concept de vue dans les bases de données relationnelles. 
Par conséquent, il est possible de poser deux questions 
1° Les règles de déduction peuvent-elles être considérées 
comme des données? 
2° Ex iste-t-il suffisamment d'applications où ces lois s'avère-
raient réellement utiles? 
Nous relierons à la première question l'affirmation commune selon 
laquelle 11 la programmation logique abolirait la distinction entre les 
programmes et les données'! . En effet, les clauses de Horn peuvent 
1 
exprimer à la fois des données et des p rogrammes. Cependant, nous 
avons mentionné dans la partie préliminaire, que le composant logique 
était un programme. Dès que l'on .définit des règles de déduction 
récursives, et cela même si elles sont sans symbole de fonction, on 
peut considérer que l'on écrit un programme logique. La distinction 
entre programmes et données existerait donc toujours même si elles 
sont exprimées dans un même formalisme. Cependant, il est possible de 
considérer que dans un certain nombre de cas, les règles de déduction 
constituent une représentation commode pour une connaissance. Le pro-
blème est alors de savoir s'il existe suffisamment de situations pra-
tiques où les règles de déduction s'avèrent utiles. 
3° Les bases de données déductives permettent d'augmenter les puissances 
des langages d'interrogation. 
Nous avons mentionné qu'un langage d'interrogation ne devait pas 
utiliser l'itération et la récursivité. Disposant d'une base de données 
qui contient la relation 11 Père(Parent,enfant) 11 , il ne sera donc pas 
9ossible de calculer la relation ancêtre (paternel). Dans une base de 
données déductive cela sera possible en ajoutant deux règles de déduc-
tion eton· peut par conséquent considérer que l'on a ·augmenté la puis- . 
sance du langage d'interrogation lui permettant de calculer des ferme-
tures transitives de relations tout en n 'utilisant pas la récursivité 
et l'itération. Le problème sera donc de trouver quelles sont les ques-
tions fréquentes et intéressantes pour un ou plusieurs utilisateurs et 
d 'exprimer les règles qui permettront d'y répondre. 
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CHAPITRE 3. LANGAGES D'INTERROGATION. 
3 .0 Introduction. 
Après avoir étudîé une contribution de la logique des prédicats du 
premier ordre. au composant structuration, nous nous tournons vers le 
second composant, le composant manipulation. Ce chapitre étudiera, en 
effet, une contribution de la logique du premier ordre, par l'intermé-
diaire de la formalisation selon la vue "théorie du modèle", aux langages 
d'interrogation. Nous étudierons, dans un premier temps, la représen-
tation des questions pour ensuite passer à la mise en oeuvre de ces 
questions. La représentation des questions concernera essentiellement 
le calcul relationnel à variable-tuple et à variable-domaine tandis que 
la mise en oeuvre présentera brièvement les optimisations syntaxiques 
et sémantiques basées sur la logique. 
3~1 Représentation des questions. 
3.1.1 Introduction. 
LJes langages d'interrogation de bases de données re l ationnel l es 
peuvent être divisées en deux catégories 
- les langages basés sur l'algèbre relationnelle 
- les langages basés sur la logique des prédicats. 
Dans ce chapitre, nous nous concentrerons sur la deuxième catégorie. 
Les langages d'interrogation constituent un des premiers impacts de la 
logique sur le champ "bases de données". · On attribue généralement à 
[ KUHN 67 J l'idée selon laquelle la logique peut être utilisée 
comme langage d'interrogation. La raison en est qu'une base de données 
relationnelle peut être vue comme une interprétation d'un langage de 
premier ordre. C'est donc une contribution de la formalisation selon 
la vue "théorie du modèle" que nous étudierons ici. 
Nous commencerons par étudier comment la logique des prédicats du 
9remier ordre peut être modifiée pour définir un langage d'interrogation. 
Nous serons amenés-à présenter deux langages 
- le calcul relationnel à variable-tuple. 
- le calcul relationnel à variable-domaine. 
Comme l'algèbre relationnelle, ces deux langages constituent des 
langages d'interrogation abstraits en ce sens qu'ils ne seront jamais 
mis en oeuvre en tant que tels dans un système de gestion de base de 
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données. C'est pourquoi nous présenterons brièvement deux langages exis-
- tants qui sont respectivement des mises en oeuvre du calcul re l ation-
nel à variable-tuple et du calcul relationnel à variable-domaine. Nous 
terminerons oar une réflexion sur les typ es dans les langages d'inter-
rogation . 
3.1.2 La logique des prédicats comme langage d'interrogation. 
Nous savons qu'une base de données peut être formalisée comme une 
interprétation d'un langage de premier ordre. De p lus, dans ce cadre, 
le domaine d'interprétation sera fini puisqu'il n'existe qu'un ensemble 
fini de tuples dans les relations de la base de données et que, comme 
nous le verrons, ce seront ces tup les ou les composants de ces tup les 
qui seront les éléments du domaine d'interprétation. Dès l ors, la 
valeur de vérité d'une formule peut être définie de manière plus simple. 
En effet, considérons une f ormul e bie n f ormée F . Sa v a leur d e vérité 
oeut être définie d e la manière suivante [ Piro 78 ] . 
( 1) rem-,, l acer chaque sous - f ormul e de F de l a forme 
1
--/; - _-.:,_ ( : ( , ·:-:- :1 :'.:" ;.,_ ( a 1 ) /\ . . . 1\ • ( 2. ) r:1 
où - A (x ) i~dique que x est une variab le l ibre dans A 
- a 1 , ... , am s ont tou s l e s éléments de D 
- A (x ) rep r é sente l a subs titution de II a " pour t oute occuren c e 
libre de x dans A 
(2) remp lacer chaque sous-formule de l a forme 
5 x A (x ) par A (a1 ) V ••• V A (am) 
(3) remplacer chaque variable restante xj, qui est donc une variabl e 
l ibre, par une constante aj . 
( 4) appliquer les fo_nctions à leurs arguments selon 1 'assignation 
effectuée pour les symboles de fonction 
(5) a ppliquer les prédicats à leurs arguments selon l'assignation 
effectuée pour ces prédicats 
(6) évaluer la proposition qui en résulte selon les règles habituel-
l es de la logique des p ropositions. La va l eur de la formul e F 
est la valeur de vérité de cette proposition. 
CeDendant, avant que l e langage d e la logique d es p rédicats du p remi e r 
ordre puisse être utilisée comme langage d 'interrogation, il conviendra 
de Dréciser que l est le rôle des symbo l es d e fonction et des variab l es 
l ibres et de définir quels sont l es é l éments du domaine d'interp r é tation . 
C ' est ce que nous nous proposons de faire dans ce qui suit. 
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Les fonctions. 
En logique des prédicats du premier ordre, l es fonctions expriment une 
dépendance entre un élément du domaine et un ou p lusieurs autres élé-
ments du domaine. Dans le contexte des bases de données relationnelles, 
ces dé9endances sont exprimées par des dépendances fonctionnelles. 
Dès l ors, i l n'est pas nécessaire d'inclure dans le langage d'interroga-
tion les symboles de fonction . 
Les variables libres. 
S e l on la définition de la valeur de vérité d'une formule F, il est clair 
que F ne pourra prendre que deux valeurs "vrai" -ou •cfaux". De plus, la 
va l eur de vérité d'une formule F, qui contient une ou plusieurs varia-
bles libres, dépendra des constantes par lesquelles ses variables l ibres 
sont remplacées. Par ailleurs, la plupart des questions que l'on pose 
à une base de données sont des questions ouvertes, demandant un ensemble 
de réponses. Dès lors, pour obtenir un langage d'interrogation nous 
prendrons la convention suivante : 
La valeur d'une formule bien. formée contenant .les variables libres 
x1 , ..... , :xn est l'ensemble des tup les f (a{l) r• ·••,a~1 >), . .... , éafn), . , .. ,a~n )) 
, (±) . (i) 
tel queF(?-1 , .. _.,.an ) est vraie (l~i~m) 
Les formules corres pondant à des questions ouvertes seront notées 
{ (_x1! . " •• ,xn) /- F(x1 ,x2 ,- ••• ,xn) 
et représenteront l'ensemble des tuples ( t 1 ,t2 , --·~•tn) tels que la 
formule F (x1 , •.. ., xn) : pour laquel l e on a remplacé la variable xi par 
ti(l~i~n) est vraie 
Les éléments du domaine. 
Pour définir les éléments du domaine d'interprétation, deux possibilités 
s'offrent à nous 
- soit nous considérons que les éléments du domaine d'interprétation 
sont des tuples de relations. Les variables prendront alors leurs 
valeurs parmi les tuples de la base de données et on parlera de 
variable-tuple et de calcul relationnel à variable-tuple. 
- soit nous considérons que les éléments du domaine d'interprétation 
sont des éléments des domaines de la base de données. Les varia-
bles prendront leurs valeurs parmi l es composants des tuples d e 
la base de données et on parlera de variable-domaine et de calcul 
relationnel à variable-domaine. 
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Nous avons défini un langage d'interrogation. Cependant, ce langage 
permet l'expression de formules qui paraissent sémantiquement peu signi-
ficatives. En effet, si nous nous p l açons dans le cadre du calcul 
relationnel à variable-domaine, nous pouvons exp rimer des questions de 
la forme [ Cx1 ,x2 ) / 7 P(x1 ,x2 )Joù Pest un symbo l e de prédicat binaire, 
ou des formules de la forme Vx3y P (.x, y). L'évaluation de la p remière 
question nous donnera un ensemble de couples dont la p lupart seront sans 
aucun rapport à la relation P tandis que la seconde s'évaluera presque 
toujours à faux. Le problème est que l~s variables x 1 ,x2 , et x prennent 
leurs valeurs sur tout le domaine d'interprétation. Par conséquent, il 
est nécessaire de restreindre le domaine sur lequel les variables 
orennent leurs valeurs et cel a que l 'on se p lace dans le calcul relation-
ne l a variable-domaine· ou dans le ca l cul relationnel à variable-tuple 
A. nouveau, deux possibilités s'offrent à nous. 
- Soit nous nous plaçons dans une l ogique typée (many-sorted l ogic) 
Une logique typée est une logique qui admet un ensemble non vide 
de typest_. Chaque constante et chaque variable est associée à 
un type. Chaque symbole de p rédicat n-aire est associé à un type 
(Tc! 1 - - - 1 Ttm.) et ~j est le typ e associé au jème argument de P. 
Chaque symbole de fonction n-aire f est associé à un typ e 
. . 
(Tk1 , .. _ ,\~et si t 1 , .•. , t n sont de typ e Tl(4 ,--~ , T"t7\ alors f 
( t 1, ..•. , t ) est de type Tk • n nt.+1. 
Les formules bien formées de ce langage sont construites comme 
dans l e cas non typé si ce n'est que les termes a pparaiss, ant 
comme arguments d'un symbole de fonction ou de prédicats doivent 
corres oondre à leurs types respectifs. 
L ' interprétation d'un langage typé consiste en n ensembles non 
vides d'éléments D 1 , ... ,Dn respectivement associ és aux ~ypes T1 , 
•••. , Tn, ainsi que d'une assignation qui associe 
- à chaque constante d'un typ e donné un élément du domaine 
lui corres pondant. 
- à chaque symbole de fonction d: typ e < Tk-1. 1 --- ~;T J<- p-,-s. '1 à une 
fonction de -°kl •. . • I\:n dans I\:+l 
- à chaque symbole de prédicats de type < T~ J - • - , "TZp ) une 
fonction de D. 1 • • D. dans { vrai, f aux J . l.- i p 
La puissance d'expression d'une l ogique typée est i d entique à 
celle d'une logique non typé e [ . ende 72] . 
- ·------------ ------ -
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Si nous utilisons une logique typée, il faudra bien sûr que les 
variables soient déclarées :.._d ~un type -aonrié. 
- La deuxième possibilité consiste à utiliser des restrictions ·sur 
l es formules' acceptables dans le langage. On s'efforce ainsi de 
n'accepter que des formules qui conservent les mêmes valeurs dans 
deux états de la base de données qui ne diffèrent pas pour les 
relations qu'elles concernent ou encore des formules qui restrei-
gnent d'elles-mêmes le domaine sur lequel les variables prennent 
leurs valeurs. La valeur de ces formules ne dépend alors que des 
re l ations qui y interviennent. C~est ainsi que l 'on peut définir 
les formules saines, les formules définies etc. [ DEMO 81 J . 
Les choix qui existent entre, d'une part, le calcul relationnel à 
variable~tuple et le calcul relationnel à variable-domaine et, 
d'autre part, entre l'utilisation d'une logique typée ou d'une 
logique non typée, ont amené Pirotte [ PIRO 7 8 ] à classifier les 
langages d'interrogation basé sur la logique en quatre catégories. 
Le calcul relationnel à variable-tup le sans types est à la base, 
par exemp le des langages alpha [coorn 2 ] et quel [ STON 7 6 ] . 
Le calcul relationnel à variable-domaine sans typ es est rep r é -
senté, par exemple, par query by exampl e [ ZLOO 77 J . FOL 
[ PI RO 77 ] est un représentant du calcul relationnel à variable-
domaine avec types. A notre connaissance, le calcul relationnel à 
variable-tuple avec types n'a pas été exploitée. 
Dans ce qui suit, nous nous concentrerons sur le calcul relationnel à 
variable-tuple ou à variable-domaine sans types qui sont les catégories 
les plus exploitées. 
3.1.3 Le calcul relationnel à variable-tuple. 
3.1.3.l Définition du calcul relationnel à variable-tuple. 
Le calcul relationnel à variable-tuple p eut être défini de la 
manière suivante 
- R(S) J où Rest une relation et où s est une variable-tupleJ est 
un prédicat de rang. R(S) est vrai si s ·est un tuple de la 
relation R. 
'lt'. 3. b . 
R [iJ où Rest une relation et où i est un nom d'attribut de cette 
relation est une variable-tup le ind icée. Ell e rep r é sente le 
comoosant de l a variable-tuple R dont le rôle est défini par 
l'attribut de nom i. 
- Une formule atomique est définie de la manière suivante 
(1) Un orédicat de rang est une formul e atomique. 
( 2) s e,,, , où s et T sont des variables indicées et où e est un 
opérateur de comparaison (=,f,>,~,<,~) est une formule atomique. 
Cette formule exprime la comparaison entre les deux variables-
tuples indicées. 
(3) s E, 11 a 11 , où s est une variable indicée et où 11 a 11 désigne la cons-
tante a. 
(4) Il n'y a pas d'autres formules atomiques. 
Une formule est définie par 
(1 ) Toute formule atomique est une formule. 
( 2 ) _ Si o/~ et Yi sont des formules, 
o/<l V %,1 o/1 J\ % , f1 • 'i{ , l ~1.. sont des formules. 
~1 et ~~sont des sous-formules de la formule ainsi définie sauf 
pour 1 lf1.. où seule 4'-1. est une sous-formule. 
(3) S·i o/ est une formule et si x est une variable libre dans lf alors 
Yx (f) est une formule. 
\/-' est une seus-formule de la formule ainsi définie a 
(4) Si 4' est une formule et six est une variable libre dans C/1 alors 
j X ( 4' ) est une formule . 
4' est une sous~formule de la formule ainsi définie. 
(5) Si 4' est une formule, ( 4' ) est une formule.; 
'Y est une sous-formule de la formule ainsi définie. 
Une expression du calcul relationnel à variable-tuple est une 
expression de la forme . 
{ ( tl, t2, ••• , _tn) / 1/J~ tl, t2, ••• , tn) ~ 
où ti .est soit une variable-tuple 
soit une variable-tuple indexée 
lfl est une formule qui admet t 1 , t 2 , .•• , tn pour seules variables 
libres. 
Nous imposerons cependant des restrictions sur les formules qui 
peuvent représenter des questions. Nous nous l imiterons aux formules 
11 safe 11 ou saines [ ULLM 80 J . 
définition : Considérons une formule F où a pparaissent les noms 
de relations R.1 ,R2 , ••• ,Rk et les constantes a 1.,a2 , ••. ,ap. 
Le domaine de F, noté DOM {F), est défini par l'union 
de a 1 ,a2 , ••• ,a0 ; et de l'ensemble des composants des 
..; 
_tuples de R1 , R2 , ••. , Rk. 
On remarquera que, comme les relations R1 ,R2 , •• ,,Rk ne possèdent qu'un 
nombre fini de tuoles, DOM {F) est un ensemble fini. 
définition : Une formule Fest saine {safe) si elle satisfait les 
trois conditions suivantes 
1° Si S est un tuple tel que F{s) est vrai alors chaque 
composant de s est un élément de DOM{F) • 
2° Pour toute sous-formule de F de la forme .(ju) (F' {u) ).,. 
si .s est un tuple tel que F' (s) est vrai alors chaque 
composant de s est lh"'l élément de DOM{F') • 
3 ° Pour toute sous-formule de F de la forme {\lu) {F' {.u')), 
s ' ·il existe_ un composant de s qui n '~st pas DOM(F') 
alors F '{s) est vrai. 
Les deuxième et troisième conditions permettent d'assurer que la 
valeur de vérité d'une formule 3 u F '· (u} ou d'une formule Vu F' Cu) 
ouisse être calculée en ne considérant que les éléments du domaine de F'. 






s oit F= {<t) /R(t) Vls(t) ~ 
Fl={(t) jR(t) Als(t)J 
DOM(F)= DOM(Fl)= {l,2,3, 4 ,51 
La formule F n'est pas saine c ar l e tup l e (3 ,7) sati s f ait 
"R(t) V S(t)!1 mais 7 n'est pas _un. élément de OOM(F). 
:JL3.î. 
La formule Fl est sain_e car si un tuple so satisfait "R (t).I\ 1 S (t) ", 
ses _ composant-?•. appartiennent au domaine de "R (t)" et donc au 
domaine de "R(t)/\ l S(t)" càd à DOM(Fl). 
ex emple 2 
Soit "F(X)" une formule saine 
Soit Fl = "3 x (F (x ) A G (x))" 
La formule Fl satisfait la condition (2) car s'il ex iste x tel que 
0 
"F (x ) /\ G (x ) " est vrai alors F (x ) est vrai et les composants de 
0 0 0 
x
0 
€ DOM(F(x))& OOM(F(x) A G(x)). 
exemple- 3 
Soit F(x) une formule saine 
Soit F l = "V x ( 7 F (x) Y G (x))" 
F 1 satisfait la condition (3) • En effet "V x ( 1 F (x ) V G (x )) 11 est équi -
valente à - 7 3 x 7 ( 7 F (x) V G (x)) 
- 13 x (F (x) A l G (x) ) • 
S'il existe un x0 tel que F(x0 )A 1 G(x0 ) est vrai, alors F(x0 ) est 
vrai et les composan~s de x
0 
E DOM (F (x )) Ç DOM (F (x) AG (x)), ce qui 
est équivalent à la condition 3. 
Ceoendant, si les formules saines restreignent effectivement d'elles-
mêmes le domaine de leurs variables, il n'existe pas d'algorithme qui 
permette de déterminer si une formule est saine ou non. Dès lors, en 
pratique, on recourt à des classes de formules plus restreintes que les 
formules saines mais pour l~squelles il existe un algorithme qui permet 
de tester l'appartenance à la classe d'une formule donnée. Les formules 
à champ restreint constituent une de ces classes. 
La f igure 2 donne deux exemples de questions exprimées en calcul rela-
tionnel à variable-tuple uti l isant l a base de données de la figure 1. 
[ PIRO 7 8 ] 
La base de données est constituée des domaines suivants : 
nom, sa l , dept, article, entr, étage, c l asse, ville 
Les relations sont données par 
(1) Un employé possède un nom, un salaire, un supérieur et un 
déDartement 
emp(empl:nom,sal,sup :nom,dept) 
(2) Un département vend des articles 
vend(dept,article) 
(3) Une entreprise fournit des articles à un département 
fournit(entr,dept,article) 
(4 ) Un département est localisé à un étage 
localisation(dept,étage) 
(5) Uq article a ppartient à une classe 
type(article,classe) 
(6) Une entreprise se situe dans une ville 
adresse(entr,ville) 
Les attributs, sauf lorsqu'ils sont indiqués explicitement,sont les 
noms de domaines. 
figure 1. 
Question 1 : Quelles sont les entreprises qui fournissent des articles 
'chaussure' à un département du 2ème étage? 
[ (f .entr) / fournit (f) A f .article = 'chaussure 1 /\ 3 1 
localisation (1 ) /\ l.dept = f .dept I\ l .étage = 1 2 1 } 
Question 2 : Quels sont les départements qui vendent tous les articles 
qu'on leur fournit? 
{<v.dept) / vend(v) /\ ·\i f(fournit(f) /\ f .dept = v.dept) -) 
3 l(vend(l) I\ l.dep t = v.dep t Al.article= f .article} 
figure 2. 
1f. 3 . .1 . 
En général, dans les langages d'interrogation, les quantificateurs 
e x istentiels sont imp licites et les quantificateurs universe l s sont 
.remolacés par des o pérat±ons sur des ensembles. Dans ce qui suit, nous 
indiquons comment construire un langage où les quantificateurs sont 
remplacés par des o pérations sur des ensembles. 
définition: une formule de rang sur une variable-tuple r est une for-
mule qui contient uniquement des prédicats de rang concer-
nant r et qui prend la valeur 'vrai' lorsque r appartient 
à une relation de la base de données ou une relation 
qui peut être obtenue en a p p liquant les relations d'union, 
d'intersection et de différence à des relations union-com-
patibles de la base de données. 
Considérons P (r) une formule de rang sur la variable r. 
Q(r) et R(r) deux formules qui ne contiennent pas de prédi-
cats de rang concernant r et qui admettent r comme variable 
libre. 
Convenons que~ représente l'ensemble vide. 
On ;,eut définir les équiv alences suivantes · 
- j r (P (r) A Q (r)) est équivalent à { r / P(r)/\ Q (r) }f ~ 
- \lr(P(r) • Q(r)) est équivalent à { r I P(r)} = [r I P(r)/\ Q(r)} 
Y r(P(r)/\ Q(r) • R(r)) est équivalent à 
{r l P(r)I\Q(r)J C [ r / P(r)/\ R(r)} . · 
Par conséquent, un langage d'interrogation peut être construit sur base 
de ces transformations. f ,our ce faire, il suffit de supprimer les points 
(3) et (4) de la définition des formules et définir les notions suivantes. 
Une expression d'ensemble est définie par 
(1) ~ est une expression d'ensemble qui représente · l'ensemble 
vide 
(2) Si Y/ est une formule qui admet x comme variable libre 
(3) 
{ x / lfl (x) } où x est une variable-tup le est une expres-
sion d'ensemble. Elle représente l'ensemble des tup les x 
tels que ~ (x) est vrai. x est lié à l'expression 
{ x l 4J (x) i de la même manière qu'une variable quan-
tifiée est liée à son quantificateur. 
Si E 1 et E_2 sont des expressions d'ensemble, alors 
. I 
E1 0 E:2 est une formule où 
J!. 3. 1.a . 
8 ' est un opérateur de comparaison d'ensemble pris dans 
[ =, Ç , C , f , Cf , I} 
Les questions de la figure 2 sont exprimées dans ce langage à la 
figure 3. 
Enfin, il est possible d'admettre des expressions d'ensemble [x / <fi (x) J 
où x n'est plus une variable-tuple mais une variable indicée. 
Le langage Quel [sTON 76] est un langage basé sur le calcul relationnel 
à variable-tuple où les quantificateurs existentiels sont implicites 
et où les quantificateurs univ~rsels sont remplacés par des opérations 
sur ensembles avec des expressions d'ensembles sur variable indicée. 
3.1.3.2 Mise en oeuvre du calcul relationnel à variable-tuple. 
Dans ce qui suit, nous allons montrer comment Quel [sTON 76 ] , le 
l angage d'interrogation d'Ingrès, peut être considéré comme une mise 
en oeuvre du calcul relationnel à variable-tup le sans tyoes. L'objectif 
n'est pas de p résenter Quel mais d'illustrer la partie théorique qui 
nrécède. 
La forme traditionnelle des questions en Quel est la suivante 
{ (t. [ Ail] , ..• , ti [ Ai J 
J.l n n 
) 1 3 t 1 , t 2 , • • • , ~ 
Rl (tl) A /\Rk(~)A 'f (t1,t2, ,~)} 
où YI (t1 , t 2 , •.• , ~) est une formule sans quantifi-
cateurs et sans prédicats de rang, qui admet 
t 1 ,t2 , ,~ comme variables libres. 
- 1 -:{ i . ~ k pour 1 ~ j ~ n • 
J 
Cette forme donne lieu à la question Quel 
range of t 1 is R1 
range of~ is Rk 
retrieve (t. [ A. ] , .•. ,t. 
J. l il in [ A. ] J.n 
) 
where l-fJ ( t 1 , . . . , ~) J 
exemple : la question 1 énoncée précédemment devient 
range off is fournit 
range of 1 is localisation 
Question 1 Quelles sont les entreprises qui fournissent des articles 
'chaussure' à un département du deuxième étage? 
{(f .entr)} fournit(f) J\ f .article= 'chaussure' J\ { 1 / 
localisation (1) A f .dep t = 1. dep t .A l .étage = 
'2'} -/- <j J· 
Question 2 : Quels sont les départements qui vendent tous les articles 
qu'on leur fournit? 
[cv.dept) j vend(v) A [ f J fournit(f) /\ f.dept = v.dept} 
f { f I fournit(f) ./\ { 1 1 vend(l) ./\ v.dept = l .dept A 1. 
article = f .article } -/- <j}} . 
Si l 'on p ermet des exp ressions d'ensemble avec variable-
indicée, cette dernière expression peut être simplifiée en 
[<v .dept) / vend (v) /\ { f .article L fournit (f) /\ f .dept = v .dept 
Ç [ f .article} vend(l) J\ l .dep t = v.dept}} . 
figure_ 3. 
retrieve (f.entr) 
where f.article = 'chaussure' and 
f.dept = l.dept and 
l.étage = '2' 
If.3 . --.1-:i . 
Nous pouvons nous apercevoir que les quantificateurs existen-
tiels sont im? licites. De même, on remarquera que les questions de 
cette forme sont nécessairement saines. Cep endant, cette forme de 
questions n'est pas suffisamment générale. Elle ne permet pas 
l'expression de formules quantifiées universellement. Les quantifi-
cateurs universels n'apparaitront jamais en Quel et seront remp la-
cés oar des o pérateurs de manipulation d'ensembl es. Nous allons 
r;,résenter les trois o pérations nécessaires "retrieve into", 
1
'append to" et 11 delete 11 • 
NB. Nous faisons ici l'hypothèse que Quel effectue effectivement 
des opérations de manipulation d'ensembles. En réalité, 
Quel ne supprime pas l es doub l es mais l 'opérateur 'Sort' 
permet d'obtenir le résultat escomp té. 
o Dération 11 retrieve into 11 
L'opération 11 retrieve into 11 permet de cré~r un ensemble de 
tuo les à partir des relations existant es. 
Soit s une nouvelle relation (i.e.: non encore présente dans l a 
base de données). 
La forme de l'opération est la suivante : 
range of t 1 is R1 
range of~ is ¾ 
retrieve into S(A1 = w1 , •.. , An= wn} 
where 4" (t1 , .•. , ~) 
où \j/(t1 , ... ,~) est une formule sans quantificateurs et pré-
dicats de rang avec t 1 , ... ,~ comme variables libres 
- W. (1 ~ i ~ n) peut se restreindre, dans le cadre qui nous 
l. 
préoccupe, à des expressions construites à partir de cons-
tantes, de variables-tuple indicées et d'opérateurs arithméti-
ques (+,x,-, :) . 
L'effet de cette opération est de trouver tous les ensembles de 
tuo les [ t 1 , , ~ } tels que t. est un tuple de la relati~n lV J -
Rj (1 ~ j ~ k ) et tel s que T (t1 , ... ,~) est vrai, et de créer 
:a:. 3 . -1.t. . 
-ç,our chacun de ces ensembles, un nouveau tupl e pour la nouvel l e 
re l a t ions dont la va l eur, pour le c omposant dont l e nom d 'attribut 
associé est A., est W. (1 .( i ~ n) 
l. l. 
o nération "aopend to" 
Cette o oération permet d'ajouter un ensemble d e tup les à une 
relation. 
Sa f orme est la suivante 
range of t 1 is R1 
. . . , 
,~) 
A = W ) 
n n 
range of~ is Rk 
a ppend into S(A1 = 
where lJJ (t1 , 
, ~) et wi (1 , i ~ n) sont définis comme p récédemment. 
L'effet d e cette opération est de trouver tous les ensembles d e 
tup l e s { t 1 , ... , ~ 1 tels que tj a ppartient à l a re l ation 
R. ( 1 ~ i ~ k ) et te l s que 4' (t1 , ••. , t, ) est vrai e t d'ajouter, J K 
pour chacun d e ces ensembles, un nouveau tup l e à la rel ation dont 
l a v aleur est donnée pour l e composant dont l 'attribut associé a 
1 e nom A . , par _ . W . ( 1 ~ i ~ n) . 
l. l. 
o ryération 11 delete 11 
Cette o vération permet de supprimer un ensemble de tuples d'une 
relation. 
Sa forme peut être définie par 
range of t is R 
de l ete t 
where 4' ·(t) 
où 4J (t) est dé~ini comme p récédemment. 
L 'effet de cette opération est de supprimer tous l es t upl e s t , 
tels que 'f' (t) est vrai, de la relation R. 
La figure 4 illustre l 'utilisation de ces o pérations pour l a 
deuxième question. 
On a montré que Quel, nru.ni de ces o pérations sur ensembl es, 
avai t l a même puissance d'expression que l'algèbre re l ationnel l e. 
[ ULLM so] 
Ques tion 2 : Que ls sont les départements qui v endent tous l es artic les 
qu'on leur fournit? 
range off is fourn i t 
retrieve into art(d e pt = f. d e pt,art = f.article) 
range of ais art 
range of vis vend 
delete a 




f.dept I a.dep t 
figure 4 
:II.:>.13 . 
3.1.4 Le cal cul relationnel à variabl e-domaine. 
3.1. 4 .1 Définition du calcul relationnel à variable-domaine. 
Le calcul relationnel à variable-domaine p eut être d é fini de 
la manière suivante : 
- un terme est soit une constante soit une variable-domaine , 
- une formule atomique est définie par 
(1) R(t1 , ... ,tn) où R désigne le nom d'une relation 
n-aire et où t 1 ,t2 , -~· ,tn s ont des _termes . 
(2) t 1 9 t 2 où t 1 et t 2 sont des termes et repré-
sente un des opérateurs arithmétiques de comparai-
son. 
(3) Il n'y a pas d'autres formules atomiques. 
- une formule est définie par 
(1) les formules atomiques sont des formules. 
(2) Si Flet F2 sont des formules, alors 
Fl /\ F2, Fl V F2, :E'.l • F2 et 7 F2 sont des formules. 
Flet F2 sont des sous-formules de la- formule ainsi 
définie sauf pour 7 F2 où seule F2 est une sous-
forrnule. 
(3) Si Fl est une formule et x est une variable libre 
dans Fl, alors VxFl et 3 xFl sont des formules. 
Fl est une sous-formule de la formule ainsi définie. 
(4) Si Fl est une formule, a l ors (Fl) est une formule. 
Fl est une sous-formule de la formule ainsi définie. 
(5) Il n'y a pas d'autres formules. 
Une expression du calcul relationnel à variable-domaine est 
une expression de la forme 
{<x1 , .•• ,xn) jF(x1 , •.. ,xn)} 
où x 1 , •.• ,xn sont les seules variables libres de F. 
De la même manière que p récédemment, nous dirons qu'une 
expression du calcul relationnel à variable-domaine f (x 1 ,x2 , •.. ,xn) 1 4' (x1 ,x2 , ... , xn)} est saine si 
(1) Si 4" (x 1 ,x2 , ... , xn) est vrai, alors x i (l.{i~n)6Dom(o/). 
(2) Si 3 u W (ti J est une sous-formule de lf' , alors si W ('s) 
est vrai, alors · s est dans le Dom (W) . 
.1 
1r. 3.14. 
( 3) Si \/ u w (u) est une sous-formule de lfJ , a l ors si w ('s) 
est faux, alors s est dans l e Dom (W) • 
Comme dans le calcul relati onnel à variable-tuple, nous pou-
vons supprimer les quantificateurs et l es remp lacer par des 
o pérations sur ensembles. Cependant, il faudra s'assurer que l es 
expressions d'ensemble obtenues restent 
d'ensemble { (x1 ,x2 , •.• ,xn) / F(x 1 , x 2 , 
saines. Une expression 
... , xn)} est saine si 
... ,x ) est saine. 
n . 
On peut définir les équivalences suivantes : 
3 x F (x ) est équivalent à { X IF (x )} -1 çi5 
- Si la formule est I V x F (x ) 7 G (x ) ' et que l a formu l e 
'F(x )' détermine le domaine sur lequel x prend ses valeurs, 
elle est équivalente à 
= { X I F (x) /\ G (x ) 1 f X / F ( x ) } 
La figure 5 illustre les deux questions pour ce dernier 
langage. Le langage Query by examp le p eut être considéré comme une 
mi s e en oeuvre du calcul relationnel à variable-domaine où les 
quantificateurs ex istentiels sont i mplicites et où l es quantifi-
cateurs universels sont remplacés par des o pérations sur ensembles . 
3.1.4.2 Mise en oeuvre du calcul relationnel à variable-domaine. 
Comme précédemment, l'obj ectif est d'illustrer les prooos 
théoriques. Les questions du calcul relationnel à variable-domaine 
de la forme 
fca1 , .. ,an) , 3~·1 ,ib2 1 3b:m(R1 (c11 , .• ,clkl)A •.. /\Rp(cpl' •. ,cpkp} } 
où chaque c .. est soit un at (1 ~ t '\<n) J.J 
soit un bt (1~ t " m) 
soit une constante • 
où chaque a t et bt apparaissent au moins une fois dans les c ..• J.J 




faire apparaitre pour -chaque relation R1 , R2 , •• ,RP un 
squelette de table lui correspondant 
créer, pour chaque formu l e atomique R. (c. , •. ,c. ), une 
1 1 1 1 k i ligne dans le squel ette correspondant 
- Sic .. est une constante, alors elle p eut être pla-J.J 
cée dans la colonne l ui correspondant 
Question 1 : Quelles sont les entreprises qui fournissent des chaussu-
res à un département du second étage? 
fournit entr dept larticl~ 
départ ]chaussure 
~, départ sont des variables. 
figure 6. 
localisation dept étage 
départ 2 
Question : Quels sont les départements qui vendent tous les artic l es 
d e l a c l asse A et seul ement c eux- là? 
s ous forme de calcul relationnel à variable-domaine sans quanti-
f icateurs : 
{ d j { a j typ e (article : a, classe : 'A') } = { a/vend (dep t : d, 
article : a)]'} 
La question en Q.B.E. est donnée par 
v end dep t art typ e article classe 
P.D a l l. a al l . a A 
~, Q représentent des variables. 
La table de droite, prise isolément nous assure que 11 all.a" est 
l 'ensemb l e de tous les articles d e l a c l asse A . 
La tab l e d e gauche nous donne _es d é partements qui vendent tous 
l e s artic l es rep ré~entés par 'al l.a': Le département est un facteur 
de groupement et c'est la raison 9our laquel l e il est souligné 
deux fois. 
figure 7. 
Question Quels sont les départements qui vendent au moins tous les 
articles de la classe A? 
Sous forme de calcul relationnel à variable-domaine sans quanti-
ficateurs : 
fa /{a j type(article : a,classe 
article = d) J Î . 
vend \aept art 
D 
: 
1 A) } = { a / vend (dept : d, 
type article classe 
all.a A 
' rall .a] ' t mbl . ' l' mbl 1 11 1 ou * - represen e un ense e qui contient ense e 'a .a' 
plus éventuellement d'autres éléments. 
figure 9. 
(3) 
:rr. 3 . -:1. S-. 
- Si cij est une variable qui n'apparait qu'une fois, 
alors sa colonne peut rester blanche. Cette variable 
n'exprime en effet, aucune condition sur les éléments 
recherchéso 
- Sinon la variable correspondant à c .. est p lacée 
.l.J 
dans la colonne lui correspondant. 
dans la plupart des questions, les a. (1~ i ~ n) seront ]. 
les arguments d'une et seule formule atomique R. (c. , .. , 
1. ]. ·. 
ci ) ce qui signifie que l'on recherche des tuples1dont 
le}icomposan.ts a ppartiennent à une relation. Dans ce cas, 
il suffit de préfix er les variables a. (1..( i~ n) oar l' ]. -
opérateur P pour obtenir le résultat souhaité. L'opéra- · 
teur Pest l'opérateur d'impression. Dans le cas où toutes 
les variables a . (1~ i.S n) ne sont pas les arguments d' ]. 
une formule atomique, il sera nécessaire de créer un 
nouveau squelette d e table qui contiendra toutes les 
variables ai. Il suffit alors de p lacer P .a1 P.a2 ... P . an. 
La figure 6 illustre la première question en Query by ex amo l e. 
Query by examp le dispose également d'opérations sur ensembles 
équivalentes à celles que nous avons vues en Quel mais adaptées au 
calcul relationnel à variable-domaine. De plus, Query by example 
dispose d'une fonction 11 all. 11 qui permet de construire des ensembles 
qui pourront ensuite être comparés. (En fait, elle construit des 
"ensembles" avec doubles mais il est possible de supprimer ces 
doubles). Les figures 7 et 8 illustrent l'utilisation de cette 
fonction. 
On remarquera que les questions sont toujours saines, le 
domaine sur lequel une variable p rend ses valeurs étant l'ensemble 
des composants des tup les de la relation dont le nom d'attribut 
est identique au nom de la colonne du squelette. De plus, on a 
montré que Query by example était aussi puissant que l'algèbre re-
lationnelle [ ULLM 80] . 
3.1.5 Logique typée versus logique non typée : quelques réflexions. 
Les langages d'interrogation que nous avons considérés jusqu'ici 
sont basés sur une logique non typée. Il est également possible, -
comme nous l'avons mentionné, de baser un langage d'interrogation 
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sur une logique typée et nous pensons d'ailleurs que cette solution 
présente certains avantages. L'utilisation de typ es est possible à 
la fois 9our le calcul re l ationnel à variable-tup le et le calcul r e -
lationnel à variable- domaine. Cependant, elle es t p lus c omp liquée d a ns 
le cadre du calcul relationnel à variable-tup l e car, dans ce cas, il 
est nécessaire de définir des types non seulement por les variables-
tuples mais aussi pour les variables-indicées [ PI RO 78 ]. Dans ce 
qui suit, nous nous placerons donc dans le contexte du calcul rela-
tionnel à variable-domaine. 
De manière générale, l'utilisation ou non de types dans un lan-
gage est un compromis entre la soup lesse d'expresssion du langage 
et son efficacité d'implémentation. Dans le cas des langages d' 
interrogation, elle permet de définir le domaine sur lequel les 
variables prennent leurs valeurs et il n'est donc plus nécessaire 
de déterminer, lors de l'évaluation d'une question, le domaine de ces 
variables. Par ailleurs, l'utilisation de types permet d'effectuer 
un certain nombre de contrôles syntaxiques et de rejeter des questions 
déoourvues de sens. On peut aussi s'assurer que les deux arguments 
d'un opérateur de comparaison sont de types identiques ou que les 
arguments d'un prédicat appartiennent aux types leur correspondant 
dans la définition du prédicat . La ·nécessité d'une logique .typées' 
est également fait sentir pour rejeter des questions dépourvues 
de sens lors de l'interrogation d'une base de données en langage 
naturel. [ DALH 8 2 J . 
Cependant, l'utilisation d'une logique typée peut figer l'évolu-
tion d'une a pplication ou rendre impossible l'expression de certaines 
questions. Il ne faut cependant pas p erdre de vue qu'un des objectifs 
d'une base de données est la modélisation du monde réel ou du moins 
d'une réalité et que par conséquent, une base de données doit être 
conçue en considérant la notion d'extension et d'évolution. Dès lors, 
une modélis~tion adéquate devrai t permettre de remédier aux problèmes 
mentionnés dans une large mesure. Cela nous amène à considérer le rôle 
que joue la notion de domaine dans le modèle relationnel. 
En effet, bien que la notion de domaine soit présente dans le mo-
dèle relationnel, elle a été relativement peu exploitée. C'est' ainsi 
que dans une base de données rel ationnelles, les domaines sont sou-
vent des classes syntaxiques comme les entiers, les strings de 20 ca-
ractères, etc ... Cependant, plutôt que d'utiliser les domaines comme 
des concepts tournés vers l'impl émentation,il est également possible 
de les associer à des concepts sémantiquement significatifs eu égard 
à l'application. Les domaines représenteront donc des employés, des 
J[. 3. --1.:r. 
entrenrises, des articles, etc ... Le fait qu'un domaine a pparaisse à 
0lusieurs endroits dansm schéma relationnel exprime de manière expl i-
cite une information sémantique qui ne peut être représentée par de s 
attributs ou des relations [LACR soJ. A chaque domaine sera associé 
un type et si la modélisation est effectuée soigneus ement, il devrait 
être possible d'exprimer les questions sémantiquement ,;Significatives et 
de rejeter les questions dépourvues d e sens. 
3.2 Mise en oeuvre des questions. 
Nous venons d'indiquer comment la logique du premier ordre peut 
être modifiée pour définir un langage d'interrogation.Nous obtenons 
alors le calcul relationnel à variable-domaine et à variable-tuple. 
Ces langages permettent à un utilisateur d'exprimer sa question sans 
avoir à penser à la manière dont il va accéder aux données. De p lus, 
on considère généralement que ces langages sont 11 de p lus haut niveau 11 
que l'algèbre relationnelle car contrairement à cette d ernière, l a 
question ne donne pas un algorithme pour calculer les réponses. 
CeDendant, pour une mise en oeuvre efficace de ces langages, il 
sera nécessaire de définir des techniques d'optimisation de questions. 
Différentes formes d'op timisation peuvent être effectuées. On distingue 
essentiellement deux formes comp lémentaires : 
- la première consiste à transformer la question initiale en une 
question optimisée qui lui est équivalente mais dont le coût 
d'évaluation est moindre. 
- la seconde consiste à déterminer, à partir d'une question, un 
certain nombre de séquences d'opérations élémentaires sur la 
base de données, chacune d'entre elles produisant le résultat 
escompté, puis d'évaluer le coût de chacune de ces séquences 
et à retenir la meilleure. 
La logique est à la base d'un certain nombre de transformations 
de la première forme. Ces transformations elles-mêmes peuvent être 
scindées en deux catégories : 
les transformations qui préservent l'équivalence entre laques-
tion initiale et la question optimisée quelle que soit la base 
de données. Ces .transformations sont parfois appelées 'op timisa-
tions syntaxiques'. 
- les transformations qui préservent l'équivalence entre laques-
tion initiale et la question optimisée uniquement dans le cadre 
d'une a pplication. Ces transformations sont parfois a ppelées 
'op timisations sémantiques'. 
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3.2.l Optimisations syntaxiques. 
Les optimisations syntaxiques tirent profit d'un certain nombre d' 
observations. Nous allons en présenter brièvement quelques-unes. Le · 
lecteur intéressé peut se reporter à [ JARK 84] où il trouvera des ré-
férences approopriées. 
Une question est une formule logique. Dès lors, cette formule oeut 
contenir des sous-expressions identiques et peut être simp lifiée. 
De même, nous pouvons tenir compte de la sémantique du prédicat d'éga-
l ité '=' Dour orooager à travers la question des constantes en lieu 
et place de variables. 
Dans lemêne ordre d'id ées, la sémantique des o p érateurs d e comnaraison 
peut être utilisée pour en déduire qu'une question est incohérente 
dans certains cas. 
Des approches p lus globales [ u Lu -: 80 J se restreignent à d es classes 
de ques tions (par ex : les questions c onjonctives )pour e n s ui t e à oartir 
d 'une ques tion en déduire une autre, équivalente mai s qui peut être 
montrée mi nimale . 
E~ _emo.l e : la c;_ruest ::_ u:: 
{ (a 3 , a 4 ' 1 ;~ b3 .3 b 4 3 'es ] b6 ! R (b3 , b5) /\ R (a 3 ,b 6 ) 
/\ R (b4 , c) /\ S(b 4 , a 4 ) } 
est é quiva l ente 2 l a question 
((a3 ,a4 ) / 3,b4 3 b 6 R(a3 ,b3 )/\ R (b4 ,c) Â S(b4 ,a4 )} 
qui peut être montrée minimal~. 
De même, ces techniques de s impl ification peuvent être é tendues pour 
Drendre en compte des informations sémantiques concernant les dénen-
dances fonctionne l les et multivaluées. En ce faisant, on se dirige 
vers les o p timisations sémantiques. 
3.2.2 Op timisations sémantiques. 
Nous avons mentionné que les optimisations sémantiques ne conser-
vaient l'équivalence entre la question initiale et la question o pti-
misée que dans le cadre d'une application donnée. Ces techniques uti-
lisent, en effet, les contraintes d'intégrité pour générer la forme 
optimisée. Ces technïques ont été introduites indép endamment par Hammer 
et King [ HAl'-'1.M 80 J [ KI NG 81 J 
El l es sont pour l'optimisation des questions ce que sont les stratégies 
globales de résolution [ KOWA 79 ] pour la p rogrammation logique.- El les 
consistent e s sentiellement en la suppression d'informations sémanti-
quement redondantes, l'insertion d'informations sémantiquement redon-
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dantes et la détection de questions -incohérentes ;, . Nous a l lons i llus-
t rer ces d ernières techniques. 
Suopression d 'information s s émantiguement redondantes. 
Certaines part ies d'une question peuvent être l ogiquement impli-
quées par le reste de la question et les contraintes d'intégrité. Par 
conséquent, elles peuvent être supprimées sans changer la sémantique 
a s sociée à la question. 
Exemple : Soit l a relation 
p ersonne (nom- p ,sal-p,fonction-p ) 
exprimant l e nom, le salaire et la foncti~ri d'une personne. 
La re l ation d ispose d 'un index portant sur l e nom 'nom-p ' e t 
un index portant sur 'fonction-p '. 
Considérons la contrainte 
'Tous les directeurs gagnent p lus de 150.000 F' 
La question 
'Que l les sont les personnes qui sont directeurs et qui 
gagnent p lus de 120.000 F?' 
p eut être optimis é e en 
'Que l les sont l es personnes qui ont comme fonction 
d irecteur ? ' 
La suppression d'informations redondantes est particul ièrement 
adéquate lorsqu'elle permet de supprimer des· jointures entre re l ations . 
Insertion d'informations sémantiouement redondantes. 
Nous oouvons également envisager d'ajouter à la question des co_n-
d itions qui, bien que sémantiquement redondantes (la question augmentée 
est équivalente à l a question initiale), permettent d'augmenter la 
performance lors de l'évaluation de la question. On pourra par ex emple, 
introduire un index, réduire les éléments concernés par une jointure 
et ainsi de suite. 
Exemple : La question considérée est 
'Quelles sont les personnes qui gagnent plus de 200.000 -F? ! 
La contrainte considérée est 
'Toute p ersonne qui gagne p lus de 150.000 Fest directeur' 
La question o p timisée est 
'Quels sont les directeurs qui gagnent plus de 200.000 F?' 
La question o p timisée a fait a pparaitre un index pour l'accès .à 
l a re l ation 'personne'. 
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Détec·tion de questions incohérent.es. 
Dans certains cas, une question peut être incohérente par rapport 
à l'ensemble des contraintes d' i ntégrité. Dès l ors, la question ne 
devra pas être évaluée puisque par définition elle ne peut être s atis-
faite oar aucune valeur. 
Exemple : La question 
'Quelles sont les personnes qui gagnent p lus de 160.000 F 
et qui ne sont pas directeurs?' 
est incohérente par rapport à la contrainte 
'Toute personne qui gagne p lus de 150.000 Fest directeur'. 
Par conséquent, elle ne devra pas être évaluée. 
Cette dernière catégorie d'optimisations a été largement exp loitée 
par Min:<:er et Reiter [111îI NK 7 8 ] [ REIT 7 Sa} pour la détection 
de questions · incohérentes à partir d .' informations concernant le 
domaine des variables. 
A partir d'une question et d 'un ensemble de contraintes, il peut 
être 9ossible de générer un grand nombre de formules équivalentes. Toute~ 
ne sont pas · utiles, bien au contraire. Cependant, i -1 est impensable de 
générer toutes ces formules, de les évaluer vis-à-vis d'un critère · de 
s é lection et d'en déduire la meilleure. Il faud ra s'efforcer autant 
que possible de réduire l'arbre de recherche des formules équivalentes 
et de déterminer des heuristiques qui pourront nous permettre de nous 
gu~der dans le parcours de l'arbre. Le problème réside essentiellement 
à trouver ces heuristiques. Nous en avons présentées quelques-unes. 
D'autres peuvent être trouvées dans [ KI NG 81]. A notre connaissance, 
les travaux réalisés jusqu'à ce jour sont très limités et doivent être 
considérés comme une première étape. On se restreint à des classes 
~articulières de ques~ions et les heuristiques doivent être développées. 
La p rogrammation en logique est un des outils adéquats pour la 
mise en oeuvre de .~es optimisations. 
CHAPITRE 4. CONTRAINTES D'INTEGRITE. 
4 .0 Introduction. 
La partie intégrité constituait le troisième volet de notre pré-
sentation du modèle relationnel. Ce chapitre sera donc consacré à 
l'apport de la · logique des prédicats du premier ordre aux contraintes 
d'intégrité. Tout comme les langages d'interrogation de base de données 
relationnelle, la mise en oeuvre des contraintes d'intégrité demande 
deux composants : 
- un langage d'expression des contraintes. 
- un mécanisme de mise en oeuvre qui assure la -c oh érence d e la 
base de données par rapport aux contraintes définies. 
Ce chapitre traitera des deux composants. Dans un premier temps, 
nous étudierons les moyens d'expression des contraintes et nous nous 
attarderons sur les contraintes de transition. 
Ensuite, nous aborderons l'apport d e l a logique des prédicats du 
premier ordre (par l'intermédiaire de la fo r ma lisation des bases d e 
données sel on la vue "théorie du modè le 11 ) pour la mi se e n o euv.:-s 22s 
contraintes. Dans ce cadre, nous p r é s enter ons une méthode d e simnl ifi -
cation de contraintes d'intégrité . Cette méthode sera située dan s le 
cadre plus général des mécanismes de simplificat ion et nous montrerons 
ses qualités, faiblesses et les extensions possibles. 
4.1 Représentation des contraintes d'intégrité. 
Les contraintes d'intégrité, traitées dans les chapitres précédents, 
étaient des contraintes d'intégrité d'état. Ces contraintes d'intégrité 
pouvaient être interpretées comme des questions fermées qui réclament 
comme réponse "oui" lorsqu'elles sont évaluées. Puisque les questions 
fermées ne sont en fait qu'un cas particulier des questions ouvertes, 
il est naturel de dire que les langages d'interrogation constituent 
un formalisme adéquat pour ce type de contraintes. Les développements 
que nous avons effectu~s au chapitre précédent restent donc valables 
pour les contraintes d'intégrité 'd'état. 
Cependant, si les langages d'interrogation semblent adéquats pour expri-
mer les contraintes d'intégrité d'état, il n'est pas évident qu'ils 
puissent exp rimer les contraintes de transition. En effet, par défini-
tion, les contraintes de transition sont des contraintes qui impos.ent des 
conditions sur les transitions entre différents états de base de 
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données. La sémantique des langages d'interrogation, définie dans le 
chapitre précédent, est basée sur la notion d'interprétation qui ne 
concerne qu'un seul état de la base de données. Par conséquent, on voit 
m~l comment ces langages pourraient permettre l'expression des contrainte~ 
de transition. 
Certains systèmes (Sequel [ ASTR 76 J par exemple) permettent l'expres-
sion des contraintes de transition en préfixant les variables à l'aide 
des mots réservés 11 old 11 et 11 new 11 • Ces préfixes permettront respective-
ment de désigner des· valeurs dans l'état courant de la base de données 
et ces mêmes valeurs dans l'état de la base de données après une mise à 
jour. Ces préfixes, avec la possibilité d'exprimer quand la contrainte 
d'intégrité doit être vérifiée, p ermettent d'exprimer les contraintes de 
transition. 
Cette notation nous semble cependant malheureuse car elle est contraire 
à la notion d'interprétation et la sémantique définie pour les langages 
d'interrogation n'a plus guère de sens si l'on p ermet l'utilisation d e 
ces préfixes. Une autre possibil_i té est décri te dans [ NICO 7 8 ] • Elle 
cons i ste à utiliser des relations spécialement définies pour ces con-
traintes d'intégrité, a ppelées relat ions d'action. 
Nous allons nous attarder quelque p eu sur cette notation. 
Il existe en effet trois formats de relation d'action, chacune corres-
pondant à un type particulier de mise à jour (modification, insertion, 
suppression). 
Considé rons dans un premier temps, les contraintes de modification. 
Soit R(x1 , x 2, ... , xn) une relation n-aire et nous désirons exprimer 
une contrainte de transition en cas de modification de R. 
Pour ce faire, il est nécessaire de définir une relation 
d 'f' t' . ( , ' ') mo i 1.ca ion- R x 1 ,x2,, ... xn, x 1 , ••• , xn • 
La sémantique de cette relation est la suivante : si l'on tente une 
modification de la relation R, l'extension de la relation contient le 
seul tup le (ai, a 2 , ••• , an, a 1 ', ••• , ah') 
où ( a 1 , a 2 , .•. , an). représente le tuple qui va être modifié dans R 
( a 1 ', a 2 ', ••• , an ')représente la nouvelle valeur de ce tup le. 
Dans tous l es autres cas, l'extension de la relation est vide. 
La contrainte de transition va expri mer certaines conditions sur les 
composants d'un tuple dans la relati on "modification-R". 
C'est ainsi qu'une contrainte déf inira un ensemble V de composants qui 
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varient pendant que d'autres restent constants, les composants restants 
étant sans intérêt pour la contrainte. 
e~emple : considérons la relation EMP (num-E, ville-E, sal-E) qui donne 
la ville et le salaire d'un employé, la contrainte 11 le salaire 
d'un employé ne peut que croitre 11 , (a1 , a 2, a 3 ) le tuple qui va 
être modifié et(a1 •, a 2 !, a 3 •> le tuple qui va le remplacer. 
La contrainte ne risque d ' être falsifiée que si 
a1=a1 • et a3~a3 ' 
la valeur .de a 2 • par rapport à a 2 n'ayant aucun intérêt pour 
la contrainte. 
Par conséquent la contrainte devra spécifier ces conditions pour corres-
pondre à sa sémantique. C'est a i nsi que la contrainte correspondant à 
l'exemple précédent sera exprimée (en calcul relationnel à variable-
domaine) par Yx1 V·x2 V·x3 Vx1 •.\/x2 •V ·x3 • modification-emp(x 1 , x 2 , x 3 , 
x1,x2, x:P ./\ (x1=x1 ') 1\. (x3 ~x3 ') ~ (~ '>~). 
La figure 4. 1 donne la contrainte de transition bien connue sur l'état 
civil. 
Tournons-nous maintenant vers les contraintes de transition en insertion 
(les contraintes de transition en suppression peuvent être définies par 
analogie}. 
Pour exprimer une contrainte de transition lors de l'insertion d'un tuple 
dans une relation R, il est nécessaire de créer une relation d'action 
insertion-R(x1 ~x2 , _ ••• ,xn) où n est l'arité de R. 
Sa sémantique est la suivante : insertion-R (x1 ,x2 , ~-.. . ,xn)a une extension 
qui contient le tuple (a1 , a 2 , ••. , an) lorsque l'on tente d'insérer 
('a1 , a 2 , ••• , an) dans l'extension de R. Dans tous les autres cas, 
son extension est vide. 
exemple : considérons les relations 
rnembre-tennis(personne,club) 
entreprise(Dersonne,entr) 
et la,. con:crain:t·e 
qui exprime l'appartenance d'uné 
personne à un club de tennis 
qui exprime l'entreprise dans la-
quelle travaille une personne 
11 Pour devenir membre du club 11 Rail-Tennis 11 ,il est néces-saire 
de travailler à la SNCB". 
Cette contrainte s'exprimera de la manière suivante : 
Soit la relation 
é tat civil (personne , état) 
qui donne,pour une personne, son état civi l 
Soit l a relation 
trans-état(ancien,nouveau) 
qui donne la transition d'un état civil vers un autre. 
La contrainte peut s'exprimer par 
~x Vx• \/y \/y• (modification-état-civil(x , y , x ' ,y') I\ (x =x ') A (y=y ') 
~ trans-état(y-; y 1 ) 
L'extension de la relation "trans-état (ancien,nouveau)" est donné e par 














:Ir. 4. 4 . 
V x insertion-membre-tennis (x, "Rail-Tennis 11 ) -~entreprise (x, 11 SNCB") 
Cette contrainte est essentiellement distincte de la contraiqte d'état . 
v·x membre-tennis (x, 11 Rail-Tennis 11 )-..entreprise (x, "SNCB'-'). 
Dans ce dernier cas, en effet, une personne ne pourra être membre du 
ëlub 11 Rail-Tennis 11 que tant qu'elle travaille à la SNCB. 
Enfin, il peut exister des contraintes qui mettent en cause des ·· modifi-
cations à plusieurs relations. Ces contraintes exigent que les modi-
fications correspondantes soient traitées comme des transactions. 
exemple: Soit les relations · grade(militaire,type-grade) 
salaire(militaire,sal) 
exprimant respectivement le grade d'un militaire et son sa-
laire. La contrainte '·'Tout changement de grade est accom-
pagné d'un changement de salaire" est exprimée par 
modification-grade (x, z, x, z' )J\(z;é'z') ->-
modification-salaire (x, y, x, y')/\ (y;é'y'). 
Il devrait être clair que toute modification de grade suivie d'une 
modification de salaire doit être considérée comme une séquence indi-
visible eu égard à cette contrainte. 
Que conclure de tout ceci? D'abord, les contraintes d'état ne présen-
tent aucune difficulté en ce qui concerne leurs expressions et les 
l angages d'interrogation peuvent être aisément utilisés pour les expri-
mer. Les contraintes de trans·i tion présentent, quant à elles, des 
difficultés compte tenu de la manière dont la sémantique est définie 
dans les langages d'interrogation. Nous avons mentionné une première 
manière de les traiter et nous avons montré pourquoi elle ne nous 
semblait pas adéquate. Nous avons ensuite présenté une seconde manière 
de les exprimer. Celle-ci peut sembler quelque peu artificielle puis-
qu'elle nécessite l'introduction de nouvelles relations. Cependant, 
sa principale qualité réside dans le fait qu'elle n'altère pas la 
sémantique des langages d'interrogation. 
relations : 
- vend(département, article) 
exprime qu'un département vend un article 
- fournit(entreprise, département, article) 
exprime qu'une entreprise fournit un article à un 
département. 
- subord(subordonné, supérieur) 
exprime la relation entre un employé et son supérieur. 
contrainte 1 :un département ne peut vendre un article que si une entre-
prise le lui fourni t. 
Vx "vy 3 z (lvend (x, y) V fournit (z, x, y)). 
contrainte 2 :Tout employé, qui est le subordonné d'un employé qui est 
lui-même le subordonné d'un autre employé, est subor-
donné de ce dernier. 
\Jx\/y-Vz (7subord (x,z)V}subord (z,y)Vsubord (x,y ~ . 
figure 4 .2. 
4.2 Mise en oeuvre des contraintes d'intégrité. 
4.2. 1 Cadre de référence . . 
Si la plupart des systèmes de base de données relationnelle per-
mettent l'expression des contraintes d'intégrité, peu d'entre eux of-
frent les mécanismes nécessaires à la mise en oeuvre de ces contraintes 
ou bien se restreignent à des classes réduites de contraintes. Cood 
[coon 82 ]reconnaissait d'ailleurs que la partie intégrité constituait 
une partie faible des systèmes de gestion de base de données relation-
nelle. 
La raison est un problème de performances. Il est, en effet, im-
pensable de vérifier toutes les contraintes d'intéarité lors d'une mise 
à jour. De plus, même après avoir déterminé l'ensemble des contraintes 
qui peuvent être falsifiées par une mise à jour, la vérification d'une 
contrainte, comme d'ailleurs l'évaluation d'une question, est un pro-
cessus coûteux en temps. Par_ conséquent, il est nécessaire de réduire 
ce coût si nous désirons mettre en oeuvre efficacement le p rocessus de 
vérification des contraintes. 
Un certain nombre de considérations concernant les contraintes d'in-
tégrité et le processus de vé~ification ont mis en évidence certaines 
voies derecherches qui peuvent contribuer à l'amélioration du processus 
de vérification des contraintes. 
Nous en avons retenu cinq, tout en sachant fort bien que cette liste 
n'est en rien limitative. 
1.- Une contrainte d'intégrité est une question fermée. 
Par conséquent, il est clair que les techniques d'optimisation 
mises en oeuvre pour les langages d'interrogation pourront 
être utilisées pour la vérification des contraintes d'intégrité. 
2.- Une contrainte d'intégrité ne risque pas d'être falsifiée par toute 
mise à jour. 
Une mise à jour particulière peut falsifier certaines contrain-
tes alors que d'autres ne seront nullement concernées par cette 
mise à jour. Il faudra donc s'efforcer de trouver des critères 
qui permettent de déterminer les contraintes qui ne. risquent 
pas d'être falsifiées par une mise à jour. 
3 .. - Les contraintes d'intégrité devraient être vérifiées avant la mise 
à jour. 
En effet, pour tester l'effet d'une mise à jour sur les con-· -
traintes d'intégrité, on peut imaginer de réaliser la mise à 
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jour et d'évaluer ensuite les contraintes. Si une des contrain-
tes est falsifiée, l'effet de la mise à jour sur la base de 
données devra être annulé, nous permettant de revenir à l'état 
initial. Cependant, cette o pération "mise à jour/restauration 
de l'état initial" est coûteuse et il est donc p référable de 
l'éviter. Pour ce faire, on peut procéder de la manière suivante 
- soit m la mise à jour 
- soit E l'état actuel de la base de données 
- soit E(m) l'état de la base de données obtenu en 
a ppliquant la mise à jour m à E 
- soit C une contrainte d'intégrité. 
Il s I agira de déterminer, à partir de C et de m, _ une contrainte 
S(C,m) de Dorte que C sera satisfaite sur E(m) ssi S(C,m) 
est satisfaite sur E. La technique de vérification de contrain-
tes d'intégrité par modification de Query [ STON 7 6 ] est un 
exemple de mise en oeuvre de cette méthode. 
4 .- Nous pouvons supposer que les contraintes d'intégrité sont vérifiées 
sur l'état actuel de la base de données. 
Par conséquent, à partir d'une contrainte Cet d'une mise à 
jour m, nous pouvons déterminer une contrainte ·s(C,m) telle 
que S(C,m) soit vérifée sur E(m) si et seulement si C l'est. 
L'évaluation de s(e,m) devrait être moins coûteuse que 
l'évaluation de C. 
5.- Les contraintes d'intégrité sont , en général, assez simples [ DATE 
8], ] . 
Par conséquent, nous pouvons tenter de déterminer des classes 
restreintes contraintes qui paraissent les p lus fréquentes 
dans les applications et tenir compte des caractéristiques 
propres à ces classes pour en déduire des méthodes de mise en 
oeuvre efficaces •. Un exemple de telles méthodes est donné 
dans [ BERl.'1 80 ] . 
La formalisation d'une base de données relationnelle en logique selon · 
l a vue "théorie du modèle" a permis de mettre en évidence et de vali-
der une méthode de simplification de contraintes d'intégrité basée 
sur la quatrième observation, à savoir sur le fait que les contràin~ 
tes d'intégrité sont supposé_es vraies dans 1 'état actuel de la base 
de données. Cette méthode a été définie pour l e calcul relationnel à 
variable-domaine dans [ NICO 79] , [ NICO 82 J e t pour le calêul re-
lationnel à variable-tuple dans [ BLAU 81 ] • Dans ce qui suit, nous 
présenterons la méthode dans le calcul relationnel à variab l e-domaine . 
.:J[. '1. :; . 
4.2.2 Définition de la méthode. 
4.2.2.l Présentation intuitive. 
L'objectif de ce point est de permettre au lecteur de se faire 
une idée de la méthode avant de passer à une étude plus théorique. 
comme nous l'avons déjà mentionné, la méthode consiste à tirer profit 
du fait que les contraintes sont satisfaites dans l'état actuel de la 
base de données pour en déduire une forme simplifiée. Considérons les 
relations et les contraintes de l a figure 4.2. 
Contrainte 1 : Supposons que 1 'on insère (D, A) dans 1 'extension de la 
relation "vend". La contrainte est vérifiée dans l'état actuel. Dès 
lors, si elle est falsifiée dans l'état futur, ce sera<D,A > la cause 
de la falsification. Il est clair qu'il suffira donc de vérifier qu'il 
existe une entreprise qui fournit l ' article "A"au département "D" 
c'est à dire "3z fournit(z,D,A) '~ 
Contrainte 2 : De même, l'insertion de ( E1 , E2 ) dans l'extension de 
la relation "Su.bord" ne nécessitera que l'évaluation de "Tous les 
subordonnés de E1 sont subordonnés de E2 et tous les supérieurs de E2 
sont supérieurs de E3 " c'est-à-dire Vx '1'y ( ( 1 su.bord (x, E1 ) Vsubord 
(x,E 2))A. ( subord (E 2 ,y)V subord (E1 ,y)). 
Les princ-ipales étapes de la méthode consistent en 
(l)l'instantiation, de manière adéquate, de la contrainte de sorte 
que la forme instantiée soit vraie lorsque la contrainte initiale 
l'est. 
Ainsi l'instantiation de la contrainte (1) est 
3z 1vend(D,A) V fournit(z,D,A) (3_} 
(2)l'évaluation de tout ce qui est évaluable (opérateur de· comparaison) 
ou de ce que l'on sait "vrai" sur l'état futur. Dans la -contrain-
te (3), nous savons que vend (D, A) sera "vrai" que " 7 vrai=faux" 
et "faux V A=A 11 ce qui ramène (3) à3z fournit (z,D,A). 
4.2.2.2 Hypothèses. 
Dans ce qui suit, nous présentons les hypothèses de la méthode. 
1.- Les contraintes d'intégrité sont des formules bien formées 
fermées sous ·forme normale prenexe conjonctive. 
:IC. 4. P. 
Le lecteur intéressé par la transformation d'un.e ,wff .quelconque 
en une wff sous forme normale prenexe conjonctive peut se 
reporter à [ CHAN 72 J . Cette transformation peut ne se 
faire qu'une fois ; par exemple, lors de la conception du 
schéma de la base de données. 
2. - Les contraintes d'intégrité sont des formules à champ restreint. 
3. - Nous ne considérons comme mise à jour que les insertions, les 
suppressions et les transactions. Les modifications sont 
définies comme un cas parti culier de transactions. 
4. - Nous supposerons que les insertions et les suppressions con-
duisent à des suppressions effectives et des insertions ef-
fectives de _tuples sans quoi les contraintes sont triviale-
ment satisfaites, l'état de la base de données après la mise 
à jour étant identique à l'état avant la mise à jour. 
5. - Nous supposerons que toute opération dans une transaction con-
duit à une insertion ou à une suppression effective de tuples. 
Si deux o pérations ont un effet o pposé, elles peuvent . être 
supprimées putsqu'elles ne modifient pas l'état final. 
4. 2.2.3 Définition des contraintes à considérer. 
L 'objet de ce paragraphe est de donner un critère qui~ étant donné 
un ensemble de contraintes et une mise à jour, détermine l'ensemble 
des contraintes qui peuvent être falsifiées par une mise à jour. 
considérons une mise à jour concernant la relation R d'arité n. 
seules les contraintes contenant un symbole de prédicat n-aire R doi-
vent être considérées. Les autres ne pourront jamais être falsifiées 
par cette mise à jour. Cette propriété, qui peut paraitre très natu-
relle, n'est cependant garantie que parce que les contraintes sont des 
formules à champ restreint., On a · montré! [NICO 7 9 J que· -si W est une 
formule à champ restreint qui est vraie dans une interprétationI, cette 
· , · r~ ' Iv-formule w reste encore vraie dans une interpretation ou est l'inter-
prétationI auquel on a ajouté une constante. 
Par ailleurs, lorsqu'un tuple est inséré (resp. supprimé) dans 
l'extension de la relation R, seules les contraintes contenant un 
littéral négatif (resp. positif) dont le symbole de p rédicat est R 
doivent être considérées. Les autres ne risquent pas d'être falsifiées 
par la mise à jour. 
exemple : Considérons les relations 
vend(départ, article) 
--------------- ------- ---
fournit(entr, départ, article) 
exp rimant res pectivement qu'un d é partement vend un article et qu'une_ 
entreprise fournit un article à un département. 
Considérons la contrainte 
\/x \/y 3z l vend (x ,y) V fourni t (z , x , y) 
exprimant qu'un département ne peut vendre que les articles 
qu'une entreprise lui fournit. 
L 'insertion d'un tuple dans la relation "fournit" ne falsifiera jamais 
la contrainte. En effet, la contrainte est vraie avant l'insertion et 
si l'insertion- modifie le domaine sur lequel x et y p rennent leurs 
valeurs, nous sommes néanmoins sûrs que pour ces .nouvelles valeurs il 
existe un z t elle que la contrainte est vraie, et cela quelle que 
soit la valeur de "7 vend (x , y)"~ Par contre, lorsqu ' un tuple est 
inséré dans l'extension de la relation "vend", les domaines peuvent 
augmenter sans que nous soyons sûrs que la contrainte soit vérifiée 
pour les nouvelles valeurs. 
Dans ce qui suit, nous ne considérerons que les contraintes susceptibles 
d'être falsifiées. Dans un premier temp s, nous présenterons la méthod e 
de- simplification pour les insertions. La méthode pour les suppres-
sions sera ensuite présentée par analogie. Nous terminerons par le 
résultat de la méthode pour les transactions et que l ques remarques 
sur les formes que peuvent prendre les contraintes. 
4.2.2.4 Présentation de la méthode pour les insertions. 
4.2.2.4.l Définition des substitutions. 
Considérons une contrainte W. 
Soit u une mise à jour qui consiste en l'insertion du tuple 
dans la relation R. 
SoitI l'interprétation dans laquelle West vraie et qui repré-
sente l'état actuel de la base de donnée. 
Soit Ii:- 1 'interprétation obtenue à partir del en ajoutant le 
tuple <è1 , ••• ,en) à la relation R. I+ est le nouvel état de la 
base de données. 
Notre but consiste, bien évidemment, à nous assurer que w est 
. I+ encore vraie sur • 
L'objet de ce point (4.2.2.4.1.) est de déterminer un ensemble 
de substitutions f (w,u) tel que West vrai dans I+ssi û/l"(w,~) 
est vrai dans I + . 
1f. '-1 . 1-o. 
où u,· ~ \.J<r-1. A - - - ;\ ,\vff'"'- te l que (\v,V) . 
<!{ ,~) ___ , d't?I. sont toutes l es substitutions de ~ (w'1 ,u. ) 
A cet effet, supposons que W contienne p l ittérqux négatifs conte -
nant le symbole de prédicat n-aire R. Désignons-les par 
Il R ( ti t i ) Il 1 ~ . _/ 7 l'- ••• , n - --...: i~ p 
Pour chacun d'eux, nous allons essayer de définir une substitution. 
à"i (1 -:!: i~p) .Selon que la subst~tution __ pourra ou ne pourra pas être 
définie pour un littéral 1 R(i:.~, --~,·t~), cela signifera que ce 
littéral pourra ou ne pourra pas être à l'origine de la falsifi-
cation de la contrainte. 
La substitution sera d~finie J?our un littéral w7R(tf, ... , "!:~ )'1(.1'. ~ i ~ p: 
si et seulement si R (ti1 , .•• , .ti) et R (e1 , •.• ,e ) · s'unifient. n n . . . 
Soit (j la subs~itution la plus générale telle que R(tt , ... ,/t~) : 
et R (e1 , •• ,~n) s'unifient. La substitution d'i est la substitution û 
où l ' on a supprimé tous · les é léments _"(c f x ) 11 où x est un e variable 
ex istentiellement quantifiée ou une variable universellement quan- · 
tifiée mais qui est précé d é e dans la l iste d es quantifications 
par au moins une variable existentiel_lement quantifiée. 
Autrement dit et de manière plus p r é cise, J,~ e st définie ssï 
1 ° Si t~ (1.s;;;·j ~ n) e s t une constan te alo rs t ~ = e . 
· J . . J - J 
2 ° Si ~j= -~ , (l .~ j, k ~ n ) a l ors ej = ek 
Quand Dl est définie, elle consiste d e . 
\.... ,;,, {Ce. I t~) I t~ · est une variable universellement quantifiée · 
di J J J 
riàn·- précédée par une variable existentiellement quantifiée dans 
l'ordre des quanticateurs de W Y: . 
Justifions ces définitions de manière intuitive. 
1° Si 1t n'est pas définie, cela signifie que quelles que soient 
i i les valeurs que pourront prendre t 1 , •..• , t , ces valeurs ne n . . 
t 'd t' ' . ' t ' d' R ( .... 1 .._1. seron · 1::as i _ en iques a e 1 , ••. , e n c es -a- ire que L-1 , L-2 , .. 
..• ~~,t1 ) ne sera jamais égal à fi (é1 ,e2 , ••• ,e). n . . . . n 
Dès lors, R( t1.1 , ••• , ti·) ·, ne sera jamais à l'origine de la n . 
falsification de w pour u. 
2° Les variables existentiellement quantifiées sont exclues 
pour la raison suivante. 
Considérons la contrainte W 
W = q l x l q 2x 2 ••. q i-1 x i-1 3 x i q i +1x i+1 •. -~xn F ~ .. .. 
où q. (1~ j ~ i-1 et i +l ~ j ~ n) sont d es quantificâteurs 
' ] ' ~ 
F, est une formule bien formée sans quantificateur 
contenant x 1 , .. , x n comme variables libres. 
:rr. Y. -1.-1.. . 
supposons que 11 ( c . 1 x. ) 11 E r:r. Les valeurs d e v é rité de W et de 
l l 
qlxl • • . q . 1x . 1q. +l·x . +l ••• q x Fd"' où <J' ' = J (c . \x-. )} - i - i- i i _ . ,.. -n n l i i 
ne seront identiques que si c . est une val eur de x . telle 
l l 
que ·w est vraie. 
Dans le cas de variables universellement quantifiées pr é cé-
dées dans l'ordre des quantifications par une variable 
existentiellement quantifiée, rien ne no~s assure non plus 
que la substitution donnera une formule dont la valeur de 
vérité est identique à celle de la formule . initiale. 
Considérons l'exemple suivant. La contrainte est 
3 y.\f x , t7·P(x ) V o ·(x ,y)) 
Supposons qu'elle soit vér ifiée et que 1 'on insère . P (a ) • 
Si nous permettons que toutes les variables universellement 
quantifiées appartiennent aux substitutions, nous devrons 
vérifier la formule ]y (, P (a) .V Q (a, y)) • 
Ces deux formules n'auront pas nécessairement la même valeur 
de vérité. Il se peut en effet qu'un y vérifie la formule 
simplifiée alors qu'il ne vérifie pas la contrainte initiale 
(par exemple s'il existe b tel que P (b )A 7 Q(b ,y). 
Remarquons enfin qu~ o/ (W, u) peut être égal à l'ensemble vide r;d. 
Si 'r'(w,u) =~cela signifie qu'aucun littéral ne peut être la cause 
de l a . falsification de la contrainte ·et donc que la contrainte est 
vraie dans 1 'interprétation r+. 
Désignons par~ la substitution vide. Il est clair que~ peut 
appartenir à 'Y (W,u) lorsque R( t i _, ••• ,t!) et R (e1·,e2 , .. ~,en ) 
s'unifient ( l ~i~p) et que t 1 , ••• ,t ne contient pas de variables . n 
universellement quantifiées non précédées par une variable existen-
tiellement quantifiée. 
4.2.2.4.2 Définition deY+cw,u) ~-
Nous avons définir (W, u) un ensemble de 
est vrai dans Ii-si et seuiement si W(J'i) 
toute substitution ô(., de -~ (W,u). 
substitutions telle que 
T 
est vrai dans l pour 
Cependant, il peut se produire qu'étant donné deux substitutions f i 
et r~ ( 0~ -;il ~j·), w r.. soit vrai dans I + si w ~ 1 'est. 
J J· l 
Cela ne se produira que lorsque Oi est plus générale que~-
Définition: Soit<r,cr'deux substitutions~ (f est plus générale que 




a-ccr c'est-à-dire si pour tou t élément 11 (e. l x .) 11 
l l 
il ex iste un é l ément "(e ./' x.)"E -• tel aue e. = e. j j V - l J 
e t X. = X .• 
l J 
Il est clair que,dans ce cas, seul W;Y.. devra être vérifiée. 
l 
Nous définirons t + (W, u) comme l'ensemble 1' (W, u) auquel on a supprimé 
toutes les substitutions qui admettent dans ~ (W, u) une substitution plus 
générale ')'+(W,u) = {~il ri Er ( i l,u) et j ~j € { (Td ,u) (rj -1 ~i) tel que 
6'j est plus oénérale aue} i}. 
W,rt ( i·:, u) est alors défini de manière analogue à W"r'- (W, u) • 
ex emole : Soit W' = V xt/'y 7P(x, b) V lP(x,y) V Q(x,y) 
Considérons 1 ' insertion de < a, b "? dans P • 
~ (W, u) = { { Ca I x) } , {Ca I x) , (b \ y)}} 
{<ajx)J est plus générale que f(a/x), (bly)j 
En effet si J,fy 7P(a,b) V 1P(a,y) VO(a,y) est vrai 
alors 7 P(a,b) V ""1P(a,b) Va(a,b) est vrai. 
4 .2.2.4.3 Définition de la forme simplifiée s+(w,u). 
Jusqu'à p résent, nous avons r amené l'évaluation de W à l 1 évaluation 
lt½'+ (W, u) • Cette forme peut encore être simplifiée en tenant compte 
du fait que 
+ · 
- R(e 1,e 2, .•. ,en) est vrai dans I . 
- que les prédicats de type (=, -/, >, < , ~ ,~) don t tous les arguments 
sont des constantes peuvent être évaluées directement et remp lacées par 
leurs valeurs de vérité. 
De même, dès que les valeurs de vérité ont été mises en évidence, les 
formules peuvent être simplifiées eu égard aux règles bien connues. 
Co~e W,y+ (W, u) = W J-1 /\ ... /\ W !m r l ••. t m étant les éléments de 
'Y · (W,u), si une formule wJ,. (l-$"i~m) se réduit à la valeur 11 faux 11 , 
l 
la contrainte sera falsifiée. 
De même, si W ~i et W (j 1~ i, j ~ m i -/ j sont deux formules iden-
tiques à une permutation de disjonctions, à une permutation de litté-
raux et à un renommage de variable près, nous pourrons ne retenir 
qu'une de ces deux formul~s--. 
La formule ainsi définie constitue la forme s+(W,u). 
:I[, 4. -::13 . 
exemple : Soit la contrainte 
7 P-( y , x). V ' 7 P ( z, x ) V ·( y=z) 
V • 
Supposons que le tupl e <a,b) est inséré dans la relation P 
~ +(w,u) =[f<a/y), (bj ~) J, {<aJz), (blx)} 
~+(w,u) = · ('r/z 7 P(a,b) V 7 P(z ,b)V (a=z)) 
('vy 7P(y ,b) V 7P(a,b) V .(y=a)). 
En tenant compte du fait que P(a,b) est vrai dans r+, 
(\/z îP(z,b)V (a=z))_/\(V y 7 P (y,b)V (y=a)) 
on a 
Nous aurons, dès lors, que l'évaluation peut se ramener à 
V z 7 P ( z , b) V ( a=z ) . 
4.2.2.4.4 Définition de la méthode en insertion : récapitulation 
1° Construire l'ensemble des substitutions l(W,u) pour la con-
.trainte W et la mise à jour u qui est . l'insertion d e e 1 , .. ,en 
.dans R. 
Si 'j(W,u) = rt 
Si "Y (W,u) 3 - Â 
la contrainte est vraie d ans I+ . 
..L 
alors s· (W,u) = w 
2° ·construire ry +( W, u) à partir de "Y (;// ,u) 
3° Simplifier W")+(w,u) eu égard aux_ prédicats évaluab l e s ou a ux 
p rédicats que l'on sait vrais sur I + pour obtenir vi1' +.(W,u). 
Si w;y+(w,u) peut êtr e ramené à la valeur de vérité "faux", 
la contrainte est falsifiée dans r+ et aucun accès à la base 
de données n'est nécessaire. 
Si w~+(w,u) peut êtr e ramené à la valeur de vérité "vrai", 
la contrainte est vraie dans I+et aucun accès à la base de 
données n'est nécessaire. 
Si aucun de ces deux cas ne se présente, il faut simplifier 
w1'+(w,u) pour éliminer l es instances WJ,'i de W,y+cw,u) 
qui possèdent une ins t ance identique aux noms de variables, 
à une permutatio~ de littéraux et à une permutation de dis-
jonctions pour obtenir S + (v.J , u) . -
4 ° s + (w,u) peut être évaluée par rapport au contenu de la base 
de données• · s~ (W, u) ' est vrai sur r+ si w est vrai sur r+. 
Remarquons que si s+(w; u) ne contient que des symboles -de 
prédicats distincts de R alors s+(W,u) pourra être évaluée 
sur I. Puisque seule l'extension de Ra changé, le résui tat 
sera identique à l 'évaluat1· on d s+( . ) + e . W,.u sur L .• 
:If. 4. 14. 
4.2.2.4.5 Définition de deux formes alternatives. 
La forme s+(w,u) . est une forme où les variables sont instanti-
ées au maxirrrum. Cependant, en ce faisant, nous avons peut-être créé 
une conjonction d'instances w d' i qui peut être importante. Ce sera 
le cas, si la contrainte contient plusieurs littéraux qui sont im-
pliqués dans la mise à jour. Dans ce cas, la forme s+(w,u) n'est 
peut-être pas la plus adéquate. Cependant, lorsque la contrainte 
ne contient qu'un seul littéral alors elle est sans conteste la 
meilleure forme que l'on peut trouver par la méthode. Selon Nicolas 
[ NICO · 7 9 ], c'est d'ailleu rs ce type de contraintes qui a le plus 
de chances de se rencontrer. Pour les autres cas deux formes alter-
natives ont été définies, la préférence étant donnée à la seconde. 
,1._Défini tiO!}_ de_yJ+ (_.i~, ~) 
Soit~+ · 1 1 intersection de toutes les substitutions de J+(W,u). 
w+( ô+, u ) est de la forme wrt. 
2. Définition de T+(w.~) 
- P~u; défi~i; T+(w~u),nous définirons une suite 
S = (S~ ,s2, · -· • . ,S~ ) x > O 
à partir de ')'!(w,u) -/ ~-
Chaque élément de la suite S. (l~i~ x ) est un ensemble non vide 
1. 
de substitutions {a1 , .... ,an1tel ·que 
(1) a. '(l ~ j ~ n) E r+ (W, u) 
J 
{2) a 3 (1 ~ -j~ n) f: sk (1., k~ i-1) (3) O s1 est l'intersection de a 1 ,a~, .•• ,,an 
et /) si -1, ~ 
(4) Il n'existe pas d'autres ensembles {b111b 2,,. .•• ,bn} répondant 
aux condltions (lX, (2), (3) tels que m>n. 
De plus s 1u s 2u ••• V Sx = 'î+(W,u) 
w ,,, S- . 
• l I n • 
exemple : La contrainte 
W = ·fxtfy\/z 7P(x,y,c,z,e) V 7P(x,y,c,d,z) V 
7 P (a, ::;: , y, d, e) V Q ( x, y, z ) 
Supposons que le tuple < a, b, c, d, e> soit inséré dan.s P , 
dès lors les substitutions possibles sont 
}' 1 = i ( a I x) , (b I y) , ( d ~ z) }-
)2 = {(ajx), (biy), (eiz))' 
·)'3 = {(b lx), (c ly)} 
:r.. 4. -d.S: 
et 
4.2.2.5 Application de la méthode aux suppressions. 
La méthode est identique pour les suppressions si ce n'est que les 
substitutions sont définies en considérant les littéraux positifs au 
l ieu des littéraux négatifs. 
4 .2.2.6 Application de la méthode aux transactions. 
Soit u une tran~action et u 1 , u 2 , .;. ,un les op érations d e cette tran-
saction . Par hypothèse, l'ordre àes opérations n'a aucune importance. 
Dès lors, pour une contrainte donnée, nous pouvons définir pour chaque 
o oération "'f (W, ui) (1~ i ~ n) • So i t~ -=E (W, u) 1 'union d e tous les 1 (W, u i) 
qui sont différents de l'ensemble vide. Les formes simp lifiées peuvent 
alors être définies à partir de'°Y*( w,u) comme elles l'étaient à partir 
de C (w ·, u) d ans l e cas des insertions . 
. 
4 .2.2.7 Sur la forme des contraintes d'intégrité. 
Nous avons vu que les substitutions ii ne retenaient que les varia-
bles universellement quantifiées non précédées dans l'ordre des quan-
tifications par une variable existentiellement quantifiée. Cela suggère 
que certaines expressions de contraintes sont plus adéquates que d'autr es 
eu égard à la méthode de simplification. En effet, une wff admet, en 
général plusieurs formes normales prenexes conjoncti ves qui diffèrent 
seulement par l'ordre des quantificateurs. Par conséquent, on s'effor-
cera de maxim;i.ser le nombre de variables retenues dans les substitutions. 
exemple: la contrainte 
11 VxVy] z 7 fournit (x , y, chaussure) V fournit (x , z, lacet) 11 
est plus appropriée vis-à-vis de la méthode que la contrainte 
11 't( x 3 z 'r/ y lfourni t (x , y , c h aussure) V f ourni t (x , z , lac et) 11 
Nous remarquerons encore que lorsqu'une wff sous forme normale 
prenexe conjonctive contient deux conjonctions telles que les variables 
existentiellement quantifiées qui apparaissent dans l'une n'apparaissent 
pas dans l'autre et vice-versa, cette formule peut être décomposéé en 
formules indépendantes. La formule initiale sera vraie si toutes les 
formules indépendantes sont vraies. Il peut être intéressant dans 
certains cas de traiter des formules d é composées. 
exemple: Tout article vendu par le département 0 6 ou fou rni par l
1 entr e -
prise E6 appartient à la classe ~3 est une contrainte qui 
peut s'exprimer sous forme normal e o renexe con i onctive par 
' 'r{x. Vy ( ï f ourni t (E6, y , x) V classe(x ,T3 ) ) 
( 7vend(D6, x ) V c l ass e(x ,T3 )). 
Elle peut être décomposée en 
'r:/ x V y 7 f ournit( E,... , y ,x) V c l a sse (, T.,) 
0 .j 
V x 7 vend (D6 , x ) V cla sse (x, ·T3 ) 
dont les sémantiques associées sont 
- Tout article fourni par E6 est de classe T3 
- Tout article vendu par le département b6 est de classe T3 
Pour l'insertion d'un tuple dans la relation "fournit" par 
exemple, il est en effet plus intéressant de traiter av_ec la 
forme décomposée qu'avec la forme initiale. 
4 .2.3 Conclusion de la partie mise en oeuvre. 
4 .2.3.1 Evaluation de la méthode. 
Par rapport au cadre de référence que nous avions énoncé, la méthode 
peut essentiellement être caractérisée par le fait qu'elle 
- détermine quelles sont les contraintes qui risquent d'être falsi-
fiées par une mise à jour 
- tient compte du fait que les contraintes sont vérifiées dans l' é tat 
actuel de l a base de données pour déterminer une forme simpli-
fiée de ces contraintes. 
Nous avons mentionné aussi que, dans le cas où la forme simplifiée ne 
contient pas de prédicats représentant la (ou les) relation (s) modifi -
ée (s), la contrainte simplifiée pouvait être évaluée sur l'état- actu e l 
de la base de données. Cela signifie que pour une mise à jour donnée, 
les contraintes ne pourront être évaluées sur la base de données avan t 
la mise à jour que si aucune des contraintes ne mentionne la re l ation 
modifi ée dans sa forme simplifiée. 
En toute généralité, nous concluerons donc que la méthode ne détermine 
pas des contraintes qui peuvent être a ppliquées avant la modification 
de l'état. Enfin, la méthode permet de mettre en oeuvre les optimisa-
tions développées dans le cadre des questions et peut supporter des tech-
niques particulières comme nous le verrons ci-après. Par conséquent, 
:n: . 11 . -d. -=,.. 
mis à oart sa contribution personnelle non négligeable, la méthode 
a pour avantage qu'elle peut être intégrée dans un système plus complet. 
En ce qui concerne la méthode en elle-même, elle est très satisfaisante 
en ce qui concerne les insertions et les suppressions. Cependant, les 
transactions constituent à notre avis le point faible de la méthode 
(et par voie de conséquence, les modifications aussi ) . 
E~ effet, la méthode n'est définie que pour des insertions et des sup-
pressions de tup les dans une relation. Par conséquent, des opérations 
de _la forme "supprimer toutes les entreprises qui fournissent des chaus-
sures" nécessitent de vérifier les contraintes pour chaque entreprise 
qui fournit des chaussures. Peut-être est-il possibl e de trouver une 
seule .contrainte simp lifiée pour l'ensemble de ces suppressions. 
De même, nous avions mentionné qu'une modification était exp rimée sous 
forme d'une transaction "suppression-insertion". Dès lors, des opéra-
tions de la forme "augmenter le salaire de tous les employés de 10% 
oeuvent être loürdes eu égard à la vérification des contraintes d'inté-
grité. 
4 .2.3.2 Extensions possibles. 
L'étude de la méthode peut susciter certaines idées ou réflexions 
à p ropos d'extensions qui pourraient être intégrées à la méthode. 
Dan~ ce qui suit, nous présentons trois reflexions ; la première con-
cerne la méthode elle-même, les deuxième et troisième sont beaucoup 
p lus spéculatives. 
La première réflexion que nous aimerions faire concerne la forme s+(W,u). 
Cette forme n'est en effet pas toujours minimale en ce sens qu'elle pour-
rait, dans certains cas, . être simplifiée davantage. 
En effet considérons, à titre d'exemple. la contrainte 
Yx VY \"tl V t2 .. 7:i?(x,b, ·tl) V 1P(x,y,.t2)Vo (x,y) 
avec la mise à jour u qui est l'insertion de<a,b,c>, dans l'extension 
de la relation P. 
Cette contrainte admet deux instances 
(1) VY .,Vt2 1P(x,y,t2 ) V ô(â,y~ · 
( 2) l{t 1 1 P (a, b, t 1 ) V Q (a, b) 
Il est clair que si la contrainte (1) est vérifiée, la contrainte (2) le 
sera également et, par conséquent, il n'est pas nécessaire de vérifi-
er (2). Dès lors dans la forme s+(w,u) = Wf1 wv Op 
nous pourrions envisager de rechercher les instances Wd'i qui sont 
plus générales que d es instances W tY-· (j/i) et ne retenir que les ins-
J 
tances les p lus générales. Il n'est cepen dant p as évident que le coût 
:n:. 4. -1r. 
d e cette o pérat ion soit inférieur au gain ob t enu. 
La deuxième réflexion concerne les domaines sur lesquels les variables 
nrennent l eurs valeurs. Si le domaine ne change pas, la contrainte 
étant vérifiée dans l'état . précédent et la mise à jour n'apportant ou 
ne supprimant aucune valeur nouvelle, les variables p rendront leurs 
valeurs sur les mêmes domaines et la contrainte sera automatiquement 
vraie. Mieux encore, dans la plupart des cas, seules les domaines de 
certaines variables sont importants et ce n'est que dans le cas où ces 
domaines sont modifiés que la contrainte risque d'être falsifiée. 
exemple: La contrainte 
"Il existe au moins un article de type T3 fourni par t oute 
entreprise qui fournit " . 
Sa forme normale prenexe conjonctive est 
3 x' v' x -\t'y• V yy·z (classe(x ' ,T3 )) /\ (7fournit(x , y , z ) V 
fournit (x , y ' , x ' ) ) . 
Supposons l'insertion du tuple (e, D, a) d ans l 'ex tension d e l a 
relation "fournit". Remarquons d'abord que la méthode d e 
simp lification n'est d'aucune utilité le quantificateur exis-
tentiel x' ex cluant toute subs t itution d iffé r ente de A . 
Si l'entreprise "e" est déj à mentionné e dans la relation 
"fournit",la contrainte sera a u tomatiquement satisfaite, 
étant donné qu'elle était vraie dans l 'état actuel de la base 
de données. Il semble donc intéressant d'analyser le domaine 
de certains arguments avant de considérer l'évaluation de l a 
contrainte_-
Le lecteur pourra trouver dans [ BUNE. 7 9 ] un travail qui peut 
être relié à cette réflexion. 
La troisième réflexion concerne l ' utilisation de données redondantes 
pour faciliter la vérification _des contraintes. 
Reprenons l'exemple précédent. Supposons que l'entreprise "e" soit 
nouvelle. Dans ce cas, de deux choses l'une 
- Soit a est un article de classe T3 auquel cas la contraint e 
demande une analyse p lus a ppro f ondie. 
- Soit a n'est pas un article de classe T3 auquel cas nous s o rrmes 
certains qu'elle sera falsifiée. 
Considérons l e 9 remier cas : si •a 11 est un article de c l asse 11 T3 
11 cel a 
entraine qu'i l est encore nécessaire que "g.11 soit un des articles qui 
est four:ni par toutes les entreprises. Dès lors, au lieu de réévaluer 
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toutes les contraintes, on peut penser à mémoriser tous les articles 
de classe fournis par toutes les entreprises et l ors de l'insertion 
d'une nouvelle entreprise, vérifier si l 'article est bien parmi ceux 
mémorisés. Il ne faut cependant pas perdre de vue que cette technique 
nécessitê une mise à jour des informations redondantes et que le coût 
de mise à jour ne doit pas excéder le gain obtenu lors des vérifications 
de contraintes. 
Une pareille technique a été développée dans [ BERN 80] pour une classe 
restreinte de contraintes exprimées dans le calcul relationnel à 
variable-tuol e. Pour cette classe, la méthode s'est avérée efficace. 
Il serait intéressant de voir jusqu'où ces résultats peuvent être étendus 
4.2.4 Conclusion. 
Nous avons présenté la contribution de la formal i sation des bases 
de données selon la vue "théorie du modèle" pour l'expression et la mise 
en oeuvre des contraintes d'intégrité. Pour ce qui est de l'expression, 
nous avons indiqué que les contraintes d'état pouvaient être formulées 
de manière adéquate dans les langages d'interrogation de sorte que les 
développements élaborés au chapitre précédent restent valables. 
Les contraintes de transition présentaient cependant quelques problèmes 
et nous avons indiqué comment on pouvait les insérer dans le cadre des 
contraintes d'état. 
En ce qui concerne la mise en oeuvre, nous avons p résenté une méthode 
de simplification des contraintes. L'intérêt de cett e méthode, en 
dehors de sa contribution personnelle, résidait dans sa généralité en 
ce sens qu'elle pouvait incorporer des techniques développées par 
ailleurs. Son apport personnel consistait à exploiter le fait que les 
contraintes étaient satisfaites dans l'état actuel de la base de données. 
Nous avons indiqué que si la méthode était très intér essante pour les 
insertions et les tuples, les transactions constituaient son point 
faible et devaient être une voie de recherche ultérieure. 
La formation selon la vue "théorie de la preuve" a également été uti l i-
sée dans le cadre des contraintes d'intégrité dans [ HENS 84 J. Leur 
objectif est à partir d'une mise à jour et d'un ensemble de contraintes, 
de définir, lors de la conception du schéma, des tests qui pourront être 
appliqués lors de la mise à jour sur l'état de la base de données 
actuel pour déterminer si les contraintes sont validées ou falsifiées. 
PARTIE III : CONTRIBUTION DES AUTRES LOGIQUES. 
----------
JJf. d. ::L. 
CHAPITRE 1. LA LOGIQUE MODALE . 
1.0 I ntroduction. 
Nous avons vu qu'une base d e donné es relationnelle faisait trois 
hypothèses imp licites. On peut remettre en question ces hypothèses, 
avoir dans certains cas, envie de représenter explicitement des infor-
mations négatives, d e pouvoir exprimer qu'il existe d ' autres individus 
que ceux qui sont connus dans la base d e donnéesJ d e pouvoir représenter 
des exceptions à des règles générales et ainsi de suite. 
Nous nous plaçons alors d ans le cad re de bases de données incomplè tes 
et on oeut é tud ier d 'autres log i que s que la logique du p r emier ord r e 
qui parait assez limité e dans ce cadre. De même, la l ogique ne connait 
que deux valeurs de vérité et dans certain s cas, il p eut être inté res-
sant de ne oas donner de réponses à u n e ~ ~estion simplement parce qu'elle 
n'a pas de sens. Ces réflex ions don c nous a mène à é tud i e r la logique 
mo dale, la log i que à trois valeurs d e vé r ité et l es l ogiques non monotones 
afin de voir quel pourrait être leur impact sur les bas e s d e donné e s . 
1 .1 Définition d e l a logique mo d a le . 
Les logiques modales sont d es ex tensions d e la l ogique classique 
en ce sens qu'elles partagent le même langage que la logique d es pr é -
dicats du premier ordre et qu'elles a dmettent l e même ensemble de 
theorè mes lors que nous nous limitons à un ensemble d 'ax iomes de logi-
que du p remier ordre mais qu'elles étendent le langage et permettent 
ainsi d e déduire de nouveaux thé orè mes. 
La l ogique modale augmente la logique des p r édicats pour prendre 
en compte les notions de possibi l ité et de nécessité. Très schémati-
quement, la logique modale est définie à partir des notions de monde 
et d 'une relation d'accessibilité entre ces mond es. 
Une affirmation est nécessaire dans un monde si elle est vraie dans 
tous les mondes accessibles à ce monde. 
Une affirmation est possible si elle est vraie d ans un mond e acces s ible. 
La sémantique de l a notion de mond e et l a relation d 'acces s ibilité n e 
s ont oas définies et il sera n é cessaire d e les défi n ir, lorsque l'on 
rais onne dans un systè me modal, sous peine de faire d es raisonnements 
purement abs traits . 
Pour permettre à l'ex posé technique qui va suivre, d 'être abora able , 
le l ecteur o eut asso cier à chaque mond e, un ind ividu. Le mond e rep r ésen te 
.lIL. ~. 2... 
l'ensemble d es croyances d'un individu sur un domaine particulier. 
Chaque i ndi vidu a accès aux croy a n c es d ' un c e rtain nombre d 'autres 
ind ividus. La relation d'accessibilité est n é ces s airement r é flex ive, 
chaque individu connaissant ces p rop res croyances. Une affirmation 
e s t né cessaire ~our un individu donné si tous les individu s qu'il 
connait, ont cette affirmation parmi leurs croyances. Une affirmation 
est possible pour un individu donné s'il existe un individu qu'il 
connait qui possède cette affirmation parmi ces croyances. 
1.1.1. Langage des logiques modales. 
Le langage d es l ogiques modales est constitué du langag e d e l a 
logique du premier ordre augmenté de deux opérateurs Let M, qui peuvent 
être lu res pectivement comme "Il est nécessaire que" et "Il est pos-
s ibl e que", ainsi que de la règle de formation 
Si Pest une formule bien formée alors 
LP et f-1P sont des formules bien f o rmées. 
Les op érateurs Let M sont les op érateurs les plus p rioritaires. 
Ainsi dans la sui te ~p -> P doit être interprété corn.me (LP)-4 P . 
1.1.2. Sémantique d es logiques modales. 
Nous définirons une interprétation I d'un langage modal comme un 
quadruplet (W,D,R,F) tel que 
1) w est un ensemble non vide représentant les différents 
mondes possibles 
2) Dun domaine non vide d'éléments ou individus 
3) Rune relation binaire réflexive 
4 ) F une assignation qui 
à, chaque paire (c,w) où è est une constante et w un 
élément de W associe un élément de D 
- à chaque paire (fn,w) où fn est une fonction n-aire et 
w un élément de W associe une fonction de Dn->D (n::,- o) 
- à chaque paire (pn,w) où pn est un prédicat n-aire et 
w un élément de W associe une fonction de Dn-'> B (n >..,o) 
où B = f vrai-, faux}. 
Cette définition de l'interprétation d'un langage modal permet effecti-
vement que certains p rédicats soient vrai s dans certains mondes et-pa s 
dans d'autres. 
:nr.-::t..3. 
La relation R, a ppelé e relation d'accessibilité, indique quelles sont 
les mondes qui sont accessibles ou possib_es à partir d ' un monde donné . 
Si (w1 , w2 )E Rondira que w2 est accessible à partir de w1 . 
Nous a llons maintenant définir la valeur d e vérité d ' une formule bien 
formée. Celle-ci n'est d éfinie que par rapport à une fonc tion g qui 
assigne à chaque variable un élément d e D . 
La v aleur de vérité d'une formule bien formé e f d ans un monde w par 
raoport à une interprétation I et une fonction d 'ass ignation g,j 1 (f, w) ,g 
est définie oar 
(1) '-JI , g .( P ( tl, t 2, • . . tn) J w) = 
F(P,w) (va l(t1 ,w,g), •.. ,val(tn 1 w,g)) 
où 
vâl(t1 , w, q) ~ _~_ g(ti)si t 1 ~st _une variable 
- F(f,w) (val(t1 •,w,g), •.. ,val(tm' w,g)) g)) 
si t . = f ( t, ' t , ) 
l ~ , • • •, m 
- F ( t.,w)si t. est une constante. 
J. . J. 
(2 ) 1 I,g (A /\ B,w) = vrai s i ~f\ (A, w) = vrai et y (B, w) = vrai I,g , g 
(3 ) :fI,g ( 7 A, w) = vrai si~ (A, w) = f aux 
, g 
( 4 ) :f ( Vx A, w). = vrai si 'f (A, w) = vrai pour tout d I , g I,g (d / x ) 
où g (d 1 x ) e s t une assignation identique à g excep t é pour x 
qui p rend la valeur d 
(5) ':fI,g (LA, ,.w) = vrai si !J1 (A, w ' ) = vrai pour tout monde ,g 
w' ~ w tel que (w, w.f:) Ê R . 
Nous définissons bien sûr . MA d ~t 7 (L 7 A) . 
E D 
Nous d irons qu'une wff est valide pour une classe d'interp r étations 
définie par les p ropriétés de la relation d 'accessibilité (réflexivité, 
symétrie et transitivité)si quelles que s oient les mondes possibles et 
la f onction d'assignation, la wff est vraie dans toutes les interpré ta-
tions d e l a classè. 
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Selon les propriétés que l'on ex igera de la relation d'accessibili~~ 
té R, les formules bien formées valid es seront diffé rentes. Ainsi si P 
est une formule bien formé e, LP -?LLP n e sera pas une formule valide 
si l'on exige que la relation R soit simp lement réflex i v e mais le sera 
si nous exigeons que R soit transitive. 
1.1.3 Théorie de la preuve. 
Nous sommes en mesure de ·construire un système .formel modâl. 
En réalité, il existe une multitude de système.s modaux. Les plus 
connus étant les systèmes T, S4, SS définis pour la logique des pro-
positions d'après les propriétés de la relation R. 
Ces systèmes ont leurs équivalents pour la logique des prédicats et nous 
les appellerons, par abus de langage, également T, S4, SS. 
Ces systèmes admettent tous les règles d'inférence du modus ponens 
et de la généralisation et de plus définissent une nouvelle règle 
d'inférence : "Si P est un théorème alors LP est un thé orème". 
Cette règle est connue sous le nom d e "rè gle d e nécessité". 
De 0 lus, selon les propriétés d e la re l ation R, nous définirons d es 
schémas et a x iomes différents. Tous les systèmes (T, S4 , SS) admettent 
bien entendu les axiomes de la logique des prédicats du premier ordre. 
Pour que la théorie de la preuve corresponde à la sémantique définie, 
il sera nécessaire d'ajouter des axiomes qui dépendront des propriétés 
de la relation R. Si la relation est uniquement réflexive, il sera 
a l ors nécessaire de rajouter les a x iomes 
(1) La~a 
(2; (L (a .. b)) ~(La~ Lb) 
(3) (r/xLa) (L\/xa) (formule de Barcan) 
Nous obtenons ainsi le système T. Si la relation d'accessibilité 
e s t transitive, il sera: nécessaire d'ajouter l'axiome 
( 4) La-+ LLa 
Remarquons que cette formule peut être vraie dans certaines interpré-
tations où la relation est uniquement réflexive. Cependant, il est 
9ossible de trouver une interprétation dans laquelle elle n'est pas 
vraie. Nous définissons ainsi le système S4. 
De même, si la relation est symétrique, transitive et réflexive, il 
sera nécessaire d'ajouter l'ax iome 
(5) . Ma _..LMa 
définissant le système S5 Mcilermott [ McDe · · 82 ] a montré que l es 
s y stèmes T S4 , SS étaient tous complets et cohérents. 
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1.2 Applications d e la logique mod a le . 
C'est dans l e cad re d es lang a ges de p rogramma t ion et d es démonstra-
tions d e p rogrammes que la logique modale a surtout é t é u t ilis é e. En 
effet, une instruction peut être consid érée comme une f onction qui 
transforme un état de la mémoire d'une machine en un autre é tat de la 
mémoire de cette même machine. Les états de la mémoire représentent 
donc les d iffé rents mondes de la logique mod ale. Par conséquent, on 
peut définir une s émantique dénotationnelle d es langages d e p rog ramma-
tion sur base des transformations d' é tat. De même, on peut assoc i er à 
chaque instruction ou à c h aque p r ogramme G les opérateurs mod aux LG et 
MG et MGA (où A e s t une wff) sera vrai d ans un état d e l a mémoire S s ' 
il ex i s te un état de la mémoire' S', que l'on peut atteindre à partir 
de s par l'intermédiaire d e G, état S' d ans lequel A est vrai. Lare-
lation d'accessibilité peut être considérée comme définissant~à partir 
d 'un é tat mémoireJ l es é tats mémoires acces sibles g râce aux ins tructions 
du langage. 
La correction partielle définie par Hoare [ HOAR 69 J p eut être 
formu lée en log i que mo d a l e. Cons i dér ons l a · re l ation A f G } B ex p rimant 
que s i A est vrai avant l'ex écution d e [ G} a lors , si l' ex é cution d e 
G s e t e r mine, B est vrai dans l' é tat teminal. La correction part i e l le 
e s t démont r é e si la wff 11 A~ L,...B 11 se voit attribuer la va l eur de vérité 
1.3 
11 vrai " . 
De la même manière, la logique modale peut être a ppliquée aux bas e s 
de donné es s oit en vue d e montrer la va l i d ité d'une méthod e d e simp l i -
fication d e contraintes d 'intégrité comme cela est réalis é dans 
[BERN 80 J soit en vue de montrer qu'une transaction pr é serve une (ou 
p lusieurs) contraintes d'intégrité [cASA so]. Nous avons dé jà mentionné 
que prouver qu'une transaction vérifie une contrainte est équivalent 
à mont rer qu'un programme préserve un invariant. 
La logique modale a également é té utilisée d ans les travaux de 
Levesque [LEVE s1J pour une formalisation des bases de données incom-
p l è tes. Dans le cadre des bases de données, on remet en cause les hypo-
thèses du monde fermé et d e fermeture du domaine. L'opérateur mod a l 
Kx. es t introduit ex primant que la base d e donné es, d ans son état actuel, 
croit ci. La base de données est vue coITu~e ensembl e d 'informations par-
tielles et est donc caractérisée par un ensemble d e mond es. La relation 
d'accessibilté entre deux mondes ex prime que ce que l'on connait 6u 
croit d ans un monde est cohérent avec ce qu'on connait ou croit d ans l' 
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autre monde . La base de données reste cependant, de p remier ord re mais 
le langage d 'interrogation et de définition des donné es permet d 'expri-
mer des formules contenant 1 'opérateur K . Ces formules 9euvent être uti-
lisées oour ex primer que taus les tuples d 'une relation sont connus. Par 
ex emple, pour la relation p rofesseur (x ) on peut exp rimer 
\f x professeur (x )-,> K p rofesseur (x) (1) 
1 'oDérateur K est r ésolu par rap:9ort au contenu d e la base d e données 
I 1 
et si a,b ,c s ont les seuls tup les de l a relation professeur , la base 
de données contiendra 
\/ x professeur (:x) -4 x = a V x = b V x = c 
ce qui est un a x iome de comp..l_é.tude .• 
De même, l'information "I l existe un p rofesseur que je ne connais pas" 
3 x professeur (x ) A 7 K professeur (x ) (2) 
aurait donné lieu à l'insertion de l'ax iome 
3 x p rofesseur (x ) I\ 7 (x = a V x = b V x = c) 
L 'insertion de (2) d ans la base de données n'aurait p lus jamai s permi s 
de dire que maintenant tous les professeurs sont connus . 2n effe t, l 'in-
sertion d e ( 1 ) aurait produit une incohérence. 
Remarquons ceoendant que les résultats obtenus sont for t ement théoriques 
et d e nombreux concepts pratiques devraient être élaborés avant d e con-
duire à une utilisation dans le contex te des bases de donné es. 
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CHAPITRE 2. LA LOGIQUE A TROIS VALEURS DE VERITE. 
2.1 Définition des d ifférentes logiques . 
Les logiques classiques utilisent deux valeurs de vérité d ans la 
déf inition de leur sémantique : la valeur 11 vrai 11 , notée 11 t 11 , et la 
--
valeur "faux", notée 11 f 11 • Cependant, cette restriction peut être con-
traignante et certains auteurs, pour des raisons parfois fo r t diverses, 
ont proposé des logiques à trois valeurs de vérité : 11 t", "f", 'i 11 • Corres-
pondant à la sémantique qu 'ils accorda ient à la valeur 11 i 11 , ces auteurs 
ont défini des l ogiques différentes et dans ce qui suit, nous pr é sente-
rons les logiques définies par Lukasiewicz, Bochvar et Kleene. Ces logi-
ques sont des logiques déviantes en ce sens qu ' elles utilisent le même 
langage que les logiques classiques mai s d iffèrent quant aux théor è -
mes qu ' elle a dmettent. Ainsi le principe du tiers -exclu s 11 P V7 P" n'est 
plus un thé orème de ces l ogiques . 
La logi que de Luka siewicz a été introduite pour le traitement des 
affirmations contingentes concernant le futur. La signification d e la 
troisième valeur d e ·vérité est "indéterminé" . Les tables d e v é rité de l a 
logi que de Lukasiewicz sont donnée s par 
A A B 
A 7 A A B vrai i f aux 
vrai faux vrai vrai i faux 
i i i i i faux 
f?-ux vrai faux faux faux faux 
A V B A -+ B 
A ""-.B VJrai i faux A""-.B vrai i f aux 
vrai vrai vrai vrai vrai vrai i faux 
i vrai i i i vrai vrai i 
faux vrai i faux faux · vrai vrai vrai 
On remarquera que A ->B n'es t plus équiva lent à 7 A V B. D 'aut re 
nart, la valeur de vérité A ->B est vrai si A et B ont la valeur II i 11 • 
Cela p ermet de conserver le princip e d ' identité p ._, P . La justific-ation 
de Lu kasiewicz pour l'introduction de la troisième valeur de vérité est 
l a suivante. Si nous ne permettons pas aux a ffirmations concernant l e 
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futur de prendre une valeur de vérité d istincte de "t" et 11 f 11 , nous 
tombons d ans le fatalisme. Considérons l'affirmation 11 J e serai à Var-
sovie le 21 décembre à minuit". Si cette affirmation est vraie aujour-
d 'hui, a l ors je ne peux 9 as ne p as être à Varsovie le 21 décembre. De 
manière identique, si cette affirmat.ion est fausse aujourd'hui, je ne 
peux pas être à Varsovie le 21 décembre. Dès lors, selon que l'affir-
mation soit vraie ou fausse aujourd'hui, il est nécessaire ou impossible 
que je sois à Varsovie le 21 d écembre. Par cons équent, pour Lukasiewicz, 
la seule manière d'échapper au fatalisme est de ne p as imposer de valeur 
de vérité ("t 11 ou"f") à l'affirmation. C'est pourquoi Luk ?-siewicz intro-
duit la valeur 11 i 11 • 
Cep end ant, l'argumentation de Lu k asiewicz est critiquée par Susan Eaack 
[ HAAC 78] car elle contredit les principes d e la logique modale . Le 
raisonnement .d e Lukasiewiez revient à p asser de L (a---;. b) à (a~ Lb) et 
L (a~ b) ~ (a ~ Lb) n'est p as une formule valide. 
La logique de Bochvar d onne à la valeur de vérité "i 11 la signifi-
cation "paradoxale" ou "dépourvu de sens" . Elle a été introduite :;,our 
r ésoudre le p roblème des oaradoxes. Par exernple,"Cette affi rmation est 
fausse" est vraie si elle est fausse et est fausse si elle e s t ,, ra ie . 
La · p roposition de Bochvar concernant ce p aradox e é tai t de ne 2as att ri-
buer la v a leur "vrai" ou la valeur 11 f aux" mais bien la valeur "p ara -
d oYal". Corres pond ant à cette sémantique, Bochvar a constn.ii t les tables 






A~B vrai i 
vrai vrai i 
i i i 















A /\ B 
vrai i faux 
vrai i faux 
i i i 
faux i faux 
A ""B vrai i faux 
vrai vrai i faux 
. i i i i 
faux vrai -i vrai 
connecteurs e x ternes 
1 ' A = 1 TA 1 A ~B = TA ~ TB 
A ;\ 1 B = TA ;\ TB 
A V'B = TA V TB 
$.. ,Z.!). 
Au x tables classiques, il a ajouté un opérateur T, appelé opérateur 
d 'assertion qui permet d e revenir à une logique à deux valeurs de 
vérité et dont la sémantique est 11 Il est vrai que". On peut y voir 
que chaque fois qu'une sous-formule s'évalue à 11 i 11 , la formule qui 
la contient s' évalue aussi à II i 11 • 
La l ogique de Bochvar n'a pas résolu le problème des paradoxes. En 
effet, l'affirmation "Cette affirmation est fausse ou paradoxale west 
vraie quand elle est fausse ou paradox ale et est fausse ou paradoxale 
quand elle est vraie. Cependant el l e a trouvé d'autres applications qui 
sont intéressantes. Une de ces a pplications est le traitement des 9ré-
su ,_. positions. Une wff est en effet, dans certains cas com"9()sée d 'une 
partie 11 'Jrésup9osition 11 et d 'une partie qui donnera la valeur de vérité 
de la formule lorsque la présupposition est vraie. Cependant, lorsque 
la présupposition est fausse, la wff n'est ni vraie ni fausse mais plu-
tôt "dépourvue de sens". C'est pourquoi il semble que la logique de 
Bochvar soit adéquate pour ce type d ' a pplications. 
Enfin , Kleene a introduit une log i que :'..)ou r t ra i t e r d es D r.:)00.s i ".:ior-.. ::: 
ou des formules indécidables ex priman t p a r l è. , u ::1 ,;,. 0.:~t ·-:.2 ·-,2 :-·'-_.:_:--_-
ignorance. Les formules indécidables recev 2.ient nar cons éc;11en : , l-3.. 
valeur 11 i II qui signifiait II indécid ab l e" . 
La logique de Kleene est celle qui d iffère l e moins a e la l og i que c l 2 s -
sique. Ses tables de vérité sont semblables à celles de Lukasiewicz 
Dour les connecteurs 
tion est donnée par 
Ill 11, Il A Il Il 
I V 11 • La table d e vérité oour l'imolica-
A -"> B 
A\ B vrai i faux 
vrai vrai i faux 
i vrai i faux 
faux vrai vrai vrai 
Une disjonction de littéraux L1 V L2 V .. -. V Ln s'évalue à 11 vrai 11 dès que 
1 'on peut trouver un Li (1 ~ i ~ n) qui s'évalue à 11 v:rai 11 • De même, une 
conjonction de littéraux L1 /\ L2 .A ••• ALm s'évalue à 11 faux 11 dès que 
l'on 9eut trouver un Li (1 ~ i ~ m) qui s'évalue à 11 faux 11 • Malgré cela, 
l'a")proche de Kleene p eut être critiquée. En effet,si la valeur 11 1 11 est 
a ss i gn é e à la p roposition P, la formule P V 7 P s 'évaluera à 11 i 11 alors 
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que dans ce cas, nous aimerions la voir s'évaluer à 11 vrai 11 • Cependant, 
0our obtenir une telle évaluation, il est nécessaire que la valeur d 'une 
formule ne soit pas fonction d e la v aleur de ses sous-fornrules. Corres-
pondant à chacune des logiques définies précédemment, on p eut redéfinir 
la notion d'interprétation. 
2.2 Application des logiques à trois valeurs de vérité. 
Cood [coon 79] a utilisé une logique à trois valeurs de vérité 
DOur le traitement des valeurs nulles dans les bases de données rela-
tionnelles. Les tables d e vérité d e sa logique sont i dentiques à celle8 
de Kleene et la valeur II i II signifie II inconnu 11 • De plus , les opérations 
de l'algèbre relationnelle et les opérations de comparaison ont été 
généralisées pour prendre en compte les valeurs nulles. Ainsi , une 
00ération de comparaison contenant une valeur nulle reçoit la v aleur 
d e vérité 11 i 11 • Une des critiques de l'approche de Cood pour le traii:.e-
ment d es valeurs nulles est identique à la critique que nous avons 
mentionnée pour la logique de Kleene . 
L 'interrogation d 'une base de données réclame- d ans c ertains cas, 
une log ique à trois valeurs. Cette constation s'est surtout révélée 
dans l'interrogation d 'une base de données en langage naturel [ COLM 
79 J [ COLM 81] [DALH 79 ] [ DALH 82] . En effet, il est fréquent d ans 
ce cadre, de faire des suppositi ons. Ainsi, la question 11 Le chat que 
Soohie tient dans ses bras miaule- t - il ? 11 recevra la valeur .de v é rité 
11 vrai 11 ou 11 faux 11 lorsque Sophie tient un chat d ans ses bras selon qu-e 
celui-ci miaul e ou non. Cependant, quelle valeur lui accorder lorsque 
So ohie ne tient pas de chat dans ses bras? Bien qu'en logique stan-
dard ou en mathématique la valeur de vérité est 11 vrai 11 dans le cadre 
des bas es de données, la valeur de vérité ne devrait être ni 11 vrai 11 
.ni 11 faux 11 111ais plutôt 11 absurde 11 ou 11 dépourvu de sens 11 exprimant par l à 
qu'une supposition n'est pas vérif~ée. 
De même, une question de la forme 11 Est-ce que tous les fournisseurs 
de chaussures fournissent des lacets ? 11 contient une présupposition im-
p licite à savoir 11 Il existe au moins un fournisseur de chaussures 11 • 
Dans le cas où il n'existe pas de fournisseurs de chaussures, la répon-
se à la question, dans le cadre d es bases de données, ne devrait être n i 
vraie ni fausse mais p lutôt notre troisième,valeur. Une constatation 
identique a d 'ailleurs donné lieu aux o pérations de vérification 
en FQL [ PIRO 77] 
-c'est ainsi que Celmerauer et Pique l COLM 7 9 ] ont défini une 
logique à trois valeurs pour le traitement du langage natur el pour l' 
interrogation d'une base de données. Cette logique est une mise en 
oeuvre d e la logique de Bochvar. L'intérêt de cette approche est que 
puisque le domaine d'interp r éta tion considéré est fini , l'opérateur d ' 
assertion p eut être utilisé pour ramener les déductions · dans la logique 
ainsi définie dans une _logique à deux valeurs. Ainsi, pour une question 
fermée, on s'efforcera dans un premier temps de montrer qu'elle est 
vraie. Si elle ne l'est pas, on tentera de montrer qu'elle est fausse. 
Si e lle n'est ni vraie ni fausse, c'est qu'elle contient une présuppo-
sition qui n'est pas vérifiée. 
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CHAPITRE 3. LES LOGIQUES NON- MONOTONES. 
3 .1 Introduction. 
Une des critiques les p lus pertinentes concernant la l ogique d es . 
prédicats du p remier ordre en tant que formalis me de représentation 
de connaissances est son caractère monotone. Les r ègles d 'inférence 
s ont telles que les ax iomes sont ex clusivement p ermissifs en ce sens 
que l'ajout d'un nouvel a x iome p ermet uniquement de déduire de nouveaux 
théorèmes sans jamais en supprimer. Il n'existe en effet, aucun moyen 
d'ajouter de l 'information pour d ire au système logique quelles infé -
rences il ne devrait pas effectuer [ MI NS 75] . 
Une logique non monotone est u ne logique où l'introduction de nou-
veaux ax iomes peut invalider les théorèmes déduits p r é cédemment et qui 
permet,par conséquent, aux axiomes d'être é galement restrictifs. Les 
logiques non monotones s ont particuliè rement a daptées pour la modél i sa-
tion des raisonnements de bon sens, pour· la r évision d es connais sanc es 
ainsi que les informations incomplètes [ McDE 80 J . 
L 'idêe générale à la base des recherches en log ique non monotone 
est l'introduction d'une règle d 'inférence de la forme 
11 P t th, ' • t d th, ' Il es un .eoreme s i q 1 , q 2 , ... , ~ ne son pas es eoremes. 
Celar p ermet l'expression de connaissances d e l a forme 
"La p lupart des oiseaux vo l ent." 
qui p eut également s'exprimer sous la forme 
"S i x est un oiseau et je ne peux pas p rouver que x ne vole pas, 
alors x vole. 11 
De cette information et de l'information "a est un oiseau", il est 
-oossible de déduire que "a vole". Cependant, si nous savons que "les 
pingouins ne volent pas" l'ajout de l'information "a. est un pingouin" 
invalidera le théorème préc~dent " a vole" manifestant par l à un com-
portement non monotone. 
On définira alors un nouvel opérateur M, que l'on peut lire comme "Il 
est cohérent que II et une nouvelle règle d 'inférence qui peut s'énon-
cer intuitivement par 
Si A lf 7 P alors A.1- .r,.,1p. 
La p ropriété de monotonie ou de non-monotonie pour une logique est une 
propriété plutôt synta x i~e. C'est la raison p our laquelle il n'est pas 
surprenant qu'il n'ex iste p as une logique non monotone et qu 'il ex iste 
des logiques non monotones qui aient d es bases logiques assez d ifféren-
tes . Dans ce qui suit, nous distinguerons essentiellement les logiques 
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p ar défaut et les logiques autoép istémiques et nous nous concentrerons 
sur les logiques autoépistémiques. Nous p résenterons les travaux d e 
,·'Ioore [ MOOR 84 ] et ceux de Doyle et McDermott. [ ~'IcDE 80 ] [ McDE 82 J 
Nous terminerons par l'apport des logiques non monotones aux bases de 
données . 
3. 2 Logique par défaut versus logique autoépistémique. 
3 .2.l La logique par défaut. 
La logique par défaut consiste à effectuer d es inférences à p artir 
de suppositions qui sont justifiées par l'absence d 'informations con-
traires. Ell es permettent ainsi de définir des extensions à une théorie 
du oremier ordre, extensions que l'on es père conformes 2 la réalité. 
Ceoendant, la sémantique d e l'opérateur M n'est pas défi nie à l 'inté -
rieur d e la logique et les r ésultats obtenus en appliquant les r ègles 
d ' infé rence au=~ a x iomes d ' u ne t héo r ie n'= sont : as de s t héor è me s de loç:i -
a ue du 'Jr emi e r ord r e. Le s infé ren c es q,..1e l I o n e f f ectue n e s ont 2n aucun . 
ca~ val i à es en ce sens t • ' l- - .-
p ou r que l e s t héo r ème s que l' on 9ou:r-r2. e :1 0.sc:.ui·-e i.e .so ien t éga le:nent . 
Considérons les i n f ormatio ns sui vantes 
(1) "a est un oiseau 11 
(2) "la p lupart des oiseaux volent" 
Nous pourrons conclure de ces axiomes que "a vole ". Cepend ant, les 
a xiome s (1) et (2) p euvent être vrais sahs que pour autant l'affirmation 
"a vole" le soit. 
3 .2.2 La logique autoép istémique. 
La sémantique de l'opérateur M n'est pas définie à l'intérieur d'une 
logique par défaut. Il permet simplement d e déf inir des extensions à une 
thé orie, par e xemple, du p remier ordre. Dans une logique autoép i stémi -
que, l a sémantique de l'opérateur M et d e son dua l 1 L 7 est définie 
à l'intérieur mêmede la logique et il est donc possibl e de donner une 
sémantique précise à ces opérateurs. On peut ainsi définir une logique 
~articulière, adap tée au traitement de la non-monotonie, pour laquelle 
on se donne urie sémantique et on lui associe une thé orie d e la preuve 
lui correspondant. Cette ~approche nous paraît préférable et plus ambi~ 
tieuse. La logique autoépistémique est une logique de croyances e~ l' 
o ')é rateur L p eut être lu comme "Je crois que" . 
Dans cette logique, l'information 11 la p lupart des oiseaux volent11 
exprimée par 
'r/ x oiseau (x ) A Mvole (x) -;> vole (x ) 
signifi~ra 
11 Si x est un oiseau et s'il est · cohérent avec l'ensemble de nos 
croyances d'affirmer que x vole, alors x vole." 
L'opérateur M correspondr:a donc à la sémantique suivante : MF est vrai 
ssi 1 P n'est pas dérivable de l'ensemble de nos croyances. La supposi-
tion implicite réalisée dans la logique autoép istémique est que nous 
connais s ons tous les oiseaux qui ne volent pas et que, d~s lors, les 
s euls oiseaux qui ne volent 9 as sont ceux pour lesquels on peut prou-
ver qu 'il s ne volent pas . Si "a est o i ~eau 11 et qu 'i l ne nous est pas 
possible de prouver que 11 a ne vole pas", comme nous connaissons tous 
les o i seaux qui ne volent pas, nous ::_:)Ouvons conclu.i:eque "a vole". Dans 
cette logique de croyances, l'inférence "a vole" sera une inférence va-
lide puisqu' étant donné mon ensemble de croyances, il est normal que 
11 a vole 11 soit vrai. La forme de raisonnement développée ici est donc un 
raisonnement sur nos p rop res connaissances ou nos p ropres croyances . 
3 .2. 3 La non-monotonie d ans l es deux approches. 
Ces deu.,."C logiques sont des logiqu.es non monotones mais pour d es 
rai s ons différentes. 
La logique par défaut est· non-monotone car ses inférences ne sont e~ 
aucun cas définitives et l'ajout de nouvelles informations (d e nouveaux 
a x iomes) peut remettre en cause les inférences réalisées précédemment. 
La l ogique autoépistémique est non-monotone en raison de sa sémantique 
indexée. Les inférences dans cette logique sont valides et ne seront 
_as remises en question mais la sémantique de l'opérateur M dépend 
de l'ensemble des croyances. Si ces croyances augmentent (on ajoute de 
nouveaux axiomes), la sémantique de l'opérateur M se modifie et les théo~ 
rèmes vrais par rapport à l'ensemble précédent de croyances p euvent ne 
p l us l'être dans le nouvel ensembl e de croyances. 
3.3 La logique autoépistémique de Moore. 
Une logique autoépistérnique· est une logique de croyances. On s'inté -
ress e à l'ensemble de croyances (théorèmes) qu'un agent i déalement ra-
tionnel pourrait déduire d'un ensemble initial de croyances (Premi~ses). 
L ' a g ent est idéalement rationnel en ce sens qu'il est conscient de la 
-- --- - ----- - - --- - - --- - - - --------------------------------
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totalité de ces croyances. La logique autoépistémique considère prin-
cipa l ement l 1 o pérateur L, M P étant défi ni comme 7 L 1 P . La p ropo-
sition L P doit être lue 11 0n croit que P" . I<oore s e restrei:it à la logi-
que d es propos itions dont il augmente le lang a ge d e l'opérateur L . 
L 'ensemble d e t outes les croyances d 'un ind ividu est a ppelé théorie 
autoépistémique. 
3.3.1 Sémantique d'une théorie autoépistémique . 
Une interDrétation propositionnelle d'une théorie Test une assignation 
de valeur d e vérité i dentique à cel l e de la log ique des propositions et 
telle que les f ormules d e la forme L P où Pest une formule, reço i v ent 
une valeur de vérité quelconque . 
Un modèle 0ro0ositionnel d 'une thé orie autoép istémique Test une inter-
prétation propositionnelle de T dans laquelle toutes l es formules de 
T sont vrais. 
Une i nterprétation autoépistémigue d 'une théorie Test une interp r é ta-
tion ;iroposi tionnelle de T dans laquel l e pour toute formule P , L Pest 
vraie si et uniquement si P est dans T. 
Un modèle autoépistémigue d 'une théorie T est ur1e interp r étation auto-
é pis témique dans laquelle toutes les formules sont vraies. 
Cette sémantique formelle correspond à la sémantique intuitive que nous 
accordons à l'opérateur L. Remarquons d 'abord que 1a valeur de vérité 
de Lp ne dépend aucunement de la valeur d e vérité de P mais simp lement 
d e l a présence ou d e l'absence de P d ans la théorie autoepistémi que . LP 
peut appartenir à la théorie et P peut être faux. 
Considérons une théorie autoépi stémique T qui représente les croyances 
d'un individu dans un monde donné. Ce monde définit une assignation d e 
valeur d e vérité aux propositions de cette théorie. Si une formule est 
dans cette théorie et s'il existe une formule LP dans T la valeur de 
vérité de L.:P est vrai. Dès lors, si toutes les fo rmules d e T sont vraies, 
le monde est un modèle de Tet toutes les croyances de l'agent s ont 
vraies. 
Il nous faut maintenant inclure la notion d 'inférence dans notre logique. 
Ell e corr.espondra à la notion sémantique : 11 Quelles sont les c roy ances 
qu'un agent idéalement rationnel a dopterait sur b a se d 'un ensemble ini-
tial d e croyances ? 11 • 
Une théorie autoénistémiaue Test valide par rapport à un ensemble de 
p remisses A ssi toute interpr é tation autoépistémique de T dans laquel l e 
les premisses sont vraies est un modèle de T. 
Cette notion d e valid ité est la p lus f aib le cond ition assurant que les 
croyances à 1 un a g ent soient vraies si les premisses sont vraies. 
Une théorie autoéryistémiaue T es t sémantiquement 0omol è te si et seule:-
ment si T contient toutes les fo r mules qui sont vraies d ans tout modèle 
autoépistémique de T. 
Cette notion exprime le fait que l'agent est i déalement rationnel. 
3.3.2 Théorie de la preuve. 
La s émantique de la logique autoép istémique étant définie, il con -
vient de déterminer des critères syntaxiques qui caractérisent les théo-
rèmes d'une telle logique. 
Cependant, dans le cadre des logiques non-monotones, la caractérisation 
des théorèmes n'est pas chose aisée . En effet, les logiques non- monotones 
ajoutent aux règles d 'inférences des théories du p remier ordre, une nou-
velle r~gle définie formellement par 
Il Si A ~ 7 P alors A ~MP Il 
Cependant cette règle· d 'inférenc e est définie en fonction de la notion 
de dérivabilité et dès lors, ne constitue pas une définition a déquate 
? Our une ~ègle d'inférence. Plus généralement, l 1 ensemble d es théorèmes 
qui peuvent être dérivés à partir des deux règles d 'infé rence de modus 
ponens et de généraliaation ainsi que de la nouve lle règle d 'infé renc~ 
ne pourr~ plus être défini ? ar un p rocessus itératif aussi simple 
que pour les théories du premier ordre. La raison en est que les "théo-
rèmes" générés à l'étape i peuvent invalid er les "théorèmes " générés 
à l'étap e j (j<i). Dès lors, l'ensemble des théorèmes d 'une théorie 
non-monotone de p remier ordre sont caractérisés par des définitions 
"point fixe" qui ne donnent pas directement un algorithme pour 
les énumérer. 
Pour ce qui est de la logique autoépistémique, la caractérisation v a 
se faire à l'aide de deux conditions exprimant respectivement les notions 
sémantiques de complétude et de validité d'une théorie autoépistémique • . 
D'abord, pour être complète, une théorie autoép istémique T doit être 
stable, ce qui signifie vérifier les trois coditions suivantes : 
(1) Si P1 , P2 , ••• , Pn € T et P1 :P2 , ••• ,Pn J- Q alors Q E- T 
où 11 1- 11 e xprime la déduction à l'aide de modus ponens . 
(2) LP E: T 
(3 ) 7LPET 
si P E T. 
si Pi T. 
n oore [ MOOR 84 J a montré qu'une théorie autoépi stémi que était stable 
s i et seulement s i elle est sémantiquement complè te . 
Cependant, ces conditions ne nous a pprennen t pas quelles sont les c roy -
ances qu 'un a gent doit ou ne doit pa s a dop ter. 
Considérons les premi sses 7 LC • D et 7 LD -> C qui sont les correspon-
dants de t-1: -> -, .Q et MD -) 1 C La théorie qui contiend rait LC, LD, C, D 
est s table mais ne corresp ond pas à l a sémantique définie p r é c èctemment. 
Dès l ors , 9our être valide par rapport à un ensemble d e 0rémi sses A, 
une théorie autoép istemique doit être b as é e sur A . 
Une théorie autoé pi stémique Test basé e s ur un ens er:ible d e ~r emi sses A 
si et seulement si toute formule de Test une conséquence logique (à l' 
aid e d e modus ponens) de A U { Ll? 1 P é T !5 U .[ 7 LP I P t T } . 
Moore [ MOOR 84 J a montré qu 'une théorie autoépistémi que é tait valide 
? ar ra~port à u n ensemble de p r emisses A si elle é tait b a sée sur A . 
Ainsi, la théorie T qui contiendrait LD,LC,C,D n e serait pas. basée sur 
les p rémi s s es 7 LC -)D et l LD ~C car pour justifier la o r ésence d e C 
et p, il f audrait que 7 LC et l LD soient présents.Seules les théo-
rie3 qui contiend raient soit LD et l C soit LC et 7 D seraient basées 
sur ces 9remisses . 
De même aucune théorie ne sera bas é e sur l LP -> B . En effet, si elle 
contient P, pour être basée sur 7 LP -) P elle doit contenir 7 LP , ce 
qui est im~o s sible. Si elle ne contient pa s P , alors elle contient 
7LP et donc P, ce qui est contradictoire. 
On remarquera, par ailleurs, que la non-monotonie est introduite par 
d es formul~s d e la forme 7 LA où A est une formule. En · effet, l'intro-
duction de nouvelles croyances initiales (ax i omes ) pourra supprimer 
des formules de cette forme exhibant par là un comportement non-monotone . 1 
Le dernier problème à traiter, est de déterminer quel est l'ensemble des 
théorèmes qui découlent d 'un ensemble initial d e p r émi sses. Lorsqu'il 
ex iste une et une seule théorie basée sur cet ensemble , l a réponse ·est 
évidente. Ma is que se passe-t-il s'il en existe plusieurs ou s'il n'en 
ex iste pas. Dans le cadr~ de la sémantique définie ici, cette question-
ne pose pas d e problèmes. S'il exi ste plusieurs théories el l es rep r é sen-
tent d es ensembles de croyances que l 'agent peut adopter à 9artir d 'un 
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ensemble initial de croyance s. L'agent est libre de croire chacun de 
ces ensembles mais pas plusieurs simultanément. De p lus, il ne àispose 
pas de suffisamment d'informations _;::,our adop ter un de ces ensembles 
p l us qu'un autre. Lorsqu'il n'ex iste p as de théorie stable basée sur l' 
ensemble des p remisses, cela signi f ie simplement qye les premisses 
étant ce qu'elles sont, on ne p eut rien en d éduire. 
3. 4 ·La logique non-monotone de Doyle et McDermott. 
Les travaux de Dqyle et MCDermott ont largement contribué au déve-
loopement des logiques non monotones. Leur objecti f n'était p a s unique-
ment de déf inir une logique par défaut mais plutôt d e donner une b a se 
sémantique au concept de non-monotone et de définir une logique que 
Moore a appelé depuis autoépistémique. Pour ce faire, ils on t tenté d e 
modifier la logique des prédicats du p remier ord re pour y inclure la 
notion de non monotonie [ McDE 80 J . Cepend ant, le manque d e sémantique 
derrière cette p roposition a amené McDermott à se placer d ans le ca-
dre des ~ogiques modales . et de modifier s a sémantique et sa théorie 
d e la preuve afin de capturer la non'"l71onotonie [ McDE 8 2 J . Dans ce c;ui 
suit, nous p résenterons ces deux p ropositions et nous montrerons en quoi 
el i es ne sont pas satisfaisantes. 
3 .4 .1 Mod ification de la logique des p réd icats du premier ord re. 
Nous sayons que l'ensemble des théorèmes d 'une théorie du p remier 
ord re est récursivement énumérable et qu'il existe un algorithme simple 
oour réaliser cette énumération . En effet, partant d'un ensemble S de 
0 
formules qui contient les axiomes de la théorie, on peut a ppliquer les 
règles d'inférence pour obtenir. un ensembles~. Définissons s 1 = s0 u s~. 
On peut a~o liquer les règles . d'inférence pour obtenir un ensemble s1 dé -
finissant un nouvel ensemble s 2 et ainsi de suite. Une formule est un 
théorème si elle appartient à un ensemble Si (i ~O) . Cette maniè re de 
procéder est rendue possible par· le fait qu'aucun théorème généré à l ' 
étape i ne remettra en cause un théorème généré à l'étape j (i-;:. j) . 
De plus, les théories du p remier ordre satisfont la p ropriété d' 
idempotence. Si A est une théorie et si Th(A) rep r ésente l 'ensemble des 
t héorèmes de cette théorie Th (A) = f P : A ~ P J alors Th (A) = Th (Th (A)) . 
Cette dernière p ropriété peut être exprimée de la maniè re suivante. 
L 'ensemble des théorèmes d ' une théorie du p r emier ord re est le point 
fixe d 'un opérateur qui calculerait la fermeture transitive d 'un ensemble 
d e formules à l'aide d es règles d'inférence et Th(A) est le p lus petit 
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~oint fix e d e cet o pérateur. 
Dans [ McDE 80 J , l e l ang a ge d e la logique des p r édicats du n remier 
o r d re est augmenté par l'opérateur unaire M. Af in de caractériser l ' en-
s emble d es thé orèmes d 'un e théorie-non monotone de p remier ordre A, la 
notion de dérivabilité d e la log ique d es p réd icats du pr emi e r o r d re est 
conservée et un opérateur NI,·iA (NM pour non - monotone) est déf ini 
cormne suit . 
Soit s u n ensemble de formules de L, 
NMA (S) = Th (A U A.SA (S_)) 
où As A (S) est l ' ensemble d es suppositions autori~ées par Set est 
défin i par A.: SÀ (S ) = { HQ : Q E L et Q J. .s } \ Th (A) . 
Th(A UA ~~ (s)), (res ~ectivement Th(A) )> d éfini t l'ensemble d es théo r èmes 
qui peuvent être dérivés par les règles d 'inférence de l a logique 
d es p réd icats du premier ordre pou r la théorie A U A. SA (s ) { res p A ) • 
?ar analog ie a vec la déf ini tion 11 point fi x e" d ' u ne théorie du p remier 
orëlxe,. nous aimerions 0,1e 1 ' e nse:n.ble des thsorèrnes d ' une théori e non -
monotone A soit l e -::> lus 9eti t ensernb le Z te l que X ~ Nr,1.i:.. (X) c - à - d que 
~':-:. --- , (.:..) s oit le ~ .,. T, • :-1 J. - • • 
E:.! em"r")le . 
Cons i dé rons l a théorie non - monotone ;.,, d éf inie par l es ... a x i omes proDres 
\/ y oiseau (y) Â :01 vole (y) -> vo le (y) 
oiseau (titi) E-
Cette théorie a dmet un plus peti t point f i x e qui contiendra les formu-
lesM vole(titi) et vole(titi). 
Cependant, il est très possible qu'une théorie A admette plus ieurs points 
fix es mais que l'intersection de ces points fi x es soit l'ensemble vide 
0u même qu'une théorie n'admette· pas d e points fixes. 
Dès lors, il n'est p as possible d e définir T~ M(A) comme le p lus petit 
point fix e de NMA . 
ex empl e 1 : Considérons deux p ropositions D et C . 
Considérons la théorie A dont les ax iomes p rop res sont 
,rc -;, 1 D 
.rvïD -) 7 C 
Cette théorie admet d eux point s fixes F1 , F 2 . Le premier contient 
MC et 7 D et le second MD et 7 C . Cependant, l 'intersection d e ces deux 
points fix es n'est pas un point fixe. En effet, F1 n F 2 ne contient ni 
JI[.3 . .1 , 
7 C ni l D de sorte que NMA (F 1 n F 2 ) contient MC et ·-✓m et don.c , D et 1 C 
Dès l o rs, F 1 () F 2 C NMA (F 1 IÎ F 2 ) et F 1 n F 2 n ' e st :::,as un point fi x e . 
De même l ' union F 1 U F 2 n ' est pa s un point fi x e car F 1 U F 2 contient 
7 c et 7 D e t don c NMA (F 1 U F~ ) ne contient pas ne et MD et NMA (F 1 U F 2 : 
C F 1 U F 2 • Ce der nier résultat indique que l I ensemble des théorèmes 
n e o eut Da s non p l u s être l ' union d es points fi~e~ . • 
e~emole 2 : Cons i dérons l a théori e A dont l 'axiome p r o p r e est 
MC -> 7 C 
Cette théorie n' admet pas de Do i nt fixe . En effet, supposons 
que P soit un point fixe qui contienne 7 C . Corrme la seule justifica-
tion ~our a voir 7 C est l a présen ce de MC, F contient MC d 'o~ contra -
d iction. Si F ne contien t p as 7 C a.lors NI''1A (F) contient ,-,~c et donc 
7 C c ontrad i cti on. 
Par con séquen t , ncus déf i n irons l ' ensemble des théor ème s d ' une théorie 
non monotone A d e premi er o r d re p ar 
Tl\JM (.:i.) = l I i nsertio:-1 è e tous l es c eints f.:.. ·, '::: s si e-t:te in ters.oc -
io~ es t non vide 
.::: a.ns le ::a2 :Yi :'hNM (_::_) = L alo.:::-s la t héorie .-. es-::. i.:-:'--':: :.. '.:·:.::. ~::..·· ::. ~ . 
-:,ans de nombreu:·: cas, les théorèmes dé:= i n i s cormne ~)réc2d 2rm:ce!1 -:::. cor-
r e soond r ont à la s émantique in tui t i ve CJue nous 2.ccor d erons à. l 10 :9é -
r a teur M et à l a nouve l le règle d 'infé rence . Cependant , il exi ste un 
certa in nombre de cas paradox a ux . 
Ainsi, l a t héorie non mo notone A dont les axi omes p ropres sont ~--W et ·1 P 
admettra un plu s peti t poin t f i xe contenant MP et 7 P -et donc cette 
t héorie es t cohé rente. Cela signif i e que nous pouvons à l a f oi s croire 
que P e s t f aux et que P est· cohé rent ave c l' e n sembl e de no s croy ance s. 
Manif es t e ment, c e tte théorie ne devrait p as être cohérente . . Ce l a met 
en év i d ence le principal d é f aut de c e tte logique n on monoton e : le 
manque d e définition s émantique. P lus p r écisément , Mc - Dermott et Doyle 
donne une définition sémantique ma is el l e se r éfère à l a caracté ris ation 
d e s théorèmes. En ce sens , leur logique se rappr o c h e p lus d 'une l ogique 
par défaut a lors que leur objectif es t de défi nir une l ogique autopisté-
mique. 
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3. 4 .2 Modifications des logiques modales. 
Conscient de la faiblesse sémantique de cette première proposition, 
Mc-Dermott [ McDE s2] s'est alors placé dans le cadre des logiques 
modales pour définir à la fois une sémantique et une théorie de la 
preuve à sa logique non monotone. Il a, ainsi, modifié la sémantique 
et la théorie de la preuve des logiques modales et a analysé dans quel 
système (T, S4, SS) il serait plus adéquat de se placer. 
Bien entendu, .la sémantique de l ' opérateur M des logiques modales vues 
précédemment n'a plus rien à voir avec la sémantique de l'opérateur M 
défini dans ce cadre. 
Cette fois, la notion de dérivabilité fait référence à la déduction en 
logique modale et l'ensemble des théorèmes est caractérisé par 
- Soit A une théorie modale du premier ordre 
- Soit Sun ensemble de formules d'un langage modal L 
NMA (S) = Th (A Ü AsA (S)) 
où 
Th = 
AsA (S) = i P : P E L et P rt S j - Th (A) • 
[P : X~ PJ 
où II f- 11 est la notion de dérivabilité modale sous T 
ou S4 ou SS. 
Correspondant à cette caractérisation se l on la théorie de preuve, 
Mc Dermott modifie la sémantique des logiques modales. 
Il reste alors à choisir quel système est le plus approprié pour modé-
liser le comportement non monotone. 
Examinons dans un premier temps les axiomes modaux ajoutés par S4 et SS. 
L'axiome LP • LLP (S4) ne fait rien d'autre qu'exprimer la deuxième 
condition de stabilité. De même, l'axiome MP ->LMP est équivalent à 
7 LP -, L 7 LP qui exprime quant à lui l a condition (3). Il n'existe 
donc aucune raison de croire que le système SS n'est pas adéquat pour 
servir de base à une logique non monotone. Malheureusement, il se ré-
vèle que l'ensemble des théorèmes que l'on peut dériver sous SS d'une 
théorie modale non-monotone est i dentique à l'ensemble des théorèmes 
d'une théorie modale monotone, toujours sous SS. 
Cela signifie que la sémantique que l'on accorde à l'opérateur M ne 
correspond pas à notre sémantique intuitive. 
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exemple: Soit la théorie A dont l'axiome propre est 
Mc -• c 
qui signifie "si rien ne dit que C est faux alors c est vrai " . 
Cette théorie admet deux points fix es. L 'un contient MC e t C 
et 1 'autre MC et C En effet, par définition de As A' M 1 C 
peut appartenir à un point fixe. Cependant pour cela, il est 
nécessaire que C y appartienne aussi sans quoi MC et C y 
appartiendront ce qui entrainerait une contradiction. 
Or sous SS, on peut déduire 7 C de Ml C et MC -~c. 
Intuitivement la théorie devrait . contenir un seul point fix e 
qui contiendrait MC 'et c. Sous SS c·ela ne sera pas le cas et 
on remarque que C et 7 c sont p lacés sur le m€!me pied ce qui 
ne correspond pas du tout à la sémantique intuitive de l'opé-
rateur M. 
La proposition de Mc-Dermott est alors de se restreindre au système S4. 
Cependant, nous avons vu que ce n'était pas les axiomes de S4 et de SS 
qui devraient être remis en cause. En fait, l'axiome qui n'est pas 
adéquat est LP • P . 
Cet axiome exprime que si l'agent croit P alors Pest vrai. Il est 
vrai que toute théorie stable vérifiera cette fonnule (puisque si elle 
contient Pelle contient LP et si elle ne contient pas Pelle contient 
"lLP) mais la considérer comme axiome revient à fournir une justification 
arbitraire à toute croyance. Par conséquent, plus aucune fonnule de la 
forme î LP ne se retrouvera dans tou tes les théories obtenues à partir 
d'un ensemble initial de premisses. Nous avons vu, par ailleurs, que 
ces fonnules étaient à la base de la non-monotonie. Dès lors, inclure 
l'axiome LP • P revient à considérer une logique monotone. 
La proposition de Mc- Dermott de se restreindre au système S4 
n'est nullement fondée. En effet, l'axiome SS est tout à fait accepta-
ble mais il met simplement en évidence les conséquences de LP -;> P 
pris comme axiome. L'axiome SS peut s'exprimer par 1L 7 LP -)LP ce 
qui permet de cro~re toute fonnule P si on ne croit pas sa -négation. 
Dès lors, cet axiome combiné avec IP --:;> P nous permet de justifier 
toute fonnule. 
Le p roblème réside, en· fait, dans la sémantique de l'opérateur L. 
En logique modale LP signifie "il est nécessaire que P" et à partir d e 
LP il est donc naturel de déduire P. En logique autoépistémique, i Î 
signifie "l'agent croit P" ce qui ne nous permet aucunement de déduire P. 
Dès lors, si nous voulons baser une logique non-monotone sur une l ogique 
mod a l e , c ' est le seul axiome qu ' il faut suppr i mer . 
Bien que Mc-Dermott ait donné une sémantique formelle à sa logique, 
il n'a jamais cherché à énoncer ce que représentaient les mondes ·pos-
sibles ou encore la relation d'accessibilité. Autrement dit, bien que 
la sémantique de l'opérateur M ne corresponde plus exactement à la 
sémantique qu'on lui accorde dans les logiques modales habituellement, 
il n'est pas cherché à se représenter ce que signifiaient les axiomes 
propres de ces logiques. Il n'est guère étonnant dès lors que la 
sémantique intuitive de l'opérateur M ne soit pas respectée. 
3.5 Logique non-monotone et bases de données. 
Bien que les logiques non-monotones aient été surtout développées 
dans le champ "intelligence art ificielle", elles ne sont p as sans 
rapport avec le champ "bases d e données" . Parmi les probl èmes qu 'ell e s 
abordent, se trouvent les p r oblèmes de r eprésentation des informati ons 
négatives ainsi que ceux des i nfo rma tio~s i~2omp~ètes . üe plus, e lles 
sont liées au problème de la r estau r ation d e cohérence en cas d e mi s e 
à jour d'une base de données . En eff e t , dans une b a s e d e donné es 
conventionnelle, l'ajout d 'information ne met jamais en question ni l e s 
informations déjà contenues dans la base de données ni les contraintes 
d'intégrité ce qui traduit un comportement non-monotone. Dans l e cas 
où l'insertion n'est pas cohérente par rapport aux contraintes d'inté-
grité et aux informations déjà présentes, la priorité .sera donnée aux 
informations déjà présentes et l'insertion sera rejetée pour restaurer 
la cohérence des informations. Cependant, il est possible d'imaginer 
que la priorité soit donnée à l'insertion auquel cas, la restauration 
de la cohérence reviendrait à accepter une exception à une loi géné-
rale ou à une contrainte d'intégrité. 
exemple: considérons la base de données constituée des deus relations 
lieu (cours, local) 
an -cours (cours, année) 
qui exprime le local où se donne un cours et l'année à laquel l e 
est enseignée un cours. 
l a règle de déduction 
Vx an-cours (x,"2") • lieu (x,"A4 ") 
et la contrainte 
Vx t/y 'riz lieu (x , z ) A lieu (x, y)~ z=y 
exprimant respectivement que tous les cours de deuxième année 
se donne en "A4" et qu'un cours ne peut se donner que dans 
un local. 
Sachant que la base de données contient 
"an-cours ("logique", "2".)" on pourra déduire 
"lieu ( 11 logique 11 , '11A,.4 11 ) 
Cependant, l'ajout de "lieu ("logique","S4")"entrainera une in-
cohérence. La restauration de cohérence pourra donner lieu à la 
modification de la règle générale qui s'exprimera alors 
11Vx an-cours (x, "2 11 ) /\ x t "logique"--) lieu (x, "A4") 
manifestant un comportement non-monotone. 
La prise en compte d'une logique non-monotone peut permettre des 
restaurations de cohérence où la priorité ne sera pas donnée nécessai~ 
rement aux informations présentes. De nombreuses relations peuvent 
également être favorablement représentées au moyen de règles générales, 
d'exceptions à ces règles et d'exceptions aux exceptions [ KOWA 7 8 J . 
Cependant, peu de recherches ont été effectuées dans ce domaine. 
La rai son en est que les logiques non-monotones ne disposent pas encore 
de définitions sémantiques et synt axiques, suffisamment précises et 
u t ilisables. 
3 .6 Conclusion. 
Daris ce chapitre, nous nous sommes efforcés de caractériser les 
logiques non-monotones. 
Nous nous sommes attardés essentiellement sur les logiques autoépisté-
miques. Les logiques de Do·yle et de McDermott ont été présentées. 
Elles consistaient essentiellement en des modi°fications de la logique 
des prédicats et de la logique modale.Nous avons montré leurs défauts qui 
sont dûs, à notre avis, à la volonté de modifier des logiques existantes 
qui sont essentie~lement monotones. Moore, quant à lui, définit une 
logique adaptée au ~raitement de la non-monotonie et ses résultats 
semblent particulièrement intéressants. 
Enfin, · nous avons montré, en quoi les logiques non-monotones concernaient 
le champ "bases de données". Une approche radicalement opposée à celle 
que nous avons suivie consiste à raisonner dans un espace de théories. 
En effet, on peut argumenter que la propriété de monotonie ou de 
non-monotonie est une propriété concernant l'évolution des théories. 
Pourquoi dès lors tenter de représenter un comportement non-monotone 
par une nouvelle règle d'inférence qui concerne la déduction au sein 
d'une théorie? 
Dans cette approche, _à partir d'une théorie T qui contient entre autres 
les axiomes "la plupart des oiseaux volent" et 
"a est un oiseau 11 
de laquelle on ne peut pas déduire que "a ne vole pas", on peut adopter 
une théorie TU {vole (a) J. On essaye alors à partir d'une th~orie T 
de déterminer la théorie la plus adéquate à un instant donné. 
Il n'est cependant pas évident que cette approche corresponde aux moti-
vations qui ont guidé le développement des logiques non-monotones. 
La logique par défaut peut être considérée comme un intermédiaire entre 
ces deux approches -. 
La seconde remarque concerne la mise en oeuvre des logiques non-monotones. 
En effet, à moins que le domaine d'interprétation soit fini ce qui est 
le cas dans les bases de données, elle risque de poser un sérieux 
9roblème. En effet, il n'existe pas de procédure de preuve qui nous 
disent si une formule quelconque est un théorème ou non. 
Tout le problème sera donc de déterminer quand il sera adéquat d'arrêter 
d'essayer une fornrule · donnée. La sémantique que l'on accorderait à 
l'opérateur M pourrait ressembler à "dérivable en n étapes n>o". 
Enfin, nous concluerons, en remarquant, que les logiques non-monotones, 
si elles peuvent contribuer à l'étude des bases de données avec valeurs 
incomp~ètes et informations négatives, manquent de b~ses théoriques 
concernant leur définitions sémantiques et leur théorie, de la preuve. 
De manière générale, les travaux concernant. la formalisation d'infor-
mations incomplètes et d'informations négatives restent fort limités 
et doivent être considérés comrnè des points de départ. 
Elles sont encore loin de bénéficier d'une sémantique aussi bien définie 
que les bases de données déductives et leur mise en oeuvre parait assez 
problématique. 
CONCLUSION. 
En guise d e conclusion, nous rappellerons brièvement les r ésultats 
orésentés d ans ce mémoire. 
La contribution de la logique des prédicats du premier ordre peut 
être étudiée en termes des deux formalisation~ d'une base de données 
relationnelle. La formalisation selon la vue 11 théorie du modèle" est 
p l us adéquate que la formalisation selon la vue "théorie de la preuve" 
et il n'est guère etonnant que cette formalisation soit la plus utilisée 
dans le contexte d es ·bases de données. Il est, en effet, p lus adéquat 
d'utiliser cette formalisation pour définir la sémantique d'un langage 
d'interrogation (représentation des questions) et d'expression des con-
traintes (représentation des contraintes). De même, cette formalisation 
est particulièrement adaptée pour montrer l'équivalence entre deux ques-
tions (mise en oeuvre des questions) ou pour concevoir et valider une 
méthode de simplification des contraintes d 'intégrité (mise en oeuvre 
des contraintes). Nous retiendrons surtout le rôle sémantique que peu-
vent jouer les domaines et l'intérêt des types dans les bases d e données. 
De mêrrie, les méthodes de simplification d e contraintes d' intég_ri té sem-
blent être une voie de recherches inté ressante. 
Bien qu'elle ne soit pas particulièrement adéquate pour la formalisation 
~ . 
d'une base de données relationnelle, la formalisation selon la vue 
"théorie de la preuve" a donné l ieu aux bases de données déductives car 
elle permet d e considérer la notion de déduction. Cepen d ant, pour une 
mise en oeuvre efficace de ces bases de données déductives, il e s t n éces-
saire de rendre implicites les hypothèses p rises en compte dans les bases 
de données relationnelles. Pour ce faire, nous avons introduit la règle 
d'inférence CWA . 
La mise en oeuvre des bases de données déductives pose: encore de 
nombreux problèmes d'optimisation et cela quelle que soit l'approche 
dans laquelle on se place. Les résultats obtenus dans la méthode inter-
prétée nous semblent aujourd'hui les p lus avancés : et combinent une a p -
proche descendante et ascendante. De nombreuses recherches sont effectu-
é es dans ce domaine à l'heure actuelle. 
La logique des p rédicats du premier ordre a été également utilisée pour 
les dépendances fonctionnelles e t multivaluées ainsi que pour la recon-
naissance du langage naturel mais ces résultats n'ont pas é té présentés 
ici. 
Cepend ant, la logique des prédicats du premier ordre présente certaines 
limitations et nous avons étudié d 'aut res logiques. 
En effet, on peut ne pas voul oir se placer sous l'hypothèse du 
monde fermé, admettre des informations incomplètes, et représenter d es 
informations négatlves exp licitement. La logique modale a été étudiée 
dans le but de voir les possibilités qu'elle offrait pour traiter ce 
genre d e problèmes mais les résultats sont fortement limités. 
On peut également ne pas vouloir attribuer une des deux valeurs de 
vérité à une affirmation et admet tre que certaines informations ne sont 
ni vraiesni fausses mais dépourvues de sens ou encore que leurs valeurs 
d e vérité ne p euvent être déterminées . 
Enfin, nous avons considéré les logiques non-monotones qui semblent 
aborder de nombreux problèmes tels que la représentation des informations 
négatives, les raisonnements de bon sens et le p roblème de la restaura-
tion de cohérence. Ces logiques semblent être une voie d 'avenir même 
si les recherches restent fort limitées. 
Nous rappellerons enfin quelques résultats d e la partie pr é limi-
naire concernant la p rogram.mation en logique . Le contrôle reste une 
question ouverte. Il sera, en effet, toujours nécessaire mais ses moyens 
d 'expressions sont très divers et aucun consensus n'ex iste. 
Nous avons également émis de sérieuses réserves en ce qui concerne 
l ' équivalence-entrelessémantiquesdéclarative et p rocédurale. 2nfin, 
nous avons indiqué que la programmation en logique ne supp rimerait pas 
la nécessité d'une spécification. Des recherches dans ce domaine d ans 
la démonstration de p rogrammes logiques, les méthodologies d e program-
mation en logique ·et les moyens d'expressions du contrôle nous semblent 
des voies de recherches fort intéressantes. 
Nous concluerons en disant que si l'histoire de la logique est fort 
ancienne, l'interaction logique-b ase de données est quant à elle très 
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