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Abstract
The existence of limiting spectral distribution (LSD) of the product of two random matrices is proved.
One of the random matrices is a sample covariance matrix and the other is an arbitrary Hermitian matrix.
Specially, the density function of LSD of SnWn is established, where Sn is a sample covariance matrix and
Wn is Wigner matrix.
© 2006 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: Primary 15A52; Secondary 15A90, 60E05
Keywords: Limiting spectral distribution; Product of random matrices; Large dimensional random matrices
1. Introduction
Let A be an n × n matrix with real eigenvalues 1 · · · n, say Hermitian for complex case
or symmetric for real case. The spectral distribution FA of A is deﬁned as
FA(x) = 1
n
× number of elements in {k : kx}
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and the hth moment of FA can be written as
h(A) =
∫
xhFA(dx) = n−1 tr(Ah).
In this paper, we shall consider the limiting spectral distribution (LSD) of a product of two
random matrices, one of them is a sample covariance matrix and the other is an arbitrary Her-
mitian matrix. This topic is related to two backgrounds: the ﬁrst is the study of LSD of a
multivariate F -matrix which is a product of a sample covariance matrix and the inverse of
another sample covariance matrix, independent of each other; the second is the investigation
of a sample covariance matrix when the population covariance matrix is not a multiple of an
identity.
A pioneer work was done by Wachter [11], who considered the limiting distribution of the
solutions to the following equation:
det(X1,n1X′1,n1 − X2,n2X′2,n2) = 0, (1.1)
where Xj,nj is a p × nj matrix whose entries are iid N(0, 1) and X1,n1 is independent of X2,n2 .
When X2,n2X′2,n2 is of full rank, the solutions to (1.1) are n2/n1 times of the eigenvalues of the
multivariate F matrix ( 1
n1
X1,n1X
′
1,n1)(
1
n2
X2,n2X
′
2,n2)
−1
.
Yin and Krishnaiah [14] established the existence of the LSD of the matrix sequence {SnTn},
where nSn is a standard Wishart matrix of dimension p and degrees of freedom n with
p/n → y ∈ (0,∞), Tn is a positive deﬁnite matrix satisfying k(Tn) → Hk and the se-
quence Hk satisfy the Carleman condition (
∑
H
−1/2k
2k = ∞, see [6]). In [12], this result was
generalized to the case where the sample covariance matrix is formed based on iid real ran-
dom variables of mean zero and variance one. Using the result of Yin and Krishnaiah [14],
and Yin et al. [13] showed the existence of the LSD of the multivariate F -matrix. The explicit
form of the LSD of multivariate F -matrices was derived in [4,8]. Under the same structure,
Bai et al. [3] established the existence of the LSD when the underlying distribution of Sn is
isotropic.
Some further extensions were done in [9,10]. In this paper, we shall generalize the result of
Yin [12].
Bai and Yin [2] considered the upper limit of the spectral moments of a power of Xn, i.e.,
the limits of ((n−1/2Xn)k(n−1/2X′n)k), where Xn is of order n × n, when investigated the
limiting behavior of solutions to large system of linear equations. Based on this result, it is
proved that the upper limit of the spectral radius of n−1/2Xn is not larger than 1. The same result
was obtained in [7], at almost the same time but by different approaches and assuming stronger
conditions.
Suppose that for each n, the entries of a p × n matrix Xn are independent complex variables,
with a common mean and variance 2. Assume that p/n → y ∈ (0,∞) and that for any
 > 0,
1
2np
∑
jk
E
(
|x(n)jk |2I (|x(n)jk |
√
n)
)
→ 0. (1.2)
Theorem 1.1. Suppose that the entries ofXn (p×n) are independent complex random variables
satisfying (1.2) and that Tn is a sequence of Hermitian matrices independent of Xn and that
the empirical spectraldistribution (ESD) of Tn tends to a non-random limit FT in some sense
78 Z.D. Bai et al. / Journal of Multivariate Analysis 98 (2007) 76–101
(in pr. or a.s.). If lim(p/n) → y ∈ (0,∞), then the ESD of the product SnTn tends to a
non-random limit in probability or almost surely (accordingly), where Sn = 1nXnX∗n.
Remark 1.1. Note that the eigenvalues of the product matrix SnTn are all real although it is not
symmetric, because the whole set of eigenvalues is the same as that of the symmetric matrix
S
1/2
n TnS
1/2
n .
Remark 1.2. Note: it is not necessary that Tn is non-negative deﬁnite or diagonal. When Tn is
non-negative deﬁnite, the result has been established in [9]. And, when Tn is diagonal matrix,
Theorem 1.1 is the special case of Silverstein and Bai [10].
This theorem contains Yin’s result as a special case. In [12], the entries of Xn are assumed to
be real and iid with mean zero and variance one and the matrix Tn being real and positive deﬁnite
and satisfying, for each ﬁxed k,
1
p
tr(T kn ) → Hk (in pr. or a.s., ) (1.3)
while the constant sequence {Hk} satisﬁes the Carleman condition.
Specially, when Tn is Wigner matrix, we get the following Theorem 1.2.
A generalized deﬁnition of Wigner matrix only requires the matrix to be a Hermitian random
matrix whose entries on or above the diagonal are independent.
Suppose that Wn = n−1/2Yn is a Wigner matrix, the entries above or on the diagonal of Yn
are independent but may be dependent of n and may not be identically distributed. Assume that
all the entries of Yn are of mean zero and variance 1 and satisfy the following condition. For any
constant  > 0
lim
n→∞
1
n22
∑
jk
E|y(n)jk |2I (|y(n)jk |
√
n) = 0. (1.4)
Suppose that the entries of Xn (p × n) are independent complex random variables satisfying
(1.2), and Sn = 1nXnX∗n.
Theorem 1.2. Under above conditions, we have
swk =
⎧⎨
⎩
∑k/2
j=1
(
k
j − 1
)(
k
k/2 − j
)
2yj−1/k if k is even,
0 if k is odd,
(1.5)
where swk is the moments of the LSD of SnWn.
Furthermore, the density function of the LSD of SnWn is⎧⎨
⎩ 12
√
R
x2
√
2 + R + 2
y
− 2
y
√
x2
R
if |x| < a,
0 otherwise,
(1.6)
where
a =
√
2(1 + 14y + y2)3/2 + 72y(1 + y) − 2(1 + y)3
27y
,
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and
R = −2(1 + y)
3y
+ 2
√
1 + 14y + y2
3y
cos

3
,
where cos = −72y(1+y)+2(1+y)3+27yx2
21/3
√
1+14y+y2 , ∈ [0, ].
And the point mass at 0 is
F({0}) =
{
1 − 1
y
if y > 1,
0 otherwise.
That is, the matrix SnWn has p − n 0 eigenvalues.
2. Some results of graph theory and combinatorics
For using the moment approach to establish the existence of LSD of products of random
matrices, we need some combinatorics results related to graph theory.
A  graph is deﬁned as follows: draw two parallel lines, referring to the I -line and the J -line;
plot i1, . . . , ik on the I -line and j1, . . . , jk on the J -line; draw k (down) edges from iu to ju,
u = 1, . . . , k and k (up) edges from ju to iu+1, u = 1, . . . , k (with convention that ik+1 = i1).
The category 1 of  graphs, denoted by 1(k, r), consists of all -graphs each of which has
1 + r distinct I-vertices and s = k − r distinct J-vertices and each of whose down-edges must
coincide with one and only one up-edge (see Fig. 4, for an example). If we glue the coincident
edges, the resulting graph is a tree of k edges. In this category, r + s = k and thus s is suppressed
for simplicity.
For a pair of vectors i = (i1, . . . , i2k)′ (1 ip, 2k) and j = (j1, . . . , jk)′, (1jun,
uk), construct a graphQ(i, j) in the following way: draw two parallel lines referred to the I -line
and J -line; plot i1, . . . , i2k on the I -line and plot j1, . . . , jk on the J -line, called the I -vertices
and J -vertices respectively; draw k down-edges from i − 2 − 1 to j, k up-edges from j to i2
and k horizontal edges from i2 to i2+1 (with convention that i2k+1 = i1).
Deﬁnition 2.1. The graph Q(i, j) deﬁned in the above way is called a Q-graph, i.e., its vertex
set V = {i1, . . . , i2k; j1, . . . , jk}, edge set E = {ed, eu, eh,  = 1, . . . , k} with the function F
deﬁned by F(ed) = (i2, j), F(eu) = (j, i2) and F(eh) = (i, i2+1).
An example of Q-graph is given in Fig. 1.
Deﬁnition 2.2. LetQ = (V ,E, F ) be aQ-graph. The sub-graph of all I -vertices and all horizon-
tal edges ofQ is called the roof of Q and denoted by H(Q). The number of connected components
of H(Q) is denoted by 1 + r .
Deﬁnition 2.3. Let Q = (V ,E, F ) be a Q-graph. We deﬁne the minor of Q in such a way that
all horizontal edges are removed from Q and all I -vertices connected through horizontal edges
are glued together. We call this minor the M-minor or the pillar of Q and denoted by M(Q). If
two Q-graphs have isomorphic pillars, then the numbers of horizontal edges in corresponding
connected components of their roofs are equal.
The pillar of the Q-graph in Fig. 1 is given in Fig. 2.
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Roof
j2=j4 j3
i1 i2 i3=i8
i5 i4=i7 i6
j1
Fig. 1. A Q-graph with k = 4.
j1 j2=j4 j3
i1=i2=i3=i8 i4=i5=i6=i7
Fig. 2. The pillar of Fig. 1.
For a given Q-graph Q, glue all coincident vertical edges, namely, we regard all vertical edges
with a common I -vertex and a J -vertex as one edge. But coincident horizontal edges are still
considered as different edges. Then, we get an un-directional connected graph of k horizontal
edges and m vertical edges. We shall call the resulting graph the base of the graph Q and denote
it by B(Q).
Deﬁnition 2.4. For a vertical edge e of B(Q), the number of vertical edges of Q coincident with
e is called the multiplicity of e. The multiplicity of the th vertical edge of B(Q) is denoted by v.
We classify the Q-graphs into three categories.
Category 1 (denoted by Q1) contains all those Q-graphs which has no single vertical edges
and whose pillar M(Q) is a 1 graph.
An example of Category 1 Q-graph of k = 7 and r = 2 is given in Fig. 3.
From the deﬁnition one can see that for a Q1-graph, each down-edge must coincide with one
and only one up-edge and there are k distinct vertical edges.
The 1 graph derived from Fig. 3 is given in Fig. 4.
Category 2 (Q2) contains all Q-graphs that have at least one single vertical edge.
Category 3 (Q3) contains all other Q(k, n) graphs.
In later applications of evaluating the expectation of moments of the ESD of the product matrix
SnTn, one will see that a Q2 graph corresponds to a zero term in the expansion of the expectation
and hence needs no further concern. Let us further look into the graphs of Q1 and Q3.
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i1=i14
j1=j7 j3=j6 j4 j5j2
i2=i13 i3=i4
i5=i12 i6=i11
i7=i8 i9=i10
Fig. 3. A C1 Q-graph with k = 7 and r = 2.
i1=i14
j1=j7 j3=j6j2 j4 j5
i2=i3=i4=i5=i12=i13 i6=i7=i8=i9=i10=i11
Fig. 4. The 1-graph of Fig. 3.
Lemma 2.1. If Q ∈ Q3, then the degree of each vertex of H(Q) is not less than 2. Denote the
coincidence multiplicity of the th distinct vertical edge by ,  = 1, 2, . . . , m, where m is the
number of distinct vertical edges. Then either there is a 3 with r + sm < k or all  = 2
with r + s < m = k.
If Q ∈ Q1, then the degree of each vertex of H(Q) is even and not less than two. In this case,
for all ,  = 2 and r + s = k.
Proof. Note that each I -vertex connects with a vertical edge and a horizontal edge. Therefore,
if there is a vertex of H(Q) with degree one, then this vertex connects with only one vertical
edge which is then single. This indicates that the graph Q belongs to Q2. Since the graph Q
is connected, there are at least r + s distinct vertical edges to make the graph of r + 1 disjoint
components of H(Q) and s J -vertices to be connected. This shows that r + sm. It is trivial
to see that mk because there are in total 2k vertical edges and there are no single edges. If for
all ,  = 2, then m = k. If r + s = k, then the minor M(Q) is a tree of distinct edges which
implies that Q is a Q1 graph, not a Q3. This proves the ﬁrst conclusion of the lemma.
Note that each down-edge of a Q1-graph coincides with one and only one up-edge. Thus, for
each Q1-graph, the degree of each vertex of H(Q) is just twice the number of distinct vertical
edges of Q connecting with this vertex. Since M(Q) ∈ 1, therefore, for all ,  = 2 and
r + s = k. The proof of the lemma is complete. 
We now begin to count the number of various 1 graphs. Because each edge has multiplicity 2,
the degree of an I-vertex (the number of edges connecting to this vertex) must be an even number.
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i2=i5=i7
j2=j3=j4j1=j7 j5=j6
i3 i4 i6i1=i8
Fig. 5. A 1 graph with a CS 1, 1,−1, 1,−1, 1, 1,−1, 1,−3, 1,−1.
Lemma 2.2. There are
k!
s!i1! · · · is !
isomorphic classes of 1-graphs which have s J-vertices, r + 1 = k − s + 1 I-vertices with
degrees (the number of vertical edges connecting this I-vertex) 2,  = 1, . . . , r + 1, where
ib = #{,  = b} denotes the number of I-vertices of degree 2b, satisfying i1 + · · · + is = r + 1
and i1 + 2i2 + · · · + sis = k.
Proof. Because 1 + · · · + r+1 = k, we have
i1 + · · · + ik = r + 1 and i1 + 2i2 + · · · + kik = k.
For a canonical 1 graph, the distinct edges form a tree. Therefore, there is at most one distinct
vertical edge directly connecting a given I -vertex and a given J -vertex, that is to say, an I -vertex
of degree 2b must connect with b different J -vertices. Therefore, bs. Consequently, the integer
b such that ib = 0 is not larger than s, so we can rewrite the above constraints as
i1 + · · · + is = r + 1 and i1 + 2i2 + · · · + sis = k.
Suppose that the given canonical 1 graph has r + 1 I -vertices of degrees 21, . . . , 2r+1. We
construct a characteristic sequence as follows. After each up-edge, place a 1 on the line. After
drawing a down-edge from the th I -vertex, if the degree of this vertex reaches 2, then put
−. Otherwise, put nothing and go to the next up-edge.We make the following convention, after
drawing the last up-edge, put a 1 and −1. Then, we get a sequence of k ones and r + 1 negative
number {−2, . . . ,−r+1,−1}. For characteristic sequences, all partial sums are non-negative
and the total sum is zero.An examplewith characteristic sequence 1, 1,−1, 1,−1, 1, 1,−3, 1,−1
is given in Fig. 5.
Conversely, supposewe are given a characteristic sequence of k ones and r+1 negative numbers
for which all partial sums are non-negative and the total sum is zero.We show that there is one and
only one canonical1 graph having this sequence as its characteristic sequence. In a canonical1
graph, each down-edge must be an innovation (edge which is single after its draw) except those
which complete the preassigned degree of its I-vertex. Also, all up-edges must coincide with the
down-innovation just prior to it (i.e., a T3 edge), except those which lead to a new I -vertex, i.e., an
up-innovation. Therefore, if we can determine the up-innovations and the down-non-innovations
by the given characteristic sequence, then the 1 graph is uniquely determined.
Suppose we are given such a sequence. We ﬁrst decide the down-innovations and down T3
edges. Consider the th (r) negative number −a in the sequence and assume that there are
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i1=i8
j2=j3=j4
i2=i5=i7
j1=j7 j5=j6
i3 i4 i6
Fig. 6. Graph for reduced CS.
 1’s prior to this negative number. That means, the ( + 1)st down-edge must coincide with an
up-innovation and thus is a down T3 edge. Thus, the positions of the r down T3 are determined. The
other k − r = s down-edges must be down-innovations. We have then determined the positions
of all down-innovations and down T3 edges.
Next, let us decide the positions of the up-innovations. If there is only one negative number, that
is, the sequence consists of k ones followed by −k(r = 0), then all up-edges are T3 edges and the
positions of up-innovations and T3 up-edges are already determined. Now, suppose that r1 and
the ﬁrst negative number is −a1 before which there are 1 ones. As analyzed in last paragraph,
the (1 + 1)st down-edge must coincide with an up-innovation leading to this I -vertex, the initial
vertex of the (1 +1)st down-edge. This up-innovation must be the last one prior to the (1 +1)st
down-edge and this I -vertex must have been visited by a1 up-edges (one innovation and a1 − 1
non-innovations). Therefore, the (1 − a1 + 1)st up-edge must be an up-innovation and the next
a1 − 1 up-edges are T3 edges.
Now, remove the negative number−a1 and a1 1’s before it from the characteristic sequence, the
remainder is still a characteristic sequence with k − a1 1’s and r negative numbers. By induction,
the positions of up-innovations and T3 up-edges can be determined, denoted by a sequence of r−1
I ’s and k−a1−r T ’s (stands for innovations and T3-edges). Then insert one I and a1−1 T ’s next
to the (1 −a1)st entry in the I −T sequence of length k−a1, we obtain a new I −T sequence of
length k, which can be proved to the positions of up-innovations of the  graph determined by the
characteristic sequence. Intuitively, the shortened sequence is the characteristic sequence of the
subgraph obtained by cutting off the ﬁrst completed component. The reduced graph by removing
−a1 and a1 1’s from the characteristic sequence of the graph in Fig. 5 is shown in Fig. 6.
Now, we are in a position to count the number of isomorphic classes of 1 graphs with r + 1
I -vertices of degrees 21, . . . , 2r+1 which is the same as the number of characteristic sequences.
Place the r + 1 negative numbers into the k spaces after the k 1’s; we get a sequence of k 1’s and
r + 1 negative numbers. We need to exclude all sequences which does not satisfy the condition
of non-negative partial sums. Since ib is the number of b’s in the set {1, . . . , r+1}, the total
possibilities of the arrangement is
k!
i1! · · · is !(s − 1)! .
Add a 1 at the end of the sequence and connect the two ends of the sequence making it as a
circle. Thus, to complete the proof of the lemma, we need only to show that every s sequences
corresponding to one circle and only one among the s sequences satisﬁes the condition that its
partial sums are non-negative. Note that in the circle, there are k + 1 ones and r + 1 negative
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numbers separated by 1’s. Therefore, there are s pairs of consecutive ones. Cutting off the cycle
between the consecutive ones, we get s different sequences. We show that there is one and only
one sequence among the s sequences has all non-negative partial sums. Suppose that we have a
sequence
a1, a2, . . . , at−1, at , at+1, . . . , ak+r+2
for which all partial sums are non-negative. Obviously, a1 = ak+r+2 = 1. Also, we assume that
at = at+1 = 1 which give a pair of consecutive 1’s. Cut it off between at and at+1 and construct
a new sequence
at+1, . . . , ak+r+2, a1, a2, . . . , at−1, at .
Since
∑k+r+1
i=1 ai = 0 and
∑t
i=1 ai1, the partial sum
at+1 + · · · + ak+r+1 − 1.
This shows that corresponding to each circle of k + 1 ones and the r + 1 negative numbers
{−1, . . . ,−r+1}, there is at most one sequence whose partial sums are non-negative.
The ﬁnal job to conclude the proof of the lemma is to show that for any sequence of k + 1 ones
and the r + 1 negative numbers summing up to −k and the two ends of the sequence being ones,
there exists one sequence of the cutting off circle with non-negative partial sums. Suppose that
we are given the following sequence:
a1(= 1), a2, . . . , at−1, at , at+1, . . . , ak+r+2(= 1),
where t is the largest integer such that the partial sum a1 +a2 +· · ·+at−1 is the minimum among
all partial sums. By deﬁnition of t, we conclude that at = at+1 = 1. Then, the sequence
at+1, . . . , ak+r+2, a1, a2, . . . , at−1, at
satisﬁes the property that all partial sums are non-negative. In fact, for any mk − t + r + 2, we
have
at+1 + · · · + at+m = (a1 + · · · + at+m) − (a1 + · · · + at )0,
and for any k − t + r + 2 < mk + r + 2, we have
at+1 + · · · + at+m = (a1 + · · · + at+m) − (a1 + · · · + at )
= 1 + (a1 + · · · + at+m−k−r−2) − (a1 + · · · + at )0.
The proof of the lemma is complete. 
Lemma 2.3 ([12, Lemma 3.5]). Let A and B be two n × n Hermitian matrices. Then,
‖FA − FB‖ 1
n
rank(A − B). (2.1)
Throughout this paper, ‖f ‖ = supx |f (x)|.
Deﬁnition 2.5. A multiple matrix (MM) is deﬁned as a collection of ordered numbers A =
{ai;j}, i1 = 1, 2, . . . , m1, . . . , is = 1, 2, . . . , ms , and j1 = 1, 2, . . . , n1, . . . , jt = 1, 2, . . . , nt ,
where i = {i1, . . . , is} and j = {j1, . . . , jt }. The integer vectors m = {m1, . . . , ms} and n =
{n1, . . . , nt } are called its dimensions.
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Similarly, its norm is deﬁned as
‖A‖ = sup
∣∣∣∣∣∣
∑
j
ai;jgihj
∣∣∣∣∣∣ ,
where the supreme is taken subject to∑i |gi|2 = 1 and∑j |hj|2 = 1.
Lemma 2.4 ([1, Lemma 2.11]). Let G0 be a connected graph with vertex set V of m vertices iw,
w = 1, . . . , m, and edge set E of h edges ej , j = 1, . . . , h. To each vertex v(= 1, . . . , m) there
corresponds a positive integer nv , and to each edge ej = (v1, v2) there corresponds a matrix
Tj = (t(j),	 ) of order nv1 × nv2 . Let Ec and Enc denote the sets of cutting edges (those edges
whose removal causes the graph disconnected) and non-cutting edges, respectively. Then there
is a constant C, depending upon m and h only, such that∣∣∣∣∣∣
∑
iw∈V
h∏
j=1
t
(j)
ifini(ej ),ifend(ej )
∣∣∣∣∣∣ Cp0
∏
ej∈Enc
‖Tj‖
∏
ej∈Ec
‖Tj‖0, (2.2)
where p0 = max(n1, . . . , nm), ‖Tj‖ denotes the maximum singular value, and ‖Tj‖0 equals the
product of the maximum dimension and the maximum absolute value of the entries of Tj ; in the
summation iw runs over {1, . . . , nw}, fini(ej ) and fend(ej ) denote the initial and end vertices of
the edge ej .
Furthermore, we have the following result that will be used in the proof of Theorem 1.1.
Proposition 2.1. LetV ∗2 be a subset of the vertex setV.Denote by
∑
{−V ∗2 } the summation running
over iw = 1, . . . , mw subject to the restriction that iw1 = iw2 if bothw1, w2 ∈ V ∗2 . Then, we have∣∣∣∣∣∣
∑
{−V ∗2 }
h∏
j=1
t
(j)
ifi (ej ),ife(ej )
∣∣∣∣∣∣ C′p0
∏
ej∈Enc
‖Tj‖
∏
ej∈Ec
‖Tj‖0, (2.3)
where C′ is a constant depending upon m and h only.
Proof. Note that (2.2) is a special case of (2.3) when V ∗2 is empty. We shall prove (2.3) by
induction with respect to the cardinality of the set V ∗2 . We have already proved that (2.3) is true
when |V ∗2 | = 0. Now, assume that (2.3) is true for |V ∗2 |a − 1, a − 10. We shall show that
(2.3) is true for |V ∗2 | = a.
Suppose that w1, w2 ∈ V ∗2 and w1 = w2. Write V˜ ∗2 = V ∗2 − {w2}. Let Gˆ denote the graph
obtained fromG by gluing the verticesw1 andw2 as one vertex, still denote byw1. Then, we have
|V˜ ∗2 | = a−1.Without loss of generality, let the vertexw1 correspond to a smaller dimension, say
p1. If the edge eˆj of Gˆ is obtained from the edge eˆj of Gˆwithw2 as a vertex, then, corresponding
to eˆj , we deﬁne a matrix Tˆj by the ﬁrst p1 rows (or columns) of the matrix Tj when w2 is the
initial (end, respectively) vertex of ej . For all other edges, we deﬁne the associated matrices by
Tˆj = Tj . Note that
‖Tˆj‖‖Tj‖‖Tj‖0
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and
‖Tˆj‖0‖Tj‖0.
For deﬁniteness, write
∑
{G,−V ∗2 } =
∑
{−V ∗2 }. Then, we have∑
G,{−V ∗2 }
=
∑
G,{−V˜ ∗2 }
−
∑
Gˆ,{−Vˆ ∗2 }
.
By induction hypothesis, we have∣∣∣∣∣∣∣
∑
G,{−V˜ ∗2 }
h∏
j=1
t
(j)
ifi (ej ),ife(ej )
∣∣∣∣∣∣∣ C
′
1p0
∏
ej∈Enc
‖Tj‖
∏
ej∈Ec
‖Tj‖0. (2.4)
When constructing the graph Gˆ, some cutting edge of G may be changed to a non-cutting edge
of Gˆ, while non-cutting edge of G remains as non-cutting edge of Gˆ. By induction, we also have∣∣∣∣∣∣∣
∑
Gˆ,{−Vˆ ∗2 }
h∏
j=1
t
(j)
ifi (ej ),ife(ej )
∣∣∣∣∣∣∣ C
′
2p0
∏
ej∈Enc
‖Tj‖
∏
ej∈Ec
‖Tj‖0. (2.5)
Combining (2.4) and (2.5), and by induction, we complete the proof of (2.3) and hence that of
the proposition. 
3. Simpliﬁcation on the spectrum of Tn
For brevity, we shall suppress the superscript n for the entries of X-variables.
Step 1: Reducing to the case where Tn’s are non-random. If the ESD of Tn converges to a
limit FT almost surely, we may consider LSD of SnTn conditioning on given all Tn and hence
we may assume that Tn is non-random. Then the ﬁnal result follows by the Fubini Theorem.
If the convergence is in probability, then we may use the subsequence method or use strong
representation theorem (see [5]). The strong representation theorem says that there is a probability
space on which we can deﬁne a sequence of random matrices (X˜n, T˜n) such that for each n, the
joint distribution of (X˜n, T˜n) is identical to that of (Xn, Tn) and the ESD of T˜n converges to
FT almost surely. Therefore, to prove Theorem 1.1, it sufﬁces to show it for the case of a.s.
convergence. Now, suppose that Tn are non-random and that the ESD of Tn converges to FT .
Step 2: Truncation of the ESD of Tn. Suppose that the spectral decomposition of Tn is∑p
i=1 ini∗i . Deﬁne a matrix T˜n =
∑p
i=1 ˜ini∗i , where ˜in = in or zero in accordance
with |in|	0 or not, where 	0 is pre-chosen constant such that both 	0 and −	0 are continuity
points of FT . Then, the ESD of T˜n converges to the limit
FT,	0(x) =
∫ x
−∞
I[−	0,	0](u)FT (du) + (F T (−	0) + 1 − FT (	0))I [0,∞)(x), a.s.
and (1.3) is true for T˜n with H˜k =
∫
|x|	0 x
kFT (x).
Applying Lemma 2.3, we obtain∥∥∥FSnTn − FSnT˜n∥∥∥  1
p
rank(T n − T˜n) → FT (−	0) + 1 − FT (	0) (3.1)
Z.D. Bai et al. / Journal of Multivariate Analysis 98 (2007) 76–101 87
as n → ∞. Note that the right-hand side of the above inequality can be made arbitrarily small if
	0 is large enough.
We claim that Theorem 1.1 follows if we can prove that with probability one, FSnT˜n converge to
a non-degenerate distribution F	0 for each ﬁxed 	0.We shall prove this assertion by the following
two propositions.
Proposition 3.1. If the distribution family {FSnT˜n} is tight for every 	0 > 0, then so is the
distribution family {FSnTn}.
Proof. Since FTn → FT , for each ﬁxed ε ∈ (0, 1), we can select a 	0 > 0 such that for all n,
FTn(−	0) + 1 − FTn(	0) < ε/3. On the other hand, we can select M > 0 such that for all n,
FSnT˜n(−M) + 1 − FSnT˜n(M) < ε/3, because {FSnT˜n} is tight. Thus, we have
FSnTn(M) − FSnTn(−M)  FSnT˜n(M) − FSnT˜n(−M) − 2‖FSnTn − FSnT˜n‖
 1 − ε/3 − 2(F Tn(−	0) + 1 − FTn(	0))1 − ε.
This proves that the family of {FSnTn} is tight. 
Proposition 3.2. If FSnT˜n → F	0 , a.s., for each 	0 > 0, then
FSnTn → F, a.s.
for some distribution F.
Proof. Since the convergence of FSnT˜n → F	0 , a.s., implies the tightness of the distribution
family {FSnTn}, by Proposition 3.1, the distribution family {FSnTn} is also tight. Therefore, for
any subsequence of {FSnTn}, there is a convergent subsequence of the previous subsequence of
{FSnTn}. Therefore, to complete the proof of Theorem 1.1, we need only show that the sequence
{FSnTn} has a unique subsequence limit.
Suppose that F (1) and F (2) are two limiting distributions of two convergent subsequences of
{FSnTn}. Suppose that x is a common continuity point of F (1), F (2) and F	0 , for all rational 	0.
Then, for any ﬁxed ε > 0, we can select a rational 	0 such that FTn(−	0) + 1 − FTn(	0) < ε/5,
for all n. Since FSnT˜n → F	0 , there exists an n0 such that for all n1, n2 > n0, |FSn1T˜n1(x) −
FSn2T˜n2(x)| < ε/5.Also, we can select n1, n2 > n0 such that |F (j)(x)−F
Snj T˜nj
nj (x)| < ε/5, j =
1, 2. Thus,
|F (1)(x) − F (2)(x)|

2∑
j=1
[|F (j)(x) − FSnj T˜nj (x)| + ‖FSnj T˜nj − FSnj T˜njnj ‖] + |FSn1 T˜n1 − FSn2 T˜n2 | < ε.
This shows that F (1) ≡ F (2) and the proof of the proposition is complete. It is easy to see from
the proof that lim	0→∞ F	0 exists and equal to F, the a.s. limit of FSnTn . 
Therefore, we may truncate the ESD of FTn ﬁrst then proceed the proof with the truncated
matrix T˜n. For brevity, we still use Tn for the truncated matrix T˜n, that is, we shall assume that
the eigenvalues of Tn are bounded by a constant, say 	0.
88 Z.D. Bai et al. / Journal of Multivariate Analysis 98 (2007) 76–101
4. Truncation on X variables
Let X˜n and S˜n denote the sample matrix and the sample covariance matrix deﬁned by the
truncated variables at the truncation location n
√
n, i.e., X˜n = (xij I (|xij |√n))p×n and S˜n =
1
n
X˜nX˜
∗
n. Note that SnTn and 1nX
∗
nTnXn have the same set of non-zero eigenvalues, so do the
matrices S˜nTn and 1n X˜
∗
nTnX˜n. Thus,
‖FSnTn − F S˜nTn‖ = n
p
‖F 1nX∗nTnXn − F 1n X˜∗nTnX˜n‖ = n
p
‖FX∗nTnXn − F X˜∗nTnX˜n‖.
Then, by Lemma 2.3, for any ε > 0, we have
P
(∥∥∥FSnTn − F S˜nTn∥∥∥ ε)
= P
(∥∥∥FX∗nTnXn − F X˜∗nTnX˜n∥∥∥ εp/n)
P(rank(X∗nTnXn.X˜∗nTnX˜n)εp)
P(2 rank(Xn − X˜n)εp)
P
⎛
⎝∑
ij
I{|Xij |n
√
n}εp/2
⎞
⎠ .
From the condition (1.2), one can easily see that
E
⎛
⎝∑
ij
I{|Xij |n
√
n}
⎞
⎠  1
2nn
∑
ij
E|Xij |2I{|Xij |n√n} = o(p)
and
V ar
⎛
⎝∑
ij
I{|Xij |n
√
n}
⎞
⎠  1
2nn
∑
ij
E|Xij |2I{|Xij |n√n} = o(p).
Then, applying Bernstein inequality one obtains
P
(∥∥∥FSnTn − F S˜nTn∥∥∥ ε) 2 exp(−18ε2p
)
(4.1)
which is summable. By Borel–Cantelli lemma we conclude that with probability one,∥∥∥FSnTn − F S˜nTn∥∥∥ → 0. (4.2)
We may renormalize the entries of X so that the similarly deﬁned matrices S˜nTn and 1n X˜
∗
nTnX˜n
by the renormalized variables have the same limiting spectral distributions. However, we shall
provide a different proof without renormalization. For this reason, we shall need the following
estimation in the sequel:∑
ij
| EX˜ij |2 =
∑
ij
| EXij I (|Xij |n
√
n)|2
 2
n2n
∑
ij
E|Xij |2I (|Xij |n
√
n) = o(n). (4.3)
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5. Proof of Theorem 1.1
Therefore, the proof of Theorem 1.1 reduces to that for the truncated case. Without loss of
generality, we assume that 2 = 1. For convenience of notation, in the sequel, we will still use
Xn and Tn to denote the truncated matrices. That means, we shall prove the theorem under the
following additional conditions:
‖Tn‖	0;
(1.3) and (4.3) holds;∑
ij
| E(xjk)| = o(n2−/2) for 1;
|xjk|  n
√
n;
E|xjk|2 = 2jk1 with
1
np
∑
jk
2jk → 1. (5.1)
Now, we will proceed the proof of Theorem 1.1 by applying the moment convergence theorem
(MCT) under the above additional conditions. We need to show the convergence of the spectral
moments of SnTn. We have
k(SnTn) =
1
p
tr[(SnTn)k]
= p−1n−k
∑
xi1j1 x¯i2j1 ti2i3xi3j2 · · · xi2k−1jk x¯i2kjk ti2ki1
 p−1n−k
∑
i,j
T (H(i))X(Q(i, j)), (5.2)
where Q(i, j) is the Q-graph deﬁned by i = (i1, . . . , i2k) and j = (j1, . . . , jk) and H(i) is the
roof of Q(i, j). We shall prove the theorem by the following steps:
Ek(SnTn) → stk =
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
H
im
m
im! ; (5.3)
E|k(SnTn) − Ek(SnTn)|4 = O(n−2) (5.4)
and stk satisfy the Carleman condition.
Step 1. The proof of (5.3). Write
Ek(SnTn) = p−1n−k
∑
G
∑
Q(i,j)∈G
T (H(i))X(Q(i, j)), (5.5)
where the ﬁrst summation is taken for all canonical graphs and the second for all graphs isomorphic
to the given canonical graph G. Glue all coincident vertical edges of G and denote the resulting
graph asGg . Let each horizontal edge associate with a matrix Tn. If a vertical edge ofGg consists
of  down-edges and  up-edges, then it associates a matrix
T (, ) =
[
Ex

ij x¯

ij
]
p×n .
We call  +  as the multiplicity of the vertical edge of Gg .
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By the relation that the operator norm of a matrix is less than or equal to its Euclidean norm,
it is easy to verify that
‖T (, )‖
{
o(n(+)/2) if  +  = 2,
max(n, p) if  +  = 2.
One can also verify that ‖T (, )‖0 satisﬁes the same inequality if  +  = 1.
SinceG is a cycle, the cutting edge of the graphGg can only be vertical edgeswithmultiplicities
+ 2. Let 	i denote the number of vertical edges of Gg with multiplicity equal to i. Then, we
have 	 = 	1 + 	2 +· · ·+ 	m = 2k, where m denotes the maximum multiplicity ofGg . If 	2 = 2k,
by Proposition 2.1, we have
1
pnk
∣∣∣∣∣∣
∑
Q(i,j)∈G
T (H(i))X(Q(i, j))
∣∣∣∣∣∣ 
1
pnk
o(pn	/2) = o(1). (5.6)
To consider the limit of Ek(SnTn), we only need to consider those terms corresponding to
canonical graphs with vertical edge multiplicities 2.
Let r + 1 denote the number of connected components of the roof H(i) and s denote the
number of distinct J -vertices. We convert the graph Gg to Gh by changing its vertical edges as
loops attaching to its roof . For a given integer vector j = (j1, . . . , js), if a vertical edge has
index (, ) and a J -vertex t, t = 1, . . . , s, then the corresponding loop associates to the diagonal
matrix
D = diag[ Ex1,jt x¯1,jt , . . . , Ex

p,jt
x¯p,jt ],
where  +  = 2. Then, Gh consists of r + 1 two-edge connected blocks (i.e., blocks without
cutting edges). Note that the norm of D is less than 1, by Proposition 2.1, we have for a given j,∣∣∣∣∣∣
∑
Q(i,j)∈Gh
ET (H(i))X(Q(i, j))
∣∣∣∣∣∣ Cpr+1.
Therefore, if r + s < k, then
1
pnk
∣∣∣∣∣∣
∑
Q(i,j)∈G
T (H(i))X(Q(i, j))
∣∣∣∣∣∣
= 1
pnk
∑
j
∣∣∣∣∣∣
∑
j
∑
Q(i,j)∈Gh
T (H(i))X(Q(i, j))
∣∣∣∣∣∣
 1
pnk
Cpr+1ns = o(1). (5.7)
Therefore, to estimate Ek(SnTn), we only need to consider the terms isomorphic to a canonical
graph G with vertical-edge multiplicity 2 and r + s = k. Namely, we shall consider the sums of
terms corresponding to Q1 graphs. Note that in this case each vertical edge of B(Q) consists of
a down-edge and an up-edge of Q and the pillar M(Q) is a tree. Therefore, each vertical edge of
B(Q) corresponds to the matrix (2ij ). For a given vertical edge, if we replace the matrix (2ij ) by
a p × n matrix of all 1’s, then the resulting difference is an MM for the same graph and the same
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associating matrices except the given edge which associated with (1 − 2ij ) whose norm is less
than or equal to⎛
⎝∑
ij
(1 − 2ij )2
⎞
⎠
1/2
= o(n).
Again, by applying Proposition 2.1, we can show that the difference tends to 0. We may do the
same procedure for one vertical edge after another. Thus, to ﬁnd the limit of Ek(SnTn), we may
assume that 2ij = 1.
For a given Q1 graph, write the number of disjoint connected components of H(Q) by r + 1
and the number of J -vertices of B(Q) by s = k − r . Also, let 1, . . . , r+1 denote the sizes (the
number of edges) of the connected components of H(Q). We will show that
p−1n−k
∑
M(Q)
∑
Q(i,j)
(tx)Q(i;j) → yrH1 · · ·Hr+1 , (5.8)
where the summation
∑
M(Q) is taken for all Q1 graphs whose pillar is M(Q), and
H =
∫ 	0
−	0
t dF T (t).
Therefore,
p−1n−k
∑
M(Q)
∑
Q(i,j)
(tx)Q(i;j) = p−1n−k+s
∑
r,
∑
1(r,)
∑
H(i)
(t)H(i) + o(1). (5.9)
When the roof of Q ∈ Q1 consists of 1 + r connected components with sizes 1, . . . , r+1, we
have
∑
H(i)
(t)H(i) =
r+1∏
=1
(tr T  ) = p1+r
[
r+1∏
=1
H + o(1)
]
.
Applying Lemma 2.1 and combining (5.6)–(5.8) and using Lemma 2.2, we get
1
p
E[(ST )k] =
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
H
im
m
im! + o(1). (5.10)
This completes the proof of (5.3).
Step 2: The proof of (5.4). Similarly to the proof of (5.2), for given i1, . . . , i8k taking val-
ues in {1, 2, . . . , p} and j1, . . . , j4k taking values in {1, 2, . . . , n}, we construct 4 Q-graphs,
Q1,Q2,Q3,Q4, where Q is constructed by indices i = {i2(−1)k+1, . . . , i2k} and j =
{j(−1)k+1, . . . , jk}.
Then, we have
E
(∣∣∣∣ 1p tr[(ST )k] − E
(
1
p
tr[(ST )k]
)∣∣∣∣
4
)
= p−4n−4k
∑
i1,j1,...,i4,j4
[
E
( 4∏
=1
(tx)Q(i,j)
)
−
( 4∏
=1
E(tx)Q(i,j)
)]
, (5.11)
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where
(tx)Q(i,j)
=
k∏
l=1
(ti(2−1)k+f(2l),i(2−1)k+f(2l+1)xi(2−1)k+f(2l−1),j(−1)k+g(l) x¯i(2−1)k+f(2l),j(−1)k+g(l) )
and i = (i(2−1)k+f(z), z = 1, . . . , 2k) and j = (j(−1)k+g(y), y = 1, . . . , k). Note that in the
deﬁnition of i and j, we only count those distinguished indices.
If for some  = 1, 2, 3, 4, all vertical edges of Q do not coincide with any vertical edges of
the other three graphs, then
[
E
( 4∏
=1
(tx)Q(i, j)
)
−
( 4∏
=1
E((tx)Q(i, j))
)]
= 0
due to the independence of the X-variables. Therefore, Q = ⋃Q consists of either one or two
connected components. Similarly to the proof of (5.3), applying Proposition 2.1, the sum of terms
corresponding to graphs Q of two connected components has the order of O(n4k+2) while the
sum of terms corresponding to a connected graph Q has the order of O(n4k+1). From this, (5.4)
follows.
From (5.10) and (5.4), it follows that with probability one
1
p
tr[(ST )k] →
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
H
im
m
im! .
By elementary calculus, we have∣∣∣∣∣∣∣∣
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
H
im
m
im!
∣∣∣∣∣∣∣∣
	k0(1 +
√
y)2k
which, together with Carleman’s Lemma, implies that with probability one, the empirical spectral
distribution of SnTn tends to the non-random distribution determined by the moments stk =∑k
s=1 yk−s
∑
k!
s!
∏s
m=1
H
im
m
im! .
The proof of the theorem is complete.
6. Proof of Theorem 1.2
First, we derive general formula for the product SnTn.
We have seen that the moments of LSD F st of SnTn is given by
stk =
k∑
s=1
yk−s
∑
i1+···+is=k−s+1
i1+···+sis=k
k!
s!
s∏
m=1
H
im
m
im! .
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For k1,stk is the coefﬁcient of zk in
k∑
s=0
yk−s k!
s!(k − s + 1)!
( ∞∑
=1
zH
)k−s+1
+ 1
y(k + 1)
= 1
y(k + 1)
[
1 + y
( ∞∑
=1
zH
)]k+1
, (6.1)
where Hk is the moments of the LSD H of Tn. Therefore, stk can be written as
stk =
1
2iy(k + 1)
∮
|
|=

−k−1
[
1 + y
( ∞∑
=1

H
)]k+1
d
, (6.2)
for any  ∈ (0, 1/	0), which guarantees the convergence of the series∑ 
H.
Using the above expression, we can construct a generating function of stk as follows: for all
small z with |z| < 1/	0b, where b = (1 + √y)2,
g(z)=
∞∑
k=1
zkstk =
1
2iy
∮
|
|=
∞∑
k=1
1
k + 1z
k
−1−k
(
1 + y
( ∞∑
=1

H
))k+1
d

= 1
2y
∮
|
|=
[
−
−1 − y
∞∑
=1

−1H − 1
z
log
(
1 − z
−1 − zy
∞∑
=1

−1H
)]
d

= −1
y
− 1
2yz
∮
|
|=
log
(
1 − z
−1 − zy
∞∑
=1

−1H
)
d
.
The order exchange of summation and integral is justiﬁed provided that |z| < /(1+y∑ |H|).
Therefore, by Taylor expansion of log(1 + x), we have
g(z) = −1
y
− 1
2yz
∮
|
|=
log
(
1 − z
−1 − zy
∞∑
=1

−1H
)
d
. (6.3)
The Stieltjes transform of distribution G can be deﬁned as mG(z), that is,
mG(z) = 12
∫ ∞
−∞
1
x − z dG(x).
Let mF (z) and mH(z) denote the Stieltjes transforms of F st and H, respectively. It is easy to
verify that
−1
z
mH
(
1
z
)
= 1 +
∞∑
k=1
zkHk
and
−1
z
mF
(
1
z
)
= 1 +
∞∑
k=1
zkstk .
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Then, from (6.2) it follows that
stk =
1
2iy(k + 1)
∮
|
|=

−k−1
[
1 + y
(
−1


mH
(
1


)
− 1
)]k+1
d
. (6.4)
From (6.3) it follows that
1
z
mF
(
1
z
)
= 1
y
− 1 + 1
2iyz
∮
|
|=
log
(
1 − z
−1 + zy
−1 + 
−2zymH
(
1


))
d
.
(6.5)
Now, when Tn takes Wigner matrix Wn, from Theorem 2.4 of [1], we have H ′(x) = 12
√
4 − x2
I (|x|2) and mH(z) is a solution of the equation (see (3.4) of [1] with  = 0),
mH(z) = − 1
z + mH(z) . (6.6)
From this, we have
1


= −
1 + m2H ( 1
 )
mH (
1

 )
,
d

dmH (
1

 )
=
m2H (
1

 ) − 1
(1 + m2H ( 1
 ))2
. (6.7)
For simplicity, we use m to replace mH( 1
 ). Thus, by integration by part
mF
(
1
z
)
= z
y
− z + 1
2iy
∮
|
|=
log(1 − z
−1 + zy
−1 + 
−2zym) d

= z
y
− z − 1
2iy
∮
|
|=


z
−2 − zy
−2 − 2
−3zym + 
−2zy dm
d

1 − z
−1 + zy
−1 + 
−2zym d
.
Note that when 
 runs along |
| =  ∈ (0, 1/2) (here 	0 = 2) anticlockwise, m will run along a
contour |m| =  anticlockwise. Therefore,
swk =
1
2iy(k + 1)
∮
|
|=

−k−1[1 + ym2]k+1 d

= − 1
2iy(k + 1)
∮
|m|=
m−k−1(m2 + 1)k−1(1 + ym2)k+1(m2 − 1) dm.
Now we apply the residue theorem to evaluate the integral. From (6.7), we know that the pole
m = 0 is located inside the contour |m| = . Hence, we obtain
swk = −
1
2iy(k + 1)
∮
|m|=
⎛
⎝k−1∑
i=0
k+1∑
j=0
(
k − 1
i
)(
k + 1
j
)
yjm2j+2i+1−k
−
k−1∑
i=0
k+1∑
j=0
(
k − 1
i
)(
k + 1
j
)
yjm2j+2i−k−1
⎞
⎠ dm
=
⎧⎨
⎩
∑k/2
j=1
(
k
j − 1
)(
k
k/2 − j
)
2yj−1/k if k is even,
0 if k is odd.
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From (6.7)
mF
(
1
z
)
= z
y
− z − 1
2iy
∮
|m|=
(
−1 + m
2
m
)−1
×
z(− 1+m2
m
)2 − zy(− 1+m2
m
)2 − 2(− 1+m2
m
)3zym + (− 1+m2
m
)2zy
(
m2−1
(1+m2)2
)−1
1 − z(− 1+m2
m
) + zy(− 1+m2
m
) + (− 1+m2
m
)2zym
×
(
m2 − 1
(1 + m2)2
)
dm
= z
y
− z + 1
2iy
∮
|m|=
(−1 + 3m4y + m2(1 + y))z
(1 + m2)(m + z + m4yz + m2(1 + y)z) dm
when |z| < min( 12(1+√y)2 , /(1 + y
∑
|H|)). Thus
mF (z) = 1
zy
− 1
z
+ 1
2iy
∮
|m|=
−1 + 3m4y + m2(1 + y)
(1 + m2)(mz + 1 + m4y + m2(1 + y)) dm, (6.8)
where | 1
z
| < min( 12(1+√y)2 , /(1 + y
∑
|H|)).
We have
−1 + 3m4y + m2(1 + y)
(1 + m2)(mz + 1 + m4y + m2(1 + y)) =
−2m + 2my − 2m3y + 2m3y2 − z + 3m2yz
z(mz + 1 + m4y + m2(1 + y))
−m(−2 + 2y)
(1 + m2)z .
From (6.7), 1 and −1 are not inside the contour . We get
mF (z) = 1
zy
− 1
z
+ 1
2iy
∮
|m|=
−2m + 2my − 2m3y + 2m3y2 − z + 3m2yz
z(m4y + m2(1 + y) + mz + 1) dm.
(6.9)
Now let us compute the integration
1
2iy
∮
|m|=
−2m + 2my − 2m3y + 2m3y2 − z + 3m2yz
z(m4y + m2(1 + y) + mz + 1) dm.
We need to decide the poles of the integrand, so we ﬁrst solve the equation
m4 + m2 (1 + y)
y
+ mz
y
+ 1
y
= 0. (6.10)
Rewrite the left-hand side as(
m2 + (1 + y)
2y
+ 
)2
−
[
2m2 − z
y
m +
(
2 + (1 + y)
y
 − 1
y
+ (1 + y)
2
4y2
)]
.
Let 0 be a solution to the equation
z2
y2
− 8
(
2 + (1 + y)
y
 − 1
y
+ (1 + y)
2
4y2
)
= 0,
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or equivalently
3 + (1 + y)
y
2 +
(
(1 + y)2
4y2
− 1
y
)
 − z
2
8y2
= 0.
Then solutions of (6.10) will be those of equations
m2 + (1 + y)
2y
+ 0 = ±
√
20
(
m − z
40y
)
. (6.11)
Let R = 20 and R be the continuous branch of continuous solutions of the equation
R3 + 2(1 + y)
y
R2 + (1 − y)
2
y2
R − z
2
y2
= 0, (6.12)
which is real when z is real. From (6.12), when |z| → ∞,R → ∞.And R3
z2
→ 1
y2
.When z → ∞
along the positive values, we have (
√
R)3
z
→ 1
y
, and when z → −∞ along negative values, we
also have (
√
R)3
z
→ 1
y
, that is, when z < 0, we take
√
R < 0. For simplicity, we can write
√
R
z
=
√
R
z2
. (6.13)
Rewrite (6.11) as the following two equations:⎧⎪⎪⎨
⎪⎪⎩
m2 − √Rm +
(
(1 + y)
2y
+ R
2
+ z
2y
√
R
)
= 0,
m2 + √Rm +
(
(1 + y)
2y
+ R
2
− z
2y
√
R
)
= 0.
(6.14)
From (6.14), we get four roots:
m1 = 12
(√
R +
√
−R − 2(1 + y)
y
− 2z
y
√
R
)
,
m2 = 12
(√
R −
√
−R − 2(1 + y)
y
− 2z
y
√
R
)
,
m3 = 12
(
−√R +
√
−R − 2(1 + y)
y
+ 2z
y
√
R
)
,
m4 = 12
(
−√R −
√
−R − 2(1 + y)
y
+ 2z
y
√
R
)
.
Thus, taken large z, m1, m2 are conjugate, and m3, m4 are real. Furthermore, |m3| |m1| =
|m2| |m4| and |m1|2 = 2R + 2(1+y)y + 2zy√R ∼ z2/3.
From (6.7)
|
1| =
∣∣∣∣∣− m11 + m21
∣∣∣∣∣ ∼ z−1/3 > |z|−1.
For |z|−1 < /(1 + y∑ |H|), let |z|−1 approach . Thus |
1| > .
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Because m3 → 0(z → ∞),
|
3| =
∣∣∣∣∣− m31 + m23
∣∣∣∣∣ ∼ |m3| = −
√
R +
√
−R − 2(1 + y)
y
+ 2z
y
√
R
∼
(1+y)
2y + R2 − z2y√R√
R
.
By (6.12),
|
3| ∼
(1+y)√R
y
+ R√R −
√
R3 + 2(1+y)
y
R2 + (1−y)2
y2
R
2R
∼
(
(1+y)√R
y
+ R√R)2 − (R3 + 2(1+y)
y
R2 + (1−y)2
y2
R)
2R2
√
R
∼ 2
yR
√
R
∼ |z|−1 < .
Thus, only m3 is inside the contour .
Let
−2m + 2my − 2m3y + 2m3y2 − z + 3m2yz
z(mz + 1 + m4y + m2(1 + y))
= Vm + U
yz
(
m2 − √R ∗ m +
(
(1+y)
2y + R2 + z2y√R
))
+ Tm + G
yz
(
m2 + √R ∗ m +
(
(1+y)
2y + R2 − z2y√R
)) .
Then we need to solve the equation groups⎧⎪⎪⎪⎨
⎪⎪⎪⎩
R(U+G)
2 + (G+U)(1+y)2y + z + (G−U)z2√Ry = 0,
T + V + 2y − 2y2 = 0,
2 + (U − G)√R + (V+T )R2 − 2y + (T+V )(1+y)2y + (T−V )z2√Ry = 0,
G + √R(V − T ) + U − 3yz = 0.
(6.15)
Using mathematica, we get
V = y(2R
3(y − 1)y2 + 2R2y(y2 − 1) + (y − 1)z2 + √R(y − 1)2z + 3R5/2y2z + 4R3/2y(1 + y)z)
2R3y2 + 2R2y(1 + y) + z2 ,
T = y(2R
3(y − 1)y2 + 2R2y(y2 − 1) + (y − 1)z2 − √R(y − 1)2z − 3R5/2y2z − 4R3/2y(1 + y)z)
2R3y2 + 2R2y(1 + y) + z2 ,
U = y(−4R
5/2(y − 1)y2 − 2R7/2(y − 1)y2 + √R(5 + 3y)z2 + R3/2(−2(y − 1)2(y + 1) + 3yz2))
2(2R3y2 + 2R2y(1 + y) + z2)
+ y(−2R(y − 1)
2z − 2R2y(1 + y)z + 3z3)
2(2R3y2 + 2R2y(1 + y) + z2) ,
G = y(4R
5/2(y − 1)y2 + 2R7/2(y − 1)y2 − √R(5 + 3y)z2 − R3/2(−2(y − 1)2(y + 1) + 3yz2))
2(2R3y2 + 2R2y(1 + y) + z2)
+ y(−2R(y − 1)
2z − 2R2y(1 + y)z + 3z3)
2(2R3y2 + 2R2y(1 + y) + z2) .
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From (6.12), we have
V = y(y − 1) + yz√
R
, (6.16)
T = y(y − 1) − yz√
R
, (6.17)
U = y(z + R
3/2y + √R(3 + y))
2
, (6.18)
G= y(z − R
3/2y − √R(3 + y))
2
. (6.19)
We only prove (6.18), and the others can be proved similarly. We ﬁrst consider the numerator:
−4R5/2(y − 1)y2 − 2R7/2(y − 1)y2 + √R(5 + 3y)z2
+R3/2(−2(y − 1)2(y + 1) + 3yz2)
= −2R5/2(y − 1)y2 − 2R7/2(y − 1)y2 − √R(y − 1)z2
−2R5/2(y − 1)y2 + 4√R(1 + y)z2 + R3/2(−2(y − 1)2(y + 1) + 3yz2)
= −√R(y − 1)(2R2y2 + 2R3y2 + z2 + 2R2y − 2R2y)
−2R5/2(y − 1)y2 + 4√R(1 + y)z2 + R3/2(−2(y − 1)2(y + 1) + 3yz2)
= −√R(y − 1)(2R2y(y + 1) + 2R3y2 + z2)
−2R5/2(y − 1)2y + 4√R(1 + y)z2 + R3/2(−2(y − 1)2(y + 1) + 3yz2)
= −√R(y − 1)(2R2y(y + 1) + 2R3y2 + z2)
−2R5/2(y − 1)2y + 3R3/2yz2 − 2R7/2y2(1 + y)
+4√R(1 + y)z2 − 2R3/2(y − 1)2(y + 1) + 2R7/2y2(1 + y)
= −√R(y − 1)(2R2y(y + 1) + 2R3y2 + z2)
+R3/2y(−2R(y − 1)2 + 3z2 − 2R2y(1 + y))
+2√R(1 + y)(2z2 − R(y − 1)2 + R3y2).
From (6.12), we have (1 − y)2R = z2 − y2R3 − 2y(1 + y)R2. Thus,
−4R5/2(y − 1)y2 − 2R7/2(y − 1)y2 + √R(5 + 3y)z2
+R3/2(−2(y − 1)2(y + 1) + 3yz2)
= −√R(y − 1)(2R2y(y + 1) + 2R3y2 + z2)
+R3/2y(−2R(y − 1)2 + 3z2 − 2R2y(1 + y))
+2√R(1 + y)(2z2 − R(y − 1)2 + R3y2)
= (−√R(y − 1) + R3/2y + 2√R(1 + y))(2R2y(y + 1) + 2R3y2 + z2)
= √R(Ry + 3 + y)(2R2y(y + 1) + 2R3y2 + z2).
Then, we get
U = y(R
3/2y + √R(3 + y))
2
+ yz
2
.
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Therefore, by residue theorem, we get
mF (z)= 1
zy
− 1
z
+ 1
2iy
∮
|m|=
−2m + 2my − 2m3y + 2m3y2 − z + 3m2yz
z(mz + 1 + m4y + m2(1 + y)) dm
= 1
zy
− 1
z
+ 1
2iy
∮
|m|=
Tm + G
yz(m2 + √R ∗ m + ( (1+y)2y + R2 − z2y√R ))
dm
= 1
zy
− 1
z
+ Tm3 + G
y2z(m3 − m4)
= 1
zy
− 1
z
+
√
R
2z
√
−2 − R − 2
y
+ 2z
y
√
R
− 1
2y
√
R
+ −1 + y
2zy
= 1 − y
2zy
+
√
R
2z
√
−2 − R − 2
y
+ 2z
y
√
R
− 1
2y
√
R
= 1 − y
2zy
+ 1
2
√
R
z2
√√√√−2 − R − 2
y
+ 2
y
√
z2
R
− 1
2y
√
R
. (6.20)
The last equation comes from (6.13).
From (6.12), using mathematica software, we have
R = −2(1+y)
3y
+ 2
1/3(1+14y+y2)
3y(−72y(1+y)+2(1+y)3+27yz2+
√
(−4(1+14y+y2)3+(−72y(1+y)+2(1+y)3+27yz2)2))1/3
+ (−72y(1+y)+2(1+y)
3+27yz2+
√
(−4(1+14y+y2)3+(−72y(1+y)+2(1+y)3+27yz2)2))1/3
321/3y
.
If (−4(1 + 14y + y2)3 + (−72y(1 + y) + 2(1 + y)3 + 27yz2)2) = 0,
R = 2
√
1 + 14y + y2 − 2(1 + y)
3y
> 0. (6.21)
Solving (−4(1 + 14y + y2)3 + (−72y(1 + y) + 2(1 + y)3 + 27yz2)2) = 0, we get
z2 = a2 = 2(1 + 14y + y
2)3/2 + 72y(1 + y) − 2(1 + y)3
27y
. (6.22)
When z2 > a2, (−4(1 + 14y + y2)3 + (−72y(1 + y) + 2(1 + y)3 + 27yz2)2) > 0.
Then we have
(−72y(1 + y) + 2(1 + y)3 + 27yz2
+
√
(−4(1 + 14y + y2)3 + (−72y(1 + y) + 2(1 + y)3 + 27yz2)2))1/3 > 0.
Thus,
R >
2
√
1 + 14y + y2 − 2(1 + y)
3y
.
When z2 < a2, (−4(1 + 14y + y2)3 + (−72y(1 + y) + 2(1 + y)3 + 27yz2)2) < 0.
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Then we have
R = −2(1+y)
3y
+ (−72y(1+y)+2(1+y)
3+27yz2−i
√
(4(1+14y+y2)3−(−72y(1+y)+2(1+y)3+27yz2)2))1/3
321/3y
+ (−72y(1+y)+2(1+y)
3+27yz2+i
√
(4(1+14y+y2)3−(−72y(1+y)+2(1+y)3+27yz2)2))1/3
321/3y
= −2(1+y)
3y
+ 2
√
1+14y+y2
3y
cos

3
, (6.23)
where cos = −72y(1+y)+2(1+y)3+27yz2
21/3
√
1+14y+y2 , ∈ [0, ]. Thus R is an increasing function of z
2
, when
z2 < a2.
Further, when z2 = 0, solving Eq. (6.12), we get three roots R1 = 0, R2 = 1−yy , R3 = −3−yy .
From (6.23), noting for any y > 0, 2
√
1+14y+y2
3y cos

3 > 0, we have R = 0, if z = 0, and we also
have
lim
z→0
z2
R
= (1 − y)2. (6.24)
Thus when z2 ∈ [0, a2], we get
R ∈
[
0,
2
√
1 + 14y + y2 − 2(1 + y)
3y
]
.
From (6.12), we have
−2 − R − 2
y
+ 2
y
√
z2
R
=
−(2 + R + 2
y
)2 + 4z2
y2R
2 + R + 2
y
+ 2
y
√
z2
R
=
−(2 + R + 2
y
)2 + 4R2 + 8(1+y)
y
R + 4(1−y)2
y2
2 + R + 2
y
+ 2
y
√
z2
R
=
3(R + 2(1+y)3y )2 − 4(1+14y+y
2)
3y2
2 + R + 2
y
+ 2
y
√
z2
R
.
From (6.21), when z2 = a2, we have −2 − R − 2
y
+ 2
y
√
z2
R
= 0.
Thus, by above discussion, when z2 ∈ [0, a2], −2 − R − 2
y
+ 2
y
√
z2
R
< 0.
SincemF (z) is analytic onC+, the (6.20) identity is true for all z ∈ C+. Now, letting z ↓ x+i0,
−1 Im(mF (z)) will tend to the density function of the LSD of SnWn. Thus the density function
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of the LSD of SnWn is⎧⎨
⎩ 12
√
R
x2
√
2 + R + 2
y
− 2
y
√
x2
R
if |x| < a,
0 otherwise,
where
a =
√
2(1 + 14y + y2)3/2 + 72y(1 + y) − 2(1 + y)3
27y
and
R = −2(1 + y)
3y
+ 2
√
1 + 14y + y2
3y
cos

3
,
where cos = −72y(1+y)+2(1+y)3+27yx2
21/3
√
1+14y+y2 , ∈ [0, ]. To determine the atom at 0, by (6.24), we
use the fact that
F({0})= lim
z→0 −zmF (z) = −
1 − y
2y
+ |1 − y|
2y
=
{
1 − 1
y
if y > 1,
0 otherwise.
This conclusion coincides with the intuition that the matrix SnWn has p − n 0 eigenvalues. The
proof of the theorem is then complete.
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