We consider the problem of maximizing a submodular function on the bounded integer lattice. As a direct generalization of submodular set functions,
Introduction
Recall that a set function f : 2 N → R is called submodular if f (U ) + f (W ) ≥ f (U ∩ W ) + f (U ∪ W ) for all U, W ⊆ N . Optimization problems with submodular objective functions have received a lot of attention in recent years. Submodular objectives are motivated by the principle of economy of scale, and thus find many applications in real-world problems.
Moreover, submodular functions play a major role in combinatorial optimization. Several combinatorial optimization problems have some underlying submodular structure, for example, cuts in graphs and hypergraphs, or rank functions of matroids.
As a break-through result, the problem to find a subset S ⊆ N minimizing a submodular function f has been shown to be solvable in polynomial time. Grötschel at al. proposed the first strongly polynomial algorithm in [33] using the Ellipsoid method. Other algorithms were presented in [4] , [10] , [11] , [50] , [25] , [48] , [24] , [39] and [40] .
In contrast, the corresponding maximization problem max{f (S) | S ⊆ N }
for a nonnegative submodular function f is easily seen to be NP-hard, as it contains, for example, max cut as a special case. We refer to (1) as unconstrained submodular maximization (USM). For USM, Buchbinder et al. presented a deterministic 1 3 -approximation and a randomized 1 2 -approximation in [6] . Both algorithms use a "Double Greedy" framework that starts with two different sets and, for a fixed order of the elements, decides in each step which of the two sets should be modified using the given element.
Feige et al. [20] showed that no approximation ratio better than 1 2 can be achieved, but it is an open question whether there is a deterministic algorithm which attains this bound or even whether it can be achieved by modifying the deterministic Double Greedy such that the elements are ordered in a good way.
We consider a generalization of submodular set functions: Submodular functions on a subset of the integer lattice Z n . For x, y ∈ Z n let (x ∨ y) e denote max{x e , y e } and (x ∧ y) e denote min{x e , y e } for e ∈ {1, . . . , n}. Then, a function f : D → R on a finite set D of the form D = {x ∈ Z n |l i ≤ x i ≤ u i ∀i ∈ {1, . . . , n}} is called submodular if
Clearly, this captures submodular set functions since vectors with entries 0 and 1 can be seen as incidence vectors of sets and in that case ∧ and ∨ correspond to intersection and union. D is called bounded integer lattice.
Note that in USM, there is no restriction on the choice of S. Any set S ⊆ N is a feasible solution of USM. If f is only optimized over sets with certain properties, there are still a lot of open questions. In particular, the question of maximizing f with matroid constraints has received a lot of interest (see paragraph "related work" below).
Submodular maximization on integer lattices. Given a bounded integer lattice D = {x ∈ Z n |l i ≤ x i ≤ u i ∀i ∈ {1, . . . , n}} and a submodular function f : D → R + , we consider the problem of maximizing f on D:
We will refer to (2) as Submodular maximization on a bounded integer lattice (SMBIL). For ease of notation, we will from now on assume that l i = l j = 0 and u i = u j = C ∀i, j ∈ {1, . . . , n}. Thus, we prove all results for a bounded integer lattice of the form {0, 1, . . . , C} n , but all results in this paper can be easily generalized to any bounded integer lattice as defined above.
As mentioned before, SMBIL generalizes USM, thus the hardness of approximation holds as well.
While our main interest in this problem is of a theoretical nature with the ultimate goal to gain a better understanding of submodular function maximization, there are applications where submodular functions on the integer lattice play a crucial role. Consider, for example, the Assemble-to-Order Systems for supply chain management presented by Lu and Song [45] . While they initially claimed stronger properties, Bolandnazar et al. ( [5] ) disproved the original claim from [45] and showed that the problem amounts to minimizing a submodular function on the integer lattice.
Connections to submodular maximization on distributive lattices. A further generalization of SMBIL is maximizing a nonnegative submodular function over the distributive lattice of all ideals of an arbitrary, but fixed partially ordered set (poset) P = (N , ). That is, we assume that a set N is endowed with some precedence constraints , and we are interested in solving
where D(P ) := {S ⊆ N | e ∈ S, g e implies g ∈ S} is the collection of all ideals in the poset P and f a nonnegative submodular function on D(P ). We refer to (3) as Submodular maximization on distributive lattices (SMDL). Recall that D(P ) forms a distributive lattice w.r.t. to the inclusion-wise order ⊆. In fact, by Birkhoff's famous theorem (see, e.g. [3] ) any distributive lattice L is isomorphic to the lattice of ideals of the induced poset on join-irreducible elements of L. For a brief introduction to posets and lattice theory, the reader is referred to Section 2 below, or to [3] . Note that SMBIL is the special case where the poset P consists of n disjoint chains of length C.
Our contribution. Interestingly, even SMBIL turns out to be considerably harder than USM. In contrast, minimization of submodular functions on distributive lattices is not significantly harder than the unconstrained version. For the minimization problem on distribute lattices, Dilworth truncation (see [12] or [51] ) can be used to reduce the problem to a problem on the Boolean lattice of all subsets of a set N . For the maximization problem, however, Dilworth truncation cannot be applied.
As our main result, we present a pseudopolynomial 1 3 -approximation for SMBIL which is tight in the sense that there exists an instance for which the performance ratio is achieved.
Our algorithm generalizes the Double Greedy approach from [6] , but the tightness example we provide for SMBIL is in some sense stronger than the one presented for the algorithm in [6] : While that example relies on a specific bad order in which the elements are processed, our example remains tight even if the order of elements is not prescribed but instead the next element to be processed is the one that improves the objective function the most. It is an open question whether this modification of the Double Greedy for USM would provide a deterministic 1 2 -approximation. While a randomized version of the Double Greedy provides a 1 2 -approximation for the Boolean case, the question whether we can achieve that approximation guarantee for SMBIL remains open. We discuss several approaches for randomizing the algorithm and identify the underlying structures that render SMBIL considerably harder than USM. For example, [20] relies upon a property of local maxima for submodular functions which does not hold for SMBIL.
While we can interpret the bounded integer lattice as the collection of integer vectors with entries between 0 and C and submodularity as defined above, it can also be viewed as a special case of distributive lattices. We will present the results on SMBIL in Sections 3, 4 and 5 while largely avoiding lattice terminology, but for the interested reader, SMDL and its connections to SMBIL will be further examined in Section 6.
Related work. Beside max cut, USM covers several well-studied problems, e.g. max dicut ( [29] , [34] , [36] , [41] , [42] , [26] ), variants of max sat, and maximum facility location ( [1] , [27] , [28] ). Further on, USM finds applications in marketing in social networks [35] , and revenue maximization [35] . Moreover, submodular function maximization plays a crucial role in algorithmic game theory [13] , [52] , in particular when it comes to calculating the least core in cooperative games. Since distributive lattices are the backbone on restricted cooperative games (see, e.g. [14] , [15] , [16] , [17] , [19] , [37] , [38] , [18] ), SMDL finds several applications in this research area. Understanding SMBIL could be a first step to improvements for SMDL as well.
The study of USM goes back to the sixties and has occupied researchers ever since (see e.g. [2] , [31] , [32] , [30] , [43] , [46] ). A comprehensive study on USM has been done by Feige, Mirrokni and Vondrák in [20] who provide and analyze several constant approximation algorithms for USM. In particular, they present a simple Local Search algorithm that yields a 1 3 -approximation. Using a noisy version of f as objective function, they could improve the performance guarantee to [20] also showed that we cannot hope for a performance guarantee lower than 1 2 . They could prove that any 1 2 + ε -approximation would require an exponential number of queries to the oracle. For symmetric submodular functions, they already show that the ratio is tight. Subsequently, Oveis Gharan and Vondrak [49] and Feldmann, Naor and Schwartz [22] improved the approximation ratio to 0.41 and 0.42 respectively and finally Buchbinder, Feldmann, Naor and Schwartz closed the gap and gave a 1 2 approximation for USM in [6] .
We should note at this point that for several special types of submodular functions, better approximation ratios can be proved. For example, Goemans and Williamson [29] provide an 0.878-approximation for max cut based on semidefinite programming. Ageev and Sviridenko [1] provide an 0.828-approximation for facility location.
The most well-studied examples for submodular maximization with additional constraints on the sets seem to be submodular maximization over a matroid or in particular over the uniform matroid. See for example [49] , [21] , [7] , [54] , [44] for non-monotone submodular functions. Further results are known for monotone submodular functions, see for example [8] , [47] , [23] , [53] .
Preliminaries
As usual, we assume that a submodular function f is given by an oracle. Moreover, Feige et al. mention in [20] that for general submodular functions, it is NP-hard to decide whether there exists a set S such that f (S) > 0. Since our main goal is finding good approximation algorithms, restricting to non-negative submodular functions makes sense.
For a vector x ∈ Z n we denote by (x|x j = k) the vector where all but the entry x j remain the same and x j is set to k. As usual, [n] denotes the set {0, 1, . . . , n} and e i ∈ {0, 1} n denotes the vector where e i = 1 and e j = 0 for all j = i.
We now give an overview over terminology concerning distributive lattices. The major part of this paper can be read without that knowledge.
An introduction to lattices and partial orders. For a partially ordered set (poset) P = (N , ), an antichain is a set S ⊆ N of incomparable elements and a chain is a set S ⊆ N where each pair of elements is comparable. We denote the maximum size of an antichain in P by width(P ). An ideal is a set S ⊆ N where s ∈ S implies t ∈ S for all t s. By D(P ) we denote the set of all ideals for P . A lattice is a poset P any two of whose elements x, y ∈ P have a meet x ∧ y, i.e. a unique greatest lower bound, and a join x ∨ y, i.e. a unique least upper bound. A lattice is called distributive, if meet and join satisfy distributivity. An element x of a lattice is called join-irreducible, if it cannot be characterized as the join of two elements y, z = x Note that for a poset P , (D(P ), ⊆) forms a distributive lattice with union and intersection as join and meet. Conversely, any distributive lattice is isomorphic to the lattice of ideals w.r.t. the induced poset on the join-irreducible elements of that lattice. Therefore, we can assume that a distributive lattice is given in the form (D(P ), ⊆) for a poset P . For a more extensive introduction to lattice theory, the reader is referred to [3] .
The bounded integer lattice. For the integer lattice Z n meet and join of elements x, y are defined as x ∧ y = min{x, y} and x ∨ y = max{x, y} where the maximum and minimum are taken component-wise. Note that for incidence vectors of sets, this definition corresponds to union and intersection. Moreover, x, y ∈ [C] n implies x ∧ y ∈ [C] n and
n is a sublattice of the integer lattice which we call bounded integer lattice. Now we can see that SMBIL with upper bound C is equivalent to a special case of SMDL where the input is given by D(P ) for a poset P = (N , ) consisting of n disjoint chains, each containing C elements. A vector x ∈ [C] n corresponds to a set S x ⊆ N containing the first x i elements of the i-th chain for all i ≤ n. By construction S x ∈ D(P ). Conversely, each ideal S ∈ D(P ) corresponds to the integral vector x S whose ith component
denotes exactly the number of elements in the intersection of S and the ith chain of P .
There is another way to interpret the bounded integer lattice as well: Let x ∈ Z n + denote the incidence vector of a multiset where entries in x specify the number of individual elements.
Then SMBIL can be seen as maximizing a submodular function on multisets containing at most C copies of each element which gives rise to other possible applications.
Notice that for both these interpretations of SMBIL, a pseudopolynomial algorithm whose running time depends on C actually just depends on the number of elements in the multisets or the distributive lattice. Therefore, such an algorithm can be seen as a polynomial algorithm in these contexts.
A Deterministic Algorithm for SMBIL
In this section, we present a 1 3 -approximation for SMBIL which is inspired by [6] . "Double Greedy" refers to the idea that we start with two vectors a and b and modify them until both vectors are equal, while ensuring f never decreases. In the beginning a i = 0 and b i = C ∀i ∈ {1, . . . , n}, i.e. initially, a (reps. b) is the unique minimum (maximum) element in D. Now, we traverse the components in a fixed order: For a given index i, we change a i and b i while maintaining a ≤ b without ever decreasing the submodular function f .
In the scenario where the integer lattice is bounded by 1, our Algorithm 1 does exactly the same as the one in [6] when vectors are interpreted as characteristic vectors of sets. 
Proof of Theorem 1
The proof of Theorem 1 relies upon two lemmata.
Algorithm 1: Generalized Double Greedy for SMBIL
Input: A bounded integer lattice defined by a bound C and a dimension n, a nonnegative submodular function f on [C] n Output: A vector a ∈ [C] n Choose an order l 1 , . . . , l n of the n components of the vectors.
Let c ′ be the maximal number among those for which δ a,i is obtained.
else Let c ′ be the minimal number among those for which δ b,i is obtained.
First, we show that Algorithm 1 really is a Greedy algorithm in the sense that f never decreases:
Proof. Let j be the component in which the vectors a i−1 and b i−1 will be changed in an iteration of the loop. Now submodularity of f and the fact that a i−1 ≤ b i−1 component-wise yields:
. Thus, we can deduce that at least one of δ a,i , δ b,i is nonnegative.
Suppose that a is changed first, i.e. δ a,i ≥ δ b,i , then clearly, the Lemma holds for a i−1 and a i and b i = b i−1 . Now we show that the change from b i to b i+1 does not lead to a decrease in f :
By submodularity of f we also have f (b i−1 |b
which contradicts the definition of δ a,i as the maximal increase in f for a i−1 .
The case where δ b,i > δ a,i can be shown in the same way.
Note that [6] proves a stronger property, which does not hold for SMBIL: For USM, any element can either be deleted from one set or added to the other set and the sum of the differences in the submodular function is positive. Here, we only showed that there exists a value c for which f does not decrease and that the algorithm ensures that the increase in f is as big as possible for a fixed index. Let OP T denote a fixed optimal solution for SMBIL. In order to bound the value of a solution of Algorithm 1 with respect to the optimum, we define
analogous to [6] . Consequently, OP T 0 = OP T and OP T 2n = a 2n = b 2n . In Lemma 3, we
is bounded for each change of the vectors a or b.
Then, as in [6] , Lemma 3 can be used to prove Theorem 1:
This is equivalent to f (OP T ) ≤ 3f (a 2n ) and the algorithm returns a 2n . Since the running time is obvious, this concludes the proof of Theorem 1 except for Lemma 3: 
Proof. Let us consider the case where a i = a i−1 and let k be the index, where the vectors differ. If
and thus OP T i−1 = OP T i .
Since Lemma 2 implies that the right-hand side of the equation is nonnegative, the inequality holds.
So we assume now that
, otherwise we are done.
Using this assumption and (4) yields
k . This is true by design of the algorithm for the first change in an iteration of the loop. For the second change in an iteration, the other vector cannot improve further, so the claim holds as well.
This implies
But in the proof of Lemma 2, we have shown that f (b i−1 |b Note that all proofs still work exactly the same way when every component has separate lower and upper bounds l i and u i .
The guarantee of 1 3 is tight
Since Algorithm 1 generalizes the deterministic algorithm in [6] , the tight example they provide also works for our algorithm. But our example has a few additional properties:
First, even if we do not prescribe the order of the components in advance and instead choose the index that results in the biggest increase in f , the algorithm does not yield a better solution (see Theorem 4 below). This is not the case for the example provided in [6] and the question whether this modification leads to a 1 2 -approximation for USM is open as far as we know. Second, we will show in the next section that our example also implies that an analogon to the analysis of the randomized algorithm in [6] is not possible for bounded integer lattices. Proof. Consider the following submodular function f : {0, 1, 2} 3 → R + . Let f ′ (a) = min{|{a i : a i > 0}|, |{a i : a i < 2}|}. Now we define f (a) = 1 + ε if a consists of either the entries 2, 0, 2 or 2, 0, 0 in any order. We set f (2, 1, 0) = f (0, 1, 2) = 1 + ε. For all other vectors, we set f (a) = f ′ (a). It can be checked that f is indeed submodular.
To give a better intuition, we also show in Figure 1 Notice that the order 3, 1, 2 works analogously and that the tie-braking rule for δ does not influence the value of the output, independent of the order of indices.
Note that this example is stronger than the one in [6] in some sense: A Greedy algorithm where the order of entries is not fixed, but instead we always choose the entry where f increases the most may also return a set of value 1 + ε.
Difficulties in Randomizing the Algorithm
For the USM case, [6] also presents a randomized "Double Greedy" algorithm which gives a guarantee of 1 2 : They decide with probability proportional to the increase in f whether to add a given element to one set or delete it from the other. In our context, this is equivalent to choosing whether entries a i and b i are set to 0 or 1. We show that a similar analysis cannot work if we adapt their idea to our algorithm. We consider two possible strategies of generalizing the algorithm above: For given vectors a, b and an index i we can consider all possibilities to increase a i or decrease b i such that a ≤ b remains true and choose one of these possibilities at random (again proportional to the increase in f ). But we will show this leads to arbitrarily bad solutions.
The other alternative is more similar to our previous algorithm: We determine the best choice for a and b and then choose between the two options with probability proportional to the δ-values, i.e. the maximal possible gain in f . While it is possible that this actually is a 1 2 -approximation, we can so far only show that this randomized algorithm gives the same guarantee as the deterministic version. Indeed, we will show that an analysis as in [6] which bounds the expected decrease of f (OP T i ) in each step cannot prove a guarantee better than 1 3 by examining the tight example for the deterministic algorithm which was given in section 3.2.
So, while it might still be true that this randomized version of our algorithm actually is a 1 2 -approximation (for example, the worst case expected value in the given example is 1.5 + ε), we would require an analysis that takes a more global look. We should note that for the Boolean lattice, both these approaches are identical and correspond to the randomized algorithm in [6] . Proof. We analyze the following instance: Given C ∈ N, ε > 0, we define a submodular function f : [C] 2 → R as follows
Now, our randomized algorithm starts with a = (0, 0) and b = (C, C). We fix an index, say 1. Until a 1 = b 1 , we change entry a 1 or b 1 and choose a value such that a 1 ≤ b 1 at random proportional to the increase in f . In particular, this is a Greedy algorithm and we only take an option where f does not change if there is no other possibility. For instance, for the first step, we have 2C options, all but one will be taken with probability
The algorithm will return a vector with positive value. Since after two steps either a 1 = C or b 1 > 0 the probability, for this vector to have value ε is
Since for C → ∞ this expression converges to 1, the expected return value of the algorithm converges to ε, for details see Appendix A.
Note that variations like randomizing over combinations of values for a i and b i and choosing proportional to the sum of the increases in f show a similar behavior. Proof. As before, OP T i is defined as (OP T ∨ a i ) ∧ b i for a fixed optimal solution OP T . Consider the example presented in the previous section in Figure 1 . No matter how we choose the first index j, a j = 2 or b j = 0 both with equal probability. Thus, OP T 1 consists of entries 0, 1, 1 or 2, 1, 1 and thus has value 2 in both scenarios which implies
Consequently, unlike in [6] , there is no constant c < 1
. Therefore, the proof strategy used the deterministic case cannot yield something better than 1 3 as approximation guarantee in our randomized version, no matter how the order of the indices is chosen.
Notice though, that this does not show the randomized algorithm is not a 1 2 -approximation, but an analysis would need to take a more global view.
Adapting Other Approximation Approaches
One could rightfully ask why we use a Greedy strategy instead of some other method.
Let us briefly discuss another tool that has been successfully used for unconstrained and constrained submodular function maximization and was introduced in [8] : The multilinear relaxation. The basic idea is to take a submodular function f : 2 N → R + and consider the multilinear relaxation F : [0, 1] |N | → R + , a continuous function defined as
That is, F (x) can be interpreted as the expected value of f (S ′ ) for a random set S ′ obtained by taking each element i with probability x i .
For a polytope P with a certain property, it is then possible to solve the following problem approximately: max{F (x) : x ∈ P }. Then, the fractional solution x is rounded (often, pipage rounding is used) to obtain an integer solution which in expectation is at least as good as the fractional solution x . Now we examine two ways of using this approach in our setting: One possibility is extending
is the expected value of f (x ′ ) for a random vector x ′ ∈ [C] n where x ′ i = ⌊x i ⌋ with probability 1− (x i − ⌊x i ⌋) and x ′ i = ⌈x i ⌉ with probability 1 − (⌈x i ⌉ − x i ). In that case, F takes the following form:
For C = 1 this is the "traditional" multilinear extension and the partial derivatives of F exist everywhere and can be used to guide the algorithm. In our case there are functions f for which points in the interior of the domain exist, where a partial derivative does not exist.
As an alternative, we could look at the distributive lattice formulation of SMBIL. Then we have a set N with C · n elements, and a partial order P = (N , ), consisting of n chains of length C. But f is only defined on the ideals (that means sets S such that x y, y ∈ S ⇒ x ∈ S), not on all subsets. And even if we found a submodular extension to all subsets, we would now need to solve a problem with constraints that make sure only ideals are eligible as a solution. I.e. a problem of the form max{F (x) : x ∈ P } where
But all results on solving such a problem only hold for down-monotone polytopes. These are polytopes where x ≤ y, y ∈ P imply x ∈ P which is not true for our polytope. Indeed, [9] mentions an example where no constant factor approximation exists for another non-downward-monotone polytope.
Structural Differences in SMBIL and USM
There are a number of interesting differences between properties of submodular set functions and of submodular functions on the integer lattice. We will present a few of them to give an intuition what are the challenges of SMBIL compared to USM.
For example, the local search approach presented in [20] uses a generalization of the following result about local optima. Consider the submodular function f : {0, 1, 2} 2 → R + defined as follows:
This function is submodular and (1, 0) is a local optimum, but 3 = f (1, 2) > 2 = f (1, 0). For an illustration of the corresponding instance on distributive lattices, see Figure 2 .
Moreover, a simple Greedy algorithm also shows different behaviors for USM and SMBIL: improve a by increasing an entry by one (i.e. there exists i with f (a + e i ) ≥ f (a)), choose the best variant and update a (i.e. set a = a + e i for i = argmax 1≤i≤n f (a + e i ) − f (a) ).
This is an O(n)-approximation for C = 1 and arbitrarily bad for C > 1.
In the Boolean case, this is the simplest possible Greedy: We start with the empty set and add the best element as long as that is possible without decreasing f . It is folklore that this is an O(n)-approximation and there are instances where this bound is tight even for the special case of max cut.
For SMBIL on the other hand, such an algorithm can be arbitrarily bad, as we can see by examining the previous submodular function. Such a Greedy algorithm will never increase the second entry in the vector from 0, so it can never reach the element of value λ, no matter how large λ is.
An Outlook on Submodular Maximization on Distributive Lattices
So far, we presented results for a special case of SMDL. In particular, we already demonstrated in section 5 that a Greedy algorithm which only considers single elements can yield arbitrarily bad solutions for SMBIL and thus for SMDL. But, we can show that for an instance (D(P ), ⊆, f ) of SMDL there exists a set which is at most a factor of width(P )
away from the optimum. We denote by OP T a fixed optimal solution for SMDL and define I a := {t : t a, t ∈ N }. Note that these sets are exactly the join-irreducible elements of (D(P ), ⊆). we have f (I w ) · width(P ) ≥ f (OP T ).
Proof. Every set U ∈ D(P ) can be written as U = k U i=1 I a i for some minimal k U and the minimality of k U implies that {a 1 , . . . , a k U } is an antichain, thus k U ≤ width(P ). Now we can prove by induction over k U that for U = ∅ we have f (U ) ≤ k U · max v∈N f (I v ):
The last inequality holds by induction. Since f is nonnegative, this proves the above claim. Now either, OP T = ∅ or by the above
This motivates a closer look at the role of join-irreducible subsets. In particular, the above Theorem also implies that a Greedy algorithm for SMDL that adds join-irreducible subsets instead of single elements is a width(P )-approximation.
Moreover, if we view Algorithm 1 in an SMDL context (i.e. we consider a poset consisting of chains and ideals in the corresponding distributive lattice instead of vectors) we notice that in each step, the algorithm either adds a join-irreducible set to a or deletes a joinirreducible set from b and substitutes it for a smaller one (i.e. we delete a set of the form I ′ a := {t : a t, t ∈ N }).
So we have implicitly already used the special properties of these sets. This also suggests a generalization of Algorithm 1 to SMDL. Selecting a specific component does not make sense in the SMDL context, but we can consider the variant where the best option in each step is chosen: In the beginning, A = ∅ and B = N . Then, in each step we determine best set I a that can be added to A and the best set I ′ b that can be deleted from B in order to increase f the most while preserving A ⊆ B.
Unfortunately, if we do not allow decreasing f , this procedure may not terminate with A = B. Moreover, even if it terminates, the result can be more than a constant away from the optimum:
Proposition 11. The variant of Algorithm 1 for SMDL described above cannot yield an approximation guarantee better than 1 width(P ) for arbitrary partial orders P = (N , ), even if P is series-parallel or a tree.
Proof. For a partial order P k = (V, ) with elements w 1 , w 2 and v 1 , . . . , v k as in Figure 3 (a), we define f as follows. f (∅) = f ({w 1 , w 2 }) = 0 and f (V ) = f (w 1 ) = 2. Otherwise, for S ∈ D(P k ) with |S| ≤ 2+ k 2 we set f (S) = |S|−2 and for |S| > 2+ Clearly, f is submodular and the maximal value of f is |V |−2 2
, but our algorithm terminates with sets A 2 = B 2 = {w 1 } of value 2. Moreover, P k is a tree and a series-parallel poset.
Note that a similar example where the distributive lattice is a sublattice of the integer lattice can be constructed. Thus, even restricting to this special class of distributive lattices, SMDL already seems to be a more difficult problem than SMBIL.
Further Remarks
The most interesting open problems directly related to this paper seem to be the ones that are closing the gap to USM: Since USM cannot be approximated better than 1 2 , this is also true for SMBIL and SMDL. But can we find a 1 2 -approximation for SMBIL or prove that this problem is strictly harder than USM? As we have shown in Section 3.3, the randomized approach from [6] seems to be difficult to adapt. Furthermore, the questions, how well we can approximate SMDL on general partial orders and what we can say about the hardness, are also interesting.
