Abstract-Studies of time-continuous human behavioral phenomena often rely on ratings from multiple annotators. Since the ground truth of the target construct is often latent, the standard practice is to use ad-hoc metrics (such as averaging annotator ratings). Despite being easy to compute, such metrics may not provide accurate representations of the underlying construct. In this paper, we present a novel method for modeling multiple time series annotations over a continuous variable that computes the ground truth by modeling annotator specific distortions. We condition the ground truth on a set of features extracted from the data and further assume that the annotators provide their ratings as modification of the ground truth, with each annotator having specific distortion tendencies. We train the model using an Expectation-Maximization based algorithm and evaluate it on a study involving natural interaction between a child and a psychologist, to predict confidence ratings of the children's smiles. We compare and analyze the model against two baselines where: (i) the ground truth in considered to be framewise mean of ratings from various annotators and, (ii) each annotator is assumed to bear a distinct time delay in annotation and their annotations are aligned before computing the framewise mean.
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INTRODUCTION
T RACKING the evolution of a time series over a continuous variable is a problem of interest in several domains such as social sciences [1] , [2] , economics [3] , [4] and medicine [5] , [6] . However, often times the variable of interest may not be directly observable (such as in behavioral time series of psychological states) and judgments from multiple annotators are pooled to estimate the target variable. A classic example is tracking affective dimensions in the study of emotions [7] , [8] , [9] where ratings from multiple annotators are used to determine the hidden affective state of a person from audio-visual data of emotional expressions. The general practice in these behavioral domains is to infer the hidden variable by using human annotation. These studies often use heuristic metrics such as mean over the annotator ratings or select annotators based on confidence intervals for the true estimate (the ground truth) of the unobserved variable. However, these metrics may not provide an accurate representation for the ground truth. Apart from assuming a definite relation between the ground truth and the annotator ratings, several factors such as individual differences between the annotators and annotator reliability are not accounted for.
Recent research has addressed a few of these problems. For instance, Nicolaou et al. [10] assume that there is a latent space shared by annotator ratings and identify it using dynamic probabilistic Canonical Correlation Analysis (CCA) model with time warping. Another model proposed by Mariooryad et al. [11] aligns the annotator ratings by adjusting delays identified using mutual information between features and every annotator's ratings. Along the lines of the proposals by Nicolaou et al. [10] and Mariooryad et al. [11] , we present a new model which assumes that the ground truth can be computed using a set of low level features based on a "feature mapping function". Furthermore, the annotators process this (latent) ground truth based on annotator specific "distortion functions" to provide their ratings. Our model is inspired from multiple annotator modeling proposed by Raykar et al. [12] , and Fig. 1 provides an intuitive summary of the model. Similar to Mariooryad et al. [11] , our model relies on both annotator ratings as well as features to identify the latent ground truth and is, in fact, a generalization of their model. This design assumption is inspired from the classic channel transfer function estimation in communication theory [13] , [14] wherein the channel (annotator) corrupts the true signal based on a transfer function (distortion function). These annotator specific distortion functions, apart from allowing model evaluation on annotator ratings themselves, also provide a window to an annotator's hidden perceptual and cognitive processes.
The proposed model specifically targets the class of problems where the ground truth can not be observed, but judgments from multiple annotators are obtainable/ available. We approach this problem using an Expectation Maximization (EM) [15] class of algorithms, a framework widely used under similar circumstances involving an unobserved/hidden variable. We assume specific structures for the feature mapping function and the distortion functions and present an EM algorithm involving iterative execution of an expectation step (E-step) and a maximization step (M-step). The E-step estimates the ground truth based on the values of model parameters at hand and the M-step recomputes the model parameters based on the ground truth obtained in the E-step. We demonstrate the effectiveness of the proposed algorithm in a study involving prediction of time continuous confidence ratings of smile intensity in a video dataset involving toddlers engaging in a brief play interaction with an adult. A set of 28 annotators provide their confidence ratings of the child's smile by looking at a video of the face recorded during the interaction. We present a brief data description and statistics on annotator ratings followed by experimental details of testing various baselines and the proposed model on this dataset. Our results show that our model outperforms baseline models that assume ground truth to be the mean of all annotator ratings as well as the model proposed by Mariooryad et al. [11] . We present our analysis on the distortion functions and compare the structural patterns in the estimated ground truth, annotator ratings and the mean over all annotator ratings. Finally, we also observe the impact of removing a few annotators and record performance changes over each annotator by the proposed and the baseline models.
To summarize, the major contributions of this paper include: (i) designing a system to jointly model timecontinuous annotations from multiple annotators (ii) proposing an EM based algorithm to train the system and, (iii) applying and interpreting of the system on a specific case study involving estimating confidence ratings of smile intensity.
BACKGROUND
Several previous works have addressed a range of multiple annotator problems involving discrete class labels. Fig. 2 shows a few schemes for the discrete class modeling problem, each with a specific set of assumptions. Dawid et al. [16] provided one of the earlier models for the problem as shown in Fig. 2a . a Ã represents an unobserved reference label for a given training example, drawn from a probability distribution such that P ða Ã Þ ¼ p Ã . Given a set of N annotators, the nth annotator provide his judgment of the example based on a reliability matrix A n . Raykar et al. [12] extended the above model to train a discriminative classifier as shown in Fig. 2b . The model first estimates the probability of reference label given a set of features X X based on a function fðX X; u uÞ (u u is the set of function parameters). Each of the annotators provides his/her judgment assuming a similar strategy as the first model. Audhkhasi et al. [17] presented a further modification assuming variable feature reliability as shown in Fig. 2c . The data is assumed to be generated based on the parameter z, which also affects the judgment of each annotator. The probability of a Ã is obtained based on the features X X, through a discriminative maximum entropy model. Similar multiple annotator models have also been proposed by Bachrach et al. [18] , Yan et al. [19] and Welinder et al. [20] . However these models have not been generalized to continuous time series annotations, despite covering a range of multiple annotator problems. Apart from multiple annotator models, other schemes that handle noisy distortion of data include matrix factorization techniques [21] , [22] , wavelet based methods [23] and other matrix recovery methods [24] .
On the other hand, several studies have also focused on modeling time series data. A classic example is modeling emotional dimensions (e.g., valence, dominance, arousal) during human interaction [9] , human-computer interaction Fig. 1 . A figure providing the intuition of proposed model, inspired from Raykar et al. [12] . Fig. 2 . Graphical models for schemes previously proposed to model discrete label problems. (a) Maximum likelihood estimation of observer error-rates using the EM algorithm [16] . (b) Supervised learning from multiple annotators/experts [12] . (c) Globally variant locally constant model [17] .
[8], [25] as well as in music [26] , [27] . These studies use multiple annotators to derive the ground truth reference and use heuristic metrics over the annotator ratings as a proxy for the latent emotional dimension. For instance, all the studies listed above use mean over annotator ratings as the ground truth. Other human interaction modeling examples that represent time series of discrete events capturing a hidden internal human state include characterizations of client and counselor behaviors during psychotherapy [6] , [28] , couples therapy [29] and human-machine spoken dialogs [30] . These studies either substitute ground truth using annotations from a single annotator or use majority voting over multiple annotator ratings at every sample. These approximations of the ground truth are rather crude as they do not account for annotator specific traits such as their proficiency, subjective references as well as motor and cognitive delays in task performance.
Recent research studies have addressed a few of these problems in aggregating annotator ratings using novel methods to account for annotator disparities. For instance, Nicolaou et al. [10] assume that each annotator's ratings could be factored into individual factors and a warped shared latent space representation. They perform this factorization using a Dynamic Probabilistic CCA (DPCCA) model. In later versions of their model [31] , they proposed further extensions where features from the data are assumed to be generated conditioned on the latent shared space (Supervised-Generative DPCCA) as well as a discriminative model where the features determine the latent shared space (Supervised-Discriminative DPCCA). In its formulation, the Supervised-Discriminative DPCCA is similar to the proposed model. The model uses CCA and dynamic time warping to address the fact that Raykar's model [12] does not account for temporal correspondences between annotation samples. On the other hand, our model uses a distortion function which operates on the latent ground truth to provide annotator ratings. The distortion function provides proxies for biases and delays estimated for each annotator, which we further interpret in the experiment of our interest (Nicolaou et al. [31] provide other interpretations such as ranking and filtering annotations). Also, Nicolaou et al. [31] evaluate model performance based on how well the features predict the latent ground truth. Although this evaluation is appropriate, the model should also be evaluated on predicting the observed data (i.e., the annotator rating themselves), which is not trivial to obtain using this model. Mariooryad et al. [11] proposed another approach where they first identify annotator specific delays based on mutual information between the annotator ratings and the data stream. The final aggregation is computed as a frame-wise mean of annotator ratings after accounting for delays. Note that this model uses the data feature stream in computing the annotator delays and it is possible to compute (and hence evaluate on) the individual annotator ratings from the ground truth by reintroducing those delays. Our model is an extension to the model proposed by Marioordad et al. [11] wherein instead of only estimating a constant delay, we estimate a more general Finite Impulse Response (FIR) filter which can not only account for delays but also scaling and bias introduction in annotator ratings.
Generally, our work is inspired from the models on discrete class labels and is modified to be applicable on continuous annotations. In the next section, we first describe the general framework for our model. We then describe the data set used for evaluating our model and also discuss the baseline models in comparison to the proposed model. Finally, we interpret the model parameters obtained on the data set and analyze the findings.
DISTORTION BASED MULTIPLE ANNOTATOR TIME SERIES MODELING
We propose a distortion-based modeling scheme similar in structure to Raykar et al. [12] to model time series annotations from multiple annotators. Given a session s drawn from a set of sessions S, we assume that the ground truth is conditioned on the session features X X s . Furthermore the annotator ratings are assumed to be noisy modifications of the hidden ground truth, determined by annotator specific functions. We describe these two assumptions behind our model in detail below.
(i) First, we assume that the ground truth ratings for the session s, a a 
(ii) Next, we assume that the ratings provided by each annotator are distortions of the ground truth. For the session s, ratings from the nth annotator are represented as a column vector a a Fig. 3 shows the Bayesian network for the proposed scheme. All session specific variables are located inside the plate. The conditional dependencies (direction of edges) are determined based on the Equations (1) 
In the equation 
Similar assumptions on noise distribution are made in several regression and classification models [33] , [34] . The Gaussian noise distribution allows for easy computation, however, can be replaced with other noise distributions as done is several previous works [35] , [36] .
Distortion Function. An annotator may modify the ground truth based on his/her perception. We aim to capture this annotator specific modification using a distortion function operating on the ground truth. We assume that the nth annotator's ratings a a 
In (6), 1 s represents a vector of ones with as many entries as the number of frames in the session s. The operator Ã represents the convolution operation between the time series a s Ã and annotator specific filters d d n . Further, we assume f f n to be a zero mean Gaussian noise with a covariance matrix of the form ðs f Â I I T s Þ, where I I T s represents an identity matrix with dimensions ðT s ; T s Þ. Since f f n $ N ð0; s f Â I I T s Þ, we can state the following given the affine transformation in (6) pða a s n ja a
TRAINING METHODOLOGY
We use data log-likelihood maximization technique for training the proposed model. Based on the definitions of the functions h and g, we maximize the likelihood of the observed data (i.e., the annotator ratings) to obtain the parameters d d n ; d b n and u u. Also note that in the multiple annotator experiments under consideration, the ground truth a a s Ã is not directly observable. Therefore the ExpectationMaximization algorithm [15] is a suitable candidate for maximum likelihood estimation. The data log-likelihood L is defined on the observed annotator ratings ha a 
The above expression is equivalent to the marginalized log-likelihood over the hidden ground truth variable a a s Ã as given below.
A complete derivation of the EM algorithm for the model in Fig. 3 based on the structural assumptions for the distortion and feature mapping functions is given in Appendix. Below, we briefly summarize the model training using the EM algorithm and the criteria to evaluate the model.
EM Algorithm Implementation
Initialize filter coefficients hd d 1 ; . . . functions defined in (5) and (7), we arrive at the optimization problem shown in (10) . jj:
; 8s 2 S:
-M-step: In the M-step, we estimate the model parameters based on the Gaussian distribution functions defined in (5) and (7). A detailed derivation of this estimation is shown in Appendix and it turns out that we can estimate filter coefficients
b N i and parameter u u by operating separately on the two constituent terms. The optimization problem to obtain the distortion function parameters is given below.
The above optimization to obtain d d n and d b n can be carried out jointly by using a matrix formulation. Optimization problem to obtain u u is stated below.
End while In the next section, we describe our evaluation criteria on a given test set after training the model using the EM algorithm.
Evaluation Criteria
We chose two evaluation criteria for our model: (i) accuracy of the feature mapping function in predicting the ground truth, and (ii) accuracy in prediction of annotator ratings themselves. We discuss these two criteria below.
Eval1: Accuracy of the Feature Mapping Function in Predicting the Ground Truth
In our first criterion, we estimate the latent ground truth aŝ ;true Ã for a test sessionŝ using the annotator ratings only based on the optimization problem stated in (13) . Then, we make ground truth predictions aŝ ;pred Ã from the feature mapping function as shown in (14) . The Eval1 criterion is given as the correlation between the estimated (aŝ ;true Ã ) and predicted (aŝ ;pred Ã ) ground truths. This evaluation criterion was also adopted by Nicolaou et al. [10] where they compute the ground truth based on annotator ratings and use features to predict the estimated ground truth. They motivate this evaluation criteria by arguing that a better ground truth can be better predicted using the low level features. Similarly, Mariooryad et al. [11] first compute the ground truth after accounting for lags from annotator ratings and later use features from the data to predict sufficient statistics of the estimated ground truth such as its mean.
Eval2: Accuracy in Predicting the Annotator Ratings
Since the ground truth is a latent variable in the problems of interest, we also evaluate our model directly on the observed data, i.e., the annotator ratings themselves. An accurate prediction of observed ratings would imply that the model is able to capture the inherent relationship between the features, ground truth and annotator ratings. We report the correlation coefficient (r) between the true and predicted ratings per annotator which also allows for observing the performance for each annotator separately. The annotator ratings are obtained using the following two steps: (i) we first predict the ground truth aŝ Ã on a test sessionŝ using the feature mapping function as stated in (14) (ii) next, we compute a aŝ 1 ðtÞ; . . . ; a aŝ N ðtÞ from a aŝ Ã and d d 1 ; . . . ; d d N using the operation shown below
Note that these estimates of a aŝ Ã and a aŝ n are the means of Gaussian probability distribution functions stated in (5) and (7), hence also the maximum likelihood estimates. In the next section, we describe the experimental evaluation and our dataset of choice.
EXPERIMENTAL EVALUATION
We evaluate the proposed framework on ten sessions of a dyadic child-clinician interaction dataset, the Rapid-ABC dataset [37] , [38] , [39] focusing on perceived ratings of the strength of a child's smile. The data were collected to computationally investigate behavioral markers of psychological and cognitive health conditions such as Autism Spectrum Disorders; the patterns of smiles are hypothesized to be an important cue [40] . Each session is approximately three minutes long and involves natural interaction between an adult and a child between the ages of 15 and 30 months. The interaction elicits verbal as well as non-verbal behaviors (e.g., smile, laughter, grins). The overarching goal of this data collection was to understand various aspects of childadult interaction including social response, joint attention and child engagement.
For the purpose of our study, a set of 28 annotators later independently viewed a video from each session that captured the child's face during the interaction. They provided ratings on the strength of a child's smile (using a joystick arrangement), recorded at a frame rate of 30 samples/second over a dynamic range of 0-500. The corresponding audio included both psychologist and child speech. The annotators underwent an extensive initial training in rating the smile confidences. During this training, the annotators would rate a file and their ratings were discussed with the data collectors (third and fourth authors of this paper). The discussion points included disagreements with the data collectors and other annotators, the offset and onset of smile confidence annotations and other factors such as the annotator's consistency. After multiple rounds of this training procedure, they were assigned the 10 sessions used in this study to code by themselves with no feedback. We show the inter-rater agreements using the correlation coefficient (r) between every pair of annotators as the metric in Fig. 4 . These r values are computed over frames from all the 10 sessions. The annotator indices are assigned based on agreement with the first annotator; where the last index is assigned to the annotator having least agreement with annotator 1.
From the figure, we observe that the r values are in the range of 0.35 to 0.80 for most of the annotator pairs. However the r values of annotator 27 and 28 with other annotators are particularly low. This is indicative of a lower quality of ratings from these two annotators. Therefore, apart from initially testing our models by including all the annotators, we also conduct a follow up evaluation after removing these two annotators and analyze the results. Evaluation including annotators 27 and 28 helps us to interpret their impact on the model by analyzing the parameters corresponding to these annotators. On the other hand, evaluation without annotators 27 and 28 provides an insight into the impact of removing noisy annotator on the predictive capability of the model. In order to evaluate our model, we perform a 10 fold crossvalidation, where eight sessions are used for training, 1 as development set and 1 for testing. In the next section, we describe the features X X s used in this work.
Feature Set
Smile is a visual phenomenon and previous research has used several visual features for smile detection [41] , [42] and analysis [43] . We use a set of similar video based features in our study. The video features are computed per video frame (30 frames/second) and are synchronized with the annotator ratings. We describe the features below. Facial Landmarks. We use the CSIRO Face analysis SDK [44] to track facial landmarks on the child's face. We fit 66 landmark points to the face at every frame. Fig. 5 shows a video frame from the database with landmark points marked on the face. Based on these landmark points, we compute two sets of features: (1) velocity of the head based on the nose-tip landmark point, and (2) distance and velocity of all other landmark points with respect to the nose tip landmark point.
Local Binary Patterns (LBP) Based Features. LBP features [45] are well known for describing facial expressions. During the computation of this feature, every pixel's intensity is compared to its neighbors and a binary vector is returned. LBP descriptor is a histogram over these binary patterns.
We combine the facial landmark features and the LBP features to obtain a feature vector with dimensionality K ¼ 387 for every video frame. For more details on the features, please refer to [44] , [45] . In the next section, we provide a description of the baseline models.
Baseline Models
We use two baseline models to compare against the proposed model. In the first baseline model the ground truth is assumed to be a frame-wise mean over all the annotator ratings and the second baseline is borrowed from the work by Mariooryad et al. [11] . We discuss these baselines below.
Baseline 1: Frame-Wise Mean of Annotator Ratings
We use a baseline model, where the ground truth at a given frame is assumed to be the mean over ratings from all the annotators at that frame. Several previous works [8] , [9] , [46] have used this assumption in obtaining the ground truth from multiple annotators on similar time series modeling problems. This scheme assigns equal weight to each annotator and does not account for individual differences.
In the baseline case, the relation between the ground truth and the annotator ratings is presumed before hand and can be represented by the following operation in (16) . I I T s represents an identity matrix of dimensionality ðT s ; T s Þ. 
We incorporate the assumption in (16) in the framework of our model. We obtain the mapping parameter u u based on a a s Ã (obtained as in (16)) using the MMSE criteria in (12) . However, instead of obtaining filter coefficients using EM algorithm, they have to be computed based on equation (16) . We use two different methods to compute the filter coefficients using the hard coded ground truth a a s Ã from (16) as listed below. Baseline 1(a): In the first baseline model, the filter coefficients are computed using the MoorePenrose pseudoinverse (Pinv) [47] operation on the set of identity matrices in (16) as shown in (17) (11) . The filter length parameter W is tuned on the development set.
Baseline 2: Lag Compensated Aggregation of Annotator Ratings
Our second baseline is borrowed from the work by Mariooryad et al. [11] where we first estimate the lags per annotator with respect to the features obtained from the data stream. The lags per annotator are computed by introducing a delay in the ratings per annotator till his/her ratings have the maximum mutual information with the frame-wise features. Note that this formulation is a special case of the proposed model when the distortion function is constrained to be a unit impulse response filter with a constant delay (d d n in (6) is set to a Kronecker delta function with the delay corresponding to the nth annotator). The bias terms d b n are set to 0 in this formulation. After compensating for the annotator delays calculated on the training set, a s Ã for every data partition is computed as the frame-wise mean of the aligned annotator ratings (also the solution to the optimization in (13)). We obtain the mapping parameter u from the computed a a s Ã using the MMSE criteria in (12) . In order to compute back the annotator ratings for the Eval2 criterion, individual annotator ratings on the test set are computed as per the convolution stated in (15) . In essence, the convolution operation reintroduces the estimated delays in the ground truth to compute each annotator's ratings. For more details regarding this baseline, please refer to Section 4 in [11] .
Results
Using the stated cross validation split, we train the baseline and proposed models. For the proposed model and the baseline model 1(b), the filter length parameter W is tuned on the development set. Note that W is tuned globally over all the annotators, as tuning a W for each annotator is computationally expensive and the filter characteristics are expected to be robust to small changes in the length W . Table 1 shows the correlation coefficient r of feature mapping prediction with the estimated ground truth (Eval1 criterion). Note that results are the same for baselines 1(a) and 1 (b) due to the common ground truth computation criteria, i.e., frame-wise means of annotator ratings. The Eval1 criterion correlation of the proposed model is better than the baseline using the Fisher z-transformation test [48] considering value at each frame to be a sample. Fig. 6 shows the r in predicting the observed annotator ratings (Eval2 criterion). For the Eval2 criterion, the proposed model is significantly better than all the baselines for 20 annotators (Fisher z-transformation test, p-value < 10 percent, number of samples is the number of analysis frames: $37k). This excludes the noisy annotators 27 and 28 as observed in Fig. 4 . The Cohen's D [49] comparing the proposed model against each baseline yields a values of .31 (baseline 1a), .11 (baseline 1b) and .33 (baseline 2). The Cohen's D is computed using correlation coefficients for each annotator as the sample values. These values indicate a small improvement effect over baseline 1b and medium improvement effect over baselines 1a and 2.
Discussion
The performance results in Table 1 are in the expected order. The naive baseline of computing the ground truth as frame-wise mean of the annotator ratings could not be well modeled by the features at hand and thus performs the worst. Adjusting for annotator specific delays and then aggregating the annotator rating performs better than baselines 1(a) and 1(b). However factors such as differences in annotator biases, range of annotation and context in annotation can not be modeled by imposing a constant delay assumption on the distortion functions. These factors are A higher r implies that the estimated ground truth is better estimated using the low lever features. The improvement over the closest baseline using the proposed model is significant based on the Fisher z-transformation test [48] (p-value < .001, z-value = 6.1, number of samples equals the number of analysis frames: $37k). accounted for in the proposed model by allowing the distortion function to be an LTI filter, thereby providing the best performance. For the Eval2 criterion in predicting the annotator ratings, the proposed model performs the best for most of the annotators. Performance is particularly low in predicting the ratings for annotator 27 and 28. This indicates that these annotators are noisy and hard to model, an observation consistent with the inter-rater correlations shown in Fig. 4 . The performances of baseline 1(a) and 2 are comparable for the Eval2 criterion. This stems from the fact that the distortion functions for both these baselines are constrained to be unit response filters (with additional delay allowed for baseline 2), and thus carry low modeling strength in predicting back the annotator ratings. Baseline 1(b) still allows for the distortion function to be an LTI filter which can account for a longer temporal context in predicting annotator ratings from the ground truth (even though the ground truth is a naive frame-wise mean of annotator ratings). In the following section, we make a few more observations regarding the model parameters, the inferred ground truth and effect of removing a few annotators. We note that the interpretation of these parameters only offers a window to the complex cognitive factors.
Interpreting the Distortion Function Parameters
In this section, we plot and interpret various parameters of the distortion function. Fig. 7 shows the LTI filter coefficient values for the 28 annotators, obtained using model training over all the 10 sessions. The bias term in the filter is shown as a stem plot in Fig. 8 . From the filter coefficients in Fig. 7 , we can make several observations to compare an annotator with others. For instance, the filter coefficients of Annotator 1 are such that the a s Ã samples in the past are weighted higher in convolution to obtain a s 1 . The opposite is true for annotator 6 as a s Ã samples closer to the current frame carry higher weight than the samples in the past. A phase delay analysis of filters from these two annotators suggests that the filter from annotator 1 introduces a greater delay in the ratings than that of annotator 6. Another observation is that the filter coefficients for annotator 27 and 28 have lower absolute values. Thus, the ground truth ratings are attenuated to obtain annotations for the annotator. On the other hand, ratings for annotator 15 is obtained after amplification of the ground truth. Overall, the shape of LTI filter co-efficients varies across annotators (e.g., annotators 4 and 10 have a U-shaped filter and annotator 17 and 20 have a more flat filter shape). We note that these filters coefficients are obtained in a data driven fashion and their phase and magnitude responses provide an ad-hoc quantification of the complex annotation behavior.
From the bias terms shown in Fig. 8 , we observe that annotator 14 and 28 have a high positive annotation bias term and annotator 10 has a high negative bias term. These terms are added to the ground truth to obtain the respective annotator ratings. The group of annotators 6, 7, 11 and 24 have a relatively low bias term. We also plot the annotator delays estimated using the baseline 2 in Fig. 9 . Annotators 1, 14, 18 and 28 are estimated to have the longest delays. This observation is fairly consistent with the filter coefficient estimates shown in Fig. 7 , where the filter coefficients in the past are estimated to carry higher value thereby introducing a larger phase delay.
We note that interpretation of these parameters only offers a window to the complex cognitive factors during annotation. The parameters of annotator bias, delay and distortion are estimates obtained as per the model assumptions. They are further influenced by other factors such as the overall interaction dynamics between the child and the psychologist as well as other latent annotator states (such as their mood and the environment). These factors are not accounted for by our model and can be the subject of a future study.
Inferred Ground Truth from the Annotator Ratings
We compare the estimated ground truth for an arbitrary segment of the data, from the various baselines and the proposed model in Fig. 10 . As expected, we observe that the ground truth estimate from baseline 2 has a phase lead over that estimated from the baseline 1(a)/(b) (compare the peaks in the plot). For the proposed model, a lead is again observed when compared to baseline 1(a)/(b), but not as large as baseline 2. Also, the dynamic range for the segment is higher for the baseline estimated from the proposed model. This results from the capability of the proposed model to be able to account for annotator bias as well as amplifying/attenuating their ratings, as discussed in the previous sections. Furthermore, high frequency components in the features get added during the ground truth computation using the proposed model (Equation (33)). The features are otherwise not used during framewise aggregation in the baseline models.
Performance after Removing Annotators 27 and 28
Finally, we observe the impact on the performance of the model after removing annotators 27 and 28. We observed that annotators 27 and 28 had the lowest inter-rater correlation with annotators in the Fig. 4 . We remove these annotators during model training and testing. The correlation coefficient r of feature mapping prediction with the estimated ground truth (Eval1 criterion) is shown in Table 2 .
From the results for Eval1 criterion in Table 2 , we observe that the performances of all the models are better after removing annotators 27 and 28. Also, the increase in absolute performance is the highest for the proposed model. This indicates that the ground truth estimation in case of the proposed model benefits the most after removing noisy annotators. Fig. 11 show the r between the predicted and true annotator ratings (Eval2 criterion). After removing the Fig. 9 . Annotator delays estimated using the baseline 2 proposed in Mariooryad et al. [11] . The proposed model is significantly better than the closest baseline model (baseline 2) based on the Fisher z-transformation test [48] , considering value at each frame to be a sample (p-value < 0.001, z-value = 7.7).
annotators 27 and 28, the proposed model performs significantly better than all the other baselines for 21 out of 26 annotators (at p-value < 10 percent level). In this experiment, we obtain Cohen's D values of .95, .30 and .97 when comparing the correlation coefficient samples obtained using the proposed method against baseline 1a, 1b and 2, respectively. This indicates a medium improvement effect size over baseline 1b and strong improvement effect sizes over baselines 1a and 2. The improvement in Cohen's D is primarily obtained due to discounting of annotators 27 and 28, which otherwise lead to an increase in standard deviation of obtained correlation coefficients, as presented in Fig. 6 . Note that the annotators 27 and 28 were poorly modeled by the proposed model as seen in Fig. 6 and therefore their removal helps the proposed model in both, estimating a better ground truth as well as modeling other annotators better.
CONCLUSION
Several studies employ multiple annotators to model time series over a continuous hidden (unobserved) variable. The ground truth is often substituted by heuristic measures over the available ratings, which are later used for training and evaluating the model. In this work, we present a novel scheme to model the ratings from multiple annotators using an EM algorithm. Our algorithm infers the hidden ground truth based on a feature mapping function and learns a distortion function for each annotator. This distortion function is used by the annotator to provide his perception of the ground truth. Evaluation on smile confidence ratings from 28 annotators on the Rapid-ABC dataset demonstrates that the proposed model outperforms the baseline cases that substitute ground truth by computing means over annotator ratings or only compensate for delays in the annotator ratings.
We further analyze the model parameters and identify annotator specific traits such as annotator bias and delay. Our model can be further improved by using schemes similar to those proposed in multiple annotator modeling problems over discrete labels [17] , [18] , [19] . In this work, we have assumed a specific structure for the feature mapping and distortion functions but other formulations can be tested. The distortion functions from each annotator can also be investigated to study factors such as annotator similarity and reliability. Similarly investigations on feature mapping functions may reveal features best suited for the study. Furthermore, as we pointed out previously, there are several other complex factors that determine factors such as annotator bias and delay (e.g., interaction dynamics in the dyadic conversation, environmental settings). Our model does not account for such factors and they can be a subject for future studies to further understand the dynamics of annotation. Finally, this study may be extended to cases involving multidimensional time series, involving joint modeling over each dimension.
APPENDIX A.1 Derivation of the Expectation Maximization Algorithm Stated in Section 4
We use an Expectation Maximization framework [15] , [50] to estimate the model parameters and introduce a distribution qða a s Ã Þ defined over the hidden ground truth. Following up from the data log likelihood formulation in (9), the following decomposition holds for any choice of qða a s Ã Þ (please refer to section 9.4 in [32] ).
Where M and KL(qjjp) are functionals of qða 
An EM algorithm iteratively performs an Expectation step (E-step) and a Maximization step (M-step). In the E-step M is maximized with respect to qða a s Ã Þ while holding the parameters P P constant. The solution is equivalent to the posterior distribution pða a s Ã ja a s 1 ; . . . ; a a s N ; P P; X X s Þ, when KLðqjjpÞ vanishes [32] . During the M-step, we maximize M to update the model parameters P ¼ hd
We can simplify the expression in (19) based on the graphical model shown in Fig. 3 . Applying the multiplication theorem on probability [52] , we can express the joint probability between ha a Fig. 11 . Correlation coefficients r between the true and predicted annotator ratings based on model trained after removing annotators 27 and 28. A higher r implies that the model is better able to model the dependencies between low level features and the annotator ratings. For the correlation coefficients obtained using proposed model, Ã indicates a significant improvement with p-value < 5 percent, t u indicates significant improvement with p-value < 10 percent but greater than 5 percent.
Based on the above equation, we can rewrite M in Equation (19) as: 
Note that M in (22) can be completely defined given qða a s Ã Þ, the distortion function h and the feature mapping function g. In this work, we approximate qða a s Ã Þ with a point estimate of a a s Ã . Based on h, we can compute the conditional probability P ða a s n ja a s Ã ; d d n Þ and P ða a s Ã ju u; X X s Þ can be computed based on g. The distribution entropy term on right hand side in (22) does not depend on model parameters and we only need to deal with term M 1 during the M-step. Next, we restate the formulation for the functions g and h in (23)- (26) as introduced in Section 3.1 along with their probability distributions. Furthermore, an approximation on qða a s Ã Þ in introduced as discussed below.
In the E-step, qða a 
We obtain the point estimate a a 
The denominator in (29) 
Using Equations (37)- (40), we can write (30) 
During the M-step, we optimize M 1 defined in (22) . Substituting the assumed distribution for qða a s Ã Þ as stated in (27) , M 1 is reduced to
log pða a 
-M-step: In the M-step, we maximize M 1 in 32. As stated, we can estimate filter coefficients hd d 1 ; . . . ; d d N i and parameter u u by operating separately on the two constituent terms. Substituting the Gaussian distributions stated in (7) and (5) in (32), we obtain the following optimization problems
We would like to point out that it turns out that the joint optimization over the parameters d d n and d b n can be carried out in one step by reformulating the convolution and summation as a joint matrix multiplication. This optimization, however, involves a matrix inversion. This is a slow operation and can be replaced by faster methods such as gradient descent. The parameter u u is obtained as follows.
A.2. Proof for Equation (21) To prove: 
Now we simplify the joint probability in Equation (37) using D-separation properties in Bayesian networks [55] . 
Proof. By the definition of conditional probability, pða a s 1 ; . . . ; a a s N ja a s Ã ; P P; X X s Þ implies that a a s Ã is given in determining the joint probability between ha a s 1 ; . . . ; a a s N i. We apply "common cause" clause (defined in Section 3.3.1 in [55] ) to the graphical model in Fig. 3 . As a a s Ã is given, the clause implies that ha a Proof. The variable a a s Ã is given in determining pða a s n ja a s Ã ; P P; X XÞ. We apply "indirect evidential effect" clause [55] to the graphical model in Fig. 3 to show that a a s n is independent of hu u; X X s i. Similarly, we apply the "common cause" clause to show that a a 
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