Recently a number of approaches has been developed to connect the microscopic dynamics of particle systems to the macroscopic properties of systems in nonequilibrium stationary states, via the theory of dynamical systems. This way a direct connection between dynamics and Irreversible Thermodynamics has been claimed to have been found. However, the main quantity used in these studies is a (coarse-grained) Gibbs entropy, which to us does not seem suitable, in its present form, to characterize nonequilibrium states. Various simpli ed models have also been devised to give explicit examples of how the coarse-grained approach may succeed in giving a full description of the Irreversible Thermodynamics. We analyze some of these models pointing out a number of di culties which, in our opinion, need to be overcome in order to establish a physically relevant connection between these models and Irreversible Thermodynamics.
Introduction
In recent years, important connections have been made between the theory of chaotic dynamical systems and the statistical mechanics of systems in nonequilibrium stationary states. This is based on the widely accepted belief that the dynamics of the microscopic constituents of matter is chaotic, as also formally expressed by the following 1]:
Chaotic Hypothesis (Gallavotti-Cohen, 1995) : A reversible N-particle system in a stationary state can be regarded as a transitive Anosov system, for the calculation of its macroscopic properties.
Although the dynamical systems methods have led to many interesting insights of physical interest, their application to elucidate the behavior of macroscopic systems, as done in statistical mechanics or (Irreversible) Thermodynamics has lead to di culties which, in our opinion, have not yet been fully resolved. There seems to be, then, a qualitative di erence between pure dynamics and thermodynamics (see, e.g. 2] for some facet of this di erence not considered here).
In this paper, we will try to clarify some aspects of the recently developed attempts to incorporate Irreversible Thermodynamics (IT) into the framework of dynamical systems theory. In this connection we will concentrate on the interesting recent works by Gaspard (G) 3, 4] ; by Breymann, T el and Vollmer (BTV) 5, 6] ; and especially by Gilbert and Dorfman (GD) 7] , who extensively investigated the connection between a coarse-grained \entropy" and IT in nonequilibrium states. Early works relevant to our discussion had already appeared in 1996, cf. 8].
The concept of coarse-grained entropy in the study of nonequilibrium systems has been discussed in the past. As a matter of fact, Gibbs himself introduced a coarse grained entropy to circumvent the di culty that, the Gibbs entropy S G (cf. eq.(5) below), does not change during the time evolution of a Hamiltonian system 9]. Similarly, the nal goal of introducing the coarse graining in 3]{ 8] could be stated as that of circumventing certain di culties which a ect the Gibbs entropy of nonequilibrium systems, thus building a complete description of all quantities occurring in IT (cf. Eq.(1) below) in purely dynamical terms. The guiding idea in this endeavor is the identi cation of the irreversible entropy production rate with a special form of loss of information rate, to be de ned below (cf. subsection 3.1). We begin our analysis with a description of the results obtained so far with the coarse grained approach, and then consider the di culties which we nd with it. This way, we indicate what might have to be considered further, in order to obtain a consistent theory of IT.
We note that a coarse-grained description {both in space and time{ is also at the basis of IT itself 10]. Indeed, the basic equation for the entropy change in IT is 10(a)] tot S = 1 e S + i S] ;
where we have divided by a small but nite time to obtain the rate of entropy change. Here, e S is the entropy exhanged by the system with its surroundings, while i S is, respectively, the entropy produced inside the system, in a time . This relation can be re-written in the more usual local di erential form as 10]: @ s @t = ?div J s;tot + ; 0 (2) where is the density of the system, s is the entropy per unit mass, J s;tot is the total entropy ow rate per unit area corresponding to the term e S= , and is the entropy production rate per unit volume. In particular, for a di usive system, the term can be related to the gradients in space of the densities of the various di using substances. Therefore, space derivatives of various quantities appear in the expressions for the entropy ow and entropy production rates. Equation (2) can also be written as ds dt = ?div J s + ; J s = J s;tot ? J s;c (3) where J s;c = sv is the convective ow, and v is the uid velocity.
Gibbs Entropy: If t has a density t on X, i.e. t (dx) = t (x)dx, the Gibbs entropy of the system at time t is de ned by the quantity S G (t) = ?k B Z X t (x) log t (x) ? 1]dx (5) where k B is Boltzmann's constant. 1 We refer to S G as to a ne grained quantity to emphasize its di erence from the coarse grained quantities de ned below (e.g. Eq. (14)), in the sense that its de nition involves an integral over X instead of a sum over a partition by nite-volume sets of X. Unfortunately, the stationary states of the current models of nonequilibrium physical systems, seen as dynamical systems, are represented by singular measures for which eq.(5) does not make sense 4, 6, 7] . It is then argued (cf. 4], Section 8.6) that coarse grained entropies should be used to characterize these nonequilibrium stationary states \... especially if we want to keep the operational interpretation of entropy as a measure of disorder." In the following subsections, we describe two classes of models, showing how singular measures arise.
Thermostatted systems
Consider an N-particle system whose equations of motion contain the action of an external force eld F e and compensating (\thermostatting") terms, which eliminate the increase of the (dissipative) energy of the system due to the work performed on the particles by F e , so that the system will nally reach a nonequilibrium 
with periodic boundary conditions, so that X can be assumed to be compact. Here m is the mass of the particles; F i i and F e i are the forces on particle i due to the other particles in the system and to the external eld, respectively; x (q; p) (q i ; p i ), i = 1; :::; N, stands for the collection of all the positions and momenta of the particles; and (x)p i represents the e ect of the \thermostat" on the system. The thermostatting function (x) is obtained from Gauss' principle of minimum constraint 11] and is usually chosen in such a way that either the kinetic or the total energy of the system remain constant in time. We refer to such systems as thermostatted systems. For constant total energy isoenergetic (IE) constraint], one obtains:
which shows that (x) is of order O(1) and is related to the dissipation or the (generalized) entropy production rate in the system. 2 Indeed, if we de ne the current ( ux in IT) at time t as J t = h P i p i =mi t (an average with respect to the time dependent distribution t ) and similarly set the average h P N i=1 pi 2 m i t equal to 3Nk B T t , where T t is the kinetic temperature of the system at time t, then, for a constant external eld F e (force in IT) and for a large system (large N) 2], we can write:
which yields the IT entropy production rate per degree of freedom at time t.
Starting from a distribution 0 on X with density 0 , the time evolution of the dissipative system Eqs.(6),(7) gradually rearranges the distribution, concentrating it on sets of smaller and smaller volume in phase space.
This produces what is usually called a phase space contraction, together with a sequence of more and more irregular densities f t g t>0 . In the long time limit, a singular distribution is obtained, which assigns a probability of one to sets of zero phase space volume. These sets are, in general, dense in X if the external eld is not too large, but with decreasing fractal dimension for increasing elds, till they are not dense anymore at high elds (cf. 12] for the Lorentz gas).
The rate of variation of S G for all t > 0 is ( 11] , p.252):
since the divergence of the equations of motion, Eqs. (6) , is given by div _
(10) We note that _ S G (t) converges to a negative constant value, _ S G (t) ?3Nk B h i ss for large N and large t, where the subscript ss in h i ss indicates the steady state value. The result is that S G (t) diverges to ?1 as t ! 1 11] , and it does so in an approximately linear fashion after a given relaxation time. Equation (9) This dynamical description of a system in a nonequilibrium state yields the IT expression for the irreversible entropy production rate at any instant of time t > 0, which is obtained from Eq. (8) . Surprisingly, _ S G (t) is observed to equal precisely the negative of this irreversible entropy production at all times t, cf. Eqs. (8, 9) . Thus, although so far it has not been possible to identify a quantity representig the entropy of the system, a connection between IT and an appropriately constructed function, somehow related to S G , has been discovered. This, however, is not su cient to imply that the entropy of the system should be linked with S G . On the contrary, as discussed below in Section 4, the asymptotic divergence of S G suggests in fact that attempts to nd such a link are likely to fail.
Multibaker maps with ux boundaries
A di erent class of nonequilibrium models is represented by nite multibaker chains coupled at both ends to in nite \reservoirs" 3, 4], i.e. chains with ux boundary conditions. These models give rise, in the \macroscopic limit", 3 to stationary states characterized by singular measures in phase space, and are thought to behave similarly, on some respects, to certain ideal gas systems, such as the Lorentz gas considered by G in Chapter 8 of 4].
Several variations of these multibaker systems have been considered. We follow G's de nitions 3, 4] rst. The space of the multibaker map with ux boundaries X is made of a chain of squares B n = 0; 1] 0; 1], n 2 f::: ? 2; ?1; 0; 1; 2;:::g each placed at one site of an in nite one-dimensional lattice, as depicted in Fig.   1 . The central section of the chain, whose squares are labelled by n = 0; 1; :::;L, represents a system coupled to two reservoirs: one at its left boundary (the squares labelled by ?1; ?2; :::), and the other at its right boundary (the squares labelled by L + 1; L + 2; :::). Each B n contains a certain number of points, thought to represent noninteracting particles, distributed according to a given distribution (n; x; y) de ned on X, whose time evolution is de ned in di erent ways for the system and the reservoirs respectively. In practice, one time step moves the point (n; x; y) (the point (x; y) of B n ) to the point (n; x; y), where (n; x; y) = ; 1=2 x 1; ?1 n L ? 1 (n ? 1; x; y); 0 x < 1=2; n 0; n L + 2 (n + 1; x; y); 1=2 x 1; n ?2; n L (11) as depicted in Fig. 1 . This dynamics is area preserving. Starting with appropriate initial point distributions in the in nite chain, one obtains a system of points coupled to two reservoirs, which feed points into the system at 3 We put in quotes \reservoirs" and \macroscopic limit", as they are crucial for a connection with IT as explained below. the xed densities, + (the left reservoir) and ? (the right reservoir). By density we simply mean the number of points per unit area, in each region of X. During the time evolution a certain density pro le is created, possibly converging to an invariant distribution in the long time limit.
Because in nitely many points are required for the reservoirs, the measure is not normalized. However, a probability distribution (cf. Eq.(40) below) can still be given for this system, considering the Poisson suspension measure associated with 4, 14] . In this case, the phase space M of the system of \independent" points is part of the power set P(X) of the multibaker space X. In M, a \Gibbs entropy" can be de ned as usual, if is not singular.
In the stationary state considered in 3, 4] the density pro le is made of two kinds of strips only: those having density + and those having density ? , which are separated by straight line segments. In the squares which are closer to the left reservoir, the strips with density + dominate, while those with density ? dominate at the other end of the system, so that (B n ) is linear in the squares' label n, for 0 n L. As long as L is nite, the corresponding Poisson measure is not singular. However, in order to obtain results which serve the purpose of nonequilibirum statistical mechanics, singular measures are needed in G's approach (cf. 4] p. 384).
These are obtained in 3, 4] through a \macroscopic limit", de ned by L ! 1 and ( + ? ? )=L =constant.
In this limit, the invariant distribution becomes singular: the strips with the two di erent densities become thinner and thinner and more and more numerous, while + grows without bounds. The corresponding Poisson measure is also singular, hence S G cannot be de ned.
An interesting generalization of G's model was proposed by BTV 6, 5] . The baker space X now consists of a chain of identical rectangles of sides a, in the horizontal direction and b in the vertical direction, respectively, Fig. 2 . The boundary conditions can still be implemented by two in nite reservoirs as above. The dynamics are also slightly more general (Fig. 2) . Each rectangle is divided in three vertical strips of horizontal widths la, sa and ra (from left to right), respectively, where l; s; r 0, and l + s + r = 1. Each rectangle is also subdivided into three horizontal strips of width a and heights rb (bottom strip), sb (central strip) and lb (top strip). The leftmost strip of rectangle m is compressed and expanded and moved to t the bottom horizontal strip of rectangle m ? 1 (nearest left neighbour); the central vertical strip of rectangle m remains in rectangle m, but is stretched and compressed so that it ts in the central horizontal strip; the rightmost vertical strip of rectangle m is stretched and compressed to t the top horizontal strip of rectangle m + 1 (right nearest neighbour). The same procedure is applied to each rectangle of the system, while the points of the reservoirs are merely translated to the left and the right, without volume compression or expansion, like in 3]. 4 Accordingly, after one time step, the distribution has changed in the chain, and with that the density of points in each rectangle as well as in each strip has changed. Let % m be the density in rectangle m. This density evolves in the system like % m (t + ) = (1 ? r ? l)% m (t) + r% m?1 (t) ? l% m+1 (t) : (12) Again, the invariant distribution in the baker space X and the associated Poisson measure , are singular and S G is not de ned. However, the mechanism through which the singularities are created is not by taking a macroscopic limit like in 3, 4], but by a combination of phase space contraction and boundary e ects.
The coarse-grained approach
To avoid the fact that S G is not de ned in the current models of nonequilibrium stationary states, as discussed in Subsections 2.1 and 2.2, several attempts have been made to replace S G by a coarse grained information entropy 5 which takes nite values in the case of both non-singular and singular distributions 4, 6, 7] . This approach is invoked in order a) to give a precise meaning to the concept of nonequilibrium entropy 6]; b) to properly handle the singularities of the stationary states, without giving up the interpretation of entropy as a measure of disorder 4] p.370; c) to have a microscopic de nition of the entropy production rate which agrees with that Eqs. (1)- (3)] of IT 7] . This would amend the restriction encountered in the usual thermostatted systems approach, where only the irreversible entropy production appears and not the complete description of IT, as given in Eq.(1). Here, we will follow GD's approach and notation, which generalizes to some extent the previous ones, and emends some aspects of the original de nitions of 3, 4].
GD rst consider a generating partition, A, for the phase space X. Then a discretization of the time evolution by time steps of length , is introduced to produce ner and ner partitions A`; k :
A`; k = ?l (A) _ ?(l?1) (A) _ ::: _ A _ :::
by taking the intersections of the cells of A evolved by the dynamics of up to k ? 1 time steps forward in time and up to`time steps backwards in time. 6 The symbol _ indicates the intersection of all the sets of a given partition with those of another one. In particular, we have A`+ 1;k = ? A`; k _ A`; k . Also, GD indicate by t the phase space distribution and by the Liouville measure.
GD information entropy: Consider all the sets of the form B = i E i , with E i 2 A`; k , i.e. all the sets which are unions of the cells of A`; k . On these sets the GD coarse-grained information entropy S GD ;k (B; t) is de ned by S GD ;k (B; t) = ? X A2A`+1;k\B t (A) log t (A) (A) ? 1 : (14) where the sum is carried out over all A 2 A`+ 1;k whose union is B.
The relation between S GD ;k and S G , in the case that t has a density t , is then given by:
where we also de ned the ne grained information entropy S I . Hence, for regular measures, the coarse grained entropies approximate better and better their ne-grained counterparts, when the graining of phase space is made ner and ner. On the contrary, if t is singular, S G and S I do not exist, while S GD ;k for any`; k 2 IN does.
The total rate of information entropy change in a time is then de ned by:
tot S GD ;k (B; t) = 1 S GD ;k (B; t + ) ? S GD ;k (B; t)
where one has used Eq.(4), t+ (A) = t ( ? A), to get the second equality. This rate of change is then decomposed by GD into a sum of three terms:
tot S GD ;k = 1 e S GD ;k + th S GD ;k + i S GD ;k ;
where, e S GD ;k (B) is called the change in information entropy due to the ow between B and its environment, th S GD ;k (B), the change in information entropy due to a thermostat in contact with the system, and i S GD ;k (B), that due to irreversible information entropy production in the system. This separation is based on an interpretation of thermostatted equations of motion for particle systems such as Eqs. (6), where the thermostatting term is seen as representing a real thermostat. We remark that S GD ;k is de ned in terms of the phase space distribution t , hence changes of this distribution in phase space imply changes in S GD ;k .
In particular, the information entropy change rate due to ow is de ned by GD as originally done by 
In the rst equality of Eq.(19), the partition A`; k is compared with its preimage under ? , i.e. with A`+ 1;k?1 = ? A`; k , which should correspond to a di erent degree of resolution of the phase space. The term i S GD ;k (B; t)= in Eq. (17) is then deduced from Eq. (17) itself, once the other terms have been de ned by the Eqs. (16), (18), (19) .
Gilbert{Dorfman results
We rst discuss the connection of GD's theory with IT. For that, the term th S GD ;k (B; t)= is crucial. Consider thereto the case in which B = X, and the system is in a stationary state characterized by the natural (invariant) measure . If we denote by J the Jacobian determinant of the transformation , we can write
where, under the assumption that the dynamics are smooth, x A is determined by the mean value theorem.
Now, letting the graining of phase space become in nitely ne (i.e. letting`; k ! 1), we obtain:
where the j 's are the Lyapunov exponents determined by the dynamics . The sum of the Lyapunov exponents is negative and is singular with respect to the Lebesgue measure if the system is strictly dissipative 16]. Hence, th S GD ;k (X)= , for su ciently large`and k, will also be negative in such a case. Combining this with the assertion that e S GD ;k (X) and tot S GD ;k (X) both vanish in the stationary state, allows GD to set:
so that the irreversible entropy production i S GD ;k has the proper positive sign for dissipative systems. The irreversible production is here obtained as the \loss of information" about the probability distribution in going from one level of resolution (that of A`+ 1;k ) to another (that of A`+ 2;k?1 ) level of resolution in the graining of phase space. 7 We remark that in the de nition of e S GD ;k , Eq. (18), and hence of i S GD ;k , the term S GD ;k ( ? B; t) 7 We put in quotes \loss of information" to stress the fact that this does not directly correspond to the usual (Kolmogorov-Sinai) loss of information of dynamical systems theory. In fact, the second level of resolution is not necessarily coarser than the rst, it is merely di erent. If A is a Markov partition, then A`+ 2;k?1 is coarser than A`+ 1;k in the stable directions 17].
appears. However, there may be no collection of cells A of A`; k whose union is the set ? B. For this reason the ner partition A`+ 1;k had to be introduced in the de nition of the GD information entropy Eq.(14) (cf. Figure 3 ).
Gaspard's results
In G's book 4] a review of his previous work is given, in which a special kind of partitions was considered: partitions whose cells all have the same phase space volume ". This was only for simplicity and does not change the substance of the results. Therefore, we will denote G's partition with the symbol A.
Gaspard only considers systems of independent points coupled to in nite reservoirs (thought to represent driven systems of noninteracting particles) and proceeds with the construction of a Poisson suspension measure , from which a coarse grained entropy can be de ned. One can see that this coarse grained entropy reduces to the GD information entropy plus a rest term (cf. Eq.(42) below). Gaspard then argues that this rest term can be made small with respect to the GD information entropy by taking the size of the partition cells su ciently small. Therefore, the rest term may be neglected, and G's calculations are then equivalent to GD's calculations. In particular, the term called "-entropy ow by G, Eq. where D is the di usion coe cient in the multibaker space X, is the density of the points moving through X via baker-dynamics, while r is the corresponding stationary state gradient of imposed by the presence of the unequal density in the boundary reservoirs. Note that the independence of the points, which allows the construction of a Poisson suspension, is crucial here to pass from a description in the phase space M to the \1-point" (thought to be 1-particle) space X, making the operator r a gradient in real space.
The quantity i S GD 0;1 then turns out to have the desired form expected from IT for di usion, which can be related to the (baker map) di usion coe cient D by, Eq. 
where L is the size of the system between the two reservoirs. Equations (23,24) represent the rst instance in which IT-like expressions for di usive systems were derived from an area-preserving map.
The Breymann-T el-Vollmer results
In the more general multibaker model considered by BTV, two kinds of coarse grained information entropies were de ned: one, S BTV;c m , using the densities of points in each rectangle of area ab, and another one, S BTV;C m , using the single horizontal strips (of area alb, asb and arb respectively) of each rectangle, Fig.2 
Furthermore, the system is seen as a biased random walk on the line, so that one can attribute to it a given drift velocity v and a given di usion coe cient D for each choice of r and l. The quantities r; l; v; D can then be used to de ne a scaling for the parameters a and :
so that a meaningful ne grained limit is obtained, in which both a and tend to zero. Then, the following expression results for the irreversible information entropy production 6]: 
Di culties
The results presented in the previous sections, give rise to a number of questions some of which we will discuss here, concentrating on their implications for a consistent dynamical theory of IT. In particular we will try to identify the range of validity of the results obtained, pointing out which problems should in our opinion still be clari ed or overcome.
The phase space di culty
Relations such as Eqs. (23),(31) for multibaker maps look similar to those obtained in IT where real-space gradients appear. However, this is somewhat misleading and due to the simplicity of the map, whose phase space has in practice only one active dimension, (the direction of the density gradient in 4] or the direction of \transport" in 6, 7]), and to the assumption that the multibaker dynamics are valid substitutes for independent particle systems. In that case, indeed, there can be two situations: a) the system is in nite and can be described by a Poisson distribution; b) the system is nite, and the many-particle distribution factorizes. In both situations we are allowed to go from a description in the phase space M to a description in the 1-point space X, where there is only one active (real-space) dimension. Then, entropy-like quantities can only ow in this direction, giving necessarily rise to real-space expression such as Eqs. (23),(31). 8 This point will be examined further in Subsection 4.4.
Some di culty emerges when this approach has to be applied to a wider clss of models than that of multibaker maps. In particular, interacting particle systems are not compatible with this approach. To study these situations some improvement of the presently developed approach is required. Indeed, following the general de nitions and derivations given in 3]{ 7], one immediately realizes that in principle the ows and the gradients computed there are all in terms of phase-space variables, and not in terms of real-space variables: e S GD ;k (B) represents a ow through the phase space volume B. Therefore, e S GD ;k given by Eq. (13) 
which takes place in phase space, in the case that the state of the system is represented by a singular measure, for which the Gibbs entropy is not de ned. In turn, J G S is reminiscent of the convective entropy ow of IT, cf. J s;c de ned below Eq.(3), so that e S GD ;k (B) could be thought of as representing J s;c . 9 However, the IT entropy ow takes place in real space, not in phase space, and the phase space cannot be reduced to real space if there are interacting particles, or if there is a ow in momentum space. Therefore, the di usion coe cient D present e.g. in Eqs.(24),(31), in a more general context would concern di usion in phase space rather than in real space. It is not clear, then, how the Gibbs entropy ow or its coarse grained substitute introduced in 3]{ 7], could be related to the IT entropy ow.
The relaxation times di culty
In IT, the relaxation times of given processes, i.e. their approach from an initial state to a stationary state, are directly related to the transport coe cients. Obvioulsy, speaking of relaxation times, one should rst indicate which physical quantities are observed to relax, and which tolerance is accepted in assessing the relaxation. In general, when dealing with particle systems, the relaxation time is intended to be determined by the relatively short Maxwell relaxation time, M , which is typically the time of a few collisions per particle. In fact, the main physical observables approximate within measurable errors their stationary values in such a time. In any case, given the observables in which one is interested (e.g. smooth functions of phase) and the relaxation tolerance, the times needed for these observables to approach precisely enough the relevant limiting values are determined by the dynamics alone. On the contrary, the coarse grained quantities discussed in 4, 7] have relaxation times which strongly depend on the size of the cells of the coarse graining partitions. This is similar to the problem of portraying the relaxation to equilibrium of an Hamiltonian system, by means of a coarse grained version of the Gibbs entropy 9]. However, in our case the situation appears worse. Indeed, in equilibrium the Gibbs entropy equals the physical entropy of the system, at least. On the contrary, in the case of systems evolving towards nonequilibrium stationary states, characterized by singular measures, S G is not even de ned in the stationary state. Hence, a coarse grained version of the Gibbs entropy in the study of relaxation towards nonequilibrium stationary states is at risk of being even less meaningful than in the case of relaxation towards an equilibrium state. We illustrate these facts with a simple example.
Why doesn't the Gibbs entropy exist in the nonequilibrium stationary states of systems such as those described in Section 2? We have already seen that, starting from an initial state represented by a regular measure, hence with a given initial value of the Gibbs entropy, the time evolution is such that S G (t) ! ?1 as t ! 1. But, we could see more in detail why this happens, considering a simpli ed model of a thermostatted system of the kind discussed in section 2.1. The idea remains valid in general. Let the initial state be an equilibrium state, described by the microcanonical ensemble in a volume of size 1, and let the stationary distribution be con ned to a small (not dense) fractal region of phase space. This situation corresponds to a case with high forcing and consequent high dissipation. Let us take a phase space partition A`; k , made of M cells of equal size = 1=M. The corresponding initial coarse grained information entropy then veri es S GD ;k (X; 0) = 1 : (33) In the following time evolution leading to a nonequilibrium stationary state, the overall phase space contraction due to dissipation makes the probability distribution gradually concentrate on smaller and smaller regions of phase space, 10 until it di ers from zero only on a number L = L(M) < M of cells of the partition. Assuming for simplicity that the probability to nd the system in each of these L cells is the same, we then get
Therefore, since the fraction L(M)=M tends to zero when M tends to in nity, we have S ss (M) ! ?1 for (1=M) = ! 0. In other words, the fact that the phase space probability distribution is rearranged by the time evolution, so that sets of zero volume take a probability of 1 in the stationary state, makes the Gibbs entropy diverge to ?1, indicating that there is no connection between the Gibbs entropy and the physical entropy of the system. This is still true even if the dissipation is small, and all sets of measure 1 are dense in phase space. Let us consider then, in more general terms, one thermostatted system evolving towards a nonequilibrium stationary state, whose initial state is represented by a regular measure 0 , for which the Gibbs entropy S G (0) is de ned. In the following evolution, S G (t) gradually diverges to ?1, but at any positive time t the distribution t remains regular, and the corresponding Gibbs entropy can be approximated better and better by ner and ner coarse grained entropies, as in Eq. (15) . Because of the divergence of S G and because the size of the partition cells needed in the de nition of S GD ;k can be taken arbitrarily small, the total information entropy change, Eq.(16), can be kept di erent from zero during arbitrarily long times. Indeed, by taking ner and ner partitions, tot S GD ;k (X; t)= will approach better and better, and for longer and longer times, the rate of decrease of the ne grained information entropy S I = S G =k B , given by Eq.(9), which has a de nite negative value of order O(N) ( ?3Nh i ss ). Now, for every xed t 0 (which could exceed M by any amount), the state of the system is represented by a probability measure t which has a density t . Hence, given any tolerance > 0, and any time increment > 0, there will be an ; > 0 such that (cf. Fig.4 ): S GD ;k (X; t) ? S G (t)=k B < and S GD ;k (X; t + ) ? S G (t + )=k B < ; (35) if the size of the cells of the partition A`; k is smaller than ; . It follows that tot S GD ;k (X; t) = S G (t + ) ? S G (t)
instead of tot S GD ;k (X; t)= 0, since we can take that O( = ) is O(1) or less, because is xed a priori. Therefore, unphysical, partition dependent, relaxation times have been introduced through the coarsegraining procedure, which are extraneous to the dynamics of the system.
The approach of BTV 6] seems to avoid the problem of the relaxation times, because of the way its authors de ned their macroscopic limit, cf. subsection 3.3. In this approach one does not take ner and ner partitions of each baker map rectangle; one only increases the number of rectangles between the reservoirs reducing their side a and the length of the time step , in such a way that Eqs.(30) are veri ed. Then, the fact that the number of time steps n has to increase in order for the entropy to reach its stationary value could be balanced by the decrease of , so that n may converge to a nite value. From this point of view, then, the BTV macroscopic limit should be preferred.
The di culty of unphysical de nitions
The relaxation times problem points out further di culties: the very de nition of the entropy ow and irreversible entropy production could be awed. Indeed, the total rate of variation of the real IT entropy, tot S, relaxes to its stationary value zero in the relatively short time M , implying that this rate of variation becomes (and remains) smaller than a small within a time of order O( M ). Therefore, for any arbitrarily chosen time t larger than M , if the cells of the partition are smaller than ; , Eq.(36) yields: k B tot S GD ;k (X; t) ? tot S(t) = k B O(N) ; (37) where the second term on the l.h.s. is O( ) or less, and the second is of order k B O(N). Assuming with GD that e S GD ;k (X; t) = 0, one can rewrite Eq.(37), with (17) and (1), in the form k B th S GD ;k (X; t) + i S GD ;k (X; t) ? 1 e S(t) + i S(t)] = k B O(N) :
In particular, consider a value t which is not necessarily exceedingly large, but larger than M . Without taking an extremely ne partition, and recalling that then k B O(N) is approximately equal to ? i S= , as seen in subsection 2.1, we can write k B th S GD ;k (X; t) 1 e S(t) ? k B i S GD ;k (X; t) :
But this contradicts IT, according to which the quantity on the left hand side of Eq.(39), being the overall coarse grained entropy ow, should approximately equal only the rst term on the right hand side. Therefore, at least either i S GD ;k or th S GD ;k cannot be correct. For, if i S GD ;k is of order O(N), as the irreversible entropy production should be, then th S GD ;k is not the external entropy ow, while it should be, and if i S GD ;k is not of order O(N), then it cannot be an irreversible entropy production. Therefore, the agreement between i S GD ;k and th S GD ;k in the stationary state with their IT counterparts achieved only after a coarse graining dependent relaxation time, appears accidental. This suggests that the very de nitions of the various terms on the right hand side of Eq.(17) cannot be physically correct. Again, the macroscopic limit of BTV may x this problem.
The multibaker space di culty
Simple dynamical systems such as the multibaker maps are very useful in understanding many aspects of chaotic dynamics. In a sense we could say that they play in this context a role similar to that of exactly soluble models in equilibrium statistical mechanics. However, the solvability often goes at the expense of the degenerately simple nature of the models themselves, which, in the case of multibaker chains, becomes cause of concern when one wants to identify certain features of the multibaker dynamics with known IT properties of real systems.
In particular, in order to speak of a quantity in some way related to the Gibbs entropy, one would need a phase space, in which (at least up to canonical transformations) half of the dimensions represent the \con gurations" of the system in space and the other half represents the \momenta". Then, in that phase space a coarse grained information entropy can be de ned, which multiplied by k B and in the limit of ne graining becomes the Gibbs entropy itself (if it exists). To do this in a multibaker chain one has to identify position and momentumvariables.
These are assumed by BTV to be represented by the horizontal (along the chain) direction, and by the vertical (along the thickness of the chain) direction, respectively. If this identi cation is correctly carried out, then the multibaker phase space, being 2-dimensional, could only be a substitute for a 1-particle model in one dimension. Alternatively, the 1-particle distribution could be used to describe a gas of identical noninteracting particles, perhaps in the presence of obstacles, as in the Lorentz gas. However, even the picture of the gas of independent particles is at odds with the BTV interpretation of the multibaker dynamics: points at di erent heights along the vertical direction of the baker rectangles can move in exactly the same way under the baker dynamics of the model, while points which are at the same height can move in totally di erent directions. Therefore, the vertical direction has nothing to do with momentum space.
This problem could perhaps be xed by interpreting the baker dynamics and phase space di erently. Like in 3, 4], one could assume that the multibaker phase space mimics a Poincar e section of a particle system such as the Lorentz gas. The dynamics is followed from rectangle to rectangle like a moving particle in the Lorentz gas is followed from collision to collision. In that case, the problem of identifying the momentum variables is not so important anymore. However, two new problems emerge. In the rst place, the coarse grained entropy of the system should be expressed in terms of all the phase space variables, and not just in terms of the variables of the Poincar e section. Therefore, the contributions due to the direction of the ow need to be worked out. However, perhaps more importantly, with this interpretation one would also lose the possibility of taking the BTV macroscopic limit, because one cannot assume that particle collisions occur at a rate which is coarse graining dependent. This because in G's interpretation one time step is the time elapsed between two collisions, but the time step goes to zero as the graining is made ner and ner in the BTV macroscopic limit.
Factorizability, entropy and entropy production
We now try to understand under which conditions the results obtained for multibaker models in the 1-point space are valid for independent many-points systems. This leads us also to an analysis of the relationship between the de nitions of entropy and entropy production rate, given in 3]-7]. We follow 3, 4] , also in order to point out some subtleties of that approach.
Consider a distribution in the 1-point baker space. The associated Poisson suspension, corresponding to a \gas" of in nitely many independent points 4, 14] , is characterized by the probability measure 
The terms inside the external sum are of order O( (B i ) 2 ) and higher, hence can be neglected in Eq.(42) if (B i ) is small. This is obtained for a multibaker system of length L, by taking su ciently ne partitions, i.e. B i of su ciently small volume.
This step is of fundamental importance for the IT-like results of 3, 4] to be valid for a many-point system. In fact, these results are obtained using the rst term of Eq.(42) only, neglecting R("). However, in principle, R(") could be large, compared to the rst term in Eq.(42), because the macroscopic limit (L ! 1 for multibaker maps) has to be taken before the ne graining limit (cf. discussion below Eq.(8.126) of 4]). This means that, however small the volume of B i might be, as long as it does not vanish, its measure (B i ) will be large in general, since the density will be large, making R(") also large. In this case, neglecting R(") implies that the IT-like results are not derived from the many-points distribution , but instead from a kind of information entropy de ned through the 1-point distribution . Now, because is not normalized, it cannot be a factor of a many-points distribution, making those results valid only for a 1-point system. 11 Gaspard overcomes this di culty in an ingeneous way, by splitting the ne graining limit into two steps: The limit of vanishing linear size of the partition cells along the unstable direction is taken before the macroscopic limit, the remaining limit of vanishing linear size of the cells B i along the stable direction is taken after the macroscopic limit, so that the macroscopic limit \interrupts" the ne graining process. This way, the volumes of the partition cells are made vanishing before the macroscopic limit is taken, R(") can be neglected and the results presented in Section 3. follow. However, the ne graining limit, in particular the part taken before the macroscopic limit, comes at the cost of losing the coarse grained information entropy (which then diverges). Similar considerations hold also for the results of BTV and GD, therefore it seems that the knowledge of both the entropy and its production rate cannot be given together with the present approaches, as already noted for the thermostatted approach.
The thermostat di culty
The need for the term th S GD ;k (X) in Eq.(16) was deduced by GD from the fact that the information entropy ow e S GD ;k (X) cannot represent an entropy ow between the system and its environment, if the system is closed or periodic. Nevertheless, this seems to be at odds with IT. Indeed, (x)p i is merely introduced to enable the externally driven dynamical system to reach a stationary state as is done automatically by a thermostat in e S in IT. In fact, it is for that reason that (x)p i is usually referred to as the \thermostat" of the system. However, dynamically, this term has nothing to do with a real thermostat and, in fact, it appears in Eqs.(6) as a Lagrange multiplier, due to the application to the N-particle system of Gauss' (purely dynamical) principle of minimum constraint, to make the system preserve its kinetic or total energy in the course of time. In the derivation of Eqs. (6) , no use is made of the properties of any other dynamical system constituting a thermostat. Therefore, an interpretation of (x)p i as representing an actual physical thermostat, which absorbs the dissipative energy created in the system by the external forces F e , and has an explicit representation in the entropy balance Eq. (16) , is an interpretation which appears to have no basis in the purely dynamical nature of the equations (6) themselves.
What can be said, instead, is that Eqs.(6) serve as a convenient tool to describe a system in a nonequilibrium state by purely dynamical means, without incurring the technical di culties posed by in nitely large reservoirs.
That a real system would not settle on a nonequilibrium state without the presence of a real thermostat, seems irrelevant in the analysis of the dynamics of Eqs.(6).
5 Discussion 1. The above discussion on the coarse grained approach to a complete dynamical theory of IT pointed out di culties which we found in the current formulations. Therefore it seems to us that a coarse grained entropy approach based on S G does not provide at present a satisfactory connection with IT. The same can be said about thermostatted systems. However, for the latter systems the irreversible entropy production is at least unambiguously known at any time: in the transient as well as in the stationary state. This is not the case in the coarse grained description. Indeed, we pointed out various di culties which a ect the treatments of IT provided by BTV, G and GD. The approach of BTV could avoid the problems connected with the transient states, and it is worthwhile to further study this topic, but the phase space dynamics seems to be very special. On the other hand, the approach of G and GD was intended to describe stationary states only 20], despite the full time dependent treatment they give 3, 4, 7].
2. It seems that the possibility of identifying in thermostatted systems other contributions, beyond the irreversible entropy production term, occurring in IT, is not obvious. On the basis of our analysis we would argue that, so far, the dynamics of thermostatted systems allows us only to identify the irreversible entropy production rate. It is obvious that a stationary state of a real system, with a given irreversible entropy production rate will be a ected by an equal and opposite divergence of an entropy ow. Nevertheless, this does not emerge from the dynamics of thermostatted systems. The connection of dynamical properties of thermostatted systems with the term divJ S;tot occurring in IT, remains therefore unclear.
3. Although the idea of a possible connection between coarse-graining, information loss and entropy changes discussed here is very intriguing, as far as we can tell, it does not seem to work in its present form for macroscopic systems, as long as one connects it with S G , which diverges to ?1. The fact that the rate of change ? _ S G equals the irreversible entropy production rate of thermostatted systems does not seem to be a reason su cient to assume that S G itself has any direct connection with the entropy of such a system. Morever, the connection of the information loss used here with the usual (Kolmogorov-Sinai) information loss, if any, and its relevance for the calculation of the IT entropy is also not clear to us. Therefore, it seems to us that further study of the connection of the dynamics of particle systems in nonequilibrium states and IT is still required. constitute the system. The others constitute the reservoirs. One time step corresponds to one application of , which moves the poins with a given shade to the points with the same shade. This time evolution is volume preserving, hence it does not a ect the density of points. Starting from any initial distribution, we see how the densities of the baths enter into the system. In the stationary state, only the blackest and the white densities ll the cells of the system. which takes a time of the order of the Maxwell relaxation time (or is determined by an appropriate transport coe cient). Here we have assumed that the initial (equilibrium) entropy is higher than the steady state entropy. The right panel shows the decay of the coarse grained entropies for various partition sizes (curves labelled by (1), (2) and (3)), and the divergence of the Gibbs entropy (thickest line). All the coarse grained entropies start from the same value, and eventually settle on a plateau. However, they remain close (within a distance , say) to S G for longer and longer times if the relevant partitions are ner and ner. Curve (1) corresponds to the coarsest partition. The region delimited by curve (2), by S G and by the two vertical (solid line) segments is made of points whose distance from S G is less than . 
