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Using the Keldysh-Usadel formalism, we theoretically study the 0-pi transition profiles and current-phase
relations of magnetic SFSFS and SFSFFS Josephson nanojunctions in the diffusive regime. By allowing
the magnetizations of the ferromagnetic layers to take arbitrary orientations, the strength and direction of the
charge supercurrent flowing through the ferromagnetic regions can be controlled via the magnetization rotation
in one of the ferromagnetic layers. Depending on the junction parameters, we find opposite current flow in
the ferromagnetic layers, revealing that remarkably such configurations possess well-controlled 0- and pi-states
simultaneously, creating a three-terminal 0-pi spin switch. We demonstrate that the spin-controlled 0-pi profiles
trace back to the proximity induced odd-frequency superconducting correlations generated by the ferromagnetic
layers. It is also shown that the spin-switching effect can be more pronounced in SFSFFS structures. The
current-phase relations reveal the important role of the middle S electrode, where the spin controlled supercur-
rent depends crucially on its thickness and phase differences with the outer S terminals.
PACS numbers: 74.50.+r, 74.45.+c, 74.25.Ha, 74.78.Na
I. INTRODUCTION
It has been over a decade since hybrid structures of ferro-
magnets and superconductors began to attract considerable in-
terest from a fundamental physics perspective as well as from
the viewpoint of practical devices.1–6 The singlet Cooper pair
amplitudes oscillate and simultaneously decay in the vicin-
ity of the ferromagnet (F )-superconductor (S) interface.7,8
This decaying oscillatory behavior leads to interesting and in-
triguing phenomena such as 0-pi transitions which can take
place by varying the system temperature, Thouless energy, ex-
change field, degree of magnetization inhomogeneity, or in-
elastic impurities.2,9–12,14,51,61 These pi-junctions have shown
promise as building blocks for quantum computing,15 thus re-
sulting in extensive studies of these systems in the clean, dif-
fusive, and nonequilibrium regimes.31,34,36–40,46,54,57,58
In a uniform F layer that is proximity coupled to a sin-
glet superconductor, the pair wavefunction is composed of
an odd-frequency triplet component in addition to the usual
even-frequency singlet component.11,16,41,42 The only triplet
correlations that can exist in this case are those with zero total
spin projection m = 0 on the spin quantization axis. Both
the singlet superconducting correlations and this type of odd-
frequency triplet correlations oscillate and sharply decay in-
side the F layer.1,11,16,59 However, if the magnetization of an
F layer possesses an inhomogeneous texture, another triplet
component can arise which has non-zero (m = ±1) spin
projection along the spin quantization axis.1,11,45,48,50,52 These
triplet correlations are shown to penetrate deep into a diffusive
F medium with a penetration length the same as conventional
singlet correlations in a normal metal.42,47
The existence of such triplet correlations have also been
observed in experiments, including the measurement of
a triplet supercurrent flowing through Holmium hybrid
structures.24–27,47 Shortly thereafter, theoretical works ex-
plained these findings25–27 in terms of spin triplet proxim-
ity effects, extending previous studies involving inhomoge-
neous magnetization patterns28,47. Triplet correlations can
also be generated in half-metallic systems due to spin-active
interfaces.31,49,50,58,60 Recently it has been predicted theoreti-
cally that these types of triplet correlations can arise in bal-
listic bilayers of ferromagnets with different thicknesses at-
tached to s-wave superconductors.33,53,55,56 Such spin super-
conducting correlations are therefore of interest because they
might play important an important role in dissipationless spin-
tronic devices.1,2,6,53
Recently, a new class of Josephson junctions have been ex-
perimentally realized in systems consisting of an IsF sec-
tion (I: insulator layer, sF : a stacked layer that shows su-
perconducting (s) and ferromagnetic properties) sandwiched
between two S terminals.17–20 It was shown that the system
can operate as a series of SIs and sFS junctions whose prop-
erties can be controlled by the thickness of middle s layer.
This type of system was also recently studied theoretically,23
and two operating modes were found depending on the criti-
cal thickness of the s layer, equal to piξS/2, where ξS is the
superconducting coherence length. Also motivated by the ex-
periments above, a theoretical work investigated the tunability
of the magnetic moment due to the triplet correlations by vary-
ing the superconducting phase difference of the outer S banks
in symmetric layered SFSFS, and SFFSFFS structures.21
If the superconductivity in the middle S layer of a SFSFS
nanojunction is not externally controlled, a self-consistent
approach22 is needed to properly determine the magnitude and
phase of the superconducting pair correlations23. This sit-
uation can be realized by constructing a stack of three lay-
ers (FsF ) where the middle s layer exhibits superconducting
properties below a critical temperature while the other lay-
ers are insensitive to temperature. Therefore, by sandwich-
ing the FsF sample between two S banks and cooling the
system temperature below the critical temperature, proxim-
ity induced modifications arise in the central layer.17–20 This
class of configurations and approach used is in contrast to a
setup where the macroscopic phase in the middle S layer is
assumed to be controlled externally.21 Three-terminal Joseph-
son junctions have been experimentally realized in the search
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2for Majorana Fermions,68 in Superconductor/Semiconductor
heterostructures.69–72 In this work, we also assume that su-
percurrents are generated via three external superconducting
terminals. This is clarified in Fig. 1, where we illustrate our
setup for F layers that are sandwiched between the supercon-
ducting leads. We moreover assume that the system has no
symmetry in configuration space along the x-axis, thus requir-
ing full numerical methods to precisely determine the super-
current transport characteristics.
We consider both SFSFS and SFSFFS type junctions
in the diffusive regime. We demonstrate that the transport
of supercurrent in each F region can be easily controlled by
the relative magnetization orientation of one of the F layers.
We show that this valve effect follows in part from the triplet
components involved in supercurrent transport arising from
the superconducting phase gradients present among the S ter-
minals. Throughout our calculations we have assumed that
the macroscopic phase of the three superconducting terminals
can be externally varied, and hence the charge current is not
necessarily conserved within the S regions. In the F regions,
the charge current is constant, but the spin-current is in general
not conserved due to the exchange interaction. We employ the
Keldysh-Usadel quasiclassical method in the diffusive limit
to study these multilayer systems. We then decompose the
total supercurrent into both its even- and odd-frequency com-
ponents, and investigate their spatial profiles as a function of
various values of magnetization orientations and phase differ-
ences. We demonstrate that the total charge supercurrent in
one F can change sign by means of magnetization rotation in
one of the other F layers, while the total charge supercurrent
does not undergo a reversal in the rotated F layers (or vice a
versa). This behavior of the current indicates that it is possible
to arrange a sequence of controllable 0 and pi Josephson junc-
tions in a three terminal SFSFS spin switch. By studying the
current components as a function of position, we are able to
pinpoint the origin of the spin-controlled supercurrent. Typi-
cally in the middle S region, the singlet contribution to the su-
percurrent follows a nearly linear spatial variation, while the
nonvanishing odd-frequency triplet components do not decay
in space.
We are able to extract from our numerical results analytical
expressions for the current-phase relations, thus simplifying
the overall physical picture. The numerical solutions showed
that all components of the supercurrent are described by a sim-
ple sinusoidal relation that depends on the differences of the
phases, θL, θR, and θM , corresponding to the left, right, and
middle S regions respectively (see Fig. 1). We found that an
additional term arises in the current-phase relations besides
the regular sinusoidal terms, which for sufficiently thick mid-
dle S electrodes is responsible for spin-controlled transport
through the junction. Although this additional term is present
for all dS , its signatures are more prominent when quasiparti-
cle tunneling between outer S electrodes is suppressed, corre-
sponding to the regime of large dS . Therefore, depending on
the superconducting phase differences involving θL, θR, and
θM , a relatively thick middle S electrode can limit the spin-
controlled features described above.
The paper is organized as follows. In Sec. II we discuss
FIG. 1. (Color online) Schematic of the two types of Josephson
junctions considered: i) SFSFS and ii) SFSFFS. We assume
the SF interfaces are located in the zy plane while the x axis is
along the direction of Josephson current flow. The length of the
middle superconductor S and ferromagnets F are dS , dF1, dF2,
and dF3, respectively. Throughout the paper, we denote the fer-
romagnetic regions by F1, F2, and F3 as labeled. The exchange
field of the magnetic layers is assumed to have arbitrary orientation,
~h = (hx, hy, hz) = h0(cos γ sinβ, sin γ sinβ, cosβ), in which h0
is the amplitude of the exchange field. To analyze the system prop-
erties without loss of generality, all magnetizations are considered to
reside in the zy plane where γ = 0, and consequently the magneti-
zation orientations can be described solely by β. We therefore define
β1,2,3 for each magnetic layer.
the method employed, details of our assumptions, and tech-
nical points used in our calculations. In Sec. III we discuss
our results, analyze them and suggest possible applications of
our findings. We finally summarize and give the concluding
remarks in Sec. IV.
II. THEORY AND METHODS
In this section, we outline the assumptions present and the
theoretical approach used to study SFSFS and SFSFFS
type systems. The Keldysh-Usadel technique employs the to-
tal Green’s function with three blocks labeled Retarded (R),
Advanced (A), and Keldysh (K). Using the labeled blocks,
the total Green’s function is represented by11;
Gˆ(~r, ε, T ) =
(
GA GK
0 GR
)
, GR =
(
gR fR
−f˜R −g˜R
)
. (1)
The propagators are position, ~r, and temperature, T , de-
pendent. The quasiparticles’ energy is denoted by ε and is
measured from Fermi level. In the equilibrium steady state,
the advanced and Keldysh blocks can be related via GA =
−(ρˆ3GRρˆ3)† and GK = tanh(βε)(GR−GA) in which ρˆ3 is
the third component of Pauli matrices ~ˆρ = (ρˆ1, ρˆ2, ρˆ3) (see
Appendix) and β = kBT/2, with kB the Boltzmann con-
stant. In the absence of a ferromagnetic exchange field, the
total Green’s function reduces to a 4× 4 propagator.1,11 How-
ever, in the presence of a general exchange field term, the total
3Green’s function becomes a 8 × 8 matrix.25 In the regime in
which proximity effects are small, we may expand the Green’s
function around the bulk solution11 Gˆ0 = diag(1,−1), i.e.
Gˆ ≈ Gˆ0 + fˆ . In this approximation we arrive at;29,30,52
GˆA =

−1 0 −fR(−ε) fR− (−ε)
0 −1 fR+ (−ε) −fR(−ε)
[fR(ε)]
∗ −[fR− (ε)]∗ 1 0
−[fR+ (ε)]∗ [fR(ε)]∗ 0 1
 ,
(2)
in which the asterisk denotes complex conjugation. The ar-
rays with , and  correspond to the spin-one (equal-spin)
components while those with ± represent the superconduct-
ing correlations with zero spin (opposite-spin pairing).52,63
The general form of Usadel equation44 (which can be de-
rived from the Eilenberger equation43) in the presence of an
exchange field with components ~h = (hx, hy, hz) in the fer-
romagnetic layers, and a gap energy ∆ associated with the
s-wave superconducting region, can be compactly expressed
by62,
D[∂ˆ, Gˆ[∂ˆ, Gˆ]] + i[ερˆ3 − ∆ˆ + diag[~h · ~τ , (~h · ~τ)T ], Gˆ] = 0,
(3)
where T denotes transpose, ρˆ3 and ~τ are 4 × 4 and 2 × 2
Pauli matrices, respectively. The matrices are defined in the
Nambu and spin spaces which are given in Appendix. Here
D is diffusive constant of the highly impure medium and the
brackets imply commuter algebra.62 The gradient operator is
written shorthand as ∂ˆ, such that ∂ˆ = (∂x, ∂y, ∂z), which for
our one dimensional system reduces simply to ∂x. Here ∆ˆ is
a 4× 4 matrix that is defined as follows:62
∆ˆ =
 0 0 0 ∆0 0 −∆ 00 ∆∗ 0 0
−∆∗ 0 0 0
 . (4)
In the ferromagnet regions, the superconducting gap energy
∆ in Eq. (3), should be equal to zero while in the diffusive
nonmagnetic superconducting layers, the exchange energy ~h
is set equal to zero. The proximity effect that governs the
interaction between the differing media is accounted for by
the appropriate boundary conditions at the junctions and in-
terfaces. To accurately model realistic barrier regions, we use
Kupriyanov-Lukichev boundary conditions at both SF inter-
faces near the end of the sample;35
ζ(Gˆ∂ˆGˆ) · ~n = [GˆBCS(θL,R), Gˆ], (5)
where ~n is a unit vector normal to the interface. The leak-
age of correlations are governed by the parameter ζ, which
depends on the resistance of the interface and the diffusive
normal region.6,29,30 The bulk solution, GˆBCS(θL,R), for an s-
wave superconductor is;62
GˆRBCS(θL,R) =[
1 cosh(ϑL,R(ε)) iτ2 sinh(ϑL,R(ε))e
iθL,R
iτ2 sinh(ϑL,R(ε))e
−iθL,R −1 cosh(ϑL,R(ε))
]
,(6)
ϑL,R(ε) = arctanh(
| ∆L,R |
ε
).
We write ∆L,R for the superconducting gap in the leftmost (L)
and rightmost (R) bulk superconductors. On the other hand,
we assume that the other interfaces are fully transparent (no
insulating layer) for both composite SFS Josephson junction
configurations.
The Usadel equation in the general form given above, in-
volving the magnetic exchange field with arbitrary orienta-
tion, leads to 8 coupled complex partial differential equations,
even in the low proximity limit where the equations can be lin-
earized. It should be reiterated in passing that the interaction
between inhomogeneous ferromagnets and s-wave supercon-
ductors leads to triplet correlations with nonzero projection
along the spin quantization axis.11 Therefore, we may assume
that the Green’s function describing such systems can be con-
sidered as a summation of singlet (S) and triplet (~T) compo-
nents (spin parameterization).11,52 We thus write52,63:
fˆ(ε) = i(S(ε) + ~T(ε).~τ)τy, (7)
where ~τ = (τx, τy, τz) is a vector comprised of Pauli matri-
ces. If we now substitute this decomposition of the anomalous
Green’s function into the Usadel equation Eq. (3), we end up
with the following coupled set of differential equations:
D
{∓∂2xTx(−ε) + i∂2xTy(−ε)}+ i {−2ε(∓Tx(−ε) + iTy(−ε))∓ 2S(−ε)(hx ∓ ihy)} = 0, (8)
D
{∓∂2xS(−ε) + ∂2xTz(−ε)}+ i {∓2Tx(−ε)hx ∓ 2Ty(−ε)hy − 2(∓S(−ε) + Tz(−ε))(ε± hz)} = ±2i∆MeiθM , (9)
D
{∓∂2xT∗x(ε)− i∂2xT∗y(ε)}+ i{±2(hx ± ihy)S∗(ε)− 2ε(∓T∗x(ε)− iT∗y(ε))} = 0, (10)
D
{∓∂2xS∗(ε) + ∂2xT∗z(ε)}+ i{2(−ε± hz)(∓S∗(ε) + T∗z(ε))± 2hxT∗x(ε)± 2hyT∗y(ε)} = ∓2i∆Me−iθM . (11)
Since we need to solve the Usadel equations in the central S
layer, we denote the superconducting gap in this region by
∆M , with macroscopic phase θM . If the decomposition in
Eq. (7) is substituted into the Kupriyanov-Lukichev boundary
conditions (Eq. (5)), the following differential equations must
4be satisfied at the left SF interface:30
(ζ∂x − c∗(ε))(∓Tx(−ε) + iTy(−ε)) = 0, (12)
(ζ∂x − c∗(ε))(∓S(−ε) + Tz(−ε)) = ∓s∗(ε), (13)
(ζ∂x − c∗(ε))(∓T∗x(ε)− iT∗y(ε)) = 0, (14)
(ζ∂x − c∗(ε))(∓S∗(ε) + T∗z(ε)) = ±s∗(ε). (15)
Here we define the following expressions for s(ε) and
c(ε),10,11,62
s(ε) =
−∆sgn(ε)Θ(ε2 −∆2)√
ε2 −∆2 +
i∆Θ(∆2 − ε2)√
∆2 − ε2 , (16)
c(ε) =
| ε | Θ(ε2 −∆2)√
ε2 −∆2 −
iεΘ(∆2 − ε2)√
∆2 − ε2 , (17)
in which Θ(x) represents a step-function. Likewise, perform-
ing the same decomposition for the right FS interface and as-
suming that both outer superconducting terminals have equal
superconducting gaps ∆L = ∆R = ∆, the Kupriyanov-
Lukichev boundary conditions become:30
(ζ∂x + c
∗(ε))(∓Tx(−ε) + iTy(−ε)) = 0, (18)
(ζ∂x + c
∗(ε))(∓S(−ε) + Tz(−ε)) = ±s∗(ε), (19)
(ζ∂x + c
∗(ε))(∓T∗x(ε)− iT∗y(ε)) = 0, (20)
(ζ∂x + c
∗(ε))(∓S∗(ε) + T∗z(ε)) = ∓s∗(ε). (21)
To investigate the system, the transformed coupled differential
equations and associated boundary conditions must be solved
using geometrical and material parameters that are experimen-
tally appropriate. Unfortunately, this complicated system of
coupled differential equations can be simplified and decou-
pled for only a limited range of parameters and configurations.
When such simplifications are possible, the equations have the
advantage that sometimes they can lead to analytical results.
However, for our complicated multilayer configurations, nu-
merical methods are the most efficient and sometimes the only
possible routes to investigate the relevant transport properties.
One of the most important physical quantities related to
transport is the supercurrent that is generated from the macro-
scopic phase differences between superconducting terminals
separated by a ferromagnet. To determine the charge super-
current, we consider the general expression for the charge cur-
rent density in the steady state. This involves the Keldysh
component of total Green’s function via,11,62,63
Jx(x) = J0
∫
dεTr{ρˆ3(Gˆ[∂ˆ, Gˆ])K}. (22)
Here J0 is a normalization constant equal to eN0D/8 in which
e is the electron charge andN0 is the density of states of a nor-
mal metal at the Fermi surface. To derive a tractable expres-
sion for the charge supercurrent density, the Advanced and
Keldysh blocks of the Green’s function are obtained from the
previously mentioned relations above that relate theA,R, and
K blocks stemming from Eq. (7). We assume that the current
is flowing along the x axis, normal to the interfaces located in
the yz plane (see Fig. 1). After some lengthy calculations, we
arrive at the current density:
J(x) = J0
∫ ∞
−∞
dε {
S(ε)∂xS∗(−ε)− S(−ε)∂xS∗(ε) + S(ε)∗∂xS(−ε)−
S(−ε)∗∂xS(ε)− ∂xTx(−ε)T∗x(ε) + ∂xTx(ε)T∗x(−ε)−
∂xT∗x(−ε)Tx(ε) + ∂xT∗x(ε)Tx(−ε)− ∂xTy(−ε)T∗y(ε)+
∂xTy(ε)T∗y(−ε)− ∂xT∗y(−ε)Ty(ε) + ∂xT∗y(ε)Ty(−ε)−
∂xTz(−ε)T∗z(ε) + ∂xTz(ε)T∗z(−ε)− ∂xT∗z(−ε)Tz(ε)+
∂xT∗z(ε)Tz(−ε)} tanh(εβ/2). (23)
As can be seen, the integration covers the entire quasiparti-
cle energy spectrum. To obtain the charge supercurrent, it
is necessary to integrate the current density along y over the
junction width W . Since we assume that our system is trans-
lationally invariant along the y direction, the current density
must of course also be y-independent. It is convenient then in
the results that follow, to normalize the supercurrent, I(x), by
I0 ≡WJ0. Having now outlined our general method and nu-
merical approach, we proceed to present our numerical results
and study the supercurrent for particular cases of SFSFS and
SFSFFS Josephson junctions.
III. RESULTS
In presenting our numerical results, we decompose the gen-
eral charge supercurrent density [Eq. (23)] into each of its four
components. The associated supercurrent subsequently has
the components,
IS0(x) = I0
∫ ∞
−∞
dε {S(ε)∂xS∗(−ε)− S(−ε)∂xS∗(ε)+
S∗(ε)∂xS(−ε)− S∗(−ε)∂xS(ε)} tanh(εβ/2), (24)
ISx(x) = I0
∫ ∞
−∞
dε {−∂xTx(−ε)T∗x(ε) + ∂xTx(ε)T∗x(−ε)
−∂xT∗x(−ε)Tx(ε) + ∂xT∗x(ε)Tx(−ε)} tanh(εβ/2), (25)
ISy(x) = I0
∫ ∞
−∞
dε
{−∂xTy(−ε)T∗y(ε) + ∂xTy(ε)T∗y(−ε)
−∂xT∗y(−ε)Ty(ε) + ∂xT∗y(ε)Ty(−ε)
}
tanh(εβ/2), (26)
ISz(x) = I0
∫ ∞
−∞
dε {∂xTz(−ε)T∗z(ε) + ∂xTz(ε)T∗z(−ε)
−∂xT∗z(−ε)Tz(ε) + ∂xT∗z(ε)Tz(−ε)} tanh(εβ/2). (27)
The total charge current, Itot(x), is thus the sum,
Itot(x) = IS0(x) + ISx(x) + ISy(x) + ISz(x), (28)
where IS0 denotes the singlet supercurrent component. We
take the axis of spin quantization to lie along the z direc-
tion throughout the whole system, and thus the components
ISx, ISy, represent the equal-spin triplet components with to-
tal spin projection ofm = ±1 on the axis of spin quantization,
while ISz , corresponds to opposite spin triplets with m = 0,
and a total spin projection of zero.1,11,29,58,63 The decomposi-
tion of the supercurrent into the singlet and triplet components
5-0.07
-0.04
0
0.04
0.07
I t o
t( x
) / I
0
 
 
-0.04
-0.02
0
0.02
<
 
I S
=
0( x
) / I
0 
>
 
 
-0.01
0
0.01
0.02
<
 
I S
y( x
) / I
0 
>
-0.04
-0.02
0
0.02
0.04
<
 
I S
z
( x )
/ I 0
 
>
0 0.5 1
0
0.01
0.02
0.03
0.04
I t o
t( x
) / I
0
β2/pi
 
 
0 0.5 1
-0.01
0
0.01
<
 
I S
=
0( x
) / I
0 
>
β2/pi
0 0.5 1
-0.01
0
0.01
0.02
<
 
I S
y( x
) / I
0 
>
β2/pi
0 0.5 1
-0.01
0
0.01
0.02
<
 
I S
z
( x )
/ I 0
 
>
β2/pi
 
 
left   F (F1)
right F (F2)
FIG. 2. (Color online) Total critical supercurrent (Itot), singlet (IS0), and odd-frequency (ISy , ISz) components of the Josephson SFSFS
structure. The current and the average of its components are shown as a function of exchange field orientation, β2 (see Fig. 1). The averages
are taken over the labeled magnetic regions. In the top row we assume dF1 = dF2 = 0.4ξS , and dS = 0.2ξS . While in the bottom row
dF1 = 0.4ξS , dF2 = 0.7ξS , and the thickness of middle superconducting lead is kept unchanged. We set the superconducting phase of the
left, and middle superconductors to be θL = θM = 0 and θR = pi/2 (corresponding to the maximum supercurrent in this case, see text),
respectively.
can also serve to identify the long range contributions to the
supercurrent.29,30,58,63
To begin, we first consider the simpler SFSFS junc-
tion (Fig. 1, part i)). We assume the far left SF inter-
face is located at x = 0 and all interfaces reside in the yz
plane. The thickness of F1, F2, and the middle supercon-
ducting lead are denoted by dF1, dF2, and dS , respectively.
Our theoretical framework permits each F layer to possess
a general exchange field with arbitrary orientation, ~h1,2 =
h0(cos γ1,2 sinβ1,2, sin γ1,2 sinβ1,2, cosβ1,2). To study con-
crete examples, we consider systems with in-plane magneti-
zation orientations where γ1,2 = 0, and thus rotation occurs
in the yz plane. This also implies that β1 and β2 fully char-
acterize the magnetization orientations of F1 and F2, respec-
tively, as illustrated in Fig. 1. The magnetization orientation
of F1 is assumed fixed in the z direction (β1 = 0), while the
magnetization in F2 rotates with angle β2. We assume that
the proximity effects related to the flow of spin-polarized su-
percurrent into the ferromagnetic regions has a negligible ef-
fect on their respective magnetizations.21 This assumption is
frequently used in most of the theoretical works on the fer-
romagnetic multilayer Josephson configurations.10,11 As men-
tioned above, we also assume the macroscopic phases of the
three superconducting leads (left, middle, and right), θL, θM ,
θR, are controlled externally.21 Throughout our calculations,
we consider a low temperature of T = 0.05Tc, and a fer-
romagnetic strength given by the exchange field magnitude
|~h1,2| = h0 = 10∆0. Here Tc is the superconducting critical
temperature and ∆0 is the superconducting gap at zero tem-
perature, also we set kB = ~ = 1. In this paper, all energies
are normalized by ∆0 while lengths are normalized by ξS , the
superconducting coherence length. Since we have considered
the low proximity tunneling limit in the diffusive regime, the
interface transparencies affect the strength of the leakage of
superconducting proximity correlations. In our actual calcu-
lations we have set ζ = 4 which is consistent with the low
proximity limit.
We first discuss the current phase relations, which are im-
portant for determining the experimentally relevant critical
current, and the fundamental nature of resistanceless transport
through junctions. When permissible, exact analytical cur-
rent phase relationships can reveal more about the fundamen-
tal physics involved, and the important role of phase-coherent
transport in Josephson junctions for practical device develop-
ment. Also, since we have considered the low proximity limit
in the diffusive regime, higher order harmonics are washed
out.10 As mentioned in passing, exact analytical expressions
are generally impossible in the types of systems considered
here due to the complicated complex partial differential equa-
tions involved. Nonetheless, we were still able to extract sim-
ple current-phase relations from the full numerical results. We
found that if the thickness of the middle superconductor is suf-
ficiently thin, the coupling between the two outer supercon-
ductors results in supercurrent flow in the magnetic regions
that obeys sinusoidal current-phase relations involving com-
binations of the three superconducting phases. Our numerical
investigations have found that for our regimes of interest, the
current phase relation in F1 region obeys;
IL = I1 sinϕLR + I2 sinϕLM + I3 sinϕRM sinϕLM , (29)
where ϕLR = θL − θR, ϕLM = θL − θM , and ϕRM =
θR − θM . Here I1,2,3 are constants which in general de-
pend on geometry (dF1, dF2, dS), temperature T , exchange
fields ~h1,2, and interface transparencies ζ. In determining
the current-phase relation above, several systematic investiga-
tions were numerically performed involving the macroscopic
phases in each of the three terminals. Of the three phases,
θR, θL, and θM , the supercurrent is calculated by varying one
phase, e.g., θR, while the other two are kept fixed. This pro-
cess is repeated for several differing fixed phases (say, θL and
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FIG. 3. (Color online) The Josephson current and its components (singlet (IS0) and odd-frequency triplet (ISy,z)) vs position in an SFSFS
junction for four values of the superconducting phase in the right terminal: θR = pi/8, pi/4, 3pi/8, pi/2. We set dF1 = 0.4ξS , dF2 = 0.7ξS ,
dS = 0.2ξS , and θL = θM = 0. The top row represents results where β2 = pi/8 while the bottom row shows results for β2 = 7pi/8.
Throughout the paper we assume the exchange field direction in F1 is oriented in the z direction, so that β1 = 0. Different magnetic and
superconducting regions are separated by vertical lines and marked by F1, F2, and S.
θM ). This procedure also reveals the precise form of the coef-
ficients I1,2,3, which generally vary as the system parameters
change. Below we present concrete examples that illustrate
the relevant terms in the current-phase relation of Eq. (29).
Unless otherwise noted, we set θL = θM = 0 and numer-
ically vary θR. The precise nature of supercurrent transport
in our three-terminal spin switch hinges crucially on not only
the phase of the central S layer, but also its width. The ge-
ometrical effects of the central S layer can be seen in the
limit of large dS (dS  ξS) where we find IL = 0. This
can be understood by noting that since ϕLM = 0, we have
IL = I1 sinϕLR. Consequently for large dS , the tunneling
of quasiparticles through the middle S region is highly sup-
pressed, giving I1 = 0 ⇒ IL = 0. For middle layers that are
moderately thick (on the order of a few ξS), the last term in
Eq. (29) implies (forϕLM , ϕRM 6= 0) the two outer supercon-
ducting terminals are not entirely isolated from one another
however. The effects of this coupling-term will be discussed
in more detail below. Although we consider three supercon-
ducting terminals in serial, our findings are consistent with
Ref. 64 where a cross diffusive ferromagnetic four-terminal
Josephson transistor is studied. We have found that the sinu-
soidal relations are generally valid for the supercurrent when
the relative magnetizations of the F layers are non-collinear.
The relations (Eq. (29)) can thus be considered guides in de-
termining phase differences that lead to optimal current flow.
One such possibility involves the choice of θR = pi/2, which
according to the sinusoidal relations, corresponds to maxi-
mum supercurrent flow, or equivalently the critical current,
for the case when θL = θM = 0, and where the middle S is
sufficiently thin (I1 6= 0, see Fig. 2). In other words, the crit-
ical current in a moderately thin middle S electrode and fixed
θL = θM = 0 occurs at θR = pi/2. We discuss below the
benefits of situations where θL 6= θM .
Figure 2 exhibits the total Josephson current and its spa-
tially averaged components through both ferromagnetic re-
gions of the SFSFS system (Fig. 1 i)), versus magnetiza-
tion orientation of F2 layer. We assume the magnetization
orientation of F1 is fixed along the z axis (spin quantization
axis) while the exchange field in F2 makes an angle β2 with
the z axis in the yz plane. This leads to vanishing Tx, and
Ty components of the Green’s function in F1. As discussed
earlier, the macroscopic phase of the left and middle super-
conducting leads are θL = θM = 0 while θR = pi/2. The
top row of the figure corresponds to equal-thickness mag-
nets, with dF1 = dF2 = 0.4ξS , whereas the bottom row
is for the same parameter set except now dF1 = 0.4ξS and
dF2 = 0.7ξS . In both cases, we consider a rather thin S lead
namely, dS = 0.2ξS . As can be seen, the total current in both
F1 and F2 depends on the magnetization rotation of F2. In
the top row, the supercurrent in both F1 and F2 behave simi-
larly. The current is positive when the relative magnetizations
are in the parallel state (β2 = 0), and then the current changes
direction in the F1 layer after β2 = pi/2, corresponding to per-
pendicular relative magnetization directions, and transition to
a pi state. Turning now to the individual components of the
supercurrent, we see from the top panel of Fig. 2 that the sin-
glet contribution, IS0, follows some similar trends as the total
current, but with different magnitudes. The average behav-
ior of IS0 over the F regions are shown to both vanish at the
same β2, indicating that the singlet part of the total super-
current changes sign within the magnets. The possible spin-
polarization effects due to the magnetization misalignment of
the two F layers is revealed in the odd-frequency triplet con-
7tributions, ISy, and ISz . The plots clearly demonstrate that the
spin-1 projection of the triplet current, ISy, peaks in F2 when
the relative magnetizations are nearly orthogonal (β2 ≈ pi/2),
corresponding to nearly complete magnetization alignment
along y. The ISy component meanwhile vanishes in F1 as
expected since the magnetization is aligned with the z quan-
tization axis. The odd-frequency component, ISz , is typically
finite in both magnets, possessing its largest value when their
relative magnetizations are aligned along z. There is no aver-
age current flow when the relative magnetizations are approx-
imately orthogonal (β2 = pi/2). Therefore, the device may
also be viewed as a charge supercurrent switch controlled by
magnetization orientation.
The bottom set of panels demonstrate that for differing F
layer thicknesses the magnetization rotation can render one
part of the system to be in a 0-state and the other to be in the pi
state. This suggests a 0-pi spin switch that can arise by simply
rotating the magnetization orientation in one of the ferromag-
netic layers. Since hx = hy = 0 in F1, we have the Tx and
Ty contributions to the supercurrent vanishing (see Eq. (23)).
This is consequently also observed in the averaged equal-spin
triplet current, ISy(x). Note that we do not consider magne-
tizations out of plane, and therefore ISx(x) necessarily van-
ishes throughout the system. To pinpoint the precise behav-
ior of the total supercurrent and its spatially averaged triplet
components, it is insightful to study their explicit spatial de-
pendence.
In Fig. 3, we therefore illustrate the total charge super-
current and its components as a function of position inside
the three-terminal junction. Two representative angles β2 =
pi/8 and 7pi/8 are chosen, and four different phases of the
right superconductor, θR, are considered: pi/8, pi/4, 3pi/8,
and pi/2. The total current is piecewise constant in each
non-superconducting region, reflecting local charge conser-
vation. The central S region, however, acts as an external
source of Cooper pairs, and thus the charge current in that
region will acquire a position-dependence profile. This can
be verified by considering the second set of panels from the
left in Fig. 3, which depict the singlet contribution, IS0(x),
as a function of position. The outer s-wave superconducting
leads combined with the inhomogeneous magnetization pro-
vided by the two F layers, induces odd-frequency triplet cor-
relations that naturally are location-dependent as well. This is
observed in the other remaining panels. The middle S layer
is void of any equal-spin, odd-frequency triplet correlations
(ISy), but is populated with triplet ISz superconducting cor-
relations that clearly depend on β2 and θR. Examining the
panels of Fig. 3, it is seen that the odd-frequency triplet com-
ponent with nonzero spin projection, ISy(x), vanishes in S.
This is in contrast to the ISz(x) contribution, which is con-
stant inside the middle S terminal and equal to its value at
the S/F interface. Thus within the middle S lead, the nonde-
caying odd-frequency triplet component, ISz , and the singlet
component, IS0, have a direct influence on supercurrent con-
trol. For this reason, within the F1 region, the net supercurrent
flow is seen to be due to the competition solely between IS0
and ISz (since ISy vanishes there), and which sometimes are
oppositely directed. Magnetization rotation in F2 can thus re-
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FIG. 4. (Color online) Total maximum supercurrent in each F
region against β2, the magnetization orientation of F2 in SFSFS
junction. Also, the magnetization in F1 is fixed along the z axis,
i.e., β1 = 0. Here a thick middle S terminal is considered with
dS = 4.0ξS corresponding to several tens of nanometers and dF1 =
0.4ξS , dF2 = 0.7ξS . (a) the macroscopic phase of the middle S
terminal is fixed at θM = pi/4 while in (b) this quantity is set to
zero, θM = 0. In both cases, the macroscopic phase of the left su-
perconducting terminal is θL = 0 while θR varies in order to find the
maximum supercurrent.
sult in total supercurrent flow there that is opposite to that of
F1. Consequently the system resides in a composite 0- and
pi-state. Since the supercurrent is conserved inside the non-
superconducting regions, this also implies that within the cen-
tral S layer itself, the total supercurrent must undergo a rever-
sal in direction.
As mentioned above, for large middle S layer widths, dS ,
and θL − θM = 0, the outer S terminals should generally
become decoupled, making it impossible to manipulate the
current flowing in F1 via magnetization rotation in F2. By ex-
ternally tuning the macroscopic phase of the middle S layer
however, the total maximum charge current in F1 can now be
controlled by the rotation of magnetization in F2. This is illus-
trated in Fig. 4, where the total current in each magnetic region
of a SFSFS structure is plotted versus the magnetization ori-
entation of F2 layer, β2. As before, the magnetization of F1 is
fixed along the z axis, i.e., β1 = 0. The thicknesses of the F
layers are dF1 = 0.4ξS , and dF2 = 0.7ξS , while a relatively
thick middle S layer is set to dS = 4.0ξS . This choice of dS
permits an analysis of the coupling and supercurrent roles of
the middle S terminal. The superconducting phase of the left
S terminal is fixed at θL = 0, whereas θR varies over [0, 2pi]
to determine the maximum supercurrent flow. In Fig. 4(a),
the macroscopic phase of the middle S terminal is equal to
θM = pi/4. As seen there, the supercurrent in F2 is insensi-
tive to magnetization direction, β2. This is consistent with the
fact that charge supercurrent in a single SFS junction must
be constant and independent of magnetization rotation. This
is contrary to the supercurrent behavior in F1, where varia-
tions are shown as the magnetization vector rotates. In a way
similar to what was observed in Fig. 3, the odd-frequency
triplet current in F2 is partially propagated through the middle
S electrode into F1. The transport of these superconducting
correlations into F1 constitute a coupling mechanism between
the outer S banks. Therefore, the odd-frequency triplet corre-
lations and even-frequency singlet correlations together result
8in changes to the supercurrent in F1 by magnetization rotation
of F2.
In Fig. 4(b) we further explore the proximity effects related
to the width of the middle S terminal, where it now has a
phase of zero (θM = 0). It is evident that the total criti-
cal supercurrent in F2 is non-zero and constant for all values
of magnetization orientations, due to the nonzero phase dif-
ference between the middle and right S terminals. However,
the supercurrent in F1 vanishes despite a phase difference be-
tween the outer S terminals. This clearly demonstrates that
for sufficiently thick middle S terminals and proper choice of
phase differences, the outer S electrodes can become decou-
pled. We may summarize our results using Eq. (29) in the
following way: For a supercurrent in F1 and thick middle S
layer, dS  ξS , we have, I1 → 0. If we set then ϕLM = 0,
no current flows through F1 (see Fig. 4(b)). For the case of a
thin middle S layer, and ϕLM = 0, the first term in Eq. (29)
demonstrates that the magnitude of the supercurrent in F1 is
largest when |θL − θR| = pi/2, in accordance with Fig. 2.
When θR − θM 6= 0, and θL − θM 6= 0, the third term in
Eq. (29) contributes to the generation of supercurrent (in addi-
tion to the non-zero second term). Interestingly, this coupling
term involves the product of sinϕRM and sinϕLM , which for
our parameters, and S layers a few ξS thick, is the dominant
term in Eq. (29). In this case, the coupling term reveals itself
only in F1 where there is a negative phase gradient, from right
to left (see Fig. 4(a)). Thus, one may conclude that, e.g., if we
set θL < θM < θR, the middle S layer mediates supercurrent
flow through F1 via magnetization rotation in F2.
It is important to note that we have directly solved the Us-
adel equations (Eqs. (8)) in the F regions and the middle S
electrode together with appropriate boundary conditions Eqs.
(12) and (18). This way, we match the Green’s function at the
interfaces and thus the interaction of adjacent F regions for
relatively thin middle S electrodes can be fully accounted for.
If on the other hand, one uses the bulk solution given by Eq.
(6) for the middle S electrode instead of solving the appro-
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FIG. 5. (Color online) (a) Supercurrent in a SFSFFS junction
where β1 = 0, β2 = pi, and β3 is varied. The geometrical parameters
correspond to dS = 0.2ξS , dF1 = 0.4ξS , and dF2 = dF3 = 0.3ξS .
(b) Josephson current in the same structure with the same magne-
tization orientation, but now with dF2 = 0.45ξS , dF3 = 0.15ξS ,
and unchanged dS . As done previously, we set θL = θM = 0 and
θR = pi/2. The supercurrent is conserved within each magnetic
layer (see Figs. 1 and 3). Thus the current is the same in the double
ferromagnet regions as clearly seen in Fig. 6.
priate equations, the middle S region prohibits any transport
between the adjacent F regions similar to the dS  ξS regime
discussed earlier.
We now introduce additional magnetic inhomogeneity into
the system by considering a more complicated SFSFFS
structure as shown in part ii) of Fig. 1. The maximum value
of the total charge current is shown in Fig. 5 over two regions:
The F1 region, and the F2/F3 double layer. Here the geomet-
rical parameters correspond to dF2 = dF3 = 0.3ξS (panel
(a)) and dF2 = 0.45ξS , dF3 = 0.15ξS (panel (b)). In both
cases, dF1 = 0.4ξS , and dS = 0.2ξS (this value of dS is cor-
respond to the thin middle S electrode discussed earlier). We
also set the phases, θL = θM = 0, and θR = pi/2. We vary the
magnetization of the F3 layer, β3, while fixing β1 = 0, and
β2 = pi. Thus the magnetization in F1 is oriented along z,
antiparallel to F2. As can be seen, the supercurrent direction
and magnitude in each F region can be controlled by the mag-
netization orientation in F3. In panel (a) the total current in
each ferromagnet is directed oppositely over the whole angu-
lar range of β3, except for β3 ≈ pi/2 corresponding to magne-
tizations nearly orthogonal to the other two. In this case, there
is a vanishing of the supercurrent in all F regions. The rever-
sal of supercurrent direction in the F segments upon varying
the magnetization orientation in the F3 region, is in stark con-
trast to the findings of the previous SFSFS case (bottom row
of Fig. 2), where similar geometrical parameters were used.
There the supercurrent changes direction in F1 whereas it re-
mains unchanged in F2 by varying β2 for the dF1 = 0.4ξS ,
and dF2 = 0.7ξS case (where dF2 > dF1). However, for
the SFSFFS junction with equal F2, F3 thicknesses (with
dF2 + dF3 > dF1), and parameters given in Fig. 5(a), we
find the system has the 0 and pi states coexisting over nearly
the whole angular range of β3. An exception occurs near
β3 ≈ pi/2 and 3pi/2, where the supercurrent vanishes. It is
also seen in Fig. 5 that the 0- and pi-states exchange locations
upon varying the magnetization rotation β3. In other words,
the coexistence of 0- and pi-states in the SFSFS junction is
now enhanced in the SFSFFS case. This interesting effect
in SFSFFS junctions tends to wash out when dF2 6= dF3
(see Fig. 5(b)). It is apparent that the transport characteris-
tics of SFSFFS Josephson junctions can be highly sensi-
tive to the geometrical parameters and magnetization patterns.
Clearly, the addition of the F3 layer increases the possible tun-
able parameters, e.g., its width and magnetization orientation,
so that more possibilities arise for spin switching and super-
current control.
The behavior of the supercurrent as a function of magne-
tization variation in F3 (Fig. 5) is consistent with the local
spatial profile of the total supercurrent and its even and odd
frequency components, exhibited in Fig. 6. In particular, the
top panels illustrate that the total supercurrent is positive in
throughout the F1 region and then as β3 increases, the current
switches direction, becoming negative. The reverse trends are
observed in the remaining ferromagnet regions, F2 and F3, in
accordance with Fig. 5(a). The valve effect is clearly identi-
fied for the perpendicular magnetic configuration (β3), where
the supercurrent nearly vanishes throughout the entire system.
Turning now to the individual components of the total super-
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FIG. 6. (Color online) SFSFFS junction (see Fig. 1). The spatial profiles of the Josephson supercurrent and its components (singlet (IS0)
and odd-frequency triplet (ISy,z)). The two magnetizations in F1 and F2 are fixed in an antiparallel configuration (β1 = 0, β2 = pi) and three
different magnetic orientations, β3, are considered for F3. The macroscopic phases, as before, are set to θL = θM = 0 and θR = pi/2. In
all cases, the width of F1 and middle S electrode are fixed at dF1 = 0.4ξS and dS = 0.2ξS , respectively. The other geometrical parameters
correspond to (a) top row: dF2 = dF3 = 0.3ξS , and (b) bottom row: dF2 = 0.45ξS , dF3 = 0.15ξS . The vertical lines identify the interfaces
of the junction among the magnetic and superconducting regions labeled by F1, F2, F3 and S, respectively.
current, we see that although the current must be uniform in
the F regions, the even and odd frequency contributions can
have complicated spatial behavior. The spin-1 triplet compo-
nent, ISy, is shown to vanish when all three magnetizations
are collinear, which occurs when β3 = pi. As expected, it
vanishes in the F1 and F2 regions for all β3 since the relative
magnetization there is always collinear. When the ferromag-
net layers have magnetizations that are no longer collinear,
spin-1 triplet correlations can be generated, which is largest in
F3 for β3 = pi/2.32 On the other hand, the triplet component,
|ISz| is largest when the magnetization angle corresponds to
values closer to the z spin quantization axis, which in this case
are β3 = pi/8 and pi. Although similar trends are observed
when considering unequal F widths (bottom row), the config-
uration involving larger dF2 and e.g., β3 = pi/8 permits ISz
to establish a maximum in F2 and subsequent decline towards
the middle S, so that there is a greater contribution to negative
total current flow compared to the symmetric case in the row
above.
IV. CONCLUSIONS
In conclusion, we have considered SFSFS and SFSFFS
systems which have been recently realized experimentally and
are expected to have potential applications in the next gen-
eration of memories and quantum computers.2–4,6,17–21,65–67
We have considered the broadly accessible diffusive regime,
which is applicable to many experimental conditions. Using
the Keldysh-Usadel quasiclassical method, we demonstrated
that in SFSFS and SFSFFS systems the behavior of the
supercurrent in a given SFS segment can remarkably be con-
trolled simply by the magnetization orientation in the other
ferromagnetic regions. We have shown that 0-pi state profiles
of each junction segment is controllable by means of magne-
tization rotation. Particularly, the magnetization rotation can
render one part of the junction to be in a 0 state while the
other can be in a pi state. In other words, the system can be
in both a 0 and pi state configuration: a three-terminal 0-pi
spin switch. We have investigated the current-phase relations
in such structures numerically, and formulated our findings.
Our results revealed that a relatively thick middle S electrode
can act as an external source of supercurrent or can effectively
limit the spin-tuned transport through the system, depending
on the macroscopic superconducting phases. We have ana-
lyzed the origin of such aspects by decomposing the total su-
percurrent into its even-frequency singlet and odd-frequency
triplet components. We have shown that the triplet correla-
tions propagate through the middle superconductor terminal
without any decline in their amplitude. This is suggestive of a
superconducting spin-switch with controllable charge super-
current using the magnetization rotation of a ferromagnetic
layer constituting the SFSFS and SFSFFS systems.
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V. PAULI MATRICES
In Sec. II we introduced the the 2× 2 Pauli matrices in spin
space. They are denoted by ~τ = (τ1, τ2, τ3), and given by,
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
.
We also introduced the 4× 4 matrices ~ˆρ = (ρˆ1, ρˆ2, ρˆ3):
ρˆ1 =
(
0 τ1
τ1 0
)
, ρˆ2 =
(
0 −iτ1
iτ1 0
)
, ρˆ3 =
(
τ0 0
0 −τ0
)
.
To simplify expressions, it is also convenient to use the fol-
lowing definitions:
τ0 =
(
1 0
0 1
)
, ρˆ0 =
(
τ0 0
0 τ0
)
.
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