Abstract. Spectral computed tomography (SCT) has advantages in multienergy material decomposition for material discrimination and quantitative image reconstruction. However, due to the nonideal physical effects of photon counting detectors, including charge sharing, pulse pileup and K -escape, it is difficult to obtain precise system models in practical SCT systems. Serious spectral distortion is unavoidable, which introduces error into the decomposition model and affects material decomposition accuracy. Recently, neural networks demonstrated great potential in image segmentation, object detection, natural language processing, etc. By adjusting the interconnection relationship among internal nodes, it provides a way to mine information from data. Considering the difficulty in modeling SCT system spectra and the superiority of data-driven characteristics of neural networks, we proposed a spectral information extraction method for virtual monochromatic attenuation maps using a simple fully connected neural network without knowing spectral information. In our method, virtual monochromatic linear attenuation coefficients can be obtained directly through our neural network, which could contribute to further material recognition. Our method also provides outstanding performance on denoising and artifacts suppression. It can be furnished for SCT systems with different settings of energy bins or thresholds. Various substances available can be used for training. The trained neural network has a good generalization ability according to our results. The testing mean square errors are about 1 × 10 −05 cm −2 .
Introduction
Machine learning is a systematic study of systems and algorithms based on processing massive data to enhance performance or enrich knowledge. The neural network is an important algorithm in machine learning. It connects multiple neurons into a network structure and mimics information analysis of biological nerve cells. 1, 2 Neural networks optimize model parameters with respect to training data to minimize a taskbased objective function. 3 In recent years, the neural network has become a hot topic in the field of image recognition, artificial intelligence, etc. It shows excellent performances on various tasks, such as hand-written digit classification, face detection, and image classification. 4 Nowadays, the neural network algorithm is gradually applied to the field of x-ray computed tomography (CT). For example, a convolutional neural network (CNN, or ConvNet) was designed to reduce limited angle artifacts. 5 Residual CNNs were implemented to recover full-view projections from sparse-view CT. 6 A residual U-net was applied to reduce image noise and metal artifact for better image quality. 7 A spectral CT imaging system, based on a photon counting detector (PCD), provides energy spectrum information. However, due to the nonuniformity of detector pixels and the nonideal physical effects of PCD, including charge sharing, pulse pileup, and K-escape, 8 the detected spectrum might be distorted by the nonideal detector response and it is complicated to construct a detector response function. Hence, it is difficult to obtain a comprehensive system spectrum model, which consists of detector response and incident source spectrum. To evaluate system performance and correct the distortion, researchers have proposed different methods to model and calibrate the detector response. Schlomka et al. 9 proposed an empirical detector response model consisting of two Gaussian peaks and a constant background. Based on the proposed model, they calibrated a CdTe detector using 25-to 60-keV synchrotron source. However, synchrotron source might not be commonly available to ordinary labs. Ding et al. 10 used x-ray fluorescence as a calibration source to determine the response of Si detector. The model also consists of two Gaussian peaks and a baseline function. Si detector yields a simpler detector response as there is no k-edge effect. Li et al., 11 on the other hand, proposed an empirical model for CZT detector using x-ray fluorescence as source. Wu et al. 12 proposed a hybrid calibration method utilizing Monte Carlo simulation and experimental results. Geant4 13 was employed to simulate the spreading and broadcasting of electron clouds.
Thus, it is a challenge to build an accurate system model for material decomposition calibration. Some researchers used the tool of the neural network to decomposed materials. A neural network could be used for material decomposition by training images of four different thicknesses of three base materials with a total of 4 3 ¼ 64 combinations. 14 Zimmerman and Schmidt 15 carried out experiments to compare the performance of conventional and neural network-based material decomposition method. The results demonstrated the experimental feasibility of the neural network method. Liao et al. 16 explored the feasibility of neural network in obtaining material decomposition image using single-energy CT and verified it experimentally with clinical patient data. Zhang et al. 17 proposed the Butterfly network to implement material decomposition in an image domain. They verified that the Butterfly network yielded excellent performance in image quality improvement and noise suppression.
We proposed an empirical material decomposition method (EMDM) by polynomial fitting before. 18 Without knowledge of spectral information, virtual monochromatic linear attenuation coefficients of substances of interest are obtained directly through EMDM. Considering the data-driven characteristics of neural network and the theory that a three-layer neural network can perform any continuous mapping, 3 we proposed a method for spectral information extraction for spectral CT using a simple fully connected neural network (FCNN), which does not require the knowledge of spectral information, either. FCNN could output virtual monochromatic attenuation (VMA) maps at arbitrary energies. It is one advantage of our method as virtual monochromatic spectral images are often used in medical imaging. Moreover, using VMA maps we could easily compute electron density and atomic number images as well as material fraction coefficients for material decomposition.
In this task, adequate physical experiments were performed to verify the effectiveness and robustness of the proposed method. The results show that the neural network trained by polychromatic reconstructions of various materials could provide accurate estimation of virtual monochromatic linear attenuation coefficients of other materials with good generalization ability. In our method, the selection of training materials and energy bins is not limited, i.e., all kinds of matters including k-edge materials can be used as training materials. The neural network can simultaneously complete denoising and artifacts suppression. Moreover, our network is simple and easy to train.
Methods

Basic Neural Network Algorithm
An FCNN is made up of large amounts of elementary neurons, which is the basic processing unit in a neural network [shown in Fig. 1(a) ]. Each unit takes weighted inputs from all preceding units and forms a sum with a bias. The processing unit then passes the linear weighted sum through a nonlinear activation function. The sigmoid function, the hyperbolic tangent (tanh) function, and the rectified linear unit (ReLU) 19 are commonly used. A simple basic feed-forward layered structure is shown in Fig. 1(b) . Each processing unit in a layer is fully connected to all units in the succeeding layer. 3 It was proved that an FCNN with one hidden layer can be constructed to approximate any polynomial function. 20 For the output layer, a cost function is generally defined according to tasks. To adjust the weights, the neural network is normally trained by the back propagation algorithm. 1 Additional techniques such as batch normalization 21 can be applied to improve the network training.
Empirical Material Decomposition Method by Polynomial Fitting
The main idea of EMDM proposed before is to approximate the polynomial combinations of polychromatic CT reconstructions to a desired virtual monochromatic linear attenuation coefficient. 18 We successfully conducted experiments on dualenergy imaging to validate the method. Two sets of polynomial weights were obtained by fitting linear attenuation coefficients at two virtual monochromatic energies. The fitting function could be briefly written as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 5 1 3
where c 1 and c 2 are the vectors formed by polynomial weights. μ L and μ H are the polychromatic CT reconstructions in low-and high-energy bin, respectively. Actually, the polynomial combination μ m L μ n H is the reconstruction of p m L p n H , where p L and p H are the polychromatic CT raw data in low-and high-energy bin, respectively. The polynomial order is compositely provided by m and n. μðE 1 Þ and μðE 2 Þ represent the linear attenuation coefficients at virtual monochromatic energies E 1 and E 2 , respectively.
In the study, we found that below the fourth order, the higher the polynomial order was, the better the fitting results were. The relationship between fitting results and polynomial orders was compared by mean squared errors (MSEs) in Fig. 2 : The polynomial fitting results become better as the order of polynomial combination increases, which are illustrated by their MSEs. Two solutions, 25% C 6 H 12 O 6 and 25% NaCl, were two experimental base materials for calibration. In legend, atVME1 and atVME2 are short for "at virtual monochromatic energies E 1 and E 2 ," respectively.
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whereμðE i Þ is the polynomial fitting results and N is the number of pixels of a certain material.
Virtual Monochromatic Attenuation Map for Spectral Computed Tomography Using Fully Connected Neural Network
For material discrimination or medical applications, VMA maps at different energies are often of interest for optimal contrast of materials. Therefore, we aim to obtain VMA maps of scanned objects from polychromatic CT reconstructions in our task. That means, polychromatic CT reconstructions are inputs of our network and VMA maps are to be obtained. Data from known materials are used for training. A whole detailed flowchart of our method is shown in Fig. 3 . In a PCD-based spectral CT system, a set of polychromatic raw data p E i is collected by setting a series of energy bins E i for the detector, where i ¼ 1; 2; : : : ; N E are indices of the energy bin and N E is the total number of energy bins. We denote the line integral in x-ray imaging by operator Ofg. The polychromatic CT reconstructions for each energy bin are
which is a vector of image size and its element is denoted by μ E i ðm; nÞ with ðm; nÞ representing the pixel position. We useẼ to denote the virtual monochromatic energy of interest and μẼ ¼ ½μẼðm; nÞ the corresponding VMA map. The ground truth μẼ can be looked up from National Institute of Standards and Technology (NIST). 22 Ideally, the relationship between μ E i ðm; nÞ; i ¼ 1; 2; : : : ; N E and μẼðm; nÞ is pixel-wise independent. In this case, targeted μẼðm; nÞ is only a function of μ E i ðm; nÞ. Considering the charge sharing effect of PCD and the spatial correlation resulted from CT reconstructions, μ E i ðm; nÞ could be influenced by its neighboring pixels. Hence, we use an image patch P c E i ðm; nÞ centered at ðm; nÞ with a neighborhood of c × c pixels as the network input instead of μ E i ðm; nÞ for a single pixel. The problem then becomes estimation of a scalar output from a vector input. A training sample should be a pair composed of an input of a c × c × N E -dimensional vector and a target of ground-truth value. In reality, multiple VMA maps could be of one's interest. Therefore, μẼðm; nÞ at multipleẼs will be the interested outputs. Consequently, we can set a vector to be the output of the network.
Because of intensive parameters and computations in FCNN, it is important to limit the dimension of the network. Using patches instead of whole images as input is an efficient way to limit the scale of our network. This also helps the convergence and stableness of the training.
Pei et al. 20 made a point that a 70-neuron hidden-layer neural network architecture could demonstrate the idea of conducting two-variable polynomial fitting up to third power. Considering the EMDM performance and the neural network complexity comprehensively, we constructed a five-layer FCNN with 100-70-70-10-2 neurons in each hidden layer, respectively, in this work. The last hidden layer gives outputs (i.e., linear attenuation coefficients at two interested virtual monochromatic energies in our experimental studies). If multiple VMA maps are of request, the last hidden layer would have multiple neurons accordingly. We use tanh function E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 5 3 2
as the activation function in all hidden layers. MSE is used as the loss function for the output layer:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 4 7 7
MSE ¼ 
whereμẼðm; nÞ is the output of the network, and N P is the number of patches in μ E i as well as the number of pixels within regions of interest (ROIs). The setting of ROIs is to enforce data balance, e.g., remove the influence from lots of unimportant background pixels. For the whole implementation of spectral information extraction and multienergy CT reconstruction, training materials or phantoms are scanned using multiple energy bins first. The raw data are reconstructed using a normal spatial reconstruction method. Patches are extracted from resulted polychromatic CT reconstructions and fed to the network for training. The ground truth of VMA coefficients of training materials is used as target in the training phase. The deployment of trained network for actual application is very straightforward. For a practical spectral CT, polychromatic reconstructions are fed into the network patch-by-patch to obtain the VMA coefficients pixel-by-pixel corresponding to the patch center. The virtual monochromatic material attenuation map is aggregated after all patches are processed.
Experiments and Results
Simulation Study
To validate our method, both numerical simulation and practical experiments were performed on dual-energy imaging. First, we conducted simulation experiments. Water (H 2 O) and four aqueous solutions, including sodium chloride (NaCl), glucose (C 6 H 12 O 6 ), copper sulfate (CuSO 4 ), and sodium carbonate (Na 2 CO 3 ), were simulated. The training and testing concentrations are shown in Table 1 . One of the training phantoms and the test phantom are shown in Fig. 4 . We generated a 120 kVp incident spectrum with 1e06 photons. Two energy bins of PCD were set to [30, 50] and [50, 70] keV, respectively. In the projection process, the source-to-isocenter and source-to-detector distances were set to 45 and 90 cm, respectively. In addition, the real PCD response 23 was used in the simulation. A Gaussian noise with a variance of 5 × 10 −6 was added in the simulated projection raw data, so that the polychromatic reconstructions would have almost same noise as practical ones. A filtered back projection algorithm with Ram-Lak filter 24 was used for polychromatic reconstructions. We tested the performance of our network on the estimation of VMA maps at three virtual monochromatic energies (40, 48, and 60 keV) for demonstration.
Patches with size of 5 × 5 were used in this experiment. That is to say, a training sample would be a 50-D vector (i.e., 5 × 5 × 2) and corresponding target is a two-dimensional vector. In total, about 36,000 samples were constructed as the training dataset. About 80% of samples were used for training and the other 20% for validation. To balance solution-data and air-data in training, only a few patches of air were randomly taken into training process considering their high repeatability, e.g., the patches of air equaled to the mean patches of all solutions. The optimizer was simple stochastic gradient descent and learning rate in this training was 0.03.
All of the training process was running under Mathworks ® MATLAB 2017b on a PC with an Intel I7-3770 3.50 GHz CPU and a NVIDIA GeForce GTX TITAN GPU if needed. Both MATLAB Neural Network Toolbox and MatConvNet MATLAB Toolbox 25 could be used for training. It only costed less than one second for an epoch when using MATLAB Neural Network Toolbox with GPU acceleration.
In this task, after 4957 epochs, the resulting MSE of training was 1.32 × 10 −05 cm −2 , which was stopped by 100 validation checks. (100 validation check means validation performance has increased >100 times since the last time it decreased. This is from the definition of MATLAB.) The training of this network converges well. The resulted VMA coefficients of testing phantom at three monochromatic energies (shown in Fig. 5 ) are accurate, which are evaluated by mean relative error (MRE, %) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 2 5 8 MRE ¼ jmeanðμẼÞ−μẼj μẼ (5) and MSE of the local regions for all solutions (listed in Table 2 ). It shows good generalization ability of the trained FCNN.
Practical Experiments
Experiments setup
We also verified our method and FCNN on practical experiments, using both dual-energy imaging and k-edge imaging. The experiments were conducted on a laboratory spectral CT system with an XC-Flite X1 PCD with 750-μm-thick CdTe crystal. The PCD consists of 1536 × 128 pixels with a pixel size of 100 μm × 100 μm. The x-ray generator was set to 80 kVp and 1 mA. According to the equivalent-incident-photons strategy of setting energy bins, three empirical energy bins of PCD ([25.3, 32 .5], [32. 5, 46.9] , and [46.9; ∞) keV) were set for this study. For imaging scan, the source-to-isocenter distance was set to 48.5 cm and the source-to-detector distance was 74.7 cm. We built phantoms of water (H 2 O) and seven different aqueous solutions for training our neural network, including Fig . 6 The attenuation distribution map of all solutions used in training in dual-energy imaging. The linear attenuation coefficient at 34 keV (on x-axis) and at 43 keV (on y-axis) of a certain solution describe a "*" in the distribution map. Fig. 6 ). For k-edge imaging, sodium iodide (NaI) was additionally used for training as well. The trained network was tested on scanning some other unsaturated concentrations of these solutions. The concentrations used for training and testing are shown in Table 3 .
Dual-energy imaging
For dual-energy CT imaging, we used polychromatic raw data of two energy bins ([25.3, 32.5] and [32.5, 46.9] keV) and set two virtual monochromatic energies of interest for demonstration, E 1 ¼ 34 keV andẼ 2 ¼ 43 keV. Training phantoms were made up of all solutions in Table 3 except NaI. Each solution was contained in a 14-mm diameter test tube and each phantom consisted of several test tubes. FCNN training was conducted in the same way as in the simulation. The resulting MSE over the whole training dataset was 3.39 × 10 −05 cm −2 .
For generalization ability, we took two of testing phantoms for examples to illustrate (shown in Fig. 7 ). Testing phantom I Table 3 The solutions used in practical experiments. All solutions except NaI were used in dual-energy imaging. All solutions were used in k -edge imaging. We also compared the results from FCNN with results from EMDM through evaluating performance by MRE and MSE of each regional solution. Figure 8 shows that FCNN performs better than EMDM.
Additionally, a complicated phantom with richer edges and details was used to test the spatial resolution of our method. From Fig. 9 , we could tell that spatial information is well preserved. However, the ring artifacts remain obviously, but much Fig. 8 Comparison of MREs and MSEs between VMA maps obtained from FCNN and EMDM. Among all regional testing solutions, both MRE and MSE of FCNN are better than those of EMDM, except 47% CH 3 CH 2 OH in testing phantom II. In legend, "atVME1" and "atVME2" are short for "at virtual monochromatic energies E 1 and E 2 ," respectively. better than original reconstructions. The MRE and MSE of each regional solution are shown in Table 4 . Fig. 10 and Table 5 . According to the VMA maps atẼ 1 ¼ 32 keV,Ẽ 2 ¼ 34 keV, the FCNN has good k-edge discrimination ability. However, the predicted results of solution ⑥ 1% KI are slightly bigger in bias than others because K is a never-seen element to the FCNN. All other elements in solutions (though of different concentrations) have been seen by this FCNN. 
Discussion and Conclusion
In this work, we proposed a method to reconstruct VMA maps for spectral CT using neural network. The trained network demonstrated its effectiveness and robustness in our study. It could provide accurate virtual monochromatic linear attenuation coefficients directly. The reconstructed images also suggested good potential in reducing image noise and suppressing artifacts. Large-noisy polychromatic CT reconstructions are suggested to go through denoising preprocess before training by FCNN. Through mean filtering, the reconstructions become smoother. In the training process, we chose image patch with a size of 5 × 5 as the neural network input considering the charge sharing effect of PCD and local spatial correlation of the image. Smaller image patch would cause a big fluctuation in the neural network and make the network unstable. A larger image patch would increase the complexity of the network and training costs. In addition, weights and biases of FCNN trained by a small number of samples could help parameter initialization with FCNN to be trained by all samples. Also, deeper and larger FCNNs were constructed tentatively, only limited improvements of MSE were presented but with apparent overfitting and training costs dramatically increased.
The training and implementation of this proposed method are easy and computationally efficient. Moreover, it can be flexibly extended to other cases of different numbers of multiple energy bins and/or different choices of virtual monochromatic energies, though the consistency in system setting between training and testing shall be preserved. As all the information is from the dataset of training phantoms, a reasonable variability and coverage in the choices of training materials would be suggested depending on the tasks.
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