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GLOBAL UNIQUENESS IN INVERSE BOUNDARY VALUE PROBLEMS
FOR NAVIER-STOKES EQUATIONS AND LAME´ SYSTEM IN TWO
DIMENSIONS
O. YU. IMANUVILOV AND M. YAMAMOTO
Abstract. We consider inverse boundary value problems for the Navier-Stokes equations
and the isotropic Lame´ system in two dimensions. The uniqueness without any smallness
assumptions on unknown coefficients, which is called global uniqueness, was longstanding
open problems for the Navier-Stokes equations and the isotropic Lame´ system in two di-
mensions. We prove the global uniqueness for both inverse boundary value problems. Our
methodology are common for both systems and the key is the construction of complex
geometric optics solutions after decoupling the systems into weakly coupling systems.
1. Introduction and main results
In this article, we consider inverse boundary value problems for the two dimensional
Navier-Stokes equations and Lame´ system where we determine spatially varying viscosity
and two Lame´ coefficients in the Navier-Stokes equations and the Lame´ system respectively
by the Dirichlet-to-Neumann maps on the whole boundary.
Throughout this paper, let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω
and ν = (ν1, ν2) be the outward unit normal vector to ∂Ω. We set x = (x1, x2) ∈ R2 and
β = (β1, β2) ∈ (N+)2, and |β| = β1 + β2, ∂βx = ∂
β1
∂x
β1
1
∂β2
∂x
β2
2
. Let (·, ·) be the scalar product in
R2.
We start with the formulation of the inverse boundary value problem for the Navier-Stokes
equations. In the domain Ω, we consider the stationary Navier-Stokes equations:
Gµ(x,D)(u, p) :=
(
2∑
j=1
(
−2 ∂
∂xj
(µ(x)ǫ1j(u)) + uj
∂u1
∂xj
)
+
∂p
∂x1
,
2∑
j=1
(
−2 ∂
∂xj
(µ(x)ǫ2j(u)) + uj
∂u2
∂xj
)
+
∂p
∂x2
)
= 0 in Ω,
where u = (u1, u2) is a velocity field, p is a pressure and ǫij(u) =
1
2
( ∂ui
∂xj
+
∂uj
∂xi
). Assume that
(1.1) µ(x) > 0 on Ω, µ ∈ Cm(Ω).
Here and henceforth m ∈ N is sufficiently large (e.g., m = 10 is sufficient).
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We define the Dirichlet-to-Neumann map Λµ:
(1.2) Λµ(f) =
(
∂u
∂ν
, p
)
|∂Ω,
where
Gµ(x,D)(u, p) = 0 in Ω, u = f on ∂Ω, divu = 0, u ∈ W 22 (Ω), p ∈ W 12 (Ω)
and
D(Λµ) ⊂
{
f ∈ W
3
2
2 (∂Ω);
∫
∂Ω
(ν, f)dσ = 0
}
.
The first subject of this paper is the following inverse boundary value problem:
Using the Dirichlet-to-Neumann map Λµ, determine the coefficient µ.
Our first main result is the global uniqueness:
Theorem 1.1. We assume that µ1, µ2 ∈ C10(Ω) and ∂βxµ1 = ∂βxµ2 on ∂Ω for each multi-
index β with |β| ≤ 10. If Λµ1 = Λµ2, then µ1 = µ2 in Ω.
The uniqueness result of the above theorem holds without any assumption on smallness
unknown coefficients or closeness of these coefficients to constants. We call such uniqueness
the global uniqueness. To the authors’ best knowledge, there are no global uniqueness re-
sults for the Navier-Stokes equations in two dimensions. On the other hand, in the three
dimensional case, the global uniqueness was proved in Heck, Li and Wang [8] for the Stokes
equations and in Li and Wang [18] for the Navier-Stokes equations.
Next we consider the inverse boundary value problem for the two dimensional Lame´ sys-
tem. Assume that
µ(x) > 0, (λ+ µ)(x) > 0 on Ω.
We set
Lµ,λ(x,D)u =
(
2∑
j=1
∂xj (µ(∂xju1 + ∂x1uj)),
2∑
j=1
∂xj (µ(∂xju2 + ∂x2uj))
)
+∇(λdivu)
= µ∆u+ (µ+ λ)∇divu+ (divu)∇λ
+((∇µ,∇u1), (∇µ,∇u2)) + ((∇µ, ∂x1u), (∇µ, ∂x2u)).
Here u(x) = (u1(x), u2(x)) describes displacement, and we call the functions λ and µ the
Lame´ coefficients.
We define the Dirichlet-to-Neumann map Λµ,λ as follows:
(1.3) Λµ,λf = (µ∂νu1 + µ(∂x1u, ν) + λ(divu)ν1, µ∂νu2 + µ(∂x2u, ν) + λ(divu)ν2) |∂Ω,
where
(1.4) Lµ,λ(x,D)u = 0 in Ω, u|∂Ω = f.
The second subject is the uniqueness in determining λ, µ by Λµ,λ.
Then we can prove
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Theorem 1.2. Assume that λ1, λ2, µ1, µ2 ∈ C10(Ω). Then Λµ1,λ1 = Λµ2,λ2 implies that λ1 =
λ2 and µ1 = µ2 in Ω.
The global uniqueness for the Lame´ system has been an open problem in spite of the
physical significance, and Theorem 1.2 affirmatively solves for the two dimensional case. On
the other hand, we can refer to non-global uniqueness as follows.
Two dimensional case.
In [20] Nakamura and Uhlmann proved that the Dirichlet-to-Neumann map uniquely de-
termines the Lame´ coefficients, assuming that λ, µ are sufficiently close to positive constants.
They assume that λ, µ ∈ W 31∞ (Ω), and our regularity assumption is λ, µ ∈ C10(Ω), although
it may be more relaxed.
Imanuvilov and Yamamoto [13] proved the uniqueness by the Dirichlet-to-Neumann map
limited to an arbitrarily sub-boundary, provided that µ1, µ2 are some constants. These
results assume some assumptions on smallness or constants of unknown coefficients and the
assumptions are quite restrictive. To our best knowledge, Theorem 2 is the first result on
the global uniqueness in two dimensions.
Three dimensional case.
We refer to Eskin and Ralston [5], Imanuvilov, Uhlmann and Yamamoto [12]. In [5], the
uniqueness for λ and µ is proved provided that ∇µ is small in suitable norm, while in [12], the
uniqueness corresponding to the uniqueness [13] in two dimensions is proved. In Nakamura
and Uhlmann [21], the authors attempted to prove the global uniqueness for determination
of Lame´ coefficients in C∞(Ω). However the global uniqueness in the three dimensional case
remains a significant unsolved problem.
As for other types of inverse boundary value problems for Lame´ system, see Akamatsu,
Nakamura and Steinberg [1], Ikehata [10] and Nakamura and Uhlmann [22].
The inverse boundary value problem was originally considered in Caldero´n [3] which con-
sidered the determination of σ in conductivity equation div (σ(x)∇u(x)) = 0 by the Dirichlet-
to-Neumann map. In the case of the higher dimensional case, that is, the spatial dimensions
are equal to or greater than 3, the uniqueness for conductivity equation and Schro¨dinger
equation is proved in Sylverster and Uhlmann [23], and in two dimensions, see Nachman
[19]. The inverse boundary value problems have attracted a lot of attention. Here we do not
compose a complete list of references and we refer to two surveys Uhlmann [24] which is a
survey as of 2009 and Imanuvilov and Yamamoto [16]. The latter mostly presents results on
global uniqueness by the Dirichlet-to-Neumann map restricted on sub-boundary which were
published after 2009.
This paper is composed of seven sections. In Section 2, we established properties of integral
operator in C and oscillatory integral operator, and proved a basic Carleman estimate for a
first-order equation. In Section 3 we consider second-order elliptic systems whose principal
parts are the two dimensional Laplacian and construct special solutions (Propositions 3.5
and 3.6) which are used for establishing adequate asymptotic behavior of some bilinear
form. Section 4 is devoted to proof of Proposition 4.6 which yields integral-differential
equalities from asymptotic behavior of some quadratic forms generated by a second-order
elliptic operator and the special solutions considered in Proposition 3.5. In Section 5 we
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construct complex geometric optics solutions to the Navier-Stokes equations by reducing the
equations to a weakly coupling elliptic system considered in Section 3 and in Section 6 we
complete the proof of Theorem 1.1. Section 7 is the proof of Theorem 1.2 for Lame´ system
in a way similar to one developed in Sections 5 and 6.
2. Preliminary results
Throughout the paper, we use the following notations.
Notations. i =
√−1, x1, x2, ξ1, ξ2 ∈ R1, z = x1 + ix2, ζ = ξ1 + iξ2, z denotes the complex
conjugate of z ∈ C. We identify x = (x1, x2) ∈ R2 with z = x1+ ix2 ∈ C, ∂z = 12(∂x1 − i∂x2),
∂z =
1
2
(∂x1 + i∂x2), β = (β1, β2), |β| = β1 + β2. D = (1i ∂∂x1 , 1i ∂∂x2 ), ∂xj = ∂∂xj , j = 1, 2. For
x̂ ∈ R2 and r > 0, let B(x̂, r) = {x ∈ R2| |x− x̂| < r} and S(x̂, r) = {x ∈ R2| |x− x̂| = r}.
Let Wmp (Ω), p ≥ 1 denote a usual Sobolev space and let W˚mp (Ω) denote the closure of
C∞0 (Ω) in W
m
p (Ω). We set (u, v)L2(Ω) =
∫
Ω
uvdx for functions u, v, while by (a, b) we denote
the scalar product in R2 if there is no fear of confusion. For f : R2 → R1, the symbol f ′′
denotes the Hessian matrix with entries ∂
2f
∂xk∂xj
, L(X, Y ) denotes the Banach space of all
bounded linear operators from a Banach space X to another Banach space Y . Let E be
the 3 × 3 unit matrix. We set ‖u‖W k,τ2 (Ω) = (‖u‖
2
W k2 (Ω)
+ |τ |2k‖u‖2L2(Ω))
1
2 . Let C∗ denote the
adjoint operator of an operator C in a Hilbert space under consideration, and in particular,
C∗ is the transpose for a matrix C. We set ~e1 = (1, 0, 0) ~e2 = (0, 1, 0) and ~e3 = (0, 0, 1).
Let us introduce the operators:
∂−1z g = −
1
π
∫
Ω
g(ξ1, ξ2)
ζ − z dξ1dξ2, ∂
−1
z g = −
1
π
∫
Ω
g(ξ1, ξ2)
ζ − z dξ1dξ2.
Then we have (e.g., p.47, 56, 72 in [25]):
Proposition 2.1. A) Let m ≥ 0 be an integer number and α ∈ (0, 1). Then ∂−1z , ∂−1z ∈
L(Cm+α(Ω), Cm+α+1(Ω)).
B) Let 1 ≤ p ≤ 2 and 1 < γ < 2p
2−p . Then ∂
−1
z , ∂
−1
z ∈ L(Lp(Ω), Lγ(Ω)).
C)Let 1 < p <∞. Then ∂−1z , ∂−1z ∈ L(Lp(Ω),W 1p (Ω)).
Consider the operator
Tf =
∫
∂Ω
f
z − ξ dσ.
Proposition 2.2. The operator T is continuous operator from Lp(∂Ω) to L2(Ω) for any
p > 2.
Proof. Using a partition of unity if necessary and changing the coordinates, without loss
of the generality we can assume that supp f ⊂ Γ where Γ ⊂ {x2 = 0}. Let 1q = 1− 1p .
‖Tf‖L2(Ω) =
∥∥∥∥∫
∂Ω
f
z − ξ dσ
∥∥∥∥
L2(Ω)
≤
∥∥∥∥∫
∂Ω
|f |
|z − ξ|dσ
∥∥∥∥
L2(Ω)
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Applying the Ho¨lder inequality we have ∥∥∥∥∫
∂Ω
|f |
|z − ξ|dσ
∥∥∥∥
L2(Ω)
(2.1)
≤
∥∥∥∥∥
(∫ +∞
−∞
1
|z − ξ|q dξ1
) 1
q
∥∥∥∥∥
L2(Ω)
‖f‖Lp(∂Ω) ≤ C
(∫ K
−K
1
|x2|2(q−1)/q dx2
) 1
2
‖f‖Lp(∂Ω).
Since q ∈ (1, 2), the first integral in the above product is convergent. The proof of the
Proposition 2.2 is complete. 
Let us introduce the functional Fx˜,τ : C
4(Ω)→ R1:
Fx˜,τu =
π
2
(
u(x˜)
τ
+
−∂2zzu(x˜) + ∂2zzu(x˜)
4τ 2
+
∂4zzzzu(x˜)− 2∂4zzzzu(x˜) + ∂4zzzzu(x˜)
32τ 3
)
.
We set
Φ(z) = (z − z˜)2 − κ,
where z˜ = x˜1 + ix˜2 and κ ∈ R1 is an arbitrary constant.
We have
Proposition 2.3. Let Φ(z) = (z− z˜)2 and u ∈ C100 (Ω) be some function. Then the following
asymptotic formula is true:
(2.2)
∫
Ω
ueτ(Φ−Φ)dx = Fx˜,τu+ o
(
1
τ 3
)
as τ → +∞.
Proof. Without loss of generality, we can assume that z˜ = 0. By Theorem 7.7.5 of [9],
we have
(2.3)
∫
Ω
weτ(Φ−Φ)dx = o
(
1
τ 3
)
as τ → +∞
for any function w ∈ C100 (Ω) such that ∂βxw(0) = 0 for all |β| ≤ 4. Let e1 ∈ C∞0 (Ω) be a
function such that e1 is identically equal to one in some neighborhood of the origin.
Let
Tu(z, z) = u(0) + z∂zu(0) + z∂zu(0) +
1
2
(∂2zzu(0)z
2 + ∂2zzu(0)z
2 + ∂2zzu(0)zz)
+
1
2
∂3zzzu(0)zz
2 +
1
6
∂3zzzu(0)z
3 +
1
2
∂3zzzu(0)zz
2 +
1
6
∂3zzzu(0)z
3
+
1
24
∂4zzzzu(0)z
4 +
1
4
∂4zzzzu(0)z
2z2 +
1
24
∂4zzzzu(0)z
4 +
1
6
∂4zzzzu(0)z
3z +
1
6
∂4zzzzu(0)zz
3).
Then Tu(z, z) is the Taylor polynomial of the function u. By (2.3), we have
(2.4)
∫
Ω
ueτ(Φ−Φ)dx =
∫
Ω
e1Tue
τ(Φ−Φ)dx+
∫
Ω
(u− Tue1)eτ(Φ−Φ)dx
=
∫
Ω
Tue1e
τ(Φ−Φ)dx+ o
(
1
τ 3
)
as τ → +∞.
6 O. YU. IMANUVILOV AND M. YAMAMOTO
First we show that some terms from the first integral on the right-hand side of (2.4) is
estimated by o
(
1
τ3
)
. Integrating by parts and using the stationary phase argument we obtain∫
Ω
(z∂zu(0) + z∂zu(0))e1e
τ(Φ−Φ)dx
= − 1
2τ
∫
Ω
(∂zu(0)∂ze1 − ∂zu(0)∂ze1)eτ(Φ−Φ)dx = o
(
1
τ 3
)
as τ → +∞,(2.5)
∫
Ω
zz∂2zzu(0)e1e
τ(Φ−Φ)dx = − 1
4τ 2
∫
Ω
∂2zzu(0)e1∂
2
zze
τ(Φ−Φ)dx
= − 1
4τ 2
∫
Ω
∂2zzu(0)∂
2
zze1e
τ(Φ−Φ)dx = o
(
1
τ 3
)
as τ → +∞,(2.6)
∫
Ω
(
1
2
∂3zzzu(0)zz
2 +
1
6
∂3zzzu(0)z
3 +
1
2
∂3zzzu(0)zz
2 +
1
6
∂3zzzu(0)z
3)e1e
τ(Φ−Φ)dx
=
∫
Ω
(∂3zzzu(0)z
1
8τ 2
∂2zz + ∂
3
zzzu(0)z
2 1
12τ
∂z + ∂
3
zzzu(0)z
1
8τ 2
∂2zz + ∂
3
zzzu(0)z
2 1
12τ
∂z)e1e
τ(Φ−Φ)dx
= o
(
1
τ 3
)
as τ → +∞,(2.7)
and ∫
Ω
(∂4zzzzu(0)z
3z + ∂4zzzzu(0)zz
3)e1e
τ(Φ−Φ)dx
=
−1
4τ 2
∫
Ω
(∂4zzzzu(0)z
2∂zz + ∂
4
zzzzu(0)z
2∂zz)e1e
τ(Φ−Φ)dx = o
(
1
τ 3
)
as τ → +∞.(2.8)
The next two terms contribute to the asymptotic formula (2.2). Integrating by parts we
obtain
1
2
∫
Ω
(z2∂2zzu(0) + z
2∂2zzu(0))e1e
τ(Φ−Φ)dx = − 1
4τ
∫
Ω
(∂2zzu(0)∂z(ze1)− ∂2zzu(0)∂z(ze1))eτ(Φ−Φ)dx
= − 1
4τ
∫
Ω
(∂2zzu(0)e1 − ∂2zzu(0)e1)eτ(Φ−Φ)dx+ o
(
1
τ 3
)
as τ → +∞(2.9)
and ∫
Ω
(
1
24
∂4zzzzu(0)z
4 +
1
24
∂4zzzzu(0)z
4 +
1
4
∂4zzzzu(0)z
2z2)e1e
τ(Φ−Φ)dx(2.10)
=
∫
Ω
(
1
48τ
∂4zzzzu(0)z
3∂z − 1
48τ
∂4zzzzu(0)z
3∂z − 1
16τ 2
∂4zzzzu(0)zz∂
2
zz)e1e
τ(Φ−Φ)dx
=
∫
Ω
(
−3
48τ
∂4zzzzu(0)z
2 +
3
48τ
∂4zzzzu(0)z
2 − 1
16τ 2
∂4zzzzu(0))e1e
τ(Φ−Φ)dx+ o
(
1
τ 3
)
=
∫
Ω
(
1
32τ 2
∂4zzzzu(0) +
1
32τ 2
∂4zzzzu(0)−
1
16τ 2
∂4zzzzu(0))e1e
τ(Φ−Φ)dx+ o(
1
τ 3
) as τ → +∞.
Applying the stationary phase argument (see e.g [2]) to (2.9), (2.10) and the integral∫
Ω
u(0)e1e
τ(Φ−Φ)dx, we obtain (2.2). 
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We recall that
Φ(z) = (z − z˜)2 − κ, z˜ = x˜1 + ix˜2.
Assume in addition
(2.11) κ = 1 + supz,z˜∈ΩReΦ(z)
and we define two operators:
(2.12) Rτg = 1
2
eτ(Φ−Φ)∂−1z (ge
τ(Φ−Φ)), R˜τg = 1
2
eτ(Φ−Φ)∂−1z (ge
τ(Φ−Φ)).
For any g ∈ L2(Ω) we have
(2.13) 2∂zRτg + 2τ∂zΦRτg = g and 2∂zR˜τg + 2τ∂zΦR˜τg = g in Ω.
We have
Proposition 2.4. Let u ∈ W 1p (Ω) for any p > 1. Then for any ǫ ∈ (0, 1) there exists a
constant C(ǫ) such that
(2.14) ‖R˜τu‖L2(Ω) + ‖Rτu‖L2(Ω) ≤ C(ǫ)/τ 1−ǫ.
Proof. We prove the estimate (2.14) for the operator R˜τ . The proof of this estimate for
the operator Rτ is the same. Let e1, e2 ∈ C4(Ω) satisfy
e1(x) + e2(x) = 1 in Ω, e1 ∈ C40(Ω)
and let e2 have a support concentrated in a small neighborhood of ∂Ω. For the function e1u,
the estimate
(2.15) ‖R˜τ (e1u)‖L2(Ω) ≤ C(ǫ)/τ 1−ǫ.
was proved in [14]. Integrating by parts we obtain
− 1
π
∫
Ω
(e2u)(ξ1, ξ2)e
τ(Φ−Φ)
ζ − z dξ1dξ2 =
e2ue
τ(Φ−Φ)
τ∂zΦ
+
1
π
∫
Ω
∂ζ(e2u)(ξ1, ξ2)e
τ(Φ−Φ)
τ(ζ − z)∂ζΦ
dξ1dξ2
− 1
2τπ
∫
∂Ω
(ν1 − iν2)(e2u)(ξ1, ξ2)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ.(2.16)
Since the function e2 is identically equal to zero in a neighborhood of the critical points
of the function Φ, the function e2u
∂zΦ
is continuous on Ω and the estimate
(2.17)
∥∥∥∥∥e2ueτ(Φ−Φ)τ∂zΦ
∥∥∥∥∥
C0(Ω)
≤ C
τ
is seen. Applying Proposition 2.1 we obtain
(2.18)
∥∥∥∥∥
∫
Ω
∂ζ(e2u)(ξ1, ξ2)e
τ(Φ−Φ)
τ(ζ − z)∂ζΦ
dξ1dξ2
∥∥∥∥∥
L2(Ω)
≤ C/τ.
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Since the function Φ does not have any critical points on ∂Ω, the function (ν1−iν2)(e2u)(ξ1,ξ2)e
τ(Φ−Φ)
∂ζΦ
is uniformly bounded in τ in L∞(∂Ω). Then by Proposition 2.2
(2.19)
∥∥∥∥∥ 12τπ
∫
∂Ω
(ν1 − iν2)(e2u)(ξ1, ξ2)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ
∥∥∥∥∥
L2(Ω)
≤ C
τ
.
From (2.16) using (2.17)-(2.19), we have
(2.20) ‖R˜τ (e2u)‖L2(Ω) ≤ C(ǫ)/τ.
Then (2.14) and (2.20) imply (2.14). 
We conclude this section with Carleman estimates for a partial differential equation, which
are fundamental in the arguments after the next sections.
Consider the boundary value problem
(2.21) ∂zW + AW = f in Ω, W |∂Ω = 0.
Let β˜ be a smooth function such that
(2.22) ∇β˜(x) 6= 0 on Ω, β˜(x) ≥ 0 on Ω, minx∈Ωβ˜(x) >
3
4
maxx∈Ωβ˜(x).
We set
φs = e
sβ˜.
Proposition 2.5. Let A ∈ C0(Ω) be a 3 × 3 matrix. Then there exist constants s0 and C
independent of s such that for all s ≥ s0
(2.23)
∫
Ω
φss
2|W |2e2sφsdx ≤ C‖esφsf‖2L2(Ω), W ∈ W˚ 12 (Ω).
Proof. Obviously it suffices to consider the case when A ≡ 0. Denote v˜ = Wesφs, f˜ =
fesφs, L−(x,D, s)v˜ = 12∂x1 v˜ +
1
2
is(∂x2φs)v˜ and L+(x,D, s)v˜ =
1
2i
∂x2 v˜ − 12s(∂x1φs)v˜. In the
new notations we rewrite equation (2.21) as
(2.24) L−(x,D, s)v˜ + L+(x,D, s)v˜ = f˜ in Ω.
Taking the L2- norm of the left- and right-hand sides of (2.21), we obtain
‖L+(x,D, s)v˜‖2L2(Ω) + 2Re
∫
Ω
L+(x,D, s)v˜L−(x,D, s)v˜dx
+‖L−(x,D, s)v˜‖2L2(Ω) = ‖f˜‖2L2(Ω).(2.25)
Integrating by parts the second term of (2.25), we obtain
(2.26) 2Re
∫
Ω
L+(x,D, s)v˜L−(x,D, s)v˜dx = Re
∫
Ω
([L+, L−]v˜)v˜dx.
Short computations yield
(2.27) [L+, L−] =
s
4
∆φs =
(
s2
4
|∇β˜|2 + s
4
∆β˜
)
φs.
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By (2.22) there exists a positive constant C independent of s such that
(2.28) [L+, L−] ≥ Cs2φs in Ω.
From (2.25)-(2.28) we obtain (2.23). 
The following was proved in [7].
Proposition 2.6. There exist constants s0 and C independent of s such that for all s ≥ s0
(2.29)
∫
Ω
φ3ss
4|W |2e2sφsdx ≤ C‖esφs∆W‖2L2(Ω) ∀W ∈ W˚ 22 (Ω).
Corollary 2.1. There exist constants s0 and C independent of s such that for all s ≥ s0
(2.30)
∫
Ω
∑
|β|≤3
φ2(3−|β|)s s
8−2|β||∂βxW |2e2sφsdx ≤ C‖esφs∆2W‖2L2(Ω), ∀W ∈ W˚ 42 (Ω).
3. Construction of special solutions to weakly coupling second-order
elliptic systems
Let Aj(x), Bj(x), Cj(x), j = 1, 2, be smooth 3× 3 matrix functions. We set
Q1(j) = −2∂zAj − BjAj + Cj, Q2(j) = −2∂zBj −AjBj + Cj, j = 1, 2.
Let U0, V0 ∈ C6+α(Ω) be nontrivial solutions to the differential equations:
(3.1) 2∂zU0 + A1U0 = 0 in Ω
and
(3.2) 2∂zV0 +B2V0 = 0 in Ω.
We have
Proposition 3.1. ([15]) Let ~r0,k, . . . , ~r2,k ∈ C3 be arbitrary vectors and x1, . . . , xk be some
points from the domain Ω. There exists a solution U0 ∈ C6+α(Ω) to problem (3.1) and a
solution V0 ∈ C6+α(Ω) to problem (3.2) such that
(3.3) ∂jzU0(xk) = ~rj,k and ∂
j
zV0(xk) = ~rj,k, j = 0, 1, 2, k ∈ {1, . . . , 5}.
Let B be a 3× 3 matrix with elements from C5+α(Ω) with α ∈ (0, 1) and x̂ be some fixed
point from Ω. By Proposition 3.1 for the equation
(3.4) (2∂z +B)u = 0 in Ω,
we can construct solutions U0,k such that
U0,k(xˆ) = ~ek, ∀k ∈ {1, 2, 3}.
Consider the matrix
Π(x) = (U0,1(x), U0,2(x), U0,3(x)).
Then (
∂z +
1
2
trB
)
detΠ = 0 in Ω.
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Hence there exists a holomorphic function q(z) such that detΠ = q(z)e−
1
2
∂−1z (trB) (see [25]).
By Q we denote the set of zeros of the function q on Ω : Q = {z ∈ Ω| q(z) = 0}. Obviously
cardQ <∞. By κ we denote the highest order of zeros of the function q on Ω.
Using Proposition 3.1 we construct solutions U˜0,k to problem (3.4) such that
U˜0,k(x) = ~ek k ∈ {1, 2, 3} ∀x ∈ Q.
Set Π˜(x) = (U˜0,1, U˜0,2, U˜0,3). Then there exists a holomorphic function q˜ such that det Π˜ =
q˜(z)e−
1
2
∂−1z (trB). Let Q˜ = {z ∈ Ω|q˜(z) = 0} and κ˜ the highest order of zeros of the function
q˜.
By U˜0,k(x) = ~ek for x ∈ Q, we see that
Q˜ ∩ Q = ∅.
Therefore there exists a holomorphic function r(z) such that
r|Q = 0 and (1− r(z))|Q˜ = 0
and the orders of zeros of the function r on Q and the function 1 − r(z) on Q˜ are greater
than or equal to the max{κ, κ˜}.
We set
(3.5) PBf =
1
2
Π∂−1z (Π
−1rf) +
1
2
Π˜∂−1z (Π˜
−1(1− r)f).
Then
P ∗Bf = −
1
2
r(Π−1)∗∂−1z (Π
∗f)− 1
2
(1− r)(Π˜−1)∗∂−1z (Π˜∗f).
We have
Proposition 3.2. The linear operators PB, P
∗
B ∈ L(L2(Ω),W 12 (Ω)) solve the differential
equations
(3.6) (−2∂z +B∗)P ∗Bg = g, (2∂z +B)PBg = g in Ω.
Proof. Since ∂zΠ = −12BΠ and ∂zΠ˜ = −12BΠ˜, short computations imply
∂zPBf = ∂z{1
2
Π∂−1z (Π
−1rf) +
1
2
Π˜∂−1z (Π˜
−1(1− r)f)}
=
1
2
(∂zΠ)∂
−1
z (Π
−1rf) +
1
2
(∂zΠ˜)∂
−1
z (Π˜
−1(1− r)f)}
+
1
2
Π(Π−1rf) +
1
2
Π˜(Π˜−1(1− r)f)
= −1
4
BΠ∂−1z (Π
−1rf)− 1
4
BΠ˜∂−1z (Π˜
−1(1− r)f)
+
1
2
rf +
1
2
(1− r)f = −1
2
BPBf +
1
2
f.
Hence the second equality in (3.6) is proved. In order to prove the first one observe that
since ΠΠ−1 = E on Ω \ Q. The differentiation of this identity gives
0 = ∂z(ΠΠ
−1) = ∂zΠΠ−1 +Π∂zΠ−1 = −1
2
BΠΠ−1 +Π∂zΠ−1.
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This equality can be written as Π∂zΠ
−1 = 1
2
B. Multiplying both sides of this equality by
Π−1 we have
∂zΠ
−1 =
1
2
Π−1B on Ω \ Q.
Next we take the adjoint for the left- and the right-hand sides of the above equality:
(∂zΠ
−1)∗ = ∂z(Π−1)∗ = (
1
2
Π−1B)∗ =
1
2
B∗(Π−1)∗ on Ω \ Q.
Observing that (Π−1)∗ = (Π∗)−1, we obtain
(3.7) ∂z(Π
∗)−1 =
1
2
B∗(Π∗)−1 on Ω \ Q.
Similarly we obtain
(3.8) ∂z(Π˜
∗)−1 =
1
2
B∗(Π˜∗)−1 on Ω \ Q˜.
Setting
Γ = e
1
2
∂−1z (trB)
Π11 Π21 Π31Π12 Π22 Π32
Π13 Π23 Π33
 , Γ˜ = e 12∂−1z (trB)
Π˜11 Π˜21 Π˜31Π˜12 Π˜22 Π˜32
Π˜13 Π˜23 Π˜33
 ,
we can write the matrices (Π∗)−1, (Π˜∗)−1 as
(Π∗)−1 =
1
q(z)
Γ∗, (Π˜∗)−1 =
1
q˜(z)
Γ˜∗.
Then (3.7) and (3.8) imply
∂z(Γ
∗)−1 − 1
2
B∗(Γ∗)−1 = ∂z(Γ˜∗)−1 − 1
2
B∗(Γ˜∗)−1 = 0 on Ω.
Since r/q and (1− r)/q˜ are smooth functions, the above equalities yield
(3.9) ∂z(r(z)(Π
∗)−1) =
r(z)
2
B∗(Π∗)−1, ∂z((1−r(z))(Π˜∗)−1) = 1− r(z)
2
B∗(Π˜∗)−1 in Ω.
Using (3.9), we compute
∂zP
∗
Bf = −∂z{
1
2
r(z)(Π−1)∗∂−1z (Π
∗f) +
1
2
(1− r(z))(Π˜−1)∗∂−1z (Π˜∗f)}
= −1
2
∂z(r(z)(Π
−1)∗)∂−1z (Π
∗f)− 1
2
∂z((1− r(z))(Π˜−1)∗)∂−1z (Π˜∗f)
−1
2
r(z)(Π−1)∗Π∗f − 1
2
(1− r(z))(Π˜−1)∗Π˜∗f
= −1
4
r(z)B∗(Π−1)∗∂−1z (Π
∗f)− 1
4
(1− r(z))B∗(Π˜−1)∗∂−1z (Π˜∗f)
−1
2
r(z)f − 1
2
(1− r(z))f = 1
2
B∗P ∗Bf −
1
2
f.
The proof of the proposition is complete. 
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Short computations imply
[∂z, PB]f =
1
2
∂zΠ∂
−1
z (Π
−1rf)− Π
8π
∫
∂Ω
(ν1 − iν2)Π−1rf
z − ζ dζ
+
1
2
Π∂−1z (∂z(Π
−1r(z))f)(3.10)
+
1
2
∂zΠ˜∂
−1
z (Π˜
−1(1− r)f)− Π˜
8π
∫
∂Ω
(ν1 − iν2)Π˜−1(1− r)f
z − ζ dζ +
1
2
Π˜∂−1z (∂z(Π˜
−1(1− r))f).
In a similar way we construct matrices Π0, Π˜0, antiholomorphic function r0(z) and opera-
tors
(3.11) TBf =
1
2
Π0∂
−1
z (Π
−1
0 r0(z)f) +
1
2
Π˜0∂
−1
z (Π˜
−1
0 (1− r0(z))f)
and
(3.12) T ∗Bf = −
1
2
r0(z)(Π
−1
0 )
∗∂−1z (Π
∗
0f)−
1
2
(1− r0(z))(Π˜−10 )∗∂−1z (Π˜∗0f).
For any matrix B ∈ C1(Ω), the linear operators TB and T ∗B solve the differential equation
(3.13) (2∂z +B)TBg = g in Ω; (−2∂z +B∗)T ∗Bg = g in Ω.
By (3.11) and (3.12), we have
[∂z, TB]f =
1
2
∂zΠ0∂
−1
z (Π
−1
0 r0f)−
Π0
8π
∫
∂Ω
(ν1 + iν2)Π
−1
0 r0f
z − ζ dζ
+
1
2
Π0(∂
−1
z (∂z(Π
−1
0 )r)f)(3.14)
+
1
2
∂zΠ˜0∂
−1
z (Π˜
−1
0 (1− r0)f)−
Π˜0
8π
∫
∂Ω
(ν1 + iν2)Π˜
−1
0 (1− r0)f
z − ζ dζ +
1
2
Π˜0∂
−1
z (∂z(Π˜
−1
0 (1− r0))f).
The formulae (3.14), (3.10), Propositions 2.1 and 2.2 imply the following proposition.
Proposition 3.3. Let B ∈ C5(Ω). Then
[∂z , TB], [∂z, PB] ∈ L(C0(Ω), L2(Ω)).
Next we investigate the properties of the commutators of the operators PB, TB and ∂z, ∂z.
Proposition 3.4. Let q ∈ C1(Ω) and q(x˜) = 0. Assume that restriction of the function ψ
on ∂Ω has a finite number of critical points and all these points are nondegenerate. Then
there exist positive constants C and τ0 independent of τ such that
(3.15) ‖ − ∂zΦ[∂z , PB](qeτ(Φ−Φ)) + [∂z, PB](q∂zΦeτ(Φ−Φ))‖L2(Ω) ≤ C
τ
1
2
∀τ ≥ τ0.
Moreover
(3.16) [∂z, [∂z, PB]] ∈ L(W s2 (Ω), L2(Ω)) ∀s >
1
2
.
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Proof. From the explicit formula (3.10) for the operator [∂z, PB], we have
− ∂zΦ[∂z , PB](qeτ(Φ−Φ)) + [∂z, PB](q∂zΦeτ(Φ−Φ))
=
1
2
∂zΠ∂
−1
z (Π
−1r(Φ(ζ)− Φ(z))qeτ(Φ−Φ))− Π
8π
∫
∂Ω
(ν1 − iν2)Π−1r(Φ(ζ)− Φ(z))qeτ(Φ−Φ)
z − ζ dζ
+
1
2
Π∂−1z (∂z(Π
−1r)(Φ(ζ)− Φ(z))qeτ(Φ−Φ))
+
1
2
∂zΠ˜∂
−1
z (Π˜
−1(1− r)(Φ(ζ)− Φ(z))qeτ(Φ−Φ))
− Π˜
8π
∫
∂Ω
(ν1 − iν2)Π˜−1(1− r)(Φ(ζ)− Φ(z))qeτ(Φ−Φ)
z − ζ dζ
+
1
2
Π˜∂−1z (∂z(Π˜
−1(1− r))(Φ(ζ)− Φ(z))qeτ(Φ−Φ))
=
1
π
∂zΠ
∫
Ω
Π−1rqeτ(Φ−Φ)dζ +
Π
4π
∫
∂Ω
(ν1 − iν2)Π−1rqeτ(Φ−Φ)dζ
+
1
π
Π
∫
Ω
∂z(Π
−1r)(qeτ(Φ−Φ))dζ
+
1
π
∂zΠ˜
∫
Ω
Π˜−1(1− r)qeτ(Φ−Φ)dζ + Π˜
4π
∫
∂Ω
Π˜−1(1− r)q(ν1 − iν2)eτ(Φ−Φ)dζ
+
1
π
Π˜
∫
Ω
∂z(Π˜
−1(1− r))(qeτ(Φ−Φ))dζ.(3.17)
This equality implies (3.15) immediately. In order to prove (3.16), we observe that the
operator [∂z , PB] is a linear combination of the operators Bijf = Πi∂
−1
z (Πjf) and Tij(f) =
Πi
∫
∂Ω
Πjf
z−ζdσ where Πk are some regular matrices. Short computations imply
[∂z,Bij]f = ∂zΠi∂
−1
z (Πjf) + Πi∂
−1
z (∂zΠjf)−
1
4π
Πi
∫
∂Ω
(ν1 − iν2)Πjf
z − ζ dσ.(3.18)
This formula and Propositions 2.1 and 2.2 imply
[∂z,Bij] ∈ L(W s2 (Ω), L2(Ω)) ∀s > 1/2.
On the other hand, there exists a function aij ∈ C0(∂Ω) such that
[∂z,Tij ] =
∫
∂Ω
aijf
z − ζ dσ.
Applying Proposition 2.2 we have
[∂z,Tij ] ∈ L(W s2 (Ω), L2(Ω)) ∀s > 1/2.
The proof of the proposition is complete. 
Next we introduce two operators
R˜τ,Bg = eτ(Φ−Φ)TB(eτ(Φ−Φ)g), Rτ,Bg = eτ(Φ−Φ)PB(eτ(Φ−Φ)g).
For any g ∈ Cα(Ω), the functions Rτ,Bg and R˜τ,Bg solve the equations:
(3.19) (2∂z + 2τ∂zΦ +B)Rτ,Bg = g, (2∂z + 2τ∂zΦ +B)R˜τ,Bg = g in Ω.
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Consider the system of linear equations
(3.20) Pj(x,D)W := ∆W + 2Aj∂zW + 2Bj∂zW + CjW = 0 in Ω, j = 1, 2.
We have
Proposition 3.5. Let Aj , Bj ∈ C20(Ω), j = 1, 2, the functions U0, V0 be given by Proposition
3.1 and the functions A1,D2 be some solutions to equations (3.1) and (3.2) respectively.
Then the functions U and V defined by
U = eτΦ(U0 − U1) +
∞∑
j=2
(−1)jUjeτΦ, Uj = Rτ,A1(TB1(Q1(1)Uj−1)) j ≥ 3,
U1 = R˜τ,B1(PA1(Q1(1)U0)−A1), U2 = Rτ,A1(TB1(Q2(1)eτ(Φ−Φ)U1));(3.21)
V = e−τΦ(V0 − V1) +
∞∑
j=2
(−1)jVje−τΦ, Vj = R˜−τ,B2(PA2(Q2(2)Vj−1)) j ≥ 3,
V1 = R−τ,A2(TB2(Q2(2)V0)−D2), V2 = R˜−τ,B1(PA2(Q1(2)e−τ(Φ−Φ)V1)(3.22)
are solutions to the system (3.20) with j = 1, 2 respectively.
Proof. All the terms of the infinite series (3.21) and (3.22) are correctly defined. First
we show that these infinite series are convergent in Lq(Ω) with some q > 2.
Let p > 2 and p˜ ∈ (2, p) be some numbers. By Proposition 2.4 there exist positive
constants C and δ = δ(p˜) and τ1 such that
(3.23) ‖Rτ,A1u‖
L
pp˜
p−p˜ (Ω)
≤ C‖u‖W 1
p˜
(Ω)/τ
δ ∀τ ≥ τ1,
where C is independent of τ. Hence, (3.23) and Proposition 2.1 yield
‖Uj‖
L
pp˜
p−p˜ (Ω)
≤ C
τ δ
‖TB1(Q1(1)Uj−1)‖W 1p˜ (Ω) ≤
C
τ δ
‖TB1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q1(1)‖Lp(Ω)‖Uj−1‖L pp˜p−p˜ (Ω)
≤ (C
τ δ
‖TB1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q1(1)‖Lp(Ω))
j−1‖U1‖
L
pp˜
p−p˜ (Ω)
.(3.24)
Hence, there exists τ0 such that for all τ ≥ τ0
‖Uj‖
L
pp˜
p−p˜ (Ω)
≤ 1
2j
‖U1‖
L
pp˜
p−p˜ (Ω)
∀j ≥ 2.(3.25)
Therefore the infinite series (3.21) is convergent. Next we show that the function U solves
the equation (3.20). Denote U(N, τ, x) = (U0 − U1)eτΦ +
∑N
j=2(−1)jUjeτΦ. Thanks to the
representation of the operator P1(x,D) in the form
P1(x,D) = 4∂z∂z + 2A1∂z + 2B1∂z + C1(3.26)
= (2∂z +B1)(2∂z + A1)− 2∂zA1 − B1A1 + C1 = (2∂z +B1)(2∂z + A1) +Q1(1)
= (2∂z + A1)(2∂z +B1)− 2∂zB1 − A1B1 + C1 = (2∂z + A1)(2∂z +B1) +Q2(1),
we have P1(x,D)(U0e
τΦ) = Q1(1)U0e
τΦ and P1(x,D)(U1e
τΦ) = Q2(1)U1e
τΦ + Q1(1)U0e
τΦ.
P1(x,D)(U2e
τΦ) = Q1(1)(U2e
τΦ) +Q2(1)U1e
τΦ. Observe that
(3.27) P1(x,D)(U0e
τΦ − U1eτΦ + U2eτΦ) = Q1(1)(U2eτΦ).
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For j ≥ 3, we have
P1(x,D)(e
τΦUj) = ((2∂z +B1)(2∂z + A1)− 2∂zA1 − B1A1 + C1)(eτΦUj)
= ((2∂z +B1)(2∂z + A1) +Q1(1))(e
τΦUj) = Q1(1)Uj−1eτΦ +Q1(1)UjeτΦ.(3.28)
Then by (3.27) and (3.28), we obtain
(3.29) P1(x,D)U(N, τ, ·) = Q1(1)UNeτΦ in Ω.
Since by (3.24) we have
‖Uj‖L2(Ω) → 0 as j → +∞,
passing to the limit in (3.32) as N → +∞, we complete the proof of the fact that the function
U solves the equation (3.20).
In order to prove a similar statement for the function V , observe that P2(x,D)(V0e
−τΦ) =
Q2(2)V0e
−τΦ and P2(x,D)(V1e−τΦ) = Q1(2)V1e−τΦ + Q2(2)V0e−τΦ and P2(x,D)(V2e−τΦ) =
Q1(2)(U2e
−τΦ) +Q2(2)V1e−τΦU1. We further note that
(3.30) P1(x,D)(V0e
−τΦ − V1e−τΦ + V2e−τΦ) = Q2(2)V2e−τΦ
and
(3.31) P2(x,D)(Vje
−τΦ) = Q2(2)(Vj−1e−τΦ).
Therefore, for the function V (N, τ, x) = (V0 − V1)e−τΦ +
∑N
j=2(−1)jVje−τΦ, we have
(3.32) P2(x,D)V (N, τ, ·) = Q2(1)VNe−τΦ in Ω.
Using arguments similar to the above, we complete the proof of the proposition. 
Let
Φ˜(z) = eiθz, where θ ∈ [0, 2π).
We have
Proposition 3.6. Let Aj , Bj ∈ C20(Ω), j = 1, 2, the functions U0, V0 be given by Proposition
3.1 and the functions A1,D2 be some solutions to equations (3.1) and (3.2) respectively.
Then the functions U˜ and V˜ defined by
U˜ = eτ Φ˜(U˜0 − U˜1) +
∞∑
j=2
(−1)jU˜jeτ Φ˜, U˜j = Rτ,A1(TB1(Q1(1)U˜j−1)) j ≥ 3
U˜1 = R˜τ,B1(PA1(Q1(1)U˜0)−A1), U˜2 = Rτ,A1(TB1(Q2(1)eτ(Φ˜−Φ˜)U˜1));
U˜0 = z
kU0,(3.33)
and
V˜ = e−τ Φ˜(V˜0 − V˜1) +
∞∑
j=2
(−1)jV˜je−τ Φ˜, V˜j = R˜−τ,B2(PA2(Q2(2)V˜j−1)) j ≥ 3
V˜1 = R−τ,A2(TB2(Q2(2)V˜0)−D2), V˜2 = R˜−τ,B1(PA2(Q1(2)e−τ(Φ˜−Φ˜)V˜1),
V˜0 = z
kV0(3.34)
are solutions to the system (3.20) with j = 1, 2 respectively.
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Consider the system of linear equations
(3.35) P1(x,D)Z = ∆Z + 2A1∂zZ + 2B1∂zZ + C1Z = e
τΦf in Ω.
The following Proposition establish the solvability of the equation (3.35).
Proposition 3.7. Let A1, B1 ∈ C20 (Ω). Then the function
(3.36) Z =
∞∑
j=0
(−1)jZjeτΦ, Zj = R˜τ,B1(PA1(Q2(1)Zj−1)) j ≥ 2, Z0 = R˜τ,B1(PA1f)
is a solution to the system (3.35). Moreover the following estimate holds true:
(3.37) ‖e−τϕZ‖W 22 (Ω) + |τ |2‖e−τϕZ‖L2(Ω) ≤ C(1 + τ 2)‖fe−τϕ‖L2(Ω).
Proof. By Proposition 2.1, we have Zj ∈ W 22 (Ω) for each j ≥ 0.
Short computations imply the formulae :
P1(x,D)(e
τΦZ0) = fe
τΦ+Q2(1)Z0e
τΦ and P1(x,D)(e
τΦZj) = Q2(1)Zje
τΦ+Q2(1)Zj−1eτΦ.
Using these formulae we obtain
P1(x,D)(
N∑
j=0
(−1)jZjeτΦ) = eτΦf +Q2(1)Z0eτΦ + P1(x,D)(
N∑
j=1
(−1)jZjeτΦ)
= eτΦf +Q2(1)Z0e
τΦ + P1(x,D)(
N∑
j=1
(−1)j(Q2(1)ZjeτΦ +Q2(1)Zj−1eτΦ))(3.38)
= eτΦf +Q2(1)Z0e
τΦ −Q2(1)Z0eτΦ + (−1)NQ2(1)ZNeτΦ = eτΦf + (−1)NQ2(1)ZNeτΦ.
Repeating an argument similar to (3.24), we obtain
‖Zj‖
L
pp˜
p−p˜ (Ω)
≤ C
τ δ
‖PA1(Q2(1)Zj−1)‖W 1p˜ (Ω) ≤
C
τ δ
‖PA1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q2(1)‖Lp(Ω)‖Zj−1‖L pp˜p−p˜ (Ω)
≤ (C
τ δ
‖PA1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q2(1)‖Lp(Ω))
j−1‖Z1‖
L
pp˜
p−p˜ (Ω)
(3.39)
and the inequality corresponding to (3.25):
‖Zj‖
L
pp˜
p−p˜ (Ω)
≤ 1
2j
‖Z1‖
L
pp˜
p−p˜ (Ω)
∀j ≥ 2 and ∀τ ≥ τ0.(3.40)
Therefore the infinite series (3.36) is convergent in L2(Ω). Passing to the limit in (3.38) as
N → +∞ we show that the function Z is determined by the infinite series (3.36) and is the
solution to the problem (3.35). By (3.24) we have
(3.41) ‖e−τϕZ‖L2(Ω) ≤ C‖fe−τϕ‖L2(Ω).
Let us show that the infinite series series defined by (3.36) is convergent in the space W 22 (Ω).
Applying Proposition 2.1 we have
(3.42) ‖Zj‖W 22 (Ω) ≤ C(τ 2 + 1)‖Zj−2‖L2(Ω) ≤ C(τ 2 + 1)‖Zj−4‖L pp˜p−p˜ (Ω).
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Let j ≥ 5. Using (3.39) to estimate the right-hand side of (3.42) we obtain
‖Zj‖W 22 (Ω) ≤ C(τ 2 + 1)(
C
τ δ
‖PA1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q2(1)‖Lp(Ω))
j−5‖Z1‖
L
pp˜
p−p˜ (Ω)
≤ C(τ 2 + 1)(C
τ δ
‖PA1‖L(Lp˜(Ω),W 1p˜ (Ω))‖Q2(1)‖Lp(Ω))j−5‖e−τϕf‖L2(Ω).(3.43)
Hence for all sufficiently large τ there exists jˆ such that
‖Zj‖W 22 (Ω) ≤ (τ 2 + 1)
(
1
2
)j
‖e−τϕf‖L2(Ω).
The proof of the estimate (3.37) is complete. 
4. Derivation of differential equations with respect to unknown
coefficients
Let H(x, ∂z, ∂z) be a second-order differential operator whose coefficients are smooth and
have compact supports in Ω. We write such an operator in the form
(4.1) H(x, ∂z, ∂z) = C1(x)∂2zz + C0(x)∂2zz + C2(x)∂2zz +B1(x)∂z +B2(x)∂z +B0(x),
where Cj ,Bj are complex 3× 3 matrices.
Let the functions U, V be solutions to equation (3.20) constructed in Proposition 3.5 by
formulae (3.21) and (3.22) respectively and the functions U˜ , V˜ be solutions to equation (3.20)
constructed in Proposition 3.6 by formulae (3.33) and (3.34) respectively. Denote
(4.2) q2 = (TB2(Q2(2)V0)−D2), q1 = (PA1(Q1(1)U0)−A1)
and
(4.3) q˜2 = (TB2(Q2(2)V˜0)− zkD2), q˜1 = (PA1(Q1(1)U˜0)− zkA1).
We introduce the functional
Iτr =
∫
∂Ω
r
(ν1 − iν2)
2τ∂zΦ
eτ(Φ−Φ)dσ −
∫
∂Ω
(ν1 − iν2)∂z( r
2τ 2∂zΦ
)eτ(Φ−Φ)dσ.
We recall that Φ(z) = (z − z˜)2 − κ and Φ˜(z) = eiθz with θ ∈ [0, 2π). We have
Proposition 4.1. Let the functions Uj , Vj be defined in Proposition 3.5 and qj given by (4.2)
and q1(x˜) = q2(x˜) = 0. The following asymptotic formulae hold true:
(4.4)
(U0e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω) = Fx˜,τ (U0,H(x, ∂z, ∂z − τ∂zΦ)V0) + o
(
1
τ
)
as τ → +∞,
(U0e
τΦ,H(x, ∂z, ∂z)(V1e
−τΦ))L2(Ω) = Fx˜,τ(P
∗
A2
H(x, ∂z + τ∂zΦ, ∂z)
∗U0, q2)
+Iτ (P
∗
A2
H(x, ∂z + τ∂zΦ, ∂z)
∗U0, q2) + o
(
1
τ
)
as τ → +∞,(4.5)
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(U1e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω) = Fx˜,τ (q1, T
∗
B1
H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)
+Iτ (q1, T
∗
B1H(x, ∂z, ∂z − τ∂z¯Φ¯)V0) + o
(
1
τ
)
as τ → +∞,(4.6)
(U2e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω) = −Fx˜,τ (q1, T ∗B1Q2(1)∗T ∗B1(C0∂z + C2(∂z − τ∂z¯Φ¯) + b1(x))V0)
−Iτ (q1, T ∗B1Q2(1)∗T ∗B1(C0∂z + C2(∂z − τ∂z¯Φ) + b)V0) + o
(
1
τ
)
as τ → +∞,(4.7)
where b = B2 − ∂zC2 + A∗1C2;
(U0e
τΦ,H(x, ∂z, ∂z)(V2e
−τΦ))L2(Ω) = −Fx˜,τ ((P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, q2)
+Iτ ((P
∗
A2
Q1(2)
∗P ∗A2(C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, q2) + o
(
1
τ
)
as τ → +∞,(4.8)
where b˜ = B1 + C1B2 − ∂zC1;
(U1e
τΦ,H(x, ∂z, ∂z)(V1e
−τΦ))L2(Ω) = Fx˜,τ (P
∗
A2
(C∗1(∂z + τ∂zΦ+B1)− B∗1)q1), q2)(4.9)
−Fx˜,τ(q1, C0q2) + Fx˜,τ (q1, T ∗B1(C2(∂z − τ∂z¯Φ+ A2) + B2)q2))
+Iτ (P
∗
A2
(C∗1(∂z + τ∂zΦ+B1)− B∗1)q1), q2)
−Iτ (q1, C0q2) + Iτ (q1, T ∗B1((C2(∂z − τ∂z¯Φ+ A2) + B2)q2)) + o
(
1
τ
)
as τ → +∞,
where B1 = −2∂zC1 + 2B∗1C1 − C0A2 +B1 and B2 = B∗1C0 − ∂zC0 − 2C2A2 +B2.
Proof. Since the coefficients of the operator H have compact supports, by Proposition
2.3, we have
(U0e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω) = (U0e
τΦ−τΦ,H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)L2(Ω)
= Fx˜,τ (U0,H(x, ∂z, ∂z − τ∂z¯Φ)V0) + o
(
1
τ
)
as τ → +∞.(4.10)
Using the definitions of the functions U1 and V1 given in formulae (3.21) and (3.22) re-
spectively and applying the stationary phase argument, we have
(U1e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω) = (U1e
τ(Φ−Φ),H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)L2(Ω)
= (eτ(Φ−Φ)q1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)L2(Ω) = Fx˜,τ(q1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)
+Iτ (q1, T
∗
B1
H(x, ∂z, ∂z − τ∂z¯Φ¯)V0) + o
(
1
τ
)
as τ → +∞,(4.11)
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and
(U0e
τΦ,H(x, ∂z, ∂z)(V1e
−τΦ))L2(Ω) = (H(x, ∂z, ∂z)
∗U0eτΦ, V1e−τΦ)L2(Ω)(4.12)
= (H(x, ∂z + τ∂zΦ, ∂z)
∗U0, V1eτ(Φ−Φ))L2(Ω) = (P
∗
A2H(x, ∂z + τ∂zΦ, ∂z)
∗U0, q2)L2(Ω)
= Fx˜,τ (P
∗
A2H(x, ∂z + τ∂zΦ, ∂z)
∗U0, q2)
+Iτ (P
∗
A2
H(x, ∂z + τ∂zΦ, ∂z)
∗U0, q2) + o
(
1
τ
)
as τ → +∞.
In order to prove the asymptotics (4.7) it is convenient to represent the operator H in the
form
H(x, ∂z, ∂z) = C1(x)∂2zz + (∂z − A∗1)C0(x)∂z + (∂z − A∗1)C2(x)∂z +B(x,D),
where B(x,D) = (∂z −A∗1)b(x) + b1(x)∂z + b0(x) and b0, b1 are some smooth functions with
compact supports. Using this representation and Proposition 2.4 we obtain
(U2e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω)(4.13)
= (U2e
τΦ, (C1∂2zz + (∂z − A∗1)C0∂z + (∂z − A∗1)C2∂z +B(x,D))(V0e−τΦ))L2(Ω)
= (U2e
τΦ, ((∂z − A∗1)C0∂z + (∂z − A∗1)C2∂z + (∂z −A∗1)b1)(V0e−τΦ))L2(Ω) + o
(
1
τ
)
.
Then using Proposition 2.3, we have
(U2e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω)
= −((∂z + A1)(U2eτΦ), C0∂z + C2∂z + b(V0e−τΦ))L2(Ω) + o
(
1
τ
)
(4.14)
= −(TB1(Q2(1)eτ(Φ−Φ)U1), (C0∂z + C2(∂z − τ∂z¯Φ¯) + b)V0)L2(Ω) + o
(
1
τ
)
= −(TB1(Q2(1)TB1(eτ(Φ−Φ)q1)), (C0∂z + C2(∂z − τ∂z¯Φ¯) + b)V0)L2(Ω) + o
(
1
τ
)
= −(eτ(Φ−Φ)q1, T ∗B1Q2(1)∗T ∗B1(C0∂z + C2(∂z − τ∂z¯Φ¯) + b)V0)L2(Ω) + o
(
1
τ
)
= −Fx˜,τ (q1, T ∗B1Q2(1)∗T ∗B1((C0∂z + C2(∂z − τ∂z¯Φ¯) + b)V0))
−Iτ (q1, T ∗B1Q2(1)∗T ∗B1((C0∂z + C2(∂z − τ∂z¯Φ¯) + b)V0) + o
(
1
τ
)
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and
(U0e
τΦ,H(x, ∂z, ∂z)(V2e
−τΦ))L2(Ω) = (H
∗(x, ∂z, ∂z)(U0eτΦ), V2e−τΦ)L2(Ω)
= (((∂z −B∗2)C∗1∂z + (∂z − B∗2)C∗0∂z + C∗2(x)∂2z + (∂z −B∗2 )˜b)(U0eτΦ), V2e−τΦ)L2(Ω) + o
(
1
τ
)
= −((C∗1∂z + C∗0∂z + b˜)(U0eτΦ), e−τΦ(PA2(Q1(2)V1)eτ(Φ−Φ)))L2(Ω) + o
(
1
τ
)
= −((C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, PA2(Q1(2)V1eτ(Φ−Φ)))L2(Ω) + o
(
1
τ
)
= −((C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, PA2(Q1(2)PA2(q2eτ(Φ−Φ))))L2(Ω) + o
(
1
τ
)
= −(P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, q2eτ(Φ−Φ))L2(Ω) + o
(
1
τ
)
= −Fx˜,τ ((P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, q2)
−Iτ (P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ) + C∗0∂z + b˜)U0, q2) + o
(
1
τ
)
.
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Integrating by parts, using Propositions 2.4 and 2.3, we obtain
(U1e
τΦ,H(x, ∂z, ∂z)(V1e
−τΦ))L2(Ω) = (U1e
τΦ, ((−∂z +B∗1)2C1 + (∂z − B∗1)C0(∂z + A2)
+C2(∂z + A2)2 + (∂z − B∗1)B1 + B2(∂z + A2))(V1e−τΦ))L2(Ω) + o
(
1
τ
)
= ((∂z +B1)
2U1e
τΦ, C1V1e−τΦ)L2(Ω) − ((∂z +B1)U1eτΦ, C0(∂z + A2)(V1e−τΦ))L2(Ω)
+(U1e
τΦ, (C2(∂z + A2)2 + B2(∂z + A2))(V1e−τΦ))L2(Ω)
−((∂z +B1)(U1eτΦ),B1V1e−τΦ)L2(Ω) + o
(
1
τ
)
= ((∂z +B1)q1e
τΦ, C1V1e−τΦ)L2(Ω) − (q1eτΦ, C0q2e−τΦ)L2(Ω)
+(U1e
τΦ, (C2(∂z + A2) + B2)(q2e−τΦ))L2(Ω)
−(q1eτΦ,B1V1e−τΦ)L2(Ω) + o
(
1
τ
)
= ((∂z + τ∂zΦ +B1)q1, C1V1eτ(Φ−Φ))L2(Ω) − (q1eτΦ, C0q2e−τΦ)L2(Ω)
+(U1e
τΦ−τΦ, (C2(∂z − τ∂z¯Φ+ A2) + B2)q2)L2(Ω)
−(q1,B1V1eτ(Φ−Φ))L2(Ω)
= ((∂z + τ∂zΦ +B1)q1, C1PA2(q2eτ(Φ−Φ)))L2(Ω)
−(q1eτ(Φ−Φ), C0q2)L2(Ω)
+(TB1(q1e
τ(Φ−Φ)), (C2(∂z − τ∂z¯Φ+ A2) + B2)q2)L2(Ω)
−(q1,B1V1eτ(Φ−Φ))L2(Ω) + o
(
1
τ
)
= (P ∗A2C∗1(∂z + τ∂zΦ +B1)q1, q2eτ(Φ−Φ))L2(Ω)
−(q1eτ(Φ−Φ), C0q2)L2(Ω)
+(q1e
τ(Φ−Φ), T ∗B1(C2(∂z − τ∂z¯Φ + A2) + B2)q2))L2(Ω)
−(q1,B1PA2(q2eτ(Φ−Φ)))L2(Ω)
= Fx˜,τ (P
∗
A2
(C∗1(∂z + τ∂zΦ +B1)q1), q2)
−Fx˜,τ(q1, C0q2)
+Fx˜,τ (q1, T
∗
B1((C2(∂z − τ∂z¯Φ+ A2) + B2)q2))
−Fx˜,τ (P ∗A2B∗1q1, q2)
+Iτ (P
∗
A2
C∗1(∂z + τ∂zΦ +B1)q1, q2)
−Iτ (q1, C0q2)
+Iτ (q1, T
∗
B1
((C2(∂z − τ∂z¯Φ+ A2) + B2)q2))
−Iτ (P ∗A2B∗1q1, q2) + o
(
1
τ
)
as τ → +∞.(4.15)
The proof of the proposition is complete. 
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Similarly to Proposition 4.1, we prove Proposition 4.2.
Proposition 4.2. Let the functions U˜j , V˜j be defined in Proposition 3.5 and q˜j be given by
(4.3). The following asymptotic formulae hold true:
(4.16) (U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω) = o
(
1
τ
)
as τ → +∞,
(4.17) (U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜1e
−τ Φ˜))L2(Ω) = Iτ (P
∗
A2H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2) + o(
1
τ
),
(4.18) (U˜1e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω) = Iτ (q˜1, T
∗
B1H(x, ∂z, ∂z − τ∂zΦ˜)V˜0) + o(
1
τ
),
(4.19)
(U˜2e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω) = −Iτ (q˜1, T ∗B1Q2(1)∗T ∗B1(C0∂z+C2(∂z−τ∂zΦ˜)+b)V0)+o
(
1
τ
)
,
(4.20)
(U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜2e
−τ Φ˜))L2(Ω) = −Iτ ((P ∗A2Q1(2)∗P ∗A2(C∗1(∂z+τ∂zΦ˜)+C∗0(x)∂z+b˜)U0, q˜2)+o
(
1
τ
)
,
(U˜1e
τ Φ˜,H(x, ∂z, ∂z)(V˜1e
−τ Φ˜))L2(Ω) = Iτ (P
∗
A2
(C∗1(∂z + τ∂zΦ˜ +B1)− B∗1)q˜1, q˜2)
−Iτ (q˜1, C0q˜2) + Iτ (q˜1, T ∗B1((C2(∂z − τ∂zΦ˜ + A2) + B2)q˜2)) + o
(
1
τ
)
,(4.21)
as τ → +∞. Here we recall (see Proposition 4.1) that b = B2 − ∂zC2 + A∗1C2, b˜ = B1 +
C1B2 − ∂zC1, B1 = −2∂zC1 + 2B∗1C1 − C0A2 +B1 and B2 = B∗1C0 − ∂zC0 − 2C2A2 +B2.
Proof. Since the coefficients of the operator H have compact supports, from Proposition
2.3 we have
(U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω)
= (U˜0e
τ(Φ˜−Φ˜),H(x, ∂z, ∂z − τ∂zΦ˜)V˜0)L2(Ω) = o
(
1
τ
)
as τ → +∞.(4.22)
Applying the stationary phase argument, we obtain
(U˜1e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω) = (U˜1e
τ(Φ˜−Φ˜),H(x, ∂z, ∂z − τ∂zΦ˜)V˜0)L2(Ω)
= (eτ(Φ˜−Φ˜)q˜1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ˜)V˜0)L2(Ω)
= Iτ (q˜1, T
∗
B1
H(x, ∂z, ∂z − τ∂zΦ˜)V˜0) + o(1
τ
) as τ → +∞,(4.23)
and
(U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜1e
−τ Φ˜))L2(Ω) = (H(x, ∂z, ∂z)
∗U˜0e
τ Φ˜, V˜1e
−τ Φ˜)L2(Ω)
= (H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, V˜1eτ(Φ−Φ))L2(Ω) = (P
∗
A2H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2)L2(Ω)
= Iτ (P
∗
A2
H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2) + o(
1
τ
) as τ → +∞.(4.24)
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In order to prove the asymptotics (4.19) it is convenient to represent the operator H in
the form
H(x, ∂z, ∂z) = C1(x)∂2zz + (∂z − A∗1)C0(x)∂z + (∂z − A∗1)C2(x)∂z +B(x,D),
where B(x,D) = (∂z − A∗1)b(x) + b1(x)∂z + b0(x) is the same as in the proof of Proposition
4.1. Then Proposition 2.4 yields
(U˜2e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω)(4.25)
= (U˜2e
τ Φ˜, (C1∂2zz + (∂z −A∗1)C0∂z + (∂z − A∗1)C2∂z +B(x,D))(V˜0e−τ Φ˜))L2(Ω)
= (U˜2e
τ Φ˜, (∂z − A∗1)C0∂z + (∂z −A∗1)C2∂z + (∂z −A∗1)b)(V˜0e−τ Φ˜))L2(Ω) + o
(
1
τ
)
.
Then using Proposition 2.3, we have
(U˜2e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω)(4.26)
= −((∂z + A1)(U˜2eτ Φ˜), C0∂z + C2∂z + b(V˜0e−τ Φ˜))L2(Ω) + o
(
1
τ
)
= −(TB1(Q2(1)eτ(Φ˜−Φ˜)U˜1), (C0∂z + C2(∂z − τ∂z¯Φ˜) + b)V˜0)L2(Ω) + o
(
1
τ
)
= −(TB1(Q2(1)TB1(eτ(Φ˜−Φ˜)q˜1)), (C0∂z + C2(∂z − τ∂z¯Φ˜) + b)V˜0)L2(Ω) + o
(
1
τ
)
= −(eτ(Φ˜−Φ˜)q˜1, T ∗B1Q2(1)∗T ∗B1(C0∂z + C2(∂z − τ∂z¯Φ˜) + b)V˜0)L2(Ω) + o
(
1
τ
)
= −Iτ (q˜1, T ∗B1Q2(1)∗T ∗B1(C0∂z + C2(∂z − τ∂z¯Φ˜) + b)V˜0) + o
(
1
τ
)
and
(U˜0e
τ Φ˜,H(x, ∂z, ∂z)(V˜2e
−τ Φ˜))L2(Ω) = (H
∗(x, ∂z, ∂z)(U˜0eτ Φ˜), V˜2e−τ Φ˜)L2(Ω)(4.27)
= (((∂z −B∗2)C∗1∂z + (∂z − B∗2)C∗0∂z + C∗2(x)∂2zz + (∂z − B∗2 )˜b)(U˜0eτ Φ˜), V˜2e−τ Φ˜)L2(Ω) + o
(
1
τ
)
= −((C∗1∂z + C∗0∂z + b˜)(U˜0eτ Φ˜), e−τ Φ˜(PA2(Q1(2)V˜1)eτ(Φ˜−Φ˜)))L2(Ω) + o
(
1
τ
)
= −((C∗1(∂z + τ∂zΦ˜) + C∗0∂z + b˜)U˜0, PA2(Q1(2)V˜1eτ(Φ˜−Φ˜)))L2(Ω) + o
(
1
τ
)
= −((C∗1(∂z + τ∂zΦ˜) + C∗0∂z + b˜)U˜0, PA2(Q1(2)PA2(q˜2eτ(Φ˜−Φ˜))))L2(Ω) + o
(
1
τ
)
= −(P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ˜) + C∗0∂z + b˜)U˜0, q˜2eτ(Φ˜−Φ˜))L2(Ω) + o
(
1
τ
)
= −Iτ ((P ∗A2Q1(2)∗P ∗A2(C∗1(∂z + τ∂zΦ˜) + C∗0∂z + b˜)U˜0, q˜2) + o
(
1
τ
)
.
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Integrating by parts, using Propositions 2.4 and 2.3, we obtain
(U˜1e
τ Φ˜,H(x, ∂z, ∂z)(V˜1e
−τ Φ˜))L2(Ω) = (U˜1e
τ Φ˜, ((−∂z +B∗1)2C1 + (∂z − B∗1)C0(∂z + A2)
+C2(∂z + A2)2 + (∂z − B∗1)B1 + B2(∂z + A2))(V˜1e−τ Φ˜))L2(Ω) + o
(
1
τ
)
= ((∂z +B1)
2U˜1e
τ Φ˜, C1V˜1e−τ Φ˜)L2(Ω) − ((∂z +B1)U˜1eτ Φ˜, C0(∂z + A2)(V˜1e−τ Φ˜))L2(Ω)
+(U˜1e
τ Φ˜, (C2(∂z + A2)2 + B2(∂z + A2))(V˜1e−τ Φ˜))L2(Ω)
−((∂z +B1)(U˜1eτ Φ˜),B1V˜1e−τ Φ˜)L2(Ω) + o
(
1
τ
)
= ((∂z +B1)q˜1e
τ Φ˜, C1V˜1e−τ Φ˜)L2(Ω) − (q˜1eτ Φ˜, C0q˜2e−τ Φ˜)L2(Ω)
+(U˜1e
τ Φ˜, (C2(∂z + A2) + B2)(q˜2e−τ Φ˜))L2(Ω)
−(q˜1eτ Φ˜,B1V1e−τ Φ˜)L2(Ω) + o
(
1
τ
)
= ((∂z + τ∂zΦ˜ +B1)q˜1, C1V˜1eτ(Φ˜−Φ˜))L2(Ω) − (q˜1eτ Φ˜, C0q˜2e−τ Φ˜)L2(Ω)
+(U˜1e
τ(Φ˜−Φ˜), (C2(∂z − τ∂z¯Φ˜ + A2) + B2)q˜2)L2(Ω)
−(q˜1,B1V˜1eτ(Φ˜−Φ˜))L2(Ω) + o
(
1
τ
)
= ((∂z + τ∂zΦ˜ +B1)q˜1, C1PA2(q˜2eτ(Φ˜−Φ˜)))L2(Ω)
−(q˜1eτ(Φ˜−Φ˜), C0q˜2)L2(Ω)
+(TB1(q˜1e
τ(Φ˜−Φ˜)), (C2(∂z − τ∂z¯Φ˜ + A2) + B2)q˜2)L2(Ω)
−(q˜1,B1V˜1eτ(Φ˜−Φ˜))L2(Ω) + o
(
1
τ
)
= (P ∗A2C∗1(∂z + τ∂zΦ˜ +B1)q˜1, q˜2eτ(Φ˜−Φ˜))L2(Ω)
−(q˜1eτ(Φ˜−Φ˜), C0q˜2)L2(Ω)
+(q˜1e
τ(Φ˜−Φ˜), T ∗B1(C2(∂z − τ∂z¯Φ˜ + A2) + B2)q˜2))L2(Ω)
−(q˜1,B1PA2(q˜2eτ(Φ˜−Φ˜)))L2(Ω)
= +Iτ (P
∗
A2
C∗1(∂z + τ∂zΦ˜ +B1)q˜1, q˜2)
−Iτ (q˜1, C0q˜2)
+Iτ (q˜1, T
∗
B1
(C2(∂z − τ∂z¯Φ˜ + A2) + B2)q˜2))
−Iτ (P ∗A2B∗1 q˜1, q˜2) + o
(
1
τ
)
as τ → +∞.(4.28)
The proof of the proposition is complete. 
We have
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Proposition 4.3. Let k, ℓ ∈ N+ and k+ℓ ≥ 3 and H(x, ∂z, ∂z) be a second-order differential
operator with compactly supported smooth coefficients. Let the functions U and V be given
by Proposition 3.5 and q1, q2 be given by (4.2). Assume that the restriction of the function
ψ on ∂Ω has a finite number of critical points and all these points are nondegenerate. Then,
if q1(x˜) = q2(x˜) = 0 and
(4.29) T ∗B1(∂z¯Φ¯C2V0) = ∂z¯Φ¯T ∗B1(C2V0) and P ∗A2(∂zΦC∗1U0) = ∂zΦP ∗A2(C∗1U0),
then we have
(4.30) (Uke
τΦ,H(x, ∂z, ∂z)(Vℓe
τΦ))L2(Ω) = o
(
1
τ
)
as τ → +∞.
Proof. By our assumption
(4.31) q1(x˜) = q2(x˜) = 0.
We consider several cases separately. Let ℓ = 0 and k = 3. We compute the asymptotics
K1(τ) = |(U3eτΦ,H(x, ∂z, ∂z)(V0e−τΦ))L2(Ω)|
= |(U3eτΦ, (C0∂2zz + C2∂2zz +B2∂z)(V0e−τΦ))L2(Ω)|+ o
(
1
τ
)
= |(∂z(C∗0U3eτΦ), ∂z(V0e−τΦ))L2(Ω) + (∂z(C∗2U3eτΦ), ∂z(V0eτΦ))L2(Ω) + (∂z(B∗2U3eτΦ), V0e−τΦ)L2(Ω)|
+o(
1
τ
) = |(C∗0∂z(U3eτΦ), ∂z(V0e−τΦ))L2(Ω) + (C∗2∂z(U3eτΦ), ∂z(V0e−τΦ))L2(Ω)
+(B∗2∂z(U3e
τΦ), V0e
−τΦ)L2(Ω)|+ o
(
1
τ
)
=
1
2
|(C∗0TB1(Q1(1)U2)eτΦ, ∂z(V0e−τΦ))L2(Ω) + (C∗2TB1(Q1(1)U2)eτΦ, ∂z(V0e−τΦ))L2(Ω)
+(B∗2TB1(Q1(1)U2)e
τΦ, V0e
−τΦ)L2(Ω)|+ o
(
1
τ
)
=
1
2
|(eτΦC∗2TB1(Q1(1)U2), ∂z(V0e−τΦ))L2(Ω)|+ o
(
1
τ
)
=
τ
2
|(U2, Q1(1)∗T ∗B1(C2∂z¯Φ¯V0))L2(Ω)|+ o
(
1
τ
)
.(4.32)
By the assumption, we have T ∗B1(∂z¯Φ¯C2V0) = ∂z¯Φ¯T ∗B1(C2V0). Therefore
K1(τ) = τ
2
(U2, Q1(1)
∗∂z¯Φ¯T ∗B1(C2V0))L2(Ω) + o
(
1
τ
)
(4.33)
= (eτ(Φ−Φ)TB1(Q2(1)e
τ(Φ−Φ)U1), P
∗
A1(e
τ(Φ−Φ)Q1(1)
∗∂z¯ΦT
∗
B1(C2V0)))L2(Ω) + o
(
1
τ
)
as τ → +∞.
By Proposition 8 of [15], we see
(4.34)
eτ(Φ−Φ)P ∗A1(e
τ(Φ−Φ)Q1(1)∗∂z¯Φ¯T ∗B1(C2V0)) =
Q1(1)
∗
2τ
T ∗B1(C2V0) + oL2(Ω)
(
1
τ
)
as τ → +∞
26 O. YU. IMANUVILOV AND M. YAMAMOTO
and
(4.35) U1 =
q1
2τ∂zΦ
+ oL2(Ω)
(
1
τ
)
as τ → +∞.
Using Proposition 2.4 of [11], by (4.34) and (4.35), we obtain from (4.32)
(4.36) K1(τ) = 1
4τ
∫
Ω
eτ(Φ−Φ)
(q1, Q1(1)
∗T ∗B1(C2V0))
2∂zΦ
dx+ o
(
1
τ
)
= o
(
1
τ
)
as τ → +∞.
The proof for the cases of ℓ = 3 and k = 0 is similar.
Next we consider the case k = 2 and ℓ = 1.
K2(τ) = (U2eτΦ,H(x, ∂z, ∂z)(V1e−τΦ))L2(Ω)(4.37)
= (U2e
τΦ, (C0∂2zz + C2∂2zz + C1∂2zz +B1∂z +B2∂z)(V1e−τΦ))L2(Ω) + o
(
1
τ
)
= K2,1(τ) +K2,2(τ) + o
(
1
τ
)
,
where
K2,1(τ) = (U2eτΦ, (C0∂2zz + C2∂2zz +B2∂z)(V1e−τΦ))L2(Ω)
and
K2,2(τ) = (U2eτΦ, (C1∂2zz +B1∂z)(V1e−τΦ))L2(Ω).
We start with the computation of the asymptotics of K2,2(τ) :
K2,2(τ) = (U2eτΦ, (C1∂z +B1)(e−τΦ[∂z, PA2](q2eτ(Φ−Φ))))L2(Ω)(4.38)
+τ(U2e
τΦ, (C1∂z +B1)(e−τΦPA2((τ(∂ζΦ(ζ)− ∂zΦ(z))q2 + ∂zq2)eτ(Φ−Φ))))L2(Ω).
By Proposition 2.4 we obtain
K2,2(τ) = (U2eτΦ, C1∂z(e−τΦ[∂z, PA2](q2eτ(Φ−Φ)))L2(Ω)(4.39)
+(U2e
τΦ, C1∂z(e−τΦPA2((τ(∂ζΦ(ζ)− ∂zΦ(z))q2 + ∂zq2)eτ(Φ−Φ)))L2(Ω) + o
(
1
τ
)
as τ → +∞.
By (3.5) there exists a constants Cj(τ) such that
(4.40) PA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ)) = ΠC1(τ) + Π˜C2(τ),
where the matrices Π, Π˜ are introduced in the previous section. The stationary phase argu-
ment yields
(4.41) Cj(τ) = O(
1
τ
3
2
) as τ → +∞ ∀j ∈ {1, 2}.
By (4.40), (4.41) and Proposition 2.4, we have
(4.42) τ(U2e
τΦ, C1∂z(e−τΦPA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ)))L2(Ω) = o(
1
τ
) as τ → +∞.
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Next we compute the following asymptotics
(U2e
τ Φ¯, C1∂z[e−τΦPA1(∂zq2eτ(Φ−Φ¯))])L2(Ω) = (U2eτ Φ¯, τC1e−τΦPA1((Φ(ζ)− Φ(z))∂zq2eτ(Φ−Φ¯)))L2(Ω)
+(U2e
τ Φ¯, τC1e−τΦ[∂z, PA1](∂zq2eτ(Φ−Φ¯)))L2(Ω)(4.43)
+(U2e
τ Φ¯, τC1e−τΦ[∂z, PA1](∂2zzq2eτ(Φ−Φ¯)))L2(Ω).
By Proposition 2.4 and Proposition 3.3 the last two terms in the above formula are of the
order o( 1
τ
).
By (3.5) there exists a constants C˜j(τ) such that
(4.44) PA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ)) = ΠC˜1(τ) + Π˜C˜2(τ),
where the matrices Π, Π˜ are introduced in the previous section. The stationary phase argu-
ment yields
(4.45) C˜j(τ) = O(
1
τ
) as τ → +∞ ∀j ∈ {1, 2}.
By (4.44), (4.45) and Proposition 2.4, we have
(U2e
τ Φ¯, τC1e−τΦPA1((Φ(ζ)− Φ(z))∂zq2eτ(Φ−Φ¯)))L2(Ω) = o(
1
τ
) as τ → +∞.
Hence the each of the three terms of the right hand side of the formula (4.43) equal o( 1
τ
).
Next we compute the asymptotics:
(U2e
τΦ, C1∂z(e−τΦ[∂z, PA2](q2eτ(Φ−Φ)))L2(Ω)
= (U2e
τΦ, C1(−τ∂zΦe−τΦ[∂z, PA2](q2eτ(Φ−Φ)) + [∂z, PA2 ](q2τ∂zΦeτ(Φ−Φ))
+[∂z, PA2](∂zq2e
τ(Φ−Φ)))L2(Ω)
+(U2e
τΦ, C1e−τΦ[∂z , [∂z, PA2]](q2eτ(Φ−Φ)))L2(Ω).
By Propositions 2.4 and 3.3 we have
(4.46) (U2e
τΦ, [∂z, PA2](∂zq2e
τ(Φ−Φ)))L2(Ω) = o
(
1
τ
)
as τ → +∞.
By Propositions 2.4 and 3.4 we have
(U2e
τΦ, C1(−τ∂zΦe−τΦ[∂z, PA2 ](q2eτ(Φ−Φ)) + [∂z , PA2](q2τ∂zΦeτ(Φ−Φ)))L2(Ω) = o
(
1
τ
)
and
(4.47) (U2e
τΦ, C1e−τΦ[∂z, [∂z, PA2 ]](q2eτ(Φ−Φ)))L2(Ω) = o
(
1
τ
)
as τ → +∞.
Combining (4.39) and (4.42)-(4.47), we prove that
(4.48) K2,2(τ) = o
(
1
τ
)
as τ → +∞.
Next we compute the asymptotics for K2,1(τ). By (3.22) we have
(4.49) K2,1(τ) = (U2eτΦ, (C0∂z + C2∂z +B2)(−A2V1 + q2)e−τΦ)L2(Ω).
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Proposition 2.4 yields
(4.50) (U2e
τΦ,B2(−A2V1 + q2)e−τΦ)L2(Ω) = o
(
1
τ
)
as τ → +∞.
By (3.22) and Proposition 2.4 we have
(U2e
τΦ, C0∂z((−A2V1 + q2)e−τΦ))L2(Ω) = (U2eτΦ, C0(−(∂zA2)V1 −A2∂zV1 + ∂zq2)e−τΦ))L2(Ω)
= −(U2, C0A1∂zV1)L2(Ω) + o
(
1
τ
)
= −(U2eτ(Φ−Φ), C0A1[∂z, PA2](q2eτ(Φ−Φ)))L2(Ω)
−(U2eτ(Φ−Φ), C0A1PA2(∂zq2eτ(Φ−Φ)))L2(Ω)
+(U2e
τ(Φ−Φ), τC0A1PA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ)))L2(Ω) + o
(
1
τ
)
.(4.51)
By the stationary phase argument, there exists a constant C independent of τ such that
τ‖PA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ))‖L2(Ω) ≤ C.
Hence by Proposition 2.4, we have
(4.52) (U2e
τ(Φ−Φ), τC0A1PA2((∂zΦ(z)− ∂ζΦ(ζ))q2eτ(Φ−Φ)))L2(Ω) = o
(
1
τ
)
as τ → +∞.
Applying Proposition 2.4 we have
(4.53) (U2e
τ(Φ−Φ), C0A1PA2(∂zq2eτ(Φ−Φ)))L2(Ω) = o
(
1
τ
)
as τ → +∞.
By Propositions 2.4 and 3.3, we have
|(U2eτ(Φ−Φ), C0A1[∂z, PA2 ](q2eτ(Φ−Φ)))L2(Ω)|(4.54)
≤ C‖U2‖L2(Ω)‖[∂z , PA2]‖L(C0(Ω),L2(Ω))‖q2‖C0(Ω) = o
(
1
τ
)
as τ → +∞.
Then from (4.51)-(4.54) we have
K2,1(τ) = (U2eτΦ, C2∂z((−A2V1 + q2)e−τΦ))L2(Ω) = (U2, C2τ∂z¯Φ¯q2)L2(Ω)
+(U2e
τΦ, C2((−∂zA2V1 + 1
2
A2(−A2V1 + q2) + ∂zq2)eτΦ))L2(Ω)(4.55)
= τ(eτ(Φ−Φ)TB1(Q2(1)e
τ(Φ−Φ)U1), P ∗A1(e
τ(Φ−Φ)∂z¯Φ¯C2q2)L2(Ω) + o
(
1
τ
)
.
By Proposition 8 of [15] we obtain
(4.56) eτ(Φ−Φ)P ∗A1(e
τ(Φ−Φ)∂z¯Φ¯C2q2) = 1
2τ
C2q2 + oL2(Ω)
(
1
τ
)
as τ → +∞.
By (4.35) and (4.56) we have
K2,1(τ) = 1
4τ
∫
Ω
eτ(Φ−Φ)
(C2q2, q1)
∂zΦ
dx+ o
(
1
τ
)
as τ → +∞.
NAVIER-STOKES EQUATIONS AND LAME´ SYSTEM 29
Therefore from Proposition 2.4 of [11] we have
(4.57) K2,1(τ) = o
(
1
τ
)
as τ → +∞.
The proof in the case ℓ = 2 and k = 1 is similar.
Finally we consider the case when k + ℓ ≥ 4, k, ℓ ∈ N+. We set Ψ = Φ and Ψ = Φ for
k = 0, 1 and Ψ = Φ and Ψ1 = Φ otherwise. Then
(Uke
τΨ,H(x, ∂z, ∂z)(Vℓe
−τΨ1))L2(Ω)(4.58)
= (Uke
τΨ, (C0∂2zz + C1∂2zz + C2∂2zz +B1∂z +B2∂z)(Vℓe−τΨ1))L2(Ω) + o
(
1
τ
)
= (∂z(C∗0UkeτΨ), ∂z(Vℓe−τΨ1))L2(Ω) + (∂z(C∗1UkeτΨ), ∂z(Vℓe−τΨ1))L2(Ω)
+(∂z(C∗2UkeτΦ), ∂z(Vℓe−τΨ1))L2(Ω)
+(Uke
τΨ,B1∂z +B2∂z(Vℓe
−τΨ1))L2(Ω) + o
(
1
τ
)
as τ → +∞.
To complete the proof of the proposition we show that each of the four integrals in the
right-hand side of (4.58) are equal to o( 1
τ
). In order to prove this fact it is suffices to show
that for any regular matrix C(x)
(4.59) (∂1e
τΨ, C∂2(Vℓe−τΨ1))L2(Ω) = o(1
τ
) as τ → +∞ ∂j ∈ {∂z, ∂z¯}.
In order to prove the above formula consider several cases. If k ≥ 1, then we have two cases:
Case A. Either k = 1 and ∂ = ∂z or k ≥ 2 and ∂ = ∂z. Then by (3.21) there exist
matrices Ak and functions Fk(τ, ·) such that
∂(Uke
τΨ) = AkUke
τΨ + Fke
τΨ,
and for some constant C independent of τ , we have an estimate:
‖Fk‖L2(Ω) ≤ C‖Uk−1‖L2(Ω).
By Proposition 2.4 for any ǫ ∈ (0, 1) there exists
(4.60) ‖e−τϕ∂(UkeτΨ)‖L2(Ω) ≤ C(ǫ)/τκ, κ = max{0, k − 1− ǫ}.
Case B. Let k = 1 and ∂ = ∂z or k ≥ 2 and ∂ = ∂z .
Then by Proposition 3.4, for any ǫ ∈ (0, 1) there exists a constant C(ǫ) such that
(4.61) ‖e−τϕ∂(UkeτΨ)‖L2(Ω) ≤ C(ǫ)τ ǫ‖Uk−1‖L2(Ω) ≤ C(ǫ)/τκ, κ = max{0, k − 1− 2ǫ}.
If ℓ ≥ 1 we also have two cases.
Case C. Let ℓ = 1 and ∂ = ∂z or ℓ ≥ 2 and ∂ = ∂z .
Then by (3.22) there exist matrices A˜ℓ and functions F˜ℓ such that
∂(Vℓe
−τΨ1) = A˜ℓVℓe−τΨ1 + F˜ℓe−τΨ1 ,
where
‖Fℓ‖L2(Ω) ≤ C‖Vℓ−1‖L2(Ω).
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By Proposition 2.4 we obtain
(4.62) ‖eτϕ∂(Vℓe−τΨ)‖L2(Ω) ≤ C(ǫ)/τ κ˜, κ˜ = max{0, ℓ− 1− ǫ}.
Case D. Let ℓ = 1 and ∂ = ∂z or ℓ ≥ 2 and ∂ = ∂z .
Then by Proposition 3.4 for any ǫ ∈ (0, 1), there exists a constant C(ǫ) such that
(4.63) ‖eτϕ∂(Vℓe−τΨ1)‖L2(Ω) ≤ C(ǫ)τ ǫ‖Vℓ−1‖L2(Ω) ≤ C(ǫ)/τ κ˜, κ˜ = max{0, ℓ− 1− 2ǫ}.
Hence if k ≥ 1, ℓ ≥ 1 and k + ℓ ≥ 4, then by (4.60), (4.61), (4.62), (4.63)
(4.64) |(∂1UkeτΨ, C∂2(Vℓe−τΨ1))L2(Ω)| ≤ C
τκ+κ˜
=
C(ǫ)
τk+ℓ−2−4ǫ
= o(
1
τ
) as τ → +∞.
Now the only case we need to consider is the situation when either ℓ = 0, k ≥ 4 or
ℓ ≥ 4, k = 0. Let for example ℓ = 0. Then using the Proposition 2.4 we obtain
(4.65) |(∂1UkeτΨ, C∂2(Vℓe−τΨ1))L2(Ω)| ≤ C
τκ+κ˜
≤ C(ǫ)
τκ−2−2ǫ
= o
(
1
τ
)
as τ → +∞.
The proof of proposition is complete.

In a way similar to Proposition 4.3, we prove
Proposition 4.4. Let k, ℓ ∈ N+ and k+ℓ ≥ 3 and H(x, ∂z, ∂z¯) be a second-order differential
operator with compactly supported smooth coefficients. Let the functions U˜k and V˜ℓ be given
by Proposition 3.6 and q˜1, q˜2 be given by (4.3). Then
(U˜ke
τ Φ˜,H(x, ∂z, ∂z)(V˜ℓe
τ Φ˜))L2(Ω) = o
(
1
τ
)
as τ → +∞.
Henceforth we assume that the domain Ω is a ball centered at origin. Denote
C˜1(x) = P
∗
A2(2∂zΦ˜∂z(C∗1 U˜0)+2C∗1U˜0+∂zΦ˜∂z(C∗0 U˜0)+∂zΦ˜B∗1U˜0+Q1(2)∗P ∗A2(C∗1∂zΦ˜U˜0)+C∗1∂zΦ˜q˜1),
C˜2(x) = −T ∗B1(C2(2∂z¯Φ˜∂zV˜0+2V˜0)+C0∂z¯Φ˜∂zV0+∂z¯Φ˜B2V˜0+Q2(1)∗T ∗B1(C2∂z¯Φ˜V˜0)+C2∂z¯Φ˜q˜2).
We have
Proposition 4.5. Let H(x, ∂z, ∂z) be a second-order differential operator given by (4.1)
with compactly supported smooth coefficients in Ω. Let U˜ , V˜ be the solutions constructed in
Proposition 3.6. Suppose that
(4.66) (U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω) = o
(
1
τ
)
as τ → +∞.
Then the following equalities hold true:
(4.67) P ∗A2 [z
kC∗1U0]|∂Ω = T ∗B1 [zkC2V0]|∂Ω = 0 k ∈ {0, 1, 2},
(4.68)
P ∗A2(2z
k∂z(C∗1U0)+2zkC∗1U0+zk∂z(C∗0U0)+zkB∗1U0+Q1(2)P ∗A2(C∗1zkU0)+C∗1zkq1) = 0 on ∂Ω
and
(4.69)
−T ∗B1(C2(2zk∂zV˜0+2zkV0)+C0zk∂zV0+zkB2V0+Q2(1)T ∗B1(C2zkV0)+C2zkq2) = 0 on ∂Ω.
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Proof. From Proposition 4.4 we obtain
(U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω) = ((U˜0 − U˜1 + U˜2)eτ Φ˜,H(x, ∂z, ∂z)((V˜0 − V˜1 + V˜2)e−τ Φ˜))L2(Ω)
+o
(
1
τ
)
as τ → +∞.(4.70)
Then applying Proposition 4.2, we have
(U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω) = −(U˜0eτ Φ˜,H(x, ∂z, ∂z)(V˜1e−τ Φ˜))L2(Ω)(4.71)
−(U˜1eτ Φ˜,H(x, ∂z, ∂z)(V˜0e−τ Φ˜))L2(Ω) + (U˜0eτ Φ˜,H(x, ∂z, ∂z)(V˜2e−τ Φ˜))L2(Ω)
+(U˜2e
τ Φ˜,H(x, ∂z, ∂z)(V˜0e
−τ Φ˜))L2(Ω) + (U˜1e
τ Φ˜,H(x, ∂z, ∂z)(V˜1e
−τ Φ˜))L2(Ω)
+o
(
1√
τ
)
as τ → +∞.
The function ψ˜ on ∂Ω has only two critical points, that is, the point of minimum xmin and
the point of maximum xmax. Moreover after appropriate choice of the function Φ˜ we can
assume that xmax = xˆ where xˆ is an arbitrary fixed point from ∂Ω. The second tangential
derivatives of the function ψ˜ at points xmax and xmin are not equal to zero. Hence the first
asymptotic term on the right-hand side of (4.71) is of the order
√
τ . Therefore we can remove
some terms and write (4.71) as
(U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω)
= Jτ (P
∗
A2
H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2) + Jτ (q˜1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ˜)V0) + o(
1√
τ
)
=
∫
∂Ω
(P ∗A2H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2)
(ν1 − iν2)
2τ∂zΦ˜
eτ(Φ˜−Φ˜)dσ
+
∫
∂Ω
(q˜1, T
∗
B1
H(x, ∂z, ∂z − τ∂z¯Φ˜)V0)(ν1 − iν2)
2τ∂zΦ˜
eτ(Φ˜−Φ˜)dσ + o
(
1√
τ
)
as τ → +∞.
Then applying the stationary phase argument, we obtain that there exists a function κ,
not equal to zero at any point of ∂Ω such that
(U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω)(4.72)
=
(ν1 − iν2)√τκ
2∂zΦ˜
(xmax)
{
(q˜1, T
∗
B1 [z
kC2V0]) + (P ∗A2[zkC∗1U0], q˜2)
}
(xmax)e
2τψ˜(xmax)
+
(ν1 − iν2)
√
τκ
2τ∂zΦ˜
(xmin)
{
(q˜1, T
∗
B1
[zkC2V0]) +(P ∗A2[zkC∗1U0], q˜2)
}
(xmin)e
2τψ˜(xmin) + o(
√
τ ).
Since ψ(xmin) 6= ψ(xmax), the above equality implies{
(q˜1, T
∗
B1 [z
kC2V0]) + (P ∗A2 [zkC∗1U0], q˜2)
}
(xmax) = 0.
This equality and Proposition 3.1 imply (4.67). Since the matrices Cj have compact supports,
the equalities (4.67) imply
(4.73)
∂j
∂νj
T ∗B1 [z
kC2V0]|∂Ω = ∂
j
∂νj
P ∗A2 [z
kC∗1U0]|∂Ω = 0 ∀j ∈ {0, 1, . . . , 4}.
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This equality implies in particular that
(4.74) Jτ (P
∗
A2 [z
kC∗1U0], q˜2) + Jτ (q˜1, T ∗B1 [zkC2V0]) = o
(
1√
τ
)
as τ → +∞.
By (4.74), we have
(4.75) (U˜ ,H(x, ∂z, ∂z)V˜ )L2(Ω)
= Jτ (P
∗
A2H(x, ∂z + τ∂zΦ˜, ∂z)
∗U˜0, q˜2) + Jτ (q˜1, T
∗
B1H(x, ∂z, ∂z − τ∂z¯Φ˜)V0)
+o
(
1√
τ
)
=
∫
∂Ω
(C˜1, q˜2)
e2iθ(ν1 − iν2)
2∂zΦ˜
eτ(Φ˜−Φ˜)dσ
+
∫
∂Ω
(q˜1, C˜2)
e2iθ(ν1 − iν2)
2∂zΦ˜
eτ(Φ˜−Φ˜)dσ + o
(
1√
τ
)
as τ → +∞.
Applying the stationary phase argument to the right-hand side of (4.75), we obtain
(C˜1, q˜2)(xmax) + (q˜1, C˜2)(xmax) = 0.
Then using Proposition 3.1, we obtain (4.68) and (4.69). 
Denote
HU0,V0(x) = {(U0, C1∂2zzV0)− (∂z(C∗0U0), ∂zV0)
+(∂2zz(C∗2U0), V0) + (U0,B1∂zV0)− (∂z(B∗2U0), V0) + (U0,B0V0)}(x).
The following proposition plays the crucial part in the proof of the uniqueness of the
determination of coefficients for the Navier-Stokes equations and the Lame´ system.
Proposition 4.6. Let H(x, ∂z, ∂z) be a second-order differential operator given by (4.1) with
smooth coefficients which have compact supports in Ω. Assume that the restriction of the
function ψ on ∂Ω has a finite number of critical points and all these points are nondegenerate.
Let U, V be the solutions constructed in Proposition 3.5, q1(x˜) = q2(x˜) = 0 and (4.67)-(4.69)
hold true. Suppose that
(4.76) (U,H(x, ∂z, ∂z)V )L2(Ω) = o
(
1
τ
)
as τ → +∞.
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Then the following equality holds true:
(P ∗A2 [C∗1U0],
1
2
∂z[Q2(2)V0]− 1
4
B2Q2(2)V0)(x˜)
+(T ∗B1 [C2V0],
1
2
∂z[Q1(1)U0]− 1
4
A1Q1(1)U0)(x˜)
+2(∂zP
∗
A2
[C∗1U0],
1
2
Q2(2)V0)(x˜) + 2(∂zT
∗
B1
[C2V0], 1
2
Q1(1)U0)(x˜)
−(P ∗A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1),
1
2
Q2(2)V0)(x˜)
−(T ∗B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2),
1
2
Q1(1)U0)(x˜)
+HU0,V0(x˜) = 0.(4.77)
Proof. First, using (4.1), integrating by parts and applying the stationary phase ar-
gument, since the coefficients of the operator H are compactly supported, we obtain the
asymptotic formula
(U0e
τΦ,H(x, ∂z, ∂z)(V0e
−τΦ))L2(Ω)
=
∫
Ω
1
τ
{
(U0, C1∂2zzV0)− (∂z(C∗0U0), ∂zV0) + (∂2zz(C∗2U0), V0) + (U0,B1∂zV0)
−(∂z(B∗2U0), V0) + (U0,B0V0)} eτ(Φ−Φ)dx = Fx˜,τ (U0,H(x, ∂z, ∂z − τ∂z¯Φ¯)V0) + o
(
1
τ
)
=
π
2τ
HU0,V0(x˜) + o
(
1
τ
)
as τ → +∞.(4.78)
From Proposition 4.3 we obtain
(U,H(x, ∂z, ∂z)V )L2(Ω) = (((U0 − U1)eτΦ + U2eτΦ),H(x, ∂z, ∂z)((V0 − V1)e−τΦ + V2e−τΦ))L2(Ω)
+o(
1
τ
) as τ → +∞.(4.79)
Using this equality, (4.1), (4.78) and Proposition 4.1, we have
(U,H(x, ∂z, ∂z)V )L2(Ω) = −(U0eτΦ,H(x, ∂z, ∂z)(V1e−τΦ))L2(Ω)(4.80)
−(U1eτΦ,H(x, ∂z, ∂z)(V0e−τΦ))L2(Ω) + o(τ)
= −Fx˜,τ (P ∗A2H(x, ∂z + τ∂zΦ, ∂z)∗U0, q2)− Fx˜,τ (q1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ¯)V0)
−Jτ (P ∗A2H(x, ∂z + τ∂zΦ, ∂z)∗U0, q2)− Jτ (q1, T ∗B1H(x, ∂z, ∂z − τ∂z¯Φ¯)V0) + o(τ)
= −4τ(P ∗A2 [C∗1(z − z˜)2U0](x˜), q2(x˜))− 4τ(T ∗B1 [C2(z − z˜)2V0](x˜), q1(x˜)) + o(τ).
Here, in order to obtain the last equality we used the fact that Jτ (P
∗
A2
H(x, ∂z+τ∂zΦ, ∂z)
∗U0, q2) =
o(τ). This follows from (4.67).
Next we claim that
(4.81) P ∗A2 [z
kC∗1U0] = zkP ∗A2 [C∗1U0] and T ∗B1 [zkC2V0] = zkT ∗B1 [C2V0] ∀k ∈ {0, 1, 2}.
Indeed, using the notations r1,k = P
∗
A2
[C∗1zkU0], r2,k = zkP ∗A2[C∗1U0], we observe that
(−∂z + A∗2)rj,k = zkC∗1U0 in Ω.
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Hence using (4.67) we obtain
(−∂z + A∗2)(r1,k − r2,k) = 0 in Ω, (r1,k − r2,k)|∂Ω = 0.
By uniqueness of the Cauchy problem for the ∂z equation, we obtain that r1,k − r2,k ≡ 0.
The proof of the second equality in (4.81) is the same.
We introduce the following notations
m2(x) = P
∗
A2
[C∗1(∂zΦ)2U0], m1(x) = T ∗B1 [C2(∂z¯Φ)2V0],
C1(x) = P
∗
A2
(2∂zΦ∂z(C∗1U0)+2C∗1U0+∂zΦ∂z(C∗0U0)+∂zΦB∗1U0+Q1(2)∗P ∗A2(C∗1∂zΦU0)+C∗1∂zΦq1),
C2(x) = −T ∗B1(C2(2∂z¯Φ¯∂zV0+2V0)+C0∂z¯Φ¯∂zV0+∂z¯ΦB2V0+Q2(1)∗T ∗B1(C2∂z¯ΦV0)+C2∂z¯Φ¯q2).
In particular (4.81) implies
(4.82) m2(x) = (∂zΦ)
2P ∗A2 [C∗1U0] and m1(x) = (∂z¯Φ)2T ∗B1 [C2V0] in Ω.
The formula (4.82) implies the following equalities
(4.83)
m2(x˜) = ∂zm2(x˜) = 0, ∂
2
zzm2(x˜) = 8PA∗2 [C∗1U0](x˜), ∂3zzzm2(x˜) = 24∂zPA∗2 [C∗1U0](x˜),
(4.84)
m1(x˜) = ∂zm1(x˜) = 0, ∂
2
zzm1(x˜) = 8TB∗1 [C2V0](x˜), ∂3zzzm1(x˜) = 24∂zTB∗1 [C2V0](x˜).
Moreover thanks to our assumption that q1(x˜) = q2(x˜) = 0, formulae (4.83) and (4.84)
implies the following equalities:
1
32
∂4zzzz(m2, q2)(x˜) =
1
32
{4(∂3zzzm2, ∂zq2) + 6(∂2zzm2, ∂2zzq2)}(x˜)
= (∂zPA∗2 [C∗1U0], ∂zq2)(x˜) +
3
2
(PA∗2 [C∗1U0], ∂2zzq2)(x˜)(4.85)
and
1
32
∂4zzzz(m1, q1)(x˜) =
1
32
{4(∂3zzzm1, ∂zq1) + 6(∂2zzm1, ∂2zzq1)}(x˜)
= (∂zTB∗1 [C2V0], ∂zq1)(x˜) +
3
2
(TB∗1 [C2V0], ∂2zzq1)(x˜).(4.86)
In addition, since the matrices Cj are compactly supported and the functions mj satisfy
the equations
−(∂z + A∗1)m1 = C∗1U0 in Ω, (−∂z +B∗2)m2 = C2V0 in Ω, mj |∂Ω = 0 ∀j ∈ {1, 2},
we have
(4.87)
∂kmj
∂νk
|∂Ω = 0 ∀k ∈ {0, 1, 2, 3} j ∈ {1, 2}.
This implies that
(4.88) Jτ (mk) = o
(
1
τ 3
)
as τ → +∞, ∀j ∈ {1, 2}.
Repeating the above arguments and using (4.68) and (4.69), we obtain
(4.89) C1(x) = ∂zΦP
∗
A2(2∂z(C∗1U0)+∂z(C∗0U0)+B∗1U0+Q1(2)∗P ∗A2(C∗1U0)+C∗1q1)+2P ∗A2(C∗1U0)
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and
(4.90) C2(x) = −∂z¯ΦT ∗B1(C2(2∂zV0)+C0∂zV0+B2V0+Q2(1)∗T ∗B1(C2V0)+C2q2)−2T ∗B1(C2V0).
The formulae (4.89) and (4.90) imply that
(4.91) C1(x˜) = 2P
∗
A2(C∗1U0)(x˜), C2(x˜) = −2T ∗B1(C2V0)(x˜).
Using the formulae
H(x, ∂z, ∂z)(V0e
−τΦ) = e−τΦ(τ 2C2(∂z¯Φ)2V0 − τ(C2(2∂z¯Φ¯∂zV0 + 2V0) + C0∂z¯Φ¯∂zV0 + ∂z¯ΦB2V0)
+H(x, ∂z, ∂z)V0)
and
H(x, ∂z, ∂z)
∗(U0eτΦ) = eτΦ(τ 2C∗1(∂zΦ)2U0 + τ(2∂zΦ∂z(C∗1U0 + 2C∗1U0) + ∂zΦ∂z(C∗0U0) + ∂zΦB∗1U0)
+H(x, ∂z, ∂z)
∗U0),
formula (4.115) and asymptotics (4.78) we write the left-hand side of (4.76) as
(U,H(x, ∂z, ∂z)V )L2(Ω) =
∫
Ω
{τ 2(q1, T ∗B1((∂z¯Φ)2C2V0)) + τ(q1,C2) + (q2,M1)}eτ(Φ−Φ)dx
+
∫
Ω
{τ 2(q2, P ∗A2(C∗1(∂zΦ)2U0)) + τ(q2,C1) + (q1,M2)}eτ(Φ−Φ)dx
+
π
2τ
HU0,V0(x˜) + o
(
1
τ
)
as τ → +∞,(4.92)
where
M1 = P ∗A2(H(x, ∂z, ∂z)∗U0)−P ∗A2Q1(2)∗P ∗A2((C∗1∂z+C∗0∂z+ b˜)U0)+P ∗A2((C∗1(∂z+B1)−B∗1)q1)
and
M2 = T ∗B1(H(x, ∂z, ∂z)V0)−T ∗B1Q2(1)∗T ∗B1((C0∂z+C2∂z+b1)V0)−C0q2+T ∗B1((C2(∂z+A2)+B2)q2).
By the stationary phase argument∫
Ω
((q1,M1) + (q2,M2))eτ(Φ−Φ)dx = o(1
τ
) as τ → +∞.
Then we rewrite (4.92) as
(U,H(x, ∂z, ∂z)V )L2(Ω) =
∫
Ω
{τ 2(q1, T ∗B1((∂z¯Φ)2C2V0)) + τ(q1,C2)}eτ(Φ−Φ)dx
+
∫
Ω
{τ 2(q2, P ∗A2(C∗1(∂zΦ)2U0)) + τ(q2,C1)}eτ(Φ−Φ)dx
+
π
2τ
HU0,V0(x˜) + o
(
1
τ
)
as τ → +∞.(4.93)
Computing the next term in the asymptotics (4.76) using the representation (4.93), we
obtain
(U,H(x, ∂z, ∂z)V )L2(Ω) = I1(x˜) + I2(x˜) + τ(Jτ (C1) + Jτ (C2)) + o(1) as τ → +∞,
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where
I1(x) = 1
4
{−∂2zz(P ∗A2(C∗1(∂zΦ)2U0), q2)(x) + ∂2zz(P ∗A2(C∗1(∂zΦ)2U0), q2)(x)}+ (C1, q2)(x)
and
I2(x) = 1
4
{−∂2zz(T ∗B1(C2(∂z¯Φ)2V0), q1)(x) + ∂2z¯z¯(T ∗B1(C2(∂z¯Φ)2V0), q1)(x)}+ (C2, q1)(x).
By (4.68), we have
(4.94) (Jτ (C1) + Jτ (C2)) = o(
1
τ 2
) as τ → +∞.
We claim that I1(x˜) = I2(x˜) = 0. Indeed, by (4.81), we obtain
∂2zz(P
∗
A2(C∗1(∂zΦ)2U0), q2)(x˜) = 0 and ∂2zz(−T ∗B1(C2(∂z¯Φ)2V0), q1)(x˜) = 0.
Using the above equality, (4.2), (4.82) and (4.89), we can compute I1(x˜) as
I1(x˜) = −1
4
∂zz(P
∗
A2
(C∗1(∂zΦ)2U0), q2)(x˜)
+(P ∗A2(2C∗1U0), q2)(x˜) = −2(P ∗A2(2C∗1U0), q2)(x˜) + (P ∗A2(2C∗1U0), q2)(x˜) = 0.
Similarly, using (4.82) and (4.90), we compute I2 at point x˜ :
I2(x˜) = 1
4
∂2zz(T
∗
B1(C2(∂z¯Φ)2V0), q1)(x˜)− (q1, T ∗B1(C2∂z¯Φq2))(x˜) =
1
4
∂2zz(T
∗
B1(C2(∂z¯Φ)2V0), q1)(x˜)− 2(q1, T ∗B1(C2V0))(x˜) = 0.
Finally we compute the term of order 1
τ
in the asymptotics of the left-hand side of (4.76).
We remind our assumption
(4.95) q1(x˜) = q2(x˜) = 0.
We introduce the couple operators
Lφ =
1
4
(−∂2zzφ+ ∂2zzφ)(x˜) and Pφ = (
1
32
∂4zzzzφ−
1
16
∂4zzzzφ+
1
32
∂4zzzzφ)(x˜).
By (4.94) we see that
(U,H(x, ∂z, ∂z)V )L2(Ω) =
1
τ
(B(m1, q1) +B(m2, q2) + L(C2, q1) + L(C1, q2))(4.96)
+
π
2τ
HU0,V0(x˜) + τ(Iτ (C1) + Iτ (C2)) =
1
τ
(B(m1, q1) +B(m2, q2)
+L(C2, q1) + L(C1, q2)) +
π
2τ
HU0,V0(x˜) + o
(
1
τ
)
as τ → +∞.
First we compute B(m2, q2). Observe that
(4.97) m2(x˜) = ∂zm2(x˜) = ∂
2
zzm2(x˜) = ∂
3
zzzm2(x˜) = ∂
4
zzzzm2(x˜) = 0.
Then
(4.98) ∂4zzzz(m2, q2)(x˜) = 0.
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Using (4.95) and (4.83), we obtain
∂4zzzz(m2, q2)(x˜) = {(∂4zzzzm2, q2) + 2(∂3zzzm2, ∂zq2) + 2(∂3zzzm2, ∂zq2) + (∂2zzm2, ∂2zzq2)
+(∂2zzm2, ∂
2
zzq2) + 4(∂
2
zzm2, ∂
2
zzq2) + 2(∂zm2, ∂
2
zzzq2) + 2(∂zm2, ∂
2
zzzq2) + (m2, ∂
4
zzzzq2)}(x˜)
= 2(∂3zzzm2, ∂zq2)(x˜) + (∂
2
zzm2, ∂
2
zzq2)(x˜) = 16(∂zP
∗
A2
[C∗1U0], ∂zq2)(x˜) + (8P ∗A2[C∗1U0], ∂2zzq2)(x˜).
(4.99)
By (4.86), (4.98), (4.99)
B(m2, q2) = −(∂zP ∗A2 [C∗1U0], ∂zq2)(x˜)−
1
2
(P ∗A2[C∗1U0], ∂2zzq2)(x˜)
+(∂zPA∗2 [C∗1U0], ∂zq2)(x˜) +
3
2
(PA∗2 [C∗1U0], ∂2zzq2)(x˜).(4.100)
Next, in similar way, we compute B(m1, q1). Observe that
(4.101) m1(x˜) = ∂zm1(x˜) = ∂
2
zzm1(x˜) = ∂
3
zzzm1(x˜) = ∂
4
zzzzm1(x˜) = 0.
Then, by (4.101)
(4.102) ∂4zzzz(m1, q1)(x˜) = 0.
Short computations, (4.95), (4.84) provide the formulae
∂4zzzz(m1, q1)(x˜) = {(∂4zzzzm1, q1) + 2(∂3zzzm1, ∂zq1) + 2(∂3zzzm1, ∂zq1) + (∂2zzm1, ∂2zzq1)
+(∂2zzm1, ∂
2
zzq1) + 4(∂
2
zzm1, ∂
2
zzq1) + 2(∂zm1, ∂
2
zzzq1) + 2(∂zm1, ∂
2
zzzq1) + (m1, ∂
4
zzzzq1)}(x˜)
= 2(∂3zzzm1, ∂zq1)(x˜) + (∂
2
zzm1, ∂
2
zzq1)(x˜).(4.103)
By (4.84), (4.102), (4.103) we obtain
B(m1, q1) = −2(∂3zzzm1, ∂zq1)(x˜)− (∂2zzm1, ∂2zzq1)(x˜)
+(∂zTB∗1 [C2V0], ∂zq1)(x˜) +
3
2
(TB∗1 [C2V0], ∂2zzq1)(x˜).(4.104)
Using (4.95) we have
L(q1,C2) =
1
4
{−(∂2zzq1,C2)(x˜)− 2(∂zq1, ∂zC2)(x˜) + (∂2zzq1,C2)(x˜) + 2(∂zq1, ∂zC2)(x˜)}
(4.105)
and
L(q2,C1) =
1
4
{−(∂2zzq2,C1)(x˜)− 2(∂zq2, ∂zC1)(x˜) + (∂2zzq2,C1)(x˜) + 2(∂zq2, ∂zC1)(x˜)}.
(4.106)
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By (4.105), (4.106), (4.100), (4.104), (4.86) we obtain from (4.96)
1
4
(C1 − 1
4
(∂2zzm2, ∂
2
zzq2))(x˜)(4.107)
+
1
4
(−C2 − 1
4
(∂2zzm1, ∂
2
zzq1))(x˜)
+(
1
2
∂zC1 − 1
8
(∂3zzzm2, ∂zq2))(x˜)
+(−1
2
∂zC2 − 1
8
(∂3zzzm1, ∂zq1))(x˜)
+3(∂zP
∗
A2[C∗1U0], ∂zq2)(x˜) +
3
2
(P ∗A2[C∗1U0], ∂2zzq2)(x˜)
+3(∂zT
∗
B1
[C2V0], ∂zq1)(x˜) + 3
2
(T ∗B1 [C2V0], ∂2zzq1)(x˜)
+
1
4
(−∂2zz(C1, q2) + ∂2zz(C2, q1))(x˜) + HU0,V0(x˜) = 0.
By (4.89) and (4.83), we have
(4.108) C1(x˜)− 1
4
∂2zzm2(x˜) = 0.
By (4.90) and (4.84), we see
(4.109) C2(x˜) +
1
4
∂2zzm1(x˜) = 0.
Applying (4.89) and (4.83), we obtain
(4.110)
(
1
2
∂zC1 − 1
8
∂3zzzm2
)
(x˜) = 0.
Applying (4.90) and (4.84), we obtain
(4.111)
(
−1
2
∂zC2 − 1
8
∂3zzzm1
)
(x˜) = 0.
By (4.108)-(4.111), we rewrite (4.107) as
{3(∂zP ∗A2 [C∗1U0], ∂zq2) +
3
2
(P ∗A2[C∗1U0], ∂2zzq2)}(x˜)(4.112)
+{3(∂zT ∗B1 [C2V0], ∂zq1) +
3
2
(T ∗B1 [C2V0], ∂2zzq1)}(x˜)
+
1
4
(−∂2zz(C1, q2) + ∂2zz(C2, q1))(x˜) + HU0,V0(x˜) = 0.
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Now we compute the last term in (4.111):
1
4
(−∂2zz(C1, q2) + ∂2zz(C2, q1))(x˜) =
1
4
(−2(∂zC1, ∂zq2)− (C1, ∂2zzq2)(4.113)
+2(∂zC2, ∂zq1) + (C2, ∂
2
zzq1))(x˜) =
1
4
(−2(∂zC1, ∂zq2)− 2(P ∗A2[C∗1U0], ∂2zzq2)
+2(∂zC2, ∂zq1)− 2(T ∗B1(C2V0), ∂2zzq1))(x˜)
=
1
4
(−4(∂zP ∗A2[C∗1U0], ∂zq2)(x˜)− 2(P ∗A2 [C∗1U0], ∂2zzq2)(x˜)
−4(∂zT ∗B1 [C2V0], ∂zq1)(x˜)− 2(T ∗B1(C2V0)(x˜), ∂2zzq1)(x˜))
−4(P ∗A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1), ∂zq2)(x˜)
−4(T ∗B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2), ∂zq1)(x˜)).
From (4.112) and (4.113), we obtain
2(∂zP
∗
A2[C∗1U0], ∂zq2)(x˜) + 2(∂zT ∗B1 [C2V0], ∂zq1)(x˜)
+(P ∗A2[C∗1U0], ∂2zzq2)(x˜) + (T ∗B1 [C2V0], ∂2zzq1)(x˜)(4.114)
−(P ∗A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1), ∂zq2)(x˜)
−(T ∗B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2), ∂zq1)(x˜) + HU0,V0(x˜) = 0.
Observe that by (4.2)
2∂zq1 + A1q1 = Q1(1)U0 and 2∂zq2 +B2q2 = Q2(2)V0.
Then using (4.95), we have
(4.115) ∂zq1(x˜) =
1
2
Q1(1)U0(x˜) and ∂zq2(x˜) =
1
2
Q2(2)V0(x˜).
Taking into account that
2∂2zzq1 + ∂zA1q1 + A1∂zq1 = ∂z[Q1(1)U0], 2∂
2
zzq2 + ∂zB2q2 +B2∂zq2 = ∂z[Q2(2)V0],
we have
(4.116)
∂2zzq2(x˜) =
1
2
∂z [Q2(2)V0](x˜)−1
4
B2Q2(2)V0(x˜), ∂
2
zzq1(x˜) =
1
2
∂z[Q1(1)U0](x˜)−1
4
A1Q1(1)U0(x˜).
Using (4.115) and (4.116), we rewrite (4.114) as
(P ∗A2 [C∗1U0],
1
2
∂z[Q2(2)V0]− 1
4
B2Q2(2)V0)(x˜)
+(T ∗B1 [C2V0],
1
2
∂z[Q1(1)U0]− 1
4
A1Q1(1)U0)(x˜)
+2(∂zP
∗
A2[C∗1U0],
1
2
Q2(2)V0)(x˜) + 2(∂zT
∗
B1 [C2V0],
1
2
Q1(1)U0)(x˜)
−(P ∗A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1),
1
2
Q2(2)V0)(x˜)
−(T ∗B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2),
1
2
Q1(1)U0)(x˜)
+HU0,V0(x˜) = 0.(4.117)
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The proof of the proposition is complete. 
Remark 4.1.The equation (4.77) at each point x˜ depends on the choice of the functions q1
and q2 since they are supposed to satisfy the condition q1(x˜) = q2(x˜) = 0. Of course the choice
of such functions for any fixed point x˜ is unique only modulo a function q1,∗ ∈ Ker (2∂z¯+A1)
and q2,∗ ∈ Ker (2∂z + B2). On the other hand, any function q1,∗ ∈ Ker (2∂z¯ + A1) can be
represented in the form q1,∗ = zq11, q11 ∈ Ker (2∂z¯+A1) and any function q2,∗ ∈ Ker (2∂z+B2)
can be represented in the form q2,∗ = z¯q22, q22 ∈ Ker (2∂z +B2). Therefore by (4.82) as long
as the point x˜ is fixed the choice of the functions qj does not affect the equation (4.77).
We complete this section, presenting one of many possible choices of functions qj which
will later in Sections 5 and 6. Let us fix some point x0 in Ω and consider a ball B(x0, δ)
centered at x0 of the small positive radius δ. By Proposition 3.1, there exist regular functions
qk,j such that
qk,j(x
0) = ~ej , q1,j ∈ Ker (2∂z¯ + A1), q2,j ∈ Ker (2∂z +B2), k = 1, 2, j ∈ {1, 2, 3}.
Then, provided that δ > 0 is sufficiently small, there exist functions rk,j(x˜) such that
3∑
j=1
rk,j(x˜)qk,j(x˜) = −q0k(x˜) ∀x˜ ∈ B(x0, δ), where q02 = TB2(Q2(2)V0), q01 = PA1(Q1(1)U0).
Then we set
(4.118) qk(x) := qk(x, x˜) = q
0
k(x) +
3∑
j=1
rk,j(x˜)qk,j(x), k = 1, 2.
By (4.68), (4.69) we note that
(4.119) P ∗A2(C∗1q1,j)|∂Ω = T ∗B1(C2q2,j)|∂Ω = 0 ∀j ∈ {1, 2, 3}.
Using the boundary conditions (4.119) and using Proposition 2.5 we obtain
(4.120)
∥∥∥∥∥s√φsP ∗A2
(
C∗1
3∑
j=1
r1,j(x˜)q1,j
)
esφs
∥∥∥∥∥
L2(Ω)
≤ C‖C∗2esφs‖L2(Ω)
and
(4.121)
∥∥∥∥∥s√φsT ∗B1
(
C2
3∑
j=1
r2,j(x˜)q2,j
)
esφs
∥∥∥∥∥
L2(Ω)
≤ C‖C∗2esφs‖L2(Ω).
5. Construction of complex geometric optics solutions for the
Navier-Stokes equations
Let u = (u1, u2), p be a solution to the Stokes equations
(5.1)
Lµ(x,D)(u, p) = (
2∑
j=1
∂xj (µ(∂xju1 + ∂x1uj)) + ∂x1p,
2∑
j=1
∂xj (µ(∂xju2 + ∂x2uj)) + ∂x2p) = 0.
We construct the complex geometric optics solution to the Stokes equations.
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As the first step of such a construction we reduce the Stokes equations to a decoupled
elliptic system.
Proposition 5.1. Let functions w = (w1, w2), f be some solutions to the elliptic system
(5.2) ∆f = divw in Ω,
(5.3)
µ∆w1+2µx1∂x1w1+∂x2µ(∂x2w1+∂x1w2)+∂x1µdivw+2∂
2
x1x1
µ∂x1f+2∂
2
x2x1
µ∂x2f = 0 in Ω,
(5.4)
µ∆w2+2∂x2µ∂x2w2+∂x1µ(∂x2w1+∂x1w2)+∂x2µdivw+2∂
2
x2x2µ∂x2f+2∂
2
x1x2µ∂x1f = 0 in Ω.
Then the pair (u, p) = (w −∇f, 1
2
µ∆f + ∂x1µ∂x1f + ∂x2µ∂x2f) solves the Stokes equations
(5.1).
Proof. The equation (5.2) implies divu = div (w − ∇f) = divw − ∆f = 0. Short
computations provide
Jk := 1
2
2∑
j=1
∂xj(µ(∂xj (wk − ∂xkf) + ∂xk(wj − ∂xjf))) + ∂xkp
=
1
2
2∑
j=1
∂xj (µ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)) + ∂xkp
=
1
2
2∑
j=1
∂xjµ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)
+
1
2
{µ(∂2xjxjwk − ∂3xkxjxjf + ∂xkxjwj − ∂3xjxjxkf)}+ ∂xkp
=
1
2
2∑
j=1
∂xjµ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)
+
1
2
{µ∆wk − µ∂xk∆f + µ∂xkdivw − µ∂xk∆f}+ ∂xkp.
The equation (5.2) yields
−µ∂xk∆f + µ∂xkdivw ≡ 0.
Hence
Jk = 1
2
2∑
j=1
∂xjµ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)
+
1
2
{µ∆wk − µ∂xk∆f}+ ∂xkp
=
1
2
2∑
j=1
∂xjµ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)
+
1
2
{µ∆wk − ∂xk(µ∆f) + ∂xkµ∆f}+ ∂xkp
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=
1
2
2∑
j=1
∂xjµ(∂xjwk − ∂2xkxjf + ∂xkwj − ∂2xjxkf)
+
1
2
{µ∆wk − ∂xk(µ∆f) + ∂xkµdivw}+ ∂xkp
=
1
2
2∑
j=1
(∂xk(−2∂xjµ∂xjf) + 2∂xjxkµ∂xjf)
+
1
2
{µ∆wk − ∂xk(µ∆f) + ∂xkµdivw +
2∑
j=1
∂xjµ(∂xjwk + ∂xkwj)}+ ∂xkp = 0.
Thus the proof of the proposition is complete. 
We set
(5.5) H(x, ∂z, ∂z)
(
v
g
)
=

µ
µ2
M2(x,D)(v, g)− 2(∇µ)divv −
(
(∇µ,∇v1)
(∇µ,∇v2)
)
− 2
(
(∇∂x1µ,∇g)
(∇∂x2µ,∇g)
)
div
(
µ
µ2
M2(x,D)(v, g)− 2(∇µ)divv −
(
(∇µ,∇v1)
(∇µ,∇v2)
)
− 2
(
(∇∂x1µ,∇g)
(∇∂x2µ,∇g)
))
 ,
where the operator M2(x,D) is given by
(5.6) M2(x,D)(v, g)
=
(
2∂x1µ2∂x1v1 + ∂x2µ2(∂x2v1 + ∂x1v2) + ∂x1µ2divv + 2∂
2
x1x1µ2∂x1g + 2∂
2
x1x2µ2∂x2g
2∂x2µ2∂x2v2 + ∂x1µ2(∂x2v1 + ∂x1v2) + ∂x2µ2divv + 2∂
2
x2x2µ2∂x2g + 2∂
2
x1x2µ2∂x1g
)
.
We note that the coefficients of H(x, ∂z, ∂z) are given by the derivatives of µ.
Proposition 5.2. Let (w, f), (v, g) be some regular solutions to the system (5.2)-(5.4) with
coefficients µ1 and µ2 respectively. Provided that the function µ = µ1 − µ2 has a compact
support in domain Ω we have
(5.7) (w −∇f, Lµ(x,D)(v−∇g, 0))L2(Ω) = ((w, f),H(x, ∂z, ∂z)(v, g))L2(Ω).
Proof. The short computations imply
I =
(
w −∇f,
[
−
2∑
j=1
∂xj (µ(∂xj (v1 − ∂x1g) + ∂x1(vj − ∂xjg))),
−
2∑
j=1
∂xj (µ(∂xj(v2 − ∂x2g) + ∂x2(vj − ∂xjg)))
])
L2(Ω)
:= I1 + I2,
where we set
I1 =
(
w −∇f,
[
−
2∑
j=1
∂xj (µ(∂xjv1 + ∂x1vj)),−
2∑
j=1
∂xj (µ(∂xjv2 + ∂x2vj))
])
L2(Ω)
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and
I2 =
(
w−∇f,
[ 2∑
j=1
∂xj (µ(∂xjx1g + ∂x1xjg)),
2∑
j=1
∂xj(µ(∂xjx2g + ∂x2xjg))
])
L2(Ω)
.
Observe that
I2 =
(
w −∇f, 2∇
2∑
j=1
∂
∂xj
(µ∂xjg)
)
L2(Ω)
−(w −∇f, (2(∇∂x1µ,∇g) + 2∂x1µ∆g, (2∇∂x2µ,∇g) + 2∂x2µ∆g))L2(Ω).
Since the vector field w−∇f is divergence free and ∑2j=1 ∂∂xj (µ∂xjg)|∂Ω = 0, we have
I2 = −(w −∇f, (2(∇∂x1µ,∇g) + 2∂x1µ∆g, 2(∇∂x2µ,∇g) + 2∂x2µ∆g))L2(Ω).
Using the equation (5.2), we obtain
(5.8) I2 = −(w −∇f, (2(∇∂x1µ,∇g) + 2∂x1µdivv, 2(∇∂x2µ,∇g) ∗+2∂x2µdivv))L2(Ω).
Since the vector field w −∇f is divergence free and µdivv|∂Ω = 0, we have
I1 = (w −∇f, (−µ∆v1,−µ∆v2)− ((∇µ,∇v1), (∇µ,∇v2)))L2(Ω)
+(w−∇f,∇(µdivv))L2(Ω) − (w−∇f,∇µdivv)L2(Ω)
= (w−∇f, (−µ∆v1,−µ∆v2)− ((∇µ,∇v1), (∇µ,∇v2)))L2(Ω) − (w −∇f,∇µdivv)L2(Ω)
= (w −∇f,M2(x,D)(v, g))L2(Ω) − (w −∇f, ((∇µ,∇v1), (∇µ,∇v2)))L2(Ω)
−(w −∇f,∇µdivv)L2(Ω).
Combining this equality with (5.8), we obtain (5.7). 
We introduce the following matrices:
C1 =
1
2

3∂x1µ1
µ1
∂x2µ1
µ1
2∂2x1x1µ1
µ1
∂x2µ1
µ1
∂x1µ1
µ1
2∂2x1x2µ1
µ1
1 0 0
 ,C2 = 1
2

∂x2µ1
µ1
∂x1µ1
µ1
2∂2x1x2µ1
µ1
∂x1µ1
µ1
3∂x2µ1
µ1
2∂2x2x2µ1
µ1
0 1 0
 ,
A1 = (C1 + iC2), B1 = (C1 − iC2).(5.9)
By Proposition 5.1, the system (5.2)-(5.4) can be written in the form (3.20) with A1, B1
and C1 = 0. Therefore, by Proposition 5.1 we can construct the complex geometric optics
solution uτ to this system in the form
(5.10) uτ =
(
w1
w2
)
−∇f, U =
w1w2
f
 , U = eτΦ(U0 − U1) + ∞∑
j=2
(−1)jUjeτΦ,
where the matrices A1, B1 are defined in (5.9) and the function Uj determined in Proposition
3.5.
Next we construct the complex geometric optics solution for the stationary Navier-Stokes
equations.
The stationary Navier-Stokes equations can be written in the form
(5.11) Gµ(u, p) = Lµ(x,D)(u, p) + (u,∇)u = 0.
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We construct the complex geometric optics solution for the Navier-Stokes equations using
the Newton-Kantorovich iteration scheme. More precisely we use Theorem 6 (1.XVIII) from
[17] p.708.
We recall that by (2.11)
(5.12) ϕ(x) < −1 < 0 ∀x ∈ Ω.
It is convenient for us to change the unknown function (u, p) = (r, q) + (uτ , pτ ). By (5.11)
the pair (r, q) satisfies the equation
(5.13) Lµ(x,D)(r, q) + (r+ uτ ,∇)(r+ uτ ) = 0.
Denote X = {(u, p) ∈ W 2,τ2 (Ω)× L2(Ω)| divu = 0} with the norm
‖(u, p)‖X = ‖e−τϕ(u, p)‖W 2,τ2 (Ω)×L2(Ω). Let Lµ(x,D)
−1 be the operator from L2e−τϕ(Ω) into
orthogonal complement of KerLµ(x,D) in X. Applying to both sides of equation (5.13) the
operator Lµ(x,D)
−1, we obtain
P (r, q) := (r, q) + Lµ(x,D)
−1(r+ uτ ,∇)(r+ uτ ) = 0.
The operator P is twice continuously differentiable as the mapping from X into X. By
Proposition 3.7, we have
(5.14) ‖Γ0‖L(X;X) ≤ Cτ 2 ∀τ ≥ 1.
We set x0 = (0, 0) and Γ0 = [P
′(x0)]−1. From this inequality and (5.12) we have
supx∈Ω0‖Γ0P (x0)‖X ≤ Cτ 2e−2τ = η(τ) ∀τ ≥ 1.
Here P ′(x0) denotes the Fre´chet derivative at x0. We set Ω0 = {x|‖x − x0‖X ≤ r0}. By
(5.14), we have
‖Γ0P ′′(x)‖X ≤ Cτ 2 = K(τ).
Then h = Kη ≤ τ 4e−2τ and r0(τ) = 1−
√
1−2h
h
η ≤ 2τ 2e−2τ < 1
2
for all sufficiently large
τ. Then there exists a solution x∗ to the equation P (x) = 0 such that ‖x∗‖X ≤ r0(τ).
The construction of the complex geometric optics solution for the Navier-Stokes equations
completed.
Then a solution to the Navier-Stokes can be represented in the form
(5.15) u = uτ + ucor, where ‖ucor‖W 2,τ2 (Ω) = o
(
1
τ
)
as τ → +∞.
6. Completion of the proof of Theorem 1.1
Suppose that for positive smooth functions µ1, µ2 the Dirichlet-to-Neumann maps (1.2)
are the same. Then
(6.1)
∂ℓµ1
∂νℓ
=
∂ℓµ2
∂νℓ
on ∂Ω, ∀|ℓ| ≤ 10.
Since the domain Ω is assumed to be bounded, there exists a ball B(0, r) such that Ω ⊂
B(0, r). Thanks to (6.1), we can extend the coefficients µj into B(0, r)\Ω in such a way that
µj ∈ C10(B(0, r)), µ1 = µ2 in B(0, r) \ Ω
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and the functions µj are constant in some neighborhood of S(0, r). Therefore, without loss
of generality, we can assume that Ω = B(0, r), (6.1) holds true and
µ1(x) = µ2(x) = const ∀x from some neighborhood of ∂Ω.
Let (u1, p1) be the complex geometric optics solution for the operator Gµ1 given by for-
mulae (5.15). Then there exists a pair (u2, p2) such that
Gµ2(x,D)(u2, p2) = 0 in Ω, (u1 − u2)|∂Ω =
(
∂u1
∂ν
− ∂u2
∂ν
)
|∂Ω = (p1 − p2)|∂Ω = 0.
We set u = u1 − u2 and p = p1 − p2. Then
(6.2) Lµ2(x,D)(u, p) + (u,∇)u = Lµ2−µ1(x,D)(u1, p1) in Ω, u|∂Ω =
∂u
∂ν
|∂Ω = p|∂Ω = 0.
Let (v˜, p˜) be the complex geometric optics solution to the Stokes equations
(6.3) Lµ2(x,D)(v˜, p˜) = 0 in Ω
which is given by formula
v˜ = v−∇g, V =
v1v2
g
 , V = e−τΦ(V0 − V1) + ∞∑
j=2
(−1)jVje−τΦ,
where the function V is constructed in Proposition 3.5. Taking the scalar product in L2(Ω)
of equation (6.2) and the function v˜, we obtain:
(Lµ2(x,D)(u, p) + (u1,∇)u1, v˜)L2(Ω) =
∫
∂Ω
((ν, v˜)− 2
2∑
i,j=1
µ2νiv˜iǫij(u))dσ(6.4)
+
∫
∂Ω
2
2∑
i,j=1
µ2νiuiǫij(v˜)dσ +
∫
Ω
pdiv v˜ + (u1, Lµ2(x,D)(v˜, p˜)−∇p˜)dx+ ((u1,∇)u1, v˜)L2(Ω)
= ((u1,∇)u1, v˜)L2(Ω) = (Lµ2−µ1(x,D)(u1, p1), v˜)L2(Ω) = (u1, Lµ2−µ1(x,D)(v˜, 0))L2(Ω).
By (5.15) there exists a constant C independent of τ such that for all τ ≥ τ0
|((u1,∇)u1, v˜)L2(Ω)| ≤ ‖e−τϕ(u1,∇)u1‖L2(Ω)‖eτϕv˜‖L2(Ω)
≤ ‖e−τϕu1‖L4(Ω)‖e−τ−τϕ∇u1‖W 12 (Ω) ≤ Ce−τ/2.
Then this inequality and (6.4) imply
(u1, Lµ2−µ1(x,D)(v˜, 0))L2(Ω) = o
(
1
τ
)
as τ → +∞.
Using (5.15) we rewrite the above equality as
( uτ , Lµ2−µ1(x,D)(v˜, 0))L2(Ω) = o
(
1
τ
)
as τ → +∞.
46 O. YU. IMANUVILOV AND M. YAMAMOTO
Then thanks to (5.10), we can apply Proposition 5.2 to transform the left-hand side of the
above equality as
((w, f),H(x, ∂z, ∂z)(v, g))L2(Ω) = o
(
1
τ
)
as τ → +∞.
We recall that the operator H(x, ∂z, ∂z) is given by (5.5) and (5.6). Since the coefficients µj
are constants near ∂Ω, the operator H are compactly supported in Ω. Moreover since the
domain Ω is the ball, all the conditions of the Proposition 4.5 and Proposition 4.3 hold true.
This in turn implies that all the conditions on Proposition 4.6 hold true. By Proposition 4.6
the equality (4.77) holds true.
Denote
QV0,U0,q1,q2(x˜) = (P
∗
A2
[C∗1U0],
1
2
∂z[Q2(2)V0]− 1
4
B2Q2(2)V0)(x˜)
+(T ∗B1 [C2V0](x˜),
1
2
∂z[Q1(1)U0]− 1
4
A1Q1(1)U0)(x˜)
+2(∂zP
∗
A2[C∗1U0],
1
2
Q2(2)V0)(x˜) + 2(∂zT
∗
B1 [C2V0],
1
2
Q1(1)U0)(x˜)
−(P ∗A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1),
1
2
Q2(2)V0)(x˜)
−(T ∗B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2),
1
2
Q1(1)U0)(x˜).
Then the equality (4.77) can be written in the form
(6.5) HV0,U0(x˜) +QV0,U0,q1,q2(x˜) = 0.
For the matrix differential operator H(x, ∂z, ∂z), we denote the (i, j)-entry by Hij(x, ∂z, ∂z).
The operators Hij with either j 6= 3 or i 6= 3 are the second order differential operators with
respect to µ.
Let Cj,kℓ denote the (k, ℓ)-entry of the matrix Cj . From (5.5) and (5.6) we compute
(6.6) H33(x, ∂z, ∂z)g = −2
2∑
i,j=1
∂2xixjµ∂
2
xixj
g − 2
2∑
k=1
(∇∂2xkxkµ,∇g) + div
(
µ
µ2
µ′′2∇g
)
.
Here we recall that µ′′2 is the Hessian matrix. Then by (4.1) we have
C1,33 = −2(∂2x1x1µ+ 2i∂2x1x2µ− ∂2x2x2µ), C2,33 = −2(∂2x1x1µ− 2i∂2x1x2µ− ∂2x2x2µ) = −8∂2zzµ,
C0,33 = −4(∂2x1x1µ+ ∂2x2x2µ),B1,33 = −2(∂3x1x1x1µ+ i∂3x1x1x2µ+ ∂3x1x2x2µ+ i∂3x2x2x2µ),
B2,33 = −2(∂3x1x1x1µ− i∂3x1x1x2µ+ ∂3x1x2x2µ− i∂3x2x2x2µ) = −4∂z∆µ.
Then we have
(6.7) ∂2zzC∗2,33 − ∂zB∗2,33 = 8∆2µ in Ω.
For the fixed functions U, V the function HU,V can be considered as the fourth-order op-
erator applied to the function µ. The principal part of this operator is 8V0,3U0,3∆
2µ. By
Proposition 3.1, for each point x˜ we can choose functions U0,x˜ = (U0,1,x˜, U0,2,x˜, U0,3,x˜) and
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V0,x˜ = (V0,1,x˜, V0,2,x˜, V0,3,x˜) satisfying (3.1) and (3.2) respectively and V0,3,x˜(x˜) = U0,3,x˜(x˜) = 1.
Therefore for any x˜ there exists δ(x˜) > 0 such that on the ball B(x˜, δ(x˜)) we have
(6.8) V0,3,x˜(x)U0,3,x˜(x) ≥ 1
2
∀x ∈ B(x˜, δ(x˜)).
Since Ω is covered by ∪x˜∈ΩB(x˜, δ(x˜)), from such a covering one can choose a finite subcovering
B(x˜j , δ(x˜j)), j ∈ {1, . . . , J}.
From (6.5) and (6.8), there exist functions cβ, pk ∈ L∞(Ω) such that
(6.9) 8∆2µ+
∑
|β|≤3
cβ∂
β
xµ+
J∑
k=1
pkQV0,x˜k ,U0,x˜k ,q1,q2 = 0 in Ω.
From (4.77) and Propositions 2.5 and 4.4, there exists a constant C such that
(6.10) ‖sφ
1
2
sQV0,U0,q1,q2e
sφs‖L2(Ω) ≤ C‖
∑
|β|≤3
∂βxµe
sφs‖L2(Ω) ∀s ≥ s0.
Indeed in order to prove (6.10), observe that by Proposition 2.5 and Proposition 4.4
(6.11) ‖sφ
1
2
s P
∗
A2 [C∗1U0]esφs‖L2(Ω) ≤ C‖C∗1U0esφs‖L2(Ω) ≤ C‖C∗1esφs‖L2(Ω)
and
(6.12) ‖sφ
1
2
s T
∗
B1
[C∗2V0]esφs‖L2(Ω) ≤ C‖C∗2V0esφs‖L2(Ω) ≤ C‖C∗2esφs‖L2(Ω).
Let the functions qj are given by (4.118). By (6.11), (4.120), Proposition 2.5 and Proposition
4.4, we have
‖sφ
1
2
s (P
∗
A2(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q1)esφs‖L2(Ω)
≤ ‖sφ
1
2
s (P
∗
A2
(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q01)esφs‖L2(Ω)
+‖sφ
1
2
s
3∑
j=1
r1,jP
∗
A2(C∗1q1,j)esφs‖L2(Ω)
≤ C‖(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 +Q1(2)∗P ∗A2(C∗1U0) + C∗1q01)esφs‖L2(Ω)
+C
3∑
j=1
‖C∗1q1,jesφs‖L2(Ω)
≤ C‖(2∂z(C∗1U0) + ∂z(C∗0U0) +B∗1U0 + C∗1)esφs‖L2(Ω) + C‖C∗1esφs‖L2(Ω).(6.13)
By (6.13), (4.121), Propositions 2.5 and 4.4, we obtain
‖sφ
1
2
s (T
∗
B1(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q2)esφs‖L2(Ω)
≤ ‖sφ
1
2
s (T
∗
B1
(2C2∂zV0 + C0∂zV0 +B2V0 + 2Q2(1)∗T ∗B1(C2V0) + C2q02)esφs‖L2(Ω)
+‖sφ
1
2
s
3∑
j=1
r2,jT
∗
B1(C2q2,j)esφs‖L2(Ω)
≤ C‖(2C2∂zV0 + C0∂zV0 +B2V0 + C2q02)esφs‖L2(Ω) + C‖C2esφs‖L2(Ω).(6.14)
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Finally, observing that
2∑
j=0
(|∇Cj(x)|+ |Cj(x)|) +
2∑
j=1
|Bj(x)| ≤
∑
|β|≤3
|∂βxµ(x)| ∀x ∈ Ω
from (6.11)-(6.14), we obtain (6.10).
Applying the Carleman estimate (2.30) to equation (6.9) and using (6.10), we obtain
µ ≡ 0. Thus the proof of the theorem is complete. 
7. Construction of complex geometric optics solutions for the Lame´
system and proof of Theorem 1.2
Denote
Zα(x,D)v =
(
2∑
j=1
∂xj(α(∂xjv1 + ∂x1vj)),
2∑
j=1
∂xj (α(∂xjv2 + ∂x2vj)
)
= α∆v + α∇divv + ((∇α,∇v1), (∇α,∇v2)) + ((∇α, ∂x1v), (∇α, ∂x2v)).
Then we note
Lµ,λ(x,D)w = Zµ(x,D)w +∇(λdivw).
Proposition 7.1. Let w = (w1, w2) and f satisfy the elliptic system
(λ+ 2µ)∆f + (λ+ µ)divw + 2(∇µ,∇f) = 0 in Ω(7.1)
and
(7.2) µ∆w +M(x,D)(w, f) = 0 in Ω,
where
M2(x,D)(w, f) = −(∇µ)divw + ((∇µ,∇w1), (∇µ,∇w2)) + ((∇µ, ∂x1w), (∇µ, ∂x2w))
+2
λ+ µ
λ+ 2µ
(∇µ)divw − 2((∂x1∇µ,∇f), (∂x2∇µ,∇f)) + 4(∇µ)
(∇µ,∇f)
λ+ 2µ
.(7.3)
Then the function u = w +∇f solves the Lame´ system (1.4).
Proof. Short computations provide
(7.4) ∇(λdiv∇f) = ∇(λ∆f)
and
Zµ(x,D)∇f =
(
2∑
j=1
∂xj (2µ∂x1xjf),
2∑
j=1
∂xj (2µ∂x2xjf)
)
(7.5)
= 2µ∇∆f + 2((∇µ,∇∂x1f), (∇µ,∇∂x2f))
= 2∇(µ∆f)− 2(∇µ)∆f + 2∇(∇µ,∇f)− 2(((∂x1∇µ,∇f), (∂x2∇µ,∇f)).
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Next we compute
Lµ,λ(x,D)w =
(
2∑
j=1
∂xj (µ(∂xjw1 + ∂x1wj)),
2∑
j=1
∂xj(µ(∂xjw2 + ∂x2wj))
)
+∇(λdivw)
= µ∆w + µ∇divw + ((∇µ,∇w1), (∇µ,∇w2)) + ((∇µ, ∂x1w), (∇µ, ∂x2w))
+∇(λdivw)
= µ∆w +∇(µdivw)− (∇µ)divw + ((∇µ,∇w1), (∇µ,∇w2))
+((∇µ, ∂x1w), (∇µ, ∂x2w)) +∇(λdivw)(7.6)
= Zµ(x,D)w +∇(λdivw).
Combining the formulae (7.4), (7.5) and (7.6) we obtain
Lµ,λ(x,D)(w +∇f) = µ∆w − (∇µ)divw + ((∇µ,∇w1), (∇µ,∇w2))
+∇((λ+ µ)divw) + ((∇µ, ∂x1w), (∇µ, ∂x2w))
+∇((λ+ 2µ)∆f)− 2(∇µ)∆f + 2∇(∇µ,∇f)
−2((∇∂x1µ,∇f), (∇∂x2µ,∇f)).(7.7)
Using the equation (7.1) we have
Lµ,λ(x,D)(w +∇f) = µ∆w − (∇µ)divw + ((∇µ,∇w1), (∇µ,∇w2))
+((∇µ, ∂x1w), (∇µ, ∂x2w))
+2
λ+ µ
λ+ 2µ
(∇µ)divw − 2(((∂x1∇µ,∇f), (∂x2∇µ,∇f)) + 4∇µ
(∇µ,∇f)
λ+ 2µ
.(7.8)
By (7.2) and (7.3) the right-hand side of (7.8) is zero. The proof of the proposition is
complete. 
Let
P(x,D)(v, g) = −2((∂x1∇α,∇g), (∂x2∇α,∇g))
+
{
2λ2 + 2µ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
}
∇α +Kα(x,D)v− α
µ2
M2(x,D)(v, g),
where
Kα(x,D)v = ((∇α,∇v1), (∇α,∇v2)) + ((∇α, ∂x1v), (∇α, ∂x2v))− (∇α)divv
and
Pβ(x,D)(v, g) = −
 −∇{ βµ1λ1+2µ1 ( µ2(λ2+2µ2)divv − 2(∇µ2,∇g)λ2+2µ2 )}
div
{
(∇µ1) 2βλ1+2µ1
(
µ2
(λ2+2µ2)
divv − 2(∇µ2,∇g)
λ2+2µ2
)} .
We have
Proposition 7.2. Let α, β ∈ C40 (Ω) and let (w, f), (v, g) be some regular solutions to the
system (7.1)-(7.2) with the Lame´ coefficients (µ1, λ1) and (µ2, λ2) respectively. Then
(w +∇f,Lα,β(x,D)(v +∇g))L2(Ω) = ((w, f),H(x, ∂z, ∂z)(v, g))L2(Ω),(7.9)
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where
(7.10) H(x, ∂z, ∂z)(v, g) =
(
−∇
{
α
(
λ2
λ2+2µ2
divv + 4(∇µ2,∇g)
λ2+2µ2
)}
0
)
+
(
P(x,D)(v, g)
−divP(x,D)(v, g)
)
+Pβ(x,D)(v, g)
+
 ∇{α λ1+µ1λ1+2µ1 { λ2λ2+2µ2divv + 4(∇µ2,∇g)λ2+2µ2 }}
−div
{
(∇µ1) 2αλ1+2µ1
{
λ2
λ2+2µ2
divv + 4(∇µ2,∇g)
λ2+2µ2
}}+
 ∇( µ1λ1+2µ1 (∇α,∇g))
−div
(
4∇µ1
λ1+2µ1
(∇α,∇g)
) .
Here the operator M2(x,D) is given by (7.3) with the functions λ2, µ2 instead of λ and µ.
Proof. Integrating by parts and using equation (7.1) we have∫
Ω
((w +∇f)),∇(βdiv(v +∇g))dx = −
∫
Ω
βdiv(w +∇f)div(v +∇g)dx
= −
∫
Ω
β(divw +∆f)(divv +∆g)dx
= −
∫
Ω
β
(
µ1
(λ1 + 2µ1)
divw− 2(∇µ1,∇f)
λ1 + 2µ1
)(
µ2
(λ2 + 2µ2)
divv − 2(∇µ2,∇g)
λ2 + 2µ2
)
dx
= ((w, f), Pβ(x,D)(v, g))L2(Ω).(7.11)
Observe that
Zα(x,D)v = α∆v +∇(αdivv) +Kα(x,D)v
= − α
µ2
M2(v, g) +∇(αdivv) +Kα(x,D)v.
Hence, using (7.11) and (7.5), we have
(w +∇f,Zα(x,D)(v +∇g))L2(Ω)
= (w +∇f, 2∇(α∆g)− 2(∇α)∆g + 2((∇α,∇∂x1g), (∇α,∇∂x2g)) +∇(αdivv)
+Kα(x,D)v − α
µ2
M2(x,D)(v, g))L2(Ω)
= (w +∇f,−∇
{
α
(
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
)}
+ 2((∇α,∇∂x1g), (∇α,∇∂x2g))
+
{
2λ2 + 2µ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
}
∇α +Kα(x,D)v − α
µ2
M2(x,D)(v, g))L2(Ω)
(7.12)
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Here at the second equality of (7.12), we use:
2∇(α∆g)− 2(∇α)∆g +∇(αdivv) = ∇(α(2∆g + divv))− 2(∇α)∆g
= −2∇
(
α
(
λ2 + µ2
λ2 + 2µ2
divv +
2(∇µ2,∇g)
λ2 + 2µ2
− 1
2
divv
))
+2∇α
(
λ2 + µ2
λ2 + 2µ2
divv +
2(∇µ2,∇g)
λ2 + 2µ2
)
= −2∇
(
α
(
λ2
2λ2 + 4µ2
divv +
2(∇µ2,∇g)
λ2 + 2µ2
))
+2∇α
(
λ2 + µ2
λ2 + 2µ2
divv +
2(∇µ2,∇g)
λ2 + 2µ2
)
by
∆g = − λ2 + µ2
λ2 + 2µ2
divv − 2(∇µ2,∇g)
λ2 + 2µ2
.
Integrating by parts and using the fact what the function α has a compact support in Ω
we obtain
(w +∇f, 2((∇α,∇∂x1g), (∇α,∇∂x2g)))L2(Ω) = −2(divw +∆f, (∇α,∇g))L2(Ω)
−2(w +∇f, ((∂x1∇α,∇g), (∂x2∇α,∇g)))L2(Ω)(7.13)
By (7.1) we have
divw +∆f =
µ1
λ1 + 2µ1
divw − 2(∇µ1,∇f)
λ1 + 2µ1
.
Therefore
(w +∇f, 2((∇α,∇∂x1g), (∇α,∇∂x2g)))L2(Ω) = −2
(
µ1
λ1 + 2µ1
divw− 2(∇µ1,∇f)
λ1 + 2µ1
, (∇α,∇g)
)
L2(Ω)
−2(w +∇f, ((∂x1∇α,∇g), (∂x2∇α,∇g)))L2(Ω)(7.14)
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Using this, we obtain
(w +∇f,Zα(x,D)(v +∇g))L2(Ω)
=
(
w +∇f,−∇
{
α
(
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
)})
L2(Ω)
+ ((w +∇f),P(x,D)(v, g))L2(Ω)
−2
(
µ1
λ1 + 2µ1
divw − 2(∇µ1,∇f)
λ1 + 2µ1
, (∇α,∇g)
)
L2(Ω)
=
(
w,−∇
{
α
(
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
)})
L2(Ω)
+ ((w +∇f),P(x,D)(v, g))L2(Ω)
−
(
λ1 + µ1
λ1 + 2µ1
divw − 2(∇µ1,∇f)
λ1 + 2µ1
, α
{
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
})
L2(Ω)
−2
(
µ1
λ1 + 2µ1
divw − 2(∇µ1,∇f)
λ1 + 2µ1
, (∇α,∇g)
)
L2(Ω)
=
(
w,−∇
{
α
(
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
)})
L2(Ω)
+ ((w +∇f),P(x,D)(v, g))L2(Ω)
+
(
w,∇
{
α
λ1 + µ1
λ1 + 2µ1
{
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
}})
L2(Ω)
−
(
f, div
{
(∇µ1) 2α
λ1 + 2µ1
{
λ2
λ2 + 2µ2
divv +
4(∇µ2,∇g)
λ2 + 2µ2
}})
L2(Ω)
+
(
w,∇
(
µ1
λ1 + 2µ1
(∇α,∇g)
))
L2(Ω)
−
(
f, div
(
4∇µ1
λ1 + 2µ1
(∇α,∇g)
))
L2(Ω)
.(7.15)
At the final equality, we used (7.11) and
(w +∇f,P(x,D)(v, g))
= (w,P(x,D)(v, g))− (f, divP(x,D)(v, g)).
From (7.11) and (7.12), we obtain (7.9). The proof of the proposition is complete. 
Proof of Theorem 1.2. Suppose that for positive smooth functions µj, λj, the Dirichlet-
to-Neumann maps (1.3) are the same. In [1] it is proved
(7.16)
∂ℓµ1
∂νℓ
− ∂
ℓµ2
∂νℓ
=
∂ℓλ1
∂νℓ
− ∂
ℓλ2
∂νℓ
= 0 on ∂Ω, ∀ℓ ∈ {0, . . . , 10}.
Since the domain Ω is assumed to be bounded, there exists a ball B(0, r) such that Ω ⊂
B(0, r). Thanks to (7.16) we can extend the coefficients µj, λj into B(0, r) \ Ω such that
µj, λj ∈ C10(B(0, r)), µ1 − µ2 = λ1 − λ2 = 0 in B(0, r) \ Ω
and the functions µj, λj are constant in some neighborhood of S(0, r). Therefore we can
assume that Ω = B(0, r), (7.16) holds true and
(7.17) µ1(x)− µ2(x) = λ1(x)− λ2(x) = const ∀x from some neighborhood of ∂Ω.
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Let u1 be the complex geometric optics solution for the operator Lµ1,λ1(x,D) given by
(7.18) u1 =
(
w1
w2
)
−∇f, U =
w1w2
f
 , U = eτΦ(U0 − U1) + ∞∑
j=2
(−1)jUjeτΦ,
where the function U is constructed in Proposition 3.5. Then there exists a function u2 such
that
Lµ2,λ2(x,D)u2 = 0 in Ω, (u1 − u2)|∂Ω = (
∂u1
∂ν
− ∂u2
∂ν
)|∂Ω = 0.
We set u = u1 − u2, µ = µ2 − µ1 and λ = λ2 − λ1. Then
(7.19) Lµ2,λ2(x,D)u = Lµ,λ(x,D)u1 in Ω, u|∂Ω =
∂u
∂ν
|∂Ω = 0.
Let v˜ be the complex geometric optics solution to the system
(7.20) Lµ2,λ2(x,D)v˜ = 0 in Ω
which is given by formula
v˜ =
(
v1
v2
)
−∇g, V =
v1v2
g
 , V = e−τΦ(V0 − V1) + ∞∑
j=2
(−1)jVje−τΦ,
where the function V is constructed in Proposition 3.5. Taking the scalar product in L2(Ω)
of equation (7.19) and the function v˜ we obtain:
(Lµ2,λ2(x,D)u, v˜)L2(Ω) =
∫
∂Ω
((λ2 + µ2)divu(ν, v˜) + 2
2∑
i,j=1
µ2νiv˜iǫij(u))dσ(7.21)
−
∫
∂Ω
2
2∑
i,j=1
µ2νiuiǫij(v˜)dσ −
∫
∂Ω
(λ2 + µ2)(ν,u)div v˜dσ +
∫
Ω
(u1,Lµ2,λ2(x,D)v˜)dx
= (Lµ,λ(x,D)u1, v˜)L2(Ω) = (u1,Lµ,λ(x,D)v˜)L2(Ω) = 0.
Then thanks to (7.17), we can apply Proposition 7.2 to transform the left-hand side of the
above equality as
((w, f),H(x, ∂z, ∂z)(v, g))L2(Ω) = o
(
1
τ
)
as τ → +∞.
We recall that the operator H(x, ∂z, ∂z) is given by (7.10). Since the coefficients µj , λj are
constants near ∂Ω, the operator H is compactly supported in Ω. By Proposition 4.6, the
equality (4.77) holds true.
The equality (4.77) can be written in the form
(7.22) HV0,U0(x) +QV0,U0,q1,q2(x) = 0 in Ω.
Computing the coefficients of the operator H(x, ∂z, ∂z) we have
(7.23) C2 =

λµ1µ2
(λ1+2µ1)(λ2+2µ2)
−i λµ1µ2
(λ1+2µ1)(λ2+2µ2)
−4 λµ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
−i λµ1µ2
(λ1+2µ1)(λ2+2µ2)
λµ1µ2
(λ2+2µ2)(λ1+2µ1)
4i λµ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
−4 ∂zµ1λµ2
(λ1+2µ1)(λ2+2µ2)
4i ∂zµ1λµ2
(λ1+2µ1)(λ2+2µ2)
8 λ∂zµ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
− 8∂2zzµ
 + l.o.t.
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and
(7.24)
B2 =

∂x1
(
λµ1µ2
(λ1+2µ1)(λ2+2µ2)
)
−i∂x1
(
λµ1µ2
(λ1+2µ1)(λ2+2µ2)
)
−4∂x1
(
λµ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
∂x2
(
λµ1µ2
(λ1+2µ1)(λ2+2µ2)
)
−i∂x2
(
λµ1µ2
(λ1+2µ1)(λ2+2µ2)
)
−4∂x2
(
λµ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
−2
(
(∇λ,∇µ1)µ2
(λ1+2µ1)(λ2+2µ2)
)
2i
(
(∇λ,∇µ1)µ2
(λ1+2µ1)(λ2+2µ2)
)
8
(
(∇λ,∇µ1)∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
− 16∂3zzz¯µ
+l.o.t.
Here by l.o.t. in (7.23) we mean a smooth matrix which is independent of λ and possibly
dependent on derivatives of µ up to the order two, and in (7.24) we mean a smooth matrix
which is possibly dependent of λ and possibly dependent on derivatives of µ up to the order
three. From (7.23) and (7.24), noting (∇λ,∇µ1) = 2(∂zλ)(∂zµ1) + 2(∂zλ)(∂zµ1), we have
(7.25)
∂2zzC2−∂zB2 =

(
−(∂2z¯zλ)µ1µ2
(λ1+2µ1)(λ2+2µ2)
)
i
(
(∂2z¯zλ)µ1µ2
(λ1+2µ1)(λ2+2µ2)
)
4
(
(∂2zz¯λ)µ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
i
(
−(∂2z¯zλ)µ1µ2
(λ1+2µ1)(λ2+2µ2)
) (
(∂2z¯zλ)µ1µ2
(λ1+2µ1)(λ2+2µ2)
)
4i
(
(∂2zz¯λ)µ1∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
4
(
(∂2zz¯λ)(∂z¯µ1)µ2
(λ1+2µ1)(λ2+2µ2)
)
−4i
(
(∂2zz¯λ)(∂z¯µ1)µ2
(λ1+2µ1)(λ2+2µ2)
)
−4
(
(∂2zz¯λ)(∂z¯µ1)∂zµ2
(λ1+2µ1)(λ2+2µ2)
)
+ 8∂4zzz¯z¯µ
+l.o.t.
Using (7.25) we write (7.22) as
−
{
∆λ
(
µ1(U0,1 + iU0,2)
λ1 + 2µ1
− 4(∂zµ1)U0,3
λ1 + 2µ1
)(
µ2(V0,1 − iV0,2)
λ2 + 2µ2
− 4(∂zµ2)V0,3
λ2 + 2µ2
)}
+8∆2µV0,3U0,3 + P3(x,D)µ+ P1(x,D)λ+QV0,U0(x) = 0,(7.26)
where P1, P2 are differential operators with smooth coefficients depending on U0, V0 of orders
three and one respectively. For fixed functions U, V , the function HV,U can be considered as
a fourth-order operator applied to the function µ and a second-order operator applied to the
function λ respectively. By Proposition 3.1 for each point x˜ we can choose functions U0,x˜ =
(U0,1,x˜, U0,2,x˜, U0,3,x˜) and V0,x˜ = (V0,1,x˜, V0,2,x˜, V0,3,x˜) satisfying (3.1) and (3.2) respectively and
V0,3,x˜(x˜) = U0,3,x˜(x˜) = 1. Applying again Proposition 3.1 for each point x˜ we can choose the
function U˜0,x˜ = (U˜0,1,x˜, U˜0,2,x˜, U˜0,3,x˜) and V˜0,x˜ = (V˜0,1,x˜, V˜0,2,x˜, V˜0,3,x˜) satisfying (3.1) and (3.2)
respectively and V˜0,1,x˜(x˜) = U˜0,1,x˜(x˜) = 1 and V˜0,j,x˜(x˜) = U˜0,j,x˜(x˜) = 0 for j = 1, 2.
Therefore for any ǫ > 0 and any x˜ there exists δ(x˜) > 0 such that
V0,3,x˜(x)U0,3,x˜(x) ≥ 1
2
∀x ∈ B(x˜, δ(x˜)),(7.27)
|V˜0,1,x˜(x)− 1|+ |U˜0,1,x˜(x)− 1|+
2∑
j=1
|V˜0,1,x˜(x)|+ |U˜0,1,x˜(x)| ≤ ǫ ∀x ∈ B(x˜, δ(x˜)).
Then there exist partial differential operators P˜3(x,D) and P˜1(x,D) of orders three and
one respectively such that
(7.28) A(x)
(
∆λ
∆2µ
)
+ P˜3(x,D)µ+ P˜1(x,D)λ =
(
QV˜0,x˜,U˜0,x˜,q1,q2
QV0,x˜,U0,x˜,q1,q2
)
∀x ∈ B(x˜, δ(x˜)).
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Taking the parameter ǫ sufficiently small we obtain that detA(x) 6= 0 on B(x˜, δ(x˜)).
Since Ω is covered by ∪x˜∈ΩB(x˜, δ(x˜)) from such a covering, one can take a finite subcovering
B(x˜j , δ(x˜j)), j ∈ {1, . . . , J}.
From (7.28) there exist functions cβ,j, bβ,j , pk,j,ℓ ∈ L∞(Ω) such that
(7.29)
∆2µ+
∑
|β|≤3
cβ,1∂
β
xµ+
∑
|β|≤1
bβ,1∂
β
xλ+
J∑
k=1
(pk,1,1QV0,x˜k ,U0,x˜k ,q1,q2+pk,1,2QV˜0,x˜k ,U˜0,x˜k ,q˜1,q˜2
) = 0 in Ω,
(7.30)
∆λ+
∑
|β|≤3
cβ,2∂
β
xµ+
∑
|β|≤1
bβ,2∂
β
xλ+
J∑
k=1
(pk,2,1QV0,x˜k ,U0,x˜k ,q1,q2 + pk,2,2QV˜0,x˜k ,U˜0,x˜k ,q˜1,q˜2
) = 0 in Ω.
From (4.77), (4.67), (4.68), (4.120), (4.121) and Propositions 2.5 and 4.4, there exist con-
stants C and s0 such that
‖sφ
1
2
sQV˜0,x˜k ,U˜0,x˜k ,q˜1,q˜2
esφs‖L2(Ω) + ‖sφ
1
2
sQV0,x˜k ,U0,x˜k ,q1,q2e
sφs‖L2(Ω)
≤ C

∥∥∥∥∥∥
∑
|β|≤3
∂βxµe
sφs
∥∥∥∥∥∥
L2(Ω)
+
∥∥∥∥∥∥
∑
|β|≤1
∂βxλe
sφs
∥∥∥∥∥∥
L2(Ω)
 ∀s ≥ s0.(7.31)
Applying the Carleman estimate (2.30) to the system (7.29) and (7.30) and using (7.31) and
(7.16), we obtain (µ, λ) ≡ 0. Thus the proof of the theorem is complete. 
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