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The metric spaces model allows to formalize the similarity search concept in nontraditional databases. The goal
is to build an index designed to save distance computations when answering similarity queries later.
A large class of algorithms to build the index is based on dividing the space in zones as compact as possible.
Each zone stores a representative point, called center, and a little extra data that allows discarding the entire
zone at query time without measuring the actual distance among the elements of the zone and the query object.
The way in which the centers are selected affects the performance of the algorithm.
In this paper, we introduce two new centers selection techniques for the Geometric Near-neighbor Access
Tree (GNAT), an index based on compact partitions. We show experimentally that these techniques achieve a
good performance.
Keywords: Databases, Metric Spaces, Index, Centers Selection.
Resumen
El modelo de Espacios Me´tricos permite formalizar el concepto de bu´squeda por similitud en bases de datos
no tradicionales. El objetivo es construir ı´ndices que permitan reducir el tiempo necesario para resolver una
bu´squeda por similitud.
Una amplia clase de algoritmos construyen el ı´ndice dividiendo el espacio en zonas tan compactas como
sea posible. Por cada zona se almacena un elemento representativo, llamado centro , e informacio´n adicional
que permiten descartar la zona completa durante una bu´squeda, sin tener que calcular la distancia entre los
elementos de la zona y el objeto de bu´squeda. La manera en que se seleccionan los centros afecta el desempen˜o
del ı´ndice.
En este artı´culo presentamos dos nuevas polı´ticas para la seleccio´n de centros en el Geometric Near-
neighbor Access Tree (GNAT), un ı´ndice basado en particiones compactas. Experimentalmente mostramos
que estas polı´ticas logran un buen desempen˜o.
Palabras Claves: Bases de Datos, Espacios Me´tricos, ´Indice, Seleccio´n de centros.
*Este trabajo ha sido parcialmente subvencionado por el proyecto 22/F314, de la Universidad Nacional de San Luis
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1. INTRODUCCI ´ON
El concepto de bu´squedas por similitud o por proximidad, es decir buscar elementos de una base
de datos que sean similares o cercanos a uno dado, aparece en diversas a´reas de computacio´n, tales
como reconocimiento de voz, reconocimiento de ima´genes, compresio´n de texto, biologı´a computa-
cional, inteligencia artificial, minerı´a de datos, entre otras.
En [4] se muestra que el problema se puede expresar como sigue: dado un conjunto de objetos X
y una funcio´n de distancia d definida entre ellos que mide cuan diferentes son, el objetivo es recuperar
todos aquellos elementos que sean similares a uno dado. Esta funcio´n d cumple con las propiedades
caracterı´sticas de una funcio´n de distancia: positividad ( d(x, y) ≥ 0), simetrı´a ( d(x, y) = d(y, x)) y
desigualdad triangular ( d(x, y) ≤ d(x, z) + d(z, y) ).
El par (X , d) se denomina espacio me´trico. La base de datos sera´ un subconjunto finito U ⊆ X .
En este nuevo modelo de bases de datos, una de las consultas tı´picas que implica recuperar objetos
similares es la bu´squeda por rango, que denotaremos con (q, r)d. Dado un elemento q ∈ X , al que
llamaremos query, y un radio de tolerancia r, una bu´squeda por rango consiste en recuperar los objetos
de la base de datos cuya distancia a q no sea mayor que r, es decir, (q, r)d = {u ∈ U : d(q, u) ≤ r}.
El tiempo total de resolucio´n de una bu´squeda contiene tres te´rminos, a saber: T= #evaluaciones
de d× complejidad(d) + tiempo extra de CPU + tiempo de I/O En muchas aplicaciones la evaluacio´n
de la funcio´n d es tan costosa que las dema´s componentes de la fo´rmula anterior pueden ser desprecia-
das. ´Este es el modelo usado en este trabajo; por consiguiente, nuestra medida de complejidad sera´ la
cantidad de evaluaciones de la funcio´n de distancia d.
Una forma trivial de resolver una bu´squeda por rango es examinando exhaustivamente la base de
datos. Para evitar esta situacio´n, se preprocesa la base de datos por medio de un algoritmo de indexa-
cio´n con el objetivo de construir una estructura de datos o ı´ndice, disen˜ada para ahorrar ca´lculos en
el momento de resolver una bu´squeda.
En [4] se presenta un desarrollo unificador de las soluciones existentes en la tema´tica. En dicho
trabajo se muestra que todos los enfoques para la construccio´n de ı´ndices en espacios me´tricos con-
sisten en particionar el espacio en clases de equivalencia e indexar las clases de equivalencia. Luego,
durante la bu´squeda, por medio del ı´ndice se descartan algunas clases y se buscan exhaustivamente
en las restantes.
La diferencia entre los distintos algoritmos radica en co´mo construyen esta relacio´n de equiva-
lencia. Ba´sicamente se pueden distinguir dos grupos: algoritmos basados en pivotes y algoritmos
basados en particiones compactas .
En el caso de los algoritmos basados en pivotes, la relacio´n de equivalencia se define tomando en
cuenta la distancia de los elementos de la base a un conjunto preseleccionado de elementos denomi-
nados pivotes; en este sentido, dos elementos son considerados equivalentes si esta´n exactamente a la
misma de distancia de todos los pivotes.
En el caso de los algoritmos basados en particiones compactas, la relacio´n de equivalencia se
define teniendo en cuenta la cercanı´a de los elementos a un conjunto preseleccionado de elementos
denominados centros; en este caso dos elementos son equivalentes si tienen al mismo centro c como
su centro ma´s cercano. La mayorı´a de estos algoritmos elijen los centros en forma aleatoria. Sin
embargo, el conjunto de centros seleccionados afectan la performance del ı´ndice.
En este trabajo abordamos el estudio de algoritmos de indexacio´n basados en particiones compac-
tas. Especı´ficamente hemos estudiado un ı´ndice de esta categorı´a el Geometric Near-neighbor Access
Tree (GNAT) con el objetivo de disen˜ar polı´ticas para la seleccio´n de centros que logren mejorar el
desempen˜o del ı´ndice durante la resolucio´n de una bu´squeda por rango. Las polı´ticas disen˜adas se
evaluaron compara´ndolas experimentalmente con la polı´tica trivial, seleccio´n random, lo que permi-
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tio´ establecer la competitividad de una de ellas.
Este artı´culo esta´ organizado de la siguiente manera. Comenzamos en la seccio´n 2 dando una breve
explicacio´n de te´cnicas de indexacio´n en espacios me´tricos. En la seccio´n 3 explicamos en detalle el
GNAT, ı´ndice en el que esta´ basado este trabajo. Las secciones 4 y 5 esta´n dedicadas a las polı´ticas
de seleccio´n de centros que hemos disen˜ado; damos una explicacio´n y la evaluacio´n experimental de
las mismas. Finalizamos en la seccio´n 6 dando las conclusiones y el trabajo futuro.
2. T ´ECNICAS DE INDEXACI ´ON PARA ESPACIOS M ´ETRICOS
Tal como lo menciona´ramos en la introduccio´n, los algoritmos de indexacio´n para espacios me´tri-
cos pueden clasificarse en dos grandes categorı´as: algoritmos basados en pivotes y algoritmos basa-
dos en particiones compactas . A continuacio´n explicamos brevemente cada una de ellas.
Algoritmos basados en pivotes:
La idea subyacente de los algoritmos de indexacio´n basados en pivotes es la siguiente. Se
seleccionan k pivotes {p1, p2, . . . , pk}, y se le asigna a cada elemento a el vector o firma
δ(a) = (d(a, p1), d(a, p2), . . . , d(a, pk)).
Ante una bu´squeda (q, r)d, se usa la desigualdad triangular junto con los pivotes para filtrar
elementos de la base de datos sin medir su distancia a la query q. Para ello se computa la
distancia de q a cada uno de los pivotes pi, y luego se descartan todos aquellos elementos a,
tales que para algu´n pivote pi se cumple que | d(q, pi) − d(a, pi) |> r. Los elementos no
descartados pasan a formar parte de un conjunto de elementos que se comparan directamente
con q para determinar si forman o no parte de la respuesta.
Algoritmos basados en particiones compactas:
En este caso la idea es dividir el espacio en zonas tan compactas como sea posible. Para ello
seleccionan un conjunto de centros {c1, c2, . . . , ck} y dividen el espacio asociando a cada centro
ci la clase o parte [ci] formada por el conjunto de puntos que tiene a ci como su centro ma´s
cercano.
Existen muchos criterios posibles para descartar zonas durante una bu´squeda. Los dos ma´s
populares son:
a. Criterio del hiperplano: es el ma´s ba´sico y el que mejor expresa la idea de particio´n com-
pacta. Ba´sicamente, si c es el centro de la clase [q] (es decir, el centro ma´s cercano a q) entonces
la bola con centro q no intersecta [ci] si d(q, c) + r < d(q, ci) − r. Es decir, si la bola asociada
a q no intersecta el hiperplano que divide su centro ma´s cercano c y el centro ci, entonces cae
fuera de la clase de ci.
b. Criterio del radio de cobertura: en este caso se trata de limitar la clase [ci] considerando
la bola centrada en ci que contiene todos los elementos de U que caen en la clase. Definimos
el radio de cobertura de c en el espacio U como cr(c) = max u∈[c]∩U d(c, u). Luego, podemos
descartar [ci] si d(q, ci)− r > cr(ci).
Uno de los principales obsta´culos en el disen˜o de buenas te´cnicas de indexacio´n es lo que se cono-
ce con el nombre de maldicio´n de la dimensionalidad. El concepto de dimensionalidad esta´ relacio-
nado a la dificultad o facilidad de buscar en un determinado espacio me´trico. La dimensio´n intrı´nseca
de un espacio me´trico se define en [4] como ρ = µ2
2σ2
, siendo µ y σ2 la media y la varianza respectiva-
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Figura 1: Primer nivel de un GNAT de aridad 4, usando u2, u3, u5 y u9 como centros.
la media aumenta y su varianza se reduce. Esto significa que el histograma de distancia se concentra
ma´s alrededor de su media, lo que influye negativamente en los algoritmos de indexacio´n.
3. GEOMETRIC NEAR-NEIGHBOR ACCESS TREE
Este ı´ndice, presentado por Sergey Brin en el an˜o 1995 [3], es una extensio´n del Generalized
Hyperplane Tree (GHT) [5]. El objetivo que se persigue, es que la estructura actu´e como un modelo
geome´tricamente jera´rquico de los datos. Ma´s especı´ficamente, a partir del nodo raı´z se obtiene una
una idea de los datos como espacio me´trico, y a medida que avanzamos en la jerarquı´a del a´rbol se
logra una idea ma´s exacta de la geometrı´a de los mismos. Para lograr esto se construye una jerarquı´a
basada en Diagramas de Voronoi [1].
La construccio´n de un GNAT de aridad m procede de la siguiente manera: en el primer nivel se
seleccionan m centros c1, c2, · · · , cm de U , que se almacenan en el nodo raı´z. A cada centro ci se le
asocia el conjunto Uci formado por aquellos objetos que esta´n ma´s cerca de ci que de cualquier otro
centro cj; en sı´mbolos:
Uci = {x ∈ U/d(ci, x) < d(cj, x), ∀j = 1 . . .m, j 6= i}
Para cada Uci , si su cardinalidad es mayor que m se construye recursivamente un GNAT, caso
contrario se construye con esos elementos un nodo terminal (ver figura 1).
En cada nodo del GNAT se almacena adema´s una tabla, a la que denotaremos con ρ, de taman˜o
O(m2). Esta tabla mantiene informacio´n sobre las distancias mı´nimas y ma´ximas, desde el centro ci
a los conjuntos Ucj :
ρi,j = [minx∈Ucj d(ci, x),maxx∈Ucj d(ci, x)] , con i, j = 1, . . . ,m
Esta informacio´n, junto con la desigualdad triangular, se usa en el momento de la bu´squeda para
descartar suba´rboles. Para una bu´squeda por rango (q, r)d, se compara q con algu´n centro ci, y se
descartan todos aquellos centros cj ( y sus correspondientes Ucj ) tales que:













Figura 2: Eliminacio´n de suba´rboles usando ρij . En este caso pode-
mos eliminar Ucj dado que d(q, ci) + r < minx∈Ucj d(ci, x)
La razo´n por la que esto puede hacerse es muy sencilla. Sea y ∈ Ucj , si d(ci, y) < d(ci, q) − r ,
luego por la desigualdad triangular se sigue que d(ci, y) < d(ci, y)+d(y, q)− r , de donde se deduce
que d(y, q) > r. Ana´logamente, si d(ci, y) > d(ci, q) + r , por la desigualdad triangular se sigue que
d(ci, q) + d(q, y) > d(ci, q) + r, de donde deducimos que d(y, q) > r ( ver figura 2).
Este proceso se repite hasta que ningu´n centro pueda descartarse. La bu´squeda continu´a luego
recursivamente en aquellos suba´rboles no eliminados. Durante este proceso se agregan al resultado
todos aquellos centros ci tales que d(ci, q) ≤ r.
La aridad elegida para la construccio´n del GNAT influye notablemente en la performance del
mismo. Para algunos espacios me´tricos, una aridad alta puede ser una buena eleccio´n, mientras que
para un espacio me´trico diferente una aridad pequen˜a puede producir mejores resultados [2].
De igual manera, la polı´tica usada para seleccionar los centros durante la construccio´n del GNAT
afectan la performance del mismo en el momento de resolver una bu´squeda. Por esta razo´n en este
trabajo nos hemos centrado en el estudio y disen˜o de te´cnicas de seleccio´n de centros que logren
mejorar el desempen˜o del ı´ndice durante una bu´squeda.
4. POL´ITICAS PARA LA SELECCI ´ON DE CENTROS
Descubrir la estructura subyacente del conjunto de datos es sumamente u´til en el disen˜o de al-
goritmos de indexacio´n. En particular, saber co´mo se agrupan los elementos del espacio me´trico nos
sirve para identificar la zona de bu´squeda ma´s difı´cil.
Una forma de visualizar la distribucio´n de los datos del espacio me´trico, es por medio de los
histogramas de distancias. Dado un espacio me´trico (X , d) y un elemento p ∈ X , el histograma local
respecto del punto de referencia p es la distribucio´n de distancias de p a los elementos x ∈ X (ver
figura 3).
En [2] los autores definen y caracterizan el nu´cleo duro y el nu´cleo blando de un espacio me´trico.
El nu´cleo duro esta´ formado por aquellos elementos que se encuentran en la zona de mayor con-
centracio´n de objetos; el nu´cleo blando esta´ conformado por los restantes elementos del espacio. En
dicho trabajo tambie´n se da el algoritmo que permite encontrar el nu´cleo duro de un espacio; dicho
algoritmo consiste ba´sicamente en intersectar la zona central de varios histogramas locales.
Tomando como base estas ideas, disen˜amos dos polı´ticas para la seleccio´n de centros. Una de ellas
consiste en tomar los centros del nu´cleo blando y otra es tomar los centros del nu´cleo duro. En ambos
casos, no calculamos los nu´cleos reales del espacio haciendo intersecciones de varios histogramas de
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Figura 3: Ejemplo de un histograma local para un elemento p.
distancia, sino que trabajamos en cada paso de la seleccio´n so´lo con el histograma del u´ltimo centro
elegido. A continuacio´n explicamos detalladamente estas ideas:
Elemento ma´s cercano :
Esta polı´tica procede de la siguiente manera. El primer centro c1 se elije aleatoriamente. El
segundo centro se elije de la zona que c1 considerarı´a como nu´cleo blando, es decir, de los
extremos del histograma, si el mismo tiene forma de campana de Gauss. Para ello se calcula el
histograma local de c1 y se toma como segundo centro al elemento ma´s cercano a c1. En general
el centro ci+1 sera´ el elemento ma´s cercano a ci.
Zona de mayor concentracio´n :
Nuevamente, el primer centro c1 se elije aleatoriamente. Habiendo elegido ci, el centro ci+1 se
elije de la zona que ci considerarı´a como nu´cleo duro. Para ello, se calcula el histograma local de
ci y se toma como centro ci+1 a un elemento que se encuentre en la zona central del histograma
local de ci. Esta zona es la regio´n de mayor concentracio´n de elementos, si el histograma tiene
forma de campana de Gauss.
Siguiendo los lineamientos dados en [2], la zona de mayor concentracio´n de elementos se puede
determinar usando la media del histograma local de ci. La idea es elegir como centro ci+1
a un elemento cuya distancia a ci se encuentre en el intervalo [µ − x, µ + x] donde µ es la
media del histograma local de ci y x es un nu´mero entero. El valor ma´s conveniente para x se
determino´ experimentalmente y se explica en detalle en la seccio´n 5.
5. EVALUACI ´ON EXPERIMENTAL
5.1. Descripcio´n de los Experimentos
Los experimentos fueron realizados sobre diccionarios de palabras usando como funcio´n de dis-
tancia la distancia de edicio´n. Esta funcio´n es discreta y calcula la mı´nima cantidad de caracteres que
hay que agregar, cambiar y/o eliminar a una palabra para obtener otra. Este modelo es comu´nmente
usado en recuperacio´n de texto, procesamiento de sen˜ales y aplicaciones de biologı´a computacional.
Se utilizaron en total 4 diccionarios: Espan˜ol ( de 86.061 palabras), France´s (de 138.257 palabras),
Italiano (de 116.879 palabras) e Ingle´s (de 69.069 palabras).
En la indexacio´n se utilizaron aridades 2, 4, 8, 16, 32, 64, 128, 256 y 512
Los experimentos se realizaron en dos etapas. La primera estuvo dedicada a determinar el valor

































































Figura 4: Resultados para la polı´tica zona de mayor concentracio´n con aridades 16 y 32.
este valor, procedimos a comparar las polı´ticas disen˜adas con la polı´tica de seleccio´n de centros trivial,
seleccio´n random, a fin de establecer el desempen˜o de las mismas.
Por cuestiones de espacio, en las pro´ximas secciones so´lo mostramos las gra´ficas de los resultados
que consideramos ma´s significativos.
5.2. Polı´tica zona de mayor concentracio´n
Para determinar el valor ma´s adecuado para x se realizaron experimentos con x = 0, 1, 2, 3, 4, 5,
para todas las aridades.
De cada diccionario, para indexar, se tomo´ so´lo una muestra aleatoria del 50% de elementos.
Sobre cada GNAT creado, se realizaron bu´squedas por rango con radio r = 1 con un lote de prue-
ba formado por una muestra aleatoria del 5% de los elementos. En esta etapa no se utilizaron los
diccionarios completos porque el objetivo era obtener resultados orientativos respecto del valor ma´s
conveniente para x.
Las figuras 4 y 5 muestra los resultados obtenidos con los diccionarios Espan˜ol (denotado con
spn en la gra´fica), France´s (denotado con fre), Italiano (denotado con ita) e Ingle´s (denotado con
eng). Sobre el eje x esta´n representados los distintos valores de x y sobre el eje y el nu´mero medio de
comparaciones necesitadas para resolver una bu´squeda por rango con radio r = 1.
En cada una de las aridades puede apreciarse que las curvas, para los diferentes diccionarios,
conservan cierto patro´n que nos permite determinar el valor de x con el que se realizara´n el resto de
los experimentos.
Se puede observar que, para un GNAT de aridad menor a 64 (figura 4 ), el valor ma´s adecuado
oscila entre 3 y 4. Puede apreciarse una brusca mejora la principio y una tendencia a estabilizarse a
partir de x = 3. Curiosamente, las curvas de aridad mayor a 64 (figura 5) pierden uniformidad entre
los diferentes diccionarios y tambie´n su tendencia a ser decrecientes a medida que aumentamos el
valor de x.
Dado que las gra´ficas de las figuras 4 y 5 fueron realizadas so´lo para radio de bu´squeda r = 1
y con una muestra del diccionario, son so´lo orientativas para realizar una seleccio´n del valor de x.
Luego, experimentalmente se comprobo´ que, para una minorı´a de aridades, los valores no eran los
mejores para todos los radios de bu´squeda, sino que para radios de bu´squeda de menor selectividad
otras desviaciones eran mucho ma´s beneficiosas. Como las bu´squedas se realizara´n con distintos
valores de r no podemos en el momento de indexar realizar una eleccio´n que dependa de r. Por esto
seleccionamos como mejor valor de x a aquel que, si bien no obtiene el mejor desempen˜o en cada

































































































Figura 5: Resultados para la polı´tica zona de mayor concentracio´n con aridades 64, 128 y 256.
La tabla 1 muestra los valores que finalmente resultaron elegidos para cada aridad en los distintos
diccionarios utilizados.
Aridad Espan˜ol France´s Italiano Ingle´s
2 x = 4 x = 4 x = 4 x = 4
4 x = 4 x = 4 x = 4 x = 4
8 x = 4 x = 4 x = 4 x = 4
16 x = 4 x = 4 x = 4 x = 4
32 x = 3 x = 4 x = 4 x = 3
64 x = 3 x = 4 x = 4 x = 3
128 x = 4 x = 3 x = 3 x = 3
256 x = 2 x = 4 x = 2 x = 3
512 x = 3 x = 3 x = 4 x = 2


















































































































Figura 6: Resultados para el diccionario Espan˜ol
5.3. Comparacio´n entre las distintas polı´ticas
En esta etapa, los experimentos se orientaron a determinar el desempen˜o de las polı´ticas de selec-
cio´n de centros propuestas. Para ello, de cada diccionario se indexo´ el 90% de los elementos y el 10%
restante se utilizo´ como lote de prueba para realizar bu´squedas por rango con radio r = 1, 2, 3, 4.
Dado que cada nodo del GNAT ocupa una espacio O(m2) (donde m es la aridad del a´rbol), nues-
tros experimentos persiguieron dos objetivos. En principio analizamos que´ polı´tica logra mejores re-
sultados bajo condiciones de igual uso de memoria (es decir, con la misma aridad). Luego, estudiamos
cua´l es la polı´tica que logra el mejor desempen˜o global, ma´s alla de cua´l sea el espacio utilizado.
La razo´n para hacer esto es la siguiente. Si bien nuestra medida de complejidad es la cantidad de
evaluaciones de la funcio´n de distancia d, hay que tener presente que si el ı´ndice no entra en memoria
principal el tiempo consumido en I/O degrada el tiempo de respuesta. Por eso es importante conseguir
buenos resultados pero sin aumentar excesivamente la aridad y, en consecuencia, la memoria necesaria
para el ı´ndice.
La figura 6 muestra los gra´ficos comparativos de las diferentes polı´ticas para el diccionario Es-
pan˜ol. Sobre el eje x hemos representado las distintas aridades utilizadas y sobre el eje y el nu´mero
medio de comparaciones necesitadas para resolver una bu´squeda por rango con radio r = 1, 2 (arri-
ba) y r = 3, 4 (abajo). En los gra´ficos se ha denotado con rnd a la polı´tica random, emc a la polı´tica
elemento ma´s cercano y zmc a la polı´tica zona de mayor concentracio´n.
Se puede observar que para aridades menor o igual que 64 el comportamiento de las distintas
polı´ticas de seleccio´n es similar, en el sentido de que todas tienen a decrecer a medida que aumenta
la aridad. La polı´tica de seleccio´n por zona de mayor concentracio´n proporciona mejoras sobre las
anteriores de alrededor del 40% en cantidad de comparaciones para bu´squedas de mayor selectividad






















































































































Figura 7: Resultados para el diccionario France´s
Para aridades mayores a 64 puede observase claramente lo que ya menciona´ramos en secciones
anteriores: aumentar la aridad del a´rbol no siempre produce mejora en el desempen˜o del ı´ndice. En
el caso de las polı´ticas random y zona de mayor concentracio´n, se nota una fuerte degradacio´n de
la performance cuando se aumenta la aridad de 256 a 512, y en la polı´tica elemento ma´s cercano
cuando se aumenta de 64 a 128. En este u´ltimo caso, podemos ver que elemento ma´s cercano tiene
peor desempen˜o que una seleccio´n random.
Las aridades que producen un mejor desempen˜o resultan ser 256 para random y zona de ma-
yor concentracio´n, y 512 para elemento ma´s cercano. Para este u´ltimo caso, elemento ma´s cercano
duplicando el espacio utilizado no logra superar los resultados obtenidos con las otras polı´ticas.
Para el diccionario Espan˜ol podemos concluir que, para la mayorı´a de los casos, la polı´tica ma´s
competitiva es la de zona de mayor concentracio´n. La polı´tica random so´lo logra supera mı´nima-
mente a zona de mayor concentracio´n con aridad 256 y radio de bu´squeda r = 4. Si la memoria es
insuficiente para mantener un GNAT de aridad 256 claramente la mejor opcio´n es usar zona de mayor
concentracio´n con aridad 64.
Los resultados obtenidos con los dema´s diccionarios presentan las mismas caracterı´sticas des-
criptas para el diccionario de espan˜ol. Las figuras 7, 8 y 9 muestran los resultados obtenidos con los
diccionarios France´s, Italiano e Ingle´s respectivamente.
En el caso del diccionario Ingle´s, si bien los resultados son similares a los patrones del resto de
los diccionarios, llama la atencio´n la mejora sustancial que tiene elemento ma´s cercano sobre zona de
mayor concentracio´n con aridad 512. Es decir, elemento ma´s cercano logra superar a zona de mayor
concentracio´n cuando la aridad es 512 en ambos casos, pero elemento ma´s cercano con aridad 512 no






































































































































































































































Figura 9: Resultados para el diccionario Ingle´s
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Resumiendo, de los resultados mostrados se pueden considerar dos grandes enfoques: uno de ellos
es la bu´squeda de balance entre cantidad media de comparaciones y espacio requerido en memoria, y
el otro camino es minimizar la cantidad media de comparaciones.
En el primero de los enfoques, el uso del GNAT con aridades 16, 32 o 64 con seleccio´n de centros
por zona de mayor concentracio´n es el ma´s competitivo; el primero es el que tiene menor rendimiento,
especialmente para el diccionario de italiano. Para el segundo enfoque, el uso de un GNAT con aridad
256 con polı´tica de seleccio´n por zona de mayor concentracio´n provee muy buenos resultados en la
mayorı´a de los casos; so´lo para bu´squeda de menor selectividad el GNAT de aridad 256 con seleccio´n
de centros random realiza algunas comparaciones menos en los diccionarios Espan˜ol e Ingle´s.
La polı´tica de seleccio´n por elemento ma´s cercano iguala el desempen˜o de una seleccio´n aleatoria
en aridades menores a 32 en los diccionarios Espan˜ol e Ingle´s para bu´squedas de alta selectividad.
En general, se comporta peor que una seleccio´n aleatoria para aridades 128 y 256. Sin embargo, tiene
buen rendimiento con aridades grandes para todos los radios de bu´squeda. Intuimos que el problema
esta´ en el sesgo que implica elegir como pro´ximo centro el elemento ma´s cercano al anterior. La u´nica
manera que tiene esta te´cnica de introducir diversidad en los centros elegidos es aumentar la cantidad
de centros llevando la aridad del GNAT a 512. Todo lo expuesto la posiciona como una polı´tica que
requiere mayor desarrollo e investigacio´n.
6. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo hemos presentado dos nuevas polı´ticas para la seleccio´n de centros durante la
construccio´n del GNAT, a saber: elementos ma´s cercano y zona de mayor concentracio´n. La menos
competitiva fue elemento ma´s cercano logrando un peor desempen˜o que una seleccio´n aleatoria. La
ma´s competitiva fue zona de mayor concentracio´n, logrando reducciones importantes en la cantidad
de evaluaciones de la funcio´n de distancia respecto de una seleccio´n aleatoria.
Con respecto al trabajo futuro nos proponemos estudiar el comportamiento de estas polı´ticas so-
bre otros espacios me´tricos, adapta´ndolas en caso de ser necesario. Recordemos que las polı´ticas
presentadas se basan en histogramas en forma de campana, algo que no sucede en todos los espacios.
Tambie´n no proponemos estudiar en detalle las causas del bajo rendimiento de la polı´tica elemento
ma´s cercano y, en funcio´n de ello, modificarla para lograr mejorar su desempen˜o.
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