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1.1 The development of the 2003 European drought is illustrated by depicting the drought
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moisture index is below 0.2 indicating a low fractional soil moisture value that is ob-
served less than 20% of the time. These fields are obtained by driving the mesoscale
Hydrologic Model (mHM) with the observation-based E-OBS dataset. . . . . . . . 36
1.2 Schematic representation of a drought prediction system. This Figure is divided
vertically into an observation-based part (left of vertical dashed line) and a forecast-
ing part (right of vertical dashed line). The observation-based part is comprised of:
first, an observation-based meteorological dataset; second, a hydrologic model that
is driven with these observations. Third, the simulated soil moisture is used for re-
construction during historic periods and to provide initial hydrologic conditions
(IHCs) for the forecasts. The forecasting part (i.e., the right hand side of this fig-
ure) consists of: first, a meteorological forecast obtained from a climate model (or
numerical weather prediction model); second, a downscaling of climate model out-
puts that requires also the meteorological observations; third, a hydrologic model
of the land surface that is driven with the downscaled meteorological forecasts to
provide a soil moisture forecast. This work is mainly focusing on the evaluation
of climate model outputs with respect to extreme meteorological indices (Chap-
ter 2) and the temporal downscaling of meteorological variables (i.e., disaggregation
method introduced in Chapter 3). The evaluation of the drought prediction system
is then presented in Chapter 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3 Standardized soil moisture anomalies for the period from January to December
2003. The red line depicts the reference anomaly obtained by the E-OBS dataset.
The blue and green lines show the soil moisture anomalies of NMME-based fore-
casts with one month lead time. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.4 Outputs of climate models (CM) are typically available at lower spatial and tem-
poral resolutions than the input required for hydrologic models (HM). Temporal
disaggregation schemes such as those presented in Chapter 3 increase the temporal
resolution of CM to that of HM (horizontal arrows). Spatial downscaling such as
those discussed in Section 5.2 increase the spatial resolution (vertical arrows). The
thickness of the arrows corresponds to how simple a particular step is in comparison
to other ones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
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2.2 Spatial average of relative bias B for every index and RCM. Panels a) and b) depict
the performance of precipitation and temperature indices, respectively. The statis-
tical summary of theses indices is shown in Table 2.3. . . . . . . . . . . . . . . . . 61
2.3 Spatial Pattern for each temperature index (rows). The spatial pattern for the ob-
servations is shown in the first column. The units for each index are encompassed
in Table 2.2. The second, third, and fourth column show the relative bias in per-
cent for the worst performing model for each index, the best performing model for
each index, and the ensemble average of all models. The worst- and best-performing
RCMs are assessed with respect to the interpolated observational data set. . . . . . 64
2.4 Analogous to Fig. 2.3, only for precipitation indices. The worst- and best-performing
RCMs are assessed with respect to the REGNIE observational data set. . . . . . . . 66
2.5 Spatially averaged weights for each index derived by the “Reliability Ensemble Av-
eraging” (REA/method 5) for each model. Red and blue markers indicate temper-
ature and precipitation indices, respectively. . . . . . . . . . . . . . . . . . . . . . 67
2.6 Final score S (panel a) and rejection rateR (panel b) for single models and selected
subensembles identified by different methods. Different search methods are indi-
cated by: O - method 1, S - method 2, W - method 3, F - method 4, and B - method 5.
For clarity, the x-axis position of the markers are varied. . . . . . . . . . . . . . . . 68
2.7 Top panel a): Variability of the rejection rateR for all ensembles of different sizes is
shown with box-plots. The box-plots range from minimum to maximum R value
with 50% of theR values between the 25th and 75th percentile in the box. The me-
dian is marked as red bar. Furthermore, the performance of the selection methods is
shown. Yellow dots represent method 4, red circles method 5, black dots method 2,
and black stars method 3. TheR of the subensemble selected by method 1 is marked
by the lower bar. For clarity, a logarithmic y-axis is used. Bottom panel b): The spa-
tial performance for ensembles of nine models selected according to method 2, 3, 4,
and 5 (i.e. S9, W9, F9, and B9, respectively) is shown in the first row. The spatial
performance for the ensemble of nine models selected by method 1 (O9), the full
ensemble (13), and two single models (the best - G and the second best - E) is shown
in the second row. The rejection rate was estimated at the 5% significance level. . . . 70
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Gesamtzusammenfassung
Wasser ist ein essentielles Element fu¨r alles bekannte Leben auf der Erde und befindet sich in ei-
nem sta¨ndigen Kreislauf zwischen den verschiedenen Teilen des Erdsystems, wie zum Beispiel dem
Ozean, dem Land, dem Untergrund und der Atmospha¨re. Der Mensch beeinflusst den natu¨rlichen
Wasserkreislauf auf verschiedenste Art und Weise, um seine Lebensgrundlage zu sichern. Es wer-
den beispielsweise Deiche errichtet zum Schutz von Eigentum vor Hochwasser und Da¨mme werden
gebaut zur Stromerzeugung durch Wasserkraft und zum Anlegen von Reservoiren fu¨r die Trinkwas-
serversorgung.
Hydrologische Extremereignisse stellen jedoch weiterhin eine Bedrohung fu¨r die Lebensgrundlage
des Menschen dar. Hochwasser und Du¨rren sind die beiden hydrologischen Extremereignisse, wel-
che auf dem gesamten Globus zu mehr Todesfa¨llen fu¨hren, die ho¨chsten wirtschaftlichen Verluste
verursachen, und mehr Menschen betreffen als jede andere Naturkatastrophe. Diese beiden Pha¨no-
mene sind sehr unterschiedlich in ihrer Natur. Ein Hochwasser ist ein sich schnell entwickelndes
Ereignis, welches innerhalb von Tagen bis Wochen in einem Flusseinzugsgebiet auftritt. Im Gegen-
satz dazu ist eine Du¨rre ein langsames Ereignis, das sich u¨ber Monate und Jahreszeiten entwickelt,
Jahre u¨berdauert und ganze Regionen, La¨nder sowie Kontinente betrifft. Du¨rren sind definiert als
ein Wasserdefizit im Vergleich zu normalen Bedingungen und treten in allen Kompartimenten des
Wasserkreislaufs auf, wie zum Beispiel in der Atmospha¨re (meteorologische Du¨rre), in Flu¨ssen und
im Grundwasser (hydrologische Du¨rre) und in Bo¨den (landwirtschaftliche Du¨rre).
Landwirtschaftliche Du¨rren fu¨hren zu hohen sozialen und wirtschaftlichen Scha¨den sowie huma-
nita¨ren Krisen (z.B. Hungersno¨te), weil sie das Potenzial haben Ernteertra¨ge zu verringern. Die Aus-
wirkungen dieser Extremereignisse ko¨nnen mit der Hilfe von einem saisonalen Vorhersagesystem,
welches Du¨rren mehrere Monate im Voraus prognostiziert, abgeschwa¨cht werden. Diese Arbeit ist
somit der Entwicklung eines saisonalen Vorhersagesystems fu¨r landwirtschaftliche Du¨rren innerhalb
Europas gewidmet. Dieses Vorhersagesystem basiert auf meteorologischen Prognosen des nordame-
rikanischen Multi-Modell Ensembles (NMME), welche verwendet werden um das mesoskalige Hy-
drologische Modell (mHM) anzutreiben. Der NMME Datensatz wird in dieser Arbeit betrachtet,
da er ein relativ großes Ensemble beinhaltet und ein einfacher Datenzugriff gewa¨hrleistet ist. Das
in dieser Arbeit entwickelte Vorhersagesystem ist jedoch flexibel genug um auch andere Datensa¨tze,
wie beispielsweise TIGGE-LAM vom Europa¨ischen Zentrum fu¨r mittelfristige Wettervorhersagen
(ECMWF), zu verwenden.
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Der NMME Datensatz stellt monatliche Niederschlags- und Temperaturprognosen bereit. Tages-
werte sind zwar auch verfu¨gbar, diese erfordern jedoch wesentlich ho¨here Speicherkapazita¨ten und
sind daher fu¨r Anwender oft von geringem Interesse. Obwohl die acht Modelle in diesem Ensemble
sich in ihrer Modellstruktur unterscheiden (d.h. in der Auswahl und der Parametrisierung der im-
plementierten Prozesse), bilden sie alle den Wasser- und Energiekreislauf der Erde als dynamisches
System ab. Das mesoskalige Hydrologische Modell (mHM) wird in dieser Arbeit benutzt, um den
Wasserkreislauf auf der Landoberfla¨che zu berechnen, da dieses ra¨umlich verteilte Modell dafu¨r ent-
wickelt und kalibriert wurde die Wasserbilanz an der Mu¨ndung eines Einzugsgebietes zu schließen.
Dies wird durch das zuverla¨ssige Aufteilen von Niederschlag in Evapotranspiration zur Atmospha¨re
und Oberfla¨chenabfluss in die Ozeane erreicht. Diese Partitionierung wird durch die Modellierung
der Bodenfeuchte realisiert. Die erhaltenen Bodenfeuchtefelder von mHM werden dann zu einem
Quantil basierten Index transformiert, um eine Du¨rreanalyse durchzufu¨hren.
Die Gu¨te der Du¨rrevorhersage ist von mehreren Faktoren abha¨ngig. Hauptbestandteile des saisona-
len Vorhersagesystems sind u.a. die meteorologischen Prognosen, welche von den NMME Model-
len bereitgestellt wurden. Ein Standardansatz in der Du¨rrevorhersage ist es entweder die Prognosen
der einzelnen Modelle oder die des gesamten Ensemblemittels auszuwerten (d.h. das Mittel u¨ber
die Prognosen aller einzelnen Modelle). In dieser Arbeit werden Methoden untersucht, die u¨ber
einen solchen Ansatz hinausgehen, um die Fa¨higkeit von Multi-Modell Ensembles zur Abbildung
von Extremindizes, welche fu¨r die Hochwasser- und Du¨rremodellierung relevant sind, zu verbes-
sern. Es wird in dieser Arbeit die Hypothese aufgestellt, dass eine Untergruppe von Modellen (d.h.
ein Subensemble) eine bessere Vorhersagegu¨te liefert als einzelne Modelle und das gesamte Ensem-
blemittel. Verschiedene neu entwickelte Methoden werden untersucht, um Subensembles mit der
besten Performance effizient auszuwa¨hlen ohne alle mo¨glichen Kombinationen von Modellen zu
betrachten.
Auswahlalgorithmen fu¨r Subensembles werden fu¨r eines der neuesten Ensembles von regionalen
Klimamodellen getestet, welches vom ENSEMBLES Projekt zur Verfu¨gung gestellt wurde. Die ra¨um-
liche und zeitliche Variabilita¨t von elf extremen Niederschlags- und Temperaturindizes, welche mit
Hochwasser und Du¨rren in Zusammenhang stehen, wird betrachtet, um die Gu¨te der Modellsimu-
lationen zu bewerten. Die gescha¨tzten Indizes aus diesen Modellsimulationen werden mit jenen aus
Beobachtungsdaten u¨ber Deutschland in der Zeit von 1961 bis 2000 verglichen. Die Gu¨te der ein-
zelnen Modelle und der Subensembles wird mit Hilfe einer Ablehnungsrate quantifiziert, welche
die statistische Signifikanz der erhaltenen Abweichungen auf Basis des Wilcoxon-Rangsummentests
auswertet. Die regionalen Klimamodelle weisen erwartungsgema¨ß einen geringeren Bias fu¨r Tempe-
raturindizes im Vergleich zu Niederschlagsindizes auf. Die Schwankungsbreite des Bias fu¨r extreme
Niederschlagsindizes ist in der Regel ±20%. Des Weiteren u¨ber- und unterscha¨tzen diese regiona-
len Klimamodelle bestimmte Indizes systematisch. Beispielsweise wird der ja¨hrliche Gesamtnieder-
schlag u¨berscha¨tzt, wa¨hrend die maximale Anzahl der aufeinander folgenden trockenen Tage un-
terscha¨tzt wird.
Fu¨r die regionalen Klimamodelle des ENSEMBLES Projekts zeigte das beste Subensemble kleinere
und weniger signifikante Bias als alle einzelnen Modelle und das gesamte Ensemblemittel in verschie-
denen Teilen Deutschlands. Eines der vorgeschlagenen Verfahren, der Ru¨ckwa¨rtseliminationsalgo-
rithmus, ist in der Lage dieses beste Subensemble effizient zu finden ohne alle mo¨glichen Subensem-
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bles evaluieren zu mu¨ssen. Das beste Subensemble entha¨lt nur 6 der 13 betrachteten regionalen Kli-
mamodelle. Die Verwendung dieses Subensembles statt des gesamten Ensemblemittels kann somit
zu abweichenden Schlussfolgerungen in Klimafolgenabscha¨tzungen fu¨hren.
Die ra¨umliche und zeitliche Auflo¨sung eines Klimamodells ist in der Regel niedriger als die Auflo¨sung
eines hydrologischen Modells. Fu¨r das hier entwickelte Du¨rrevorhersagesystem entspricht die zeitli-
che Auflo¨sung der meteorologischen NMME Prognosen Monatswerten, wa¨hrend die hydrologische
Modellierung Tages- oder Stundenwerte als Eingangsdaten beno¨tigt. Ein neu entwickeltes stochasti-
sches Verfahren wird benutzt um die monatlichen Niederschlagsfelder in ta¨gliche zu disaggregieren.
Diese Methode behandelt zuna¨chst nur Niederschlag, da dieser eine schiefe Verteilungsfunktion und
eine komplexe zeitliche und ra¨umliche Kovarianzstruktur aufweist. Dieser Ansatz basiert auf einer
multiplikativen Kaskade, welche einen Niederschlagswert von einer niedrigen zeitlichen Auflo¨sung
in zwei Werte auf einer ho¨heren Auflo¨sung partitioniert (z.B. einen zweiwo¨chentlichen Wert in zwei
wo¨chentliche) und dabei die jeweilige ra¨umliche Kovarianzstruktur auf der entsprechenden zeitli-
chen Auflo¨sung erha¨lt. Dieses Kaskadenverfahren beginnt mit Monatswerten und stoppt sobald
Tageswerte erhalten werden. Die Partitionierung erfolgt indem Gewichte (d.h. multiplikative Fakto-
ren) entsprechend einer Verteilungsfunktion gesampelt werden. Diese Verteilungsfunktionen wer-
den fu¨r unterschiedliche Niederschlagsintensita¨ten aus Beobachtungsdaten bestimmt und es wird
gezeigt, dass sich diese nicht wesentlich im Laufe der Zeit vera¨ndern. Dies macht diese Methode
auch fu¨r zuku¨nftige Perioden anwendbar. In dieser Arbeit wird die Hypothese aufgestellt, dass die
disaggregierten ta¨glichen Felder statistisch a¨quivalent zu den beobachteten sind.
Dieses Disaggregierungsverfahren wurde vor allem entwickelt um die zeitliche Auflo¨sung eines Da-
tensatzes zu erho¨hen. Dabei erzeugt es aber auch Felder mit einer konsistenten ra¨umlichen Kova-
rianzstruktur. Dieses wird durch eine neu entwickelte sequentielle Sampling-Technik, welche “An-
chor Sampling” genannt wird, erreicht. Diese Methode ist auf Rastergittern von beliebiger Auflo¨sung
und Gro¨ße anwendbar. Das “Anchor Sampling” erfordert keine Annahme u¨ber die ra¨umliche Iso-
tropie von Niederschlagsfeldern. Dies ist von elementarer Bedeutung, weil orographische Effekte
eine nicht isotrope ra¨umliche Kovarianzstruktur erzeugen. Diese Methode kann auch fu¨r andere
stochastische Methoden von Vorteil sein, welche auf die Generierung von ra¨umlichen Feldern mit
einer konsistenten Kovarianzstruktur angewiesen sind, wie zum Beispiel ra¨umliche Skalierungsver-
fahren.
Das stochastische Disaggregierungsverfahren wird fu¨r hochaufgelo¨ste Niederschlagsdaten (d.h. 4×
4 km2 Raster) u¨ber Deutschland (≈ 357 000 km2) in der Zeit von 1950 bis 2010 getestet. Die Auswer-
tung des Verfahrens erfolgt fu¨r einen Kalibrierungszeitraum (1950-1990) und einen Validierungszeit-
raum (1991-2010), um die U¨bertragbarkeit auf zuku¨nftige Perioden zu testen. Die Ergebnisse zeigen,
dass ortsabha¨ngige Verteilungsfunktionen vom Niederschlag mit Abweichungen von weniger als 5%
wa¨hrend des Validierungszeitraumes reproduziert werden. Zusa¨tzlich sind extreme Niederschlags-
indizes mit einem Bias von weniger als 10% abgebildet. Diese Fehler sind kleiner als jene, die fu¨r die
regionalen Klimamodelle des ENSEMBLES Projekts beobachtet wurden (fu¨r die gleichen Indizes).
Dies hebt den Mehrwert des vorgeschlagenen Disaggregierungsverfahrens hervor. Es ist erwa¨hnens-
wert, dass die zeitliche Autokovarianz in den disaggregierten Niederschlagsfeldern vergleichbar ist
mit jener der beobachteten Felder. Dies wird erreicht ohne eine explizite Annahme u¨ber die Auto-
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kovarianz der disaggregierten Felder zu formulieren und kann daher als eine Eigenschaft betrachtet
werden, die durch die Kaskadenmodellstruktur erzeugt wird.
Das saisonale Du¨rrevorhersagesystem entha¨lt dann den Ru¨ckwa¨rtseliminationsalgorithmus, um das
Subensemble mit der ho¨chsten Vorhersagegu¨te des NMME Datensatzes zu identifizieren. Es nutzt
auch die neu entwickelte stochastische Disaggregierungsmethode, um die monatlichen Niederschlags-
prognosen in ta¨gliche zu u¨berfu¨hren. Andere fu¨r mHM beno¨tigte Eingangsvariablen, wie zum
Beispiel Temperatur, werden durch eine Skalierung von historischen Feldern erhalten. Diese ha-
ben nach der Skalierung den gleichen monatlichen Wert wie die Vorhersagen der NMME Modelle.
Die von dem saisonalen Du¨rrevorhersagesystem erhaltenen Prognosen werden mit denen einer ein-
fachen statistischen Methode, die auf dem Ensemble Streamflow Prediction (ESP) Ansatz basiert,
verglichen. Der ESP Ansatz benutzt meteorologische Beobachtungen aus der Vergangenheit zur
Erstellung eines Vorhersageensembles fu¨r den Antrieb von mHM. Die Vorhersagen dieses Verfah-
rens basieren somit nur auf klimatologischen Informationen und enthalten keine Kenntnis u¨ber
die tatsa¨chliche Entwicklung des Erdsystems. Der Bewertungszeitraum des Du¨rrevorhersagesystems
reicht von 1983 bis 2009 mit monatlichen Vorhersagen beginnend am Anfang eines jeden Monats
und Vorhersagezeiten von bis zu 6 Monaten. Das Simulationsgebiet umfasst große Teile Kontinen-
taleuropas. Der Equitable Threat Score (ETS) wird in dieser Arbeit benutzt, um die Vorhersagegu¨te
zu quantifizieren. Dieser fasst die Trefferquote und die Falsch-Positiv-Rate in einem Bewertungsmaß
zusammen. Der frei verfu¨gbare E-OBS Datensatz wird genutzt, um Referenzwerte fu¨r die Boden-
feuchte zu erhalten. Es wird in dieser Arbeit die Hypothese aufgestellt, dass die NMME basierten
Prognosen einen ho¨heren ETS aufweisen als die ESP basierten.
Die auf dem NMME basierenden Bodenfeuchteprognosen zeigen einen ETS auf, der bei einer sechs-
monatigen Vorhersagezeit im Durchschnitt 69% ho¨her ist als der des ESP Ansatzes. Die Ergebnisse
zeigen, dass es eine substantielle ra¨umliche und zeitliche Variabilita¨t in der Gu¨te der Du¨rrevorher-
sagen von bis zu 40% gibt. Die Vorhersagegu¨te ist beispielsweise fu¨r beide Prognoseverfahren (d.h.
NMME und ESP basierte Prognosen) ho¨her in Regionen in denen die Referenzbodenfeuchte selbst
eine hohe Persistenz aufweist. Die perfekte Kenntnis der initialen hydrologischen Bedingungen
fu¨hrt dann zu einer hohen Vorhersagegu¨te in diesen Regionen. Niedrige Vorhersagegu¨ten sind vor
allem in Zeiten zu beobachten wenn keine Du¨rre vorliegt. Dies bedeutet, dass beide Vorhersageme-
thoden das Ausmaß von Trockenheiten in diesen Zeitra¨umen u¨berscha¨tzen. Die Gu¨te von Du¨rre-
vorhersagen ist somit sehr stark von dem Du¨rrezustand zum Beginn der Prognose abha¨ngig, welcher
in den initialen Bedingungen enthalten ist.
Unter den auf dem NMME basierenden Prognosen besitzt das gesamte Ensemblemittel einen ho¨heren
ETS als jedes identifizierte Subensemble und das bestmo¨gliche Einzelmodell. Die Vorhersagegu¨te
der Subensembles, die mehr als drei Modelle enthalten, ist jedoch nur 1% geringer als die von dem
gesamten Ensemblemittel. Die Anzahl der Modellla¨ufe dieser Subensembles betra¨gt jedoch nur 60%
der des gesamten Ensembles. Diese Subensembles ko¨nnten somit fu¨r operative saisonale Du¨rrevor-
hersage und Anwender, welchen nur begrenzte Rechenkapazita¨ten zur Verfu¨gung stehen, nu¨tzlich
sein. Im Allgemeinen sollte das Du¨rrevorhersagesystem, welches auf meteorologischen Vorhersagen
des NMME basiert, fu¨r den operationellen Betrieb in Betracht gezogen werden, weil es eine ho¨here
Vorhersagegu¨te als klimatologische Vorhersagen u¨ber ganz Europa und alle Vorhersagezeiten auf-
weist.
24
Gesamtzusammenfassung
Die in dieser Arbeit vorgestellten Methoden sind nicht auf die hier betrachtete Anwendung der sai-
sonalen Du¨rrevorhersage beschra¨nkt. Stattdessen sind sie allgemein und auch fu¨r andere Anwen-
dungen genauso nu¨tzlich. Beispielsweise kann das Ru¨ckwa¨rtseliminationsverfahren auch auf an-
dere Ensembles und Gu¨tekriterien angewendet werden. Basierend auf den Ergebnissen dieser Arbeit
wird erwartet, dass diese Methode die Nu¨tzlichkeit von Modell Ensembles auf zwei Arten verbessern
kann. Erstens kann ein Subensemble eine ho¨here Performance erzielen als das gesamte Ensemblemit-
tel und zweitens kann ein Subensemble eine nahezu gleichwertige Performance erreichen wie das
gesamte Ensemblemittel, aber mit einem niedrigeren Rechenaufwand.
Das in dieser Arbeit vorgestellte “Anchor Sampling” ermo¨glicht die Generierung ra¨umlicher Felder
normalverteilter Zufallszahlen mit einer vordefinierten ra¨umlichen Kovarianzstruktur. Diese Me-
thode wurde nur fu¨r die zeitliche Disaggregierung von monatlichen Niederschlagswerten in ta¨gliche
genutzt. Folgestudien sollten den “Anchor Sampling” Ansatz auch fu¨r andere Anwendungen wie
zum Beispiel das ra¨umliche Skalieren von Klimamodelldaten verwenden.
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Water is a vital element for all known life forms and is constantly cycling through different com-
partments of the Earth system such as the ocean, atmosphere, land surface, and subsurface. Humans
modify the water cycle on land in various ways to ensure their livelihood. For instance, levees are con-
structed for protecting property from floods, dams are built to generate hydropower and to create
reservoirs for drinking water supply, and groundwater is pumped for freshwater supply.
Hydrologic extremes, however, keep on threatening the livelihood of human societies. The two most
devastating hydrologic extremes are floods and droughts resulting in more deaths, yielding the high-
est economic losses, and affecting more people than any other natural hazard on a global scale. These
two phenomena are very different in their nature. A flood is a fast evolving event that is spanning
over days to weeks and is occurring at the catchment scale. On the contrary, a drought is a creep-
ing event that is evolving over months to seasons and can last for years. Droughts are occurring at
regional, national, and even continental scales. Droughts are defined as a deficit of water with re-
spect to normal conditions and are happening in all compartments of the hydrologic cycle such as
the atmosphere (meteorological drought), rivers and groundwater (hydrological drought), and soils
(agricultural drought).
Agricultural droughts can lead to severe socio-economic damages and humanitarian crisis (e.g., famine)
because they have the potential to diminish crop yields. Impacts of these extreme events can be mit-
igated with the help of a seasonal prediction system that is able to forecast droughts several months
in advance. This work is thus dedicated to the development of a seasonal soil moisture drought
forecasting system over Europe. The meteorological forecasts by the North American Multi-Model
Ensemble (NMME) are used within this prediction system to drive the mesoscale Hydrologic Model
(mHM). The NMME product is selected because of the easy data access and the relatively large en-
semble size. The prediction system developed in this work, however, provides enough flexibility
to also incorporate other products such as TIGGE-LAM from the European Centre for Medium-
Range Weather Forecasts (ECMWF).
The NMME dataset provides monthly precipitation and temperature forecasts. Daily values are also
available but these require substantially higher computer resources, which are often not accessible to
practitioners. Although the eight models comprised in this ensemble differ in their model structure
(i.e., the selection and parameterization of implemented processes) they all represent the cycling of
water and energy on Earth as a dynamic system. The mesoscale Hydrologic Model (mHM) is used
in this study to represent the hydrologic cycle at the land surface. This choice is made because this
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spatially distributed model has been designed and calibrated to close the water balance at the outlet
of a river catchment by reliably partitioning precipitation into evapotranspiration to the atmosphere
and river discharge to the ocean. This partitioning is achieved by modeling soil moisture. The ob-
tained soil moisture fields from mHM are then transformed to a quantile-based index to conduct a
drought analysis.
The quality of a drought forecast depends on several factors. Major constituents of the seasonal
prediction system are among others the meteorological forecasts obtained from the NMME. State-
of-the-art drought prediction systems either evaluate the forecasts of single models or those obtained
from the full ensemble mean (i.e., the average over all single model forecasts). Methods for increasing
the skill of multi-model ensembles for reproducing extreme indices relevant for flood and drought
modeling, which go beyond the evaluation of single models and the full ensemble mean, are inves-
tigated in this study. It is hypothesized in this work that a subset of models (subensemble) might
give a better performance than both single models and the full ensemble mean. Different newly de-
veloped methods are investigated for selecting the best performing subensemble efficiently without
requiring the evaluation of all possible subensembles.
Subensemble selection algorithms are tested for one of the latest collection of regional climate mod-
els made available by the ENSEMBLES project. The ability of these models to reproduce the spatio-
temporal variability of eleven extreme precipitation and temperature indices, which are related to
floods and droughts, is investigated. The estimated indices from these model simulations are com-
pared against those obtained from the observations over Germany during the period from 1961 to
2000. The performance of single models and all possible subensembles is quantified using a rejection
rate, which estimates the statistical significance of the obtained bias based on the Wilcoxon rank-sum
test. The regional climate models, expectedly, exhibit smaller temperature bias than precipitation
bias. The range of the bias for extreme precipitation indices is generally ±20%. Moreover, these
regional climate models consistently overestimate or underestimate observations for a specific in-
dex. For example, long-term annual precipitation tends to be overestimated, whereas the maximum
number of consecutive dry days is consistently underestimated.
For the ENSEMBLES regional climate models, the best possible subensemble showed smaller and
less significant bias than all single models and the full ensemble mean in several parts of Germany.
One of the proposed methods, the backward elimination algorithm, is able to find this subensemble
efficiently without evaluating all possible subensembles. The identified subensemble contains only
6 out of the 13 considered regional climate models. Using this subensemble in favor of the full en-
semble mean might lead to substantially different conclusions in climate change impact assessment
studies.
The spatio-temporal resolution of a climate model is typically coarser than the resolution of a hydro-
logic model. For the drought prediction system developed here, the temporal resolution of the mete-
orological forecasts by the NMME is monthly values whereas the hydrologic modeling requires daily
or hourly inputs. A newly developed stochastic method is employed to disaggregate the monthly
precipitation fields into daily ones. This method is focusing on precipitation because of its skewed
distribution function and its complex temporal and spatial covariance structure, which is induced
by its intermittent occurrence. It is based on a multiplicative cascade approach that partitions one
precipitation value at a low temporal resolution into two values at a higher resolution (e.g., one
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bi-weekly value into two weekly ones) preserving the respective covariance structure at the corre-
sponding temporal scale. This cascade procedure starts with monthly values and stops when daily
values are obtained. The partitioning is achieved by drawing weights (i.e., multiplicative factors)
from a distribution function that is estimated from the observations beforehand. These distribu-
tion functions are estimated for different levels of precipitation intensities and it is shown that they
do not change significantly over time, which allows to apply this method during future periods, for
example, in climate change impact assessment studies. It is hypothesized that the disaggregated daily
fields obtained by employing this multiplicative cascade approach are statistically equivalent to the
observed ones.
Although this method is focusing on the temporal disaggregation of precipitation, it also generates
fields with a consistent spatial covariance structure. A newly developed sequential sampling tech-
nique termed “Anchor sampling” is used for this purpose. This method is applicable to grids of any
resolution and extent. The “Anchor sampling” requires no assumption about the spatial isotropy
of precipitation, which is a key property because orographic effects induce a non-isotropic spatial
covariance structure. It can also be beneficial to any stochastic method that relies on the consistent
spatial sampling of random fields (e.g., spatial downscaling schemes).
The stochastic disaggregation method is tested for a high-resolution precipitation dataset (i.e., 4 ×
4 km2 grid) over Germany (≈ 357 000 km2) during the period from 1950 to 2010. The evaluation
of the method is conducted in a split-sample setup to evaluate the transferability to future periods
using a calibration (1950-1990) and a validation (1991-2010) period. In general, distinctive location
dependent distribution functions are reproduced with biases less than 5% during the evaluation pe-
riod. Additionally, extreme precipitation indices are represented with biases less than 10%. These
errors are less than those observed for the ENSEMBLES regional climate models (for the same in-
dices) which highlights the added value of the proposed method. It is worth mentioning that the
disaggregated precipitation fields have a temporal auto-covariance that compares well with the ob-
served one. This is achieved without any explicit assumption about the auto-covariance structure of
the disaggregated fields and is considered as an emergent property of the cascade model structure.
The seasonal drought prediction system then incorporates the backward elimination algorithm to
identify the subensemble with the highest forecasting skill from the North American Multi-Model
Ensemble (NMME). It also uses the newly developed stochastic temporal disaggregation method to
downscale monthly precipitation forecasts to daily ones. Other forcing variables for the mesoscale
Hydrologic Model (mHM) such as temperature are disaggregated by rescaling historic fields to have
the same monthly values as the NMME forecasts. The forecasts obtained from the seasonal drought
prediction system are contrasted with those of a simple statistical method based on the Ensemble
Streamflow Prediction (ESP) approach. The ESP approach resamples past meteorological observa-
tions to create a forecast ensemble for driving mHM. This method thus provides a forecast that is
only based on climatology and incorporates no knowledge about the actual dynamic development
of the Earth system. The drought prediction system is evaluated during the period 1983-2009 with
monthly forecasts starting at the beginning of each month for lead times up to 6 months. The spa-
tial domain of the drought prediction system covers large parts of continental Europe. The fore-
casting skill is quantified employing the Equitable Threat Score (ETS), which combines the hit and
false alarm rate of forecasted drought events. This metric requires reference soil moisture fields that
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have been obtained using the freely available E-OBS dataset. It is hypothesized in this work that the
NMME-based forecasts are exhibiting a higher ETS than the ESP-based ones.
The NMME-based soil moisture forecasts exhibit an ETS that is on average 69% higher than that
of the ESP-based ones at a 6 month lead time. Results showed that there is a substantial spatial
and temporal variability in drought forecasting skill ranging up to 40%. The drought forecasting
skill is for both forecasting methods (i.e., NMME-based and ESP-based forecasts) higher in regions
where reference soil moisture itself exhibits a high persistence. The perfect knowledge of the initial
hydrologic conditions then leads to a high forecasting skill in these regions. Low drought forecasting
skill is observed during periods of absence of drought indicating that the forecasts are overestimating
drought extent during these periods. Drought forecasting skill is thus dependent on the state of
drought development at the beginning of the forecast, which is contained in the initial hydrologic
conditions.
Among the NMME-based forecasts, the full ensemble mean exhibits a higher ETS than any identi-
fied subensemble and the best performing model. The skill of subensembles containing more than
three models, however, is only 1% less than that of the full ensemble mean. But the number of
realizations required in these subensembles is only 60% of that of the full ensemble mean. These
subensembles thus could be useful for operational seasonal forecasting or practitioners that have
limited computational resources. In general, the proposed drought prediction system that is based
on the meteorological forecasts by the NMME should be taken into consideration in an operational
system because it outperforms climatological forecasts based on the ESP approach over entire Europe
at all lead times.
The methods presented in this work have not been tailored for the particular application of seasonal
drought prediction. Instead, they are general and should be useful for other applications as well. For
instance, the backward elimination method could be applied to other ensembles. Based on the results
of this work, it is expected that this method could help to increase the utility of model ensembles in
two ways: first, a higher performance than that of the full ensemble mean could be achieved by
using subensembles; second, almost the same performance as that of the full ensemble mean could
be achieved by subensembles, but at reduced computational costs.
The “Anchor Sampling” introduced in this work allows to generate spatial fields of normal dis-
tributed random numbers with a predefined spatial covariance structure. This method has only
been employed for the temporal disaggregation of monthly precipitation to daily values. Follow-up
studies should use the “Anchor Sampling” also for other applications such as, for instance, spatial
downscaling of climate model outputs.
30
Abstract
31
List of Tables
32
Chapter 1
Introduction

Chapter 1
Introduction
1.1 Background
Water is a vital element for all known life forms. There is around 1 385 000 000 km3 of water on Earth
(Chow et al., 1988) covering about 71% of the Earth’s surface. The majority of this amount is stored
in the oceans (96.5%), while only 2.5% is freshwater. A major portion of freshwater is comprised in
Icecaps (68.5%). Only 30% of the global freshwater is contained in groundwater and even less (0.32%
or 111 000 km3) is stored in soils as soil moisture, rivers, lakes, and vegetation (Chow et al., 1988).
It is this small portion of the total amount of water that is available to humans as a basis for their
livelihood.
Water is constantly moving through different compartments of the Earth system such as the ocean,
atmosphere, land surface, and subsurface. The largest fluxes within the global hydrologic cycle are
the evaporation from the ocean to the atmosphere and the precipitation from the atmosphere to the
Earth’s surface. Roughly 20% of the global precipitation is over land (Bonan, 2008), which is the
major input for driving river catchments.
Humans are changing the hydrologic cycle on land in various ways pursuing multiple objectives.
These interventions are realized by building different hydrologic infrastructures. For instance, levees
are constructed for protecting property from floods, dams are built to generate hydropower and to
create reservoirs for drinking water supply, groundwater is pumped for freshwater supply, channels
are built for transportation and irrigating agricultural land, and water is abstracted from rivers for
industrial production such as cooling power plants. A profound knowledge of the hydrologic cycle
at the catchment scale is required to appropriately design these infrastructures. Otherwise, misman-
agement of water resources or failure of infrastructures is guaranteed. Hydrologic models are used
to estimate states and fluxes of the hydrologic cycle at locations of interest within a catchment where
no observations are available (Hrachowitz et al., 2013).
Important applications of hydrologic models are the prediction and hindcast of extreme events. The
two most devastating hydrologic extremes are floods and droughts resulting in more deaths, yield-
ing the highest economic losses, and affecting more people than any other natural hazard on a global
scale (Table 2.2 in Sheffield and Wood, 2011). These two hydrometeorological phenomena are very
different in their nature. A flood is a fast evolving event, which is spanning over days to weeks and
is occurring at the catchment scale. It is often triggered by an extreme precipitation event. On the
contrary, a drought is a creeping event, which is evolving over months to seasons and can last for
years. Droughts are occurring at regional, national, and even continental scales. Droughts are de-
fined as a deficit of water with respect to average conditions and are happening in all compartments
of the hydrologic cycle such as the atmosphere (meteorological drought), rivers and groundwater
(hydrological drought), and soils (agricultural drought) as discussed in Sheffield and Wood (2011).
Agricultural droughts have devastating impacts on human societies because they have the potential
to diminish crop yields among other negative environmental effects (e.g., the reduction of the carbon
sink strength of forest ecosystems as shown by Piayda et al., 2014). For example, the European 2003
drought caused alone in Germany socio-economic damages amounting to more than EUR 1.5 bn
(COPA-COGECA), whereas the 2010/11 drought in the Horn of Africa led to a severe humanitarian
crisis affecting more than 12 million people (Relief, 2011). A reconstruction of the 2003 European
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drought development is exemplary shown in Figure 1.1. Areas exhibiting a drought are marked as
yellow and orange regions in this Figure. Almost no grid cell has been under drought during Febru-
ary 2003. The drought then first started to develop in Eastern Europe as well as Italy during May
2003. The peak extent is observed during August 2003 where major parts of Central Europe are un-
der severe drought (i.e., are exhibiting a low soil moisture value that has less than 5% probability of
occurrence).
100x100km2
Figure 1.1: The development of the 2003 European drought is illustrated by depicting the drought ex-
tent for February, May, and August of 2003. A drought is occurring when the soil moisture
index is below 0.2 indicating a low fractional soil moisture value that is observed less than
20% of the time. These fields are obtained by driving the mesoscale Hydrologic Model
(mHM) with the observation-based E-OBS dataset.
Agricultural droughts are developing at seasonal time scales as illustrated in Figure 1.1. Hence, a sea-
sonal drought prediction system that forecasts these events several months in advance could help to
adapt to these extreme events and mitigate their impact. This work is thus aiming at the development
of a seasonal drought prediction system for Europe.
1.2 Seasonal Drought Prediction System
The general framework of a seasonal drought prediction system is depicted in Figure 1.2. This frame-
work is consisting of three major components. The first component is devoted to the meteorological
forcing that is required to drive the hydrologic model, most importantly daily temperature and pre-
cipitation. The second component is the hydrologic model that transforms the meteorological input
into hydrologic states and fluxes at the land surface. In this work, the mesoscale Hydrologic Model
(mHM, Samaniego et al., 2010; Kumar et al., 2013a) is used. The variable of interest in this work is the
simulated soil moisture. The third component is the post-processing of simulated soil moisture to a
quantile-based soil moisture index for the drought analysis (bottom box in Figure 1.2). The structure
of this framework is very similar to those used in other studies such as Schaake et al. (2007b), Luo
and Wood (2007), and Yuan et al. (2015).
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Figure 1.2: Schematic representation of a drought prediction system. This Figure is divided vertically
into an observation-based part (left of vertical dashed line) and a forecasting part (right of
vertical dashed line). The observation-based part is comprised of: first, an observation-
based meteorological dataset; second, a hydrologic model that is driven with these ob-
servations. Third, the simulated soil moisture is used for reconstruction during historic
periods and to provide initial hydrologic conditions (IHCs) for the forecasts. The fore-
casting part (i.e., the right hand side of this figure) consists of: first, a meteorological fore-
cast obtained from a climate model (or numerical weather prediction model); second, a
downscaling of climate model outputs that requires also the meteorological observations;
third, a hydrologic model of the land surface that is driven with the downscaled meteo-
rological forecasts to provide a soil moisture forecast. This work is mainly focusing on
the evaluation of climate model outputs with respect to extreme meteorological indices
(Chapter 2) and the temporal downscaling of meteorological variables (i.e., disaggrega-
tion method introduced in Chapter 3). The evaluation of the drought prediction system
is then presented in Chapter 4.
There are two datasets of meteorological forcings required to setup the drought prediction system.
The first is an observation-based dataset for past periods and the second is the actual meteorological
forecast (top box in Figure 1.2). The observation-based dataset is required mainly to spin-up the
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hydrologic model and to create the initial hydrologic conditions (IHCs). If the forecast period is in
the past, then the observation-based soil moisture can be also used as a reference to assess the skill of
the soil moisture predictions. These soil moisture predictions are obtained from the meteorological
forecasts, which are typically derived from climate models or numerical weather prediction models
that represent the Earth’s energy and water cycle as a dynamic system. In this work, the seasonal
meteorological forecasts are obtained from the North American Multi-Model Ensemble (NMME)
that comprises realizations of eight global climate models. The NMME product is selected because
of the easy data access and the relatively large ensemble size. Any other product such as TIGGE-
LAM from the European Centre for Medium-Range Weather Forecasts (ECMWF; Buizza, 2015)
could, however, also be used.
The spatio-temporal resolution of the meteorological forecasts obtained from climate model simu-
lations is typically coarser than the resolution of the hydrologic modeling. For example, the NMME
product provides monthly meteorological forecasts whereas mHM requires daily or hourly inputs.
Due to this fact, climate model datasets need to be downscaled, which is a kind of pre-processing
step included in the first component of the drought prediction system (top box in Figure 1.2).
The second component of this drought prediction system consists of the mesoscale Hydrologic
Model (mHM, Samaniego et al., 2010; Kumar et al., 2013a), which is driven with the downscaled
daily forcing data to estimate gridded soil moisture fields. mHM is a spatially explicit distributed
hydrologic model in which hydrologic processes are conceptualized similarly to these of other ex-
isting large-scale models like VIC-3L (Liang et al., 1996) and WaterGap (Do¨ll et al., 2003). The in-
cluded processes are canopy interception, snow accumulation and melt, soil moisture and infiltra-
tion, runoff generation and evapotranspiration, deep percolation and base flow, and flood routing
between grid cells. These processes are parameterized in a unique way employing the multiscale
parameter regionalization (MPR) technique that allows for parameter transferability across spatial
resolutions and locations. Further details on the model and the parameter regionalization are given
in Samaniego et al. (2010) and Kumar et al. (2013a).
It is worth mentioning that the climate models also include a land surface model, which provides
the lower boundary fluxes to the atmosphere over land. These models conceptualize hydrologic
processes such as soil infiltration, percolation, and snow pack in a similar way as mHM. The fun-
damental difference between these two kind of models is that mHM has been calibrated to match
the observed river discharge at the outlet of a river catchment which is not the case for land sur-
face models in general. It is thus hypothesized that mHM correctly represents the partitioning of
precipitation into evapotranspiration and river discharge at the catchment scale. This partitioning
is achieved by modeling soil moisture and it is assumed that the simulated soil moisture dynamics
obtained by mHM are a valid representation of the true ones.
The third component is the post-processing of soil moisture. Previous studies have shown that soil
moisture dynamics strongly depend on the structure of the model employed within the simulation
(Koster et al., 2009; Wang et al., 2011). This makes it very difficult to compare soil moisture among
different models and also to evaluate it within a drought study. Simulated soil moisture is thus often
transformed to a quantile-based soil moisture index, which quantifies the probability of occurrence
at a given point in time (a.o., Sheffield et al., 2004; Vidal et al., 2010; Samaniego et al., 2013). The
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20% quantile (i.e., the soil moisture value that is undercut 20% of the time) is then used as a drought
threshold. In this work, the approach outlined by Samaniego et al. (2013) is adopted.
The quality of drought forecasts depends on several factors. The uncertainty of the different com-
ponents of the prediction system (e.g., the meteorological forcing, the hydrologic model structure,
and the kind of index chosen in the post-processing) will contribute differently to the uncertainty of
drought forecasts. The evaluation in this work is focusing on the input uncertainty of the drought
prediction system because this might be responsible for the largest uncertainty within the soil mois-
ture forecasts. The uncertainty in other components is, however, not negligible. For example, the
uncertainty in the initial hydrologic conditions (IHCs) also contributes substantially to the uncer-
tainty of soil moisture forecasts (Wood and Lettenmaier, 2008). In this work, perfect knowledge of
IHCs, which are taken from a reference dataset, is assumed. The investigation of the validity of this
assumption is subject to follow-up studies. With respect to the input uncertainty, there are mainly
two contributors within a drought prediction system. Both of these are investigated in this work.
The first is the quality of the meteorological forcing made available by a multi-model ensemble of cli-
mate models. The second is the quality of the fields obtained from the downscaling procedure. The
next two sections present the current state-of-the-art techniques how these two issues are addressed
and which improvements are required for a seasonal drought prediction system for Europe.
1.2.1 Evaluation of Multi-Model Ensembles of Climate Models
This work employs the forecasts made available by the North American Multi-Model Ensemble
(NMME, Kirtman et al., 2014). This dataset provides 101 monthly precipitation and temperature
forecasts from different global climate models. There is substantial uncertainty associated with this
ensemble dataset, which is a common feature of climate model simulations. These uncertainties oc-
cur mainly because of two reasons. First, climate models are of different complexity representing
different processes (Flato et al., 2013). Second, there is internal climate variability that introduces
some uncertainty even if the same model is evaluated over the same domain with small perturba-
tions in the initial atmospheric conditions (Deser et al., 2012). Both of these characteristics cannot
be modified by a practitioner to increase the skill of climate model outputs for a particular hydro-
logic application of interest. Instead, a practitioner can only increase the skill by post-processing this
data.
The uncertainty in the meteorological forcing then translates to an uncertainty in the soil moisture
forecasts which is exemplary shown in Figure 1.3 for NMME-based forecasts. There is a considerable
spread among the forecasts obtained from the different models. Previous studies have evaluated
the skill of NMME-based hydrologic predictions by evaluating either the skill of single models or
the full ensemble mean (Yuan and Wood, 2013; Mo and Lettenmaier, 2014; Yuan et al., 2015, a.o.).
This is a standard approach in the evaluation of multi-model ensembles regardless of the dataset and
application of interest (Giorgi and Mearns, 2002; Weigel et al., 2010; Soares et al., 2012; Schindler
et al., 2012). It can, however, be observed in Figure 1.3 that there are some models that show a higher
agreement with respect to the reference soil moisture anomaly than others (e.g., CMC1 and COLA).
This asks for methods that try to provide a higher skill than that of the full ensemble mean.
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Figure 1.3: Standardized soil moisture anomalies for the period from January to December 2003. The
red line depicts the reference anomaly obtained by the E-OBS dataset. The blue and green
lines show the soil moisture anomalies of NMME-based forecasts with one month lead
time.
Among the different methods that aim at improving the ensemble skill, weighted ensemble aver-
aging techniques have become a well accepted practice in climate change impact assessment studies
(Giorgi and Mearns, 2002; Doblas Reyes et al., 2005; Weigel et al., 2010). These averaging schemes
assign higher weights to models exhibiting a higher performance with respect to a selected metric as
compared to the performance of other models. The weighted average should then provide a higher
performance than a simple arithmetic multi-model average. This method is, however, not applica-
ble to a variable like precipitation, which is a fundamental input variable for the drought prediction
system. This is due to the fact that the weighted average of this variable lacks key characteristics of
the original fields like, for example, a skewed distribution function and a strong spatio-temporal
intermittency.
An alternative approach would be to only select a subset of models (subensemble), which might
exhibit a higher performance as compared to the full ensemble mean. For example, only select the
COLA and CMC1 model in Figure 1.3. Such an approach has not been investigated yet which might
be due to the large number of potential subensembles to evaluate (this number increases propor-
tional to the factorial of the number of given models in the ensemble). This work aims at investi-
gating the performance of subensembles as well as at proposing an efficient method to find the best
performing subensemble of a given multi-model ensemble.
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The use of subensembles in favor of the full ensemble mean could be beneficial in multiple ways.
First, a subensemble could exhibit the highest possible performance, which would increase the per-
formance as compared to that of single models and the full ensemble mean. This would have direct
implications for climate change impact assessments because subensembles could, for instance, pro-
vide a less biased estimate. Second, subensembles could provide the same performance as the full
ensemble mean, but at a reduced number of considered model realizations. Practitioners that have
limited computational resources could exploit this and use the subensemble as a surrogate for the
full ensemble mean.
Multi-model ensembles of climate models are nowadays routinely used for the evaluation of the im-
pact of climate change on extremes like floods and droughts. Subensemble selection methods should
be general, such that they can be useful for this wide range of applications. The performance of
subensembles and the methods for efficiently selecting them is thus investigated for another dataset
than the North American Multi-Model Ensemble (Chapter 2). This dataset consists of thirteen
regional climate models which are obtained from the ENSEMBLES project (van der Linden and
Mitchell, 2009). These models are tested for their ability to reproduce several extreme temperature
and precipitation indices that are relevant for floods and droughts. Different subensemble selection
methods are evaluated for this dataset and the most efficient one is then applied within the drought
prediction system.
1.2.2 Downscaling Techniques for Meteorological Variables
The spatial and temporal resolution of climate model outputs is typically too coarse for hydrologic
assessment studies. For example, the spatial resolution of state-of-the-art global climate models is
typically in the order of 0.5◦ to 4◦ (Taylor K. et al., 2012), which does not provide any spatial variabil-
ity of meteorological variables (e.g., precipitation and temperature) at the catchment scale needed
for spatially distributed hydrologic modeling. Additionally, the substantial storage requirements of-
ten allow providing the meteorological climate model outputs only at a low temporal resolution of
monthly values although the internal time steps are in the order of seconds to minutes. As a conse-
quence, low-resolution climate model outputs have to be disaggregated in time and downscaled in
space to drive a hydrologic model at a high-resolution, which is schematically shown in Figure 1.4.
Techniques that increase the spatial and temporal resolution of climate model outputs are therefore
required (von Storch, 1999; Maraun, 2013; Thober et al., 2014). Notably, a method that increases the
temporal resolution of a dataset has to ensure a consistent spatial structure at the higher temporal
scale as well. Vice versa, a spatial downscaling also has to preserve a consistent temporal variability.
The reason is that the spatio-temporal structure of meteorological variables is highly dependent on
both the considered spatial and temporal resolution. For example, precipitation is less intermittent
in space at a low temporal resolution (e.g., monthly values) than at a high one (e.g., daily values).
This also implies that the complexity of spatial downscaling depends on the temporal resolution at
which it is applied and, in general, is simpler at a lower one than at a higher one (Figure 1.4). On the
contrary, the complexity of temporal disaggregation does not vary with spatial resolution because it
has to add spatial intermittency in any case. In the past decades, a variety of downscaling techniques
have been investigated and extensive reviews can be found in (Wilks and Wilby, 1999; van der Linden
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Figure 1.4: Outputs of climate models (CM) are typically available at lower spatial and temporal res-
olutions than the input required for hydrologic models (HM). Temporal disaggregation
schemes such as those presented in Chapter 3 increase the temporal resolution of CM to
that of HM (horizontal arrows). Spatial downscaling such as those discussed in Section 5.2
increase the spatial resolution (vertical arrows). The thickness of the arrows corresponds
to how simple a particular step is in comparison to other ones.
and Mitchell, 2009; Maraun et al., 2010, a.o.). Downscaling techniques can be categorized into two
major classes: dynamical and statistical downscaling.
Dynamical downscaling is carried out using regional climate models, which use essentially similar
representations of physics to describe the state of the atmosphere and land surface as global climate
models. Such techniques are not considered in this work because their computational demand is
comparable to that of global climate models. This high computational demand can only be met
by super-computer facilities, which are not available to hydrologic practitioners and modelers in
general.
A computationally inexpensive alternative to dynamical downscaling is statistical downscaling. These
downscaling techniques exploit statistical relationships between low-resolution predictors and high-
resolution predictands. Climate model outputs are often taken as low-resolution predictors. An
estimate for the high-resolution predictor is also required to establish the statistical function em-
ployed in the downscaling. This estimate is often obtained by using observation-based datasets of
meteorological variables. For this reason, observation-based datasets contribute to the downscaling
of climate model data as shown in Figure 1.2 (top box). A plentitude of statistical relationships has
been used in previous research such as quantile mapping (Wood et al., 2002), copulas (van den Berg
et al., 2011), and multiplicative cascade models (Gu¨ntner et al., 2001). A comprehensive review can
be found in Maraun et al. (2010). In this work, a multiplicative cascade approach that has been used
for the temporal disaggregation of precipitation at sub-daily scales (Gu¨ntner et al., 2001) is adapted
for the disaggregation of monthly to daily precipitation.
Weather generators are algorithms providing sequences of random numbers that have the same sta-
tistical properties (i.e., statistical moments) as observations and constitute one subclass of statistical
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downscaling methods (Maraun et al., 2010). These techniques generate an ensemble of feasible high-
resolution variables given a low-resolution predictor, which quantifies the uncertainty within the
high-resolution predictand realistically. Among the different variables considered in weather gener-
ators like temperature, wind speed, and humidity, the correct representation of statistical moments
is particularly challenging for precipitation. This is due to the fact that precipitation exhibits a highly
skewed distribution function for positive values and, additionally, a high spatial intermittency. The
correct representation of this variability and spatial structure is fundamental for a drought prediction
system. For instance, if the disaggregated time series would distribute precipitation too equally in
time, then there would be little chance to accurately model high deviations from normal conditions
such as droughts (and also floods).
These challenges are addressed in this work by investigating a disaggregation method that increases
the temporal resolution of a precipitation dataset and simultaneously generates realistic spatial fields
on grids of any resolution and extent (Chapter 3). A newly proposed sequential sampling method
is developed in this work for this purpose. This sampling method does not require the assumption
of isotropic fields, which is often not fulfilled due to orographic effects. The disaggregation of other
variables (e.g., temperature) uses an approach that rescales historic fields to match the forecasted one.
This approach preserves the historic spatio-temporal pattern of observed fields. Given the fact that
the North American Multi-Model Ensemble (NMME) provides monthly estimates of precipitation
and temperature, the investigated downscaling method will focus mainly on increasing the temporal
resolution of this dataset and no spatial downscaling is applied in this work. The drought predic-
tion system is evaluated at a continental scale for which the relatively low spatial resolution of the
NMME outputs (1◦×1◦) still allows to perform a spatially distributed analysis. The discussion in
Section 5.2, however, also examines potential links of the presented disaggregation method to spatial
downscaling.
1.3 Objectives and Research Questions
The main objective of this work is to develop and to benchmark a seasonal drought prediction system
for Europe. The preceding section has presented the main components of such a framework, which
are also shown in Figure 1.2. The focus of this work is in particular the processing of the meteorolog-
ical forcing. This work aims at enhancing state-of-the-art downscaling techniques and methods for
evaluating multi-model ensembles.
One approach to increase the skill of the prediction system is to investigate methods that evaluate
the ability of a given multi-model ensemble more comprehensively than relying on the performance
of either single models or the full ensemble mean. This comprehensive evaluation is achieved by an-
alyzing the performance of subensembles. Methods for selecting appropriate subensembles should
be general given the extensive applications of multi-model ensembles in current research. The devel-
opment of subensemble selection methods is thus carried out for another multi-model ensemble of
climate models than the one employed within the drought prediction system. The analysis is focus-
ing on meteorological extremes because these will translate to hydrologic extremes (e.g., floods and
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droughts) while propagating through the land surface compartment of the hydrologic cycle. The
main research questions related to this topic are as follows:
1.1) Are current climate models able to reproduce the spatio-temporal variability of observed extreme
statistics of precipitation and temperature?
1.2) Is a subensemble of climate models more suitable to reproduce meteorological extremes than the
full ensemble mean of all considered models?
Chapter 2 is devoted to give an answer to these research questions. This chapter is published as
Thober and Samaniego (2014). The best performing method for efficiently selecting subensembles
will then be also implemented in the seasonal drought prediction system.
The monthly estimates obtained from the North American Multi-Model Ensemble have to be dis-
aggregated to daily values for the hydrologic modeling. There are two main requirements for the
disaggregation technique that are imposed by the drought prediction system for Europe. First, the
downscaled precipitation fields should reproduce extreme dry spells reasonably well. Second, the
proposed method should be applicable to large grids and preserve the realistic spatio-temporal struc-
ture of precipitation as much as possible. In this work, a multiplicative cascade approach (Gu¨ntner
et al., 2001) is adapted for this purpose and jointly used with a newly developed sequential sampling
method, termed “Anchor Sampling”. The main research questions are as follows:
2.1) Is a multiplicative cascade approach able to disaggregate monthly precipitation estimates to daily
values preserving observed statistical properties, in particular wet and dry extremes?
2.2) Is the “Anchor Sampling” able to generate precipitation ﬁelds with a realistic spatial covariance
structure?
Chapter 3 presents an analysis of the newly developed disaggregation method over Germany to ad-
dress these research questions. This chapter is published as Thober et al. (2014).
The subensemble selection algorithm introduced in Chapter 2 and the temporal disaggregation method
presented in Chapter 3 are then used within the seasonal drought prediction system for Europe. The
main research questions with respect to the development and the benchmark of this prediction sys-
tem are as follows:
3.1) Are drought forecasts based on the North American Multi-Model Ensemble more skillful than
forecasts based on a simple statistical forecasting method (i.e., the Ensemble Streamﬂow Predic-
tion approach) over larger parts of the European domain?
3.2) Is drought forecasting skill distributed uniformly in space and time?
Chapter 4 presents the detailed description of the drought prediction system and the analysis of the
benchmark. This chapter is submitted as Thober et al. (2015).
Subsequent to the presentation of these three single studies, Chapter 5 summarizes the main results
and discusses links between these that have not been addressed within the single studies. This chap-
ter also contains a discussion on limitations of the presented methods that should be considered in
follow-up studies.
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Chapter 2
Robust Ensemble Selection by Multivariate Evaluation of Extreme Precipitation and Temperature Characteristics
2.1 Abstract
Extreme hydro-meteorological events often cause severe socio-economic damage. For water resources
assessments and policy recommendations, future extreme hydro-meteorological events must be cor-
rectly estimated. For this purpose, projections from Regional Climate Models (RCMs) are increas-
ingly used to provide estimates of meteorological variables such as temperature and precipitation.
The main objective of this study is to investigate whether a full ensemble or a subset of RCMs re-
produces the spatio-temporal variability of observed extremes better than single models. The impli-
cations for policy recommendations and impact assessments are then discussed. In particular, the
key conditions under which a subset of RCMs could be used for impact assessments are examined.
Temperature and precipitation fields of 13 ENSEMBLES RCMs are compared against observations
from Germany between 1961 and 2000. Eleven indices characterizing extreme meteorological events
were selected for this comparison. The ability of the individual RCMs is estimated based on an over-
all score and a rejection rate. The former quantifies the biases of these indices. The latter estimates
the mean statistical significance quantified by the Wilcoxon rank-sum test. The performance of all
possible combinations of RCMs is investigated. Computationally feasible algorithms for finding the
best-performing subensemble are also presented and evaluated. One of the proposed algorithms is
able to find subensembles with the lowest rejection rate, which are useful for either policy recom-
mendations or impact assessments. These subsets of RCMs showed smaller and less significant bias
than single RCMs or the full ensemble over several regions.
2.2 Introduction
Extreme hydro-meteorological events are the major cause of major natural disasters according to the
United Nations. According to the insurance group Munich RE, the overall losses due to flood- and
drought-related events amounted to USD 570 bn globally for the year 2008. In Germany, extreme
weather conditions are causing severe socio-economic damage. The flood along the Elbe river in
2002, for example, caused economic damage totaling EUR 9.4 bn. During the summer heat wave
of 2003, there were approximately 7,000 more deaths than during an average summer (Schuchardt
et al., 2008). Globally, the discharge regimes in most river basins and their top-soil moisture patterns
are expected to be altered by climate change. Specifically in Germany, the flood risk in winter and
spring is expected to rise, low waters in summer will become more frequent, and groundwater tables
will change, with possible consequences for the supply of drinking water (Schuchardt et al., 2008).
Water resource management that is cost effective and risk averse requires, among other things, es-
timates of the precipitation, runoff, soil moisture, and groundwater recharge at given locations as
well as an estimated probability of extreme events affecting variables such as precipitation or runoff,
among others.
Continuous simulation models (Samaniego et al., 2010), extreme value and extreme excess theories
(Davison and Smith, 1990; Koutsoyiannis et al., 1998) have been used in modern hydrologic science
and engineering to address these challenges. There is strong evidence, however, that climate change
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has altered hydro-climatic regimes all over the world, changing precipitation and temperature. As
a result, the estimates of the probabilities of the occurrence of extreme events are very likely under-
estimating the future magnitude of design events for a given level of risk.
Decision makers, on the other hand, urgently require insights on how to conceive adaptation and
mitigation strategies for the regions that are expected to undergo a significant hydro-climatic change
in the near future. To fulfill these expectations, a number of studies have been carried out in recent
years (Lopez et al., 2009; Pelt and Swart, 2011; Bormann et al., 2012; Matrosov et al., 2013). The com-
mon assumption of these studies is that the current generation of Regional Climate Models (RCM)
is able, at least in part, to resolve the observed dynamic of the meteorological forcings required to
drive hydrologic models that aim at generating predictions for variables of interest (e.g., streamflow
discharge). Many authors have noted, however, that the probability density functions (pdfs) of pre-
cipitation and air temperature obtained from RCMs do not quite match the observed distributions.
As a result, the so-called “bias correction” method has been introduced to compensate for RCM defi-
ciencies (Hay et al., 2000; Li et al., 2010; Piani et al., 2010; Lafon et al., 2012). A number of procedures
have been introduced to downscale RCM data to the desired spatial resolution to generate forcing
data at the scale of the impact models. Comprehensive reviews of these methods can be found in the
literature (Maraun et al., 2010).
If RCM “weather” is to be used for policy recommendations or as forcing for impact assessments,
then it should fulfill a number of conditions. Among the most important ones is the condition that
the synthetic weather generated by an RCM should exhibit good estimates for the extreme charac-
teristics of precipitation and air temperature that critically impact hydrology. The importance of
this condition is that if these RCM outputs do not fulfill this criterion, then any downscaled prod-
uct or impact assessment product (e.g., discharge) derived from them will also fail to align with the
observations.
Hence, the evaluation of RCM outputs is of increasing interest. Extensive research has been under-
taken to investigate the reliability of RCMs in modeling the current climate (period from 1961 to
1990). For example, there are a number of studies that have focused on the evaluation of large-scale
circulation patterns, probability density functions, and internal, seasonal, and inter-annual variabil-
ity (Jaeger et al., 2008; Sanchez-Gomez et al., 2008; Rauscher et al., 2010; Boberg et al., 2010). In
general, studies aiming to evaluate the ability of RCMs to reproduce or project the spatio-temporal
patterns of extreme characteristics (Frei et al., 2006; Herrera et al., 2010; Schindler et al., 2012; Soares
et al., 2012) and to reproduce key hydrologic variables (e.g., streamflow) (Hay et al., 2002; Music and
Caya, 2007) only have relied on quantifying the magnitude of the bias of the considered statistics.
The level of significance at which an RCM is able to reproduce extreme characteristics of precip-
itation and air temperature (here after referred to as indices) was mostly evaluated by parametric
extreme value distribution theory (Beniston et al., 2007; Fowler et al., 2010). To our knowledge,
however, non-parametric significance tests have not been employed for this purpose, although they
do not require assumptions related with the sampling distribution of the test statistic, which is highly
advantageous for analyzing extreme indices.
Because it is very unlikely that a single RCM could model all indices equally well, using ensemble
averaging techniques to generate the desired outputs instead of a single model output has become
a well-accepted practice in the scientific community (Giorgi and Mearns, 2002; Doblas Reyes et al.,
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2005; Weigel et al., 2010). Ensemble averaging using equal weighting is the standard approach for in-
vestigating the performance of a multi-model ensemble (MME). Other possibilities are weighted av-
eraging schemes such as the “Reliability Ensemble Averaging” (REA) approach (Giorgi and Mearns,
2002), which estimates weights for each model based on its “performance” during past periods and
“convergence” during future ones. Statistical methods such as hierarchical ANOVA models (San-
som et al., 2013) and Bayesian frameworks (Tebaldi et al., 2005; Smith et al., 2009; Chandler, 2013)
have also been investigated. Evaluating the ability of RCMs to reproduce multiple extreme indices
with a Bayesian framework would imply fitting statistical models to every grid cell and index. As a
consequence, such an approach would be computationally challenging for regional assessments.
Current studies, in general, are only investigating the performance of either single RCMs or the
full ensemble average (Giorgi and Mearns, 2002; Weigel et al., 2010; Soares et al., 2012; Schindler
et al., 2012). The performance of subensemble averages is often not considered. Therefore, it is not
known whether a subensemble average could outperform the full ensemble average. Rigorously
tested methods to select subensembles have not been investigated too. Subensembles could be highly
beneficial for impact assessments because they could provide a good selection of single RCMs that
can be used as forcing for hydrologic impact models. Subensembles could also be useful for policy
recommendations because they could provide a less biased multi-model average of indices than that
of the full ensemble.
Within this framework, this study aims to address three fundamental research questions. First, are
current RCMs able to reproduce the spatio-temporal variability of observed extreme statistics of
precipitation and temperature in Germany? If the null hypothesis associated with the first research
question would be rejected at a significance level of 5%, for example, it would be extremely useful
to know whether these simulations could be used for reliable regional hydrologic projections, and
if so, where. Second, is a model ensemble better able to reproduce extreme statistics than single
members, as is commonly hypothesized (Jun et al., 2008; Weigel et al., 2010; Suh et al., 2012)? Third, is
a subensemble average of RCMs more suitable to reproduce extreme statistics than the full ensemble
average of all RCMs? If so, is there a simple procedure to find the most robust subset of RCMs?
In this study, the performance of RCMs with respect to multiple extreme indices (thus multivari-
ate) is investigated using an overall score and a rejection rate. The former quantifies the biases of
these indices. The latter estimates the mean statistical significance quantified by the non-parametric
Wilcoxon rank-sum test.
Moreover, simple non-weighted and weighted averaging schemes (Giorgi and Mearns, 2002) are ap-
plied to generate a multi-model average of a given extreme index, not only for the full ensemble but
also for all possible combinations of models. Exploring the whole space of combinations of models
might help to extract and synthesize the relevant information from RCMs (Knutti et al., 2010). Com-
putationally feasible algorithms for finding the best-performing subensemble are also presented and
evaluated.
Considering that the aim of the present study is to investigate whether subensemble averages are
able to reproduce extreme indices better than the full ensemble average, the original RCM outputs
should be used without any numerical transformation. For this reason, bias-correction techniques
are not considered in this study.
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Furthermore, the availability of highly resolved observational data sets is crucial for the evaluation
of RCMs, as demonstrated by previous research (Herrera et al., 2010; Soares et al., 2012; Rauscher
et al., 2010). In the present study, it is also investigated whether high-resolution precipitation and
temperature data sets provided by the German Weather Service (DWD) are more suitable for the
evaluation as compared to coarse-resolution products such as EOBS (Haylock et al., 2008).
2.3 Data Sets and Study Domain
This study was carried out over a spatial domain ranging from 10◦E to 15◦E and 50◦N to 56◦N,
which covers the entire territory of Germany. The terrain is characterized by lowlands in the north,
small mountain ranges in the central Germany (≤ 1,000 m altitude), and the Alps at the southern
border of Germany (≤ 3,000 m altitude). The climate is mild with a mean annual temperature of
approximately 8.5◦ C. The long-term annual precipitation ranges from 700 mm in the lowlands
up to 2,000 mm in the Alpine regions. The numerical analysis of this study was conducted for the
period from 1961 to 2000.
The RCM simulations carried out in the ENSEMBLES project were selected because they are the
most recent and comprehensive collection of data sets over the whole of Germany for the period
from 1961 to 2000 (van der Linden and Mitchell, 2009). 13 RCM data sets were obtained from the
ENSEMBLES project, as displayed in Table 2.1. These RCMs were forced by the ERA 40 reanalysis
data (Uppala et al., 2005) and are available at a 25 km spatial resolution. However, because the spatial
projections are not the same, all model outputs were remapped to the observational grid (transverse
Mercator projection). Conservative remapping (Jones, 1999) as implemented in the Climate Data
Operators (Schulzweida, 2013) was employed for this purpose. This remapping procedure conserves
areal fluxes (e.g., precipitation), which is a crucial requirement for the analysis of the RCMs.
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Symbol Acronym Institute Model Reference
A C4IRCA3 Community Climate Change Consortium for Ireland RCA3 Kjellstro¨m et al. (2005)
B CHMIALADIN Czech Hydro-Meteorological Institute ALADIN Farda et al. (2010)
C CNRM-RM4.5 Centre National de Recherches Meterologiques RM4.5 Radu et al. (2008)
D DMI-HIRHAM5 Danish Meteorological Institute HIRHAM Christensen et al. (2006)
E ETHZ-CLM Swiss Institute of Technology CLM Jaeger et al. (2008)
F ICTP-REGCM3 Abdus Salam International Centre for Theoretical Physics REGCM3 Pal et al. (2007)
G KNMI-RACMO2 Koninklijk Nederlands Meteorologisch Instituut RACMO van Meijgaard et al. (2008)
H METNOHIRHAM The Norwegian Meteorological Institute HIRHAM Haugen and Haakenstad (2005)
I METO-HC HadRM3Q0 Hadley Center / UK Met Office HadRM3 Q0 Collins et al. (2006)
J MPI-M-REMO Max Planck Institut fuer Meteorologie REMO Jacob et al. (2001)
K OURANOSMRCC4.2.3 Consortium on Regional Climatology and CRCM Music and Caya (2007)
Adaptation to Climate Change (Montreal)
L RPN-GEMLAM Environment Canada GEMLAM Zadra et al. (2008)
M SMHIRCA Swedish Meteorogical and Hydrological Institute RCA Samuelsson et al. (2011)
Table 2.1: Regional Climate Models incorporated in this study from the ENSEMBLES project (van der Linden and Mitchell, 2009)
53
Chapter 2
Robust Ensemble Selection by Multivariate Evaluation of Extreme Precipitation and Temperature Characteristics
Two data sets were utilized for the observed precipitation, namely, the 25 km European product
EOBS (Haylock et al., 2008) and the 1 km gridded precipitation product REGNIE from the Ger-
man Weather Service (www.dwd.de), which takes into account more than 5,000 meteorological sta-
tions across Germany. The latter was aggregated to 25 km spatial resolution to make it comparable
with both the available RCM data and the EOBS data set. As for precipitation, two data sets for
the observed temperature were used in this study. Those were from EOBS (25 km) and data from
1,160 German Weather Service stations. The latter point-scale observations were interpolated at a
25 km spatial resolution using external drift kriging, wherein the terrain elevation was used as a drift
(Samaniego et al., 2013).
2.4 Methods
2.4.1 Selection of Extreme-Meteorological Indices
The ability of the RCMs to reproduce extreme meteorological statistics is evaluated using the in-
dices shown in Table 2.2. These indices are a subset of those used by Sillmann and Roeckner (2008)
for the evaluation of Global Climate Models projections, with the exception of MV al, which was
added to quantify the performance for mean temperature. The precipitation indices presented in
Table 2.2 have also been applied for evaluating the ENSEMBLES RCMs for the Iberian peninsula
(Herrera et al., 2010; Soares et al., 2012). The main reason for the selection of these extreme indices
was their potential impacts (direct or indirect) on the hydrological cycle. For example, the maxi-
mum daily maximum temperature (TXx) and the minimum daily minimum temperature (TNn)
were selected to display the range of extreme temperature characteristics. Moreover, this temperature
range is employed to calculate potential evapotranspiration by the Hargreaves-Samani equation in
hydrologic modeling (Samaniego et al., 2010). The number of frozen days (FD) and summer days
(SDa) are more representative for processes such as snow pack and actual evapotranspiration, re-
spectively.
ID Index Name Index Definition Unit
Mval Mean value Mean value of daily average temperature ◦C
TXx Max Tmax The maximum daily maximum temperature in each year ◦C
TNn Min Tmin The minimum daily minimum temperature in each year ◦C
FD Frost days Mean number of days where minimum temperature days
is less than 0◦C in each year
SDa Summer days Number of days, where maximum temperature days
is higher than 25◦C in each year
RAnn Annual totals Annual total precipitation mm
RX5 Max 5-day precipitation The maximum of the 5-day precipitation amounts mm
R95p Very wet days The amount of precipitation higher than the 95 percentile mm
of daily precipitation on wet days
CDD Consecutive dry days The maximum number of consecutive days with no more days
than 1mm rainfall
Table 2.2: Temperature (upper half) and precipitation (lower half) indices incorporated in this study.
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Regarding precipitation, indices such as the five-day maximum precipitation amount (Rx5) or the
amount of rainfall above the 95th percentile (R95p) of daily precipitation were estimated because
they are potential triggers of high flows. Rx5 is sensitive to the correct representation of the temporal
structure of strong precipitation events, while R95p is an indicator for the goodness of fit of the
heavy tail of precipitation distribution function. Likewise, the maximum number of consecutive dry
days (CDD) is likely to be related to the development of drought events (Samaniego and Ba´rdossy,
2007). The long-term mean annual total precipitation (RAnn), on the contrary, is relevant from
the perspective of water resources management.
In general, these indices are calculated on an annual basis for the water year starting on the first
of November. This implies a sample size of 39 water years from November 1961 to October 2000.
Rx5 andR95p are evaluated for the summer and winter water halves of the year separately in order
to investigate the characteristics of precipitation extremes during different seasons. These indices
are marked by the suffix sum and win in Table 2.3 and Figs. 2.2 and 2.4 for summer and winter,
respectively.
2.4.2 The Test Statistic and Hypothesis Testing
The purpose of a test statistic is to condense the entire dataset into a single number for the purpose
of performing hypothesis testing. In the present study, the simplest test was to evaluate how the
long-term mean (denoted hereafter with the overbar) of the j extreme characteristics simulated by
the RCM u at the grid cell i is different from the long-term mean of the corresponding statistic
derived from observations. The difference between these two long-term means is called bias. In this
study, however, the relative bias B is employed because it normalizes the bias with respect to the
observations. This normalization allows to compare model performance among several indices. The
relative bias is estimated by
Biju =
xˆiju − xij
xij
, (2.1)
where xˆ and x denote the simulated and observed value of a given index, respectively.
The null hypothesis (H0) in this case is that the simulated value of the index j estimated by the
model u at a given location i and the corresponding observation have been drawn from the same
distribution. To test this null hypothesis, the two-sided Wilcoxon-Mann-Whitney rank-sum test
(Wilks, 2011) is employed because the sampling distribution of Biju is unknown and the underly-
ing variables x are grossly non-Gaussian. This hypothesis test is performed without assuming any
asymptotic approximation for the sampling. If this hypothesis is true, thenBiju is equal to zero. By
resampling the null distribution ρ = 10, 000 times, the Monte Carlo p-value piju is estimated. It de-
notes the probability of obtaining a rank-sum value at least as large or small as the absolute observed
value. If piju is greater than a given significance level α (e.g., 5%), then the null hypothesis would be
rejected.
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2.4.3 Overall Ranking
The overall score of an RCM is a useful statistic to rank models according to their respective perfor-
mances. To evaluate the overall score of the RCMs, the absolute values of the relative bias estimated
by all models are normalized between zero and one for every index and location. The overall score S
for RCM u is then estimated as the arithmetic mean of the normalized biases. Consequently, Su is
calculated as
Su =
1
NV
V∑
j=1
N∑
i=1
Bηiju, (2.2)
whereV denotes the number of selected indices, andN is the number of cells within the domain. Bη
is the normalized value of the absolute relative bias obtained with eq. 2.1. A low Su value indicates a
better performance of the RCM u with respect to the other RCMs.
2.4.4 Rejection Rate
In contrast toS, the rejection rateR is an indicator for the statistical robustness of the extreme indices
derived from the RCMs. For a given grid cell i and model u, it is estimated by
Riu =
1
V
V∑
j=1
1(piju < α) , (2.3)
where 1(piju < α) is equal to one if the piju is lower than α and otherwise it is zero. Riu thus
counts how many indices at location i estimated by the RCM’s u have not been drawn from the
same distribution as the observations at significance level α. The spatial average Ru of the rejection
rate can also be used to evaluate and rank the models. The lower the value of Ru is, the better the
model performance.
2.4.5 Robust Ensemble Selection
It has been frequently argued in the literature that the ensemble average (i.e., mean or median) is a
better estimator than a result obtained with a single model, due to the large uncertainty inherent to
climate models (Palmer et al., 2005; Tebaldi and Knutti, 2007; Rauscher et al., 2010; Herrera et al.,
2010; Sillmann et al., 2013). This study addresses the question of whether a subset of given models can
combine the information better than the full ensemble. To address this question, the full ensemble
space, considering all possible combinations of models, is evaluated. Five different selection meth-
ods are proposed to identify the best-performing combination. Four of them employ an arithmetic
mean for the ensemble averaging. The third method is based on the “Reliability Ensemble Averag-
ing” approach (Giorgi and Mearns, 2002) to compare whether a weighted averaging scheme yields
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a better performance than the other four methods. The mean rejection rate R is selected as a per-
formance criterion, which is estimated by the Monte-Carlo p-value for each ensemble average. The
estimation of these p-values is, however, computationally costly for the full ensemble space. There-
fore, selection methods that evaluate R as seldom as possible are required. The proposed methods
are the following:
Method 1: Exhaustive ensemble search. This ensemble selection considers all model combinations
givenU RCMs and selects the combination with the lowest mean rejection rateR. The total number
of combinations is 2U − 1. This method is advantageous for a small ensemble because the best com-
bination can be found explicitly. IfU is large, perhaps greater than 20, the number of combinations
becomes immense and thus too costly in terms of the computational effort required to evaluate R
for all of the combinations. Therefore, the following four procedures were proposed, which do not
require evaluating R for all of the combinations. The time complexity of this algorithm is conse-
quentlyO(2U).
Method 2: Score-based ensemble selection. This method ranks and then selects models according to
their S values (eq. 2.2) so that, for example, the five top-ranking models constitute the ensemble of
size five in this case. The mean rejection rateR is then calculated for the average of such subensemble
selections. The subensemble exhibiting the lowestR among them is then chosen as the most robust
combination. This method is the easiest to estimate and therefore it is considered as the benchmark
for this analysis. The premise of this selection method is that high performing single models will also
constitute a high performing ensemble. Based on this notion, Herrera et al. (2010) chose a subset of
five out of nine models that are highly correlated with observations. This method, however, is based
on averages that are equally weighted, which motivates the following method.
Method 3: Weighted average ensemble selection. The difference between this method and the other
ones is that a weighted ensemble averaging is performed. The weighting scheme is a modification of
the “Reliability Ensemble Averaging” (REA) method (Giorgi and Mearns, 2002). A detailed sum-
mary of the REA method can be found in Smith et al. (2009). The weights derived by this method
are based on “performance” during past periods and “convergence” during future ones. In this study,
however, only the performance of models for past periods is taken into account. The weights for the
index j and model u are calculated as the average over all locations i by
wju =
1
N
N∑
i=1
min
[
ϵij
Biju
, 1
]
, (2.4)
where Biju is the relative bias (eq. 2.1) and ϵij is the observed variability for the index j at location i.
The observed variability ϵij is the difference between the minimum and maximum values of a moving
average of the observations. Thus, it strongly depends on the size of the moving average window.
Choosing a small window (e.g., ten years) leads to high observed variability. This implies that all
weights are close to one and the weighted average becomes essentially equally weighted. Giorgi and
Mearns (2002) employed a thirty year moving window for a 140-year period. For this study, window
sizes between ten and thirty years were tested because only 39 years of data are available. The best
results, with respect to the distribution of the weights, were obtained with a 25-year window.
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The weighted average for the index j at the ith location and timestep t is calculated as
xˆij(t) =
1
U∑
u=1
wju
U∑
u=1
wjuxˆiju(t), (2.5)
This ensemble average is then used to estimate the bias (eq. 2.1) and the rejection rate (eq. 2.3). The
ensemble average for a subset of models can also be estimated by this equation by setting wju equal
to zero for those models not included in the subset.
The models are then ranked and selected according to their mean weights, i.e., the five models with
the highest weights constitute the ensemble of size five. The weights are related to the overall scores
S through the relative biases (eqs. 2.4 and 2.2). Thus, the ensembles selected by methods 2 and 3
are the same. The difference stems from the fact that in method 2 all of the weights are equal to
1
U
. The mean rejection rate R is then calculated for each weighted ensemble average. The ensemble
exhibiting the lowestR is then selected as the most robust combination. Methods 2 and 3, however,
select the subensembles only based on the performance of single models, which is not the case for
the following methods.
Method 4: Forward selection ensemble search. This method resembles the notion of the step-wise
regression procedure. As in method 1, the performance of the selected combinations is evaluated
using the mean rejection rate R. The selection procedure is as follows:
1. Evaluate the mean rejection rateR over the study domain for all combinations of two models
given U ensemble members.
2. Select the combination with the lowest R as the “ensemble seed”.
3. Sequentially add the remaining members to the “ensemble seed” and evaluate the correspond-
ing R.
4. Repeat step 3 for all remaining ensemble members.
5. Replace the old “ensemble seed” with the combination exhibiting the lowestR found in steps
3 and 4.
6. Repeat steps 3 to 5 until all ensemble members are included.
7. The combination with the lowest R is the most robust ensemble combination.
This method is much more efficient than method 1 because a maximum of (U − 1 )2 model combi-
nations have to be evaluated. Nevertheless, half of the computational cost is required for finding the
first “ensemble seed”, which is the best combination of two models (step 1). Additionally, the perfor-
mance of this procedure does depend on the number of models considered for the first “ensemble
seed”. This potential drawback is addressed in method 5.
Method 5: Backward elimination ensemble search. As in method 4, this method tries to find the
best-performing combinations of models without evaluating the full ensemble space. The difference
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from method 4 is that it does not start with a small ensemble, but with the largest possible. The exact
procedure is as follows:
1. Select the full ensemble of all models as the “ensemble seed”.
2. Sequentially remove a remaining member from the “ensemble seed” and evaluate the corre-
sponding R.
3. Repeat step 2 for all remaining ensemble members.
4. Replace the old “ensemble seed” with the combination exhibiting the lowestR found in steps
2 and 3.
5. Repeat steps 2 to 4 until the “ensemble seed” contains only a single model.
6. The combination with the lowest R is the most robust ensemble combination.
Compared to method 4, the computational cost is further reduced to U(U + 1)/2 − 1. The time
complexity of methods 4 and 5 scales withO(U2).
Ensemble groups selected by method 2 are denoted byS, e.g.,S5 denotes the five member ensemble
group selected by score-based selection (method 1). Ensemble groups selected by methods 1, 3, 4,
and 5 are denoted by O (optimal), W (weighted average), F (forward selection), and B (backward
elimination), respectively.
2.5 Results and Discussion
2.5.1 Dimensionality of the Input Data
Based on the PCA analysis (Wilks, 2011) of the precipitation data sets (i.e., EOBS and REGNIE),
EOBS exhibits less spatial variability than REGNIE, irrespective of the season. This is because the
number of principal components required to explain a given percentage of variance (i.e., dimension-
ality) in EOBS is always less than that required for REGNIE (Fig. 2.1). In other words, the dimen-
sionality of REGNIE is higher than that of EOBS, and thus it can be regarded as the best reference
data set available for the evaluation of RCM precipitation and derived statistics over Germany.
Although the products were compared at the same spatial resolution (25 km), the difference in di-
mensionality stems from the fact that the REGNIE data set incorporates information from a rela-
tively denser meteorologic station network, which is at least twice as large as that of EOBS. In addi-
tion, the regionalization technique employed for the spatial interpolation considered the stochastic
dependency of precipitation on landscape features such as terrain elevation and aspect.
The difference in dimensionality of the air temperature fields obtained with interpolated data and
EOBS was not significant (< 1% on average). Nevertheless, to be consistent with the previous se-
lection, the interpolated data set, which takes into account the stochastic dependency between tem-
perature and elevation, was used as a reference for further analysis.
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Figure 2.1: Percentage of total variance explained by a given number of principal components for
the aggregated REGNIE product (red lines) and the EOBS data set (blue lines) for two
periods: summer (red lines) and winter (blue lines).
2.5.2 Statistics and Tests
The range of the relative biases of the single RCMs are shown in Fig. 2.2a for each temperature index
(Table 2.2). Indices TXx and Mval exhibit the smallest spread, ranging from -20% to +10%. The
spreads of the indices TNn, FD, and SDa increase gradually up to a range of -100% to +40%.
The relative biases obtained for Mval are evenly distributed within ±10%, with the exception of
model K. This is the narrowest spread for all indices. This could have been expected because cli-
mate models are mainly calibrated against mean annual temperature. The ENSEMBLES RCMs are
equally good at representingTXx. Half of the models also exhibit a positive or negative bias smaller
than 10%, with the exception of model M.
Models M and K are the only models that drastically underestimateTNn, up to a value of -40%. The
majority of the models overestimateTNnbut not exceeding a relative bias of 20%. As a consequence,
an ensemble average of all models will also overestimate this index. This, however, might not be the
case for a chosen subset of models. Although TNn is overestimated by most models, there is no
tendency to underestimate FD. For example, model C overestimates TNn by +20%, but exhibits
almost no bias for FD. Therefore, freezing periods are generally well captured in extent by this
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Figure 2.2: Spatial average of relative biasB for every index and RCM. Panels a) and b) depict the per-
formance of precipitation and temperature indices, respectively. The statistical summary
of theses indices is shown in Table 2.3.
model, but they are too warm. The biases in FD and SDa are more strongly pronounced than in
the other temperature indices. This stems from the fact that both indices are related to the explicit
thresholds of 0◦C and 25◦C, respectively. If an RCM is not able to exceed or undercut this threshold,
then the model automatically exhibits a stronger bias. Model M, for example, has a long-term average
for TXx of approximately 24◦C (Table 2.3), which does not exceed 25◦C, and therefore it yields a
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Temperature
Abbreviation Mval TXx TNn FD SDa Score Tem Rank
Observed 8.49 31.79 −14.59 88.46 28.04
A 8.50 27.86∗∗∗ −12.09 74.36 8.91 ∗∗∗ 0.377 10
B 7.98 28.70∗∗∗ −11.35∗∗ 112.20 ∗∗∗ 12.76 ∗∗∗ 0.404 11
C 9.57∗∗∗ 30.40∗ −10.47∗∗∗ 89.47 30.39 0.319 8
D 8.39 29.37∗∗∗ −13.58 82.30 17.43 ∗∗ 0.193 3
E 8.48 34.84∗∗∗ −12.24∗ 82.49 35.44 ∗ 0.235 6
F 7.95 31.78 −13.49 99.65 26.80 0.141 2
G 8.67 32.17 −14.64 95.23 27.49 0.089 1
H 8.62 30.45 −12.10∗ 82.80 19.61 ∗ 0.198 5
I 8.62 33.69 −12.71 103.17 ∗ 26.53 0.196 4
J 9.29∗∗ 32.28 −13.96 58.80 ∗∗∗ 36.23 ∗ 0.293 7
K 6.38∗∗∗ 32.74 −20.68∗∗∗ 141.84 ∗∗∗ 26.77 0.636 12
L 9.00∗ 29.35∗∗ −14.60 62.40 ∗∗∗ 13.06 ∗∗∗ 0.328 9
M 8.25 24.37∗∗∗ −20.10∗∗ 116.93 ∗∗∗ 0.69 ∗∗∗ 0.699 13
13 8.44 30.62 −14.00 92.43 21.70 0.103
O9 8.56 31.70 −13.89 88.72 25.88 0.053
S9 8.56 31.40 −13.18 86.56 23.93 0.087
W9 8.54 31.61 −13.34 88.45 25.83 0.068
F9 8.51 31.97 −13.88 90.65 26.92 0.054
B9 8.56 31.70 −13.89 88.72 25.88 0.053
Precipitation
Abbreviation RAnn Rx5sum Rx5win R95psum R95pwin CDD Score Pr Rank
Observed 775.73 56.32 48.84 127.22 106.22 21.25
A 883.70∗∗ 53.78 48.79 138.63 108.76 15.60∗∗ 0.443 6
B 795.60 51.85 48.32 133.59 116.85 19.85 0.295 3
C 645.76∗∗ 48.17 37.75∗ 118.66 85.97 25.05 0.467 8
D 869.936∗ 55.74 52.96 155.09 134.27 17.98 0.505 11
E 822.71∗ 56.10 48.32 133.63 110.30 19.41 0.289 2
F 991.09∗∗∗ 60.37 51.97 143.08 119.55 15.59∗∗ 0.564 13
G 718.19 51.50 45.60 121.53 104.65 20.88 0.251 1
H 867.45∗∗ 52.51 55.80 136.73 130.35 18.91 0.494 10
I 899.85∗∗ 59.97 52.13 153.96 127.91 17.57∗ 0.508 12
J 758.30 52.21 45.31 150.93 115.16 20.75 0.390 5
K 829.80∗∗ 45.27∗ 41.23 121.95 103.60 16.16∗∗ 0.489 9
L 864.84∗ 55.59 55.22 129.26 128.96 20.49 0.343 4
M 912.15∗∗∗ 51.57 45.51 135.87 102.73 15.16∗∗ 0.456 7
13 835.34∗ 53.43 48.38 136.38 114.54 18.72 0.272
O9 808.54 53.01 48.26 135.75 115.69 19.69 0.241
S9 843.11 55.09 50.62 139.76 120.89 19.05 0.301
W9 823.64∗ 55.07 50.40 137.98 119.95 19.47 0.271
F9 822.00 53.52 48.15 134.41 114.05 19.42 0.245
B9 808.54 53.01 48.26 135.75 115.69 19.69 0.241
Table 2.3: Spatial average of long term values for each Temperature and Precipitation index for the
observations, all single models, and six ensembles. These are the full ensemble (13), the op-
timal ensemble of size nine (O9), the score based ensemble of size nine (S9), the weighted
ensemble average of size nine (W9), the forward selected ensemble of size nine (F9), and
the backward selected ensemble of size nine (B9). ∗ indicates that the null hypothesis is re-
jected in 50% of the cell with the 5% significance level, where as ∗∗ and ∗∗∗ indicate that 50%
of the cells are significant at the 1% and 0.1% significance level, respectively. Additionally
the aggregated scores for Precipitation and Temperature as well as the ranking of these are
shown.
large bias in SDa. SDa is underestimated by most models, but it is especially strong by those that
also underestimate TXx, such as model A.
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The spatial pattern of the observed long-term mean for each temperature index is shown in the first
column in Fig. 2.3. The second, third, and fourth columns depict the spatial patterns shown by the
worst and the best models and the full ensemble average for each index. Distinctive patterns can be
seen for the observed indices. For example, the pattern of Mval shows that the warmest regions in
Germany are located in west and south-west Germany. Lower Mval values can be observed in cen-
tral Germany and the prealpine regions that are characterized by mountainous terrain. The patterns
of TNn and Mval are directly related, whereas those of FD and Mval are inversely related. The
patterns of TXx and SDa are comparable. Both exhibit high values in south-west and central-east
Germany.
Models A and F are the best models for Mval and TXx, respectively. They exhibit a bias that is
in general less than 5% in magnitude over the entire domain (Fig. 2.3). Therefore, their values real-
istically resemble the observed patterns. The ensemble average of all models also shares this char-
acteristic, which could have been expected because the biases are evenly distributed around zero
(Fig. 2.2a).
Models L, D, and F are the best-performing models for TNn, FD, and SDa, respectively. All
models show a distinctive pattern exhibiting pronounced over- and underestimation up to values of
±30%. The models tend to overestimate in regions exhibiting lower observed values and underes-
timate in regions exhibiting higher observed values (Fig. 2.3). For example, model L underestimates
TNn in central-west Germany, whereas model D overestimates FD in this region. Model F un-
derestimates SDa in central-south Germany but overestimates it in coastal areas in the north. This
behavior implies that the RCMs are not able to correctly represent the observed spatial variability
of these indices. In other words, the simulated fields have too little spatial variability. Although the
biases are less pronounced for the full ensemble average, this behavior is still present for the indices
TNn and FD. In contrast, the full ensemble average exhibits a strong underestimation of SDa.
This is the only index for which the bias of the full ensemble average is greater than that obtained
with the single best model (model F for SDa).
The worst models show either a strong over- or underestimation of the observed values for all indices
(second column in Fig. 2.3). The biases do not exhibit any distinctive spatial pattern. Only models
K and M are selected as the worst models for all indices. Therefore, a subensemble that does not
consider these two models would exhibit less bias than the full ensemble.
The range of the relative biases of the single RCMs are shown in Fig. 2.2b for each precipitation index
listed in Table 2.2. As shown in this figure, the relative biases for RAnn vary from -20% to +20%.
Therefore, the range of modeled precipitation biases is twice as high as that of modeled temperature
biases, considering Mval as the reference temperature index (Fig. 2.2a). Ten of the 13 RCMs overes-
timate RAnn, which implies that there is too much precipitating water over the land surface. Most
RCMs overestimate R95psum and R95pwin, which contribute to the overestimation of RAnn.
This implies that a subensemble average could provide a less biased estimate than the full ensemble
average.
The relative biases for Rx5win exhibit the most evenly distributed values around zero. Rx5sum,
on the contrary, is underestimated by most models. This is an indication that the mechanisms for
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Figure 2.3: Spatial Pattern for each temperature index (rows). The spatial pattern for the observa-
tions is shown in the first column. The units for each index are encompassed in Table 2.2.
The second, third, and fourth column show the relative bias in percent for the worst per-
forming model for each index, the best performing model for each index, and the ensem-
ble average of all models. The worst- and best-performing RCMs are assessed with respect
to the interpolated observational data set.
generating precipitation in the RCMs allocate too little precipitation to consecutive extreme wet days
during summer, while annual precipitation is generally overestimated.
CDD is the only index measuring dry events. This index is underestimated by all models except
model C (Fig. 2.2b). A similar behavior has been reported for Spain (Herrera et al., 2010). This
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implies that, regardless of the climatic zone, the precipitation generation mechanisms are consistently
misrepresented.
The spatial pattern of the observed long-term mean for each precipitation index is shown in the first
column of Fig. 2.4. The second, third, and fourth columns depict the spatial pattern shown by the
worst and best model for each index and the ensemble average of all models. The patterns for the
observed precipitation indices are strongly influenced by the German orography, with lower values
in north-east Germany and higher ones over mountainous regions in central and southern Germany.
The pattern for CDD is inversely related to the pattern for the other indices.
Models G, E, M, L, and M are the best models for the indicesRAnn,Rx5sum,Rx5win,R95psum,
andR95pwin, respectively (third column). All of these models overestimate precipitation in north-
east Germany, where the observed values are generally low. Underestimation occurs mostly in re-
gions of higher observed values. Consequently, RCMs lack the capability to represent the observed
spatial variability of precipitation over Germany, which was also observed for temperature indices.
The biases for the full ensemble average (fourth column) are more pronounced compared to the
bias of the best-performing models (third column) for the indices RAnn, Rx5win, R95psum,
and R95pwin. This is a clear indication that there are models that detract heavily from the ensem-
ble performance.
The worst-performing models (second column) tend to show either more overestimation or more
underestimation over the whole domain for all indices. Only model D, which is the worst-performing
model forR95psum exhibits both, over- and underestimation. This model overestimatesR95psum
over most regions in Germany, with the exception of the prealpine. The best-performing model L
and the full ensemble average also underestimate in this region. Therefore, it can be concluded that
most models are underestimating extreme rainfall events in this mountainous region during sum-
mer.
CDD is underestimated by most models (Fig. 2.2b). Therefore, the full ensemble average also un-
derestimated this index over the whole domain (Fig. 2.4). This again indicates that a subensemble
average would perform better than the full ensemble average. However, it can be seen that there are
six different worst-performing models, depending on the chosen precipitation index (second column
in Fig. 2.4). As a result, a high performing subensemble might not be found.
In general, RCMs exhibit substantial biases for both temperature and precipitation indices (Fig. 2.2),
either consistently over- or underestimating specific indices. For example, CDD is underestimated
by most models (Fig. 2.2b), which has also been reported for Spain (Herrera et al., 2010). Further-
more, over- and underestimation are strongly related to regions with lower and higher observed val-
ues, respectively. Therefore, the analyzed RCMs lack the ability to represent the observed spatial
variability of these indices. The full ensemble is also biased for indices that are consistently over- or
underestimated by all models (e.g., TNn orCDD). Investigating weighted ensemble averaging and
subensemble selection methods could provide a worthwhile alternative.
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Figure 2.4: Analogous to Fig. 2.3, only for precipitation indices. The worst- and best-performing
RCMs are assessed with respect to the REGNIE observational data set.
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2.5.3 Reliability Ensemble Averaging
Method 3 as described in Section 2.4.5 was applied to investigate the performance of the weighted
ensemble averaging. The derived weights for each index and RCM are depicted in Fig. 2.5.
Figure 2.5: Spatially averaged weights for each index derived by the “Reliability Ensemble Averag-
ing” (REA/method 5) for each model. Red and blue markers indicate temperature and
precipitation indices, respectively.
Model G was most heavily weighted among all of the models, which means that it exhibits the least
bias and is outperforming the other models. This result supports the findings of Soares et al. (2012),
who also reported that model G was the best-performing model for Portugal, especially for repro-
ducing precipitation extremes. This implies that model G is able to reproduce extreme precipitation
over different climatic zones. The weights of model G and F with respect to temperature indices were
slightly higher than those obtained for the precipitation indices, which could have been expected be-
cause temperature variability is less complex than precipitation. However, most of the other models
do not exhibit a clear tendency in this respect. This can be partially explained by the fact that the
observed variability (ϵ in eq.2.4) for the temperature indices is less than that obtained for the pre-
cipitation indices. Therefore, for a given relative bias, the estimated weights for temperature indices
tend to be lower than those obtained for precipitation indices.
Because model biases and weights are related by eq. 2.4, models exhibiting the highest bias for a
given index also exhibit the lowest weight. For example, models K and M exhibit the lowest weights
for temperature indices, which correspond to the greatest biases depicted in Fig. 2.3. In contrast,
models L and G, which have the smallest bias for R95psum and for RAnn, respectively (Fig. 2.4),
exhibit the highest weights for those indices.
It can be expected that the weighted ensemble averaging of all models would produce a less biased
estimate than the equal-weighted ensemble averaging because higher biased models have less impact
on the average. However, it is yet to be investigated if this advantage is still beneficial for subensem-
bles.
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2.5.4 Model Ranking and Ensemble Performance
The final scoreS and the mean rejection rateR for each single model and six ensemble combinations
are depicted in Figs. 2.6a and 2.6b. Most models have an S value between 0.32 and 0.42, with the
exceptions of E, G, K, and M (Fig. 2.6a), which can be considered as outliers. Models E and G are
high performing models exhibiting S values of 0.18 and 0.26, respectively, whereas models K and M
are poor performing models exhibiting S values of 0.55 and 0.57, respectively. The final scores for
the considered ensembles cluster between 0.15 and 0.20. Only the combinations found by methods
1, 4, and 5 (O9, F9, and B9, respectively) are able to outperform the single best-performing model G.
Figure 2.6: Final score S (panel a) and rejection rate R (panel b) for single models and selected
subensembles identified by different methods. Different search methods are indicated
by: O - method 1, S - method 2, W - method 3, F - method 4, and B - method 5. For clarity,
the x-axis position of the markers are varied.
The mean rejection rate R varies from 29% to 47%, with the exception of models G, K, and M
(Fig. 2.6b). Only 11% of the indices are rejected for model G, which highlights the superior perfor-
mance of this model. Models K and M are again the worst-performing models, exhibiting rejection
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rates of 55% and 58%, respectively. Although the ordering of the worst two and best two models is the
same for both metrics, this is not usually the case. For example, model L is the third best-performing
model with regard to S (Fig. 2.6a), but it is also the sixth worst-performing model with regard to R
(Fig. 2.6b). Consequently, it is not necessarily true that models exhibiting a relatively low bias would
also exhibit a low rejection rate. This result shows the added value of evaluating both the magnitude
and statistical significance of the bias.
The only ensembles that are able to outperform the single best-performing model G are the subensem-
bles O9, F9, and B9. The difference in the rejection rate between them and the full ensemble denoted
as “13” in Fig. 2.6b is almost 10%, which confirms the hypothesis that some subensembles can repro-
duce the observations more faithfully than the full ensemble.
The full spread of the mean rejection rate R for all possible combinations of models is shown in
Fig. 2.7a. Overall, R varies from 10% to 70%. The range is largest for combinations with fewer than
four members and narrows with increasing ensemble size. This should be expected because the im-
pact of a single model on the ensemble average decreases as the amount of information increases.
It is interesting to note that the median R decreases significantly up to ensembles of size seven and
then remains almost constant for larger ensembles. This indicates that for the given 13 RCMs, it is in
general advantageous to consider the ensemble averages instead of single models.
Additionally, Fig. 2.7a depicts the performance of the ensemble selection methods presented in Sec-
tion 2.4.5. The combinations found by method 1 are the best possible ones for a given ensemble size.
These optimal combinations are indicated by the corresponding lower bar in Fig. 2.7a. They exhibit
a constantR of approximately 10% for ensemble sizes smaller than nine. TheR value then gradually
increases for larger ensemble sizes up to 20%, which corresponds to the value obtained for the full
ensemble average. In this study, 8,191 evaluations of R were carried out by this method.
The combinations found by method 2 (black dots in Fig. 2.7a) exhibit higher R values than those
obtained by method 1 with the exception of ensemble sizes 1, 12, and 13. Model G would be selected
by method 1 as the best subensemble because it has the lowestR among all combinations considered
by this method. This method required only 13 evaluations of R.
The combinations selected by method 3 are the same as those of method 2, although weighted ensem-
ble averaging is employed. TheR values for these combinations vary from 10% to 15% and exhibit no
tendency with respect to ensemble size. This is because highly biased models are weighted the least.
Although the mean rejection rate for these combinations is generally low, they are not as good as
those obtained by method 1 for ensembles of six to nine models. Therefore, the weighted ensemble
averaging method does not fully utilize the information contained in the RCMs. This method also
required only 13 evaluations of R.
The combinations found by method 4 (yellow dots in Fig. 2.7a) exhibit R values that are closer
to the minimum than those obtained by method 2, but they are not optimal. This is because the
ensemble average for small ensemble sizes strongly depends on selected single models. The optimal
combinations for ensemble sizes of two, three, and four contain different models, with only a single
model in common. The forward selection search method (method 4) sequentially adds models to
a combination that has already been found. Therefore, it is not able to correctly identify the best
combinations for these ensemble sizes. This method required 144 evaluations of R.
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Figure 2.7: Top panel a): Variability of the rejection rateR for all ensembles of different sizes is shown
with box-plots. The box-plots range from minimum to maximum R value with 50% of
the R values between the 25th and 75th percentile in the box. The median is marked as
red bar. Furthermore, the performance of the selection methods is shown. Yellow dots
represent method 4, red circles method 5, black dots method 2, and black stars method 3.
The R of the subensemble selected by method 1 is marked by the lower bar. For clarity,
a logarithmic y-axis is used. Bottom panel b): The spatial performance for ensembles of
nine models selected according to method 2, 3, 4, and 5 (i.e. S9, W9, F9, and B9, respec-
tively) is shown in the first row. The spatial performance for the ensemble of nine models
selected by method 1 (O9), the full ensemble (13), and two single models (the best - G and
the second best - E) is shown in the second row. The rejection rate was estimated at the
5% significance level.
The combinations found by method 5 (red circles in Fig. 2.7a), on the other hand, exhibit a close
match with those combinations found by method 1 for ensemble sizes larger than four. For ensem-
ble sizes smaller than five, the combinations obtained by this method are not comparable to the best
combinations obtained by method 1 because they have only one model in common. Therefore, be-
cause this method sequentially removes models from a combination that has already been found, it
is not able to correctly identify subensembles with small sample sizes. This method, however, is able
to identify the best combinations for ensemble sizes larger than eight. Moreover, it is quite advanta-
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geous compared with method 1 because it only required 90 evaluations of R in this example, which
is only 1% of the evaluations required by method 1.
The spatial distribution of the rejection rate R for combinations of nine models identified by each
selection method are shown in Fig. 2.7b. The spatial distribution for the full ensemble average and
the two best-performing single models G and E is also depicted. The ensembles of nine models were
selected because the R values gradually increase for the larger ensembles selected by methods 1, 2, 4,
and 5 (Fig. 2.7a). The number of cells exhibiting anR less than 10% (blue cells) shown in Fig. 2.7b is
higher for all combinations identified by any selection method compared to the full ensemble. The
subensembles S9, W9, F9, B9, and O9 shown in Fig. 2.7b have lower rejection rates than the full
ensemble (13) over entire regions, for example, in west, central-south, and east Germany. Addition-
ally, within the combinations found by the single selection methods, the subensembles selected by
methods 1, 4, and 5 have lower rejection rates than those found by methods 2 and 3, in particular in
east and west Germany.
The single best-performing model G exhibits a relatively low rejection rate, as seen by the high per-
centage of blue cells (68%). The second best-performing model E only exhibits 13% blue cells. This
means that this model fails to reproduce observed indices over 87% of the territory.
Although these are promising results, the analysis was conducted in a situation where one RCM
(model G) was outperforming every other model, as shown in Figs. 2.6a and 2.6b. In other situations,
this might not be the case. To investigate the effect of model G on the performance of subensembles,
the subensemble selection was repeated excluding model G.
The full spread of the mean rejection rate R for all possible combinations of models without con-
sidering model G is shown in Fig. 2.8. It is analogous to Fig. 2.7 where model G is included. The
major difference between the upper panels of these figures is that the minimumR value increases to
30% for small sample sizes (less than four) if model G is excluded. The strongest impact occurs for
the subensembles identified by method 2 because model G was always selected by this method. The
impact on the other selection methods was negligible. The minimum rejection rates are obtained
by methods 1 and 5 for ensembles of size five to eight. Both methods select the same subensembles
for ensembles larger than five. The spatial distributions of the subensembles (S8, W8, F8, B8, and
O8) are comparable to the subensembles depicted in Fig. 2.7b, even though the model G was not
included. Therefore, if model G had not been part of the ENSEMBLES project, it would have been
highly beneficial to use subensembles instead of single models or the full ensemble.
Overall, subensemble averages are able to reproduce observed extremes more robustly than single
RCMs and the full ensemble average. However, only the best subensembles are able to outperform
the best single model G. The backward elimination method is capable of identifying these subensem-
bles and only demands 1% of the evaluations of R required by method 1.
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Figure 2.8: Analogous to Fig. 2.7 without considering model G. Bottom panel b): The spatial per-
formance for ensembles of eight models selected according to method 2, 3, 4, and 5 (i.e.
S8, W8, F8, and B8, respectively) is shown in the first row. The spatial performance for
the ensemble of eight models selected by method 1 (O8), the full ensemble (12), and two
single models (the second best - E and the third best - L) is shown in the second row.
2.5.5 Implications for Policy Recommendations and Impact
Assessments
The foregoing results could have broad implications for policy recommendations because the en-
semble average can be used directly. The minimumR values obtained for the subensembles selected
by methods 1 and 5 are almost constant for the subensembles with sizes ranging from six to eight
(Fig. 2.7a). The spatial pattern for the subensembles of size six (not shown in this figure) is quite
similar (rank correlation equal 0.95) to those obtained for subensembles O9 and B9 in Fig. 2.7b.
Consequently, six out of 13 RCMs are effectively able to reproduce the best possible ensemble aver-
age. Moreover, taking more models into account does not increase the ensemble performance and,
therefore, those models may be discarded for studies focusing on policy recommendations.
For hydrologic impact assessments, single model runs are required rather than ensemble averages. It
can be assumed that the bias in the meteorological forcing will propagate nonlinearly through the
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hydrologic impact model. Therefore, the subensemble exhibiting the best ensemble average with
regard to meteorological indices might not be necessarily the subensemble that generates the least
biased hydrologic realizations. Nevertheless, it can be assumed that if an RCM exhibits a greater bias
with regards to a meteorological index that is relevant for hydrology, then the hydrologic variable of
interest would also be highly biased. For example, if an RCM overestimates RAnn (e.g., model M
by 15%), then variables such as streamflow would also be biased.
Therefore, subensembles should ideally fulfill two conditions if they are to be used for impact assess-
ments and policy recommendations that are based on those assessments. The first condition is that
the ensemble average exhibit a mean rejection rateR close to the minimumR. The second condition
is that the selected models exhibit a low bias. The subensembles selected by method 1 fulfill the first
condition but not necessarily the second. The subensembles selected by method 2 fulfill the second
condition but not necessarily the first. Therefore, if methods 1 and 2 select the same subensemble,
then both conditions are fulfilled and this subensemble can be used for impact assessments. Be-
cause this subensemble is composed of single RCMs that exhibit the closest match to observations
and their ensemble average is the best possible one, including additional models in this combination
would increase the bias of the ensemble average.
These two conditions, however, are so stringent that they are not fulfilled by any subensemble in the
present study. A relaxed version of these conditions may still be useful for impact assessments. For
example, method 1 identifies subensembles that fulfill the first condition (i.e., ensembles of size six,
seven, and nine. The minimumR is obtained for ensemble of size eight). From these subensembles,
the one that best fulfills the second condition can be identified (subensemble of size nine). This
subensemble can be used for impact assessments for the following reasons.
The minimum rejection rateR of subensembles gradually increases from ensembles of nine models
by taking more models into account (Fig. 2.7a). The combinations found by method 3 do not share
this behavior. However, this method is not useful for impact assessments because the derived weights
cannot be directly transferred to the impact model due to its intrinsic nonlinearities. An increase of
the rejection rate for large subensembles can only occur through the subsequent addition of strongly
biased models. Here, this deterioration from the absolute minimum occurs irrespective of whether
model G is considered (Figs. 2.7a and 2.8a). Therefore, the second condition is fulfilled to some
extent by the best subensemble of size nine. The deterioration of R is caused by including either
models A, B, F, or M.
Consequently, RCMs A, B, and M can be discarded for impact assessments because they belong
to the worst-performing models in terms of the mean rejection rate R (Fig. 2.6b). Taking them into
account would only lead to a more biased ensemble average and very likely to more biased hydrologic
realizations. Model K also exhibits a high R value. However, if this model had been discarded, then
the overall ensemble average would have been more biased. In other words, model K is retained in
the selected subensemble to balance out the bias of the other selected models. Although model F is
a relatively well-performing model for the metrics S and R (Fig. 2.6), if it would be included in the
subensemble O9, then the rejection rate would increase. Therefore, it should not be discarded but
rather retained in the evaluation so that impact assessments can be performed with and without this
model.
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In general, the different subensembles extract useful information from the RCMs for either policy
recommendations or impact assessments because the two applications require different conditions.
A subensemble that contains six out of 13 RCMs can be used for policy recommendations. Fur-
thermore, three models have been identified that could be discarded for hydrological impact assess-
ments.
2.6 Summary and Conclusions
In this study, the performances of 13 RCMs from the ENSEMBLES project were analyzed to investi-
gate whether these models are able to reproduce the extreme indices of precipitation and temperature
observed in Germany between 1961 and 2000. This study also aimed to find out whether subensem-
bles could provide a better representation of the observed variability for these indices than a single
RCM or the full ensemble. The selected indices are highly relevant for hydrologic modeling, water
resources impact assessment, and providing policy recommendations. The magnitude and rejection
rate of the model bias was evaluated in this study.
ENSEMBLES RCMs excel at reproducing long-term mean annual temperature Mval with biases
between ±10%. The range for precipitation indices is generally ±20%. The models tend to con-
sistently over- or underestimate observations for specific indices. For example, long-term annual
precipitation (RAnn) tends to be overestimated, whereas the maximum number of consecutive dry
days (CDD) is consistently underestimated. These two results have also been reported by Rauscher
et al. (2010) and Herrera et al. (2010), respectively. The models also underestimate the observed spa-
tial variability of extreme index values. The ranking of RCMs based on the rejection rate is different
from that obtained from the magnitude of the overall bias. This highlights the added value of per-
forming a test of statistical significance. Model G (KNMI-RACMO2) was able to outperform all
of the other models in terms of both bias and rejection rate. This model was also able to excel in
Portugal (Soares et al., 2012).
This study has shown that subensemble averages are able to outperform both single models and
the full ensemble average. With regard to policy recommendations, six out of 13 RCMs can best
estimate the values generated from the observations. For impact assessments, three out of the 13
RCMs drastically impair the ensemble performance and should be discarded. The combinations
identified for policy recommendations and impact assessments reduce the rejection rate over several
regions in Germany, such as central-south, west, and east Germany.
Different ensemble selection methods were compared in their ability to efficiently identify the high-
est performing subensembles. These methods employ different rationales, such as taking only the
best-performing models into account (score-based method) or finding the best-performing subensem-
ble by removing models from the full ensemble (backward elimination method). The backward
elimination method was the most efficient and robust technique to select subensembles that are use-
ful for impact assessments and policy recommendations. In many cases, the subensembles selected
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with the backward elimination method correspond to the best possible combination at a given en-
semble size. In contrast, weighted ensemble averaging could not identify them. The backward elim-
ination method is general enough to be applicable to any climate model outputs.
The procedure to identify these subensembles is generally as follows. 1) Compute the rejection rate
for all subensemble selected by the backward elimination method. As a rule of thumb, discard
subensembles that contain less than half of the models. 2) The subensemble exhibiting the lowest
R can be directly used for policy recommendations. If the R value for subensembles substantially
decreases when single models are removed from the full ensemble, then these single models can be
discarded for impact assessment studies.
This study has shown that appropriately selected subensembles are able to extract more reliable infor-
mation from a given multi-model ensemble than weighted ensemble averaging or the full ensemble.
Subensemble selection has advantages for impact assessments over weighted averaging schemes or
Bayesian frameworks because these typically evaluate surrogates of the RCMs. The performance of
the selected subensembles in hydrologic impact studies has yet to be investigated. Moreover, further
research should incorporate the evaluation of temporal trends into the presented selection meth-
ods.
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Chapter 3
Stochastic Temporal Disaggregation of Monthly Precipitation for Regional Gridded Data Sets
3.1 Abstract
Weather generators are used for spatio-temporal downscaling of climate model outputs (e.g., pre-
cipitation and temperature) to investigate the impact of climate change on the hydrological cycle.
In this study, a multiplicative random cascade model is proposed for the stochastic temporal dis-
aggregation of monthly to daily precipitation fields, which is designed to be applicable to grids of
any spatial resolution and extent. The proposed method uses stationary distribution functions that
describe the partitioning of precipitation throughout multiple temporal scales (e.g., weekly and bi-
weekly scale). Moreover, it explicitly considers the intensity and spatial covariance of precipitation
in the disaggregation procedure, but requires no assumption about the temporal relationship and
spatial isotropy of precipitation fields. A split sampling test is conducted on a high-resolution (i.e.,
4×4 km2 grid) daily precipitation data set over Germany (≈ 357 000 km2) to assess the performance
of the proposed method during future periods. The proposed method has proven to consistently
reproduce distinctive location dependent precipitation distribution functions with biases less than
5% during both a calibration and evaluation period. Furthermore, extreme precipitation amounts
and the spatial and temporal covariance of the generated fields are comparable to those of the ob-
servations. Consequently, the proposed temporal disaggregation approach satisfies the minimum
conditions for a precipitation generator aiming at the assessment of hydrological response to climate
change at regional and continental scales or for generating seamless predictions of hydrological vari-
ables.
3.2 Introduction
Distributed hydrological models are used for evaluating, reconstructing, and projecting states and
fluxes representing the hydrological cycle. Typical applications are the quantification of floods (Blo¨schl
et al., 2008; Kumar et al., 2010) and droughts (Sheffield et al., 2004; Vidal et al., 2010; Samaniego et al.,
2013). They are commonly used as impact models at high spatio-temporal resolutions (e.g., daily and
sub-daily time steps at a few kilometer grid) to support water resource management and planning,
for climate change impact studies, or for routine hydrological forecasting (Schaake et al., 2007a). In
those cases, meteorological forcings for hydrologic models such as precipitation and temperature are
often obtained from outputs of climate model (CM) projections (Booij, 2005; Smith et al., 2014) or
Numerical Weather Prediction models (NWPs) (Bougeault et al., 2010; Kirtman et al., 2014). Such
outputs are commonly provided at spatio-temporal resolutions coarser than those required by im-
pact models (e.g., daily or monthly values at a 1◦ grid) (Taylor K. et al., 2012; Kirtman et al., 2014).
Different spatio-temporal downscaling schemes are available to bridge the gap between the low res-
olution of climate and the high one of impact models (Maraun et al., 2010).
Coarse global climate model variables can be dynamically downscaled using regional climate models
(Maraun et al., 2010). This approach considers the physics of atmospheric processes but often fails
to reproduce extreme precipitation amounts that are important for hydrologic modeling (Thober
and Samaniego, 2014). Additionally, dynamical downscaling is computationally very expensive and
the obtained spatial resolution is still too coarse for impact modeling (D’Onofrio D. et al., 2014).
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A computationally efficient alternative to dynamical downscaling is statistical downscaling (Maraun
et al., 2010). This approach uses statistical relationships between coarse-scale predictors and fine-scale
predictands. One important feature of statistical downscaling is the addition of local-scale variabil-
ity that cannot be explained by the coarse-scale predictor (von Storch, 1999; Maraun, 2013). Most
of these statistical approaches generate one single set of predictands given a specific set of predic-
tors. If multiple realizations of predictands are required given the same input, as necessary in hy-
drological ensemble prediction applications, then stochastic frameworks are frequently used. These
frameworks are often called weather generators (WGs) because they can generate ensembles of high-
resolution meteorological fields (e.g., precipitation) which reproduce observed statistical character-
istics and are based on the corresponding low-resolution fields.
A substantial amount of research has been conducted for the spatial downscaling of meteorological
variables such as precipitation. This study is aiming at the temporal disaggregation of these variables,
which is equally important for two reasons. First, temporal disaggregation of monthly CM outputs
to daily values offers the possibility to obtain realistic extremes, which is often not achieved by daily
CM outputs (Thober and Samaniego, 2014), and simultaneously preserves the low-resolution char-
acteristics given by CMs. Second, multimodel ensemble (MME) approaches have been promoted
in the past years to gain a better understanding of the uncertainty associated with modeling climate
change (Taylor K. et al., 2012). Because of the increased storage demand related with MMEs, only
monthly variables are made available to practitioners in most cases (e.g., Kirtman et al. (2014)), al-
though the intrinsic model time stepping of CMs and NWPs is much smaller. In those cases, prac-
titioners need to apply a temporal disaggregation in order to use these data sets for their applica-
tions.
The stochastic temporal disaggregation of variables such as precipitation can also be considered as a
WG method. Several kinds of WGs have been proposed in the literature and extensive reviews of the
proposed techniques can be found in Maraun et al. (2010) and Haberlandt et al. (2011). Most of these
methods focus on precipitation because it exhibits a highly skewed distribution function and a quite
complex spatial covariance structure as compared to those of other variables such as temperature.
WGs have been used for generating historic precipitation ensembles when calibrated against obser-
vations (Clark and Slater, 2006). Existing methods such as Clark and Slater (2006); Wilks (2009);
Ba´rdossy and Pegram (2009); Burton et al. (2010); Paschalis et al. (2013) have also been used for spatial
downscaling of precipitation if they are conditioned on coarse-scale predictors (such as CM outputs)
(Wilks, 2010, 2012). These methods, however, have not been employed for the temporal disaggrega-
tion of precipitation over larger domains. The main reason for this development stems from the fact
that the temporal scaling characteristics of precipitation fields are more complex than the spatial ones
(Lovejoy and Schertzer, 2010). This, in turn, implies that the temporal disaggregation of precipita-
tion becomes more difficult than its spatial downscaling. Copula techniques (Ba´rdossy and Pegram,
2009), for example, are not feasible for temporal disaggregation due to the weak temporal stochastic
dependency of precipitation fields at various spatial scales.
To ensure the numerical stability during the spatial sampling, existing WGs often assume isotropic
precipitation fields, which implies that the spatial covariance between two grid cells only depends on
the distance between these two (Paschalis et al., 2013). This assumption, however, might not hold
because of orographic effects, which often lead to an inconsistent spatial covariance matrix (Ebtehaj
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and Foufoula-Georgiou, 2010). If the assumption of isotropic fields is relaxed, the computability
of the Cholesky factors of the cross-covariance matrix becomes a necessary condition for the spatial
sampling algorithm (Wilks, 1998, 2009). The disadvantage of this practice appears on large grids
(e.g., those with more than 20,000 grid cells) for which the Cholesky factors are not guaranteed to
be computable. Alternative methods like copula approaches (Ba´rdossy and Pegram, 2009) are also
unfeasible due to the increased sample size required to estimate a copula for each grid cell as compared
to the one required to estimate a covariance.
WGs specifically developed for the temporal disaggregation of precipitation, in general, use multi-
plicative random cascades and focus mainly on sub-daily time scales (Olsson, 1998; Gu¨ntner et al.,
2001; Deidda et al., 2006; Paschalis et al., 2012). Such models exploit the scale-independent and multi-
fractal properties of precipitation at these particular temporal resolutions (Deidda et al., 2006; Love-
joy and Schertzer, 2010). No much progress has been achieved with respect to the temporal disaggre-
gation of monthly to daily precipitation at a given spatial resolution. For this case, only determinis-
tic methods are available, which essentially resample observations to generate local-scale variability
(Day, 1985). These resampling schemes (e.g., the Ensemble Streamflow Prediction approach) are ap-
plicable to short-term seasonal forecasting (Wood and Lettenmaier, 2008) but not for climate change
studies because they rely on the assumption that past events are representative for future ones.
The statistical relationships required by WGs are always estimated from past observations regardless
of the intended application of the algorithm. For climate impact assessment, however, the implicit
stationarity of the statistical relationships employed by a given WGs needs to be verified (Charles
et al., 1999). The stationarity test, however, is not a standard practice and seldom found in the liter-
ature (Hundecha and Ba´rdossy, 2008).
Considering the current state-of-the-art of available WGs techniques with respect to temporal dis-
aggregation, spatial sampling, and transferability to future periods, three research questions consti-
tute the main goal of this study. 1) How to generate an ensemble of daily precipitation fields given
monthly estimates over a large spatial domain that preserves the observed statistical properties? 2)
How reliable is such a disaggregation approach for downscaling CM or NWP outputs during future
periods when the temporal disaggregation algorithm is calibrated during past periods? And 3) How
to guarantee the numerical stability of a spatial sampling approach for large-scale precipitation data
sets without assuming isotropic precipitation fields?
To address these questions, a multiplicative random cascade approach frequently used for the gen-
eration of rainfall fields at sub-daily scales (Olsson, 1998; Gu¨ntner et al., 2001; Paschalis et al., 2012) is
enhanced for devising a computationally efficient algorithm for seamless stochastic disaggregation of
monthly to daily precipitation fields. It is then tested whether the disaggregated daily fields resemble
the spatial covariance and statistical moments of the observations. We hypothesize that the distri-
bution function for the partitioning of the precipitation amount between low and high temporal
resolutions at a given location is quasi-stationary. In contrast, assuming stationarity of the moments
of precipitation is a much stronger presumption, which is typically made by other existing techniques
(Wilks, 2009) although it does not hold during future periods due to climate change (Kirtman et al.,
2013). The quasi-stationarity of the partitioning, on the contrary, assumes that the physical process
of precipitation generation is similar along time. For this reason, a method exploiting this property
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for temporal disaggregation of precipitation fields is considered advantageous with respect to those
methods assuming any form of stationarity of moments.
A modified sequential sampling algorithm based on the theoretical work by Dimitrakopoulos and
Luo (2004) is proposed to generate precipitation fields that resemble the spatial cross-covariance of
observed fields over domains of any size. This novel technique consequently assures the numeri-
cal stability of the spatial sampling and exhibits a high computational efficiency without requiring
the assumption of isotropic precipitation fields and the explicit Cholesky factorization of the cross-
covariance matrix, which becomes numerically intractable for large domains.
The proposed method is evaluated with observed rainfall data over Germany at a high spatial reso-
lution of 4 × 4 km2 resulting in approximately 23 000 grid cells. A split sampling test is employed
to evaluate the effectiveness of the proposed algorithm during future periods. To achieve this goal,
all statistics required by the proposed WG are estimated during the calibration period from 1950 to
1990 and then applied during the period from 1991 to 2010 for evaluation.
3.3 Method for Seamless Stochastic Temporal
Disaggregation
In this study, a method is proposed for the temporal disaggregation of monthly precipitation to daily
values that is consistent throughout multiple temporal resolutions (e.g., 1, 2,. . ., 32 day; hence seam-
less) and applicable to large domains (e.g., larger than 105 km2). The proposed method is based on a
multiplicative cascade approach which is frequently used on sub-daily scales (Olsson, 1998; Gu¨ntner
et al., 2001; Paschalis et al., 2012) and is described by
pki (t) =
{
wKi (T ) p
K
i (T ) if t = 2T,
(1− wKi (T ))pKi (T ) if t = 2T − 1
(3.1)
for i = 1, . . . , N ; t = 1, . . . , S; K = 2R, . . . , 22, 21; k =
K
2
,
where pKi (T ) denotes a precipitation value at temporal resolution K , time point T , and cell i; N
is the number of cells; R is the number of temporal resolutions; S is the number of time steps at
resolution k; and wKi is a weight between 0 and 1. A diagram of a downscaling step from resolution
K to k is shown in Figure 3.1. As can be seen in this Figure, the number of time steps is doubled from
resolution K to k. Furthermore, this approach guarantees a mass conservation of the precipitation
amount between different temporal resolutions because it directly follows from equation 3.1 that
pki (2T − 1) + pki (2T ) = pKi (T ). (3.2)
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pK(1)
pk(1) pk(2)
1− wK(1) wK(1)
pK(2)
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1− wK(2) wK(2)
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pk(t − 1) pk(t)
1− wK(T ) wK(T )
Scale
K
k
Time axis T
Time axis t
Figure 3.1: Diagram for disaggregation of a precipitation time series at scaleK to a precipitation time
series at scale k.
The purpose of the weightwKi (equation 3.1) is to quantify the partitioning of a given precipitation
amount at a scale K (e.g., one monthly value) into two parts at scale k (e.g., two biweekly values).
The weight wKi for each cell is randomly sampled from a predefined distribution function taking
the spatial dependency of the weights into account as given by
wKi (t) ∼ FKic , (3.3a)
cov
[
g(wKi ), g(w
K
j )
]
= BKij , (3.3b)
for i, j = 1, . . . , N ; k = 2R, . . . , 22, 21
where FKic is the cumulative distribution function (cdf) of the weights for the temporal resolution
K , cell i, and intensity class c. The distribution functionsFKic describe the disaggregation relation-
ships between the precipitation values at consecutive scales K and k. Intensity classes are required
because the cdfs FKic depend on the precipitation amount pKi that is disaggregated (i.e., distinctive
cdfs FKic can be found for low and high precipitation amounts (Gu¨ntner et al., 2001)). BKij is the
cross-covariance matrix of standard normal variates that are deduced from the weights through a
transformation function g. g is a quantile matching function and will be further described in equa-
tion 3.6. BKij ensures a preservation of the spatial precipitation covariance when the sampling of the
weights is performed.
Following this method, the disaggregation of precipitation is performed from a coarser temporal
resolution to a finer one. For example, equation 3.1 is first applied for monthly values (e.g., k = 16
andK = 32) and then repeatedly applied for decreasing k until daily values (k = 1) are obtained.
The whole procedure can be separated into two parts: 1) preprocessing and estimation of FKic and
BKij from the given data, and 2) subsequent generation of new realizations employing the statistical
properties ofFKic andBKij . To simplify the notation, indices likeK , i, and c for temporal resolution,
location, and intensity class, respectively, are going to be suppressed in the following if they are not
explicitly required.
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3.3.1 Preprocessing and Estimation of F and B
Different preprocessing steps need to be carried out to set up the generation framework. First,
the temporal relationships and the spatial structure of the observed field have to be estimated. A
flowchart of these steps is shown in Figure 3.2 and the steps are as follows:
FKiC ,BKij
pK for K = 1, 2, 4 . . . , 32
Daily precipitation data p1
Aggregate daily
precipitation to p2, p4, . . . , p32
1
Determine weights wKi2
Determine precipitation
intensity classes cK
3
Estimate FKic
of the weights per class
4
Transform the weights
wKi to normal variates
ξKi via N−10,1 (FKic (wKi ))
5
Estimate spatial
covariance matrix BKij of ξKi
6
Select observations pK
with K = 32 as starting
field; Set k = 16
1
Generate normal variates
ξ˜Ki with covariance BKij
2
Transform ξ˜Ki to weights
FKic −1(N0,1(ξ˜Ki ))
3
Calculate new precipitation
pki = w
K
i p
K
i
4
k = 1
No
Yes
K → K/2
k → k/2
5
Finish
Estimation
Generation
Preprocessing
Figure 3.2: Preprocessing required for the proposed method as well as algorithmic steps required for
the estimation and the generation part of the proposed method. The estimation steps are
performed for every temporal scale K = 1, 2, 4, . . . , 32.
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1.) Sum the observed daily values (k = 1) to coarser temporal resolutions k = 21, 22, . . . , 2R, for
example up to the monthly scale (R = 5).
2.) Determine the weights wK between consecutive temporal resolutions k and K with
wK(t) =
{
pk(t)
pK(T )
if t = 2T,
1− wK(2T ) if t = 2T − 1 (3.4)
for t = 1, . . . , S; K = 2R, . . . , 22, 21; k =
K
2
,
which can be directly deduced from equation 3.1.
3.) Determine precipitation intensity classes c for a temporal resolution K over the whole spatial
domain such that each class has approximately the same number of data points over all cells. The goal
of this separation scheme is to capture the distinctive partitioning characteristics of low, medium, and
high precipitation intensities. To achieve this, each class is set up to contain 5% of the available data
at a given temporal scale k. In addition, each class is constrained to have at least 150 data points to
guarantee a reliable estimation ofF . This is an important condition for coarser temporal resolutions
(e.g., 16 and 32 day precipitation) where only few time steps are available. A detailed description
regarding the estimation of the intensity classes can be found in the supplementary material.
4.) Derive the intensity class cof the coarse scale precipitation valuepK(T ) and assign it to the weight
wK(T ) determined in equation 3.4. Calculate the empirical cdfsFKic of the weightswK for each cell
i, temporal scale K , and precipitation intensity class c using
FKic (W ) = P
(
wKi ≤ W |wKi ∈ c
)
, (3.5)
where P denotes the probability of obtaining a weight equal or less than a number W , which is
between zero and one.
5.) Transform the weights wK to their corresponding standard normal variates ξK with
ξKi = g
(
wKi
)
= N−10,1
(FKi,c (wKi )) , (3.6)
whereN0,1 denotes the normal distribution with mean 0 and variance 1. ξKi is an auxiliary variable
that allows to estimate the spatial structure for the partitioning independent of intensity classes c.
This relationship g is the transformation function employed in equation 3.3b.
6.) Estimate the cross-covariance matrix BK between different locations at temporal resolution K
using
BK = cov(ξK , ξK), (3.7)
where ξK are the fields obtained in step 5).
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The major results of the pre-processing part are the cdfs F for each cell and intensity class and the
cross-covariance matrices B both at every temporal resolution. The cdfs F are estimated for every
location and intensity class c to investigate the maximum efficiency of the proposed disaggregation
method. Empirical estimates are used to calculate the cdfsF cell-wise for the entire domain, because
they can be directly computed. To achieve a parsimonious parametrization, theoretical cdfs with
regionalized parameters are required to circumvent an optimization problem with too many degrees
of freedom. However, the empirical functions estimated in this study are quite similar over space
and a few number of clusters could be found to allow a parsimonious parametric representation (see
supplementary material, Figure C.2). Such a regionalization would deteriorate the performance at
the grid cell level, but reduce the model complexity. The presented study provides a benchmark for
these approaches to be investigated in follow-up studies.
3.3.2 Generation of Precipitation Realizations
The procedure for generating precipitation realizations employs the estimated cross-covariance ma-
tricesB and the cdfsF . Figure 3.2 illustrates the single steps used in the proposed method. In detail,
these steps are the following:
1.) Fix a temporal resolution k, such that a precipitation field pK at scale K = 2k is available. For
example, one starts with a precipitation field at the monthly scale (K = 32) and targets a temporal
resolution at the biweekly scale (k = 16).
2.) Generate normal distributed values ξ˜K with the given covariance matrix BK . A new sequential
Gaussian sampling strategy, called anchor sampling, is applied to assure numerical stability during
the generation of ξ˜K . This new approach conditions the value generated at a specific cell on two
kinds of cells. First, a set of neighboring cells which preserves the local spatial structure that has the
strongest impact on the generated cell. Second, a set of anchor cells (typically much smaller than the
set of neighboring cells) that are equally distributed over the whole domain to represent the global
spatial structure correctly. The method is described in detail in Appendix A.
3.) Transform the generated Gaussian random field ξ˜K to their corresponding weights wK as
wKi = FKic −1
(
N0,1
(
ξ˜Ki
))
. (3.8)
This equation is the inverse to equation 3.6 and implies that the transformation depends on the cell
i, the temporal resolution K , and the intensity class c. The current intensity class is derived from
the given precipitation field pK (step 1.).
4.) Multiply the weights obtained in step 3.) with the available precipitation field pK to derive the
target precipitation field pk using equation 3.1. Exploiting the property of mass conservation (equa-
tion 3.2), it is sufficient to apply steps 3.) and 4.) only for the even time steps and derive the odd ones
as remainder.
5.) Repeat step 1.)-4.) for a finer temporal resolutions (i.e., K → K/2 and k → k/2) until the
target resolution is daily values (i.e., k = 1).
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It is worth mentioning that the weightsw are consistently generated in space using the cross-covariance
matricesB, but independently in time. The cascade approach used here, implicitly induces the tem-
poral correlation. For example, if the precipitation at a coarser scale is dry then the corresponding
finer resolution values are also dry.
3.4 Data Sets and Study Domain
The basic requirement for the proposed method is a given gridded data set with a fixed spatio-
temporal resolution. In this study, the spatio-temporal resolution of the data set is daily values cover-
ing the period from 1950 to 2010 at a4×4km2 spatial grid, resulting in more than 23 000 cells to cover
the domain of Germany. This data set was derived by interpolation of rain gauge data (≥ 5000 sta-
tions) from the German Weather Service (DWD) employing external drift kriging (Samaniego et al.,
2013). This data set is only used as a test case for the presented method. In general, the gridded
data set could be derived from various data sources such as rain gauges, weather radar, satellite based
remote-sensed precipitation, or climate or NWP model outputs.
The area of Germany is characterized by three main topographical regions: the North German Low-
lands, small mountain ranges in Central and Southern Germany (≤ 1000 m elevation), and high
mountains of the Alps at the Southern border (≤ 3000 m elevation). The complex topography of
Germany induces a wide spread in long-term annual precipitation ranging from less than 600 mm
in the Lowlands up to more than 2000 mm in the Alpine regions (Figure 3.3). Six contrasting loca-
tions have been selected to show more detailed results. These are Schleswig, Dortmund, and Berlin,
which are located in the North German Lowlands (Figure 3.3: locations (1), (2), and (4), respectively).
Berlin is exhibiting a more continental climate with less precipitation amounts compared to Dort-
mund and Schleswig both dominated by marine climate. Further locations are mountainous sites
in Central and Southern Germany, i.e., the Brocken and the Feldberg (Figure 3.3: locations (3) and
(5), respectively). The latter has an elevation of 1500 m and represents an alpine climate. Moreover,
Munich is representative of the Prealps region in Southern Germany (Figure 3.3: locations (6)).
Because of the orographic features as well as different hydro-climatic regimes, the area of Germany
provides well suitable test conditions for a stochastic precipitation generator.
3.5 Results and Discussion
3.5.1 Estimation of Intensity Classes C and Distributions F
The available gridded data is split into two disjoint sets for the calibration and the evaluation of the
proposed algorithm. The first one comprises the period from 1950 to 1990 and the second one from
1991 to 2010. The cdfs of the weightsF and the cross-covariance matricesB are estimated only during
the calibration period (Section 3.3.1).
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Locations:
1-Schleswig
2-Dortmund
3-Brocken
4-Berlin
5-Feldberg
6-Munich
Figure 3.3: Map of long term annual precipitation [mm] across Germany including the positions of
six locations representing different precipitation regimes: (1) Schleswig, (2) Dortmund,
(3) Brocken, (4) Berlin, (5) Feldberg, and (6) Munich.
These functions depend on the intensity classes c which are common for the whole domain and are
estimated beforehand (Table 3.1). The maximum number of classes is reached at the eight day scale
with 19 intensity classes. The number of classes decreases for lower temporal resolutions (e.g., daily
scale) because of the large spatial variability of precipitation cdfs at these scales and because of the
constraint that the intensity classes are constant over space. For higher temporal resolutions (e.g.,
32 day scale), the number of classes becomes even smaller because of the fewer number of available
time steps and the additional constraint that each class should have at least 150 data points.
As an example, the cdfsF of the weights to disaggregate two day to daily precipitation for two con-
trasting locations and for 14 intensity classes are shown in Figure 3.4, one located in lowlands (Figure
3.4a) and the other in highlands (Figure 3.4b). There is a large spread of the cdfs for the different
intensity classes because the lower intensity ones (up to 1 mm) have a higher probability of drawing
weight equal zero as compared to the high intensity ones (say, larger than 7.4 mm). This is a crucial
property for modeling the probability of dry days adequately. Such a distinctive partitioning for low
and high precipitation intensities can not be achieved with a single intensity class (gray line in Fig-
ure 3.4). Also, two intensity classes as proposed by Gu¨ntner et al. (2001) for sub-daily scales would
be insufficient (results not shown).
The cdf for the highest intensity class at the highland location exhibits a significant gap with respect
to the other cdfs (dark blue line in Figure 3.4b). For example, it attributes around 5% probability
to weights equal zero whereas all the others assign at least 10%. This can be seen as a shortcoming
of keeping the intensity classes constant over space. A better fit of the cdfs at this location could
be achieved by determining the intensity classes individually at each grid cell. This, in turn, would
imply an increase of the number of intensity thresholds by a factor of 23 000, which would lead to an
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class 2d scale 4d scale 8d scale 16d scale 32d scale
1 0.2 0.4 0.8 5.8 31.3
2 0.5 0.8 2.0 10.5 45.5
3 0.9 1.4 3.3 14.7 58.9
4 1.4 2.2 4.6 18.8 74.4
5 2.0 3.0 6.0 23.1 96.8
6 2.7 3.9 7.5 27.6 158.9
7 3.5 5.0 9.1 32.6 713.0
8 4.6 6.1 10.7 38.2
9 5.8 7.4 12.5 44.8
10 7.4 8.8 14.4 53.3
11 9.5 10.5 16.4 66.2
12 12.5 12.5 18.7 97.4
13 18.2 15.0 21.3 467.2
14 282.5 18.1 24.3
15 22.8 27.9
16 31.4 32.4
17 364.1 38.8
18 50.1
19 395.9
Table 3.1: Upper thresholds [mm] for precipitation intensity classes c estimated for the observed data
set for each temporal resolution during the calibration period 1950-1990. The lower thresh-
old of a particular class is the upper threshold of the preceding class. The lower threshold
of the first class is zero.
w w
F
Figure 3.4: Cumulative distribution function (cdf) F of the weights w between the two-day and
daily resolution for (a) location (4) Berlin and (b) location (5) Feldberg estimated during
the calibration period of 1950-1990. Colored lines indicate the cdfs for different intensity
classes (Table 3.1) ranging from low (red) to high intensities (blue). Gray lines show the
cdfs assuming only one intensity class.
overparameterized and impractical method. In this study, spatially constant thresholds are preferred
because the cdfsF are already location dependent.
Empirical evidence supporting the hypothesis related with the stationarity of the cdfsF is depicted in
Figure 3.5 for the six selected locations. In this figure, a quantile-quantile plot of empirical cdfsF for
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the disaggregation of two-day to daily precipitation estimated during the calibration and evaluation
period is shown. Most of the lines exhibit a close match with the 1:1-line, which implies that the cdfs
F have not changed from the calibration to the evaluation period. In addition, the non-parametric
Kolmogorov-Smirnov test under the null hypothesis that empirical cdfs F during the calibration
and evaluation periods are the same cannot be rejected for middle and high intensity classes at any
location at a 5% significance level. At the low intensity class (0.9-1.4 mm), the deviations from the
1:1 line are, in general, larger than for the other classes which indicates that a shift in the cdfsF from
the calibration to the evaluation period has occurred. At high altitude locations (3) and (5), these
mismatches, however, may be related to the comparatively small sample size during the evaluation
period leading to a wrong estimate of the cdfF .
Figure 3.5: Quantile-Quantile plot between the cdfsF for the partitioning of two-day precipitation
estimated during the calibration and evaluation period at six contrasting locations. The
cdfs are depicted for three selected intensity classes ranging from low (red lines) to high
ones (blue lines).
In general, several intensity classes c are required to capture the distinctive partitioning of low, medium,
and high precipitation intensities. Additionally, the assumption of stationary cdfsF holds quite well
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in the study domain for middle and high intensities, which are more important for rainfall-runoff
modeling as compared to low ones.
3.5.2 Verification of Precipitation Distribution Functions
The proposed method is used to stochastically disaggregate observed monthly precipitation during
the calibration and evaluation period based on empirical cdfs F and cross-covariance matrices B
estimated during the calibration period. One exemplary realization of a disaggregation cascade of
a 32 day field is depicted in Figure 3.6. The proposed method conserves the precipitation amount,
implying that the sum of the two disaggregated fields (i.e., two right fields) equals the field at the
coarser time step (i.e., left field). A spatial clustering of rainfall areas is achieved by the proposed
method, which can be attributed to the sequential sampling algorithm described in Appendix A.
Larger dry areas (blue cells in Figure 3.6) can be observed when the temporal resolution is increased,
in particular from the four to the two day resolution. This is due to the multiplicative cascade model
structure of the proposed method because a dry cell at a certain temporal resolution will also be dry
at all higher temporal resolutions.
The proposed method is utilized to generate two 100 member ensembles (one for each the calibration
and evaluation period). Disaggregated daily precipitation intensities are then compared against the
observed values. It is worth mentioning that the observed data set is only used for validation of the
proposed method during the evaluation period. In general, the estimated statisticsF and B can be
used for the disaggregation of various monthly data sets like climate or NWP model outputs such as
Kirtman et al. (2014).
Different percentiles covering low and high positive precipitation amounts are calculated for the ob-
servations and the simulations at each cell. These control points correspond to the decilesD1, . . . , D9
and three high percentiles on the upper tail for characterizing extreme precipitation intensities. The
selected high percentiles are the 95th, 99th, and 99.9th percentile.
The performance of the method is assessed by quantifying the mean absolute relative bias (MARB:
equation B.2 in Appendix B) between the median of the simulated and the observed value over given
statistics (e.g., deciles, high percentiles). Additionally, the 95% confidence interval of the simulations
is determined at each grid cell for all statistics mentioned above to test the null hypothesis that the
simulated and observed values are the same. The null hypothesis is rejected if an observed value is
outside of the 95% confidence interval. The rejection rate (RR) is estimated as the ratio between the
number of rejected statistics and the total number of tests.
During the calibration period, 92% of the cells exhibit a RR less than 40% (Table 3.2a). Cells ex-
hibiting RR greater than 40% are randomly distributed over Germany (Figure 3.7a). The MARB
for the deciles is, in general, less than 5% (Figure 3.7b). This bias is comparable to the measurement
error of rain gauges operated by the German Weather Service (MANOB, 2006; Sieck et al., 2007)
and thus emphasizes the reliability of the proposed method. Moreover, this bias is quasi-constant in
space which means that it can be associated with the noise in the random number sampling, which
is intrinsic to every stochastic generation framework.
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Start Disaggregated
step 1 step 2
32 d 16 d
16 d 8 d
8 d 4 d
4 d 2 d
2 d 1 d
Figure 3.6: One exemplary disaggregation cascade for a single 32 day field. The unit throughout the
panels is [mm]. The top left plot is an observed 32 day value. It is depicted in each row
how a low resolution value (left plot) is stochastically disaggregated to two higher resolu-
tion values (right plots).
The MARB for the high percentiles is significantly larger than those of the deciles during the cali-
bration period (compare Tables 3.2b and 3.2d for the calibration period). It should be noted, never-
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Deciles
a) b)
Rejection rate Percentage of cells MARB less Percentage of cells
less equal x% calibration evaluation equal x% calibration evaluation
0 28 22 1 0 0
20 59 41 2.5 49 27
40 92 69 5 100 77
60 99 86 7.5 100 94
80 100 96 10 100 99
High percentiles
c) d)
Rejection rate Percentage of cells MARB less Percentage of cells
less equal x% calibration evaluation equal x% calibration evaluation
0 44 61 5 36 28
40 87 94 10 73 70
80 99 100 20 98 98
Table 3.2: Percentage of cells exhibiting a given level of (a) rejection rate (RR) and (b) mean absolute
relative bias (MARB) with respect to all deciles. Tables (c) and (d) are the same as (a) and
(b), but for high percentiles, which are the 95th, 99th, and 99.9th percentile.
theless, that these biases are dominated by heavy precipitation events, which occur very rarely. Most
cells (87%) exhibit a RR less than 40% (Table 3.2c). Hence, the simulated precipitation at higher per-
centiles is less precise (i.e., exhibit larger MARB) than those obtained at lower ones, but still exhibit a
comparable RR. This characteristic is advantageous for a downscaling technique because a low RR
of high precipitation amounts is crucial for hydrological applications, such as flood forecasting.
During the evaluation period, the number of cells exhibiting a given level of RR for deciles is less than
the corresponding one obtained during the calibration period (Table 3.2a). In fact, the percentage
of cells exhibiting a RR less than 40% decreases from 92% during the calibration period to 69% dur-
ing the evaluation period. Cells exhibiting a high RR are clustering in Central-Northern Germany
(Figure 3.7c), which coincide with the region exhibiting the highest MARB (Figure 3.7d).
The shift in the observed precipitation distribution functions between the calibration and evalua-
tion period, however, is substantially larger (Figure 3.8a). For example, Central-Northern Germany
exhibits differences up to 17% and, overall, 55% of the cells exhibit a MARB greater than 5%. Consid-
ering the generated precipitation ensemble during the evaluation period, the MARB is only in few
locations higher than 10% (Figure 3.8b) and, overall, only 23% of the cells exhibit a MARB greater
than 5% (Table 3.2b). This highlights that the proposed method is to a large extent able to model
the shift seen in observed precipitation cdfs between the calibration and evaluation period. It should
be noted, however, that the change in observed precipitation cdfs between the calibration and the
evaluation periods might be more related to differences in the observational data set rather than to
climate change because there is a significant decrease in density of operated rain gauges in Northern,
Central, and Eastern Germany between these two periods.
Figure 3.9 shows a detailed analysis of observed and simulated precipitation cdfs at the six different
locations depicted in Figure 3.3. The proposed disaggregation method is able to reproduce the loca-
tion dependent precipitation intensities very well because the cdfsF are estimated for every location
individually. Regionalization of the precipitation intensity classes could lead to a better estimate at
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Figure 3.7: Evaluation of deciles of the precipitation distribution function at every grid cell. (a)
The rejection rate (RR) and (b) the mean absolute relative bias (MARB) over all deciles
D1, . . . , D9 during the calibration period. Second row: same as the first row, but for the
evaluation period.
mountainous sites, for example for high precipitation intensities at location (5) (Figure 3.9). Other
highland locations, however, exhibit an estimate that is as good as that of lowlands, e.g., compare
location (2) and (3) in the same Figure.
The 95% confidence interval is very narrow for exceedance probabilities higher than 1% and is widen-
ing below this threshold (Figure 3.9). Narrow uncertainty bands are estimated for frequently occur-
ring precipitation intensities such as deciles D1 to D9. A side effect of this characteristic is the rela-
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Observations Generated
(a) (b)
Figure 3.8: Panel (a) shows the differences in observed precipitation distribution functions between
calibration and evaluation periods. For comparison, panel (b) shows the difference be-
tween the simulation and observation during the evaluation period (same as Figure 3.7d).
The differences are calculated as the mean absolute relative bias (MARB) over all deciles
D1, . . . , D9 of the respective distribution functions.
tively high RR for deciles although the corresponding MARB is less than 10% during the evaluation
period (Figures 3.7c and 3.7d).
By design, any stochastic precipitation generator is calibrated on a set of statistics that have to be
reproduced as close as possible. Commonly, these statistics are moments of precipitation cdfs (Wilks,
1998; Maraun et al., 2010). For example, if these cdfs change over time, simulated precipitation will
diverge from observations. The proposed method is quasi-insensitive to most of these shifts as long as
the disaggregation scheme remain invariant over time. A change in the disaggregation scheme could
be caused, for example, by shifts in the precipitation regime from frontal to convective ones.
3.5.3 Probability of Dry Days
In addition to the ability of reproducing the cdfs of precipitation greater than zero, a precipitation
generator should have the skill in correctly estimating dry precipitation conditions, which are im-
portant for drought studies (Sheffield et al., 2004; Vidal et al., 2010; Samaniego et al., 2013). For this
purpose, the performance of the proposed method with respect to the probability of dry days (P0)
is analyzed and depicted in Figure 3.10. A day is defined as dry if the precipitation intensity at that
day is less than 0.1 mm.
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Figure 3.9: Exceedance probabilities of daily precipitation depicted for six selected locations (Fig-
ure 3.3) during the evaluation period 1991-2010. Dots mark the observed values at ex-
ceedance probabilities of 0.1%, 1%, 5%, 10%, 20%, 30%, . . . , 100%. Solid lines depict
the median of simulations and dashed lines the 95% confidence interval. The horizontal
dashed line shows the 50% exceedance probability.
In general, the eastern part of Germany and the lowlands in Southern Germany are characterized
by relatively higher number of dry days compared to the rest of Germany (Figures 3.10a and 3.10d).
This spatial feature is correctly represented by the simulations (Figures 3.10b and 3.10e). The relative
biases are generally less than 4% during the calibration period (Figure 3.10c). The performance of the
method deteriorates during the evaluation period. The relative biases during this period are between
±8% (Figure 3.10f).
It is worth mentioning that the areas with the strongest over- and underestimation of P0 during
the evaluation period coincide with those areas exhibiting the highest MARB over all deciles (Fig-
ure 3.7d). This is a consequence of the mass conservation of precipitation amounts, which is intrinsic
in the proposed method. In other words, if the number of dry days would be overestimated, then
positive precipitation amounts would be distributed over fewer days, which leads to an overesti-
mation of precipitation intensity. The other way around is also possible. This interplay links the
precipitation cdf with the probability of dry days.
3.5.4 Extreme Precipitation Characteristics
The correct representation of extreme daily precipitation characteristics is crucial for the estimation
of both high and low streamflow. The total precipitation amount above the 95th percentile (r95p)
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Figure 3.10: Probabilities of dry days for (a,d) the observations and (b,e) the ensemble median of sim-
ulations during the calibration (1950-1990) and the evaluation period (1991-2010). The
relative bias between the ensemble median of simulations and the observations is shown
in panels (c) and (f) during the calibration and evaluation period, respectively.
and the maximum number of consecutive dry time steps (CDT ) are selected as evaluation criteria
for extreme wet and dry conditions, respectively. r95p quantifies the upper tail of the precipitation
cdf whereas CDT indicates the duration of extreme dry spells. Both of these indices have been
frequently used for the evaluation of modeled precipitation (Sillmann and Roeckner, 2008; Herrera
et al., 2010; Thober and Samaniego, 2014).
In general, the absolute relative bias (ARB: equation B.1 in Appendix B) for CDT is higher than
that of r95p, reaching values up to 40% and 10%, respectively (Figures 3.11a and 3.11b). This result
is a consequence of estimating cdfs F explicitly for high precipitation amounts whereas the length
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of dry spells is an emerging characteristic of the proposed method. In particular, regions with high
annual precipitation exhibit a relatively higher bias in r95p than other regions but lower bias in
CDT (e.g., Black Forest in South-Western Germany). The highest biases in CDT occur in areas
exhibiting the shortest dry spells (e.g., Western Germany).
Figure 3.11: Median of absolute relative bias (ARB) between the simulated daily ensemble and the
observed daily values for the extreme indices (a) r95p and (b) CDT at every cell during
the evaluation period. r95p denotes the sum of rainfall above the 95th percentile and
CDT denotes the maximum number of consecutive dry time steps. Boxplots show the
ensemble variability of relative bias for (c) r95p and (d) CDT with respect to the obser-
vations (dashed line) at six selected locations (Figure 3.3). The median of the ensemble
is represented by a bold black line. The box ranges from the 25th to the 75th percentile.
The whiskers show the range of the 95% confidence interval and the asterisks mark the
minimum and maximum value.
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The spatial variability of the ARB of r95p is smoother than that of CDT (compare Figures 3.11a
and 3.11b). This feature is related to the sample size used to estimate these indices. While 5% of the
wet time steps are considered for calculating r95p, only the maximum value of consecutive dry time
steps is considered for estimating CDT .
The variability of the ARB for the whole simulated ensemble is shown in detail at six selected loca-
tions in Figures 3.11c and 3.11d. The simulated r95p ensemble is not covering the observed value of
r95p at locations (1) and (5) (Figure 3.11c), which is caused by a combination of a large bias and lack of
spread in the ensemble. These mismatches occur at 11% of the cells. Most of these cells are located in
the highlands because the common intensity classes are not necessarily suitable for these. For exam-
ple, location (5) is one of the highest locations in Germany and the errors obtained for this location
represent quite well the maximal error that this algorithm is producing in Germany. This, however,
does not imply that most highland locations are exhibiting higher biases. For example location (3)
has a median bias of less than 5%.
The ensemble median and spread of the bias for CDT are greater than those obtained for r95p
(Figure 3.11d). For example, the ensemble median is exhibiting a large negative bias at locations (1)
and (2) of up to -35%. Such a large negative bias tend to occur in regions exhibiting a high ARB
(Figure 3.11b). This implies that the proposed method tends to generate dry spells that are too short
compared to the observations. This shortcoming is a consequence of the fact that there is no explicit
assumption about the temporal dependency of the weights. This method is however able to achieve
reasonable estimates at other locations such as (3), (4), and (5). Although the relative bias of CDT
are in general greater than those of r95p, the percentage of cells where the simulated range does not
cover the observed value (e.g., at location (6)) is approximately equal to that obtained for r95p (i.e.,
11%). Hence, predicting one index (CDT ) with a lower level of precision does not necessarily imply
that the rate of mismatches would increase.
3.5.5 Spatial Correlation for different Scales and Seasons
A crucial requirement for a gridded WG is to reproduce the spatial pattern of observed precipitation
fields. To test this requirement, the cross-correlation coefficients ρ between simulated time series
separated by a given distance are compared against the corresponding ones obtained with the obser-
vations.
Six locations, two temporal resolutions, and two seasons are selected for depicting the results of this
test (Figure 3.12). As expected, the correlation coefficients ρ decrease with increasing distance as pre-
cipitation amounts become more independent of each other. The magnitude of this decrement,
however, is location, scale, and season dependent. For example, a sharp decrease of ρ values for dis-
tances smaller than 40 km can be observed for mountainous locations (Brocken (3) and Feldberg (5))
whereas a smooth decrease is observed for the other locations lying in lowland areas. Furthermore,
the correlation coefficient ρ of daily values decreases more rapidly than that of weekly values (solid
blue and red lines, respectively). This stems from the fact that weekly rainfall fields are aggregating
daily ones and thus become stronger connected in space.
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Figure 3.12: Pearson cross-correlation coefficients ρ between specific locations and all other locations
averaged over distance in bins of 5 km width during the evaluation period. The Pearson
cross correlation ρ is shown for the observations (solid lines) and simulations (dashed
lines). Red lines have been calculated for the weekly time scale (8 d). For the daily scale,
blue lines have been estimated using the whole data set for all months, brown lines for
summer months (MJJASO), and green lines for during winter months (NDJFMA). Ad-
ditionally, the 95% confidence interval is depicted as bands. The Pearson cross correlation
is shown for six selected locations (Figure 3.3).
The cross-correlation ρ estimated for daily values during winter is significantly higher than those es-
timated using the whole data set and is less than those of weekly values (Figure 3.12: compare brown
with blue and red solid lines, respectively), whereas the one estimated during summer is typically the
lowest among all considered scales and seasons (green solid line). This is related to the frequency of
occurrence of stratiform and convective precipitation. The former distributes precipitation amounts
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evenly over large areas (i.e., several hundred kilometers). The latter evolves more often during sum-
mer when solar radiation is stronger. Convective precipitation only occurs over a very limited spatial
extent and thus leads to weaker spatial correlations at larger distances.
For the weekly scale, the observed ρ values are always within the 95% confidence interval of the sim-
ulations at all reference locations (red lines in Figure 3.12). For the daily scale, the observed ρ values
are however often higher than the simulated ones and lying outside of the 95% confidence interval
regardless of the season (blue, brown, and green lines in Figure 3.12). This implies that the simulated
precipitation amounts are spatially less correlated than the observations. The intrinsic randomness
in the generation procedure causes this lack of performance because it introduces random noise in
the simulated fields. This randomness becomes more apparent at the daily time scale because the
precipitation amounts exhibit the strongest intermittency at this scale. The proposed method, how-
ever, is still able to replicate distinctive location dependent features such as the sharp decrease of the
Pearson correlation in the neighborhood of highland locations (Figures 3.12c and 3.12e). It is worth
mentioning that this distinctive feature, would not have been achieved if the WG would have as-
sumed an isotropic covariance structure, which is often assumed in literature (Paschalis et al., 2013).
Moreover, the method is able to correctly reproduce higher cross-correlations during winter and
lower ones during summer, which implies that the method is able to reproduce seasonal changes in
the spatial precipitation structure. This is achieved by estimating covariance matricesB individually
during both seasons.
3.5.6 Evaluation at Multiple Temporal Scales
In addition to a realistic representation of observed daily precipitation characteristics, the proposed
WG should also preserve these at multi-day resolutions, e.g., at 2, 4, 8, and 16 days. For this pur-
pose, the relative bias between observations and the median of the simulations for different statistics
over the whole study domain is analyzed during the evaluation period (Figure 3.13). The investi-
gated statistics are: (a) decilesD1, . . . , D9; (b) r95p; (c)CDT ; and (d) the Pearson cross correlation
coefficient ρ.
With regard to the deciles, 95% of the grid cells exhibit a relative bias ranging between -10% and 25%
(Figure 3.13a). Among all deciles, the largest absolute values of relative biases are obtained for deciles
D1 andD2 (results not shown). This is due to the fact that the precipitation amounts at this level are
relatively small by value and thus small deviations cause high relative biases. The relative biases for
high deciles range between ±5% irrespective of the considered temporal resolutions. These results
indicate that the proposed method is able to reproduce precipitation cdfs over different time scales
sufficiently well.
In case of the r95p, 95% of the grid cells exhibit relative biases ranging from -6% to 10% (Figure 3.13b).
Additionally, half of the relative biases are between -2% and 3%, which emphasizes the ability of the
proposed method to precisely reproduce high extreme precipitation amounts at multiple time scales.
This is due to the explicit consideration of the precipitation intensity classes in the calculation of the
cdfsF (equation 3.5).
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Figure 3.13: Boxplots of relative bias between the median of simulations and observations over all
cells during the evaluation period for a specific temporal resolution and statistic. The
presented statistics are (a) all deciles, (b) the index r95p, (c) the index CDT , and (d) the
Pearson cross correlation coefficientρ. The median of relative bias is marked as black line.
The box ranges from the 25th to the 75th percentile. The whiskers show the spread of the
95% confidence interval and the asterisks mark the minimum and maximum value.
The relative bias for CDT ranges from -30% to 50% for 95% of the cells and from -15% to 25% for
half of the cells (Figure 3.13c). At low temporal resolutions (e.g., 8 and 16 days), the relative biases are
difficult to interpret because of the low CDT values. For example, at the 16 day scale, the median
CDT in the observations takes the value of one time step. In this case, a deviation by one unit
implies a relative bias of 100%. At high temporal resolutions (e.g., 1, 2, and 4 days), the uncertainty is
larger as compared to that of the other statistics because there is no explicit restriction to guarantee a
realistic temporal relationship of the weightsw. The relative bias forCDT is however symmetrically
distributed around its median, which is close to zero.
The range of the relative bias for the Pearson cross-correlation coefficient ρ is between -17% and 5%
for 95% of the cell pairs (Figure 3.13d). The median of the relative bias is negative for every temporal
resolution, which implies that the proposed method systematically generates fields that are spatially
less correlated than the observed ones. In particular, half of the relative biases are between -10% and
-5% for high temporal resolutions (e.g., 1 and 2 days). The magnitude of underestimation decreases
for lower temporal resolutions (e.g., 4, 8, and 16 days), where half of the relative biases are between
-5% and 0%, which implies that the underestimation is negligible at these temporal resolutions.
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3.5.7 Temporal Correlation
Since the weights w are sampled independently in time, it has to be tested whether the simulated
time series preserve the observed temporal structure of precipitation. As an example, the Pearson
auto correlation coefficients γ of daily precipitation for lag times up to ten days are analyzed at six
selected locations during the evaluation period (Figure 3.14).
Figure 3.14: Autocorrelation γ for daily values up to ten lag days at six locations (Figure 3.3) dur-
ing the evaluation period. Solid lines depict the autocorrelation for the observations.
Dashed lines show the median autocorrelation for the simulations and the band quan-
tifies the 95% confidence interval of simulations.
The coefficients γ obtained from the observations (solid blue line) decrease sharply with increasing
lag time at all locations because the precipitation fields over Germany are governed by synoptic cir-
culation patterns which exhibit a high temporal variability. The simulations also exhibit this feature,
which is an emerging property of the cascade model structure (equation 3.1). For instance, if an eight
day time step is dry, then also all corresponding daily time steps are modeled as dry.
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Mountainous locations (3) and (5) exhibit the highest observed correlation coefficients γ at a one day
lag time (γ = 0.36) (Figure 3.14c and 3.14e, respectively). In these locations, daily auto-correlation
is high because precipitation amounts are strongly related to orography. The proposed WG is able
to reproduce this feature to some extent because the fraction of dry time steps at each location is
explicitly considered in the cdfsF .
The auto-correlation of the generated time series are underestimating those of the observations at
short lag times (i.e., less than three lag days), in particular at mountainous locations (Figures 3.14c
and 3.14e). Explicitly introducing temporal correlations of the weights w in the proposed method
may reduce this bias at the daily time scale. This, in turn, would at least double the computational
cost of the proposed method because the lag-1 auto-covariance matrix among all locations has to be
included which has the same dimension as a cross-covariance matrix B.
In general, the temporal correlation is less than the spatial one for all locations (compare Figures 3.14
and 3.12). This fact justifies the assumption of the proposed method to explicitly consider the spa-
tial cross-covariance (equation 3.3b) but neglect an explicit relationship to account for the auto-
covariance of precipitation, which is frequently formulated in the literature (Wilks, 1998, 2009; Hun-
decha et al., 2009).
3.6 Conclusions
A novel method for seamless stochastic disaggregation of monthly to daily precipitation fields is
proposed in this study. It is based on a multiplicative random cascade model that assumes quasi-
stationary cdfs for partitioning precipitation instead of assuming stationary moments of precipita-
tion. A modified sequential sampling algorithm using anchor points is introduced to ensure its ap-
plicability to spatial grids of any resolution and extent. Moreover, this method conserves the precip-
itation mass throughout multiple temporal scales, e.g., from 32 to 16 days and so forth until reaching
daily values. The proposed method is tested on a high-resolution observational data set over Ger-
many and complements spatial downscaling frameworks such as Wood et al. (2002) to provide a full
spatio-temporal downscaling scheme for monthly data sets like Kirtman et al. (2014) and Harris et al.
(2014).
The analysis is carried out during a calibration and an evaluation period to test the assumptions of
stationarity and evaluate model performance during a future period, which is frequently neglected
(Charles et al., 1999). Results show that bias in precipitation distribution functions is negligible
(<5%) for both the calibration and evaluation period for all considered time scales, which implies that
distinctive location dependent precipitation characteristics are correctly estimated by the proposed
WG. The particularly low mean absolute relative bias obtained during the evaluation period also
highlights the capability of the proposed method during future periods.
Regarding extreme events, high precipitation amounts are correctly reproduced with bias less than
10% during the evaluation period for all temporal resolutions. The good agreement between the
median simulated and observed spatial cross-covariance at different seasons and locations highlight
the effectiveness of the spatial sampling algorithm. Moreover, the narrow confidence intervals of
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the simulations at daily and weekly temporal resolutions indicate the strength of the disaggregation
mechanism. The temporal auto-covariance of daily precipitation is an emerging feature of the cas-
cade model structure implemented in this WG, which is advantageous because no assumption in this
respect is needed. These results highlight that the stationarity of the cdfs for partitioning precipita-
tion holds quite well over Germany during the evaluation period, which is a crucial requirement for
applications during future periods.
The proposed method employs very detailed information about the partitioning of precipitation at
different locations, intensities, and temporal scales, which constitute an enhancement of available ap-
proaches such as Gu¨ntner et al. (2001). Further research is required to develop a parsimonious model
that incorporates a suitable parametrization and regionalization of the cdfsF . This regionalization
should exploit the dependency between precipitation amounts and specific location characteristics
such as elevation and geographic location. With respect to the cross-covariance matricesB, it is worth
investigating whether there are stochastic processes that would be able to approximate the empirical
matrices sufficiently well.
105
Chapter 3
Stochastic Temporal Disaggregation of Monthly Precipitation for Regional Gridded Data Sets
106
Chapter 4
On the Capability of the North American
Multi-Model Ensemble for Seasonal Soil
Moisture Drought Prediction over Europe
Aknowledgments:
This study was carried out within the Helmholtz-Association climate initiative REKLIM (www.reklim.de)
and was supported by the Helmholtz Interdisciplinary School for Environmental Research (HI-
GRADE). We acknowledge the E-OBS dataset from the EU-FP6 project ENSEMBLES (http://ensembles-
eu.metoffice.com) and the data providers in the ECA&D project (http://www.ecad.eu). We also
would like to thank the International Research Institute for Climate and Society (IRI; http://iridl.ldeo.columbia.edu/SOURCES/.Models/
.NMME/) for making the NMME dataset available.
submitted as:
Stephan Thober, Rohini Kumar, Justin Sheﬃeld, Juliane Mai, David Scha¨fer, and Luis Samaniego,
“On the Capability of the North American Multi-Model Ensemble for Seasonal Soil Moisture Drought
Prediction over Europe”, Journal of Hydrometeorology, accepted with minor revision, 2015
Chapter 4
On the Capability of the North American Multi-Model Ensemble for Seasonal Soil Moisture Drought Prediction over
Europe
4.1 Abstract
Agricultural droughts diminish crop yields and can lead to severe socio-economic damages and hu-
manitarian crisis (e.g., famine). Hydrologic predictions of soil moisture (SM) that forecast droughts
several months in advance are needed to mitigate the impact of these extreme events. In this study,
the capability of a seasonal hydrologic prediction system for SM drought over Europe is investigated.
The prediction system is based on meteorological forecasts of the North American Multi-Model
Ensemble (NMME) that are used to drive the mesoscale Hydrologic Model (mHM). The skill of
the NMME based forecasts is compared against those based on the Ensemble Streamflow Predic-
tion (ESP) approach for the hindcast period of 1983-2009. The NMME based forecasts exhibit an
Equitable Threat Score that is on average 69% higher than the ESP based ones at a six month lead
time. Among the NMME based forecasts, the full ensemble outperforms the single best performing
model CFSv2, as well as all subensembles. Subensembles, however, could be useful for operational
forecasting at the expense of minor performance losses (less than 1%), but with substantially reduced
computational costs (up to 60%). Regardless of the employed forecasting approach, there is consid-
erable variability in the forecasting skill ranging up to 40% in space and time. High skill is observed
when forecasts are mainly determined by initial hydrologic conditions. In general, the NMME based
seasonal forecasting system is well suited for a seamless drought prediction system as it outperforms
ESP based forecasts consistently over the entire study domain at all lead times.
4.2 Introduction
Droughts appear worldwide and belong to the most devastating natural catastrophes. Droughts
are defined as dry anomalies and occur in all compartments of the hydrological cycle (Sheffield and
Wood, 2011) such as the atmosphere (meteorological drought), streamflow and groundwater (hy-
drological drought), and root zone soil moisture (agricultural drought). We focus here on agricul-
tural droughts because they are able to reduce crop yields leading to substantial socio-economic dam-
ages. For example, the 2003 European drought has caused losses of the order of 13 bn EUR (COPA-
COGECA), whereas in the U.S. it is estimated that droughts lead to damages of 10 bn USD on av-
erage per event (Smith and Matthews, 2015). In developing countries, droughts even threaten the
livelihood of societies. The 2010-2011 drought in the Horn of Africa, for example, led to a severe hu-
manitarian crisis affecting around 12 million people (Relief, 2011; Dutra et al., 2013). Drought early
warnings can help to mitigate the impact of these disasters several months in advance, but only if
they are based on skillful seasonal forecasting systems.
State-of-the-art seasonal forecasting systems employ either dynamical or statistical frameworks to
generate a drought forecast. Statistical frameworks, for example, use conditional distribution func-
tions of observed historical datasets for drought prediction (Shahrbanou Madadgar and Hamid
Moradkhani, 2013). Statistical frameworks, however, tend to be outperformed by dynamical ones,
which represent the physics of the Earth system. Dynamical prediction systems typically constitute
of coupled Global Circulation Models (CGCMs), which provide climate forecasts (CFs) of meteo-
rological variables (e.g., precipitation and air temperature). These forecasts are then used to force a
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hydrological model that can reliably simulate the land surface components of the hydrological cycle
such as root zone soil moisture (SM). Previous studies have assessed the forecast skill of experimen-
tal prediction systems for specific drought events (Luo and Wood, 2007; Dutra et al., 2013) as well
as for multi-decadal hindcast periods (Shukla and Lettenmaier, 2011; Yuan et al., 2011; Wang et al.,
2011; Mo et al., 2012; Yuan et al., 2013b,a; Mo and Lettenmaier, 2014; Shukla et al., 2014; Yuan et al.,
2015). In these studies, the Ensemble Streamflow Prediction (ESP) approach is frequently used as a
benchmark for representing climatological skill (Day, 1985). ESP is a statistical method that resamples
meteorological forcings from a historic dataset to represent the forcing uncertainty under unknown
future conditions. It has been used to discriminate between the impact of initial hydrologic condi-
tions (IHCs) and that of CFs on hydrologic predictions (Wood and Lettenmaier, 2008; Shukla and
Lettenmaier, 2011; Shukla et al., 2013).
Previous studies indicate that SM predictability depends strongly on the region considered. For ex-
ample, ESP based SM forecasts in the Western United States are as skillful as CF based ones and
the predictions only add value at one month lead time (Shukla and Lettenmaier, 2011; Mo et al.,
2012). In contrast, the National Center for Environmental Prediction Climate Forecasting System
(CFS) version one and two provide more skillful SM drought forecasts than ESP in the Central
and Eastern United States up to six months lead time (Yuan et al., 2013b). This might be related to
stronger correspondence of drought to the El Nin˜o-Southern Oscillation (ENSO) in these regions
and thus a higher atmospheric predictability (Mo, 2011; Mo and Lyon, 2015). A similar finding has
been observed by Dutra et al. (2013) for a hindcast of the 2010-2011 Horn of Africa drought using
the European Centre for Medium-Range Weather Forecasts (ECMWF) seasonal forecasting systems
S3 and S4. They reported high predictability for periods associated with a La Nin˜a event and less
predictability otherwise. Although such ENSO teleconnections are weaker in Europe, Yuan et al.
(2015) observed that CGCM based drought forecasts exhibit higher skill than ESP based ones up
to five months lead times over the Danube river basin. In that study, the authors employed the re-
cent North American Multi-Model Ensemble (NMME) which comprises 101 realizations of a multi-
institutional, multi-model ensemble of climate forecast models up to lead times of 9-10 months (Kirt-
man et al., 2014). The spatio-temporal distribution of SM drought forecasting skill using NMME
over Europe has, however, not yet been fully evaluated. A high forecasting skill irrespective of the
location and lead time is a fundamental requirement for a seamless prediction system.
Few studies focused on drought predictability during particular drought phases such as the develop-
ment, onset, and recovery. In one of these, Mo (2011) reported that drought recovery is more difficult
to predict as it evolves on a shorter time scale than the development. Yuan and Wood (2013) reported
that NMME models add skill to forecasts of meteorological drought onsets in tropical regions, but
not in extra-tropical ones. In contrast to precipitation, SM drought predictability depends strongly
on the IHCs (Wood and Lettenmaier, 2008), which are substantially drier during the recovery than
during the development phase. This characteristic has not been exploited when investigating the
impact of IHCs on SM forecasts.
Multi-model forecasting ensembles such as CFSv2, ECMWF S4, and NMME have ever-increasing
ensemble sizes to provide a better estimate of model uncertainty. This implies that they also offer
more than one meteorological forcing time series for assessment studies. Nonetheless, most assess-
ment studies focus only on the grand ensemble mean (Dutra et al., 2013; Mo et al., 2012; Yuan et al.,
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2013b, 2015, among others). Few studies related the performance of the grand ensemble to that of in-
dividual models (Yuan and Wood, 2013; Mo and Lettenmaier, 2014). Thober and Samaniego (2014)
recently showed that investigating subensembles, which do not take all realizations into account,
has the potential to increase ensemble performance for reproducing extreme precipitation and tem-
perature indices. Considering the fact that SM predictability is highly dependent on the quality of
precipitation forecasts, subensembles could help either to increase the forecasting skill, or to reduce
computational load for operational forecasts without loosing predictability.
Given the current knowledge regarding NMME based SM drought forecasts over Europe, four re-
search questions constitute the main goal of this study. 1) Are NMME based drought forecasts more
skillful than ESP based ones over larger parts of the European domain? 2) How is the drought fore-
casting skill distributed in space and time? 3) How skillful are subensembles in forecasting European
droughts in comparison to single NMME models and the full ensemble? 4) How do IHCs impact
drought forecasting skill during drought development and recovery?
To address these research questions, the mesoscale Hydrologic Model (mHM, Samaniego et al., 2010;
Kumar et al., 2013a) is used to simulate SM for monthly NMME based precipitation and air temper-
ature forecasts for the hindcast period of 1983-2009. These NMME based forecasts are contrasted
against those based on the ESP approach, which serve as a benchmark in this study. The mHM de-
rived SM forecasts are then transformed to a quantile based soil moisture index (SMI). The SMI lies
in the interval [0,1] and a threshold of 0.2 is used to classify droughts. This cutoff implies that the
lower 20% of SM states occurring in a given time period (e.g., a month) are considered as drought.
Reference SMI fields are created using the observation based E-OBS dataset (Haylock et al., 2008) to
assess the skill of the different forecasting approaches employing the Pearson correlation coefficient
and the Equitable Threat Score (ETS).
4.3 Methods and Datasets
4.3.1 Climate Forecasts (CFs)
The forecasting dataset used in this study incorporates realizations of eight global climate models
from the NMME with ensemble members varying between 6 and 24 per model (Table 4.1, see also
Kirtman et al. (2014)). Monthly CFs of precipitation and air temperature are provided globally at a
1◦ × 1◦ spatial resolution for lead times up to eight months. In total 101 realizations are used in this
study available from the International Research Institute for Climate and Society. The performance
of these models for SM drought forecasts is analyzed for the overlapping hindcast period of 1983-
2009. The analysis is conducted over the European domain covering an area between 10◦W-45◦E
and 35◦N-55◦N.
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Acronym Model Institute Ensemble
members
CCSM3 Community Climate System Model, Version 3 University of Miami, Rosenstiel School of Marine
and Atmospheric Science
6
CM2p1 Climate model version 2.1 Geophysical Fluid Dynamics Laboratory 10
ECHAMA ECHAM version 4.5 anomaly coupled International Research Institute for Climate and So-
ciety
12
ECHAMD ECHAM version 4.5 direct coupled International Research Institute for Climate and So-
ciety
12
GEOS5 Goddard Earth Observing System Model ver-
sion 5
National Aeronautics and Space Administration 12
CFSv1 Climate Forecasting System version 1 National Center for Environmental Prediction 15
CFSv2 Climate Forecasting System version 2 National Center for Environmental Prediction 24
CanCM3 Canadian Coupled Global Climate Model ver-
sion 3
Canadian Meteorological Center 10
Table 4.1: Climate Forecasting models used in this study, Institute they are developed at, and ensem-
ble members available (see Kirtman et al. (2014) for details).
4.3.2 Construction of Soil Moisture Forecasts
The well-constrained mesoscale Hydrologic Model (mHM, Samaniego et al., 2010; Kumar et al.,
2013a) is used here to generate gridded estimates of SM fields over the study domain. mHM is a
spatially explicit distributed hydrologic model in which hydrological processes are conceptualized
similar to these of other existing large-scale models like the VIC (Liang et al., 1996) and the Water-
GAP model (Do¨ll et al., 2003). It is driven by daily gridded fields of precipitation, air temperature,
and potential evapotranspiration to simulate different components of the terrestrial hydrological sys-
tem such as canopy interception, snow accumulation and melt, soil moisture and infiltration, runoff
generation and evapotranspiration, deep percolation and base flow, and flood routing between grid
cells. The model is open source (www.ufz.de/mhm) and readers interested in more details may refer
to Samaniego et al. (2010). To date, mHM has been successfully applied to several river basins in Ger-
many, North America, and Europe (Samaniego et al., 2010, 2013; Kumar et al., 2013a,b; Samaniego
et al., 2014). In this study, a similar model setup with respect to terrain, soil, and land cover char-
acteristics is used as in Rakovec et al. (2015), who demonstrated the ability of mHM to adequately
represent the spatio-temporal dynamics of runoff, evapotranspiration, soil moisture, and total water
storage anomaly over a wide range of European river basins.
The reference monthly SM field is obtained by forcing mHM with the observation based gridded
E-OBS dataset (v8.0, Haylock et al., 2008) during the period 1950-2010. The E-OBS dataset is ag-
gregated to 1◦ grid resolution to be compatible with the resolution of the NMME dataset. This
reference SM field is then used to represent IHCs at the beginning of each month during the hind-
cast period (1983-2009).
Furthermore, the E-OBS dataset is used to set up the NMME and ESP based forecasts. The ESP
forecast ensemble is created by resampling the meteorological dataset (i.e., E-OBS) of the hindcast
period for a given target month excluding the year of that month, which is similar to the approach
of previous studies (Twedt et al., 1977; Day, 1985; Wood and Lettenmaier, 2008; Shukla et al., 2013,
among others). In total, the ESP forecasting ensemble consists of 26 members. The spatio-temporal
variability of the E-OBS dataset is employed to disaggregate NMME based monthly precipitation
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forecasts to their corresponding daily values using a multiplicative cascade approach (Thober et al.,
2014). This approach preserves the observed spatial patterns at the daily time scale as well as the
monthly amount of the forecasted precipitation. Each monthly NMME forecast is stochastically dis-
aggregated to an ensemble of 25 daily realizations, thus increasing the overall ensemble size to 2525 (=
101× 25). The daily weights for disaggregating the monthly temperature forecasts are derived from
the E-OBS dataset for a given target month. This procedure is similar to the rescaling technique
used by Yuan et al. (2015). The rescaled temperature estimates are then also used to adjust poten-
tial evapotranspiration, which is calculated using the Hargreaves-Samani approach (Hargreaves and
Samani, 1985). The daily mHM derived SM fields for both forecasting systems are then averaged to
their monthly estimates. A representative SM field for a given NMME model realization is created
by averaging the corresponding estimates derived from the 25 disaggregated meteorological forecasts
because there is no significant variability among the latter fields as they are all forced with the same
monthly precipitation and air temperature.
4.3.3 Calculation of Soil Moisture Index
The monthly SM fields are converted into their respective quantiles using a non-parametric kernel
density estimation method for the drought analysis. The kernel density fˆ(x) is estimated by
fˆ(x) =
1
nh
n∑
k=1
K
(
x− xk
h
)
(4.1)
for a given sample of n SM fractions x1, . . . , xn, bandwidth h, and kernel function K . A Gaussian
kernel is used in this study and the bandwidth h is estimated by an optimization against a cross-
validation error estimate (see Samaniego et al. (2013) for details). The respective quantiles, hereafter
denoted as soil moisture index (SMI), and the corresponding distribution functions are estimated
for each grid cell and calendar month independently. This procedure removes the seasonality of
simulated SM and allows the comparability of SMI across locations. A SMI threshold value of 0.2 is
used here to identify drought events following previous studies (Andreadis et al., 2005; Vidal et al.,
2010; Sheffield et al., 2012; Samaniego et al., 2013, among others).
The monthly SM estimates are converted to their respective standardized anomalies prior to the
conversion of SM to SMI to ensure their comparability across different realizations, climate models,
and forecasting methods (Koster et al., 2009). The standardized anomalies are obtained by removing
the seasonal mean and standard deviation. In this approach, the distribution function fˆ is estimated
only once using the reference SM anomalies. The forecasted SM anomalies are converted to SMI
using this unique distribution function. This procedure provides a fair comparison between NNME
and ESP based forecasts. In this study, no bias correction is applied to the NMME forecasts because
the SMI calculation and the standardization of SM forecasts accounts for biases, particularly in the
mean and standard deviation. The standardization of SM has also been exploited in previous studies
to ensure comparability among different SM products (Dirmeyer et al., 2004; Koster et al., 2009;
Wang et al., 2011). It is worth mentioning that bias correction is crucial for the correct quantification
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of hydrological fluxes in other applications such as streamflow predictions (e.g., Luo et al., 2007; Mo
and Lettenmaier, 2014).
Three SMI forecasting ensembles are created in this study: two based on NMME forecasts and one
based on ESP. The two NMME based approaches differ with respect to the employed averaging
scheme. In the first approach, SMI forecasts are created for all 101 model realizations independently
and these are then averaged to obtain a grand NMME ensemble mean for SMI. This approach is
denoted as SMI. In the second approach, the SM fields are first averaged over all model realizations
to create a grand NMME ensemble mean for SM. The latter is then transformed to its respective
SMI. This approach is denoted as SMI(SM). These two approaches will provide different results,
because the SMI calculation is a highly non-linear transformation. Investigating these two averaging
schemes will help to determine the best possible NMME drought forecasting skill.
4.3.4 Subensemble Selection
The NMME based forecasts are further evaluated with respect to the performance of subensembles,
as these might give a better performance as the full ensemble but with a reduced computational de-
mand. The backward search algorithm suggested by Thober and Samaniego (2014) is used to iden-
tify the best performing subensemble. This algorithm is computationally efficient because it does
not require the evaluation of all possible subensemble combinations. The algorithm is summarized
here:
1. Select all NMME models as the first subensemble.
2. Sequentially remove a remaining model from the subensemble and evaluate the correspond-
ing performance (e.g., Pearson correlation coefficient R).
3. Repeat step 2 for all remaining models contained in the subensemble.
4. Replace the subensemble with the combination exhibiting the highest performance found in
steps 2 and 3.
5. Repeat steps 2 to 4 until the subensemble contains only a single model.
6. Select the combination with the highest performance as the best performing subensemble.
4.4 Results and Discussion
4.4.1 Representation of Spatio-Temporal SMI Dynamics and the
Effect of Model Averaging
The overall skill of the NNME and ESP based forecasts to mimic the spatio-temporal dynamics of
the reference SMI is analyzed for different lead times using the Pearson correlation coefficient R (Fig-
ure 4.1). Two different averaging schemes have been employed to create the NMME based forecasts
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(Section 4.3.3). All three methods have a comparably high skill at one month lead time (R≈ 0.9),
confirming the strong influence of IHCs on SM forecasts at a short lead time (Wood and Letten-
maier, 2008; Shukla et al., 2013). Expectedly, the forecasting skill decreases with increasing lead time,
but the rate of this decrement is method dependent. For instance, the spatially averaged R value for
ESP based forecasts drops from 0.90 at one month lead time to 0.32 at six months lead time (around
65% loss; Figure 4.1, panels g-i). For NMME based forecasts, which have been created by the SMI av-
eraging approach, the skill decreases from 0.87 to 0.25 (around 71% loss; Figure 4.1, panels a-c). This
is the strongest decrement among all considered methods, and also the lowest performance at any
lead time. On the contrary, NMME based forecasts created by the SMI(SM) averaging approach,
have the highest performance and the lowest decrement among all considered methods (around 42%
loss; Figure 4.1, panels d-f).
Although the different forecasting methods yield distinctively different skill, the spatial patterns
among the corresponding forecasts are very similar (Figure 4.1, panels a-i). This is observed for any
lead time. Regions exhibiting consistently higher skill are located for all methods in Poland, North-
ern France, and Eastern Ukraine and relatively less skill in the Alps (i.e., Northern Italy, Switzerland,
and Austria) and in the Pyrenees along the Spanish-French border. These patterns compare remark-
ably well with those of the persistence map of reference SMI (Figure 4.1, panels j-l). A high persistence
(i.e., auto-correlation) of reference SMI indicates that SM states are exhibiting a long memory, which
induces a high dependence of SMI forecasts on IHCs. In this study, perfect knowledge of IHCs is
assumed (i.e., they are the same for all forecasts and the reference dataset), which leads to a high SMI
forecasting skill (i.e., a high R) at locations exhibiting high SM persistence. On the contrary, SMI
forecasts at locations having a short memory will be more dependent on CFs and the large uncer-
tainty therein reduces the ability to represent reference SMI dynamics. These results illustrate the
complex interactions between IHCs, CF, and SMI forecasting skill.
Additional to the initial land surface conditions, the averaging scheme employed to create the NMME
based forecast has a decisive impact on the skill of representing reference SMI dynamics (Figure 4.1,
panels a-f). Notably, the ensembles created by the SMI(SM) averaging scheme outperform ESP
based forecasts, while the ensembles created with the SMI approach do not. This implies that the
kind of averaging applied can have large impacts on the conclusions drawn in previous studies inves-
tigating the capabilities of ensemble drought prediction systems (Wang et al., 2011; Mo et al., 2012;
Mo and Lettenmaier, 2014; Yuan et al., 2013b, 2015). The SMI values of individual models are of-
ten recasted to the one of the ensemble in these studies and the skill of drought prediction systems
might be further increased by using averaging schemes that preserve the frequency of SMI values and
therefore capture extremes.
The impact of different averaging schemes on SMI dynamics is exemplary illustrated using the 24
member CFSv2 ensemble (Figure 4.2). A strong annual cycle can be observed for both the forecasted
and the reference SM fractions. The mean SM forecast tends to overestimate the reference one, but
the latter is mostly within the uncertainty bound of the forecast (Figure 4.2a). The SMI, however,
does not exhibit an annual cycle because the climatology of SM is treated separately for each calendar
month in the SMI estimation (Section 4.3.3). The ensemble SMI forecasts tend to show a similar
temporal dynamic as the reference one, but at the expense of an increased model spread compared
to their respective SM forecasts (Figure 4.2b). Due to the increased model spread for SMI, there
115
Chapter 4
On the Capability of the North American Multi-Model Ensemble for Seasonal Soil Moisture Drought Prediction over
Europe
40
◦ N
48
◦ N
56
◦ N
S
M
I
<0.87>a)
1 month
<0.48>b)
3 month
<0.25>c)
6 month
40
◦ N
48
◦ N
56
◦ N
S
M
I(
S
M
)
<0.93>d) <0.71>e) <0.54>f)
40
◦ N
48
◦ N
56
◦ N
E
S
P
<0.90>g) <0.60>h) <0.32>i)
−5 ◦W 5 ◦ E 15 ◦ E 25 ◦ E 35 ◦ E
40
◦ N
48
◦ N
56
◦ N
P
er
si
st
en
ce
<0.86>j)
−5 ◦W 5 ◦ E 15 ◦ E 25 ◦ E 35 ◦ E
<0.62>k)
−5 ◦W 5 ◦ E 15 ◦ E 25 ◦ E 35 ◦ E
<0.41>l)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Pearson Correlation
Figure 4.1: The skill to reproduce reference SMI is illustrated in terms of the Pearson correlation
coefficient R between the forecasted and reference SMI for lead times of one, three, and
six months. The skill of the NMME ensemble is depicted for two averaging schemes:
SMI and SMI(SM) in panels a-c and d-f, respectively. In the panels g-i, the skill of the
ESP approach is shown. The persistence of reference SMI (estimated as Pearson auto-
correlation) is displayed in the panels j-l. The spatial average of the corresponding R is
depicted in the upper right corner of each panel.
is always a SMI forecast which is not under drought at a given forecast date. As a result, the SMI
averaging approach does not detect drought events given a 0.2 drought threshold (i.e., no time step
is identified as being in drought). The SMI(SM) scheme captures both the wet and dry extremes
better than theSMI scheme and also preserves the property that 20% of the SMI time steps are below
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Figure 4.2: For a given grid cell (located in Central France at 47.19◦ N, 3.21◦ E), the exemplary time
series of SM and SMI are depicted in panels a and b, respectively. In both panels, the blue
line delineates the dynamics of the reference dataset and the gray band shows the uncer-
tainty obtained from the 24 ensemble members of the CFSv2 forecasts at two months lead
time. The gray dashed line in the top panel a denotes the average of the CFSv2 SM en-
semble. The gray and black dashed lines in the bottom panel b denote the SMI ensemble
derived by the SMI and SMI(SM) averaging scheme, respectively. The thin horizontal
dashed line illustrating the drought threshold 0.2 is displayed for clarity.
0.2, which is crucial for drought analysis. The same effect was noticed for the other NMME models.
Hence, the averaging scheme based on the SMI(SM) approach is used in the further analysis.
In general, the NMME based forecasts outperform the ESP based ones by 69% on average at a six
month lead time (compare Figure 4.1, panels f-i). A similar outperformance has also been reported
by Yuan et al. (2015) using bias corrected CFs. No bias correction is applied to the CFs in the present
study because the SMI calculation using standardized SM anomalies already accounts for biases in
the mean and standard deviation. This illustrates that bias correction of CFs might not be required
to obtain a high forecasting skill for SM drought prediction. An analogous finding was reported by
Yuan and Wood (2012) for streamflow, who demonstrated that driving a hydrologic model with raw
CFs and subsequently bias correcting the simulated streamflow results in a skillful prediction of the
latter.
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4.4.2 Subensemble and Single Model performance for SMI and
Drought Forecasts
Investigating the performance of subensembles is crucial to correctly determine the best possible
performance of a given ensemble dataset. The backward selection algorithm proposed by Thober
and Samaniego (2014) is used to identify subensembles of decreasing size based on Pearson corre-
lation coefficient R and Equitable Threat Score (ETS), separately. The former criteria accounts for
both wet and dry extremes, while the latter ETS is used to measure the skill of forecasts to capture
drought events based on a 0.2 SMI threshold (see Appendix D for further details of the ETS). The
performance criteria are averaged over space, lead time, and forecasting time step such that the se-
lected subensemble exhibits a high skill regardless of location and time step considered, which is a
basic requirement for a seamless prediction system.
The skill of any considered subensemble is higher than those of the single models for both criteria
(Figure 4.3a). On the contrary, ESP has the lowest performance among all considered approaches
for R and only marginally outperforms the worst performing model (CCSM3) for ETS. CFSv2 is
the best performing model and the ordering of the single models is the same for R and ETS with
the exception of the 2nd and 3rd best models which swap their places (CanCM3 and GEOS5). As
a consequence, the models selected within the subensembles are quite similar for the two criteria
(Figure 4.3b). Only the selected subensembles of size six are different by more than one model. For
both criteria, the backward search algorithm correctly identifies CFSv2 as the single best performing
model. It is worth noting that the algorithm would select a different model if the best performing
model would have been deselected in a previous iteration. Such a result has been reported for the
ENSEMBLES dataset (Thober and Samaniego, 2014).
The performance of the subensembles decreases monotonically with decreasing ensemble size for
both criteria (Figure 4.3a). This justifies the approach pursued in previous studies to use the full
ensemble as it exhibits the best possible performance (Yuan and Wood, 2013; Mo and Lettenmaier,
2014; Yuan et al., 2015, among others). However, the selected subensembles containing four models
require 60% of the computational costs of the full ensemble to achieve a skill, which is only 0.3%
and 0.5% less than that of the full ensemble for R and ETS, respectively. Operational forecasting
could benefit from the reduced computational demand by using subensembles in favor of the full
ensemble. The performance of the full NMME ensemble (NMME8) is, therefore, contrasted with
that of a subensemble containing four models (NMME4) in the further analysis. Without loss of
generality, NMME4 evaluated against ETS is chosen because it shows a similar performance as that
evaluated against R (R value is only 1% less). The four models contained in NMME4 are CFSv2,
CanCM3, ECHAMD, and CFSv1 (Figure 4.3b).
Although subensembles consistently outperform single models and ESP, the spread of both criteria
is relatively narrow. This is due to the fact that the IHCs are the same for all forecasting methods,
which reduces the variability among the different SM forecasts. In other words, the high variability
in CFs is dampened while propagating through the hydrologic system exhibiting long memory. It
is worth mentioning that substantially different subensemble performances have been observed for
atmospheric variables like extreme precipitation indices (Thober and Samaniego, 2014).
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Figure 4.3: In the top panel a, the overall Pearson correlation and ETS estimates are shown for the
NMME subensembles (red bars), single models (blue bars), and ESP (gray bar). These
estimates are averaged over space and lead times to meet the requirements of a seamless
prediction system. The SMI of NMME subensembles is obtained by the SMI(SM) av-
eraging scheme. In the bottom panel b, the single models contained within a selected
subensemble for Pearson correlation and ETS are depicted by blue boxes.
4.4.3 Spatio-Temporal Distribution of Drought Forecasting Skill
It is desirable for a drought prediction system to be seamless with a high forecasting skill regardless
of the location and the lead time. The forecasting skill of most prediction systems, however, varies
in space and time (Shukla et al., 2013; Dutra et al., 2013; Yuan and Wood, 2013). The spatio-temporal
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distribution of ETS is analyzed here to understand these variations as well as the factors that influence
drought forecasting skill.
Distinctive spatial patterns in ETS are observed for both NMME and ESP (Figure 4.4), which are
similar to those of the Pearson correlation for the reference SMI dynamics (Figure 4.1, panels j-l).
This illustrates that the impact of IHCs is also evident for extreme conditions. The differences in
ETS between two locations across the study domain are as high as 40% (e.g., difference between
Switzerland and Poland at one month lead time for NMME8; Figure 4.4a). These spatial differences
are larger than the differences between the NMME8 and ESP forecasting approaches, which range
up to 8% on average at six month lead time. It is worth noting that the spatial distribution between
NMME8 and NMME4 is very similar (Figure 4.4). At 90% of the grid cells, the differences between
these two ensemble based forecasts are smaller than 5% in terms of ETS irrespective of the lead time.
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Figure 4.4: Spatial distribution of ETS at one, three, and six month lead time is displayed for the
full NMME ensemble (NMME8) in panels a-c, NMME subensemble containing four
models (NMME4) in panels d-f, and ESP in panels g-i. The NMME based forecasts are
obtained by theSMI(SM) averaging scheme. The corresponding spatial averages of ETS
are denoted in the upper right corner of every panel.
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This skill of both the NMME8 and ESP forecasting methods also depends on the forecast date (Fig-
ure 4.5, panels b-d). The differences between the smallest and highest ETS can be also as high as
40% for both forecasting methods, whereas the maximum difference between NMME8 and ESP
forecasts at any given time step is at most 20%. Both forecasting methods, as expected, show lower
ETS values at longer lead times, but the rate of decrement is less for NMME8 than for ESP. This
leads to the relative outperformance of 69% on average at a six month lead time as discussed above
(Section 4.4.1). These results illustrate the added value of an ensemble seasonal forecasting system at
longer lead times (Mo and Lettenmaier, 2014). In general, NMME8 forecasts significantly outper-
form ESP ones at any location and lead time at a 5% significance level, which has also been reported
by Yuan et al. (2015) using the VIC land surface model over the Danube basin in Europe. This re-
sult is obtained by applying a Student’s t-test, which has been previously used in drought prediction
studies (Wilks, 2011; Yuan et al., 2015). A similar result is obtained for the NMME4 subensemble,
which requires only 60% of the computational demand as compared to the NMME8 (not shown).
The spread of single model performance is significantly narrower for the full NMME ensemble (19%
on average) as compared to that of ESP (29% on average) at a 5% significance level (Figure 4.5, panels b-
d). A similar result is obtained when the same number of samples (forcing members) is evaluated
for NMME8 and ESP. The higher uncertainty for the ESP based forecasts can be mostly attributed
to poorly performing forecasts. The spread of ETS for the NMME8 based forecasts is often located
within the upper tail of that estimated for the ESP based ones. The skill of the full NMME ensemble
is comparable to that of the best performing model at a given forecast date (i.e., the upper limit of
single model spread shown in Figure 4.5, panels b-d), which has also been reported for an NMME
based prediction system over the CONUS (Mo and Lettenmaier, 2014). It is worth noting that there
exists not a single model that outperforms all others at all forecasting dates. For example, CFSv2 only
outperforms all other models at 20% of all forecasting dates, although it is the overall best performing
model (as discussed above; Figure 4.3). This again highlights the advantage of using ensemble based
forecasts over ones based on a single model.
The temporal dynamics of ETS for the full NMME ensemble and ESP are quite similar (Figure 4.5,
panels b-d), which again signifies the role of IHCs for drought predictions. Low ETS values are
generally observed during periods of drought recovery with less extensive droughts (e.g., 1988, dur-
ing autumn 1998, and at the end of 2004; Figure 4.5a). Both forecasting methods overestimate the
drought extent during these periods, which results in a high false alarm rate and thus reduces ETS.
On the contrary, high ETS values are observed during drought development phases (e.g., during
1990, 1994, and summer of 2005). These results illustrate that the drought forecasting skill varies de-
pending on the states of drought events (e.g., drought development and recovery). These are defined
in the following section.
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Figure 4.5: The top panel depicts the fraction of area under drought based on the reference SMI
dataset. The thin horizontal dashed line is added for clarity displaying the threshold
for droughts covering more than 20% of the European domain. Panels b-d illustrate
the temporal variability of ETS for the ESP (blue lines) and the full NMME ensemble
(red lines) based SM drought forecasts. The NMME based forecasts are obtained by
the SMI(SM) averaging scheme. Additionally, the 95% confidence interval for the single
ESP and NMME ensemble members is depicted as light red and blue bands, respectively.
Ticks mark the end of the respective year. The scale of y-axis are different for each panel
for clarity.
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4.4.4 Forecasting Skill during Drought Development and
Recovery
To further investigate the forecasting skill during drought development and recovery phases, two
drought characteristics are analyzed for major drought events that cover more than 20% of the Eu-
ropean domain (e.g., the 1983, 1990, and 2003 drought; see also Figure 4.5a). A drought time step is
defined as development (recovery) if it occurs before (after) the peak extent of the respective event.
The two characteristics are the drought severity and the area under drought (see Appendix E for de-
tails). Both of these characteristics are normalized by their corresponding reference estimates (based
on E-OBS) to make them comparable among different events. The perfect forecast would corre-
spond to a value of one for both characteristics. The drought characteristics during both phases are
calculated for all NMME and ESP ensemble members separately. Finally, a probability density func-
tion is estimated jointly for the two characteristics using a kernel estimation method (Equation 4.1)
to assess their associated spread, following the procedure used by van Loon et al. (2014).
In general, the forecasted drought severity matches the median reference one quite well, with devia-
tions less than 20% irrespective of the lead time, drought phase, and forecasting method (horizontal
lines in Figure 4.6). On the contrary, substantial underestimations in drought area are observed with
increasing lead time up to 55% for NMME8, 51% for NMME4, and 68% for ESP (vertical lines in Fig-
ure 4.6). Additionally, these are more pronounced during drought development phases than during
recovery phases. In summary, the drought forecasts exhibit a higher mismatch in correctly detecting
reference drought location. If a drought has been correctly forecasted at a given location, then it is
likely that the severity of this event would be comparable to that of the reference one.
The spread of drought severity and area increases with lead time for all forecasting methods (see
regions containing 90% of the density in Figure 4.6). Expectedly, the relatively larger uncertainty in
CFs at longer lead times causes a higher spread in drought characteristics (Wood and Lettenmaier,
2008; Shukla and Lettenmaier, 2011). This spread is larger during the drought recovery than during
the development phases at a long lead time, which is in agreement with Mo (2011) who reported that
drought development is more predictable than drought recovery.
The spread is also remarkably similar for the NMME8 and NMME4 based forecasts. For example,
there is a comparable overlap of spread estimated during the drought development and the recovery
phases at a three month lead time. This overlap is considerably different from that observed for ESP
based forecasts (Figure 4.6, compare panels b, e, and h). These results illustrate that the NMME4
subensemble also has a similar performance as the full NMME ensemble during different drought
phases, but only requiring 60% of the computational resources.
In general, all forecasting methods underestimate the reference drought severity during the drought
development phases at all lead times (Figure 4.6). This results from too wet forecasts leading to
higher SM conditions as compared to the relatively drier reference ones. On the contrary, drought
severity is overestimated during the drought recovery phases at three and six months lead times. The
forecasts are drier than the reference one in this case. In other words, they are not able to add suf-
ficient SM to recover from the drought. These results illustrate the fundamental influence of IHCs
that persist throughout the drought forecasts leading to a consistent lag of these with respect to the
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Figure 4.6: Probability density function for drought severity and drought area is illustrated for dif-
ferent lead times for forecasts obtained by single NMME and ESP ensemble members.
The performance for all NMME models is shown in panels a-c and only for four NMME
models in panels d-f. The performance for ESP based forecasts is displayed in panels g-i.
The area containing 90% of the density for both characteristics is depicted in each panel
as red and blue regions for drought development and recovery, respectively. Additionally,
the spread for each characteristic is shown as box plots for the different drought phases
(95% confidence interval as thin lines, the spread between the 25th and 75th quantiles as
thick lines, and the median is located at the intersection).
reference SMI dynamics (see also Figure 4.2b). This is expected for ESP as it represents a climato-
logical forecast and the skill is mainly derived from the correct representation of IHCs (Koster et al.,
2004; Shukla et al., 2013). The skill of NMME based forecasts has a similar dependence on the IHCs
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as ESP despite that NMME models represent physical dynamics of the Earth system. They do, how-
ever, provide a substantially better forecast for drought area as compared to ESP (Figure 4.6).
4.5 Summary and Conclusions
In this study, the skill of a seasonal hydrologic prediction system for soil moisture (SM) drought
forecasts is evaluated over Europe for a 27 year hindcast period (1983-2009). The prediction system
is based on meteorological forecasts of the North American Multi-Model Ensemble (NMME) that
are used to drive the mesoscale Hydrologic Model (mHM). The skill of NMME based forecasts is
contrasted with that of the Ensemble Streamflow Prediction (ESP) approach. The obtained SM
estimates from both forecasting approaches are transformed to a quantile based soil moisture index
(SMI) to conduct a drought analysis using a 0.2 SMI threshold. Drought prediction skill is quantified
in terms of the Equitable Threat Score (ETS) employing a reference SMI field. The latter has been
created using the observation based E-OBS dataset.
NMME based forecasts significantly outperform ESP based ones particularly at a long lead time (i.e.,
up to 69% higher ETS at six month lead time). This is achieved only if the SMI has been calculated
for the grand ensemble SM mean. In contrast, the grand ensemble SMI obtained by averaging single
NMME model based SMIs does not outperform the ESP based one. Among the NMME based fore-
casts, the full ensemble outperforms the single models as well as all selected subensembles. There is a
considerable variability in the skill of SMI forecasts over Europe (i.e., up to 40% in space and time),
regardless of the forecasting approach. This variability is strongly related to the persistence of refer-
ence SM, illustrating the strong impact of initial hydrologic conditions (IHCs) on SM drought fore-
casts. The IHCs are respectively wetter during drought development phases than during drought
recovery phases, which induces an underestimation of drought severity during the former and an
overestimation during the latter phase.
The main conclusion of this study is that NMME based forecasts are useful for seasonal SM drought
prediction over Europe, which is in accordance with recent studies for the CONUS and GEWEX
river basins using the VIC land surface scheme (Mo and Lettenmaier, 2014; Yuan et al., 2015). The
NMME based forecasts are well suited for a seamless prediction system as their skill is consistently
higher than that of ESP based ones over the entire study domain at all lead times.
Operational seasonal SM drought forecasting should consider using subensembles in favor of the
full ensemble. The selected subensembles only show performance losses less than 1% on average in
comparison to the full ensemble, but reduce the computational demand up to 60%. Moreover, bias
correction of raw meteorological data has little impact on SM drought forecasting skill because the
calculation of the quantile based SMI already accounts for systematic biases, particularly in the mean
and standard deviation.
The results of this study illustrate the ubiquitous impact of IHCs on SM drought forecasting skill.
The uncertainty associated with imperfect IHCs is, however, not considered here. Methods for fur-
ther evaluating this aspect such as the reverse ESP approach have been investigated in previous studies
using observational datasets (Wood and Lettenmaier, 2008; Shukla and Lettenmaier, 2011; Shukla
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et al., 2013). With the increase of computational resources, these should also be considered in the
evaluation of ensemble SM drought prediction systems such as those based on the NMME.
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This chapter first summarizes the results of the three preceding chapters and then presents a dis-
cussion on individual topics that relates these to each other and addresses limitations that should
be investigated in follow-up studies. The conclusions of this discussion are presented in a final sec-
tion.
5.1 Summary
The main focus of this work is the development and evaluation of a seasonal drought prediction
system for Europe. The development has been separated into the investigation of subensemble se-
lection methods to increase the performance of a given multi-model ensemble (Chapter 2) and the
development of a novel approach to disaggregate monthly precipitation to daily values (Chapter 3).
The methods developed in these two chapters have then been used in the design of a seasonal drought
prediction system for Europe (Chapter 4). The following paragraphs outline the main results.
The evaluation of one of the latest collection of regional climate models over Europe provided by
the ENSEMBLES project (van der Linden and Mitchell, 2009) showed that these models, expect-
edly, simulate extreme temperature indices better than extreme precipitation indices. With respect
to precipitation, models tend to overestimate long-term annual precipitation amounts and under-
estimate the maximum number of consecutive dry days, which has also been observed in previous
studies (Rauscher et al., 2010; Herrera et al., 2010). The spatial variability of extreme indices is also
often underestimated by the considered regional climate models. In other words, the extreme in-
dices obtained from regional climate models are too smooth in space leading to high discrepancies
between simulated and observed extremes in complex terrain such as the Alps. It is worth mention-
ing that one model substantially outperformed all other models, which has also been reported for
Portugal (Soares et al., 2012). As a consequence, this model even outperformed the full ensemble
mean, which is frequently evaluated within climate change impact assessment studies (Giorgi and
Mearns, 2002; Doblas Reyes et al., 2005; Weigel et al., 2010).
Different algorithms have been assessed in their ability to efficiently identify the highest perform-
ing subensembles. Among these, the newly proposed backward elimination algorithm was able to
identify subensembles that exhibit a comparable performance as the best possible subensemble at
a given ensemble size. In particular, it outperformed the weighted averaging approach (Giorgi and
Mearns, 2002). The backward elimination method correctly identified the subensemble contain-
ing only six out of 13 regional climate models that gave the overall best possible performance, which
outperformed all single models as well as the full ensemble mean.
The low resolution output of climate models needs to be downscaled to the resolution of hydro-
logic modeling to conduct a meaningful analysis. In this work, a newly proposed method for the
stochastic disaggregation of monthly precipitation fields to daily ones is investigated. The method
uses a multiplicative cascade approach with weights (i.e., multipliers) that are sampled consistently
in space. A sequential sampling approach has been extended to be applicable to grids of any res-
olution and extent (Appendix A). The method has been tested on a high-resolution dataset over
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Germany. It was shown that the employed statistical relationships are quasi-stationary in time mak-
ing the method suitable for climate change investigations during future periods. The method con-
sistently reproduced observed precipitation distribution functions at diverse locations and was also
able to preserve extreme precipitation indices with biases less than 10%. It is worth mentioning that
the multiplicative cascade model structure automatically created a realistic temporal auto-covariance
of daily precipitation that compared well with the observed one without requiring any explicit as-
sumption in this respect.
The seasonal drought prediction system utilized the multiplicative cascade approach investigated in
Chapter 3 to disaggregate monthly precipitation forecasts by the North American Multi-Model En-
semble (NMME). The NMME-based forecasts exhibited a significantly higher forecasting skill in
predicting agricultural droughts over Europe than the forecasts based on the Ensemble Streamflow
Prediction approach, which has been used as a benchmark in this work (Chapter 4). The Equi-
table Threat Score, which summarizes the hit rate and false alarm rate into one measure of skill, has
been employed to quantify the drought forecasting skill. The Equitable Threat Score was observed
to be up to 69% higher at a six month lead time for the NMME-based forecasts. The results also
showed that there is considerable spatial and temporal variability in drought forecasting skill. In
space, drought forecasting skill is higher in regions where soil moisture itself exhibits a long mem-
ory. The perfect knowledge of initial hydrologic conditions then leads to a high forecasting skill in
these regions. With respect to the temporal variability, low drought forecasting skill was observed
during periods of little drought indicating that the forecasts overestimated drought extent during
these periods. The backward elimination method investigated in Chapter 2 has also been used to
analyze the performance of subensembles of these forecasts. The full ensemble mean exhibited the
highest performance among all evaluated subensembles and also outperformed all single models.
Subensembles that contained only 60% of the model realizations, however, exhibited an Equitable
Threat Score that is only 1% less than that of the full ensemble mean. These might be highly benefi-
cial for operational drought forecasting because of the substantially reduced computational demand
at a moderate performance loss.
5.2 Discussion of Spatial Downscaling
The spatial resolution of the meteorological forcing dataset obtained from the North American
Multi-Model Ensemble remains unchanged within the presented seasonal drought prediction sys-
tem at a relatively coarse 1◦ × 1◦ grid. The method developed in Chapter 3 was only used for the
temporal disaggregation of monthly precipitation to daily values.
The sequential “Anchor sampling” method presented in Appendix A, which has been developed for
the temporal disaggregation, could, however, also be useful for spatial downscaling because it is able
to generate random fields with a prescribed spatial covariance structure at grids of any resolution
and extent. For example, a method that is frequently used for the spatial downscaling of climate
model output is quantile mapping. This procedure increases the spatial resolution of a meteorolog-
ical variable by converting the quantiles of a low-resolution predictor to that of a high-resolution
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predictand. A quantile mapping algorithm essentially can be expressed by the following equation
x = F−1(G(y)),
where x is the high-resolution predictand with the cumulative distribution function F and y the
low-resolution predictor with distribution functionG. The applicability of this method is currently
under vivid scientific debate because it neglects the variability in the high-resolution predictand given
a low-resolution predictor (von Storch, 1999; Maraun, 2013).
This variability can be visualized by a two dimensional histogram of the marginal distributions of
the respective meteorological variable at a high and low spatial resolution. These histograms are
expressing the copula, which describes the statistical dependency between the marginal distributions
of two random variables (Nelsen, 2006). The copula can be generally written as
P(x ≤ X, y ≤ Y ) = C(F (x), G(y)),
where x, F , y, and G are defined as above, the left hand side of the equation is the joint probability
P of x and y, andC is the copula betweenF andG. Figure 5.1 depicts the empirical copula between
precipitation distribution functions at a 8 km and a 4 km resolution over entire Germany. This
Figure 5.1: Two dimensional histogram of monthly precipitation distribution functions at a 8 km
(x-axis) and 4 km (y-axis) spatial resolution. The bin width of the histogram is 1 percent
in both distribution functions. The marginal distributions have been estimated as em-
pirical distribution functions of the same dataset investigated in Chapter 3 (i.e., gridded
precipitation dataset with a 4×4 km2 spatial resolution over entire Germany available for
the period from 1961 to 2010). This figure is identical to the empirical copula for the two
quantities.
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framework quantifies the conditional probability of observing a high-resolution value given a low-
resolution one. It is highly advantageous in comparison to quantile mapping which neglects exactly
the uncertainty that is expressed in this conditional probability and simply relates, for example, the
median value of the predictor with the median of the predictand. Copula methods are, however,
only rarely applied for the spatial downscaling of precipitation (van den Berg et al., 2011).
The disadvantage of a copula downscaling in contrast to a quantile mapping is that it requires to draw
a random number to determine which percentile value is chosen from the conditional probability for
the high-resolution predictand. If these random variates are determined independently at each grid
cell, then the downscaled field will preserve the spatial distribution of the coarse scale predictor. But
it is going to be unrealistically noisy within one low-resolution grid cell because no spatial covariance
is imposed on the downscaled values. This is visualized in Figure 5.2 for the downscaling of the
[mm]
Figure 5.2: One example for a copula downscaling of WRF precipitation from a 12×12 km2 to
a 4×4 km2 resolution. This downscaling is conducted for the monthly precipitation
amount of August 1992. The WRF data has been kindly provided by Dr. Kirsten
Warrach-Sagi (University of Hohenheim).
monthly precipitation for August 1992 from a 12 km spatial resolution to a 4 km one. While the
high-resolution field preserves the overall spatial distribution of precipitation of the low-resolution
one, it is very noisy, in particular in the region exhibiting high precipitation values in Northwestern
Germany.
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A spatial covariance structure thus has to be enforced on the downscaled percentiles. The newly
proposed sequential sampling algorithm proposed in Appendix A (“Anchor Sampling”) is fitting
this purpose very well because it has been designed for large gridded datasets which are typically
used within copula downscaling schemes. It can be used to sample random variates with a predefined
covariance structure that is matching the observed one quite well. The applicability of the sequential
sampling method is not limited to temporal disaggregation or copula downscaling schemes. This
method could be beneficial for any statistical downscaling method that relies on the sampling of
random variates with a predefined covariance to create local scale variability.
The statistical relationship of a meteorological variable at two different resolutions is also dependent
on the temporal resolution. For example, the relationship depicted in Figure 5.1 is substantially dif-
ferent for daily values because of the occurrence of zero precipitation amounts (not shown). These
lead to a spatial intermittency of precipitation that has to be introduced by the spatial downscaling
procedure. This intermittency is typically less pronounced at lower temporal resolutions such as
monthly values (also seen in Figure 3.6) making the spatial downscaling relationships less complex
at these resolutions. The newly proposed stochastic disaggregation method has proven to be able
to introduce a realistic spatial intermittency as the temporal resolution is increased from monthly
to daily values. The method thus allows to first perform a spatial downscaling at a relatively coarse
temporal resolution such as monthly values and to subsequently increase the temporal resolution to
daily values (Figure 1.4).
5.3 Discussion of Subensemble Selection
Different ensemble selection algorithms have been investigated in Chapter 2. The different selection
methods have been tested for regional climate models over Germany with a focus on extreme pre-
cipitation and temperature indices, which are important for hydrologic modeling. The backward
elimination method has been identified as the most efficient algorithm among all considered meth-
ods for selecting the best performing subensembles. The backward elimination method has then also
been applied within the proposed seasonal drought prediction system (Chapter 4). The performance
measure quantified the ability of the forecasts to reproduce reference soil moisture droughts.
The variability in forecast skill among the different forecasts from the North American Multi-Model
Ensemble showed differences less than 6% for the different subensembles and single model perfor-
mances (Figure 4.3). On the contrary, the variability for the performance metric used for extreme
precipitation and temperature indices among the different subensembles and single models based
on the ENSEMBLES regional climate models ranged from 8% to 70% (Figure 2.7). Although the
two metrics (i.e., Equitable Threat Score in Chapter 4 and rejection rate in Chapter 2) are very dif-
ferent, both of these focus on extreme conditions.
Intuitively, it is expected that realizations of different kinds of global climate models will lead to a sub-
stantially higher uncertainty than different realizations of regional climate models. The reason is that
the regional climate models investigated in Chapter 2 are nested within the ERA40 reanalysis prod-
uct (van der Linden and Mitchell, 2009). This implies that the boundary conditions of these models
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are not only the same, but they also are comparable to the observed large-scale synoptic conditions
within the atmosphere. It is thus surprising that the models contained in this ensemble still create a
substantial variability, which might be due to model structural differences and internal climate vari-
ability. On the other hand, the models contained in the North American Multi-Model Ensemble
used in Chapter 4 are global climate models. These models are only driven by radiative forcing and
are therefore able to create higher climate variability than regional climate models. However, the ini-
tialization of the global climate models becomes also an important factor when these models are used
for seasonal forecasting. This initialization is comparable among the different models and dampens
the variability between the forecasts of these models considerably.
Additionally, it is not surprising that the variability in forecasting seasonal soil moisture is less than
the variability in reproducing long-term meteorological extremes. The reason is that the soil mois-
ture forecasting skill is dependent on both the precise knowledge of the initial hydrologic conditions
and the quality of the meteorological forecasts, which is a well accepted fact in ensemble hydrome-
teorological forecasting (Wood and Lettenmaier, 2008). These initial hydrologic conditions are the
same among all forecasts in this work (bottom box in Figure 1.2), which further dampens the vari-
ability present in the output of global climate models. This illustrates the substantial impact of the
initialization of both the global climate models and the soil moisture forecasts on the observed vari-
ability of the forecasted drought events.
5.4 Discussion of Extreme Indices
The same extreme precipitation indices investigated in Chapter 3 have been also analyzed in Chap-
ter 2. These are the total precipitation amount above the 95th percentile (r95p) indicating heavy
precipitation events and the maximum number of consecutive dry days (CDD) as an indicator of
dry spells and droughts. The latter has been termed consecutive dry time steps (CDT ) in Chapter 3
because of the different temporal resolution considered in this chapter. The relative biases obtained
for these two extreme indices in Chapters 3 and 2 are shown in Figure 5.3.
The relative bias of regional climate models with respect to observations amounts to more than 20%
over large parts of Germany for the index r95p (Figure 5.3). This is also true for the best performing
model for this index, which bias is less than that of the full ensemble mean and the worst performing
model. It is worth mentioning that the bias in the long-term annual precipitation amount by the
best performing model is less than the bias observed for r95p. This implies that this model does not
distribute the well-reproduced annual precipitation in a way that extremes are well captured. On the
contrary, the stochastic disaggregation method introduced in Chapter 3 exhibits absolute relative bias
for r95p that is in general less than 5% over large parts of Germany and this threshold is only exceeded
in mountainous regions such as the Black Forest and the Alps (Figure 5.3a). The absolute relative bias
in these regions is also only slightly above 10% being substantially less than the bias observed for the
best performing regional climate model. If the monthly values of the regional climate model with
the best performance for long-term annual precipitation would have been disaggregated with the
stochastic disaggregation scheme presented in Chapter 3, then the disaggregated daily values might
have preserved extreme precipitation events better than the original daily values of this model. This
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Chapter 2
Figure 5.3: Relative biases for extreme meteorologic indices investigated in this work. The two left
plots depict the absolute relative biases (ARB) for the precipitation amount above the
95th percentile (r95p) and the maximum number of consecutive dry time steps (CDT ) of
the ensemble of disaggregated monthly precipitation fields analyzed in Chapter 3 (adapted
from Figure 3.11a and 3.11b). The right plots show the same indices (r95p separated for
summer r95psum and winter r95pwin and CDD which is identical to CDT for daily
time steps) and the total annual precipitation RAnn for the worst and best performing
regional climate model and the full ensemble mean of 13 regional climate models investi-
gated in Chapter 2 (adapted from Figure 2.4).
highlights that the stochastic disaggregation method might even be beneficial if daily climate model
outputs are available.
With respect to the maximum number of consecutive dry days (CDD), the full ensemble mean of
regional climate models tends to underestimate this index, but the best-performing model shows
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moderate positive and negative relative bias up to 10% (Figure 5.3). The absolute relative bias ob-
served for the stochastic disaggregation method is over large parts of Germany also less than 10%,
but there are also regions with a bias larger than 30% such as Western Germany (Figure 5.3b). This
suggests that regional climate models can be more accurate in representing this extreme index. How-
ever, the processing steps are not identical for the two datasets. For the regional climate models
investigated in Chapter 2,CDD values have been estimated for each hydrologic year and the average
of the relative bias for a 40-year period is shown in Figure 5.3. On the contrary, only the maximum
CDD value over the entire evaluation period has been considered in the analysis of the stochastic
temporal disaggregation method in Chapter 3. In other words, theCDD values in the evaluation of
the disaggregation method are based on one single value, whereas theCDD values in the evaluation
of the regional climate models are based on 40 values, which is less sensitive to outliers. Moreover,
the two evaluations are conducted at two different spatial resolutions. The regional climate models
in Chapter 2 are analyzed at a spatial resolution of 25×25 km2. The stochastic temporal disaggrega-
tion in Chapter 3 is conducted at a 4×4 km2 grid. The lower resolution used in the evaluation of the
regional climate models also leads to a substantially reduced variability of the referenceCDD values
obtained from the observations because of the larger spatial support. Overall, the differences in the
sample size and spatial resolution contribute to the relatively smaller bias for the regional climate
models in comparison to the bias for the stochastic disaggregation method.
In general, the analysis highlights that extreme precipitation amounts are better reproduced by stochas-
tic realizations from the disaggregation method presented in Chapter 3 than by the realizations of
state-of-the-art regional climate model simulations. For dry extremes, the best performing regional
climate model showed at least the same performance as the stochastic disaggregation method. The
analysis, however, was conducted in two different ways and the relatively good performance of the
regional climate models could be an artifact of this.
5.5 Conclusions and Perspectives
The results and newly proposed methods in this work have broad implications for the evaluation
of multi-model ensembles of climate models affecting policy recommendations and climate change
impact assessments; statistical downscaling, in particular for gridded datasets with applications to
large-scale hydrologic modeling; and seasonal drought forecasting.
For the first time, approaches for assessing the performance of subensembles of multi-model ensem-
bles have been presented in this work in a unified way. The evaluation of regional climate models over
Germany (taken from the ENSEMBLES project, van der Linden and Mitchell, 2009) showed that 6
out of 13 models best reproduced extreme precipitation and temperature indices estimated from the
observations. Moreover, an efficient algorithm for selecting subensembles with high performances
was identified. This algorithm has also been successfully employed within a seasonal drought predic-
tion system for Europe, where the use of subensembles was also advantageous. Further multi-model
ensembles that should be investigated using the proposed algorithm are those made available by the
coupled model intercomparison project (Taylor K. et al., 2012), which are employed for the assess-
ment reports of the intergovernmental panel on climate change (Flato et al., 2013).
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One limitation of the evaluation of subensembles in this work is that it did not address the question
why particular sets of models are performing better than others. It would be helpful for the further
development of global and regional climate models to gain an understanding of the relationship be-
tween the incorporated processes in a model and its overall performance. This kind of investigation
has, for example, been very successful for the development of groundwater models (Foglia et al.,
2013). Achieving this mechanistic understanding of the relationship between the model structure
and the model performance for climate models is, however, beyond the scope of this work because
of the considerable complexity of these models and also the substantial computational resources re-
quired to run them.
The downscaling performed within this work has only focused on increasing the temporal resolu-
tion of climate model outputs but not the spatial one. Spatial downscaling methods that are based
on stochastic processes such as copula-based methods (van den Berg et al., 2011) rely on a robust al-
gorithm that generates fields of random variables with a consistent spatial covariance. The “Anchor
Sampling” method introduced in Chapter 3 allows generating fields of normal distributed variates
with a predefined spatial covariance at grids of any size and extent. This method has been used in
this work for the temporal disaggregation of monthly precipitation, but it is in general possible to
apply this method for spatial downscaling frameworks as well.
The main conclusion with respect to the seasonal drought prediction system for Europe is that the
dynamic forecasts obtained from the North American Multi-Model Ensemble should be used in fa-
vor of those based on the Ensemble Streamflow Prediction approach, which has also been reported
in previous studies for other regions of the world (Mo and Lettenmaier, 2014; Yuan et al., 2015). Op-
erational drought forecasting can profit from using subensembles which only showed performance
losses less than 1% in comparison to the full ensemble mean, but required only 60% of the computa-
tional demand. Drought forecasting skill was observed to be highly variable in space and time, which
can be mostly attributed to the varying impact of initial hydrologic conditions. Follow-up studies
should also investigate the uncertainty in the initial hydrologic conditions using methods that have
been developed for purely observation-based datasets such as the Reverse Ensemble Streamflow Pre-
diction approach (Wood and Lettenmaier, 2008; Shukla and Lettenmaier, 2011; Shukla et al., 2013).
In summary, this work tried to advance the understanding of how to increase the efficiency of multi-
model ensembles for hydrologic impact assessment at large spatial scales such as seasonal drought
prediction over Europe. It also added to the stochastic modeling of precipitation on large spatial
grids with an application to the temporal disaggregation of monthly precipitation to daily values.
The potential benefits of the presented methods were only shown for a limited number of exam-
ples. Follow-up studies should apply the presented methods, which are general, to other datasets
and also use them for other applications such as, for instance, spatial downscaling of climate model
outputs.
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A Anchor sampling
A crucial step during the generation procedure is the correct spatial sampling of a multivariate nor-
mal distribution required in Generation step 2.) (Figure 3.2).
The standard approach would be to: A) generate a vector ξ of i.i.d. standard normal values and, B)
apply an affine transformation
ξ = µ+Cξ, (A.1)
whereµ is a vector of mean values andC is the lower Cholesky factor of a cross-covariance matrixB.
The resulting vector ξ has the following multivariate normal distribution:
ξ ∼ N (µ,CC⊺) = N (µ,B). (A.2)
Advantages of this traditional approach are that the covariances among all cells are considered and
that the Cholesky factor has to be calculated only once. B is aN×N matrix (N is the number of cells)
and may contain a huge number of entries for large grids as in this study. For large matrices, there
is no guarantee that the Cholesky factorC can be computed because the estimated cross-covariance
matrices B from the observations might not be positive definite.
An alternative approach to this standard method is to apply a conditional or sequential Gaussian
sampling where the entries of ξ are generated sequentially one after the other. Sequential Gaussian
sampling is discussed in detail by Dimitrakopoulos and Luo (2004) and will be shortly summarized
here.
Let ξ(i), i = 1, . . . , N be a vector to be sampled from a multivariate normal distribution. In this
study, i represents an indexing of locations, i.e., grid cell. Let δ be a permutation of these indices
which defines a path through the domain assigning the order in which the cells are going to be gen-
erated. Let Λi−1 = {δ(j)| j = 1, . . . , i− 1} denote the set of cells that were generated previously
to cell i. Using this notation, the ith cell can be generated as follows (equation 4 in Dimitrakopoulos
and Luo (2004))
ξ(i|Λi−1) = E{ξ(i)|Λi−1}+
√
V ar{ξ(i|Λi−1)} · ξ(i), (A.3)
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where E{ξ(i)|Λi−1} and V ar{ξ(i|Λi−1)} are the mean and variance, respectively, conditioned on
the set Λi−1 of already generated cells. Dimitrakopoulos and Luo (2004) furthermore noted that
the conditional mean and variance can be calculated by
E{ξ(i)|Λi−1} = mi + BiΛi−1B−1Λi−1Λi−1(ξΛi−1 −mΛi−1), (A.4)
V ar{ξ(i|Λi−1)} = Bii − BiΛi−1B−1Λi−1Λi−1BΛi−1i, (A.5)
where mi and Bii are the mean and variances of cell i, respectively. In this study, mi and mΛi−1
are equal to zero because a normal distribution with zero mean is assumed in equation 3.8. ξΛi−1 is
the vector of already generated values. BiΛi−1 is the covariance of the current cell i with the already
generated cells. BΛi−1Λi−1 is the cross-covariance matrix of the already generated cells.
Dimitrakopoulos and Luo (2004) further discussed algorithms to reduce the computational cost of
the sequential Gaussian sampling given theoretical variance-covariance matrices. In the following
paragraphs, a modification of the sequential Gaussian sampling, called “Anchor Sampling”, is intro-
duced and employed in this study. This modification is different from the algorithms discussed in
Dimitrakopoulos and Luo (2004) and provides reasonable results in a “real-world” application.
The numerical demanding step in the computation of equations A.4 and A.5 is the calculation of
the inverse B−1Λi−1Λi−1 . This step is not guaranteed to be computable, if the set Λi−1 becomes large.
In this study, that occurred when the size of the set Λi−1 was exceeding 500. To restrict the size
L = |Λi−1|, only cells in the neighborhood of the cell i are considered, i.e., cells that are closer than
a given threshold D. As a rule of thumb, L should not be less than 100 because the cells would be
too loosely connected to resemble the covariance structure correctly. Furthermore, L should not be
greater than 400 because this would lead to high computational costs. A value of 200 using one
covariance matrix for all months and 150 using two covariance matrices (one for each summer and
winter season) has proven to be a good compromise between computational efficiency and reliable
representation of the covariance structure (see supplementary material for benchmark).
This local conditioning leads to a potential underrepresentation of correlations with distant cells as
well as global characteristics. A set Ω of randomly distributed anchor cells is introduced to circum-
vent this drawback and to ensure a globally consistent pattern. This anchor set is small (< 100)
compared to the number of cells in Λi−1. The standard normal variates at these anchor cells are
generated first employing the standard approach, i.e., using only information of the anchoring cells
(equation A.1). The anchor cells are then removed from the path δ through the domain. The re-
maining cells are generated like before, except that the set of anchor cells is always added to the set of
neighboring cells Λi−1. Hence, the new set Λ˜i−1 the cell i is conditioned on is
Λ˜i−1 = Λi−1 ∪ Ω. (A.6)
The number of anchor cells used in this study is 20 (see supplementary material for benchmark).
The neighborhood thresholdD is typically selected such that the total number of cells in the neigh-
borhood is greater than L. If there are more than L cells already generated in the neighborhood,
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a subset of these cells has to be selected such that Λ˜i−1 contains only L cells. The probability of
selecting cell j as neighboring cell of cell i is
Pi(j) ∝ 1
dij
. (A.7)
In this study, dij is the distance of the already generated cell i to cell j in km. The threshold D used
in this study is 200 km using one covariance matrix for all months and 175 km using two matrices
for different seasons, which has been proven to yield reliable results (see supplementary material
for benchmark). It is worth noting that this approach is able to correctly reproduce the correlation
structure with cells that are separated by distance of more than 200 km and 175 km. For example,
the correlation coefficients ρ for cells separated by distances of 300 km are comparable for the obser-
vations and simulations at the weekly scale (see Section 3.5.5).
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B Equations for ARB and MARB
The absolute relative bias (ARB) discussed in Sections 3.5.4 are calculated as follows
x =
|m− o|
o
. (B.1)
Here, m and o denote statistics obtained from modeled and observed precipitation, respectively.
If multiple of such statistics are available, like for example in the case of deciles D1, . . . , D9 (Sec-
tion 3.5.2), the ARB of these are summarized as arithmetic mean (hence MARB) as follows
x =
1
N
N∑
i=1
|mi − oi|
oi
. (B.2)
Here, i is an index of different statistics obtained from modeled and observed precipitation.
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C Technical Material for “Stochastic Temporal
Disaggregation of Monthly Precipitation for
Regional Gridded Data Sets”
C.1 Algorithm for the Estimation of the Intensity
Classes
One step in the proposed method is the estimation of the intensity classes (Figure 3.2: Estimation,
step 3). The thresholds for these intensity classes are estimated to be invariant in space and are selected
such that the following criteria are fulfilled. First, each class should contain at least 5% of all data
points. Second, each class should contain on average at least 150 data points per cell to guarantee a
robust estimation of the cdfs of the weights. The exact number of data points per cell in each class
can deviate from this criteria because of the spatial variability of precipitation.
The following algorithm was used to find intensity class thresholds in such a way that the average
number of data points per class is fulfilling the aforementioned criteria. The required variables of
this algorithm are (variable names in parentheses): the lower threshold of the current intensity class
(l), the upper threshold of the current intensity class (u), the average number of data points between
l and u over all cells (a), the target number of data points between l and u per cell (t), the number
of classes (c), and the maximum value of the given precipitation field (m).
The detailed steps of the algorithm are as follows:
1. Initialize all variables. Let t equal to the maximum of 150 and 5% of the number of given time
steps; a and l equal to zero; and u and c equal to one. Store l as the lower intensity threshold
for the first class.
2. Increase u by 10% and re-estimate a.
3. Repeat step 2 until a is greater than t or until u is greater than m.
4a. If u is less thanm, apply a nested loop algorithm to adapt u until a is equal to t. Store u as the
upper intensity class threshold for class c and the lower intensity threshold for the next class
c+ 1. Increment c by one. Set l to u and go to step 2.
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4b. If u is greater than m, store m as the upper intensity threshold for the last class. All intensity
class thresholds have been found. The final number of classes determined is c.
C.2 Parameter Estimation of Spatial Sampling
The spatial sampling algorithm described in Appendix A depends on three parameters. These are
the number of anchor cells A = |Ω|, the distance threshold of the neighborhood D, and the num-
ber of neighborhood cells L. The following benchmark was performed using the covariance matrix
disaggregating two-day precipitation estimated for all calendar months to identify a well suitable
setting of these parameters.
The Frobenius norm for a matrix A = (aij) was used to quantify the difference between the ob-
served and simulated covariance matrices. It is defined as
∥A∥ :=
√ N∑
i,j=1
|aij|2, (C.1)
where N is the total number of grid cells. This norm was calculated for the difference matrixAD
AD = AS −AO, (C.2)
where AS and AO denote the cross-covariance matrices of the whole field for the simulations and
observations, respectively. The matrix AS depends on the parameters A, L, and D. AS would be
the identity matrix, if A and L would be set to zero because the cells would be sampled indepen-
dently of each other. On the contrary,AS would be very close toAO, if A would be set to the total
number of cells. In this case, the difference would only occur from the intrinsic noise of the random
sampling. The proposed method, however, would become a standard approach in such a setting and
thus would be numerically unstable.
The Frobenius norm was estimated for 45 different parameter settings. These are all combinations
of
A ∈ {0, 20, 40, 60, 80},
D ∈ {100, 200, 300}, [km] and
L ∈ {100, 200, 300}.
An ensemble of ten different paths δ, i.e., ten different realizations of the sequential sampling (see
Appendix A), were determined for each parameter setting. The minimum, median, and maximum
Frobenius norm for each parameter setting were determined (Figure C.1).
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Figure C.1: Frobenius norm of the difference matrix between observed and simulated cross-
covariance matrix for different parameter settings. The distance thresholdsD are 100 km,
200 km, and 300 km for the first, second, and third column, respectively. The number of
neighboring cellsL are 100, 200, and 300 for the first, second, and third row, respectively.
The selected number of anchor cells A are 0, 20, 40, 60, and 80. These are displayed
on the x-Axis of each plot. The 5.0 × 108 line (red dashed line) is displayed to ease the
comparison among different plots.
The number of anchor cellsA has a similar impact on the Frobenius Norm for each combination of
D andL. The Frobenius norm decreases substantially whenA is set from 0 to 20 but stays constant
when A is further increased. This implies that 20 anchor cells are sufficient for the spatial extent of
Germany and this value is also chosen in the present study. In general, the impact of A does not
strongly depend on the spatial resolution of the study area but more on its orographic features and
extent. A heterogeneous mountainous study domain will require more anchor cells than a homoge-
neous flat one.
The distance threshold D has a high influence on the Frobenius norm when no anchor cells are
considered. For example, the Frobenius norm decreases from 8.0 × 107 to 2.0 × 107 when the
distance threshold is increased from 100 km to 300 km (Figure C.1: left and right column). This result
could have been expected because a larger distance threshold implies that the connectivity of the cells
is increased. This effect, however, vanishes whenA is larger than zero. This highlights the importance
of anchor cells because they ensure a connectivity among the cells even if the distance threshold D
is relatively small. A distance threshold of 200 km is selected in the present study because there is a
slight decrease in the Frobenius norm between aD of 100 km and 200 km forA of 20. Additionally,
choosing 300 km would imply that almost all cells including anchor cells are in the neighborhood
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of grid cells located in Central Germany. This represents an unrealistic testbed for the sequential
sampling with regard to spatial data sets of even larger spatial extent (e.g., data sets for continental
United States or Europe) because the distance threshold would have to be set to at least 1000 km
such that all cells are also neighborhood cells for data sets of this large extent.
The impact of the number of neighboring cells L seems to be negligible as the Frobenius norm has
similar values for each setting ofD andA (Figure C.1: compare rows). However, the parameterL has
the highest impact on the computational costs of the proposed method. This stems from the fact that
the computational cost of the inversion of the matrices in equations A.4 and A.5 scale quadratically
with L. A number of 200 neighboring cells has proven to yield good results in the present study at
reasonable computational costs. This choice is made because it leads to a good balance between the
number of selected neighboring cells L and the total number of cells within the distance threshold
D. The ratio between these two is around 2.5% in the present study. If this ratio is too high, the
algorithm is inefficient because of the increase in computational expenses. If this ratio is too low, the
connectivity in the neighborhood decreases and too much random noise will occur.
As a result of this sensitivity analysis, the selected parameter in this study are a D of 200 km, A of
20, and L of 200 for all months. The sample size available for estimating the covariance matrices
during summer and winter months is only half of that used for the estimate for all months. For this
reason, the estimate is poorer than the one taking all data points into account and the parameter
L was changed to 150 to accommodate for this fact. As a consequence, a D of 175 km was used to
maintain the ratio of 2.5% outlined above.
C.3 Spatial Clustering of CDFs
In the proposed method, the cdfsF of the weights between two scales are estimated for each location
i and intensity class c (equation 3.3a). Hence, the number of known cdfs in the proposed method is
N × C , where N is the number of locations and C the number of intensity classes over all scales.
This is a huge number because of the large number of grid cells, i.e., N ≫ 20, 000. The next steps
in the development of this method is the parametrization of the cdfs F which will be difficult to
obtain with this large number of unknowns. A reasonable regionalization of these functions must
be found to achieve a parsimonious parametrization of the method. It has to be pointed out that
this drawback is not present in the proposed method because of the usage of empirical cdfs.
A relationship between specific location characteristics and the cdfs F have to be found to derive
a regionalization of these functions. A k-means clustering Wilks (2011) was performed on the pre-
cipitation distribution functions and the cdfs F of one scale and intensity class (Figure C.2) to test
whether such a relationship could be established. The drawback of this clustering approach is that
the number of clusters has to be predefined. The advantage in turn is that it is non-hierarchical, i.e.,
cells can be moved from one cluster to another. In this study, four clusters have been chosen before-
hand because this number of clusters captures the main spatial patterns for both the precipitation
cdfs and the cdfs of the weights.
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Figure C.2: Spatial distribution of k-means cluster with k = 4 of (a) precipitation distribution func-
tions and (b) cdfsF between two day and daily scale for one intensity class over Germany.
The clusters derived for the precipitation distribution functions can be associated with specific re-
gions (Figure C.2a). For example, the precipitation cdfs in mountainous regions in Central and
South Germany, the lowlands in North-East Germany, and the lowlands in North-West Germany
are grouped in separate clusters (cluster 4, 2, and 1, respectively). Overall, the general spatial pattern
is similar to that of long-term annual precipitation (see Figure 3.3). Both of these patterns show a
strong dependence on elevation. This relationship on elevation can be exploited to identify a re-
gionalization for the cdfs of precipitation. Using this regionalization for the cdfs F would imply
that one assumes that the cdfs of the weights cluster in the same way as the ones of precipitation.
This assumption is tested for the cdfsF between the two day and daily scale for one intensity class.
The clusters of these cdfs can also be associated with specific regions (Figure C.2b). For example,
the cdfs grouped in cluster 4 are mainly located in the Black Forest mountain range in South-West
Germany and the Prealps in Southern Germany. The cdfs attributed to cluster 1 and 2 are also mainly
located in the lowlands in North-West Germany, whereas cdfs in East Germany are mostly grouped
in cluster 3. The general pattern, however, is very different from that obtained for the precipitation
cdfs (compare Figure C.2a and C.2b). This implies that there might be other variables than only
elevation influencing the shape of the cdfs F , such as for example the probability of dry days (see
Figure 3.10a).
Further research is required to implement and test a parsimonious parametrization of the proposed
method. Any regionalized parameter will lead to higher bias between generated and observed precip-
itation cdfs because assumptions have to be formulated that might not hold in each case. This study
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can be regarded as a benchmark for methods with regionalized parameters because the full capability
of the proposed method by employing empirical distribution functions is investigated here.
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D Equitable Threat Score
Forecast verification for discrete events (e.g., a drought event) is commonly carried out using mea-
sures that are based on a 2×2 contingency table (Wilks, 2011). In this study, we use the Equitable
Threat Score (ETS) as skill measure, which is defined as
ETS = 100
a− aref
a− aref + b+ c, (D.1)
where a is the number of drought events that occur in both the forecast and the reference dataset
(commonly called hits), b is the number of drought events that occur in the forecast but not in the
reference dataset (commonly called false alarms), and c is the number of droughts that occur not in
the forecast but in the reference dataset (commonly called misses). aref is defined as
aref =
(a+ b)(a+ c)
n
, (D.2)
where n is the total number of time steps. ETS is used in this study because it condenses the hit rate
(a/(a+ c)) and the false alarm rate (b/(a+ b)) into one metric. An ETS of 100% indicates a hit rate
of 1 and a false alarm rate of 0, which means that all drought events are forecasted perfectly.
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E Drought severity and area
Two drought characteristics are evaluated during the drought development and recovery phase. These
are the fraction of correctly forecasted drought area and the drought severity of this area. For a given
time step t, the former is defined as
A(t) =
a(t)
a(t) + c(t)
, (E.1)
where a(t) is the number of grid cells under drought both in the forecast and the reference dataset
at time step t and c(t) is the number of grid cells under drought that occur not in the forecast but in
the reference dataset at time step t. It is worth mentioning that this area is equivalent to the hit rate
estimated over space.
The drought severity is calculated for the grid cells that exhibit a drought both in the forecast and
the reference dataset. For a given time step t, the drought severity is defined as
S(t) =
∑
i∈a(t)
[τ − SMIi(t)]+, (E.2)
where τ is the SMI drought threshold (here 0.2), (·)+ is the positive part function, anda(t) is defined
as above. A large deviation from the drought threshold leads to higher severity indicating a more
severe drought. The severity of the forecast is then normalized by that of the reference dataset to
make them comparable among different drought events.
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