Abstract. This paper presents our research efforts towards enabling the use of grid infrastructures for supporting Computer Supported Collaborative Learning (CSCL) applications developed according to the principles of ComponentBased Software Engineering (CBSE). An illustrative example of a gridsupported component-based collaborative learning application is presented and discussed. This discussion leads to the study of application scheduling and component hosting problems for CSCL applications within a grid context based on the Open Grid Services Architecture (OGSA).
Introduction
CSCL [1] is a discipline devoted to research in educational technologies that focuses on the use of Information and Communications Technology (ICT) as mediational tools within collaborative methods (e.g. peer learning and tutoring, reciprocal teaching, project or problem-based learning, games) of learning [2] . The effort of developing CSCL applications is only justified if they can be used in a large number of learning situations and if they can survive the evolution of functional requirements and technology changes [3] . In this sense, CBSE appeared as an enabling technology for the development of reusable, customizable, and integrated CSCL software tools.
In addition, there is a remarkable synergy between CBSE and grid computing: several ongoing research efforts, such as ICENI [4] , suggest the suitability of grid computing for supporting the distributed execution of component-based applications. In this same direction, OGSA [5] , which has emerged as the de facto standard for the construction of grid systems, recognizes the suitability of software component containers for implementing the functionality of Grid Services.
Besides these two synergies, CBSE with CSCL and CBSE with grid computing, a third relationship can be established: grid computing and CSCL. Education is considered to be a "very natural and important application of grid technologies" [6] , and CSCL is one of the major research fields in technology-enabled education. The analysis of main grid characteristics [7] also supports the idea that the use of a grid infrastructure can provide major benefits for CSCL applications: large scale of grid infrastructures, wide distribution of resources, inter-organization relationship support and heterogeneous nature of shared resources are some of the most relevant characteristics of grid computing for the CSCL domain. This paper presents our work towards merging CSCL, CBSE, and grid technologies. With this aim, a scenario combining both CBSE and grid principles within a CSCL context is defined and discussed in section 2. This study identifies two research issues that must be tackled so as to allow CSCL applications to profit from CBSE and grid computing. First, the CSCL application scheduling is dealt in section 3. Second, the component-hosting problem is studied in section 4. Preliminary research results are also described for both issues. Finally, conclusions and future work may be found in section 5.
Grid-Supported Component-based CSCL Application Scenario
The joint use of grid support and CBSE principles can be very valuable for CSCL applications such as the following: an electronic magazine published by children from different schools by collaboratively interacting both synchronously and asynchronously. Learning objectives of this scenario include the acquisition of writing abilities as well as the understanding of concepts related with the articles they write.
The CSCL application supporting this scenario should provide children with a synchronous collaborative editor (for writing articles) and with a conceptualization tool in order to collaboratively organize the ideas that they intend to include in their articles. The latter tool, eventually aided by an intelligent peer that may be computationally intensive, would generate the so-called "cognitive maps". The tool should also provide support for conflict resolution, so that children can propose new concepts and relationships, then discuss them and finally produce a cognitive map that includes the contributions they agree with. Furthermore, this tool would enable the children to access information sources (e.g. previous articles, web pages, etc) and link them to the concepts and relationships they propose. If CBSE development principles are used, the CSCL application supporting the above scenario could be the result of assembling different software components. The functionality of components could be replicated and executed in multiple grid nodes (potentially from different schools) taking advantage of the aforementioned large scale of the grid and its wide geographical distribution. These would enable allow a large number of participants reading and/or writing articles while keeping low response and notification times.
Achieving the benefits identified in this scenario implies the availability of certain mechanisms in grid infrastructures supporting component-based CSCL application: (1) A component-based CSCL application scheduler that decides what software components are migrated/replicated and over what grid nodes (according to both the availability of resources and, in the example, the distribution of schools and children). (2) A component hosting service offered by third-party organizations that allows the dynamic deployment and execution of CSCL software components within grid nodes chosen by the scheduler. These research issues are further studied in the next sections.
Component-based CSCL Application Scheduling
Application scheduling is a research problem widely studied in grid literature. This may suggest that schedulers already available from the grid community could be employed for CSCL application scheduling. However, schedulers are highly dependent on the domain of the application to be scheduled [8] , and CSCL applications are significantly different from typical grid applications so far (e.g. supercomputing or high-performance applications). Therefore, existing schedulers cannot be reused and new schedulers must be developed for CSCL applications.
CSCL applications promote learning by enabling and enhancing collaboration between students. However, for this collaboration to be fruitful from the educational point of view, CSCL applications must yield good performance, e.g., a collaborative editor application is not feasible if it does not perform as good as to quickly distribute to all users every change that is made to the document being edited. Scheduling can improve CSCL application performance and, consequently, collaboration.
In the case of component-based CSCL applications, an acceptable performance level can be met As a proof of concept, a specific scheduler has been developed for a simple synchronous collaborative editor. Simulation results show that editor performance, measured in terms of notification time (i.e. time elapsed since a user makes a change in the text being edited until this change is delivered to all users), is improved as much as 60% if components are distributed by the proposed scheduler when compared to traditional non-scheduled component distributions.
Component Hosting Service
A very important idea underlying Grid Services, as promoted by OGSA, is that they hide the way organizations implement the service they offer and the resources they use for their provision. The typical grid computing problem of resource selection is thus somehow moved towards the problem of grid service selection. This implies that a potential component-based CSCL application scheduler should select a suitable grid service allowing the dynamic deployment of the components that make up a CSCL application.
In this sense, an open problem stems from the fact that, although OGSA considers the possibility of using software components for implementing the functionality offered by Grid Services, OGSA has not defined any standard means for the dynamic deployment of software components over grid nodes offered by organizations. Therefore, part of the ongoing research described in this paper is devoted to the definition of a component hosting service: a Grid Service offered by organizations capable of hosting the execution of software components of CSCL applications and used by component-based CSCL application schedulers.
We have already developed a prototype of such a component hosting service for Globus Toolkit 3 (GT3). This service allows automatic deployment and hosting of Enterprise Java Bean (EJB) components in a JBoss component application server. EJB technology was chosen in order to allow the deployment of CSCL applications already developed by our research group according to J2EE standards. JBoss is preferred to other component applications servers supported by GT3 because it is freely available. This prototype is limited to the deployment of only one component.
Conclusions and Future Work
This paper has presented arguments supporting the feasibility of merging CSCL, CBSE and grid technologies. An illustrative example of a grid-supported componentbased collaborative learning scenario has been presented and discussed leading to the study of scheduling and component hosting problems within a CSCL context. Future work includes development of schedulers for representative CSCL applications and their integration with a fully implemented component hosting service.
