Abstract-Weighted queue minimization is considered in Dynamic TDD system where the available resources per cell and per TDD frame can be freely allocated to both uplink (UL) and downlink (DL) transmission depending on traffic demand and user distribution within the network. Given the traffic state, joint UL/DL cell mode selection, beamformer design and resource allocation among available time/frequency/space dimensions is carried out. A centralized solution is found by dividing the combinatorial and non-convex problem into subproblems in which relaxed versions of the original intractable optimization problem are formulated and solved in an efficient manner. The numerical examples demonstrate significant gains from dynamic UL/DL mode selection as compared to the conventional TDD with fixed mode assignment.
I. INTRODUCTION
In small cell scenarios, the amount of instantaneous uplink (UL) and downlink (DL) traffic may vary significantly with time and among the adjacent cells [1] . In such cases, Dynamic TDD allows for resources to be dynamically adapted between the UL and DL by dynamically changing the amount of resources allocated to each direction at each time instant, providing vastly improved overall resource utilization.
The dynamic allocation variation will change, however, the interference seen by neighboring cells, considerably complicating the interference management. In addition to the normal UL-to-UL and DL-to-DL interference, there are two additional types of interference associated with Dynamic TDD in multi-cell operation, namely ULto-DL and DL-to-UL interference. Allocating resources in such a system requires balancing the gains of flexible DL/UL allocation (i.e. in the form of reduced packet delivery delay) with the potential losses (in the form of excess interference). In order to mitigate or avoid the cross-link interference, the system may employ coordinated resource allocation and beamforming, where the transmissions within a coordinating set of cells are jointly designed.
Numerous studies have been carried out in the literature that mostly consider time-slot allocation algorithms to minimize the cross-link interference in Dynamic TDD, see e.g., [2] - [4] , and the references therein. Fully dynamic or flexible TDD is an essential 5G research item, e.g., in 3GPP standardization [8] , [9] . With some limitations in adapting the DL/UL allocation, a form of dynamic TDD named as "enhanced Interference Mitigation and Traffic Adaptation" (eIMTA) has been already introduced 3GPP in Long Term Evolution Advanced (LTE-A) [5] . However, such evolutions of LTE-A will not trigger major latency reductions due to the restrictions to ensure backwards compatibility. Consequently, there is a need for a new 5G air interface to enable the required low physical layer latencies. A popular candidate for frame structure is one without any switching point restrictions so that any slot can be either uplink or downlink, and in addition, serve a direct device-to-device link or provide selfbackhauling [5] - [7] .
In this paper, a fully dynamic traffic aware TDD transmission and reception is considered in multi-cell network, where the load variation between adjacent small cells can be significant. Different traffic types are assumed, for example, data traffic consisting of short intermittent bursts and backlogged traffic corresponding to large file transfers (e.g., video). A standard approach in such settings is to consider a myopic optimization problem in each time-slot, where the objective varies from slot-to-slot with the queue-sizes [10] . In [11] , a weighted queue deviation minimization was considered for designing transmit precoders and receive beamformers in a conventional synchronous TDD multiple-input multiple-output (MIMO)-orthogonal frequency division multiplexing (OFDM) multi-cell network to minimize the number of backlogged packets at the base stations (BSs).
The weighted queue minimization approach from [11] is extended in this paper to the Dynamic TDD setting where the available resources per cell and per TDD frame can be freely allocated to both UL and DL transmission depending on given traffic demand and user distribution within the network. Given the traffic state, the design problem is to jointly assign UL/DL mode selection per cell, resource allocation among available time/frequency/space dimensions and design beamformers for each data stream. This highly challenging problem is solved by dividing it into subproblems in which relaxed versions of the optimization problems are formulated, solved, and related to the original problem, e.g., integer valued UL/DL mode selection variables are replaced by continuous variables while a binary outcome is enforced using an appropriate regularization function in the objective.
II. SYSTEM MODEL
We consider a dynamic TDD scenario for a MIMO-OFDM transmission with N sub-channels and NB half-duplex BSs each equipped with N T transmit antennas, serving in total K half-duplex users each with N R receive antennas. The set of users associated with BS b is denoted by U b and the set U represents all users in the system, i.e., U = ∪ b∈B U b , where B is the set of indices of all coordinating BSs. Data for user k is transmitted from only one BS which is denoted by b k ∈ B. Furthermore, U UL and U DL denote the set of uplink and downlink users active at given time instant, respectively. Let N = {1, 2, . . . , N} be the set of all sub-channel indices available in the system. In a given time, a subset of base stations B U ⊆ B serves the uplink traffic in all sub-channels simultaneously and the rest of the base stations B D ⊆ B are serving the DL traffic.
We adopt linear transmit beamforming technique at BSs and UTs. Specifically for DL case, the data symbols d l,k,n for user k on the lth spatial stream over sub-channel n is multiplied with beamformer m l,k,n ∈ C N T ×1 before being transmitted. In order to detect multiple spatial streams at the user terminal, receive beamforming vector w l,k,n is employed for each user. Similarly for uplink case, at the user terminal the data symbolsd l,k,n for user k is multiplied with beamformerm l,k,n ∈ C N R ×1 before being transmitted. Then receive beamforming vectorw l,k,n is employed at the BS. Consequently, the received data estimate corresponding to the lth spatial stream over sub-channel n at DL user k is given by
is the maximum number of spatial streams per user. Consequently, the received data estimate corresponding to the lth spatial stream over sub-channel n for user k at the serving UL BS b k is given bȳ
T is the BS-BS interference channel, and n l,k,n ∼ CN (0, N0) is the additive noise vector for user k on the nth sub-channel and lth spatial stream. Assuming independent detection of data streams, we can write the signal-to-interference-plus-noise ratio (SINR) of DL user as in (3) where N 0 = N0 tr(w l,k,n w H l,k,n ) denotes the equivalent noise variance. Similarly, SINR of UL user can be written as in (4). 1 Let Q k andQ k be the number of backlogged DL and UL packets destined for user k at a given scheduling instant, respectively. The queue dynamics of user k are modeled using the Poisson arrival process with the average number of packet arrivals of
represents the instantaneous number of DL and UL packets arriving for user k at the ith time instant. 2 For example, the total number of downlink (similarly in uplink) queued packets at the (i + 1)th instant for user k is given by
where [x] + ≡ max {x, 0} and t k denotes the number of transmitted DL (t k (i) in UL) packets or bits for user k. At the ith instant, the transmission rate of user k is given by
where t l,k,n denotes the number of transmitted packets over the lth spatial stream on the nth sub-channel. The maximum rate achieved over the space-frequency resource (l, n) for DL and UL is given by
Note that t k and Q k are represented by the same units, i.e., in bits defined per channel use.
III. PROBLEM FORMULATION
In order to minimize the total number of backlogged packets, we define an objective k∈U α k |v k | q + β k |u k | q where queue deviation metrics are defined as
and where γ l,k,n ,γ l,k,n are given by (3), (4), respectively, and the optimization variables are transmit precoders m l,k,n ,m l,k,n and receivers w l,k,n ,w l,k,n . Since we assume all the network nodes to be half duplex, any cell can be either in UL or DL mode at any given time instant. New BS specific binary variables x b ∈ {0, 1} andx b ∈ {0, 1} are introduced to indicate whether cell b is in downlink or uplink mode, respectively, such that x b +x b = 1 ∀ b. By relaxing the SINR expressions as inequality constraints and introducing new variables γ l,k,n andγ l,k,n , the joint UL/DL mode selection and traffic aware beamforming problem formulation becomes min.
where the optimization variables are
k v k are the element of vectorsṽ andũ, respectively, and α k and β k are the weighting factor used to alter the user priority based on the quality of service (QoS) constraints such as packet delay requirements and packet waiting time. The BS specific power constraints are considered in (21e) while the UL user power constraints are considered in (21g). The UL/DL mode selection is handled via multiplying the power constraints by binary mode selection variables, and hence, allowing non-zero DL (UL) beamformers
only in DL (UL) cells. Note that (9a) includes an implicit rate
L l=1t l,k,n ≥ 0 on the maximum number of transmitted bits for each user as governed by the number of backlogged packets. The parameter q is used to provide tradeoff between fairness and sum queue minimization [11] .
The optimization problem in (9) is non-convex, combinatorial problem with binary variables. The objective is convex and power constraints are convex. The interference constraints (9c) and (9e) are convex for fixed receivers. Similarly, the SINR constraints can be formulated as difference of convex functions as, for fixed receivers, the RHS of (9b) and (9d) are convex (quadratic over linear) functions. Note that for fixed mode selection variables, the problem is a straightforward extension of [11] .
A. Approximation of the SINR constraints
The SINR expressions (9b) and (9d) can be handled as in [11] . The main steps are briefly reproduced here for convenience. Now, by fixing w l,k,n ,w l,k,n , (9c), (9e) can be written as a second-order cone (SOC) constraint. Thus, the difficulty is due to the nonconvexity of the constraint in (9b) and (9d). Let
be the r.h.s of (9b), where u l,k,n {w l,k,n , m l,k,n , β l,k,n }. Note that the function g(u l,k,n ) is convex for a fixed w l,k,n , since it is in fact the ratio between a quadratic form of m l,k,n over an affine function of β l,k,n [12] . The nonconvex set defined by (9b) can be decomposed as a series of convex subsets by linearizing the convex function g(u l,k,n ) with the first order Taylor approximation around a fixed operating pointû l,k,n [13] , also referred to as SCA in [14] . By using the reduced convex subset for (9b), the problem in (9) is solved iteratively by updating the operating point in each iteration.
Let the real and imaginary components of the complex number w
and
,n } be a minimizer from the previous SCA iteration. Now, by using the first order Taylor approximation around the operating pointũ l,k,n , we can approximate (9b) as
Similarly, for (9d), Let
By using the first order Taylor approximation around the operating pointṽ l,k,n , we can approximate (9d) as
where
B. Binary relaxation solution
In order to solve the combinatorial problem in (9) efficiently, the binary variables on x b ,x b ∈ {0, 1} are replaced by continuous variables x b ,x b ∈ [0, 1], ∀b. Then, the problem becomes convex (for fixed receivers, at any given linearization point of the SINR constraints). In order to ensure sparsity in the relaxed binary variables x = [x 1, . . . , xN B ,x1, . . . ,xN B ] , a regularization function f (x) is used in the objective to enforce the binary outcome for vector x. One such function, proposed originally in [15] , is given as
where is a small positive constant included in the argument to limit the dynamic range of log function. Now, by using f (x) as a regularization function, the objective of (9) is given as
where ψ is a constant. The use of log function in (19) is justified by the fact that log(x b + ) has slope 1/ at the origin that increases as → 0, which is greater than 1 norm that has unit slope at the origin. Therefore, similar to 0 norm, which has infinite slope at the origin, log(x b + ) term allows a large penalty for relatively small nonzero values of x, thus leading to a solution, where the elements of x are binary valued [15] .
The objective is now a sum of convex (norm) and concave (log) functions, i.e., in a difference of convex (DC) form, therefore, it can be solved by linearizing each concave function log(x b + ) by its first order Taylor approximation around some fixed operating point
log(x
Now, by ignoring the constant terms in the approximate function (20), we can write an equivalent approximate problem as min.
s. t. (13) and (15) (21b)
The proposed iterative algorithm involves two nested iteration loops. The outer alternating optimization (AO) loop consists of separate transmit and receive beamformer optimization, where the optimal receive beamformers given fixed TX beamformers correspond to the scaled MMSE receivers (see [11] ). The inner SCA loop is used to find the transmit precoders by solving (21) iteratively until convergence for fixed receivers. 3 Upon finding a sparse solution for the relaxed vector x, the augmented regularization term in the objective of (21) vanishes. We can directly observe that the proposed algorithm provides monotonic convergence for the objective in (21). This follows from the fact that each linear approximation is a global over-estimator of a concave function in (20), or global under-estimator of convex functions (13) and (15) . The proof of monotonic progression follows from the basic successive convex approximation results provided in [16] . A more detailed convergence discussion can be found in [11, Appendix A] .
IV. NUMERICAL EXAMPLES
The numerical examples are gathered from a realistic 21-cell network with |U b | = 2 ∀ b users per cell. Each BS is equipped with 4 antennas and the user terminals have 2 antennas. The maximum number of spatial data streams per user is limited to one for faster convergence. The simulation environment follows the guidelines given in [17] . The traffic model used in the simulations assume asymmetric traffic within the network, where a randomly chosen fraction of users, parametrized by α, have β times higher packet arrival rate A k =Ā k = A ∀ k. In practice, this illustrates the performance impact of having users with high or low rate demand applications, e.g, web browsing and video streaming. The number of bits in the queue are drawn from a Poisson distribution with varying packet/bit arrival rates. To further emphasize the application driven nature of the network traffic, the user specific traffic only occurs at downlink or uplink but not in both. Probability of having downlink (or uplink) traffic is 0.5 for each channel realization. For each user drop, the transceiver optimization and UL/DL mode selection is carried out over a scheduling interval consisting of two consecutive frames and the average queue backlog per user is used as the performance indicator. As a reference, we use a conventional TDD system, where one frame is fixed solely for the downlink and one for the uplink (termed as '50/50 fixed' in Fig. 1 ).
In Fig. 1 , the queue backlog per user averaged over a large number of independent scheduling intervals is plotted as a function of arrival rate parameter A. The mean arrival rate across all low and high rate demand users can be straightforwardly calculated as (1 − α)A + αβA. The high rate applications are simulated with two arrival rate amplifications (β = 5 and β = 10). Also, the impact of traffic asymmetric traffic is demonstrated by using high rate user fractions α = 0.2 and α = 0.4. Increasing the arrival rate further would results in an unstable system, where the queue backlogs would grow without limit (if a time-continuous arrival process was simulated). It is evident that asymmetric traffic causes difficulties for the conventional TDD systems, as the fixed mode assignment cannot exploit the uneven traffic patters, while significant gains in the order of 30-40% can be achieved using dynamic UL/DL mode selection. On the other hand, as the traffic patterns become more even, the performance gain from dynamic TDD diminishes. 
V. CONCLUSION
Joint UL/DL cell mode selection, beamformer design and resource allocation among available time/frequency/space dimensions was considered for weighted queue minimization in Dynamic TDD setting with coordinated multi-cell MIMO transmission/reception. An efficient centralized solution was proposed by dividing the highly complex non-convex and combinatorial problem into solvable subproblems. Integer valued UL/DL mode selection variables were replaced by continuous variables, while enforcing a binary outcome using an appropriate regularization function in the objective. The numerical examples demonstrated significant gains from dynamic UL/DL mode selection as compared to the conventional TDD with fixed mode assignment.
