I. Introduction
Helices are important elements of protein secondary structure associated with a variety of structural and functional properties in biological systems. [1] [2] [3] [4] The three types of helices found in nature, the 3 10 -helix, the α-helix, and the π-helix, are different in their hydrogen bonding patterns, having i ← i + 3, i ← i + 4, and i ← i + 5 hydrogen bonding, respectively. 5, 6 Of these, the α-helix is the most abundant species. The 3 10 -helix often occurs at the termini of helical segments in naturally occurring proteins 7 and is thought to be a folding intermediate in the formation of α-helices from nascent random coils of amino acids. 8, 9 Chemical environments and other factors that promote either of these two helical forms or a reversible dimorphism between the two have been discussed in recent studies. [10] [11] [12] [13] [14] It has been proposed that interconversion between the α-and 3 10 -helical forms can have important biological consequences, such as in the pore opening mechanism of channel proteins. 15 To elucidate the roles of different helices and their possible transformations, it is necessary to develop highly sensitive techniques that can report subtle changes accompanying helical transitions, which is challenging. Although the different helical types differ in the mean values of dihedral angles, there is some structural overlap between them, reflected in overlapping regions of the Ramachandran space.
Femtosecond two-dimensional infrared (2D IR) spectroscopy of the amide-I mode (primarily C=O stretch) has been shown to be a powerful probe of peptide structures. 16 -20 Couplings between amide-I modes, manifested as cross-peaks in 2D IR spectra, are highly sensitive to backbone conformations. Compared to conventional techniques, such as electronic circular dichroism (ECD) and NMR, the intrinsic picosecond time resolution of 2D IR makes it particularly attractive because it can be utilized to probe ultrafast folding/unfolding processes. 21 Although time-resolved linear IR has provided very valuable information on protein folding kinetics, it is impossible to resolve the different types of helices that may be involved in the helix-coil transition using linear IR. 2D IR studies of unlabeled amide-I modes have demonstrated its capabilities in distinguishing between 3 10 -and α-helical octapeptides, 22, 23 probing the onset of 3 10 -helical secondary structure, 24 and revealing the cross-peaks between the A and E modes of a 21-residue α-helix. 25 Isotope edited helical peptides with 13 C and 13 C/ 18 O on the amide-I modes and 15 N on the amide-II mode were also targeted by the 2D IR technique to gain insights into residue-specific structural information. 26, 27 Further investigation on the sensitivity of 2D IR to peptide helicity is, thus, a very timely and important next step.
To firmly establish the 2D IR spectrum-structure relationship, translation of the measured complex spectra into accurate descriptions of secondary structure requires input from theoretical models. Molecular dynamics (MD) simulation provides a space-time trajectory, which can be used in conjunction with theoretical methods to extract structural and dynamical information that can be compared to experimental data. A number of studies utilized solvent configurations generated from MD snapshots to parametrize electrostatic models that describe how the frequency of an amide-I vibrator depends on its local environment. 28- 33 Several applications of these and related models have been pursued to simulate 2D IR experimental data and evaluate the effects of solvent and ensemble heterogeneity in 2D IR spectra. 34 -36 In this work, we investigate the sensitivity of 2D IR to peptide helicity using a combination of experimental and molecular simulation approaches. The system of our study is the terminally protected homo-octapeptide, Z-[L-(αMe)Val] 8 -OtBu (Z, benzyloxycarbonyl; (αMe)Val, C α -methyl valine; OtBu, tert-butoxy, Figure 1 ), solvated in CDCl 3 . We have chosen to focus on a peptide with an uncoded C α -tetrasubstituted amino acid because such amino acids are wellknown to have high propensity toward helical conformations as a result of the steric hindrances imposed by the substituents. [37] [38] [39] [40] The conformational stability of C α -tetrasubstituted peptide systems makes them excellent models for developing experimental and theoretical approaches to conformational analysis. Among these systems, Z-[L-(αMe) Val] 8 -OtBu is of particular interest. It adopts a fully developed, right-handed 3 10 -helical conformation in the crystal state. 41, 42 Previous ECD, VCD, and 2D IR experiments concluded that it forms a stable 3 10 -helix in CDCl 3 , but undergoes acidolysis of the terminal OtBu group and a subsequent 3 10 -to-α-helix transition in 1,1,1,3,3,3-hexafluoropropan-2-ol. 22, 43, 44 This interesting feature will provide a platform for detailed investigation of helix stability and transformation in different solvents.
Previously, we have reported the 2D IR cross-peak pattern of Z-[L-(αMe)Val] 8 -OtBu in CDCl 3 using the rephasing (R) pulse sequence with the double-crossed polarization configuration. 22 The doublet cross-peak pattern in the amide-I region was assigned as a characteristic of the 3 10 -helical conformation, as corroborated by our theoretical calculations. 23 Here, we present 2D spectra taken by two different pulse sequences, R and nonrephasing (NR), under both the parallel and the double-crossed polarization configurations. These experiments together with linear IR provide an extensive set of spectral signatures for comparison with theoretical simulations. The comparison also allows us to explore the relative sensitivity of different polarization configurations and pulse sequences to the underlying peptide structure.
To gain a deeper insight into the conformational distribution of this peptide and to go beyond the simple assumptions made in the previous work that the peptide backbone dihedral angles follow Gaussian distributions centered at either the same average values or the crystal structure, 23 we have performed all-atom MD simulations to obtain structural ensembles with and without restraints. We simulated 2D IR spectra based on the vibrational exciton model 16 and calculated the amide-I local mode frequencies using six different models based on four electrostatic maps recently developed by the Cho, 29, 45 Keiderling, 31 Knoester, 46, 47 and Mukamel 48 groups. Through detailed comparison with the experimental data, the performance of the adapted MD force field in generating realistic peptide structures is analyzed. The relative efficacies of different models in simulating 2D spectra are explored and discussed. We find that 2D IR spectra are exquisitely sensitive to small changes in structural characteristics of helices and can serve as a stringent test for force field refinement and theoretical model development.
II. Methods

A. Experiment
Details of the 2D IR spectrometer along with the data acquisition and processing procedure have been described elsewhere. 22, 23 Briefly, the 2D IR measurements were carried out using 100-fs IR pulses with a center frequency of 1667 cm −1 and wavevectors of k a , k b , and k c . The delay time between the first and second incoming pulses is denoted as τ; that between the second and third pulses, as T; and that after the arrival of the third pulse, as t. The third-order nonlinear signal emitted in the phase-matching direction of −k a + k b + k c was combined with a local oscillator field and heterodyne-detected. Pulse sequences of a-b-c and b-a-c are defined as R and NR, respectively. The R and NR 2D spectra were collected with the parallel (〈Z, Z, Z, Z〉) and double-crossed (〈π/4, −π/4, Y, Z〉) polarization configurations, where 〈a, b, c, d〉 denotes the polarization of the excitation pulses (a, b, c) and the signal (d). It has already been shown that this polarization configuration is effective in structural discrimination of helices. 23 All experiments were performed at ambient temperature (20 °C). The 3 10 -helix octapeptide Z-[L-(αMe)Val] 8 -OtBu was synthesized and characterized by Toniolo and co-workers, as described previously. 42 The peptide concentration in CDCl 3 (Cambridge Isotope Laboratories, 99.96% D) is ~10 mM. The peak optical density of the amide-I mode is ~0.3 in a 100-μm-thick sample cell.
B. Force Field Adaptation and Molecular Dynamics Simulations
The NAMD package 49 was used for all the simulations in this study. The crystal structure of Z-[L(αMe)Val] 8 -OtBu 41 was used as the initial configuration for our MD simulations, performed with a modified CHARMM22 force field. 50 The CHARMM force field has been widely used in the conformational sampling of helices and in calculating free energy changes associated with their formation, and the results have been found to be largely consistent with experiments. [51] [52] [53] [54] However, the default CHARMM force field does not provide partial charges and bond parameters for C α -tetrasubstituted amino acids, or the Z and OtBu capping groups.
Although a previous study utilized CHARMM to perform energy minimization on a singly-(αMe)Val-substituted peptide and found that C α -tetrasubstitution leads to a decrease in conformational flexibility, 55 no details of the force field adaptation were given. In this work, we have assigned partial charges as consistent as possible with the CHARMM force field. The modular form of neutral subgroups available in this force field is highly advantageous to our purposes. In CHARMM, the HN-C α H in each amino acid is assigned partial charges of (0.31e, −0.47e, 0.07e, 0.09e), respectively; the amide C=O is assigned partial charges of (0.51e, −0.51e), respectively; and the methyl and methylene groups belonging to hydrophobic amino acid residues are, in general, assigned partial charges such that they form neutral groups with charges of 0.09e on the H atoms. To maintain an overall neutral charge for the HN-C α -CH 3 groups, we assigned the atoms with partial charges of 0.31e (amide H), −0.47e (amide N), 0.16e (C α ), −0.27e (methyl C), and 0.09e (methyl H). Within the Z group, the urethane carbonyl group (partial charges of 0.63e and −0.52e for C and O, respectively) and the ester oxygen (partial charge −0.34e) were adapted from the topology of dimyristoylphosphatidylcholine (DMPC) available in CHARMM27, 56 and the phenyl group was directly adapted from the topology of the phenylalanine residue. To maintain charge neutrality, the carbon and the hydrogen atoms of the methylene group of Z were assigned partial charges of 0.05e and 0.09e, respectively. The carbonyl group of the eighth residue and the ester oxygen in the OtBu group were treated in the same manner as those in the Z group. The partial charges of the methyl groups in OtBu were adapted according to the neutral methyl groups of hydrophobic amino acid residues, and the carbon atom that connects the three methyl groups was assigned a partial charge of 0.23e to maintain neutrality. The adaptation also reflected the atom type of each atom, and the bonded parameters were assigned accordingly from the force field.
There are several models of chloroform available in the literature. [57] [58] [59] In this study, we have adopted the chloroform parameters from the AMBER force field. 60 We have verified that an equilibrated box of chloroform yields the correct density, diffusion coefficient, and radial distribution functions when compared to existing data. 57 The peptide was solvated with 968 CDCl 3 molecules in a rectangular box measuring about 50.9 Å × 52.4 Å × 52.6 Å. After 1000 steps of conjugate gradient energy minimization, two sets of simulations, unrestrained (u) and restrained (r), were performed to obtain the spectra. To obtain the unrestrained simulation, a 200 ps positionally restrained simulation was first performed at a pressure of 1 atm and a temperature of 295 K, with the peptide backbone atoms harmonically restrained to the crystal structure coordinates with a force constant of 1 kcal mol −1 Å −2 . The restraints were then lifted, and the system was equilibrated to attain a constant pressure and temperature for 8.65 ns. The trajectory u was a constant energy trajectory generated for 30 ns during which the temperature fluctuation was quite small with a 1.3 K standard deviation. To monitor conformational evolution, the spectra were calculated for three segments taken from u, which were labeled u 1 (0-2 ns), u 2 (10-12 ns), and u 3 (22-24 ns) . To obtain the restrained r simulation, the system was first equilibrated at a constant pressure of 1 atm and a temperature of 295 K. During this period, harmonic positional restraints of 2 kcal mol −1 Å −2 were first applied to the peptide non-hydrogen atoms for 200 ps, followed by restraints of 1 kcal mol −1 Å −2 on the backbone heavy atoms for 3.4 ns. Subsequently, the r simulation was performed at constant energy for 2 ns duration, with the (φ, ψ) torsional angles of the peptide restrained in a periodic potential using the peptide crystal structure as the reference. A force constant of 75 kcal mol −1 radian −2 was used to restrain the angles, except for the floppier terminal residues (specifically, φ 1 , ψ 1 , and ψ 8 in Figure 1 ) for which a force constant of 95 kcal mol −1 radian −2 was applied. During all equilibration runs, constant temperature was maintained using Langevin dynamics with a collision frequency of 1 ps −1 . The Nosé-Hoover Langevin Piston algorithm 61, 62 was used to maintain constant pressure. Bond lengths involving hydrogen atoms were held fixed with the SHAKE algorithm. 63 A time step of 1 fs was used to integrate the equations of motion, and three-dimensional periodic boundary conditions were applied to the orthorhombic simulation cell. Electrostatic interactions were calculated using the particle mesh Ewald sum. 64 The nonbonded cutoff distance was set at 11 Å, and the van der Waals interactions and real space part of the Ewald sum were smoothly truncated over the interval 10-11 Å. Coordinates were saved every 0.1 ps in both the u and r production runs.
C. Calculation of Spectra with the Vibrational Exciton Model
The vibrational exciton model is combined with a sum-over-states approach to calculate the amide-I linear and 2D IR spectra. 16 In the vibrational exciton model, the amide-I modes of a peptide are considered to be coupled oscillators that give rise to a set of one-and two-quantum excitonic states, with the number of single excitonic states being equal to the number of oscillators. With the application of laser pulses, the system undergoes transitions between excitonic states. The spectra are calculated from the trajectories in the static limit, assuming that the time scales of fast and slow motions are clearly separated. The total Hamiltonian, H, has a diagonal contribution, H 0 , due to local mode frequencies; a coupling contribution between neighboring peptide units, V 1 ; and a contribution due to the interaction of non-neighboring units, V 2 :
The local mode frequencies in H 0 are obtained from model calculations that take into account electrostatic effects of solvent molecules and peptide atoms on individual sites. Several groups have recently created DFT electrostatic maps that correlate the amide-I local mode frequencies to either the electrostatic potential 29, 31 or the components of the electrostatic field vector, their gradients, 46 and second derivatives 48 at the individual sites. Most of the maps utilize Nmethylacetamide (NMA) and the nitrogen-deuterated form (NMA-d) as models for the local peptide unit. The effects of fluctuating environments are modeled either by solvent clusters obtained from molecular dynamics snapshots, 31, 28 or by imposing external electric fields of varying configurations. 46, 48 In this work, we have taken four of these maps combined with two variations to come up with six different models for calculating the local mode frequencies, as summarized in Table 1 . In naming the models, we distinguish between the potential (P) and field (F) based models using the second letter of the model name. For each model, the definition of parametrized atoms (red) for individual sites is shown together with a collection of atoms surrounding them. This complete group of atoms has a zero net charge and is defined as the chromophore. Atoms within a given chromophore are excluded from the calculations of electrostatic effects of that chromophore.
For the electrostatic potential-based models, the frequency shift at the ith amide-I local mode (δω i ) from the gas-phase frequency (ω 0 ) is given by (2) Here, and represent, respectively, the potentials due to the solvent and the peptide at the kth parametrized atom of the ith mode, and c k represents the parameters that convert the electrostatic potentials at the kth atom to the frequency shift. A particular mode contains N such parametrized atoms that are shown in Table 1 in red. The atoms whose electrostatic contributions are counted include the solvent atoms and the peptide atoms that lie outside the chromophore definition.
The four-site electrostatic potential map developed by Cho and co-workers parametrized the fitting parameters c k using NMA-nD 2 O (n = 1-5) complexes. 29 They also obtained partial charges for the four parametrized sites (C, O, N, H) on the basis of various dipeptide and tripeptide conformations. 45 The frequency origin was set to ω 0 = 1707 cm −1 , a calculated value for the NMA amide-I mode. We have calculated the linear and IR spectra using this potential map, both with (CP1) and without (CP2) using the parametrized partial charges in the electrostatic calculation. For these models, the ith chromophore includes the (C=O) atoms of the ith residue and the (HN-C α ) atoms of the consecutive residue. To maintain charge neutrality in the CP1 model, the C α atom within the chromophore is assigned a zero charge.
The KP model is based on the c k parameters reported by Bouř and Keiderling, 31 which were obtained on the basis of NMA-d in variable-sized D 2 O clusters with 0-31 water molecules. The parametrized sites within the ith chromophore for this model are the (C α -C=O) atoms of the ith residue and the nitrogen atom of the consecutive residue, and ω 0 = 1732 cm −1 , the calculated gas-phase frequency for NMA-d at the BPW91/6-31G** level. 31 To ensure charge neutrality, we have included the (NH) atoms of the i residue and the H and C α atoms of the next residue in the chromophore definition.
The KF models are based on the electrostatic field-gradient map reported by Jansen and Knoester. 46 This map linearly correlates the frequency shift with the electrostatic field (E kα ) and gradient (E kαβ ) by (3) In their parametrization, NMA-d was subjected to 74 different point-charge environments and ω 0 = 1717 cm −1 , the gas phase frequency of NMA-d measured by resonance Raman spectroscopy. 65 Jansen et al. also performed Hessian reconstruction on the normal modes of Ac-Gly-NHMe (nitrogen-deuterated), and reported nearest-neighbor frequency shift (NNFS) maps. 47 From these maps, the frequency shifts due to the neighboring peptide units can be obtained as a function of the instantaneous (φ, ψ) dihedral angles between each peptide unit and its nearest neighbors. The KF1 model described in Table 1 uses the electrostatic map for the non-nearest neighboring peptide atoms and the NNFS maps for the contributions of the nearest-neighboring residues. For the terminal amide modes, the NNFS shifts can be obtained from only a single neighbor because such maps for the effects of capping groups are not available. To understand and compare the relative merit of the NNFS map, we have also calculated the spectra purely on the basis of the electrostatic map. The chromophore definition for this model, described as KF2 in Table 1 , is identical to the chromophore definition of the CP models.
The MF model employs the map 48 implemented in the SPECTRON package created by Zhuang et al. 66 Similar to the KF electrostatic map, this map was constructed by amide-I frequency calculations of a single NMA molecule subject to a set of nonuniform multipole electric fields with ω 0 = 1728 cm −1 . However, the amide-I frequency shift and anharmonicity were parametrized as a linear plus a quadratic function of the electrostatic vector that contains 19 components of the electric field and its gradients and second derivatives. The parametrization sampled over 67 points in the transition charge region of the peptide unit. The segment made of the amide residue and two neighboring neutral groups containing the C α is defined as the chromophore.
For the CP1, CP2, KP, and MF models, we obtained the nearest-neighbor coupling term, V 1 , from the instantaneous dihedral angles, using the ab initio map provided by Cho. 29 For the KF1 and KF2 models, the coupling map of Knoester was used. 47 The coupling contribution of the non-nearest neighboring peptide units, V 2 , was approximated by the transition dipole coupling interactions 67,68 using a previous parametrization of the magnitude, position, and orientation of the dipoles. 45 For the two-quantum Hamiltonian, the diagonal anharmonicity of each local mode was set to 16 cm −1 , an experimental value measured for NMA-d. The couplings between these states were considered to be bilinear under the harmonic approximation. 16 Linear and 2D IR spectra were obtained by diagonalizing the one-and two-excition Hamiltonians and calculating the frequency domain response functions. In the impulsive limit with well-separated pulses, the linear spectrum S(ω) and the 2D complex spectra for the R and NR pulse sequence, S R (ω τ , ω t ; T) and S NR (ω τ , ω t ; T), can be represented as follows:
Here, i and j represent the one-exciton states, and k represents the two-exciton states. The transition frequency between the ground and one-exciton states is ω i , and that between the oneand two-exciton states is ω ki = ω k − ω i . The angle brackets represent the ensemble average over the inhomogeneous conformational distribution. The isotropically averaged orientation factors, O n , account for the effect of the relative polarization directions of the pulses in the four-wave mixing experiment. The factors for parallel polarization 2D data with T ≠ 0 can be found in previous studies. 69, 70 For the R spectrum taken with the double-crossed polarization at T = 0, two different pulse sequences, a-b-c and a-c-b, contribute to the signal, and the corresponding orientation factors have been reported earlier. 23 For the NR spectrum taken with the double-crossed polarization at T = 0, two different pulse sequences, b-a-c and b-c-a, contribute to the signal:
The corresponding orientation factors, O n , are shown in Table 2 . In our calculations, the homogeneous dephasing rate constants γ and γ′ for the 0-1 and 1-2 transitions were taken to be 4.5 and 6 cm −1 , respectively. These values were chosen to represent the typical Lorentzian line width for the amide-I band as well as to take into account deviations from the harmonic approximation for the higher quantum states, as detailed earlier. 23 The calculated linear and 2D IR spectra are shown in Figures 4, 5 , and 7. Because the amide-I local mode frequency shifts obtained from the six different models are quite different in their magnitudes (Figure 8 ), the calculated linear spectra have been shifted to coincide with the amide-I peak position in the experimental linear IR spectrum to enable a direct comparison of the spectral features. The shift for each model calculation is given at the upper right corner of the linear IR spectrum. The same shift is applied to the two frequency axes of the corresponding 2D spectrum. Because we set the frequency origin, ω 0 , of each model on the basis of the values in the original references, this shift is a measure of how closely each model can predict the experimental peak position.
III. Results and Discussions
A. The Experimental Spectra Figure 2 shows the FT IR and absolute magnitude 2D spectra of Z-[L-(αMe)Val] 8 -OtBu in CDCl 3 . In the FT IR spectra, the peak corresponding to the amide-I band is observed at 1659 cm −1 . The smaller peak centered near 1720 cm −1 is attributed to two unresolved bands corresponding to urethane and ester C=O groups located at the N and C termini. Additionally, there is a marginal shoulder present in the vicinity of 1680 cm −1 .
The 2D IR spectra obtained with the R pulse sequence are elongated along the diagonal due to spectral inhomogeneity. On the other hand, the NR spectra are elongated equally along both the ω t and ω τ directions. These general features are common to spectra obtained both in the parallel and the double-crossed polarization configurations. 2D spectra in the double-crossed polarization configuration effectively lead to a cancellation of the diagonal peaks, thereby revealing the cross peaks of lower intensity. The normalized NR spectrum in this polarization configuration has a single intense peak. The intense doublet of peaks in the R spectrum has been noted as a signature of significant presence of 3 10 -helicity in the sample. 23 The main features of the spectra are due to the overall vibrational excitonic band that arises from a combination of individual excitonic states and their couplings. Although it is not possible to attribute details of the spectral features to properties of individual excitonic states, it has been observed that the overall amide I spectra change in response to changes in the overall secondary structure. 23 In the following sections, we discuss our findings on the response of the 2D IR spectra to small changes in structural characteristics of Z-[L-(αMe)Val] 8 -OtBu as indicated by analysis of MD simulation trajectories. In addition, we will utilize the sensitivity of this experimental method as a benchmark for force field accuracy and for judging the effectiveness of various methods of spectral calculations.
B. Performance of the Force Field
In Figure 3a , we show the structural evolution of the peptide backbone based on interresidue hydrogen bonding during the course of the unrestrained simulation, u. The hydrogen bonding has been determined on the basis of the Kabsch-Sander energy criterion, 71 and the data have been averaged over blocks of 500 ps. The cutoff value for the hydrogen bond energy is taken to be −0.5 kcal mol −1 . This criterion allows up to a 63° misalignment for the ideal H-bond length of 2.9 Å and a N-to-O distance of up to 5.2 Å for perfect alignment, and makes it possible for a residue to simultaneously have both 3 10 -and α-helical hydrogen bonding. As expected, the degree of disorder is the greatest near the termini: the urethane C=O group and the amide C=O on the fifth residue exhibit nonhelical conformations for a significant fraction of the simulated time, even though they can be hydrogen bonded to residues 3 and 8, respectively, to assume a 3 10 -helical conformation. Greater ordering is found between residues 1-4. The first and second amide C=O groups spend a greater time in forming a 3 10 -helical hydrogen bond. The third and fourth residues show a substantial fraction of α-helical hydrogen bonding as well as some bifurcated 3 10 -and α-helical hydrogen bonding.
The hydrogen bonding data show that the conformational space described by the adapted CHARMM force field evolves over tens of nanoseconds. There is a distinct change in the peptide structure between about 7 and 17 ns, with an increase in the 3 10 -helicity in the middle residues, and a simultaneous decrease in 3 10 -helicity for the terminal regions. The disorder in the urethane C=O persists even after 17 ns. Overall, there is relatively higher preference for 3 10 -helicity over α-helicity in the entire peptide. The segments u 1 (0-2 ns), u 2 (10-12 ns), and u 3 (22-24 ns) have been selected from the three conformationally distinct segments of trajectory u.
To understand how peptide conformational changes affect spectral features, we show in Figures  4 and 5 the linear and 2D IR spectra of three segments of varying structure taken from the unrestrained trajectory. These spectra have been calculated on the basis of two methods (models CP2 and MF in Table 1 ) judged best for spectral calculations (discussed in following subsections). In the linear spectra calculated with the MF model, there is an appearance of a shoulder close to the region of the actual shoulder found in the experimental spectrum. However, the shoulder in the calculated spectrum for u 2 is significantly stronger than the experiment. With the CP2 model, there is slight variation in the line shape of the linear spectra from u 1 to u 3 with no significant changes in the line width.
We next observe the effect of changing conformations on the 2D spectra calculated in the parallel polarization. The R spectra obtained with CP2 show a single peak and are essentially featureless for all three segments. Although the NR spectra obtained with CP2 also have a single peak, there is a slight splitting of the peak in the u 1 segment. Overall, the conformational changes that occur with time evolution of the trajectory do not strongly affect these spectra. Similar to the linear spectrum, the R spectra obtained with the MF model show some effect of the conformational change that takes place in the unrestrained segments. The single, broad peak in u 1 is split in u 2 , and the splitting decreases in u 3 . The NR spectrum obtained with MF, on the other hand, captures the changes in conformations more sensitively. There is a small peak splitting in the u 1 spectrum, which progressively becomes more pronounced from u 2 to u 3 . Thus, the NR spectrum in the parallel polarization scheme is relatively more effective in capturing the effects of structural changes than the R spectrum.
The changes observed in the calculated spectra from the u 1 to u 3 segments are more distinct in the double-crossed polarization configuration. With the MF model, the R spectrum exhibits the doublet peak pattern in u 1 with a small protruding shoulder in the lower diagonal half of the peak doublet. This shoulder becomes progressively stronger in the u 2 and u 3 trajectory segments and splits from the doublet. The NR spectra with this method show a distinct peak splitting. The splitting is the most pronounced in u 2 , and the relative intensity of the lowerfrequency peak is the weakest in u 3 . The R spectrum obtained with the CP2 model is very similar in appearance to the corresponding experimental spectrum. The only noticeable signature of the conformational change from u 1 to u 3 is the gradual appearance of a protruding peak in the lower diagonal doublet. This peak is similar to the peak found in the MF spectra, but is of much lower intensity and does not split from the main peak. The effect of conformational change is seen more clearly in the NR spectra obtained with the CP2 method. The relative positions and intensities of two split peaks vary substantially between different segments.
For all the trajectory segments, the linear and 2D IR spectra simulated with both methods have some degree of qualitative agreement with the corresponding experimental spectra, with the main features of the experimental spectra appearing in the calculated spectra. However, the calculated spectra exhibit some extraneous features that are absent in the experimental data. Although the line shapes of the linear and the parallel polarization spectra show clear differences from the experiment, the effect of the conformational changes is best captured by the spectra in the double-crossed polarization configuration. The appearance of an extra peak accompanying the lower diagonal peak in the R doublet and the distinct peak splitting in the NR spectra are different from the experimental results. Thus, the simulation clearly shows that the double-crossed polarization is more effective in distinguishing conformational evolution in a sample. Further, within the data obtained with a particular polarization configuration, the NR spectrum appears to be more sensitive to conformational changes than the R spectrum.
The results discussed above suggest that the conformational sampling obtained from the u simulation, although inclusive of the conformations present in the experimental sample, may be too broad. To gain further insight into the conformational preferences of the force field, we show in Figure 6b -d the Ramachandran plots for u 1 , u 2 , and u 3 . The dihedral angles are time averages over the segments and the standard deviations of the dihedrals are given in Table 3 . Also shown is the Ramachandran plot of the peptide crystal structure. A statistical analysis of crystal structures of peptides containing at least one C α -tetrasubstituted α-amino acid shows that the average dihedral angles (φ, ψ) is (−63°, −42°) for the α-helix and (−57°, −30°) for the 3 10 -helix. 5 However, significant variations have been reported, 5 and one study reports different average values for 3 10 -helices found in proteins. 7 To estimate the range of typical backbone fluctuations, we took the measured value of 0.85 for the square of the NMR order parameter for secondary structure elements 72 and calculated a standard deviation of about ±11° (shown as a box of side 22° centered at the mean dihedral angles of 3 10 -helix in Figure 6 ). Although most residues in the unrestrained trajectory exhibit average dihedral angles that are within the box defining 3 10 -helicity, a few tend to move to the edge or lie outside the range. The terminal residues tend to be farther away from the 3 10 -helical conformations than the residues at the center of the peptide. The ψ 8 angle of the last residue (Figure 1 ) lies well outside the 3 10 -defining range. The φ 1 angle is positive for the unrestrained simulations, at great variance with the corresponding angle of the crystal structure and outside of the range of Figure 6 .
C. Restrained Simulations and Performance of Different Electrostatic Approaches
As seen in the previous section, comparison of the theoretically calculated 2D IR spectra with the experimental results suggests that the conformational space sampled by the unrestrained simulation, while largely coincident with the 3 10 -helix region, has some degree of variance with conformations in the actual experimental ensemble. Since peptides with the L-(αMe)Val group are reported to be biased toward the 3 10 -helical conformation 73 and since the crystal structure of the Z-[L-(αMe)Val] 8 -OtBu peptide is within the 3 10 -helical boundaries (as seen in Figure 6a ), we decided to simulate this peptide in CDCl 3 by restraining its dihedral angles near the crystal structure values. Figure 3b shows the H-bonding characterization of the restrained trajectory, r, time-averaged over blocks of 100 ps. The residues satisfy an entirely 3 10 -helical H-bonding pattern for more than 50% of the trajectory snapshots. Unlike the unrestrained trajectory, the urethane C=O and the first residue are characterized by an absence of nonhelical configurations, and the fifth residue has a significantly greater fraction of 3 10 helicity. A minor presence of α-helicity is noticed at the middle of the peptide, mainly at the fourth residue. The population of conformations that belong to neither helix type is much less than that observed for the unrestrained simulation. The Ramachandran plot in Figure 6e shows that the peptide structure is well within the limits of the 3 10 -helical conformation. The standard deviations of the dihedral angles are roughly half the corresponding values for the unrestrained simulation, indicating a lesser extent of structural heterogeneity.
The trajectory r has a large degree of conformational similarity to the peptide crystal structure. To understand the extent to which these conformations are representative of the conformations of Z-[L-(αMe)Val] 8 -OtBu solvated in CDCl 3 , the linear and 2D spectra have been calculated for this trajectory using the six models in Table 1 and are reported in Figure 7 . It has been shown that the local mode frequencies in H 0 are the most important contribution to the Hamiltonian that significantly affect the spectra. 29, 34 The restrained trajectory presents an opportunity to judge the relative merits of the various electrostatic approaches for calculating the frequency shift.
The first two rows compare the effects of using the partial charges from the Cho model versus the partial charges from the force field. The linear spectra do not show any noticeable changes. Considering the 2D parallel polarization data, the R spectra obtained with CP1 and CP2 are very similar, whereas the NR spectrum obtained with the CP2 model is slightly broader. The differences between the models can be discerned mainly from the appearance of the doublecrossed polarization 2D spectra. Although the R spectra obtained with both models are very similar to the experiment, the NR spectrum obtained with CP1 shows a more prominent splitting of the main peak than CP2. The spectra obtained with the CP2 method agree more closely with the experiment than those obtained with CP1. This suggests that more accurate estimates of the frequency shifts may be obtained from the electrostatic calculations that use the same charges as those used in propagating the simulation trajectories.
Spectra computed using the KP model are shown in the third row in Figure 7 . Although the linear spectrum and the R spectra obtained in both the parallel and the double-crossed polarization configurations agree well with the corresponding experimental measurements, there are distinct discrepancies between the calculated and measured NR spectra. The NR spectra in both polarization configurations show extraneous features in the main peak with the double-crossed polarization spectrum showing a distinct splitting. Interestingly, the linear spectrum and the R spectra obtained in both polarization configurations with the KP model show strong similarities to the corresponding data obtained with the CP2 model. Differences between these models become more apparent upon inspection of the NR data. The NR spectra obtained with KP in both polarization configurations are distinctly broader than both the spectra obtained with CP2 and the corresponding experimental spectra. This suggests that the NR pulse sequence has higher sensitivity for comparing different protocols of spectral calculations.
The fourth and the fifth rows in Figure 7 show, respectively, the results obtained with the electrostatic field-gradient models KF1 and KF2, thereby comparing the effects of using the shifts obtained with the NNFS map. The linear and the parallel polarization 2D spectra obtained with the KF1 model are much broader than the corresponding experimental spectra. With the double-crossed polarization, the R spectrum consists of a small protrusion in the lower diagonal peak doublet, which is stronger than the similar feature seen in the corresponding CP1 spectrum. However, the double-crossed NR spectrum exhibits a single main peak and agrees well with the experiment. With the KF2 model, there is good agreement with experiment for the linear spectrum, as well as for the R spectra in both polarization configurations. The NR spectra obtained in both polarization configurations, although closer to a single main peak compared with other models, are too broad when compared with the corresponding experimental results. Inspection of all the spectra together indicates that for the system under consideration, usage of only the electrostatic map (KF2) yields better agreement with experiment than when the electrostatic and NNFS maps are used together (KF1).
The last row shows the results obtained with the MF model. The spectra from this model are narrower than the corresponding spectra obtained by the other potential and field/gradient methods. The linear spectrum is somewhat narrower than the experiment, but the parallel polarization R and NR spectra show very good agreement with experiment. The double-crossed polarization R spectrum shows the peak doublet without extraneous features, whereas the NR spectrum shows a shoulder at the higher frequency side of the main peak.
The spectra calculated from the trajectory r using CP2 and MF give an overall better agreement with the experiment than the spectra calculated for the different segments of the trajectory u. The line shapes obtained are simultaneously reasonable for all spectra, and the peak splitting as well as the presence of extraneous spectral features observed in the NR spectrum is marginal. Comparing all the calculated spectra for r, the agreement with the experiment is good for the parallel polarization configuration, but the differences are more distinct when the 2D doublecrossed polarization spectra are considered. Unlike the R spectra obtained for the unrestrained segments, the protruding peak in the lower diagonal peak of the doublet is not prominent, except for the KF1 model. The splitting of the NR peak is similarly negligible, except for with the CP1 and KP models. Due to the better agreement of the calculations with experiment, we believe that the conformations of the trajectory r are a good representation of the actual structural ensemble of Z-[L-(αMe)Val] 8 -OtBu peptide solvated in CDCl 3 at room temperature. On the basis of this trajectory, the CP2 and MF models appear to be the best approaches among the six for spectral calculation for this system. For both models, the experimental peak doublet of the R spectrum in the double-crossed polarization method, proposed as a signature of 3 10 helicity, 23 is well-reproduced. The line broadening of the lower diagonal peak in the doublet is comparable to the experimental line broadening, as is its intensity relative to the stronger upper peak (0.58 for CP2; 0.66 for MF; 0.60 in the experiment). The double-crossed polarization NR spectra exhibit a slight but acceptable splitting. The parallel polarization NR spectrum from the MF model gives a single peak with a line width comparable to the experiment.
To more closely compare the models and get further insight into their similarities and differences, we show in Figure 8 the mean values of local mode frequency shifts ( ) and their standard deviations (σ i ), separated into the electrostatic contributions from the solvent ( ) and from the peptide atoms outside the chromophore ( ). It is interesting to note the high degree of similarity between the solvent shifts obtained with different models, both in the magnitude and in the trend of variations across the peptide backbone. Greater fluctuation in the solvent shifts is found at the terminal peptide units than those found in the middle of the peptide. All models show a greater shift at the sixth and seventh modes, consistent with greater solvent exposure of the last two peptide units at the peptide C terminus. Analysis of the radial distribution functions reveals that ~40% of the snapshots exhibit a solvent deuterium atom within 3 Å of the O atom of the second peptide unit, but the percentage is less than 5% for the first, third, and fourth units, and ~30% for the fifth unit. Thus, the solvent-induced frequency shift of the second unit is relatively large. The similarity in the solvent shifts reflects the similarity in the approaches in creating the electrostatic maps: by mapping the electrostatic effect of surrounding solvent molecules or external fields onto the amide-I mode of the NMA or NMA-d molecule.
As seen in Figure 8 , the differences between are more significant than those of . Obviously, the differences in the values obtained with CP1 and CP2 are due to dissimilar partial charges used in the two models. It is interesting to note that the trends in the peptide shifts (not the absolute values) are very similar between the CP2, KP, and KF2 models, all of which use the partial charges of the force fields in the shift calculation. Although the KF1 model uses the same partial charges, the difference in the trends can be attributed to the NNFS contributions. Because the NNFS maps are not available for the capping groups, the first and the last peptide units are assigned with a different chromophore definition from the middle units (Table 1) , and of these two units become much smaller in magnitude. The large variation in the KF1 local mode frequencies results in the much broader line shape in the calculated linear and 2D IR spectra. It is clear from these results that calculating the NNFS maps for the capping groups will be essential for the proper application of the KF1 model to short peptides. Figure 9 shows and σ i of the CP2 and MF models for the unrestrained trajectories u 1 -u 3 . Comparing to the result for the trajectory r in Figure 8 , the σ i of CP2 in the unrestrained simulation are, on average, 13% higher and can reach 30% higher at some residues. The larger frequency fluctuations in the unrestrained trajectory are not unexpected because the larger standard deviations in the dihedral angle distributions (Table 3) can lead to greater variations in the local environment that individual peptide units experience. However, the calculated linear and 2D R spectra of u 1 -u 3 are only slightly broader than r. The widths of the calculated spectra do not follow the trend of the σ i ; that is, the inhomogeneous distributions of individual peptide units. Rather, they depend on the relative spread of . This behavior is also observed in the MF model. The u 2 segment has the largest spread, and its linear and 2D R spectra exhibit a distinctly higher frequency shoulder and splitting, even though the σ i do not show a specific trend compared to r. The results suggest that accurate modeling of local mode frequency shifts is essential for proper simulation of linear and 2D IR lineshapes.
All models require a red shift of the simulated spectra to overlap with the experiment ( Figure  7 ). Presumably, one major contribution to the necessary red shifts comes from the fact that the dispersion forces are important in CDCl 3 but are not taken into account in the pure electrostatic maps. In a previous simulation of NMA in CDCl 3 using the GROMOS87 force field and the KF electrostatic map, the predicted frequency was too high by 29 cm −1 . 46 This shift may account for a systematic error in solvent contribution to the 44 cm −1 shift of the KF2 model, because the KF map is, in principle, transferable between force fields. Another study of the same system using the AMBER parm99 force field and a six-site electrostatic potential map 28 predicted a 15 cm −1 blue shift from the experiment. 74 This shift is similar to those of CP1 and CP2, although the force field and map used in that study are different from this study. Neglecting polarization effects in the MD force field could also contribute to the blue shift of simulated spectra.
Although the experimental linear spectrum exhibits a low-frequency wing that is not reproduced by the six model simulations, the full width at half maximum of the simulated linear spectra and the diagonal width of the simulated parallel 2D R spectra are comparable to, or just slightly wider than, the experimental data, with the exception of KF1, which is much broader (probably due to the lack of NNFS maps for the capping groups, as discussed earlier), and MF, which is somewhat narrower. This behavior is in contrast to the observation in some previous studies 34, 75 that the line width obtained from field-based models is significantly larger than that obtained from potential-based models. Moreover, although our simulated spectra were static averages over MD snapshots, we do not observe significant broadening of the simulated line width compared to the experiment, as was observed in a similar MD study on a 12-residue β-hairpin, a 19-residue α-helix, and a 76-residue α + β protein. 34 It has been shown that motional narrowing effects are important for properly simulating the linear and nonlinear responses of NMA. 32,46, 48 , 66 For floppy, small peptides, the inclusion of dynamic effects may be important.76 Another MD simulation on a 22-residue polyalanine suggests that the line-broadening process can be approximately described by considering the inhomogeneous distribution of instantaneous normal-mode frequencies. 77 Because the (αVal) Me octapeptide is quite structurally restrained due to C α -methylation, it is unclear how significant the dynamic effects are. We will explore this topic in the future by other computational methods, such as the time-averaging approximation, 78, 79 and numerical integration of the Schrödinger equation. 80 
IV. Conclusions
The interplay between 2D IR experiments and spectral simulations performed in this study has demonstrated that 2D IR spectral patterns obtained with multiple pulse sequences and polarization configurations are highly sensitive to peptide secondary structure. The effects of different structural ensembles and different electrostatic models are more clearly revealed in the double-crossed polarization spectra than in the parallel polarization spectra due to the suppression of diagonal peaks. Within the same polarization configuration, the NR spectra exhibit higher sensitivity than the R spectra.
From our results, we can conclude that the solution structure of Z-[L-(αMe)Val] 8 -OtBu in CDCl 3 is a fully developed 3 10 -helix with a conformational distribution centered at the crystal structure. This is based on the good agreement with experimentally measured spectra achieved through model calculations using the restrained trajectory. Without the restraints, the CHARMM simulation force field, as adapted in the present study for C α -methylated amino acids, samples a broader conformational space than the one encompassed by the conformations in our actual experimental sample. Comparing the six electrostatic models for predicting the amide-I local mode frequencies, the CP2 and MF models performed the best in reproducing the experimental spectral patterns, including the number of peaks and their relative positions and intensities. All six models yielded amide-I frequencies that are too high compared to the experiment. This discrepancy could be attributed to the strong dispersion forces of the solvent that are not taken into account in the electrostatic models.
Our results suggest that further improvements in the MD simulations and spectral calculations are needed to fully establish the spectra-structure relationship. It is evident that force field parameters need to be refined for accurate conformational sampling, at least for the short C α -methylated peptides considered here. Some previous studies suggested that modern force fields behave comparably in predicting protein structural and dynamic properties. 81 Others revealed significant differences among the force fields for the secondary-structure forming tendencies 51 and unfolded peptide conformational distributions. 82, 83 The protocol adopted in this study can provide a basis for exploring the sampling accuracy of other force fields. For electrostatic models, the results from the CP and KP models might be further improved if we utilized the partial charges and structural ensemble generated by the same force field that was used for parametrization. This requires future simulation and testing. To apply NNFS maps in short peptides, it is necessary to generate maps for the capping groups. Although two of the electrostatic models perform quite well within the limit of static inhomogeneous averaging, the effect of vibrational dynamics on spectral patterns should be further explored using more advanced simulation protocols. The 2D IR technique, with its versatile variations of pulse sequences and polarizations, can provide large sets of spectral constraints that are very useful for stringent testing and validation of the next generation of force fields and theoretical models. With refinement, the interplay between 2D IR experiments and simulations will enable us to go beyond model systems and gain detailed insights into important biological problems, such as protein folding and aggregation. The experimentally measured spectra from left to right: FT IR; rephasing, parallel polarization; nonrephasing, parallel polarization; rephasing, double-crossed polarization; nonrephasing, double-crossed polarization. Hydrogen bonding pattern for (a) trajectory u, averaged over blocks of 500 ps, and (b) trajectory r averaged over blocks of 100 ps. Red, 3 10 -helix; blue, α-helix; magenta, both 3 10 -and α-helices; green, nonhelical configuration. The u 1 (0-2 ns), u 2 (10-12 ns), and u 3 (22-24 ns) segments are marked with broken lines. Normalized linear and 2D IR spectra for the u 1 , u 2 , and u 3 segments of the unrestrained trajectory, calculated with the CP2 model. The number in the upper right corner of the FT IR spectrum panel indicates the frequency shift (in cm −1 ) applied to the calculated spectra. Ramachandran plots of the peptide amino acid residues: (a) the crystal structure; 41 The linear and 2D IR spectra calculated with the CP1, CP2, KP, KF1, KF2, and MF models for the restrained trajectory r. The number in the upper right corner of the FT IR spectrum panel indicates the frequency shift (in cm −1 ) applied to the calculated spectra. The amide-I local mode frequency shifts calculated with the CP2 and MF models for unrestrained trajectories u 1 -u 3 . Circles indicate the mean values ( ). The vertical bars indicate the range enclosed by ±1 standard deviation (σ i ). b-c-a 
