Here, we use simulations to compare their performance. We found that BAMM yielded relatively weak relationships between true and estimated diversification rates. This occurred because BAMM underestimated the number of rates shifts across each tree, and assigned high rates to small clades with low rates. Errors in both speciation and extinction rates contributed to these errors, showing that using BAMM to estimate only speciation rates is also problematic. In contrast, the MS estimators (particularly using stem group ages), yielded stronger relationships between true and estimated diversification rates, by roughly twofold. Furthermore, the MS approach remained relatively accurate when diversification rates were heterogeneous within clades, despite the widespread assumption that it requires constant rates within clades. Overall, we caution that BAMM may be problematic for estimating diversification rates and rate shifts.
Diversification rates are fundamental components of many macroevolutionary studies (Ricklefs 2007; Morlon 2014) . The diversification rate of a clade is the rate at which it accumulates species over time, or the rate of speciation minus the rate of extinction. Diversification rates may be particularly important for understanding evolutionary and ecological origins of species richness patterns among clades and habitats, and for testing the impact of different factors (e.g., ecology, genetics, morphology, physiology, behavior, development) on species diversity (review in . Estimated diversification rates have been used to address numerous ecological and evolutionary questions, such as why species richness is higher in the tropics (e.g., Condamine et al. 2012; Pyron and Wiens 2013; Rolland et al. 2014 ) and in terrestrial environments (e.g., Wiens 2015b; Miller and Wiens 2017) . These estimates have also been used to test the association between diversification and the evolution of body size and shape (e.g., Adams et al. 2009; , sexual-size dimorphism (De Lisle and Rowe 2015) , herbivory (e.g., Price et al. 2012; Wiens et al. 2015) , plant-defense mutualisms (e.g., Weber and Agrawal 2014), genome-size evolution (e.g., Puttick et al. 2015) , climatic-niche evolution (e.g., Kozak and Wiens 2010; Cooney et al. 2016) , habitat (Alfaro et al. 2007; Wiens 2015a; Moen and Wiens 2017; Bars-Closel et al. 2017; Tedesco et al. 2017) , reproductive isolation (e.g., Rabosky and Matute 2013) , or many morphological and ecological traits simultaneously (e.g., Jezkova and Wiens 2017) .
The importance of estimated diversification rates to many macroevolutionary studies is clear, but the best way to estimate these rates is not. Numerous methods have been proposed to estimate diversification rates (review in Morlon 2014) . One widely used approach is the method-of-moments estimator (Magallón and Sanderson 2001 ; MS estimator hereafter). This approach follows from the idea that a clade's net diversification rate (r) is ln(n)/t, where n is the clade's extant species richness and t is the age (e.g., Stanley 1979) . The clade age used can be the stem group age (age of the split between the clade and its sister taxon) or the crown group age (age of the oldest split among species within the clade). Magallón and Sanderson (2001) proposed a correction for the bias caused by the failure to sample extinct clades (leading to overestimation of diversification rates), for both crown and stem-group ages. This correction involves the relative extinction fraction (epsilon, or the extinction rate divided by the speciation rate), which is typically assumed rather than estimated. The MS approach is particularly useful because it does not require a detailed phylogeny within each clade. Using the stem-group estimator, only one species per clade is needed, and only two are needed for the crown-group estimator (if they encompass the clade's crown-group). This approach has been used to address many diverse questions related to diversification (e.g., Alfaro et al. 2007; Adams et al. 2009; Rabosky and Matute 2013; Gómez-Rodríguez et al. 2015; Wiens 2015a,b; Scholl and Wiens 2016; Cooney et al. 2016; Tedesco et al. 2017) .
Nevertheless, several articles have suggested that the MS estimators give inaccurate estimates of diversification rates (e.g., Rabosky 2009 Rabosky , 2010 Rabosky and Adams 2012; . Surprisingly, these articles did not actually test the accuracy of the MS approach (e.g., whether estimated rates matched known, simulated rates). Instead, they reported that simulations of net diversification rates often yielded significant, positive relationships between clade ages and their species richness, whereas observed relationships between clade age and richness were often nonsignificant or negative. It is unclear how these results were related to the accuracy of the MS estimators (as opposed to unrealistic simulation assumptions, see Kozak and Wiens 2016; Scholl and Wiens 2016) . Similarly, these authors argued that the MS estimators should only be used when clade age and species richness are positively related (e.g., Rabosky and Matute 2013; . A recent simulation study found strong correlations between true and estimated rates using the crown-group MS estimator, regardless of the relationship between clade age and richness (Kozak and Wiens 2016) .
Some of the authors who claimed that the MS estimators were inaccurate argued that a different approach should be used instead, called Bayesian Analysis of Macro-evolutionary Mixtures (BAMM hereafter; . BAMM is intended to detect significant shifts in diversification rates across a phylogeny, and provide estimated rates of speciation, extinction, and diversification for each branch, using reversible jump Markov Chain Monte Carlo methods. BAMM has since become widely used in empirical studies (e.g., Espeland et al. 2015; Peña et al. 2015; Schilling et al. 2015; Spriggs et al. 2015; Blair and Sanchez-Ramirez 2016; Davis et al. 2016; Huang 2016; Larson-Johnson 2016) .
Unfortunately, the accuracy of these two diversification rate estimators (MS and BAMM) has not been adequately compared. found that BAMM gave more accurate estimates of speciation rates than an approach called MEDUSA (from Alfaro et al. 2009 ), but did not address the accuracy of these methods for estimating diversification rates. Recent simulations suggest that MEDUSA may be relatively inaccurate at estimating rates and rate shifts . Similarly, simulation studies of the accuracy of the MS method have been limited to analyses of the crown-group estimator with complete sampling for only one backbone tree (Kozak and Wiens 2016) . To our knowledge, no studies have compared the performance of BAMM and the MS estimators under matched, simulated conditions.
A recent article highlighted several potential flaws in BAMM . For example, they used simulations to test the accuracy of estimated diversification rates from BAMM (with simulated trees that were complete but relatively small, with ß50-150 species). They found that BAMM gave accurate estimates of diversification rates when true rates were constant, but relatively inaccurate estimates when rates varied across the tree (i.e., on average, a correlation between true and estimated rates of zero). However, more recently, Rabosky et al. (2017) suggested that the results of Moore et al. (2016) were incorrect and that BAMM yields accurate estimates of speciation rates (but without addressing diversification rates). Given these conflicting views, it is presently unclear whether BAMM should be used in empirical studies or not.
Here, we use simulations to compare the accuracy of BAMM and the MS estimators for estimating diversification rates of clades. We are particularly interested in estimating rates for higher taxa (e.g., genera, families, orders, phyla), with incomplete phylogenetic species sampling within each clade, to test relationships between net diversification rates of clades and their ecological and/or morphological traits across large phylogenies. This was the focus of many of the studies on diversification cited above. However, we acknowledge that this is not the focus of every study using BAMM. We analyze whether each method yields accurate rate estimates given complete taxon sampling (i.e., all extant species in the clade are sampled in the phylogeny) and when only 50% or 25% of the species are sampled in each clade. We especially compare statistical relationships between the true and estimated diversification rates for clades among different methods. These relationships may be especially relevant for those wishing to test for correlations between diversification rates and traits among clades: methods that yield weak relationships between true and estimated diversification rates might yield weak or misleading relationships between diversification rates and traits. We also test for parallels between our simulation results and results from empirical data.
ESTIMATING DIVERSIFICATION RATES

Methods
SIMULATING TREES
We simulated trees with known speciation (birth) and extinction (death) rates for each clade. We then compared the ability of each method (BAMM, MS estimators) to estimate the known diversification rates (birth -death). We analyzed 20 replicate backbone trees, each with 10 higher level clades, for a total of 200 clades overall, each with different rates of speciation and extinction. The trees are summarized in online Figure  S1 and are provided in newick format in online Supplementary Files 1-3. The true speciation, extinction, and diversification rates, along with clade ages and species richness are given in Table S1 . Although 20 trees and 200 clades may seem limited, many trees and clades were relatively large (see below), thus making analyses very computationally intensive. Furthermore, each tree and clade was analyzed three times, once for each level of taxon sampling (100%, 50%, 25%).
We simulated 20 backbone trees using the package PHY-TOOLS version 0.5-00 (Revell 2012) in R version 3.2.2 (R Core Team 2015). Backbone trees were each set to have 10 terminal taxa and a total length of 100 million years, with each terminal taxon at least 15 million years (Myr) old. These terminal branch lengths then became the stem ages of the 10 higher level clades within each backbone tree. We used the minimum of 15 Myr because preliminary analyses showed that younger ages would not allow enough time to generate the minimum number of species within these clades (10 or more per clade), given the speciation and extinction rates we simulated. We chose a minimum of 10 species because smaller numbers would be problematic for BAMM when combined with subsampling only 50% or 25% of the species (i.e., estimating speciation and extinction rates for a clade of multiple species based on a single species).
We then used the age of the terminal branch of each higher level clade to simulate trees under a birth-death process. Trees were simulated using the sim.bdtree function in the R package GEIGER version 2.0.6 (Harmon et al. 2008; Pennell et al. 2014) . For each clade, we randomly selected speciation rates from 0.01 to 0.30 speciation events/Myr (from a uniform distribution). Extinction rates were chosen from a uniform distribution such that the relative extinction fraction (extinction rate divided by the speciation rate) ranged from 0.01 to 0.90 for each higher level clade. This combination of speciation and extinction rates yields an expected mean net diversification rate of ß0.08, with a potential range from 0.01 to 0.30. These diversification rates generated clades that were of sufficient size (10 or more species) but not computationally intractable. The mean size of the 200 clades was ß200 species per clade. These seem to be realistic net diversification rates, at least based on empirical estimates from MS estimators. For both animals and plants, the mean diversification rate across families is 0.05 species/Myr (maximum of 0.51 for animals and 0.88 for plants), and rates across the Tree of Life are generally higher in younger clades and lower in older clades (Scholl and Wiens 2016) . For example, from our own work, estimated mean diversification rates across clades include ß0.01 species/Myr for animal phyla (Wiens 2015b) , ß0.03 for insect orders ) ßand ß0.09 for major clades within plethodontid salamanders (Kozak and Wiens 2010) . The mean diversification rate simulated might be somewhat higher than in some empirical datasets because we excluded clades with fewer than 10 species (presumably clades having lower diversification rates). Nevertheless, we think the mean and ranges of rates simulated here are otherwise realistic.
When simulating phylogenies within each clade, a polytomy was created between the clade's sister group and the two basal clades within the group. To eliminate this polytomy, we randomly selected and deleted one of the two basal clades. This also ensured that there was a distinct stem-group age and crown-group age for each clade. This deletion should not affect the speciation and extinction rates, given that these rates are constant across the tree within each higher level clade.
Overall, we used this two-part structure to the simulations (i.e., 20 backbone trees of 10 clades each) so that we could generate the desired number of clades of adequate size with realistic diversification rates. Again, generating smaller clades (i.e., <10 species) would make it more difficult to address the effects of incomplete taxon sampling. Thus, simply generating entirely random trees with randomly varying rates would not allow us to address our questions of interest here.
ESTIMATING DIVERSIFICATION RATES
We then used BAMM version 2.5.0 (downloaded 21 January 2016) and the MS estimators to estimate diversification rates for each clade. For BAMM, we estimated shifts in diversification rates across the tree (i.e., changes in rate regimes) and the diversification rates for each rate regime, following standard practice in empirical studies. The configuration of rates with the highest posterior probability was chosen for each tree. Typically, a single rate was estimated within a clade. We chose tree-specific priors using the R package BAMMTOOLS version 2.1.0 ). When we analyzed each tree, we set the expected number of shifts to 10, given that each tree had 10 clades, each with random and independent diversification rates. Thus, we seeded the BAMM analyses with a number close to the actual number of rate regimes, even though this number would be unknown in empirical analyses. We address the consequences of changing the number of expected shifts below, and show that this has little impact on the results. Speciation rates were allowed to vary over time in all analyses (the default setting).
We performed multiple runs on each tree using the Markov Chain Monte Carlo approach, choosing both the number of generations and sampling frequency according to the number of tips (species) in the tree: 10 million generations and sampling every 2000 generations for trees with up to 999 species, 50 million generations and sampling every 10,000 for trees with 1000-1999 species, and 100 million generations and sampling every 20,000 for trees with 2000 or more species. Following standard practice, we discarded the first 10% of the posterior distribution of samples as burn-in. To assess whether dicarding more samples would affect our conclusions, we reanalyzed the results (for full sampling) discarding 50% of the posterior as burn-in (results shown in Table S2 ). The relationship between estimated rates obtained using burnins of 10 and 50% was extremely strong (r² = 0.97), which indicated good convergence. Therefore, only results obtained using the 10% burn-in were used in the following analyses.
We then calculated mean speciation and extinction rates for each of the 10 higher level clades on each of the 20 trees using the function getCladeRates in the R package BAMMTOOLS. Diversification rates for each clade were then calculated as the mean speciation rate minus the mean extinction rate for each clade.
Importantly, we note that the use of the mean speciation, extinction, and diversification rates is standard practice both for empirical studies and for simulation studies that address the performance of BAMM (e.g., Rabosky 2014; Moore et al. 2016; Rabosky et al. 2017 ). It is not standard practice to merely test whether the true rate is within the 95% highest posterior density interval. Nevertheless, we do present some results along these lines as well.
To evaluate whether the posterior was influenced by the choice of priors on the number of rate shifts, we re-ran BAMM for the first three backbone trees (n = 30 clades, full sampling), but at this time selecting three different numbers of rates shifts as priors: 5, 3, and 1 shifts (instead of 10). Other priors remained the same. Priors on rate parameters were set using the using the setBAMMpriors function in the BAMMTOOLS package. We then assessed the relationship between diversification rates obtained with a prior of 10 rate shifts and those obtained using 5, 3, and 1 shifts (i.e., testing 10 vs 5, 10 vs 3, and 10 vs 1, across the set of 30 clades). Rates were very tightly related (Table S3) , regardless of the number of rate shifts (r² > 0.99 in all cases). Moreover, the number and position of shifts remained the same across priors. We also evaluated whether estimated rates varied through time in response to the number of shifts set as priors. The results show that rates were virtually the same (Fig. S2) , suggesting that the posterior was not influenced by the choice of priors.
We assessed the effect of incomplete taxon sampling by randomly selecting and then pruning 50% and then 75% of the species in each higher level clade. The same sampling level was applied across all clades in all trees. Diversification rates were then reestimated from the subsampled trees, as described above. The proportional sampling of each clade was input into the BAMM analyses. In other words, the total number of species in each clade was assumed to be known, and BAMM was allowed to compensate for incomplete sampling. BAMM control files are available on Dryad (https://doi.org/10.5061/dryad.db561).
Net diversification rates were then estimated separately for each higher level clade using both stem and crown group MS estimators. Following standard practice in empirical studies (e.g., Adams et al. 2009; Gómez-Rodríguez et al. 2015; Wiens 2015a,b) , we used three assumed values of the relative extinction fraction (epsilon): low extinction (0), intermediate extinction (0.5), and relatively high extinction (0.9). MS estimators were implemented in GEIGER 2.0.6. We also implemented these approaches on the subsampled trees with only 50% and 25% of the species included. However, the impact of incomplete sampling on the MS estimators should be limited, since they depend only on clade ages and species numbers. Rates were identical for the stem-group estimator, since the estimated stem age of the clade will remain the same with incomplete taxon sampling within that clade. In contrast, rates for the crown-group estimator could be influenced if incomplete sampling caused incorrect estimation of the crown group age. Specifically, diversification rates will be overestimated if the oldest split within the clade is not sampled, and the crowngroup age is therefore estimated to be younger than it actually is (i.e., a younger clade age and the same number of species yields a higher diversification rate).
EVALUATING ACCURACY
To assess accuracy, we first estimated the mean percentage deviance between the true and estimated rates across all 200 clades for each method. Specifically, for each each rate estimate, we divided the estimated rate by the true rate, subtracted the resulting value from 1, and multiplied that value by 100. We then calculated the mean across all 200 clades. Rates could be overestimated (estimated rates were higher than the true rates used to simulate the data), yielding positive mean percentage deviance values, or underestimated (estimated rates lower than the true rates), yielding negative values. Analysis of mean deviance values will reveal whether a method has an overall systematic bias, but a method could also be highly inaccurate without being systematically biased. We also present results from the mean of the absolute percentage deviance values.
As another approach for evaluating accuracy, we tested the relationships between the true and estimated diversification rates for each method for each set of conditions, using linear regression in R. The full set of 200 clades was compared for each set of conditions. More accurate methods should yield stronger positive, relationships between the true and estimated rates. This relationship is particularly important, because many studies use estimated diversification rates to test relationships between diversification rates and traits (see Introduction), and weak relationships between true and estimated rates might yield weak or misleading relationships between rates and traits.
We did not focus on estimating diversification rates for backbone trees (i.e., the tree linking the 10 focal clades in each phylogeny). Diversification rates were clearly lower for the backbone tree than for higher level clades (i.e., 10 species in 100 million years yields a rate of ß0.02 species/Myr, much slower than than the expected average of ß0.08 for higher level clades). However, the slower diversification rate for the backbone tree should simply be estimated as a different rate regime by BAMM. Thus, there is no a priori reason why different rates in the backbone tree and individual clades should be problematic for this method, and similar shifts were simulated by . For the MS estimators, we did not estimate rates for the backbone tree, following standard practice in empirical studies.
Finally, we note that some may consider the sample size for BAMM to be smaller than that for the MS estimators because BAMM is applied to entire trees (i.e., 20) and the MS estimators to individual clades (i.e., 200). Regardless, BAMM is estimating rates for each branch in every tree, potentially using data from hundreds of species per clade and thousands of species per tree. Perhaps more importantly, rate estimates from BAMM for each clade are not fully independent across clades within a given backbone tree. Our results illustrate how this nonindependence among clades impacts accuracy, and we also explore how accuracy is changed by allowing BAMM to estimate each clade's rates independently of other clades in the tree (see below).
ADDITIONAL SIMULATION ANALYSES
The analyses described above generated the primary results of this study, focused on comparing the accuracy of diversification rate estimates from BAMM and the MS estimators (and relationships between true and estimated rates for each method). However, we also performed a series of analyses to further explore these main results. Specifically, we tested if the accuracy of BAMM could be improved by estimating rates for clades having a constant rate (rather than estimating rate shifts across a rate-heterogenous tree), as predicted by Moore et al. (2016) . We also addressed whether the accuracy of the MS estimators was decreased when there was heterogeneity in rates within clades. Previous studies have stated that the MS estimators assume diversification rates are constant within clades (e.g., ), but without actually comparing their accuracy given constant versus heterogeneous rates within clades (and previous analyses of their accuracy simulated only constant rates within clades; Kozak and Wiens 2016) . We also addressed how errors in estimated speciation and exinction rates contributed to the errors in diversification rates estimated by BAMM, given that some empirical studies only use speciation rates from BAMM. In addition, we addressed whether incorrect diversification rates in BAMM were related to differences in the true diversification rates. Finally, we tested how often each method (BAMM vs MS estimators) correctly identified which of a given pair of sister clades had a higher diversification rate. We describe these additional analyses in detail below. However, we think the most relevant measure of accuracy overall is the statistical relationship between the true and estimated rates.
We first tested if the accuracy of BAMM could be improved by estimating diversification rates separately for each higher level clade (similar to how the MS estimators were applied), instead of using BAMM to estimate both rates and rate shifts across the entire tree (how BAMM is normally applied). To estimate diversification rates separately for each clade, we deleted all species in a tree except for that focal clade. When we analyzed each clade separately, we set the expected number of rate shifts to 1 (instead of 10), given that each clade had a single true diversification rate. All other settings were the same as in the main analyses. Because these analyses were very computationally intensive, we did this for all clades in the first three backbone trees (full sampling), totaling 30 clades (note that since diversification rates are generated randomly and independently for each clade, it should not matter which trees or clades are chosen). Clade-specific mean diversification rates we extracted using the function getCladeRates in the R package BAMMTOOLS. In some cases, the individual clades were so small that it was not possible to use BAMM to estimate diversification rates when only 50% or 25% of the species were included. These clades were simply left out when calculating average accuracies among clades.
Next, we tested if the accuracy of the diversification rates estimated by the MS estimators was impacted by heterogeneity in diversification rates within clades. Several articles have referred to the MS estimators as "constant rate" estimators, given the supposition that they require that diversification rates be constant within clades to accurately estimate rates (e.g., Rabosky and Adams 2012; ). However, this assumption was not actually tested. In fact, these estimators depend only on the age and richness of clades. Therefore, given the same age and richness, they will yield identical net diversification rates regardless of whether instantaneous diversification rates are increasing, declining, or are otherwise heterogeneous within clades.
Nevertheless, we tested how heterogeneity in rates within clades influenced the accuracy of the MS estimators by combining pairs of clades with different diversification rates. We focused on sister pairs of clades, since their diversification rates are independent, and therefore just as different as any two clades in a tree. In theory, more clades could be included (e.g., groups of four clades instead of two). However, the underlying rates for these clades would not be any more different (on average) than those for the sister pairs.
We identified 66 independent sister pairs of clades across the 20 trees, together encompassing the majority (132) of the 200 clades simulated. For each sister pair, we applied the MS estimators for the pair of clades as if they were a single clade. Specifically, we recalculated diversification rates for each pair of clades using the combined richness of the two clades and the stem and crown ages for the common ancestor of the two clades. We then treated the average of the known diversification rates for the pair of clades as the "true" rate for that combined clade. We then compared the mean accuracy of the separately estimated rates for the pairs of clades (i.e., rates constant within clades) to the mean accuracy of the estimated rates for the pairs of clades combined (i.e., rates heterogeneous within the pair of clades).
We did not attempt to compare true and estimated diversification rates of clades when the instantaneous diversification rates were changing over time within the clade (e.g., as in the case when diversification slows over time). Even though it is straightforward to estimate the net diversification rate for such a clade (as always, it is based on the clade's age and richness), it is less clear what the true rate(s) would be, since this would depend on the specific time slice considered (i.e., the instantaneous rates). Estimates of net diversification rates address the diversification rate based on the entire history of the clade, not a single time slice. Therefore, we did not test the ability of net rate estimators to correctly estimate instantaneous rates at different time slices, since this would be a misapplication of the MS estimators. Furthermore, simulations that incorporate limited carrying capacities and declining diversification over time suggest that net diversification rates may still be informative in explaining richness patterns under these conditions (Pontarp and Wiens 2017) .
Given that our main results showed that BAMM often gave erroneous estimates of diversification rates, we addressed the contribution of errors in speciation and extinction rates to errors in diversification rates. Using the MS estimators, only diversification rates are estimated, and the contributions of speciation and extinction to diversification rates are not estimated. Using BAMM, the net diversification rate is estimated based on the difference between the estimated speciation and extinction rates. We therefore used regression analyses (in R) to test the relationship between absolute error in diversification rates and absolute error in speciation rates, and then between absolute errors in diversification and extinction rates ("absolute" meaning all deviations from the true rates were treated as positive). If most error in estimated diversification rates was explained by error in estimating extinction rates, this might justify the practice of focusing only on speciation rates estimated by BAMM, and not diversification rates.
We also evaluated how different the true diversification rates of sister clades must be for BAMM to recognize that these clades belong to different rate regimes. We used a binomial GLM (in R) to compare the number of times BAMM assigned different diversification regimes within a pair of sister clades and the magnitude of the difference of the true diversification rate of these clades. The response variable was the number of rate regimes assigned to each sister pair of clades (i.e., BAMM could assign either a single regime for both clades or a separate regime for each clade) and the predictor was the magnitude of the difference between the true diversification rates of each pair. Since binomial GLMs do not have r² values we used the R package PSCL version 1.4.9 (Jackman 2015) to estimate a pseudo r-squared (using the pR2 function).
Finally, we tested how often each method (BAMM vs MS estimators) correctly detected which of two sister clades had higher diversification rates. We compared the 66 pairs of sister clades across the 20 trees and calculated the frequency with which BAMM and the MS estimators correctly detected which sister clade had the higher true diversification rate. Note that all clades had different true rates, so inferring two sister clades as having the same rate was considered incorrect. To prevent this analysis from being influenced by very small differences in estimated diversification rates, values of estimated rates were rounded to the second decimal place for all methods for this comparison. Overall, however, we consider this test less relevant than the comparison of the relationships between true and estimated rates for each method.
EMPIRICAL ANALYSES
To complement the results of our simulations, we used an empirical phylogeny (from snakes; Zheng and Wiens 2016) to compare BAMM estimates of diversification rates for individual clades when diversification rates are estimated from the entire phylogeny and from each clade separately. These rates should be very similar, if not identical. If they are not similar, then we know that at least one of these estimates must be incorrect, even if we do not know which one. We chose snakes because they offer a set of wellsampled clades that are similar to our simulations, in terms of the number of clades and their size (15 clades per tree, mean = 227 species per clades vs 10 clades per tree and mean = 200 species per clade in the simulations). For these comparisons, we focused on 15 clades that are typically recognized as families, but we also included subfamilies within the megadiverse family Colubridae (clades recognized as families by some authors; Uetz et al. 2017) . Since the subfamily Colubrinae was not monophyletic in the tree of Zheng and Wiens (2016) , we treated it as two separate clades. We included only families with >5 species in the tree for these comparisons, since BAMM estimation failed on clades with 5 or fewer species (smaller families were included in the overall tree, but not used in these comparisons). We used the Reptile Database (Uetz et al. 2017 ) to obtain the number of described species in each clade and to seed BAMM with the sampling fraction (proportion of described species in the clade included in the tree) across the phylogeny (0.35) and for each clade (Table S4) . All regressions were highly significant (P < 0.001).
First, we applied BAMM to the entire tree, setting priors using the setBAMMpriors function in BAMMTOOLS. Given no a priori expectations regarding the number of diversification regimes, we arbitrarily set the expected number of shifts to three (this should have little impact on the results; see above). We then calculated diversification rates for each family using the getCladeRates function in BAMMTOOLS.
Second, we selected all families with >5 species and applied BAMM to each family separately, with a separate sampling fraction for each clade (Table S4 ). In these within-clade analyses, the expected number of shifts was set to one, and other priors were set using the setBAMMpriors function in BAMMTOOLS.
We then tested the relationship between these two sets of estimates. Again, these estimates should be very similar, or at least tightly related. However, these estimates might not be strictly identical given that the sampling fraction for the entire tree can differ from the sampling fraction for individual clades. The snake trees used are available on Dryad (https://doi.org/ 10.5061/dryad.db561).
Results
MAIN SIMULATION RESULTS
The main results, including all simulated and estimated rates are given in online Table S1 . The main results are summarized in Figure 1 and Table 1 . Across all 200 clades, we found that BAMM frequently gave biased (overestimated) estimates of diversification rates, even with complete taxon sampling (Fig. 1A) . In some cases (31 of 200 for full samping), the true rates were outside the 95% highest posterior density intervals for the estimated rates (Fig. S3) , even though these intervals were very broad. Further, the mean BAMM estimates were often less accurate than those from some of the MS estimators, in some cases by threefold or more (especially when using the stem-group MS estimator with an intermediate epsilon and the crown-group MS estimator with a high epsilon). The results in Fig. 1 show only the mean deviances, which indicate potential systematic biases in the methods (e.g., overestimation and underestimation of rates). However, estimates can be wrong without being systematically biased. Estimates based on the means of the absolute deviances between true and estimated rates gave concordant results (Fig. S4) , with BAMM again performing poorly relative to these same two MS estimators.
Similarly, even though there was a significant relationship between true and estimated diversification for all methods (Table 1) , this relationship was much weaker for BAMM than for the MS estimators, typically by roughly twofold (r 2 = 0.24-0.37 for BAMM, r 2 = 0.75-0.77 for the MS stem estimator). The relationship between true and estimated rates was consistently strong for the MS estimator using stem-group ages, whereas the relationship for crown-group ages was more sensitive to sampling levels and assumed relative extinction fractions (epsilon values). The errors with BAMM seemed to occur because it underestimated the number of rate shifts, and assigned smaller clades with low diversification rates to the same rate regimes as larger clades with higher diversification rate. (leading to an overall overestimation of diversification rates when averaged across all clades). Within each tree, we simulated 10 clades, each with a different combination of speciation and extinction rates. However, the optimal configuration of rate shifts estimated by BAMM across each tree was on average 2.35 (range = 0-5) diversification regimes (Table S1 ). Therefore, it underestimated the number of rate shifts across each tree, typically by more than fourfold. Furthermore, the specific cause of the overestimation of rates was seemingly the assignment of small clades to the same diversification rate regime as larger clades. This was apparent when we compared BAMM rate estimates from large clades and small clades (arbitrarily considering clades with 150 or more species to be large). For the 61 larger clades (Fig. 1B) , BAMM rate estimates were quite accurate. For the 139 smaller clades (Fig. 1C) , the estimates were far less accurate and were strongly biased toward overestimation. Importantly, the majority of clades were small clades.
The accuracy of the MS estimators depended on the particular estimator used (stem vs crown group), the epsilon value assumed, and the taxon sampling ( Fig. 1; Table 1 ). The stem-group MS estimator was generally more accurate than the crown-group estimator, and was insensitive to limited taxon sampling (because the stem group estimate of clade age remains the same regardless of how few taxa are sampled within the clade). In contrast, when only 50% or 25% of the species in a clade were sampled, there was the potential to sample only within a subclade (rather than spanning Table S1 .
the basal split and the true crown age) and thereby underestimate the crown group age and overestimate diversification rates. Most importantly, limited taxon sampling weakened the relationships between true and estimated crown-group rates (Table 1) .
The assumed epsilon values also influenced the accuracy of the MS estimators. The mean simulated value of epsilon was ß0.45 (mean of a uniform distribution from 0 to 0.90). The use of the stem-group estimator with an epsilon of 0.5 gave the most accurate estimates overall, with only some overestimation of rates on average (for smaller clades, Fig. 1C ). For the stem MS estimator, an epsilon of 0 led to more strongly overestimating the diversification rate (especially for smaller clades), whereas an epsilon of 0.9 led to more strongly underestimating the rate. However, the relationships between true and estimated diversification rates remained strong and very similar using different epsilon values (Table 1) .
For the crown-group MS estimator, epsilon values of 0 and 0.5 led to strongly overestimating the diversification rates in smaller clades (Fig. 1C) . In contrast, a value of 0.9 led to relatively accurate estimates that were only slightly underestimated on average. Note that this high epsilon value did not match the true ratio of speciation to extinction, even though it yielded more accurate estimates of diversification rates. For the crown-group estimator, the relationship between true and estimated rates was often more strongly impacted by taxon sampling than epsilon values (Table 1) .
For the MS estimators (as with BAMM), accuracy was generally higher for larger clades (Fig. 1B) than smaller clades ( Fig. 1C) , with rates typically being overestimated in smaller clades (especially for crown-group estimators). However, the MS estimators continued to underestimate diversification rates given a high epsilon value (0.9) and larger clades (>150 species).
ADDITIONAL SIMULATION ANALYSES
To further investigate the cause of the errors in BAMM, we estimated diversification rates for 30 sampled clades individually ( Fig. 2; Table S5 ). That is, instead of letting BAMM estimate rate shifts across each tree, we included only the focal clade, and set the number of rate shifts to 1. We found that this greatly improved the accuracy of the estimated diversification rates (see also Moore et al. 2016 ), supporting our hypothesis that inaccurate rate estimates from BAMM are primarily caused by underestimating the number of rate shifts across each tree.
We also evaluated whether the accuracy of the MS estimators is influenced by the presence of heterogeneity in rates within clades ( Fig. 3; Table S6 ). These analyses were conducted on all 66 pairs of sister clades across the 20 trees, with complete taxon sampling. We first calculated the accuracy of each MS estimator when rates were estimated separately for each clade in the pair (i.e., no heterogeneity in rates within each clade; Fig. 3A) . We then calculated their accuracy when applied to each pair of clades, treating each pair as a single clade despite their different diversification rates, and compared the estimated rates to the average of the known rates for the pair (Fig. 3B) . For matched methods (same epsilon, stem vs crown), accuracy was generally similar given constant versus heterogeneous rates within clades ( Fig. 3A, B) . Overall, the changes in error caused by heterogeneous rates were small relative to those between different MS estimators, and between MS estimators and BAMM (Fig. 1) .
We found that errors in both speciation and extinction rates contributed to errors in diversification rates with BAMM. Errors Table S1. in diversification rates were significantly related to errors in both speciation and extinction rates, and to similar degrees (Fig. 4A : absolute error in diversification rate vs absolute error in speciation rate: r 2 = 0.22, P < 0.001; Fig. 4B : absolute diversification error vs absolute extinction error: r 2 = 0.26, P < 0.001). This result further supports the idea that the primary problem with BAMM is that it understimates shifts in rate regimes across each tree, and thus fails to recognize variation among clades in both speciation and extinction rates. Most importantly, these results suggest that using BAMM only to estimate speciation rates does not ensure that those estimated speciation rates will be accurate. We also evaluated how different the true diversification rates of sister clades must be for BAMM to recognize that these clades belong to different rate regimes (Fig. S5) . GLM analysis showed that the relationship between the difference in true rates and the probability of them being recognized as different by BAMM is not significant (P = 0.74). Using maximum likelihood, the estimated r² was 0.002, indicating very poor fit. Therefore, BAMM often failed to correctly identify different diversification-rate regimes, even when the magnitude of the true differences in rates was large.
Similarly, we also tested how often each method can correctly detect which of two sister clades has a higher diversification rate. The results (Fig. 5) show that BAMM failed to correctly identify the clade with the higher diversification rate much more frequently than any of the MS estimators.
EMPIRICAL ANALYSES
Finally, we compared BAMM-estimated diversification rates for 15 clades of snakes (each with >5 species) to see if estimates for each clade from an analysis of the entire tree were similar to those when the same clades were analyzed individually. In theory, these estimates should be similar, if not identical. Instead, the results (Fig. 6) showed only a weak relationship between these estimates that was not actually significant (r² = 0.21; P = 0.08). Two clades clearly played a large role in weakening this relationship: Pareatidae and Sybonophiinae (Table S4 ). These two clades are notable in having the smallest number of species among the 15 included clades. Their diversification rates were estimated to be relatively low when they were analyzed in isolation but were estimated to be much higher when the entire tree was analyzed simultaneously. Thus, these empirical results seem to closely parallel those from the simulations: BAMM overestimates diversification rates of smaller clades (Fig. 1) .
Discussion
In this article, we show that a widely used method (BAMM) can give biased and inaccurate estimates of diversification rates, even for relatively simple simulated datasets. Our results show that this occurs because BAMM underestimates the number of rate shifts across trees, and assigns high diversification rates to smaller clades with low rates. We find that BAMM can be less accurate than the MS diversification estimators (Magallón and Sanderson 2001) , yielding consistenly weaker relationships between true and estimated diversification rates (Table 1) . Several studies have claimed that the MS estimators are inaccurate, but without directly evaluating their ability to estimate known rates (e.g., Rabosky 2009 Rabosky , 2010 Rabosky and Adams 2012; . Overall, given our results, we caution against using BAMM in empirical studies, even to estimate only speciation rates (Fig. 4) . Similarly, we caution against using methods based on BAMM (e.g., STRAPP; Rabosky and Huang 2015) . Our analyses also show problematic results from BAMM in empirical data, with Table S4. patterns that parallel those from simulations (Fig. 6) . Another empirical study has found that BAMM was less informative than the MS estimators in explaining species richness patterns among regions (Hutter et al. 2017) . Our results also document important variation in the performance of the MS estimators ( Fig. 1; Table 1 ).
Interestingly, our results are concordant with those of Moore et al. (2016) in showing that BAMM may be problematic, but the specific problems we highlight differ considerably. Here, we find that the number of diversification rate shifts across trees is consistently underestimated, leading to biased (overestimated) diversification rate estimates for smaller clades. Moore et al. (2016) did not focus on the accuracy of diversification rates estimated for higher level clades across large phylogenies. Instead, they estimated the overall relationship between true and estimated speciation and extinction rates for all branches of each tree (finding relationships to be very weak), focusing on relatively small simulated trees (ß50-150 species). Rabosky et al. (2017) suggested that the weak relationships found by Moore et al. (2016) were an artifact of using many datasets with relatively invariant rates. Our results suggest that there can be significant relationships between true and estimated diversification rates using BAMM (using demonstrably realistic rates), but that these relationships are consistently weaker than those using the MS estimators, sometimes by twofold or more (Table 1) .
Our results also suggest a potential source of bias in analyses of the performance of diversification-rate estimators. By focusing on the rates of higher level clades (as do many empirical analyses), our simulations revealed that rates were often overestimated for small clades (Fig. 1) . However, this problem could be missed in simulation studies that focus on the accuracy of rate estimates for individual branches (e.g., Rabosky 2014; Moore et al. 2016 ). The reason is that most species (and branches) may belong to large clades (which are more likely to be estimated correctly; Fig. 1, Fig. S4 ). The impact of the substantial errors in estimating diversification rates for small clades may be overlooked if accuracy is assessed on a per-branch basis, instead of on a per-clade basis. Again, our interest here is in correctly estimating diversification rates of clades (e.g., higher taxa), both large and small, as in many empirical studies (e.g., Adams et al. 2009; De Lise and Rowe 2015; Puttick et al. 2015; Wiens 2015a,b; Cooney et al. 2016; Jezkova and Wiens 2017; Tedesco et al. 2017) .
Our results show that the MS estimators can potentially outperform BAMM ( Fig. 1; Table 1 ). However, our point here is not that these MS estimators are universally the best approach for estimating diversification rates (although they may be very useful given limited taxon sampling within clades, since many other methods require detailed trees within each clade). Instead, a more general point is that before new methods become widely adopted, there should be an unbiased appraisal of their accuracy, especially in comparison to other available methods. It is unclear whether this happened with BAMM, even as this method became widely used. Unfortunately, our results here suggest that empirical studies based on BAMM should be re-evaluated (see also Moore et al. 2016) . Remarkably, despite how computationally intensive BAMM is, we found much stronger relationships between true and estimated rates by simply using the natural log of a clade's richness divided by it's stem age (i.e. the stem MS estimator with epsilon = 0; Table 1 ). We also found that heterogeneity in rates within clades had relatively little impact on the accuracy of the MS estimators (Fig. 3) , despite the untested claim that these estimators require constant rates within clades (e.g., .
In some ways, the goals of the MS estimators are much less ambitious than those of BAMM. Specifically, the MS estimators do not directly identify the specific location of diversification rate shifts on trees, nor the contribution of speciation and extinction rates to differences in diversification rates among clades. However, based on our results, BAMM performs poorly at these more challenging tasks, and its inability to perform them successfully reduces its ability to perform the simpler task of estimating diversification rates of individual clades. BAMM performs at least as well as the MS estimators for estimating the diversification rate of a single clade in isolation (Figs. 1 and 2) . Moore et al. (2016) also found that BAMM was reasonably accurate when speciation and extinction rates were constant across a tree. Nevertheless, BAMM still has a serious disadvantage when applied in this simple case: it cannot be used to estimate diversification rates of single clades (in isolation) that have small numbers of species. Given that numerous higher taxa at all levels of the Tree of Life have 5 or fewer species (e.g., from phyla to genera), BAMM cannot be used to address why higher taxa have different diversification rates, at least not without seriously biasing the analysis by excluding the least diverse clades (or using BAMM in a way that generates inaccurate rate estimates). Similarly, BAMM cannot be applied unless at least five species are sampled in the tree for each clade, regardless of the actual number of species. Thus, we reiterate our caution against using BAMM in analyses of diversification rates of higher-level taxa, even in the simple case of estimating a rate for a single clade with no rate shifts.
Our results also revealed important variation in the performance of the MS estimators. First, we found that the stem-group estimators were generally more accurate than the crown-group estimators, even with perfect sampling within clades ( Fig. 1;  Table 1 ), despite claims that crown-group estimators should be preferred (e.g., Stadler et al. 2014) . Further, the error for the crown-group estimators generally increased with decreased taxon sampling. Nevertheless, we also found that the crown-group MS estimator performed surprisingly well using an epsilon of 0.90 (assuming high extinction rates), even when this epsilon value was clearly incorrect. This high epsilon value seemed to compensate for the general tendency of the crown-group estimators to overestimate diversification rates (in general and due to incomplete taxon sampling). Overall, we found that the stem-group estimator with an intermediate epsilon value or the crown-group estimator with high epsilon performed best across many different conditions (Table 1 ; Fig. 1) .
As with any simulation study, there are many unrealistic aspects of our study and many potential sources of bias. We acknowledge that in our primary analyses, the clades among which rates varied were also the clades for which rates were estimated using the MS approach. Although this may favor the MS approach, we found that the MS approach was similarly accurate when pairs of clades (with potentially very different diversification rates) were treated as belonging to the same clade (Fig. 3) . Furthermore, the BAMM analyses across each tree of 10 clades encountered considerable heterogeneity in rates, and yet failed to recognize much of this heterogeneity (i.e., underestimating rate shifts). Thus, including more heterogeneity in rates across each tree would not necessarily lead to more accurate rate estimates with BAMM (see also Moore et al. 2016) .
In summary, our results show that BAMM can give biased and inaccurate estimates of diversification rates. This seemingly occurs because it underestimates the number of rate shifts across trees, and assigns high diversification rates to small clades with low rates. The relationship between true and estimated rates was substantially weaker than that of a much less computationally intensive approach (i.e., Magallón and Sanderson 2001) , which performed relatively well. We suggest that published results based on BAMM should be viewed with considerable caution.
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Additional Supporting Information may be found in the online version of this article at the publisher's website: Figure S1 . Summary of the 20 phylogenies and 200 clades that were simulated and analyzed in this study. Labels near the tips indicate the number of species in each clade. Branch colors show the simulated diversification rates of the clades. Black indicates the backbone tree, which had relatively low, invariant diversification rates. The overall length of each tree is 100 million years. Figure S2 . BAMM estimates of diversification rates through time (black lines) with confidence intervals (gray). Rates were estimated for the first three trees (columns). Each line shows estimates with different number of shifts (i.e. 10, 5, 3, and 1 shift). Figure S3 . Summary of the 95% higher posterior interval (HPI) for diversification rates estimated using BAMM. Panels show estimates for all 200 clades (1-100 in the top panel, 101-200 in the bottom panel). The bars represent the upper and lowest limits of the estimated 95% HPI. Circles show the estimated mean diversification rate. Triangles represent the true diversification rate. Triangles are blue when the true diversification rate is within the estimated 95% HPI, and red when the rate is outside. Figure S4 . Accuracy of BAMM and MS estimators for estimating diversification rates of clades, including stem and crown group MS estimators with different values of epsilon (0, 0.5, and 0.9), but using the mean absolute deviance between true and estimated rates (rather than the mean deviance, as in Table S1 . Figure S5 . Probability that BAMM will estimate a regime shift as a function of the magnitude of the difference in true diversification rates between sister clades (n = 66 pairs of sister clades). Points show pairs of sister clades in which BAMM assigned a single regime (0) or two different regimes (1). The black line shows the function curve. Table S1 . Main results including clade ages, species richness, simulated speciation, extinction, and diversification rates, and estimated speciation, extinction, and diversification rates from BAMM (and their errors) and estimated diversification rates from the MS estimators (and errors in those estimates). Effective sample size and number of shifts with the maximum a posteriori probability are also shown for BAMM estimates. Table S2 . Results from BAMM comparing the impact of discarding 10% or 50% of the posterior distribution of trees as burnin. Table S3 . Results from BAMM comparing the impact of using a prior of 10 rate shifts and those obtained using 5, 3, and 1 rate shifts. Table S4 . Results and data for BAMM analyses of 15 snake clades, including the number of species in each clade that were included in the phylogeny used, the total number of described species in each clade, the sampling fraction (the proportion of described species included in the tree), the diversification rate estimated by BAMM when analyzing the whole tree simultaneously, and the diversification rate from BAMM when analyzing each clade separately. Table S5 . Estimates of speciation, extinction, and net diversification rates (and errors in all three rates), when each clade was analyzed separately using BAMM, along with effective sample sizes. Because these analyses were very computationally intensive, they were performed only for the clades in the first three backbone trees (total of 30 clades). When clade size was equal to or smaller than five species (i.e. when sampling only 50% or 25% of the species), BAMM could not estimate speciation, extinction, and net diversification rates. These are listed as NA. Table S6 . Estimates of net diversification rates using MS estimators for all pairs of sister clades across all 20 trees (n = 66 pairs, including 132 of all 200 clades). Results include analyses in which each pair is treated as one clade (i.e. rates are heterogeneous within clades), and analyses in which rates were estimated separately for each clade (i.e. rates are constant within clades) and the error is averaged for the two clades. Supplementary File 1. The 20 trees with full species-level sampling. Supplementary File 2. The 20 trees with 50% species-level sampling. Supplementary File 3. The 20 trees with 25% species-level sampling.
