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Abstract
Inverse limit spaces of one-dimensional continua frequently appear as attractors in dissipative
dynamical systems. As such, there has been considerable interest in the topology of these inverse
limit spaces. In this work we describe the topology of Markov interval maps, and use our results
to show that for unimodal interval maps with finite kneading sequences, the kneading sequence and
dynamics of the left endpoint determine the topology of the associated inverse limit space.
 2001 Elsevier Science B.V. All rights reserved.
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In recent years it has become apparent that inverse limits of one-dimensional continua
play a role in the study of certain dissipative dynamical systems. For a general discussion
of this relationship see [16]. In particular, inverse limits of interval maps where all the
critical points are periodic arise as attractors of planar diffeomorphisms [1,5,6,10–14,17].
This phenomena has motivated the study of the topological structure of such inverse limit
spaces. Recent work [2–4] describes topological properties of inverse limits of maps from
the family of tent maps of the interval. The purpose of this work is to relate inverse limits
of the interval with Markov bonding maps from different families of maps, e.g., tent maps
and quadratic maps. We also obtain the result that a finite kneading sequence of a unimodal
interval map and the dynamics of the left endpoint of the map, determine the topology of
the associated inverse limit space.
Given an interval I and a surjective self-map, f : I → I we define the the inverse
limit space of f on I, denoted as (I, f ), as the topological subspace if I∞ such that
(x0, x1, . . .) ∈ (I, f ) if and only if xi = f (xi+1) for all i  0. A complete description
of topological inverse limit spaces can be found in [15].
We say that a map f : [a0, am] → [a0, am] is Markov if there exists a finite set of
points, A = {a0 < · · · < am} such that f (A) ⊂ A and the restriction of f to each
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component of [a0, am] − A is one-to-one. If f : [a0, am] → [a0, am] is Markov with
respect to A = {a0 < a1 < · · · < am}, g : [b0, bm] → [b0, bm] is Markov with respect to
B = {b0 < b1 < · · ·< bm}, and f (aj ) = ak if and only if g(bj ) = bk , we say that f and
g are Markov with same pattern. Theorem 1 describes a situation where Markov interval
maps produce homeomorphic inverse limit spaces.
Theorem 1. Let {fn}∞n=1 be a sequence of surjective self-maps of [a0, am] which are all
Markov with respect to A = {a0, . . . , am} and {gn}∞n=1 be a sequence of surjective self-
maps of [b0, bm] which are all Markov with respect to B = {b0, . . . , bm}. If {fn, gn}∞n=1 are
all Markov with the same pattern then (I, fn) is homeomorphic to (I, gn).
Proof. Let Ij denote the interval [aj , aj+1] and Jj denote the interval [bj , bj+1]. We will
show that if (x0, x1, . . .) ∈ (I, fn) then there exists a unique point (y0, y1, . . .) ∈ (I, gn)
such that y0 = x0 and xn ∈ Ij if and only if yn ∈ Jj . Then we can define φ : (I, fn)→
(I, gn) by setting φ((x0, x1, . . .)) equal to the unique point of (I, gn) described above. To
complete the proof we will show that φ is one-to-one, onto, and continuous.
To define φ, let (x0, x1, . . .) be an element of (I, fn). Let h : I → I be a homeomorphism
with h(aj )= bj , 0 j m. We inductively define a nested sequence {Qn}∞n=0 of closed,
non-empty subsets of (I, gn) with the following properties: if (y0, y1, . . .) ∈Qn, then y0 =
h(x0), and yi ∈ Jj if and only if xi ∈ Ij for 0  i  n. Let Q0 = π−10 (h(x0)) ⊂ (I, gn).
Then Q0 is closed and non-empty. Now suppose Qn ⊂Qn−1 ⊂ · · · ⊂Q0 satisfy the above
properties. Define Qn+1 as follows: let (y0, y1, . . .) be an element of Qn,Jj (n) an interval
which contains yn, Ij (n) the corresponding interval which contains xn, and Ij (n+1) an
interval which contains xn+1. Then fn(xn+1)= xn ∈ Ij (n) so that fn(Ij (n+1)) ∩ Ij (n) = ∅.
Also, fn is invariant on A, so fn(Ij (n+1)) = [ak1, ak2], where ak1 and ak2 are elements
of A. Thus Ij (n) ⊂ fn(Ij (n+1)) or Ij (n) ∩ fn(Ij (n+1)) = {xn}. If Ij (n) ⊂ fn(Ij (n+1)) then
Jj (n) ⊂ gn(Jj (n+1)) and so yn ∈ Jj (n) ⊂ gn(Jj (n+1)). Thus, there exists yn+1 ∈ Jj (n+1)
such that gn(yn+1) = yn. In this case, set Qn+1 = π−1n+1(yn+1) ⊂ (I, gn). If Ij (n) ∩
fn(Ij (n+1)) = {xn}, then xn = aj (n) or xn = aj (n)+1, and xn+1 ∈ A, say xn+1 = ak . Note
that fn(ak) = xn. Then yn = bj (n) or yn = bj (n)+1. In this case, let yn+1 = bk . Since
fn+1 and gn+1 are Markov with the same pattern, it follows that gn+1(yn+1) = yn. Let
Qn+1 = π−1n+1(yn+1)⊂ (I, gn). Obviously Qn+1 is closed and non-empty and it is easy to
check that Qn+1 ⊂Qn.
Since each Qn is closed and non-empty, and the sets Q0,Q1, . . . are nested, it follows
that there exists (y0, y1, . . .) ∈⋂Qn. Suppose that (y ′0, y ′1, . . .) is another point of ⋂Qn.
Let i be the first coordinate so that y ′i = yi . Then i > 0 since y ′0 = y0 = h(x0). Also, yi
and y ′i are both elements of some interval Jj and gi−1(yi) = gi−1(y ′i ) = yi−1. But this
contradicts the fact that gi−1 is one-to-one on Jj . Therefore there is only one point in⋂
Qn. Thus we define φ : (I, fn)→ (I, gn) by setting φ((x0, x1, . . .)) equal to the unique
point (y0, y1, . . .) ∈ (I, gn) such that h(x0)= y0 and xn ∈ Ij if and only if yn ∈ Jj .
The same construction shows that given a point (y0, y1, . . .) ∈ (I, gn) we can find a
unique point (x0, x1, . . .) ∈ (I, fn) such that h(x0)= y0, and xn ∈ Ij if and only if yn ∈ Jj .
It follows that φ is one-to-one and onto. We now show that φ is continuous.
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Let (x0, x1, . . .) ∈ (I, fn), (y0, y1, . . .)= φ((x0, x1, . . .)), and L be the minimum of the
lengths of the intervals [aj , aj+1]. Given ε > 0, choose N so that ∑∞n=N 12n < 12ε. For
each n ∈N and j between 0 and m,g−1n :gn(Jj )→ Jj is a homeomorphism since gn|Jj
is one-to-one. From now on, let gjn denote g−1n :gn(Jj )→ Jj . Note that if yn+1 ∈ Jj , then
yn+1 = gjn(yn). Next, for each i , 0 i N +1, define Li as follows: if xi ∈A, let Li = L.
If xi ∈/ A, then xi ∈ (aj , aj+1). In this case, let Li = min{aj+1 − xi, xi − aj }. Note that if
|xi − x ′i |<Li then xi and x ′i both lie in some Ij .
Next, as we noted above, gjN−1 :gN−1(Jj )→ Jj is a homeomorphism. Thus, for each
j , 1  j  m, we may choose δjN−1 so that if y and y ′ are elements of gN−1(Jj ) with
|y − y ′|< δjN−1, then
∣∣gjN−1(y)− gjN−1(y ′)∣∣< 12N ε.
Let δN−1 = min{δ1N−1, . . . , δmN−1}. Similarly, for each j , 1  j  m − 1, choose δjN−2
so that if y and y ′ are elements of gN−2(Jj ) with |y − y ′| < δjN−2, then |gjN−2(y) −
g
j
N−2(y ′)|< min{ 12N ε, δN−1}. Let δN−2 = min{δ1N−2, . . . , δmN−2}.
Continue in this way to choose δj
N−(i+1) so that if y and y
′ are elements of gN−(i+1)(Jj )
with |y − y ′|< δjN−(i+1), then
∣∣gjN−(i+1)(y)− gjN−(i+1)(y ′)∣∣< min
{
1
2N
ε, δN−i
}
.
Let δN−(i+1) = min{δ1N−(i+1), . . . , δmN−(i+1)}. Thus we obtain δ0, δ1, . . . , δN−1 such that if
y and y ′ are elements of gi(Jj ) with |y−y ′|< δi , then |gji (y)−gji (y ′)|< min{δi+1, 12N ε}.
Finally, choose δ−1 so that if |x − x ′| < δ−1, then |h(x) − h(x ′)| < min{δ0 12N ε}. Let
δ = min{δ−1,L0, L12 , . . . , LN+12N+1 , 12N ε}. Now suppose that (x ′0, x ′1, . . .) ∈ (I, fn) such that
d((x0, x1, . . .), (x ′0, x ′1 . . .)) < δ. Let (y ′0, y ′1, . . .) denote φ((x ′0, x ′1 . . .)). Then for 0  i 
N + 1, it follows that |xi − x ′i |< Li . Therefore, there exists Ij (i) such that xi and x ′i are
both elements of Ij (i). This implies that yi and y ′i are both elements of Jj (i).
We now show inductively that |yi − y ′i | < min{δi, 12N ε} for 0  i  N . Since |x0 −
x ′0| < δ  δ−1, it follows that |y0 − y ′0| < min{δ0, 12N ε}. Now suppose that |yi − y ′i | <
min{δi, 12N ε}. Let Jj (i+1) be an interval which contains yi+1 and y ′i+1. Then yi and y ′i
are elements of gi(Jj (i+1)). Furthermore, |yi − y ′i | < δi by the induction hypothesis, so
|gji (yi) − gji (y ′i )| < min{δi+1, 12N ε}. But gji (yi) = yi+1 and gji (y ′i) = y ′i+1. Therefore
|yi+1 − y ′i+1|< min{δi+1, 12N ε}. It follows that
d
(
(y0, y1, . . .),
(
y ′0, y ′1, . . .
)) =
∞∑
i=0
|yi − y ′i |
2i
=
N−1∑
i=0
|yi − y ′i |
2i
+
∞∑
i=N
|yi − y ′i |
2i

N−1∑
i=0
1
2N
ε+ 1
2
ε = ε.
Thus φ is continuous, and this completes the proof of the theorem.
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We now turn our attention to interval maps, f , which are unimodal, i.e., there exists
a unique point c in the interior of I such that f is strictly increasing on {x: x < c} and
strictly decreasing on {x: x > c}. We use the definitions and theorems on kneading theory
of unimodal maps found in [8]. Specifically, if f is a unimodal interval map the itinerary
of point x under f is an infinite or finite sequence, S(x)= (s0, s1, . . .), in the symbols R,
L, and C where
sj =


R if f j (x) > c,
L if f j (x) < c,
C if f j (x)= c
and the sequence terminates the first time the symbol C is realized in the sequence, i.e.,
if f j (x) = c for some j  1 and f l(x) = c for all l < j . The kneading sequence of f ,
denoted by K(f ), is the itinerary of f (c). We will also utilize the order on itineraries
described in [8, pp. 65–66].
As a corollary to Theorem 1, we obtain a result that shows how finite kneading sequences
determine the topology of inverse limits of an interval with a unimodal bonding map.
Corollary 1. Let f be a surjective unimodal self-map of I = [a0, am] and g be a
surjective unimodal self-map of J = [b0, bm] with the same finite kneading sequence
as f . Furthermore, assume that f (a0) = a0 if and only if g(b0) = b0. Then (I, f ) is
homeomorphic at (J, g).
It is sometimes the case (see, for example, [9, p. 137]) that the definition of unimodal
maps includes the requirement that the left endpoint of the interval be fixed by the map. If
this definition is used, then the second condition of the corollary obviously holds for any
two unimodal maps and so may be eliminated from the statement of the theorem.
Let O(x) denote the orbit of the point x . To prove the corollary, let A=O(cf ) ∪ {a0}
and let B =O(cg)∪{b0}. Note that the critical point of f, cf is an element of A and that the
critical point of g, cg , is an element of B . Furthermore, am ∈A since f is surjective so that
f (cf )= am. Similarly bm ∈B . Since cf and cf are periodic with the same period,A andB
are finite sets of the same size, A= {a0 < a1 < · · ·< am} and B = {b0 < b1 < · · ·< bm}.
To see that f (A) ⊂ A note that if f (a0) = a0, then f (am) = a0 since f is surjective.
This implies that a0 ∈O(cg) since am ∈O(cf ) and so in this case, A=O(cf ). Similarly
g(B) ⊂ B . It follows that f is Markov with respect to A, and g is Markov with respect
to B , so to prove the corollary we must show that f (ai)= aj if and only if g(bi)= bj .
First suppose that f (a0) = a0 and g(b0) = b0. Then O(cf ) = {a1 < · · · < am} and
O(cg) = {b1 < · · · < bm}. Since cf and cg have the same finite itinerary, we have the
following relationship between itineraries of points inO(cf ) andO(cg): S(a1)= S(b1) <
S(a2) = S(b2) < · · ·< S(am)= S(bm). This follows from [8, Lemma II.1.2] and the fact
that cf and cg have the same finite itinerary. Now suppose that S(ai) = (s0, s1, . . . ,C)
and f (ai)= aj . Then S(bi)= (s0, s1, . . . ,C) and S(aj )= S(f (ai)) = (s1, . . . ,C). Also,
S(g(bi)) = (s1, . . . ,C) = S(bj ). Since each element of O(cg) has a unique itinerary, it
must be the case that g(bi)= bj . Therefore f (ai)= aj if and only if g(bi)= bj and so f
and g satisfy the conditions of Theorem 1, so that (I, f ) is homeomorphic to (J, g).
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Next suppose that f (a0) = a0. Then g(b0) = b0. Then, as noted above, A = O(cf )
and B = O(cg). The argument given above using itineraries of points in A and B proves
that f (ai) = aj if and only if g(bi) = bj , and so (I, f ) is homeomorphic to (J, g) by
Theorem 1.
In the remainder of this article, we address the situation where an interval map is Markov
in the sense that its critical points are periodic, but the map is monotone rather than one-
to-one on the components of the complement of the orbits of critical points. Such maps
include maps in the trapezoid family of interval maps where the plateau is periodic, as
well as interval maps which define the inverse limits which are the full attracting sets of
the planar diffeomorphisms described in [1,10,11]. These situations lead to the following
definitions.
Suppose that A= {a0 < · · ·< am} ⊂ I = [a0, am] and f : I → I such that the following
conditions hold:
(i) f (A)⊂A,
(ii) f |[ai ,ai+1] is monotone for each i = 0, . . . ,m− 1,
(iii) there exist a finite number of (possibly degenerate) closed subintervals C0, . . . ,Cr
of I such that f is one-to-one on each component of I −⋃ri=0 Ci,A⊂⋃ri=0 Ci ,
and f is constant on Ci for i = 0, . . . , r .
In this case we say that f is m-Markov (monotone Markov) with respect to A.
If f : [a0, am] → [a0, am] is m-Markov with respect to A = {a0 < a1 < · · · < am},
g : [b0, bm]→ [b0, bm] is m-Markov with respect to B = {b0 < b1 < · · · < bm}, and
f (aj ) = ak if and only if g(bj ) = bk we say that f and g are m-Markov with the same
pattern.
Next suppose that f : I → I,C is a subinterval of the interior of I , and R and L are the
components of I −C such that if x ∈R, then x > y for all y ∈C. If f is strictly increasing
on L, strictly decreasing on R, and constant on C, then we say that f is m-unimodal
(monotone unimodal). In this case, let M = f (C). We are interested in m-unimodal maps
where the plateau, M , is periodic. We define itineraries of points in the following way:
Since M is periodic, there exists n such that f n(M) = M . Let c = f n−1(M). Then
c ∈ C and we define the m-itinerary of a point x to be an infinite or finite sequence,
S(x)= (s0, s1, . . .), in the symbols R, L, and C where
sj =


R if f j (x) > c,
L if f j (x) < c,
C if f j (x)= c
and the sequence terminates the first time the symbol C is realized in the sequence, i.e.,
if f j (x)= c for some j  1 and f l(x) = c for all l < j . The m-kneading sequence of f ,
denoted by K(f ), is the m-itinerary of M = f (c).
Theorem 2 describes a situation where m-Markov interval maps produce homeomorphic
inverse limit spaces and Corollary 2 generalizes Corollary 1 for m-unimodal interval maps.
Theorem 2. Suppose that f and g are surjective self-maps of [a0, am], f is m-Markov
with respect to A= {a0 < a1 < · · ·< am} and g is Markov with respect to A and has the
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same pattern as f . Then (I, f ) is homeomorphic to (I, g). It follows that any two Markov
or m-Markov interval maps which have the same pattern produce homeomorphic inverse
limit spaces.
Proof. Since f is m-Markov, there exist a finite number of subintervals C0, . . . ,Cr such
that f is one-to-one on each component of [a0, am] −⋃ri=0 Ci and f is constant on Ci
for i = 0, . . . , r . Let D = [a0, am] −⋃ri=1 Ci and D1 <D2 < · · ·<Dr be the components
of D. Note that f is one-to-one on Di for i = 1, . . . , r and each Di is an interval (bi, ci).
Let c0 = a0 and bm+1 = am. For each i = 1, . . . , r , let {bni }∞n=1 be a strictly decreasing
sequence of converging to bi and {cni }∞n=1 be a strictly increasing sequence converging
to ci such that b1i < c
1
i .
Define fn as follows: fn(x)= f (x) if x ∈ A ∪⋃ri=1(bni , cni ). For each i = 0, . . . , r , if
Ci ∩A= {aj }, define fn to be linear on (cni , aj ) and (aj , bni+1). If Ci ∩A= ∅, define fn
to be linear on (cni , b
n
i+1). It is straightforward to check that fn → f uniformly as n→∞.
Thus it follows from Theorem 3 of [7] that (I, f ) is homeomorphic to (I, fnk ) where
{fnk }∞k=1 is a subsequence of {fn}∞n=1. In addition, each fnk is Markov with respect to A
with the same pattern as f and g. Thus, by Theorem 1, (I, fnk ) is homeomorphic to (I, g)
and so (I, f ) is homeomorphic to (I, g). ✷
Corollary 2. Let f : [a0, am] → [a0, am] be a m-unimodal interval map with a periodic
plateau and let g : [b0, bm] → [b0, bm] be a unimodal interval map with the same finite
kneading sequence as the m-kneading sequence of f and such that f (a0)= a0 if and only
if g(b0)= b0. Then ([a0, am], f ) is homeomorphic to ([b0, bm], g). It follows that any two
unimodal or m-unimodal interval maps which have the same finite kneading or m-kneading
sequence and same dynamic behavior of their left endpoints produce homeomorphic
inverse limit spaces.
Proof. Let A = O(M) ∪ {a0}. Then f is m-Markov with respect to A. Let c denote the
critical point of g and B =O(g(c))∪{b0}. Then g is Markov with respect to B and has the
same pattern as f since the kneading sequence of g is the same as the m-kneading sequence
of f and f (a0) = a0 if and only if g(b0) = b0. Thus ([a0, am], f ) is homeomorphic to
([b0, bm], g) by Theorem 2. ✷
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