Abstract. Optical tomography consists of reconstructing the spatial distribution of absorption and scattering properties of a medium from surface measurements of transmitted light intensities. Mathematically, this problem amounts to parameter identification for the equation of radiative transfer (ERT) with diffusion-type boundary measurements. Because they are posed in the phase-space, radiative transfer equations are quite challenging to solve computationally. Most past works have considered the steady-state ERT or the diffusion approximation of the ERT. In both cases, substantial cross-talk has been observed in the reconstruction of the absorption and scattering properties of inclusions. In this paper, we present an optical tomographic reconstruction algorithm based on the frequency-domain ERT. The inverse problem is formulated as a regularized least-squares minimization problem, in which the mismatch between forward model predictions and measurements is minimized. The ERT is discretized by using a discrete ordinates method for the directional variables and a finite volume method for the spatial variables. A limited-memory quasi-Newton algorithm is used to minimize the least-squares functional. Numerical simulations with synthetic data show that the cross-talk between the two optical parameters is significantly reduced in reconstructions based on frequency-domain data as compared to those based on steady-state data.
Introduction.
The inverse problem related to the equation of radiative transfer (ERT) has long been of interest in many fields of applied physics and mathematics. In this problem, one attempts to determine the spatial distribution of parameters (e.g., the spatial distribution of absorption and scattering coefficients) inside a medium from either transmission or reflectance data collected by illuminating the medium from many different directions. Applications include, for instance, astronomy [61] , nuclear science [42, 43] , and atmospheric science [12] ; see the review [50] . Recent advances in this field have been fueled by an increased interest in medical applications. By performing optical measurements on the surface of the skin, optical tomographic techniques attempt to reconstruct the spatial distribution of absorption and scattering coefficients inside the body. These parameters can then be used for many diagnostic purposes [13] .
Mathematically, optical tomography reduces to parameter identification problems (inverse problems) for the ERT, also referred to as the linear Boltzmann equation or the transport equation. Most early studies in the field deal with plane-parallel ge-ometry [20, 24] . Inversion procedures were also developed in many more general yet still constrained geometries; see, for instance, [3, 42, 43, 61] and the review papers [49, 50] . Because of their geometrical specificities, most of these works do not directly apply to biomedical applications. In the mid-1990s several groups started developing schemes and algorithms that overcame these problems in the framework of the diffusion approximation to the ERT; see, for instance, [4, 34, 57, 63] . Many theoretical and experimental studies have shown that the diffusion approximation was valid only in specific contexts-for instance, when the scattering coefficient is sufficiently large and the absorption coefficient sufficiently small [16, 17, 23, 31] . While this is often the case in biomedical applications there remain many important applications, for which reconstructions based on the ERT are needed. Some examples include brain imaging, where the presence of low-absorbing and low-scattering cerebrospinal fluid leads to nondiffusive light propagation; imaging of joints, where clear synovial fluid has the same effects as cerebrospinal fluid in the brain; and small animal imaging, where small object dimensions (1-2 cm in diameter) invalidate the classical diffusion approximation [30, 32] ; see, however, [6, 8] for ways to generalize the diffusion equation in certain situations.
Only quite recently have studies emerged that describe ERT-based reconstruction codes for use in biomedical optical tomography. First, a transport-backtransport method, a nonlinear inversion method, applied to the two-dimensional time-dependent equation of radiative transfer was reported in [18] . New algorithms were developed and experimentally tested for two-and three-dimensional cases using a time-independent ERT in [38, 39, 40, 41] . While these works, which address real-life three-dimensional problems, are an important step towards practical applications, they still suffer from considerable cross-talk between absorption and scattering reconstructions. What we mean by cross-talk is that purely scattering (or purely absorbing) inclusions are often reconstructed with unphysical absorption (or scattering) properties. This behavior is well-understood from the theoretical viewpoint: Different optical distributions inside the medium can lead to the same measurements collected at the surface of the medium [5, 33] . To avoid such cross-talk, which may lead to wrong diagnostics, we need different data. An experimental technique increasingly employed in recent years to obtain additional information is to use frequency domain measurements. In this case the source intensity is modulated (typically between 100-1000 MHz), leading to the propagation of so-called photon density waves. Since frequency domain measurements provide information about both the phase and the intensity of the waves (and not only the intensity as in steady-state measurements), it is expected that the frequencydomain techniques will allow for better separation of absorption and scattering effects [5, 48] . Numerical reconstructions based on the frequency-domain ERT, however, have not yet been developed in the literature. This is the major motivation for the present work.
We will propose in the following sections a numerical procedure that solves the frequency-domain optical tomography problem with angularly averaged measurement. The numerical procedure involves multiple techniques such as the finite volume method for transport discretization, limited memory BFGS for minimization, the adjoint state method for computing Fréchet derivatives, the matrix-free approach for evaluating matrix vector products, and the L-curve method for selecting regularization parameters. The combination of those techniques allows us to perform numerical reconstructions in geometrical settings that are of practical importance.
The remainder of the paper is organized as follows. In section 2 we formulate the inverse problem in frequency-domain optical tomography as a classical regularized least-squares problem and describe the adjoint method for the computation of the gradient of the least-squares functional. In section 3 we present the details on the discretization of the forward and backward problems, which is based on using a discrete ordinates methods for the directional variables and a finite volume method for the spatial variables. The implementation of the minimization procedure, based on a quasi-Newton optimization algorithm, and the choice of the regularization parameter are described in section 4. Several numerical simulations illustrate the performance of the code in section 5. Reconstructions based on synthetic data indeed show a significant reduction of the cross-talk mentioned above when frequency-domain data are used. Concluding remarks are finally offered in section 6.
Problem formulation.
We now formulate the optical tomography problem. Let D ⊂ R n be our domain of interest, with sufficiently regular boundary ∂D. Then the frequency-domain equation of radiative transfer that describes the photon density in the phase space, i.e., as a function of position x ∈ D and direction θ ∈ S n−1 (unit sphere of R n ) is given by [4] T
where i = √ −1, n = 2, 3 is the space dimension, v ∈ R + is the speed of light in the medium, and ω is the modulation frequency of the boundary source f (x, θ).
is the absorption coefficient. The unknown quantity, u(x, θ), is the radiant power per unit solid angle per unit area perpendicular to the direction of propagation at x in the direction θ. Note that u(x, θ) depends also on ω although, for simplicity, we do not write this dependency explicitly. The boundary sets Γ ± are defined as
with ν(x) the outward unit normal to the domain at x ∈ ∂D. The scattering operator Q is defined as
is the scattering coefficient and dμ is the surface measure on S n−1 normalized so that S n−1 dμ(θ) = 1. The "collision" kernel k(θ · θ ), which describes the probability that photons traveling in direction θ scatter into direction θ, is a positive function independent of x and satisfies the normalization condition:
The scattering kernel for light propagation in tissues is highly peaked forward and is chosen as the Henyey-Greenstein phase function [29, 62] 
where φ is the angle between θ and θ , i.e., θ · θ = cos φ, and where g ∈ [0, 1] is the anisotropy factor, which measures how peaked forward the phase function is.
The larger g is, the more forward the scattering. The anisotropy factor is often used to define the so-called effective scattering coefficient through σ s = (1 − g)σ s . C is a normalization constant such that (2.3) hold. We mention that scattering kernels other than (2.4) have also been used in some situations [36] and that simplified (FokkerPlanck) models can also be used to analyze highly peaked scattering in biological tissues [37] .
The optical tomography problem thus consists of reconstructing σ a (x) and σ s (x) in (2.1) from boundary current measurements; see (2.6) below. Our objective in this work is to present a numerical scheme that performs the reconstruction.
Forward problem.
The absorption and scattering coefficients σ a and σ s cannot take negative values and have to be bounded. We thus introduce the following parameter space Q:
We also introduce the functional spaces [2, 16] :
Adapting well-known results [2, 16] with complex-valued absorption coefficient
, we have the following statement about the forward problem.
Proposition 2.1. Assume that (σ a , σ s ) ∈ Q, the modulation frequency is finite ω < +∞, and f ∈ L 2 θ·ν (Γ − ). Then the forward problem (2.1) is well-posed and admits a unique solution u(x, θ) ∈ W 2 (D × S n−1 ). We can then define the following albedo operator (as well as its adjoint) [14, 51] :
The albedo operator Λ maps the incoming flux on the boundary into the outgoing flux and is a functional of the optical parameters σ a and σ s . A major difficulty in optical tomography comes from the fact that in practice only outgoing currents, which are angular averages of the outgoing flux and are similar to diffusion-type measurements, are available. This prevents us from using classical uniqueness and stability results in inverse transport theory [14] . In fact, the inverse problem we solve in this paper is very similar to the diffusion-based inverse problem [4] , on which many more theoretical results exist. To date, we do not know of any theoretical result on the reconstruction of optical properties from outgoing currents for arbitrary geometries. This makes the development of numerical tools all the more important.
To be consistent with existing measurement technologies, we define the following "measurement operator":
We will call Z the "measurement space." Now the composite operator GΛ : f → z maps the incoming flux into the tomographic measurements. The adjoint operator G * of G is defined via the identity
for all g 1 ∈ Z and g 2 ∈ L 2 θ·ν (Γ + ), where the symbol Y 1 denotes the complex conjugate of Y 1 , and ·, · X is the usual inner product in a Hilbert space X. One observes that G * is nothing but the operation of multiplication by θ · ν(x).
Least-squares formulation.
The inverse problem of optical tomography can be formulated as follows: determine (σ a , σ s ) ∈ Q such that
holds for all possible source-measurement pairs (f, z). Here z ∈ Z ≡ L 2 (∂D) is the measured data corresponding to source f . This problem is in general severely ill-posed (assuming that uniqueness of reconstruction holds as in diffusion theory [4] ) in the sense that when no regularization is applied, noise contained in the data z is more amplified during the inversion procedure than what would result from an arbitrary number of differentiations [21] . Another practical difficulty in solving (2.8) lies in the fact that the amount of available data may be quite limited [47] . For example, one may only be able to use a limited number (say, N q ) of light sources. After discretizing (2.8) on a reasonable mesh, we will end up with a very underdetermined nonlinear system. A classical way to resolve the lack of measurements is to turn to the following least-squares formulation: find (σ a , σ s ) solving
Here, 1 ≤ q ≤ N q denotes the light source number. For reasons we have mentioned earlier, the least-squares problem (2.9) is usually not stable [4] . To stabilize the problem, we impose additional smoothness restrictions on the coefficients we wish to reconstruct. In other words, we look for optical properties in a space that is much smaller than Q. We call this space the space of admissible parameters: 
It is known that Q ad is a closed and convex subset of
. We can thus introduce the following regularized least-squares functional: (2.11) where the last term is a regularization term and β is the regularization parameter [21] . The method for choosing β will be described in section 4.3. We use the Tikhonov regularization functional in our problem: 
We first observe that problem (RLS) has at least one solution in the sense that the functional F β (σ a , σ s ) admits at least one minimizer. This existence result is classical and follows from the weak lower semicontinuity and coercivity of F β (σ a , σ s ) [46, 60] . However, we cannot show that F β (σ a , σ s ) is strictly convex and cannot conclude that the minimizer is unique [60] .
Our implementation of the inverse problem of optical tomography is a gradientbased minimization approach. We thus need to compute the Fréchet derivative of the least-squares functional F β (σ a , σ s ). Direct estimates of the Fréchet derivatives being quite costly because the optical parameters are (at least at the continuous level) infinite-dimensional objects, we adopt the adjoint state (or costate) approach [60] 
where T is the transport operator defined in (2.1); u q and ϕ q are the solutions of the forward problem (2.1) with source f q and its adjoint problem (2.16) (defined below), respectively. Re means taking the real part. Proof. Let us denote by r q the residual GΛf q −z q = Gu q | Γ+ −z q . According to [18, 19] , r q is Fréchet differentiable with respect to both σ a and σ s . The L 2 -norm is Fréchet differentiable as shown in [46] . By the chain rule, r q 2 Z is Fréchet differentiable. Since the summation is finite, we deduce that F is differentiable. Together with the fact that J is differentiable, we conclude that F β is Fréchet differentiable with respect to σ a and σ s .
We now compute these Fréchet derivatives. Let us compute the derivative with respect to σ a :
where we have used the properties of the adjoint operator (2.7). On the other hand, differentiating the transport equation (2.1) for source f q gives
where φ q ≡ ∂uq ∂σa h a , and T is the transport operator defined in (2.1). We need also to introduce an adjoint variable ϕ q of u q which is the solution of the following adjoint transport equation:
Here we have used that Q * = Q, which follows from the definition (2.2). Multiplying (2.15) by ϕ q and (2.16) by φ q , then integrating over D × S n−1 , we obtain
which leads to
The derivative with respect to σ s can be computed similarly. This result shows that in order to compute the Fréchet derivative of the objective functional F β (σ a , σ s ), we need to solve one forward transport problem (2.1) and one adjoint transport problem (2.16).
Discretization methods.
There is a vast literature on the discretization of radiative transfer equations; see, for instance, [1, 25, 44] . In this paper, we have chosen to use the discrete ordinates method to discretize the directional variables and the finite volume method [22] to discretize the spatial variables.
The discrete ordinates formulation.
In the discrete ordinates method [1, 44] , we approximate the total scalar flux, defined as the integral of u(x, θ) over S n−1 , by the following quadrature rule:
The equation of radiative transfer is now decomposed as a discrete set of J coupled differential equations that describe the photon flux field along J directions:
, and where σ t = σ a + σ s . We impose
so that the number of photons in the system is preserved by the scattering process.
Spatial discretization.
We use a finite volume method to perform the spatial discretization. Finite volume methods [22] ensure the conservation of mass (or momentum, energy) in a discrete sense, which is important in transport calculations. They also have the advantage of easily handling complicated geometries by arbitrary triangulations, which we need in tomographic applications.
We implement a cell-centered version of the finite volume methods. Consider a mesh of R n , M, consisting of polyhedral bounded convex subsets of R n , which covers our computational domain D. Let C ∈ M be a control cell, that is, an element of the mesh M, ∂C its boundary, and V C its Lebesgue measure. We assume that the unknown quantity, for example, u(x, θ j ), takes its averaged value in C (and thus is constant). We denote this value by u
Integrating the above discrete ordinates equations (3.3) over cell C and using the divergence theorem on the first term, we obtain the equations
where n C (x) denotes the outward normal to ∂C at point x ∈ ∂C, dγ(x) denotes the surface Lebesgue measure on ∂C, and σ
Now we have to approximate the flux through the boundary of C, i.e., the first integral term in (3.6). Let
be the set of neighboring cells of C. We denote by S C,i the common edge of cell C and
The flux S C,i θ j · n C (x)u j dγ(x) can be approximated by various numerical schemes. In this work, we take a first-order upwind scheme:
where |S C,i | is the Lebesgue measure of S C,i . We then obtain a full discretization of the discrete ordinates equations
for j = 1, 2, . . . , J. Let N denote the total number of control cells. After collecting the discretized transport equation (3.9) on all control cells, we arrive at the following system of complex-valued algebraic equations:
where A ∈ C NJ×NJ and S ∈ C NJ×NJ are the discretized streaming-collision and scattering operators, respectively. The boundary source f (x, θ), which comes into the discretized system via the flux approximation (3.8), is denoted by G. The vector U ∈ C NJ×1 , which contains the values of u(x, θ) on the cell C in the direction θ j , is organized as
The matrices A and S have sparse structures. In fact, they are sparse block matrices. A is a block diagonal matrix that can be written as
where A j ∈ C N ×N is the discretization of the advection operator A defined by Au := θ j · ∇u. From (3.8) we can deduce that A j has no more than N × N E nonzero elements, where N E is the total number of edges (surfaces in three dimensions) each control cell has.
Matrix C 0 ∈ C N ×N is diagonal:
where we recall
, N).
The matrix S can be expressed as the direct product of two smaller matrices:
and K ∈ C J×J a dense matrix with component (K) jj = η j k jj . In practical applications, the number of directions is much smaller than the number of spatial mesh elements (J N ). So although K is dense, the scattering matrix S is sparse. However, in general the matrix K is not symmetric unless we choose η j to be constant. The matrix A − S is thus neither symmetric nor positive definite, which is the reason for us to choose a GMRES solver in section 4.2.
Let us remark here that our finite volume discretization reduces to an upwind finite difference scheme on usual finite difference grids. We refer to our earlier work [54] for some numerical tests on the finite volume discretization of the transport equation.
Discrete adjoint problem.
We present in this section the numerical method we have employed to compute the gradient of discrete objective function with respect to the optical properties on each cell.
To simplify the notation, from now on we denote by
T . We want to minimize the discrepancy between model predictions and measurements over a set of source and detector pairs. Let N q denote the number of sources used in an experiment, and let N d denote the number of detectors used for each source. Then the following objective function we employed takes the form
where z δ q,d denote the dth measurement of the qth source. The superscript δ is used to denote the level of noise contained in the measurements. U q is a solution of the transport equation for the qth source.
1×N is a discretized version of the measurement operator. It takes the outgoing flux at detector d and averages over S n−1 + . The discretized regularization term is given by
where
We now start to compute the gradient of objective function (3.14) with respect to optical properties on each mesh element. It is straightforward to check that
and [·]
Re denotes the real part of [·] . At the same time, we notice from (3.10) that
for source q = 1, . . . , N q , which is equivalent to saying that
since A − S is invertible. It is very important to note that the matrices A and S are independent of the source used. Thus, there are no superscripts q associated with them. We thus have
We now introduce a new state variable Ψ q ∈ C N ×1 (called the adjoint variable of U q ) given by
where Ψ qT denotes the transpose of Ψ q . We then say that Ψ q is the solution of the following adjoint equation of (3.10):
One then arrives at
where the unit direction vector I C ∈ R N ×1 is a vector whose Cth element is 1 and all other components are zero.
Very similar computation leads to the fact that the derivatives of the objective functional with respect to σ C s are given by
Formulas (3.22) and (3.23 ) are what we used to compute the derivatives of objective function with respect to optical properties on each element. Note that we did not form explicitly the matrix
because this matrix has a very simple sparse structure according to (3.12) and (3.13). Instead, a matrix-free method was adopted. In fact, since
where we recall that N is the total number of volume cells that cover our computational domain, we have
The same observation on
where the (j , j)th component of matrix K, (K) jj = η j k jj , is given in (3.13). We can thus evaluate (3.22) and (3.23) without forming any intermediate matrices.
Numerical implementation.
We have implemented the quasi-Newton optimization algorithm to solve the regularized least-squares problem (RLS) introduced in section 2.2. We have found in practice that this method converged much faster (in terms of function evaluations) than the nonlinear conjugate gradient method with either the Fletcher-Reeves or the Polak-Ribière updating formula [52] . This is expected from theory [52] and is consistent with practical applications tested in [41] . We have also implemented a Gauss-Newton method [52] to solve the least-squares problem (without the bounds constraints) and found that the method converges extremely slowly in our case. This is probably due to the fact that our problem is highly nonlinear and the Gauss-Newton method usually does not work well in this kind of situation [27, 52] . Detail comparison between various methods of solving the least-squares reconstruction problem is an ongoing project.
In this work, we employ the BFGS update rule [52] of the inverse Hessian matrix for our quasi-Newton method. The usual BFGS method, however, requires the explicit construction of the Hessian matrix, which is unrealistic for large problems. The memory size required to store the Hessian matrix is roughly proportional to the square of the memory used for the unknown parameters. We have thus resorted to a limitedmemory version of the BFGS method which avoids the explicit construction of the inverse Hessian matrix.
Numerical optimization.
The BFGS algorithm can be viewed as a special case of the quasi-Newton method [52] . With σ denoting the vector of discretized optical properties, the quasi-Newton methods can be characterized by the following iterative process:
where p k is a descent direction vector and α k is the step length. The BFGS algorithm chooses p k to be the solution of an approximated solution of Newton-type optimality equation, i.e.,
where g k is the gradient of the least-squares functional,
H k is the inverse Hessian matrix of F β at step k. Instead of computing real inverse Hessian matrices, which is very time consuming, the BFGS algorithm chooses to approximate H k by the following updating rule:
. I is the identity matrix. As we mentioned above, forming (4.3) takes a tremendous amount of computer memory for large problems. To overcome this shortcoming, the limitedmemory version of BFGS stores only the vectors y k and s k obtained in the last m (3 ≤ m ≤ 7 usually) iterations [35] and discards the rest. Thus after the first m iterations, (4.3) can be expressed as 
I.
We refer interested readers to [35, 52] for more details on the limited-memory BFGS algorithms, and to [41] for applications of those algorithms to optical tomographic problems. Convergence of BFGS algorithms has been proved under certain conditions and has been tested on many applications [11, 52] .
To impose bounds on optical parameters, we have to modify the relation (4.2) slightly. We adopt a gradient projection method [11, 35, 52 ] to do this. At the beginning of each iteration, we use the gradient projection method to find a set of active bounds. We then solve a subminimization problem,
on the set of free variables to find an approximation solution σ k+1 , treating the active bounds as equality constraints by Lagrange multipliers. After we find an approximation solution σ k+1 , a line search along p k = σ k+1 − σ k is done to find the step length α k in (4.1). We use a line search method that enforces the Wolfe conditions [52] . That is, we look for an α k that solves
and satisfies
where c 1 = 10 −4 , c 2 = 0.1 in our case. More details on how to impose bound constraints in BFGS algorithms can be found in [35, sect. 5.5] and [11, 64] .
Solving algebraic systems.
As we have mentioned before, at each step of the minimization process, we have to solve both a discretized transport equation (3.10) and its adjoint problem (3.21) to compute the Fréchet derivatives (3.22) and (3.23) of the objective functional, forming the gradient vector g k in (4.2). In fact, almost all of the computational time in the reconstruction process is devoted to the solution of these transport equations. In this work, instead of using the popular source iteration method, which converges very slowly in diffusive regimes unless it is properly accelerated [1] , we choose to solve the forward problems by a preconditioned GMRES(n) algorithm [55, 56] , where n denotes the number of iterative steps after which GMRES is restarted. Our general principle is to choose n large when the problem size is small and n small when the problem size is large. The implementation of the algorithm is based on the template provided in [9] . The preconditioner we employ is the zero fill-in incomplete LU factorization (ILU(0)) [53, 55] that has been proved to be efficient in transport calculations [53] . Details about this factorization can be found in [55] . In all of the numerical examples in section 5, we pick n = 7, and the GMRES algorithm is stopped if the relative residual is small enough. For example, the stopping criteria
−10 is used to solve (3.10). Here U 0 is the initial guess and U k is the U value at the kth GMRES iteration.
Selecting regularization parameter.
To choose the optimal regularization parameter β in (2.11), we adopt the L-curve method in this study. Although there exist proofs that the L-curve method fails to convergence for certain classes of inverse problems [59] , we have observed satisfactory results in our applications. We plot the log of the regularization functional against the squared norm of the regularized residual, say, r β , for a range of values of the regularization parameter. The right parameter β is the one at which the L-curve reaches the maximum of its curvature [28, 60] . One can show that the right β maximizes the curvature function [60] 
where R(β) and S(β) are defined by
We recall that β is not included in J (σ a , σ s ). One notices immediately that the L-curve method requires several reconstructions for any single problem, and thus is very time consuming. A simple continuation method is suggested in [27] to reduce the computational cost of regularization parameter selection. In this method, one starts the first reconstruction with a relatively large β. The result of this reconstruction is then taken to be the initial guess of next reconstruction with a smaller β. If the two β are not dramatically different from each other, then the two reconstructions should converge to similar results. Thus, the reconstruction with smaller β is supposed to converge quickly since its initial guess is chosen to be close enough to its real solution. The process can be repeated to perform reconstructions with several values of β. In practice, this continuation method saves tremendous computational time for finding optimal regularization parameters. It now takes only about 80% extra work to find the optimal parameters in most cases. We adopt this continuation method in our three-dimensional numerical example (Example 4) in the next section. We present in Another important issue is to choose an appropriate weight in the regularization functional defined in (2.12). This weight is necessary because, in practice, σ s takes values that are about two orders of magnitude larger than σ a . The weight is used to bring the two terms in the regularization functional to the same level so that the regularization term has an effect on both σ a and σ s . In all our numerical simulations in section 5, we choose to be the ratio (σ Note that the main purpose for introducing the scaling factor is to reduce computational complexity in choosing optimal regularization parameters. It is by no means the only way to perform regularizations on both absorption and scattering coefficients. For example, one can regularize σ a and σ s separately, which will involve selecting multiple regularization parameters such as those in [10, 26, 45] . We remark finally that the H 1 -norm we use in the regularization functional can be replaced by other norms or seminorms. For example, we have performed reconstructions on numerical Example 1 in section 5.3 with stricter bounds on σ a and ∇σ a L 2 (instead of σ a H 1 ) as the regularization functional. We have obtained very similar results (although the optimal regularization parameter changes). The main reason for us to use the H 1 -norm is that in many practical applications, we want to find solutions near some reference (σ 
Cost of the numerical method.
The computational cost of our method consists of two main parts. The first part is the evaluation of the objective function and its gradient in the optimization process. The second part is the updating of the BFGS matrices and vectors.
The costs of the function evaluation and of its gradient scale linearly with the number of optical sources N q . Since each forward problem and its corresponding adjoint problem cost about the same, each gradient calculation (about 2N q forward solves) is approximately twice as expensive as a function evaluation (about N q forward solves). The cost in updating BFGS matrices and vectors can be neglected compared to function and gradient evaluations. The reason is that BFGS vectors (in R 2N ) are dramatically smaller than the vectors appearing in the forward and adjoint problems (in C JN ). In our computations, we store the nonzero elements of the matrix A − S by using the compressed row storage scheme [9] whenever it is possible to do so. When it is not possible to store A − S, we store A, C 0 , K, and D 0 defined in (3.12) and (3.13) . This requires much less memory, but with the price that extra effort has to be paid to evaluate matrix vector products in GMRES. We use the following procedure to compute Y ≡ (A − S)X for any vector X with the same structure as U in (3.11):
We prefer to store the matrix A−S because it saves computational time when matrixvector products are calculated. In all the numerical examples shown in the following section, we were able to store A − S. Note that the storage requirement does not increase with the number of sources (N q ) because we solve the transport equation (and its adjoint) with different sources sequentially. The storage cost of BFGS vectors can be neglected compared with the storage of the forward and adjoint matrices and vectors.
Numerical examples.
We provide in this section four numerical examples that illustrate the performance of our numerical method. In the first example, we reconstruct the spatial distribution of the absorption coefficient while keeping the scattering coefficient fixed. In the second example, the spatially varying scattering coefficient is reconstructed, while the absorption coefficient is fixed. We then show an example in which both optical properties are reconstructed simultaneously. All the first three examples are done in two-dimensional settings. In the fourth example, we show three-dimensional simultaneous reconstructions of both optical properties. 
with Δx = Δy = 0.025. The direction space is discretized into 128 uniformly distributed (over [0, 2π)) directions with identical quadrature weight:
where Δθ = 2π/128. The above discretizations yield a total number of 819,200 unknowns for one forward problem (solving for U in (3.10)), which is also true for the corresponding adjoint problem (Ψ in (3.21) ). In all two-dimensional simulations, four sources (N q = 4) are used. They are located at (0, 1), (1, 0), (2, 1), and (1, 2), respectively. For each sources, 20 detectors (N d = 20) are used. The detectors are uniformly distributed along the sides of the square.
For the three-dimensional simulation, we consider a cylindrical domain given by
We cover the domain by 22,022 tetrahedral elements. For the integration over S 2 , we employ the full level symmetric S 8 discrete ordinate set of [44] . This set consists of 80 directions. A total number of 16 sources (N q = 16) are used in the simulation. The sources are uniformly distributed on the two circles defined by Γ 
Generating synthetic data.
In all the numerical reconstructions presented in section 5, the "measurements" are synthetic rather than obtained from real experimental data. A straightforward way of generating synthetic data is to use the same discretization for the forward model and for the inversion procedure. This may lead to somewhat simplified inversions of the finite-dimensional problem, which is often referred to as inverse crimes in the inverse problems community [15, p. 133] . To avoid committing these "crimes," the data are generated with a discretization about twice as fine (in all variables) as the discretization used in the inversions.
In the following sections, our "exact data" will thus be those obtained from the fine mesh calculations. By noisy data, we mean the "exact data" polluted by additional multiplicative noise. Let z d be the exact data; the "noisy" data are simulated according to the rule z δ d = (1 + δ * random)z d , where "random" is a uniformly distributed random variable in [−1, 1] and δ ≥ 0 will vary in our numerical simulations.
It should be noted that the "exact data" seen on the coarse grid used in the inversion actually already contain some "noise" because they were generated by the fine mesh calculations.
Single parameter reconstructions.
We start with a simpler case where only one optical parameter needs to be reconstructed. Such reconstructions are often useful in practical applications. For example, it is generally believed that changes in the oxygenation of tissues correspond mainly to changes in the absorption property of tissues [58] .
Example 1: Reconstructing σ a . We first reconstruct a small absorbing disc centered at (1.15 cm, 1.15 cm) of radius 0.2 cm embedded in the two-dimensional computational domain. The optical parameters for the background and the disc are Figure 5 .1 shows the real absorption map and the reconstructed maps for different noise levels. We also provide in Figure 5 .2 (A) (solid line) the evolution of the normalized objective function versus the iteration step in the case of reconstructions using noise-free synthetic data. Note that although the total number of BFGS iterations can be reduced by using a stricter line search scheme in the optimization algorithm, the total computational time remains almost constant. We have tested many classical line search algorithms. The results shown here use the one that works best for our application.
The quality of the reconstructions is measured as follows. Denote by
an exact (reconstructed) quantity, which can be either the absorption or the scattering map. We then define the relative l 2 error between M o and M r by
The quality of the reconstruction in the case of an absorbing disc is given by the parameters shown in the second column of Table 5 .1. In Figure 5.2 (B) , we display the L-curve we use to choose the optimal parameter β in the above reconstructions. We mention again that due to the acquisition of our data presented in section 5.2, the noise-free data actually contain "noise" on the coarse grid. The reconstructions are classical examples of what we may expect in the field. Because of the severe ill-posedness of the inverse problem, it is difficult to reconstruct localized objects unless additional information is included in the reconstruction (which we do not want to do here). Note that the center and the integral of the absorption inclusion are more or less well reconstructed, even if the localized absorption map is somewhat smeared over a relatively large domain (whose size increases as the noise level, whence the regularization parameter β, increases). This is consistent with results obtained from asymptotic theories; see, for instance, [7] .
Example 2: Reconstructing σ s . We now replace the highly absorbing disc in the previous case with a highly scattering disc in the same position and with the same size. The optical parameters for the background and the disc are σ a = 0.1 cm The quality of the reconstructions is very similar in the above two examples and is quite satisfactory. In spite of the fact that stronger regularizations have to be imposed as the noise level increases, the localization and the estimate for the optical parameters in the presence of moderate noise indeed allow us to obtain reasonably accurate information toward diagnostic purposes.
Frequency-domain versus steady-state.
One of the main reasons for introducing frequency-domain reconstructions is that they allow for a better separation between the scattering and absorption properties of the inclusions [48] . Diffusionbased theories show that both coefficients cannot be reconstructed simultaneously without additional geometrical hypotheses [5, 33] . We now show in two numerical examples that frequency-domain data indeed substantially improve the reconstruction of both coefficients.
Example 3: Two-dimensional simultaneous reconstruction. We reconstruct here in the square domain two small discs of radius 0.2 cm and centered at (1.35 cm, 1.35 cm) and (0.65 cm, 0.65 cm), respectively. The first disc is highly absorbing and the second one is highly scattering. Optical properties for the two discs are σ a = 0. in our formulation and keeping everything else the same. Note that we observe a slight difference (below 5%) in the computational times required for the case when ω = 0 and the case when ω = 0. We present in Figures 5.4 and 5.5 the reconstructions obtained by the frequency-domain method and the steady-state method, respectively. We also list the parameters which measure the quality of the reconstructions at different iteration steps in Table 5 .2. Example 4: Three-dimensional simultaneous reconstruction. In the last numerical test, we show simultaneous reconstructions of two optical properties in a threedimensional setting. We try to reconstruct a small cylinder Table 5 .2.
We first observe that in both the two-dimensional (Example 3) and the threedimensional (Example 4) reconstructions, the frequency-domain reconstruction converges faster (in terms of BFGS iterations) than the steady state reconstruction; see, for example, the results in Figure 5 .6 (A) and Table 5 .2. This has been confirmed in many other geometrical settings we have tested: the speed of convergence of the steady-state reconstruction presented here is one of the most favorable we have obtained, whereas the speed of convergence of the frequency-domain reconstructions was very often similar to what we have presented here.
As far as quality of the reconstruction is concerned, we observe a significant improvement in the frequency domain reconstructions compared to the steady-state reconstructions. In all simulations, the stopping criterion is the same:
Although the L 2 errors may not enjoy a dramatic improvement (see Table 5 .2), they are still significantly reduced. More importantly, the last rows in Figures 5.4 , it is better than the situation in the steady-state case (last row of Figure 5 .8) where the absorption coefficient σ a is severely overestimated, while the reduced scattering coefficient σ s is severely underestimated. As predicted by theory, we have observed that an increase in ω led to reduced cross-talk. How much this effect depends on the choice of the frequency (as well as on possible combinations of different frequencies) and on the geometrical setting will be explored in future works.
Concluding remarks.
We have formulated an inverse problem in optical tomography as a regularized least-squares problem based on the frequency-domain equation of radiative transfer to model light propagation in biological tissues. In the inversion procedure, the forward model is discretized by using a finite volume method and a discrete ordinates method. We solve the regularized least-squares problem by using a limited-memory quasi-Newton method with BFGS-type updating rule for the Hessian matrix and have incorporated positivity constraints and L ∞ bounds on the optical parameters. Numerical reconstructions based on synthetic data provide results that are in agreement with the expected reconstructions. Notably, the crosstalk between the two optical parameters is significantly reduced in frequency-domain reconstructions.
The method presented here also overcomes several of the shortcomings of diffusion-equation-based optical tomography [4, 16] , which provides a very useful tool in many problems but fails to adequately model strongly absorbing regions (e.g., large blood-filled spaces such as brain hematoma), low-scattering void-like inclusions (e.g., spaces filled with cerebrospinal fluid, amniotic fluid, or synovial fluid), and optically relatively thin media such as fingers and small animals. Main domains of application of the proposed method will be functional imaging of rheumatoid arthritis of human finger joints and small animal imaging [30, 32] , where the diffusion equation typically fails to generate accurate forward predictions. Extensive numerical reconstructions in practically relevant geometries for these applications and based on possibly multifrequency experimental data will be performed in the near future.
