Introduction
In evaluating the incremental predictive or diagnostic accuracy of a new marker, it is commonplace to test the contribution of the marker in a nested regression model that includes known predictors and then, if this test is significant, to use a further test comparing the areas under the receiver operating characteristic (ROC) curves derived from the baseline model and from the model augmented with the new marker. Not only is this strategy logically inconsistent, since it is essentially the same null hypothesis that is being tested in both cases, but the test comparing the areas under the curves (AUC test) is often observed to be nonsignificant following a significant Wald test from the regression model. In earlier work by our group, Vickers et al. [ 1 ] demonstrated by simulation that the AUC test is exceptionally conservative in this setting, with very low power and test size far below the nominal level. The purpose of this investigation was to follow up the findings of Vickers et al. to determine the reasons for the inadequacies of the AUC test in this context. Throughout, we used the AUC test proposed by DeLong et al. [ 2 ] . This widely used test has been shown to have valid statistical properties in simulations comparing separate diagnostic tests where the results of individual patients are independent although the test results are correlated, the setting for which this test was originally developed [ 3 ] .
Results
In the context of assessing predictive accuracy using regression models, the AUC test employs risk predictors for each patient derived from each of the two nested regression models. These are then used as data elements in the test. Unfortunately this strategy seriously violates the assumptions embedded in the AUC test framework, namely that the sets of observations from each patient are independent
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and identically distributed (i.i.d.) and that under the null hypothesis that the marker possesses no incremental diagnostic information the baseline and the expanded models have the same AUC. The first of these problems concerns the absence of independence of results from different patients. Risk predictors are functions of the estimated regression parameters and the factors included in the model. As a result, risk predictors from patients with similar risk factor profiles are correlated, in some cases strongly correlated. The averages of these correlations are frequently as high as 0.5 even in typical data scenarios. The second problem is a little more subtle, concerning a phenomenon we term 'known directionality'. When comparing two distinct diagnostic tests, the fundamental framework for which the AUC test was derived, the observed difference in AUCs under the null hypothesis is just as likely to favor one test as the other. However, this is not the case when comparing AUCs derived from predictors from nested models. When a null new marker is added to an existing model, it is just as likely to lead to a negative coefficient in the regression as a positive one. However, the ROC curve is derived from the ranking of the resulting predictors, and these rankings typically lead to an apparent gain in predictive information, and thus a larger AUC. In other words, the AUC modeling typically interprets a nonzero regression coefficient as contributing positive predictive information regardless of whether it is negative or positive. As a consequence, the AUC from the augmented model will usually, though not always, have a higher value than the AUC from the baseline model. This leads to a substantial bias in the mean of the AUC test statistic. These two issues have a devastating effect on the validity of the AUC test. The distribution of the AUC test statistic has a mean value with a substantial positive bias under the null. Furthermore, the asymptotic variance substantially overestimates the true variance of the test statistic. As a result, despite the positive bias in the difference in AUCs, the test fails to reach significance far more often than it should. This occurs both at the null and when the marker truly has incremental information, leading to a test with very low power and a true false positive rate that is far less than the nominal significance level of the test.
Despite the insensitivity of the AUC test in this context when compared with the Wald test of the regression coefficient, the difference in the AUCs is not an inherently insensitive measure. This can be demonstrated in the following way. First, we can correct the biases in the asymptotic reference distribution to account for the induced correlations and the effects of known directionality. This can be accomplished by creating an orthogonal decomposition of the vector of the new marker values to create a vector of components that is orthogonal to the information from the baseline predictors. These orthogonal components can be permuted to create a new set of marker values and the regression parameters reestimated to create a new test statistic. By repeating this process many times, it is possible to generate the correct null distribution. Simulations show that this permuted AUC test has operating characteristics very similar to the Wald test with a modest loss of power. While we do not recommend this as an alternative to the Wald test, the results indicate that the difference in AUCs is an appropriate, sensitive measure for characterizing the impact of the new marker. Indeed, other 'measures' of predictive impact have been advocated in recent years, including the net reclassification improvement (NRI), a measure that reflects the extent to which the new predictive rule improves the classification of patients into clinically distinct categories, and the integrated discrimination improvement (IDI), an average of the improvements in sensitivity and specificity due to the new marker [4] . Both of these measures are biased in the same manner as the AUC difference due to the effects of known directionality, and their sampling variances are similarly influenced by the lack of independence between the predictors from patient to patient.
We do not recommend the use of the AUC test to compare distinct markers from non-nested regression models. The problems due to dependence between patients' predictors remain, and although the test is less conservative than its nested counterpart, the reference distribution is invalid. Problems also exist in using predictors to estimate parameters such as the difference in AUCs in independent 'validation' samples, although the biases in this setting are modest.
