The paper presents some adaptive load balance techniques for the simulation of rare ed gas ows on parallel computers. It is shown that a static load balance is insu cient to obtain a scalable parallel e ciency. Hence, two adaptive techniques are investigated which are based on simple algorithms. Numerical results show that using heuristic techniques one can achieve a su ciently high e ciency over a wide range of di erent hardware platforms.
Introduction
Particle or Monte{Carlo methods are e cient numerical tools to predict rare ed gas ows around re{entry bodies. Besides the well{known DSMC approach developed by Bird 5] , the Finite{Pointset Method as described in 8] has been widely used to investigate rare ed gas ows 3], 4], 10]. Moreover, is is known, that { in general { Monte{Carlo methods can be implemented more easy on parallel architecture then other methods, like, e.g., FEM{computations. The same holds for particle schemes for rare ed gas simulations and severel authors already investigated parallel versions of the classical serial codes 2], 11], 14]. To achieve an appropriate parallel e ciency, it is necessary to introduce adaptive load balance concepts. The main reason for this is the strong variation of the macroscopic density within the spatial domain. In the current paper we present some load balance concepts which result in very e cient parallel particle schemes for rare ed gas ows.
The paper is organized as follows: in Section 2 we brie y describe the mathematical equation which describes rare ed gas ows and explain the main ideas how to simulate this equation using particle methods. Moreover, we indicate how to implement those schemes on a parallel architecture and why an adaptive load balance becomes necessary to obtain scalable parallel schemes. Section 3 deals with some heuristic methods to obtain a su ciently accurate load balance and especially we focuse on two di erent approaches: the so{called Min{Max{Update as well as an Streamline Method. Heuristic methods are necessary due to the high{dimensionality of the underlying optimization problem. The following section is devoted to a wide range of applications and includes a comparison of various hardware platforms. A conclusion of the current paper is given in Section 5.
2 Rare ed Gas Simulation by Particle Methods
Particle Methods
Rare ed gas ows are described by the well{known Boltzmann equation introduced by Ludwig Boltzmann in 1872, a nonlinear transport equation which de nes the time evolution of the density function of the gas ensemble in the phase space. In this section we consider the Boltzmann equation on the spatial domain IR 3 
Remark 2.1
It turns out, that concerning the parallelization the particle schemes for monoatomic gas and gas mixtures with chemical reactions are very similar. Hence, we will restrict ourselve in the rst part of the paper to the monoatomic Boltzmann equation. Nevertheless, the results presented in Section 4 include computations with real gas e ects. The most e cient numerical tools to simulate the Boltzmann equation are Particle Methods (also called Monte{Carlo Methods), where the solution f = f(t; x; v) is approximated at every time t 0 by a nite set of particles in the phase space IR 3 . A nite set of particles is de ned as the set f( 1 ; x 1 ; v 1 ); :::; ( n ; x n ; v n )g, where (x i ; v i ) 2 IR 3 , i = 1; :::; n and i , i = 1; :::; n are the weights of the particles. Both particle characteristics, i.e. points in the phase space as well as the weights might depend on time (x i ; v i ) = (x i (t); v i (t)) i = i (t) i = 1; :::; n and the principle of a particle scheme is to derive a time evolution on the level of the discrete approximation by particles. It is out of the scope of the paper to describe in detail the derivation of such particle schemes. Hence, we restrict ourselve to the main steps of the particle method: to derive the time evolution of the particles, one uses a splitting method based on a discrete time step t, i.e. over the time interval n t; (n + 1) t) one solves the two equation @f @t + vr x f = 0 (2:1) and @f @t = Q(f) (2:2) 1. The Free Flow of Particles Equation (2.1) can be solved by the method of characteristics, which leads to the simple free ow condition on the level of the particle approximation, i.e.
x i ((n + 1) t) = x i (n t) + tv i (n t) v i ((n + 1) t) = v i (n t) (2:3) If the particle trajecory de ned by (2.3) intersects with the boundary , one has to consider the corresponding boundary condition.
Collision Process between Particles
To obtain the particle scheme for equation (2.2) Due to the special form of the smoothing kernel x , the problem is reduced to a system of spatial{homogeneous Boltzmann equations on the cell system Z x k and one continues applying some discretization techniques for the spatial{homogeneous Boltzmann equation. Especially the spatial coordinate of each particle remains constant during this collision step.
Particle Methods on Parallel Computers
A parallel version of particle methods for rare ed gas simulations is obtained by dividing the spatial domain into k non{overlapping subdomains, where k is the number of processors. Then, each processor computes the time evolution of the those particles belonging to the own subdomain. Communication routines between processors handle the particles which leave subdomains during the free ow condition { the rst part of the splitting approach { whereas no communication is necessary during the second step { the collisions between particles { because the spatial coordinates remain constant. The following two criteria should be used to obtain an appropriate partition on the processors:
each processor should use nearly the same CPU{time to compute the time evolution of the particles belonging to the processor, the communication between the processors should be as small as possible. Because rare ed ow simulations are time{dependent simulations, it is in general not possible to ful ll both criteria using a static partition of the computational domain. The following results (Table 1) are obtained on a nCUBE 2S parallel system using a static partition for the rare ed gas ow around the EXPRESS re{entry capsule (see Section 4.1). Concerning the de nition of the speedup factor, the e ciency as well as the load balance coe cient (lbc), we refer the reader to Section 4, where we present detailed numerical investigations.
Due to the shockfront around the re{entry body, the density eld is strongly inhomogeneous and this results in an insu cient load balance. A{priori information on the regions with high density are not accurate enough to obtain a{priori partitions which overcome this e ect. A further reason is, that in transient computations the number of simulation particles does not remain constant, but increases due to the formation of the shockfront. Moreover, solving larger problems a static partition may result in a memory over ow on certain processors. Hence, adaptive load balance techniques are absolutely necessary to obtain e cient parallel codes.
Adaptive Load Balance Techniques
As mentioned in the last section, it is necessary to use adaptive load balance concepts to obtain e cient particle schemes which are scalable with respect to the number of processors as well as the ow characteristics. In the case of rare ed ow simulations, an adaptive load balance technique might be implemented by changing the partition of subdomains on the processors within the transient computation. To perform this partition it is appropriate to introduce the so{called Load Balance Units (lbu's) which are de ned as the smallest subdomains that may be exchanged between processors. Here, the lbu's consists of a certain number of cells Z x k used to perform the collision process between particles. This concept was already used in 11], where the load balance units consists of sticks along the ow direction.
Remark 3.1
The repartition of the domain should be implemented in the particle scheme after the rst step of the splitting approach. Due to the repartitioning a communication step between the processors becomes necessary and this can be done in combination with the exchange of particles due to the free ow condition.
communication between the processors. This is formalized by considering the ux F ij of particles from lbu g i to g j . Then, the total ux of particles between the processors based on the partition P 2 P is given by
If we denote by P 0 the actual partition of , then it is moreover necessary to consider the communication e ort to pass from P 0 to P. This costs K P 0 !P can be expressed by
If we denote by o K the bound on the costs K P 0 !P , we nally obtain the following minimization problem:
for given "; o K and the partition P 0 nd the minimizer on the set P " of the functional F P , under the restriction that K P 0 !P o K.
Remark 3.2
Instead of using the CPU{time of each processor, one might use some estimates on the CPU{times, like the number of particles each processor has to simulate. This estimate turns out to be accurate as long as the gas{surface interaction requires only a small part of the total CPU{time, e.g., if the collisions between particles are the dominating part. It is obvious, that this is a di cult optimization problem. Hence, one has to use some heuristic algorithms to obtain a computationally cheap solution which is close to the optimal solution. Two heuristic concepts are described in the following:
the Min{Max{Update A similar technique was already used in 11], based on the number of particles on each processor, the Streamline Approach this technique uses the concept of streamlines in order to reduce the communication between the processors.
Min{Max{Update
The Min{Max{Update is a simple idea to obtain a repartition using the actual partition P, but does not consider the e ort for the communication between processors. Some lbu's are simple moved to other processors, such that the actual partition P 0 becomes an element of P " for some small " > 0. This algorithm is described as follows: Numerical experiments show that this simple strategy yields a su cient parallel e ciency as long as the communication between processors is su ciently fast. We refer the reader to the numerical results presented in Section 4. Similar to the load balance technqiues investigated in 11], the nal partition turns out to be randomly distributed over the computational domain .
Remark 3.4
If the number of lbu's is of the same order as the number of processors, it might be useful to enlarge the Min{Max{Update described above using a binary exchange of lbu's along two processors.
The Streamline Approach
The Min{Max{Update described in the previous subsection yields a su ciently accurate algorithm to obtain an appropriate load balance and works well if p=k 1 and the size of a lbu is su ciently large as in the 3D{case. Nevertheless, in this approach there exists no strategy to involve an estimate on the communication between processors which is necessary to handle the free ow condition of the splitting approach. The idea to include some control on the communcation is to arrange the subdomains, i.e. the lbu's belonging to one processor, along the streamlines of the ow. If the lbu's of one processor are located on a streamline, one may expect to obtain a low amount of communication because most of the particles will follow the streamlines. 3) Distributing the rest determine the lbu's for which P(i) is unde ned and put these lbu's on a stack S 0 a) determine the processor p l min with minimal CPU{time t l min b) take lbu g 00 j from top of the stack S 0 and put P(j ) = l min t l min = t l min + t j if the stack is empty go to 4) c) If t l min < t av go to b) else go to a) 4) stop the load balancing step.
Remark 3.5
The decision 2.c) to proceed aligning the lbu's in x or y{direction approximates the technique to pass along a virtual streamline running through the lbu's. The reason to put the lbu located in x{direction on top of the stack S, if one proceeds in y{direction, is to allow the next processors to follow a streamline from this point on. The Streamline Approach is graphically illustrated in Fig. 1 . Figure 1 : Streamline Approach in two dimensions 9 
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Numerical Results
In this section we present some rare ed gas simulations using various hardware platforms and compare the parallel e ciency of the adaptive load balance techniques described in the previous section. Especially, we consider the following re{entry con gurations:
1. the EXPRESS capsule (Section 4.1) 2. a Deltawing con guration (Section 4.2) 3. the ARD capsule (Section 4.
3) The following hardware platforms are used to evaluate the parallel e ciency: In order to quantify the parallel e ciency of rare ed gas simulations the following notations are used in this section: The speedup factor using n processors is de ned as the ratio of the total CPU{time T n on n processors to the CPU{time T 1 on a single node, i.e Sp = T 1 T n Moreover, we de ne the parallel e ciency by E = Sp n where n is the number of processors.
Remark 4.1
If the problem size is too large to run the simulation on a single node, we use an estimate on the single{node CPU{time. This estimate is obtained by summing up the CPU{times of the single processors without the communication time as well as without the additional e ort to perform the load balancing steps. Tests against the exact single{node CPU's show, that the estimated values for the speedup are even lower than the exact ones. For parallel computers with Cache memory, where one expects even an super{linear speedup factor, the single{node CPU{time is estimated using the minimal number of processors for which the simulation can be performed. Especially, the theoretic speedup values on this machines is in general underestimated.
The Load Balance Coe cient (lbc) is de ned as the ratio between the maximal CPU{time over the single processors divided by the averaged CPU{time, i.e. lbc = t max t av where both CPU{times of the single processors are given as the total CPU{time minus the communication time and the time to perform the adaptive load balancing.
The EXPRESS Capsule
The EXPRESS capsule con guration (see Fig. 2 ) includes two pitot pressure probes: one at the (geometric) stagnation point as well as one along the side line.
Figure 2: EXPRESS capsule con guration
The aim of the project is to measure atmospheric data during the re{entry of the test con guration. Due to the geometry, one is able to consider an axisymmetric con guration if the angle of attack is equal to zero. The main purpose of rare ed gas simulations is the prediction of the ow conditions inside the pressure probe given the outer ow eld around the capsule. We refer the reader to the results given in 6].
Results on the parallel e ciency of a particle scheme for this con guration using a nCUBE 2S system with up to 64 nodes are shown in Table 3a The adaptive load balance method, i.e. the repartioning of the lbu's, is performed in every 20th time step of the transient computation. One may even use an adaptive method here in order to reduce the number of load balance steps if the ow becomes stationary.
As shown in the tables, for low numbers of processors, the static load balance technique works reasonable well although the Min{Max{Update as well as the Stramline Approach already give better results. If the number of processors is enlarged, e.g., from 32 to 64 nodes, the parallel e ciency of the static partition drops dramatically down: the CPU{ time using 32 and 64 nodes remains nearly constant. On the other hand, both adaptive load balance concepts still produce an increasing speedup factor, where the Streamline Approach gives better results and the di erence to the Min{Max{Update increases with the number of processors. Similar results using an adaptive load balance technique are obtained using di erent parallel system: Table 4 shows some results using the Streamline Approach as adaptive load balance technique. The speedup factors given in Table 4 show, that although applying an adaptive load balance technique, the parallel e ciency drops down when the number of processors is increased. This indicates that the problem size becomes too small using a large number of nodes, i.e. the problem size has even to t the computational power to obtain a reasonable parallel e ciency.
As an example, one may pass to a full three{dimensional computation using the same mesh size. Introducing a further spatial dimension increases the problem size by one order of magnitude. The results on the parallel e ciency for the three{dimensional calculation using the Min{Max{Update are given in Table 5 . The parallel e ciency remains reasonable high even if the number of processors in increased.
Remark 4.3
Numerical experiments show the Streamline Approach gives less e cient results for three{ dimensional computations. This is due to the fact, that the approximation of real streamlines by the technique given in Section 3.2 is not accurate enough. Hence, one looses the advantage of a lower e ort for the communication and, at the same time, the computational e ort applying the Streamline Approach is much higher than in the Min{Max{Update.
Deltawing Con guration
Hypersonic rare ed ow simulations around a deltawing con guration are classical test problems for rare ed gas simulation techniques. Several authors already investigated this con guration using various simulation tools 3], 4]. The actual con guration is shown in Although one expects a high communication between the single processors, the Min{ Max{Update gives a quite reasonable parallel e ciency. Table 6 gives some results using various hardware platforms as well as various numbers of processors. The simulation is performed at a Knudsen number of 0.1 and a Mach number of 8.9 on a 20 64 20 grid and about 1.000.000 particles using 300 time steps. One lbu consists of 80 cells, i.e. the spatial domain consists of 320 lbu's. Moreover, the load balance steps are performed in every 10th time step of the transient computation. Table 6 . Parallel E ciency using Min{Max{Update As already mentioned, the aim of the simulations presented in the following is to study the in uence of chemical reactions in rare ed gas ows. One expects that chemical reactions become more important as the altitude of the re{entry con guration decreases because of the higher collision frequency at lower altitudes. Hence, two computations are performed for both altitudes at 94 and 103 km. The rst simulation uses a gas mixture consisting of nitrogen and oxygen molecules with mole fractions of 0.756 and 0.244. The second simulation includes the formation of nitrogen and oxygen atoms as well as nitrogenoxyd due to chemical reactions (dissociation and exchange reactions).
All simulations include an angle of attack of 20 degree such that the full threedimensional ARD{con guration has to be used, although the ARD{capsule is de ned as an axisymmetric con guration. The physical parameters used for both altitudes are summarized in Table 7 . Moreover, the boundary condition at the surface of the ARD{ capsule is given by complete accomodation with di usive re ection at a wall temperature of 600 K for the translational as well as rotational energies. The vibrational energies remain unchanged during the interaction. The corresponding numerical parameters as well as the parallel e ciency using di erent architectures are given in Table 8 . In all simulations the Min{Max{Update is applied to obtain a reasonable performance on parallel computers and the load balance steps are performed in every 20th time step. In Tables 7 and 8 Moreover, the simulation includes an adaptive grid re nement in order to cover the large density deviations over the spatial domain. In all simulations a reasonable parallel eciency is achieved using the Min{Max{Update. Finally, the incluence of chemical reactions on the aerothermodynamic characteristics of the ARD{con guration are given in Table 9 . In order to achieve a reasonable parallel e ciency of rare ed gas simulations using particles methods it is necessary to introduce appropriate adaptive load balance techniques. Due to the high{dimensionality of the underlying optimization problem, it is moreover necessary to develop heuristic methods. Two such approaches are presented in the current investigation. Introducing the concept of load balance units (lbu's) one might use a simple Min{Max{Update between the single processors based on the CPU{times as well as a more sophisticated methods where on tries to align the load balance units along streamlines (Streamline Method). Numerical experiments show that the latter one yields a reasonable load balance for axisymmetric (as well as two{dimensional) simulations. Using an even simpler technique, like the Min{Max{Update, may even increase the parallel e ciency in three{dimensional computations. Moreover, the results obtained are nearly independent of the underlying hardware platforms.
The numerical results presented in the paper include three di erent re{entry con gurations as well as a wide range of di erent parallel systems and the results clearly indicate the e ciency of rare ed gas simulations on parallel computers when using an adaptive load balance strategy. Nevertheless, the results even show the well{known fact that the eciency is correlated with the size of the investigated problem. The results presented in the paper use adaptive load balance step after a xed number of time steps. Techniques how to include an adaptive method to perform the repartitioning in order to reduce the number of load balance steps if the ow becomes stationary are currently under investigation.
