1. Introduction {#sec1-sensors-20-03097}
===============

With the rising popularity of virtual reality, 360° panorama generation has become a hot research area. Giant video and search engine servers have started to support 360° videos, thereby attracting many researchers. around the globe. These researchers are contributing to different aspects of 360° videos such as quality enhancement, resolution, and different image acquisition kits to capture 360° videos. The generation of 360° videos requires knowledge of different fields such as image processing, computer graphics, computer vision, virtual reality, and smart city surveillance \[[@B1-sensors-20-03097]\]. Panoramic images have a promising future in virtual tourism \[[@B2-sensors-20-03097]\], parking assistance \[[@B3-sensors-20-03097]\], medical image analysis \[[@B4-sensors-20-03097]\] and digital cities \[[@B5-sensors-20-03097]\]. Moreover, it is a suitable technique to cover wide surveillance areas such as airports, big utility stores, and banks, etc., using 360° video surveillance systems \[[@B6-sensors-20-03097]\]. In order to create panoramic images, there are three different techniques. The first technique for panorama generation uses a single camera that projects the scene from the surroundings through a reflection in a mirror. However, the panorama generated using this approach usually has low resolution. The second technique generates panoramas from the images captured by multiple cameras placed in a circular rig \[[@B7-sensors-20-03097]\]. To use this technique for panorama generation, the positioning of cameras must be set carefully with sufficient overlapping regions between adjacent cameras. The images are then stitched together using feature-based stitching algorithms \[[@B8-sensors-20-03097],[@B9-sensors-20-03097]\]. The third technique creates panoramas using an embedded panoramic generation system \[[@B10-sensors-20-03097],[@B11-sensors-20-03097]\] with resource-constrained devices such as mobile cameras or low-power, hand-held visual sensors. Such techniques first estimate camera motion by continuous tracking of the camera while capturing images from the surroundings and stitch the images using the projected plane of the previously taken image. Although these embedded visual sensor-based approaches are more robust, efficient, and cost-effective for panorama generation, the quality of the panoramas generated using these embedded approaches usually suffer from stitching artifacts such as geometric error (structural error) and photometric error (color distortion).

A massive amount of work has been done in the area of mono panorama generation \[[@B12-sensors-20-03097]\] where the images, captured from different angles of view with different image acquisition kits, are stitched to create a wider field of view image. Nowadays, most of the 360° panorama contents available on the Internet are mono panorama contents. A mono panorama has the same view for both left and right eye. It cannot provide depth information to the user. Most of the existing methods for generating mono panoramas require a lot of user input to achieve better quality results. Such a system is time consuming and difficult for amateur photographers to generate 360° panoramic images. On the other hand, a stereo image consists of two images (left and right) representing a scene from two different points of view that are horizontally displaced. These two images are captured using a twin lens camera system. When the same scene is captured from two different points of view, it gives an illusion of depth to the user. As a result, the output of both left and right image has different representations of image contents in which some content appears closer than others. Similarly, the human visual system is binocular in nature, and the human brain receives different spatial information from both eyes. The FOVs (Field of Views) of both eyes overlap with each other at the center of the eyes, which are then synthesized by the brain to create a single coordinate image. To generate stereo a panorama, expensive equipment \[[@B13-sensors-20-03097],[@B14-sensors-20-03097]\] high computational power, and long processing time are required because the panorama needs to be generated separately for both eyes.

In this paper, we focus on both mono and stereo panorama generation. An efficient and economical approach has been suggested to generate a full 360° panorama (mono and stereo). Our proposed method for mono panorama generation requires no user input to create a panorama. The system is optimized according to the geometry of the camera rig used to gather data. To generate stereo panoramas, we present an effective and reasonable image acquisition setup that uses only three cameras to capture videos from the surroundings. Two cameras cover the front view and one camera is used for capturing the rear view. More specifically, the main contributions of our method are summarized as follows:An efficient and cost-effective multi-camera system is proposed for generating 360° panoramas. The precise placement of cameras with enough overlapping gaps for image acquisition makes the panorama generation module fully automatic, which directly stitches images captured with the proposed image acquisition technology without any user interaction. Furthermore, the panorama generated by our system has no visible seams and is automatically straightened.Compared to other existing panorama generation systems, the proposed system reduces the computation cost and time complexity by using a portable image acquisition system that uses only six cameras for mono contents generation and three for stereo contents generation.The proposed system dominates existing mono and stereo contents generation systems from both qualitative and quantitative perspectives.

The rest of the paper is organized as follows: [Section 2](#sec2-sensors-20-03097){ref-type="sec"}, describes the literature of panorama contents generation. The proposed method for both mono and stereo panorama generation is explained in [Section 3](#sec3-sensors-20-03097){ref-type="sec"}. Experimental results and the evolution of our approach are discussed in [Section 4](#sec4-sensors-20-03097){ref-type="sec"}. [Section 5](#sec5-sensors-20-03097){ref-type="sec"} concludes the paper with some possible future directions.

2. Related Work {#sec2-sensors-20-03097}
===============

Creating a new reality (wide field of view) from existing reality (normal field of view) by extending views of a scene by leveraging 360° space allows users to explore content by looking in any direction. The possibilities for viewers to see everything in a scene at a glance has led to the popularity of immersive media in industry, adding new dimensions to human interactions \[[@B15-sensors-20-03097]\] and enhancing newly generated experiences \[[@B16-sensors-20-03097]\]. The researchers are inspired from new technology in HCI (Human Computer Interaction) to use new method for features extraction \[[@B17-sensors-20-03097],[@B18-sensors-20-03097]\], to enhance HCI oriented user experience. The use of immersive technology is also a milestone in the fields of physical science \[[@B19-sensors-20-03097]\] and healthcare \[[@B20-sensors-20-03097]\]. Besides these applications, armed forces are also taking advantage of immersive technology for training \[[@B21-sensors-20-03097]\]. Due to its versatile nature, it has great potential and can bring major changes and revolutions to other industries as well. Panorama generation and image stitching has vast research literature. Over the last decade, the research community has presented many approaches for the generation of wider immersive (FOV) video. The applications of immersive technology are not restricted to virtual reality. Recently, we observed a significant increase in 360° video-driven surveillance systems \[[@B22-sensors-20-03097]\] that provide wider field of view monitoring, thereby improving the performance of overall surveillance. These panoramic videos are usually generated from multiple images captured by special types of cameras \[[@B23-sensors-20-03097],[@B24-sensors-20-03097]\], which are then stitched together to create a single wide field of view frame. These cameras are mounted in a fashion that covers the complete field of view both horizontally (360°) and vertically (180°).

Most of the previous stitching methods were based on feature-based algorithms. For instance, in \[[@B25-sensors-20-03097],[@B26-sensors-20-03097]\] images from multiple cameras were stitched together by extracting features from the images being stitched. These feature-based stitching algorithms have three phases: feature detection, image registration and image blending. In the feature detection phase, key features from the image are detected. During the image registration phase, the images are aligned with each other based on matched features. Different techniques for feature matching have been used in previous work, and among the most well-known ones are Fast Library for Approximate Nearest Neighbors (FLANN), Brute-Force Matcher, and Random Sample Consensus RANSAC \[[@B27-sensors-20-03097]\]. For example, Shi et al. \[[@B28-sensors-20-03097]\] described an image stitching algorithm based on parallax improved feature blocks (PIFB). First, each image is divided into multiple feature blocks using a fuzzy c-means algorithm and a characteristic descriptor of each feature block is extracted using scale-invariant feature transform (SIFT). Second, the feature mapping and homography are calculated using the feature points in the feature block. Finally, a ghosting free image is achieved by optimizing overlapping regions. However, their proposed approach only focused on a ghosting error, and cannot eliminate other stitching errors such as blending error and structure inconsistency error. Chi et al. \[[@B29-sensors-20-03097]\] proposed a line-point feature-based stitching algorithm. Their proposed system used a complex stitching strategy, where they first refine the alignment of lower-texture regions and then performed super pixel segmentation to enhance the unreliable point correspondences. To remove the visible seams from the resultant panorama, an image blending operation is applied to the output panoramic image \[[@B30-sensors-20-03097],[@B31-sensors-20-03097],[@B32-sensors-20-03097]\]. The visual quality of the output panorama depends on the overlapping regions. We can achieve a high-quality panorama without any stitching errors with sufficient overlapping regions. Shimizu et al. \[[@B33-sensors-20-03097]\] presented a video stitching method approach based on motion tracking. To track the global motion for each input video, first, the projection matrix is calculated between stitched frames and then fine adjustment is performed to obtain the desired resultant stitched images. However, their proposed system is limited to stitched only two frames simultaneously and cannot be used for creating high-level 360° contents from more than two images.

Besides the aforementioned techniques, several embedded approaches have been proposed for panorama generation tasks. Kim et al. \[[@B34-sensors-20-03097]\] proposed an image stitching algorithm for mobile-oriented multimedia devices. The stitched images were obtained through an optimal seam near the transition region between images. They adopted a color blending algorithm for the removal of visible seams at the boundaries of the overlapping regions of stitched images. However, the panorama generated by their proposed system have color inconsistency error near stitching regions that condense the perceptual quality of panoramic contents. A similar approach is presented by Kim et al. \[[@B35-sensors-20-03097]\], where the authors first find the optimal seam between adjacent frames and apply content-aware adaptive blending to stitched frames, which greatly reduced color discontinuity and obtained a good quality stitched video. Their proposed system finds the optimal seam based on moving objects, hence a minor error during motion estimation can affect the performance of their system. To acquire accurate camera coordination, Guan et al. \[[@B36-sensors-20-03097]\] proposed a polar coordinate transformation approach for imaging navigation sensors that utilized the polarization information of polarized angle images. First, they set a polar coordinate system on the image of angle of polarization. Next, they estimated the corresponding point of the single pixel value and the rotational angle of solar meridian based on a trigonometric relationship. To evaluate the camera calibration errors, Chen et al. \[[@B37-sensors-20-03097]\] used a multi-camera vision system to retrieve the visual information of static and dynamic objects. They applied both local and global calibration to obtain multi-camera correlation and performed image stitching operations to acquire filtered global points. Furthermore, they used a point correction algorithm to optimize the parameters and improve the stitching results. Similarly, Tang et al. \[[@B38-sensors-20-03097]\] developed a real-time detection framework for surface deformation and strain in recycled concrete-filled steel. They used dynamic surface tracking, automatic calibration, and mathematical models to combine the four-ocular visual coordinates and a point cloud. Finally, they recreated 3D deformation surfaces using multi-ocular vision coordinates, point cloud registration, and image preprocessing. Lin et al. \[[@B39-sensors-20-03097]\] proposed an algorithm based on RGB depth for citrus detection and localization in orchard environments. First, they segment the background using depth filters and Bayes-classifier and then a density clustering method is used to cluster the adjacent points in the filtered RGB-D images. Finally, a multi-domain (gradient, color, and geometry features) feature-based support vector machine is used to classify pixel values for final segmentation. Tang et al. \[[@B40-sensors-20-03097]\] also presented a detailed discussion about the recent progress of machine-vision technology and current main challenges. They discussed state-of-the-art vision-based approaches to civil infrastructure condition assessment and mentioned the key limitations to these methods. Joshi et al. \[[@B41-sensors-20-03097]\] proposed adaptive selection to minimize the alignment error in stitched images (panoramic images). They also smooth the final panorama using 2D video stabilization. Although this method can be used for mobile devices in real time, it cannot be applied directly to 360° videos. Osama et al. \[[@B7-sensors-20-03097]\] proposed a hardware-based approach to automatic panorama generation, where images are captured by fisheye cameras mounted on a drone, and the captured images are stitched together using a feature-based stitching algorithm. The authors claimed that their proposed method generates high-quality panoramas without any post processing. In the immersive media industry, most panoramic images are created using pre-built software for image stitching such as Autostitch \[[@B42-sensors-20-03097]\], Panoweaver \[[@B43-sensors-20-03097]\], and Kolor Autopano \[[@B44-sensors-20-03097]\]. These panoramic content generation software applications are difficult to use and require enough experience. Since, the previous panoramic contents generation systems either focused on hardware (such as number of required cameras) or software part (such as quality of generated panoramic contents). Different from these methods, in this paper we present an automatic mano-stereo contents generation framework. The proposed system not only generates high quality panorama but also reduce the time complexity and number of required cameras for creating 360° contents.

For mono panorama generation, we proposed a unique hardware design that make the stitching process automatic with less user input. The stitching process of our system is fully automatic, which makes the overall system a robust and real time system. For stereo panorama generation we presented an innovative system that uses a static camera rig that contains three fisheye cameras. Since the system requires only three cameras, it is much more economical than existing stereo panorama generation systems.

3. Proposed Methodology {#sec3-sensors-20-03097}
=======================

In this paper, we present a dual-feature panorama generation system that generates both mono and stereo panoramas. The proposed method mainly consists of two phases: firstly, using the proposed camera model, the data for both mono and stereo is generated and forward to the panorama generation module. Secondly, for image stitching, cameras parameters are computed using initial guesses, as shown in [Figure 1](#sensors-20-03097-f001){ref-type="fig"}, which shows the complete workflow of our proposed method. Each component of the proposed framework is described in a separate section with detailed explanation. The parameters used by the proposed method for input and output operations are listed in [Table 1](#sensors-20-03097-t001){ref-type="table"}.

3.1. Data Acquisition {#sec3dot1-sensors-20-03097}
---------------------

The hardware setup contains two camera models, one for mono data generation and the other for stereo data generation. Both camera models capture video data which are then passed on to the panorama generation module. The process of data acquisition for both mono and stereo is explained in the next subsections.

### 3.1.1. Mono Data Generation {#sec3dot1dot1-sensors-20-03097}

The hardware proposed for mono data contains six cameras that are mounted on a drone. Each camera is attached to the drone's leg, and there is a 30° overlapping gap between two adjacent cameras. Besides 30° overlapping, each single camera covers a 60° view of the external surroundings. The images taken with these six cameras are then passed on to the panorama generation module. The proposed system is automatic and no user input is required, and the resultant panorama does not require any post processing. Thus, in the panorama generation phase there is no need for post processing to remove unwanted artifacts (images of the drone itself). For every panorama generation module, an efficient overlapping region between the images captured by the adjacent cameras is very important, which we achieve with the FOVs (60°) between each adjacent camera in circular the rig. For the adjustment of cameras position, we used the Y-up coordinate system that transforms the points of the camera coordinates into a real-world coordinate system. Generally, the Y-up coordinate system has three coordinates, namely *x*-axis, *y*-axis, and *z*-axis, where x, y, and z represent width, height, and depth in the real world. Initially, the values for these coordinates are set to (0,0,0), and are later updated by translating the position of the cameras. The position of a camera's is translated based on the camera viewpoint towards the scene to be captured.

[Figure 2](#sensors-20-03097-f002){ref-type="fig"} shows the Y-up coordinate system, where roll is rotation around the *x*-axis, pitch is rotation around the *y*-axis, and yaw is rotation around the *z*-axis. In the initial orientation of mono camera parameters, cameras are rotated only around the *z*-axis where x and y coordinates are remine same with initial values, which affects only the yaw values of the Y-up coordinate system, as listed in [Table 2](#sensors-20-03097-t002){ref-type="table"}. In [Table 2](#sensors-20-03097-t002){ref-type="table"}, positive yaw values for camera 1--4 represent the clockwise rotation of cameras around the *z*-axis, whereas the negative yaw values for camera 5 and 6 represent anticlockwise rotation around the *z*-axis. The camera configuration and placement for mono and stereo data acquisition is depicted in [Figure 3](#sensors-20-03097-f003){ref-type="fig"}a,b, respectively.

### 3.1.2. Stereo Data Generation {#sec3dot1dot2-sensors-20-03097}

A panoramic view is created from stereo data where one panorama is generated for the left eye and another panorama is generated for the right eye. Numerous hardware-based approaches have been proposed. Most of these approaches are expensive due to the use of multiple cameras. In this paper, we present cost-effective hardware for generating stereo panoramas. Our proposed method uses only three cameras for acquiring data, two cameras cover the front view and one camera covered the rear view (back view). As the front view is more important than the rear view, we have designed a hardware system that captures the front view as a stereo image and the rear view as a normal 2D image. While generating stereo data, we use a wider FOV lens for the rear camera because the two front cameras are placed very close together. So, images captured by these cameras have some unwanted artifacts. These artifacts are automatically masked by the wider FOV images from the rear camera. The placement of cameras in the camera rig is shown in [Figure 3](#sensors-20-03097-f003){ref-type="fig"}b. All the cameras are fitted with a custom fisheye lens. The FOVs of each lens are given in [Table 3](#sensors-20-03097-t003){ref-type="table"}.

3.2. Panorama Generation Module {#sec3dot2-sensors-20-03097}
-------------------------------

This section presents the technical details of the panorama generation module along with its main components, where each component is described in a separate section. Different from existing panoramic contents generation systems, our proposed framework is capable to generate high quality mono and stereo panoramas using a simple image stitching pipeline. For mono panoramas, the images captured by drone with the proposed hardware system are passed through a panorama generation pipeline with multiple steps such as feature extraction, feature matching, image stitching, and image blending. The unique feature of the hardware design is the automatic stitching without any post-processing steps. For stereo panoramas, we have proposed a hardware-based solution that produces a stereo panorama using only three cameras. Out of these three fisheye cameras, two cameras form a stereo pair to cover the front view while the third camera covers the rear view. In a stereo panorama, the front view is more important than the rear view. In this regard, we have designed a camera rig that captures the front view in stereo and the rear view in mono. The entire panorama generation process consists of two sub-modules (camera calibration and image stitching). The output of sub-module 1 is the input for sub-module 2. The main components of these submodules are discussed in detail in a separate section.

### 3.2.1. Camera Calibration {#sec3dot2dot1-sensors-20-03097}

The main purpose of camera calibration \[[@B45-sensors-20-03097]\] is to map the camera coordinates to the world coordinate system. Generally, this mapping requires the computation of two types of parameters, including intrinsic and extrinsic parameters. The intrinsic parameters are camera lens parameters, whereas extrinsic parameters are the camera orientation parameters. Initially, the camera parameters (both intrinsic and extrinsic) are roughly assigned to each camera, which are then optimized iteratively for individual cameras using reprojection error and residual error. The initial camera parameters help the camera calibration process for fast convergence to a solution. The overall camera calibration phase can be dived into three parts, namely feature extraction, feature matching, and computation of camera parameters. The stepwise mechanism of camera calibration is given in Algorithm 1.

#### Feature Extraction

In the camera calibration module, we first extract consistent features from images that are going to be stitched. For stitching, we use invariant features rather than traditional features (such as HOG and LBP features) because invariant features are more robust in frames with varying orientation \[[@B46-sensors-20-03097]\]. By considering these assumptions, we proposed Oriented FAST and Rotated BRIEF (ORB) as a feature descriptor for feature extraction \[[@B47-sensors-20-03097]\]. ORB is computationally efficient and fast compared to the SIFT descriptor mostly used for panorama generation \[[@B48-sensors-20-03097],[@B49-sensors-20-03097]\].

#### Feature Matching

The second step involves features matching, where features of adjacent images are compared and obtained the best matches. For feature matching we used Random Sample Consensus (RANSAC) technique, RANSAC is a sampling approach to estimating homography H that uses a set of random samples to find the best matches. First it selects a set of consistent features and then computes the homography H between two images using the direct liner transformation (DLT) method \[[@B50-sensors-20-03097]\].

#### Optimization of Camera Parameters

To calculate the optimal camera parameters, we forward the random guess values with input images as an initial camera parameter. Both the intrinsic and extrinsic camera parameters are optimized in an iterative fashion. For parameter optimization, we used the bundle adjustment technique, which determines consistent matches between adjacent images. In order to find the most accurate matches, images with the best matches are selected for processing at each iteration. Mathematically, both the intrinsic and extrinsic parameters can be expressed by \[[@B51-sensors-20-03097]\]:$$M_{intrinsic} = \begin{pmatrix}
{fx} & 0 & {cx} \\
0 & {fy} & {cy} \\
0 & 0 & 1 \\
\end{pmatrix}$$ $$M_{extrinsic} = \begin{pmatrix}
{r11} & {r12} & {r13{- R^{T}{}_{1}T}} \\
{r21} & {r22} & {r23{- R^{T}{}_{1}T}} \\
{r31} & {r32} & {r33{- R^{T}{}_{1}T}} \\
\end{pmatrix}$$

In Equation (1), *f~x~ and f~y~* are the focal length of *x* and *y* coordinates, and *cx* and *cy* are the principal focus coordinates. Equation (2), gives the extrinsic parameters, that determine the location in real-world coordinates. The rotation value *R*~3\ ×\ 3~ is used to find the optimal orientation of cameras with respect to a real-world frame, where *T*~3\ ×\ 1~ is a translation vector that defines the position of cameras in the real-world coordinates. Both intrinsic and extrinsic parameters can be combined as a unified camera computation model using Equation (3):$$q_{cam} = sM_{intrinsic} \ast M_{extrinsic} \ast Q_{cam}$$

In Equation (3), *M~intrinsic~* and *M~extrinsic~* are the intrinsic and extrinsic parameters, and *s* is the scaling factor value. *Q~cam~* represents the corresponding 3D points (*x*,*y*,*z*,1) of each camera in real-world coordinates and *q~cam~* is the 2D point (*m*,*n*,1) of the image surface. For better understanding, Equation (3) can be rewritten as:$$\begin{pmatrix}
m \\
n \\
1 \\
\end{pmatrix} = sM_{intrinsic} \ast M_{extrinsic} \ast \begin{pmatrix}
x \\
y \\
z \\
1 \\
\end{pmatrix}$$

During the computation of camera parameters, parameter optimization is iteratively evaluated using mean reprojection error. The reprojection error determines the distance between the estimated projection points $\hat{x}$ and the actual projection points *x*. The reprojection error for parameter optimization can be express by:$$Error_{reprojection} = {\sum\limits_{i}{d{(x_{i},{\hat{x}}_{i})}^{2}}} + d{(x_{i}{}^{\prime},{\hat{x}}_{i}{}^{\prime})}^{2}$$

In Equation (5), *x~i~* and ${\hat{x}}_{i}$ are the actual and estimated projection points, while *x~i~′* and ${\hat{x}}_{i}{}^{\prime}$ are the imperfect and perfect matched points, respectively, and d is the Euclidean distance that calculate the difference between *(x~i~′, ${\hat{x}}_{i}$)* and (*x~i~′*, ${\hat{x}}_{i}{}^{\prime}$). The reprojection error is calculated iteratively *i* times, and the value of *i* is not fixed since it depends on how rapidly the camera parameters are going to converge. The reprojection errors during the camera calibration phase for both mono and stereo content generation cameras are depicted in [Figure 4](#sensors-20-03097-f004){ref-type="fig"}a,b respectively. It can be seen that the parameters for each camera are optimized after each iteration with the feedback of refined parameters from immediately last iteration.

### 3.2.2. Image Stitching {#sec3dot2dot2-sensors-20-03097}

Image stitching is the process of combining multiple images to make a wider field of view image. Generally, it is divided into two main steps. First, the two images are registered by matching the detected consistent features to determine their overlapping region. Second, the images are wrapped and stitched together based on the optimized camera parameters calculated in the image calibration phase. Finally, an image blending operation is performed to eliminate the visible seams at the boundaries of the stitched regions. The step by step mechanism for image stitching is given in Algorithm 2.

#### Image Alignment

In image stitching pipeline, we first align the adjacent unstitched images based on best matched features. For image alignment, we compute the homography *H* (3 × 3 matrix) between adjacent images that warps one image with respect to another image. For instance, point *Pʹ (xʹ, yʹ,1)* of image 1 and point *P (x, y,1)* of image 2 can be corelate using homography Equation (6). To calculate a correct homography between two images, there must be at least 4 best matches (four coordinates) between the images to be aligned:$$P = H \ast P^{\prime}$$ where *H* is a 3 × 3 matrix as given in Equation (7):$$H = \begin{pmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33} \\
\end{pmatrix}$$

The homography computation process determines the refine coordinates and replace the old coordinate system of the image with new coordinate system. Finally, the processed images are warp to each other based on computed homography.

#### Image Blending

The final phase of panorama generation is image blending, which remove the visible seams at the boundaries of adjacent images. To remove these visible seams, variety of image blending techniques have been proposed including Average Blending \[[@B31-sensors-20-03097]\], Alpha Blending \[[@B52-sensors-20-03097]\], Pyramid Blending \[[@B53-sensors-20-03097]\], Poisson Blending \[[@B54-sensors-20-03097]\], and multi-band blending \[[@B55-sensors-20-03097],[@B56-sensors-20-03097]\]. Inspired from the efficiency of multi-band blending technique for image mosaicking in \[[@B56-sensors-20-03097]\], we used multi-band blending technique for image blending. First, it generates a Laplacian pyramid and then estimate the Region of multi-band blending technique for image mosaicking in \[[@B56-sensors-20-03097]\], we used multi-band blending technique for image blending. First, it generates a Laplacian pyramid and then estimate the Region of Interest (ROI) to be blended and project the image on its adjacent image using estimated ROI with best matches. To obtain the final results, all the blended images from different levels are linearly combined as a single image. Since, there are different levels where each level can be considered a mapping function between the stitched images and levels of pyramid. Mathematically, multi-band blending can be written as:$$\beta = {\sum\limits_{i = 1}^{l}{exp(\Delta_{i})}}$$

Here, the number of layer is denoted by *l*, exp is a function which restore the image to its original resolution. Where *Δ~i~* is defined as: **Algorithm 1** Camera Calibration Steps**Input:** 1) Images Im \|\| Is\
   2) Initial camera parameters ICP\
   **\*note:** Im and Is are the images taken with the proposed mono and stereo cameras. Where \|\| demonstrates that input will either be Im or Is**Output:** Computed camera parameters CCP**Steps:while (Im \|\| Is)**\
1: Extract consistent features, £c ← ORB (Im~i~, Im~i+1~, Im~i+2~, Im~i+3~, Im~i+4~, Im~i+5~)\
2: Feature matching, Im~f~ ← RANSAC (£~c~)\
3: Homography calculation, Fm~f~ ← H(Im~f~)\
4: Computing camera parameters, CCP ← Φ (Fm~f~)\
**end while**
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Here, *Ω~j~^i^* is the *j^th^* Gaussian pyramid at level *i*, similarly *Θ~j~^i^* is the *j^th^* Laplacian pyramid et level *l.*

#### Panorama Straightening

As feature matching and computation of camera parameters in camera calibration phase helps the image stitching process during panorama generation. However, the resultant panoramas usually have wavy artifacts that significantly reduce the perceptual quality. These wavy artifacts are occurred due to misalignment of adjacent cameras, to remove these wavy affects, we used global rotation technique \[[@B50-sensors-20-03097]\] for panorama straightening and obtained a high-quality straight panorama.

4. Experimental Results {#sec4-sensors-20-03097}
=======================

In this section, we present details about the experimental assessment of both mono and stereo panorama generation. The proposed method is implemented in C++ using Nvidia Stitching SDK on a machine equipped with a GeForce-Titan-X 1060 GPU (6 GB), 3.3 GHz processor, and 8 GB main memory (Random Access Memory, or RAM for short). Furthermore, we compared the proposed system with existing mono and stereo panorama generation systems.

4.1. Mono Panorama Results {#sec4dot1-sensors-20-03097}
--------------------------

In this section we assess the results of the mono panorama. The images captured from the six fisheye cameras are first passed through a data preparation module. After performing some preprocessing operations, these captured images are then fed into the panorama generation module. These cameras are mounted on the legs of a drone, where each camera is attached with drone leg. The placement of each camera is done in such way that they have a sufficient overlapping region, which helps the image stitching process during the panorama generation phase.

The initial camera parameters are guessed using the initial orientation of cameras in the rig. The initial camera parameters assist the system while computing the refined camera parameters. These camera parameters are then used to improve the calibration of cameras, which boosts the overall performance of the system. Images captured using the proposed cameras are shown in [Figure 5](#sensors-20-03097-f005){ref-type="fig"}. These images captured by the proposed camera system ensure that the drone is not part of any camera view. It enables the proposed panorama generation framework to create an automatic panorama without any post processing. The captured mono images are then stitched together and create a panorama based on consistent matched features. The feature matching process is shown in [Figure 6](#sensors-20-03097-f006){ref-type="fig"}.

Once the feature mapping process between adjacent images is completed, these images are then stitched together and passed through an image blending phase that removes the visible seams from the resultant panorama using the multi-band blending method \[[@B57-sensors-20-03097]\]. Multi-band blending first computes the ROI of each input image, and then projects the input images according to the corresponding ROIs. After image projection, the next step computes the blending masks and generates a gaussian pyramid for each mask to blend the ROIs. Finally, the resultant panorama is forward to panorama straightening module, which remove the wavy artifacts from the input panorama and obtained artifact-free straight panorama using global rotation technique \[[@B58-sensors-20-03097]\].

### Comparison with State-of-the-Art Mono Panorama Generation Systems

This section details the experimental evaluation of the proposed system from three perspectives including qualitative, quantitative, and efficiency of hardware. First, the results obtained by our proposed system are visually compared with state-of-the-art stitching software including Autostitch \[[@B42-sensors-20-03097]\], Panowear \[[@B43-sensors-20-03097]\], and Kolor Autopano \[[@B44-sensors-20-03097]\]. The visual comparison is shown in [Figure 7](#sensors-20-03097-f007){ref-type="fig"}, where it can be seen in the top three rows that panoramas generated by \[[@B42-sensors-20-03097],[@B43-sensors-20-03097],[@B44-sensors-20-03097]\] have wavy artifacts highlight by red circles, while the panorama generated by our proposed system has no wavy artifacts and looks better than the rest of the panoramas generated by stitching software. Similarly, in the bottom row, the three left-most panoramas have parallax artifacts highlighted by red circles, whereas the panorama generated by our system has no parallax artifacts. Also, we compared the quantitative results obtained by our system with state-of-the-art systems \[[@B42-sensors-20-03097],[@B43-sensors-20-03097],[@B44-sensors-20-03097]\]. For quantitative evaluation, we compared the proposed system with \[[@B42-sensors-20-03097],[@B43-sensors-20-03097],[@B44-sensors-20-03097]\] in terms of quality score. Since we are dealing with panoramic images where it is sometimes impossible to have a reference panoramic image in advance, we selected three no-reference Image Quality Assessment (IQA) metrics including BLINDS2 \[[@B59-sensors-20-03097]\], BRISQUE \[[@B60-sensors-20-03097]\], and DIIVINE \[[@B61-sensors-20-03097]\]. We then computed the quality score of panoramic images generated by our proposed system along with other three image stitching software programs \[[@B42-sensors-20-03097],[@B43-sensors-20-03097],[@B44-sensors-20-03097]\] using the aforementioned metrics. [Figure 8](#sensors-20-03097-f008){ref-type="fig"} shows an objective evaluation of our proposed system compared to state-of-the-art image stitching software programs. It can be seen that our proposed system dominated the existing manual panorama generation systems regarding the perceptual quality of the created panorama. Finally, we compared the proposed system with existing systems \[[@B62-sensors-20-03097],[@B63-sensors-20-03097]\] in terms of number of cameras, panorama resolution, stitching artifacts, and stitching time. A comparative analysis of our proposed system with other mono contents generation systems is presented in [Table 4](#sensors-20-03097-t004){ref-type="table"}. The comparative measures in [Table 4](#sensors-20-03097-t004){ref-type="table"} verify that our proposed system generates artifact-free panoramas with an average running time 0.031, which is the least time taken by any comparative method. Whereas the panoramas generated by other comparative methods have stitching artifacts, and these systems also have greater time complexity.

4.2. Stereo Panorama Results {#sec4dot2-sensors-20-03097}
----------------------------

In this section, we evaluate the results of the stereo panorama. The proposed camera system for stereo panorama generation is different from the mono camera system, where we proposed a hardware design that contains three cameras, two cameras for capturing the front view while one camera is used for capturing the rear (back) view. The FOV of the rear camera lens is different from that of the front cameras. The reason for using a wider FOV lens for the rear camera is that the front two cameras are placed close to each other, and as a result images captured by these cameras have some unwanted artifacts. These artifacts are automatically masked by the wider FOV image from the rear camera. The images captured by these three cameras are shown in [Figure 9](#sensors-20-03097-f009){ref-type="fig"}. In order to create a stereo panorama, we need to stitch two panoramas, a left panorama and a right panorama. To create the left panorama, the image captured by the left-front camera is stitched with the image from rear camera. Similarly, the right panorama is created by stitching the image captured by the right-front camera with the image from the rear camera. The resultant left panorama is shown in [Figure 10](#sensors-20-03097-f010){ref-type="fig"} and the right panorama is shown in [Figure 11](#sensors-20-03097-f011){ref-type="fig"}. After stitching the left and right panoramas, the final step is to stack the left and right panoramas vertically in a top-down configuration to form a stereo panorama. The left panorama is placed on top while the right panorama is at the bottom, as shown in [Figure 12](#sensors-20-03097-f012){ref-type="fig"}. The central dotted red lines in [Figure 12](#sensors-20-03097-f012){ref-type="fig"} show that objects don't line up in the central region. In order to highlight the perceptual difference between left and right panoramas near the central red dotted line, we select five regions from both the left and right panorama to spot the difference near the line. Among the five selected regions, four regions are on left and one is on the right of the central dotted line. Each specific region has a different view in the left and right panoramas. For example, the object size in region 3 of left panorama L-region3 is different as compare to right panorama R-region3. Similarly, the position of the chair in region 2 of left panorama L-region2 is different from right panorama R-region2. These perceptual differences in viewpoints give the illusion of depth when these panoramic images are viewed through a Head Mounted Display (HMD) device. the left and right dotted lines show that the view captured by the rear camera is same for both the left and right panorama.

### Comparison with State-of-the-Art Stereo Panorama Generation Systems

This section presents the detailed empirical analysis of our proposed system with existing stereo panorama generation systems in terms of both qualitative and quantitative perspectives. For qualitative evaluation, the visual comparison has been conducted where we compared the stereo panoramas generated by our proposed with stereo panoramas generated by system proposed in \[[@B66-sensors-20-03097]\]. Their proposed system used four cameras to generate stereo panorama, while we used three cameras to create 360° stereo contents. The visual comparison of our proposed system with stereo contents creation system \[[@B66-sensors-20-03097]\] is shown in [Figure 13](#sensors-20-03097-f013){ref-type="fig"}, where it can be seem that our proposed system generates high quality stereo panorama using only three cameras. Further, we evaluated the quantitative performance of our proposed system, where we estimate the perceptual quality of stereo panorama using three image fidelity metrices including Peak Signal-to-Nosie Ration (PSNR), Structural Similarity Index (SSIM), and Root Mean Square Error (RMSE). Since, in stereo panorama is the top-bottom fusion of left and right panorama, therefore we can assess the quality of stereo panorama by estimating the difference between stitched stereo panorama and unstitched left-right panoramas. For quantitative evaluation, we created three subsets of stereo panoramas generated by Lin et al. \[[@B66-sensors-20-03097]\] system and our proposed system. Mathematically, these three image fidelity metrics can be written as follows:$$SSIM(x,y) = \frac{\left( {2\mu_{x}\mu_{y} + c_{1}} \right)\left( {2\sigma_{xy} + c_{2}} \right)}{\left( {\mu_{x}^{2} + \mu_{y}^{2} + c_{1}} \right)\left( {\sigma_{x}^{2} + \sigma_{y}^{2} + c_{2}} \right)}$$

Here, in Equation (10), the variable *μ~x~* represents the average of *x,* and *μ~y~* represents the average of *y,* where the variance of *x* is denoted by σ~x~*^2^*, and variance of y is denoted by σ~y~*^2^*. Similarly, σ*~xy~* represents the covariance of *x* and *y*, c1 and c2 are the two random variables that stabilized the division with weak denominator: $$MSE = \frac{1}{mn}{\sum\limits_{i = 0}^{m - 1}{\sum\limits_{j = 0}^{n - 1}\left( {I(i,j) - K(i,j)} \right)^{2}}}$$

Equation (11) is the mathematical representation of MSE, where *I(i,j)* is the reference stereo panoramic image, *K(i,j)* is the generated stereo panoramic image, m and n are the width and height of stereo panoramic image. The RMSE can be obtain by taking square root of MSE as given in Equation (12):$$RMSE = \sqrt{\frac{1}{mn}{\sum\limits_{i = 0}^{m - 1}{\sum\limits_{j = 0}^{n - 1}\left( {I(i,j) - K(i,j)} \right)^{2}}}}$$ $$PSNR = 10 \cdot log_{10}\left( \frac{R^{2}}{MSE} \right)$$

Here in Equation (13), *R* is the maximum possible value of the stereo panoramic image. where the value of PSNR is obtained through dividing *R*^2^ by estimated MSE score. The obtained quantitative results are visualized in [Figure 14](#sensors-20-03097-f014){ref-type="fig"}, as it can be observe that the proposed system achieved better results in terms of RMSE and PSNR as compare to Lin et al. \[[@B66-sensors-20-03097]\] system. Finally, we compare our proposed system with state-of-the-art stereo content generation systems in terms of number of cameras, panorama resolution, and stitching time. The conducted comparative study of our proposed system with existing systems are presented in [Table 5](#sensors-20-03097-t005){ref-type="table"}. The comparison presented in [Table 5](#sensors-20-03097-t005){ref-type="table"} show that, the proposed system used the less number (only three cameras) of cameras as compare other stereo contents generation systems. Although, the resolution of generated stereo panorama is lower than first four comparative stereo contents generation systems, but in terms of hardware cost and the processing time the proposed system beaten rest of the stereo contents generation systems. Also, using a smaller number of cameras the proposed system can be used as a part of other system to generate high quality stereo contents thereby reducing time and computational complexity of the overall system.

5. Conclusions and Future Work {#sec5-sensors-20-03097}
==============================

This paper presents an economical image acquisition system for a 360° mono-stereo panorama generation system. The proposed system deals with two different types of image acquisition modules, monoscopic and stereoscopic. For mono panorama generation, images are captured by six drone-mounted fisheye cameras that are placed in a circular rig with optimal overlapping gaps. For stereo panorama generation, we used only three cameras, two cameras are used to cover the front view and one camera is used to cover the rear view. The overlapping regions between adjacent cameras are sufficiently optimized for both image acquisition systems using the wider FOV of fisheye lens, and the resultant panoramic image has no unwanted artifacts. Furthermore, the proposed system is compared with existing mono and stereo contents generation system in terms of qualitative and quantitative perspectives. We also compare our proposed system in terms of hardware efficiency for both mono and stereo content generation. In future, we aim to extend our proposed system for video surveillance in smart cities, which will increase the spatial coverage range of the suspected area under observation using drone-mounted multi-camera intelligent sensors.
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![A detailed overview of the proposed panorama generation framework. The proposed framework involves two main steps including data acquisition and panorama generation modules. The ***data acquisition module*** uses two different image acquisition systems (five cameras for mono data acquisition and three for stereo data acquisition) to acquire images for mono and stereo content generation. The ***panorama generation module*** first performs a camera calibration process to optimize the camera parameters, and then stitches multiple input images into a single panoramic image using feature extraction, feature matching, and image blending.](sensors-20-03097-g001){#sensors-20-03097-f001}

![Diagram of the Y-up coordinate system.](sensors-20-03097-g002){#sensors-20-03097-f002}

![The proposed camera setup for panorama generation: (**a**) camera step for mono panorama generation, (**b**) camera setup for stereo panorama generation.](sensors-20-03097-g003){#sensors-20-03097-f003}

![The optimization of camera parameter. (**a**) Reprojection error analysis of mono cameras, (**b**) Reprojection error analysis of stereo cameras.](sensors-20-03097-g004){#sensors-20-03097-f004}

![Representative captured images from drone-mounted cameras for mono panorama generation.](sensors-20-03097-g005){#sensors-20-03097-f005}

![Feature matching between adjacent images.](sensors-20-03097-g006){#sensors-20-03097-f006}

![Visual comparison of panoramas generated by our proposed system with existing manual panorama generation systems.](sensors-20-03097-g007){#sensors-20-03097-f007}

![Quantitative performance evaluation of our proposed system compared to existing manual panorama generation software programs.](sensors-20-03097-g008){#sensors-20-03097-f008}

![Image from the left-front camera (**left**), image from right-front camera (**center**), image from rear camera (**right**).](sensors-20-03097-g009){#sensors-20-03097-f009}

![The Left-view stereo panorama created by our proposed system.](sensors-20-03097-g010){#sensors-20-03097-f010}

![The Right-view stereo panorama created by our proposed system.](sensors-20-03097-g011){#sensors-20-03097-f011}

![The final 3D stereo panorama generated by our proposed system, which provides a 3D view by stacking the left stereo panorama on the top of the right stereo panorama. Since the stereo panorama has different views for the left and right eye, the perceptual differences for both eyes are demonstrated in the left and right stereo panorama using certain regions. Where the perceptual difference for each selected region in both the left and right stereo panorama is highlighted using arrows, the same regions in different panoramas (left and right) are highlighted with the same color.](sensors-20-03097-g012){#sensors-20-03097-f012}

![The visual comparison of stereo contents generated by Lin et al. \[[@B66-sensors-20-03097]\] and our proposed system.](sensors-20-03097-g013){#sensors-20-03097-f013}

![The obtained SSIM, PSNR, and RMSE score of our proposed method against Lin et al. \[[@B66-sensors-20-03097]\] system.](sensors-20-03097-g014){#sensors-20-03097-f014}

sensors-20-03097-t001_Table 1

###### 

Descriptions of parameters, used for input and output operations in our proposed system.

  Parameter     Description
  ------------- -------------------------------------------------------------------------------------------------
  Im            Mono image
  Is            Stereo image
  ICP           Initial camera parameters
  CCP           Computer camera parameters
  £~c~          Consistent features
  H             Homography calculation function
  Im~f~         Initial matched features
  Fm~f~         Final matched features
  RANSAC        Random sample consensus matching algorithm
  ORB           Random sample consensus matching algorithm (Oriented FAST and rotated BRIEF) feature descriptor
  Φ             Camera computation function
  թ             Final panorama
  w~i~          Wrapped image
  Щ             Wrapping function
  I~blend~      Blended image
  βmulti-band   Image blending function
  ζ~p~          Panorama straightening function

sensors-20-03097-t002_Table 2

###### 

Initial orientation of cameras for mono data acquisition.

  Camera   Yaw       Pitch   Roll
  -------- --------- ------- ------
  Cam 1    0.0°      0.0°    0.0°
  Cam 2    60.0°     0.0°    0.0°
  Cam 3    120.0°    0.0°    0.0°
  Cam 4    180.0°    0.0°    0.0°
  Cam 5    −120.0°   0.0°    0.0°
  Cam 6    −60.0°    0.0°    0.0°

sensors-20-03097-t003_Table 3

###### 

Field of views of stereo camera system.

  Property             Field of View (FOV)
  -------------------- ---------------------
  Front left camera    200°
  Front right camera   200°
  Rear camera          250°

sensors-20-03097-t004_Table 4

###### 

Comparison of the proposed system with state-of-the-art mono panorama generation systems.

  System \[Reference\]                         No of Cameras   Resolution   Stitching Artifacts   Stitching Time (s)
  -------------------------------------------- --------------- ------------ --------------------- --------------------
  Lu et al. \[[@B64-sensors-20-03097]\]        7               4 k          Extra black region    3.08
  Mingxiu et al. \[[@B65-sensors-20-03097]\]   6               4 k          Extra black region    2.98
  Rodrigo et al. \[[@B63-sensors-20-03097]\]   6               4 k          Parallax              3.01
  Proposed system                              6               4 k          Parallax-free         0.031

sensors-20-03097-t005_Table 5

###### 

Comparison of our proposed system with state-of-the-art stereo panorama generation hardware systems.

  System \[Reference\]                                  No of Cameras   Panorama Resolution   Stitching Time (s)
  ----------------------------------------------------- --------------- --------------------- --------------------
  Surround 360 \[[@B67-sensors-20-03097]\]              17              8 k by 4 k            7.411
  Google Jump \[[@B68-sensors-20-03097]\]               16              8 k by4 k             6.532
  Stereo cameras \[[@B69-sensors-20-03097]\]            10              8 k by 4 k            4.072
  NOKIA OZO \[[@B70-sensors-20-03097]\]                 8               8 k by 4 k            3.085
  360 stereo cameras \[[@B71-sensors-20-03097]\]        4               6 k by 3 k            2.984
  Portable stereo cameras \[[@B66-sensors-20-03097]\]   4               6 k by 3 k            2.413
  Proposed system                                       3               6 k by 3 k            0.025
