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Abstract. We study new a posteriori error estimates of the mixed finite element methods
for general optimal control problems governed by nonlinear parabolic equations. The state
and the co-state are discretized by the high order Raviart-Thomas mixed finite element
spaces and the control is approximated by piecewise constant functions. We derive a pos-
teriori error estimates in L∞(J ;L2(Ω))-norm and L2(J ;L2(Ω))-norm for both the state,
the co-state and the control approximation. Such estimates, which seem to be new, are an
important step towards developing a reliable adaptive mixed finite element approximation
for optimal control problems. Finally, the performance of the posteriori error estimators is
assessed by two numerical examples.
Keywords: a posteriori error estimate; general optimal control problem; nonlinear
parabolic equation; mixed finite element method
MSC 2010 : 49J20, 65N30
1. Introduction
Nonlinear parabolic optimal control problems have been extensively utilized in
many aspects of the modern life such as scientific and engineering numerical simu-
lation. They must be solved successfully with efficient numerical methods. Among
these numerical methods, the finite element method is a successful choice for solving
the optimal control problems. There have been extensive studies in convergence of
The research has been supported by National Science Foundation of China (11201510),
China Postdoctoral Science Foundation (2015M580197), Chongqing Research Program
of Basic Research and Frontier Technology (cstc2015jcyjA20001), Ministry of Education
Chunhui projects (Z2015139) and Science and Technology Project of Wanzhou District
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finite element approximation for optimal control problems. A systematic introduc-
tion of the finite element method for optimal control problems can be found in [11],
[12], [21], [25], [7], [6], [4].
Recently, the adaptive finite element method has been investigated extensively
and becomes one of the most popular methods in the scientific computation and
numerical modeling. Adaptive finite element approximation ensures a higher density
of nodes in a certain area of the given domain, where the solution is more difficult
to approximate, indicated by a posteriori error estimators. Hence, it is an important
approach to boost the accuracy and efficiency of finite element discretizations. There
are lots of works concentrating on the adaptivity of many optimal control problems,
see, for example, [13], [15], [17], [18], [19], [10], [5], [16]. Note that all these works
aimed at the standard finite element method.
In many control problems, the objective functional contains the gradient of the
state variables. Thus, the accuracy of the gradient is important in numerical dis-
cretization of the coupled state equations. Mixed finite element methods are appro-
priate for the state equations in such cases, since both the scalar variable and its
flux variable can be approximated to the same accuracy by using such methods, see,
for example, [2]. When the objective functional contains the gradient of the state
variable, mixed finite element methods should be used for discretization of the state
equation with which both the scalar variable and its flux variable can be approxi-
mated in the same accuracy. In [20], we consider the mixed finite element methods
for semilinear elliptic optimal control problems. Then a posteriori error estimates
for the mixed finite element solution have been obtained. In [5], we have derived
a posteriori error estimates in L2(J ;L2(Ω))-norm for both the control, the state and
for the co-state variables of parabolic optimal control problems by the lowest order
Raviart-Thomas mixed finite element methods.
In this paper, we adopt the standard notation Wm,p(Ω) for Sobolev spaces on Ω
with a norm ‖·‖m,p given by ‖v‖pm,p =
∑
|α|6m




‖Dαv‖pLp(Ω). We set W
m,p
0 (Ω) = {v ∈ W
m,p(Ω): v|∂Ω = 0} ⊂
Wm,p(Ω). For p = 2, we denote Hm(Ω) = Wm,2(Ω), Hm0 (Ω) = W
m,2
0 (Ω), and
‖·‖m = ‖·‖m,2, ‖·‖ = ‖·‖0,2. We denote by Ls(0, T ;Wm,p(Ω)) the Banach space





for s ∈ [1,∞), and the standard modification for s = ∞.
Similarly, one can define the spaces H1(J ;Wm,p(Ω)) and Ck(J ;Wm,p(Ω)). The
details can be found in [14].
By using the idea of the article [19], we shall use the order k > 1 Raviart-Thomas
mixed finite elements to discretize the state and the co-state. The control is approx-
imated by piecewise constant functions. Then we derive a posteriori error estimates
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for the mixed finite element approximation of the nonlinear parabolic optimal control
problems. The estimators for the control, the state and the co-state variables are
derived in the sense of the L∞(J ;L2(Ω))-norm and L2(J ;L2(Ω))-norm, which are






(g1(p) + g2(y) + j(u)) dt
}
,(1.1)
yt(x, t) + div p(x, t) + φ(y(x, t)) = f(x, t) +Bu(x, t), x ∈ Ω, t ∈ J,(1.2)
p(x, t) = −A(x)∇y(x, t), x ∈ Ω, t ∈ J,(1.3)
y(x, t) = 0, x ∈ ∂Ω, t ∈ J, y(x, 0) = y0(x), x ∈ Ω,(1.4)
where the bounded open set Ω ⊂ R2 is a convex polygon with the boundary ∂Ω and
J = [0, T ]. Let K be a closed convex set in the control space U = L2(J ;L2(Ω)),
B a bounded linear operator from U to L2(J ;L2(Ω)), p ∈ (L2(J ;H1(Ω)))2, u, y ∈
L2(J ;H1(Ω)), f ∈ L2(J ;L2(Ω)), y0(x) ∈ H10 (Ω). For any R > 0 the function φ
satisfies φ(·) ∈ W 1,∞(−R,R), φ′(y) ∈ L2(Ω) for any y ∈ H1(Ω), and φ′(y) > 0. We
assume that the coefficient matrix A(x) = (aij(x))2×2 ∈ C∞(Ω;R2×2) is a symmetric
(2 × 2)-matrix and there are constants c1, c2 > 0 satisfying c1‖X‖2R2 6 X
tAX 6
c2‖X‖2R2 for any vector X ∈ R
2. We assume that the constraint on the control is an
obstacle such that
K = {u ∈ L2(J ;L2(Ω)): u(x, t) > 0, a.e. in Ω× J}.
We assume that g1, g2, and j are differentiable, and j is a strictly convex functional
with the property j → ∞ as ‖u‖U → ∞. More details will be specified later on.
The plan of this paper is as follows. In Section 2 we consider the mixed finite el-
ement approximation and backward Euler discretization for the nonlinear parabolic
optimal control problems (1.1)–(1.4). Then, we derive a posteriori error estimates in
the L∞(J ;L2(Ω))-norm and L2(J ;L2(Ω))-norm for both the state and the control
approximation in Section 3. Next, two examples are given to demonstrate our the-
oretical results in Section 4. Finally, we give a conclusion and suggest some future
works.
2. Mixed methods of nonlinear optimal control
In this section we study the mixed finite element approximation and backward
Euler discretization of nonlinear parabolic optimal control problems (1.1)–(1.4). To
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fix the idea, we take the state spaces L2(V ) = L2(J ;V ) and H1(W ) = H1(J ;W ),
where V and W are defined as follows:
V = H(div; Ω) = {v ∈ (L2(Ω))2 : div v ∈ L2(Ω)}, W = L2(Ω).
The Hilbert space V is equipped with the norm
‖v‖H(div;Ω) = (‖v‖
2
















(A−1p,v)− (y, div v) = 0 ∀v ∈ V ,(2.2)
(yt, w) + (div p, w) + (φ(y), w) = (f +Bu,w) ∀w ∈W,(2.3)
y(x, 0) = y0(x) ∀x ∈ Ω.(2.4)
We assume that g′1, g
′
2, and j
′ are the derivatives of g1, g2, and j. Moreover, we
suppose that g′1, g
′
2, and j
′ are locally Lipschitz continuous, that is
|j′(v(x1))− j
′(v(x2))| 6 C|x1 − x2| ∀ v ∈ K, x1, x2 ∈ Ω;
|g′1(p1)− g
′
1(p2)| 6 C|p1 − p2| ∀p1,p2 ∈ H(div; Ω);
|g′1(y1)− g
′
1(y2)| 6 C|y1 − y2| ∀ y1, y2 ∈ L
2(Ω).
It follows from [19] that the optimal control problem (2.1)–(2.4) has at least one
solution (p, y, u), and that if a triplet (p, y, u) is the solution of (2.1)–(2.4), then
there is a co-state (q, z) ∈ L2(V ) × H1(W ) such that (p, y, q, z, u) satisfies the
following optimality conditions:
(A−1p,v)− (y, div v) = 0 ∀v ∈ V ,(2.5)
(yt, w) + (div p, w) + (φ(y), w) = (f +Bu,w) ∀w ∈W,(2.6)
y(x, 0) = y0(x) ∀x ∈ Ω,(2.7)
(A−1q,v)− (z, div v) = −(g′1(p),v) ∀v ∈ V ,(2.8)
−(zt, w) + (div q, w) + (φ
′(y)z, w) = (g′2(y), w) ∀w ∈W,(2.9)
z(x, T ) = 0 ∀x ∈ Ω,(2.10)
∫ T
0
(j′(u) +B∗z, ũ− u) dt > 0 ∀ ũ ∈ K,(2.11)
where B∗ is the adjoint operator of B and (·, ·) is the inner product in L2(Ω).
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Let Th be regular triangulations of Ω. Then hτ is the diameter of τ and h =
maxhτ . Let Vh ×Wh ⊂ V ×W denote the Raviart-Thomas space associated with
the triangulations Th of Ω. Pk denotes the space of polynomials of total degree at
most k (k > 1). Let V (τ) = {v ∈ P 2k (τ) + x · Pk(τ)}, W (τ) = Pk(τ). We define
Vh := {vh ∈ V : ∀ τ ∈ Th,vh|τ ∈ V (τ)},
Wh := {wh ∈ W : ∀ τ ∈ Th, wh|τ ∈W (τ)},
Kh := {ũh ∈ K : ∀ τ ∈ Th, ũh|τ ∈ P0(τ)}.
Let L2(Vh) = L
2(J ;Vh) and H
1(Wh) = H
1(J ;Wh). The mixed finite element






(g1(ph) + g2(yh) + j(uh)) dt
}
(2.12)
(A−1ph,vh)− (yh, div vh) = 0 ∀vh ∈ Vh,(2.13)
(yht, wh) + (div ph, wh) + (φ(yh), wh) = (f +Buh, wh) ∀wh ∈Wh,(2.14)
yh(x, 0) = y
h
0 (x) ∀x ∈ Ω,(2.15)
where yh0 (x) ∈ Wh is an approximation of y0. The optimal control problem (2.12)–
(2.15) again has at least one solution (ph, yh, uh), and if a triplet (ph, yh, uh) is
a solution of (2.12)–(2.15), then there is a co-state (qh, zh) ∈ L2(Vh)×H1(Wh) such
that (ph, yh, qh, zh, uh) satisfies the following optimality conditions:
(A−1ph,vh)− (yh, div vh) = 0 ∀vh ∈ Vh,(2.16)
(yht, wh) + (div ph, wh) + (φ(yh), wh) = (f +Buh, wh) ∀wh ∈Wh,(2.17)
yh(x, 0) = y
h
0 (x) ∀x ∈ Ω,(2.18)
(A−1qh,vh)− (zh, div vh) = −(g
′
1(ph),vh) ∀vh ∈ Vh,(2.19)
−(zht, wh) + (div qh, wh) + (φ
′(yh)zh, wh) = (g
′
2(yh), wh) ∀wh ∈ Wh,(2.20)




∗zh, ũh − uh) dt > 0 ∀ ũh ∈ Kh.(2.22)
Now we consider the fully discrete approximation for the above semidiscrete prob-
lems (2.16)–(2.21). Let ∆t > 0, N = T/∆t ∈ Z, and ti = i∆t, i ∈ Z. Also,
let










h) ∈ Vh ×Wh × Kh,




















h, div vh) = 0 ∀vh ∈ Vh,(2.24)
(dty
i
h, wh) + (div p
i
h, wh) + (φ(y
i
h), wh) = (f
i +Buih, wh) ∀wh ∈ Wh,(2.25)
y0h(x) = y
h
0 (x) ∀x ∈ Ω.(2.26)









h) ∈ Vh × Wh × Kh, i = 1, 2, . . . , N, is
a solution of (2.23)–(2.26), then there is a co-state (qi−1h , z
i−1









h) ∈ (Vh × Wh)




h, div vh) = 0,(2.27)
(dty
i
h, wh) + (div p
i
h, wh) + (φ(y
i














h, wh) + (div q
i−1
h , wh) + (φ
′(yih)z
i−1





zNh (x) = 0,(2.32)
(uih +B
∗zi−1h , ũh − u
i
h) > 0,(2.33)
where vh ∈ Vh, wh ∈ Wh, and ũh ∈ Kh.
For i = 1, 2, . . . , N , let
Yh|(ti−1,ti] = ((ti − t)y
i−1
h + (t− ti−1)y
i
h)/∆t,
Zh|(ti−1,ti] = ((ti − t)z
i−1
h + (t− ti−1)z
i
h)/∆t,
Ph|(ti−1,ti] = ((ti − t)p
i−1
h + (t− ti−1)p
i
h)/∆t,
Qh|(ti−1,ti] = ((ti − t)q
i−1






For any function w ∈ C(J ;L2(Ω)), let
ŵ(x, t)|t∈(ti−1,ti] = w(x, ti), w̃(x, t)|t∈(ti−1,ti] = w(x, ti−1).
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Then the optimality conditions (2.27)–(2.33) satisfy
(A−1P̂h,vh)− (Ŷh, div vh) = 0,(2.34)
(Yht, wh) + (div P̂h, wh) + (φ(Ŷh), wh) = (f̂ +BUh, wh),(2.35)
Yh(x, 0) = y
h
0 (x),(2.36)
(A−1Q̃h,vh)− (Z̃h, div vh) = −(g
′
1(P̃h),vh),(2.37)
−(Zht, wh) + (div Q̃h, wh) + (φ
′(Ŷh)Z̃h, wh) = (g
′
2(Ỹh), wh),(2.38)
Zh(x, T ) = 0,(2.39)
(Uh +B
∗Z̃h, ũh − Uh) > 0,(2.40)
where vh ∈ Vh, wh ∈ Wh, and ũh ∈ Kh.
In the rest of the paper, we use some intermediate variables. For any control
function Uh ∈ Kh, we first define the state solution (p(Uh), y(Uh), q(Uh), z(Uh))
satisfying
(A−1p(Uh),v)− (y(Uh), div v) = 0,(2.41)
(yt(Uh), w) + (div p(Uh), w) + (φ(y(Uh)), w) = (f +BUh, w),(2.42)
y(Uh)(x, 0) = y0(x),(2.43)
(A−1q(Uh),v)− (z(Uh), div v) = −(g
′
1(p(Uh)),v),(2.44)
−(zt(Uh), w) + (div q(Uh), w) + (φ
′(y(Uh))z(Uh), w) = (g
′
2(y(Uh)), w),(2.45)
z(Uh)(x, T ) = 0,(2.46)
where v ∈ V , w ∈W , and ũ ∈ K.
Let Rh : W → Wh be the orthogonal L2(Ω)-projection into Wh (see [1]), which
satisfies
(Rhw − w, χ) = 0, w ∈ W, χ ∈ Wh,(2.47)
‖Rhw − w‖0,q 6 C‖w‖t,qh
t, 0 6 t 6 k + 1, if w ∈W ∩W t,q(Ω),(2.48)
‖Rhw − w‖−r 6 C‖w‖th
r+t, 0 6 r, t 6 k + 1, if w ∈ Ht(Ω).(2.49)
Let Πh : V → Vh be the Raviart-Thomas projection operator (see [3]), which
satisfies for any v ∈ V
∫
E
wh(v −Πhv) · νE ds = 0, wh ∈ Wh, E ∈ Eh,(2.50)
∫
T
(v −Πhv) · vh dxdy = 0, vh ∈ Vh, τ ∈ Th,(2.51)
where Eh denotes the set of element sides in Th.
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We have the commuting diagram property
(2.52) div ◦Πh = Rh ◦ div : V →Wh and div(I −Πh)V ⊥Wh,
where and after, I denotes the identity operator.
Further, the interpolation operator Πh satisfies a local error estimate
(2.53) ‖v −Πhv‖0,Ω 6 Ch|v|1,Th , v ∈ V ∩H
1(Th).
The following lemmas are important in deriving a posteriori error estimates of
residual type.
Lemma 2.1. Let πh be the standard Lagrange interpolation operator (see [8]).
Then for m = 0 or 1, 1 < q 6 ∞ and for all v ∈ W 2,q(Ω),
(2.54) |v − πhv|Wm,q(τ) 6 Ch
2−m
τ |v|W 2,q(τ).




























1, z ⊂ ∂Ω,
where τ is the element and l is the edge of the element.
Lemma 2.2. For m = 0 or 1, 1 6 q 6 ∞ and for all v ∈W 1,q(Ω),
(2.55) |v − π̂hv|Wm,q(τ) 6
∑
τ ′∩τ 6=∅
Ch1−mτ |v|W 1,q(τ ′).
For ϕ ∈ Wh, we shall write









(1− s)φ′′(̺+ s(ϕ− ̺)) ds
are bounded functions in Ω (see [22]).
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3. A posteriori error estimates
In this section we study a posteriori error estimates for the mixed finite element
approximation of the nonlinear parabolic optimal control problems. Given u ∈ K,
let S1, S2 be the inverse operators of the state equation (2.3) such that p(u) = S1Bu
and y(u) = S2Bu are the solutions of the state equation (2.3). Similarly, for a given
Uh ∈ Kh, Ph(Uh) = S1hBUh, Yh(Uh) = S2hBUh are the solutions of the discrete
state equations (2.14). Let
S(u) = g1(S1Bu) + g2(S2Bu) + j(u),(3.1)
Sh(Uh) = g1(S1hBUh) + g2(S2hBUh) + j(Uh).(3.2)
It can be shown that
(S′(u), v) = (j′(u) +B∗z, v),(3.3)
(S′(Uh), v) = (j
′(Uh) +B
∗z(Uh), v),(3.4)
(S′h(Uh), v) = (j
′(Uh) +B
∗Z̃h, v).(3.5)
It is clear that S and Sh are well defined and continuous on K and Kh. Also

















In many applications, S(·) is uniform convex near the solution u. The convexity of
S(·) is closely related to the second order sufficient conditions of the optimal control
problems, which are assumed in many studies on numerical methods of the problem.
For instance, in many applications, u → g1(S1Bu) and u → g2(S2Bu) are convex.




(S′(u)− S′(Uh), u− Uh)U dt > c‖u− Uh‖
2
L2(J;L2(Ω)).
First, let us derive the a posteriori error estimates for the control u.
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Theorem 3.1. Let u and Uh be the solutions of (3.6) and (3.7), respectively. In
addition, assume that (S′h(Uh))|τ ∈ H
s(τ) for all τ ∈ Th, (s = 0, 1), and there is
vh ∈ Kh such that



























P r o o f. It follows from (3.6) and (3.7) that
∫ T
0
(S′(u), u− v) dt 6 0 ∀ v ∈ K,(3.11)
∫ T
0
(S′h(Uh), Uh − vh) dt 6 0 ∀ vh ∈ Kh ⊂ K.(3.12)










{(S′h(Uh), vh − u) + (S
′
h(Uh)− S
























It is not difficult to show






where z(Uh) is defined in (2.41)–(2.46). Thanks to (3.14), it is easy to derive
(3.15) ‖S′h(Uh)− S
′(Uh)‖L2(Ω) = ‖B
∗(Z̃h − z(Uh))‖L2(Ω) 6 C‖Z̃h − z(Uh)‖L2(Ω).
Then by the estimates (3.13) and (3.15) we can prove the desired result (3.10). 
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Now we give one concrete case to verify the condition (3.9). Consider the case





w/|τ | ∀w ∈ L2(Ω),
where |τ | is the measure of the element τ . Then vh = Πhu ∈ Kh, and
|(j′(Uh) +B













Hence, the condition (3.9) in Theorem 3.1 is satisfied.
In order to estimate the error ‖Z̃h − z(Uh)‖2L2(J;L2(Ω)), we need the following well





ξt − div(A∗∇ξ) + φ′(y(Uh))ξ = 0, x ∈ Ω, t ∈ [t∗, T ],
ξ|∂Ω = 0, t ∈ [t∗, T ],






−ζt − div(A∇ζ) + Φζ = 0, x ∈ Ω, t ∈ [0, t
∗],
ζ|∂Ω = 0, t ∈ [0, t∗],
ζ(x, t∗) = ζ0(x), x ∈ Ω.
Lemma 3.1. Let ξ and ζ be the solutions of (3.16) and (3.17) respectively [9].
Let Ω be a convex domain. Then
∫
Ω
|ξ(x, t)|2 dx 6 C‖ξ0‖
2




























|ζ(x, t)|2 dx 6 C‖ζ0‖
2





















2 dxdt 6 C‖ζ0‖
2
L2(Ω),
where |D2ξ| = max{|∂2ξ/∂xi∂xj |, 1 6 i, j 6 2}, and |D2ζ| is defined similarly.
Next, we recall Gronwall’s Lemma [24].
Lemma 3.2. Let f and g be piecewise continuous nonnegative functions defined
on 0 6 t 6 T , g being non-decreasing. If for each t ∈ J ,




then f(t) 6 etg(t).
Now, we estimate the errors Yh − y(Uh) and Ph − p(Uh).
Theorem 3.2. Let (Ph, Yh, Qh, Zh, Uh) and (p(Uh), y(Uh), q(Uh), z(Uh), Uh) be
the solutions of (2.34)–(2.40) and (2.41)–(2.46), respectively. Then there exists a con-
stant C independent of h such that
(3.19) ‖Yh − y(Uh)‖
2

























































η26 = ‖f̂ − f‖
2
L1(0,t∗;L2(Ω)) + ‖P̂h − Ph‖
2
L2(0,t∗;L2(Ω))








P r o o f. For i = 1, 2, . . . , N , we define pih as
(3.20) (A−1pih,vh)− (y
i
h, div vh) = 0 ∀vh ∈ Vh.
Then from (3.20) we deduce that
(3.21) (A−1pi−1h ,vh)− (y
i−1
h , div vh) = 0 ∀vh ∈ Vh.
Combining (2.34), (3.20)–(3.21), and the definitions of Yh and Ph, we can get the
equality
(3.22) (A−1Ph,vh)− (Yh, div vh) = 0 ∀vh ∈ Vh.
Let ζ be the solution of (3.17) with ζ0(x) = (Yh − y(Uh))(x, t∗). Then we have
‖Yh − y(Uh)‖
2









(φ(Yh)− φ(y(Uh)), ζ) dt+ ((Yh − y(Uh))(x, 0), ζ(x, 0)).



























































(Yh − y(Uh))(x, 0), ζ(x, 0)
)
.
When t∗ ∈ (ti−1, ti], i 6 2, then























+ C‖f̂ − f‖2L1(0,t∗;L2(Ω)) + C‖P̂h − Ph‖
2
L2(0,t∗;L2(Ω))







When i > 2, then


















































+ C‖f̂ − f‖2L1(0,t∗;L2(Ω)) + C‖P̂h − Ph‖
2
L2(0,t∗;L2(Ω))















Similarly to Theorem 3.2 of [5], we have derived the estimate
(3.27) ‖Ph − p(Uh)‖
2
L2(J;L2(Ω)) 6 C(‖f̂ − f‖
2
L2(J;L2(Ω)) + ‖(Ŷh − Yh)t‖
2
L2(J;L2(Ω))




0 (x) − y0(x)‖
2
L2(Ω)).
This proves (3.19). 
Now, we are in the position to estimate the error ‖Z̃h − z(Uh)‖L2(J;L2(Ω)).
Theorem 3.3. Let (Ph, Yh, Qh, Zh, Uh) and (p(Uh), y(Uh), q(Uh), z(Uh), Uh) be
the solutions of (2.34)–(2.40) and (2.41)–(2.46), respectively. Then we have the error
estimate
(3.28) ‖Zh − z(Uh)‖
2



































































η211 = ‖Q̃h −Qh‖
2
L2(J;L2(Ω)) + ‖P̃h − Ph‖
2
L2(J;L2(Ω))
+ ‖Ỹh − Yh‖
2
L2(J;L2(Ω)) + ‖Z̃h − Zh‖
2
L2(J;L2(Ω)) + ‖(Z̃h − Zh)t‖
2
L2(J;L2(Ω)).
P r o o f. For i = 1, 2, . . . , N , we first define qih as
(3.29) (A−1qih,vh)− (z
i




h),vh) ∀vh ∈ Vh.
Then from (3.29) we deduce that
(3.30) (A−1qi−1h ,vh)− (z
i−1




h ),vh) ∀vh ∈ Vh.
Combining (2.37), (3.30) and the definitions of Zh, Qh, and Ph, we get
(3.31) (A−1Qh,vh)− (Zh, div vh) = −(g
′
1(Ph),vh) ∀vh ∈ Vh.
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Let ξ be the solution of (3.16) with ξ0(x) = (Zh−z(Uh))(x, t∗). Then it follows from
(2.37)–(2.39) and (2.44)–(2.46) that
‖(Zh − z(Uh))(x, t





(−((Zh − z(Uh))t, ξ)− (Zh − z(Uh), div(A
∗∇ξ))













((φ′(y(Uh))(Zh − Z̃h), ξ) + ((φ
′(y(Uh))− φ
′(Ŷh))Z̃h, ξ)) dt.











((g′1(p(Uh)),∇ξ)−(div Q̃h, ξ)) dt+
∫ T
t∗
































































(φ̃′′(y(Uh))(y(Uh)− Ŷh)Z̃h, ξ) dt
≡ E1+E2+E3+E4+E5+E6.
150
To prove (3.28), the first step is to estimate E1. Let t
∗ ∈ (ti−1, ti] when i > N − 1;




(−Zht + div Q̃h + φ
′(Ŷh)Z̃h − g
′










































+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).





(−Zht + div Q̃h + φ
′(Ŷh)Z̃h − g
′




(−Zht + div Q̃h + φ
′(Ŷh)Z̃h − g
′

























































































+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).
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Now we estimate E2. Let t




















+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).































+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).






1(Ph) + Q̃h −Qh,∇ξ) dt
6 C(δ)‖Ph − p(Uh)‖
2









6 C(δ)‖Ph − p(Uh)‖
2
L2(t∗,T ;L2(Ω)) + C(δ)‖Q̃h −Qh‖
2
L2(t∗,T ;L2(Ω))









6 C(δ)‖Ỹh − y(Uh)‖
2
L1(t∗,T ;L2(Ω)) + Cδ max
t∈[t∗,T ]
{‖ξ(x, t)‖2L2(Ω)}
6 C(δ)‖Ỹh − Yh‖
2
L1(t∗,T ;L2(Ω)) + C(δ)‖Yh − y(Uh)‖
2
L1(t∗,T ;L2(Ω))
+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).




(φ′(y(Uh))(Zh − Z̃h), ξ) dt
6 C(δ)‖Z̃h − Zh‖
2
L2(t∗,T ;L2(Ω)) + Cδ max
t∈[t∗,T ]
{‖ξ(x, t)‖2L2(Ω)}
6 C(δ)‖Z̃h − Zh‖
2







(φ̃′′(y(Uh))(y(Uh)− Ŷh)Z̃h, ξ) dt
6 C(δ)‖Ŷh − y(Uh)‖
2
L1(t∗,T ;L2(Ω)) + Cδ max
t∈[t∗,T ]
{‖ξ(x, t)‖2L2(Ω)}
6 C(δ)‖Yh − y(Uh)‖
2
L1(t∗,T ;L2(Ω)) + C(δ)‖Ỹh − Yh‖
2
L1(t∗,T ;L2(Ω))
+ Cδ‖(Zh − z(Uh))(x, t
∗)‖2L2(Ω).
Hence, from (3.33)–(3.40) we have that when t∗ ∈ (ti−1, ti], i > N − 1, then




























+ C‖Yh − y(Uh)‖
2





L2(t∗,T ;L2(Ω)) + C‖Ỹh − Yh‖
2
L1(t∗,T ;L2(Ω))
+ C‖Z̃h − Zh‖
2
L2(t∗,T ;L2(Ω)).










































































Then, it follows from (3.41)–(3.42) that





η2i + C‖Ph − p(Uh)‖
2
L2(J;L2(Ω))
+ C‖Yh − y(Uh)‖
2
L2(J;L2(Ω)).
Similarly to (3.27), we can prove that
(3.44) ‖Qh − q(Uh)‖
2
L2(J;L2(Ω))
6 C(‖Yh − y(Uh)‖
2





L2(J;L2(Ω)) + ‖Ỹh − Yh‖
2
L2(J;L2(Ω)) + ‖Z̃h − Zh‖
2
L2(J;L2(Ω))
+ ‖(Z̃h − Zh)t‖
2
L2(J;L2(Ω)) + ‖P̃h − Ph‖
2
L2(J;L2(Ω))).
Combining (3.43), (3.44), and Theorem 3.2 yields (3.28). 
Let (p, y, q, z, u) and (Ph, Yh, Qh, Zh, Uh) be the solutions of (2.5)–(2.11) and
(2.34)–(2.40), respectively. We decompose the errors as follows:
p− Ph := ε1 + ε1, ε1 = p− p(Uh), ε1 = p(Uh)− Ph,
y − Yh := r1 + e1, r1 = y − y(Uh), e1 = y(Uh)− Yh,
q −Qh := ε2 + ε2, ε2 = q − q(Uh), ε2 = q(Uh)−Qh,
z − Zh := r2 + e2, r2 = z − z(Uh), e2 = z(Uh)− Zh.
From (2.5)–(2.11) and (2.34)–(2.40), we derive the error equations:
(A−1ε1,v)− (r1, div v) = 0,(3.45)
(r1t, w) + (div ε1, w) + (φ(y)− φ(y(Uh)), w) = (B(u− Uh), w),(3.46)





(r2t, w) + (div ε2, w) + (φ




for any v ∈ V , w ∈W .
Theorem 3.4. Let (p, y, q, z, u) and (p(Uh), y(Uh), q(Uh), z(Uh), Uh) be the so-
lutions of (2.5)–(2.11) and (2.41)–(2.46), respectively. There is a constant C > 0,
independent of h, such that
‖ε1‖L2(J;L2(Ω)) + ‖r1‖L∞(J;L2(Ω)) 6 C‖u− Uh‖L2(J;L2(Ω)),(3.49)
‖ε2‖L2(J;L2(Ω)) + ‖r2‖L∞(J;L2(Ω)) 6 C‖u− Uh‖L2(J;L2(Ω)).(3.50)
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P r o o f. Part I. Choosing v = ε1 and w = r1 as the test functions and adding
the two relations of (3.45)–(3.46), we see
(3.51) (A−1ε1, ε1) + (r1t, r1) = (B(u− Uh), r1)− (φ(y)− φ(y(Uh)), r1)
= (B(u− Uh), r1)− (φ̃
′(y)(y − y(Uh)), r1).
Then, using the ε-Cauchy inequality, we find an estimate
(3.52) (A−1ε1, ε1) + (r1t, r1) 6 C(‖r1‖
2
























L2(Ω) + ‖u− Uh‖
2
L2(Ω)).
Integrating (3.53) in time and since r1(0) = 0, by applying Gronwall’s Lemma we









Part II. Similarly, choosing v = ε2 and w = r2 as the test functions and adding
the two relations of (3.47)–(3.48), we obtain









− (φ′(y)z − φ′(y(Uh))z(Uh), r2).
Then, using the ε-Cauchy inequality, we find an estimate






































Integrating (3.57) in time and since r2(T ) = 0, by applying Gronwall’s Lemma we





L∞(J;L2(Ω)) 6 C‖u− Uh‖
2
L2(J;L2(Ω)).
Then (3.50) follows from (3.58) and the previous statements immediately. 
Collecting Theorems 3.1–3.4, we derive the following result.
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Theorem 3.5. Let (p, y, q, z, u) and (Ph, Yh, Qh, Zh, Uh) be the solutions of (2.5)–
(2.11) and (2.34)–(2.40), respectively. In addition, assume that (j′(Uh) +B
∗Z̃h)|τ ∈
Hs(τ) for all τ ∈ Th, (s = 0, 1), and that there is a vh ∈ Kh such that
(3.59) |(j′(Uh) +B








Then there exists a constant C independent of h such that
(3.60) ‖u− Uh‖
2
L2(J;L2(Ω)) + ‖y − Yh‖
2
L∞(J;L2(Ω)) + ‖p− Ph‖
2
L2(J;L2(Ω))
+ ‖z − Zh‖
2






where η1 is defined in Theorem 3.1, η2, . . . , η6 are defined in Theorem 3.2, and
η7, . . . , η11 are defined in Theorems 3.3.
4. Numerical examples
The purpose of this section is to illustrate our theoretical results by introducing
two numerical examples. We use the a posteriori error estimates presented in this
paper as indicators for the adaptive finite element approximation. The optimization
problems were solved numerically by a preconditioned projection algorithm, with
codes developed based on AFEPACK [13]. We consider the following nonlinear




















yt + div p+ y
5 = f + u, p = −∇y, y(x, 0) = 0, x ∈ Ω, y|∂Ω = 0,
−zt + div q + 5y
4z = y − yd, q = −(∇z + p− pd),
z(x, T ) = 0, x ∈ Ω, z|∂Ω = 0.
In our examples, we choose the domain Ω = [0, 1] × [0, 1] and T = 1. Let Ω be
partitioned into Th as described in Section 2. We shall use η1 as the control mesh
refinement indicator, and η2 − η6 and η7 − η11 as the state’s and co-state’s ones. For





where S(u) is a convex functional on U and K = {u ∈ L2(J ;L2(Ω)): u > 0 a.e.
in Ω × J}, by using the projected gradient method, the iterative scheme reads
(n = 0, 1, 2, . . .)
b(un+1/2, v) = b(un, v)− ̺n(S




where b(·, ·) is a symmetric and positive definite bilinear form such that there exist
constants c0 and c1 satisfying
|b(u, v)| 6 c0‖u‖U‖v‖U ∀u, v ∈ U,(4.4)
b(u, u) > c1‖u‖
2
U ,(4.5)




(4.6) b(P bKw − w,P
b
Kw − w) = min
u∈K
b(u− w, u − w).
The bilinear form b(·, ·) provides suitable preconditioning for the projection algo-
rithm. An application of (4.2)–(4.3) to the discretized nonlinear parabolic optimal






















+ (div pin, wh) + (y
i,5
n , wh) + (y
i
n(0)− y0, w(0))





n , div vh) = −(p
i












+ (zi−1n (T ), wh(T )) = (y
i−1














where we have omitted the subscript h, and yin(0) and z
i−1
n (T ) denote the n-step
projected gradient iteration of yi(0) and zi−1(T ). The main computational effort
is to solve the four state and co-state equations, and to compute the projection
P bKu
i
n+1/2. In this paper we use a fast algebraic multigrid solver to solve the state
and co-state equations. Then it is clear that the key to saving computing time is how
to compute P bKu
i
n+1/2 efficiently. If one uses the C
0 finite elements to approximate
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the control, then one has to solve a global variational inequality, via, e.g., the semi-
smooth Newton method. The computational load is not trivial. For the piecewise
constant elements, P bKu
i
n+1/2|τ = max(0, avg(u
i
n+1/2)|τ ), where avg(u
i
n+1/2)|τ is the
average of uin+1/2 over τ .
In solving our discretized optimal control problem, we use the preconditioned
projection gradient method with b(u, v) = (u, v)U and a fixed step size ̺ = 0.8.
We now briefly describe the solution algorithm to be used for solving the numerical
examples in this section:
Algorithm
Step 1 : Solve the discretized optimization problem with the projection gradient
method on the current meshes and calculate the error estimators ̺i;
Step 2 : Adjust the meshes using the estimators and update the solution on new
meshes, as described.
Now, we present below two examples to illustrate the theoretical results of the
optimal control problem.
E x am p l e 1. We set the known functions as follows:
λ =
{
0.5, x1 + x2 > 1.0,
0.0, x1 + x2 6 1.0,







y = sinπx1 sinπx2 sinπt,
z = sinπx1 sinπx2 sinπt,
u = max(u0 − z, 0),
p = −
(
π cosπx1 sinπx2 sinπt





π cosπx1 sinπx2 sinπt
π sinπx1 cosπx2 sinπt
)
,
f = π sinπx1 sinπx2 cosπt+ 2π
2y + y5 − u,
yd = (1− 2π




π cosπx1 sinπx2 sinπt
π sinπx1 cosπx2 sinπt
)
.
In this example, the optimal control u has a strong discontinuity, introduced by u0.
For this problem, we used the uniformly refined mesh to refine the time. Time step
size∆t = 1/80. We have used uniformly refined time meshes to reduce approximation
errors, since the total L2 error in the space variables at each time step is already of
higher order compared with the total approximation L2 error. The control function
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u is discretized by piecewise constant functions, whereas the state (y,p) and the
co-state (z, q) were approximated by the lowest order Raviart-Thomas mixed finite
elements.
Figure 1 shows the surfaces of the approximation solution uh at t = 0.25. In
Table 1, we give numerical error results of u, y and z on uniform and adaptive
meshes with times step 31. It can be found that the adaptive meshes generated
using our error indicators can save substantial computational work, in comparison
with the uniform meshes. For the control variable u, it can be clearly seen from
the adaptive meshes that one may use three times fewer degrees of freedom of u to
produce a given control error reduction. For the state and co-state variables, similar
behavior has been observed. Then it is clear that the adaptive multi-mesh finite





















Figure 1. The profile of the approximation solution uh at t = 0.25.
on uniform mesh on adaptive mesh
u y z u y z
nodes 23488 23488 23488 8097 7536 7536
sides 60128 60128 60128 21773 20438 20438
elements 36680 36680 36680 13717 12682 12682
dofs 23488 23488 23488 8097 7536 7536
Total L2 error 3.8581e-03 4.2735e-03 3.7356e-03 3.6327e-03 4.1134e-03 3.4846e-03
Table 1. Numerical results of u, y and z on uniform and adaptive meshes with time step 31.
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E x am p l e 2. We set the known functions as follows:
λ =
{
0.5, x1 + x2 > 1.0,
0.0, x1 + x2 6 1.0,







u = max(u0 − z, 0),
y = sin 2πx1 sin 2πx2(x1 + x2) sinπt,
z = sin 2πx1 sin 2πx2(x1 + x2) sinπt,
p = −
(
(2π cos 2πx1(x1 + x2) + sin 2πx1) sin 2πx2 sinπt





(2π cos 2πx1(x1 + x2) + sin 2πx1) sin 2πx2 sinπt
(2π cos 2πx2(x1 + x2) + sin 2πx2) sin 2πx1 sinπt
)
,
f = π sin 2πx1 sin 2πx2(x1 + x2) cosπt− 4π sin 2π(x1 + x2) sinπt
+ 8π2 sin 2πx1 sin 2πx2(x1 + x2) + y
5 − u,
yd = (1− 4π
2) sin 2πx1 sin 2πx2(x1 + x2) sinπt− 5y
4z
+ 4π sin 2π(x1 + x2) sinπt+ π sin 2πx1 sin 2πx2(x1 + x2) cosπt,
pd = 3
(
(2π cos 2πx1(x1 + x2) + sin 2πx1) sin 2πx2 sinπt
(2π cos 2πx2(x1 + x2) + sin 2πx2) sin 2πx1 sinπt
)
.
In Figure 2, we show the profile of the approximation solution uh at t = 0.25.
In Table 2, the mesh information is displayed with L2 approximation errors for the
control and the states on the uniform and adaptive meshes with time steps 41. In
the computing, we use η1 as the control mesh refinement indicator, and η2 − η6 and
η7 − η11 as the state’s and co-state’s ones in the adaptive finite element method.
on uniform mesh on adaptive mesh
u y z u y z
nodes 28718 28718 28718 4596 3797 3797
sides 74652 74652 74652 11624 10585 10585
elements 45974 45974 45974 8323 6947 6947
dofs 28718 28718 28718 4596 3797 3797
Total L2 error 1.4623e-04 1.6353e-04 1.4553e-04 1.3210e-04 1.5371e-04 1.3674e-04
Table 2. Numerical results of u, y and z on uniform and adaptive meshes with time step 41.
For the state and co-state variables, it can be clearly seen from the adaptive
meshes that one may use eight times fewer degrees of freedom to produce a given

















Figure 2. The profile of the control solution at t = 0.25.
times fewer degrees of freedom to produce a given control error reduction. The
advantage of using the adaptive mesh refinements has been fully justified.
From both the numerical examples, the numerical results show our theoretical
results and the adaptive finite element approximations are obviously more efficient.
5. Conclusion and future works
In this paper, we derive new a posteriori error estimates in the L∞(J ;L2(Ω))-norm
and L2(J ;L2(Ω))-norm for the mixed finite element solutions of general optimal
control problems governed by nonlinear parabolic equations. The a posteriori error
estimates for the nonlinear parabolic optimal control problems by mixed finite ele-
ment methods seem to be new and are an important step towards developing reliable
adaptive mixed finite element approximation for the optimal control problems.
In our future work, we shall use the mixed finite element methods to deal with non-
linear parabolic integro-differential optimal control problems. Furthermore, we shall
consider a posteriori error estimates and superconvergence of mixed finite element
solutions for nonlinear parabolic integro-differential optimal control problems.
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