University of Kentucky

UKnowledge
Pharmacology and Nutritional Sciences Faculty
Patents

Pharmacology and Nutritional Sciences

1-5-2010

Neural Network Model for Instruments That Store and Retrieve
Sequential Information
Philip W. Landfield
University of Kentucky, philip.landfield@uky.edu

Olivier Thibault
University of Kentucky, othibau@uky.edu

Follow this and additional works at: https://uknowledge.uky.edu/pharmacol_patents
Part of the Medical Pharmacology Commons

Right click to open a feedback form in a new tab to let us know how this document benefits you.
Recommended Citation
Landfield, Philip W. and Thibault, Olivier, "Neural Network Model for Instruments That Store and Retrieve
Sequential Information" (2010). Pharmacology and Nutritional Sciences Faculty Patents. 42.
https://uknowledge.uky.edu/pharmacol_patents/42

This Patent is brought to you for free and open access by the Pharmacology and Nutritional Sciences at
UKnowledge. It has been accepted for inclusion in Pharmacology and Nutritional Sciences Faculty Patents by an
authorized administrator of UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu.

US007643354B2

(12) Ulllted States Patent

(10) Patent N0.:

Land?eld et a].
(54)

(75)

(45) Date of Patent:

NEURAL NETWORK MODEL FOR

5,611,350 A

INSTRUMENTS THAT STORE AND
RETRIEVE SEQUENTIAL INFORMATION

5,644,387 A *
5,963,505 A *

Inventors: Philip W. Land?eld, Lexington, KY
(US); Olivier Thibault, Lexington, KY
(US)

(73) Assignee: University of Kentucky Research
Foundation, Lexlngtons KY (Us)

(*)

Notice:

US 7,643,354 B2
Jan. 5, 2010

3/1997 John
7/1997 Oda et a1. ................ .. 356/5.01
10/1999 Pomet et a1. ......... .. 365/18902

6,046,947 A *

4/2000

6,052,326 A
6,061,593 A
6,066,163 A

4/2000 Kashiwakura et al.
5/2000 Fischell et al.
5/2000 John

Chai et al.

................ .. 365/201

6,109,269 A

8/2000 Rise et a1.

6,354,298 B 1

3/2002 Land?eld er a1,

6,845,436 B1 *

1/2005 Wu .......................... .. 711/167

Subject to any disclaimer, the term of this
patent is extended or adjusted under 35

OTHER PUBLICATIONS

U.S.C. 154(b) by 1603 days.
(21)

Appl. N0.: 09/986,290

(22)

Filed:

Gyorgy Buzsaki et al., “Temporal structure in spatially organized
neuronal ensembles: a role for interneuronal networks”, Current
Biology Ltd., ISSN, pp. 504-510.

NOV. 8, 2001

Dennis Gabor, “Science, Holograph, 1948-1971”, vol. 177, No.
4046, Jul. 28, 1972, pp. 299-313.

(65)

Prior Publication Data
US 2002/0066457 A1

Jun. 6, 2002

Related U_s_ Application Data

(63) Continuation-in-part of application No. 09/628,556,

(C ont,1nued)
_

_

Primary ExamineriAmlr Zarab1an
Assistant ExamineriKretelia Graham

11

74 Allorne , A @112, 0r FirmiMcDermott Wi

iLgs

& Eme

y g

ry

?led on Jul. 28, 2000, noW Pat. No. 6,354,298.

(60)

Provisional application No. 60/146,143, ?led on Jul.

(57)

ABSTRACT

30, 1999, provisional application No. 60/157,859,

25318211136151 6:1 19%;’ 13502138061211 apphcanon NO’
’

(51)

’

e

on

an

’

'

Int Cl
'

A method and design is provided for distributing and storing
sets of temporally ordered information in a systematic and

sequential fashion. This method is based on a model of hoW
'

the brain functions in the distribution and storage of tempo

GHC 7/10

(200601)

Field of Classi?cation Search ............... .. 365/220,
_ _
365/189'05’ 189'02

devices may be used in the testing and development of new
therapeutic drugs, in the detection of toxic agents or impaired

See apphcanon ?le for Complete Search hlstory'
References Cited

performance, or in the development of neW industrial and
consumer devices in Which the orderly storage of sequential
information is important.

(56)

_

Y

.

.

’

.

.

lied to the

(58)

_

d

ordered memories but it can also be a

us. Cl. ........................... ..

_

365/189.05; 365/189.02

rall

(52)

U.S. PATENT DOCUMENTS
5,535,170 A

7/1996 Imamura et a1.

PP.

es1gn of neW b1olog1cal, electromc or opt1cal dev1ces. These

16 Claims, 10 Drawing Sheets

US 7,643,354 B2
Page 2
OTHER PUBLICATIONS
Charles M. Gray et al., “Stimulus-speci?c neuronal oscillations in
orientation columns of cat. visual cortex”, Proc. Natl. Acad. Sci.

USA, vol. 86, Mar. 1989, Neurobiology, pp. 1698-1702.
William B. Kristan, Jr., “He’s got rhythm: single neurons signal
timing on a scale of seconds”, Nature Neuroscience, vol. 1, No. 8,
Dec. 1998, pp. 643-645.

Philip W. Land?eld et al., “Science, Theta Rhythm: A Temporal
Correlate of Memory Storage Processes in the Rat”, American Asso
ciation for the Advancement of Science, Jan. 1972, vol. 175, pp.
87-89.

M. F. Yeckel et al., “Spatial Distribution of Potentiated Synapses in
Hippocampus: Dependence on Cellular Mechanisms and Network

Properties”, The Journal of Neuroscience, Jan. 1, 1998, 18(1), pp.
438-450.

Philip W. Land?eld, “Different Effects of Posttrial Driving or Block
ing of the Theta Rhythm on Avoidance Learning in Rats”, Physiology
& Behavior, vol. 18, pp. 439-445.

Philip W. Land?eld, “Synchronous EEG Rhythms: Their Nature and
Their Possible Functions in Memory, Information Transmission and
Behavior”, Molecular and Functional Neurobiology, 1976, pp. 390

Bruce L. McNaughton, “The Neurophysiology of Reminiscence”,
Neurobiology of Learning and Memory 70, (1998), pp. 252-267.

424.

Michael N. Shadlen et al., “The Variable Discharge of Cortical Neu

Age-Related Memory Dysfunction”, Neurobiology of Aging, vol. 9,

rons: Implications for Connectivity, Computation, and Information

pp. 571-579.

Philip W. Land?eld. “Hippocampal Neurobiological Mechanisms of

Coding”, The Journal of Neuroscience, May 15, 1998, 18(10), pp.
3870-3896.

* cited by examiner

US. Patent

Jan. 5, 2010

Sheet 1 0f 10

US 7,643,354 B2

2 5v
8c::8A5w2m8az

359:3 20:5932

AM3$233S3=8:25.
.5
F

E823

#98 2:5 3

US. Patent

Jan. 5, 2010

Sheet 3 0f 10

US 7,643,354 B2

mGE

US. Patent

8mE2w5$E

Jan. 5, 2010

Sheet 5 0f 10

US 7,643,354 B2

US. Patent

Jan. 5, 2010

Sheet 8 0f 10

US 7,643,354 B2

S0
Om
A

warm
355. 2

mk h
C.

smdul [9112112

US. Patent

Jan. 5, 2010

Sheet 9 0f 10

US 7,643,354 B2

US. Patent

_

Jan. 5, 2010

Sheet 10 0f 10

US 7,643,354 B2

ADC

am

am
m

EMORY

Mam

NEMQRY

m

m

.8959

m

T

1

“

"

PULSE

D

Gama

D

806a

{\

80%

*{Jay

FIG. 10A

9%

9060

w

US 7,643,354 B2
1

2
Many brain models for processing temporal information

NEURAL NETWORK MODEL FOR
INSTRUMENTS THAT STORE AND

have been proposed, but very feW deal With long term
memory storage of that information. Those that do often
propose the storage of sequential information in different
transient oscillatory patterns in regions of the same neurons,
or in different activity patterns in linked cell assemblies.
HoWever, as noted, it is highly dif?cult or not feasible to store
temporally-tagged information in the same neurons. Thus,
there is a need for discovering hoW the brain automatically
stores and retrieves temporally sequential data, as this Would
suggest neW architectures for memory storing devices and

RETRIEVE SEQUENTIAL INFORMATION
CONTINUING DATA

The present application is a continuation-in-part of US.
application Ser. No. 09/628,556, ?led Jul. 28, 2000 now US.
Pat. No. 6,354,298, and claims the bene?t of priority to US.

Provisional application Nos. 60/146,143, ?led Jul. 30, 1999,
60/157,859, ?led Oct. 6, 1999, and 60/187,171, ?led Mar. 2,
2000. The contents of these provisional applications are

Would alloW scientists to study memory processes more accu

incorporated herein by reference in their entirety.

rately for development of drugs and detection of toxicity or

pathology.
BACKGROUND OF THE INVENTION

At present, there are massive efforts underWay at many

pharmaceutical ?rms to develop neW drugs for the improve
1. Field of the Invention
The present invention is based primarily on a neuroholo
graphic model of hoW the brain stores and retrieves memories

ment of memory, aimed at elderly or neurologically impaired
individuals, and perhaps eventually at healthy young adults as

retrieving temporal information, and applications thereof,

Well. One of the major problems of this drug development
Work, hoWever, is that there are feW rapid screening methods
for testing ef?cacy of drugs on memory. The animal models

including electronic, optical, magnetic and neural netWork

used can be controversial and the data are not alWays gener

devices that use the method of distributing temporal informa
tion into spatially ordered arrays including methods for
detecting the e?icacy of drugs, toxic substances or treatments

aliZable to humans; in addition, the present cellular models
being developed (e.g., long-term potentiation) are even more
controversial (see Russo, “The Scientist” Vol 13, March,
1999) and, in any case, do not re?ect processing in complex
memory systems.

and relates to methods deriving therefrom for storing and

20

on human memory and other cognitive processes, and the use

of such detection for drug treatment or development.
2. Background and Brief Description of the Related Art
The invention is based on a neW model of brain mecha

30

sequential memory storage based on phase shifting, intensity
of summation, rates of travel of excitation, and spatial distri
bution of neural excitation, either in in vitro organotypic brain

nisms in temporal memory storage and retrieval that derives
from principles of brain anatomy and studies of brain elec
trophysiology. This neW model folloWs loosely from a prior

model the present inventor published of neuroholographic
memory functions in the brain (Land?eld, 1976). HoWever,
the prior model did not address storage of sequential infor

35

slices, animals examined With standard electrode or optical
receptor arrays, other animal preparations or in humans.

Therefore the model and its predictions could potentially
generate extremely sensitive and accurate screening proce
dures for development of drugs that in?uence memory and
perhaps other cognitive processes. Moreover, the method

mation sets. Therefore, the elements of the updated model
that deal With distribution and storage of temporal informa
tion represent a neW concept that is not inherent in the prior

model. The original model (Land?eld, 1976) proposed that

The model proposed here is believed to be at least accurate,
such that it can generate reality-based methods for assessing

40

could be used by defense, medical, environmental agencies,

memory traces are formed in a neuron in Which excitation

or companies to detect or evaluate neurotoxic agents that

generated by a non-information containing synchronous

impair memory.

EEG Wave occurs at approximately the same time as excita

tion from information-containing impulses arriving over
other inputs. The summation of excitation from the tWo inputs

Many electronic memory systems (computers) rely on ran
dom access memories, in Which information sets are stored in
45

is suf?cient to activate the receiving neuron to ?re impulses,
Which then leave lasting traces (memory) in that neuron as

random access memory semiconductor devices, spatial
encoding about the memory bank used and its location on the

Well as activates the next neurons in the chain. Because the
model relies on summation betWeen tWo brain Waves, and

projection of modi?ed electrical Waves, this process Was

memory device (roW and column), is kept in reference With
50

noted to be partly analogous to the interference pattem-holo

graphic process of optics (Land?eld, 1976).
Although, the nature of neural information is of course

substantially different from the phase information carried in
object-re?ected light beams of holograms, it Was recogniZed
that certain common principles might apply to many forms of

55

the information stored for later retrieval. This is typically
accomplished by roW and column decoders. On the other
hand, knoWn sequential memories systems generally utiliZe a
“First-in-First-out” architecture based on serial transfer data,
and are termed “sequential access memory.” HoWever, these
designs are not optimal for long-term storage because data
bits are not located in knoWn addresses for extended periods.
Thus, construction of neW devices that could automatically
learn, store and retrieve sequential information in a tempo

information, storage and retrieval based on summation of tWo
inputs. In the neW model it Was also recogniZed that each
projected Wave carried a time slice of information, folloWed

by successive Waves (time slices) at periodic intervals. This

available sites and lose sequential information (other than
date codes that must be interpreted by the user). HoWever, in

rally ordered fashion Without using complex addressing sys
60

tems, therefore, might have vast utility at Which We can only

begin to guess. This temporal learning capacity might, for

creates a storage problem for the brain because storage of
multiple Waves in the same neurons could result in confound

example, vastly improve computer graphics, reprogramming

ing and disorganiZation of information. HoWever, the modi

of devices based on experience of operation, architectural or

industrial design, and self-organiZing of learning and self

?ed Waves that transport the encoded “time-slices” of infor
mation travel over the same ?bers and are presented to the

same receptive neurons, making its dif?cult to target succes
sive information slices to different neuron storage sites.

65

correcting instrument errors; numerous entertainment uses

(computer games, holographic graphics, etc.) could also be
envisioned.

US 7,643,354 B2
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In addition, there are intensive major efforts by defense and
various research and industrial establishments to develop

purposes of the invention, any mechanism that incrementally
shifted a “process of enablement” along a spatial axis, direc
tion or matrix corresponding to temporal sequence Would be

devices that can learn based on neural netWork principles.

equivalent.

Clearly, the incorporation of a process for automatically
learning and storing temporally ordered information in a
readily retrievable sequential format might be a major advan
tage for these efforts.

distributes traveling informational “time slices” (Waves) for
storage in different, spatially-distinct neuronal arrays. The

Similarly, Whereas the mechanism of “enablement” of neu
ral arrays in the brain model is summation of excitation in
neurons, any other mechanism that selectively and simulta
neously brought an array of storage elements to a responsive
(enabled) state, and did so in spatially distinct arrays in a
temporally incremental manner such that different arrays
responded to different information sets sequentially, Would
be equivalent for purposes of the invention.
In the nervous system, equivalent enabling processes to the

present invention stems from the realization that While it is
highly dif?cult or not feasible to store temporally-tagged

include rebounds from inhibition, biochemical changes at

SUMMARY OF THE INVENTION

The neW model of this invention deals With hoW the brain

EEG rhythm mechanism proposed could, for example

information in the same neurons, different time-linked infor
mation sets are more e?iciently stored in separate spatially
distinct arrays of neurons. The neW model also incorporates
the anatomical structure of a brain region Which is knoWn to

be critical for memory (i.e., the hippocampus) to develop the
architecture of a temporal memory system. This anatomy is

synapses, or recurrent collateral excitation, among others. In

instrument devices built on these principles, equivalent pro
cesses could include electrical biases on element inputs, tar

geting by holographic reference beams, photonic activation,
20

such that information-bearing Waves or activity travel out

Ward from cells of origin along sheets of parallel ?bers, each
of Which ?ber synapses on (connects to) many dozens to
hundreds of neurons sequentially (through synapses of pas

25

sage). Because of the high speed of neuronal activity travel
along axon ?bers, all of the receptive neurons receive the
same information almost simultaneously. Therefore, in order
to store one time point of information on one parallel ?ber in
one neuron and not others, only one neuron can be enabled for 30

storage at a point in time. HoWever, to store the same point in
time for all the ?bers, an array of neurons must be simulta

neously enabled to receive information from multiple ?bers.
In the folloWing pages, an “array” is de?ned as all memory

units or pixels that are sequentially-connected (horizontally
connected) or simultaneously enabled to receive multiple bits
of information. In most embodiments, the units, registers,
neurons orpixels of an array Will be proximal spatially to each
other.
In this invention of a system for temporal storage, the
distribution in separate neuron arrays of temporally sequen
tial information sets is accomplished by the timed, incremen
tal shifting of a “reference beam of synchronized excitation,”
or any other means of incrementally shifting enablement,
along the long axis of the parallel ?bers, and or in any spatial

35

40

such that multiple spatially distinct arrays of response/ storage
elements become responsive in an orderly sequence that cor
responds to temporal sequence of information sets. With this
process, selected arrays become sequentially enabled in time
and space to respond to or store selected slices of temporally
ongoing information sets that pass by the arrays over time. In
most embodiments all arrays Will “see” the same information,

but only one array Will be enabled to receive any time point of
the information. Also, in most embodiments, the information
Will be conveyed over parallel lines sequentially-connected
(electrical or optical) that are functionally perpendicular to
the temporally-linked arrays such that one temporally-linked
array Will be exposed to most parallel input lines at any point
in time. Whereas, at a subsequent point in time, the same array
Will again be exposed to all input lines, but Will not be recep
tive. At this second point in time, hoWever, another array Will
be. Thus, this mechanism alloWs the sequential “capture” of
different “time slices” of information from a temporally con

45

direction(s) corresponding to temporal sequence. This shift
alloWs the next array of neurons to be enabled just as the next

set of temporal information arrives, thereby making it recep
tive to store that information input. A further shift of a “ref
erence beam of excitation,” or other enabling mechanism,

modulation of circuit sWitches, or mechanical sWitching,
among many other possibilities.
These examples Would be equivalent because the essential
factor of the invention, Whether biological, optical or elec
tronic, is a timed, incrementally shifting state of response

tinuous ?oW along parallel lines and distributes them in spa
tially distinct arrays of elements, With each temporally-linked
spatial array becoming enabled and then unenabled in tem
poral sequence. In addition, any recall system that involved
the sequential re-activation of these arrays, With the goal of
retrieving the ordered information in temporal sequence,
Would be a subset of this invention.

50

In addition, memories in the brain undergo multiple steps

along the spatial axis of temporal sequence enables still
another array along the parallel ?bers, such that the next

of processing, including indexing, distillation, symbolic

information set is stored in only that next receptive array of

These different levels or steps of processing can occur

associations and incorporation into other sets of associations.

neurons, and so on.

The timed, incremental shift of the “reference beam of

55

excitation” along the direction of information travel (parallel
?bers), or any direction corresponding to temporal

ments that are enabled in sequence, in a manner synchronized
With the transformation or the arrival of the next level of

sequences, can theoretically occur at any rate Which is com

patible With the rates of information transmission and storage

appropriate for that system. In the brain model, hoWever, the
shift is synchronized in time such that the next sequential

60

array is enabled (excited) by the reference Wave just as the
next information-containing rhythmic EEG Wave (“informa
tion beam”) arrives over the parallel ?bers at the same array.

In the brain model, the spatial shift in “reference excita

sequentially in different arrays of memory units. Therefore,
another variation of this invention includes any system of
spatially adjacent or spatially ordered arrays of memory ele
processing of an information series. This memory storage
system therefore functions not only to store in adjacent arrays
the different information traces of similar levels of organiza
tion that occur sequentially in time, but in addition, functions
to store in adjacent arrays the different levels of organization
and processing of the same information trace as these levels

65

develop sequentially, not necessarily in temporal sequence.

tion” is accomplished by sequential delays in the activation of

For example, an information trace is stored in the ?rst

the interneurons that generate the EEG Wave. HoWever, for

spatial array and, in addition to being stored, undergoes an

US 7,643,354 B2
5

6

important transformation, distillation, or other form of pro
cessing, and subsequently emerges in its neW form from the
initial array. This second processed form of the original infor

Any pre-Wired or pre-programmed intra-array connective
system for enabling and/or activating adjacent, or function
ally adjacent, spatial arrays of memory units in an orderly
sequence for either storing or retrieving temporally sequen
tial information sets such that meaningful sequential infor
mation is retained is encompassed by this invention.

mation series is then stored in the second array of memory

units (neurons or other elements). Furthermore, the second
level of trace organization is subjected to additional process
ing and transformation, to a third level of organization, and so

These and other objects of the invention Will be more fully

on. Each neW level of organization is stored in a neW spatial

understood from the folloWing description of the invention,

array of memory units Which Was either localized adjacently
or otherWise ordered along connecting elements that ensured

the referenced draWings attached hereto and the claims

appended hereto.

its orderly sequential enablement for storage and later, its
BRIEF DESCRIPTION OF THE DRAWINGS

orderly activation for recall of that neW stage of information

processing.
FIG. 1 depicts a hypothetical model of the manner in Which

In one aspect, the invention comprises storage and recall
systems that convert temporally sequential information into a

the hippocampal rhythm might function in memory storage

predetermined spatial organization, based on “hard-Wired”

analogously to the Way a laser beam (coherent Wave) func

connections and/ or programmed properties of the units and
intra-array connections. This temporal information can
involve sequential but different information patterns of the
same level of organization (time slices) or it can involve

tions in making a hologram (see text). (From Land?eld,
l 976).

sequential phases of processing/transformation and different

FIGS. 2A and 2B shoW tWo levels of electrophysiology
memory correlations.
FIGS. 3A and 3B shoW tWo levels of electrophysiological

levels of organization of the same original set of information.

patterns in the rat, corresponding to the correlates of learning

20

and memory shoWn in FIGS. 2A and 2B.

One embodiment of the present invention relates to a

ingly, the same temporally sequential information is applied

FIG. 4 depicts an updated version of the interference pat
tern/holographic model of memory trace formation that
includes a neW model of a system for storing temporally

to most or all of the arrays of ?xed memory storage units

distinct information Waves.

near-simultaneously; but each array of the ?xed memory
storage units is successively activated in sequence such that it
stores only one time slice of the continuously varying tem

imaging methods can be used to measure and assess sequen

method and memory device for storing temporally sequential
information in arrays of ?xed memory storage units. Accord

25

FIG. 5 depict a brain slice preparation in Which optical
30

porally sequential information.

tial memory processing.
FIG. 6 is a schematic illustration of hoW a “rake” of mul

An aspect of the method of the invention also includes

tiple electrodes could be oriented along the transverse axis of

recall of the different levels or phases of processing in an
35

the hippocampus, to monitor sequential activity traveling
transversely along the Schaffer collateral ?bers.
FIGS. 7A, 7B, and 7C are schematic diagrams illustrating

40

the kinds of recordings that are obtained in the examples from
the 5 electrodes shoWn in FIG. 6, during a series of ?ve
repetitive stimulation pulses from one of the stimulation elec
trodes.
FIG. 8 depicts an embodiment of the present invention for

orderly sequential pattern of spatial activation (including for
Ward or reverse activation), just as is recall of the temporal

information (time slices) of similar levels of organization by

orderly spatial activation.
In another aspect of the invention, the conversion of tem

porally sequential information patterns to a predetermined
spatial organization of adjacent or otherWise spatially orga
nized arrays of memory units that ensures the faithful sequen

storing temporally sequential information from parallel input

tial activation of the arrays, has been illustrated primarily With

lines, as implemented With semiconductor circuits.
FIG. 9 illustrates an embodiment of the present invention

an example in Which a beam of excitation or electrical bias, or

other form of enablement, travels in the same direction of
information or processing, sequentially enabling one spa

as implemented With holography.
45

FIG. 10 depicts an alternative embodiment of the present

tially ordered array after another. HoWever, any spatial direc

invention for storing sequential information using semicon

tion that has a ?xed correspondence to temporal sequence is
an embodiment of the invention. In addition, neuronal arrays
are usually interconnected With one another, and another
form of the invention is if the activation of the ?rst array of
units Was su?icient to activate the second (next) in sequence
at the proper time to store the second information trace (time
slice) or second level of processing, and then the activation of

ductor circuits, in Which sequential enablement of different
memory arrays is controlled by a chain of delay elements.

the second array units Was suf?cient to enable the 3rd array to
store the 3rd (next) information set, and so on. In this varia

tion, no extraneous incremental, synchronizing mechanism
of enablement is necessary, because the sequential enable
ment Would be governed by the pre-Wired connections
betWeen the different arrays. In this variation, storage and/or
processing of information in the ?rst array Would automati

50

In holography, a highly coherent laser beam is usually split,
and divided into tWo beams, one of Which is re?ected off of an

object of interest (“object beam”) and one of Which does not
55

cessed set of information to the next spatial array in appro

priate sequence.

contain any information about the object (“reference” beam)
but is projected to overlap and interact (interfere) With the
re?ected object beam to form the hologram. The re?ected
object beam contains the information on the phase relation
ships among the beams that make up the object beam and are

60

cally enable the next (second) array in preparation for storing/
processing the second (next) set or phase of information. The
output connections of the ?rst array Would automatically
ensure enablement of the second array in the appropriate time
frame and pattern or Would automatically transfer the pro

DETAILED DESCRIPTION OF THE INVENTION

re?ected from different regions of the object (Gabor, 1972).
Thereafter, the hologram can be recreated by directing only
the reference beam at the plate, because transmission of light
at the Wave maxima of the reference beam also recreates the

65

object beam.
In the initial model (FIG. 1), the excitatory peaks of EEG
theta Waves Were vieWed as similar to the maxima of the
coherent Waves in holography. The theta Wave maxima Were

US 7,643,354 B2
8

7
proposed to interact (interfere) in speci?c granule cells With
irregular, non- synchronized activity arriving over inputs from

In terms of implications for a model of memory, not only

Would the theta rhythm provide a coherent frequency of pro

cessing that favors the periodic formation of large-scale,
organiZed interference patterns, but the underlying facilita

entorhinal cortex that encoded sensory or other information.

In this Way the activity encoding the information patterns in a
large set of entorhinal input lines Would be phase-locked to
rhythmically out of the dentate gyrus, analogously to the

tion mechanism at theta frequencies ensures signal intensi?
cation in the activated neurons and, therefore, more intense
summation as Well as greater throughput and polysynaptic

“re?ected object beam.” The rhythmic, information-contain

impact (e. g., Yeckel and Berger, 1998)

ing “object beam” Waves Would then interact (interfere) at
subsequent relay neurons With other (non-information con
taining) theta Waves arriving over different inputs (“reference
beam”). Summation and increased excitation (e.g., “interfer

Memory Storage

5

coherent temporally-spaced Wavefronts being projected

Extension of the Neuroholographic Model to Temporal

The Problem of Encoding and Storage of Sequential Infor
mation. The problem of hoW time and sequence are encoded
in the brain of course involves many highly complex issues

ence patterns”) Would occur only in those relay neurons in

Which the excitatory maxima of both rhythmic Waves (object

that have been addressed in several models (e.g., Gray and

and reference beams) Were in phase, and those neurons acti

Singer, 1989; Churchland and SejnoWski, 1992; BuZsaki and

vated by summation patterns Would form the “neuroholo

Chrobak, 1995; Kristan, 1998; McNaughton, 1998; Shadlen

gram”.

and NeWsome, 1998). HoWever, the related problem of hoW
sequential information is saved in long-term storage may be

To account for retrieval in the model, non-information

containing coherent Waves (e.g., the reference beam) could
again preferentially ?nd the previously formed traces and
recreate (retrieve) the memory trace (Land?eld, 1976).

20

information patterns represents a formidable problem With

Organization of Memory-Related Electro-Physiological Sys

Which the CNS must cope.

terns

As noted above, there is evidence that the EEG-theta

rhythms correlates With and perhaps directly contributes to

25

memory consolidation (FIG. 2A). Further, other rhythmic
patterns are related to memory. “Frequency Facilitation”, the

stimulation, generally at 5-15 HZ] has been correlated With

the transverse direction to activate the next sequentially con
30

FIG. 2A illustrates a relationship in individual subjects
betWeen amount of post-learning trial EEG theta activity and
degree of subsequent retention of a 1-trial learning task 2 days

after training. Elevated latency re?ects good retention. FS:

nected array. Thus, sequential Wavefronts Would be stored in
adjacent arrays because an incremental shift of the peak of

theta along the temporal (transverse) axis Would be tempo
rally synchroniZed such that it Would enable only the next
adjacent spatial array to be activated by the next succeeding
35

Footshock training; ECS: Electroconvulsive shock after

training. (From Land?eld, et al., 1972). ECS-treated animals

Wavefront arriving over the Schaffer collaterals from the den
tate. These operations are outlined beloW and in FIG. 4.

As seen in FIG. 4, highly unsynchroniZed information
containing activity continuously arrives from entorhinal cor

shoW reduced theta and reduced subsequent recall of the FS

training.
FIG. 2B illustrates exemplary correlation data for indi
vidual aged and young animals for Which both behavioral

In the model, the distribution of sequential time-tagged
patterns occurs sequentially into spatially ordered and rela
tively adjacent arrays, and is accomplished by a combination
of induced silent periods in a recently excited array and by an

incrementally shifting peak phase of the theta rhythm along

groWth of synaptic potentials during repetitive synaptic
learning in aged animals.

even more complex. The prevention of overlap and confound

ing among continuously arriving, differentially time-tagged

tex via numerous input ?bers. At the dentate gyrus (DG), this
40

information activity pattern (the “object” in the optics anal
ogy) is temporally sampled by summation With the theta

(avoidance learning) and neurophysiological frequency

rhythm in the dentate gyrus (DG) and converted into coherent

facilitation data Were available (Spearman rank correlation;
rS:+0.85). Good performance on the active avoidance (loWest

Waves (theta) projected from the DG to CA3 at the theta

numbers) is re?ected by loW latencies. Aged animals that

frequency (re?ected object beam). Theta bursts T1, T2, T3
45

Were able to learn to avoid in this task exhibited stronger
facilitation, Which Was more similar to that in young rats

that Will arrive at the DG granule cells in corresponding time
WindoWs (e.g., T1 With E1, T2 With E2, etc.). W1, W2 and W3
represent the encoded theta frequency Wavefronts that Will

(From Land?eld, 1988).
FIG. 3A depicts hippocampally-generated theta rhythms
driven by 7.7 HZ electrical stimulation of the medial sepum
(slight curvature re?ects EEG pen movements). Note the
highly rhythmic and coherent theta Waves activated by 7.7 HZ

50

(summation) interactions in DG betWeen the simultaneous
The patterned shading of DG and CA3 neurons re?ects the

FIG. 3B illustrates a frequency facilitation in a hippocam

activity pattern generated by only the ?rst encoded Wavefront
55

lation (of the parallel Schaffer collaterals). Note large fre
quency facilitation of the EPSP above the ?rst baseline EPSP,
and the bursts of multiple action potentials (spikes) on the

(W1). Note that each emerging Wavefront Will exhibit varied
patterns of activity across the multiple DG output parallel
?bers, Which Will be proportional to the relative activities of
the entorhinal input ?bers at the time of sampling and sum
mation/interference in appropriate DG neurons. The emerg

EPSP peaks. Facilitation of the EPSP occurs in the same

stimulation frequency range as theta rhythms. Calibration bar

ing Wavefronts only transmit quantitative information about
the levels of relative activity sampled during the brief (e.g.,

applies to A and B (150 msec).
The apparent similarities of correlation across different

levels of electrophysiological organiZation indicated that
these multi-level electrophysiological processes are hierar

chically linked in an integrated system that functions in signal
intensi?cation and deposition and is both critical to learning/
memory and highly vulnerable to aging.

emerge from the DG as a consequence of the interference

inputs (i.e., W1 resulting from T1 and E1 interactions, etc.).

(from Land?eld, 1977).
pal slice CA1 pyramidal neuron during 7 HZ synaptic stimu

moving to the DG, and the entorhinal ?ber activity episodes
E1, E2, E3 (shaded), represent neural activities of tWo inputs

65

25-50 ms) time WindoWs at the excitatory phases of each theta
Wave. In CA1, a possible mechanism for storing temporally
ordered information in spatially distinct and sequential arrays
is shoWn. As each information-containing Wavefront (object

beam) arrives in CA1 it Will activate (and be encoded in) only
the limited neural array that is simultaneously activated by the

US 7,643,354 B2
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peak of the excitatory phase of the CA1 theta rhythm (refer
ence beam). The schematic diagram illustrates the ?rst Wave

greater neural activity should be generated at one (or one
subset) of the array of electrodes, in comparison to the other

front (W1) activating and being encoded in the ?rst neural
array (A1) in Which the CA1 theta excitatory phase is simul

electrodes, by the ?rst stimulus pulse or pulses. Subsequent
pulses, hoWever, should generate greater neural activity at a

taneously maximal When W1 arrives. Subsequent arrays are
not available for W1 because they have not yet reached the

different subset of electrodes, in an orderly manner. And

pulses after that should generate the greatest activity at still
another subset of electrodes. The pattern of shifting foci of

peak of theta activation (due possibly to synaptic delays in
chains of intemeurons). HoWever, as W2 arrives in CA1, the

activity With subsequent bursts, is consistent and measurable,

neurons in A1 are no longer available for excitation because

rons by A1 pyramidal neurons ensures that the peak of theta in
A2 coincides With the arrival ofA2. Thus, W2 can activate A2
neurons and be encoded inA2. A similar set of conditions and

and therefore, a researcher Would readily be able to determine
Whether any experimental intervention, condition or disease
impaired or enhanced the sequence rate, amplitude or distri
bution of the activity patterns as they reached each of the
various electrodes.
FIG. 5 shoWs an example of optical imaging of a ?uores

additional peak phase shift induces the information patterns

cent calcium dye in a slice preparation, during repetitive

they are inhibited by the prior activation. Further, resetting of
the theta frequency in A2 by activation of A2 inhibitory neu

of W3 to most strongly activate neurons of A3. Longitudi

stimulation of input ?bers (e.g., Schaffer Collaterals) through

nally projecting inhibitory intemeurons maintain synchrony

a stimulator(s) connected to a pulse generator. With each

of theta in each array, but are slightly out of phase With other

sequential pulse (Pl-P4) a spatially distinct portion of the

inhibitory intemeurons controlling more lateral arrays along

brain slice (NI-N4) shoWs enhanced calcium ?uorescence

the transverse axis. Note that the information dimension of

the Wavefront, Which encodes relative activity, is envisioned
to extend longitudinally in the hippocampus, Whereas the
time dimension (direction of Wave travel) is proposed to
extend in the transverse plane (along the trisynaptic circuit).
Therefore, different time-slice Wavefronts Will be stored in
different sequential arrays along the transverse plane. An
array might vary in Width along this plane from a feW to

20

example, (FIG. 6) a researcher studies an animal that has a
25

30

The above schema is simpli?ed for purposes of explanation

and is non-exclusive. Other possible circuitry mechanisms
could of course be conceived for ensuring that adjacent arrays
are sequentially enabled simultaneously With the arrival of
the next sequential information Wavefront. HoWever, the
essential element of the model is the sequential enablement of

35

electrodes. FIG. 6B shoWs a transverse hippocampal brain
slice dissected from the hippocampus of a rat maintained in an

right). A stimulating electrode (not shoWn) can then be loW

Physiological Methods for Testing Effects ofAgents on Tem
40

Based on the basic principles of the invention described
herein, one schooled in the art could readily conceive of tests
in animals, animal tissues or humans that Would alloW use of
the invention to test neW compounds, physiological condi
tions or interventions of any kind for an effect on temporal

brain, With the hippocampus outlined beneath the brain sur
face. A rake of 5 recording electrodes is shoWn implanted in
the hippocampus. On either side, stimulating electrodes are
also implanted, Which are able to stimulate input ?bers to the
hippocampal neurons that are recorded by the rake recording

oxygenated chamber. A multi-electrode rake With 5 elec
trodes is oriented along the transverse axis (e. g., from left to

succeeding arrays in an orderly spatial pattern.

poral Memory

“rake” array of 5 microelectrodes implanted in the hippoc
ampus, With the rake oriented longitudinally along the hip
pocampal transverse axis. Each electrode is connected to an
isolated Wire that goes to a connector unit cemented to the
animal’s skull (FIG. 6A), as shoWn on the top vieW of the rat

doZens or hundreds of neurons. Along the longitudinal extent,
hoWever, many thousands or more of neurons could partici
pate in a Wavefront array.

indicating great neural activity. The consistency of the foci
shift on repeated applications of 4 pulses re?ects the ?delity
and strength of sequential memory storage. In another

ered onto ?ber bands originating from the entorhinal cortex
(left) or the dentate gyrus (loWer right) to stimulate ?bers

projecting to the CA1 region neurons being recorded from by
the multi-electrode rake. These assemblies are Well knoWn in

neuroscience research. The researcher then induces repetitive

bursts of activity (e.g., of 4-1 5 HZ) in the animal’s hippocam
45

pus, either With a stimulating electrode located on ?bers of a

memory processes. For example, the neuroholographic

hippocampal input pathWay, or by arousing the animal and

model proposes that different arrays of neurons in the hip
pocampus Will be activated in sequence by sequential Waves
or bursts of neural activity, and that such sequential activation

researcher then records and stores in a computer the activity

corresponds to the conversion of temporally sequential infor
mation into anatomically distributed information for subse

thereby inducing spontaneous rhythmic activity. The
50

pattern at all ?ve electrodes during the ?rst burst, the second
burst, the third burst, and so on (FIG. 7). The researcher then

quanti?es the pro?le of activity at all ?ve electrodes during
each sequential burst, and notes Where the peak activity Was

quent orderly recall.
Therefore, an experienced researcher can use knoWn mag

on each burst, hoW intense and large the amplitude of the

netic or optical imaging or electrophysiology recording meth

activity pattern Was, hoW rapidly it traveled and/or decayed

ods to evaluate the spatial distribution of neural activity in an

55

betWeen the different electrodes, and Whether it re?ected an

intact brain or brain slice preparation during repetitive
sequential stimulation pulses of input ?bers. Using an array of
multiple electrodes arranged, for example, as the teeth of a

orderly sequential pattern during multiple tests (along With
other measures).

rake, a 2-dimensional square matrix, or in some related

animal that may improve memory and runs the same experi
ment again. NoW the researcher observes that the sequence of

arrangement, suited to monitor the transmission of neural

The researcher then gives an experimental drug to the
60

activity through the knoWn anatomy of a speci?c brain struc
ture, the researcher could record the neural activity simulta
neously at all the electrodes, store these data, and then assess
the sequence and pattern of activity at each electrode. The

neuroholographic model predicts that during repetitive acti
vation of the underlying neurons (Whether by spontaneously

generated activity or experimentally-induced activation),

activity is similar, but there is a larger burst of activity at each
electrode in sequence, and there is less extraneous activity

(i.e., greater contrast betWeen electrodes).
Then, the researcher Waits for the animal to recover and
65

gives it a dose of pesticide that is thought to have toxic neural
effects. The researcher performs the same experiment and
observes that noW, the peak activity at each electrode is dimin
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ished, the activity peak at one or one set of electrodes occurs
in a different sequence than it did before, and there is not as

tests based on the principles of this system that used sequen
tial patterns at a single electrode or anatomical site could also

large a difference betWeen the electrodes during each burst as
there Was before the pesticide Was given. Moreover, on

readily be envisioned from the invention.

Behavioral Testing for Temporal Memory

repeated tests of ?ve pulses each, the sequence is less consis

Electrophysiological or other forms of physiological moni
toring can be used effectively to screen large numbers of
compounds. HoWever, another preferred use of the invention
Would be to more accurately and ef?ciently test animals or
humans in behavioral tests of memory, using tasks that

tent than under control conditions. FIG. 7A shoWs the normal

patterns of neuron activity (action potential spikes) that
Would be recorded at each electrode on pulse 1 and on the

subsequent 4 pulses. The peak activity focus shifts along the
hippocampal transverse axis With each succeeding pulse.

require the ability to remember and recogniZe a temporal
sequence of events, for example, a string of sound patterns

FIG. 7B depicts a stronger pattern seen during treatment With
a drug that improves temporal memory. FIG. 7C depicts a

(neW syllables) or a series of visual patterns. The ability to
recall a rapid sequence accurately Would selectively test the
same system of temporal sequential memory as the physi
ological tests noted above. Therefore, such behavioral tests
could be used in conjunction With the physiological tests or
alone, to probe effects of treatments on complex, sequential

Weaker, more disorganiZed, and sequentially disrupted pat
tern seen during exposure to a toxic agent that impairs
memory.

The researcher concludes that the ?rst drug should improve
temporal memory in animals because it enhanced the normal

properties of the shifting activity focus system, e.g., by
enhancing the intensity of bursts and the distinction betWeen
different electrodes, or increasing the rate of activity travel
through the electrode array and enhancing sequence consis
tency. The researcher therefore proceeds to test the drug in

memory capacity.
20

animal behavioral tests to determine Whether it enhances

learning and memory in animal models, With the goal of
eventually developing a neW drug for bene?cial use in
humans.
On the other hand, the researcher also concludes that the

pesticide may have pathological actions on human temporal
memory and cognition because it disrupts the normally
orderly sequential patterns, adds inconsistency, reduces the

25

tone sequences, or affects its ability to learn neW tone

sequences. The same training and testing principles is also
30

distinction betWeen activity bursts at various electrodes and/
is recommended for an extensive series of behavioral tests to

applied to a series of visual stimuli (light patterns) or motor
behavior sequences (learning a complex series of turns or
lever presses in a short period).
Based on the principles of the model, a novel method is

proposed herein for storing temporally sequential informa

identify its toxic consequences.
35

rapid screening of compounds or other treatments Without
cumbersome and prolonged behavioral testing. It also has

tion in an array of ?xed memory storage units (neurons), such
that different sets of sequential information can be stored in

separate sub-arrays of storage units in a spatially organiZed
“chain-link” manner. The information could later be recre

utility over other recording methods because it relies on pre

ated in the same temporal sequence simply by activating the

dictable sequential patterns at multiple electrodes, and is
therefore able to detect very subtle differences. The differ
ence betWeen this and other recording tests that use multiple

neW sequence of tones. Then, the researcher administers a

compound to the rat and tests Whether the compound facili
tates or impairs the rat’s recognition of the previously-leamed

or reduces the intensity of each burst. Therefore, the pesticide
The invention is therefore very useful because it alloWs for

In one example, a researcher trains a rat to press a lever for

food only after the rat hears a speci?c series of 5 tones Within
a l-second period. The researcher then introduces a sequence
in Which several of the 5 tones are at different frequencies.
The rat is trained to press the lever only if it hears the precise

40

different spatial locations (sub-arrays) in the same or similar
sequence in Which the information Was initially stored. A

electrodes, is that here the relationship betWeen activity at

prime example of this method Would be storage of the ?rst

each electrode shifts in a consistent fashion With each subse

temporal set of information in the ?rst sub -array of neurons or

quent pulse or set of pulses dependent on anatomical organi
Zation and synchronization/timing mechanisms. Therefore,

45

or adjacent sub-array of neurons/ storage units, folloWed by

the neW method of this invention tests a speci?c cognitive
function and capacities that are critical to human memory: the

ability to store temporal patterns that vary over the period of
a feW seconds (e.g., the multiple syllables of a long Word,
recall of the sequential visual pattern associated With a rapid

storage of the third set of information in the next sub-array
after the second sub-array, and so on. The temporal series
could then be recreated or recalled in sequence at a later time
50

active event, such as a sports play, an accident, or the direction

in Which a vehicle turned). Thus, the described testing system
based on the invention Would be uniquely specialiZed to test
brain functions that are essential to discrete, complex,

sequential memories, as opposed to simpler, more ingrained
functions (e.g., recall of one’s name). It is knoWn that com
plex, speci?c-event memories are those most vulnerable to
memory impairment from AlZheimer’s disease, many forms
of brain damage, aging, etc. Therefore, being able to screen
speci?cally for actions of drugs or other treatments on those
types of memories Would be of substantial importance in
developing neW therapies or detecting toxic agents.

55

by activating the multiple storage arrays in the same prede
termined sequence in Which they originally received the sets
of information for storage (i.e., ?rst sub-array, second sub
array, third sub-array, etc.).
There
memory
function
method,

are three main differences betWeen this temporal

system and prior neural netWork models of brain
or arti?cial storage systems: 1) In this present
unlike in conventional FIFO serial sequential

memory systems, information is divided by temporal
sequence into “time slices” or Waves of information Which are
60

Although rapid sequences (e.g., seconds) and multiple
electrode test systems are preferred examples, longer and
sloWer sequences (minutes to hours) may re?ect the “string

storage units along an information pathWay and the subse
quent storage of the next sequential information set in the next

each stored in a distinct and separate array (de?ned as a set of
memory units that are enabled simultaneously), Within a
sequence of arrays, in an ordered fashion. The order of stor

age in arrays is regulated by the system’s connections and the
direction of information How in the system; 2) Arrays (but not
65

each individual unit in an array) are exposed to all informa

ing” together of multiple smaller sequences using similar

tion, generally presented over parallel lines, but speci?c

principles, and Would be a variation of the invention. Also,

arrays become available in sequence for storing each sequen
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tial information set based on a spatially moving process of

the frequency of Which varies according to required process
ing rate. When EA receives a positive pulse, the memory

“enablement” that makes distinct arrays available or acces

sible sequentially, such that each information-time slice can
be stored only in the restricted array that is enabled in
sequence; and 3) Interconnections among or spatial location

devices R1A-R4A in array A are simultaneously enabled to
store information available on the respective input lines In-1

recalled in the same sequence at a later date, by simply acti
vating the initial array or a feW initial arrays, because the

In-4 at T1, the ?rst point in time. As the subsequent pulse to
EB enables R1B-R4B, the input information available at T2,
the subsequent point in time, is stored in array B. Information
available at T3, a third sequential time point is stored in array

interconnections among sub-arrays Will then automatically

3 memory devices When a pulse is then delivered to EC.

activate the later arrays in the original direction of informa

Retrieval of the information in the original sequence T1, T2
and T3 from R1-R4 in arrays A, B and C is subsequently

of the arrays ensure that the information sequence can be

tion travel (sequence).

accomplished by commanding the CLK element to send

Because the systematic shifting Will occur in a repeatable
and predictable manner based on internal circuitry and prop

erties of the elements, sequential information patterns Will be
laid doWn in automatically retrievable spatial patterns, With
reduced need for independent encoding of temporal informa
tion. Thus, a temporal sequence could be recalled (retrieved)
in proper order simply by again activating the multiple sub
arrays in the same circuitry-dependent sequential pattern.
Any electronic, computer, optical, magnetic or even
mechanical device that utiliZed the temporal storage prin

negative pulses to EA, EB and EC in the same sequence and
frequency as positive pulses Were delivered. The memory
devices are con?gured to transmit the stored information over

output lines 01-04 When activated by a negative pulse. Dur
ing readout, the input information lines are disabled by a

multiplexer MUX. Memory devices that respond to input and
20

holographic storage apparatus. In the illustrated embodiment,
a holographic medium is divided into separate sections, A-n,

ciples of the invention as outlined above is Within the scope of
the present invention. For example, computers noW use “ran
dom access” memory. HoWever, if a computer Were con

structed to store memory in a de?ned spatial array pattern that
corresponded in a predetermined manner to the temporal
sequence in Which information Was received by the device,
especially for purposes of facilitating the recall of that same
sequence at a later time, this Would be considered a preferred

25

embodiment of the present invention.

30

and a set of holographic emitters is arrayed on a line that
alloWs one emitter to project a beam to one section, each

section being targeted by one emitter. On another line on the
opposite side of the holographic medium, a roW of reference
beam sources is arranged such that one reference source

Arti?cial intelligence devices, Whether for entertainment,
research or instrument control, or other purposes, that Were

designed to exhibit temporal learning, and that used the prin
ciple of converting time (sequence) of parallel data into pre
determined space (spatially ordered storage arrays) are con
sidered to fall Within the scope of the present invention.
Devices that stored memories in a pattern of spatial arrays

output commands as Well as incrementing clock elements are
Well knoWn in the art.
FIG. 9 illustrates one embodiment of the invention for a

35

projects to one holographic medium section. A third line
contains photoreceptor elements to receive reconstructed
holographic beams, one receptor for each section. A data
source projects information to a converting circuit that trans
lates the data to a holographic image in each emitter. All
holographic medium sections receive the same holographic
light emission, but only one medium section is able to record
the holograph at any one point in time, because only one
reference source is activated at any one point in time.

predetermined by circuitry and/or a moving focus of enable

A clock element CK increments output pulses over lines

ment (e.g., either an electrical bias to assist an array in reach

E1-En to enable reference sources RFl-RFn in sequence, thus

ing a threshold, a magnetic ?eld directed only to the targeted

40

array accessible to neW information, or a reference beam of a

holographic apparatus, to name only some of the possible
strategies for producing a mechanism of “moving enable
ment” of different arrays in a patterned sequence) Would have

storing sequential time points of temporally varying holo
graphic data in holographic records. Playback of the data in
the same sequence is automatically achieved simply by

arrays, some electronic sWitching mechanism making an

restarting the CLK and reference source sequence, Without
the need for address or data control by a central processor.
45

During playback/reconstruction the holographic emitters are

a major advantage over current memory devices because a
central processor or retrieval mechanism Would not be needed
to read or interpret date codes in order to retrieve a temporal

disenabled and the photoreceptors are activated to receive the
reconstructed Wavefronts.

memory in sequential order. Instead, the memory processor
could simply run through a knoWn spatial pattern of (e.g.,
adjacent) arrays and recreate the original temporal sequence.

graphic emitter is targeted toWard all sections Within a
restricted portion of the medium, and the medium is curved to

An alternative embodiment also is one in Which one holo
50

ensure equal light path length betWeen the emitter and all
sections. Many other variations of this basic theme can be
envisioned that are Well knoWn in the art, including use of

An alternative version of this retrieval system Would be a
memory processor that only had to locate and activate the ?rst

(or ?rst feW) arrays in the sequence and then the remaining
sequence of sub-arrays in the temporal memory set Would

appropriately placed mirrors to direct the holographic beam,
55

activation of only one emitter at a time (e.g., in FIG. 9) in

automatically be activated in proper sequence, based on the

synchrony With the enabled reference source, and physical

internal circuitry among the sub-arrays (e.g., sub-array 1 acti

movement of a single reference source to target different

vates sub-array 2 Which activates sub-array 3, and so on).

medium sections (FIG. 10B). In addition, rapid changing of

FIG. 8 depicts an embodiment of the present invention for

storing temporally sequential information as implemented

60

With semiconductor memory circuits. Information inputs
along parallel lines In-1, In-2, In-3 and In-4 are connected to
memory devices R1, R2, R3, R4 in each of 3 arrays A, B, C.
Information on input lines varies over time and is presented to
all arrays. A clock element CK increments a positive output
pulse to EA ?rst to enable array A, then to EB to enable array
B, and then to EC to enable array C, in a temporal sequence

the holographic media, to alloW storage of extended temporal
sequences is partly analogous to automatic changing of CDs,
envisioned as a component of the invention.
FIG. 10A shoWs an alternative embodiment of the inven

tion for storing sequential information using semiconductor
65

circuits, in Which sequential enablement of different memory
arrays is controlled by a chain of delay elements. When the
temporally sequential information is in analog form, an ana
log incoming signal is applied to an analog-to-digital con
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ver‘ter 802 to digitize the incoming signal into one or more bits

sponding positions 904a, 904b, . . . , 9042, the beams produce

that represent the temporally sequential information. The

an interference pattern that is recorded on the holographic

digitized bits are applied in parallel to a data bus 803 com

plate. Although portions of the holographic are illuminated by

prising parallel lines that correspond to each bit. Alterna
tively, if the temporally sequential information is already in
digital form, then the analog-to-digital converter 802 may be
omitted and the digital temporally sequential information is
placed directly on the data bus 803. The number of parallel
lines Will depend on the precision desired for the implemen

the object beam 908a, 908b, . . . , 9082, only that portion of the

holographic receiving the reference beam at the correspond
ing positions 904a, 904b, . . . , 9042 is activated to store the

time-varying information.
The reference beam can be moved by moving the emitter of
the reference beam, rotating emitter of the reference beam
and projecting the beam into a parabolic mirror, or by suc
cessively enabling a set of reference beam emitters disposed

tation, e.g. 8-bit data, 16-bit data, or 32-bit data, or conceiv

ably much larger.
Each line of the data bus 803 is coupled to a corresponding
input of semiconductor memory devices in different arrays

in a line. The stored temporally sequential information can be

804a, 804b, 804c, . . . , 8042. As the digitiZed temporally

replayed in the same sequence by moving the reference along
the same path 908 to produce successive holograms in the

sequential information placed on the data bus 803 varies over

same sequence as they Were stored.

time, the data bus 803 simultaneously presents the time

In alternative embodiments, the principles of the invention

varying information to the semiconductor memory devices in

described herein may be applied to other forms of memories
having ?xed memory storage devices that can be subject to

arrays 804a, 804b, 804c, . . . , 8042, Which device can be a

latch, a register, a static random-access memory (SRAM), a

dynamic random-access memory (DRAM), a ?ash electri

20

cally erasable programmable read-only-memory (FLASH
EEPROM), neural netWork, or other such memory. Each
semiconductor memory device in arrays 804a, 804b,

memory storing and retrieving devices by saving the central
processor from having to encode, read and interpret temporal

804c, . . . , 8042 is con?gured to latch or otherWise store the

data presented at its input in response to an electrical signal
such as a clock signal or an enable signal being applied to its

25

Whereas particular embodiments of this invention have
been described above for purposes of illustration, it Will be

The signal to control the semiconductor memory devices in

804a, 804b, 804c, 8042 is ultimately produced by a pulse
30

chain of serially coupled delay elements 808a, 808b, . . . 808y,
such as an inverter chain. Furthermore, control inputs of the

evident to those persons skilled in the art that numerous

variations of the details of the present invention may be made
Without departing from the invention as de?ned in the

appended claims.

semiconductor memory devices in arrays 804a, 804b,
804c, . . . , 8042 are coupled to an input or output of corre

information, thereby freeing signi?cant storage and temporal
resources in an instrument.

control input.
generator 808, Which is con?gured to generate a pulse of a
prespeci?ed duration, eg 100 ns, and apply the pulse to a

successive activation for storing or retrieving information,
such as magnetic media (e. g. hard disks and ?oppy disks) and
other forms of optical media (e. g. CDROM).
Thus, the invention confers a major advantage to sequential

35

All of the references cited herein are incorporated by ref
erence in their entirety.

sponding delay elements 808a, 808b, . . . 808y. As the pulse
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