An interval number system is given by an initial interval cover of the extended real line and by a finite system of nonnegative Möbius transformations. Each sequence of transformations applied to an initial interval determines a sequence of nested intervals whose intersection contains a unique real number. We adapt in this setting exact real algorithms which compute arithmetical operations to arbitrary precision.
Introduction
In an influential manuscript, Gosper [3] shows that arithmetical operations can be performed with redundant continued fractions. Based on these ideas, Vuillemin [11] , Kornerup and Matula [4] or Potts [10] developped exact real arithmetical algorithms which work with arbitrary precision. Using the methods of symbolic dynamics, exact real arithmetic has been generalized in the theory of Möbius number systems introduced in Kůrka [5] and developed in Kůrka and Kazda [7] . Möbius number systems represent real numbers by infinite words from a one-sided expansion subshift. The letters of the alphabet stand for real orientation-preserving Möbius transformations and the concatenation of letters corresponds to the composition of transformations. A finite word of the expansion subshift represents an interval of real numbers. An infinite word represents a sequence of nested intervals of its prefixes, whose intersection contains a unique real number.
In Kůrka [6] we have characterized Möbius number systems whose expansion subshifts are of finite type or sofic. In these systems, the intervals of finite words are obtained by a particularly simple procedure. Intervals are represented by (2 × 2)-matrices, and the interval of a word is obtained by matrix multiplication from the interval of its immediate prefix. In the present paper we generalize this approach and develop a theory of interval number systems. They are given by finite interval covers W = {W b : b ∈ B} of the extended real line R and by finite sets of nonnegative (2 × 2)-matrices F = {F a : a ∈ A}. Each finite word u ∈ B × A n determines an interval W u = W u0 F u1 · · · F un and an infinite word u ∈ B × A N determines a sequence of nested intervals W u [0,n) whose intersection contains a unique real number assigned to u. We characterize transformations which can form interval number systems and show that there exists a class of uniform interval number systems, in which the length of intervals decreases uniformly and geometrically with the length of the words.
We modify the exact real algorithms so that they work with intervals instead of transformations. This is faciliated by a calculus of intervals which is based on matrix multiplication and results in a particularly simple tests used by the algorithms. 
The Stern-Brocot tree
A simple number system is based on the Stern-Brocot tree (see Niqui [9] or Kůrka [6] ). We start with the interval W λ = (0, ∞) = ( N we get a sequence of nested intervals W u [0,n) and the intersection of its closures contains a unique point Φ(u) ∈ [0, ∞]. We get a continuous mapping Φ :
The map Φ can be described with the help of continued fractions. Each u ∈ {0, 1} N can be written in a unique way as u = 1 a0 0 a1 1 a2 . . ., where a 0 ≥ 0 and a n > 0 for n > 0. Then u is the expansion of the continued fraction [a 0 , a 1 , a 2 , . . .] (see Kůrka [6] for a proof), i.e.,
If we regard intervals
b1 ) as (2 × 2)-matrices, then the recursive formula of the Stern-Brocot tree can be written as matrix multiplication
). This approach can be generalized. We obtain a faster convergence if we modify the recursive formula to
2 ). The resulting number system can be seen in Figure 1 right. We get a continuous map Φ :
The projective line
The extended real line R = R ∪ {∞} can be conceived as the projective space PL(R, 1), i.e., the space of one-dimensional subspaces of the twodimensional vector space R 2 . A one-dimensional subspace of R 2 is determined by any its nonzero vector x = (x 0 , x 1 ) ∈ R 2 \{(0, 0)}. If x 1 ̸ = 0 then x represents the real number x 0 /x 1 ∈ R and vectors (x 0 , 0) represent ∞. We say that x is a homogeneous coordinate of x 0 /x 1 or ∞. We regard x ∈ R 2 \{(0, 0)} as a column vector and write it usually as a fraction x = x0 x1 . Two points x, y ∈ R 2 \{ 0 0 } represent the same projective point if det(x, y) = x 0 y 1 − x 1 y 0 = 0.
The stereographic projection d : R → T maps R to the unit circle
). In homogenous coordinates we get
The angle 0 ≤ φ(x, y) ≤ π between two nonzero vectors x, y ∈ R 2 can be computed by the cosine rule as φ(x, y) = arccos x·y ||x||·||y|| , where x · y = ∑ i x i y i is the scalar product and ||x|| = √ x · x is the Euclidean norm. The angle between −x and y is then π − φ(x, y) = arccos −x·y ||x||·||y|| . Taking the smaller of these two angles we define the angle metric in R by
|xy+1| . Alternatively, we consider the chord metric in R which is the distance sin φ( 
We say in this case that M is hyperbolic. If tr(M ) = 2 then M has a unique fixed point s(M ) such that lim n→∞ F n (x) = s(M ) for each x ∈ R and we say that M is parabolic. If tr(M ) < 2 then M has no fixed point in R and we say that M is elliptic.
Intervals
A set interval is a connected subset of R. A proper set interval is a nonempty set interval properly included in R. For a, b ∈ R, the open interval I
• of (a, b) consists of inner points of the counterclockwise arc from its left endpoint a to its right endpoint b. 
. 
Definition 3. The interior and closure of an interval I ∈ I(R) are defined by
Sometimes we use more conventional notation 
Proposition 4. Let I, J ∈ I(R) be intervals and let
To prove the converse, assume by contradiction that I = (a, b), I ⊆ J and sgn(J
Dy0 , where
Sometimes, it is convenient to regard a matrix M = (a, b) ∈ M(R) with positive determinant as the interval (b, a). Thus we define the interior and closure of M ∈ M(R) by 
Interval number systems
Consider a system of intervals W = {W b : b ∈ B} indexed by an alphabet (finite set) B, and a system of nonnegative transformations F = {F a : a ∈ A} indexed by an alphabet A. For a finite word
Definition 6. We say that (W, F) is an interval number system if
If W is a cover of R and F is a cover of (0, ∞), we say that the system (W, F) is redundant. An interval number system determines the symbolic map Φ : Figures 1 and 2 left) . Figures 1 and 2 right) . We now generalize these examples.
Example 1 (Continued fractions,
B = A = {0, 1}, W = (( −1 0 , 0 1 ), ( 0 1 , 1 0 )), F = (( 1 0 , 1 1 ), ( 1 1 , 0 1 )).
Example 2 (Uniform
B = A = {0, 1}, W = (( −1 0 , 0 1 ), ( 0 1 , 1 0 )), F = (( 2 0 , 1 1 ), ( 1 1 , 0 2 )).
Example 3 (Uniform
B = {0, 1, 2, 3}, A = {0, 1}, F = (( 3 0 , 1 2 ), ( 2 1 , 0 3 )), W = (( −1 0 , 0 1 ), ( −1 1 , 1 1 ), ( 0 1 , 1 0 ), ( 1 1 , 1 −1 )).
Example 4 (Uniform

Definition 7. Given integers
W is an arbitrary almost cover of R.
Observe that for each
. If p ≥ 2, and if W is a cover, then the system is redundant. 
Proof: Normalize the matrices of the transformations to the unit sums of their columns, so
. Thus we work with a fixed particular representations of the transformations and also with some fixed representations of the endpoints of the intervals
Then each x n and y n is a convex combination of x 0 and y 0 , so it lies on the line connecting x 0 with y 0 (see Figure 4 we get ( 
we get the result. □
Before we prove a general theorem characterizing transformations of interval number systems we need two lemmas. Figure 5 
Lemma 1. For t ∈ R denote by
v t = (t, 1) ∈ R 2 . Let r > 0, 0 < q < 1, s < t, t + qr < s + r. Then φ(v t , v t+qr ) ≤ q · φ(v s , v s+r ) (see
left).
Proof: For a fixed r, the function f (s) = φ(v s , v s+r ) = arctan(s+r)−arctan(s) has maximum at s = −r/2 and is decreasing in the interval [−r/2, ∞). Assume that ||v t || ≤ ||v t+qr ||, so t ≥ −qr/2 (see Figure 5 )
If t < u then (see Figure 5 right)
we get the result. □ s s+r t t+qr t t+qr t+r u u+qr u+r 
Subtracting these equations we get 1−q = bu 1 /cu 0 +cu 0 /u 1 > 0 so q < 1. Since
Thus u 0 z, u 1 w are convex combinations of u 0 x, u 1 y, so we have a situation in Figure 5 left with s = u 0 x, t = u 0 z, t + qr = u 1 w, s + r = u 1 y. By Lemma 1 we have Thus the only remaining case is that for each n ≥ n 0 , F un is parabolic with the same fixed point, say
Theorem 9. Let W be an almost cover of R by intervals, and let F be an almost-cover of [0, ∞] by nonnegative transformations. Then (W, F) is an interval number system iff every F a is either parabolic with fixed point s(F a
)1 0 , so F un = ( 1 0 , a 1 ). If I = (x, y) then IF n = (x, nax + y), so ∩ n>0 IF n = {x}. □
Expansion of rational numbers
Arithmetical algorithms can work with interval number systems whose intervals and transformations have integer entries. Denote by Z the set of integers, Q = {x = x0 x1 ̸ = 0 0 : x 0 , x 1 ∈ Z} the extended set of rational numbers and
A labelled graph over an alphabet A is a structure G = (V, E, s, t, ℓ), where V is the set of vertices, E is the set of edges, s, t : E → V are the source and target maps, and ℓ : E → A is a labeling function. A (finite or infinite) path is a sequence of edges e = e 0 e 1 · · · such that t(e i ) = s(e i+1 ). The label of a path is the concatenation of the labels of its edges.
Given an interval number system (W, F), we say that u ∈ B × A N is an expansion of x ∈ R, if Φ(u) = x. For rational numbers we obtain a simple expansion algorithm based on the search of a path in the expansion graph.
Definition 10.
Given an interval number system (W, F) with integer matrices, the vertices of the expansion graph are (x, n) where x ∈ Q and n ∈ {0, 1}. The labelled edges are
Proposition 11. An infinite word u ∈ B × A
N is the label of a path with source
Proof: For a finite word u ∈ B × A * we prove by induction that x ∈ W u iff u is the label of a path with source (x, 0). □
The unary algorithm
Assume that we want to compute a transformation M ∈ M(Z) in an interval number system (W, F) 
Edges with labels b/λ or a/λ are called absorption edges and those with labels λ/b or λ/a are called emission edges. The label of a path is the concatenation of the labels of its edges. The following proposition is easily proved by induction.
) is a path in the unary graph, then
For each vertex of the unary graph there exists several outgoing absorption edges. For some vertices there exist outgoing emission edges as well. To get a deterministic algorithm, we consider selectors, which select one of the outgoing edges.
Definition 14. The Euclidean norm of X
∈ I(Z)∪M(Z) is ||X|| = √ ∑ ij X 2 ij .
Its admissible sets are defined by
A(X) = {a ∈ A : sgn(F −1 a X) ≥ 0}, B(X) = {b ∈ B : sgn(W −1 b X) ≥ 0}.
Selectors are functions s
The value λ of a selector signifies that an absorption is selected. To make the algorithm faster, we use a threshold parameter of a selector. The with the smallest norm of F −1 a X provided |X| < τ and λ otherwise (see Table  1 ). If τ is chosen sufficiently small, then the overlaps of W are used effectively. An algorithm which computes a transformation with the use of selectors is in Table 2 . 
Singular transformations and intervals
Besides orientation-preserving transformations with positive determinant, we consider orientation-reversing transformations with negative determinant, singular transformations with zero determinant but positive norm, and the zero transformation M = ( 
The image M (I) of a regular interval I is defined by M (I) = {y ∈ R : ∃x ∈ I : (x, y) ∈ M }. For I = (a, b) we get 
Proposition 19. For a tensor T and matrices I, J we have
The image of intervals I, J by a tensor T is defined by T (I, J) = {z ∈ R : ∃x ∈ I, ∃y ∈ J, (x, y, z) ∈ T }, where
The sign of a tensor is defined similarly as the sign of a matrix: it is nonnegative if there exists nonzero λ such that all λT kij are nonnegative.
Definition 20. We say that T is a regular tensor, if for each x, y, z ∈ R, the matrices zT , T ⋆ x, T ⋆ y are nonzero.
A tensor is regular iff its pairs of marginal matrices are linearly independent, i.e., if 
Proposition 21. If T is a regular tensor and M is a regular transformation or interval, then M T , T * M and T
* M are regular tensors.
Theorem 22. For a regular tensor T and regular intervals I, J, K we have
Proof: Assume that sgn(K −1 T (I, J)) ≥ 0, x ∈ I, y ∈ J, and x, y, z ∈ T . For u = I −1 x we have sgn(u) ≥ 0 and x = Iu, so Definition 23. Given an interval number system (W, F) we consider labelled binary graph whose vertices are (X, n, m) where X ∈ PL(R, 7), n, m ∈ {0, 1}. The labelled edges are 
3 is the label of an infinite path with the source (T, 0, 0), then T (Φ(u), Φ(v)) = Φ(w).
Theorem 22 yields a simple algorithm for the computation of binary operations based on the search of a path in the binary graph. However, the algorithm is not guaranteed to compute an infinite output w ∈ B × A N . This happens e.g., if we try to compute indefinite expressions like 0 · ∞.
Rational functions
A rational function F : R → R of degree q is a function of the form The algorithm for the computation of a rational function has the same form as the unary algorithm in 
Numerical results
The time complexity of the unary algorithm depends on the rate of growth of the state matrix X. If its entries are expressed in the positional binary system, then the length of this representation (the bit length of X) is of the order log 2 ||X||. The multiplication of X by a matrix M requires log 2 ||X|| · log 2 ||M || elementary operations on their binary representations. Thus there exists a constant C > 0 such that each step of the algorithm requires at most C · log 2 ||X|| elementary operations. If X k are states of a path computed by the unary algorithm, then the time of the computation of n steps is of the order C ∑ n−1 k=0 log 2 ||X k ||. In Delacourt and Kůrka [2] we have shown that for modular Möbius number systems, whose transformations have unit determinant, the norm of the state matrix remains bounded during the computation, so the unary algorithm has linear time complexity. This result applies to our Example 1 whose transformations have unit determinant as well. This system, however, has the disadvantage of slow convergence and nonuniform length of its intervals.
In general we have ||XF || ≤ ||X|| · ||F ||, so log 2 ||X k || ≤ qk, where X can be a transformation, tensor or rational function, and q = max{||F a || : a ∈ A}. It follows that the time complexity of the computation of path of length n is bounded by Cqn 2 /2. In some systems, however, the quotient q can be smaller, since the entries of X cancel by a common factor which divides det(F a ) (see Kůrka and Delacourt [8] ). The most effective systems seem to be those whose determinant is a power of 2, like the nonredundant uniform 1 2 -system or redundant uniform 2 4 -system. The results of some numerical experiments can be seen in Table 3 which displays the estimates of the quotient q = lim k→∞ log 2 ||X k ||/k for several interval number systems with the linear, quadratic and cubic functions. We can see that for the systems whose transformations have determinant two we get smaller quotient q.
