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Using ab initio modeling we demonstrate that H atoms can break strained Si–O bonds in con-
tinuous amorphous silicon dioxide (a-SiO2) networks, resulting in a new defect consisting of a 3-
coordinated Si atom with an unpaired electron facing a hydroxyl group, adding to the density of
dangling bond defects, such as E′ centers. The energy barriers to form this defect from interstitial
H atoms range between 0.5 and 1.3 eV. This discovery of unexpected reactivity of atomic hydrogen
may have significant implications for our understanding of processes in silica glass and nano-scaled
silica, e.g., in porous low-permittivity insulators, and strained variants of a-SiO2.
PACS numbers: 71.55.Jv,31.15.A-,31.15.ae
The interaction of hydrogen with wide band gap oxides
and minerals is important for many applications and has
been the subject of a number of experimental and theo-
retical studies (see refs. [1–7], to mention a few). Among
these oxides, quartz and amorphous silicon dioxide (a-
SiO2) occupy a very prominent place due to their abun-
dance and fundamental and technological importance.
Hydrogen, in its more prevalent forms (H2 and water), is
known to induce hydrolytic weakening of quartz and min-
erals [8] and degradation phenomena in optical fibers [9]
and in SiO2-insulated electronic devices. These effects
can be facilitated by irradiation [10–12], as well as elec-
tron injection [13] and lead to bias-temperature instabil-
ities [14, 15]. However, the involvement of atomic hy-
drogen in silica network degradation mechanisms is still
poorly understood.
A supply of hydrogen (H2 or forming gas) during ther-
mal treatment or irradiation may lead to formation of ad-
ditional densities of intrinsic defects, as revealed by elec-
tron paramagnetic resonance (EPR) studies of defects in
various forms of a-SiO2 [15]. These densities may by far
exceed the density of the same defects in identical a-SiO2
films processed in the absence of hydrogen [16]. The ad-
ditional defects are predominantly Si dangling bonds in
the bulk of a-SiO2 [17] or at the Si/SiO2 interface [18, 19],
suggesting that Si–O bond rupture occurs in the initially
defect-free a-SiO2 network as well as at the Si/a-SiO2
interface. Accumulation of hydrogen inside the a-SiO2
layer has been revealed by a variety of methods (see Ref.
[20] and references therein), firmly supporting this con-
jecture and indicating passivation of the broken bonds
by hydrogen [20, 21] as well as enhanced mobility of O
atoms in the network [22, 23]. Although the Si–O bond
rupture was initially correlated to the presence of pro-
tonic species [24, 25] formed by hole trapping [26] or by
hydrogen ionization at the Si/SiO2 interface [27], the in-
volvement of H0 must be considered as well since atomic
hydrogen is by far more abundant than protons in pro-
cessed a-SiO2. For example, a-SiO2 layers are inevitably
exposed to H0 during processing of microelectronic de-
vices in H-containing environments ranging from the an-
nealing, deposition, and patterning to electrical stressing
and irradiation [20].
A clear experimental evidence of silica network dam-
age by atomic hydrogen has been demonstrated by EPR
analysis of another form of a-SiO2, the OH-rich synthetic
silica widely used in UV optics. Under ArF or F2 laser
irradiation, high concentrations of H0 are photolytically
generated. Atomic hydrogen is found to easily diffuse
through the silica network with activation energies of
0.1–0.2 eV [4, 5], but a number of H-related defects have
also been detected after irradiation [28–31]. In particu-
lar, a 0.08 mT doublet due to proton hyperfine splitting
has been assigned to a Si dangling bond coordinated by
two bridging oxygens and an OH group. This center is
thought to result from the interaction of H0 with elec-
tronically excited strained Si–O bonds [30]. Strained
Si–O bonds in amorphous silica, that is those bonds
whose length deviates strongly from the crystalline equi-
librium value of 1.61 A˚, have been the focus of many other
studies due to their relatively high reactivity [30, 32–
36]. However, reactions of atomic hydrogen with strained
Si–O bonds have not been investigated theoretically, ex-
cept in [32], and the perception that atomic hydrogen in-
teracts only weakly with the silica network still prevails
in the literature [1, 7, 37].
Drawing together the ideas of reactivity of strained
Si–O bonds and the significance of atomic H in techno-
logical applications of a-SiO2, in this Letter we use atom-
istic simulations and ab initio calculations to demon-
strate that atomic hydrogen can indeed break strained
Si–O bonds in non-defective a-SiO2 networks, generating
a three-coordinated Si dangling bond facing a hydroxyl
O–H group which we refer to as the hydroxyl E′ center
2[see Fig. 1]. The structural disorder which results in
the presence of strained Si–O bonds makes the revealed
mechanism pertinent to defect generation in complex sili-
cate glasses, natural minerals, and tectosilicate materials
in general.
To model a-SiO2 and build up a distribution of defect
properties, the ReaxFF [38, 39] force-field – implemented
in the LAMMPS code [40] – was used to generate 116
periodic models of a-SiO2, each containing 216 atoms.
We used classical molecular dynamics and a melt and
quench procedure described in detail in Ref.[36]. Densi-
ties of the ReaxFF a-SiO2 structures ranged from 1.99
to 2.27 g cm−3, averaging at 2.16 g cm−3. These values
fall within the range of densities known for a-SiO2. The
distributions of Si–O bonds and Si–O–Si angles in our
samples are described in detail in Ref.[36] and agree well
with previous calculations by other authors [41]. We have
calculated the neutron structure factors for our models
and they show excellent agreement with experiment [42],
indicating that our models describe both the short- and
long-range order and are indeed representative of a-SiO2.
Density functional theory (DFT), implemented in
the CP2K code [43], was used to further optimize
the geometries of amorphous structures and calculate
their electronic structures. The non-local functional
PBE0 TC LRC was used in all calculations with a cutoff
radius of 2.0 A˚ for the truncated Coulomb operator [44].
Inclusion of Hartree-Fock exchange provides an accurate
description of the band gap and localized states that may
be involved in charge trapping processes. The CP2K code
uses a Gaussian basis set with an auxiliary plane-wave
basis set [45]. We employed a double-ζ basis set with
polarization functions [46] for all atoms in conjunction
with the Goedecker-Teter-Hutter (GTH) pseudopoten-
tial [47]. Calculating hyperfine interactions necessitated
the use of all electron basis sets using the Gaussian and
augmented plane-wave (GAPW) approach. Basis sets
with contraction schemes of (8831/831/1),(8411/411/11)
and 6-311G** were used for silicon [48], oxygen [49] and
H, [50] respectively. The plane wave cut-off was set to
5440 eV (400 Ry). To reduce the computational cost
of non-local functional calculations, the auxiliary den-
sity matrix method (ADMM) was employed [51]. The
density is mapped onto a much sparser Gaussian basis
set containing less diffuse and fewer primitive Gaussian
functions than the one employed in the rest of the cal-
culation. All geometry optimizations were performed us-
ing the Broyden-Fletcher-Goldfarb-Shanno (BFGS) op-
timizer to minimize forces on atoms to within 37 pN
(2.3 ×10−2 eV A˚−1). Cell vectors were not allowed to
relax. Barriers between configurations were calculated
using the climbing image nudged elastic band method
(CI-NEB) [52]. Linear interpolation was used to gener-
ate 10 images to be optimized, with each of the images
connected by a spring with a force constant of 2 eV A˚2.
Initially, we investigated interstitial H0 atoms in a-
FIG. 1. (Color online) Atomic configuration and spin density
of the hydrogen induced defect: the hydroxyl E′ center. The
Si atoms are the bigger yellow balls, the O atoms are the
smaller red balls and the H atom is the small white ball. The
spin density is the blue, transparent polyhedron. It is clearly
localized on the 3-coordinated Si and its three O neighbors
which faces a hydroxyl group.
SiO2; following suggestions by previous studies [7], we
first placed a single H atom in random positions in our
a-SiO2 samples under the constraint that it is further
than 2 A˚ away from its nearest neighbor [37, 53]. Mini-
mizing the total energy of 26 independent samples with
respect to the atomic coordinates shows that in these po-
sitions the interstitial H atom only weakly interacts with
the a-SiO2 network, with the nearest neighbors found
at ≈ 2.6 A˚. The spin density is almost entirely local-
ized on the H atom and a one-electron level is located
in the a-SiO2 band-gap at 0.7 eV on average above the
valence band, in accord with previous studies [53]. Simi-
larly, H2 molecules prefer locations in the middle of voids
in our a-SiO2 structures and interact negligibly with the
matrix, again in good agreement with previous calcula-
tions [37, 54].
Investigating whether H0 can bind more strongly in
the a-SiO2 matrix is complicated by the structural dis-
order. To find possible binding configurations, we placed
H atoms randomly at 1.0 A˚ away from O atoms, i.e.,
within the typical O–H bond length. These calculations
resulted in several types of stable configurations. Forma-
tion energies of these configurations are distributed over
a wide range, but in what is by far the lowest energy con-
figuration, the H atom invariably breaks an Si–O bond
forming a new defect which is the main focus of this let-
ter and is shown in Fig. 1. This configuration resembles
an E′ center perturbed by a nascent OH group, and shall
be referred to as a hydroxyl E′ center. The other config-
urations are discussed in detail in Ref. [55]. We found
that the hydroxyl E′ center always formed when H0 was
bound to strained Si–O bonds longer than 1.65 A˚ in all
116 different non-defective a-SiO2 samples. The concen-
tration of such bonds in our samples is 2.2%. The barrier
for an interstitial H0 to break such a Si–O bond and form
this center calculated from 13 different models averages
3FIG. 2. (Color online) Correlations between the one-electron
levels and relative stabilities of the hydroxyl E′ center with
the non-bonding Si– –O interaction. (a) A histogram of the
distribution of the Si– –O distances of the dissociated Si–O
bond in the hydroxyl E′ center [see Fig. 1]; (b) energies of
the one-electron defect levels with respect to the top of the
a-SiO2 valence band plotted against the Si– –O distance; (c)
the relative stability of the hydroxyl E′ with respect to an
interstitial H atom, plotted against the Si– –O distance.
at 1.0 eV, ranging between 0.5 eV and 1.3 eV. Although
we observe that this barrier has a trend to reduce in the
case of longer Si–O bonds, finding the full range of such
barriers in our samples proved computationally unfeasi-
ble.
As mentioned earlier, the hydroxyl E′ center is the low-
est energy hydrogenic interaction we found, 0.8 eV lower
on average than that of a interstitial H0 in the SiO2 net-
work. It shows a wide distribution of energy differences,
ranging between 0.3 eV and 2.3 eV lower than the energy
of interstitial H0. We note that in perfect wide gap crys-
talline oxides, including α-quartz, interstitial H0 behaves
as a negative U center; it is thermodynamically unstable
in the neutral charge state, preferring to convert into H+
or H− depending on the position of the Fermi level [1–
4, 6]. Further studies also demonstrated that interstitial
H0 behaves as a negative U center in a-SiO2 [7]. In a sep-
arate paper [55], we demonstrate that some hydroxyl E′
centers retain the negative U behavior, but a significant
part of the neutral hydroxyl E′ centers in our samples
prove to be the most thermodynamically stable hydro-
genic state across a wide range of Fermi levels. When
the Si/SiO2 band offset is taken into account, some con-
figurations were found to be stable across the entire Si
band gap, making the neutral hydroxyl E′ center a ther-
modynamically dominant defect in an Si/SiO2 system.
The Si facing the hydroxyl group in the hydroxyl E′
center is 3-coordinated with an electron residing on it.
The unpaired spin is strongly localized on the Si atom
with an average Mulliken spin moment of 0.90, ranging
from 0.84 to 0.98. The calculated average values of hy-
perfine splitting on Si, the nearest neighbor O ions and
H of the O–H group are 48.4 mT, 3.0 mT and 0.1 mT,
respectively. We note that the hydroxyl E′ center may
be equivalent to the E′(OH)-center proposed in [30] as
both centers have very similar hyperfine splittings on the
H atom. However, our calculations demonstrate a wider
spread of H hyperfine values (0.05–0.15 mT) due to the
mobility of the O–H group (see figure 2a).
The Si–O bonds of the O3 Si moiety in the hydroxyl
E′ center average at 1.65 A˚ (from the 116 independent
configurations considered) while the distance between the
dissociated Si and O atoms [see Fig. 1] averages at 2.63
A˚ exhibiting a wide distribution, shown in figure 2a. The
position of the one-electron defect level with respect to
the top of the valence band correlates with the non-
bonding Si– –O distance, shown in figure 2b. The average
position of the one-electron level is about 3.1 eV above
the a-SiO2 valence band. The further away Si and the
negative O ion are from each other, the deeper (closer to
the top of the valence band) the defect level becomes as
this reduces the repulsion between the unpaired electron
and the O ion. This reduction in repulsion energy also
increases the relative stability of the hydroxyl E′ center
with respect to H interstitial atom, as seen in figure 2c.
The hydroxyl E′ center can take part in several fur-
ther reactions involving hydrogen atoms and molecules,
as summarized in Table I. Reaction 2 corresponds to
the formation of a second, so called back-projected, iso-
mer of the hydroxyl E′ center. In this reaction, the Si
dangling bond moves through the plane of its three O
neighbors forming a stable state where the Si is inverted
with respect to the original configuration. This requires
overcoming a significant energy barrier of 1.8 eV [see re-
action 2 in table I], but creates a defect configuration with
an unpaired electron now facing away from the Si–O–H
group. The local geometry of this back-projected con-
figuration is rather similar to the original configuration,
but the distance between the 3-coordinated Si and the hy-
droxyl group increases to an average of 3.43 A˚. We find
that the original configuration is on average 0.7 eV more
stable than this back-projected configuration. Although
the activation energy for this reaction is rather high, we
note that the bistability of this defect is consistent with
a characteristic of defects suspected in electronic device
reliability issues [56].
Reaction 3 corresponds to the barrier-less passivation
of the hydroxyl E′ center by atomic hydrogen. The calcu-
lated binding energy of the Si–H bond that is formed after
4Forward Reactions Reverse Reactions ∆E
Reaction Min. Max. Avg. Min. Max. Avg.
1) O3 Si
O
Si O3 + H
0
O3 Si
HO
Si O3 0.50 1.71 0.91 1.25 2.40 1.66 -0.75
2) Si Si
O
H
Si Si
O
H
1.00 2.34 1.75 0.31 1.89 1.08 0.67
3) O3 Si
HO
Si O3 + H
0 O3 Si H
HO
Si O3 0.00 0.00 0.00 3.96 4.31 4.19 -4.19
4) O3 Si
O
Si O3 + H2 O3 Si H
HO
Si O3 1.07 2.15 1.74 1.57 2.45 1.94 -0.20
TABLE I. The calculated reaction barriers and relative energies (in eV) of hydrogen interactions with the a-SiO2 matrix. ∆E is
the total energy difference between the left and right hand sides of each reaction. 1) H atom attacking a bridging O to produce
the hydroxyl E′ center. 2) Relaxation of Si dangling bond through the plane of its neighbors to form the back-projected
configuration. 3) Atomic H passivating the hydroxyl E′ center. 4) H2 molecule attacking a bridging O to make the passivated
configuration of the hydroxyl E′ center. Shorter arrow corresponds to lower reaction barriers.
passivation averages at 4.2 eV from 13 systems, ranging
from 4.0 eV to 4.3 eV. The length of Si–H bonds in a-
SiO2 has a very narrow distribution in contrast to those
associated with the Si and O atoms, in agreement with
the common perception that the Si–H bond is very stable
and hence the passivation is very effective. The barrier
for the de-passivation, the reverse of reaction 3, in this
case, is about 4.2 eV, i.e., the strength of the Si–H bond.
Passivation of the hydroxyl E′ center eliminates the de-
fect levels in the a-SiO2 band gap.
We note that the same passivated defect state can be
created via dissociation of an H2 molecule at a strained
Si–O bond in the a-SiO2 network (reaction 4 in table I).
Although the passivated state is on average more stable
than an interstitial H2 molecule, the barriers for both the
forwards and reverse reactions are much higher because
they both require rupture of strong bonds: H-H (for-
ward) or Si-H/O-H (reverse). These results suggest that
the concentration of hydroxyl E′ centers strongly depends
on the sample history and the concentration of molec-
ular and atomic hydrogen during thermal treatment of
a-SiO2.
To summarize, our results clearly demonstrate that the
presence of strained Si–O bonds in a-SiO2 gives rise to
an additional channel of interaction of H atoms with a-
SiO2 networks, predicting the formation of a hydroxyl
E′ center. Hence H0 is not always a benign agent in
defect-free a-SiO2 networks and can produce thermody-
namically stable neutral defects in a-SiO2, adding to
the density of dangling bond defects, such as E′ cen-
ters, which are implicated in reliability issues of devices
which utilize a-SiO2. With the current trend in tech-
nology to lower fabrication processing temperatures, ex-
treme bonding geometries in the oxide are expected to be-
come more abundant and increase the influence of strain,
ranging from ultra-thin oxides sandwiched between elec-
trodes to porous low-k insulators intrinsically strained by
re-bonding reactions. Hence this discovery of unexpected
reactivity of atomic hydrogen may have significant impli-
cations for the future of silica based device processing. It
may also shed new light on the behavior of atomic hydro-
gen in other amorphous solids, in which H0 is thought to
interact negligibly [1], as well as on the so-called hydrogen
spillover [57]. Moreover, it has recently been reported by
many researchers that application of catalytic metal elec-
trodes such as Pt [58], Pd [59], or Ru [60], in combina-
tion with annealing in H-containing ambient allows one to
improve the electrical properties of a wide range of device
structures. This observation points towards the effect(s)
of atomic H; since the reversible behavior expected for
the classical passivation-depassivation scheme is not re-
ported, the most plausible explanation is the interaction
of hydrogen with amorphous interlayers or grain bound-
aries in a way similar to the mechanism described here
for a-SiO2.
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