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It is well known that if (X,q) is an asymmetric normed linear space, then the function qs
deﬁned on X by qs(x) = max{q(x),q(−x)}, is a norm on the linear space X . However, the
lack of symmetry in the deﬁnition of the asymmetric norm q yields an algebraic asymmetry
in the dual space of (X,q). This fact establishes a signiﬁcant difference with the standard
results on duality that hold in the case of locally convex spaces. In this paper we study
some aspects of a reﬂexivity theory in the setting of asymmetric normed linear spaces. In
particular, we obtain a version of the Goldstine Theorem to these spaces which is applied
to prove, among other results, a characterization of reﬂexive asymmetric normed linear
spaces.
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1. Introduction
Motivated in part by its applications to Theoretical Computer Science (see [26,24,11]) and Approximation Theory [5,21–
23], the study of asymmetric normed linear spaces has been carried out in several recent papers (see [10,12,9,14,4,15]). In
particular, following the research of Alegre [1], Alegre, Ferrer and Gregori [2,7] and our own investigation (see the references
at the end of the paper), we have studied the dual space and the related weak topologies on these spaces.
The lack of symmetry in the deﬁnition of an asymmetric norm q on a linear space X yields an algebraic asymmetry in
the dual space of the asymmetric normed linear space (X,q). This fact establishes a signiﬁcant difference with respect to
the standard results on duality that hold in the case of locally convex spaces. However, there is a natural way for developing
a theory of duality that leads also to useful techniques and applications in the asymmetric context and also in Theoretical
Computer Science (see [14,13]).
In this paper we explore reﬂexivity of an asymmetric normed linear space (X,q). In particular, we obtain a version, to
this context, of the well-known Goldstine Theorem which is applied to establish, among other results, a characterization of
reﬂexive asymmetric normed linear spaces.
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Throughout this paper the letters R, R+ , N and ω will denote the set of real numbers, of nonnegative real numbers, of
positive integer numbers and of nonnegative integer numbers, respectively.
Our basic references for normed linear spaces are [6,16–18,20,25,27], and for quasi-metric spaces they are [8,19].
According to the modern terminology [19] by a quasi-metric on a set X we mean a function d : X × X → R+ such that
for each x, y, z ∈ X : (i) d(x, y) = d(y, x) = 0 if and only if x = y; and (ii) d(x, y) d(x, z) + d(z, y).
We will also consider extended quasi-metrics. They satisfy the above two axioms, except that we allow d(x, y) = +∞.
It is well known that an extended quasi-metric d on X generates a T0 topology τ (d) on X , which has as a base the
family of open balls Bd(x, r) = {y ∈ X: d(x, y) < r}, x ∈ X , r > 0.
If d is a quasi-metric on a set X , then the function d−1 deﬁned on X × X by d−1(x, y) = d(y, x) for all x, y ∈ X , is also
an (extended) quasi-metric on X called the conjugate of d (see [8]), and the function ds deﬁned on X × X by ds(x, y) =
max{d(x, y),d−1(x, y)} for all x, y ∈ X , is an (extended) metric on X .
The following terms and concepts are taken from [14], where all linear spaces will be deﬁned on the ﬁeld R.
Let us recall that a subset A of a linear space X is algebraically closed provided that for every x, y ∈ A and r ∈ R+ ,
x+ y ∈ A and rx ∈ A. In this case, we say that A is a semilinear space. Of course, every linear space is a semilinear space.
Let X be a semilinear space. We say that a function q : X → R+ is an asymmetric norm on X if for all x, y ∈ X and r ∈ R+:
(i) x = 0 if and only if −x ∈ X and q(x) = q(−x) = 0; (ii) q(rx) = rq(x); and (iii) q(x+ y) q(x) + q(y).
Asymmetric norms are called quasi-norms in [3,7,23].
We will also consider extended asymmetric norms. They satisfy the above two axioms, except that we allow q(x) = +∞.
An asymmetric normed (semi)linear space is a pair (X,q) such that X is a (semi)linear space and q is an asymmetric norm
on X .
Observe that if q is an asymmetric norm on a linear space X , then the function q−1 : X → R+ deﬁned on X by q−1(x) =
q(−x), for all x ∈ X , is also an asymmetric norm on X , called the conjugate of q. The function qs : X → R+ deﬁned on X by
qs(x) = max{q(x),q−1(x)} for all x ∈ X , is a norm on X .
In the sequel we denote by BX the (closed) unit ball of an asymmetric normed (semi)linear space (X,q), i.e. BX = {x ∈ X:
q(x) 1}, and by BsX the closed unit ball of (X,qs), i.e. BsX = {x ∈ X: qs(x) 1}. It is clear that BsX ⊆ BX .
The following is a simple but crucial example of an asymmetric normed linear space.
Example 1. Denote by u the function deﬁned on R by u(x) = max{x,0} for all x ∈ R. Then u is an asymmetric norm on R
such that us is the Euclidean norm on R, i.e. (R,us) is the Euclidean normed space (R, |.|). Hence (R,u) is an asymmetric
normed linear space (see, for instance [7]).
Each (extended) asymmetric norm q on a linear space X induces an (extended) quasi-metric dq on X deﬁned by
dq(x, y) = q(y − x) for all x, y ∈ X .
If q is an asymmetric norm on X , then the topology τ (dq) will be simply denoted by τq . Therefore, the family of sets
Vε(0) := {x ∈ X: q(x) < ε}, ε > 0, forms a fundamental system of neighborhoods of zero for τq . Then, for all x ∈ X , the sets
Vε(x) = x+ Vε(0), ε > 0, deﬁne a fundamental system of neighborhoods of x.
Observe that the quasi-metric du induced by the asymmetric norm u of Example 1, is deﬁned by du(x, y) = max{y−x,0}.
Clearly (du)s is the Euclidean metric on R.
3. The dual space and the bidual space of an asymmetric normed linear space
In this section we give the notions of dual space and bidual space of an asymmetric normed linear space as presented
in [14], and establish some auxiliary properties.
If (X,q) is an asymmetric normed linear space we deﬁne
Xs∗ := { f : (X,qs)→ (R, |.|): f is linear and continuous},
and
X∗ := { f : (X,q) → (R,u): f is linear and continuous}.
Thus f ∈ X∗ if and only if it is a linear and upper semicontinuous real-valued function on (X,q). Moreover X∗ is an
algebraically closed subset of Xs∗ , i.e. X∗ is a semilinear space (see Section 3 of [14]).
Note also that the symmetrization of X∗ is the linear space X∗ − X∗ given by
X∗ − X∗ := span{X∗} = { f ∈ Xs∗: f = f1 − f2, f1, f2 ∈ X∗}.
Lemma 1. ([7]) Let (X,q) be an (extended) asymmetric normed linear space and let f : X → R be a linear function. Then f ∈ X∗ if
and only if there is M > 0 such that f (x) Mq(x) for all x ∈ X.
As an immediate consequence of Lemma 1, we deduce the following.
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Given an asymmetric normed linear space (X,q), we deﬁne q∗( f ) := sup{ f (x): x ∈ BX }, for all f ∈ Xs∗ .
Then q∗ is an extended asymmetric norm on Xs∗ and the restriction of q∗ to X∗ is an asymmetric norm (see Theorem 1
of [14]). In fact, it is observed in Example 1 of [14] that for the asymmetric normed linear space (R,u), we have u∗(−id) =
+∞ (of course −id ∈ X∗ − X∗).
Given an asymmetric normed linear space (X,q), the asymmetric normed semilinear space (X∗,q∗) is called the dual
space of (X,q).
If we deﬁne the (closed) unit ball of (X∗,q∗) by BX∗ := { f ∈ X∗: q∗( f ) 1}, then we have the following result proved
in [14].
Lemma 3. Let (X,q) be an asymmetric normed linear space. Then X∗ = { f ∈ Xs∗: q∗( f ) < +∞} and BX∗ = { f ∈ Xs∗: q∗( f ) 1}.
Let us deﬁne now the bidual space of an asymmetric normed linear space [14, p. 93].
Let (X,q) be an asymmetric normed linear space and let
Xs∗∗ := {ϕ : (Xs∗, (q∗)s)→ (R, |.|): ϕ is linear and continuous},
and
X∗∗ := {ϕ: (Xs∗,q∗)→ (R,u): ϕ is linear and continuous}.
Then, the set Xs∗∗ is a linear space and X∗∗ is an algebraically closed subset of Xs∗∗ .
Let ϕ ∈ X∗∗ , and set q∗∗(ϕ) = sup{ϕ( f ): f ∈ BX∗ }. Then q∗∗ is an asymmetric norm on X∗∗ and, thus, (X∗∗,q∗∗) is an
asymmetric normed semilinear space [14], which is called the bidual space of (X,q).
Now we deﬁne BX∗∗ := {ϕ ∈ X∗∗: q∗∗(ϕ) 1}, and denote by X∗∗ − X∗∗ the symmetrization of X∗∗ .
Lemma 4. Let (X,q) be an asymmetric normed linear space. Then X∗∗ ⊆ X∗∗ − X∗∗ ⊆ Xs∗∗ .
Proof. It follows from Lemma 1 applied to the extended asymmetric normed linear space (Xs∗,q∗). 
4. The Goldstine Theorem
In this section we prove that, given an asymmetric normed linear space (X,q), the symmetrization of X∗∗ endowed with
the so-called weak∗∗-pc topology is the original space X . We generalize in this way the classical theorem for normed linear
spaces. Actually, we state a more general result (Theorem 1) working with the linear space Xs∗ instead of X , because it per-
mits us to deduce an asymmetric version of the Goldstine Theorem which will be the key in obtaining our characterization
of reﬂexive asymmetric normed linear spaces.
Deﬁnition 1. Let (X,q) be an asymmetric normed linear space. We deﬁne the weak∗∗-pc topology for X∗∗ − X∗∗ , that will be
denoted by τweak∗∗-pc, as the one that has as a base of neighborhoods of 0 the following subsets: For each n ∈ N, each ﬁnite
sequence f1, . . . , fn ∈ Xs∗ and each ε > 0, we deﬁne
V ∗∗-pcε, f1,..., fn(0) :=
{
ϕ ∈ X∗∗ − X∗∗: ∣∣ϕ( fk)∣∣< ε, k = 1, . . . ,n}.
A base of neighborhoods for a function φ ∈ X∗∗ − X∗∗ is obtained by translations of these neighborhoods, i.e.
V ∗∗-pcε, f1,..., fn(φ) := φ + V
∗∗-pc
ε, f1,..., fn
(0).
Theorem 1. Let (X,q) be an asymmetric normed linear space. Then:
(a) For each f ∈ Xs∗ , the linear function f : X∗∗ − X∗∗ → R given by f (ϕ) = ϕ( f ) for all ϕ ∈ X∗∗ − X∗∗ is continuous from
(X∗∗ − X∗∗, τweak∗∗-pc) to (R, |.|).
(b) Let Ψ : X∗∗ − X∗∗ → R be a linear function which is continuous from (X∗∗ − X∗∗, τweak∗∗-pc) to (R, |.|). Then Ψ can be identiﬁed
with an element f ∈ Xs∗ , i.e. there is an f ∈ Xs∗ such that Ψ (ϕ) = ϕ( f ) for all ϕ ∈ X∗∗ − X∗∗ .
Proof. (a) This assertion is almost obvious (compare Proposition 5 of [14]), because given f ∈ Xs∗ and ε > 0, we have
f −1(−ε, ε) = {ϕ ∈ X∗∗ − X∗∗: ∣∣ϕ( f )∣∣< ε}= V ∗∗-pcε, f (0).
It also follows from the preceding equality that τweak∗∗-pc is the coarsest topology on X
∗∗ − X∗∗ that makes continuous
the functions f ∈ Xs∗ .
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ε ∈ (0,1) there exist δ > 0, and elements f1, . . . , fn , in Xs∗ such that, if ϕ ∈ V ∗∗-pcδ, f1,..., fn (0), then |Ψ (ϕ)| < ε. This means that
the condition |ϕ( fk)| < δ, k = 1, . . . ,n, implies |Ψ (ϕ)| < ε.
Since X∗∗ − X∗∗ is a linear space, then either Ψ is a linear combination of (the functionals) f1, . . . , fn , or there is
ϕ ∈ X∗∗ − X∗∗ such that Ψ (ϕ) = 1 and fk(ϕ) = 0, k = 1, . . . ,n (see, for instance [18, Problem 6, p. 128]). But the last
assertion implies that ϕ( fk) = 0, and thus ϕ ∈ V ∗∗-pcδ, f1,..., fn (0); however Ψ (ϕ) = 1, a contradiction. Therefore Ψ is a linear
combination of f1, . . . , fn, which concludes the proof. 
We also need the following result proved in [14].
Theorem 2. Let (X,q) be an asymmetric normed linear space. If for each x ∈ X we deﬁne a function Ωx : Xs∗ → R by
Ωx( f ) = f (x) for all f ∈ Xs∗,
then Ω(X) := {Ωx: x ∈ X} is a linear space which is algebraically closed in X∗∗ , and (Ω(X),q∗∗) is an asymmetric normed linear
space isometrically isomorphic to (X,q). Thus, we may identify each x ∈ X with Ωx and X with Ω(X) if no confusion arises.
Theorem 3 (The Goldstine Theorem for asymmetric normed linear spaces). Let (X,q) be an asymmetric normed linear space. Then its
unit ball B X is τweak∗∗-pc-dense in B X∗∗ .
Proof. We denote by BX the closure of BX in (X∗∗ − X∗∗, τweak∗∗-pc), where, by Theorem 2, we are identifying X with a
subset of X∗∗ , and thus, BX with a subset of BX∗∗ . We also recall that X∗∗ ⊆ X∗∗ − X∗∗ .
Next we prove that BX ⊆ BX∗∗ . Let ϕ ∈ BX . We ﬁrst show that ϕ is upper semicontinuous on (Xs∗, τq∗ ), and thus ϕ ∈ X∗∗ .
Indeed let ( fn)n be a sequence in Xs∗ which is τq∗ -convergent to an f ∈ Xs∗ . Fix ε > 0. Then, there is nε ∈ N such that
q∗( fn − f ) < ε for all n nε . So ( fn − f )(x) < ε for all x ∈ BX and n nε . Since ϕ ∈ BX , for each n nε there is xn ∈ BX such
that Ωxn ∈ ϕ + V ∗∗-pcε, fn− f (0). Hence |(Ωxn − ϕ)( fn − f )| < ε, and thus, ϕ( fn − f ) < ε + Ωxn ( fn − f ) for all n nε . Therefore
ϕ( fn) − ϕ( f ) < ε + ( fn − f )(xn) < 2ε,
for all n nε . Consequently ϕ ∈ X∗∗ .
Now we show that q∗∗(ϕ)  1. Let f ∈ BX∗ . By our assumption, for each ε > 0 there is xε ∈ BX such that Ωxε ∈ ϕ +
V ∗∗-pcε, f (0). Therefore |(Ωxε − ϕ)( f )| < ε, and thus ϕ( f ) < ε + f (xε) for all ε > 0. Since q∗( f ) 1, it follows that f (xε) 1,
and hence ϕ( f ) < ε + 1 for all ε > 0. We conclude that ϕ( f ) 1 for all f ∈ BX∗ , so q∗∗(ϕ) 1. Consequently ϕ ∈ BX∗∗ and
thus BX ⊆ BX∗∗ .
It remains to prove that BX∗∗ ⊆ BX . Assume the contrary. Then, there exists ϕ0 ∈ BX∗∗ \ BX . Since (X∗∗ − X∗∗, τweak∗∗-pc)
is a locally convex topological linear space (compare [1,2]) and BX is, clearly, a convex set, then the Hahn–Banach Theo-
rem (see, for instance, Theorem 3.4 of [25]) provides a linear function Ψ : X∗∗ − X∗∗ → R that is continuous with respect
to τweak∗∗-pc and satisﬁes Ψ (ϕ0) > sup{Ψ (ϕ): ϕ ∈ BX }.
By Theorem 1, there exists f0 ∈ Xs∗ such that Ψ (ϕ) = ϕ( f0) for all ϕ ∈ X∗∗ − X∗∗ . Therefore
q∗( f0) = sup
{
f0(x): x ∈ BX
}
 sup
{
ϕ( f0): ϕ ∈ BX
}
< ϕ0( f0).
Hence f0 ∈ X∗ by Lemma 3, and thus
q∗( f0) < ϕ0( f0) q∗∗(ϕ0)q∗( f0) q∗( f0),
which provides a contradiction. We conclude that ϕ0 ∈ BX and, consequently, BX∗∗ ⊆ BX . This ﬁnishes the proof. 
5. Reﬂexivity of asymmetric normed linear spaces
In this section we introduce a notion of reﬂexivity in our context and obtain a characterization of reﬂexive asymmetric
normed linear spaces that generalizes to this setting a well-known theorem.
Deﬁnition 2. Let (X,q) be an asymmetric normed linear space and let Ωx be the function given in Theorem 2. We say that
(X,q) is reﬂexive if the mapping Ω : X → X∗∗ deﬁned by Ω(x) = Ωx , for all x ∈ X , is onto, i.e. if Ω(X) = X∗∗ .
Although condition Ω(X) = X∗∗ provides a strong kind of reﬂexivity due to the fact that Ω(X) is a linear space while
X∗∗ is a semilinear space, it is possible to give some interesting example of reﬂexive asymmetric normed linear spaces.
Example 2. Every ﬁnite-dimensional asymmetric normed linear space (X,q) is reﬂexive. Indeed, if (X,q) is an n-dimensional
asymmetric normed linear space, then the dual space (Xs∗, (qs)∗) of (X,qs) is an n-dimensional normed linear space and
thus every linear function ϕ : Xs∗ → R is continuous from (Xs∗, (qs)∗) to (R, |.|), so it belongs to Ω(X) because (X,qs) is a
reﬂexive normed linear space. Thus, each ϕ ∈ X∗∗ belongs to Ω(X).
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ball BX∗ of the dual space of an asymmetric normed linear space (X,q) is compact with respect to the topology τweak∗ as
deﬁned in [14, p. 94].
Unfortunately, this result cannot be automatically applied to the dual space (X∗,q∗) to obtain compactness of BX∗∗
with respect to τweak∗∗-pc, because X
∗ is (only) a semilinear space, in general. In fact, if we consider the space (R,u) of
Example 1, then the sequence (−n)n , of elements of its unit ball, has no τweak∗∗-pc-cluster points since the identity function
id ∈ R∗ satisﬁes |id(−n) − id(−m)| = |m − n| 1 whenever n =m.
However, still it is possible to obtain, by using standard techniques, a useful variant of the Alaoglu Theorem in terms of
completeness. To this end, we recall the following well-known facts and concepts.
Since (X∗∗ − X∗∗, τweak∗∗-pc) is a (locally convex) topological linear space, then there is a unique translation invariant
uniformity Uweak∗∗-pc on X∗∗ − X∗∗ compatible with τweak∗∗-pc. If we denote by η(0) the set of neighborhoods of 0 in
(X∗∗ − X∗∗, τweak∗∗-pc), then the family {{(ϕ,φ): ϕ − φ ∈ V }: V ∈ η(0)} is a base for Uweak∗∗-pc.
A net (ϕi)i∈I in (X∗∗ − X∗∗,Uweak∗∗-pc) is called a Cauchy net if for each V ∈ η(0) there is iV ∈ I such that ϕi − ϕ j ∈ V
for all i, j  iV . The uniformity Uweaks is complete provided that every Cauchy net converges with respect to τweaks . We say
that Uweak∗∗-pc is complete on BX∗∗ if the restriction of Uweak∗∗-pc to BX∗∗ × BX∗∗ is a complete uniformity on BX∗∗ .
Proposition 1. Let (X,q) be an asymmetric normed linear space. Then the uniformity Uweak∗∗-pc is complete on BX∗∗ .
Proof. Let ϕ ∈ BX∗∗ . Then ϕ( f ) q∗( f ) for all f ∈ X∗ . Set H f = ]−∞,q∗( f )] if f ∈ X∗ and H f =R if f ∈ Xs∗\X∗ . Consider
the product space H =∏ f ∈Xs∗ H f endowed with the product topology, and identify each element ϕ ∈ BX∗∗ with its range
(ϕ( f )) f ∈Xs∗ ∈ H . Clearly, the restriction of the product topology to the subset of H , {(ϕ( f )) f ∈Xs∗ : ϕ ∈ BX∗∗ }, coincides
with the restriction of τweak∗∗-pc to it. Since each H f is complete for the Euclidean uniformity on R, and the product
of complete uniform spaces is complete, then H is complete for the product uniformity and it will suﬃce to prove that
{(ϕ( f )) f ∈Xs∗ : ϕ ∈ BX∗∗ } is a closed subset of H . Fix f , g ∈ X∗s . Let us deﬁne the function Ψ f ,g : H → R+ by Ψ f ,g(ϕ) =
ϕ( f )+ϕ(g)−ϕ( f + g) for all ϕ ∈ H . This function is obviously continuous for the product topology, since its deﬁnition only
depends on a ﬁnite subset of elements of Xs∗ , in fact, two. Now ﬁx r ∈ R and f ∈ Xs∗ . Deﬁne the function Φr, f : H → R by
Φr, f (ϕ) = rϕ( f )−ϕ(r f ) for all ϕ ∈ H . Clearly Φr, f is also continuous for the product topology. Therefore, the set A deﬁned
as
A =
( ⋂
f ,g∈Xs∗
Ψ −1f ,g
({0}))∩( ⋂
r∈R, f ∈Xs∗
Φ−1r, f
({0}))
is closed in H , since it is the intersection of a family of closed subsets. Moreover, A is clearly the representation of the unit
ball BX∗∗ via the range (ϕ( f )) f ∈Xs∗ . Hence BX∗∗ is complete for the uniformity Uweak∗∗-pc. 
According to [13], given an asymmetric normed linear space (X,q) we denote by τweaks the weak topology of (X,q
s).
Therefore basic neighborhoods of 0 in τweaks are of the form V
s
ε, f1,..., fn
(0) := {x ∈ X: | fk(x)| < ε}, where ε > 0 and fk ∈ Xs∗ ,
k = 1, . . . ,n.
It is well known that (X, τweaks ) is a (locally convex) topological linear space and, hence, there is a unique translation
invariant uniformity Uweaks on X compatible with τweaks . If we denote by η(0) the set of neighborhoods of 0 in (X, τweaks ),
then the family {{(x, y): x− y ∈ V }: V ∈ η(0)} is a base for Uweaks .
A net (xi)i∈I in (X,Uweaks ) is called a Cauchy net if for each V ∈ η(0) there is iV ∈ I such that xi − x j ∈ V for all i, j  iV .
The uniformity Uweaks is complete provided that every Cauchy net converges with respect to τweaks . We say that Uweaks is
complete on the unit ball BX if the restriction of Uweaks to BX × BX is a complete uniformity on BX .
Theorem 4. An asymmetric normed linear space (X,q) is reﬂexive if and only if the uniformity Uweaks is complete on BX .
Proof. Suppose that Uweaks is complete on BX . Let ϕ ∈ X∗∗ . Deﬁne ϕ0 := ϕ if q∗∗(ϕ) = 0, and ϕ0 := ϕ/q∗∗(ϕ) otherwise.
Then ϕ0 ∈ BX∗∗ . By Theorem 3, for each neighborhood V of 0 in (X∗∗ − X∗∗, τweak∗∗-pc) there is an xV ∈ BX such that
ΩxV ∈ ϕ0 + V . Therefore (xV )V∈η(0) is a Cauchy net in (X,Uweaks ), where by η(0) we have denoted the set of neighborhoods
of 0 in (X∗∗ − X∗∗, τweak∗∗-pc) directed, as usual, by inclusion. So, by hypothesis, (xV )V∈η(0) converges to a point x0 ∈ BX
with respect to τweaks .
We shall prove that Ωx0 = ϕ0. To this end, let V1, V2 ∈ η(0). We want to show that (ϕ0+V1)∩(Ωx0 +V2) = ∅. There exist
ε > 0 and f1, . . . , fn ∈ Xs∗ such that V ∗∗-pcε, f1,..., fn (0) ⊆ V1 ∩ V2. Since the net (xV )V∈η(0) converges to x0 with respect to τweaks ,
there is W ∈ η(0) such that W ⊆ V ∗∗-pcε, f1,..., fn (0) and xW ∈ x0 + {x ∈ X: | fk(x)| < ε, k = 1, . . . ,n}. An easy computation shows
that
ΩxW ∈
(
ϕ0 + V ∗-pcε, f1,..., fn(0)
)∩ (Ωx0 + V ∗-pcε, f1,..., fn(0)).
Therefore ΩxW ∈ (ϕ0+V1)∩(Ωx0 +V2). By Hausdorffness of (X∗∗− X∗∗, τweak∗∗-pc), it follows that Ωx0 = ϕ0. We conclude
that Ω(X) = X∗∗ .
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Corollary. ([16,25]) For a normed linear space (X,‖.‖) the following are equivalent.
(1) The closed unit ball is compact with respect to the weak topology.
(2) The uniformity Uweaks is complete on the closed unit ball.
(3) (X,‖.‖) is reﬂexive.
Proof. (1) ⇒ (2) is obvious. (2) ⇒ (3) follows from Theorem 4. (3) ⇒ (1) follows from the classical Alaoglu Theorem applied
to the dual space of (X,‖.‖). 
Next we give a new example of reﬂexive asymmetric normed linear spaces. To this end, the following result will be
useful (compare with Theorem 3 above).
Proposition 2. Let (X,q) be an asymmetric normed linear space. Then B X is closed with respect to τweaks .
Proof. Let x0 ∈ BX , where by BX we denote the closure of BX with respect to τweaks . By Lemma 4 of [14] there exists
f0 ∈ BX∗ such that q(x0) = f0(x0). Hence for each n ∈ N there is xn ∈ BX such that | f0(x0) − f0(xn)| < 1/n. Thus q(x0) <
f0(xn) + 1/n 1+ 1/n for all n ∈ N. We conclude that x0 ∈ BX . 
Example 3. Let (X,q) be an asymmetric normed linear space (X,q) such that (X,Uweaks ) is complete. Then (X,q) is reﬂex-
ive. Indeed, since the unit ball BX is a closed subset of X with respect to τweaks (Proposition 2), then Uweaks is complete
on BX . Therefore (X,q) is reﬂexive by Theorem 4.
As we indicated above, Deﬁnition 2 provides a strong kind of asymmetric reﬂexivity. It then seems interesting to discuss
a notion of reﬂexivity where X∗∗ is replaced by some suitable linear subspace of it. In this direction, two spaces appear in
a natural way as it is shown in the next.
Let (X,q) be an asymmetric normed linear space, (Xs∗, (qs)∗) the dual space of the normed linear space (X,qs), and
(Xs∗s∗, (qs)∗∗) the bidual space of (X,qs). Thus, as usual, (qs)∗ is the norm on Xs∗ given by (qs)∗( f ) = sup{| f (x)|: x ∈ BXs }
for all f ∈ Xs∗ . Moreover
Xs∗s∗ = {ϕ : (Xs∗, (qs)∗)→ (R, |.|): ϕ is linear and continuous},
and (qs)∗∗ is the norm on Xs∗s∗ given by (qs)∗∗(ϕ) = sup{|ϕ( f )|: (qs)∗( f ) 1, f ∈ Xs∗} for all ϕ ∈ Xs∗s∗ .
On the other hand, let
X∗∗|.| :=
{
ϕ :
(
Xs∗,q∗
)→ (R, |.|): ϕ is linear and continuous}.
Clearly X∗∗|.| is a linear subspace of X∗∗ and (X∗∗|.| ,q∗∗) is an asymmetric normed linear space.
In Lemma 6 below we state that Xs∗s∗ is a subset of X∗∗|.| . To this end the next result will be useful.
Lemma 5. Let (X,q) be an asymmetric normed linear space. Then (qs)∗  q∗ on Xs∗ .
Proof. Let f ∈ Xs∗ such that q∗( f ) < +∞. Given ε > 0 there is x0 ∈ X such that qs(x0) 1 and(
qs
)∗
( f ) < ε + ∣∣ f (x0)∣∣= ε +max{ f (x0), f (−x0)}.
Since q(x0) 1 and q(−x0) 1, it follows that (qs)∗( f ) < ε+sup{ f (x): q(x) 1}. Therefore (qs)∗( f ) q∗( f ). This concludes
the proof. 
Remark 1. Since (qs)∗ is a norm on the linear space Xs∗ , we deduce from Lemma 5, that the space (Xs∗,q∗) is Hausdorff,
i.e. the topology τq∗ is a Hausdorff topology on Xs∗ . Hence, the dual space (X∗,q∗) is Hausdorff.
Lemma 6. Let (X,q) be an asymmetric normed linear space. Then Xs∗s∗ ⊆ X∗∗|.| and q∗∗  (qs)∗∗ on Xs∗s∗ .
Proof. Let ϕ ∈ Xs∗s∗ . Since, by Lemma 5, (qs)∗  q∗ on Xs∗ , it immediately follows that ϕ ∈ X∗∗|.| . So Xs∗s∗ ⊆ X∗∗|.| .
Finally, since (qs)∗( f ) 1 whenever q∗( f ) 1, f ∈ Xs∗ , we obtain that, for each ϕ ∈ Xs∗s∗ ,
sup
{
ϕ( f ): q∗( f ) 1, f ∈ Xs∗} sup{∣∣ϕ( f )∣∣: (qs)∗( f ) 1, f ∈ Xs∗}.
Therefore q∗∗  (qs)∗∗ on Xs∗s∗ . 
2290 L.M. García-Raﬃ et al. / Topology and its Applications 156 (2009) 2284–2291Remark 2. It follows from Theorem 3 and Lemma 6 that if (X,q) is an asymmetric normed linear space, then
X = Xs∗s∗ = X∗∗|.| = X∗∗,
where the closures are taken in (X∗∗ − X∗∗, τweaks∗-pc).
It is well known, from classical results, that Ω(X) ⊆ Xs∗s∗ , and that the normed linear space (X,qs) is reﬂexive if
and only if Ω(X) = Xs∗s∗ . Therefore, we focus our interest in those asymmetric normed linear spaces (X,q) such that
Ω(X) = X∗∗|.| .
Recall that if (X,‖.‖) is a normed lattice, the function q+ : X → R+ given by q+(x) = ‖x+‖ is an asymmetric norm on X
[7], where x+ = x∨ 0 for all x ∈ X . In Proposition 3 below we shall show that if (X,‖.‖) is a reﬂexive normed lattice, then
Ω(X) = X∗∗|.| for the asymmetric normed linear space (X,q+).
We omit the easy proof of the following auxiliary result.
Lemma 7. Let (X,q) be an asymmetric normed linear space and let ϕ ∈ X∗∗|.| . Then there is M > 0 such that |ϕ( f )| < Mq∗( f ) for all
f ∈ X∗ .
Lemma 8. ([3]) Let f be a linear function on a normed lattice (X,‖.‖). Then f is upper semicontinuous on (X,q+) if and only if it is
continuous on (X,‖.‖) and positive. In this case ‖ f ‖∗ = (q+)∗( f ).
Proposition 3. Let (X,‖.‖) be a reﬂexive normed lattice. Then Ω(X) = X∗∗|.| .
Proof. Let ϕ ∈ X∗∗|.| . Given a linear and continuous function f on (X,‖.‖), then f = f + − (− f )+ , by the Riesz decomposition
theorem [17], where f + and (− f )+ are linear continuous and positive functions on (X,‖.‖). So, by Lemma 8, f +, (− f )+ ∈
X∗ . Therefore, from Lemmas 7 and 8 and the fact that ‖ f +‖∗  ‖ f ‖∗ and ‖(− f )+‖∗  ‖ f ‖∗ , we obtain∣∣ϕ( f )∣∣= ∣∣ϕ( f +)− ϕ((− f )+)∣∣ ∣∣ϕ( f +)∣∣+ ∣∣ϕ((− f )+)∣∣
< M
(∥∥ f +∥∥∗ + ∥∥(− f )+∥∥∗) 2M‖ f ‖∗.
Consequently ϕ is continuous on the dual space of (X,‖.‖). Since (X,‖.‖) is reﬂexive, ϕ ∈ Ω(X). We conclude that
Ω(X) = X∗∗|.| . 
Example 4. As usual, for 1  p < ∞, we denote by lp the set of inﬁnite sequences x := (xn)n∈ω of real numbers such
that
∑∞
n=0 |xn|p < ∞. It is well known that (lp,‖.‖p) is a Banach space, where ‖.‖p is the norm on lp deﬁned by ‖x‖p =
(
∑∞
n=0 |xn|p)1/p for all x ∈ lp . Moreover (lp,‖.‖p) is reﬂexive for p > 1, while (l1,‖.‖1) is not reﬂexive.
We shall split the norm ‖.‖p as follows (compare [7,11]): For each x ∈ R, let x+ = max{x,0}. Now ﬁx p ∈ [1,∞), and for
each x := (xn)n∈ω ∈ lp deﬁne x+ := (x+n )n∈ω . Then q+p is an asymmetric norm on lp where
q+p (x) =
( ∞∑
n=0
(
x+n
)p)1/p
,
for all x ∈ lp . Furthermore the norm (q+p )s is equivalent to ‖.‖p . It follows from Proposition 3, that for X = lp , and q = q+p ,
p > 1, one has Ω(X) = X∗∗|.| .
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