The primary use of speech is in face-to-face interactions and situational context and human behavior therefore intrinsically shape and affect communication. In order to usefully model situational awareness, machines must have access to the same streams of information humans have access to. In other words, we need to provide machines with features that represent each communicative modality: face and gesture, voice and speech, and language. This paper presents OpenMM: an open-source multimodal feature extraction tool. We build upon existing open-source repositories to present the first publicly available tool for multimodal feature extraction. The tool provides a pipeline for researchers to easily extract visual and acoustic features. In addition, the tool also performs automatic speech recognition (ASR) and then uses the transcripts to extract linguistic features. We evaluate the OpenMM's multimodal feature set on deception, depression and sentiment classification tasks and show its performance is very promising. This tool provides researchers with a simple way of extracting multimodal features and consequently a richer and more robust feature representation for machine learning tasks.
Introduction
When focusing on classification tasks, researchers across various fields-speech processing, Natural Language Processing, and human-computer interaction-often work on the same task from different perspectives, usually with different data sources and feature representations. However, to truly get a comprehensive picture of a conversation, it is necessary to consider all modalities. In many situations, a multimodal system can provide the most robust source of information for a classification task and research has found that on average multimodal systems offer an 8% improvement over unimodal systems [1] . However, building a multimodal system is extremely time intensive because it requires feature engineering across multiple modalities. In some cases, it is also not feasible given the dataset type. The goal of OpenMM is to provide researchers with a simple tool to extract multimodal features. OpenMM is built upon various existing open-source tools as well as our own code for linguistic analysis. The tool only requires a video as input and performs all the processing and necessary conversions to generate audio files and transcriptions, as shown in Figure 1 .
Given a video input, OpenMM will extract visual features using the open-source tool OpenFace [2] . Then OpenMM converts the video to audio using the tool ffmpeg [3] , outputting an audio wav file. Using the wav file, OpenMM extracts acoustic features using the open-source repository Covarep [4] . Using the wav file, OpenMM then makes a call, depending on the language, to either IBM Watson's or Google's speech-to-text service, outputting a transcript. Using the transcript OpenMM then extracts linguistic features, which include a bag-of-words representation and syntactic features. The syntactic features are generated using a dependency parse tree representation, which is generated using Google's state-of-the-art parser. In the end, OpenMM outputs the following: wav file, transcript file, comma-separated values file (CSV) of visual features, CSV of acoustic features, CSV of linguistic features, and CSV of multimodal features. OpenMM currently supports English, German, and Spanish and is available for download 1 . We evaluate the OpenMM multimodal feature set on three different classification tasks. The three classification tasks we consider are deception (deceptive vs. truthful), depression (depressed vs. not depressed), and sentiment detection (negative vs. positive), which respectively involves datasets in English, German, and Spanish. In many experiments, we find OpenMM features match or outperform previous systems [5, 6] . Using OpenMM we are able to classify deception with 76.86% accuracy, sentiment with 62.50% accuracy, and depression with 76.79%. We hope this tool will provide researchers with a simple and inexpensive way of extracting multimodal features.
Related Work
In this section we provide brief overviews of related work on the three relevant classification tasks.
Deception Detection
Pérez-Rosas et al. [6] presented the first multimodal system to detect deception in real-life trial data using text and gesture modalities. They built classifiers relying on individual and combined sets of nonverbal and verbal features, reporting accuracies in the range of 60-75%. Their dataset was manually transcribed and their verbal features included unigrams and bigrams derived from the bag-of-words representation of their video transcripts.
Their nonverbal features included facial displays and hand gestures, which were also manually annotated by hand. Pérez-Rosas et al.'s findings show the promise in multimodal features while also highlighting the time intensive nature of multimodal design, which often includes a good deal of manual annotation.
Depression Detection
Researchers have also investigated the use of multimodal features for depression detection. Recent research has shown the promise in using acoustic [7, 8, 9, 10, 11] and visual features [12, 13, 11] for depression detection. Some researchers have built multimodal systems, specifically Scherer et al. [14] , investigated visual signals and voice quality, finding that they were able to distinguish interviewees with depression from those without depression with an accuracy of 75%. In addition to audiovisual features, text-based features, including syntactic and semantic features have been investigated for depression detection. Rude et al. [15] examined linguistic patterns of student narratives, finding that depressed students used significantly more first person singular words and negatively valenced words than did never-depressed students. In addition to considering word usage, researchers have explored syntactic characteristics of depressed language [16, 17] . Zinken et al. [16] investigated whether an analysis of a depressed patients' syntax could help predict improvement of symptoms and found that certain syntactic structures were correlated with patients' potential to complete a self-help treatment.
Sentiment Detection
In other work, Pérez-Rosas et al. [5] presented a method for multimodal sentiment classification, which could identify the sentiment of video reviews. In order to identify sentiment, they explored visual, acoustic, and text features. Acoustic features were extracted using the open-source software OpenEAR [18] , which extracts prosody, energy, voice probabilities, spectrum, and cepstral features. Facial features were extracted using the Computer Expression Recognition Toolbox [19] , including smile and head pose estimates, facial action units, and eight basic emotions. Lastly, video clips were manually processed to transcribe the verbal statements and to extract the start and end time of each utterance. In addition, linguistic features were extracted from the transcripts using a bag-of-words representation. Their work showed that multimodal sentiment analysis can be effectively performed. They also report that the joint use of multimodal features (visual, acoustic, and linguistic) can lead to error rate reductions of up to 10.5% as compared to the best performing single modality.
Datasets
In this work, we use three publicly-available datasets: the Audio-Visual Emotion Recognition Challenge (AVEC) dataset 2 , the Multimodal Opinion Utterances dataset (MOUD), and the Real-life Trial (RLT) dataset 3 .
Audio-Visual Emotion Recognition Challenge Dataset
For the depression classification task, we use the 2014 AVEC corpus [20] . In total, the corpus includes 300 videos in German.
Since we are concerned with spontaneous language, we only only use half of the corpus from the spontaneous 'freeform' speech task. In total, this subset of the corpus is composed of 150 videos. The videos include recordings of participants responding to one of a number of questions. Each recording is labeled for severity of depression. Depression severity is determined using the Beck Depression Inventory-II (BDI-II) [21] . BDI-II scores range from 0 to 63. We group the data into 2 binary classes not depressed (0-13) and depressed (≥14).
Multimodal Opinion Utterances Dataset
The dataset we use for sentiment classification is the MOUD dataset [5] . The MOUD dataset includes videos of product opinions expressed in Spanish. The videos were collected from the social media web site YouTube, using several search keywords that were likely to lead to product reviews or recommendations. Videos selected met the following guidelines: the speaker was directly in front of the camera, his/her face was clearly visible, with minimum amount of face occlusion, and no background noise. In total the dataset is comprised of 80 videos randomly selected from the videos retrieved from YouTube that met the guidelines. All video clips were manually processed to transcribe the verbal statements and to extract the start and end time of each utterance. Each utterance was then labeled for sentiment by two annotators.
Real-life Trial Dataset
The RLT dataset [6] includes videos of real deception during court trials in English. Videos were collected from public multimedia resources where trial hearing recordings were available and where truthful or deceptive behavior could be fairly observed and verified. Videos selected met the following guidelines: defendant or witness in the video should be clearly identified, his/her face should be visible during most of the clip duration, visual quality should be clear enough to identify facial expressions, and clear audio quality. Trial outcomes, such as guilty verdict, non-guilty verdict and exoneration, are used to help correctly label video clips with deceptive or truthful.
OpenMM Feature Extraction
OpenMM aims to extract features from as many channels or modalities as possible, including nonverbal behavior, voice and speech characteristics, as well as linguistic characteristics.
Automatic Speech Recognition
Given advancements in ASR, language can now be a common component in classification systems. For this reason, it is important to investigate how successful a feature set can be when it is fully automated. Each ASR transcript represents a string of words, with no punctuation or capitalization included. We take each transcript and generate a bag-of-words representation of each sentence to derive unigram counts, which are then used as linguistic features. We first build a vocabulary consisting of all the words occurring in the transcriptions. We then remove words that have a frequency below 10, this threshold is based off previous work which found this threshold useful for deception and sentiment detection [5, 6] . The remaining words represent the unigram features. So for each sentence, we generate a feature vector that represents the frequency of the unigrams inside that utterance.
Syntax Features
In order to generate syntactic features, we first tag and parse all sentences, using Google's state-of-the-art pre-trained English parser: Parsey McParseface [22] . We also use Google's Spanish and German universal parsers. For each sentence S, the parser outputs universal part-of-speech (POS) tags. Grammatical roles are also labeled, which show how words in the sentence relate to one another. For example, the sentence "I saw the man with glasses" when parsed would output the dependency relationships listed in Table 1 . Using the parser's output, syntactic features are generated, including: depth of tree, number of root dependents, number of unique universal POS tags, frequency of each POS tag, average word length, and a computed dependency distance measure. The depth of the tree represents the number of levels in the tree, which gives a measure of how complex of a construction the sentence is. The number of root dependents represents the total number of children the root has, providing another way to represent sentence complexity. The number of unique POS tags captures how many unique POS tags were used, which measures syntactic variety. The average word length represents a simple way of capturing how advanced the vocabulary is. Lastly, the dependency distance measure is based on related work [23] . Given each parse tree, each dependency relation receives a distance score calculated as the absolute difference between the serial positions of the words that participate in the relation, i.e. difference between indices in the sentence. The dependency distance measure is then the sum of all the dependency distances in the sentence, as shown in Table 1 .
Nonverbal Features

Facial Features
OpenFace [24] is used to extract 408 visual features. OpenFace is an open-source facial behavior analysis toolkit, which has achieved state-of-the-art results in facial landmark detection, head pose estimation, facial action unit recognition, and eye gaze estimation. OpenFace includes features that capture [25] . FACS is a system used to taxonomize human facial movements by their appearance on the face. It is a commonly used tool and has become standard to systematically categorize physical expressions, which has proven very useful for psychologists and animators. FACS is composed of facial AUs (Action Units), which represent the fundamental actions of individual muscles or groups of muscles.
Acoustic Features
In order to extract features from the voice, we use Covarep (A Cooperative Voice Analysis Repository for Speech Technologies) [4] .
Covarep is an open-source toolkit of advanced speech processing algorithms. Using Covarep we extract 71 audio features, including prosodic, source, and spectral features.
Fusion
For each unimodal feature set, OpenMM outputs a CSV of features. For the visual and acoustic features, the features are computed at the frame-level. For the text-based features, features are computed at the sentence-level. In order to fuse the modalities, we need one feature vector per modality. So, we apply statistical functionals to each unimodal feature set. We apply the following statistical functionals: maximum, minimum, mean, median, standard deviation, variation, kurtosis, skewness, 25% percentile, 50% percentile, and 75% percentile. Using the feature vector derived through the statistical functionals, we then fuse the modalities by concatenating each of the video-level feature vectors. In addition to the multimodal (verbal + nonverbal) feature set, we also fuse the verbal (bag-of-words + syntax) and nonverbal (acoustic + visual) modalities.
Experiments and Results
We conduct three series of experiments. For each series, we build and evaluate classification models using OpenMM's feature sets. 
Deception Detection
In order to compare directly to Pérez-Rosas et al.'s (2015) previous work on deception detection [6] , we use the same experimental configuration. Therefore, we evaluate using two classification algorithms, Decision Trees (DT) and Random Forest (RF), using the Weka toolkit with default parameters [26] . We run several comparative experiments using leave-one-out crossvalidation. In Table 2 , we report our results in conjunction with Pérez-Rosas et al.'s results, which we refer to as P2015. Given the distribution between deceptive and truthful clips, the baseline on this dataset is 50.4%. We find that the deception prediction accuracy for OpenMM's multimodal feature set is 76.03% which matches P2015's best performing system. These results are extremely promising as they confirm that OpenMM's fully automated system can match the performance of a manually handcrafted feature set. In addition, across modalities OpenMM's performance matches or outperforms P2015's models. This is especially interesting in regards to verbal features; OpenMM's bag-of-words, syntax, and verbal feature sets outperform P2015's verbal feature sets. These findings confirm that ASR transcript derived features can compete with manual transcription derived features. Lastly, the OpenMM acoustic feature set achieves the best results, classifying deception with 76.86% accuracy.
Sentiment Detection
Similar to the the deception detection experiments, we also compare OpenMM's sentiment detection results directly with previous work. Results for OpenMM's models can be compared directly to Pérez-Rosas et al.'s (2013) [5] systems' results, which we refer to as P2013 in Table 3 . As before, we evaluate each unimodal feature set as well as multimodal feature sets. Following P2013, we use an SVM classifier in tenfold cross-validation experiments. Given the distribution between positive and negative clips, the baseline on this dataset is 55.93%. For sentiment detection, we find that OpenMM's unimodal acoustic and visual features outperform P2013's feature sets. However, we also find that OpenMM's verbal feature sets are unable to match the performance of P2013. We think this can be attributed to the ASR model. Specifically for Watson's speech-to-text service, IBM announced that their English conversational speech recognition system achieves an 8% word error rate. However, they also mention having little data for build- ing the Spanish model, leading to far higher error rates [27] . We believe this difference in ASR model performance led to poorer performing verbal feature sets. Although, we find ASR to be an extremely valuable tool for feature engineering for the English task, these results for Spanish highlight the limitations of ASR.
Depression Detection
Lastly, we evaluate OpenMM's feature sets on the depression detection task. Results are given in Table 4 . Given the distribution between depressed and not depressed clips, the baseline on this dataset is 55.36%. Since we only use half of the AVEC corpus and conduct a classification experiment, instead of the more common regression, it is difficult to provide a direct system comparison for depression detection. However, given the difficult nature of the task, we believe OpenMM's results show promise. The visual, acoustic, and multimodal features perform better than the baseline. As shown in Table 4 , the OpenMM nonverbal, acoustic, and visual feature sets achieve the best results. The acoustic feature set represents the highest performing system, reporting an accuracy of 76.79%. These results confirm previous findings that acoustic and visual features are extremely useful for depression detection [28] . Similar to what we found for sentiment detection, the verbal feature sets represent the lowest performing systems, which is again likely an artifact of the German ASR model.
Conclusions
In this paper, we present OpenMM, the first open-source multimodal feature extraction tool. We evaluate OpenMM on three datasets spanning three different languages. We find that OpenMM's unimodal and multimodal feature sets perform well across different classification tasks. Our best performing models are able to classify deception with 76.86% accuracy, sentiment with 62.50% accuracy, and depression with 76.79% accuracy. Our findings show that multimodal features derived from a fully automated system can match the performance of a manually handcrafted feature set. In addition, we find that features derived from ASR transcriptions can compete with features derived from manual transcriptions. We hope OpenMM will provide researchers with a simple and inexpensive way of extracting multimodal features, which encompass various communicative modalities: face and gesture, voice and speech, and language. Lastly, we hope OpenMM can lead to richer and more robust feature representations for machine learning tasks.
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