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국문초록
최근 증거 기반 교수(evidence based instruction), 데이터 기반 교
수(data based instruction)에 대한 관심이 증가하고 있다. 데이터 
기반 수학 교육을 위해서는 교수 학습 과정에서 학습자의 상태를 
정확하게 진단하고 이에 맞추어 적절한 교수를 처방하는 것이 필
요하다. 이를 위한 많은 교육 연구가 진행되고 있는 가운데 신경 
과학은 여기에 새로운 가능성을 열어줄 수 있을 것으로 기대된다. 
교육 연구에서 신경 과학과의 협력 연구는 하나의 흐름이 되어가
고 있음에도 불구하고 아직 수학 교육 연구에서 뇌파 연구는 많지 
않은 것이 현실이다.
이에 본 연구는 뇌파 연구의 기초 연구로서 휴대용 뇌파 장비와 
파이썬을 이용하여 뇌파 측정 및 분석 시스템을 구축하고 이를 이
용한 뇌파 분석이 가능한 지 탐구하였다. 나아가 휴대용 뇌파 장
비로 측정된 데이터를 활용한 머신 러닝 적용 사례를 개발함으로
써 이러한 뇌파 분석 활동이 교수 학습 과정에서 학습 내용으로 
활용될 수 있는 가능성 또한 모색하였다. 본 연구는 ‘수학교육 
신경과학’의 기초 연구로서 증거 기반적인 견해를 제공하며 수학 
교수와 학습에 대한 보다 깊고 폭넓은 이해가 가능하도록 한다. 
특히 휴대용 EEG 장비를 활용함으로써 EEG 연구가 교육 연구와 
학교 현장에 확산될 수 있도록 하는데 기여한다는 측면에서 의의
가 있다.
주요어 : 수학교육 신경과학, 뇌파(EEG), 학습양식, APM, 머신러닝
학  번 : 2016-21565
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I. 서론
1. 연구의 필요성 및 목적
최근 증거 기반 교수(evidence based instruction), 데이터 기반 교수
(data based instruction)에 대한 관심이 증가하고 있다. 원래 증거 기반이
라는 표현은 의학계에서 등장한 용어이다. 1972년에 Archie Cochrane이 
증거 기반 의료(evidence based medicine)의 개념을 설명하면서 알려지기 
시작하여 80년대 후반부터 90년대 초반에 “증거 기반 의료”라는 명칭
이 의학 분야의 실제적인 방법론으로 자리 잡게 되었다. 이후 증거 기반
이라는 용어는 심리학, 경제학을 포함한 사회과학 전반에 영향을 미치게 
되었다. 
그런데 Pfeffer & Sutton(2006)에 따르면 실제로 의학에서 증거 기반적 
접근을 통해서 의사결정이 이루어지는 사례는 15%에 미치지 못한다고 
한다. 의사들은 자신이 예전에 학교에서 배운 처방, 오래되었지만 증명
되지 않은 전통 요법, 자신의 경험에서 얻은 나름의 방식, 자신의 개인
적 믿음에 따른 처방에 더 의존하고 있다. 의사들이 “현존하는 최선의 
증거”를 활용하지 않는 것은 그들의 게으름, 태만과 같은 부정적인 이
유 때문이 아니라 그들이 학문적 연구 결과보다 자신 고유의 경험을 더 
믿고 있다는 이유에서 비롯되는 경우가 훨씬 많다는 것이다.
수학 교육에서도 이는 비슷한 상황이다. 교사들 중에서도 자신이 학교
에서 배운 교수 방법과 지식, 자신의 교수 경험에서 얻은 나름의 방식, 
오래되었지만 증명되지 않은 전통 교수 방법, 자신의 개인적 믿음에 따
른 지도법에 의존하는 사람들이 존재한다. 수학교육 연구에서 드러난 학
문적 연구 결과보다 자신 고유의 교수적 판단과 경험을 토대로 교수 실
행을 구성하는 교사들이 많다. 교사들은 자신의 지식뿐만 아니라 학문적 
연구 결과를 함께 고려하여 증거 기반으로 학생의 성과를 이끌어 낼 수 
있는 교수적 실제를 추구할 수 있어야 한다. 하지만 많은 교사들은 학생
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의 성과에 거의 영향을 미치지 못하는 교수적 실행을 활용하면서 증거 
기반 혹은 연구 기반 실행을 외면하고 있다(Cook & Schirmer, 2003). 
데이터 기반 교수는 증거기반 교수에 더해 D. Fuchs이 사용한 용어로 
하나의 특정한 교수법이라기보다는 지속적이고 역동적인 ‘과정’으로 
정의된다. 교사들이 연구 기반 교수를 적용하면서 학습 진전을 지속적으
로 측정하고, 그 결과를 바탕으로 현재 교수의 효과성을 평가하며 교사
의 교수적 의사결정을 돕는 과정이다(Stecker, Fuchs & Fuchs, 2005). 기
존의 연구 기반 교수를 실시했을 때 대부분의 학생들은 교수에 충분한 
반응을 보이지만, 5% 이내의 학습 장애 학생들은 충분한 반응을 보이지 
않았다. 즉, 연구 기반 교수 자체만으로는 집중적인 개별화 교육이 필요
한 학습 장애 학생들을 돕기 어렵기 때문에 연구 기반 교수에 효과적인 
개별화 교육 장치를 포함한 데이터 기반 교수를 제안하였다(Fuchs et al. 
2014). 이러한 데이터 기반 교수는 특히 특수 교육 분야에서 중재반응 
모델(Response to Intervention, RTI)로서 활발하게 연구되고 있다.
데이터 기반 수학 교육을 위해서는 학생들의 수학 학습 상태를 정확하
게 진단하고 이에 맞추어 적절한 교수를 처방하는 것이 요구된다. 다양
한 심리측정법이나 검사지가 존재하지만 일관된 측정 도구의 부재 및 서
로 다른 방법의 적용이 각기 다른 아동을 판별하기에 적합하지 않다는 
점은 데이터 기반 교수의 한계점이다. 데이터 기반 교수가 보여주는 가
능성에도 불구하고 과학적 연구 기반을 갖춘 이른바 데이터 기반 교수에 
관한 합의된 기준점은 여전히 미완성이다. Swanson(2008)은 표준화된 적
용이 없다는 점, 교사 효과가 항상 통제될 수 없다는 점, 그리고 최적의 
교수 환경에서도 성과의 개인적 차이가 증가할 수 있다는 점 등을 지적
하였다. 이러한 데이터 기반 교수에 대한 지적은 보다 과학적이고 객관
적인 증거를 추가로 제시해야할 필요성에 대한 요구로 볼 수 있다. 
이러한 측면에서 신경 과학은 데이터 기반 교수에 새로운 가능성을 열
어줄 수 있을 것으로 주목받는 분야이다. 김동일 외(2011)에 따르면 교육 
연구에서 신경과학과의 협력 연구는 하나의 흐름이 되어가고 있다. 신경
과학과 교육의 협력에 대한 많은 논쟁이 진행 중에 있지만, 이미 연구자
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들은 학문 간의 협력 작업을 시작했다는 것이다. 그동안에는 뇌에 대한 
연구가 교육적으로 실용적이지 못한 지식이라고 판단되었기에 교육자들
의 관심을 끌지 못했지만 점차 학습 과정과 관련된 특정 뇌의 영역을 찾
아내고, 정보를 제공하는 신경학적 평가를 지지하는 신경심리학적 연구
의 양이 증가함에 따라 교육자들의 인식에 많은 변화가 일어났다. 기술
의 정교함이 발전함에 따라 교육에 대한 뇌 과학적 연구들의 수행은 교
육 분야에 주목할 만 한 발전을 가져올 것을 예고하였다.
김두정(2010)이 주장한 바와 같이 뇌 과학을 포함한 신경과학과 교육
은 상호 교류를 통해 신경 과학이 교육에 유의미한 기여를 할 수 있도록 
해야 한다. 교육 실천가들은 인지신경과학의 개념과 방법을 익힘으로써 
신경과학 분야의 연구 결과물들을 이해하고 비판적으로 수용하여 적용할 
수 있다(Ansari, Coch, 2006). 뿐만 아니라, 신경과학을 교육에 적용하기 
위한 중요한 연구 문제를 제기할 수 있고, 이를 해결할 수 있는 방안을 
생각할 수 있도록 할 수 있다는 것이다(Eisenhart & DeHaan, 2005; 
Stanovich & Stanovich, 2003).
이러한 측면에서 협력 연구의 필요성이 제기되고 있지만 신경과학과 
교육 사이의 협력 관계를 만드는 데 대한 어려움이 있다. 이에 대해 
Ansari, Coch(2006)는 공통적인 언어와 배경의 결핍, 만날 기회와 간학문
적 연구를 위한 장의 부족, 변화에 대한 기피, 그리고 연구 자금 문제 
등을 꼽았다. 그럼에도 불구하고 학습과 교육의 과학을 위한 미래의 기
대되는 결과가 너무 중요하기 때문에 협력 관계 형성을 더 이상 늦출 수 
없으며, 신경과학과 교육 두 영역의 협력은 뇌 기반 교육 및 학습의 과
학을 만들며, 이는 학교 현장 그리고 교육 연구자들에게 많은 이익을 가
져다 줄 수 있다고 하였다(김동일 외, 2011).
외국 수학 교육계에서도 신경과학에 대한 관심이 생겨나고 있다. 인지
신경과학과 정신생리학의 발전에 힘입어 Campbell(2006)은 “수학교육 
신경과학”이라는 용어를 소개한 바 있다. 수학교육 신경과학에서는 관
찰, 면담, 설문지, 실험, 사전사후 검사 등 기존에 연구에서 주로 사용하
는 데이터에서 더 나아가 피부 반응, 시선, 동공 반응, 심전도, 뇌파, 호
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흡 등과 같은 생리학적인 데이터를 수학 교육 연구에 이용하여 인간의 
주관적인 기억, 감각, 사고 등을 관찰가능하며, 객관적이고, 구현된 행동
양식으로 드러내고자 한다. 이렇게 생리학적 데이터를 이용하는 것은 기
존의 연구로는 접근할 수 없었던 측정과 분석을 가능하게 함으로써 수학 
교수와 학습에 있어 보다 더 깊고 나은 이해를 제공할 수 있는 가능성을 
가지고 있다는 것이다. 
신경 과학의 연구 방법 중에서도 학습자의 시선을 추적하는 아이트래
커(eye-tracker)는 중학생의 읽기 양상(최숙기, 2016)이나 독해력에 따른 
문제 해결 상황에서의 독자의 눈동자 움직임(서혁 외, 2016) 등 주로 텍
스트를 읽는 독자의 시선을 추적하는 방식으로 활용되고 있다. 수학 교
과에서는 3D 입체 변별 과제(이지윤, 2015), 전개도 접기 과제(이은지, 
2017)이나 공간 과제(이승주, 2017)등에서 시각적 자극을 처리 하는 과정
에서 학습자의 사고방식을 유추하는 증거로서 아이트래커가 활용되었다. 
최인용, 조한혁(2016)은 순열, 조합 문장제 문제를 해결하는 과정에서 수
학적 인지를 추론하는 데 아이트래커를 이용하였다. 이 연구들에서 학습
자의 시선은 문제 해결 과정에서 연구 참여자들의 주관적인 인지 과정을 
관찰 가능한 증거를 통해 객관적으로 드러내는 것으로서 교수와 학습에 
대해 보다 더 깊고 나은 이해를 제공하였다.
한편, 교육 분야에서 EEG 연구는 음악, 체육, 과학 등의 교과에서 활
발하게 진행되고 있다. 하지만 신경 과학의 연구에서 인지 과제로 수학
적 과제들이 많이 활용되고 있음에도 불구하고 정작 수학 교육에서 EEG 
연구는 많지 않다. 현재까지 진행된 국내 수학 교육의 EEG 연구는 수학 
영재(김남희, 2013), 수학 불안(윤은정, 2014; 석영민, 2015; 한세호, 고상
숙, 2016; 고상숙, 이창연, 2016), 심적 회전(mental rotation)(김종진, 
2016), 수학 교구의 두뇌 활성(김형원, 2017)등에 관한 연구 등이 있다. 
뇌파에 관련된 수학 교육 연구가 많지 않은 것은 장비를 갖추는 데에 비
용이 많이 들고 신경 과학의 이론과 그 분석법의 내용이 어려워 초기 진
입 장벽이 높아 연구의 접근성이 떨어지기 때문으로 생각된다.
이에 본 연구에서는 연구와 학교 현장에서 연구나 학습 목적으로 EEG
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를 확산 시킬 수 있는 방안을 모색하는 것을 목표로 하였다. 기존의 교
육 연구에서 사용된 EEG는 신경과학의 연구를 재현하여 사용한 것이 대
부분이다. 교사나 교육 연구자들이 현장에서 뇌파를 더욱 이용할 수 있
게 하려면 신경 과학의 EEG 연구를 교수학적으로 변환할 필요가 있다. 
기술의 발전으로 학교에서도 사용할 수 있는 수준의 저비용, 휴대용 뇌
파 장비들이 꾸준히 출시되고 있다. 하지만 휴대용 뇌파 장비들이 뇌파
를 제대로 측정하는 것인지, 획득된 뇌파 데이터는 신뢰할 수 있는지에 
대한 의문 또한 제기 되고 있어 이에 대해 연구를 통한 검증이 필요하
다. 
따라서 본 연구에서는 휴대용 뇌파장비를 이용하면서 시중의 유료 소
프트웨어를 사용하지 않고 파이썬을 이용하여 뇌파 측정과 실시간 분석
이 가능하도록 코딩을 통해 시스템을 구축하고 이러한 시스템을 통해 유
의미한 뇌파의 변화를 확인할 수 있는지 탐구하고자 한다. 이러한 휴대
용 뇌파 장비들로 신경 과학의 연구 결과들을 부분적으로 재현할 수 있
다는 것이 확인되면 교육 현장에서 뇌파 연구가 더욱 활발해질 수 있을 
것이다. 구축한 시스템을 이용하여 선행 연구를 바탕으로 인지적 능력으
로서 유동 지능과 정의적 특성으로서 학습 양식이라는 대표적인 두 가지 
특성과 관련하여 학습자의 뇌파 분석을 시도하였다. 유동 지능에 대한 
신경과학적 접근은 전통적 연구로는 확인할 수 없었던 객관적 데이터에 
대한 측정과 분석을 가능하게 함으로써 교육 연구자들로 하여금 학습자
의 주관적인 사고 과정에 대해 새로운 통찰을 제공할 수 있을 것이다. 
물론 현재까지 인지 과정에 대한 신경과학적 연구 결과들이 교수 학습 
환경에 직접적으로 적용되기는 아직 어렵다. 하지만 이러한 연구 결과가 
축적되어 인지 과정에 대한 이해가 높아지면 교육 분야에 공헌을 할 수 
있을 것을 기대할 수 있다. ‘수학교육 신경과학’이 미래의 새로운 교
육 연구 분야로 자리 잡는 데 기여한다는 측면에서 본 연구의 의의가 있
다. 
뇌파 측정 및 분석을 위해 S대학교 과학영재교육원 소속 중학생 31명
에 대하여 유동지능검사로서 APM과 학습양식검사로서 KLSI를 실시한다. 
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그리고 동시에 참가자의 EEG를 기록하여 학습자의 학습 양식, 패턴 추
론 과정, EEG 사이의 상관관계를 양적으로 분석한다. 특히 휴대용 EEG 
장비와 무료 소프트웨어를 사용하여 학습자의 생리적 데이터를 측정하고 
기록하여 상관관계를 분석하는 것이 가능한 지 밝힘으로써 교육 현장에
서의 신경과학적 방법론의 활용 가능성을 높이고자 한다. 
그리고 나아가 뇌파 데이터를 활용한 머신 러닝 적용 사례를 개발함으
로써 이러한 뇌파 분석 활동이 하나의 교수 학습 과정에서 학습 내용으
로서 활용될 수 있는 가능성을 모색한다. 평균과 행렬, 미분 등의 수학
적 개념을 활용한 K-means clustering과 신경망 알고리즘을 이용하여 뇌
파 데이터를 분석한다. 수학을 학습하는 학생들이 수학의 실용성에 의문
을 품는 경우가 많은데 학생들의 연관성이 높은 생체 데이터를 활용한 
머신 러닝 사례를 학생 탐구 과제로 개발함으로써 학생들에게 수학의 실
용성을 느끼게 하고 정의적 태도 또한 함양시킬 수 있을 것으로 기대한
다.
교육 연구와 다양한 신경과학의 발전을 통합하려는 본 연구와 같은 시
도는 교육 연구를 변화시키고 새로운 관점에서 바라볼 수 있도록 하는  
역할을 할 수 있을 것으로 기대된다. 본 연구는 EEG 장비를 이용한 연
구로서 기존의 전통적인 연구 방법들에 비해 학습자에 대하여 증거 기반 
적이며 데이터 기반의 객관적 견해를 제공함으로써 수학 교수와 학습에 
대한 보다 깊고 폭넓은 이해가 가능하도록 한다는 데 의의가 있다.
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2. 연구 문제 
2.1. 휴대용 EEG 장비를 이용하여 뇌파를 측정하고 분석할 수 있
는 시스템은 어떻게 구성하는가?
2.2. 학습 양식과 APM에 따라 학습자의 뇌파 활성은 어떠한가?





뇌파는 EEG(Electroencephalograph)를 가리키는 용어로 사용한다. 두피 
전극에서 측정된 전위차를 이용하여 두피에서의 전위를 측정하는 EEG를 
본 연구에서는 뇌파로 정의한다.
3.2. 뮤즈(Muse Headband)
휴대용 EEG 장비로서 뮤즈는 Interaxon 社에서 개발한 Muse 
Headband 2016 버전(RRID : SCR_014418)을 지칭한다.
3.3. EO 상태
뇌파 측정 중 Eyes open 안정 상태. 의자에 앉아서 눈을 뜨고 안정을 
취하고 있는 상태를 말한다. 여기서 안정 상태라고 하면 편안한 마음으
로 어떠한 인지적 과제도 수행하고 있지 않은 상태로 전방의 십자
(Fixation Cross)만을 응시하고 있는 상태이다.
3.4. EC 상태
뇌파 측정 중 Eyes closed 안정 상태. 의자에 앉아서 눈을 감고 안정을 
취하고 있는 상태를 말한다. 여기서 안정 상태라고 하면 편안한 마음으
로 어떠한 인지적 과제도 수행하고 있지 않은 상태이다.
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3.5. APM
Raven의 누진행렬검사(Raven’s progressive matrices)는 SPM, CPM, 
APM의 3가지 종류가 있는데 별다른 언급이 없는 경우 통틀어 RPM이라
고 부른다. 이 중에서 APM은 Raven의 고급 누진행렬검사(Advenced 
progressive matrices)를 가리킨다. 
3.6. KLSI
Kolb의 학습양식 검사(Learning Style Inventory)를 KLSI 라고 한다. 
KLSI는 여러 버전이 있는데 그 중에서도 본 연구에서 KLSI, 학습 양식은 
KLSI 3.1 버전을 의미한다. 
3.7. K-means 클러스터링(K-means clustering)
데이터 마이닝이나 머신 러닝에서 사용되는 비지도 학습의 알고리즘이
다.
3.8. 신경망(Neural Network)
신경망의 용어는 인체나 생물의 신경망을 가리키는 것이 아닌 데이터 





Campbell(2006)에 따르면 교육 신경과학은 전통적인 형태의 교육 연
구에 대해 연구의 새로운 차원을 추가하고 통합하는 것을 도울 수 있는 
과학적 근거와 증거 기반의 새로운 연구 분야이다. 특히, 교육 신경 과
학은 발달 심리 및 인지 심리학과 같은 교육 연구의 이론과 인지 신경과
학과 정신 생리학의 방법론을 결합하고자 한다. 인지 심리학 및 인지 신
경 과학에 관한 연구를 통해 알려진 교육 연구 방법론을 사용하여 수학 
교육 신경과학은 수학적으로 사고하는 것에 대한 생물학적 능력과 문화
적 능력에 대해 알려진 것을 통합하고 확장하는 것을 목표로 한다.
수학 교육에서 다양한 정서적, 인지적, 사회적 주제들(Grouws, 1992)에 
대한 많은 연구가 있어 왔으며, 다양한 현상학적, 행동적, 인지적, 사회
적 상호 작용 주의적 접근들이 이러한 주제들을 이해하기 위한 방법으로 
사용되었다(Sierpinska & Kilpatrick, 1998). 그러나 현재까지 수학교육 분
야의 연구자와 전문가들은 대체로 인지 심리학(Campbell, 2004)과 인지 
신경과학(Dehaene, 1997), 그리고 빠르게 성장하는 신경 유전학(Gordon 
& Hen, 2004)과 같이 생물학적 기반으로 수학적 인지와 학습의 본성과 
절차를 탐구하는 다른 연구 분야들의 성장을 알지 못하거나 의식하지 못
한 채로 남아 있다. 기본적으로, 수학 교육과 관련된 현상들은 인본주의
적, 사회적 및 과학적 관점에서 다양하게 연구되고 있다. 이 이질적인 
분야들은 수학 교육의 현재 연구와 실행을 더욱 효과적으로 알리고 설명
할 수 있도록 집중되고 통합되고, 확장되어야 한다. 
교육 신경 과학은 최근에 만들어진 잠재적인 기초 교육 연구 영역이
다. 두 가지 기본 사항에 대한 일반적인 합의가 있다. 첫째, 교육 신경 
과학은 신경 과학이 교육 실행을 설명하는데 있어 합리적으로 설명되는 
증거 기반 연구라는 점이 특징이다. 역도 마찬가지이다. 둘째, 인지 신경
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과학을 설명하는 인지심리학과 인지심리학을 설명하는 인지 신경과학에 
대한 교육 연구가 교육 신경 과학의 핵심이다(Bruer, 1997).
교육 신경 과학은 학습자를 우선시한다. 학습자의 인지적 행동의 이면
에 놓여 있거나 혹은 그 것을 설명하는 신경 구조를 통해 정보를 얻으려
고 하는 것이지 그러한 신경 구조를 확인하려고 하는 것이 아니다. 그 
것은 인지 신경과학의 과제이지 교육 신경 과학의 과제는 아니다. 따라
서 교육 신경 과학과 인지 신경 과학의 차이점은 의식의 기능과 그것이 
어디로부터 오는지, 그리고 어떻게 신경 체제의 활동으로부터 발생하는 
것이 가능한지에 관련된 후자가 겪는 진퇴양난에서 확인될 수 있다. 교
육 신경과학은 현실과 의식의 활용성을 주어진 것으로 보며, 작업의 대
상으로 보지 설명해야 할 것으로 보지 않는다.
아마 인지 신경 과학과 교육 신경 과학 사이의 잠재적 교집합과 공통 
관심 영역의 대부분은 각각 인지, 교육 심리학일 것이다. 둘 다 다양한 
철학적 관점에서 인지 및 학습 모델들의 개발에 연관되어 왔다. 둘 다 
이러한 모델과 뇌 행동 사이의 신뢰할 수 있는 상관관계를 확인하고 확
립하는 데 관심이 있다.
인지 신경 과학은 인지 기능과 뇌 및 뇌 행동을 연관시키는 데 대단한 
진보를 이루고 있다. 수학 교육은 이러한 발전으로부터 큰 혜택을 얻을 
수 있다. 인지 신경과학의 방법론, 이론, 결과들로 설명되는 새로운 진실
한 교육 연구 분야로서 이는 진정한 교육 신경 과학의 가능성을 제시한
다.
인지 과학 및 인지적 테크놀로지들을 수학 교육 연구에 통합하려는 계
획과 노력이 있었다(Davis, 1984; Schoenfeld, 1987; Pea, 1987). 그러나 
최근까지 수학 교육 연구에서 신경 과학 또는 인지 신경 과학의 함의의 
가능성을 연구하거나 밝혀내는 문헌들은 거의 없었다. 
전통적으로 주관적인 인간의 경험과 객관적으로 관찰 가능한 행동에 
대한 통합적 연구를 약화시키는 기초적 이원론을 배제하고 교육 신경과
학은 다음의 관점을 택한다(Campbell & Dawson, 1995). 
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(1) 마음은 몸(뇌에 대한 특별한 강조)에 있다. 
(2) 인간 문화 속에 체화된 마음을 위치시킨다. 
(3) 인간성의 자연 세계로부터 생물학적 발생과 자연에 대한 우리의 의존성을 
인식한다.
만약 마음이 근본적으로(즉, 존재론적으로) 물질세계와 구별된다면, 왜 
수학이 물질세계에 그렇게 효과적으로 적용될 수 있는지에 대한 것이 수
수께끼로 남는다. 체화의 관점이 제안하는 것처럼 마음이 물질세계 안에 
들어 있다고 한다면, 수수께끼는 예상으로 바뀌게 된다(Campbell, 2001). 
더욱이 체화된 마음을 존재론적으로 원초적인 것으로 생각하면, 의식을 
설명할 수 없고 명백히 쓸모없는 지금까지의 기계적인 신경 절차들의 부
수적인 현상으로 간주 할 필요가 없다(Jackendoff, 1987). 그러면 우리는 
자연 세계에서 명백하며, 객관적으로 관찰 가능한 구조와 절차들을 이용
하여 주관적인 마음의 경험을 공유하고 참여하는 것을 기대할 수 있다
(Campbell, 2001).
이 자연주의적인 체화된, 상황적, 창발적 관점에 따르면, 의미가 구성
될 때, 마음에서 변환이 일어나고 이는 몸으로 표현된다(구체적으로 뇌 
행동의 변화를 통해서). 물론 그러한 체화된, 즉 객관적으로 관찰 가능하
고 측정 가능한, 마음의 표현은 주관성의 그림자 속에 남아있을 수 있
다. 이는 신장성이 있는 물체의 표면을 물체 내부의 외부로의 표현으로 
비유할 수 있다. 신장성이 있는 물체의 표면을 가능한 한 최대한 벗겨내
도, 내부의 일부 영역은 여전히 드러나지 않을 것이다. 결론적으로 뇌와 
뇌의 행동은 면밀한 관찰과 의료, 교실, 생태학적 맥락들에서 체화된 행
동과 사회적 사회 작용에 대한 연구들을 통한 탐구로 설명될 것이다. 뇌 
영상 기술의 진보에 따라 마음의 그림자는 더욱 날카로워질 것이다. 
체화된 인지는 수학 교육 신경과학에 객관적으로 관찰 가능한 체화된 
동작과 행동의 측면들로 표현되는 것으로 가정된 마음의 주관적 경험에 
대한 일반적 관점을 제공한다. 이러한 프레임워크는 교육 신경과학이 진
정한 초학문적 탐구가 될 수 있도록 한다. 마음에 대한 것(현상학), 뇌(신
경과학), 기능(기능주의), 행동(행동주의)의 결합된 전통적 존재론적 프레
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임 워크들을 넘어서 확장되고 통합될 수 있다. 게다가 마음을 뇌에 한정 
짓거나(물리주의), 뇌를 마음에 한정 지으려는 시도(이상주의)가 필요 없
다.
Campbell(2006)은 수학교육자 및 수학교육연구자로서 인지신경과학과 
정신생리학의 발전을 수학교육과 관련시켜야 한다고 주장하였다. 그는 
수학교육 신경과학의 근본적인 가정으로서 인간인지를 체화된 인지 로 
보았는데, 즉 인간이 경험할 수 있는 모든 주관적인 기억, 감각, 사고 등
은 근본적으로 관찰가능하며, 객관적이고, 구현된 행동양식으로 드러난
다고 보았다. 또한 Campbell은 신경촬영법이 기존의 행동적 연구로는 접
근할 수 없었던 측정과 분석을 가능하게 함으로써 교육학 연구자들에게 
교수학습과 관련된 의문점을 탐색하는데 도움을 주며, 질적으로 기술된 
체화의 반응을 양적으로 나타냄으로써 주관적인 경험에 대한 중요한 통
찰을 제공한다고 보았다. 즉, Campbell은 수학교육 연구 에 있어서 수학
교육 신경과학의 주요한 역할이란 좀 더 증거 기반 적이고 객관적인 견
해를 제공해 주는 것이라고 생각하였다. 예를 들어 피부반응, 아이 트래
킹, 동공 반응, 심전도, EEG, 호흡 등과 같은 생리학적인 데이터를 활용
한 수학교육 연구는 수학 교수와 학습에 있어 보다 더 깊고 나은 이해를 
제공하게 된다.
이와 같은 관점에서 수학교육연구 방법으로서 사용될 수 있는 인지신
경기법으로 신경생리학적 방법이 있는데, 이는 뇌파나 근전도 측정법을 
아울러 말한다. 1794년에 Galvani는 개구리의 신경․근육 표본에서 신경의 
자극이 근육수축을 일으킨다는 것을 관찰하였고, 이로써 신경생리학 역
사가 시작되었다(진복희, 박선영, 2005). 이후 1929년에 Hans Berger는 
사람의 두피 위에서 뇌의 활동에 관련한 전기현상을 기록하게 되었는데, 
이것이 뇌파의 시작이다(진복희, 2011). 뇌파를 포함한 신경과학이 최근
에 급속히 성장하게 된 원동력에는 분자 수준에서 연구가 가능하게 된 
현대생물학의 발전과 살아있는 뇌의 인지기능을 연구할 수 있는 기능핵
자기공명영상과 같은 뇌기능영상기술의 발달에 있다. 
그 중에서도 EEG(electroencephalograph)은 가장 역사가 오랜 기법으로
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서 뇌에서 자발적으로 일어나는 뇌전위의 변화를 측정하는 방법이다. 또
한 EEG는 비 침습적이며, 경비가 비교적 저렴하고, 두뇌의 역동성에 대
한 정보를 초당 만 비트 이상으로 쉽게 수집할 수 있다는 장점을 갖고 
있다. 두피에서의 전위를 측정하는 EEG와 두뇌 내부에서의 전류 주변에 
발생하는 자장을 측정하는 MEG는 다른 방법들에 비해서 시간적인 해상
도가 매우 우수하다(권석원, 2009). 뿐만 아니라 fMRI나 MEG와 달리 개
방된 공간에서 측정이 이루어지므로 실험환경이 연구대상자에게 주는 제
약점을 최대한 차단할 수 있다는 장점이 있다. 특히 휴대용 EEG 장비들
은 학교 현장에서도 사용할 수 있어 EEG의 활용 가능성을 높여줄 수 있
을 것으로 기대 된다. 그러나 모든 인지 신경기법마다 고유의 장․단점이 
있으므로 무엇보다도 연구목적 및 대상에 맞는 연구방법을 선정할 수 있
는 연구자의 안목이 필요하다.
수학과 관련된 선행 연구에서, 뇌 영상은 수학 문제의 답을 계산하는 
것이 단어 연상과 언어 과제에 관련된 뇌 영역들에서 활성이 증가함을 
정확하게 보여주었다. 그 영역은 좌측 전두엽과 각이랑(angular gyrus)이
었다(Dehaene et al., 1999). 이것은 정규 수학의 습득은 우리들이 규칙과 
과정을 배우는 능력에 달려 있다는 것을 의미한다. 
그리고 계산 장애(dyscalculia)는 우리들의 ‘전수학적’ 추정능력(pre 
mathematical)의 결손으로부터 발생한다. 수리적 장애를 갖고 있는 저체
중으로 태어난 청소년에 관한 한 연구는 이런 장애와 연관된 지역인 두
정 내 고랑에 회백질이 적다는 것을 보여주었다. 이와 같은 뇌 영상 연
구로부터 얻는 통찰력은 교육적 중재를 개발하는 데 유용한 수학적 발달 
모형에 기여하였다. 교사들이 수학 교육의 초기 단계에 기본적인 수리적 
그리고 개념적 지식에 초점을 맞춘 경우에는 계산 장애를 갖고 있는 아
이들의 광범위한 계산 능력이 상당히 향상됨을 보여주었다(Kaufmann et 
al., 2003). 
그리고 Dehaene의 신경 과학 연구는 수학적 능력을 획득하는 데 우리
들의 동물적 숫자 감각의 중요성을 강조해 왔다. 그는 이런 연구를 바탕
으로 계산 장애 치료를 목표로 하는 교육 소프트웨어를 개발하고 평가하
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는 데에 참여해 왔다. 이러한 소프트웨어는 계산 장애는 숫자 감각의 핵
심이 결여되어 발생한다는 가설에 근거한다(Wilson et al., 2006).
2. 뇌파
뇌파를 측정하고 분석하기 위해서는 뇌의 구조와 뇌파의 측정 및 분석 
방법에 대한 이해가 요구된다. 정신활동을 담당하고 있으며 뇌파 신호가 
발생하는 두피와 직접적인 관련이 있는 대뇌의 구조를 먼저 살펴본다.
2.1. 대뇌의 구조
[그림 II-1] 대뇌 피질의 구조
인간의 뇌는 크게 대뇌와 소뇌, 그리고 뇌간으로 나뉜다. 이중 대뇌는 
기억이나 판단 등 정신활동의 중추이다. 대뇌 피질은 크게 전두엽, 두정
엽, 측두엽, 후두엽의 4개의 엽으로 구성되어 있다.
전두엽(Frontal Lobe)은 전두엽은 측열구 위쪽, 중심열구 앞쪽에 위치
하며 여기에는 일차운동영역, 전운동영역, 전두안구운동영역, 운동언어영
역, 전두연합영역 등이 속한다. 두정엽(Parietal Lobe)은 체감각, 시각, 청
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각을 통해 입수된 정보를 통합하여 공간적 소재나 신체부위의 위치 등을 
인식하고 운동을 기획하는 통합중추이다. 측두엽(Temporal Lobe)은 머리
의 양 측면에 있는 부분으로 청각수용영역(auditory receptive area), 시
각로를 이루는 부분, 일부 변연계와 관계 있는 부분, 그리고 우성 측두
엽의 감각성 언어중추(receptive speech area) 등이 있다.
청각연합영역과 청각피질이 있어 주로 청각정보의 처리를 담당하는 중
추 역할을 하며, 언어의 처리와 크게 관련되어 있다. 후두엽(Occipital 
Lobe)은 머리 뒷부분에 위치하며 후두엽의 모든 기능은 시각과 직ㆍ간접
으로 관련되어 있다(김재용, 2005).
2.2. 뇌파와 EEG 
[그림 II-2] 뇌파의 종류
EEG(Electroencephalography, 뇌전도)는 뇌의 전기적 활동을 기록하는 
전기 생리학적 모니터링 방법이다. 보통 비침습적이며 전극은 두피를 따
라 배치되지만 침습성 전극도 종종 사용되기도 한다. EEG는 뇌의 뉴런
에서 이온 전류로 인한 전압 변동을 측정한다. 임상 맥락에서 뇌파는 두
피에 놓인 여러 개의 전극에서 기록 된 것과 같이 뇌의 자발적인 전기적 
활동을 일정 시간 동안 기록한 것을 의미한다. 진단 응용 프로그램은 일
반적으로 ERP 또는 EEG의 스펙트럼 내용에 초점을 둔다. 전자는 자극 
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또는 단추 누르기와 같은 이벤트에 따른 뇌파 반응을 조사하고 후자는 
주파수 영역의 뇌파 신호에서 관찰 할 수 있는 신경 진동의 유형(일반적
으로 "뇌파"라고 함)을 분석한다.
2.3. 국제 표준 10-20 시스템
[그림 II-3] 10-20 시스템
10-20 시스템 또는 국제 10-20 시스템은 EEG 실험에서 두피 전극의 
위치를 기술하고 적용하는 국제적으로 인정된 방법이다. 이 방법은 표준 
재현성을 보장하기 위해 개발되었다. 이 시스템은 전극의 위치와 대뇌 
피질의 기본 영역 사이의 관계를 기반으로 한다. “10”과 “20”이란  
인접한 전극 사이의 실제 거리가 두개골의 전체 앞뒤 또는 좌우 거리의 
10% 또는 20%라는 사실을 나타낸다. 
각 위치에는 엽을 식별 할 수있는 문자와 반구 위치를 식별하는 숫자
가 있다. F, T, C, P 및 O는 각각 전두엽, 측두엽, 중심부, 두정엽 및 후
두엽을 나타낸다. 짝수 우반구의 전극 위치를 홀수는 좌반구의 전극 위
치를 의미하며 중앙으로부터 거리에 따라 오름차순으로 수를 배정한다. 
z는 중심선에 놓인 전극을 의미한다. 
- 18 -
2.4. 수학교육 EEG 선행연구
현재까지 진행된 국내 수학 교육의 EEG 연구는 수학 영재(김남희, 
2013), 수학 불안(윤은정, 2014; 석영민, 2015; 한세호, 고상숙, 2016; 고상
숙, 이창연, 2016), 측정 환경 설계(김종진, 2016), 수학 교구의 두뇌 활성
(김형원, 2017) 등에 관한 연구들이 있다.
석영민(2015)은 대학교 학생 40명을 대상으로 수학불안 검사지를 실시
하여 참여자를 HMA(고불안), LMA(저불안) 그룹으로 분류하였다. 그리고 
함수 과제 수행 중 나타나는 뇌파를 측정하였다. 그리고 측정된 뇌파와 
수학 불안 간의 상관관계를 분석하였다. 이 때 수학 불안이 큰 집단
(HMA)의 뇌파 진폭이 더 크게 나타났는데 불안이 큰 집단이 불안이 더 
적은 집단(LMA)보다 과제 수행 중에 더 많은 작업 기억을 필요로 하는 
것과 관련되어 있는 것으로 보았다.
고상숙, 이창연(2016)은 마찬가지로 고등학교 학생 41명에 대하여 수학
불안 검사지를 실시하고 참가자를 HMA, LMA 그룹으로 분류하였다. 그
리고 함수 영역에 대한 처치 프로그램을 적용한 후 뇌파를 측정하여 이
들을 비교하고자 하였다. 산술과제 20문항, 그래프-함수식 과제 20문항, 
함수식-그래프 과제 20문항의 뇌파 분석을 통해 HMA집단이 G과제에서 
Fp1의 양극전위가 더 컸음을 밝힘으로써 서술 표상인 식에서 묘사표상
인 그래프로 전환하는 것이 수학 불안에 의한 영향이 크다는 것을 밝혔
다. 즉, 이미지나 아이콘 등의 하위 수준에서 기호화, 추상화 등의 상위 
수준으로의 전환이 더 복잡한 작업 기억을 요구한다는 것이다.
한세호, 고상숙(2016)은 고등학교 여학생 11명을 대상으로 10차시의 수
학불안 감소 프로그램을 개발하여 실시하고 사전, 사후 수학 불안 검사
지 와 뇌파 검사를 실시하여 수학 불안이 감소하였음을 보여주었다.
김남희(2013)는 눈 감고 안정, 눈 뜨고 안정, 과제 수행 시 각각 20초
에 해당하는 뇌파를 측정하고 Field Trip에서 제공하는 Infomax 알고리즘
을 적용한 독립 성분 분석(ICA)을 통해 근전도 혼입과 눈 깜박임 노이즈
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를 제거하였다. 그리고 상대 파워 분석을 통해 14세의 수학 영재아(과학
고 영재교육원 소속 학생) 8명과 일반아 8명의 뇌파 활성 차이를 확인하
였다. 눈감고 안정 상태에서는 세타, 알파파 눈 뜨고 안정 상태에서는 
세타, 알파, 감마파가 유의미한 차이가 있었다. 문제 해결 과정에서는 세
타, 알파, 베타, 감마파 모두에서 차이를 확인하였다.
윤은정(2014)은 한국표준과학연구원의 자기 차폐 실에서 뇌파 측정 실
험을 수행하였다. 초등학교 6학년 학생 93명을 대상으로 수학불안 검사
를 실시하고 HMA 11명, LMA 11명에 대하여 눈감고 안정 상태의 3초, 
자연수, 분수, 소수의 연산과 같은 산술과제 20문항에 대해 문항 제시 
직후 1초의 뇌파를 수집하였다. 그 결과 수학 불안이 높은 집단이 수학 
불안이 낮은 집단보다 델타파가 많이 발생함을 확인하였다. sLORETA 
프로그램으로 분석하여 우측 전두엽, 브로드만 영역 10, 11에서 델타파 
신호원의 위치를 확인하였다. 또한 수학불안이 높은 학생들은 두뇌 각 
영역들 간의 연결성이 떨어짐으로 인해 학업 성취가 떨어짐을 확인하였
다.
김형원(2017)은 대학생 24명을 대상으로 교구를 활용한 경우와 교구를 
활용하지 않은 경우에 나타나는 두뇌 활성 패턴을 연구하였다. 델타파는 
제외하고 ICA 처리와 sLORETA 처리를 통해 뇌파를 분석한 결과 이상 
연산 문제 해결 시 교구를 사용하는 것이 적절한 수준의 인지 부하를 발
생시켰으며 이 때 학습자의 불안이 낮아졌음을 확인하였다. 
김종진(2016)은 학습자의 인지 전략의 차이를 뇌파 특성으로 확인하기 
위한 EEG 실험 환경을 설계하였다. 행동 검사 시스템과 과제 수행시의 
EEG를 수집하는 뇌파 측정 시스템을 통합한 데이터 수집 환경과 이를 
파이썬으로 분석하는 데이터 분석 환경을 설계하였다.
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논문 뇌파 장비 프로그램 채널 기관명
석영민(2015)




















김남희(2013) E-series EEG system







김형원(2017) E-series EEG system
E-series 3.4 Release 
Version 
19
김종진(2016) Discovery 24e python 19 서울대
<표 II-1> 국내 수학교육 뇌파 연구에 사용된 뇌파 장비와 프로그램
국내 수학교육에서 뇌파 연구에 사용된 뇌파 장비와 프로그램을 위와 
같이 정리하여 보면 그 특징이 드러난다. 윤은정(2014)이 한국과학표준원
에서 연구를 수행한 경우를 제외하면 수학 교육에서는 뇌파 장비를 보유
한 연구 기관인 단국대, 교원대, 서울대를 중심으로 뇌파 연구가 수행되
고 있음을 알 수 있다. 이는 뇌파 연구의 장비 및 프로그램 의존성을 보
여주는 것으로서 장비와 프로그램이 없는 곳에서 새롭게 뇌파 연구를 시
작하기 어렵다는 것으로 해석할 수 있다. 그리고 표에 나타난 선행 연구
들은 16~19채널의 뇌파 장비를 이용하여 신경 과학의 방법론을 그대로 
재현하는 데 중점을 두었다. 이로 인해 이러한 연구 결과들이 현장의 교
사나 교육 연구자들이 적용하는 데에는 한계가 있다. 이러한 맥락에서 
EEG를 교수학적으로 변환하여 사용할 필요성이 생겨난다. 엄밀한 연구 
환경에서 사용하는 EEG 시스템에 더해 교육 현장에서 사용할 수 있는 
형태의 EEG 시스템의 가능성을 탐색하는 것은 EEG의 활용가능성을 높











가격 $100 $250 $800 $500-900
채널수 1 4-5 14 8-16
샘플링 
레이트
512Hz 256Hz 256Hz 16khz
해상도 12 bits 12 bits 16 bits 24 bits
밴드 폭 3-100Hz 2-50Hz 0.2-43Hz 0.01-70Hz
배터리 타입 AAA 전지 리튬이온 리튬이온 AA 전지
블루투스 지원 지원 지원 지원
ERP 가능 X O O O
<표 II-2> 시판중인 휴대용 EEG 시스템
3. 휴대용(Portable) EEG 시스템
연구 수준의 장비보다 저렴한 소비자 수준(Consumer grade) EEG 장비
들이 꾸준히 출시되고 있으며 이에 맞추어 해외에서는 이러한 저비용, 
휴대용(portable, low-cost) EEG 장비들의 효과성과 활용성에 관련된 연
구들이 진행되고 있다. 그 중에서 Mindwave는 가장 저렴하지만 채널수
가 1개 밖에 되지 않는다. EPOC는 합리적인 선택이 될 수 있는 스펙을 
갖추고 있으나 raw data를 얻으려면 SDK access를 포함한 Emotiv PRO
의 비용(월 $99)을 지불해야 하는 단점이 있다. OpenBCI는 직접 전극을 
원하는 위치에 부착할 수 있다는 장점이 있으나 그만큼 착용의 편리성이 
떨어지고 사용법을 익히는데 시간이 소요된다. 뮤즈는 OpenBCI에 비해 
상대적으로 사용 편의성이 우수하며 Mindwave에 비해 4채널을 확보하고 
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사용 언어 EEG 툴박스/프로그램
MATLAB EEGLAB, BCILAB, ERPLAB, FieldTrip
python PyEEG, MNE-python
C/C++ OpenViBE, BioSig, BrainBay
<표 II-3> 시중에 공개된 EEG 분석 프로그램
있어 활용성이 높다. 그리고 EPOC와 달리 별도의 추가 비용 없이 raw 
data를 확보할 수 있어 뇌파 데이터를 자유롭게 분석하고 연구할 수 있
다. 뮤즈는 학교 현장에서 사용할 수 있을 정도의 비용으로 4채널 뇌파 
데이터를 제공하므로 뇌파 연구를 시작하는 연구자나 학교에서 학습 용
도로 사용하기 적절하다고 생각된다.
그리고 여러 EEG 신호 처리 및 분석을 할 수 있는 무료 툴박스나 프
로그램들이 제공되고 있다. 그러나 이러한 프로그램을 손쉽게 사용하려
면 요구하는 지원하는 파일 형식을 제공하는 뇌파 장비를 사용하여야 한
다. 뮤즈의 경우에는 정식으로 지원하는 툴박스가 없어서 파이썬 모듈들
을 활용하여 코드를 작성하여 신호 처리와 분석을 하기로 하였다.
해외에서도 휴대용 EEG 장비들의 효과성 검증이 최근 몇 년간 꾸준히 
이루어지고 있다. Karydis et al.(2015)에서는 웨어러블 EEG 장치를 이용
하여 5개의 표준 머신 러닝 알고리즘들을 결합하여 두뇌 상태를 정확하
게 분류 할 수 있는 새로운 자기 교정 프로토콜(Self-Calibrating 
Protocol, SCP)을 제안하였다. 그들은 시판 중인 웨어러블 EEG 센서가 
임의의 사용자 상태를 실시간으로 차별화 할 수 있을 만큼 빠른 속도로 
충분한 데이터 충실도를 제공한다는 것을 확인하였으며 SCP를 이용하여 
개별화된 치료 및 맞춤식 프로그램을 개발할 수 있을 것이라고 결론지었
다.
Bashivan, Rish, Heisig(2016)은 교수적(논리적), 오락(감정적) 비디오를 
감상하는 동안의 뇌파를 Consumer grade EEG를 이용하여 측정하였다. 
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머신러닝의 SVM 기법을 이용하여 두 가지 심적 상태(mental state)를 휴
대용 뇌파 장비를 이용하여 구분하는 것이 가능함을 입증하였다.
Armanfard et al.(2016)은 뮤즈를 이용하여 5명의 참가자가 PVT를 실
행하는 동안 5분의 뇌파를 녹화하였다. 이를 이용하여 자극에 대한 반응 
속도로서 조심성(vigilance)을 측정하였다. 이때 SVM을 이용하여 뇌파로 
사용자의 주의 상태를 95%의 정확도로 판별해냈다.
Krigolson et al.(2017)은 뮤즈를 이용하여 신경과학의 ERP 연구가 가능
한지 탐구하였다. Odd ball task와 Reward learning task 과제 수행 시에 
두 가지 장비 actiChamp($77,100)과 뮤즈($249)를 이용하여 뇌파를 측정
하였다. 그 결과 뮤즈를 이용하여 10분 이내의 짧은 시간에 actiChamp와 
유사하게 N200, P300를 관측할 수 있음을 보여주었다. 
그리고 Li et al.(2015)은 뮤즈를 이용하여 집중과 안정 상태를 구분할 
수 있는지 연구하였다. 연구 결과 F7, F8의 감마파를 이용하여 두 가지 
상태가 구분되는 것으로 나타났다. 이를 이용하여 분석적 위계 모델
(Analytic hierarchy Model)을 바탕으로 뇌파 SVM 모델을 구축하였다. 이
를 이용하여 사용자의 집중과 안정 상태를 93%의 정확도로 구별해냈다. 
그리고 파이썬을 이용하여 뇌파로 비행기를 조종할 수 있는 프로그램을 
코딩하였다.
4. 유동지능과 패턴 추론 : Raven의 누진행렬검사
미국심리학회의 일반지능(general intelligence)의 정의에 따르면 “개인
들은 복잡한 아이디어를 이해하는 능력과 환경에 효과적으로 적응하는 
것에서 차이를 보이며 경험으로부터 배우는 것과 다양한 형태의 추론 과
정과 사고를 통해 어려운 문제를 해결하는 능력들이 서로 다르다. 이 능
력의 근간을 이루는 것을 지능이라고 부른다.” 이렇게 정의된 지능은 
측정 가능하며, 지능 점수는 학업 성취에서 개인 간 차이와 성인이 되었
을 때 직업에서의 성공도 예측할 수 있다(Tariq et al., 2012). 지능과 학
업성취간의 관계를 이해하기 위해서 지능을 유동지능과 결정지능으로 구
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분하는 것은 중요하다(Moutafi, Furnham & Paltiel, 2004). 이러한 구분을 
처음으로 제안한 사람은 Raymond Cattell인데, 그의 제안 이래로 gf-gc
이론은 지능의 심리측정학 패러다임에서 가장 널리 수용되고 있다
(Carroll, 1993). 유동지능은 기본적으로 경험에 의존하지 않는 기술로 즉
석에서 행해지는 추리력으로 정의되어 왔다(Belsky, 1990). 유동 지능은 
신속한 사고, 추리, 개념간의 관계 유추, 새로운 문제를 시도하는 능력과 
관련된 것으로 생물학적인 기반을 지닌 것으로 간주된다(Brody, 1992).
유동 지능은 복잡한 관계를 이해하며, 새로운 문제를 해결할 수 있는 
능력이라고 정의된다(Martinez-Pons, 1999). 유동 지능은 때로는 ‘비언
어적 지능’, ‘추론 능력’으로 불리기도 하는데 학습이나 문화의 영향
에 크게 의존하지 않는다는 특징이 있다. 유동 지능은 추상적인 정보나 
규칙, 논리적 관계 등을 다루는 능력이기 때문에 수학적 능력과 깊은 관
계를 가질 수밖에 없으며 여러 요인들 중에서 학업 성취도에 대해 가장 
높은 예측 도를 보인다(Spinath, Fruedenthaler, & Neubauer, 2010). 
유동 지능은 일반적으로 레이븐의 누진 행렬 검사(Raven's Progressive 
Matrices, RPM)를 이용하여 측정한다. 유동 지능과 수학 성취도와의 관
계는 여러 연구자들에 의해서 알려졌다(Holyoak & Morrison, 2005; 
Preusse et al., 2011; Spinath, Freudenthaler & Neubauer, 2010). 오스트
리아의 연구팀이 8학년 학생 1300 명의 언어와 수, 공간적 능력과 유동
성 지능뿐 아니라 정서적 요인들(자아감이나 동기 등)을 모두 고려했을 
때도 지능은 모든 영역의 학업 성취(수학, 영어, 독일어)에서 가장 높은 
예측력을 보였다(Spinath, Freudenthaler & Neubauer, 2010). 
RPM 검사는 추론 능력을 측정하기 위해 개발된 비언어성 검사로서 60
년 이상의 역사를 가지고 있다. 국제적으로 표준화된 지능검사로 인정받
고 있으며 다양한 선발 도구 중에서 능력 검사의 타당도가 가장 높은 편
이다(Schmidt & Hunter, 1998). 이 행렬 검사는 총 3가지의 버전이 있다. 
가장 먼저 SPM(Standard Progressive Matrices)이 1938년에 출시되었다. 
그리고 1947년에 CPM(Coloured Progressive Matrices)가 출시되었는데 이 
검사는 어린 아동, 노인, 지적장애가 있는 사람을 대상으로 사용할 수 
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있다. 그리고 고급 수준의 APM(Advanced Progressive Matrices)가 1941년 
출시되었다. 우리는 따로 구분할 필요가 없을 때에는 이를 통틀어 
RPM(Raven’s Progressive Matrices)라고 부른다. RPM 검사는 기업체의 
선발도구로서 사용되며 학교, 병원 등 여러 장면에서 사용하고 있지만 
문항의 난이도와 변별력에 관해서는 많은 비판이 존재하기도 한다. 예를 
들어 문항 난이도와 관련하여 SPM의 경우 검사 문항이 쉽거나 중간 수
준에 해당하는 문항들이 너무 많이 포함되어 있다는 비판을 받고 있다
(전덕임, 1995).
RPM 검사는 원래 시간제한이 없는 검사로서 점점 어려워지는 순서로 
문항을 배열하여 어느 수준의 문제까지 푸느냐에 의해 지적 능력을 측정
한다. 그런데 난이도가 높은 문항을 보유하고 있지 못하면 검사의 변별
력이 전반적으로 떨어질 수 있다는 것이다(윤희현, 이종구, 2008).
이에 본 연구에서는 RPM 중에서도 APM 검사를 사용하기로 결정하였
다. 난이도가 높은 문항도 보유한 검사지를 활용함으로써 쉬운 문제와 
어려운 문제를 풀 때 학습자의 뇌파를 관찰하는 것이 더욱 용이하도록 
한 것이다. APM은 1941년 48개의 문항으로 처음으로 개발되었고 1962년
에 36개의 문항으로 줄이고 문항을 재배열하는 큰 개정이 이루어졌다. 
APM은 심리측정학 및 인지심리분야에서 엄격히 연구된 몇 안 되는 검
사도구 가운데 하나로서 시간과 비용 측면에서 교육적 활용도가 높다. 
김혜진, 설현수(2008)에 따르면 APM은 일반지능검사를 대체하여 간편하
게 사용할 수 있는 사회경제적인 영향이 최소화된 지능검사임을 경험적
으로 확인하였다. APM의 도형추론지능은 K-WISC-III로 측정된 일반지능
과 유의미한 상관관계가 있었으며 성별과 사회경제적 지위에 따라 차이
가 없는 것으로 확인되었다. 또한 APM 점수는 학업성취도와 유의미한 
상관관계가 있는 것으로 나타났다. 
학교 현장에서 뇌파 연구를 도입하기 위해 본 연구에서는 학생들이 해
결해야 할 인지 과제의 선정이 매우 중요한 문제이다. 수학 교수와 학습
의 실행 장면에서 나타나는 실제 수학 문제를 해결하는 도중에 뇌파를 
측정하여 학생들에게 피드백을 제공하는 것은 수학 교육신경과학의 최종 
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목표이기는 하나 본 연구에서 뇌파 분석 용도의 인지과제로 사용하는 것
은 아직 이르다고 판단하였다. 신경 과학의 영역에서 APM과 뇌파의 관
계는 선행 연구들이 존재하고, APM 자체도 오랜 시간 동안 엄격히 연구
되어 그 타당성을 인정받고 있는바 뮤즈를 이용하여 APM을 해결하는 학
습자의 뇌파를 측정하여 분석하는 것은 신뢰성을 확보할 수 있을 것으로 
기대한다.
5. 학습 양식 : Kolb의 LSI
학습유형(learning style)이란 일련의 학습 습관이며, 학습 방법들의 집
합체이다(전명남, 2004). 학습유형이란 학습자가 오랜 시간을 두고 형성
해 온 자신이 선호하는 학습의 양식이라고도 할 수 있다. 학습유형은 개
인이 정보를 수집하고 처리하는데 나타나는 계속적인 선호방법이나 양식
으로 알려져 왔다. Kolb(1976)는 학습이 경험의 변형(transformation)을 통
한 창조과정이라는 경험학습이론(Experiential Learning Theory: ELT)을 
주장하면서 이 이론에 바탕을 둔 학습유형 모형을 제시하였다. 
5.1. KLSI 3.1
Kolb와 Kolb(2005)는 경험학습이론을 기반으로 하는 학습유형검사를 다
음과 같이 두 가지 목적을 성취하기 위해 개발하였다. 첫째, 이 검사는 
학습자가 경험으로부터 배우는 학습과정과 자신의 학습행동 특성에 대한 
이해를 증진시키는 교육적 도구로서 개발되었다. 자신이 어떻게 배우는
지에 대한 이해를 증진함으로써 학습자의 학습과정에 대한 초인지적 통
제능력을 강화하고 다양한 학습상황에서 자기에게 가장 적합한 학습방식
을 선택할 수 있게 해 준다는 것이다. Kolb와 Kolb(2005)는 이 검사를 시
험으로서가 아니라 자신의 학습을 이해하기 위한 도구로서 활용할 것을 
권고하고 있다. 둘째, 이 검사는 경험학습이론에 대한 연구의 도구로 활
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용하기 위해 개발되었다. 이들은 경험 학습의 폭넓은 활용과 발전을 위
해, 학습유형별 점수의 타당도를 높이기 위해 이 검사가 활용되기를 기
대하였다. 또한 학습유형검사는 준거기준검사가 아니며 개인행동의 예측
을 위해 개발된 도구가 아니기 때문에 선발, 배치, 진로지도 혹은 선택
적 처치를 위해 활용해서는 안 된다고도 하였다. Kolb 학습유험검사는 
1971년 버전 1이 개발된 이래 4차례의 수정을 거쳐 2005년 출판된 버전 
3.1에 이르렀다. 최초의 Kolb 학습유형검사는 1969년 MIT에서 경영학 교
과서(Kolb, Rubin & McIntyre, 1971) 개발 과정에서 제작되었다. 이 검사
는 학습자들이 경험학습의 개념과 경험을 통해 배우는 개인의 학습행동 
특성을 이해하는데 도움을 줄 수 있는 경험학습의 도구로서 개발되었던 
것이다. 문항은 경험학습에 대한 전문적인 이해를 가지고 있는 학자 4명
으로 구성된 패널을 통해 초안을 개발한 다음 20명의 대학원 학생들의 
문항별 사회적 적합성 평정을 통해 정리되었다. 최종적으로 남은 12개의 
문항으로 사전검사가 실시되었으며 그 결과를 반영하여 9개로 조정되었
다. 버전 1은 1985년 버전 2가 나오기 전까지 발표된 350여 편의 연구를 
통해 검증되었다. 버전 2는 버전 1에서 지적된 신뢰도 문제를 개선하기 
위해 3개를 삭제하고 6개 문항을 새로 추가하였으며 문장을 더욱 단순화
하였다. 1993년에 출간된 버전 2a는 버전 2의 문항을 더욱 불규칙적으로 
배열한 것으로서 내적 타당도는 약간 감소했으나 재검사 신뢰도가 매우 
증가하는 효과가 있었다. 1999년에 개정 출판된 버전 3은 자기 진단이 
가능하도록 편집하여 해설과 함께 소책자로 만들어진 것이다. 2005년의 
버전 3.1에는 6,977명의 학습유형검사 사용자의 검사결과 자료를 준거로 
판단 기준을 첨부하였다. 전체 12개의 문항으로 구성된 학습유형검사는 
각 문항마다 응답자에게 4개의 학습유형을 대표하는 진술에 대하여 자신
의 학습행동과 가장 가까운 것부터 먼 것 순서로 점수(1점부터 4점까지)
를 기입하게 하고 그 점수들을 각 유형별 로 합산하여 각 유형별 특성을 
나타내는 점수를 얻는 것이다. 학습 상황을 제시하고 모든 유형에 대하
여 선호 정도를 강제로 표기하게 한 것이 특징이다. Kolb와 Kolb(2005)는 
이러한 응답방식은 경험학습의 통전적, 역동적, 변증법적 특성을 반영하
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기 위한 것이라고 하였다. 학습 상황에 따라 학습유형 중 우선순위를 결
정하게 한 것은 학습유형간의 상호 연관성을 반영하기 위해서라고 하였
다. 또한 경험학습이론은 학습 유형은 어떤 고정된 특성이 아니라 개인
이 환경과의 상호작용 과정에서 경험을 파지, 변형하는 과업의 수행 상
황에 따라 역동적으로 선택될 수 있는 것이라고 하였다.
[그림 II-4] Kolb의 4가지 기본적인 학습유형
Kolb(1976)는 개인의 학습 유형을 발산자, 조절자, 수렴자, 동화자의 네 
가지 유형으로 분류시켰다. 네 가지 학습 유형은 그림 II-4와 같다. 사분
면 중 1사분면에 위치한 발산자는 경험을 구체적으로 인식하고 이를 사
려 깊게 처리하기를 좋아한다. 이 유형에 속하는 사람들의 가장 큰 강점
은 상상력을 발휘하고 다양한 관점으로부터 구체적인 상황을 바라보는 
능력이 탁월한 사람들이다. 사분면 중 2사분면에 위치한 조절자는 정보
를 구체적으로 인식하고 이를 적극적으로 처리하기를 좋아한다. 이 유형
에 속하는 사람들의 가장 큰 강점은 무언가를 행하는 데에서 발휘될 수 
있다. 이들은 새로운 경험 속에 자신을 관여시키고 위험을 무릅쓰고 무
언가를 하는 경향이 있으며 시행착오의 방식으로 문제를 해결하는 것을 
좋아한다. 사분면 중 3사분면에 위치한 수렴자는 정보를 추상적으로 인
식하고, 이를 적극적으로 처리하기를 좋아한다. 이 유형에 속하는 사람
들의 가장 큰 강점은 생각을 실제로 응용하는데 탁월하다는 점이다. 이
들은 또한 개별적인 관찰들을 통합시키는 데에도 뛰어나다. 마지막으로 
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머신 러닝 데이터 마이닝
훈련 데이터를 통해 학습된 
알려진 속성을 기반으로 예측에 
초점을 두고 있음.
데이터의 미처 몰랐던 속성을 
발견하는 것에 집중함. 
데이터베이스의 지식 발견 부분의 
분석절차에 해당함.
<표 II-4> 머신 러닝과 데이터 마이닝 비교
사분면의 4사분면에 위치한 동화자는 정보를 추상적으로 인식하고, 이를 
사려 깊게 처리하기를 좋아한다. 이 유형에 속하는 사람들의 강점은 이
론적인 모형을 창조하는 능력이 있다는 것이다.
Rashid(2011)는 학습자의 학습 양식을 KLSI를 통해 4가지로 구분하고 
EO, EC 상태에서 뇌파를 기록하였다. 4개의 학습 양식을 multiple 
fixed-factor variable로 Alpha ESD 값을 multiple dependent variables로 
SPSS를 이용하여 분석하였다. MANOVA로 어떤 변수가 가장 학습자의 학
습 양식을 잘 예측하는지 분석한 결과 알파파가 학습 양식을 가장 잘 예
측하였다. 이를 이용하여 Two step cluster analysis를 이용하여 참가자의 
EEG 데이터를 학습 양식과 100% 일치하게 분류해 낼 수 있었다. 그리고 
  지표를 활용한 알파파 분석 결과 학습 양식 
가운데 발산자(Diverger)가 가장 높은 IQ를 나타냈으며 수렴자
(Converger), 발산자(Diverger)가 스트레스에 가장 취약한 것으로 나타났다. 
6. 머신 러닝(machine learning, 기계학습)
머신 러닝은 인공지능의 한 분야로 컴퓨터가 학습할 수 있도록 하는 
알고리즘과 기술을 개발하는 분야를 말한다. 머신 러닝은 빅데이터에 대
한 활용을 가능하게 한다. 머신 러닝의 개념은 이미 1959년에 등장하였
으며 아서 사무엘은 머신 러닝을 “기계가 일일이 코드로 명시하지 않은 
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동작을 데이터로부터 학습하여 실행할 수 있도록 하는 알고리즘을 개발
하는 연구 분야”라고 정의하였다. 머신 러닝과 데이터 마이닝은 종종 
같은 방법을 사용하며 상당히 중첩되는 부분이 많지만 표 II-4과 같은 특
성이 있다. 
현대는 데이터가 자산인 시대로서 저장 장치와 통신 장비, 측정 기술
의 발달로 다양한 형태의 데이터들이 폭발적으로 매순간 생성되고 전송
되어 저장된다. 데이터의 폭발적 증가는 데이터를 처리하고 저장하고 분
석할 수 있는 기술이 뒷받침되고 있기 때문이다. 데이터 분석을 위한 빅 
데이터나 머신 러닝, 딥 러닝과 같은 용어들이 최근 대두되고 있지만 사
실 이러한 개념들은 이미 수십 년 전에 태동한 분야이다. 수십 년 동안
의 잠복기 끝에 이러한 개념들이 다시 대두되는 이유는 기술이 이론을 
구현할 만큼 발전했기 때문이다. 그리고 머신 러닝이 복잡해 보이지만 
그 핵심에는 수학이 있다. 머신 러닝의 다양한 알고리즘 중에는 평균, 
편차, 행렬, 함수 등 중·고등학교의 학교 수학의 수학적 개념과 간단한 
프로그램 사용법만 익히면 사용할 수 있는 것들이 있다. 그럼에도 불구
하고 수학교육에서 머신 러닝은 어려운 것으로 받아들이기 쉽다. 그리고 
머신 러닝에는 데이터가 중요하다. 그런데 머신 러닝의 학습에 있어 그
동안 성별, 나이별 키와 몸무게나 와인의 종류와 같은 데이터를 활용해
왔다. 뇌파 데이터는 그 방대한 데이터 양으로 인해 자연스럽게 데이터 
분석의 필요성을 느끼게 한다. 따라서 학생 자신의 뇌파 데이터를 사용
하여 머신러닝을 체험해볼 수 있도록 하면 학생 자신과 연관성
(relevance)이 확보된 상태에서 자연스럽게 데이터 분석에 몰입할 수 있
도록 할 수 있다. 또한 그 분석 과정이 다소 어려울 수 있지만 외부 모
듈의 도움을 받으면서 체험해볼 수 있는 상대적으로 쉬운 머신러닝의 알
고리즘을 이용하면 된다. 이를 통해 학생들은 수학의 유용성을 체험하고 
수학에 대한 정의적 태도를 키울 수 있으며 4차 산업 혁명 시대에 어울
리는 수학과 데이터 코딩의 융합의 관점에서 종합적인 학습 경험을 가질 
수 있을 것으로 기대한다. 여러 머신 러닝 기법들이 존재하지만 그 중에 
비지도 학습으로 K-means 클러스터링과 지도학습으로 신경망 알고리즘
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을 뮤즈를 이용하여 획득한 뇌파 데이터를 이용하여 적용하고자 한다.
6.1. K-means 클러스터링
클러스터링(Clustering)이란 데이터를 1. 높은 클러스터 내(intra-cluster) 
유사성(similarity), 2. 낮은 클러스터 간(inter-cluster) 유사성과 같은 조건
을 갖는 클러스터로 조직하는 것이다. 쉽게 말하면 데이터들에 대한 자
연스러운 그룹화를 찾는 것이다. 유사성은 어떻게 측정할까? 오브젝트 
사이의 유사성을 측정하기 위해서 두 대상 사이의 거리(distance)를 측정
해야 한다. 먼저 오브젝트를 거리를 잴 수 있는 공간의 데이터들로 대응
시켜야 한다. 즉, 데이터를 특성 벡터로, 유클리드 공간의 점으로 변환하
는 것이다. 데이터를 클러스터로 조직하면 데이터의 내부 구조에 대한 
정보를 얻을 수 있다. 이미지 분할과 같이 데이터를 분할하는 것 자체가 
목적이 될 수도 있다. 데이터에서 지식을 발견하는 것이 목적이 될 수 
있다. 
그 중에서 K-means clustering이란 같은 클러스터에 속하는 데이터들
의 클러스터 내 유사성을 증가시키는 방향으로 클러스터를 형성한다. 이 
때 가정은 데이터가 유클리드 공간 위에 있어야 한다는 것이다. 즉, 평
균을 구할 수 있도록 실수의 좌표를 가져야 한다.
1. K의 값을 결정한다. K는 클러스터의 개수이다.
2. K 클러스터의 초기 중심점     ⋯   을 랜덤하게 설정한다.
3. 각각의 오브젝트를 그 오브젝트와 가장 가까운 중심점으로 할당한다. 이것을 
통해 전체 오브젝트의 클래스 멤버십을 결정한다.
4. 같은 중심점에 할당된 오브젝트들의 평균값     ⋯    을 
구한다.
5. 구한 평균값을 새로운 중심점으로 설정     ⋯   
←     ⋯    로 바꾼다.
6. 3~5의 단계를 더 이상 어떤 오브젝트도 자신이 속한 클러스터가 바뀌지 않을 
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때까지, 즉 클러스터의 멤버십이 바뀌지 않을 때까지 반복한다.
6.2. 신경망(Neural Network)
인간의 중추 신경계에 대한 연구는 신경망 개념에 영감을 주었다. 생
물학적 신경망을 흉내 내는 네트워크를 형상화하기 위해 신경망에서 인
공 뉴런들은 서로 연결되어 있다. 통계학적 모델들이 다음과 같은 특징
들을 가지고 있을 때 해당 집합을 우리는 신경이라고 부른다. 
1. 조정이 가능한 가중치들의 집합 즉, 학습 알고리즘에 의해 조정이 가능한 
숫자로 표현된 매개변수로 구성되어있다.
2. 입력의 비선형 함수를 유추할 수 있다.
조정 가능한 가중치들은 뉴런 사이의 연결 강도를 의미하고 이들은 훈
련 또는 예측하는 동안에 작동한다. 다양한 유닛들이 할당된 하위 작업 
보다 유닛들에 의한 병렬 혹은 집합적으로 함수들을 수행한다는 점에서 
신경망은 생물학적 신경망과 닮았다. '신경망'이라는 단어는 보통 통계
학, 인지 심리학 그리고 인공지능에서 사용되는 모델들을 가리킨다. 중
추 신경을 모방하는 신경망 모델들은 이론 신경과학과 계산 신경과학의 
한 부분이다.
인공신경망을 구현한 현대의 소프트웨어에서는 생물학적 접근법은 신
호처리와 통계학에 근거한 좀 더 현실적인 접근법들로 인해 주로 사용되
지 않는다. 이러한 시스템들 중 몇몇에서는 신경망 또는 신경망의 부분
들(인공 신경들)은 큰 시스템을 형성하며 이러한 시스템은 조정이 가능
하거나 기능하지 않은 구성 요소들로 결합되어 있다. 이러한 시스템의 
일반적인 접근법은 많은 현실 문제 해결에 적합한 반면에 전통적인 인공
지능 연결 모델에서는 그렇지 않다. 그러나 이들에게도 공통점이 있는데 
그것은 비선형의 원리 분산, 병렬과 지역 처리 그리고 적응이다. 역사적
으로 신경 모델들의 이용은 18세기 후반 if-then 규칙으로 표현된 지능
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을 가진 전문가 시스템을 특징으로 하는 고차원(symbolic) 인공지능에서 
부터 동적 시스템의 매개변수들을 가진 지능을 특징으로 하는 저차원
(sub-symbolic) 기계학습으로 가는 패러다임의 변환이다.
Warren McCulloch와 Walter Pitts는 1943년 수학과 임계 논리(threshold 
logic)라 불리는 알고리즘을 바탕으로 신경망을 위한 계산학 모델을 만들
었다. 이 모델은 신경망 연구의 두 가지 다른 접근법에 대한 초석을 닦
았다. 하나의 접근법은 뇌의 신경학적 처리에 집중하는 것이고 다른 하
나는 인공 신경망의 활용에 집중하는 것이다.
Frank Rosenblatt는 1958년 퍼셉트론 즉, 간단한 덧셈과 뺄셈을 하는 
이층구조의 학습 컴퓨터 망에 근거한 패턴 인식을 위한 알고리즘을 만들
었다. 계산학 표기법과 함께 Rosenblatt는 또한 기본적인 퍼셉트론에 대
한 회로가 아닌 예를 들면 배타적 논리합 회로(exclusive-or circuit)와 같
은 회로를 표기하였다. 해당 회로의 수학 계산은 Paul Werbos에 의해 오
차역전파법이 만들어진 후에 1975년에 가능하였다.
Marvin Minsky와 Seymour Papert에 의해 기계학습 논문이 1969년 발
표된 후에 신경망 연구는 침체되었다. 그들은 인공신경망에서 두 가지 
문제점을 찾아내었다. 첫 번째로는 단층 신경망은 배타적 논리합(XOR) 
회로를 처리하지 못한다는 것이다. 두 번째 중요한 문제는 거대한 신경
망에 의해 처리되는 긴 시간을 컴퓨터가 충분히 효과적으로 처리할 만큼 
정교하지 않다는 것이다. 신경망 연구는 컴퓨터가 충분히 빨라지고, 배
타적 논리합 문제를 효율적으로 처리하는 오차 역전파법이 만들어지기까
지 더디게 진행되었다.
인공신경망은 SVM과 같은 다른 기계학습 방법들의 인기를 점차적으로 
추월하고 있다. 2000년대 이후 딥 러닝의 출현이후 신경 집합의 새로운 
관심은 다시 조명 받고 있다. 단어 ‘인공신경망’에서 망은 각 시스템
에 있는 여러 층의 뉴런 간의 연결을 의미한다. 예를 들어 세 층이 있는 
시스템이 있다면, 첫 번째 층은 시냅스를 통해 두 번째 층의 뉴런들로 
데이터를 보내는 입력 뉴런들이 있고, 더 많은 시냅스를 통해 세 번째 
층의 출력 뉴런으로 신호를 보내는 식이다. 시스템이 더 복잡해질수록 
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뉴런 층의 수도 더 많아지고, 그 층 안에 있는 입력 뉴런과 출력 뉴런들
의 수도 많아질 것이다. 이 시냅스들은 계산 과정에서 데이터 값을 조절
하는 가중치 값을 저장한다. 학습 패러다임에는 크게 지도 학습, 자율 
학습, 준 지도 학습이 있으며, 각각 특정한 추상적인 학습 과제에 대응
된다. 
뉴런은 입력을 받았을 때 즉시 반응하지는 않는다. 대신에 입력이 누
적되어 어떤 수준으로 커진 경우에만 출력을 하게 된다. 즉 입력 값이 
어떤 분계 점에 도달해야 출력이 발생하는 것이다. 이처럼 입력 신호를 
받아 특정 분계 점을 넘어서는 경우에 출력 신호를 생성해주는 함수를 
활성화 함수(activation function)이라고 한다. 계단 함수나 시그모이드 함
수(sigmoid function)와 그 변형 함수들이 사용된다. 
시그모이드 함수 :   

뉴런은 여러 입력 값을 더해 시그모이드 함수의 입력 값으로 전달한
다. 그리고 시그모이드 함수는 이 입력 값을 이용해 출력을 생성한다. 
뉴런을 여러 계층(layer)에 위치시키고 각각의 뉴런은 직전 계층과 직후 
계층에 있는 모든 뉴런들과 상호 연결되어 있도록 표현하면 된다. 노드 
간 연결의 강도를 조정해 나감으로써 신경망이 구축된다. 이 때 각각의 
연결에 가중치(weight)를 적용한다. 낮은 가중치는 신호를 약화하며 높은 
가중치는 신호를 강화한다. 
신경망에서 학습이란 연결 노드의 가중치를 업데이트하는 과정을 의미
한다. 가중치의 업데이트는 오차에 의해 주도되는데, 오차는 학습 데이
터로부터 주어진 정답과 출력값 간의 차이를 의미한다. 
중간 계층에 존재하는 노드들의 오차는 명백하지 않다. 출력 계층의 
노드들의 오차를 이와 연결된 가중치의 크기에 비례해 나누어 역전파하
고 이를 재조합하는 것이 하나의 방법이다. 
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[그림 II-5] 신경망의 형태
오차의 역 전파에 대한 가중치는 경사 하강법(gradient descent)을 이용
하여 구할 수 있다.
은닉 계층과 출력 계층 사이에 있는 가중치를 업데이트하기 위해서 다
음의 오차 기울기를 구한다.
오차를  

   
  이라 두고 





  이다. 
연쇄법칙에 의해 












· ·가 된다. 
그리고 은닉 계층과 입력 계층 사이에 있는 가중치들에 대해서도 유사
하게 오차 기울기를 찾을 수 있다. 첫 오차인 =(목표값-실제값)은 은닉 
계층에서 재조합된 역전파 오류가 되고 두 번째 시그모이드 부분은 동일
하지만 합 부분이 은닉 계층의 노드 j로 들어오는 입력 값에 가중치를 
적용한 결과가 된다. 이 입력 값을 라 하고 마지막 부분은 첫 번째 계









학습률이란 오버슈팅을 방지하기 위해 변화의 강도를 조정하는 역할을 
하는 상수 이다. 학습률을 이용하여  ′    ·

와 같이 역전
파 가중치를 조절하는데 사용한다. 이는 적합하지 않은 데이터에서 받는 
나쁜 영향을 줄이고 가중치가 최저점 근처에서 오버슈팅 되는 것을 방지
할 수 있다. 
본 연구에서는 파이썬을 이용하여 신경망 클래스 코드를 작성하고 본 
연구에서 확인한 뇌파 특성 벡터를 학습시켜 임의의 질의에 대해 신경망
을 이용하여 출력값을 결정할 수 있도록 한다. 
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III. 뇌파 측정 및 분석 환경 설계
1. 뇌파 측정 도구의 선정
최근 기술의 발전으로 인해 휴대할 수 있는 저비용 EEG 시스템들이 
출시되고 있다. 이러한 EEG 시스템들은 개발자 도구 소프트웨어를 제공
하여 연구자들로 하여금 원본 데이터를 다룰 수 있도록 하고 있다. 그러
나 시스템의 개발과 별개로 이러한 시스템들을 이용한 EEG 연구의 효과
성을 입증하기 위한 연구들은 아직까지 많지 않으며 이 연구들은 주로 
표준 뇌파 장비들의 연구를 모방하며 이를 그대로 재현하는데 초점을 맞
추어 왔다(Duvinage et al., 2013; Gramann et al., 2014; Wascher et al., 
2014; Maskeliunas et al., 2016; Kuziek et al., 2017). 대부분의 저비용 
EEG 연구가 전자 캡을 이용하거나 모든 표준 전극을 이용하고 있는데 
이는 저비용 EEG 시스템이 가진 휴대성과 손 쉬운 사용이라는 장점을 
희생하는 것이다.
기술적 관점에서 연구용 뇌파 장비가 아닌 저비용, 비표준 장비를 이
용하여 뇌파 연구를 시행하기 어려운 이유가 몇 가지 있는데 첫째는 데
이터의 질 문제이다. 뇌파 분석에서 요구되는 250Hz 이상의 샘플링 레이
트와 노이즈와 아티팩트면에서 질 좋은 데이터를 얻을 수 있느냐 하는 
문제이다. 뇌파 측정에서 데이터 수집의 품질을 확보하는 것은 중요한 
문제로서 Picton et al.(2000)은 Pinton Paper에서 전극의 타입, 전극의 종
류, 의미 있는 해석을 위한 전극의 수, 증폭기의 능력 등을 논하였다. 예
를 들어 컨버터의 비트수(최소 8비트)와 같은 증폭기 성질 EEG 연구를 
위해 필요한 최솟값들이다. 따라서 저비용 EEG 시스템의 사용에 있어서 
실제 하드웨어가 요구되는 데이터의 수준을 만족하는지 살펴보는 것이 
중요한 관심사가 된다. 만약 Picton paper에 나타난 최소 표준을 저비용 
EEG 시스템이 충족시키지 못한다면 해당 시스템은 의미 있는 해석을 위
해 필요한 수준의 EEG data를 얻을 수 없다는 것이다. portable, low 
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cost EEG systems for ERP research에 관련된 선행 연구(Debener et al., 
2012; Vos et al., 2014)에 따르면 휴대용 EEG 장비를 이용하여 뇌파 분
석에 필요한 데이터의 질을 확보하는 것이 가능하다고 나타난다.
또 다른 저비용 EEG 시스템에 관련된 문제는 시간의 문제이다. 보통 
뇌파 연구에서는 자극을 제시하는 컴퓨터에서 녹화하는 컴퓨터로 이벤트 
마커(event marker)를 보내는데 이때 parallel 또는 TTL cable을 이용하
여 데이터에 마킹을 남기게 된다. 마킹된 데이터를 이용하여 연구에 필
요한 각 epoch를 정확히 추출할 수 있다. 그리고 블루투스 프로토콜을 
이용하기 때문에 데이터에 시간 축에서 잡음(jitter)이 발생하게 된다. 그
러나 이러한 블루투스 딜레이(±20ms)에서 오는 편차는 자연적인 것으로 
정규적(Gaussian)으로 가정할 수 있으므로 데이터 분석에서 평균을 내는 
방식으로 이러한 오차를 처리할 수 있다. 
그리고 저비용 EEG 시스템의 마지막 문제는 전극의 위치 문제이다. 
보통 연구자들은 이미 선행 연구에서 밝혀진 특정 요소에 대해 그 특징
이 가장 잘 나타나는 특정 전극의 데이터를 찾아 분석하는 것이 일반적
이다(Rugg and Coles, 1995; Luck, 2014). 그러나 저비용 EEG 시스템을 
사용하게 되면 특정 전극을 사용할 수 없게 된다. 전극 위치를 마음대로 
정할 수 없다는 단점을 사용이 간편하다는 장점과 교환하기로 결정할 수 
있다. 이러한 방법이 이상적이지는 않지만 본 연구의 목적 하에서는 주
어진 장비의 전극을 이용할 수밖에 없다.
여러 뇌파 장비들 가운데에서도 연구 수준으로 사용할 수 있는 가능성
이 있으면서 사용이 간편한 뮤즈(Interaxon Muse)를 본 연구에서 사용한
다. 비록 전극 위치를 마음대로 정할 수 없다는 단점이 있지만 사용이 
간편하다는 점과 학생들이 착용할 때 거부감이 적은 점, 측정하는 데 시
간이 적게 든다는 점 등에서 교육 현장에서 활용 가능성을 높여주기 때
문이다. 뮤즈를 사용하는 것이 뇌파를 탐구하기 위한 순수 연구 목적 하
에서는 이상적이지 않을 수 있지만 뇌파를 교육 현장으로 확산시키고자 
하는 본 연구의 목적 하에서는 적절할 수 있다고 판단하였다.
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[그림 III-1] 뮤즈 본체와 전극 위치 및 규격
뮤즈는 2014, 2016 두 가지 버전이 있는데 본 연구에서는 2016 버전을 
사용하였다. 뮤즈는 헤드밴드 형태로 이마와 양쪽 귀에 걸쳐서 착용한
다. 이마 쪽에 5개, 양쪽의 고무 밴드에 2개의 전극이 탑재되어 있다. 이
때 이마 쪽 전극의 가운데 3개는 Fpz로 레퍼런스로 사용된다. 그리고 양
측 2개의 전극은 왼쪽이 AF7, 오른쪽이 AF8에 해당된다. 그러나 이러한 
전극 위치는 개인의 머리 둘레에 따라 달라질 수 있다. 머리의 크기가 
작을수록 AF7은 F7에 AF8은 F8에 가까워진다. 그리고 양쪽의 귀 부분에 
TP9, TP10의 전극을 이용하고 있다.
따라서 레퍼런스를 제외하면 머리의 좌측으로부터 총 4개 TP9, AF7, 
AF8, TP10의 4개의 전극에서 뇌파를 측정한다고 할 수 있다. 그리고 후
면의 microUSB 포트를 이용하면 여분의 전극 1개를 추가로 이용할 수 
있다. 이를 이용하면 EMG, ECG, 특정 전극의 EEG를 기록할 수 있게 된
다.
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측정된 데이터는 기본적으로 Bluetooth 4.0 LE를 이용하여 전송된다.  
12bits 크기의 데이터가 초당 256개의 속도로 기록된다. 이마 쪽 전극의 
소재는 은으로 되어 있으며 귀 쪽 전극의 소재는 전도성 실리콘-고무이
다. 노이즈 2 (RMS) 이상의 DRL-REF의 차를 기록하며 Notch Filter는 
기본적으로 제공되지 않는다. 블루투스를 이용하여 컴퓨터나 휴대폰 앱
으로 데이터를 전송하는데 이때 블루투스 딜레이가 평균적으로 20ms 정
도 발생하는 것으로 알려져 있다. 선행 연구와 마찬가지로 블루투스 딜
레이(±20ms)에서 오는 편차는 자연적인 것으로 정규적(Gaussian)으로 가
정할 수 있으므로 데이터 분석에서 평균을 내는 방식으로 이러한 오차를 
처리할 수 있다. 
[그림 III-2] 뮤즈의 전극 위치
2. 뇌파의 측정
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[그림 III-3] 뮤즈 착용 장면
그림과 같이 착용된 뮤즈는 그 데이터를 Open Sound Control(OSC)라
는 프로토콜을 이용하여 /muse/eeg라는 OSC path로 전송한다. 이 때 이 
데이터의 단위는  이고 데이터 형태는 floats이다. 12비트의 해상도로 
각 전극별로 0.0-1682.815 범위의 값을 [TP9, AF7, AF8, TP10, 추가전
극] 의 순서쌍으로 전송한다. 3차원 가속계, 중력 감지기 값과 내장 프로
세서에서 계산된 밴드 파워 값들도 함께 전송되지만 본 연구에서 사용하
지 않는다. 
본 연구에서는 뮤즈에서 획득한 뇌파의 raw data 자체만을 이용하여 
뇌파의 측정과 분석을 진행한다. 굳이 뮤즈에서 제공하는 밴드 파워를 
사용하지 않고 raw data를 직접 가공하여 사용하는 이유 2가지가 있다.
첫째, 다른 장비로 뇌파 장비를 교체하거나 업그레이드 하였을 때 동
일한 절차의 측정과 분석 방법을 그대로 이용할 수 있도록 하기 위함이
다.
둘째는 뇌파 대역이나 연구 대상을 추후 연구자가 직접 수정할 수 있
도록 하기 위해서이다. 제조사가 제공하는 대역의 뇌파 데이터만을 사용
하게 되면 연구자가 수동적이 될 수밖에 없다. 선행 연구들을 살펴보면 
때에 따라서는 베타파를 13-30Hz로 살펴볼 수도 있고 하이베타, 로우베
타 13-20, 20-30Hz 로 그 대역을 세분하여 살펴볼 수도 있다. 따라서 이
러한 자유도를 갖기 위해서 밴드 파워는 raw data를 이용하여 직접 FFT
처리하여 사용하기로 하였다.
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이렇게 측정된 뇌파 데이터를 컴퓨터로 전송하여 기록하는 것은 어떻
게 할 수 있을까? 2가지 방법이 있다. 
첫째, 블루투스로 뮤즈와 Muse-IO를 연결하고 Muse-IO에서 OSC 스트
리밍을 하도록 하는 것이다. 이것은 뮤즈 홈페이지에서 기본적으로 제공
하고 있는 방법으로서 무료이다. 하지만 Muse-IO가 Muse 2014 버전만을 
지원하므로 Muse 2016을 사용하는 이용자는 이용할 수 없는 방법이다.  
둘째, MuseMonitor라는 휴대폰 애플리케이션을 이용하는 것이다. 이 
앱은 안드로이드 플레이스토어나 애플의 앱스토어에서 다운로드 하여 사
용할 수 있다. 이 앱은 Muse-IO의 대체제로서 작용하며 뮤즈로부터 데이
터를 받아 지정된 IP, PORT로 OSC 스트리밍을 해주는 역할을 한다. 
2017년 하반기에 MuseDirect가 출시되었다. 이는 2014, 2016버전 모두 
Muse-IO를 이용하도록 할 수 있는 프로그램의 베타 버전으로서 아직은 
완벽하지 않지만 앞으로 뮤즈 2016에서 Muse-IO를 이용할 수 없었던 문
제점을 해소할 수 있게 되었다.
3. 뇌파의 분석
획득된 뇌파의 분석에 사용되는 여러 프로그램들이 존재한다. 그러나 
교육 현장에서는 고비용의 뇌파 분석 프로그램을 구매하여 이용하기 어
렵다. 무료 프로그램들 중에서는 MATLAB의 EEGLAB 모듈이 무료이면서 
그 활용성을 인정받고 있으나 MATLAB 프로그램 자체가 유료 라이선스
로 구입해야 하기 때문에 교육 현장에서 이용하기 어렵다. 
따라서 본 연구의 목적에 맞게 교육 현장에 뇌파 연구를 확산시키기 
위해 무료로 사용할 수 있는 프로그램으로서 상대적으로 사용이 쉬운 언
어인 파이썬을 이용하여 뇌파를 분석할 수 있는 프로그램을 개발하여 사
용하기로 하였다. 파이썬을 이용하면 기록된 뇌파의 데이터를 이용하여 
실시간 분석과 사후 분석이 모두 가능하다.
실시간으로 뮤즈와 연동하기 위해서는 pythonOSC라는 모듈을 이용하
여 Muse-IO나 MuseMonitor의 OSC 스트리밍 데이터를 실시간으로 가져
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와야 한다. 파이썬에는 2버전과 3버전의 두 가지 버전이 존재한다. 2버
전의 모듈들이 3버전으로 옮겨지는 상황이기는 하지만 모든 모듈들이 상
호 호환 되는 것은 아니다. 그런데 pythonOSC는 python 3버전만 지원하
기 때문에 실시간 뮤즈 연동을 감안하고 파이썬을 설치하는 경우에는 3
버전을 설치해서 사용한다. 만약 실시간으로 뮤즈와 연동이 필요 없는 
경우에는 파이썬 2버전을 사용해도 무방하다.
파이썬을 이용하여 Raw 데이터에 몇 가지 단계에 걸쳐 신호 처리를 
수행한다. 첫 번째로 노치 필터(Notch Filter)를 적용한다. 노치 필터란 
밴드 패스 필터와는 반대 특성을 나타내는 필터로서 송신기에서 발사되
는 간섭파나 고조파와 같은 원하지 않는 신호를 없애는데 사용한다. 뇌
파에서는 보통 측정과 기록에 모두 전기가 들어가는 전자 장비를 이용하
는데 이때 전선 내의 교류 진동수에 대한 잡음이 발생한다. 따라서 이를 
제거하는 것이 노치 필터이다. 한국, 미국에서는 60Hz를 사용하고 유럽 
등지에서 50Hz를 사용한다.
둘째로 밴드 패스 필터를 적용한다. raw data에서 0hz offset을 제거하
여 주어야 하고 고주파와 저주파에서 잡음이 포함되어 있는 경우가 많으
므로 0.5-50Hz 정도로 특정 주파수의 신호만 남기고 나머지를 삭제하는 
밴드패스 필터를 적용한다. 
이름 주파수 대역
델타파(, delta absolute) 1-4 Hz
세타파( , theta absolute) 4-8 Hz
알파파( , alpha absolute) 8-12 Hz
베타파( , beta absolute) 12-30 Hz
감마파(, gamma absolute) 30-50 Hz
<표 III-1> 뇌파 분류와 해당 주파수 대역
그리고 Hamming Window를 이용하여 Raw 데이터에 주파수 축으로 
FFT 분석을 진행한다. FFT 함수가 파이썬 numpy 모듈에 내장되어 있으
므로 이를 쉽게 사용할 수 있다. 
- 44 -
그런데 이때 결정해야 할 것 것은 FFT window의 크기와 window 
overlap의 정도이다. 이를 결정하기 위해 신호 처리의 개념이 필요하다.  
SR(Sampling Rate), FR(Frequency Resolution), TR(Time Resolution), m ax
(maximum Frequency), (minimum Frequency), T(period), window size
(한 번의 FFT 계산에 사용되는 데이터의 개수)라고 하자.
그러면 Nyquist-shannon theorem에 의해 SR ≥ highest frequency여야 
하고 m ax = 

이다. 그리고   

일 때   을 만족해




,   



















256 1 5 1 1
512 2 2.5 0.5 2
768 3 1.67 0.33 3
1024 4 1.25 0.25 4
1280 5 1 0.2 5
1536 6 0.83 0.17 6
1792 7 0.71 0.14 7
<표 III-2> Window size에 따른 뮤즈 변수
뮤즈의 경우를 <표III-2>에 정리하였다.
뮤즈의 SR = 256으로 m ax = 128 이 되어 감마파 대역을 측정할 수 
있다. 그리고 window size에 따라 가 변하는데 1Hz 이상을 감지하려면 
5초가 적절하다. 만약 델타파에 큰 관심이 없다면 window size를 줄이면
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서 시간 해상도를 늘릴 수 있다. 다만 window size가 1초 이하로 내려가
게 되면 주파수 해상도가 1 이상이 되어 적절하지 않다. 예를 들어  
window size를 5초, 1280개를 한다면 측정 가능한 최소 주파수는 1 Hz이
고 주파수 해상도는 0.2 Hz, 시간 해상도는 5초이다. 이 때 시간 해상도




[그림 III-4] 윈도우 길이와 오버랩 
하지만 window를 겹치는 방법으로 시간 해상도가 떨어지는 문제점을 
보완할 수 있다. 예를 들어 오버랩을 90%, 4.5초로 하면 FFT 계산 주기
가 0.5초가 된다.
[그림 III-5] 뮤즈를 이용하여 전송된 데이터를 
실시간 파이썬으로 나타낸 장면
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4. 뇌파 측정 및 분석 시스템 구성
최종적으로 그림 IV-4의 형태로 시스템을 구성하였다. 뮤즈(2016 버전)
에서 측정된 뇌파는 블루투스를 이용하여 휴대폰으로 전송된다. 휴대폰
에서는 직접 뇌파 데이터를 파일로 저장하거나 OSC protocol을 통해 지
정한 IP, port(예: 127.0.0.1:5000)로 전송된 데이터를 streaming할 수 있다. 
streaming된 데이터는 파이썬의 pythonOSC 모듈을 이용하여 수신하고 
데이터 분석을 실시간으로 수행하거나 파일로 저장하여 수행할 수 있다.
연구 과정에서는 실시간이 아니라 파일로 저장된 뇌파 데이터를 파이
썬3를 이용하여 신호 처리 및 뇌파 분석을 진행하였다. 뮤즈의 SR은 
256Hz이며 노치 필터 60Hz, 밴드패스 필터 0.5-50Hz를 적용한다. 
Hamming window를 사용하였으며 윈도우 크기와 오버랩은 분석자가 원
하는 수치를 입력하여 사용할 수 있도록 하였다.
그리고 뇌파 분석 데이터를 K-means clustering과 Neural Network에 
적용하였다. 이를 통해 뮤즈로 측정된 뇌파 데이터가 머신러닝에 적합한 
지 확인할 수 있다. 
[그림 III-6]  
Muse – Bluetooth 4.0 – Musemonitor – OSC protocol – python 
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[그림 III-7] 파이썬 뇌파 데이터 분석 코드
데이터의 기록과 분석의 모든 과정은 파이썬 코드를 이용하여 수행하
였다. 이 때 윈도우 크기와 오버랩을 분석자가 원하는 수치를 입력하여 
사용할 수 있도록 하였다. 그러나 SSP나 ICA, Maxwell filter등을 이용한 
아티팩트 보정은 시행되지 않았으므로 ERP 등의 연구에는 이를 유의하
여야 한다.
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[그림 III-8] 파이썬 K-means clustering 코드
K-mean clustering의 코드 또한 파이썬으로 작성하였다. 뇌파 데이터를 
입력받아 그 분류 결과를 그래프로 나타낼 수 있도록 하였다. 머신 러닝 
모듈을 사용하여 결과만 바로 도출하는 대신 centroids를 새롭게 구해가
는 클러스터링 과정을 드러낼 수 있도록 코드를 작성하였다. 
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[그림 III-9] 파이썬 신경망 코드 
신경망의 코드도 파이썬으로 작성하였다. 트레이닝 데이터와 테스트 
데이터를 .csv로 각각 입력받아 분류 결과와 정답률을 화면에 출력하도
록 하였다. 마찬가지로 머신 러닝 모듈을 사용하는 대신 NeuralNetwork 
class를 코드 안에서 만들어서 사용함으로써 신경망의 훈련 과정을 드러
낼 수 있도록 코드를 작성하였다. K-mean clustering과 신경망의 알고리
즘을 살펴볼 수 있도록 코드를 작성한 것은 이 코드들이 차후에 학생들
의 학습 용도로 사용될 것을 염두에 둔 것이다.
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IV. 뇌파 측정 및 분석 사례
본 연구에서는 뇌파를 측정하여 기록하고 분석할 수 있는 파이썬 환경
을 설계하였다. 이에 따라 portable EEG 시스템이 실제로 유효한지를 확
인하기 위하여 선행 연구를 바탕으로 2가지 과제를 선정하였다. 학습자 
개인의 인지적 능력과 정의적 특성에 대해 각각 한 가지씩 선정하여 이
를 뇌파 데이터와 비교하여 본다.
개인의 인지적 능력으로서 유동 지능과 정의적 특성으로서 학습 양식
에 대하여 뇌파를 분석해보았다. 유동 지능은 특히 생물학적인 기반을 
가졌다는 점과 지능을 뇌파를 이용하여 변별할 수 있다는 선행 연구
(Thatcher et al., 2016)를 바탕으로 선정하였다. 
그리고 학습 양식 또한 눈감고 휴식 상태의 알파파를 이용하여 변별할 
수 있다는 선행 연구(Rashid, 2011)를 바탕으로 선정하였다. 
유동 지능과 학습 양식에 대한 신경과학적 접근은 전통적 연구로는 확
인할 수 없었던 객관적 데이터에 대한 측정과 분석을 가능하게 함으로써 
교육 연구자들로 하여금 학습자의 주관적인 사고 과정에 대해 새로운 통
찰을 제공할 수 있을 것이다. 
1. 연구 설계 및 방법
1.1. 연구 참여자 
본 연구의 대상은 S대학교 과학영재교육원 정보 분과 중학교 2학년 학
생 20명과 중학교 3학년 학생 13명으로 총 33명(남자 27명, 여자 6명)이
다. 연구에 참가하는 학생들은 학생, 학부모 동의서를 서면으로 제출하
였으며 모든 연구 과정은 서울대학교 생명윤리위원회(IRB)의 심의(승인번
호 No. 1704/003-014)하에 진행되었다. 연구 참여자들에게 연구에 관하여 
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충분히 설명하였으며 자발적 참여를 바탕으로 원하지 않는 학생은 연구
에 참여하지 않도록 하였다.
이 학생들은 그 동안의 영재원 프로그램에 성실히 임한 학생들로서 정
보 분과의 교육과정에는 프로그래밍 활동의 일환으로 뇌파에 대한 이론
과 함께 자신의 뇌파를 직접 측정하고 여기서 얻어진 데이터를 가공하여 
로봇을 움직이는 내용 등이 포함되어 있었기 때문에 본 연구의 의도와 
계획을 잘 이해하고 뇌파의 측정 과정에 성실히 참여할 것으로 기대되어 
연구의 참여자로 선정하였다. 뇌파는 측정 도중 신체의 움직임에 민감하
므로 연구의 참여자는 이러한 사실에 대해 인지하고 협조할 수 있어야 
한다.
또한 인지 과제로 제시되는 Raven의 누진 행렬 검사는 평균 이상의 
지능을 가진 사람을 변별하는데 효과적인 도구로 알려져 있다. 따라서 
일정 수준 이상의 지능을 가진 참여자들을 대상으로 하는 것이 바람직한
데 이러한 점에서도 영재원 학생들이 연구 참여자로서 적합하다고 할 수 
있다.
1.2. 연구 절차
연구의 시작에 앞서 학생들 전체를 대상으로 연구의 의도 및 목적에 
대하여 충분히 설명하였으며 연구 절차에 대한 안내를 제공하였다. 공통
적으로 제시된 검사 도구에 대한 예시 문항 외에 학생들은 검사 문항에 
대한 별도의 사전 학습이 전혀 없는 상태로 연구가 진행되었다. 
본 연구는 Kolb의 학습 양식과 Raven 누진 행렬 검사의 결과를 뇌파 
분석 결과와 비교하여 분석하는 것이다. Kolb의 학습 양식은 설문지로 
APM은 컴퓨터 검사로 진행된다. 
연구 참가자들에 대해 먼저 학습 양식 설문을 진행하였다. 학습 양식 
설문지(Kolb LSI 3.1, 총 12문항, 5분 이내)를 Google 설문지로 시행하였
다. 설문지 작성 과정에서 연구자가 옆에서 임장하여 학습 양식 설문에 
대한 질문을 받았으나 설문 문항에 대해 질문한 학생은 따로 없었다.
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그리고 컴퓨터를 이용하여 Raven 누진 행렬 검사(APM: Raven’s 
Advanced Progressive Matrices)를 연습문항 3문항, 본 문항 12문항으로 
실시하였다. 각 문항의 시작에 앞서 3초간 응시 십자(+)가 제시되었으며 
각 문항에 대해 키보드 숫자패드 1-8을 이용하여 응답하도록 하였다.   
충분한 시간을 가지고 고민할 수 있도록 각 문항에 대한 제한 시간은 따
로 두지 않았으며, 여유 있게 과제를 수행할 수 있도록 안내하였다. 참
여자의 과제별 정답 여부와 반응 시간 등의 문항 반응 데이터가 컴퓨터
로 기록되며 동시에 뮤즈를 이용하여 EEG를 기록하였다.
3s ∞
×12 문항 반복
그리고 눈 감고 안정 상태(EC 상태)에 대하여 90초, 눈 뜨고 안정 상
태(EO 상태)에 대하여 모니터 중앙의 Fixation cross를 응시하는 90초에 
대한 뇌파 또한 기록하였다.
[그림 IV-1] 실험 장면
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1.3. 검사 도구
1.3.1. 학습 양식 설문지(Learning Style Inventory)
De Bello(1990)은 학습 양식을 파악하기 위해 지금까지 공개된 여러 학
습 양식 설문지(LSI)가 있지만 타당성(validity)의 관점에서 논쟁이 있다고 
하면서 적절한 LSI를 논하기 위해 다음과 같은 3가지 질문을 제기하였
다. (1) 안정적이며 타당성이 있는 도구인가? (2) 현장에 널리 사용되는 
도구인가? (3) 이 도구에 대한 광범위한 연구가 있는가? 
Kolb(2005)의 학습 양식 검사지는 이러한 조건을 충족시킨다. Kolb는 
1969년에 Kolb LSI-version 1을 처음으로 만든 뒤에 1985, 1993, 1999, 
2005년 Kolb LSI-version 3.1까지 계속 개정해 왔다. 3.1 버전의 매뉴얼에
는 6977명의 데이터를 바탕으로 한 규준(norms)을 제공하고 있으며 내적 
일관성 신뢰도, 검사-재검사 신뢰도 등의 정량적 데이터도 함께 제시하
고 있다. 오랜 기간 사용되어 왔으며 꾸준한 개정으로 KLSI는 안정성과 
타당성을 확보했다고 볼 수 있다.
그리고 현재 Haygroup에서 판매 중인 검사지로서 현장에서 사용되고 
있다. 온라인 검사지는 Version 4까지 출시되었다.  
그리고 KLSI에 대한 연구들이 다양하게 존재한다. 1971-1999년에 걸쳐 
ELT/LSI간 일치도를 통해서 KLSI의 유효성(validity)을 확인했으며 내적 
타당도 근거와 외적 타당도 근거 또한 연구들에서 나타난다. 이와 같은 
3가지 측면들을 종합적으로 검토할 때 KLSI는 본 연구에서 학습 양식을 
검사하기에 적절한 도구라고 판단하였다.
그러나 한국에서 KLSI를 실시하는 것에 어려운 점은 원문이 영어로 되
어 있다는 점이다. 검사지를 자체적 번역하여 시행하는 과정에서 검증된 
검사 도구의 특성들이 의도치 않게 변하게 될 가능성이 있다.
이에 임세영 외(2012)는 Kolb 학습유형검사를 번역하여 한국어 버전 검
사를 개발하였다. 영어의 한글번역 작업과 번역된 검사도구의 적합성을 
검증하였는데 1차로 영어→한국어 번역을 하고 다시 한국어→영어로 번
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역을 하여 원저자인 Kolb에게 송부하였다. 원저자가 동의할 때까지 이를 
반복하고 Spertbert 외(1994)의 7점 척도 평가 결과가 4.0 이하인 문항은 
제거한 뒤 다시 처음부터 번역, 재번역 작업을 반복하여 Kolb LSI의 한
글 버전을 개발하였다. 그리고 K 대학교 596명을 대상으로 KLSI의 한글
버전을 실시한 결과 그 신뢰도와 타당도에 무리가 없음이 나타났다. 이
에 본 연구에서는 임세영 외(2012)에서 개발한 KLSI 한국어 버전 설문지
의 문장을 Google 설문지로 옮겨 작성하였다. 다만 학생들이 배점을 헷
갈리지 않도록 한국어 버전과 다르게 응답 방식을 Kolb의 원본과 마찬가
지로 가장 선호하는 것을 1위로 하고 가장 선호되지 않는 것을 4위로 응
답하게 하였다. 학생들의 응답 결과는 제출 시 온라인 서버에 저장되고 
사후에 이를 Excel 파일로 저장하여 분석하였다.
[그림 IV-2] KLSI 구글 설문지
- 55 -
1.3.2. Raven의 누진행렬검사(Raven’s Advanced Progressive Matrices)
[그림 IV-3] APM 문항 예시
APM은 기본적으로 상단에 3x3 크기의 과제가 제시되고 우측 하단의 
빈칸에 알맞은 도형을 8개 중 고르는 선다형 패턴 추론 문제이다. 특히 
상위능력 집단을 변별해주는 비언어성 지능검사로서 기하학적인 도형 과
제를 통해 추상적 관계추론 능력 즉, 복잡한 상황을 이해하는 능력, 주
어진 사태의 의미를 도출하는 능력, 분명하게 지각하고 사고하는 능력을 
측정한다(Abedel-Khalek & Raven, 2006).
APM은 심리측정학 및 인지심리분야에서 엄격히 연구된 몇 안 되는 검
사도구 가운데 하나로서 시간과 비용 측면에서 교육적 활용도가 높다. 
김혜진 외(2008)에 따르면 APM은 일반지능검사를 대체하여 간편하게 사
용할 수 있는 사회경제적인 영향이 최소화된 지능검사임을 경험적으로 
확인하였다. APM의 도형추론지능은 K-WISC-III로 측정된 일반지능과 유
의미한 상관관계가 있었으며 성별과 사회경제적 지위에 따라 차이가 없
는 것으로 확인되었다. 또한 APM 점수는 학업성취도와 유의미한 상관관
계가 있는 것으로 나타났다. 
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학교 현장에서 뇌파 연구를 도입하기 위해 본 연구에서는 학생들이 해
결해야 할 인지 과제의 선정이 매우 중요한 문제이다. 수학 교수와 학습
의 실행 장면에서 나타나는 실제 수학 문제(예. 교과서 예제)를 해결하는 
도중에 뇌파를 측정하여 학생들에게 피드백을 제공하는 것은 수학 교육
신경과학의 최종 목표이기는 하나 본 연구에서 뇌파 분석의 인지과제로 
사용하는 것은 아직 이르다고 판단하였다. 신경 과학의 영역에서 APM과 
뇌파의 관계는 선행 연구들이 존재하고, APM 자체도 오랜 시간 동안 엄
격히 연구되어 그 타당성을 인정받고 있는바 뮤즈를 이용하여 APM을 해
결하는 학습자의 뇌파를 측정하여 분석하는 것은 신뢰성을 확보할 수 있
을 것으로 기대한다.
본 연구에서 사용된 APM 검사지는 1998년에 표준화된 것이다. APM은 
총 Set I 12문항과 Set II 36문항으로 구성되어 있다. Set I은 5분으로서 
사전에 공개해서 사용해도 좋은 연습 문제이다. APM Set II의 맞은 문제 
수에 따라 0~36점의 점수를 얻을 수 있고 이 점수를 이용하여 규준과 비
교하여 지능을 판단한다. 검사의 실시는 시간제한 없이 실시하는 최대능
력검사와 40분의 시간제한이 있는 속도검사 2가지 형태가 있다. 영재들
을 판별하기 위해서는 시간제한 없이 해결할 수 있는 가장 어려운 문항
의 수준이 어느 정도 인지 확인하는 최대능력 검사가 주로 실시된다. 문
항을 해결하는 과정에서 학생들이 겪는 어려움의 수준을 뇌파로 확인하
는 것이 본 연구의 목적이므로 시간제한 없이 검사를 실시하기로 결정하
였다.
APM의 대중성과 그동안 드러난 강점들에도 불구하고 APM 실시에 있
어서 큰 제약점은 시간의 문제이다. 특정 실험 설계에서 이러한 40분 이
상의 검사 시간은 큰 부담으로 작용하는데 이는 뇌파에서도 마찬가지이
다. APM의 36문항을 모두에 대해 뇌파 측정을 실시하는 실험 설계는 부
담이 크다. 뇌파 장비를 착용한 채로 40분 이상, 시간제한 없이 검사를 
실시하는 과정에서 학생들의 피로, 과제로부터 이탈(disengagement), 의
욕 상실, 몸 상태의 변화에 따른 뇌파의 변화 등이 연구 결과를 오염시
킬 수 있기 때문이다. 
- 57 -
선행 연구 문항 번호
Arthur and Day(1994) 1, 4, 8, 11, 15, 18, 21, 23, 25, 30, 31, 35
Bors and Stokes(1998) 3, 10, 12, 15, 16, 18, 21, 22, 28, 30, 31, 34
<표 IV-1> 축소 버전에 사용된 APM 문항 번호
이러한 시간 제약의 단점을 극복하기 위해 APM의 short version을 개
발하기 위한 체계적 연구들이 수행되었다. Arthur, Day(1994)는 36문항을 
3문항씩 12섹션으로 등분할하고 각 섹션에서 문항과 전체 검사 간 상관
도가 가장 높은 문항을 1개씩 골라내어 12문항을 추려내었다. 이렇게 만
들어진 축소 버전의 내적 합치도(alpha=.65)는 원본(alpha=.86)보다 약간 
낮았으며 둘 사이의 상관계수는 .66으로 나타났다. Arthur, Tubre, Paul, 
Sanchez-Ku(1999)는 Arthur, Day에 의해 제안된 12문항에 대하여 1506명
의 대학생을 대상으로 규준 데이터를 제공한다.
Bors and Stokes(1998)는 문항-전체 검사 간 상관 분석을 통해 모든 문
항을 순서대로 정렬하고 각 항목의 문항 간 상관관계를 기준으로 24 개 
항목을 제거하여 12개 문항을 선별하고 506명의 학생에 대해 실시하여  
Vicker’s et al.(1972)의 IT task와 APM 원본 간의 상관 계수 -.48, IT 
task와 축소 버전 간의 상관 계수 –.42임을 밝힘으로서 축소 버전의 신뢰
성과 타당성을 검증하였다.
이에 본 연구에서는 두 버전을 비교, 검토한 뒤 Bors and Stokes(1998)
의 12문항을 사용하기로 하였다.
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2. 뇌파와 APM 분석 결과
학생코드 s1~s33의 총 33명의 대상 학생 가운데 s13은 KLSI만 참여하
고 뇌파 녹화 세션에는 동의하지 않아 참여하지 않았으며, s27은 동의는 
했으나 개인 사정으로 모든 실험에 참여하지 않았다. 따라서 s13, s27 2
명은 뇌파 데이터가 없는 관계로 모든 뇌파 분석에서 제외한다. 결과적
으로 데이터의 수집은 총 31명을 대상으로 이루어졌다. EO, EC 상태 뇌
파 데이터는 31명 모두 정상적으로 수집되었으며 APM 과제 수행 뇌파
는 4명 s4, s5, s7, s11의 데이터가 수집 과정에서 손상되었다. 손상된 4
명의 APM 뇌파 데이터를 재수집하는 것은 학습 효과로 인해 데이터 분
석 결과를 왜곡할 수 있다고 판단되어 다시 시행하지 않았다. KLSI의 설
문은 대상 학생 31명의 데이터가 모두 정상적으로 기록되었다.
따라서 뇌파 데이터와 APM 과제 사이의 데이터 분석에는 27명의 데이
터가 이용되며 EO, EC 상태의 뇌파와 KLSI 간의 데이터 분석에는 31명
의 데이터가 이용되었다.
2.1. 뇌파와 APM 사이의 Spearman의 상관 분석
[그림 IV-4] 문항번호에 따른 학생 반응시간 평균 
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문항번호 1 2 3 4 5 6 7 8 9 10 11 12
학생 
오답률
16% 32% 3% 39% 6% 26% 52% 19% 77% 61% 52% 84%
공인 
오답률
12% 23% 14% 17% 24% 32% 42% 24% 37% 57% 62% 69%
난도 저 난도 중 난도 고 난도
<표 IV-2> 문항 번호별 오답률 
APM 검사는 총 12문항으로 시간제한이 없는 형태로 실시되었다. 공인 
난이도의 경우 문항 번호가 증가할수록 어려운 것으로 알려져 있는데 학
생들의 반응 시간(response time)을 살펴보면 뒷 번호로 갈수록 소요 시
간이 길어지는 경향이 있는 것을 그래프로 확인할 수 있다. 학생들이 
Raven 검사 12문항을 해결하는데 평균적으로 349.38초가 소요되었다. 
[그림 IV-5] 문항 번호별 오답률 
27명 학생의 오답률을 문항별로 계산하여 보면 편차가 있으나 뒷번호
로 갈수록 오답률이 증가하는 것을 확인할 수 있다. 이에 문항 난도의 
분류는 공인 난이도를 기준으로 1~4번 문항을 저 난도, 5~8번 문항을 중 
난도, 9~12번 문항을 고 난도 문항으로 분류하였다.
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[그림 IV-6] 학생별 APM 총점과 히스토그램
학생별 APM 총점을 살펴보면 2~12점까지 분포한다. 이러한 분포를 바
탕으로 학생 그룹은 3그룹으로서 총점을 기준으로 하여 저FI(2점~5점) 6
명(s18, s22, s9, s1, s24, s29), 고FI(9점~12점) 5명(s20, s10, s15, s33, s31), 
나머지 20명의 학생들 중FI(6점~8점)로 분류하였다.
뇌파 데이터는 각 학생들이 12문항의 문제를 해결하는 동안 TP9, AF7, 
AF8, TP10의 4개 전극에서 기록되었으며 각 문항에 대한 반응 시간, 정
오답, 총점, 난도 등이 함께 기록되었다.
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본 연구에서는 절대 뇌파를 이용하여 분석을 진행하였다. 절대 뇌파는 
상대 뇌파와 대비되는 개념으로 Raw data에 FFT를 적용하여 각 채널별
로 획득된 absolute 값을 가리킨다. 분석에 사용된 뇌파 대역의 구분은 
다음과 같다.
이름 주파수 대역
델타파(, delta absolute) 1-4 Hz
세타파( , theta absolute) 4-8 Hz
알파파( , alpha absolute) 8-12 Hz
베타파( , beta absolute) 12-30 Hz
감마파(, gamma absolute) 30-50 Hz
<표 IV-3> 분석에 사용된 뇌파 대역
학생들이 각 문항을 해결하는 도중에 측정된 뇌파와 반응 시간, 정오
답, 총점, 난도 사이의 상관 분석을 실시하고 상관관계가 확인된 뇌파에 
대하여 분산 분석을 실시한다. 그리고 EO, EC 뇌파와 총점 사이에 상관 
분석과 회귀 분석을 실시한다.
먼저 최적의 FFT 윈도우의 크기와 오버랩의 정도를 결정하기 위해 
FFT 윈도우 크기를 변화시키면서 뇌파와 반응 시간, 정오답, 총점, 난도 
사이의 상관 분석을 실시한다. 상관 분석은 나이와 혈압, 허리둘레와 체
중과 같이 두 관측치들 사이의 관계, 특히 연속형 자료들 사이의 관계를 
분석하는 것이다. Pearson의 상관 분석은 대표적인 상관분석법으로 두 
연속형 자료중 적어도 한 개는 정규성을 갖는 다는 가정을 전제로 한다. 
표본수가 30 이상이라면 정규성 검정 없이도 이 방법을 적용할 수 있지
만 27명으로 표본수가 적고 정규 분포를 가정할 수 없으므로 이변량 상
관계수 Spearman의 상관 분석을 양측 유의성 검정으로 시행한다.
결론적으로 FFT 윈도우의 크기와 오버랩에 따라서 상관관계가 나타나
는지 여부와 그 크기가 다르게 나타났다. 정오답, 총점, RT, 난도를 모두 
가장 잘 드러내는 유일한 FFT 윈도우과 오버랩의 크기는 찾을 수 없었
다. 정오답, 총점, RT, 난도와 뇌파 사이의 상관 계수의 크기는 FFT 윈
도우과 오버랩의 크기에 따라서 다르게 나타났다. 
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FFT 윈도우의 크기를 변화시키면서 FFT 주기는 0.5초로 일정하게 고
정하였을 때를 살펴본다. 정오답-뇌파 사이의 상관 계수를 살펴보면 윈
도우의 크기가 커질수록 설명력이 증가한다. 그러나 총점의 경우에는 그 
반대의 경향이 나타난다. RT의 경우에는 뇌파와 상관이 윈도우 크기에 
따라 선형적으로 나타나지 않고 3, 4초 일 때 상관계수의 크기가 크게 
나타난다. 
[그림 IV-7] FFT 윈도우 크기에 따른 상관도의 차이
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난도에 따른 뇌파의 차이의 경우 AF7 세타파의 경우에는 윈도우 크기
가 5초일 때 상관계수가 제일 크지만 TP9 베타, 감마파의 경우 오히려 5
초일 때 상관 계수의 절댓값이 소폭 감소한다. 즉, 5종류의 윈도우 크기
와 뇌파와의 상관표를 모두 조사하였을 때 모든 관측 변수에 통용되는 
최적의 윈도우 크기는 존재하지 않는다는 것이 결론이다. 목적 변수에 
따라서 최적의 윈도우 크기는 다르다. 
     
[그림 IV-8] 오버랩 크기에 따른 상관도의 차이
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이는 향후 뮤즈의 뇌파 데이터를 이용한 BCI, Neurofeedback과 같은 
장면에서도 마찬가지일 것으로 생각된다. 이것은 BCI 게임에서 집중 시 
알파파와 베타파를 사용한다면 상황에 따라 집중을 가장 잘 드러내는 윈
도우 길이를 직접 찾아서 적용해야 함을 의미한다. 윈도우 길이와 뇌파
(4x16) 64가지의 모든 상관관계를 종합적으로 고려하였을 때 Raven 과제 
수행과 뇌파와의 상관관계(정오답, 총점, RT, 난도와 뇌파와의 상관관계)
를 종합적으로 가장 잘 나타내는 윈도우 크기는 3초로 판단하였다. 
그리고 나서 FFT 윈도우 크기를 3초로 고정한 뒤에 오버랩을 변화시
키면서 이변량 상관계수 Spearman의 상관 분석을 양측 유의성 검정으로 
시행하였다. 오버랩을 0.5초~2.5초일 때 5가지 경우에 대하여 상관 분석
을 실시한 결과 윈도우 크기와 마찬가지로 관측 변수와 뇌파에 따라서 
유일한 오버랩을 찾을 수는 없다.
Raven 과제 수행과 뇌파와의 상관관계를 종합적으로 고려하여 오버랩 
2초를 분석에 사용하기로 결정하였다. 결과적으로 윈도우 크기 3초, 오
버랩을 2초로 FFT를 적용한다. 이는 FFT를 매 1초마다 계산하는 것과 
같다. 그러면 이 경우에 총 768개의 데이터를 이용하여 FFT를 계산하며 
는 1.67Hz이 된다. 따라서 1~4 Hz에 해당하는 델타파의 일부가 소실되
고 델타파는 잡음 등의 아티팩트가 흔하게 발생하는 e대역으로 알려져 
있으므로 델타파는 이후 분석에서 사용하지 않는다. 이 때 주파수 해상
도는 0.33Hz가 되어 뇌파 분석에 문제가 없는 수준이며 시간 해상도 또
한 3이므로 Raven 인지 과제 수행 상의 뇌파를 분석하는 데 충분할 것
으로 판단된다.
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이와 같은 분석 결과에 따라 윈도우 크기 3초, 오버랩을 2초로 FFT를 
적용하고 Spearman의 상관 분석을 양측 유의성 검정으로 시행하였다. 
정오답 세타 알파 베타 감마
TP9 -0.063 -0.041 0.021 0.011
AF7 -.151** -.124* -0.089 -0.071
AF8 -0.051 -0.034 -0.042 -0.038
TP10 -0.071 -0.055 -0.031 -0.021
<표 IV-4> Spearman의 상관 분석 결과 
RT 세타 알파 베타 감마
TP9 -.144** -.114* -.113* -.124*
AF7 .113* -0.057 -.146** -.134*
AF8 -0.035 -.122* -0.099 -.126*
TP10 -.160** -.138* -0.105 -0.101
난도 세타 알파 베타 감마
TP9 -0.017 -0.062 -.115* -.131*
AF7 .138* -0.033 -0.063 -0.068
AF8 0.027 -0.067 -0.063 -0.082
TP10 -0.029 -0.069 -0.103 -.116*
총점 세타 알파 베타 감마
TP9 -.317** -.238** -0.076 -0.098
AF7 -.249** -.260** -.238** -.247**
AF8 -.177** -.234** -.196** -.252**
TP10 -.331** -.252** -.141* -.146**
                                         * p=.05, ** p=.01 양측
정오답 여부의 경우 문제를 맞춘 경우에 AF7 세타파와 알파파가 감소
하였다. 그리고 반응 시간이 길어질수록 TP9 세타, 알파, 베타, 감마파가 
감소하였다. AF7 세타파는 소폭 증가하였으며 베타파와 감마파는 감소하
였다. AF8 알파파와 감마파는 감소하였으며 TP10의 세타, 알파파 또한 
감소하였다. 문항 난도에 따라 TP9 베타파와 감마파는 감소하였다. AF7 
세타파는 증가하였으며 TP10 감마파는 감소하였다. 
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뇌파와 가장 큰 상관관계를 보여주는 것은 총점이다. 총점은 APM 검
사 중 맞은 문항의 개수로서 유동 지능과 관련된다. TP9 세타, 알파파가 
감소했으며 AF7 세타, 알파, 베타, 감마파가 감소하였다. 그리고 AF8 세
타, 알파, 베타, 감마파가 감소하였으며 TP10의 세타, 알파, 베타, 감마파
가 감소하였다. 총점의 경우 모든 전극의 세타, 알파파가 유의하게 음의 
상관관계를 보여주었다. 이것은 총점이 높은 학생일수록 뇌파의 절대 크
기가 작은 것을 보여주는 것으로 신경 효율성(Neural efficacy) 이론의 
결과와 부합하는 것으로 해석할 수 있다. 하지만 상관 계수의 크기가 전
반적으로 크지 않아 큰 영향을 미친다고 말하기는 어렵다. 즉, 연관성은 
분명히 나타나지만 연관성의 정도가 크지 않다고 할 수 있다. 
2.2. 뇌파와 APM 사이의 대응 표본 T검정
정오답시 AF7 세타파에 대하여 대응표본 T검정을 실시한다. 이를 통
해 정답, 오답 인 경우 뇌파가 유의하게 차이가 나타나는지 확인할 수 
있다. 그러나 자료의 숫자가 적고 정오답 뇌파가 정규분포를 따른다고 
볼 수 없으므로 비모수적인 방법으로 Wilcoxon signed rank test를 시행
하였다.
Wilcoxon 부호 순위 검정
순위
N 평균 순위 순위합
정답-오답 음의 순위 19 15.68 298.00







a. Wilcoxon 부호 순위 검정
b. 양의 순위를 기준으로.
<표 IV-5> Wilcoxon 부호 순위 검정 결과
- 67 -
모형 요약 f





1 .333a .111 .108 2.3348112
2 .430b .185 .180 2.2392451
3 .474c .225 .218 2.1865375
4 .503d .253 .243 2.1504220
5 .515e .265 .254 2.1356542 .315
a. 예측자: (상수), AF7알파
b. 예측자: (상수), AF7알파, TP10베타
c. 예측자: (상수), AF7알파, TP10베타, AF7감마
d. 예측자: (상수), AF7알파, TP10베타, AF7감마, TP10세타
e. 예측자: (상수), AF7알파, TP10베타, AF7감마, TP10세타, AF8세타
f. 종속변수: Raven 총점
<표 IV-6> 다중회귀분석 모형 선택 결과
AF7 알파파도 마찬가지의 결과를 보여주었다. 따라서 문제를 맞추었을 
경우 AF7 세타파와 알파파가 유의하게 감소하는 것으로 볼 수 있다. 
2.3. 뇌파와 Raven 총점 사이의 다중 회귀 분석
뇌파의 16개의 독립변수를 이용하여 총점(Score)의 종속 변수를 예측할 
수 있는지를 추정하기 위하여 다중회귀분석을 시행하였다. 이를 이용하
여 각각의 개별 독립 변수들의 실질적인 영향의 정도를 분석할 수 있다.  
종속변수에 영향을 미치는 독립 변수들이 결정되면 각각의 독립 변수가 
종속 변수에 미치는 영향의 크기를 비교할 수 있다. 표준화 회귀 계수의 
절댓값을 비교하여 여러 독립 변수들 가운데 가장 영향력이 큰 변수를 
발견하고자 하였다. 16개의 뇌파 독립 변수로 시작하여 단계 선택법에 
따라 독립 변수를 추가하거나 제거하면서 최종 모형을 결정하였다. 
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ANOVAa
모형 제곱합 자유도 평균제곱 F 유의확률
5
회귀 523.818 5 104.764 22.969 .000f
잔차 1450.404 318 4.561
전체 1974.222 323
a. 종속변수: Raven 총점
f. 예측자: (상수), AF7알파, TP10베타, AF7감마, TP10세타, AF8세타








B 표준오차 베타 공차 VIF
5
(상수) 7.022 .797 8.807 .000
AF7알파 -6.854 1.951 -.301 -3.513 .001 .316 3.168
TP10베타 9.939 1.315 .621 7.556 .000 .342 2.922
AF7감마 -4.133 .820 -.475 -5.039 .000 .260 3.848
TP10세타 -3.327 .816 -.268 -4.079 .000 .535 1.871
AF8세타 2.861 1.228 .141 2.330 .020 .627 1.594
a. 종속변수: Raven 총점
<표 IV-8> 다중회귀분석 계수
단계 선택법에 의해 회귀 모형은 모형5에서 결정되었다. 모형5의 설명
력은 0.265로 총점은 모형5의 회귀식에 의해 26.5%만큼 설명될 수 있다.
최종 선택된 모형 5는 분산 분석에 의해 유의수준 p < 0.000로 유의하
다. 포함된 변수들의 VIF가 10 이상인 변수가 없으므로 다중공선성은 없
는 것으로 판단한다. 
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추정된 회귀식은 다음과 같다.
Score = 7.022 –6.854×AF7알파 +9.939×TP10베타 –4.133×AF7감마 
        –3.327×TP10세타 +2.861×AF8세타
회귀 계수가 가장 큰 것은 TP10베타(9.939, p=.000)로 나타났다. AF7알
파, AF7감마, TP10세타파의 크기가 작을수록 총점의 크기가 크게 나타났
으며 TP10베타, AF8세타의 크기가 클수록 총점이 크게 나타났다.
        [그림 IV-9] 총점의 회귀 표준화 잔차
총점의 잔차 또한 관측된 확률에 거의 근접하여 증가하고 있으므로 정
규성을 보여주고 있다고 볼 수 있다.
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개체-내 효과 검정




자유도 평균제곱 F 유의확률
난도
구형성 가정 .516 2 .258 6.914 .002
Greenhouse-Geiss
er
.516 1.368 .378 6.914 .007
Huynh-Feldt .516 1.543 .335 6.914 .005
하한 .516 1.000 .516 6.914 .015
난도 * 
성취그룹
구형성 가정 .082 4 .020 .548 .702
Greenhouse-Geiss
er
.082 2.735 .030 .548 .637
Huynh-Feldt .082 3.086 .027 .548 .658
하한 .082 2.000 .041 .548 .585
오차(난도)




Huynh-Feldt 1.792 37.038 .048
하한 1.792 24.000 .075
<표 IV-9> 반복측정 분산분석 효과 검정
2.4. 뇌파와 난도 사이의 반복측정 분산분석
저, 중, 고 3가지 난도에 따른 TP9 감마파의 변화에 대하여 반복측정 
분산분석을 실시하였다. 총점에 따라 성취그룹을 저FI, 중FI, 고FI 3개로 
나누고 그룹별로 변화의 차이가 있는지도 살펴본다.
개체 내 요인으로 난도를 입력하고 개체 내 변수로 3가지 난도를 개체 
간 요인으로 성취 그룹을 주고 주효과 비교에 신뢰구간 조정 방법으로 
Bonferroni를 선택하였다. Mauchly의 구형성 가정이 성립하지 않으므로  
Greenhouse-Geisser, Huynh-Feldt 검정 통계량을 이용한다. 
- 71 -
대응별 비교










2 .094 .058 .353 -.055 .243
3 .221* .076 .023 .026 .416
2
1 -.094 .058 .353 -.243 .055
3 .127* .040 .011 .025 .229
3
1 -.221* .076 .023 -.416 -.026
2 -.127* .040 .011 -.229 -.025
추정 주변 평균을 기준으로
*. 평균차이는 .05 수준에서 유의합니다.
b. 다중비교를 위한 수정: Bonferroni
<표 IV-10> 반복측정 분산분석 대응별 비교
그 결과 난도의 효과 검정에서는 유의 확률이 .007, .005이므로 난도에 
따른 뇌파의 변화가 있다고 할 수 있다. 그리고 난도*성취그룹은 유의하
지 않으므로 성취 그룹의 난도에 따른 뇌파 변화는 다르다고 볼 수 없
다. 개체-내 대비 검정 결과 난도에 따른 뇌파 변화는 선형 모형(.008), 
이차 모형(.609)이므로 선형 모형에 가깝다고 볼 수 있다.
난도는 저 난도 : 1, 중 난도 : 2, 고 난도 : 3으로 코딩하였다. 난도에 
따른 뇌파 차이는 저 난도와 중 난도의 차이는 통계적으로 확인되지 않
았다. 그러나 고난도의 경우에는 저 난도, 중 난도와 TP9 감마파의 감소
가 통계적으로 유의미하게 나타난다. 저 난도와 중 난도의 차이는 유의
확률 .353이나 고 난도는 .011, .023으로 저 난도, 중 난도에 비해 TP9 
감마파가 감소한 것으로 볼 수 있다. 
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앞서 상관분석에서 살펴본 것과 같이 문항 난도가 증가함에 따라 TP9 
베타파와 감마파, TP10 감마파는 감소하였다. AF7 세타파는 증가하였다.
  [그림 IV-10] 성취 그룹별 TP9 감마의 반복측정 분산 분석 그래프
난도에 따른 뇌파의 변화는 성취 그룹별로 다르게 나타날지 살펴보았
다.  저FI(Low), 중FI(Middle), 고FI(High) 집단별로 난도에 따른 뇌파의 변
화를 살펴보면 그래프 상으로는 고FI 그룹에서 난도가 어려워짐에 따라 
TP9 감마파가 더욱 감소한 것으로 보일 수 있다. 하지만 통계적으로 유
의미한 수준으로 난도에 따른 뇌파의 차이는 집단별로 다르게 나타나지 
않았다.
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3. 뇌파와 KLSI 분석 결과
학생코드 CE AC RO AE KLSI 분류
1 34 25 20 41 4
2 24 26 30 40 4
3 27 44 27 22 2
4 19 41 36 24 2
5 27 26 23 44 4
6 38 25 17 40 4
7 23 42 29 26 2
8 23 43 35 19 2
9 20 40 27 33 2
10 24 39 33 24 2
11 35 27 19 39 4
12 21 36 25 38 4
14 19 37 30 34 2
15 24 30 24 42 4
16 30 33 36 21 3
17 31 26 21 42 4
18 32 41 20 27 2
19 24 32 27 37 4
20 18 39 25 38 2
21 25 28 25 42 4
22 30 25 28 37 4
23 15 33 31 41 4
24 22 35 31 32 2
25 18 37 39 26 3
26 24 30 26 40 4
28 25 40 20 35 2
29 30 27 34 29 3
30 38 28 24 30 1
31 27 45 18 30 2
32 27 36 20 37 4
33 22 32 26 40 4
<표 IV-11> 학생 KLSI 채점 결과
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[그림 IV-11] KSLI 분류 결과
총 31명의 EO, EC 상태 뇌파 데이터와 KLSI 사이의 관계를 분석하였
다. 구체적인 경험(concrete experience: CE), 사려 깊은 관찰(reflective 
observation: RO), 추상적인 개념화(abstract conceptualization: AC), 적극
적인 실험(active experimentation: AE)를 각각 CE : 1그룹, AC : 2그룹, 
RO : 3그룹, AE : 4그룹으로 코딩하였다. KLSI 구글 설문지를 엑셀을 이
용하여 채점하였다. 그 결과 1그룹 1명, 2그룹 12명, 3그룹 3명, 4그룹 
15명으로 나타났다. 1, 3그룹에 해당하는 학생이 적고 대부분의 학생들
이 2, 4그룹에 해당한다. 
3.1. EO 상태 뇌파 분석
Rashid(2011)에 보면 EC, EO 상태의 뇌파 중 특히 알파파를 이용하여 
Kolb의 학습 양식을 100% 정확도로 구별해냈다. 따라서 EC 뇌파와 EO 
뇌파를 이용하여 상관 분석과 회귀 분석을 통해 학습 양식과 관련성이 
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나타나는지 확인하도록 한다. 
총 31명의 데이터를 이용하여 분석하였으며 KLSI의 4개 분야 구체적 
경험, 추상적 개념화, 반성적 성찰, 능동적 실험을 각각 CE : 1그룹, AC 
: 2그룹, RO : 3그룹, AE : 4그룹으로 코딩하였다.
독립된 세 군 이상의 뇌파의 크기를 비교하기 위하여 일원 배치 분산 
분석을 시행한다. 그러나 1그룹은 단 1명임에 따라 통계 분석을 진행할 
수 없었기 떄문에 1그룹은 데이터에 분석에 사용하지 않기로 하였다. 그
















2.00 12 -.3253 .15216 .04393 -.4220 -.2287 -.57 -.12
3.00 3 -.5710 .09118 .05264 -.7975 -.3445 -.63 -.47
4.00 15 -.4129 .16007 .04133 -.5015 -.3243 -.66 -.15
전체 30 -.3937 .16462 .03006 -.4552 -.3322 -.66 -.12
AF8
감마
2.00 12 -.3786 .18752 .05413 -.4978 -.2595 -.68 -.10
3.00 3 -.6810 .13918 .08035 -1.0268 -.3353 -.76 -.52
4.00 15 -.4910 .19591 .05058 -.5995 -.3825 -.86 -.19
전체 30 -.4651 .20363 .03718 -.5411 -.3890 -.86 -.10
TP10
감마
2.00 12 -.3383 .17988 .05193 -.4526 -.2240 -.58 .11
3.00 3 -.4624 .30026 .17335 -1.2082 .2835 -.71 -.13
4.00 15 -.5195 .17129 .04423 -.6143 -.4246 -.85 -.19
전체 30 -.4413 .20062 .03663 -.5162 -.3664 -.85 .11
















3.00 .24567* .09860 .049 .0012 .4901
4.00 .08756 .05916 .316 -.0591 .2342
3.00
2.00 -.24567* .09860 .049 -.4901 -.0012
4.00 -.15811 .09661 .248 -.3976 .0814
4.00
2.00 -.08756 .05916 .316 -.2342 .0591






3.00 .30238* .12190 .050 .0001 .6046
4.00 .11238 .07314 .290 -.0690 .2937
3.00
2.00 -.30238* .12190 .050 -.6046 -.0001
4.00 -.19000 .11944 .267 -.4861 .1061
4.00
2.00 -.11238 .07314 .290 -.2937 .0690






3.00 .12402 .12089 .567 -.1757 .4238
4.00 .18113* .07253 .048 .0013 .3610
3.00
2.00 -.12402 .12089 .567 -.4238 .1757
4.00 .05711 .11845 .880 -.2366 .3508
4.00
2.00 -.18113* .07253 .048 -.3610 -.0013
3.00 -.05711 .11845 .880 -.3508 .2366
*.  평균차이는 0.05 수준에서 유의합니다.
<표 IV-13> 일원 배치 분산 분석 결과
뇌파는 Levene의 등분산 가정을 모두 만족하므로 Tukey의 다중 비교법
을 적용하였다. 이 때 AF8 베타파, AF8 감마파는 2, 3그룹 간에만 차이
가 나타났으며 4그룹과는 유의미한 차이를 확인할 수 있는 그룹이 없었
다. 3그룹의 학생수가 3명밖에 되지 않으므로 3그룹을 데이터에서 제거
하고 2, 4 그룹에 대해서만 Mann-Whitney 테스트를 시행하였다. 검정 
변수로 뇌파를, 집단 변수로 2, 4 그룹을 지정한 다음 순위합을 이용하







정확 유의확률[2*(단측 유의확률)] .010
<표 IV-14> Mann-Whitney 테스트 결과
그 결과 TP10 감마파만 학습 양식 2, 4 그룹 간에 유의미한 뇌파 차이
가 나타났다.
Pearson의 상관 분석은 대표적인 상관분석법으로 두 연속형 자료중 적
어도 한 개는 정규성을 갖는다는 가정을 전제로 한다. 표본수가 31로 30 
이상이므로 정규성 검정 없이 이 방법을 적용하였다. 그러나 총점과 학
습양식과 EO 상태 뇌파사이의 Pearson 상관 분석 결과에서 어떠한 상관
도 유의미하게 나타나지 않았다.
3.2. EC 상태 뇌파 분석
EO 상태 뇌파 분석과 마찬가지로 1그룹은 단 1명으로 통계 분석이 진
행되지 않아 제외하고 2,3,4 그룹에 대해서 독립된 세 군 이상의 크기를 
비교하는 방법인 일원 배치 분산 분석을 시행하였다. 그럼에도 불구하고 
그룹 간에 통계적으로 유의미하게 차이가 나는 뇌파는 없었다.
그리고 총점과 학습양식과 EC 상태 뇌파사이의 Pearson 상관 분석 결
과 어떠한 상관도 유의미하게 나타나지 않았다. 
종합하면 뮤즈를 이용한 배경뇌파 상태의 뇌파는 유동 지능, KLSI와 
상관관계가 거의 나타나지 않았으며 뇌파 분석에서 EO AF8베타, AF8감
마, TP10감마의 일부 그룹 간 평균 차이가 나타났으나 1그룹 1명, 2그룹 
12명, 3그룹 3명, 4그룹 15명으로서 일부 그룹의 학생 수가 매우 적고 




[그림 V-1] EC, EC 상태 뇌파의 2차원 그래프
    
[그림 V-2] k=2인 경우 K-means clustering 분류 결과
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[그림 V-3] k=3인 경우 K-means clustering 분류 결과
EO, EC 상태의 베타, 감마파가 K-means clustering 기법을 이용하여 
우연 수준(chance level)인 33.3%, 50% 이상의 정확도로 분류할 수 있는 
뇌파로 나타났다. 31명의 학생의 EO, EC 상태에 대해서 좌, 우뇌의 베타
파와 감마파를 2차원 좌표 상에 점으로 나타냈다. (x, y) = (AF7 베타, 
AF8 베타), (x, y) = (AF7 감마, AF8 감마)와 같이 베타파와 감마파를 각
각 총 62개(31명 * 2)의 점으로 이루어진 이차원 분포로 나타낸 것이 [그
림 V-1]이다. 그리고 k=2를 이용하여 K-means clustering 기법을 적용한 
것이 [그림 V-2]이고 k=3일 때가 [그림 V-3]이다.
이러한 클러스터링 기법은 BCI(Brain computer interface)에 연결될 수 
있다. 로봇을 예를 들면 뇌파를 머신러닝으로 자동적으로 분류된 클러스
터에 따라 로봇의 특정 명령과 연동시킬 수 있는 것이다. 머신 러닝을 
이용하여 EO 상태의 뇌파에 로봇이 왼쪽으로 가도록 하고 EC 상태의 
뇌파에 로봇이 오른쪽으로 가도록 할 수 있다는 것이다. 
- 80 -
베타파 감마파
k=2 반응률 100% 100%
정확도 83.87% 82.25%
k=3 반응률 66.13% 88.71%
정확도 91.96% 91.94%
<표 V-1>  k에 따른 클러스터링 정확도 
k=2인 경우 한 번의 FFT로 계산된 뇌파는 EC, EO 상태로 클러스터링 
된다. 그리고 분류에 따라 바로 로봇이 왼쪽으로 움직이거나 오른쪽으로 
움직이도록 한다. 이 때 로봇의 반응률은 뇌파가 계산될 때마다 반응하
므로 100%가 된다. 로봇의 반응 정확도는 EC, EO 실제 상태와 그 분류
의 일치도이다. 눈을 감았는데 뜬 것으로 판별한다거나 눈을 뜨고 있는
데 눈을 감은 것으로 판별하는 경우이다. 정확도는 베타파를 사용하였을 
경우 83.87%, 감마파를 사용하였을 경우 82.25%이다. 
k=3인 경우 중간 지대를 만들어서 뇌파가 중간 분류에 해당되는 경우
에는 로봇이 움직이지 않도록 한다. 즉, 판단이 교차할 수 있는 우범 지
대의 경우에 로봇 명령을 연동시키지 않는 것이다. 따라서 뇌파가 EC, 
EO의 중간 지대에 해당하는 경우에는 로봇이 반응하지 않도록 하기 때
문에 로봇의 반응률은 베타파를 사용했을 때 66.13%, 감마파를 사용했을 
때 88.71%로 k=2인 경우보다 떨어진다. 그러나 일부 경우에 반응하지 않
는 대신 더욱 확실한 경우에만 로봇 명령이 작동하므로 로봇 반응 정확
도는 k=2일 때보다 높아지게 된다. 이는 베타파를 사용한 경우 91.96%, 
감마파를 사용한 경우 91.94%이다.
Rashid(2011)의 선행 연구에서는 뇌파를 이용하여 KLSI의 4가지 학습 
양식을 100%로 분류할 수 있었지만 뮤즈를 이용하여 뇌파로 KSLI를 분
류할 수 없었다. 4개의 학습 양식을 가진 학생 그룹 간에 뇌파 차이를 
확인할 수 없었다. 
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2. 신경망
Feedforward 인공 신경망의 하나인 멀티레이어 퍼셉트론(Multilayer 
perceptron, MLP)를 이용하여 분석을 진행하였다. 신경망을 사용하는 경
우에는 적절한 알고리즘의 선택과 함께 입력 노드수(input nodes), 계층 
수(layers), 은닉 노드수(hidden_nodes), 출력 노드수(output_nodes), 학습률
(learning rate), 학습 횟수(epochs) 변수를 결정해야 한다. 입력 노드수는 
입력 벡터의 원소수로서 4개 전극에서 델타파를 제외하고 세타, 알파, 
베타, 감마 4개 뇌파를 사용하므로 4*4=16이 된다. 계층 수는 대다수의 
데이터의 경우에 3 계층으로 충분함이 알려져 있으므로 3 계층을 사용한
다. 출력 노드 수는 신경망이 결과로 내놓는 원소의 수이다. 정오답의 
경우 2, EO vs EC의 경우 2, 난도의 경우 저, 중, 고 난도로 3이 된다. 
은닉 노드의 수는 정답은 없지만 보통 입력 노드와 출력 노드의 사잇값
이 적당하다. 대체적으로 입력 노드 수의 2/3에 출력 노드수를 더하여 
사용하면 적당하다고 알려져 있으므로 12개의 은닉 노드를 사용하였다. 
학습률과 학습 횟수는 데이터 분석 과정에서 직접 적절한 값을 찾아보았다.
2.1. EO, EC 상태 신경망
[그림 V-4] 학습률과 학습 횟수에 따른 신경망 성능
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31명의 EO, EC 상태 뇌파의 평균값 62개*12채널을 신경망에 학습시켜 
테스트하였다. 학습률에 따른 신경망의 성능을 테스트한 결과 0.6~0.8의 
학습률이 좋은 성능을 보여주었다. 이에 0.6의 학습률로 학습 횟수를 변
화시키면서 성능을 관찰한 결과 3000회부터 신경망 성능은 100%에 이르
렀다. 3계층 멀티레이어 퍼셉트론을 이용하여 EO, EC를 잘 구별할 수 
있음을 알려준다. 출력 노드가 2개인 경우 0, 1로 코딩하는 것보다 –1, 1
로 코딩하는 것이 좋다.
2.2. 난도와 신경망
[그림 V-5] 학습률과 학습 횟수에 따른 신경망 성능
31명의 12개 문항의 난도에 따른 뇌파의 평균값 372개*12채널을 신경
망에 학습시켜 테스트하였다. EPOCHS를 100, 500으로 두고 2가지 경우
에 대해 학습률에 따른 신경망의 성능을 테스트한 결과 0.2의 학습률이 
좋은 성능을 보여주었다. 이에 0.2의 학습률로 학습 횟수 1000~29000까
지 변화시키면서 성능을 관찰한 결과 학습 횟수가 증가할수록 신경망의 
성능 또한 향상되는 경향이 있었다. 31명의 모든 학생의 데이터를 이용
한 신경망의 경우 학습 횟수 23000에서 최고 성능 71.91%를 보여주었으
며 그 이상으로 학습 횟수를 더 늘려도 성능은 하락하였다.
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이에 같은 조건에서 Raven 총점 기준 고FI 집단과 저FI 집단으로 나누
어 집단별로 신경망을 학습시키고 성능을 테스트 하였다. 모든 변수가 
동일할 때에는 고FI 집단에 대한 신경망 성능이 상대적으로 더 좋게 나
타났다. 학습 횟수 23000~25000에서 최고 96.67%의 성능을 보여주었다. 
저FI 집단의 경우에도 신경망은 학습 횟수 27000에서 최소 90.28%의 성
능을 보여주었다.
2.3. 정오답과 신경망
[그림 V-6] 학습률과 학습 횟수에 따른 신경망 성능
31명의 12개 문항의 정오답 여부에 따른 뇌파의 평균값 372개*12채널
을 신경망에 학습시켜 테스트하였다. 학습 횟수를 1000으로 두고 학습률
에 따른 신경망의 성능을 테스트한 결과 0.9의 학습률이 가장 좋은 성능
을 보여주었다. 하지만 0.9는 과학습(오버 피팅)의 위험이 있어 0.2의 학
습률로 학습 횟수 1000~29000까지 변화시키면서 성능을 관찰한 결과 마
찬가지로 학습 횟수 가 증가할수록 신경망의 성능 또한 향상되는 경향이 
있었다. 31명의 모든 학생의 데이터를 이용한 신경망의 경우 학습 횟수
21000에서 최고 성능 82.41%를 보여주었다. 
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이에 같은 조건에서 Raven 총점 기준 고FI 집단과 저FI 집단으로 나누
어 집단별로 신경망을 학습시키고 성능을 테스트 하였다. 모든 변수가 
동일할 때에는 고FI 집단에 대한 신경망 성능이 상대적으로 더 좋게 나
타났다. 학습 횟수210000에서 최대 100%의 성능을 보여주었다. 저FI 집
단의 경우에 신경망은 학습 횟수 27000에서 최대 91.67%의 성능을 보여
주었다.
3. 논의
휴대용 EEG 장비로 기록된 뇌파를 이용하여 머신러닝에 적용하여도 
유용한 수준의 성능이 나타남을 확인할 수 있었다. 하지만 동시에 머신
러닝의 한계점도 분명히 존재하며 체계적인 확인 연구가 필요함을 인식
하여야 한다. 기본적으로 머신 러닝은 매 실행마다 예외적인 상황이 발
생할 수 있음을 이해해야 한다. 특히 K-means clustering의 경우 비지도 
학습으로서 초깃값에 따라 클러스터링의 효과가 많이 달라질 수 진다. 
예를 들어 k=3인 경우 초깃값 centroid 세 점이 모두 몰린 경우 모든 데
이터가 단 하나의 클러스터로 분류될 수도 있다. 따라서 초기 centroid를 
데이터의 분포에 따라 적절히 분배하여 선택할 수 있도록 알고리즘을 보
완한다면 K-means clustering의 예외성을 줄일 수 있을 것이다. 
신경망의 경우에는 지도 학습으로 그 정확성이 K-means clustering에 
비해 더 높았다. 다만 매우 많은 연산으로 인해 컴퓨터의 성능에 따라 
신경망 학습 시간이 많이 소요된다는 점은 단점이다. 따라서 실전에서 
신경망을 사용할 경우 학습 시간까지 고려한 인풋노드 수, 학습 수를 결
정하여 사용해야 할 필요성이 있다. 별도의 테스트 데이터를 마련하지 
못하여 학습에 사용된 데이터를 이용하여 신경망 성능을 테스트 하여 성
능의 과대 평가 가능성에 유의하여야 한다. 신경망의 신뢰할 수 있는 성
능을 확인하기 위한 목적으로 학습 데이터와 테스트 데이터를 체계적으
로 수집한 뒤 신경망 성능을 평가할 필요성이 있다.
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VI. 결론 및 제언
1. 결론 
본 연구의 결과를 통해 다음과 같은 결과를 얻을 수 있다. 
첫째, 휴대용 EEG 장비를 이용하여 실시간으로 뇌파를 측정하고 데이
터를 전송하여 기록할 수 있었으며 파이썬을 이용하여 뇌파 데이터에 대
한 신호처리를 진행하고 뇌파 분석을 시행할 수 있었다. 뇌파 분석 시 
APM 과제에 대한 적절한 FFT 윈도우 크기, 오버랩은 관측 변수에 따라 
모두 다르게 나타났다. 즉, 단 하나의 최적 FFT 윈도우 크기, 오버랩은 
존재하지 않았지만 APM 과제에 대한 전반적으로 적절한 FFT 윈도우 크
기는 3초, 오버랩은 2초로 나타났다. 
둘째, APM 수행 중의 뇌파 분석 결과 APM 문항의 난도, 정오답, RT
와 학생의 APM 총점에 따라 APM 수행 중의 뇌파에 유의미한 차이가 
나타났다. 정오답 여부의 경우 문제를 맞힌 경우에 AF7 세타파와 알파파
가 감소하였다. 그리고 반응 시간이 길어질수록 TP9 세타, 알파, 베타, 
감마파가 감소하였다. AF7 세타파는 소폭 증가하였으며 베타파와 감마파
는 감소하였다. AF8 알파파와 감마파는 감소하였으며 TP10의 세타, 알파
파 또한 감소하였다. 문항 난도에 따라 TP9 베타파와 감마파는 감소하였
다. AF7 세타파는 증가하였으며 TP10 감마파는 감소하였다. 
뇌파와 가장 큰 상관관계를 보여주는 것은 총점이었다. 총점은 Raven 
검사 중 맞은 문항의 개수로서 유동 지능과 관련된다. TP9 세타, 알파파
가 감소했으며 AF7 세타, 알파, 베타, 감마파가 감소하였다. 그리고 AF8 
세타, 알파, 베타, 감마파가 감소하였으며 TP10의 세타, 알파, 베타, 감마
파가 감소하였다. 총점의 경우 모든 전극의 세타, 알파파가 유의하게 음
의 상관관계를 보여주었다. 이것은 총점이 높은 학생일수록 뇌파의 절대 
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크기가 작은 것을 보여주는 것으로 신경 효율성(Neural efficiency) 이론
(Thatcher, 2016)의 결과와 부합하는 것으로 해석할 수 있다.
상관관계를 바탕으로 추가적으로 비모수적인 방법으로 Wilcoxon 
signed rank test를 시행한 그 결과 오답일 때보다 해당 문제를 맞힌 경
우에 AF7 세타파와 알파파가 유의하게 감소하는 것으로 나타났다.
그리고 총점에 대한 다중 회귀 분석을 실시한 결과 총점에 대해 회귀 
계수가 가장 큰 것은 TP10 베타(9.939, p=.000)로 나타났다. AF7 알파
(-6.854), AF7 감마(-4.133), TP10 세타파(-3.327)의 크기가 작을수록 총점
의 크기가 크게 나타났으며 TP10 베타(+9.939), AF8 세타(+2.861)의 크기
가 클수록 총점이 크게 나타났다. 
또한 뇌파와 난도 사이의 반복측정 분산분석 결과 난도에 따라 뇌파의 
감소가 나타났다. 하지만 고난도의 경우에만 저, 중 난도와 다른 뇌파의 
차이가 나타났으며 저, 중 난도 간에는 유의미한 뇌파 차이가 확인되지 
않았다. 난도에 따른 뇌파의 변화는 성취 그룹 저FI(Low), 중FI(Middle), 
고FI(High)에 따라 고FI 집단이 더 큰 변화를 보여주었으나 유의미한 수
준으로 나타나지는 않았다. 
하지만 뇌파와 KLSI는 연관성을 찾기 어려웠다. KLSI 그룹들에 대해서 
일원 배치 분산 분석을 시행한 결과 EO상태의 뇌파에 대해 AF8 베타파, 
AF8 감마파는 2, 3그룹 간에만 차이가 나타났으며 4그룹과는 유의미한 
차이를 확인할 수 있는 그룹이 없었다. 2, 4 그룹에 대해서 
Mann-Whitney 테스트를 시행한 결과 하였다. 검정 변수로 뇌파를, 집단 
변수로 2, 4 그룹을 지정한 다음 순위합을 이용하여 독립 2-표본 비모수
검정을 시행한 결과 TP10 감마파만 학습 양식 2, 4 그룹간에 유의미한 
뇌파 차이가 나타났다. EC상태의 뇌파는 유의미한 차이가 나타나지 않
았다. Pearson의 상관 분석에서도 EO, EC 상태 모두 뇌파와 KLSI 간에 
유의미한 상관이 나타나지 않았다. 
셋째, 휴대용 EEG 장비로 기록된 뇌파를 이용하여 머신러닝에 적용하
여도 유용한 수준의 성능이 나타남을 확인할 수 있었다. 머신러닝을 이
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용한 뮤즈 뇌파 분류 시스템은 효과적으로 작동하였다. K-means 
clustering은 EO, EC 상태를 비지도(unsupervised) 방법으로 k=2인 경우 
최고 84%, k=3인 경우 최고 92%의 정확도로 판별해낼 수 있었다. 이러
한 클러스터링 기법은 BCI(Brain computer interface)에 연결될 수 있다. 
그리고 멀티레이어 퍼셉트론 신경망을 이용한 분류의 경우 뇌파를 학습
하기 위해 적절한 학습률은 0.2 ~ 0.3으로 나타났다. 학습 횟수 의 경우 
더 많이 학습할수록 대체적으로 신경망의 성능이 향상되는 것으로 나타
났다. 하지만 시간이 많이 소요된다는 단점과 오버 피팅의 위험이 따른
다는 것을 유의해야 한다. 신경망을 이용한 EO, EC 상태의 분류는 가장 
적은 데이터와 학습 횟수로도 100%의 성능을 보여주었다. 이는 EO, EC 
상태가 뇌파로 명확히 구분할 수 있는 상태임을 의미한다. 신경망을 이
용한 과제 난도 분류는 최고 72%의 성능을 보여주었다. 그리고 신경망
을 이용한 정오답 분류는 최고 82%의 성능을 보여주었다. 즉, APM 과제 
수행시의 뇌파를 이용한 신경망 분류는 우연 수준 이상의 성능을 보여줌
으로써 효과적인 것으로 나타났다. 휴대용 뇌파 장비를 이용하여 측정된 
뇌파로도 머신 러닝을 활용한 상태 변별의 가능성이 존재함을 확인한 것
이다. 하지만 이를 실제로 응용하려면 추가적으로 체계적인 검증이 필요
할 것으로 생각된다.
2. 제언
본 연구를 바탕으로 휴대용 EEG 장비에 관하여 다음과 같은 후속 연
구가 필요하다. 
첫째, 휴대용 EEG 장비와 전문 EEG 장비를 비교하는 연구가 필요하
다. 휴대용 EEG 장비로 획득되는 뇌파들이 문항의 난도나 정오답 여부
에 따라서 유의미하게 다르게 나타난 것으로 확인되기는 했지만 이와 같
은 뇌파가 전문 EEG장비로 획득한 뇌파와 비교했을 때 그 신뢰성이 어
느 정도인지 규명하는 후속 연구가 필요하다. 
둘째, 휴대용 EEG를 이용한 뇌파의 유의미한 차이가 나타나는 경우 
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그 신호원이 무엇인지를 규명할 수 있는 후속 연구가 필요하다. 본 연구
는 전극 센서 수준에서 데이터 분석을 시행하였으며 뇌파 차이의 원인을 
밝히지 못했다. 신호원 수준의 뇌파 분석을 위해서는 많은 수의 전극을 
요구되지만 sLORETA 등 신호원(source) 수준의 뇌파 분석을 시도해볼 
필요가 있다.
셋째, STEAM의 관점에서 생체 신호를 학습 내용으로 도입하는 것에 
대한 교육 연구가 요구된다. 교수학적 변환을 통해 뇌파 측정 – 분석 - 
머신러닝 – BCI 일련의 과정을 종합 프로그램으로서 학생들이 체험하고 
학습할 수 있는 적절한 수준으로 재개발하는 것이다. 수학, 과학, 프로그
래밍 등이 종합적으로 요구되는 이러한 탐구 활동은 4차 산업 혁명 시대
의 역량 있는 인재들을 키우는 데 적합한 활동이 될 수 있다. 
넷째, 본 연구는 수학 교육 연구에서 뇌파를 활용한 연구 방법론의 문
턱을 낮추고 뇌파의 활용가능성을 제시하였지만 체계적인 신호 처리 방
법과 머신 러닝 적용 등에서 한계가 있었다. 이를 보완하기 위해서는  
뇌파 측정 과정에서 신호 처리 이론을 바탕으로 근전도와 눈 깜박임 등
의 제거를 사전에 충분히 고려하여야 한다. 그리고 머신 러닝에의 적용 
또한 트레이닝, 테스트 데이터를 어떻게 수집하여 사용할 것인지 먼저 
체계적으로 결정한 뒤에 데이터를 수집하여야 한다. 
종합적으로 본 연구는 휴대용 EEG 장비를 활용함으로써 EEG 연구가 
교육 연구와 학교 현장에 확산될 수 있는 가능성을 높일 수 있도록 기여
한다는 측면에서 의의가 있다. 앞으로 뇌파를 활용한 연구가 수학 교육 
연구의 다양한 영역으로 확산될 수 있기를 기대한다.
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부 록
1. converter(Musemonitor).py : Musemonitor를 이용하여 녹화한 
raw data에서 뇌파 데이터를 저장
import numpy as np
def convert_data(path, filename):
        print("Loading EEG data: "+path+filename+".csv")
        try:
            with open(path+filename+".csv") as file:
                pass
        except IOError:
            print (“EEG data file not found.”)
            exit()
        skiprows = 1
        cols = (21,22,23,24,25)
        raw_data = []
        raw_data = np.genfromtxt(path + filename+".csv", delimiter=",", usecols=cols, 
skip_header=skiprows)              
        dt = np.dtype('Float64')
        raw_data = np.array(raw_data, dtype=dt)
        temp = [0,0,0,0,0]
        index = []
        for (i,v) in enumerate(raw_data):
            if temp[1] == v[1]:
                index.append(i)
            if np.isnan(v[1]):
                index.append(i)
            temp = v
        raw_data = np.delete(raw_data, index, 0)
        np.savetxt(path + "converted/" + filename + "raw.csv", raw_data, delimiter = 
",")
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2. converter(MuseLab).py : MuseLab을 이용하여 녹화한 녹화한 
raw data에서 뇌파 데이터를 저장
import numpy as np
def convert_data(path, filename):
        print("Loading EEG data: "+ path + filename + ".csv")
        try:
            with open(path+filename+".csv") as file:
                pass
        except IOError:
            print'EEG data file not found.'
            exit()
        skiprows =0
        raw_data = []
        with open(path + filename+".csv", 'rb') as csvfile:
            for row in csvfile:
                cols = row.split(',')
                if(cols[1].strip() =="/muse/eeg"):
                    raw_data.append(cols[2:7])
        dt = np.dtype('Float64')
        raw_data = np.array(raw_data, dtype=dt)
        np.savetxt(path +"converted/"+ filename +"raw.csv", raw_data, 
delimiter=",")
path ="data/"
files = [“#input file list”]
for filename in files:
    convert_data(path, filename)
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3. 뇌파 분석 코드 
import numpy as np
import EEGrunt
def nextpow2(i):
    n = 1
    while n < i: 
        n *= 2
    return n
def compute_feature_vector(eegdata, Fs):
    # 1. Compute the PSD
    winSampleLength, nbCh = eegdata.shape
    # Apply Hamming window
    w = np.hamming(winSampleLength)
    dataWinCentered = eegdata - np.mean(eegdata, axis=0) # Remove offset
    dataWinCenteredHam = (dataWinCentered.T*w).T
    NFFT = nextpow2(winSampleLength)
    Y = np.fft.fft(dataWinCenteredHam, n=NFFT, axis=0)/winSampleLength
    PSD =2*np.abs(Y[0:NFFT/2,:])
    f = Fs/2*np.linspace(0,1,NFFT/2)     
    # SPECTRAL FEATURES
    ind_delta, = np.where(f<4)
    meanDelta = np.mean(PSD[ind_delta,:],axis=0)
    # Theta 4-8
    ind_theta, = np.where((f>=4) & (f<=8))
    meanTheta = np.mean(PSD[ind_theta,:],axis=0)
    # Alpha 8-12
    ind_alpha, = np.where((f>=8) & (f<=12)) 
    meanAlpha = np.mean(PSD[ind_alpha,:],axis=0)
    # Beta 12-30
    ind_beta, = np.where((f>=12) & (f<=30))
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    meanBeta = np.mean(PSD[ind_beta,:],axis=0)
    # Gamma 12-30
    ind_gamma, = np.where((f>=30) & (f<50))
    meanGamma = np.mean(PSD[ind_gamma,:],axis=0)    
    feature_vector = np.concatenate((meanDelta, meanTheta, meanAlpha, 
meanBeta, meanGamma),  axis=0)
    feature_vector = np.log10(feature_vector)
    return feature_vector
def compute_bandpower():
    result = []
    for channel in EEG.channels:
        EEG.load_channel(channel)
        EEG.get_spectrum_data()
        start_Hz =1; stop_Hz =50
        EEG.data = EEG.bandpass(start_Hz,stop_Hz)
    
        delta = EEG.compute_band_power(0,3.5)    
        theta = EEG.compute_band_power(4,8)    
        alpha = EEG.compute_band_power(8,12)    
        beta = EEG.compute_band_power(12,30)    
        gamma = EEG.compute_band_power(30,50)    
        result.append([delta, theta, alpha, beta, gamma])
     
    result = np.array(result, dtype='Float64')
    result = result.ravel()
    return result
path ="EC(0)/"
files = [“#input file list”]
f =open(path+'anaysis.csv', 'w')
win_test_secs = input("Length of the window computing the features? (in 
seconds) : ")  
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overlap_secs =  input("Overlap step between two consecutive windows?(in 
seconds) : ") 
source = 'muse'
session_title ="Muse EEG Test Data"
for filename in files:
    EEG = EEGrunt.EEGrunt(path, filename, source, session_title)
    muse_eeg = np.genfromtxt(path+"s"+filename+"raw.csv", delimiter=",")
    EEG.raw_data = muse_eeg[:, :4]
    EEG.t_sec = np.arange(len(EEG.raw_data[:, 0])) / EEG.fs_Hz
    print ("\nLoading EEG data file : "+path+"s"+filename+"raw.csv")
    print ("This Session is "+str(len(EEG.t_sec)/EEG.fs_Hz)+" (seconds) long.")
    a, b = EEG.raw_data.shape
    step = EEG.fs_Hz * overlap_secs
    FFT_window = int(win_test_secs*EEG.fs_Hz)
    n=0; temp = []; sum = np.zeros(20)
    for i in np.arange(0, a - FFT_window, step):
        n += 1
        y = EEG.raw_data[int(i):int(i) + FFT_window, :]
        temp = compute_feature_vector(y, EEG.fs_Hz)
        sum += temp
    sum /= n
    for item in sum:
        f.write("%s," %item)
    f.write("%s" % "s"+filename)
    f.write("\n")    
    print (path+"s"+filename+"raw.csv has been analyzed.")   
f.close()
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4. K-means clustering 코드
import pandas as pd
import numpy as np
import matplotlib.pyplot as plt




    i+1: [np.random.randint(-100, 100)/100, np.random.randint(-100, 100)/100]
    for i in range(k)}
fig = plt.figure(figsize = (5, 5))
plt.scatter(df['x'], df['y'], color='k')
colmap = {1: 'r', 2: 'g', 3: 'b'}
for i in centroids.keys():






    for i in centroids.keys():
        df['distance_from_{}'.format(i)] = (np.sqrt((df['x'] - centroids[i][0]) ** 
2 + (df['y'] - centroids[i][1]) ** 2))
    centroid_distance_cols = ['distance_from_{}'.format(i) for i in
centroids.keys()]
    df['closest'] = df.loc[:, centroid_distance_cols].idxmin(axis=1)
    df['closest'] = df['closest'].map(lambda x: int(x.lstrip('distance_from_')))
    df['color'] = df['closest'].map(lambda x: colmap[x])
    return df
df = assignment(df, centroids)
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fig = plt.figure(figsize=(5, 5))
plt.scatter(df['x'], df['y'], color=df['color'], alpha=0.5, edgecolor='k')
for i in centroids.keys():








    for i in centroids.keys():
        centroids[i][0] = np.mean(df[df['closest'] == i]['x'])
        centroids[i][1] = np.mean(df[df['closest'] == i]['y'])
    return k
centroids = update(centroids)
fig = plt.figure(figsize=(5, 5))
ax = plt.axes()
plt.scatter(df['x'], df['y'], color=df['color'], alpha=0.5, edgecolor='k')
for i in centroids.keys():
    plt.scatter(*centroids[i], color=colmap[i])
plt.xlim(-2, 2)
plt.ylim(-2, 2)
for i in old_centroids.keys():
    old_x = old_centroids[i][0]
    old_y = old_centroids[i][1]
    dx = (centroids[i][0] - old_centroids[i][0]) *0.75
    dy = (centroids[i][1] - old_centroids[i][1]) *0.75
plt.show()
# Repeat Assigment Stage
df = assignment(df, centroids)
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# Plot results
fig = plt.figure(figsize=(5, 5))
plt.scatter(df['x'], df['y'], color=df['color'], alpha=0.5, edgecolor='k')
for i in centroids.keys():




5. 신경망(Neural Network) 코드
import numpy as np
import scipy.special
import matplotlib.pyplot
%matplotlib inline #Jupiter notebook으로 실행시 필요
class NeuralNetwork:
    def __init__(self, inputnodes, hiddennodes, outputnodes, learningrate):
        self.inodes = inputnodes
        self.hnodes = hiddennodes
        self.onodes = outputnodes
        self.wih = np.random.normal(0.0, pow(self.hnodes, -0.5), (self.hnodes, 
self.inodes))
        self.who = np.random.normal(0.0, pow(self.onodes, -0.5), (self.onodes, 
self.hnodes))
        self.lr = learningrate
        self.sigmoid = lambda x: scipy.special.expit(x)
    def query(self, input_list):
        inputs = np.array(input_list, ndmin=2).T
        hidden_inputs = np.dot(self.wih, inputs)
        hidden_outputs = self.sigmoid(hidden_inputs)
        final_inputs = np.dot(self.who, hidden_outputs)
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        final_outputs = self.sigmoid(final_inputs)
        return final_outputs
    def train(self, inputs_list, targets_list):
        inputs = np.array(inputs_list, ndmin=2).T
        targets1 = np.array(targets_list, ndmin=2).T
        hidden_inputs = np.dot(self.wih, inputs)
        hidden_outputs = self.sigmoid(hidden_inputs)
        final_inputs = np.dot(self.who, hidden_outputs)
        final_outputs = self.sigmoid(final_inputs)
        output_errors = targets1 - final_outputs
        hidden_errors = np.dot(self.who.T, output_errors)
        self.who += self.lr * np.dot((output_errors * final_outputs *
(1.0-final_outputs)), np.transpose(hidden_outputs))
        self.wih += self.lr * np.dot((hidden_errors * hidden_outputs *
(1.0-hidden_outputs)), np.transpose(inputs))
           
input_nodes = 20        # 인풋 노드수 
hidden_nodes = 14       # 히든 노드수
output_nodes = 2        # 결과 노드 수
learning_rate = 0.3      # 학습률






    for record in training_data_list:
        all_values = record.split(',')
        inputs = (np.asfarray(all_values[1:])+1.5)/3.3*0.99+0.01
        targets = np.zeros(output_nodes)+0.01
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        if int(all_values[0]) ==-1:
            targets[0] =0.99
        elif int(all_values[0]) ==1:
            targets[1] =0.99





for record in test_data_list:
    all_values = record.split(',')
    correct_label =int(all_values[0])
    inputs = (np.asfarray(all_values[1:])+1.5)/3.3*0.99+0.01
    outputs = NN.query(inputs)
    label = np.argmax(outputs)
    if label ==0: label =-1
    print"Correct label : ", correct_label, "   Neural Network label : ", 
label, outputs
    if correct_label == label:
        score.append(1)
    else: 
        score.append(0)
score_array = np.asarray(score)
print"Performance = ", float(score_array.sum())/score_array.size*100, " %"
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Abstract
An analysis of the EEG of learners 
using portable, low-cost EEG device
- Focusing on the Learning style and APM 
Song, Chan Hwang
Department of mathematics Education
The Graduate School
Seoul National University
  Recently, interest in evidence based instruction and data based 
instruction has increased. For data-based mathematics education, 
it is necessary to accurately diagnose the learner's condition in 
the teaching and learning process and to prescribe appropriate 
teaching according to it. Many educational researches are being 
carried out, and neuroscience is expected to open new 
possibilities for this data-based mathematics education. 
Cooperative research with neuroscience in general education 
research is becoming one of the trends, but it is hard to find 
much research on EEG in mathematics education research.
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  The purpose of this study is to construct EEG measurement 
and analysis system using portable, low-cost EEG and Python as 
a basic study of EEG research and to investigate the possibility 
of EEG analysis using it. Furthermore, by developing a case 
study of machine learning using data measured by this EEG 
equipment, we sought the possibility that such EEG activity can 
be used as learning contents in teaching and learning process at 
school. This study provides a proof-based view as a basic study 
of ‘mathematics education neuroscience’ and enables a deeper 
and broader understanding of mathematics teaching and learning. 
Especially, by using portable EEG equipment, it is easier to 
conduct EEG research in educational research and school.
Keywords : Mathematics Educational Neuroscience, EEG, Learning 
Style, APM, Machine Learning
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