Abstract. This expository paper sets out the principal results in Hoo control theory in the context of continuous-time linear systems. The focus is on the mathematical theory rather than computational methods.
1. Introduction. The subject of this paper is a general regulator problem" a controller is to be designed to regulate the output of a plant subjected to exogenous inputs, such as disturbances, sensor noises and reference signals. A theory for the regulator problem begins by specifying a model of the plant (the model may be a set, to reflect uncertainty), a model of the exogenous inputs, the performance requirements of the controlled system and the allowable class of controllers. For example, two typical regulator theories are the algebraic approach of Pernebo [70] and the Wiener-Hopf approach of Youla, Jabr and Bongiorno [93] . In both these theories the plant is a known time-invariant finite-dimensional linear system and the controller is required to be of this type too. In the algebraic approach the exogenous signal is (after prefiltering) an unknown initial condition, or equivalently a signal of the form 3(t)x, where x is an unknown vector, and the performance requirements are internal stability and asymptotic regulation. In the Wiener-Hopf approach the exogenous signal is (again, after prefiltering) standard white noise, and the performance requirements are internal stability and minimization of the mean-square value of some signal.
In a seminal paper [96] , [97] , Zames introduced a new theory for the regulator problem. To describe this theory we need a few preliminary mathematical concepts [25] , [82] . The (1)
IIFIl=sup(llFxll=: x a2, Ilxl12 1.
The H-norm arises in the regulator problem primarily under two circumstances"
when there are sets of exogenous signals and when there is plant unceainty.
Consider first an example of a tracking problem in which a plant output is to track a reference signal. Suppose, for simplicity, that these two signals are scalar-valued, and let F(s) denote the transfer function from the reference input to the tracking error (reference minus output). Assume the system is stable in the sense that F H. Control designs are often based on test inputs, sinusoids being the natural ones in the frequency domain. Suppose the reference signal is allowed to be any sinusoid of amplitude no greater than 1 and of frequency belonging to some inteal .An appropriate performance measure might then be ess sup IF(J)I, this equaling the maximum amplitude of the tracking error. Let W(s) be an H-function such that [W(j)l=l, , W(j)l , .
For small e the performance measure is approximated by the H-norm Wfll. (For a nontrivial function to be analytic in the right half-plane, its magnitude cannot be zero on a subset of the imaginary axis of positive measure (F. and M. esz' theorem); hence the necessity of introducing e.)
The previous example shows how an H-norm performance measure can arise from consideration of a set of exogenous inputs, namely sinusoids. Another way to arrive at the same performance measure is with inputs belonging to L [0, 
IIr-lAPIl< 1.
How large can r be so that internal stability is maintained?
Simple loop transformations lead from [78] , [95] says that the system in Fig. 1 (c) will be internally stable provided the loop gain is less than unity, i.e., (4) IIAPK (I PK )-1 iloo < 1. In view of (3) a sufficient condition for (4) is (5) Ilrg(I-Pg)-'lloo<=l. We conclude that an H-norm bounded on a weighted closed-loop transfer matrix is sufficient for robust stability. (Condition (5) is actually necessary for internal stability for all perturbations satisfying (3) ( [10] , [19] ).)
The problem treated in this paper concerns the system in Fig. 2 . The signals w, u, z and y are vector-valued and denote, respectively, the exogenous signal (disturbances, sensor noises, reference inputs, etc.), the control signal, the signal to be regulated (tracking errors, plant outputs to be attenuated, weighted actuator outputs, etc.) and the measured signal. The transfer matrices G and K represent the plant and controller respectively. It is assumed that G is real-rational, proper and given; a real-rational proper K is sought to minimize the l-Lo-norm of the transfer matrix from w to z under the constraint of internal stability.
For ease of reference let us call the problem just stated the standard (Hoo) problem. It must be emphasized that a controller is designed for a given nominal G; uncertainty in G is not a consideration. (However, it may already be evident, and will be shown in 2, that the robust stabilization problem can be recast as a standard problem.) There now exists a reasonably complete solution to the standard problem. The purpose of this paper is to set out the principal results in the context of continuous-time linear systems. The focus is on the mathematical theory rather than computational methods.
For the latter the reader may consult [21] , [50] .
Inclusion of plant uncertainty into the Ho problem increases its difficulty considerably. Let us suppose that uncertainty is introduced in the following general way: G can be any element in a family G. We could then try to find a controller to minimize the maximum Hoo-norm of the transfer matrix from w to z, the maximum taken over all G in G. For this problem Zames [97] has obtained qualitative results for a simple feedback configuration, showing how performance degrades as uncertainty increases, and Doyle [20] has introduced the concept of structured uncertainty, where the elements of G have specified structures as well as norm constraints; the H problem with structured uncertainty can be reduced to a family of standard problems, thus providing further motivation for the latter.
This introductory section concludes with a brief survey of the literature. The first papers on the subject of Hoo-norm optimization of systems are those of Helton [47] , 
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Tannenbaum [83] and Zames [96] . The important papers of Sarason [79] [47] showed that these two mathematical subjects have useful applications in electrical engineering, namely, in broadband matching. Tannenbaum [83] , [84] used (Nevanlinna-Pick) interpolation theory to attack the problem of stabilizing a plant with an unknown gain. And Zames [96] formulated the problem of sensitivity reduction by feedback as an optimization problem with an operator norm, in particular, an Hoo-norm. The latter paper was amplified in the seminal paper [97] .
The fact that the LE-gain of a system equals the Hoo-norm of its transfer function (i.e. (1)) was used by Zames [94] in his pioneering work on nonlinear system theory. This fact is also central in LE-stability theory, such as the circle criterion (see e.g. [ 17] ).
Motivation for the Hoo approach with regard to modeling the exogenous signals is discussed in [20] , [21] , [24] , [90] , [97] , [98] and with regard to plant uncertainty in [21] , [62] , [73] , [97] . Classical frequency-domain performance specifications also lead to an Hoo criterion as shown in [48] , [75] . The robust stabilization problem discussed above is treated in [22] , [24] , [44] , [54] , [58] , [73] , [84] , [85] , [88] [89] [90] .
Various versions of the standard problem for finite-dimensional time-invariant systems are covered in [35] , [41] , [56] , [62] , [86] , [90] , [98] in the single-input/single-output case and in [8] , [9] , [12] , [13] , [20] [21] [22] [23] [24] , [32] [33] [34] , [36] , [37] [48], [49] , [60] , [61] , [71] , [74] , [77] , [87] , [90] [91] [92] , [97] , [99] [2] and the geometric theory of Ball and Helton [4] . The standard problem is extended beyond the finite-dimensional time-invariant case in [14] , [15] , [26] [27] [28] [29] [30] [31] , [42] , [54] , [55] , [57] . References [7] , [23] , [35] , [38] [39] [40] , [51] , [66] [67] [68] [69] present performance bounds for systems designed according to an Ho criterion. Algorithms for computing optimal controllers are contained in [21] , [50] , [76] , [80] . Part of the computation in [21] involves solving a special model-reduction problem, for which state-space algorithms are presented in [5] , [6] , [43] , [59] , [81] . Finally, the Hoo approach is compared with the Wiener-Hopf approach in [21] , [45] , [97] , [98] . [90] , [91] . Figure 5 shows a plant P whose output, v, is to track a reference signal r. The plant input, u, is generated by passing r and v through controllers C1 and C2 respectively. It is postulated that r is not a known fixed signal, but, as in the introduction, may be modeled as belonging to the class {r'r= Ww for some wEH2, Ilwll=_-< 1}. Here P and W are given and C1 and C2 are to be designed. These four transfer matrices are assumed to be real-rational and proper.
The tracking error signal is r-v. Let us take the cost function to be (6) (llr-vii@ + Ilpu ) 1/=, where p is a positive scalar weighting factor. The reason for including pu in (6) is to ensure the existence of an optimal proper controller; for p 0 "optimal" controllers tend to be improper. Note that (6) [73] , [88] . This example has already been discussed in the Introduction. The system under consideration is shown in Fig. l We can convert to the set-up of the standard problem by defining G so that in There are several other examples of the standard problem and several other problems which are equivalent to the standard problem [21] . 3 . From the standard problem to a model-matching problem. In this section it is shown that the standard problem can be reduced to the model-matching problem of the first example. The procedure is to parametrize, via a parameter matrix Q in RHo, all K's which stabilize G. Then Fig. 2 can be transformed into Fig. 4 , where the T's depend only on G. The parametrization employed in this section is due to Youla et al. [93] as modified by Desoer et al. [18] . Previous work on stability theory for the system in Fig. 2 was carried out by Pernebo [70] Hereafter, G will be assumed to be stabilizable. To recap, G is assumed so far to be real-rational, proper with G22 strictly proper, and stabilizable. Intuitively, stabilizability of G implies that G and G22 share the same unstable modes, so that to stabilize G it is enough to stabilize G22. The controller K stabilizes G22 if, in Fig. 6 , the four transfer matrices from v, v2 to u, y are stable. PROPOSITION 3.3. K stabilizes G if and only if K stabilizes G22. The next step is to parametrize all K's stabilizing G22. For this it is convenient to introduce a special rcf and lcf of G22" (8) G:2 N2M'= (9) 22 ME Y2 =i.
lC,1 _ The eight matrices introduced in (8) and (9) all belong to RHoo; their existence is proved in 4. Equation (9) is known as a gener.alize.d Bezout identity; its satisfaction guarantees that N)., M are right-coprime and N, M are leftocoprime. Equations (8) and (9) constitute a generalization of the usual polynomial matrix-fraction description [18] , [53] , [90] . THEOREM 3.1 [18] , [90] , [93] . The following formulas parametrize all proper K's which stabilize GEE: (10) K YE-MEQ)(XE-NEQ) - (11) (-'2 Q/r2)-l( 2 Qhr2), Q RHoo. The right-hand sides of (10) and (11) constitute an rcf and lcf of K respectively; the inverses exist for every Q in RH (because G22 is strictly proper). As Q varies over all stable proper matrices, the formulas generate all possible stabilizing K's.
The final step is to determine the transfer matrix from w to z in Fig. 2 when K is given by formulas (10) and (11) . Define (12a)
T3 := M2G21.
It can be proved that T RH (i= 1-3).
THEOREM 3.2 [21] . With K as in (10), (11), the transfer matrix from w to z equals T1-T2 QT3
We conclude from this theorem that the standard problem reduces to the modelmatching problem of finding matrices Q in RH to minimize T1 T2 QT3 {1. A solution Q to the model-matching problem yields a solution K to the standard problem via formulas (10) and (11) .
A special case is when G is itself stable. In (8) and (9) we may then take N: N: G::,
in which case (10) and (11) become [97] and (12) produces
4. State-space eomlmtations. The reduction in the previous section was developed using transfer matrix models. However, as a pratieal matter the computations are quite easily and reliably performed using state-space models. This section describes how to obtain state-space realizations of the matrices T (i 1-3) starting from a state-space realization of G. The formulas are very simple and they provide a fundamental link (Theorem 4.1) between the stability result of Theorem 3.1 and observer-based stability theory. Some of the results of this section are contained in [64] .
We begin with a minimal realization of G(s),
G(s)=D+C(s-A)-IB,
A,B, C, D real matrices.
It is convenient to introduce a new data structure:
[A, B, C, D]:= D+C(s-A)-IB.
Since the input and output of G are partitioned as The objective now is to specify state-space realizations of transfer matrices N2, M2, etc. belonging to RHoo and satisfying (8) and (9 (10) and (11) .el-eg e. is section treats the model-matching problem finding matrices Q in NH to minimize the model-matching error lira-rrll where eRH (i= 1-3).
5.1. Existence of a solution. Define the infimal model-matching error (20) a := inf (ll T-T=QTII: Q RH}.
The natural question to answer first is when is this infimum achieved. The following provides a mild sucient condition. THEOREM 5.1 (e.g. [33] ). e infimum in (20) Returning to the model-matching problem, introduce inner, outer, co-inner and co-outer matrices as follows:
T:= TE T2 T3 T3 T3 ,.
(In going from the standard problem to the model-matching problem, it is possible to arrange that T is automatically inner and T3 is automatically co-inner [21] .) Lemma u, := (T:),, U, := (T), (22) a dist T1, UiH Uci). (24) we conclude that R := ETIL", (25) 
a=dist(R, [lo]Hoo[I 0]).
An interesting special case occurs when T2 has full row rank and T3 has full column rank over the field of rational functions. Then U and Uc are both square, so that and R has the form where R := UIT1 Ui 1. Then (25) The Hankel operator has a time-domain version (e.g. [43] ). Suppose R(s) is analytic in a strip containing the imaginary axis; such would be the case if R(s) were rational, for example. Taking the region of convergence to be this strip, let r(t) denote the inverse bilateral Laplace transform of R (s). The linear system with impulse response r(t) is therefore L2(-, Interpreted in the time-domain, Theorem 5.2 states that the distance from the noncausal system with impulse response r(t) to the nearest causal system equals he norm of the Hankel operator; in other words, the Hankel operator's norm is a measure of noncausality. Here the distance is the norm of the error system considered as a mapping on L(-, ).
It is a useful fact that the norm of a Hankel operator with a rational symbol can be computed by state-sace methods. Let R be a matrix in NL and let C(s-A)-B be a minimal realization of its antistable pa, i.e., 
A'Lo + LoA C'C.
It can be proved [81] To recap, let R be defined as in. (24) The matrix R in this subsection is defined somewhat differently from that in the previous one. The general result is as follows.
THEOREM 5.4 [20] , [21] . Let QRHoo and y>0. Then T, T QT311oo < , if and only if (38) YIIoo< % IIZII< 1, IIR-XII< 1, where R, Y, Z are RL-matrices and X is an RH-matrix defined as follows: (39) T2 UUo, U inner, Uo outer, (40) Y:= (I-U,U.'()T,,
T3 Y-Vo V, Vo co-outer, V co-inner,
Zo co-spectral factor of I ZZ-, The part of the procedure which remains to be described is how to find such an X. This is the next topic.
5.4. Best approximation. Let R be an RL-matrix. The problem of best approximation is that of finding one, some, or all matrices X in RH such that R X I] dist (R, RH). Such X's will be termed optimal. This problem has an extensive theory, involving several different approaches. In this paper there is space to describe only two of them.
The first approach, due to Adamjan, Arov and Krein .
[1], is applicable only to the special case where R and X are scalar-valued; then the optimal X is unique and R X is a scalar times an inner function (cf. Prop. 5.1). As in Lemma 5.2 let F denote the Hankel operator with symbol R, and consider the self-adjoint operator Let A 2 denote the maximum eigenvalue of FF*, let f be a corresponding eigenvector, and define g := A-F*fi Observe that f and g satisfy the equations rg: af, r'f= Ag;
such vectors form what is called a Schmidt pair for F. THEOREM 5.5 1]. The optimal X equals R-Af/g. Silverman and Bettayeb [81] employed this formula together with state-space realizations to get a simple way to compute the optimal X. As in (28) - (30) The second approach, due to Ball and Helton [4] , applies to the general matrixvalued problem. The theory of suboptimal X's is simpler than the theory of optimal ones, so a characterization will be presented of all X's in RH such that where/3 can be any positive number greater than dist (R, RHo). To simplify notation slightly, scale R and X by the factor/3-1; now dist (R, RH)< 1 and the problem is to find all X's in RH such that R-X II --< 1. Or, in terms of s := R-X, the problem is to find all S's in RL such that R S RH and IIS[I-< 1.
An outline of the Ball-Helton theory takes three steps. First, instead of looking at RL-matrices, we look at graphs of operators. Consider the restriction to H2 of the Laurent operator induced by R:
MR H2 H2--> L2, f--> Rf. Other approaches to the best approximation problem are those of Glover [43] (based on [2] ) and Chang and Pearson [8] (based on [16] ). 6 . A numerical example. The purpose of this section is to elucidate the theory of 3-5 by carrying out a numerical example of the tracking problem of 2. With reference to Fig. 5 we take the unstable nonminimum phase plant P(s) s(s -2)"
The weighting factor p in (6) Figure 8 shows a feedback system with a disturbance signal w referred to the output of the plant P. As usual, P is strictly proper and K is proper. The transfer matrix from w to y is the sensitivity matrix S:= (I-PK)-1. [33] , [35] , [39] . If at some point in Re s > 0 the rank of P is less than the number of its rows, then there exists a positive real number a such that for every stabilizing K Ilxsll llsIl o > 1.
For the third result consider, with regard to Fig. 8 again, the problem of attenuating the effect of w (no longer restricted to be bandlimited) on the control signal u; that is, the problem is to achieve feedback stability by a controller which limits as much as possible the control effort. The transfer matrix from w to u equals KS, so the objective is to minimize ]]KSl]oo. The case where P is stable is trivial" an optimal K is K 0. So we suppose P is not stable. For technical reasons it is assumed that P has no poles on the imaginary axis; thus P belongs to RLoo but not RHoo. Let Fig. 4 , if w is standard white noise, then the root-mean-square value of z equals the H2-norm of the transfer matrix from w to z.) It is relatively easy to compute optimal Q's for the H2-criterion. Therefore it is perhaps legitimate to ask if the computational effort required for the Hoo approach is worthwhile. How much better is the Hoo solution than the H2 solution?
To give one possible answer to this question we consider for simplicity the case where T (i 1-3 Let k denote the number of zeros of T2 in the right half-plane. PROPOSITION 8.1. The supremum of the ratio (51) equals 2k.
