A method for simulation based reinforcement learning (RL) for a multi-agent system acting in a physical environment is introduced, which is based on Multi-Agent Actor-Critic (MAAC) reinforcement learning. In the proposed method, avatar agents learn in a simulated model of the physical environment and the learned experience is then used by agents in the actual physical environment. The proposed concept is verified using a laboratory benchmark setup in which multiple agents, acting within the same environment, are required to coordinate their movement actions to prevent collisions. Three state-of-the-art algorithms for multi-agent reinforcement learning (MARL) are evaluated, with respect to their applicability for a predefined benchmark scenario. Based on simulations it is shown that the MAAC method is most applicable for implementation as it provides effective distributed learning and suits well to the concept of learning in simulated environments. Our experimental results, which compare simulated learning and task execution in a simulated environment with that of task execution in a physical environment demonstrate the feasibility of the proposed concept.
INTRODUCTION
Multi-agent systems (MASs) have been considered as one of the most promising technologies for Industry 4.0 applications (Sycara et al., 1996; Xie and Liu, 2017) . In a MAS, several agents act autonomously in a shared environment, in order to follow and fulfill specific objectives (Wooldridge, 2009) . RL, concerned with how agents learn by trial-and-error interaction with an environment, is closely coupled to the concept of an agent (Neto, 2005) . The agent interacts with the environment by executing specific actions, which result in a state change of the environment. The agent learns by accumulated rewards, which it receives for a series of executed actions (Wooldridge, 2009; Neto, 2005; Sutton et al., 2018) .
In many applications, agents act individually to achieve a given objective. However, if several agents are acting within the same environment, there is a need to cooperate, coordinate, and negotiate with one another to cope with shared resources, data, knowledge or coordination of given tasks. Integrating RL methods into a MAS has attracted increasing attention in recent years (Stone and Veloso, 2000; Busoniu et al., 2008) , since the complexity of some tasks make it hard to coordinate between agents using pre-programmed agent behaviors. Applications for MARL ranges from game playing to industrial ap-plications. In (Wang and De Silva, 2006; Yang and Gu, 2004) , a multi-agent robot scenario is introduced, in which learning is required to specify optimal actions for all states that each robot might encounter. A set of MARL systems for traffic lights control is presented in (Wiering, 2000; Bakker et al., 2010) , which help to optimize driving policies. A method for optimization of distributed energy resources using MARL is introduced in (Raju et al., 2015) .
Formation control is one of the most popular problems considered in MASs. The aim is to form a prescribed geometrical shape in a given environment while preventing collisions with obstacles and other agents. In (Lowe et al., 2017) , a cooperative navigation problem is presented, in which agents are situated in an environment and are given the objective to navigate to a set of locations. Agents must visit all locations without colliding with each other. The methods presented in (Matignon et al., 2007; Wang and De Silva, 2006; Lowe et al., 2017; Li et al., 2008; Foerster et al., 2017) can easily be applied to solve the given cooperative navigation problem. However, the validations of the proposed methods are based on simulations, a validation and evaluation of MARL and the applicability in real environments is missing. In this paper we present the evaluation and application of MARL on the bases of a laboratory benchmark setup, as shown in Figure 1 . In the laboratory benchmark setup, spherical robots are able to move within a predefined area. A camera, mounted on the ceiling, monitors the movement of the robots and continuously monitors the robots positions. The robots manoeuvring range is selected to be restricted to a specific area which is visible to the camera. There are two goal landmarks at specific locations inside the area. Further the spherical robots are originally positioned at two base stations inside the given area. The robots know the relative position of each other and also the positions of the landmarks and the base stations. In the benchmark scenario, the robots will be requested to simultaneously move to one of these goal landmarks without colliding into each other, stay at that location for a short period of time, and then move back to the base station.
In the remaining of this paper, in Section 2, an evaluation and comparison of three suitable MARL algorithms based on a simulation of a self-defined environment is given. In Section 3 the detailed setup of the laboratory benchmark setup and the design of the final MAS is introduced. For validation of the proposed simulation based learning method, in Section 4, the implementation of the MAS and the experimental results are presented. The experimental results are compared to results from the simulated environment. The paper ends with concluding remarks and suggestions for future work.
MULTI-AGENT REINFORCEMENT LEARNING
In RL, an agent that is situated in an environment learns which action to take for a particular environmental state in order to maximize its total received reward. The agent discovers the best actions for an environmental state, by trying them. Finite Markov decision processes (MDP) are mathematically idealized forms of RL problems. The agent perceives its environment, and after a decision, it takes an action, which leads to an environment state transition and a reward for the agent. The introduced MARL frameworks are based on the MDP. However, the difference to single-agent RL is that actions of other agents will have an effect on the environment as well. This leads to a non-deterministic interaction of an agent with the environment it acts in. Following the assumptions for MASs as stated in (Poole and Mackworth, 2017) , the exsiting approaches integrate developments in the areas of single agent RL, game theory, and direct policy search techniques (Busoniu et al., 2008) .
In (Matignon et al., 2007) , a comparison of basic Q-learning algorithms is presented. Centralized Qlearning shows good performance but there is a high information demand and a larger state-action space to be maintained. In decentralized Q-learning the stateaction space is reduced. Noticeably, an agent can get punished even if it takes a correct action. The reason for this is that other agents may take wrong actions and the joint action then leads to punishment. This can be avoided by distributed Q-learning method, which restricts Q-values to only increment. A key issue with distributed Q-learning is that it does not guarantee to convergence to the optimal joint policy in difficult coordination scenarios. For this reason, hysteretic Q-learning has been proposed (Matignon et al., 2007) . This learning method is decentralized in the sense that each agent builds its own Q-table whose size is independent of the number of agents in the environment and a linear function of its own actions. According to (Matignon et al., 2007) , the performance of hysteretic Q-learning is similar to centralized algorithms while much smaller Q-value tables are used.
Apart from adapting Q-learning to multi-agent scenarios, policy gradient based methods have also been applied, especially the actor-critic method (Lowe et al., 2017; Li et al., 2008; Foerster et al., 2017) . To ease training, a framework based on centralized training with decentralized execution is applied. The critic is based on extra information, such as the policies of other agents, while the actor only uses the local observations to choose actions. In a fully cooperative environment, there is only one critic for all actors since all always have the same reward. However, in a mixed cooperative-competitive environment, there is one critic for each actor.
In the remainder of this section, centralized Q-learning, hysteretic Q-learning and the MAAC method with linear function approximation will be introduced. Further, these three methods are evaluated with respect to applicability in the introduced laboratory benchmark setup. Figure 2 shows the simulated environment used for the evaluation of the MARL methods. Similar to the laboratory benchmark setup, two robot agents are initially positioned at two base stations, which are located in x/y-direction at (7, 7) and (7, 21). Further, there are two goal locations at (14, 14) and (21, 14) . The maneuvering area of the two agents is restricted to 30 × 30 units. The objective of the agents is to simultaneously move to one of the goal locations without colliding with the other agent. The current position of each agent represents the environments state. When both agents are at the same location, the interaction is terminated with a reward of r = −100. If each agent is occupying one goal location or it is in close proximity of less then two pixels, the interaction is terminated with a reward of r = 10. Apart from the mentioned terminal states, the agents will get a reward of r = −1 each time they interact with the environment. The rewards are generally defined as positive for desired actions while negative for poor actions. The reward r = −100 indicates that the collision is the most undesired situation for the agents. The reward r = −1 means that the agents are consuming time. The reward r = 10 encourages the agents to reach the goal. The set of possible agent actions is given by A = {up, down, right, le f t}. These actions will take the agent into the chosen direction, except if the chosen heading will take the agent out of the restricted area, in that case, the agents position will stay unchanged.
Multi-Agent Task Description

MARL Methods Evaluation
Centralized Q-learning
For the introduced scenario, in the environment state s, an action consists of the two agent actions, a = (a 1 , a 2 ) with a 1 , a 2 ∈ A. The extracted state features are given by horizontal and vertical distances φ φ φ (s) = (φ 1 , φ 2 , ..., φ 10 ) summarized in Table 1 . Feature Description φ 1 h d from the 1 st agent to the 1 st goal φ 2 v d from the 1 st agent to the 1 st goal φ 3 h d from the 1 st agent to the 2 nd goal φ 4 v d from the 1 st agent to the 2 nd goal φ 5 h d from the 2 nd agent to the 1 st goal φ 6 v d from the 2 nd agent to the 1 st goal φ 7 h d from the 2 nd agent to the 2 nd goal φ 8 v d from the 2 nd agent to the 2 nd goal φ 9 h d from the 1 st agent to the 2 nd agent φ 10 v d from the 1 st agent to the 2 nd agent Similar to what is mentioned in (Geramifard et al., 2013) , the features for the state action pair can be reencoded in a manner such that the 10 features for each possible a 1 , a 2 combination are indexed accordingly, yielding a re-encoded state action set φ φ φ(s, a 1 , a 2 ) = (φ 1 (s), φ 2 (s), ..., φ 160 (s)) of size 160 (φ φ φ(s, a 1 , a 2 ) ∈ A 16 × R 10 ). From this, the action values can be approximated by:
with ω ω ω being the parameter vector to be learned, which is updated by:
q ω ω ω t s , a 1 , a 2 − q ω ω ω t (s, a 1 , a 2 ) φ φ φ (s, a 1 , a 2 ) .
(2)
Here, s, a 1 , and a 2 denote the state and actions chosen at time step t, while r, s , a 1 , and a 2 are the reward, state, and available actions at time step t + 1.
Hysteretic Q-learning
Hysteretic Q-learning provides decentralised RL in deterministic multi-agent environments. In a certain state of the above-defined environment, the action space for an agent is only of size 4. For the defined environment this shrinks down the size of features representing the state-action pair from 160 (feature size of centralized Q-learning) to just 40. To approximate the action values for two agents, two parameter vectors ω ω ω 1 , ω ω ω 2 are required, which need to be learned.
The update rule for the parameter vectors is given by:
Here, i denotes the index of the agent, with a i , a ∈ A and α, β are the increase and decrease rate for the parameter updates.
Multi-Agent Actor-Critic
In the MAAC method a centralized critic is learned to critique the actors. The critic approximates the values for a state with a parameter vector ω ω ω based on feature vector φ φ φ (s) = ( φ 1 , φ 2 , φ 3 ). With φ 1 being the Euclidean distance from the first agent to a goal, φ 2 being the Euclidean distance from the second agent to the other goal and φ 3 being the Euclidean distance from the first agent to the second agent. Thus, the state value v(s) is approximated by:
To calculate the policy π i (a i | s) for each actor, parameterized numerical preferences h i (s, a i , θ θ θ i ) need to be formed for each state-action pair:
Here, i denotes the index of the agent, with a i ∈ A. θ θ θ i is the parameter vector for parametrising the policy and φ φ φ (s, a i ) is found based on the features listed in Table 1 . For the interaction between agents and environment the parameter vectors are updated using:
ω
Here, s and a i are the state and action chosen at time step t, while r and s are the reward and state at time step t + 1.
Methods Evaluation
For a comparative evaluation of these three methods, each is simulated for a 1000 episodes, consisting of the steps from initial position to a terminal state, and the sum of rewards for each episode is collected. The hyperparameters used for the simulations are shown in Table 2 . The mean value and standard deviation for every 100 episodes is shown in Figure 3 , with the error bar showing the standard deviations. It can be 
Methods
Hyperparameters Centralized Qlearning Learning rate α = 0.05, discount factor γ = 0.99, ε-soft policy with ε decreasing slowly from 0.8 to 0.1 Hysteretic Qlearning Increasing rate α = 0.05, decreasing rate β = 0.005, discount factor γ = 0.99, ε-soft policy with ε decreasing slowly from 0.8 to 0.1 MAAC Learning rate α ω = 0.0025, α θ = 0.05, discount factor γ = 0.99 observed that in centralized Q-learning, the parameters are learned more slowly, due to the larger action space. Futher, Hysteretic Q-learning shows good performance while MAAC can solve the task with best performance. In centralized Q-learning the action space grows exponentially with the number of agents. In compliance with the concept of decentralized decision making in a MAS, hysteretic Q-learning and MAAC are more applicable. However, in MAAC at least one centralized critic is needed, which means, during the execution process, the parameters will not be able to be updated. And this will only work if the dynamics of the environment are stable. In the coordinated multi-agent scenario as studied herein, the dynamics will not change. Therefore, it is proposed to use a concept in which avatar agents learn in a simulated model of the given environment using the MAAC method with a central critic. The learned parameters are then to be used by the real agents in a real environment. The feasibility of this concept will be proven based on the experimental benchmark setup, which is described in the following section.
EXPERIMENTAL BENCHMARK SETUP
Multi-Agent System Architecture
The JADE framework is used for the implementation of the MAS in the benchmark setup. Agents communication is based on FIPA compliant messaging. There are two ways of designing the software architecture: coupled design and embedded design. The coupled design is currently popular in automation scenarios, while the embedded design promotes the decoupling of agents logically and geographically, effectively enabling the creation of plug-and-produce entities comprising the artifact being controlled, the controller, and the agent (Leitão and Karnouskos, 2015) . In the implementation of the benchmark scenario, an embedded design is used. Here, the agents and the low-level control system are situated on the same embedded platform. Each robot agent is deployed on a single board computer (SBC), which controls a spherical robot (Sphero) using a wireless Bluetooth link. A simplified architectural diagram for used MAS is shown in Figure 4 . The current position of the Spheros is monitored using a camera mounted on the ceiling. The video stream is send to a computer vision program on a central server which detects the current position of the individual Spheros. The server streams (via UDP broadcasting) the individual positions to the robot agents, which are executed on the SBC. Based on the experimental evaluation, MAAC will be used for the benchmark scenario. And as motivated in Section 2.2.4, the goal is to demonstrate the concept of learning in a simulated, and execution in a physical environment.
Benchmark Scenario
The benchmark scenario consists of three agents, two robot agents and a broker agent. The broker agent is able to send FIPA compliant requests to the robot agents. This requests the robot agents to move to a goal location (e.g. to pick something up) and return to the base station. Two simplified models of the real environment are used to train the agents. The first model is used to train the agents to move from the base stations to the goal location, while the second model is used to train the agents to move from the goal locations back to the base stations. In the model, as for the physical environment as shown in Figure 1 , the two agents are restricted to move only within an area of the size of 400 × 400 pixels. There are two base stations which are located in x/y-direction at (100, 100) and (100, 300) while there are two landmarks located at (200, 200) and (300, 200) . Terminal states with a reward of r = −1000 are defined around these locations if an agent is within a circle, of a radius of 10 pixels, around the other agent. A reward of r = 100 is returned, and the interaction is terminated, if each agent occupies each target location with a distance of less than 5 pixels. If an action takes the agent out of the restricted area, the position will stay unchanged. The parameter vectors for policies which are obtained by the agent avatars during the training in the simulated environment will be used for the real agents on the SBC, which control the Sphero robots in the physical environment.
Experimental Results
Experiments to prove the concept of learning in a simulated environment and usage of the learned experience for tasks in a physical environment have been carried out. The presented and discussed results are based on four episodes in which, simultaneously, two agents are requested to each move to one goal location, as described in Section 3.2. Shown in Figure 5 and 6 are the traces of the two robots as they simultaneously move through the benchmark environment. For each executed episode, the traces of robots are identified by two different colors as denoted in the legend of the figures. Figure 5 shows the movement of the robots based on learning in a simulated environment and also execution of the task in the simulated environment. In contrast, shown in Figure 6 , are four episodes for the movement of the real robots in the real environment based on learning in the simulated environment. Comparing the results shown in Figure 5 and 6, it can be observed that for both cases agents coordinate with each other and move to one goal landmark each, without colliding with each other. The Figure is in fact representative of approximately 20 episodes, in which no collision has been observed. Though, it can also be observed that the paths are not always optimal since it is hard to perceive the real environment and control the agents precisely. For clarity, only four episodes are shown. From this results it is evidenced that using learned parameters from a simulated environment in a real environment is applicable for the benchmark setup. Further if agents reach their goal landmarks, they are each able to move back to a base station without collision, for clarity this return path is not shown in the presented results.
DISCUSSION AND FUTURE WORK
An introduction to applications for RL in MAS has been given, with a focus on formation control and coordinated movement of robots in a shared two dimensional environment like a factory floor. A benchmark scenario, in which two agents are requested to simultaneously pick up a virtual good at two goal landmark locations and deliver this to two base stations has been introduced. In order to prevent collisions between agents, while simultaneously moving through the environment, MARL has been used. Suitable algorithms for MARL have been evaluated on the basis of a predefined scenario. For effective and fast learning it has been proposed to use avatar agents which learn in a simulated environment while the learned parameters are then used by agents in the real environment. It has been shown, based on simulations of the given benchmark scenario that, by using the MAAC method agents learn effectively and that MAAC is applicable for the given benchmark scenario. The laboratory benchmark setup to implement the given scenario and the agent architecture has been introduced.
With the experiment conducted and on the basis of the presented results, it is evidenced that the MAAC method, in combination with learning in simulated environment and usage of the learned parameters in a real environment, is well applicable for the given use case scenario. Since real environments are not always static in time, as in our example, further studies have to be carried out in order to investigate the applicability of avatar agents for learning. Nevertheless our results stipulate the feasibility of the MAAC method for these general scenarios.
