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lntraoperative Meßwerterfassung und Vorverrechnung
durch Personal Computer in Verbindung mit einem Großrechner
W. Schreiner, F. Neumann, W. Mohl, P. Schindler und J. Schuster
Zusammenfassung
Ein menügesteuertes Softwarepaket ermöglicht die Erfassung
von bis zu 16 Analogsignalen mit unterschiedlichen Abtastraten
pro Kanal. Zusätzlich kann Beginn und Ende der Meßwerter-
fassung durch ein externes TTL-Signal getriggert werden, was
eine genaue Abstimmung des erfaßten Zeitraumes auf gewisse
Phasen der Operation ermöglicht. Innerhalb der Menüsteue-
rung ist auch ein Aufruf von Auswerteprogrammen möglich,
die eine gewisse Vorverrechnung der Daten durchführen. Die
analog/digital konvertierten Meßwerte können entweder als
Rohdaten oder aber vorverrechnet über ein Emulationspro-
gramm in einen Großrechner übertragen werden. Dort erfolgt
die statistische Auswertung sowie die graphische Darstellung
aller Meßserien. Darüber hinaus können über das Netzwerk
EARN die vorverrechneten Daten oder aber auch die letztlichen
Ergebnisse international ausgetauscht werden.
Summary
Different sampling sequences for the analog/digital conversion
of up to 16 channels can be set up via an interactive menu.
Beginning and end of each acquisition period can optionally be
triggered on an external TTL signal, allowing for exact timing
with regard to certain phases of an operation. One branch of the
menu invokes an evaluation program. Both original converted
data and results from the evaluation branch can be transfered to
the host via an emulation adapter. On the mainframe the major
statistical evaluations as well as comprehensive graphical dis-
play is carried out. Furthermore, preprocessed data and final
results are exchanged with other researchcenters via the net-
work EARN/BITNET.
1. Hardware- und Softwarekomponenten
Das Institut für medizinische Computerwissenschaften der
Universität Wien verfügt über einen Großrechner der Type
IBM 4381, an den die 2. Chirurgische Universitätsklinik mit
zahlreichen Terminals sowohl für den Krankenhaus-Routine-
betrieb als auch zu Forschungszwecken angeschlossen ist. Um
eine möglichst problemlose Verbindung der an der Klinik
installierten Personal Computer zu gewährleisten, wurden PC
der Marke IBM gewählt und zum Teil auch mit Emulations-
karten und -programmen bestückt. Die meisten dieser Geräte
dienen der Sekretariatsarbeit bzw. der Eingabe von Patienten-
daten in die am Großrechner laufenden Programmpakete
WAMIS, WAMASTAT und SAS (1, 2). Einer der PC ist
jedoch wesentlich weiter ausgebaut und wird in der Herzchir-
urgie sowie in der experimentellen Forschung zur intraoperati-
ven Datenerfassung verwendet (3). W '
Es handelt sich um einen IBM-XT Personal Computer mit
512 Kb, 2>< 10 Mb Festplatten., einem mathematischen Copro-
zessor, enhanced,Graphik-Schirm, Graphikdrucker, IRMA-
Emulationskarte, 2 seriellen Schnittstellen, einem 16-Kanal-
analog/digital-Konverter sowie mehreren digitalen Input/Out-
put-Ports. Dieses Interface wurde von der Fa. Schindler-
Computer, Wien, geliefert und hängt direkt am Bus des PC.
i Als Betriebssystem läuft-DOS 3.0, das Interface wird von
Assemblerroutinen (Firma. Schindler.-Computer, Wien)
bedient. Diese sind von FORTRAN (Microsoft, 3.13) aus
aufrufbar. Eine Graphikbibliothek (Grafmatic, Firma Micro-
compatibles 1983) sowie der Editor KEDIT (PC-Version des
auf dem Großrechner- laufenden. XEDIT, Firma.. Mansfield
Software Group, USA) ergänzen diesoftwaremäßige Grund-
ausstattung. _ i A . , _'
Die. Menüsteuerung der Datenaquisition wurde an der Kli-
nik in detaillierter Weiseentworfen und durch die Fa. Schind-
ler in FORTRAN implementiert. Die gesamte Auswertungs-
software inklusive>Graph,ik- und Datenübertragung,in`de,n
Großrechner wurde 'an der Klinik entwickelt und ist nun seit
etwa 6 Monaten im Rahmen eines herzchirurgischen Projektes
im Einsatz. = . ; ._ , _ _ _. ,
Die verwendete Hardware sowie. die Beschränkung auf die
Programmiersprache, FORTRAN. gewährleistet ein Höchst-
maß an Kompatibilität: Einerseits können Programme " am
Großrechner wegen .der wesentlich kürzeren Compilations-
und Link-Zeiten bequemer,al_s am PC entwickelt werden, sind
aber dann (mit Ausnahme der unterschiedlichen Eröffnung
von permanenten Dateien) ohne jede Änderung über die
Emulation auf den PC übertragbar und dort lauffähig. Diese
Vorgangsweise ermöglicht auch deswegen eine raschere
Abwicklung der Programmierarbeit, weil mehrere Personen
gleichzeitig Programmodule erstellen und testen können ohne
sich gegenseitig am PC zu blockieren. Darüber hinaus existie-
ren für FORTRAN zahlreiche wissenschaftlich-numerische
Programmbibliotheken, die sowohl am Großrechner als auch
am PC laufen (SSP, Scientific Soubroutine Package, die nume-
rische Bibliothek aus dem Rechenzentrum Aachen, BRD).
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1 i .
Preparation of an Experiment :
Pl Read Sampling Table From Disk
P2 . .. Sampling Table' Manipulation
P3 . . . Store Sampling Table On Disk
Data Acquisition :
Sl ... Start Data Acquisition
S2 ... Store Data on Disk
Interpretation of Recorded Data :
I1 file ... Read Data From Disk
I2 ... Start Display Routine
CL ... Closed Loop Control Menu
L' EX ... Exit
V i
Abb. 1. Hauptmenü zur analogldigital-Konversion und Auswertung
Die genannten Vorteile scheinen unserer Meinung nach die
etwas veraltete Struktur von FORTRAN bei weitem zu über-
wiegen.
2. Definition der Datenerfassung in Form von Meßtabellen
Will man mehrere physiologische Parameter gleichzeitig mes-
sen und analog/digital konvertieren, ist es meist sinnvoll, je
nach Meßgröße, unterschiedliche Abtastraten zu verwenden.
Manche Meßgrößen (z. B. EKG) erfordern relativ hohe
Abtastraten (2 200 Hz), andere hingegen ändern sich nur
langsam (z. B. der zentralvenöse Druck) und können auch mit
niedrigeren Abtastraten (etwa 20 Hz) noch sehr gut aufgelöst
werden. Würde man nun etwa mehrere ››langsame« und einen
››schnellen« Parameter mit der gleichen Rate (nämlich der
dem ››schnellen« Parameter entsprechenden) abtasten, ent-
stünde eine unnötig große Datenmenge, die nicht nur die
Speichermedien (Kernspeicher, Platten) belastet, sondern
auch längere Zugriffszeiten mit sich bringt. r
Da der Computer grundsätzlich nur einen Meßwert zu
einem Zeitpunkt verarbeiten (analog/digital konvertieren
bzw. in den Speicher einlesen) kann, ist es zweckmäßig, die
Abfolge der Messungen einzelner Kanäle und die Abtastraten
in Form einer Meßtabelle zu definieren. Die Meßtabelle defi-
niert die Sequenz der Kanäle und ordnet jeder Messung eine
Wartezeit zu, die der Computer zwischen der letzten durchge-
führten Messung und der nächsten verstreichen läßt. Durch
entsprechende Anordnung der Kanalnummern sowie der
zugehörigen Wartezeiten (PRESET) kann für jeden Kanal die
gewünschte Abtastrate individuell erzielt werden, siehe Abbil-
dung 2. In der Meßtabelle aus Abbildung 2 werden beispiels-
weise 3 verschiedene Signale gemessen: CSP (Coronarsinus-
Druck) auf Kanal 1, LVP (Druck im linken Ventrikel) auf
Kanal 2 und TRIGGER (ein externes elektrisches Signal) auf
Kanal 0. CSP und LVP sind ››schnelle« Kanäle; TRIGGER
hingegen ist ››langsam«. Daher kommen CSP und LVP zwei-
mal in der Meßtabelle vor, TRIGGER aber nur einmal,
letzterer wird also nur halb so oft gemessen. CSP und LVP
sollen weiter möglichst zur ››gleichen Zeit« erfaßt werden, was
aus technischen Gründen jedoch nicht möglich ist. Der Benut-
zer gibt Meßtabelle den Wert 0 für PRESET vor der ersten
Messung von LVP an, das Programm wählt dann automatisch
den frühest möglichen Zeitpunkt (180 Mikrosekunden) nach
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der Messung von CSP, was für praktische Belange als gleich-
zeitig gelten kann. Der PRESET der zweiten Messung von
CSP ist mit 5000 Microsekunden so gewählt, daß 200 Hz
Abtastrate resultieren. Die zweite Messung von LVP findet
unmittelbar nachher (180 Mikrosekunden) statt~(PRESET =
180). Der dritte Kanal, TRIGGER, wird nun zum erstenmal
gemessen. Der PRESET von 7300 Mikrosekunden ist aus
technischen Gründen erforderlich.
Nach dem Abarbeiten der Meßtabelle wird diese zyklisch
wiederholt, wodurch sich eine kontinuierliche Datenerfassung
der drei Kanäle ergibt; CSP und LVP werden doppelt so
häufig gemessen wie TRIGGER.
Die tatsächliche Dauer der kontinuierlichen Datenerfassung
wird durch die Anzahl der Meßtabellendurchläufe bestimmt.
Im obigen Beispiel dauert ein Durchlauf etwa 0,01 Sekunden,
daher ergeben beispielsweise 6000 Durchläufe etwa 1 Minute
Meßzeit.
Durch komplexere Meßtabellen als in dem beschriebenen
Beispiel können auch weitaus längere Sequenzen mit mehr als
drei Kanälen definiert werden. Zusätzlich zu den echten
››Datenkanälen<< läßt sich auch die Systemzeit des PC wie ein
Datenkanal in die Meßtabelle einfügen. Dies ist besonders
wichtig, um Interventionen während einer längeren Operation
zeitlich genau lokalisieren zu können; die ››Echtzeit« wird
zusammen mit den Daten bei jedem Durchlauf abgespeichert
und steht somit zusätzlich zu ››Relativzeit<< seit Beginn der
Messung für die Auswertung zur Verfügung.
Als zusätzliche Information werden auch Kalibrierungskon-
stanten für jeden Kanal separat in der Meßtabelle abgespei-
chert. Je nachdem, welches Gerät an einen Meßkanal ange-
schlossen wird (Druckausgang eines Meßschrankes, Analog-
ausgang eines Ultraschallgerätes zur Distanzmessung etc.)
bzw. abhängig vom dem gewählten Meßbereich liegen unter-
schiedliche Spannungen am analog/digital-Konverter an. Um
zu Meßwerten in den passenden Einheiten zu gelangen, wer-
den die Rohwerte des analog/digital-Konverters durch eine
Zweipunkteichung umgerechnet. Dies geschieht aber nicht
während der Messung, sondern automatisch beim Zugriff auf
die gespeicherten Daten. Die dazu nötigen Konstanten sind
Teil der Meßtabelle.
3. Die Struktur der Software
Die Basis des gesamten Paketes bilden jene Assemblerrouti-
nen, die die Meßwerterfassung und -speicherung unmittelbar
durchführen. Sie sind als einzige aller Komponenten von der
verwendeten Hardware bzw. dem Betriebssystem DOS
abhängig. Folgende Funktionen sind in der Assemblerbiblio-
thek verfügbar:
- Erstellen einer Meßtabelle im Speicher:
Definition durch Kanalnummer (0-15) und PRESET für
jede Messung innerhalb der Sequenz einer Meßtabelle. Ska-
lierungsfaktoren, Anzahl der Meßtabellendurchläufe, Name
der Meßtabelle
- Speichern einer Meßtabelle auf Platte
- Einlesen einer Meßtabelle von der Platte in den Speicher
- Starten der Datenerfassung von der Tastatur aus:
Die Datenerfassung läuft, bis die definierte Anzahl von
Meßtabellendurchläufen abgearbeitet ist
- Starten der Datenerfassung gesteuert durch den TTL-
Trigger:
Die Datenerfassung läuft, solange der Trigger active low
anliegt oder die Anzahl der Meßtabellendurchläufe erreicht
ist
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Abb. 2. Menü zur Erstellung der
Meßtabelle. Der obere Teil zeigt
das Menü »P2 Sampling Table
Manipulation«, aus dem man mit
der Optionl (Edit Sampling Ta-
ble) in den darunter gezeigten
Editor verzweigt. Der in FOR-
TRAN geschriebene Editor für
Meßtabellen erlaubt die interak-
üve Nkx¿¿kaüon der Sequenz
und der PRESETS. Ein Hilfe-
Menü erleichtert dem weniger
erfahrenen Benutzer die Bedie-
nung. ››Number<< bedeutet die
laufende Nummer jeder Mes-
sung innerhalb der Sequenz,
››Channel<< gibt die Hardware-
Kanalnummer am A/D-Konver-
ter an, der ››Time-Preset<< die
Wartezeit in Mikrosekunden vor
der Messung. Der unterste Teil
zeigt den Menüzweig »Timing
and Number of Cycles to Execu-
te« zur Angabe der Einheit für
PRESET und zur Festlegung der
gesamten Meßdauer (number of
cycles)
- Abspeichern der Daten im Memory auf die Platte unter -
Angabe eines Filenamens
- Einlesen der Daten von der Platte in den Speicher
- Zugriff auf alle in der Meßtabelle enthaltenen Informa-
tionen:
Kanalsequenz, PRESETS und Kalibrierungskonstanten ste-
hen dadurch als Variable in FORTRAN zur Verfügung
Input of Experiment Specification
ıßbükii-* `v`ı`.ø`ø
Edit Sampling table
List Sampling table on Printer
Documentation
Press RETURN to Exit
Time and Number of Cycles to Execute
I
I ır I
Sampling table Editor
, 3
Number Channel Time-Preset Number
180
180
5000
180
7300U1ıb(.dfQl-' OIUÜ-'POI-*
Option :
I<nsert D<elete C<hange L< ist
Channel Time-Preset
E<xit H<elp
I
_ ıı 1 ııı ı_í_ _ _ 1 ı L i i """ -_ = '__ M
_-I r i 1 l
1 i ı ı _ 1
Timing and Number of Cycles
I ı i _ 1 1 ı 1 M í I i M í M
Option Specif ication Current Value
1) Unit For Time-Preset 1.0E-6 Sec
2) Number Of Cycles 6000.
Enter RETURN To Exit
1 í ı 1 M ı W I I í í í 1 1 ' 1  
Option : 2
The Maximal Number Of Cycles : 13107.
Enter The New Preset For Number Of Cycles : 60
I Ü I i _ ı 1 í ä
00
l ff I
Zugriff auf die Daten im Speicher:
Durch den einmaligen Aufruf dieser Routine werden die
Daten eines Meßtabellendurchlaufes als FORTRAN-Varia-
ble verfügbar. Durch wiederholten Aufruf läßt sich zusam-
men mit dem Zugriff auf die in der Meßtabelle enthaltenen
- Einfügen von ››Header«-Informationen in die Datenstruktur
im Speicher: Die genannten Assemblerroutinen werden von FOR-
Name des Datensatzes, Ort, Zeit und Name des Arztes TRAN-Programmen aufgerufen, wobei die FORTRAN-Pro-
- Zugriff auf den ››Header«: gramme in zwei große Gruppen zerfallen:
Alle Informationen des Headers stehen als FORTRAN- - FORTRAN-Menüprogramme
Variable zur Verfügung - FORTRAN-Auswertungsprogramme.
PRESETS die gesamte Datensequenz mit Relativ- oder
Absolutzeit in FORTRAN rekonstruieren.
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3 . 1 FOR TRAN-Menüprogramme
Ausgehend von einem Hauptmenü (siehe Abb. 1) kann der
Benutzer hierarchisch absteigend verzweigen und alle für eine
analog/digital-Konversion erforderlichen Festlegungen inter-
aktiv definieren bzw. korrigieren. In Abbildung 2 wurde das
Menü für die Erstellung der Meßtabelle exemplarisch darge-
stellt.
Weitere Informationen, die zur Meßtabelle gehören, sind
über die Optionen 2, 3 und 4 einzugeben. Während der
Ausführung des FORTRAN-Menüs werden automatisch jene
Assembler-Routinen aufgerufen, die die entsprechenden
Änderungen im Speicher durchführen. Schließlich läßt sich die
gesamte Meßtabelle samt den ergänzenden Informationen
unter Angabe eines Namens auf Platte speichern und ist somit
als vollständige Spezifikation eines Experimentes später wie-
der einlesbar. Weitere Hilfestellungen sowie die automatische
Auflistung aller bereits gespeicherten Meßtabellen ergänzen
diesen Zweig des Menüs. Abbildung 3 zeigt die Auflistung der
vollständigen Meßtabelle über den Drucker (Option 3 in
Abb. 2).
Weitere Teile des Menüs ermöglichen die numerische und
graphische Ausgabe der Daten über Bildschirm und Drucker
(Option I1 und I2: Dateninterpretation). Grundsätzlich
erfolgt die Ausgabe der Daten in skalierter Form, wobei
automatisch die in der Meßtabelle spezifiziertenSkalierungs-
faktoren benutzt werden. Wurde eine Skalierung bei der
Erstellung der Meßtabelle nicht explizit angegeben, wird 1:1
skaliert, d. h. die ausgegebenen Daten entsprechen den vom
analog/digital-Konverter gelieferten, ganzzahligen Rohwer-
ten. Im Datenausdruck ist auch die Echtzeit seit Beginn der
jeweiligen Messung enthalten. Die dabei angegebenen Werte
berücksichtigen genau die durch die Hardware definierten, in
Testläufen ermittelten Wartezeiten. In der Praxis wird der
numerische Ausdruck vor allem in der Testphase vor einem
Experiment und zur Ermittlung der Skalierungsfaktoren
benutzt. Die Graphikausgabe wird ebenfalls von einem
umfangreichen Menü gestützt, wobei bis zu 5 verschiedene
Kanäle ausgewählt und gleichzeitig dargestellt werden kön-
nen. Die Achsenskalierung kann getrennt für jeden Kanal
spezifiziert werden, so daß auch Meßwerte mit extrem unter-
schiedlichen Bereichen gemeinsam dargestellt werden kön-
nen. Am unteren Bildrand listet das Programm für jeden
vorkommenden Kanal automatisch die verwendete Achsen-
skalierung, siehe Abbildung 4. Beim erstmaligen Aufruf der
Graphik müssen diese Skalierungen vom Benutzer eingegeben
werden, wobei im Menü die Minima und Maxima für jeden
Kanal ausgegeben werden. Es kann entweder die volle Zeit
einer Messung oder aber nur ein Teil davon betrachtet werden
(Auswahl des Zeitbereiches mit automatischem Vorschlag für
den vollen Zeitbereich). Direkt anschließend kann eine Hard-
copy am Drucker erstellt werden. Die Kanalauswahl und
sämtliche Achsenskalierungen lassen sich in einem Graphik-
menü-File abspeichern und für die spätere Auswertung gleich-
artiger Daten wiederverwenden. Für ein Projekt existieren in
der Praxis ca. 5 derartige Graphikmenüs.
Nach Erstellen eines Graphikmenüs kann auch ein ››Gra-
phikzyklus« aufgerufen werden. Man gibt das gewünschte,
bereits gespeicherte Graphikmenü sowie ein Zeitinkrement
an. Der Graphikzyklus erzeugt dann mit automatischen Hard-
i
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SAMPLING TABLE
TITEL : NOTITEL
NOTITEL
USER :
LOCATION :
DATE :
TIME :
Schreiner
2nd Surg Univ Clinic Vienna
WED - 11:26:1986
11: 5:53
CHANNEL-SPECIFICATION :
Number Name Unit
0 TRIGGER dimensionless
1 CSP mm Hg
2 LVP mm Hg
SAMPLING SEQUENCE :
LÀbdJhJH O
NJ
1 csP
2 LVP
1 csP
LVP TRIGGER
Maximal Number of Cycles :
Preset Number of Cycles :
Preset Time Unit
13107.
****%iiii*¿***i**k**t*iii*ik*******kt****#*******t**********#*i****i*****i*#****
ii*********i**********i*À*i***i*À***k********å*åi*****#*i**ü****t**#*****i*****i
i
a
I*!§l›I*§055
Calibration
P*CHJCDF*C>
O
180
180
5000
180
7300
ıfoooooE+oo
ı:oooooE+oo
00000E+00
00000E+00
00000E+00
1.00000E+00
Measmt . Channel Label Time-Pres . Real Time
1.8000000E-04
3.6000000E-04
5.3600000E-03
5.5400000E-03
1.2840000E-02
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Abb. 4. Graphikausgabe für drei Kanäle. Unter der horizontalen
Achse wird für jeden Kanal die in der Graphik benutzte Transforma-
tion durch Multiplikationsfaktor (*) und Verschiebung (+) angege-
ben. Kanal 1 etwa wurde für die Darstellung mit 0,5 muiltipliziert,
jedoch nicht verschoben. Die Kurven für die einzelnen Kanäle werden
durch Symbole markiert (+, *, Quadrat, _ .), die sich in der Legende
wiederholen
copies eine Serie von Graphiken, jeweils über das gewünschte
Zeitinkrement, bis das gesamte Datenfile abgearbeitet ist.
Diese Komponente ermöglicht ein sehr effizientes Screening
langer Datenfiles, ohne daß eine Bedienungsperson wieder-
holt das Graphikmenü aktivieren und auf Hardcopies warten
muß. Nach unserer Erfahrung ist ein solches Screening sehr
nützlich, um die ordnungsgemäße Erfassung der Daten grob
zu überprüfen. Verlust von Signalen, ungenaue Eichung, man-
gelnde Signalgüte (z. B. durch verstopfte Katheter) sind rasch
erkennbar.
Jene Menüteile, die Daten einlesen, bieten ein Verzeichnis
aller relevanten Files an; so etwa listet das Graphikmenü alle
gespeicherten Graphikmenü-Files auf. Intern wird durch
unterschiedliche File-Extentions zwischen gespeicherten Meß-
tabellen, Graphikmenü-Files und Datenfiles unterschieden.
Die Datenfiles sind darüber hinaus in einem eigenen Directory
zusammengefaßt. Sollen Daten verändert werden, erhält man
eine Warnung, falls man sie nicht vorher abgespeichert hat.
Das gilt sowohl beim Überschreiben bereits vorhandener
Datenfiles auf Platte als auch für das Starten einer neuen
Meßserie, wenn die vorhergehende noch nicht auf Platte
gesichert wurde. Dadurch wird eine sehr hohe Datensicherung
erzielt.
3. 2 FOR TRAN-Auswertungsprogramme
Ebenso wie das FORTRAN-Menüpaket kann auch jedes indi-
viduell erstellte Auswertungsprogramm über die Assemblerbi-
bliothek auf die Daten zugreifen. In der Dokumentation zur
Bibliothek sind alle Parameterlisten sowie die Funktion der
Routinen erläutert, und die Anwendung entspricht der einer
normalen Bibliothek (z.B. NAG Library). Durch entspre-
chend dokumentierte Returncodes sind alle Laufzeitfehler in
FORTRAN abfangbar. Für den mit der Bibliothek noch nicht
vertrauten Programmierer bieten die FORTRAN-Menüpro-
gramme einen sehr guten Anhaltspunkt. Wie wir aus eigener
Erfahrung berichten können, sind diese so modular gehalten,
daß sie mit geringfügigen Änderungen (z. B. Ersetzen der
interaktiven Eingabe durch Zuweisungen) in ein neues Aus-
werteprogramm übernommen (oder von diesem als Unterpro-
gramm gerufen) werden können. Andererseits stehen nach
dem Zugriff auf die Daten alle Möglichkeiten der freien
Programmierung offen. '
In der vorliegenden Arbeit beschreiben wir nur kurz die
Auswertungssoftware für ein herzchirurgisches Forschungs-
projekt an unserer Klinik. Die Datenerfassung erfolgt nicht
kontinuierlich, sondern getriggert nach einem externen elek-
trischen Signal (siehe Abb. 4). Dies wird durch Aufruf jener
Assemblerroutine erreicht, die die Datenerfassung auf das
Intervall mit TRIGGER active low beschränkt. Anschließend
verzweigt das FORTRAN-Programm in den Auswertungsteil,
der umfangreiche Berechnungen durchführt. Die gleichzeitig
erstellte Graphik erscheint sofort nach Abschluß der Rech-
nungen und zeigt die erfaßten Daten zusammen mit berechne-
ten Größen. Entscheidender Endpunkt ist jedoch ein Ergeb-
nisfile, das jeweils nach der Auswertung eines Meßphase
(TRIGGER active low) mit den letzten berechneten Resulta-
ten erweitert wird. Dieses File wird dann im Mainframe
bearbeitet, siehe Abschnitt 4. Die analog/digital konvertierten
Rohdaten werden zunächst auf Platte zwischengespeichert
und nach Abschluß eines Experimentes entweder auf Disket-
ten oder aber im Mainframe auf Band abgelegt. Das Auswer-
teprogramm selbst kann auch auf wieder geladene Original-
Datenfiles zugreifen und diese auswerten.
3.3 Datenstruktur und Filemanipulationen
Grundsätzlich werden analog/digital konvertierte Daten
zunächst im Speicher des PC abgelegt. Dafür wird beim Laden
des Menüprogramms ein Teil des Speichers als residente
Erweiterung von DOS definiert und ist somit vor Übergriffen
irgendwelcher Auswerteprogramme geschützt. Diese »Daten-
struktur« enthält neben den eigentlichen Daten auch einen
Header mit Meßtabelle und Filenamen. Auf diese Weise ist
garantiert, daß beim Laden eines Datenfiles auch sämtliche
Informationen über den Ablauf der Messung zur Verfügung
stehen. Alle Assemblerroutinen, die derartige Informationen
verarbeiten, schreiben bzw. lesen diese innerhalb des Hea-
ders.
Liest man etwa ein bereits gespeichertes Datenfile von der
Platte in den Speicher, dann ist diese Situation genau dieselbe
als wenn die Daten soeben erst erfaßt worden wären. Das
Einlesen einer Meßtabelle bedeutet, daß etwaige im Speicher
befindliche Daten gelöscht und im Header die entsprechenden
Informationen überschrieben werden. Während laufender
Datenerfassung wird der reservierte Speicherbereich aufge-
füllt, was naturgemäß die Anzahl der maximal möglichen
Durchläufe in Abhängigkeit von der Länge der Meßtabelle
begrenzt (die maximal möglichen Durchläufe werden im
Menü berechnet und ausgegeben). Nach Ende der Messung
werden die Daten entweder überschrieben, (und nur die
Ergebnisfiles) gespeichert oder aber auf Platte abgelegt.
Unmittelbar anschließend kann die Datenerfassung fortge-
setzt werden. In der an der Klinik laufenden Anwendung
werden auch die Filemanipulationen programmgesteuert aus-
geführt, was eine besonders rasche Wiederaufnahme der
Datenerfassung nach der Abspeicherung auf Platte erlaubt. In
aufsteigender Sequenz ändert das Programm die Extentionen
der Filenamen (durch Zugriff auf den Datenheader) für
Datenfiles und Ergebnisfiles. Nach Abschluß eines Experi-
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mentes werden diese Files vom PC entfernt und am Main-
frame weiter verarbeitet bzw. archiviert.
4. Verbindung zu Mainframe des Institutes für medizini-
sche Computerwissenschaften
Die bei der Auswertung erstellten Ergebnisfiles sind genau
genommen keine reinen Datenfiles; das Auswerteprogramm
schreibt vor den Daten einen Header, der genau jene SAS-
Befehle enthält, die für einen ››Datastep« in SAS erforderlich
sind. Erst daran anschließend folgen die eigentlichen Daten.
Diese Ergebnisfiles werden als ASCII-Files über eine IRMA-
3270-Emulationskarte in eine CMS-Maschine am Großrech-
ner des Institutes für medizinische Computerwissenschaften
übertragen. Dort existieren zahlreiche Auswerteprogramme
(SAS-Paket, das an diesem Institut entwickelte System
WAMASTAT) mit umfangreichen Graphik- und Analyse-
möglichkeiten. Die transferierten Ergebnisfiles können (als
einfachste Form von SAS-Programmen) direkt am Mainframe
exekutiert werden und erzeugen dann permanente SAS-
Datenfiles. Die letztlichen Auswerteprogramme hängen die
jeweils gewünschten SAS-Datenfiles hintereinander und füh-
ren etwa die Gesamtauswertung eines oder mehrerer Experi-
mente durch.
Der Übergang zum Großrechner in der letzten Phase der
Auswertung hat nach unserer Erfahrung die Datenaufberei-
tung entscheidend bereichert und verbessert. Einerseits ist das
Paket SAS sehr mächtig und bietet umfangreiche Graphik-
möglichkeiten einschließlich der Erstellung von Vortragsdias
mittels Videoprinter (Fa. Polaroid) an unserer Klinik. Am
Institut für medizinische Computerwissenschaften besteht
auch die Möglichkeit, Graphiken zu plotten (für Publikations-
Zwecke). Andererseits wird durch die Verlagerung der Aus-
wertung an den Mainframe der PC frei für weitere Experi-
mente, was insbesondere bei Serien mit mehreren Experimen-
ten pro Woche zu einer entscheidenden Entlastung führt.
Darüber hinaus können am Mainframe große Datenmengen
auf Band archiviert werden. Aber auch für SAS-Anwendun-
gen ist die große Menge von Daten eine gewisse Neuheit, denn
als Ergebnis einer analog/digital-Konversion fallen naturge-
mäß die Meßwerte viel dichter an als bei händischer Eingabe.
Die entsprechenden Auswertungen sind durch einen unge-
wohnten Detailreichtum gekennzeichnet. Allerdings wurde
von seiten des Institutes für medizinische Computerwissen-
schaften dafür auch eine entscheidende Unterstützung in
Form von Plattenplatz und Beratung gewährt.
5. Internationaler Datenaustausch
Durch den Anschluß des Instituts für medizinische Computer-
wissenschaften an das Netzwerk EARN ist es möglich, Ergeb-
nisfiles mit anderen Forschungszentren auszutauschen. Zu
diesem Zweck werden derzeit einige Zentren in den USA mit
gleichartigen PC zur Meßwerterfassung ausgerüstet, auf denen
auch die an unserer Klinik entwickelte Software läuft. Damit
ist vollkommene Kompatibilität gegeben sowohl was Files mit
Rohdaten betrifft als auch bei Ergebnisfiles. Etwaige Neuver-
sionen der Software für die PC können ebenfalls über den
Mainframe und BITNET an alle Zentren verteilt werden.
Während die Übertragung der Ergebnisfiles über BITNET
problemlos funktioniert, ist der Austausch von Files mit Roh-
daten schwieriger, da diese binären Files nicht über die 3270-
Emulation in den Mainframe geschickt werden können (ent-
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halten nicht nur ASCII-Zeichen). Wir arbeiten derzeit an
einem Programm, das diese Files Byte für Byte in Halbbytes
zerlegt, daraus gültige ASCII-Zeichen macht und anschlie-
ßend über den Mainframe verschickt. Ein komplimentäres
Programm beim Empfänger setzt daraus wieder die kompati-
blen Datenfiles zusammen, die unmittelbar in den PC geladen
und neuerlich ausgewertet werden können. Durch dieses
letzte Stück der Software wird sich die derzeit praktizierte
Versendung von Disketten erübrigen.
6. Grundsätzliche Überlegungen
Entscheidend beim Entwurf des in dieser Arbeit vorgestellten
Systems war der Wunsch, höchstmögliche Kompatibilität zu
erzielen. Insbesondere wurde deshalb auf jede Art von Tricks
bei der Erstellung der Software verzichtet und nur Standard-
FORTRAN verwendet. Sicherlich stellt diese Wahl einen
gewissen Nachteil gegenüber moderneren Sprachen dar und
macht die Programme etwas länger. Andererseits erstreckt
sich aber das laufende Projekt über mehrere Jahre, und schon
aus diesem Grund würde die eigentliche Forschungstätigkeit
vollständig blockiert, wollte man jedem neuen Softwarenange-
bot sofort folgen. Statt dessen wurde das Projekt auf einem
gewissen, abgesicherten Niveau begonnen und konsequent
fertiggestellt. Inzwischen gibt es einige wichtige Neuerungen
am Markt, die wir aber vorderhand nur interessiert beobach-
ten. Erst wenn Hard- und Software einige Innovationsstufen
durchlaufen haben, scheint es sinnvoll, ein halbes Jahr lang die
gesamte Arbeitskraft einer Gruppe auf die Umstellung zu
konzentrieren. Die Bedingung dafür ist nicht eine graduelle
Verbesserungeinzelner Produkte in Form von etwas höherer
Rechengeschwindigkeit oder etwas besserer Bedienerfreund-
lichkeit, sondern nur eine entscheidende Neuentwicklung, die
wesentlich weitere Perspektiven eröffnet. Während laufender
Forschungstätigkeit hingegen ist eine möglichst stabile Umge-
bung die wichtigste Voraussetzung für einen effizienten Ar-
beitsablauf.
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Zur Konstruktion globaler Tests
J. Röhmel, B. Streitberg
Zusammenfassung
Für die Situation, daß
a) n Einzeltests T, mit Nullhypothesen H„ i =1,2,. . .,n
zu einem Globaltest T mit Nullhypothese H = m H, kombi-
niert werden sollen
b) nichts über die gemeinsame Verteilung der T, vorausgesetzt
werden soll (außer der Tatsache, daß die T, Tests zum
Niveau ot sind)
sind bis heute drei Konstruktionsprinzipien bekannt:
- die Testkombination basierend auf der BONFERRON1-
Ungleichung
- das Verfahren von RÜGER
- das Verfahren von HOMMEL.
Wir stellen diese Verfahren in einen gemeinsamen begrifÀi-
chen Zusammenhang und zeigen, daß sie Spezialfälle einer
unendlichen Klasse von Konstruktionsverfahren sind.
Summary
If n level ot tests 7] with null hypotheses H, are to be combined
in order to give a global test T with null hypothesis H = rw H,
and nothing is known about the joint distribution of the 7, up
to now three procedures are known: the BONFBRRONI-, the
RÜGER- and the HOMMEL-construction.
We show that these are special cases of an infinite class of
possible global test procedures.
1. Einleitung
Wir befassen uns mit der Ableitung globaler Tests aus n
vorgegebenen Einzeltests.
Es liege ein statistisches Experiment (S2, ./1%, (P@)6@@) vor mit
Stichprobenraum §2, o-Algebra od und einer durch 066
parametrisierten Familie von Verteilungen. In O seien weiter
n Teilmengen H1, H2, . . ., Hn g O als Nullhypothesen ausge-
zeichnet. Die zugehörigen Tests seien durch p-Werte p1, pg,
. . ., pn beschreibbar, d. h. durch Abbildungen p,: §2 -› [0,1]
mit
A A P@<i›<ıp,<›<›s«i›s« <1.1>
aemıjeen,
Der einzelne, durch pl definierte Test lehne H, zum Niveau ot
ab, sofern p, (x) S ot ausfällt. Wir nehmen an, daß die globale
Hypothese H = 1/3; H, nichtleer ist. 0
Gesucht ist ein nichtrandomisiertes Verfahren zur Kombi-
nation der Einzeltests, das einen globalen Test für H zum
Niveau ot liefert. Dabei soll über die gemeinsame Verteilung
der p-Werte außer (1.1) nichts weiter angenommen werden,
d. h. der globale Test soll auch bei beliebigen Abhängigkeiten
der p, ein vorgegebenes Niveau ot einhalten.
' Bekanntlich existieren bis heute drei Konstruktionsver-
fahren:
- die Testkombination basierend auf der BONFERRONI-
Ungleichung (vgl. BONFERRONI [1936])
- das Verfahren von RÜGER [1978]
- das Verfahren von HOMMEL [1979].
Wir stellen diese Verfahren in einen gemeinsamen begrifÀi-
chen Kontext und zeigen, daß sie Spezialfälle einer unendli-
chen Klasse von Konstruktionsverfahren sind. Diese Kon-
struktionsverfahren sind insbesondere deswegen von Inter-
esse, da sie sämtlich zulässige Bausteine einer multiplen Test-
prozedur liefern können (vgl. SONNEMANN [1981], VICTOR
[1981]).
2. Präzisierung des Problems
Wir stellen uns den Vektor p =: (pl, pz, . . ., pn) der p-Werte
als Punkt im Hyperwürfel =[0,1]“ vor. Es sei /Zdie Klasse
aller Verteilungsfunktionen F(p1, pg, . . ., pn) auf dem Hyper-
würfel, deren eindimensionale Randverteilungen stochastisch
kleiner - gleich einer Gleichverteilung sind, d. h. es gelte
Fnn„.„Larr.„n)Sa(znA A
i=Lz„.„aemn] j
Diese Bedingung ist nur eine Umformulierung von (1.1). J
Für eine meßbare Teilmenge B <_; [0,1]“ sei PF(B) die Wahr-
scheinlichkeit von B unter dem Verteilungsmodell F E .Ø
Als obere Wahrscheinlichkeit Q(B) bezüglich der Klasse Ø
bezeichnen wir die obere Grenze von PF(B), wenn F die
Menge alle Verteilungen in /Zdurchläuftz
Q(B): = sup {PF(B)| F E ?} (2.2)
Q ist selbst kein W-Maß, besitzt jedoch eine Reihe analoger
Eigenschaften (vgl. etwa HUBER, STRASSEN [1973]):
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Q(Ø) = 0, Q(„7á) = 1 (2.3)
A ; B _» Q(A) s Q(B) (2.4)
A.. T A ¬ Q(A„) T Q(A) (2-5)
Q(A V B) s Q(A) + Q(B). (2.6)
Wir können nun das Problem der Konstruktion aller globalen
Tests bequem beschreiben:
Gesucht sind für jedes ot E [0,1] alle meßbaren Mengen
BO, g [0,1] mit der Eigenschaft
Q(B„) = ot [Niveaubedingung] (2.7)
Nicht alle derartigen Ablehnungsbereiche entsprechen jedoch
sinnvollen Tests, vielmehr wird man an B0, noch weitere
Forderungen stellen.
Liegt nämlich ein p im Ablehnungsbereich Ba, so wird ein
sinnvoller Test auch dann ablehnen, wenn einige Komponen-
ten von p verkleinert werden. Schreibt man
(p”1,...,p1,)S(p1,.. .,p„):<->Fürallei=1,2,...,ngilt
13715131, (2-8)
so wird man von B0, also verlangen
p E Ba und p” S p -› p” E BO, [Monotoniebedingung]. (2.9)
Schließlich sollte ein Test der globalen Nullhypothese keinen
der Einzeltests bevorzugen oder benachteiligen, d. h. die ein-
zelnen p-Werte p, sollten symmetrisch in die Testentscheidung
eingehen.
Ist für eine Permutation o aus der Gruppe Sn aller Permuta-
tionen von {1, 2, . . ., n}
P0 = (Pø(1)› - - -› P<›(n)) und BO = {P°|P GBI»
so soll gelten
B,f = BO, für alle oE S [Symmetriebedingung]. (2.10)
Hat man eine Klasse ØO, von Tests Ba, welche die Bedingun-
gen (2.7), (2.9) und (2.10) erfüllen, so wird man in dieser
Klasse möglichst gute Tests suchen. Ein Test B1, heißt dabei
gleichmäßig besser als ein Test BO, wenn Bo, g B1, gilt. Ein Test
BO, heißt zulässig (über .Ø(,), wenn kein gleichmäßig besserer
Test B1, E .Øa existiert.
3. Eine Klasse zulässiger Testverfahren
Äquivalent zur Symmetriebedingung ist die Forderung, daß
die Testentscheidung nur von der gemeinsamen Orderstatistik
der p-Werte: (pm, p(2), . . ., p(n)) mit p(1)Sp(2) S pm)
abhängen soll. 1
Wir geben hier eine besonders einfache Klasse .ØQ von Tests
an, die wir als Schrankentests bezeichnen wollen: Jede Order-
statistik p(,) wird an einer festen Schranke c,(ot) geprüft. Der
Schrankentest lehnt ab, sofern für mindestens ein i= 1, 2,
. . ., n gilt: p(,)Sc,(ot). Der Ablehnungsbereich des Schran-
kentests ist somit
Il
B.. = U tplpii, S Ci (<1)}- (31)
i=1
Der Ablehnungsbereich Bo, kann auch direkt in den p-Werten
p, formuliert werden (ohne die Orderstatistik zu benutzen).
Dazu wollen wir folgende abkürzende Schreibweise benutzen
N,: = (I ¦I ist eine i-elementige Teilmenge aus {1, 2, . _ .,
À}}
EDV in Medizin und Biologie 1/1987
Man überzeugt sich jetzt leicht, daß
B.. = U U r\ ipıp.:<›,<«›i o.2›
gilt.
Wir untersuchen nun die Frage, welche zusätzlichen Forde-
rungen an die Schranken c,(ot) gestellt werden müssen, damit
BO, neben der Symmetriebedingung und der Monotonie auch
die Niveaubedingung erfüllt.
Die Symmetrie- und die Monotoniebedingung gelten näm-
lich aufgrund der Konstruktion von BO, durch (3.1). Die Sym-
metriebedingung folgt aus der Tatsache, daß (pm, . . _,
p(n)) = (PCG), . . ., pO(n)) alle Oesn.
Die Monotoniebedingung kann wie nachstehend bewiesen
werden:
plíp -9 (p,(1), . . ., p,(n)) S (pa), . . ., p(n)), SO daß 2ll1S
pm S c,(ot) stets auch p°(,) S c,(ot) folgt.
O.B.d.A. können die c,(ot) als monoton vorausgesetzt wer-
den, d. h. c1(ot)Sc2(ot)<. . .Sc„(ot), denn wäre etwa
c,+1(ot) < c,(ot) für eini = 1, 2, . _ ., n-1, so würde sich BO, nicht
ändern, wenn c,+1(ot) durch c,(ot) ersetzt würde.
Es bleibt also die Untersuchung der Niveaubedingung.
Satz l
Ein Schrankentest BO, der Form (3.1) ist genau dann ein Test
zum Niveau ot, wenn mit co (ot) = 0 gilt:
I1
Z (C. (oo - ci-, (oo) ~ % = <1. (3.3)
li
Bevor Satz 1 bewiesen wird, sei gezeigt, daß die drei bisher
bekannten Verfahren spezielle Schrankentests sind. Man
beachte, daß Satz 1 eine Forderung an die Differenzen
A, (ot) : = c,(ot)-c,_1(ot) 20,i=1,...,n
stellt. In den Schranken selbst ausgedrückt, lautet die Bedin-
gung [33]
Cn (<1) + C101) = <1 (34)
Beispiel l: Bonferroni-Test
Hier wird nur pm an cl (ot) = % geprüft.
Wegen pm S pg) S . . . S p(n) ist dies ein Schrankentest mit
c1(ot) = c2 (ot) = = c„(ot) =%(bzw. A1(ot) =%,A2(ot)
=...=A„(ot) = 0).
Beispiel 2: RÜGER-Test
Hier wird für ein festes, aber sonst beliebiges i nur p(,) an
ai _ . . .í geprüft. Dies ist ein Schrankentest mit
c1(ot)=...=c,_1(ot)=0,c,(ot)= ...= c„(ot)=%
(bzw. A1(ot) = = A,_1(ot) = 0,
A, (Oo = §22 an (oo = = A..<«1›= 0).
Für den RÜGER-Test existiert ein schöner, kurzer Beweis von
MORGENSTERN [1980], daß er das globale Niveau ot einhält.
RÖHMEL/STREITBERG, Zur Konstruktion globaler Tests 9
Beispiel 3: HOMMEL-Test
Hier werden alle p(,) und zwar jeweils an
c, (ot) = %i %)`1 geprüft.
i=1
Dies ist ein Schrankentest, in welchem alle Differenzen
aufeinanderfolgender Schranken gleich sind:
DQ ~Dd=›-1.-›
A,(a)=...=A„(a)=- -.)=1
Beispiel 4: '
Um die Vielfalt der Möglichkeiten, die Satz 1 bietet, zu
illustrieren, sei von folgender Situation ausgegangen.
Es werde erwartet, daß höchstens k- der p-Werte kleiner
oder gleich ot ausfallen werden. Für diesen Fall ist es sinnvoll,
ck(ot) = ck+1(ot) =. . .=c„(ot) zu wählen. Benutzt man dann
speziell konstante aufeinanderfolgende Differenzen
A:=A1(ot),...,Ak(ot); Ak+1(ot)=...=A„(ot)=0
so ergibt sich ~
1<A-:(2%)-iii=1
2 4So ist etwa BO, = {p | pm S T? oder p(2) S å}
ein Globaltest zum Niveau ot. `
Der Anwendung der Rügertests sind viele Statistiker gegen-
über unsicher geblieben, insbesondere natürlich deswegen,
weil die Wahl des i vor Durchführung des Tests vorzunehmen
ist, einem i nach Durchführung des Tests aber nicht anzumer-
ken war, ob es wirklich schon vor dem Test festgelegt wurde.
HOMMEL glaubte, durch seinen Test, der alle p-Werte in die
Entscheidung aufnahm, solchen Manipulationen die Tür ver-
schlossen zu haben.
Wie nun aber aus Beispiel 4 folgt, kann man jedoch selbst
mit aufeinanderfolgenden ››HoMMELs<< manipulieren. Jeder
dieser Tests kann freilich sinnvoll sein, wenn A-priori-Wissen
über die Tests H1, H2, . , ., Hn vorliegt. ,
Für n = 2 oder 3 können die Ablehnbereiche geometrisch
illustriert werden (Abb. 1 und 2).
Der Beweis von Satz 1 wird vereinfacht, wenn man die
folgende Symmetrieeigenschaft von O zur Verfügung hat.
Lemma l
Sei B ;_ [0,1]“ meßbar und symmetrisch, d. h. B“ = B für alle
oES„
Dann gilt
Q(B) = sup {P(B)|Pe.2  (3.5)
mit ./Z* = {P E .'/7|P<>o = Pfür alle oES„}
= Menge aller permutationsinvarianten Verteilungen
in Ø
Beweis '
Nach Definition von Q gibt es zu jedem s > 0 ein P E Ømit
Q (B) - 5 S P (B) (3.6)
(0.1 l Q _.
I
I
(1,0) P1
Abb. 1. Ablehnbereich des Schrankentests (n = 2)
Abb. 2. Ablehnbereich des Schrankentests (n = 3)
Ü Ra
io.o,1i
` I
,lo,1,ol l_1.0.0l
P, P,
Wegen B = B“ gilt dann auch
o(B)-@§i>(B°)=1><›a(B) :C 1,  
Nun erfüllt mit P auch P <> o die Bedienung (1.1) (bzw. (2.1)),
so daß aus P E Ø auch P 0 o6 Øfolgt. l
Somit gilt die Abschätzung (3.6) auch für das symmetrische
Maß 1 .
1 .
P* zíøësps O06? (37)
und P* gehört zu K7, daílkonvex ist.. _ _ Ü
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Beweis von Satz 1
Wir zeigen zunächst für jedes P E Ø * die Ungleichung
1.1
1wB›s§]e†«ia§. (an
i=1
wobei zur Abkürzung B : = B0, und c,: = c, (0,) gesetzt wurde.
Dieser Beweisteil ist eine Verallgemeinerung einer Idee von
HOMMEL, die unseres Wissens zum ersten Mal in der Habili-
tationsschrift von HOMMEL [1979] auftritt. Im Gegensatz zu
HOMMEL sind hier jedoch die c1Sc2S . . . Son frei wählbar.
Wesentlich für eine korrekte Herleitung der Ungleichung ist
die Möglichkeit, P symmetrisch wählen zu können.
Durch
Z, = .{p|p(,) S c, und pm > cj für allej > i} (3.9)
wird eine Zerlegung von B in disjunkte, symmetrische Teil-
mengen definiert:
Il
B = U Z,; Z, r\ Z,~ = Ø für alle i=l=i'.
i=1
Setzt man für IE N,
Z, (I): = Z, rx {p|pS S c, falls sEI und ps > c, falls s Eli I}
so bilden die Z, (I) ihrerseits eine disjunkte Zerlegung von Z,.
Aus der Symmetrie von P folgt aber jetzt
P (Z,(I)) = zz, für alle IEN,. (3.10)
Im folgenden werden zwei Abzählargumente verwendet.
Zunächst besteht Z, aus genau (Il) Mengen Z, (I), d. h.1
P(z,) = (1152,. (3.11)
Mit q,: = P (Z,) ist dann
Mm=Zn.
i=1
Sodann enthalten die Zylindermengen
Ck= lplptšßkl (3-12)
bei festgehaltener Komponente t für jedes i= 1,2, . . .,k min-
destens (I]I]) der Mengen Z, (I) (man wähle nur I E N, mit t E I).
Wegen Z, (I) m Z,f (I') = Ø falls i =l= i', oder I=l=I', kann
gefolgert werden:
PV'
ltd* :gl-Ä eP(Cı<) 2 (Ii:i) Zi = ._ _
Aus der Definition von Ck (3.12) und wegen P E Ø folgt dann
aber ck 2 P (Ck), k = 1, _ . .,n, und man erhält eine Unglei-
chungskette, die schon bei HOMMEL [1979] und [1983] zu
finden ist:
nc12q1
nc22q1+2q2
nc3 2 q1+ 2q2 + 3q3
nck2q1+2q2+3q3+...+kqk
nc„2q1+2q2+3q3+...+kqk+...+nq„.
Dividiert man die Ungleichungen k = 1,2, . . . ,n-1 durch
k (k + 1) und die letzte Ungleichung durch n, so liefert Auf-
summierung aller Ungleichungen die Beziehung
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n-1
cn ck __
I1<'ñ- Zql + q2+...'l" qn-
Gleichwertig dazu ist
Mafia-ee.
woraus nach Übergang zum Supremum aller PEØ* mit
Lemma 1 die Behauptung
I1
<nmsZReaa% ew)
i=1
folgt.
Für den Beweis der Gleichheit in (3.13) genügt es, ein Maß
P zu konstruieren mit P (B) = Q (B). Dieses Wahrscheinlich-
keitsmaß ist diskret und konzentriert sämtliche Masse in den
„Extremalpunkten“ von B (d.h. den bzgl. der Ordnung S
(vgl. (2.8)) maximalen Elementen von B), sowie im Punkt
1 = (1,1, . . ., 1). Explizit sind dies die Punkte, die an genau k
Komponenten den Wert ck und an allen anderen Komponen-
ten den Wert 1 besitzen k = 1,2, . _ .,n.
Alle Punkte vom „Typ k“ erhält man, indem man auf die
Komponenten von
C_ı<p <k› = é
ı<- " klk Stuc (3.14)
í n-ı<-stück
beliebige Permutationen anwendet.
Die Definition von P lautet dann
Ck-Ck-1pvomTypk-›P({p}): dk : (IH) 20;k=1,2,...,n
ı<-1
p vom Typ o __› 1=›({;_})= =1-Z dk«
ı<=1
Diese Definition liefert ein Wahrscheinlichkeitsmaß, denn
wegen
k=1 k=1
foıgt P ((1)) = 1-az 0.
Die Beziehungen P(Ck) S ck, k = 1, _ . . ,n, in den Zylinder-
mengen Ck (Vgl. (3.12)) ergeben sich dadurch, daß bei fester
Komponente t die Menge Ck genau (E1111) der Punkte vom Typ i
mit i = 1,2, . . ., k und keine Punkte vom Typ i mit i > k und d,
=l= 0' enthält.kAlso gilt 'k'
P (ck) = §_:(i1-11) di = Z(C1-Ci-1) = Ck-
Wegen der Diskretheit des Maßes P kann für jedes c E [cj, c,+1]
und co = 0, c„+1 = 1 geschlossen werden:
P({p|piS cl) = P({p|p, S Gil)
=P(Cj)
= Cj S C.
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Damit gehört P zu Ø
Weil aber Punkte vom Typ k in B existieren,
k = 1,2, . _ .,n, folgt endlich
P<B› = Zh) <1, = Ze- cn) 1;.
i=1 i=1
Damit ist die Gleichheit in (3.13) bewiesen.
Für n = 2,3 sind die Extremalpunkteder eben angegebenen
Konstruktion die in den Abbildungen 1 und 2 markierten
Punkte.
Man überlegt sich leicht, daß jeder Test B0, in der Klasse
aller Schrankentests ße, zulässig ist. Im Falle n = 2 (mit
Q(B) = cl + c2 = ot) sei dies durch Abbildung 3 illustriert.
Abb. 3. Zulässigkeit der Schrankentests (n = 2)
PM 1
I
Q-Clif-Off*-§1
aıoıaıııııq
C
C ` Ö
21' --¬ '
_ l
l
I
0 _«c 1
C1 c2d Pl
. . . p(2)Sa. .
~ - - - p(1)SC1Oder P(2)SC2 mlt C1+C2=a
_-í
Satz 2
Jeder Schrankentest BO, ist über Ø, zulässig.
Beweis
Die Konstruktion eines Tests B1, Q B, E Ø¿, ist unmöglich, da
alle Koeffizienten der c,(ot) in Gleichung (3.4) positiv sind.
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Exakte Verteilungen für Rang- und Randomisierungstests im
allgemeinen c-Stichprobenproblem   
B. Streitberg, J. Röhmel
Summary
The exact distribution of a large class of nonparametric tests can
be derived with the help ofshift algorithms. Some examples and
a general overview are provided in the following paper, which is
a written version of our lecture given at the Biometrical Confe-
rence Bad Nauheim 1983.
Zusammenfassung
Die exakte Verteilung einer großen Klasse nichtparametri-
scher Tests kann mit Hilfe von Shift-Algorithmen berechnet
werden. Beispiele und ein allgemeiner Überblick finden sich
in folgender Arbeit, die eine schriftliche Ausarbeitung unseres
Vortrags auf der Biometrischen Tagung Bad Nauheim 1983
darstellt.
1. Einleitung
Zahlreiche Testverfahren im Zwei- oder Mehrstichprobenpro-
blem lassen sich als Spezialfälle einer allgemeinen Situation
auffassen, die im folgenden beschrieben wird.
Gegeben seien die Beobachtungen
(x„k),i=1,...,c;j=1,...,n;k=1,...,m„ (1.1)
Wir denken uns die Beobachtungen wie in Tabelle 1 ange-
ordnet.
Tabelle 1. Allgemeines Schema für das c-Stichprobenproblem
Block 1 . . . . . . Block n
Stichprobe 1 X111, . . _ ,x11mn . . . . _ . x1„1, . . . ,x1„m1n
. . ›
ı ı .
ı . .
. .
Stichprobe c X611, _ _ . ,xC1„,C1 . . . . _ . xC„1, . _ . ,xcnmcn
Es entsprechen dabei die Zeilen den verschiedenen Stich-
proben, die verglichen werden sollen unter Berücksichtigung
der Zusammenfassung in Blöcke, entsprechend den Kolonnen
aus Tabelle 1. Spezialfälle sind
(a) das unabhängige c-Stichprobenproblem (n = 1)
(b) das abhängige c-Stichprobenproblem (m1, = 1 für alle i = 1,
...c;j=1, . . .,n)
Wir behandeln in dieser Arbeit die exakte Verteilung zahl-
reicher Tests, unter anderen:
- Fisher-Pitman-Randomisierungs-Tests
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- Wilcoxon-Tests für unabhängige und abhängige Stich-
proben ~
- Vorzeichentests
- Mediantests
- exakte Rangtests unter Vorliegen von Bindungen
- Tests auf Variabilitätsunterschiede
- Symmetrie-Tests,
die auf Daten beruhen, welche der beschriebenen allgemeinen
Situation unterzuordnen sind. , I
Betrachtet werden Testprobleme, bei denen unter der Null-
hypothese die m.,: = Z m„-Beobachtungen eines jeden Blocks
j, j = 1, . . ., n untereinander austauschbar sind.
Austauschbarkeit der Beobachtungen aus verschiedenen
Blöcken wird nicht vorausgesetzt. '
Unter HO sind somit sämtliche (II m.,!)/(I__I m„I) Tafeln (1)
gleichwahrscheinlich, die sich aus der gegebenen Tafel (no
(siehe Tabelle 1) durch Zerlegung der Beobachtungen eines
Blocks j in Teilmengen des Umfangs (m1„ m2„ . . ., mcj)
bilden lassen. Die Gesamtmenge dieser Tafeln sei als Refe-
renzınenge S2 bezeichnet. Zur Prüfung eines Unterschieds der
i-ten Stichprobe zu allen anderen werde die Teststatistik
T; o _› IR (1.2)
verwendet, die jeder Tafel oo E S2 die Summe der Beobachtun-
gen in der i-ten Zeile der Tafel zuordnet. Die Testentschei-
dung basiert auf der exakten (konditionalen) Verteilung von
T, d. h., der beobachtete Wert
Il mij
I0 = T000) = Z ZX1jk (1-3)
1'=1 1<=1
wird mit der Verteilung von T über der Referenzmenge Q
verglichen.
Einseitige Tests zum Niveau ot lehnen ab, wenn
P[Tzt„] s ot (bzw. P[TstO] 3 ot) (1.4)
gilt, zweiseitige Tests lehnen für
min (P[T 2 t„], P[ s tO]) 5% (1.5)
ab.
Prüft man mehrere Zeilen gleichzeitig, so schlagen wir vor,
sequentiell nach HOLM-BONFERRONI zu verfahren (siehe
Abschnitt 5). '
Das Haupthindernis bei der Anwendung der eben beschrie-
benen Teststrategie war bisher die Berechnung der exakten
Verteilung von T. Dieses Hindernis wird durch einen schnelle-
ren Algorithmus beseitigt, den wir zu Lösung dieses Problems
vorstellen werden. Zu seiner Formulierung hat die Verfügbar-
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keit schneller >>Shiftoperationen<< in APL wesentlich beige-
tragen.
Seine Anwendung ist nicht auf APL allein beschränkt,
jedoch wird die zu leistende Programmierbarkeit in den mei-
sten anderen Programmiersprachen erheblich sein.
In den Grundzügen war der Algorithmus den Autoren seit
langem bekannt.
Durch die Dissertation von OLDENBÜRGER [1], der dort
ähnliche Fragestellungen aufwirft und teilweise beantwortet,
sind die Autoren angeregt worden, die Tragweite ihres Algo-
rithmus zu erforschen.
2. Vergleich zweier abhängiger Stichproben
Im Problem zweier abhängiger Stichproben ist c = 2; mij = 1,
i = 1,2; j = 1, _ _ _, n und das Schema ist ersichtlich aus Tabelle
2.
Stichprobe 1 X11 X12 Xh,
Stichprobe 2 i X11 X22 Xzn
Tabelle 2. Zwei abhängige Stichproben
Block 1 Block 2 | . . . . _ _ i Block n
Beispiel 1 ` `
In einer Untersuchung der Auswirkung elterlicher Mitauf-
nahme (>›rooming-in-Modell<<) auf das Verhalten stationär
behandelter Kinder (FERNANDEZ-JUNG [1]) wurden N=50
Kinder in n = 25 Paaren betrachtet, wobei die Kinder eines
Paares in Diagnose, Prognose der Aufenthaltsdauer, Alter
und sozialer Herkunft übereinstimmten. Die Verweildauer (in
Tagen) desjenigen Kindes aus dem j-ten Paar, bei dem ein
Elternteil ins Krankenhaus mitaufgenommen wurde, wird mit
Xlj, die Verweildauer des Kindes ohne ››rooming in« mit X21-
bezeichnet.
Zu prüfen war in diesem Fall, ob die elterliche Mitaufnahme
zu einer Verkürzung der Verweildauer führte.
In der Literatur wird dazu eine Reihe von gängigen Testver-
fahren angeboten; z.B. FISHERS Randomisierungstest, WIL-
COXONS Matched-pairs-signed-rank-Test bzw. der Vorzei-
chentest.
Wir wollen die Arbeitsweise des Algorithmus an Hand des
Randomisierungstests darstellen, da sich die anderen Tests auf
diesen Fall zurückführen lassen.
In die Teststatistik T (Summe der 1. Zeile) geht als konstan-
ter additiver Term in jeder Tafel der Referenzmenge jeweils
die Summe der Spaltenminima von Tabelle 3 ein.
Eine äquivalente Teststatistik erhält man daher, wenn man
von den Zahlen aus Tabelle 3 jeweils das Spaltenminimum
subtrahiert. 1
Unter der Austauschbarkeitshypothese ist die Teststatistik
verteilt wie eine gewichtete Summe
Il
j=1 _
von n unabhängigen, Bernoulli-verteilten Zufallsvariablen
K,~(1>[K, = 1] =% und P[K, = 0] = -à-)
und nicht negativen Gewichten a (hier ist (a1,. . ., a25) '= (0,
12, 2, 7, 7, 0, 1, 3, 5, 0, 0, 3, 0, 5, 1, 0, 16,23, 10, 10, 0,3, 8, 0,
8) ' 9
Im Permutationstest ergeben sich also die Gewichte aj durch
In vielen Fällen wird man (etwa um Robustheit oder Vertei-
lungsfreiheit zu erreichen) jedoch geeignet transformierte
Werte, z. B. rank-scores, wählen. So ergeben sich auch die
oben genannten weiteren Tests.
Wir interessieren uns für die Verteilung von T. Für spätere
Anwendungen wollen wir uns dabei nicht nur auf den Fall
einer einzigen Teststatistik beschränken, sondern gleich die
gemeinsame Verteilung mehrerer derartiger Teststatistiken
betrachten. Diese seien etwa
T1
T,„=Zaq,1<,(q= 1, . _ _ ,S) (2.3)
j=1.
Wenn man definiert
(2.4)
(2.5)
(2.6)
(2.7)
An=(21qj)q=1 _ _ _ s.j=1 _ ; _ n
9lj=(3qj)q=1, _ ._ S
Kn=(Kj)j=1, . ._ n
Tn: (Tqn)q=1, . _ .› S
so ist in dieser Notation die Häufigkeitsverteilung
hn; |RS ¬ ıN, 0 (2.8)
von Tn zu bestimmen, d. h. für alle tE |RS ist
hn (1): = 2“ - P[T„ = 1]
= 2“ - P[A„ - K, = 1] (2.9)
zu berechnen.
Der Algorithmus. beruht auf einer Rekursion von hn auf h„_1.
Im Hinblick auf die Implementierung schreiben wir die Rekur-
sion wie folgt
Tabelle 3. Daten zum Beispiel 1
Stationärer Aufenthalt (in Tagen) 1
12345678910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
mitROOming-in | 29 32 16 80 8 7 14' 8 7 12
ohneRooming-in| 29 44 18 15 15 7 15 11 12 12
7871761912886108211715
7117 22 7 14 28 31 18 16 10 11 29 8 23
Tabelle 4. Beispiel 1 (reduzierte Daten)
Stationärer Aufenthalt (in Tagen)
12345678910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
mitRooming-in| 0 0 0 0 0 0 0 0 0 0
ohne Rooming-in| 0 12 2 7 7 0 1 3 5 0
0020
030
005000000090
5101623101003808
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Satz 1
hn=hn_1+s““hn_,¿_hh=1,2,._. (2.10)
mit der Rekursionsverankerung
1 f" ±=0
h°(t) = {0 ±±0 (211)
und dem durch
(S“f) (r): = f(z - a) (2.12)
definierten Shiftoperator S“.
Beweis
hn (t) = 2“P[Tn = t]
= 2“P[AnKn = z]
= 2“{P[An_1Kn_1 = t und Kn = 0]
+ P[An_1Kn_1 = f- an und Kn =
Wegen der Unabhängigkeit von An_1Kn_1 und Kn folgt daher
hn = 211-1 P[Tn_} = + P[Tn_1 = Ü“ an]
= hl-ı_1(f) + S nhn_1(f).
Explizit, in Operatorschreibweise, lautet die Darstellung für
hn:
hn = (I + S°”“) (I + S°'“'1) _ (I + S°“)hn. (2.13)
Für die Computerimplementation dieser Rekursion empfiehlt
es sich, die Gewichte a - als nichtnegativ (dies o.B.d.A.) und
ganzzahlig, d. h. ann- E lÀm anzunehmen.
Wıe wır im folgenden sehen werden, bedeutet auch die
Annahme der Ganzzahligkeit keine wesentliche Einschrän-
kung.
Unter diesen beiden Annahmen kann hn im Rechner als
s-dimensionales Array dargestellt werden. Speziell für s = 1 ist
hn der Vektor
hn = (hn (0), hn (1), _ _ _ ,hn ) (2.14)
Die Erzeugung von hn aus hn_1 geschieht in diesem Fall nach
Satz 1 durch Addition des um an Positionen verschobenen
Vektors hn_1 zum Originalvektor, schematisch:
@. Ü-3
M” .29\-/
n-1 an
hn_n(0), _ _ _ ,hn_, (Zen), 0,0, _ _
j=1 _
+ 0,0,_ _ _ ,0, hn_n (0), _ _ _ ,hn_, (Zn)
an i=1
cs ›-_.
O
In einer Sprache wie APL, die dynamische Arrays unterstützt,
kann dieser Gedanke direkt in einem Programm realisiert
werden. Eine einfache Version, die nur die Verteilung einer
einzigen Statistik berechnet, lautet wie folgt:
V H <-Verteilungl A; N; I; L
A ist Vektor der Gewichte
H ist die zugehörige exakte
Verteilung
l\Jı›-› 33
ll
l
:3:N<-QAurn ...........
_5:I<-0*hjn ...........
7: H<-(L<-1)Q1sj n ___________
`9'/°\_ _- ı ı ı ı ı ı ı ı ı ı ı ıı,
j10j /°) ...........
N ist die Länge des Ge-
wichtsvektors
I ist die Rekursionsstufe, be-
ginnend bei 0
Rekursionsverankerung für
H,
D, H. , H ist zu Beginn ein
Vektor der Länge L = 1
dessen eine Komponente 1
ist
_11n 1_ooP__›(N<(1<_1+ 1)/0
'121 /°) ........... _ _, Schleife, die N-fach zu
durchlaufen ist
'13: L <--A [I] + L
:14: /°\ . . . . . . . . . . . _ _ , L wird auf die Länge der
Häufigkeitsverteilung der
nächsten Rekursionsstufe
gesetzt
115: f°\ . . . . . . . . . _ . _.,
-16_
111i_18_
ä<._(L†H) + (-L)†H
AÃÃÃÃÃÃÃÃÃÃÃÃÃÃ Shift nach Satz 1Berechnung der neuen Häu-
figkeitsverteilung
'19_ -› LOOP
220: P) . _ _ . . _ _ _ . _ . Sprung zur Loopmarke
Tabelle 5 zeigt (für Gewichte an = i), daß bei realistischen
Fallzahlen die benötigte CPU-Zeit vernachlässigbar ist.
Die gemeinsame Verteilung mehrerer Statistiken berechnet
das Programm Verteilung 2:
V H<-G Verteilung2 A; I; L; Q
[1] H<-((@G), ((0Q <-(QG) ++ /A<-("2T1 1. 0A)-QQG) 01
+I<-0) QG
[2] LOOP:-›(~Q/\. = QH<-(H<-LTH) + (-L<-(QH)
+ A[;1<_1+ 1])†H)/LooP
Hierbei ist A als Gewichtsmatrix mit s Zeilen entsprechend
den s Statistiken, und G als die Rekursionsverankerung
(zunächst also G = 1) zu wählen.
Verteilung2, angewendet auf eine Matrix A mit nur einer
Zeile, liefert die gleiche Häufigkeitsverteilung wie das Pro-
gramm Verteilung1_ Mit Hilfe von Verteilung2 können im
Prinzip alle in dieser Arbeit betrachteten exakten Verteilun-
gen berechnet werden. Dies geschieht insbesondere dadurch,
daß für G nicht die in (2.11) genannte, sondern eine jeweils
passende Rekursionsverankerung gewählt wird.
3. Lineare Rangstatistiken im abhängigen Zweistich-
probenfall
Die Gewichte ani in (2.3) sind bis auf die Voraussetzung
an, E Nn beliebig.
Der Algorithmus liefert daher je nach Wahl der an, die
exakte Verteilung (unter HO) vieler linearer Rangstatistiken.
Tabelle 5. CPU-Zeitbedarf (in sec) für Gewichte an = i (i = 1, _ _ _ , n), Rechner Siemens 7541
5 10 15 20 25 30 35 40 45 50 60 70 80 90 100 150
CPU-Zeit 0,02 0,05 0,08 0,12 0,17 0,22 0,28 0,38 0,5 0,63 1,01 1,5 2,08 2,83 3,77 11,13
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T: Z E1r(i)I`IlllI
Xi>Y1
r(i) = Rang von | xi-yn ]
(1) Man beachte, daß der einleitend betrachtete Permutations-
test eine spezielle lineare Rangstatistik mit
ai = X1"-Yi (3-2)
Mit dieser Statistik ergibt sich für Beispiel 1:
Beobachteter Wert von T: t = 14
P[T = 14] = 000024414
P[T < 14] = 000078010
P[1¬ > 14] = 099897575
Die gesamte Häufigkeitsverteilung ist ein Vektor mit 139
Komponenten, entspreqcšhend der Tatsache, daß T Werte
zwischen 0 und 138 = Z an annehmen kann.
1 1
Weitere Anwendungen:
(2) Vorzeichentest
a,=1(i=1,...,n) (3.3)
(3) Wilcoxon-signed-rank-Test
an=i(i=1,...,n) _ (3.4)
(4) Randles-Hogg-Test [1] für light-tailed Verteilungen
1an=max (0,i-[lš-])i=1,_..,n (3 5)
(5) Policello-Test [1] für heavy-tailed Verteilungen
a,=min (2i,n+1) i=1,...,n ' (3.6)
(6) Die Tests (2) bis (5) sind Spezialfälle einer hier vorgeschla-
genen Klasse von Rangtests, deren Gewichtsfunktionen durch
zwei ganzzahlige Parameter bl, b2 (0 S b1S b2 S n) bestimmt
werden:
an = max (0,m1n (b2-bl, i-b1)) = {i- bl; blíisbz (3.7)
b2-bl;
Diese Gewichtsfunktion entspricht i. a. einer doppelten Zen-
sierung der Stichprobe.
Neben (2) bis (5) umfaßt diese Klasse auch die von POLI-
cELLo-HETTMANNSBERGER [1] untersuchten Tests.
(7) Polynomiale scores
an=cn+c1i+._.+cnipi=1,...,n (3.8)
sofern die ai E |Nn.
Jede beliebige Rangstatistik kann durch Diskretisierung des
Wertebereichs beliebig genau durch eine Rangstatistik mit
scores an E |Nn approximiert werden.
Als mögliche Diskretisierungsabbildungen, die x E |R einen
ganzzahligen Wert aus [0, g] mit g E |N zuordnen, sind z. B. die
Abbildungen
<;1n,n,n(X) = (0, min (g [05 +3“%b])) (3.9)
geeignet.
Bei gegebener asymptotisch optimaler Scorefunktion
J: [0,1] -› IR
kann die asymptotische relative Effizienz des diskretisierten
Tests mit Scorefunktion K= dann-J durch den quadrierten
Korrelationskoeffizienten
(ji 01) K 0) d 002
ARE (J, K) -
[I2 (u) du-[K2 (u) du (3'1O)
berechnet werden
mit I(u) = J(u)-jšJ(v) dv
und K(u) = K(u)-_[)K(v) dv
Auf diese Weise lassen sich etwa behandeln:
(8) Quantil-Normalscores
_ 1 1 1 .an=<r›1(-,+n(í-_-,F-1)) ı=1,._.,h (3.11)
oder generell
(9) Optimale Scores für das Einstichprobenproblem, dem eine
Verteilung F mit Dichte f zugrunde liegt
f 1 l l __l___
ai-f(F (2+2(n†1)). (3.12)fc-1<-1+1<.±„››
(10) Bei der Verwendung von Rangtests ist für den Praktiker
das Problem eventueller Bindungen in den [xi-yn| von Bedeu-
tung. Der Algorithmus erlaubt stets eine exakte Behandlung,
da über die Verschiedenheit der an nichts vorausgesetzt wurde.
Die Ganzzahligkeit erzwingt man am einfachsten durch die
Verwendung natürlicher Ränge.
Der natürliche Rang R, von xi unter xl, _ _ _, xn ist dabei als
die Mächtigkeitvon (xl-|xj S xi, j= 1, _ _ _, n} definiert. Im
Beispiel 1 sind die Beträge der Paardifferenzen |x,-yn ]: 0 12 2 7
7013500305101623101003808
mit den zugehörigen natürlichen Rangzahlen R
193661245114152110118814717.
Setzt man also al = Rn, so erhält man einen exakten Wilcoxon-
Test mit Bindungen.
(11) Die bislang behandelten Tests führen das Zweistichpro-
benproblem (xi, yi) durch Differenzenbildung (xi, yn) auf den
Einstichprobenfall zurück, wonach durch Rangbildung gege-
benenfalls eine weitere Datenreduktion vorgenommen wird.
Diese Rangbildung kann (cf. OLDENBÜRGER [1]) jedoch
auch schon vor die Differenzenbildung gezogen werden,
indem man alle 2n-Werte (xi, yn) in eine gemeinsame Rang-
folge bringt und dann von den 2n-Rangwerten Differenzen
bildet.
4. Vergleich zweier unabhängiger Stichproben
Existiert im allgemeinen 2-Stichprobenproblem nur ein einzi-
ger Block, so liegen zwei unabhängige Stichproben vor, deren
Umfänge in der üblichen Schreibweise mit m und n bezeichnet
SCIGII .
Beispiel 2
In einer Arzneimittelstudie werde ein zu prüfendes Medika-
ment durch Vergleich mit einem Placebo auf sedierende Wir-
kung überprüft. Dazu seien auf die beiden Medikationen
(Verum und Placebo) m = 10 und n= 9 Probanden zufällig
zugeordnet.
Gemessen werden jeweils der prozentuale Anteil des
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ö-Bandes an der Gesamtpower des EEG eine Stunde nach
Gabe der Medikamente. Nach den bisherigen Erkenntnissen
über das menschliche EEG kann angenommen werden, daß
ein wirksames sedierendes Medikament den prozentualen
Anteil des ö-Bandes gegenüber Placebo erhöht.
Meßdaten (x1 bis X10 für Verum, x11 bis X19 für Placebo) siehe
Tabelle 6.
Tabelle 6. Daten für Beispiel 2
Verum 20 12 13 19 46 13 24 35 28 16
Placebo 9 9 4 6 5 19 25 16 5
Unter der Nullhypothese gleicher Verteilungen der Power-
werte sind alle N = n + m-Werte austauschbar. Wählt man als
Teststatistik die Summe der Verumwerte, so hat diese unter
Hn also die gleiche Verteilung wie die bedingte Vertretung von
N
T = X1Kn, _ (4.1)
wobei die K, identisch unabhängig Bernoulli[%]-verteilt sind,
unter der Bedingung
N
m = 21K, (4.2)
Wegen dieser Abhängigkeit der K1 kann die Verteilung von T
nicht direkt aus Satz 1 gewonnen werden. Betrachtet man
dagegen die gemeinsame Verteilung der folgenden beiden
Linearkombinationen
N N t
T = Z XnK, M = 2 K, (4.3)
i=1 =›-1. 1-4
von N unabhängig und identisch Bernoulli[-à]-verteilten
Zufallsvariablen K1, so läßt sich Satz 1 anwenden.
Die gemeinsame Verteilung von T und M wird vom Pro-
gramm Verteilung 2 mit L 0
AN: )â1)ä2...)âN
und der Rekursionsverankerung G = 1 berechnetl
Die Verteilung des Zweistichproben-Permutationstests-ent-
spricht somit der gemeinsamen Verteilung des Einstichpro-
ben-Permutationstests und des Vorzeichentests.
In unserem Beispiel 2 ergibt sich diese Verteilung als Matrix
mit 326 Zeilen, entsprechend den möglichen Werten t= 0, 1,
2, _ _ _, 325 von T, und 20 Spalten, entsprechend den mögli-
chen Werten m=0, 1, 2, _ _ _, 19 von M. Die gesuchte
Verteilung liegt in der Spalte m = 9. Wird wie hier nur eine
Spalte der gemeinsamen Verteilung benötigt, kann der Algo-
rithmus hinsichtlich des Speicherbedarfs und der Rechenge-
schwindigkeit vereinfacht werden durch das Programm
Verteilung3 '
V H<-MG Verteilung3 A; I; L; G; M; Q; N; U; ST
:1: Me(M >< ST) + (N-M) >< 1-ST<-MS (N~pA)-M
<-(1 +I<-Ü)]l\/IG
I 2ÃnHe((@G)›1)T((@G)›0›G<-(QG)++/(-M)TAeA
[ill A])QGe1[l\/IG j
U<-+/M^A
LOOP:¬(N<I<-'I+ 1)/END
H%(H4-(-L)†H) + (L4-(QH) + A[I],1) TH
H~((Q,l\/I + 2)LQH)†H
(IsM)/LOOP
«H1 ı
\]O`\H&/14-IÄ.U9'
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: 8: H <-0 `1 ] H
: 9: -› (I 5 N-M)/LOOP
:10: H 4 (A[I + M-N],1) ] H
:11: -› LOOP
:12: EN_D2H<-Q]H<-(-U + QH)]H<-,H
:13: -› ST/O '
:14: H<-(-+/1,M]A)†H«-0H<-U]H
V _
Der Aufruf des Programms erfolgt im .Beispiel 2 so: _ ~
H <- (10,1) Verteilung3 20 12 13 19 46 13 24 35 28 16 9 9 4-6
5 19 25 16 5 dabei gibt 10 den Umfang der ersten Stichprobe
und 1 den Startwert an. _
Der obige Aufruf hat als Ergebnis einen Vektor mit 249
Komponenten.
Dieser Vektor ist die Häufigkeitsverteilung von T, entspre-
chend der Tatsache, daß die kleinstmögliche Summe von 10
Zahlen, die aus der Gesamtstichprobe gebildet werden kann,
theoretisch 0 sein kann, die größte aber 248 ist. _
Beobachteter Wert von T ist t= 226 _ _
P[T = 226] = 0.00117993
P[T < 226] = 0.99342917
P[T > 226] = 0.00539089
Da im vorliegenden Falle der Test einseitig durchzuführen ist,
ergibt sich sein p-Wert zu p = 0.00658092. 1 _ 1
Tabelle 7 zeigt die Rechenzeiten für den rechenintensivsten
Fall m = (und Gewichten a1 =i für i= 1, _ _ _, N) auf.
Tabelle 7. Zeitbedarf für Gewichte ai = i, Rechner' Siemens 7541
CPU-Zeitbedarf (in Sekunden)
5 10 15 20 25 30 35'40 45 50
CPU-Zeit I 0.08 0.23 0.5 0.96 1.75 2.87 4.51 6.65 9.95 14.13
Die exakte Verteilung wird besonders im unbalancierten
Fall (m << n) benötigt, da hier die Asymptotik später greift.
Gerade in diesem Fall ist der Algorithmus auch besonders
effizient. Die in Abschnitt 3 (Rangstatistiken) genannten Tests
lassen sich unmittelbar auf den Fall zweier unabhängiger
Stichprlpben übertragen durch Hinzufügen der Nebenbedin-
gung Z K1 = m. Ohne Vollständigkeit anzustreben, seien
i=1
explizit erwähnt:
(1) WILCOXON-2-Stichprobentest
a1=i,i=1,_..,N (4.4)
(2) Mediantest . 1
` 0 für i S §74-_-1
1furı>í-
Dieser Test entsteht nicht aus dem Vorzeichentest durch
Hinzufügen der Nebenbedingung (was ja hier ohne rechten
Sinn wäre), sondern aus (3.7) mit bl =_. [N + 1] und b2 = 1 + b1.
Generell lassen sich optimale scores für Lokationsalternati-
ven, etwa für normalverteilte Daten
(3) durch Diskretisierung des Normal-scores-Tests
an = <1›-1 (4.6)
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bzw. des Expected-normal-scores-Tests
211 = El<l>`1 (U(1))l 9 (4-7)
mit U11) als i-ter Orderstatistik eines auf [0,1] gleichverteilten
Samples des Umfanges N erfassen. '
(4) Verteilungen für die Tests von GASTWIRTH [1], SAVAGE
[1], Hooo, FISHER und RANDLES [1] sind entsprechend (3.7)
berechenbar.
(5) Ein Test auf Variabilitätsalternativen ergibt sich etwa
durch die Wahl
a1 = min(i,N + 1-i) (4.8)
Diese Wahl entspricht dem ANSARI-BRADLEY-Test [1].
Der Leser kann sich vorstellen, daß sich mit Hilfe der
gemeinsamen exakten Verteilung mehrerer solcher Statistiken
viele weitere Tests durchführen lassen.
Zum Schluß soll noch gezeigt werden, wie diese Technik
aber auch im Einstichprobenfall von Nutzen sein kann bei
einem Test auf Symmetrie:
(6) Es werden die absoluten Abweichungen |x1- 0 | der Daten
x, i= 1, ...,N, vom Median 0 gebildet. Teststatistik ist
T=Z^]Xi_ê].
X1 > Ü
Diese ist im stetigen Fall verteilt wie
N
T = Z a1Kn mit a1 = |x1-0|
i=1 1
und der Nebenbedingung
N N + 11 = ]_,11:
5. Das allgemeine 2-Stichprobenproblem
Beispiel 3
Wir unterstellen, daß die in Beispiel 2 gegebenen Daten aus
einer Studie stammen, die in zwei verschiedenen Zentren
(d. h. Blöcken) durchgeführt wurde. Die Aufteilung auf die
beiden Zentren zeigt Tabelle 8. '
Tabelle 8. Daten zu Beispiel 3
Zentrum 1 Zentrum 2 f
Verum 20 12 13 9 46 13 24 35 28 16
Placebo 9 9 4 6 5 19 25 16 5
Es ist auf Lokationsunterschiede der beiden Stichproben zu
prüfen, wobei hier jedoch nicht davon ausgegangen werden
soll, daß Beobachtungen aus verschiedenen Zentren ver-
tauschbar sind. Teststatistik ist die Summe der Werte in der
ersten Stichprobe.
Deren Verteilung kann durch zweifaches Anwenden der
Funktion Verteilung 3 berechnet werden.
1.) H <- (4,1) Verteilung3 20 12 13 9 9 9 4 6 5
2.) H 4- (6,H) Verteilung3 46 13 24 35 28 16 19 25 16 5
Im ersten Schritt ist also die Rekursionsverankerung 1,
während für den 2. Schritt das Ergebnis des 1. Schrittes als
Rekursionsverankerung einzusetzen ist.
Für den Fall mehrerer Blöcke ist das Verfahren entspre-
chend fortzusetzen.
Daraus kann noch der folgende Schluß gezogen werden:
Die Verteilung der Teststatistik im allgemeinen 2-Stichpro-
benproblem mit n Blöcken entsteht durch die Faltung von n
Verteilungen im unabhängigen 2-Stichprobenproblem.
Wertet man die Daten aus Beispiel 3 aus, so erhält man
beobachteter Wert von
T: t = 216
P[T = 216] = 0.00204081
P[T < 216] = 0.98900227
P[T > 216] = 0.00895691
6. Das allgemeine c-Stichprobenproblem
Im allgemeinen c-Stichprobenproblem steht der Praktiker
meist vor der Aufgabe, durch Paarvergleiche herauszufinden,
welche Stichproben sich voneinander unterscheiden, d. h. das
c-Stichprobenproblem wird auf ein multiples 2-Stichproben-
problem zurückgeführt und etwa die sequentiell verwerfende
HoLM-BoN1=ERRoN1-Teststrategie eingesetzt (siehe SoNNE-
MANN [1]). Ist jedoch von Interesse, ob ein Unterschied der
i-ten Stichprobe zu den übrigen Stichproben besteht, so kann
man als Teststatistik wieder die Summe der Werte in der i-ten
Stichprobe wählen-_ Im unabhängigen Fall mit Stichprobenum-
fängen (m1, m2, _ _ _, mn) sei unter Hn beliebige Austauschbar-
keit gegeben. Dann ist keine weitere Überlegung notwendig,
denn die Teststatistik ist hier ebenso verteilt wie im Zweistich-
probenfall mit m = mi und n = (§1 mi)-mi. Im abhängigen Fall
- bei Austauschbarkeit in den Blöcken - kann man folgende
Überlegung anstellen: Die Teststatistik (Summe der Werte in
der i-ten Zeile) ist verteilt wie
N
T = Z K,-_ (6.1)
j=1
Hierbei sind die K1- unabhängige Zufallsvariable die mit der
Wahrscheinlichkeit 1/c die Werte X11, ...,xnj annehmen.
Die Satz 1 entsprechende Rekursionsformel lautet hier
N
hN(ı) = GNP [1 = K1]
C 1 N-1
=<:N_ZEP]t`XiN=šK1]
a.. )_ı
C _
= Z SX“ hN-1(t)i=1
Auch diese Rekursionsformel ist wieder unmittelbar in APL
formulierbar: '
V H<-Verteilung4 A; N; R; L; I; B
H<-1QL<-1-l-I<-Ü
N+_1]R<-QA
A 1 R<-ITR
:LÜOP:-›(N<I<-I-l-1)/0
I-I<-+/[1](-B)(]>H+(R,L)QH<-(L<-L+[/B<-
1 1 Al;Il)lH .
_6_ -›LOOP
V '_
44404
Als rechtes Argument A setzt man dabei das beobachtete
Zahlenschema (xn-)1= 1_ _ _ __ C; 1:1, _ _ _, N ein, nach Abzug der
Spaltenminima und Transformation in lNn_
Interessiert man sich dafür, ob eine nicht apriori festgelegte
Stichprobe sich von den übrigen unterscheidet, so ist ein
multiples Testverfahren angebracht, wir schlagen hier die
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sequentiell verwerfende HOLM-BONFERRONI-Teststrategie
vor.
Beispiel 4
In einem Ringversuch werden in vier Labors jeweils die
Serum-Amylase-Werte (in Enzymeinheiten pro ml) von 10
identischen Proben bestimmt (Tab. 9).
Zieht man die Spaltenminima ab, so ergeben sich die in
Tabelle 10 aufgezeigten Daten.
Zu prüfen ist, ob einzelne Labors Unterschiede zu den
übrigen aufweisen.
Mit den beobachteten Werten der Teststatistik
tl = tz = 50, t3 = I4 =
findet man mit der Funktion Verteilung4 die zweiseitigen
Uberschreitungswahrscheinlichkeiten
p1 = 0,1489, pn = 0,0052, pn = 0,2848, p., = 0,1991.
Die Anwendung der BONFERRONI-HOLM-Teststrategie
erfolgt wie im nachstehenden Flußplan (bei a priori festgeleg-
tem Risiko 1. Art von 5 °/0):
P11, = 0,0052 S 9-fg-ä _-› Lehne H3 ah
0,05 _P12) = 0,1489 > -3- ie Akzeptıere H1, Hš, Hi,
Schluß
Als Ergebnis stellen wir fest, daß Labor 2 sich auf dem 5%-
Niveau von den übrigen Labors unterscheidet.
7. Asymptotik
Für größere Stichprobenumfänge kann die Verteilung der hier
untersuchten Statistiken i. a. befriedigend durch eine Normal-
verteilung approximiert werden.
Bevor wir die Gültigkeit dieser Approximation diskutieren,
seien zunächst die Parameter der asymptotischen Verteilung
bestimmt. Gegeben seien N Blöcke j=1, 2, _ _ _, N vom
Umfang n122 mit Gewichten an, i= 1, 2, _ _ _, n1. Betrachtet
werde eine Stichprobe mit m1, 1 S m1< n1 Beobachtungen im
j-ten Block. Teststatistik ist die Summe der Gewichte in der
Stichprobe. Unter Hn (Austauschbarkeit der Beobachtungen
innerhalb jedes Blockes) ist die Teststatistik wie eine Zufalls-
variable
D12
._=.=
T(N) = 2 a1jL1j
j=1 i=1
verteilt, wobei L1 = (L11, L21, ...,Ln_,1) alle 0-1-Vektoren der
Länge nj mit genau m1 Einsen gleichwahrscheinlich annimmt
und L1, Lk für j ± k unabhängig sind. Man beachte, daß die
Verteilung von L1 der bedingten Verteilung eines Vektors
(K11, K21, ._.,Knj,1) von unabhängig Bernoulli[%]-verteilten
Zufallsvariablen K11 unter der Nebenbedingung Z K11 = m1
entspricht. Wir setzen i
Ilj 111' 11]'
äjl = aij, S322 = Z(El1j -_ âj)2, = 2 a1jL1j.
ni i=1 ni i=1 i=1
Satz 2
Es gilt N
E[T<N>] = 211111111, (7.3)
var[T(N)] = §1 sš. (7.4)
íı )_-Ä
Beweis
Da die Komponenten von (L11,_..,Lnj1) austauschbar sind,
folgt aus ZL11 = m1 sofort E[L11] = m1/ nj und damit (7.3). Aus
Tabelle 9. Daten zum Beispiel 4
Labordaten
Probe 1 Probe 2 Probe 3 Probe 4 Probe 5 Probe 6 Probe 7 Probe 8 Probe 9 Probe 10
Labor 1 32
Labor 2 4
Labor 3 7
Labor 4 36
›-››-››-›
O\\lLııO\ ›-››-›N uJ›-›l\)O0
l\.)›-›l\J
l\J\OL›JUı
29 22 1 40 14 18
10 4 19 19 2 13
36 33 36 32 1 7
5 27 23 34 34 38
Tabelle 10. Reduzierte Daten zum Beispiel 4
Labordaten
Probe 1 Probe 2 Probe 3 Probe 4 Probe 5 Probe 6 Probe 7 Probe 8 Probe 9 Probe 10
›-›
Oı›-\\OO
Labor 1 26 23 28 24
Labor 2 0 11 0 5
Labor 3 9 27 3 31
Labor 4 11 0 32 5
18 0 21 13 11
0 18 0 1 6
29 35 13 0 0
23 22 15 33 31
EDV in Medizin und Biologie 1/1987
STREITBERG/RÖHMEL, Exakte Verteilungen für Rang- und Randomisierungstests 19
(ZL11)2 = m1-2 ergibt sich unmittelbar
VaT[L1j] _ 11:] 11:1) -I C0,
. ~
cov[L11, Lk]-] - 11:] _ : c1, (i =l= k).
ı_ı.ı_. F'-Ü)±Ä
Dann ist
VaI[Tj(N)] = Z 2 Elijakj COV[L1j,
1 k
= (C0 _ C1) 221121 + Cızlaijzakj1 1 ı<
Der zweite Term verschwindet, da var[T1(N)] sich nicht ändert,
wenn anstelle von an die Gewichte an - äj benutzt werden. Es
verbleibt
VaflTj(N)l = (C0 _ C1)Z(aij _ äj)2›
woraus (7.4) folgt. 1
Bei der Untersuchung der asymptotischen Eigenschaften
von T(N) sind zwei Situationen zu unterscheiden, die beide für
den Praktiker von Wichtigkeit sind:
(1) Situation großer Blockumfänge. Wir formulieren dies
durch Betrachtung solcher Folgen von c-Stichprobenproble-
men, in denen die Blockzahl N konstant ist, während für die
Blockumfänge nj-› 00 gilt.
(2) Situationen großer Blockzahlen entsprechen Folgen mit
N-› 00 und konstantem n.
Die Asymptotik für den Fall (1) wurde insbesondere unter
N = 1 ausführlich behandelt, vgl. etwa HAJEK/SIDAK [1]. Wir
beschränken uns daher auf die Herleitung einer einfachen
Bedingung, die im Fall (2) eine asymptotische Normalvertei-
lung von T(N) sichert.
Satz 3
Die standardisierte Teststatistik
N
T(N) _ Z Hljâj
T(N): - jzl›ı< N ni
m1(À1-mi) _ - 2
= ni(n1*1) 1§1(a“_aj)__<„M
ist für N-› 00 asymptotisch standardnormalverteilt, wenn gilt:
(1) Es existiert eine Konstante c > 0 mit _
cslšsl-c,fürallejEN
1
(max (max max (a11-ä1)2)
]=1...N j=1..N ı=1..n1- _ 0
N-> 0° Ilj
„D12 „BÜ
/_\ Elij _ 392
Beweis
Die Behauptung ergibt sich aus dem Satz von Ljapunov,
sofern für ein v > 0 gilt
u N (N) (N) 2+“_ 2] E|T1 -ET, |
lım 1:1 _ Q
N-› °° N 2+v1.114)-
Wir wählen v = 1. Dann ist mit Satz 2
E | (an - a1-)L11 |3 S miax| a11- äj | - m1 - var[T1(N)],
d. h. wegen Voraussetzung (1)
Z E |Tj(N) _ ETJKN) |3
_J
(21,31 Tj(N))3/2
1
max ni1ax|a11-ä1| -m1
<_ _ 2 ]__ j) 1/2
[lzškaii-ai) _J_?_mnjF1j_n[))
(max an-äj) ~ (max m1)< 1.1 1
_ (2c(1-c) 12] (an--ä1)2)1/2
7
Mit Voraussetzung (2) folgt daraus die Behauptung.
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A simple analysis of covariance in balanced mixed models
H. Linhart and U. Zigenhorn
Zusammenfassung
Einfache Schatz- und Testmethoden für Modelle der Kova-
rianzanalyse mit zufälligen und festen Effekten werden
beschrieben. Die Modelle sind ausgeglichen, die zufälligen
Effekte sind unabhängig und normal verteilt.
Summary
Methods of estimation and testing are given for balanced, mixed
(or random) models with covariance, in which random effects
are normally and independently' distributed.
1. Introduction
Analysis of covariance in mixed models has been studied in
special cases, like split plot designs (TRUITT and SMITH, 1956),
bivariate, random nested models (GROSSMAN and GALL,
1968), two-way, crossed models (FEDERER, 1957). A detailed
study of the general problems is HENDERSON and HENDERSON
(1979). HENDERSON (1982) summarized in an invited paper
the then available methods and gives, in particular four
approaches to testing linear hypotheses. A very convenient
method to test, in balanced models, the hypothesis that certain
effects or regression coefficients are zero, is not mentioned.
This method emerges if fixed effects and regression coeffi-
cients are estimated by ordinary least squares (HENDERSON°s,
1982, »method 1<<) and the test statistics are constructed as in
the usual analysis of balanced mixed models without covari-
ates. These test statistics have (under the usual normality
assumptions) under the mentioned hypotheses central F-distri-
butions. (This is not so for arbitrary linear hypotheses; in many
cases the statistics do not have simple null-distributions.)
We describe this method in Section 2 and prove it in
Sections 3 and 4.
2. The method
2.1 The model
We demonstrate the method for the following typical model.
Yi11<1= ll + 011 + bj + (ablij + Yh + C111 + @i1'1<1+ 7\(Xij1<1-i. _ _ _)- (1)
Itisassumedthati = 1,2, ...,I,j = 1,2, ...,J,k= 1,2,
...,K,l= 1,2, _ _ _`,L,Zi0t1= 0,§y1n = 0,thattheJ + IJ + IJK
+ IJKL variables bj, (ab)11, c11k, e11k1 are normally and inde-
pendently distributed with zero mean and variances oš, ošn, of,
oå respectively, and that the X11-111 are known constants.
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This is, of course, only one out of very many similar models.
Some of the fixed effects could be replaced by random effects
and vice versa. One could also have more than one covariate,
or more than three factors, the model could also be partially
(or fully) nested. It is obvious how the demonstrated method
has to be modified in these other cases.
2.2 The corresponding mixed model without covariance, and
the corresponding fixed model with covariance
We assume that the reader is familiar with the statistical
analysis of a mixed model without covariance and of an
analysis of covariance in a fixed model.
To any mixed model with covariance belongs always a
corresponding mixed model without covariance, which is
obtained by putting the covariance parameter Ä equal to zero.
The mixed model without covariance corresponding to (1)
would be
Yijkı = ll + 011 + bj 'l' (abhj + Yk + Cijh + eijkı- (2)
There is also always a corresponding fixed model with
covariance, which is obtained by replacing all random varia-
bles, with exception of the error, by constants. The fixed
model with covariance corresponding to (1) would be
Y1j1<1= ll« 'l' 0l1+ ßj + (aßhj + Yk 'l' Öijk + eıj1<1+ 7\(Xij1<1-7-4. _ _ (3)
with the additional restrictions 2101 = 0, (o1ß)11 = 0 for j = 1, 2,
. . .,J,2J((Xß)1j= 0fOI`l:-1,2, . . Oijk = 0fOTl = 1,2, . . .,I,
j: 1,2, ...,J,_ZO1jk=0fOI'l{= 1,2,
As stated befdre we assume that the reader is familiar with
the standard statistical analysis of models like (2) and (3).
2.3 Some notation
We need some notation at this stage. We use symbols like
SSn,1(a), SSy,n(e), SSyy(ot), to denote the sums of squares and
sums of products appearing in the familiar analysis of variance
table, the letter in the bracket indicates the effect (row in the
analysis of variance table) to which the sum of squares, or
products, belongs. A basic convention is that, unless otherwise
indicated, all sums extend over all indices in the models. (For
instance, for (1), SSyy(o1) = Z(y1 - y_ _ _ _)2, where the
summation is over all indices in the model, that is i, j, k, l;
SS,.(ab) = 261 __- §1 - r _1._ + r. _ _ Y. where the sum is
again over i, j, k and l, etc.)
For every effect (e. g. ot) residual sums of squares are de-
fined by SS Res(ot) = SSyy(0t) - SS§,1(ot)/SS,n,1(ot).
The degrees of freedom will be denotes by d(o1), d(b), d(ab)
etc., mean squares by MS(01) = SSyy(ot)/d(01) and residual
mean squares by MS Res(o1) = SS Res(0t)/(d(o1)-1), etc. The
letter E is always the expectation operator.
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2.4 The estimation of fixed effects
As in the corresponding fixed model with covariance, adjusted
means provide estimates of fixed effects in mixed models with
covariance.
In model (1), for instance, an unbiased estimator of ot, is ôti
^= (yi ___- y_ _ _ _) - Ä(xi^_ _ _ - x_ _), similarly an estimator of yk is
Yk = (Ü..1<._§'....)"7\(i..ı<.-i....)-
2.5 Estimation of Ä
The ordinary least squares estimator of the regression coeffi-
cient Ä is
X = 2, ss„(v)/2, ss„(V),
where U ranges over all random effects in the model. (In model
(1) the possible values of v are: b, ab, c, e).
The parameter Ä, could, however, also be estimated by
im = SS„.(v)/SS„<\›>.
where v is any random effect in the model. In fact if model (1)
would be modified to
yijkl = μ + (Ii + "l" "l" 'Yk + Cijk + Cijkl
+ Äb(f<.j..__>_<....) + 7\ab(>_<ij..->_<1...*i.j.. + 55....)
+ ›\c(Xij1<.-Xij..-X...1< + + Äe(X1jk1-iijk.) (4)
the parameter Ä„ is estimated by Ä(v). (Note that it is not
possible to include in the above model further terms with
contrasts of x belonging to 'fixed effects as covariates.) HEN-
DERSON (1982) calls these contrasts higher-level covariates.
2.6 Estimation of variances ` '
Consider the corresponding mixed model without covariance
and establish the procedure necessary to estimate the desired
variance for 'such a model. This procedure consists in forming
a suitable linear combination of mean squares. The estimator
of the variance under the original mixed model with cova-
riance is then the same linear combination (the same coeffi-
cients applied to the same rows), but this time of the corre-
sponding residaal mean squares (not, as before, the mean
squares).
In model (2), for instance, one would estimate oš by
(MS(b) - MS(ab))/IKL; on the basis of model (1) one would
estimate .øå by (Ms R@S(b) _ Ms Res(ab))/IKL. similarly, 03,
would be estimated by (MS Res(ab) - MS Res(c))/KL, og by
(MS Res(c) - MS Res(e))/L, and og by MS Res(e).
2.7 Tests of significance of effects P
If one wants to test hypotheses, H0 : oil = otz = . . . = otl = 0, or
HO : oš = 0, etc., one has to proceed as follows.
Switch to the corresponding model without covariance and
determine, for every effect to be tested, the »proper denomi-
nator row<<. For model (2), e.g.,HO:ot1 = otz = ... = oq = 0
would be tested using the statistic MS(ot)/MS(ab), the proper
denominator row of ot is therefore the ab row; H0:oå=0
would tested by MS(b)/MS(ab), the proper denominator row
of b is thus also the ab row; similarly that of ab is the c row,
that of c is the e row.
Switch to the corresponding fixed model with covariance
and reflect on how you would calculate to carry out the desired
significance test. Virtually the same calculations have to be
done if the model is the original mixed model with covariance,
with the sole modification that the figures in the »proper
denominator row« have to be used in place of the »error row«
figures (which are used in the analogous calculations in the
case of the corresponding fixed model with covariance).
Assume, e.g., you would like to test HO : otl = otz = ... =iot1
= 0, in model (1). The same hypothesis, on the basis of model
(3), would be tested by calculating the residual sums of squares
and mean squares: S
Effect Residual sums of squares
ot By difference: SS Res (ot+e) - SS Res (e)
e SSyy(e) - (SSyX(e))2/SSXX(e)
ot+e SSyy(oc)+SSyy(e)-(SSyX(ot)+SSyX(e))2/(SSXX(ot)+SSXX(e))
The test statistic, (SS Res(ot+e)-SS Res(e))/d(ot)MS Res(e),
is, under the hypothesis, distributed as Fisher”s F with d(ot)
and d(e)-1 degrees of freedom. .
The test of H0 : otl = otg = ... = ot1= 0, on the basis of the
original mixed model with covariance, (1), is then carried out
by replacing the »error row« by the »proper denominator row«
which in this case is the ab-row. The used test statistic is thus
(SS Res(ot+ab) - SS Res(ab))/d(ot)MS Res(ab), obtained in a
calculation based on a table with rows for ot, ab, oL+ ab (instead
of ot, e, ot+e). It has, under the hypothesis, Fisher”s F-
distribution with d(ot) and d(ab)-1 degrees of freedom. .
Assume you would like to test the hypothesis that, in model
(1), oš = 0. Then, since the proper denominator row for b is
the ab-row, the statistic which has to be used is
(SS Res(b+ab) - SS Res(ab))/d(b)MS Res(ab).
The test of og = 0 uses as statistic'
(SS Res(c+e) - SS Res(e))/d(c)MS Res(e), since e is the
proper denominator row for c.
2.8, Test of significance of Ä
The statistic to test the hypothesis that Ä = O in model (1)
which corresponds to HENDERSON°s method 1
(SSXy(§ v))2/`Z SSXX(v) - MSRes(v), (5)
does not have a simple null distribution.
Exact tests of this hypothesis are, however, possible by
means of
(SSXy(v))2/SSXX(v)QMSRes(v), (6)
where v is an arbitrary random effect, which has an F-distribu-
tion with 1 and d(v) - 1 d.f. and noncentrality parameter
›„2ss,„,(v)/EMsRes(v).
It is not easy to give a recommendation on which random
effect v should be. One could use V = e because the corre-
sponding degrees of freedom d(e) are usually the largest of all
d(v). The power of the test does, however, also depend on
SSXX(v)/EMSRes(v). In any case each of these exact tests will
have a smaller power than an approximate test based on (5).
Another possibility is to carry out all possible tests by means
of (6) successively and to use suitably chosen individual signifi-
cance levels otv. If the hypothesis is rejected if at least one of
the individual tests rejects it, the significance level of the
combined test is 1 - II„(1 - otv).
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2.9 Two or more covariates
It is not difficult to see how the methods have to be modified in
the case of p > 1 covariates. We denote the variates by X1, X2,
_ . ., xp and the corresponding regression coefficients by Ä1, Ä2,
. . ., Äp. If a model of the type (1) is so generalized one assumes
that the vectors of observations for the xl are linearly inde-
pendent and also linearly independent of the columns of the
design matrix corresponding to the fixed part of model (2).
The estimators of Ä1, Ä2, . . ., ÄP, according to the methods of
least squares are
X1\ = SSX1 X1 (EV), . . ., SSx1Xp _1 SSX1y
plX ss__,__1 (ZV), ssxpxv, (zv) ss__,_ (zv) ~
The sums of squares and products SSXixj(Zv) are the sums of
the corresponding sums of squares and products belonging to
all random effects in the model. (In the generalized model (1),
for example, one has to find the sum of the SSM for b, ab, c
and e.)
Below we also need Ä1(v), . . ., Äp(v) which are obtained if in
(7) the sums of squares and products belonging to the single
effect v (and not to Ev) are used.
Model (4) is a special case of a generalization of (1). The
covariates x{]-kl which are associated with a random effect vv are
then orthogonal contrasts of a basic covariable xijkl. One has
then SSx,xS(2v) = 0 for r =1= s and SSxvxr(Zv) = SSX,x,(v,). The
matrix in (7) becomes diagonal and
X _ SSXIY (vv) SSXv (vv)
I Ssxrxr (vr) Ssxx (vr) 3
a result which was already used in Section 2.5.
The estimators of the fixed effects have to be corrected
accordingly, for instance ôti = yv __ - y_ __ - Ä1(xí1_ __ - _ _) -
í2(Xš.. - Xf°'...) - - X (XE. - X%°...).
The variances oš, ošb, og and oš are estimated by the appro-
priate linear combinations of the MSRes (k), where now
ss__1__1(1<), . . ., ss_1_,(1<)\*1
SSRes(k) = SSvv(k) - w'(k) - - - -w(k)
SSXpx1(k), . . _, SSxpxp(k)}
with the vector w'(k) = (SSX1y (k), . . ., SSXPY (k)).
The test of the effects k can now be carried out. Note,
however, that SSRes(k) has now d(k)-p degrees of freedom.
The test statistic
(SSRes(k + g) - SSRes(g))/d(k) - MSRes(g),
where g denotes the »proper denominator« has unter the
hypothesis a central F-distribution with d(k) and d(g)-p de-
grees of freedom. -
The test of the hypothesis Äk = 0 is carried out in the error-
row with the statistic
(f~k(@))2/qm. MSR@S(@),
where qkk is the k-th diagonal element in the inverse
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f ss_1_1(e) ss_1_,(e) -1
1 SSXpx1(e) . . . SSXpXp(e)
The statistic has an F-distribution with 1 and d(e)-p degrees
of freedom and noncentrality-parameter Ä¿/qkkoš.
2.10 Remarks
The methods described here are analogous to those which are
usually applied for mixed analysis of variance models. These
methods are very popular for their simplicity, they stood the
test of time.
Two problems should be mentioned: one could get negative
estimators of variances and there are exceptional cases in
which one cannot find a »proper denominator«. The first
problem is solved by setting such estimators to zero. To get
round the second one could use as denominator of the test-
statistic a linear combination of the MSRes(v) (where v de-
notes a random effect) which has the same expectation as the
numerator. The corresponding test (it is also used in the
analysis of mixed analysis of variance models, see SEARLE
(1971), p. 411-412) has used an approximate nulldistribution
of the test statistic.
3. Proof of the method
3 . 1 Notation
A difficulty in proving the methods set out in the last sections
is that the proof has to be valid for models which can be very
different, even if they are of the same type. It is particularly
difficult to find a notation which is suitable for this purpose
which is not too general, such that obtained results can be
easily apprehended.
From now on we shall use the expression effect for a vector
of constants (for fixed effects) or random variables (for ran-
dom effects). In model (1), e. g., the effects are
ot ='\/.`KL(ot1, az, ..., a1)',
b = V bz, . . ., bj), . . . Ü = (C1111, . . ., @UKL),.
It will soon be seen that it is convenient to use the factors
\/JKL, VIKL, etc.
We shall also use the subscript v, which ranges over all
effects, to indicate the effect to which a symbol refers. (In the
case of model (1), v could be ot, b, ab, v, c or e.)
The sum of squares of an effect is obviously a quadratic form
in the observations y. It is, however, also the sum of squared
contrasts of the observations y. We denote the vector of
these contrasts by tv, thus SSvv(v) = tvtv. (E.g. in (1)
55yy(<1) =2(Yi. _. - Y. _ . .)2,
Ü"1USffı= VJKLÜ1... _ §'....› Ü2... _ I'....› -~~› §71... _
Similarly the elements of tb are 'V IKL(y_j__ - y_ _ _ _), and the
elements Of tc afe Ãß¿jk. _ Yij.. _ Y .1<. + Ü. _ .
The elements of tv are contrasts of the elements of y; the
vector with elements which are the same contrasts of the
elements of Äx is denoted by sv. (Thus for (1), si, =
M/JKL(>`<1... - X1... - 2....),
s_{, = Ä'\/IKL(x_1__ - x____, ..., x_J__ - etc.). The expec-
tations of tv, Etv, are denoted by tv. (For (1),
Ta = VJKL(0l1+ 7~(i1..._ i....)› ---› (11 + 7\(i1..._
We note: tv - sv = 0 for a random effect v, and 'cv - sv =# 0
for a fixed effect v.
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An important rôle play the constants
vv = Etvtv/d(v) - 1:v1:v/d(v),
which can be obtained from EMS(v) = Etvtv/d(v) by setting all
fixed effects, and Ä, equal to zero. (For (1), vl, = KLošl, + Log
+ aå, vl, = 1KL0å + Kmål, + Løå + 03, etc.)
3.2 Some distributions
We state now the distributions of the various terms in the
analysis of covariance (they are proved in the appendix) and
show how the methods, which are described in Sections 2,
follow. `
(I) The SSvv(v) are, independently, distributed as vvX2(d(v);
tvrv/vv).
(II) For random effects v, the SSvX(v)/SSXX(v) are, indepen-
dently, distributed as N(Ä; vvÄ2/svsv).
(III) The (SS X(v))2/SSXX(v) are, independently, distributed as
vv)(2(1; (t'vsv)š/vvsvsv). (Note: for a random effect tv = sv and
the result simplifies.)
(IV) SS Res(v) = SSvv(v) - (SSvX(v))2/SSXX(v) is independently
distributed of (SSvX(v))2/SSXX(v). From (I) and (III) follows
then that the SS Res(v) are, independently, distributed as
vvX2(d(v)-1; [tvrv - (1:(,sv)2/svsv]/vv). (Note: for a random
effect tv = sv and the noncentrality parameter becomes zero.)
(V) If v2 is a random effect and if vvl = vvz, SS Res(vl + vl) =
55yy(V1) + 5Syy(V2) _ (SSyX(\'1) + SSyX(\'2))2/(5SxX(\'1) +
SSXX(v2)) is distributed as vv1X2(d(vl) + d(vl)-1; 0) for a
random effect vl, and as
v„,x2(<1(v1) + <1(V2)-1; lvívı - (V'1S„,)2/(SL,S„, + SL,Sl,)l/Vvl) f0f 2
fixed effect vl.
(VI) If vz is a random effect and if vvl = vvz, then
SS Res(vl + v2) - SS Res(vl) is, independently of SS Res(vl),
distributed as vv1x2(d(vl); 0) for a random effect vl, and as
vv1)(2(d(vl); [vlvl - (v'lsv1)2/(svlsvl + sv2sv2)]/vvl) for a fixed effect
V1.
3.3 How the method of Section 2 follows from the results in 3.2
3.3 .1 Estimation
The expectations of the estimators given in Section 2 can be
calculated easily, to show that the estimators are unbiased.
From (II) follows directly that Ä(v) and Ä are unbiased
estimators of Ä, with the variance as stated in Section 2.
From (III) follows immediately that, for a random effect v,
the expected residual mean square EMS Res(v) = vv, but vv is
also the expected mean square in the corresponding mixed
model without covariance. Thus, if a linear combination of
mean squares (of random effects) provides an unbiased estima-
tor of a certain variance in a mixed model, the same linear
combination of the corresponding residual mean squares pro-
vides an unbiased estimator of this variance in the correspond-
ing mixed models with covariance.
3.3.2 Testing
It is well known, for mixed models without covariance, that
the »proper denominator row« of an effect is determined by
the expected mean squares. The row vl (it always belongs to a
random effect) is the proper denominator row of an effect vl,
if under the hypothesis.
EMS (vl) = EMS (vl).
It is easy to check, that this is the case, if and only if under
the hypothesis
The test statistic used to test the hypothesis 031 = 0 if vl is a
random effect, of vl .= 0 if vl is a fixed effect, is
F SS Res(vl + vl) - SS Res(vl)
d(vl)MS Res(v2) ,
and it has, by (IV) and (VI), under the hypothesis Fisher”s F-
distribution with d(vl) and d(vl)-1 degrees of freedom.
If vl is a fixed effect, and vl the proper denominator row,
then vv, = vvl also if the hypothesis vl = 0 is not satisfied. It
follows then, from (IV) and (VI) that the non-null distribution
of F is in this case a noncentral F-distribution with d(vl) and
d(vl)-1 degrees of freedom and with noncentrality parameter
[vlvl - (v'lsv1)2/(svlsvl + sv2sv2)]/vvl.
If vl is a random effect, vvz #9 vvl if 031 =# 0, and the numera-
tor of the test statistic does not have a chi-squared distribution
in this case. The non-null distribution is in this case not a
noncentral F-distribution.
From (III) and (IV) follows that, for random effects v,
(SS(v)vX)2/SS(v)XXMS Res(v) is distributed as noncentral
F(1; d(v)-1; svsv/vv). This gives the null and non-null distribu-
tion of the test statistic suggested in Section 2.
4. Remark on programs
It is not really necessary to construct special programs for the
methods of this paper. Numerically they are all based on the
usual analysis of covariance of fixed models. Any program for
such an analysis which prints out the analysis of variance table
for SSvv, SSvv and SSXX could be used. Very little additional
numerical work is then necessary to combine the various sums
of squares and products as described in Section 2. Unfortu-
nately, the standard packages with which we are familiar only
print out final results. Unless one finds out a suitable program
one has to carry out analyses of variance of y and of x and to
write a program for the products yx.
5. An example of application
OLDIGS (personal communication, see also 1985) investigated
the inÀuence of certain factors on various variables describing
the body build of minipigs. Since these minipigs are bred to be
light in weight it makes sense to consider the effects of the
factors corrected for weight, i.e. to use analysis of covariance
models with weight as covariate. Altogether 14 variables were
measured, we analyze one of them, body length. We do this to
illustrate the methods of this paper, using only a part of the
data, without further reference to the much wider scope of the
research of OLDIGS and others.
For each of two lines eight sires had offsprings with two
dams each. The weight, X, and body length, y, of a male and a
female offspring were measured. A plausible model is
Yijkı = H + Ai Sil' + dijk + Y1 + eijkı + ß(Xij1<ı _ X.. _ .),
where Äl is the fixed effect of line, vl the fixed effect of sex and
slj and dljk are the random effects of sire in line and dam in sire
in line. This is a balanced mixed model with covariance and
the methods of this paper can be applied.
The corresponding analysis of variance model ([3 = 0) leads
to the following expected mean squares. Ä
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Effeei d.f. ss 63 = (Ms Res s - Ms Res D)/4 = 0.0761
62 = (Ms Res D - Ms Res E)/2 = 4.0225dLine (L) I-1 2 <1... - 7....? ôš = MS Res E = 3.9765
Sie (S) 10-0 2 el.. - 11.12 3
in L
Dem (D). Ü(K_1) Z (Yijk. _ 711. .)2
in S in L
Sex (G) L-1 26.1- 1.12
Effef (E) (ÜK_1)(L_1) Z (Üijkı _ Üijk. _ Ü. . .1 + 5'. . . .)2
Total IJKL-1 2 (yllkl - y _ _ _)2
Effect EMS
L JKL zii?/(1-1) + KL6§ + Leå + eå
s KL6š + Leå + 63 .
in L 1
D Leå + så
in S in L
G UK zlylz/(L-1) + eå
E oš
The proper denominator row in the test for Ä is thus S in L,
for the test of s it is D in S in L and for the tests for d and v it is
E. The expected mean squares show also how estimators of
the variances og, oå and oš can be obtained by linearly com-
bining some of the residual mean squares in the analysis of
covariance. Thenumerical analysis is as follows.
Effect d.f. SSvv SSvX SSXX
L ~ 1
SinL . 14
DinSinL 16
G 1
E 31
115.8081
237.3840
305.6177
23.6182
404.1488
99.9119
228.7717
193.9692
28.7217
380.1365
86.2103-
678.4058
300.2873
34.9584
507.2900
Total 63
Residuals
SS MSEffect * d.f.
SinL 13
DinSinL 15
E~ 30
160.2377 12.3260
180.3242 12.0216
119.2945 3.9765
The regression coefficient ß could be estimated by
SSvX (S + D + E)/SSXX(S + D + E) = 0.54, where the estimated
standard deviation of this estimator is ~ 0.08. The estimated
effects of line and of sex - corrected for weight - are
/\ /\
1,1 71... ii... (HJFÄ1) §'...1 59.1 (H+Y1)
1 63.25 31.85 63.87 65.20 33.75 64.80
2 65.94 34.17 65.31 63.98 32.27 64.38
The effect of sex of offspring is virtually eliminated if one
corrects for weight, the effect of line is somewhat reduced.
The estimates for the-variances are
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To test the hypothesis tha Äl = Ä2 = 0 one has to calculate
Effeer ssyy ssv, ss.,
L 115.8081 99.9119 86.2103
S 237.3840 228.7717 678.4058
L + S 353.1921 328.6836 764.6161
Residuals
d.f. SS DQ . F
1 (Diff.)  51.6640 4.19
13 1602377 12.3260
14 211.9017
The observed F is significant at the level 0.10 (but not at
0.05). The test for v leads in a similar way to F = 0.05, the test
for og to F = 1.07, the test for oå to F = 2.87, only the last F is
significant with 16 and 30 d.f.
6. Appendix
The proofs make use of the following
Theorem (CARPENTER, 1950). _
Let y be N (m, V), V nonsingular, and A and B real and
symmetric. Then a necessary and sufficient condition for the
independence of y'Ay and y'By is that AVB = 0. A necessary
and sufficient condition for y'Ay to have a (noncentral) X2-
distribution is that AVA = A, in which case the distribution is
X2 (rank (A); m'Am).
The result (I) can be proved as in the case of mixed models
without covariance; (II) and (III) are obvious.
To prove ((IV)) the independence of SSRes(v) and
(SSvX(v))2/SSXX(v) we put SSvv(v)/vv = y'Ay. Then
SSvX(v)/vv = y'Ax and (A - Axx'A/x'Ax)V(Axx'A/x'Ax) =
Axx'A/x'Ax - Axx'Nx'Ax = 0, because AVA = A and
(Axx'A/x'Ax)V(Axx'A/x'Ax) = Axx'A/x'Ax.
For a proof of (V) note that one can see from (I) that
SSvv(vl +v2) = SSvv(vl) + SSvv(v2) has a constant times chi-
squared distribution if and only if vv1=vv2. In this case the
distribution of SSvv(vl + vl) is immediately obtained from
those of SSvv(vl) and SSvv(v2). The distribution of
(SSvX(vl+v2))2/SSXX(vl+v2) is obvious, the above proof of
independence is still valid for SS Res(vl + vl) and
(SSvX(vl + v2))2/SSXX(vl + vl), and the distribution (V) follows
immediately. '
Statement (VI) is *proved as follows. If vv1=vv„ y'Qly=
SS Res(vl + vl)/vvl and y'Q2y = SS Res(vl)/vvl have chi-squa-
red distributions. Therefore QlVQl = Ql, i= 1, 2. Also, if A is
the matrix of SS(vl)vv/vv] and B that of SSvv(v2)/vvl, ABV = 0,
because of independence. Then QlVQ2 =
(A + B - (A + B)xx'(A + B)/x"(A + B)x) V(B - Bxx'B/x'Bx)
= Q2, hence (Ql - Q2)VQl = Q2 - Q2 = 0. This proves the
independence of SS Res(vl + v2) - SS Res (vl) and SS Res(vl).
5
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Confidence estimation of allele probabilities
Karl-Ernst Biebler and Bernd Jäger
Zusammenfassung
Konfidenzschatzungen fiir Allelwahrscheinlichkeiten werden
hergeleitet für k-Allelen-Systeme, in denen die beobachtbaren
Phanoytpen genau die Genotypen sind.
Die Betrachtungen sind der Einfachheit halber formuliert nur
fiir den Fall eines Genlocus. Die Autoren entwickelten fiir
verschiedene Vererbungssysteme Software sowohl zur Schät-
zung der Allelwahrscheinlichkeiten als auch zu den entspre-
chenden Konfidenzschatzungen. BASIC-Varianten sind ver-
fiigbar.
Summary
Confidence estimations of allele probabilities will be derived for
k-allele-systems, in which the observable phenotypes are exactly
the genotypes. The considerations are formulated, for simplici-
ty”s sake, in terms of a single-genlocus-system.
For several genetic systems, software for the estimation of
allele probabilities and the estimation of confidence intervals
was developed. BASIC-versions are available.
1. Introduction
The aim of the present study was to derive confidence estima-
tions of allele probabilities. Starting from samples, only one-
locus genetic models were considered. Throughout the investi-
gations the following general assumptions were taken to be
vahd:
- Only infinite populations of diploid individuals were
studied.
- Single alleles were randomly combined to pairs.
- All genotypes had the same fitness.
- No overlapping of generations occurred in the allele combi-
nations.
- The allele probabilities were not time-dependent (Hardy-
Weinberg equilibrium).
As usual in statistics, the confidence intervals were calcu-
lated via the distribution of maximum-likelihood estimators.
2. Maximum-Iikelihood estimators of allele probabilities
Let the alleles Al, i= 1, . . . , k, act on the genlocus A. The
associated probability will be denoted by P (Al) - pl,
i= 1, . _ . , k. Further, pl + . . . +pk = 1 is assumed.
The observed phenotype TJ- of an individual is regarded to
be the realízation of a discrete random variable, its probability
being denoted by P (T,-) = Wj (pl , . _ .pk), j = 1, . . . ,s.
The actual formulation of these WJ- depends on the genetic
model, especially on the assumptions concerning dominance
relations.
Taking a sample of size N of individuals, the probability that
NJ- = N (T,-) of them are of the phenotype T, is
Ni N N,
L=L(p1,...,pk) 1...WS ;N1+...+NS=N
A maximum-likelihood estimator QMLE = (pl, . . . , pk)lvlLE is a
function of the Nl, . . . , NS.
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Next two-allele systems are discussed; notation is P (Al) =
P, P (A2) = 1-P
Example 1
A two-allele system, described by the model
M1 = (A1A1)› (A1A2)› (A2A2) lš P (A1A1)2 = P2 (1)
P (A1/Ä2) = 217 (1_P)› P (A2A2) = (1_P) )
is characterized by the absence of any dominance relations.
The phenotypes observed are exactly the genotypes. One has
to calculate the maximum point of the likelihood-function
N! 2N N 2NL1 = L1<p> = p 1<2p<1-p›› 2 <1-p› 3
N1 = N (A1A1)› N2 = N (A1A2)› N3 = N (A2A2) = N_N1_N2
It is
§1 = §1MLE = ÜN (A1/Ä1) + _N_ (A1A2))/ZN
This formula is known as gene-counting method (cf.
MOURANT et al. 1976).
Example 2
If Al is the dominating allele, we obtain
M2 = (l(A1A2› A1/3&2), (A212”\2)}; 2
P (A1A1› AIA2) = › P (A2A2) = )
This model is connected with the likelihood-function
Ni 2N N-NL2 = L2 (p) = 'l<;'š'l_(l\¶3„)l (1-p) 3 (1~(1-P)2) 3
The solution of the maximum problem is
„ _ „ _ VN (A2A2)B2 - Q2MLB 1 N
Example 3 '
Now Al is said to be the dominating allele. Related to the
model
M3 = (l (A1A2)› (A1A2› A2A2)};P(A1A1› = på P(A1A2. AeAe› = 1-P2)
are the likelihood-functions
Ni 2N N-N
L3 = L3 (P) _ 1 _ 1 P 1 (1_p2) 1 (2)Nl.(N Nl).
and the estimator
. __ . _ VE (A1A1)R3 _ B3MLE _ N .
In one-locus genetic systems with more than two alleles, it is
not always possible to solve the ML-equations explicitely.
Solutions must be found numerically. Starting points for itera-
tions may be obtained by the BERNSTEIN formulas (ABO-
blood system) and their generalizations (cf. MOURANT et al.,
1976).
Under a special assumption, the gene-counting method is
also a maximum-likelihood estimator in k-allele systems:
Proposition 1
In addition to the suppositions mentioned above, let the
observable phenotypes of a k-allele system be exactly the
genotypes. Then
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›-1. |,_\_ 1<
f2i=(2Nii+ZN_1i+ Z N11)/2N'i=1*"'=k (3)
= 1=i+1
abbreviated pl = al/2N, i= 1, . . .k,
is a maximum-likelihood estimator for p = (pl, . . . ,pk).
The frequencies of the genotype AllA,l, in a sample of size N
are denoted by N_lll„.
›_-4 ›_ı
Proof
Regarding a k-allele system, we distinguish s = k (k + 1)/2
genotypes.
A,lA„, and A„lAl, will be identified. The likelihood-function is
given by ~
NI'lIl'l78 3:1” amw §aL(1>1..~¬pi<)= _ _
Its maximum can be obtained as solution of the nonlinear
equation system
im* Bb¿w
Ö
O = (Nlllll/Wlllll) Wllm, i= 1, . . . ,k,
which is together
with Wllm = 2pl,p„, for n =l= m and Wllll = på, equivalent to
1-1 1<
0 = (2Nii + Z NH + Z N11)/pi, l= 1,. . . ,k
or ı=1 1=1+1
0 = ai/pi,l= 1,...,k
To solve this system, the identities
31/P1 = ai/Pu 32/P2 = ai/Pb ~ - - › ak/Pk = 211/Pi (4)
are used. They just mean that
P1211 = P1¿i› P1212 = ai/Pi› - - - › Piak = P1611
Using pl + . . . +pk = 1, we have
Piak = Pı<21i= (1_P1_P2_«-»Pk-1)ei= 31-13131-'~ -Pk-1 31
From the latter together with the rearranged identities (4)
follows plak = al-plal-plal-. . .-plak_l
and, consequently,
pl:ai/(2l1_l'3.2+...+ak),l=1,...,k
If n =l= m, each frequency Nnlll occurs exactly once in the sum al,
and once in the sum am. In the 'case n = m, the term 2 - Nm,
occurs in the sum all. This will be clear in connection with the
ôpartial derivatives -- Wllm. Thus we have al + al + . . . +
9131
ak = 2N, and together with (5) follows (3).//
3. Distribution functions of maximum-likelihood
estimators of allele probabilities
First of all, the probability function Wp3 of the random
variable p3 will be considered. Starting from a sample of size N
of individuals, there are N + 1 different realizations Vl = (Nl
(A1A1), Ni (A1A2, A2A2)) = (N1i, Nzi) N = N1i 'l' Nzi fOI
all i = 1, . . . , N + 1 of the random vector V = (Nll, N2,-l) of
phenotype frequencies. The probability of Vl is given by (2).
Since pl is a one-to-one map of the set of all realizations of V
onto the set of all realizations of p3, N - plz is binomially
distributed with parameters N and p2. Thus we are able to
calculate Wp3.
Analogously the random variable N - 1 (1 -p2)2 is binomially
distributed with parameters N and (1-p) , yielding Wpl.
Regarding pl and (1), each realization '
V1 = (Ni (A1A2)› Ni (A1/'\2)› Ni (A2A2) = (N11, N21, N31)
BIEBLER/JÄGER, Confidence estimation of alleleprobabilities 27
N = N11 "l" N21 "l" N31 fOfl = 1,. . . ,
of the random vector V = (Nll, _N_ll, Nll) corresponds to the
probability
N 2Nl Nl 2Nl
P (Vi) = P 1 (213 (1-P)) 2 (1-P) 3
There are 2N + 1 different realizations of the random variable
121-
The probability function is given by .
WE1
To calculate ZP (Vl) we have to add up the probabilities P (Vl)
of all realizations Vl of V which, via pl, lead to the same value
yk. It follows that 2N - pl is binomially distributed with parame-
ters 2 N and p. This will be proved, somewhat more generally,
in the following
Proposition 2
Let the suppositions of Proposition 1 be fulfilled. Then the
probability function of the random vector V of the k (k + 1)/2
genotype frequencies Nlllll and the probability function of the
random vector (al, . . . , ak) of the allele frequencies coincide.
This is a polynomial distribution with parameters 2N and
p1,...,pk.
Proof
The probability function of y_ is
ı< ı<P (X = v› = K (W121 1:1 w„,N1m
A more detailed description of K (V) is not necessary.
Because wllm = 2p„p„, for n =l= m and wm, = p„2,
P ty = V) = K tv) 2° pf“ <6)
with the abbreviations al (ıcfl Proposition 1) and
W' PT'
lg+1Nil
To obtain the value of the probability function of (gl, . . . , gl)
at the point (bl, . . ., bk), we have to add the probabilities
according to (6) of all realizations Vl of V with al (Vl) = bl,
i= 1, . . . , k:
P((ê1›--~›ê1<)=(b1›--› bid)
= (Vi) 2C(Vj) } Pıbl - - -Pkbk (7)
2N - pl, i è 1, . . . , k, maps the set of possible realizations of V
onto the set of possible realizations of (al, . . _ ,§k). Conse-
quently, the sum of the probabilities (7) over all possible
realizations of (al, . . ., ak) is exactly 1;
G1 G2 Gk _ C _i= §1 2 „.2 {§_3i<(v,›2 (V1)}p,b1...p.bk (sl
bl=0 bl=0 bl=0 l
G1 = 2N, G2 = 2N - bl,
G3 = ZN-b1-b2,..., Gk = 2N-b1-...-bk_1
The identity 1 = (pl + _ . . + pk)2N may be developed according
to the Polynomial Theorem as
1 = (P1+---+Pı<)2N
G1 G2 Gk (2N)l bl bk
= Z Z.-.íliil-ı†1s;P1 ~~~P1< (9)
b1=O b2=0 bk=0
The coefficients of (8) and (9) have to be equal,
2N !( ) 1 = Z K 2c(Vj)
_ _
bl! . _ .bkl J
That means
2N! b bP((a_l,...,§k) = (bl,...,bı<)) = P1 1-~-Pk k
i.e. the probability function of (al, . . . ,ak) is a polynomial
distribution with parameters 2N and pl, . . .pk.//
In particular, 2N -pl is binomially distributed with parame-
ters 2N and p.
4. Properties of maximum-likelihood estimators of allele
probabilities
The estimators pl and pl are not unbiased. Their expectations
are, taking a sample of size N = 1,
E (122) = 1-(211-112) + 0 ~ (1-pf = 211-112 and
E (pl) = 1 -pz + 0 - (1-pz) = pz; both different from p.
According to the theory of maximum-likelihood estimators, pl
and pl are asymptotically unbiased and asymptotically effi-
cient. The asymptotic variances are
D2 (pl) = (2p-2)/4 N and D2 (pl) = (1-p2)/4 N, respectively.
These statement will not be proved here, the related supposi-
tions (cf. FISZ, 1980, p. 566) are fulfilled. But there may be
remarkable differences between the true and the asymptotic
expectations and variances resp. of pl and pl. For certain
sample sizes and parameters, numerical examples are given by
the authors (1985).
Proposition 3
Let the suppositions of Proposition 1 be fulfilled. Then the
following statements hold:
1) The maximum-likelihood estimator (p, . . . ,pk) due to Pro-
position 1 is unbiased.
2) The covariance matrix M = (mpll), i= 1, . . .k;j = 1, . . .,k
has the elements
mpij = { Pi (1_Pi)/2N fefl :l
- plpl/2N for 1 =l= 1
Proof
The expectation of the polynomially distributed random vari-
able (al, . . . , ak) is (2Npl, . . . ,2Npk). From pl = al/2N follows
E (§1, . . .,1âk)=(p1, . . . ,pk).
The covariances of (al, . . . , ak) are
__ _ 2Npl (1-pl) fori =j
mall l -2Nplpl fori =l=j
As pl = al/2N, the subsequent equalities hold
_ _ 2 _ Pi (1_Pi)/ZN fefi =lmp“ _ ma“/(2 N) ` l -plp,-/2N fsii 1= j
which proves the second statement.//
Espeeieıiy, the variance of pl is D2 (gl) = p- (1-p)/2N.
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Proposition 4
Let the suppositions of Proposition 1 be fulfilled. Then the
maximum-likelihood estimator (pl, . . _ , pk) due to Proposition
1 is efficient.
Proof
Following BOROVKOV (1984), §16, Theorem 1A, it is suffi-
cient to demonstrate that the probability function W (Nm) of
the random vector of genotypes (Nm) is of the form W (Nm)
= GXP- {(fQ› A (P)) + B (P)} '11 (Nm)-
Due to Proposition 2, this is equivalent to
W(§1_1›---išk) = eXP- iP›A(P)) + B (P) l ' h(§1›~~~›§1<)-
With A (11) = (A161), Ai. (11));
Ai (11) = 2N111 pi/111,. . „Ai (11) = 2N - 111 pi/pi.
B (P) = 2N1n Pk;
2Nl
h (§1,--¬ ak) = H; Pk = 1_P1_- - -_P1<_1
and _2_1_k = 2N-§1". . ._êk_1
we obtain
(Q, A(1>)) + B(p) = §iAi (11) + ~ ~- + §i.Ai (11) + B(1›)
=â1lnp1'l_..._l_êklI1pk
finally,
3.1 ak
W El 21 :ii _... _(1, ›_1<) êlpnêkl P1 Pk
= PXR { (E A(1I>)) + B(t>)l '11 (ê1›~ - -§10-
5. Confidence estimations of allele probabilities
As pointed out above, 2N ~ pl, N (1-pl)2, and N - plz are
binomially distributed with the parameters 2 N and p, N and
(1-p)2 and pz, respectively.
Confidence estimations connected with binomial distribu-
tions are explained in several books on statistics. Contrary to
the widely used CLOPPER-PEARSON intervals, we prefer the
interval estimation due to BUNKE (1959/60). The correspond-
ing tables may be also found in WEBER (1980).
Let us consider an artificial example: In a sample of 50
individuals 2 were of genotype AlAl, 16 of genotype AlAl and
32 of genotype AlAl. The estimation pl, pl and pl coincide;
pl = (2Nl +Nl)/2N = (4+ 16)/100 = 0,2
pl = 1-'\/Nl/N = 1-'\/32/50 = 0,2
and
pl = '\/Nl/N = '\/2/50 = 0,2
Using the tables of WEBER (1980), p. 625, the 5 °/6-confidence
intervals CIl, CIl, CI-l are as follows:
- At 2N = 100, CIl = CI(p) = (0.126; 0.292) -
_ Ai N = 50, C1 ((1_p)2) = (0.49; 0.77)
and so
CIl = (1 - '\/0,77; 1-'\/0.49) = (0.123; 0.30)
- At N = 50, CI (pz) = (0.007, 0.137)
and so
CIl = ('\/0.007; '\/0.137) = (0.084; 0.37)
The confidence intervals are not symmetrical with regard to pl
= P2 = P3 = 0-2-
In case the assumptions of Propositions 1 hold, for multiple-
allele systems the confidence regions of allele probabilties may
be computed on the basis of the corresponding multinomial
distribution. Let X be a mathematically sample, Pp e {PP} a
probability function and p s A CRk the parameter.
EDV in Medizin und Biologie 1/1987
If Pl, (peK*) 2 1_6i,i1ie sei = (6, x) CACRP is
called the confidence region at level oi of the parameter p.
For practical purposes, the asymptotic distribution is used. Let
be a maximum-likelihood estimator of p and I (p) the
FISHER information. Then -p) \/N I]/2 (p) is k-dimension-
ally standard-normally distributed.
As a consequence,
N (15:31-P) 1 (P) (1^>*~P)T and N (Ri-P) I (W) (13*-P)T
are asymptotically X3-distributed with k degrees offreedom. If
Ol, is the quantil of order 1-oi of this distribution, we havehm P.. (N -p) 1 (61) ii* -pf < 0.) = 1-<1 00)
N -› 00
This defines an asymptotical confidence region at level oi of the
parameter p, which does not depend on the distribution of the
estimator
Example 4
The Gc-polymorphism is considered to be a 3-allel-system. All
6 possible genotypes are observable. Let the allele frequencies
be denoted by pl, pl, pl, respectively. Due to Proposition 3,
the covariance matrix G2 is
2 (P1(1_P1)/ZN _P1P2/2N )
Ö = _P1P2/2N P2 (1_P2)/2N
sinee 62 = rl (p)/2N
I (P) = (1/P1+ 1/P3 1/P3)
1p3 1/P2 + 1/p3
Fig. 1. 95 °/6-confidence ellipse and 95 °/6-confidence intervals of Gc-
allele probabilities from a sample of 110 persons, PROKOP/GÖHLER
(1986).
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This, together with = (al/2N, al/2 N), (cf. the abbreviation
in Proposition 1) is substituted into formula (10). The resulting
equaüon
N2 lfåi/2N_P1)2 (1/§1 1* 1/§3) + 2 (§1/2 N_P1)
(§2/2N_P2)/§3 + (§2/ZN-P2)2 (1/E 1* 1/§1_3)l = Q6
defines an 100 oi °/6-confidence ellipse.
The projection of the ellipse on the axis defines the confidence
interval of pl and pl, respectively. By means of the -45°-
tangents, the confidence interval of pl + pl and so of pl = 1 -
(pl + pl) is given.
Fig. 1 shows a numerical example which refers to PROKOP/
GÖHLER”s (1986) report on a Gc-typing of 110 persons (USA
1979). The estimated probabilities are pl = 0.149, pl = 0.572
and pl = 0.279.
We have no experiences so far as regards the numerical
differences between the exact and the asymptotic confidence
regions.
6. Software
For several genetic systems, software for the estimation of
allele probabilities and the estimation of confidence intervals,
was developed by the authors.
We are greatly indebted to JENS KRÜGER, Institute of
Anthropology and Human Genetics of the University of
Heidelberg, for the helpful discussion of the topic of this
paper.
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Vergleich der Kombinationseignung in Diallelserien
Martin Pröseler
Zusammenfassung
Wir betrachten eine Serie von Diallelen nach GRIFFING, Typ
IV, ohne Reziproke und ohne Eltern. Die Voraussetzung
unendlich großer Stufengesamtheiten fiir die Umwelten ist oft
nicht annähernd erfiillt, so daß Modell Il der Varianzanalyse
nicht adäquat erscheint. Deshalb wird für die Auswertung solch
einer Serie ein Modell mit endlichen Stufengesamtheiten
zugrunde gelegt. Fiir fest ausgewählte Eltern wird der Vergleich
der Kombinationseignung für verschiedene Eltern und Kreu-
zungen beschrieben. An einem Beispiel aus der Praxis wird
gezeigt, wie sich die Änderung des Modells auf die abzuleiten-
den Schlußfolgerungen auswirkt.
Summary
We have a look at a series of dialles after GRIFFING, type IV,
without reciprocals and without selfs. The requirements of
infinite populations for the environments are often far from
being met, so that model H of the analysis of variance doesn”t
appear adequately. That”s why a model with finite populations
is taken as a basis for the analysis of such a series. For fixed
chosen parents the comparison of the combining ability for
different parents and crosses are described. It is shown on the
basis of an example out ofpractice how the change of the model
affects the conclusions to be derived.
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1. Einleitung
Wir betrachten eine Serie von Diallelen nach GRIFFING, Typ
IV (ohne Eltern und ohne reziproke Kreuzungen), über p
Umwelten, welche durch verschiedene Orte oder Jahre oder
auch Anbaubedingungen wie z. B. Bestandesdichten repräsen-
tiert sein können. Für die p ausgewählten Umwelten setzen
wir voraus, daß sie eine zufällige Stichprobe aus der Grundge-
samtheit aller in Frage kommenden Umwelten darstellen. In
der Literatur, z. B. bei KLEIN (1974), NEUMANN und CLEMENS
(1984), SINGH (1979), wird bisher davon ausgegangen, daß
diese Grundgesamtheit unendlich groß ist, d. h. Modell II der
Varianzanalyse angenommen. Im Fall sehr kleiner Grundge-
samtheiten ist diese Annahme nicht mehr zu vertreten, so daß
im Modell die Tatsache endlicher Grundgesamtheiten zu
berücksichtigen ist. Für den Fall zufälliger Auswahl der Kreu-
zungspartner aus einer Elternpopulation ist die Varianzana-
lyse - Schätzung der Varianzkomponenten -in einem derarti-
gen Modell bei PRÖSELER (1985) dargestellt.
Unabhängig davon, ob die Eltern zufällig ausgewählt wor-
den sind oder nicht, wird den Versuchsansteller die Frage
interessieren, welche der im Diallel einbezogenen Eltern bzw.
Kreuzungen die beste Kombinationseignung haben. Dazu ist
für die Kreuzungspartner Modell I der Varianzanalyse - feste
Auswahl- zu unterstellen. Die entsprechenden Mittelwertver-
gleiche sind dann im gemischten Modell- Eltern fest, Umwel-
ten zufällig - durchzuführen. Auch hier berücksichtigt man
besser endliche Grundgesamtheiten, falls die Menge aller
praktisch relevanten Umwelten sehr klein ist. Diese Arbeit
soll die daraus resultierende Vorgehensweise in Fortsetzung
von PRÖSELER (1985) darstellen.
2. Das statistische Modell
Wir betrachten a Eltern (Linien, Sorten usw.) und p Umwel-
ten, welche zufällig ohne Zurücklegen aus P Umwelten ausge-
wählt seien. In jeder Umwelt führen wir alle Kreuzungen (i, j)
mit i < j in jeweils n Wiederholungen durch. Für den Beob-
achtungswert xllk, irgend eines stetigen Merkmals für eine
derartige Kreuzung (i, j) in der k-ten Umwelt in der s-ten
Wiederholung gelte dann das folgende Modell (zur besseren
Unterscheidung werden zufällige Variablen unterstrichen):
_Z<.iiıgs= ll+gi+$i+_Sii+Eı<+gEi1<+g_l2i1<+§l2ili<+§ilı<s
1,j=1,...,a(ı<j);k=1,...,p;s=1,...,n. (1)
Dabei bedeutet
μ - Gesamtmittel der Versuchsserie,
gl - allgemeine Kombinationseignung des i-ten Elter,
sll - spezifische Kombinationseignung der Kreuzung (i, j),
pk - zufälliger Effekt der k-ten Umwelt,
gllik - Zufälliger Wechselwirkungseffekt der allgemeinen
Kombinationseignung des i-ten Elter mit der k-ten
Umwelt,
gpllk - zufälliger Wechselwirkungseffekt der spezifischen
Kombinationseignung der Kreuzung (i, j) mit der k-
ten Umwelt,
gl,-ks - Zufallsfehler.
Es gelten die üblichen, bei GAYLOR und HARTWELL (1969)
bzw. bei SEARLE und FAWCETT (1970) angegebenen Nebenbe-
dingungen für Modelle mit endlichen Stufengesamtheiten.
Damit erhält man folgende erwartungstreue Schätzungen der
Varianzkomponenten:
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glg = &QRest
A 1
gszp = 'IT (Àsp _ _MQRest)
^ 1
Ešp = (íj_2)_5 (MQgp - M_QRest)
„ 293 = Qgf¿g (Ep _ ßlısesà-
Unabhängig vom Typ des Modells sind die nachstehenden
Beziehungen erwartungstreue Schätzungen der festen Effekte:
(vgl. auch GRIFFING, 1956, NEUMANN und CLEMENS, 1984)
A 2
ai
^. =______ . _? ^ 2g. (a_2) pn 15.... a_2g ( )
„ 1 . . .§1i=p_ll šii.._å1_8_i_E
Man beachte, daß die Schätzfunktionen der festen Effekte
zufällige Größen sind.
3. Vergleich der allgemeinen Kombinationseignung
In der Regel betrachtet man äquivalent zur allgemeinen Kom-
binationseignung gl die Kombinationsleistung μl = μ. + gl des i-
ten Elter. Zum Vergleich zweier ausgewählter Kombinations-
leistungen werden wir den t-Test (vergleichsbezogene Risi-
ken) durchführen. Entsprechend der in der Feldversuchs-
methodik üblichen Vorgehensweise (BÄTZ 1984) ermitteln wir
zunächst die zugehörigen Grenzdifferenzen. Entscheidend
dafür ist die Varianz der Schätzfunktion der Differenz der zu
vergleichenden Kombinationsleistungen (RASCH, 1978;
RASCH, 1984). Für i=l= i' ist nun in unserem Modell
2
2 A+/`i_ A+/`if ='i____S (11. a (E e)) (a_2)pn
(3)
(MQgp _ TI; (MQgp _
eine Realisierung der Schätzfunktion für diese Varianz. Die
Berechnung der MQ ist unabhängig davon, ob im Modell eine
EinÀußgröße als zufällig oder fest angenommen wurde, und
kann z. B. wie in PRÖSELER (1985) erfolgen. Unter der Vor-
aussetzung, daß x_ normal verteilt ist, bekommt man bei
Annahme der Hypothese HO : gl - gl, = 0 die folgende Grenz-
differenz zum Risiko oi:
GDi,e = \/S2 (gi - gif) *la (4)
wobei
_ 1 2 P-p1- ,I (,_,)pn l, MQ..1<<a-1›<p-1›|1-<1) (5)
+ % Mol. i(FGR|1_6)
ein entsprechend der beteiligten MQ gewogenes Quantil dar-
stellt. Dabei bezeichnet t(FG| 1-ot) das Quantil der t-Vertei-
lung zur zweiseitigen Irrtumswahrscheinlichkeit für FG Frei-
heitsgrade. Die Nullhypothese wird abgelehnt, wenn die beob-
achtete Differenz (fi + gli) - (|1 + gl,) betragsmäßig größer ist
als die entsprechende Grenzdifferenz. Die Grenzdifferenz für
den Fall einer unendlich großen Grundgesamtheit Umwelten
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erhält man aus (4) und (5) einfach durch den Grenzübergang
p_› 00, alsoš)%p~> 1und%_› 0.
4. Vergleich der Kreuzungsmittelwerte
Von größerem Interesse als die spezifische Kombinationseig-
nung sii einer Kreuzung (i, j) ist ihre durchschnittliche Lei-
stung μii = μ + gi + gi + sii- über alle einbezogenen Umwelten.
Deshalb betrachten wir hier den Vergleich der Kreuzungsmit-
telwerte μii. Wir gehen analog zum letzten Abschnitt vor,
haben dabei allerdings zwei Fälle zu unterscheiden, nämlich
ob zwei Kreuzungen einen oder keinen Elter gemeinsam
haben. Nach (2) ist eine Schätzfunktion für den Kreuzungsmit-
1telwert der Kreuzung (i, j) durch Qii = Q + gi + + âii = -§5 šii-__
gegeben. Durch Einsetzen der Modellgleichung (1) erhält man
für j =# j'
S2 (En _ Er)
2
_W(MQgp + (3-3) MQsp (Ö)
- % (Meg. + <3-3) Mo., - (a-2) MQR»
und für i±i', j =#j', j =#i'
S2 (E11 _ Err)
=Fâ¶ (zıvıogi, + (5-4) Mo., i (7)
- % (2Mogi, + (a-4) Mo,i, - (5-2) MoR)).
Sei §3 normalverteilt. Dann kann man die Hypothese
H0: μii - μiif = 0 mit Hilfe der Grenzdifferenz
i 
GD±,a = \/S2 (ßij _ 211") *I (8)
testen. Das gewogene Quantil t berechnet man wie in (5). Ist
z. B.
_ _ 1s2= mi MQi, so wırdt=? mi MQi t(FGi|1-oc). (9)
In gleicher Weise erhält man aus (7) die Grenzdifferenz zum
Test der Hypothese H0: μii - μifif =0. Die Grenzdifferenzen
für eine unendlich große Grundgesamtheit Umwelten ergeben
sich einfach wieder durch Grenzübergang P->00.
5. Beispiel «
Wir betrachten das gleiche Datenmaterial wie in PPRÖSELER
(1985), d. h. alle 15 Kreuzungen zwischen 6 Maisinzuchtlinien,
die jeweils in 3 verschiedenen Bestandesdichten mit je 4
Wiederholungen geprüft wurden. Die Kreuzungsmittelwerte
über die Umwelten sind in Tabelle 1, die Schätzungen der
1Tabelle 1. Mittelwerte W xii__ (Ertrag in dt/ha)
Linie i 2 3 4 5 6
U1-I>~bJl\)l'-*
75,78 58,61 67,30
74,36 72,94
69,05
58,82
72,92
67,24
48,20
66,34
88,04
73,56
66,49
70,17
allgemeinen Kombinationsleistung μ+ gi in Tabelle 2 ent-
halten.
Tabelle 2. Geschätzte Kombinationsleistung
1 1
I-l+gi=ji__§†,j Xi... *Ã W
Linie 1 2 3 4 5 6
64,55 78,85 68,54 63,83 62,17 73,99
|1 = 68,65
Die Varianztabelle ist unabhängig von den Modellannahmen überdie
Faktoren, so daß auch hier gilt '
Ursache FG SQ MQ = SQ/FG
Gesamt 44
AKE 5 2573,8 514,8
SKE 9 883,0 98,1
Umwelt 2 1312,1 656,1
AKE ~ Umwelt 10 801,3 80,1
SKE - Umwelt 18 818,8 45,5
gepoolter Fehler 100 19,91
6389,1
Diese Varianztabelle ist auf der Grundlage der Prüfglied-
1 . . _ _mittelwerte ä xiik_ aufgestellt worden. Somit ıst ın den Bezie-
hungen (3) bis (7) die Division durch n bereits vorgenommen.
Für oši, und oszi, gilt nun folgender F-Test (Risiko 5 °/0):
Mo,i, 45,5 _MQR _ 19,91 _z,29>F(1s,1oo) _ 1,78
sowie
MQgi, 80,1 _MQR - 19,91 -_ 4,03 >F(10,100) - 1,93.
Damit sind unter der Voraussetzung fester Elternauswahl die
Varianzkomponenten oši, und oši, signifikant von Null ver-
schieden.
Im Maisanbau sind höchstens 10 Bestandesdichten praktisch
unterscheidbar. Deshalb reicht es aus, die Größe der Grund-
gesamtheit Bestandesdichten (Umwelten) mit P = 10 festzule-
gen. Mit (3), (4) und (5) erhält man demzufolge
2 3
2 ^._ ^., :__ _-i _ =s (gi gi) 12 (80,1 10 (80,1 19,91)) 10,34
1 2 7 3t-?E (1-0-80,1 -2,23 + íö - 19,91 - 1,99) - 2,20
und damit
GDi,5% = `/ 10,34 - 2,2 = 7,07.
Aus (6), (8) und (9) folgt weiter
Ä _ 2
S2 (Eij _ Eijf) = E + 3 '
3-- T6 (80,1 + 3 ~ 45,5 - 4- 19,91))
= 29,33
N›-› ›-› NN
\l l\J ›-› ›- l\Jí= - (1-0-80,1-2,23 +--45,5-2,10 +--19,91-1,99T
= 2,12
und damit
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GDi,5% = \/29,33 - 2,12 = 11,48.
Für zwei beliebige Kreuzungen erhält man analog
S2 (piii - gi,-,) = 33,29; f= 2,16
und
GD„5% = 12,46.
Betrachten wir nun die Auswirkungen der Modellannahme
einer unendlich großen Grundgesamtheit Umwelten, d.h.
P-+00. Der F-Test für oši, und oši, bleibt unverändert. Weiter
wird
2
S2 _ gif) = E =
und
GDt750/0 = ' =
Für die Kreuzungsmittelwerte erhält man
2 A A 2s (uii - Eiif) =~ñ (80,1 + 3 - 45,5) = 36,1
_ 1 2t = Ey -1-2- (80,1 - 2,23 + 3 - 45,5 - 2,1) = 2,15
und
GD„5% = 12,92. I
Schließlich bekäme man unter der Annahme einer unendli-
chen Grundgesamtheit Umwelten für nicht verwandte Nach-
kommen.
S2 (E11 _ ßfy) = 41,36
GDi¶50/0 =
In dieser Serie bewirkt somit die Nichtbeachtung der Endlich-
keit der Grundgesamtheit Umwelten eine Vergrößerung der
Grenzdifferenzen um mehr als 10 %. Dies wiederum kann sich
durchaus auf den Test verschiedener Differenzen auswirken.
Als Beispiel betrachte man den Vergleich der Halbgeschwister
(1, 2) und (2, 6) bzw. den Vergleich der unverwandten Kreu-
zungen (1, 5) und (2, 4). Im adäquaten Modell mit endlichen
Stufengesamtheiten sind die Unterschiede jeweils statistisch
gesichert (Risiko 5 °/0), während im Modell mit unendlichen
Stufengesamtheiten ein Unterschied nicht nachgewiesen wer-
den kann.
6. Diskussion
Die hier beschriebene Darstellung der Grenzdifferenzen auf
der Grundlage einfach klassifizierter Umwelten läßt sich auf
mehrfach klassifizierte Umwelten (z. B. Orte * Jahre Bestan-
desdichten) ausdehnen. Ein wesentlicher Vorteil des Modells
mit endlichen Stufengesamtheiten besteht dann darin, daß als
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Grenzfall jedes denkbare gemischte Modell (beispielsweise
Orte fest, Jahre und Bestandesdichten zufällig) enthalten ist.
Im allgemeinen ändern sich durch unterschiedliche Modellan-
nahmen die Schätzwerte, insbesondere die der Varianzkom-
ponenten, nicht wesentlich. Hat man eine endliche Grundge-
samtheit Umwelten vorliegen, verwendet aber trotzdem ein
Modell auf der Basis einer unendlichen Grundgesamtheit, so
läuft man vor allem Gefahr, tatsächlich vorhandene Unter-
schiede nicht sichern zu können, oder anders gesagt, diejeni-
gen Signifikanzaussagen, die im »unendlichen Modell« gefun-
den wurden, gelten im »endlichen Modell« erst recht. Vor
allem derjenige Experimentator, der möglichst viele signifi-
kante Differenzen nachweisen möchte, rnuß sich sehr genau
über die Größe der Grundgesamtheit Klarheit verschaffen.
Die numerischen Erfahrungen zeigen, daß es sich erst dann
›>lohnt<<, ein Modell mit endlichen Stufengesamtheiten zu ver-
wenden, wenn wenigstens 10 °/0 der Stufen der Grundgesamt-
heit im Versuch einbezogen sind.
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