Parameterization of a Molecular Dynamics force field is essential in realistically modelling the physico-chemical processes involved in a molecular system. This step is often challenging when the equations involved in describing the force field are complicated as well as when the parameters are mostly empirical. ReaxFF is one such reactive force field which uses hundreds of parameters to describe the interactions between atoms. The optimization of the parameters in ReaxFF is done such that the the properties predicted by ReaxFF matches with a set of quantum chemical or experimental data. Usually, the optimization of the parameters is done by an inefficient single parameter parabolic-search algorithm. In this study, we use a robust Metropolis Monte-Carlo algorithm with Simulated Annealing (MMC-SA) to search for the optimum parameters for the ReaxFF force field in a high-dimensional parameter space. The optimization is done against a set of quantum chemical data for M gSO 4 hydrates. The optimized force field reproduced the chemical structures, the Equations of State and the water binding curves of M gSO 4 hydrates. The transferability test of the ReaxFF force field shows the extend of transferability for a particular molecular system. This study points out that the ReaxFF force field is not indefinitely transferable.
Introduction
The ReaxFF force field is a new generation Molecular Dynamics(MD) force field for modelling reactive chemical systems 1 Iron-oxyhydroxides 8 , Gold oxides and nanoparticles 9,10 , Cobalt 11 , Cu-water 12,13 etc. As such, the ability of the ReaxFF force field to accurately represent the interactions between atoms in such complex molecular systems, in terms of approximately 100 parameters per atom, is commendable.
In the present study the ReaxFF method is used to simulate Mg-salt hydrates which are potential candidate materials for energy storage in seasonal heat storage systems 14 .
Magnesium sulfate hydrates can store energy of up to 2.8 GJ/m 3 15 as heat of hydration.
In addition, these hydrates are widely available and non-toxic, which make them suitable candidate materials for seasonal solar energy storage in the built environment. However, the slow hydration rate of magnesium sulfate limits the power output in such an energy storage system. In addition, the formation of cracks and pores in the material reduces the strength and re-usability of this material. Thus, we intent to model this system using ReaxFF to study the hydration and dehydration processes from a molecular point of view.
The ReaxFF force field for magnesium sulfate hydrates is parameterized using quantum chemical (Density Functional Theory) data in order to accurately simulate the dynamics of the system. The force field contains around 100 parameters per atom to describe the potential energy surface. The traditional parameterization procedure implemented in ReaxFF is inefficient since it uses a single parameter search algorithm 16 . The success of such a proce-dure is highly dependent on the initial conditions as it searches only for the local minima in the parameter space. Alternatively, the Monte Carlo algorithms are well known for efficiently sampling highly irregular configurational spaces. In the present study, the Metropolis
Monte Carlo Method 17 is employed to randomly sample the parameter space in search for the global minimum, by utilizing the Simulated Annealing procedure of Kirkpatrick et.al. 18 to optimize the ReaxFF force field. Also the transferability of the resulting force field is tested with respect to a part of the data set which was not used for optimization. In this study, a brief background on ReaxFF method is presented along with the traditionally used single parameter parabolic-search parameter optimization scheme. Then the Metropolis Monte-Carlo optimization scheme along with Simulated annealing technique for the force field parameterization is introduced. The quality of the resulting force field is analyzed by comparing the results with a set of quantum chemical data. In addition, a transferability test of the force field is also presented in this work.
Background
Molecular Dynamics (MD) simulations are increasingly being used to study complex molecular systems as the computational costs are getting lower day by day. In MD, the molecular system undergoes a systematic sampling of the configurational space defined by a particular ensemble, to generate statistical estimation of macroscopic properties including the dynamic properties. The inter atomic interaction potentials subsume all the physical properties of the system within itself and therefore play a crucial role in reproducing the real physical behavior of any system. There are several inter atomic potentials being used in MD simulations, each varying in their computational efficiencies and accuracies. One commonly used model is the 
ReaxFF force field
The ReaxFF force field calculates the energy of the system according to Eq.1.
where E bond represents the bond energy, E lp is the energy due to the presence of lone pair and E over and E under are the energies arising from over and under-coordination, respectively, of atoms with respect to their valency. The valence angle (three body) energy and the torsion angle (four body) energies are accounted for in the terms E val and E tors respectively. E pen is a penalty energy to stabilize a three body system with the center atom having two double bonds connected to it. Conjugated chemical bonds are stabilized by adding corrections for three body, E 3conj , and four body, E 4counj , conjugation terms to the respective systems. term are given by van Duin et. al. 1, 4 . The van der Waals interactions are modelled using a distance corrected Morse-potential, Eq.2a.
Here D ij is the interaction energy, r vdw is the van der Waals radius and the remaining ones are empirical parameters in the force field. Eq.2b is a shielding term to limit excessive repulsive interaction between bonded atoms and atoms sharing a valence angle. Similarly, a shielded
Coulomb potential as presented in Eq.3 is used to account for electro-static interactions.
Corrections will be made whenever there is orbital overlap between atoms at close distances.
Atomic charges are calculated using the Electron Equilibrium Method (EEM) 27 , thus taking into account charge transfer and polarization of the molecules during chemical reactions.
In ReaxFF, bond order, BO ′ ij , is calculated between every pair of atoms according to Eq.4. The parameters P bo1 , P bo3 and P bo5 in Eq.4 have values less than zero. The bond order, thus, takes a real value between 0 and 3 depending on the distance between atoms and the nature of the chemical bond. All the connected interactions such as bond energy, valence angle etc are made bond order dependent, thus making the bond breaking and formation a spontaneous process. All the non-bonded interactions are multiplied by a 7 th order polynomial to make sure that the 1 st , 2 nd and 3 rd derivatives are continuous and go to zero at the cutoff boundary 2 .
Force field optimization using quantum chemical results During the force field parameter optimization, ReaxFF tries to minimize an objective function, indicated as Error given in Eq.5, which is the sum of the squared error between the force field obtained data and the one which is provided in the training set,
Here, x i,T S is the quantum chemical or experimental data in the training set for the atomic charges or the structural parameters or the energies and x i,ReaxF F is the value for the corresponding data obtained from ReaxFF. The σ i values are parameters used to scale different types of errors generated for each entry in the training set to mutually comparable magnitudes. Therefore these parameters can be used to set the relative importance between various sections within the training set. values for the energies vary from 0.1 to 1.0 depending on the magnitude of the training set entries x i,T S . Altogether, there are approximately 3000 data points in the training set. Usually, the optimization of the parameters is done using a successive one-parameter search algorithm 16 . According to this method, one particular parameter p in the force field is chosen at a time, and then a parabolic fit is made between three values of the objective function against three values for that parameter: one being the initial value p, and the other two being small perturbations δp in both directions p ± δp. The optimum value for this parameter p is then calculated by minimizing this parabola. If the parabola is concave down, the value which corresponds to the smallest error will be selected. The procedure is then repeated by choosing a different parameter and is continued until the error no longer decreases. However, since most of the parameters in the force field are in some way related 16 , the procedure has to be repeated several rounds over all the parameters in order to get a converged force field. Another drawback in this procedure is that it will only find a local minimum in the parameter space and a good initial condition for the parameters is necessary for obtaining a good force field. Given the fact that most of the parameters are empirical, a good starting point for these parameters is, very often, difficult to realize. This approach becomes more difficult when the number of parameters to be optimized is large. In addition,
there is no guarantee that the error surface has the shape of a parabola in the region of interest and, therefore, the assumption that this procedure will lead to a local minimum is questionable. For instance, Figure 
Metropolis Monte-Carlo algorithm
The Metropolis Monte Carlo (MMC) algorithm 17 has been used extensively in efficiently sampling the configurational space and to compute macroscopic properties of molecular systems. In this method, the particles/atoms are instilled with a random movement at every iteration and the so-proposed configuration is accepted with a probability given by
where ∆E = E new − E old is the difference in energy of the configuration after, E new , and before, E old , the proposed move. The Metropolis scheme samples the states in accordance with the Boltzmann distribution. The acceptance of the trial move is thus governed by the Boltzmann distribution. The Boltzmann factor, exp (−βE) (where β = 1 k B T ), assigns a probability for each trial state according to its energy, E. The states with low energy are more probable compared to the states with high energy. When the temperature, T , of the system is high, the system meanders around the energy surface more freely and vice versa.
The stochastic nature of the dynamics in the MMC algorithm makes it a robust method to search over an energy hyper-surface with a large number of minima 29 . 18 . In this method, the simulation is started at a high temperature with a set of randomly generated values for the parameters to be optimized and then the system is slowly cooled down. So, in the initial stage, the system can freely move around the energy surface and one may assert that, eventually, the system will boil down to the global minimum in the energy surface. The procedure has been applied for many systems to find the global energy minimum. [33] [34] [35] It is to be noted here that the particles in our system are nothing but the parameters in the ReaxFF force field, and the energy E in Eq.6 is the Error in Eq. 5. So
Eq.6 may be rewritten as
where ∆Error = Error new − Error old . The temperature T determines the number of accessible error levels in our error surface, and it may be viewed differently from the actual temperature in particle mechanics. The order of T has been chosen based on the magnitude of Error for a particular optimization run, so that to maintain a certain minimum acceptance rate. At the beginning of the simulation the temperature is set to a high value and is gradually decreased by a factor of 0.999 at every proposed move. Out of a selected 132
der Waals interaction between most pairs and the O − H − O hydrogen bond interactions apart from the atomic parameters of Mg and S) for optimization, only 5% of them were randomly picked at each move and random propositions are made for each according to is scaled up by 3% and when it is less than 30%, δp i,max is scaled down by 3%). Figure 2 shows the decrease of Error as the system is cooled down. In the initial stages, relatively large fluctuations were allowed due to high temperature, and in the final stages only small fluctuations were allowed. Each parameters in the force field is given an upper and lower bound, based on the values used in a set of eleven force fields provided in the ReaxFF package of scm 36 , to ensure that the parameters do not attain any physically meaningless values. These bounds for the parameters are large enough so that it includes the region where force fields for a number of elements (such as H,O,C,N,S,F,Pt,Cl,Ni,Si,V,Zn etc.) and for the the molecules formed by their combinations can be derived out of it. Roughly 25% of the data in the training set is rendered ineffective from the optimization procedure, and is used to test the transferability by cross-validating 37 the force field after optimization. A low weighting factor, (100 × σ i ), refer Eq.5, is set for these data compared to the other equivalent data in the training set. In addition, the equations of state for magnesium sulfate penta-hydrate crystal is left out of the training set, to test the transferability of the force field for data points completely outside what is given in the training set. In order to compare the influence of the starting point between the MMC-SA and the parabolic-search algorithm, the optimization is also done using the latter method with random starting points for the selected set of parameters. Multiple sweeps were performed over all the parameters during the parabolic search method.
Results
Usually, the ReaxFF force fields are optimized against quantum chemical data such as the equations of states, binding energies for chemical reactions, specific reaction path ways, dissociation curves etc [3] [4] [5] 12 for the respective systems. For optimizing the force field for 
Comparison between Parabolic-search and MMC algorithm
In order to assess the performance of Metropolis Monte Carlo scheme to optimize the ReaxFF force field, a comparison is made between the single parameter parabolic-search (ParSearch) method and the MMC algorithm. Since a proper initial condition was not known for our system, we have used five random starting force fields. These five random force fields were then optimized using the MMC method at a low temperature as well as the parabolic-search method. The ratio of Error M M C to Error P arSearch as a function of iteration is shown in All the curves in the figure starts at unity. A value of less than unity for this ratio implies that the Error M M C is lower than Error P arSearch at that iteration and vice versa. A value of greater than unity is found for the beginning of just one simulation and then all the curves lies below unity throughout. In all the five trials, MMC method finds a lower minimum compared to the parabolic-search method. Apart from the the second trial, the error ratios between the MMC and the parabolic-search mostly remain significantly lower than unity, suggesting that the MMC method works better when starting from a random initial force field. In the second trial, we assume that the parabolic-search method had a good initial condition. Nevertheless, MMC method still arrived at a better force field with lower error in this case as well. Figure 4 shows the absolute values of the errors in the MMC and the parabolic-search method for trial 3. This shows that the MMC method reduces the error in the force field faster than the parabolic-search algorithm.
In addition, the initial and the final errors for all these five sets of calculations are given in Table 2 . A careful look at the five final errors from the MMC method reveals that all the five trials led to force fields with comparable magnitude in its errors. The ratio of the standard deviation to the average error for the parabolic-search method is 0.6 and the same for MMC method is 0.21 suggesting that spread of the final errors in MMC is much lower than that of the parabolic-search method. This shows the capability of the MMC method to arrive at the global minimum from any random starting point in the parameter space.
These results also show the advantage of using MMC algorithm to find the optimum force field for ReaxFF, especially when one does not have a good initial condition. It appears from the results in Figure 3 and from Table 2 that the parabolic-search method often results in a local minimum and this must be avoided in order to get the best force field.
Thus, we argue that the MMC algorithm with Simulated Annealing technique must yield the optimum force field for such a minimization procedure. Now, since the success of the parabolic-search method is dependent on the initial condition, we agree that an extensive Table 3 , show good agreement. This agreement in the average bond length is an evidence for the preservation of the coordination around the S atom during the structural change. An important fact to be noticed is the spontaneous proton transfer from one of the co-ordinated water molecules to the SO 4 tetrahedra, in accordance with the DFT structures reported 39 , as shown by dotted lines in Figure 6 . It is worth mentioning that ReaxFF reproduces this spontaneous proton transfer correctly in In order to reproduce the proton transfer in MgSO 4 .6H 2 O using ReaxFF, the energies calculated along the proton transfer path using DFT were also added to the training-set before starting the optimization. The variation of the potential energy along the proton transfer path is shown in Figure 7 . The hydrogen atom is placed at different positions along the proton transfer pathway and single point calculations are performed to sample the potential energy surface. The energy is decreasing from left to right. The DFT results confirm the absence of any barrier in the proton transfer process as reported in the literature 39 . Now, it may be pointed out that the equilibrium O · · · H distance in the ReaxFF structure, Figure   6 (a), is 0.08Å higher than the DFT optimized structure, Figure 6 (b) given in the training set. The reason for this deviation is that the structure in Figure 6 (b) is optimized using the PW91 functional and the proton transfer pathway in Figure 7 is sampled, by performing single point calculations, using the B3LYP functional. It is observed that the ReaxFF optimization resulted in reproducing the proton transfer pathway better compared to the structural properties of Figure 6 (b). This is evident from the proton transfer pathway, Figure   7 , where the DFT and ReaxFF have a minimum around 1.62Å and not at 1.54Å.
The agreement between the ReaxFF and the DFT calculated energies is fairly good with an rms deviation of less than 10 kcal/mol(≈ 27 kcal/mol before Metropolis minimization).
Along with the optimized ReaxFF data points, the low-weightage data points (with large σ i values) are also plotted. These data points appear to follow the trend of the remaining ReaxFF data points after optimization, and in this sense transferability is respected.
Equations of state for hydrated crystals of magnesium sulfate
Equations of state (EOS) are used to characterize the energy required to change the volume of a solid with respect to its equilibrium volume. A general expression for the equations of state can be derived using the expression for free energy, dA = −SdT −P dV . Differentiating
A with respect to V at constant T thus results in
DFT calculations assume the Born-Oppenheimer approximation 40 and thus the nuclear kinetic energy is zero (i.e T = 0K). This implies that the free energy A = E, the internal energy. Therefore, Eq.8 is rewritten as,
Integrating Eq.9, we get the general expression for the equations of state,
The pressure P is connected to the bulk modulus B via the equation, B = −V ∂P ∂V T .
Given an expression for the bulk modulus of the material, it is thus possible to obtain an expression for energy E as function of volume V . There are several equations of state for solids proposed in the literature 41, 42 . Equations of state data, E = E(V ), for hydrated crystals of MgSO 4 (anhydrate, tetra-hydrate, penta-hydrate and hepta-hydrate), are generated using DFT in order to optimize the ReaxFF force field to model the various stages of hydration of the crystal. Atomic coordinates and the unit cell data for these hydrates are obtained from experimental measurements [43] [44] [45] [46] . The unit cell dimensions and the atomic coordinates are further optimized at PW91-TZP level theory. A quadratic tetrahedron method is used for integrating over the Gamma-points in the first Brillouin zone. Owing to the large unit cells, sampling just the Gamma-points is found to be sufficient for the present systems.
Hydrated magnesium sulfate crystals
Crystalline magnesium sulfate realizes an orthorhombic unit cell with four MgSO 4 molecules occupied in it 43 . The volume of the optimized geometry is uniformly varied (by keeping the ratio between the sides constant) changed gradually, and at every instance, the atomic coordinates are optimized to find the equations of state for the MgSO 4 crystal at 0K, Figure   8 . Similarly, the equations of state for tetra-hydrate, Figure 10 , penta-hydrate, Figure 12 , and hepta-hydrate, Figure 9 , are generated. The arrow shows the calibration point to correct for the reference state.
The equations of state data are then included in the training set. As mentioned in the case of proton transfer reaction in magnesium sulfate hexa-hydrate, a set of randomly picked data in the training set is given a 100 times lower weight (100 × σ) compared to the other data in the training set. After optimization of the force field using the Metropolis algorithm, the resulting energies of the geometries are compared with the obtained DFT data in Figures   8-11 .
The data for the equations of state for MgSO 4 is shown in Figure 8 . The ReaxFF optimized data and the DFT results show good agreement between each other with an rms error of less than 5 kcal/mol for the data points which were used for optimization. The low-weightage data points also match well with the DFT results. Before the Metropolis minimization, the overall rms error for the EOS of MgSO 4 was approximately 70 kcal/mol. Similarly, the comparison between ReaxFF and DFT for the equations of state data for the tetra-hydrated magnesium sulfate is shown in Figure 10 . Although the ReaxFF data points follow the correct trend, the compressed crystal (volume < 600Å
3 ) shows a significant deviation resulting in an rms error of 13.5 kcal/mol (The rms error using parabolic-search optimization was approximately 90 kcal/mol). Nevertheless, the transferability of the force field within the equations of state data set appears to be as good as in the previous cases.
The low-weightage data points in all these cases appear to follow the trend of the optimized geometries. This shows the good transferability of the ReaxFF force field for the regions close to the data used for training.
Water binding energy of MgSO 4 crystal
Energy as a function of water binding on the (100) surface of MgSO 4 crystal is calculated using DFT. A periodic unit cell of MgSO 4 with a 10Å vacuum space in x-direction is used for the calculation. A water molecule is placed at different locations in the vacuum space, and then a geometry optimization is performed after constraining the distance between the O atom in the water molecule and one of the Mg atoms at the (100) surface of the crystal. Figure 11 shows the variation of energy as the water molecule approaches the slab surface (from right to left). ReaxFF reproduces the correct trend of the energy surface after optimization. Even the low-weightage data follows the DFT results. Prediction of the equations of state for magnesium sulfate penta-hydrate
To assess the extent of the transferability of the force field, a comparison is made between the equations of state data of magnesium sulfate penta-hydrate with the predictions from the optimized ReaxFF force field. This set of data was not included in the training set, and thus can be marked as a validation of the ability of the force field to predict the energy surface beyond the sampled data set. The non-orthorhombic unit cell of MgSO 4 .5H 2 O contains 42 atoms. The resulting comparison between the DFT and ReaxFF predictions is shown in Figure 12 . Since the equation of state for the penta-hydrate was not included in the training set, one would not expect the rms error for the penta-hydrate, Figure 12 , to be lower than the average rms error obtained in the previous results. The trend in the energy surface for penta-hydrate is captured by the ReaxFF calculation, although the rms error of 41.3 kcal/mol is relatively large, resulting in an inferior level of transferability of the force field for penta-hydrate.
The rms error observed for this case with the force field obtained after the parabolic-search optimization procedure was found to be 51.5 kcal/mol.
Discussion
Not many attempts have been made in the past to find a suitable optimization scheme to parameterize the Reactive Force Fields. From a conceptual point of view, it appears that the Metropolis scheme is more robust compared to the single parameter parabolic-search algorithm in searching a global minimum for the present problem. The main advantage of the Metropolis Monte-Carlo scheme with Simulated Annealing (MMC-SA) is that it can climb over local maxima and will not be stuck to local minima in the parameter space.
A comparison with the single parameter search algorithm is difficult to illustrate here as the success of the single parameter search is entirely dependent on the starting point in the parameter space. Nevertheless, a comparison of the rms errors for various data sets in the training set between the single parameter search and Metropolis is given in Table 4 .
We admit that this inferior comparison of the parabolic-search against the new Metropolis scheme might be due to a poor starting point in the parameter space. Therefore, if one has a good guess for the parameters to start with, then it is possible that the single parameter search will lead to more or less to the same global minimum. Again, since the success of the Metropolis scheme is not as much dependent on the initial conditions, it is proposed to be an appropriate scheme to parameterize the empirical ReaxFF force field, without having to require much prior knowledge about the approximate values for the parameters.
The optimized force field acts as an approximate model which reproduces the information given in the training set. Naturally, any deviation in the training set data from reality will be reproduced in the optimized force field as well. One should thus keep in mind that the force field can never be better than the training set data. Riley et.al. 28 has tabulated the magnitude of various errors from DFT calculation, and for various energies. They have reported that DFT shows an average error in the conformational energies of approximately 15 kcal/mol. In addition, these errors vary from system to system. Therefore, the average rms variation observed in the present optimized force field may be regarded as satisfactory.
Errors can also arise from choosing different models (xc-functionals or basis set) in DFT for various data sets in the training set. One such instance is the case for the proton transfer reaction in the magnesium sulfate hexahydrate molecule as presented in Figure 7 , where the B3LYP functional was used for sampling the proton transfer pathway and the PW91 functional was used to optimize the hexahydrate molecule as presented in Figure   6 (a), resulting in a deviation in equilibrium O · · · H distance of 0.08Å in the hexahydrate molecule. Such inconsistencies may thus be appropriately taken into account by adjusting the weighting factors σ i in the training set.
Transferability of the ReaxFF force field for a system, other than what it has been optimized for, is a question which needs to be addressed to assess the applicability of the force field. The general trend of the data points with low-weighting factors as presented in Figures 7-11 , validate the excellent transferability of the force field for points close to the training set data in the potential energy surface. In all the cases, the rms errors for the low-weightage data points are comparable to the of data points.
For the case of the equations of state for the penta-hydrate crystal, Figure 12 , which was not included in the training set, ReaxFF captures the right trend in the data although the rms error is relatively large. This shows that the transferability of the ReaxFF force field, for data points beyond which it has been optimized for, should be carefully examined before it may be used for molecular dynamics simulations. At this juncture, the strategy applied by van Duin et.al. 12 , in accordance with Wood et.al. 47 , to randomly sample the relevant configurational space from an MD simulation, seems to be the best suitable approach for effectively sampling the potential energy surface. In this method, starting with an approximate force field, an MD simulation is performed on the desired chemical processes and the configurational space is sampled. The DFT energies of such samples are used in the training set to better capture the potential energy surface of the reaction coordinates. This method ensures that the sampling of the potential energy surface is made closer to the relevant regions in the configurational space, and thus results in a good force field applicable in those areas of the configurational space.
We have maintained an acceptance rate of 30% throughout the calculation by scaling the δp i,max . If we were to maintain lower acceptance rate, e.g. 10%, then for a particular system, at a given temperature, δp i,max will be larger in comparison with the case with 30%.
This implies that the aggressiveness of random propositions increases if one is working with a lower target acceptance rate and vice versa. Therefore, when one maintains a low acceptance rate, the chances for resulting in a better approximation for the parameters increases due to the aggressive propositions. However, highly aggressive moves in our system often results in unacceptably large Error values, resulting in worthless computational effort (due to lower acceptance rate). In essence, a combination of a slow rate of cooling, appropriate perturbation scaling and a low target acceptance rate will eventually get us closer to the global minimum in the parameter space. On the other hand, this will increase the computational time, and therefore a balance needs to be found in choosing the right values for these settings. In addition, the equations of state of anhydrate, tetra-hydrate, penta-hydrate and heptahydrates were also reproduced by the optimized force field within satisfactory accuracy limit.
Conclusion
Using the Metropolis Monte Carlo algorithm to optimize the ReaxFF force field avails us the benefit of searching for the global minimum in a high dimensional parameter space.
Compared to the single parameter parabolic-search algorithm 16 , the Metropolis algorithm is robust and can climb over local maxima, and, therefore, does not depend as much on the initial conditions. In addition, a set of several parameters can be selected simultaneously for each trial unlike in the parabolic-search method where only one parameter at a time can be optimized. Table 4 also shows the improvement of the MMC-SA method over the single-parameter parabolic-search algorithm. The simulated annealing method provides a better control on the parameterization procedure.
The transferability of the force field within the close range of the training set data is proven to be excellent. The agreement is found to be less accurate in the case of a data set farther away from the training set (penta-hydrate). The choice of the data set used for training is thus important in reproducing the correct behavior of the system in MD simulations, and it is asserted that the ReaxFF force field is not indefinitely transferable for a set of atoms and one should make a careful judgement in building the appropriate training set. The method used by van Duin et.al. 12 for randomly sampling the configurational space, seems to be an appropriate choice for building the training set. Further investigation is needed to find more effective methods in efficiently sampling the configurational space and in optimizing the parameters.
