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ABSTRACT 
This research study examined impact of oil prices on RevPAR.  Most are familiar 
with the impact of higher oil/energy prices on broader travel trends as it generally causes less 
hospitality spending.  Few have looked at the operating impact of oil prices on hotel and 
travel consumption in markets dependent on the commerce this commodity brings.   
 Quantitative statistical methods were employed utilizing time series analysis aimed at 
testing a proposed model of variation in monthly RevPAR within shale-producing and non-
shale producing regions between 1990 and 2016, as well as during periods of rising and 
declining oil prices. Predictors of RevPAR in the proposed model included: Oil Prices, Room 
Supply, Unemployment rate, and Personal Income.   
 There was considerable autocorrelation in the variables, and substantial evidence of 
autocorrelation in the residuals for the models without adjusting for the auto correlation the 
initial analysis results in the relatively high R-square between RevPAR and the independent 
variables.  However, when residualized variables were included that controlled for the 
autoregressive, integrated and moving average components of these variables, the amount of 
variance explained in RevPAR dropped considerably.   
After reducing the autocorrelation, examining different time periods, and markets that 
are closely aligned with oil production or the broader U.S. there was not a statistically 
significant causal relationship between oil prices and RevPAR.  Furthermore, the findings 
implied that it does not seem to matter whether the markets being studied are oil producing or 
not as the relationships are not significant.  Hospitality leaders may have inadvertently 
“blamed” weakness in overall RevPAR and RevPAR in shale markets on lower oil prices 
during 2015 and 2016, while this analysis was less conclusive of this relationship. Industry 
  ix 
experts sometimes publish high R squares to imply greater certainty of the relationship 
between independent variables and RevPAR, but these equations need to be tested for 
autocorrelation. 
Key words: RevPAR, shale oil, autocorrelation and Seasonal ARIMA 
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CHAPTER 1.  INTRODUCTION 
Background of the Study 
The impact of higher oil/energy prices on broader travel trends generally causes less 
hospitality spending.  Most hotel investors, operators, and academics are familiar with this 
scenario; however, very few have looked at the operating impact of oil prices on hotel and 
travel consumption in markets dependent on the commerce this commodity brings.  
Specifically, there has been very little research done on the impact of oil prices on hotel 
revenue per available room (RevPAR) in energy producing markets.  The purpose of this 
research was to examine impact of oil prices on hotel trends in regions, particularly shale oil 
producing regions in the U.S. which benefit from the economic activity of energy exploration 
and production.   
Shale oil markets, as defined by Smith Travel Research (STR) (Alvarado & Hennis, 
2015), that rely on the health of businesses associated with drilling, exploration, and oil field 
services were examined to determine if lower or higher oil prices affect propensity to travel 
and stay in hotels at these locations.  The core issue addressed was to ascertain the influence 
of hotel supply and macroeconomic drivers.  While there has been much historic focus 
(Becken & Lenox, 2012; Chatziantoniou, Filis, Eeckels, & Apostolakis, 2013; Corgel & 
Lane, 2011) on the effect higher oil prices broadly have on travel, there has been little focus 
on the impact of price on hotels specifically in markets that benefit from production of oil.  
This issue may be especially relevant given the volatility of West Texas Intermediary oil 
prices, which have fluctuated from a peak of $133.88 in June 2008 to a low of $32.63 in 
December of 2016.   
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Shale energy production accelerated in 2010, when oil prices hovered around $75 per 
barrel.  RevPAR in the shale producing markets accelerated from $28.70 in January 2010 to a 
peak of $62.04 in 2014, a 116% increase.  During that same period total U.S. RevPAR grew 
89%.  During 2015, as oil prices declined, RevPAR in shale producing regions dropped 24% 
while the broader US RevPAR increased 6% (STR, 2016).  One goal of this current research 
was to ascertain the elements or linkage between these two variables and to determine if 
there are other variables influencing the relationship.  
Statement of the Problem 
There has generally been a dearth of academic papers that examine the impact of 
lower oil prices on hotel demand; therefore, the introduction will primarily look at the 
inverse—the effect of higher oil prices on hotel results.  This review examined a number of 
articles that investigated negative impact of higher oil prices on travel.  Corgel and Lane 
(2011) used a Hotel Horizon’s demand model and Moody’s Analytic to create an 
economic/hotel demand forecast under various oil price scenarios which, not surprisingly, 
showed that higher fuel prices hurt hotel results.  Mohanty, Nandha, Habis, and Juhabi 
(2014) looked at the impact to stock prices for hospitality related sectors to oil price changes. 
Other articles examined higher oil prices on multiple tourist destinations in the 
Mediterranean (Chatziantoniou et al., 2013), oil producing nations such as Nigeria (Ayadi, 
2005), and isolated tourist markets like New Zealand (Becken & Lennox, 2012).  While all 
used a variety of methods, each came to same conclusion—that oil prices are inversely 
related to oil.  
Analysis of RevPAR data was an additional perspective critical to an initial 
examination of this problem.  RevPAR tends to move in relative smooth trajectories and does 
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not show the volatility of other factors.  Bloom, Correa, Kim, and Koukol, (2011) examined 
weekly RevPAR trends to improve forecasting methods.  According to the study the plainest 
techniques might be the best, as Simple Moving Average and Single Exponential Smoothing 
outperformed on analysis and forecast than more complex statistical techniques of 
Autoregressive Integrated Moving Average (ARIMA) and Artificial Neural Networks 
(ANN).  Enz, Canina, and Walsh, (2001) looked at the pitfalls of using RevPAR as the only 
variable in examining hotel operating results.  They focused particularly on how average 
RevPAR can be distorted, whereas median and modal might be more helpful.   
The relationship between declining oil price and hotel demand has been more of a 
focus on practitioners with some press releases and a newspaper article citing STR’s 
consulting and analytic division work on this issue.  For example, STR Analytics (2016) 
examined the relationship between oil rigs in Texas, Oklahoma, Louisiana, North Dakota, 
New Mexico, Colorado and Wyoming and RevPAR, with the number of rigs opening/closing 
suggesting an impact to RevPAR in those markets.   
Hotel Newswire (a subsidiary of STR) issued a press release in May 2016 indicating 
that “Over the past five years, oil and gas regions accounted for 20% of the new hotel rooms 
developed in the US” (STR: Hotels in oil and gas regions continue to struggle) as stated by 
Steve Hennis, STR’s VP of consulting and analytics.  The authors also noted there are 39 
submarkets of the 630 US hotel tracts that are driven by the oil and gas industry.  The 
assertion that lower oil prices negatively impacted hotel results was also noted by Lodging 
Magazine (Downey, 2017) and Hotel Management (Mieyal, 2016).  Consulting organizations 
such as Cushman and Wakefield (Lewis, McConnel & Kosna, 2017) and Ernst and Young 
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(Wahbah & Assaad, 2016) also blame lower oil prices for weaker hotel trends in energy 
producing markets.  
While these articles and studies identified parts of the problem, there needs to be a 
deeper and more comprehensive examination of the aspects regarding the reason RevPAR 
declined in these regions.  As indicated previously, it was not clear whether the decline in 
RevPAR in oil producing areas was due to energy prices, overbuilding (i.e., adding to many 
hotel rooms based on existing demand), a slowing economy or some other factor.  The 
purpose of this research was to determine which of these or other factors might be the culprit.  
Objectives of the Study 
The objectives of the study were to: 
1. Ascertain whether there was a causal relationship between oil prices on RevPAR; 
2. Determine if these relationships are conditional on whether the markets being studied 
are oil-producing (specifically shale) versus markets that are not particularly 
associated with oil production; and 
3. Determine if there was a relationship between the dependent variable RevPAR and 
independent variables beyond oil prices including hotel room supply, U.S. monthly 
unemployment rate and U.S. monthly disposable income. 
Assumptions 
The study was conducted based on the following assumptions: 
1. Secondary data are available and provide for measures of RevPAR and supply; 
2. West Texas Intermediary oil prices are generally representative of the output pricing 
received by shale oil producers; and 
  5 
3. The unemployment rate and disposable income are generally representative of the 
monthly economic strength or weakness of the U.S. economy. 
Hypotheses 
Based upon the literature review and research objectives, hypotheses were framed in 
the alternative and positive format (Creswell, 2012, p. 188): 
H1: Oil prices will emerge as a significant positive predictor of RevPAR. 
H2: Room supply will emerge as a significant negative predictor of RevPAR. 
H3: Monthly disposable income and U.S. unemployment rate will emerge as significant 
positive predictors of RevPAR.  
Review of the Data 
Shale producing hotel trends were accessed to ascertain the RevPAR, with a focus on 
the entire shale market as defined by STR, the leading lodging industry data provider.  It 
should be noted there are potential deficiencies in the data collected by STR, which are 
dependent on hotel operators providing proper and fair information.  However, most 
academics (Zheng, 2014) and operators have found these secondary data to be robust enough 
with relatively few anomalies. 
The data were not subdivided results based on price point or segment service level.  
Since the hypothesis was that oil prices influence all hotel demand (CEOs may stay in luxury 
hotels, but rig workers may stay in extended stay hotels), this research employed the most 
encompassing measure of hotel need, rather than look at either high end or low-end RevPAR.  
Room supply in shale oil producing markets were also examined to determine if it has an 
impact on RevPAR trends (provided by STR).  The measure of energy prices was West 
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Texas Intermediary, which has long been the broadest measure of U.S. energy prices. Data 
were collected from the commodity exchanges or the U.S. Department of Energy.   
Methodology 
 The design of the research was based on time series analyses during different periods, 
different independent variables, and an evaluation of the explanatory power of the estimation 
models (RevPAR for the Total US and RevPAR for Shale Producing Markets).  Following 
these analyses, the researcher examined the same data and model to eliminate the auto 
regression that has typically been associated with time series data same and isolate the 
variables significance using ARIMA analysis to smooth out the monthly data.  
Significance of the Study 
The findings of this study have potential benefits for both the hospitality industry and 
academia.  This research was presumed to be one of the first to study impact of oil prices on 
hospitality trends in markets closely aligned with oil production.  If the analysis indicates that 
oil prices are, in fact, the main cause for the change in demand, the industry may want to 
consider halting or accelerating construction of any new capacity into these markets.  More 
specifically, despite a recent bounce back in oil prices, major energy companies are still 
reducing expenses and labor; therefore, demand for hotel rooms may be moribund for quite 
some time. In contrast, if the analysis indicates that weakness in hotel trends are broader 
issues, such as overbuilding, operators may consider more aggressive retrenchment.   
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Definition of Terms 
The following terms were defined for this research: 
Autocorrelation: correlation between the elements of a series and others from the same 
series separated from them by a given interval. 
Average daily rate (ADR):  The average daily room rate or selling price (room revenue / 
rooms sold) (Smith Travel Research [STR], 2018). 
Coefficient of determination (R2):  The coefficient of determination as a statistical value 
ranging from 0 to 1 that measures the degree of variance for the dependent variable that was 
explained by independent variables. 
Correlation coefficient:  The correlation coefficient as the statistical value that measures the 
strength of the relationship between variable with +1 or -1 indicating a mirrored relationship 
and a value of 0 indicating a lack of a relationship. 
Covariance:  Represents the variability in comparing two variables that can range from a 
positive or negative relationship with higher value representing a stronger relationship. 
Degrees of freedom:  Calculated by subtracting the total number of observations from the 
number of estimated parameters.  The degree of freedom statistic estimates the level of 
model restriction in prediction with a low value representing that most of the observations 
were incorporated into the model. 
Error variances:  The degree of error in measurement for the observable variables and 
residual terms for the latent factors and structural component of a structural equation model. 
Multicollinearity:  A correlation coefficient between two variables with a value of 1 
representing collinearity and contrast value of 0 indicating absence of collinearity. 
Occupancy:  The number of rooms sold (rooms sold / rooms available) (STR, 2018). 
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Parameter:  A measurement characteristic representing the population and derived from a 
sample. 
Revenue per available room (RevPAR):  Calculated by dividing the total rooms revenue by 
the total number of available rooms (room revenue / hotel guestrooms) (STR, 2018). 
Standard error:  The standard deviation of the predicted values and a measurement of the 
predictive accuracy of the model with smaller values indicating a higher degree of predictive 
accuracy. 
t-value:  The square root of an f-value that measures how accurate a variable contributes to 
the prediction of the model in relation to other variables contained within the equation.  A 
low t-value indicates the variable has a minor contribution to the accuracy of the model. 
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CHAPTER 2.  LITERATURE REVIEW 
Introduction 
 A review of literature of related topics that support the current study are discussed. 
This chapter was divided into the following sections: (1) an overview of research related to 
the impact of tourism from energy prices; (2) a review of relevant research that analyzes 
relationships between drivers of demand and hotel operating trends; (3) the drivers of the 
advent of shale energy production in the United States; (4) the impact of shale energy 
production on local economies; (5) broad consumer demand factors and relevance to lodging; 
and (6) rationale for utilizing RevPAR as a hotel industry performance measure. 
A broad search of the literature revealed there has been very little research that 
examined the impact of oil prices on hotel room demand and pricing.  The majority of such 
research has focused on the impact of oil prices on broader tourism indicators (i.e., visitation, 
revenue, airlift, etc.).  Second, few studies have been done on declining oil prices impact on 
travel or hotel demand; instead, nearly all analysis has been on the impact of rising prices.  In 
fact, much of the research done from 2008 to 2012 assumed higher energy prices are part of 
the analysis and rational for its importance.  Given the purpose of this study was to examine 
whether the increase or decrease in oil prices impacts RevPAR trends positively or 
negatively in markets aligned with oil productions (39 submarkets defined by STR as shale 
producing markets), the findings revealed a void on two fronts—the study of hotel demands 
as the dependent variable relative to oil prices and the study of oil prices on producing 
regions rather than consuming regions.   
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Impact of Oil Prices on Tourism 
Facing “growing scarcity of oil and increasing oil prices”, Becken (2011, p. 359) was 
compelled to develop a meta-analysis of current knowledge of tourism and oil which serves 
as a starting point for a literature review into this subject.  The issue of oil and tourism was a 
focus over 30 years ago, as at the International Conference on Tourism and Air Transport 
there were questions as to how much fuel would be available in 15-25 years, and what could 
be substituted to allow air travel to continue (Raben, 1978).  While there has been interest in 
the subject for an extensive period, Becken (2011) noted there were relatively few studies of 
oil and tourism and was forced to expand her meta-analysis to “investigating established 
tourism theories in light of their usefulness to tourism and oil” (p. 363).   
The number of academic studies on this subject has been relatively modest 
considering “tourism is very oil intensive” (Becken, p. 360), and the issue was significant. 
The travel industry has been well aware of this issue as the aviation industry alone consumed 
6.3% of world refinery production (Nygren, Aleklett, & Hook, 2009), and it has remained a 
critical subject for investors trying to assess profitability of the airline sector (Carey, 2017).  
The inflation adjusted price of oil has been very volatile since the 1970s, when the world 
experienced two oil crises (1973 and 1979).  The latest oil price shock, which created 
renewed interest to the impact of energy prices on travel, occurred in 2007 when there was a 
surge in prices to an eventual all-time high of $147 per barrel of crude in 2008.   
One of the challenges of evaluating impact of higher oil prices on tourism was 
isolating the impact.  Higher oil prices result in higher jet fuel prices which may then cause 
airlines to ratchet up their prices to offset this higher cost input.  The higher prices could 
reduce demand illustrating the direct impact to tourism and travel.  However, there was also a 
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view by economists that oil prices can impact overall GDP (Becken, 2011).  As an example 
of the impact to one large economy, Zaouali (2007) indicated that for every $25 increase in 
oil prices Chinese GDP would decrease by 0.9%.  Higher oil prices can also impact inflation, 
exchange rates and reduce personal income (Naccache, 2010).  Changes in these economic 
indicators can negatively impact internal and external tourism trends in most countries.  
Interestingly, oil exporting countries (International Energy Agency, 2004) have asserted that 
the benefits of higher oil prices on their own GDP was relatively short term, as within a year 
or two a surge in oil prices causes a reduction in demand (i.e., recession) by their best 
customers.  
While oil availability and pricing has been linked to economic activity, notably GDP, 
the linkage between oil and tourism has been less secure, especially on a global basis.  For 
example, even though Germany was one of the top tourism spenders, its oil vulnerability as 
measured by share of oil costs to national income, the intensity and efficiency of use of oil in 
production, flexibility of the labor market, ratio of domestic reserves to oil consumption and 
availability of alternative energy source has been relatively low (Becken, 2011).  The United 
States was also a large tourism spender, but its oil vulnerability relative to other countries has 
been lower than other countries.  For both Germany and the United States their economies 
are relatively diverse, and the absolute number of travelers are so high that change in oil 
prices does not have as dramatic an impact on tourism as some more narrowly focused and 
more energy dependent countries.  For example, Korea and India are not nearly as dominant 
in the global travel arena but are very vulnerable to oil shocks in part because they are 
consumers of oil and have very modest production.  The implications of this analysis are that 
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oil price shocks have different impacts on different countries, but more importantly may not 
impact global travel the same way in total.  
Nevertheless, this breakdown seems to be too simplistic of a view of tourism and oil.  
On a global basis Korea may not impact results around the world given its relatively low 
tourist numbers in comparison to other larger countries.  However, the key issue overlooked 
was the impact to their travel partners.  For example, Koreans have a high propensity to 
travel to Japan so higher oil prices for Koreans may not negatively impact overall global 
travel trends, but it may impact airlines, hotels and tourist sites that specifically focus on 
Korean travel to in Japan (Korean Herald, 2017).  Another factor of how oil can impact travel 
was proximity of destinations.  Airlines may reduce their lift to long distance destinations 
versus closer ones simply due to economics as fuel costs as a percentage of their operating 
expense structure was 30% for long haul flights but only 17% for short haul (Ringbeck, 
Gautem & Pietch, 2009).  The world’s top tourism spenders are illustrated in Figure 2.1. 
(2009, retrieved from https://www.e-unwto.org/doi/pdf/10.18111/9789284413591) 
It appears that one of the reasons the number of oil and tourism studies has been relatively 
modest, was that as indicated previously, it has been difficult to segment the direct impact of 
higher oil on travel versus the reduction in broader economic activity which can also reduce 
business travel.  The prices of tourism can influence where people travel (Crouch, 1995, Witt 
& Witt, 1995) and the types of vacations (Fleischer & Rivlin, 2008), and imbedded in that 
price of travel was fuel/oil/energy costs.  While Becken (2011) and other authors have 
recognized that it was difficult to separate the direct impact of higher oil prices on tourism as 
noted by “oil price rises will be concomitant with global changes in other commodity prices,  
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Sources: Gupta, 2008; UNWTO, 2009. 
Figure 2.1. World’s top tourism spenders (minus 9 countries for which no 
 oil vulnerability ranking was available) and their oil vulnerability 
 
exchange rates and incomes” (p. 132), they do not hesitate in forecasting and using draconian 
outlooks for oil prices for additional research. 
 For example, Becken and Lennox (2012) stated that “It is expected that global oil 
prices will increase in the future” and “…there is little doubt that oil prices are likely to rise 
over the medium-term future” (p. 133).  Then they examined the impact to tourism in New 
Zealand from a surge in oil prices assuming a doubling in oil prices from current levels.  Not 
surprisingly, assuming such a high increase leads to 0.9% decline in the country’s GDP and 
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1.7% decline in real gross national disposable income.  Tourism exports or revenues to New 
Zealand, in part because it was dependent on long haul flights, would decline by 9%. 
 It appears that one of the reasons there has been so little research done on the 
implication of lower oil prices on travel to markets that produce it was that many academics, 
especially from 2007 to 2014, assumed prices would keep on going higher.  As we know 
now, it turned out that oil prices retreated in part because more supply was added from shale 
production, other markets and as the economy slowed down.  Given the changing 
environment for oil prices and its impact to travel and hospitality, Hypothesis 1: Oil prices 
will emerge as a significant positive predictor of RevPAR has been formulated to test the 
impact of this variable on specific hotel results. 
RevPAR and Relevant Forecasting Techniques 
The determinants of RevPAR have been rarely examined, with no known study that 
attempted to explain RevPAR fluctuations using supply and demand drivers (Zheng, 2014).  
While the lodging industry values RevPAR as one of its most important earnings drivers, 
there have not been as many academic studies analyzing the drivers of RevPAR change.  
Wall Street financial analysts and industry consulting firms do make RevPAR predictions 
and have built models to forecast it, but within academia there has not been nearly as much 
work done. 
RevPAR has been defined as total room sales divided by total number of rooms 
available (STR 2018), creating a more insightful representative of hotel trends rather than 
simply occupancy or room rate.  RevPAR incorporates both measures in its calculation.  
RevPAR has often been used as a measure of sales momentum, and within consumer facing 
sectors it was sometimes compared to average check in the restaurant industry, net yield in 
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the cruise industry and revenue per passenger miles in the airline industry.  “RevPAR has 
been used by the lodging industry for more than eight decades and has been considered one 
of the crucial performance indicators of the industry” (Zheng, 2014, p. 1227).  While clearly 
used by industry and Wall Street investors to ascertain future earnings potential and strength 
of markets, the drivers of this metric have not been as aggressively analyzed in academia. 
According to Wu, Song, and Shen (2017), there have been 420 studies of tourism 
modeling between 1960 and 2002.  Li, Song, and Witt (2005) ran a similar analysis and 
found between 1990 and 2004 an additional 115 studies were published on this subject.  
However, when it comes to actual hotel modeling there were only 26 studies on topic 
between 1985 and 2013.  All of these studies have indicated a general lack of academic work 
on this subject.  
One of the reasons for this lack of analysis was that there has been some work 
suggesting that RevPAR should not be used as exclusively to assess the health of a hotel.  
Since RevPAR only includes sales and not the expense structure, it may not reflect the 
profitability of an individual hotel, brand or system.  For example, a hotel may aggressively 
advertise or increase service levels to attract higher paying consumers, but that added 
revenue was mitigated by the higher expense (Zheng, 2014).  Gross Operating Profit per 
Available Room may be a calculation that might more fully reflect earnings power.  
However, one of the challenges of this measure was there has not been a strict definition of 
how it should be calculated, nor was it widely disclosed by public or private hotel companies. 
In economics the classic drivers of demand are price of the product and income of the 
purchaser.  However, for hotels demand the variables are more diverse including tourist/guest 
income, destination pricing, substitute tourism price, exchange rates, transportation costs, 
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room rates, seasonality, money supply, industrial production and stocks market returns (Wu 
et al., 2017).  These variables are all part of the much broader literature on hotel demand 
forecasts, and recently there has even been inclusion of climate variables and on-line travel 
behavior.  These many explanatory variables have boosted the amount of research done on 
hotel demand and RevPAR, but they seem to have added to the broad, and somewhat obvious 
view, that strong economic conditions boost hotel demand. 
On the methodology front there have been some changes.  Tourism and hotel demand 
forecasting has been dominated by non-causal time series models, econometrics and artificial 
intelligence base models (Wu et al., 2017).  Recently there have been some advanced models, 
including Almost Ideal Demand System (AIDS) introduced.  The traditional models include 
no change and constant growth models and various exponential smoothing models (such as 
Double ES/Holt-Winters ES).  ARIMA models have also been used (Zheng, 2014) 
effectively.  In what appears to be a never-ending battle to try and use more and more 
sophisticated statistical techniques applied to hotel and tourism, researchers have used 
innovations state space (ISS) (Athanasopoulos & Silva, 2012), which uses exponential 
smoothing and time varying conditional variance using autoregressive conditional 
heteroscedasticity (ARCH) to model demand for room (Divino & McAleer, 2010).   
Forecasting using historical data using univariate time series models was fairly 
common with different techniques such as exponential smoothing, moving average and other 
autoregressive techniques along with econometric models (Periera, 2016).  Forecasting using 
advanced booking data (broadly viewed as revenue management) has also been studied 
extensively (Periera, 2016), but may not be relevant for the current researcher’s analysis 
since it requires information more property by property driven rather than region or market.  
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In addition, many revenue management studies seem to be as focused on not just predicting 
demand but also the propensity for consumers to cancel existing bookings.  
In an attempt to capture multiple seasonality patterns Periera (2016) used six different 
forecasting techniques that incorporated seasonality (TBATS, BATS, DSHW, Standard HW, 
average of same day of last three years and same day last year).  Unfortunately, depending on 
which accuracy measures used, he found contradictory answers regarding which one of these 
ever-increasing complex methods led to the highest accuracy.  Periera did note that most 
practitioners use same day last year to provide insight into what to forecast, and given the 
complexity of the other techniques, and no clear winner, that more research needs to be done 
to compel hotel operators to switch from the most basic forecasting technique to something 
more complex.  
While recent forecasting research has been based on quantitative analytics, others 
have attempted to use more qualitative models.  For example, the use of Analytical Hierarchy 
Process (AHP), which tends to be used in strategy and management research, was used in the 
analysis of hotel performance (Yuksel, 2007).  AHP uses intangibles and human judgement 
in addition to numerical data for decision making.  One of the first AHP models was used to 
predict a chess match.  The relevance of AHP to the hotel industry and demand forecasts 
could be impactful, as forecasting at the property or local market level trying to assess what 
your competitor was going to do may have a bigger impact on RevPAR than some of the 
macro factors.  Yuksel compared forecasting demand for a five-star hotel in Ankara using 
various statistical analyses with AHP that incorporates local expert’s opinions, essentially 
setting up a battle between math versus human insight combined with math.  
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Ultimately, Yuksel (2007) pointed out that quantitative forecasting alone may not be 
accurate enough, and that qualitative insights are also not accurate enough so why not try to 
combine the two using AHP.  He found experts from hotel sales, front office, travel agencies, 
tourism academicians and others and asked them to identify what variables should go into the 
AHP model.  Ultimately these experts came up with 40 variables.  Yuksel first predicted 
room demand for the next six months using various statistical techniques with Winters 
Seasonality Adjustment showing the highest accuracy.  The next step was to ask the experts 
to weigh in on what were the most important factors in hotel demand predictions and rate 
them.  Yuksel then adjusted the forecast based on the experts input.   
Interestingly, these expert’s comments suggested that no factors would cause a plus 
or minus 10% difference from the forecast.  Comparing actual results to the forecast results 
suggests that the panels’ lack of change actually turned out to be close to the forecast.  While 
Yuksel (2007) indicated that this was a success and that using human intervention and panels 
could be helpful, the current researcher has the opposite view that using expert panels seems 
to add little value in forecasting a hotel’s demand and that simple statistical techniques can 
get to nearly the same outlook.  
While all of these techniques illustrate the quality of research being done in academia, 
it remains unclear yet whether practitioners have started to embrace them.  Certainly, from a 
quality of forecast perspective, there has not been significant improvement.  For example, 
Marriott forecasted RevPAR growth for 2016 of 4-6% (Marriott, 2015) and it came in at 
2.2% (Marriott, 2017).  Similarly, Choice forecasted RevPAR growth for 2016 of 3.75-
4.75% (Choice, 2016) and reported toward the very bottom of the range with a gain of 3.9% 
(Choice, 2017), which was a disappointment to investors.  
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Advent of Shale Energy Production in the United States 
 The term Shale Oil was referenced by energy producers, investors and government 
agencies, and refers to crude oil extracted from rocks formations that historically were 
thought of as having low permeability making it difficult for drills to gain access to the 
commodity.  Shale oil production uses three techniques to free up the oil from the 
constrained rock formation, notably horizontal drilling, micro seismic imaging and hydraulic 
fracturing or fracking.  In the past, oil production in US markets used vertical drilling that 
would enter permeable rock formations that had nearly free flowing oil underneath.  The 
switch to horizontal drilling coupled with the use of fracking, which causes cracks and 
fissures in the rock formation, allows the crude to escape, where it can be extracted to the 
surface via the horizontal drill (Killian, 2016). 
 Before new technologies that allowed for shale oil recovery, the oil and gas industry 
had been using vertical drilling to connect with conventional reservoirs.  These drills would 
just go deeper and deeper so that they would have a large contact area to effectively pull the 
oil from the earth (see Figure 2.2).  Shale formations and reserves have always been 
available, but the vertical technique made mining for them less effective as the oil was 
thinner and far more spread out, rendering them uneconomical (Singer, 2017).  
What unlocked the ability to literally tap into this oil reserve was to drill wells 
horizontally.  Horizontal drilling was a technique where the drill bit was gradually turned 90 
degrees after reaching a certain depth.  The drill and the piping connecting establish extended 
direct contact with the shale formation which allows for a higher area of contact with the 
trapped oil/sediment improving production and recovery rates (Singer, 2017).  Goldman 
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Source: Singer, Goldman Sachs Global Investment Research (2017). Exhibit 23: Industry 
increased contact area with the reservoir materially by shifting from vertical to horizontal 
wells.  
 
Figure 2.2.  Shale drilling 
Sachs (as cited in Singer, p. 31) estimated that “…contact with the reservoir can be improved 
as much as 200 times through horizontal drilling (using a typical 10,000 ft. lateral with 8 3⁄4-
inch diameter wellbore) relative to vertical drilling.”  They use hydraulic fracturing to 
stimulate the shale rock and improve rates of production.  
 The improvement in technology reversed the decline in U.S. oil production that 
started in the early 1970s, which was only offset by some increased production in Alaska and 
a pipeline that carried oil from northern production areas to a port in Valdez, where it could 
be transported to refineries (Killian, 2016).  However, U.S. shale oil production, which 
started in the mid-2000’s, changed the trajectory of U.S. sourced oil and by 2012, Killian 
noted “The International Energy Agency was projecting that the United States would 
overtake Saudi Arabia by the mid-2020s to become the world’s leading crude oil producer, 
  21 
evolving into a net oil exporter by 2030 (Killian, 2016, p. 186).  While the amount of shale 
oil production has been less than this grandiose prediction, shale oil production was not only 
impacting the US’s ability to be more self-sufficient but also the price of oil globally.  
  The shale oil revolution refers to the surge in U.S. shale oil production starting in the 
mid-2000s, which by 2008 reversed the long-standing decline in U.S. crude oil production. 
This surge was stimulated by the high price of conventional crude oil after 2003, which made 
shale oil technology cost competitive when it was first introduced.  Since then, the cost of 
producing shale oil has declined substantially, as shale oil producers have become more 
efficient.  
 Before reviewing the economic impact to local markets where there has been advent 
of shale oil production, which in turn will impact employment, economic activity and 
possible hotel demand, there are two other issues in the literature that are relevant.  First was 
the change in technology that may improve shale energy production.  Countering the 
improved productivity was the reality that shale oil may not be of the same quality as other 
oil, making it more difficult to refine for finished product.   
 There are four technology innovations that may result in increased shale production 
and opportunity for more drilling.  First was what the industry refers to as longer laterals.  
After reaching a certain depth, increasingly engineers believe that as the well turns horizontal 
they will be able to extend the lateral movement into the thin shale formation allowing for 
greater contact with the targeted oil.  Second was a higher number of fracture stages.  This 
allows engineers to use the fracking technique with greater frequency and closer to the initial 
stage.  The third technology initiative was for tighter clusters of the wells which suck the 
shale oil.  Fourth was greater sand intensity.  If engineers can increase the sand mixed with 
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water and chemicals, it will lead to a more intense breakup of the oil reservoir allowing oil to 
flow into the wells.  More sand also keeps the fissures open, which again allows more oil to 
enter the horizontal drill (Singer, 2017).  Figure 2.3 depicts the change in technology to 
produce shale oil. 
The second issue relevant to the appeal of shale was not all oil that was mined from 
the earth was the same.  There are two dimensions that oil was generally characterized by-its 
density and its sulfur content (see Figure 2.4).  Density was measured as heavy to light while 
sulfur  
 
Source: Singer, Goldman Sachs Global Investment Research (2017). Exhibit 6: Changes in drilling 
and completion designs have resulted in higher well productivity thus far. Industry continues to push 
the limits on the FOUR key forces; we see potential for the industry average to approach current 
leading edge. 
 
Figure 2.3.  New technology increasing productivity of shale energy wells 
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Notes: MARS refers to an offshore drilling site in the Gulf of Mexico. WTI=West Texas intermediate; 
LLS=Louisiana light sweet; FSU=former Soviet Union; UAE=United Arab Emirates. 
Source: Killian (2016) U.S. Energy Information Administration (2015). Conventional crude oil 
benchmarks. 
 
Figure 2.4.  Density and sulfur content of selected crude oils 
content was measured as sweet (low sulfur) to sour (high sulfur).  The measure of these 
factors impacts how the oil was refined into finished goods.  Shale oil tends to be lighter and 
sweeter than U.S. West Texas Intermediate, Brent, and Saudi Arabian oil.  Not all refiners 
can handle shale oil, and more capacity may need to be added as this supply increases.  This 
may be a critical bottleneck as the ability to produce shale has been on the rise, and the 
ability to refine it into finished product may not be as secure (Killian, 2016).   
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Impact of Shale Production on Local Economies 
 One of the most controversial issues surrounding shale energy production has been its 
financial impact to broader economies, local municipalities and regions.  Even within 
academic literature there has been an active debate with some exploring whether it was a true 
“windfall” (Paredes, Komarek, & Loveridge, 2015), and others suggesting the impact was an 
“exaggeration” (Mauro, Wood, Mattingly, Price, Herzenberg, & Ward, 2013).  There has 
even been a suggestion that lower oil prices due to shale production will cause an industrial 
revival in the U.S. as manufacturers will be able utilizes shale oil as an inexpensive source of 
energy which, in turn, would give them a competitive advantage over the emerging markets 
(Killian, 2016).  This last argument has been the easiest to rebut.  As shale production has 
increased it has had an impact on global energy prices; therefore, both emerging and 
developing markets have the same cost structure when it comes to energy.    
 One of the most difficult parts of assessing quality of the research on shale energy 
economic impact were studies produced by a variety of proponents with industry, community 
activists, and even academia.  Kinnaman (2011) attempted to sort this out by reviewing 10 
different articles that examined the issue of economic impact from shale production.  He 
identified three major shortcomings within the papers.  Notably, researchers needed to spend 
more time examining where households spend the windfall of shale production in the county 
where shale was produced.  Was the economic value spent in local markets or did the benefit 
get sent back to other regions from workers who were imported for the initial stage of 
development?  Second, owners of the land where shale was tapped get royalties associated 
with use of the property.  The question was whether owners of the property were local or 
again were they owned by others outside the community, so royalty revenues were spent 
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elsewhere.  The third area to be focused in on was to see if better econometric models could 
be developed to show if the desire for drilling was linked to energy prices or some other 
variables.  Kinnaman (2011) did make the assertion that making some of these changes 
would reduce the economic impact of shale production in local markets but did not provide 
clear evidence of this.  Instead he simply indicated readers should be skeptical of research 
suggesting dramatic economic benefits from shale production.   
 The current research focus was targeted towards the more local impact of shale 
energy production as we suspect that will have the most influence on hotel trends.  One of the 
longer data analysis compilation was published by the National Bureau of Economic 
Research (Allcott & Keniston, 2017).  They examined data back to 1960, specifically 
examining oil and gas employment, and compared it to a counties initial oil and gas 
endowment.  The first broad finding was that “…local wages population and employment in 
resource abundant counties are all pro cyclical with oil and gas; they rise during oil and gas 
booms and fall during busts” (p. 3).  A review of the 1969 to 2014 sample revealed 1% 
higher real wages relative to other counties with one standard deviation less energy 
endowment.  Then they examined more closely the recent boom in shale oil production of 
2007 to 2014 and noted that wages were 1.6% to 3% percent higher with regions that had one 
standard deviation of more oil and gas endowment (p. 4).  
 In a more localized study of the Pennsylvania Marcellus region (Paredes et al., 2015), 
one of the earliest shale oil production markets, the authors came out on the other side of the 
argument as to local economic impact.  They looked at county level employment and income 
impact.  Their findings indicated that shale production has negligible indirect or induced 
income impact on the general population in a county where the shale oil well was drilled.  
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There were some local employment increases, but they suggested these were temporary jobs 
and may have been taken by “outsiders” who then spent their income back home reducing 
the multiplier effect.  
Broad Consumer Demand Factors and Relevance to Lodging 
 Understanding consumer behavior and decision-making remains core to the 
fundamental understanding of goods and service purchases in the broader market.  As part of 
the literature review the researcher examined economic factors for broader consumer goods 
and then narrowed the focus to hotel rooms.  Deaton & Muellbauer (1980) examined factors 
that influence purchaser demands in a broad sense and was highly recognized in academic 
literature with 6,689 citations according to Google Scholar 
(https://scholar.google.com/scholar?hl=en&as_sdt=0%2C33&q=Economics%2Band%2Bcon
sumer%2Bbehavior&btnG= ).  While the book provides an extensive analysis of broad 
consumer behavior, some of the more relevant areas of focus for the current analysis 
included: (1) the impact of interaction between consumers; (2) heterogeneous demand 
factors; and (3) the problems of assessing demand in a theoretical economy. 
 In microeconomics, the decision by a consumer was driven by their own preferences, 
budget constraints and individual choices.  Deaton and Muellbauer (1980, p. 13) indicated 
that simply summing parts of these decisions to get group behavior may be inappropriate.  
What one consumer decides has a direct impact on the opportunities that are available to 
other buyers of the product and opportunity sets that are modeled must reflect the changes 
caused by other buyers.  In the lodging industry this was especially relevant because there 
was a fixed inventory of hotel rooms in most markets in the short term as it takes 1-2 years to 
build even a relatively modest-in-size hotel.  In other industries, when demand rises suppliers 
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not only have the ability to raise prices, but they sometimes can also produce more of a good.  
The producer balances higher prices with increased volume to satiate demand and maximize 
revenue.  However, in hotels the supply was inelastic near term.  Thus, summing the demand 
of a particular group may not be appropriate as hotel consumers’ decision to book early or to 
pay a high price impacts the decision making or choices of other consumers.  “The 
opportunities available to any one consumer depend crucially on what others do, and 
opportunity sets must then be modeled to reflect this dependence” (p. 13) was an important 
tenet to broad consumer behavior but especially for consumers of hotel rooms where the 
supply was near term static leading to pricing as the main variable. 
 One of the other key areas that Deaton and Muellbauer (1980) explored that was 
relevant to the analysis of the lodging consumer behavior, was that although there have been 
many studies of demand functions that lead to well defined and precisely estimated 
elasticities, they still are far from perfection.  The authors noted that cross elasticities 
between various goods are more difficult to ascertain especially when differentiating between 
luxuries (which presumably have many substitutes) and necessities (which presumably have 
few substitutes).  They also cited six other problems with assessing demand in theoretical 
economics.  First was the “usage of n commodities, with n conveniently left as an algebraic 
abstraction” (p. 80).  They noted that there are millions of commodities so that realistically 
economists would have to group commodities and simply assuming n was not realistic.   
Second was that aggregated data are referred to as if a single consumer, but this again 
does not seem realistic as individual consumers make individual choices that, in turn, impact 
other consumers which was noted previously as being especially critical in modeling 
consumer hotel demand behavior.  The third was that, when looking at consumer behavior, 
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there was an assumption total expenditure “…is exogenous and must be spent” (p. 81).  This 
view maybe convenient for modeling but may not be true in practice.  Consumers may decide 
to hold back their expenditures depending on price or other factors which, once again, may 
be a factor especially for leisure hotel travelers who tend to have more flexibility in their 
choices and may tend to hold back expenditures until pricing becomes more compelling.   
Fourth, durable goods are treated the same as other goods although, by their very 
nature, tend to have high initial cost and last more than one period making consumer demand 
forecasts more difficult than products that are immediately consumed.  The fifth was that 
demand was a function of price where it was typically assumed to be set by the manufacturer 
and quantities will be supplied elastically to meet demand.  As noted previously, hotel rooms 
in the near term violate this assumption as the manufacturers cannot add more supply even if 
the prices shift higher and hoteliers rarely reduce (i.e., close a hotel or a hotel tower/wing) 
supply if the price falls.   
The sixth issue cited was pricing uncertainty, with Deaton and Muellbauer (1980) 
noting that all information about current prices at the time of individual purchase may be an 
erroneous assumption.  While this assumption may be erroneous for other goods and 
services, for hotel rooms the industry was starting to see nearly perfect price information.  
On-line travel agents and other consolidators of pricing information give consumers close to 
complete rate information.  When examining consumer behavior and economics, these six 
areas of concern are explored in the balance of the book.  Given the idiosyncratic nature of 
the lodging industry (notably fixed near term supply), the current research incorporated these 
cautionary factors in the examination of consumer behavior in the sector.   
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 Corgel, Lane, and Woodworth (2012) examined some of these admonitory factors 
and noted that hotel demand has a negative slope as higher prices typically means lower 
rooms sold and demand was more inelastic in the short run as the rooms available are fixed 
(p. 88).  However, they showed that higher upper price hotels have higher elasticity than 
other hotel segments but cautioned this may be due to combining this price point hotels 
across many markets creating aggregation bias.  They noted at the individual property level 
the elasticity maybe even greater (p. 90) as competing hotels could pull outsized demand 
away from an upscale hotel by lowering prices.  They also noted there are differences in 
elasticity amongst different hotel types relative to consumer income with luxury the most 
elastic while economy and independent the least elastic, in the short run.  The authors 
concluded their analysis on consumer behavior by cautioning price elasticity varies by level 
of: (1) data aggregation, (national versus property level); (2) short term versus long term; and 
(3) consumer income as factor in elasticity (p. 94).  
 As an example of an analysis of a specific market Fung, Fung, Kulendran, King, and 
Yap (2016) examined demand drivers for Hong Kong hotel rooms and posited that consumer 
choice theory still matters with demand for products dependent on consumer income, price 
and substitutes (p. 82).  The authors looked only at occupancy which had a seasonal 
component to it which needed to be clarified (i.e., smoothed out).  After using a statistical 
smoothing technique, they concluded that growth in income in origin markets was a positive 
contributor to occupancy over time, growth in exchange rates was a negative predictor to 
occupancy over time and oil prices was also a negative predictor for hotel occupancy (pp. 
183-185).  While the basis of this analysis was to look more closely at consumer behavior for 
a specific market, one of the shortcomings of the analysis was that they did not include a 
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price component in the study and instead only looked at occupancy or room demand. 
Considering the literature review highlights some of the consumer demand theories and 
relevance to lodging the following hypotheses were formulated: H2: Room supply will 
emerge as a significant negative predictor of RevPAR and H3: Monthly disposable income 
will emerge as a positive predictor of RevPAR and US unemployment rate will emerge as 
negative predictor.  Supply, income and employment are theorized to be influencers of 
consumer demand and pricing behavior.   
Rationale for Utilizing RevPAR as a Hotel Industry Performance Measure 
The need to examine both rate and occupancy, and the interchange between these 
variables was one of the reasons the analysis in this dissertation research focused on RevPAR 
as the core measure of consumer behavior.  RevPAR and RevPAR growth are viewed as an 
industry standard by the hospitality industry and financial leaders.  “As defined by Hayes and 
Miller (2011), RevPAR is calculated by dividing total room sales by total number of rooms 
available for sale during a certain period of time.  RevPAR has been used by the lodging 
industry for more than eight decades and has been considered as one of the crucial 
performance indicators of the industry” (as cited by Zheng, 2014, p. 1,227).   
There have been a number of reasons for the reliance on RevPAR as a key measure.  
For example, it was one of the key metrics that Wall Street uses to evaluate lodging stock 
price performance because it allows investors to examine specific segments within a broad 
company like Marriott or Hilton, which tend to have heterogeneous categories all under one 
entity (Ismail, Dalbor & Mills, p. 74).  “Arbel and Grier’s (1978) contention that occupancy 
varies by lodging type and region” (p. 74) was another reason that simply relying on rooms 
sold, price or occupancy might not provide a fulsome characterization of the underlying 
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fundamentals of a hotel because of variance in price point or location.  For example, some 
gateway regions/cities (New York, San Francisco, Washington DC, etc.), might be seven-
night week markets so they run at very high occupancies because people stay over the 
weekend.  However, these very same hotels might target more leisure customers who are 
price sensitive.  If one simply measures the number of rooms sold it would not capture the 
inelasticity of demand or pricing.  The interaction between average daily rate and occupancy 
at different phases of the lodging cycle, type of property and location was captured by 
RevPAR as it simultaneously shows both the supply demand driver in just one factor (p. 75). 
 While RevPAR was widely viewed as a key determinant in the hospitality industry 
and an efficient way to balance the tradeoff between occupancy and price, it does have its 
limitations.  For example, it does not reflect the profitability of a room sold and the other 
revenues (food, beverage, spa, conference facilities, etc.) that an occupied room contributes 
to a hotel.  For example, RevPAR for an extended stay hotel might only be $60; however, 
because the profit margin was so high (weekly rather than daily cleaning, no room service, 
minimal amenities) the profit margin was close to 60% suggesting a $36 earnings 
contribution per night.  In contrast, a full-service hotel might have RevPAR of $100; 
however, because the profit margin was close to 30% the earnings contribution would be 
lower at $30 per night.  Even though RevPAR was higher for a full-service hotel the profits 
might be lower.  To shift the analysis from RevPAR, which only focuses on revenues, to 
profits, some industry analysts and researchers have proposed GOPPAR or Gross Operating 
Profit per Available Room) which would more accurately reflect a hotels cash flow and profit 
potential (Zheng, 2014, p. 1,227).  However, the challenges of using GOPPAR are it has not 
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been as clearly defined as to what would be included in the calculation nor has it been as 
widely available as RevPAR (Schwartz, Altin, & Zingal, p. 362)  
Summary 
This study was conducted based on the research that has been done on the negative 
impact of higher energy prices on broad travel trends and consumer behavior.  The study may 
be considered as unique in that it looked at markets that economically benefit from energy 
production rather than ones that are hurt.  Therefore, a distinctive examination of the energy 
impact on travel may add to the literature on the subject.  Much of the current research has 
focused on broad travel trends while this study looked at RevPAR which enabled a focus of 
the literature on more hotel-specific factors.  There has been no shortage of academic and 
popular literature on the debate of how shale energy production impacts local economies 
according to where it was being sourced.  Thus, this study examined the impact [of shale 
energy production] to hotels.  It was not clear from the existing literature whether shale 
markets are under or over built as related to the number of hotel rooms.  The analysis 
provided in this research adds to the literature that examines supply and demand analysis 
within the hotel sector and, more specifically, an economic driver such as energy exploration. 
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CHAPTER 3.  METHODOLOGY 
Research Design 
 This quantitative study utilizing time series analysis was aimed at testing a proposed 
model of variation in monthly RevPAR within shale-producing and non-shale producing 
regions between 1990 and 2016.  Analyses were conducted on the entire time series, as well 
as narrow time periods reflecting periods of rising oil prices (January, 2006-December, 2014) 
and declining oil prices (January, 2015-December, 2016).  Predictors of RevPAR in the 
proposed model include Oil Prices, Room Supply, Unemployment rate, and Personal Income.  
The objectives of the study were to: 
1. Ascertain whether there was the causal relationship between oil prices on RevPAR; 
2. Determine if there was a relationship between the dependent variable RevPAR and oil 
prices holds, even after controlling for other factors that may co-vary with these 
variables: hotel room supply, U.S. monthly unemployment rate and U.S. monthly 
disposable income. 
3. Explore whether the relationships described previously may be conditional on 
whether the markets being studied are shale-producing or non-shale-producing. 
Objectives 1 and 2 were addressed by testing a basic regression model including oil 
prices, room supply, unemployment rate, and personal income as predictors of RevPAR.  
Based upon the literature review and research objectives, the researcher hypothesized the 
following relationships with RevPAR to emerge in both shale and non-shale producing 
regions: 
H1: Oil prices will emerge as a significant positive predictor of RevPAR. 
H2: Room supply will emerge as a significant negative predictor of RevPAR. 
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H3: Monthly disposable income and U.S. unemployment rate will emerge as significant 
positive predictors of RevPAR.  
In order to address objective 3, the author carried out (regression) analyses for shale-
producing and non-shale-producing regions separately.  This facilitated a descriptive 
comparison of model performance between the two regions.  This approach was adopted due 
to the fact that several variables (e.g., unemployment rate, personal income) were not 
measured separately for each region precluding a test of differences in independent 
regression parameters between regions.  
 Finally, although the researcher considered model performance over the entire time span 
from 1990 to 2016, the investigation also considered the possibility that relationships in the 
models may vary depending on specific time windows reflecting periods of increasing (2006-
2014) or decreasing (2015-2016) oil prices.  Thus, regression analyses were performed for 
shale producing and non-shale producing regions within these two time periods in addition to 
the entire time span from 1990 to 2016.   
Variables 
The variables used for the study included the following: 
1. RevPAR for the United States excluding shale producing markets (see Appendix A 
for raw data, and Appendix B for time plots).  RevPAR was defined as the total room 
sales divided by the total number of rooms available (STR 2018), creating a more 
insightful representative of hotel trends rather than simply occupancy or room rate.  
RevPAR incorporates both measures in its calculation.  Each month STR collects 
performance data from an estimated 90% of all hotel rooms in the United States.  
These data are sent to STR from chain headquarters, management companies, and 
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owners and directly from independent hotels.  The data are checked for accuracy and 
for adherence to their reporting guidelines (STR 2018).   
2. The RevPAR for the United States for this study excluded hotel data from shale 
producing markets (see Appendix A and B).  The rationale was to isolate or separate 
the two markets from each other and to avoid overlapping information. 
3. RevPAR for shale producing markets (see Appendix A and B).  STR has created a 
sub segment of hotels in shale producing markets.  Of STR’s 630 U.S. hotel tracts, 39 
submarkets are identified as being primarily driven by the oil and gas industry.  These 
include oil and gas tracts: North Dakota Area; Kansas Area; Oklahoma West Area; 
Oklahoma City North/West, Oklahoma; Oklahoma East Area; New Mexico South 
Area; Texas West Area; Abilene/Central Texas Area; Texas East Area; 
Midland/Odessa, Texas; Houston North/Woodlands, Texas; Katy Freeway West, 
Texas; Houston East/Baytown, Texas; Texas South Area; Louisiana North Area; New 
Orleans East/Slidell, Louisiana; Louisiana South Area; Ohio South Area; 
Pennsylvania Central Area; and West Virginia North Area. 
4. Room supply for the United States excluding shale producing markets (see Appendix 
A and B).  For this independent variable, STR was again the provider of the 
information.  STR defines room supply as the number of rooms in a hotel or set of 
hotels multiplied by the number of days in a specified time period.  Even if rooms are 
temporarily out of service for renovation (less than one calendar month), STR still 
counts these rooms as part of supply.  STR adjusted the total U.S. room supply to 
exclude hotels in shale producing markets. 
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5. Room supply for shale producing markets (see Appendix A and B).  STR’s 
characterization of 39 submarkets that are linked to oil and gas production and are 
used and combined for the number of room in shale producing markets. 
6. West Texas Intermediary Oil Prices (see Appendix A and B).  West Texas 
Intermediary oil has long been used as a benchmark for oil prices primarily in North 
and South America.  It has been widely traded on the commodity exchanges.  There 
are over 160 different types of oil, but WTI was a benchmark because it has “stable 
and ample production; a transparent, free-flowing market located in a geopolitically 
and financially stable region to encourage market interactions; adequate storage to 
encourage market development; and/or delivery points at locations suitable for trade 
with other market hubs, enabling arbitrage (profit opportunities) so that prices reflect 
global supply and demand” 
(https://www.eia.gov/todayinenergy/detail.php?id=18571).  Oil produced in shale 
markets may not be of the same quality as WTI.  However, WTI was still used as a 
relative benchmark for the price of crude because of agreed-upon differentials.  The 
agreed-upon differential takes into account a number of factors, including quality 
characteristics such as API gravity (density) or sulfur content, transportation costs 
from production areas to refineries, and regional and global supply and demand 
conditions, including refinery utilization.  
7. United States Disposable Income (see Appendix A and B).  Disposable income has 
been a monthly indicator of all the income received from all sources for individuals in 
the United States.  The statistic was compiled by the US Bureau of Economic 
Analysis.  It was calculated as “the sum of wage and salary disbursements, 
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supplements to wages and salaries, proprietors' income with inventory valuation and 
capital consumption adjustments, rental income of persons with capital consumption 
adjustment, personal dividend income, personal interest income, and personal current 
transfer receipts, less contributions for government social insurance” (U.S. 
Department of Commerce, para. 11).  It was viewed as an indicator of the average 
consumer health because it was the income available to persons for spending or 
saving since roughly 68% of the US economy was driven by the consumer 
(https://data.worldbank.org/indicator/ NE.CON.PETC.ZS?locations=US XXX), 
disposable personal income was a significant indicator of an economy’s health as it 
was a determinant on US consumers of an individual’s ability to consume goods and 
services  (https://www.statista.com/statistics/216773/monthly-percentage-of-change-
in-the-disposable-personal-income-in-the-us/). 
8. United States Unemployment Rate (see Appendix A and B).  The unemployment rate 
has been another statistic that provides a monthly indicator of the overall US 
economy.  Persons are classified as unemployed if they do not have a job, have 
actively looked for work in the prior four weeks, and are currently available for work.  
People who were not working and were waiting to be recalled to a job from which 
they had been temporarily laid off are also included as unemployed.  Receiving 
benefits from the Unemployment Insurance (UI) program has no bearing on whether 
a person was classified as unemployed (https://www.bls.gov/cps/ 
lfcharacteristics.htm#unemp).  The unemployment rate represents the number 
unemployed as a percent of the labor force.  It was compiled by the Bureau of Labor 
Statistics (https://www.bea.gov/glossary/ glossary_p.htm#Personal_income).  The 
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statistic was derived from a monthly survey (the Current Population Survey) which 
has been conducted in the United State every month since 1940. 
Rationale and Plan for Analysis 
 The researcher plans to use multivariate time series analyses to test model predictors 
of variation in RevPAR within non-shale and shale producing areas of the U.S. For each 
multivariate time series model being tested, two sets of results will be presented.  The first set 
of results will be based on univariate time series analyses aimed at identifying those 
autoregressive, integrated, and moving average (ARIMA) components contributing to 
autocorrelation in the time series variables.  The aim of this step was to be able to effectively 
control for these components when carrying out subsequent multivariate time series analyses 
using OLS regression.  Failure to account for trending and the autocorrelative elements can 
lead to inaccurate inferences concerning relationships among time series variables when they 
are cross-correlated (Dean & Dunsmuir, 2016).  The second set of results come from the 
multivariate time series analyses themselves, whereby the basic predictive model was tested 
using OLS regression with “pre-whitened” variables (Jenkins & Alavi, 1981).  
Univariate time series analyses 
 Typically, ARIMA modeling follows a series of steps.  The first step, identification, 
refers to the process of identifying the autoregressive and moving average components 
associated with a variable.  Prior to this step, it was important to ensure that the time series 
variable being analyzed exhibits stationarity, where the time series exhibits a constant mean 
and variance (Tabachnick & Fidell, 2013).  Stationarity was most clearly evaluated via the 
use of time series plots.  In those cases where stationarity was not present in the data, 
differencing (with or without log transformation) can be utilized to render the variable 
  39 
stationary prior to evaluating autoregressive and moving average components associated with 
the variable.  
 The autoregressive (AR) and moving average (MA) components in a univariate time 
series are best evaluated by examining plots of the autocorrelation function (ACF) and partial 
autocorrelation function (PACF), as AR, MA, and ARIMA processes often leave fairly 
distinctive fingerprints on these plots (Jenkins & Alavi, 1981; Tabachnick & Fidell, 2013).  
AR processes often evidence a pattern of geometric decay within the ACF, whereas partial 
autocorrelations are significant up until a given lag within the PACF.  MA processes 
evidence a pattern of geometric decay within the PACF, whereas the correlations within the 
ACF are significant up until a given lag.  ARIMA process was evidenced by decaying 
correlations within both the ACF and PACF.  Tabachnick and Fidell (2013) provided 
correlograms of idealized ACF and PACF patterns associated with these processes.  Notably, 
because these are idealized patterns, ARIMA processes are not always easily detected in the 
presence of more complex autoregressive and moving average processes (e.g., in those 
circumstances where there are seasonal and non-seasonal ARIMA processes).  
 The second step in ARIMA modeling (estimation) involves estimating the values for 
the autoregressive and moving average components.  The third step, diagnosis, involves an 
evaluation of the fit of the candidate model to the data – often by examining the residuals to 
determine whether they follow a white-noise process.  
For this study, once a suitable ARIMA model was selected for each of the variables, 
they were “pre-whitened” – i.e., “reduced to random noise” (Tabachnick & Fidell, 2013, pp. 
18-40).  According to Tabachnick and Fidell (2013), this step was a necessary precursor to 
cross-correlating independent and dependent variables when carrying out multivariate time 
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series analysis.  Pre-whitening involves residualizing the covariates and dependent measures 
in the focal analyses.  Residuals are computed as the difference between predicted values for 
a variable (based on satisfactory ARIMA model) and the actual values of the variable.  
Multivariate time series analyses using OLS regression.  
The primary multivariate analyses will involve testing a basic time-series regression 
model based on the “pre-whitened” (i.e., residualized) variables in this basic model- oil 
prices, unemployment rate, personal income, and room supply served as predictors of 
RevPAR.  Separate regression analyses were carried out to test relationships among the 
variables within non-shale and shale-producing areas.  Moreover, the analyses were carried 
out for the whole times series (January 1990 to January 2016) as well as a period of rising oil 
prices (January 2006 to December 2014), and a period of declining oil prices (January 2015 
to December 2016).  
Comparing results between models containing original and residualized variables 
 As noted previously, the researcher intended to investigate the relationship between 
the predictors (i.e., monthly oil price; room supply; disposable income; and unemployment 
rate) and RevPAR.  As suggested previously, failure to account for autocorrelation on one’s 
variables in the context of regression modeling can yield inaccurate inferences concerning 
variable relationships.  To reduce this possibility, Seasonal ARIMA models were developed 
and variables residualized for the processes identified in those models.  Nevertheless, 
although the main focus in the presentation of results was on the models utilizing 
residualized variables, the analysis also provides an overview of results based on the original 
variables for the purposes of comparison.  ARIMA models assume that variation in a 
criterion measure can be broken down into three components: (a) the “lingering effects of 
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preceding scores”, or autocorrelation, (b) trending in the data, and (c) the “lingering effects 
of preceding random shocks” (Tabachnick & Fidell, 2013, p. 181).  These three components 
associated with time-series data often renders standard ordinary least square (OLS) 
regression techniques inappropriate for use, as they often lead to violations of assumptions 
associated with OLS models in that the series itself was uncorrelated. 
 Violations of OLS assumptions can lead to decisional errors pertaining to key 
regression parameters of interest.  Specifically, time-series data often leads to a violation of 
the assumption of independence of prediction errors, which can inflate the risk of committing 
a Type 1 error regarding regression parameters (Pickup, 2015).  Moreover, failure to account 
for trending on the variables can lead to incorrect inferences concerning the relationship 
between two variables, as the observed relationship between two variables fails to account 
for unobservable variables that themselves vary over time and co-vary with measurements on 
the dependent variable known as the omitted variable bias (Pickup, 2015). 
Unadjusted data 
Step 1 – Total Time Series Unadjusted RevPAR/WTI/Supply/Disposable 
Income/Unemployment Rate Run two regressions for the time series total period January 
1990 to January 2016.  Regression A dependent variable RevPAR US excluding shale 
markets and Independent Variables WTI, US Room Supply Excluding Shale, Disposable 
Income and Employment Rate.  Regression B dependent variable RevPAR Shale markets 
and Independent Variables WTI, Shale Room Supply, Disposable Income and Employment 
Rate.  Compare and note statistical significance of independent variables.   
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 Step 2 – Elevated Oil Price Time Series RevPAR/WTI/Supply/Disposable Income 
and Employment Rate Run the two regressions (US and Shale) from January 2006 to 
December 2014 when oil prices were elevated above $50 per barrel.   
 Step 3 - Declining Oil Price Time Series RevPAR/WTI/Supply Disposable Income 
and Employment Rate Run the two regressions (US and Shale) from January 2014 to 
December 2016 when oil prices began to decline and were below $50 per barrel.   
 ARIMA analysis  
Step 1 – Total Time Series Unadjusted RevPAR/WTI/Supply/Disposable 
Income/Unemployment Rate Run two regressions for the time series total period January 
1990 to January 2016.  Regression A dependent variable RevPAR US excluding shale 
markets and Independent Variables WTI, US Room Supply Excluding Shale, Disposable 
Income and Unemployment Rate.  Regression B dependent variable RevPAR Shale markets 
and Independent Variables WTI, Shale Room Supply, Disposable Income and Employment 
Rate.  Compare and note statistical significance of independent variables.    
Step 2 – Elevated Oil Price Time Series RevPAR/WTI/Supply/Disposable Income 
and unemployment Rate Run the two regressions (US and Shale) from January 2006 to 
December 2014 when oil prices were elevated above $50 per barrel.   
Step 3 – Declining Oil Price Time Series RevPAR/WTI/Supply Disposable Income 
and Unemployment Rate Run the two regressions (US and Shale) from January 2014 to 
December 2016 when oil prices began to decline and were below $50 per barrel.   
An analysis flow chart can be observed in Figure 3.1: (a) acquire data; (b) data 
screening; study time plots and ACT/PACF; (c) ARIMA modeling and (4) Report on results. 
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Figure 3.1.  Data analysis flow chart 
 
 
Acquire data 
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study time plots 
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Report on results 
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CHAPTER 4.  RESULTS  
This chapter provides the analysis and reporting of results for the study, which 
included: (a) the data set characteristics; (b) descriptive statistics; and (c) test of the 
hypotheses for the research variables.  The analysis employed Seasonal ARIMA (SARIMA) 
modeling for each of the variables to identify trend, autoregressive, and moving average 
components associated with their repeated measurements over time.  This step was necessary 
to identify suitable ARIMA or SARIMA models for use in “pre-whitening” (Jenkins & 
Alavi, 1981; Tabachnick & Fidell, 2013) the variables prior to including them in the focal 
OLS regression analyses.  As noted by Dean and Dunsmuir (2016), failure to pre-whiten 
variables prior to cross-correlating them can yield spurious conclusions about their 
relationship.  
 A series of regression models were tested with oil prices, room supply, U.S. personal 
income, and U.S. unemployment rate serving as predictors of RevPAR.  Regression results 
are presented for shale-producing and total US excluding shale-producing regions, 
respectively.  Separate regression analyses were carried out for the full time series, ranging 
from January 1990 to December 2016 (the total examined time series) as well as for the 
period from January 2006 to December 2014 (a period of rising oil prices) and the period 
from January 2015 to December 2016 (a period of declining oil prices).  Shale-producing and 
non-shale-producing regions were analyzed, with the regression analysis for each area 
presented separately. 
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Seasonal ARIMA Analysis 
 All ARIMA analyses were based on data for the variables covering the entire time 
span from 1990 to 2016.  Each of the variables were examined for presence of both non-
seasonal and seasonal trending, autoregressive, and moving average components using time-
series plots and plots of the autocorrelation (ACF) and partial autocorrelation (PACF) 
functions.  Diagnosis of misspecification within a candidate ARIMA model was 
accomplished by studying the ACF and PACF’s plots of the residuals for that model 
(Tabachnick & Fidell, 2013).  In cases where there remained evidence of autocorrelation in 
the residuals associated with a model (i.e., the residuals fail to follow a “white noise” 
process; see Pickup, 2015), steps were taken to re-specify the model to better reflect the 
autocorrelative processes and to improve fit of the model to the data.  In cases in which 
several candidate models all exhibited reasonable fit to the data, the Normalized BIC (see 
https://www.ibm.com/support/knowledgecenter/en/SSLVMB_23.0.0/spss/trends/syn_tsmode
l_fit_measures.html) was utilized to select a preferred model moving forward.  
The Normalized BIC was interpreted in terms of “lower is better”, meaning that the 
preferred model(s) out of a set of candidates was the one that has the lowest BIC.  Prior to 
carrying out the regression analyses, the variables were examined for presence of 
autocorrelation using time-series plots and plots of autocorrelation (ACF) and partial 
autocorrelation (PACF) functions from 1990 to 2016.  Overall, there was strong evidence of 
autocorrelation in the variables, indicating the need to “pre-whiten” (Tabachnick & Fidell, 
2013) them prior to inclusion in an OLS regression analyses.  This process entailed exploring 
various Seasonal ARIMA models to identify autoregressive, integrated, and moving average 
components contributing to observed autocorrelation.  
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 After identifying a suitable Seasonal ARIMA model for a given variable, the 
variables were residualized (i.e., “pre-whitened”) for those identified components.  The new 
residualized versions of the variables were incorporated into the focal regression analyses.  
Nevertheless, in addition to presenting regression analyses using the residualized variables, 
the results are also presented using the original variables.  
Seasonal ARIMA model results 
 Based on evaluation of time plots and the ACF and PACF plots, there was strong 
evidence of trending and autocorrelation in the variables.  Moreover, by way of exploring 
various ARIMA models it was apparent that both seasonal (12 months) and non-seasonal 
components needed to be identified and controlled for prior to carrying out the focal 
regression analyses.  Table 4.1 contains the best-fitting Seasonal ARIMA model for each 
variable.  For purposes of parsimony or efficiency, only the parameters that were identified 
as statistically significant were used.  They included seasonal components with only 
significant regression parameters incorporated into the final model.  Examination of the time 
plots with fitted values overlaid (see Figure 4.1) revealed a close fit between observed values 
on the variables and values implied in each model.  This interpretation was further confirmed 
by results of the Ljung-Box test for each model, indicating a non-significant difference 
between fitted values and observed data.  Based on these results, the identified 
autoregressive, integrated, and moving average components were controlled from each of the 
variables by residualizing them.  
When examining results of the Seasonal ARIMA analysis it should be noted there are 
two sets of parentheses for each variable.  The separate parentheses are used to describe 
ARIMA processes, with the first parenthesis incorporating ARIMA processes that do not 
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Table 4.1.  Best-fitting ARIMA models 
 
 
Time series ARIMA model Ljiung-Box Parameter B t-statistic p-
value 
RevPAR US (3,1,0)(1,1,1) χ²(14)=19.453,p=.159     
   AR1 -3.66 -6.866 <.001 
   AR3 .115 2.134 .034 
   SAR1 .309 3.462 .001 
   SMA1 .807 12.746 <.001 
RevPAR Shale (3,1,3)(0,1,1) χ²(13)=17.785,p=.166     
   AR1 -.172 -4.552 <.001 
   AR2 .078 2.361 .019 
   AR3 .853 16.899 <.001 
   MA3 .787 11.653 <.001 
   SAM3 .712 15.146 <.001 
Room supply 
US 
(2,1,1)(0,1,1) χ²(14)=20.555,p=.114     
   AR1 .806 9,737 <.001 
   AR2 .154 2.115 .035 
   MA1 .690 10.533 <.001 
   SAM1 .555 10.659 <.001 
Room supply 
shale 
(1,1,1)(0,1,1) χ²(15)=15.857,p=.392 AR1 .965 36.476 <.001 
   MA1 .854 17.518 <.001 
   SAM1 .877 22.019 <.001 
Oil prices (1,1,0)(1,0,1) χ²(15)=16.508,p=.349     
   AR1 .310 5.786 <.001 
   SAR1 -.708 -3.710 <.001 
   SAM1 -.812 -5.021 <.001 
Unemployment 
rate 
(0,2,1)(1,0,1) χ²(15)=17.160,p=.284 MA1 .847 27.641 <.001 
   SAR1 .492 4.440 <.001 
   SAM1 .781 9.384 <.001 
Personal 
income 
(1,1,1)(0,0,1) χ²(15)=15.308,p=.429 AR1 1.000 1842.446 <.001 
   MA1 .992 85.416 <.001 
   SAM1 -.176 -3.162 <.001 
Notes: AR=autoregressive, MA=moving average, SAM=seasonally-adjusted moving average. 
Subscripts for AR, MA, SAR, and MAR parameters denote the lag for a given ARIMA component. 
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Figure 4.1.  Graphic depiction of the seasonal ARIMA analysis output for the variables 
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account for seasonality and the second accounting for seasonality.  If there had been no 
evidence of seasonality in the data, then there would only be one parenthesis instead of two. 
For example, using RevPAR Shale has a Seasonal ARIMA of (3,1,3) 0,1,1).  The first 
parenthesis indicates AR(3) process meaning that the analysis was accounting for “the 
lingering effects of previous scores” (Tabachnick & Fidell, 2013, p. 18-1) up through lag 3.  
The Integrated component (the middle value) of 1 means that differencing of 1 was needed to 
achieve stationarity, which involves removal of the linear trend from the repeated 
measurements.  The Moving Average component (the last value) of 3 suggests accounting for 
random shocks (Tabachnick & Fidell, 2013) up through a lag of 3.  The second parenthesis 
refers to the seasonal ARIMA components, which were not taken into account in the first 
parenthesis.  There was a need to incorporate seasonal differencing, the middle value 1, to 
remove a linear trend component and to incorporate a seasonal MA(1) process in the model.  
There was no seasonal autoregressive component so there was an AR(0) process, reflected in 
the 0 within the second parenthesis.  
Correlation Analysis 
 To facilitate a better understanding of the relationship between the variables, Table 
4.2 contains the correlations among original and residualized variables. In most cases, the 
correlations in the lower triangle are substantial, with many indicative of singularity (or near-
singularity) among a number of variables.  After residualizing the variables (see upper 
triangle) for the ARIMA processes identified in the previous section, the correlations among 
the variables dropped considerably.  Importantly, by residualizing the variables, all identified 
trend and seasonal components (see Figure 4.1) that may have contributed to spuriously high  
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Table 4. 2.  Correlations among original variables (1990-2016) and residualized variables 
 
Variable 1 2 3 4 5 6 7 
1. RevPAR US - .537* .094 -.081 .093 .025 -.092 
2. Rev PAR Shale .914* - -.040 -.063 .013 -.051 -.193* 
3. Oil prices .622* .806* - -.008 -.017 -.074 -.057 
4. Unemployment rate -.047 .221* .426* - -.025 -.029 -.097 
5. Personal income .838* .872* .777* .196* - -.022 -.019 
6. Room supply US .780* .814* .730* .200* .938* - .448* 
7. Room supply shale .814* .841* .704* .241* .968* .930* - 
Note: *p<.01. Correlations among original variables appear in lower triangle, whereas correlations 
among residualized variables (based on ARIMA models) appear in upper triangle.  
 
correlations among the variables would have been removed, thereby decreasing the variation 
in the measures available to be cross-correlated.  
Regression Analysis 
Predicting RevPAR Total US (1990-2016) excluding Shale Markets 
 Table 4.3 contains the regression coefficients for regression models aimed at 
predicting variation in RevPAR US based on the full time series of monthly data from 1990 
to 2016.  Results are provided for models based on original variables and residualized 
variables.  Durbin-Watson test results are provided as well to test for autocorrelation. 
Because of evidence of a near-singularity (r=.938, p<.001) between room supply and 
personal income variables, results are presented for a second model containing original 
predictors minus personal income.  Given no evidence of collinearity among any of the 
residualized predictor variables, all four were included in the third model. 
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Table 4.3. Regression coefficients: RevPAR US (dependent variable) excluding Shale  
 Markets, 1990-2016 
 
Model Predictors b s.e.(b) β Model fit DW 
Original 
variables 
    R-square=.752*** .589a 
 Oil prices .046 .023 .097 F(4,319)=241.261, 
p<.001 
 
 Room supply U.S. -1.369E-8 7.2647E-8 -.015   
 U.S. unempl. rate -2.305*** .297 -.247   
 U.S. personal 
income 
3.515E-6*** 3.7982E-7 .825   
       
Original 
variables 
minus 
personal 
income 
    R-square=.685*** .648a 
 Oil prices .137** .024 .290 F(3,320)=231.798, 
p<.001 
 
 Room supply U.S. 5.6371E-7** 4.1863E-8 .628**   
 U.S. unempl. rate -2.771** .329 -.297   
       
Residualized 
variables 
    R-square=.024 2.128 
 Oil prices .029 .017 .094 F(4,306)=1.895, 
p=.111 
 
 Room supply U.S. .789 1.422 .031   
 U.S. unempl. rate -.013 .010 -.074   
 U.S. personal 
income 
.326 .199 .092   
Note: ***p<.001, **p<.01, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
 
 There was evidence of one multivariate outlier that appeared on several residualized 
variables.  Upon further inspection, this case was associated with the September 2001 (9/11 
terrorism attacks) measurements.  Nevertheless, this outlier did not appear to have a 
significant impact on regression parameters in the model.   
 Both regression models based on the original set of variables indicated that predictors 
accounted for a large proportion of variation in RevPAR.  In the model containing the full set 
of predictors, personal income was a significant positive predictor, whereas unemployment 
rate was a significant negative predictor.  In the reduced model (removing the personal 
income variable), the unemployment rate was a significant negative predictor of RevPAR, 
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whereas room supply and oil prices were both significant positive predictors of RevPAR.  In 
contrast to the models containing the original set of variables, the third model (containing the 
“pre-whitened” variables) indicated that the predictors (as a set and individually) failed to 
account for significant variation in RevPAR.  It was worth noting the difference in the 
Durbin-Watson statistic associated with each of the three models.  There was strong 
indication of significant autocorrelation in the model based on the original set of variables, 
whereas there was no evidence of problems with autocorrelation in the model after variables 
were residualized. 
Predicting RevPAR Shale (1990-2016) 
 Table 4.4 contains the regression coefficients for models predicting variation in 
RevPAR within shale-producing areas for the whole time series, 1990-2016. Again, because 
of evidence of a near-singularity (r=.968, p<.001) between the Room supply and personal 
income variables, results are presented for a second model containing the original predictors 
minus personal income.  The third model presented in Table 4.4 was based on the regression 
analysis carried out on the residualized variables.  As described previously, this model 
includes personal income as the problem of collinearity was greatly reduced after 
residualizing the variables. 
 Both models containing original variables (minus Personal Income) yielded a high R-
square value, suggesting that predictors were accounting for around 81% of the variation in 
RevPAR.  In the first model containing all four predictors, oil prices and room supply were 
significant positive predictors, whereas unemployment rate was a significant negative 
predictor of RevPAR.  As expected, eliminating the redundant predictor (personal income),  
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Table 4.4. Regression coefficients: RevPAR Shale (dependent variable), 1990-2016 
Model Predictors b s.e.(b) β Model fit DW 
Original 
variables  
    R-square=.809*** .565a 
 Oil prices .150*** .017 .431 F(4,319)=338.681, 
p<.001 
 
 Room supply shale 3.291E-6** 0.000001 .354   
 U.S. unempl. rate -.616* .209 -.090   
 U.S. personal 
income 
6.6087E-7 4.0485E-7 .211   
       
Original 
variables – 
Model 2 
eliminating 
Personal income 
    R-square=.808*** .617 a 
 Oil prices .168** .013 .482 F(4,320)=448.354, 
p<.001 
 
 Room Supply 
shale 
0.000005** 3.2192E-7 .528   
 U.S. unempl. rate -.770** .187 -.112   
       
Residualized 
variables 
    R-square=.047*** 2.261 
 Oil prices -.020 .020 -.054 F(4,306)=3.783, 
p=.001 
 
 Room supply 
Shale 
-2.494*** .685 -.205   
 U.S. unempl. rate -.017 .011 -.084   
 U.S. personal 
income 
.024 .231 .006   
Note: ***p<.001, **p<.01, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
 
in the second model, did not yield a substantial difference in variance accounted for in 
RevPAR.  In the reduced model, Oil prices and room supply were significant positive 
predictors in the model, while unemployment rate had a negative causal relationship with 
RevPAR.  It was worth noting that the Durbin-Watson test and plots of the ACF and PACF’s 
indicated presence of significant autocorrelation in the residuals. 
 The regression model based on residualized variables also suggested that predictors 
accounted for significant variation in RevPAR.  However, room supply (p<.001) was the 
only significant predictor in the model (Table 4.4).  Higher levels of room supply were 
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negatively causal of RevPAR in the shale markets.  The Durbin-Watson test and plots of the 
ACF and PACF’s indicated no remaining problems with autocorrelation in the regression 
residuals. 
Predicting RevPAR US (January 2006-December 2014) excluding Shale markets 
 Table 4.5 presents regression coefficients for the regression of RevPAR US onto 
predictors for the period ranging from 2006-2014 (rising oil prices).  Since there was no 
evidence of multi-collinearity among the predictors within this time period (based on 
evaluation of the zero-order correlations and variance inflation factors), the model containing 
original variables incorporated all four predictors.  The model containing original variables 
yielded a fairly high R-square value, where predictors accounted for approximately 43% of 
the variation in RevPAR.  Oil prices, room supply, and personal income were positive 
Table 4.5. Regression coefficients: RevPAR US (dependent variable), January 2006- 
 December 2014  
 
Model Predictors B s.e.(b) Β Model fit DW 
Original variables     R-square=.429*** .792a 
 Oil prices .130** .047 .248 F(4,103)=19.329, 
p<.001 
 
 Room supply 
U.S. 
4.237E-7** 1.739E-7 .265   
 U.S. unempl. 
rate 
-2.808*** .463 .534   
 U.S. personal 
income 
1.923E-6* 9.7679E-7 .211   
       
Residualized 
variables 
    R-square=.062 1.956 
 Oil prices -.004 .026 -.015 F(4,103)=2.017, 
p=.098* 
 
 Room supply 
U.S. 
1.258 2.600 .047   
 U.S. unempl. 
rate 
-.030** .014 -.212   
 U.S. personal 
income 
.249 .239 .101   
Note: ***p<.001, **p<.05, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
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predictors of RevPAR, whereas unemployment rate negatively predicted RevPAR.  As 
before, there was strong evidence of autocorrelated residuals with this model.  
 When regression was run on the residualized variables, the R-square value was not 
significant at the conventional .05 level.  However, unemployment rate did emerge as a 
significant negative predictor of RevPAR in the model.  Studying results of the Durbin-
Watson test and ACF and PACF’s for the residuals, it was evident that autocorrelated 
residuals were not a problem with this model of residualized variables. 
Predicting RevPAR Shale (January 2006-December 2014)  
 Table 4.6 contains regression coefficients for RevPAR within shale producing areas 
between 2006 and 2014 (a period of rising oil prices).  The model based on the original set of 
variables yielded a high R-square, where the predictors were observed to account for roughly 
58% of the variation in RevPAR.  Oil prices and personal income were both significant 
positive predictors in the model, whereas unemployment rate was a significant negative 
predictor.  The VIF’s for Room Supply and Personal Income were 9.445 and 8.957, which 
were somewhat high. The correlation between these variables for this time period was very 
high, r=.898, p<.001.  As such, a second model (minus Personal Income) was carried out on 
the original set of variables (see Table 4.6).  In this model, predictors accounted for 54% of 
the variation in RevPAR.  Notably, all three predictors were significant.  Oil prices and 
Room supply were significant positive predictors of RevPAR, whereas unemployment rate 
was a negative predictor in the model.  For these models, there was again substantial 
evidence of the presence of autocorrelated errors. 
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Table 4.6. Regression coefficients: RevPAR Shale (dependent variable) January 2006 – 
December 2014 
 
Model Predictors B s.e.(b) β Model fit DW 
Original variables     R-square=.577*** .652a 
 Oil prices .072** .032 .175 F(4,103)=35.167, 
p<.001 
 
 Room supply 
shale 
1.096E-6 0.000002 .092   
 U.S. unempl. 
rate 
-1.028** .357 -.250   
 U.S. personal 
income 
4.136E-6** 0.000001 .580   
       
Original variables 
(minus Personal 
Income) 
    R-square=.540*** .827a 
 Oil prices .112** .031 .274 F(3,104)=40.65, 
p<.001 
 
 Room supply 
shale 
0.000008** 9.9591E-7 .636   
 U.S. unempl. 
rate 
-1.607** .312 -.391   
       
Residualized 
variables 
    R-square=.062 1.749 
 Oil prices -.033 .032 -.102 F(4,103)=1.712, 
p=.153 
 
 Room supply 
shale 
-1.533 1.321 -.115   
 U.S. unempl. 
rate 
-.040* .017 -.229   
 U.S. personal 
income 
-.118 .292 -.039   
Note: ***p<.001, **p<.01, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
 
The analysis incorporating the full set of residualized variables yielded a much lower 
R-square value, which was not statistically significant.  All VIFs fell well below 10, 
indicating no problems with collinearity in the model.  Despite a non-significant R-square 
value, unemployment rate interestingly emerged as a significant negative predictor.  Based 
on the Durbin-Watson test and examination of the ACF and PACFs revealed no problems 
with the model in terms of correlated errors. 
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Predicting RevPAR US (January 2015-December 2016) excluding shale markets 
 Table 4.7 contains regression coefficients for regression of RevPAR onto the original 
and residualized set of predictor variables.  Due to a near-singularity between unemployment 
rate and personal income within this time period (r=-.90, p<.001), regression coefficients are 
presented in the table for a reduced model in which personal income was deleted.  After 
residualizing the variables, multi-collinearity was not evident in the data.  As described 
previously, coefficients for one model containing the residualized variables are presented. 
Table 4.7. Regression coefficients: RevPAR US (dependent variable) 
 
Model Predictors B s.e.(b) β Model fit DW 
Original variables     R-square=.253 .725 
 Oil prices .410 .350 .277 F(4,19)=1.608, 
p=.213 
 
 Room supply U.S. 1.457E-7 5.1816E-7 .070   
 U.S. unempl. rate 17.521 19.622 .463   
 U.S. personal 
income 
3.124E-5 0.000022 .716   
       
Original variables 
(minus personal 
income) 
    R-square=.144 .742a 
 Oil prices .522 .348 .353 F(3,20)=1.433, 
p=.263 
 
 Room supply U.S. 4.1115E-7 4.9534E-7 .187   
 U.S. unempl. rate -6.657 9.285 -.176   
       
Residualized 
variables 
    R-square=.104 3.010 
 Oil prices -.028 .046 -.155 F(4,19)=.552, 
p=.700 
 
 Room supply U.S. 8.754 9.557 .213   
 U.S. unempl. rate -.009 .033 -.057   
 U.S. personal 
income 
3.173 2.255 .376   
Note: ***p<.001, **p<.05, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
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None of the models containing the original or residualized variables yielded a 
statistically significant R-square value, and no predictors emerged as significant in the 
models.  The Durbin-Watson test for the model containing the full set of original variables 
was indeterminate with respect to presence of correlated errors.   
Predicting RevPAR Shale (January 2015-December 2016) 
Table 4.8 contains regression coefficients for regression of RevPAR onto the original 
and residualized set of predictor variables in shale-producing regions during the period of 
January 2015 to December 2016 when oil prices were declining.  Again, due to near 
singularity between unemployment rate and personal income (r=-.90, p<.001), coefficients 
are also included for a reduced model containing original variables where personal income 
was not utilized as a predictor. 
The two models including original variables yielded a high R-square value.  Results 
indicated that predictors accounted for approximately 48% of the variation in RevPAR.  Oil 
prices were the lone significant predictor in the models.  The model incorporating 
residualized variables was not statistically significant.  The predictors accounted for 
approximately 2.7% of the variation in the residualized RevPAR variable, and none emerged 
as a significant predictor of RevPAR.  As in previous models for the total United States 
excluding shale producing regions, the Durbin-Watson test was indeterminate for the model 
incorporating original variables.  The test result for the model including residualized 
predictors was also indeterminate.  Nevertheless, the plot of the ACF and PACF against the 
unstandardized residuals for the model indicated no problem with autocorrelated errors.  
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Table 4.8. Regression coefficients: RevPAR Shale (dependent variable) 
Model Predictors b s.e.(b) β Model fit DW 
Original variables     R-square=.479** .835 
 Oil prices .352** .161 .425 F(4,19)=4.372, 
p=.011 
 
 Room supply 
U.S. 
-0.000003 0.000005 -.161   
 U.S. unempl. 
Rate 
7.523 9.173 .355   
 U.S. personal 
income 
0.000001 0.000011 .051   
       
Original variables 
(minus personal 
income) 
    R-square=.479** .825 
 Oil prices .357** .151 .431 F(3,20)=6.127, 
p=.004 
 
 Room supply 
U.S. 
-0.000003 0.000004 -.149   
 U.S. unempl. 
Rate 
6.636 4.609 .313   
       
Residualized 
variables 
    R-square=.027 1.550 
 Oil prices -.036 .068 -.139 F(4,19)=.213, 
p=.928 
 
 Room supply 
U.S. 
1.102 4.069 .062   
 U.S. unempl. 
Rate 
-.009 .051 -.041   
 U.S. personal 
income 
-.157 3.214 -.013   
Note: ***p<.001, **p<.05, *p<.10; aIndicates presence of significant autocorrelation in residuals. 
 
 
Modeling Findings 
 Overall, the models with greatest causal power were those including original 
variables.  Nevertheless, there was considerable evidence of autocorrelation in those models.  
Moreover, there was considerably greater likelihood of the original models having issues 
with multi-collinearity among predictor variables.  In all likelihood, this stemmed from 
substantial trending and periodicity on many of the variables.  When residualized variables 
were included that controlled for autoregressive, integrated, and moving average 
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components, the amount of variance explained in RevPAR dropped considerably.  Notably, 
the previously identified problems with multi-collinearity became a non-issue.  One final 
highlight was there were generally stronger relationships between predictors and RevPAR in 
shale-producing regions (as opposed to non-shale producing regions) across the full 1990-
2016 time period. 
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CHAPTER 5.  DISCUSSION AND CONCLUSIONS  
Discussion of the Results 
This chapter provides a summary and interpretation of the results reported in Chapter 
4, and places them in perspective relative to previous research and analysis.  The discussion 
and conclusions are addressed systematically and logically in accordance with the literature 
review and test of hypothesis as presented in the statement of the problem and research 
objectives.  The section includes summary and discussion, conclusions, implications, 
limitations, and proposals for future research.  
Before reviewing the interpretation of the various iterations of time periods (total 
series, rising oil phase and declining oil phase) and markets (total US versus shale oil 
producing regions), there was one theme that consistently showed up in the results.  There 
was considerable autocorrelation in the variables, and considerable evidence of 
autocorrelation in the residuals for the models based on the original set of measured 
variables.  Since all of the variables were time series, some similarity between observations 
as a function of the time lag between them was not completely surprising as each period or 
data point in the sequence was delayed copy of itself or a function of the delay.  There was 
also multi collinearity among the predictor variables.  The initial analysis without adjusting 
for the auto correlation results in relatively high R square and the data being very close to the 
residualized line for many of the models.  When residualized variables were included that 
controlled for the autoregressive, integrated, and moving average components of these 
variables, the amount of variance explained in RevPAR dropped considerably.   
One of the implications of this issue, which also leads to proposals of future research, 
was that many industry leaders and experts present models that show very high R square 
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values between dependent variables such as RevPAR and independent economic variables. 
However, these results may be more of a function of autocorrelation-and in particular 
trending- rather than a theoretical relationship between the variables.  The high R-square 
published may suggest a more robust relationship between these factors rather than it merely 
being a function serial data.  
Causal relationship between oil prices and other economic factors on RevPAR  
 One of the core issues examined by this study was to determine if there was a causal 
relationship between oil prices, economic indicators, room supply and hotel RevPAR.  The 
literature review revealed that few studies looked directly at hotel RevPAR relative to higher 
oil prices; instead, most were focused on how higher oil prices generally results in reduced 
tourism and overall hotel demand.  Corgel and Lane (2011) used a Hotel Horizon’s demand 
model and Moody’s Analytic to create an economic/hotel demand forecast under various oil 
price scenarios, which showed higher fuel prices hurt hotel results.  The literature review also 
indicated that various economic variables can have an impact on hotel demand (Wu et al., 
2017). 
 The analysis for the period of 1990 to 2016 with the original set of measured 
variables indicated a high R-square of 0.69 illustrating that predictors selected accounted for 
a large proportion of variation in RevPAR.  The unemployment rate was a significant 
negative predictor of RevPAR, and room supply and oil prices were both significant positive 
predictors of RevPAR.  The hypotheses originally framed were that both unemployment rate 
and room supply would be a negative predictor of RevPAR.  If unemployment were to rise, it 
may indicate the economy was slowing and inversely reducing demand for hotel rooms 
pushing RevPAR down.  The addition of rooms were expected to negative influence 
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RevPAR as it was adding more supply causing more competition and leading to lower 
RevPAR.  However, the data in this study indicated there was a positive relationship between 
room supply and RevPAR.  One possible reason for this was stronger economic conditions 
may facilitate increased hotel building due to increasing real estate investor confidence, but 
may be offset more by stronger economic conditions accompanying an increase in demand.  
Oil prices were hypothesized to be a positive predictor of RevPAR and this data analysis 
indicated a constructive relationship.  Higher oil prices may mean consumer demand was 
greater than oil supply, again suggesting expanding economic strength which in turn would 
lead to higher RevPAR.  Weaker economic conditions could suggest the opposite impact.   
 While the high R-square might be viewed as compelling and indicative of theoretical 
relationship between the variables this research noted that there were also very high 
indicators of autocorrelation.  To address this issue, the researcher applied suitable Seasonal 
ARIMA models and ran a regression on the residualized variables.  Once this adjustment was 
implemented the R-square for the model dropped considerably to 0.024, the Durbin Watson 
statistic indicated limited autocorrelation and none of the independent variables were 
statistically significant (p<0.10).  Considering the autocorrelation, it may be inappropriate to 
attribute causation to the original RevPAR hypotheses of oil prices being a significant 
positive predictor, room supply being a negative predictor and unemployment being a 
negative predictor.  
For 1990-2016 a similar analysis was completed on the hotels in shale producing 
markets.  In the shale markets the model fit was even stronger with an R-square of 0.81 and 
again the unemployment rate was a significant negative predictor of RevPAR, and room 
supply and oil prices were both significant positive predictors of RevPAR.  As with the total 
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US there was significant autocorrelation.  After residualizing the variables based on the 
appropriate Seasonal ARIMA model the proportion of variance based on the variables 
dropped to 0.05, but interestingly it was statistically significant along with the room supply 
variable.  Based on the analysis of the full data series for the two markets examined there 
does not seem to be a strong relationship between RevPAR and the independent variables (oil 
price, room supply and economic factors).   
Similar analyses were completed for a period of rising oil prices (2006-2014) to 
examine whether a change in energy price had an impact on results.  Like the earlier period, 
the original variables showed a high R-square but, once the seasonal ARIMA model was 
applied the regression on the residualized, variables dropped significantly.  For the total US 
R-square declined from 0.43 and was statistically significant, while the residualized variables 
R-square was 0.062 and US unemployment was the only significant variable with a negative 
coefficient.  For the shale producing markets during this period the R-square was higher than 
the broader US markets at 0.577 and statistically significant.  Both data sets for this period of 
rising oil price, once they underwent seasonal ARIMA, saw a decline in R-square and 
statistical significance.    
However, for both the residualized total US and the shale producing markets the 
unemployment had a negative coefficient and was significant at the p<.05.  This may imply 
that unemployment falling or rising during this period of rising oil prices may result in falling 
or rising RevPAR.   
Finally, an analysis was run during the period of declining oil prices (2015 to 2016) to 
test whether the relationship between RevPAR and the dependent variables would change in 
this environment.  Similar to the other data sets, once the variables were residualized the R-
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squares dropped along with statistical significance.  The standout result for this analysis was 
that the R-square for the shale market of the original variables was higher than the total US 
R-square and was also statistically significant.  The independent variable that was statistically 
significant was oil prices.   
After reducing the autocorrelation, examining different time periods, and markets that 
are closely aligned with oil production or the broader U.S., the following are findings relative 
to the original objectives of the study.  First, there does not seem to be a statistically 
significant causal relationship between oil prices and RevPAR.  Second, while some 
independent variables-notably unemployment-seems to have a negative relationship with 
RevPAR it was not consistently statistically significant.  Third, it does not seem to matter 
whether the markets being studied are oil producing or not.  One of the original objectives 
was whether oil production was a conditional factor on the relationship between RevPAR 
and oil prices.  However, given the lack of statistical significance highlighted previously, it 
was not clear this distinction can be made.  Nevertheless, there were generally stronger 
relationships between predictors and RevPAR in shale-producing regions (as opposed to non-
shale producing regions) across the full 1990-2016 time period. 
Implications 
 There were multiple implications of this research which suggested there was not a 
statistically significant relationship between oil prices and hotel RevPAR.  First, hospitality 
leaders may have inadvertently “blamed” weakness in overall RevPAR and RevPAR in shale 
markets on lower oil prices during 2015 and 2016, while this analysis was less conclusive of 
this relationship. During third and fourth quarter 2015 earnings call a number CEO’s blamed 
RevPAR shortfalls on weakness in oil prices and oil producing markets.  West Texas 
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Intermediary Oil prices were as high as $105.79 in June 2014 but by January 2015 the price 
had dropped to $47.22 with price ultimately drifting to a low $30.32 in February 2016.  
During 2014, RevPAR for the US excluding shale grew, on a monthly basis, a very robust 6-
10% but by the third and fourth quarter RevPAR growth started to slow.  Executives implied 
that the drop in oil prices was directly related to the drop in this key hotel metric while not 
acknowledging other potential factors such as overbuilding or broader economically driven 
demand weakness.  
  When speaking with investors during their quarterly earnings conference calls the 
CEO’s of some of the major hotel companies blamed lower than expected RevPAR growth 
on weakening demand in shale production area.  They specifically suggested that weaker oil 
prices was leading to less employment and activity, which in turn reduced demand for hotel 
rooms.  For example, the CEO of La Quinta stated, “Certainly in Texas, we're seeing a 
weakening in oil markets” and “Texas was down about 4.2%.  Non-Texas was up about 
4.7%” (Kline, 2015).  The CEO of Marriott stated, “The only thing I think we know is that 
the weakness in oil makes some markets like Houston weaker than other markets” (Sorenson, 
2015).  RevPAR trends weakened further in the fourth quarter of 2015 to 4% and in the first 
quarter of 2016 to 3%.  Executives found themselves trying to explain why hotel trends were 
softening.  Once again, management laid the blame on oil prices.  The CEO of Hilton made 
the following comment, “We saw particular weakness in oil and gas markets, which we 
estimate adversely impacted system-wide RevPAR growth by 50 basis points in the quarter.” 
(Nassetta, 2016) and the CEO of Marriott during the same period said, “I think the oil patch 
will continue to be difficult markets that we slog through” (Sorenson, 2016).   
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 In addition, STR issued two press releases during this period that seemed to 
collaborate what industry executives were claiming-that weakness in RevPAR in oil markets 
was related to the decline in the commodity.  In October of 2015 STR Analytics made the 
following claim, “Low oil prices have a negative impact on the hotel sector in states such as 
North Dakota, where the oil industry is a prominent source of income and employment.” 
(STR, 2015).  In May of 2016 they issued another press release, “According to STR, hotel 
tracts dependent on the oil and gas industry continue to see weakened demand as a result of 
low oil prices.” (STR, 2016). 
 The analysis does not appear to show a statistically significant relationship between 
oil price and RevPAR, both in the total US or in Shale Producing markets, which appears to 
contradict the assertion made by these executives and consultants.  Furthermore, shale and oil 
producing markets only account for less than 4% of the total room base (STR, 2016), so it 
seems unlikely that such a small portion of the total data set could impact industry wide 
results so dramatically. 
 The second implication of the analysis was broader.  Industry experts, consultants and 
investment analysts’ research may imply greater certainty of the relationship between 
independent variables and RevPAR.  This was implied by publishing high R-squares 
associated with their models without testing for autocorrelation.  While access to their data or 
analysis was not possible, given the findings of the current study the finding by these analysts 
and consultants should be scrutinized for autocorrelation rather than the implied potential 
causation from the various independent variables examined.  As noted previously in the 
literature review RevPAR statistics have not been as thoroughly analyzed as other tourism 
and travel indicators.  The vacuum created by the lack of academic research, coupled with 
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the desire for experts to try to find ways to explain and forecast this critical industry driver, 
had led to models and forecasts that suggest high R-squares.  However, there needs to be 
more analysis to see whether the work published was due to autocorrelation of serial 
independent and dependent variables or truly has some explanatory value. 
 For example, in August 2017 UBS research published their lodging outlook for 2017 
(Table 5.1) and noted their forecast for RevPAR (dependent variable) had a R squared of 
0.87 with the independent variables of capacity utilization, unemployment, structure 
spending and hotel supply (Farley, 2017).  The model does not provide Durbin Watson 
statistic or any other measure of autocorrelation.     
Table 5.1. RevPAR relative to capacity utilization, unemployment and structure spending: 
UBS 2017 U.S. RevPAR Estimates (R2 of 0.87) 
 
Source: Farley, R. (2017, August 1). Lodging Industry Outlook. UBS Research, pp. 4-5. 
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In January of 2018 Goldman Sachs published their outlook (Figure 5.1) for the hotel 
sector and based their forecast in part on analysis that showed RevPAR versus the difference 
between hotel supply and demand, which indicated the variables had a 0.79 R-square.  Once 
again, there was no apparent test for autocorrelation.   
 
 
 
Source: Grambling, S. (2018, January 18). 2018. Outlook: Déjà Vu... Favor Gaming, Lodging, Leisure amid cycle 
extension; Upgrade WYN to Buy, LQ to Neutral. Goldman Sachs Investment Research, pp. 12-13. 
Figure 5.1. Goldman Sachs outlook for the hotel sector 
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 In a report published in May, 2018 Deutsche Bank published a chart on May 31, 2018 
(Figure 5.2) showing correlations of 0.61 between GDP and lodging demand, and 0.59 for 
GDP and RevPAR (one quarter lag).  Another for May 31 (Figure 5.3) revealed a correlation 
of 0.70 between Non Residential Fixed Investment with lodging demand (one quarter lag), 
and a correlation of 0.81between Non Residential Fixed Investment and RevPAR.    
U.S. Lodging Fundamental Demand Drivers – GDP 
• U.S. GDP and lodging demand have historically shown a close relationship, thought hotel 
demand is more volatile 
• Real GDP has a 0.61 correlation with lodging demand on a one-quarter lag basis and a 
0.59 correlation with lodging RevPAR on a one-quarter lag basis since 1Q00. 
 
Source: Santarelli, C. (2018, May 31). Deutsche Bank Lodging Monthly Statistical Review. 
Deutsche Bank Investment Research, pp. 50-51. 
Figure 5.2.  RevPAR correlation to GDP 
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U.S. Lodging Fundamental Demand Drivers – Nonresidential Private Fixed 
Investment 
• Nonresidential fixed investment has a 0.70 correlation with lodging demand on a one-
quarter lag basis and a 0.81 correlation with lodging RevPAR on a one-quarter lag basis 
since 1Q00. 
• Nonresidential fixed investment was up 6.1% in 1Q18 after being up 6.8% in 4Q17 and 
4.7% in 3Q17. 
 
Source: Santarelli, C. (2018, May 31). Deutsche Bank Lodging Monthly Statistical Review. Deutsche 
Bank Investment Research, pp. 50-51. (STR, BEA.gov and Deutsche Bank) 
 
Figure 5.3.  RevPAR correlation to nonresidential private fixed investment 
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 STR Analytics, in their analysis of the impact of oil rigs open in shale producing 
markets and RevPAR in the same regions, showed a graph (Figure 5.4) that indicated 
RevPAR and rig counts were graphically nearly on top of each other.  They noted, “One 
metric that was affected the most was the 12-month moving average for RevPAR (For data 
geeks, an R-square score of .97 confirmed this was a reliable model and that the correlation 
between RevPAR and the number of open rigs is strong” (STR, 2015).   
 
Source: STR Analytics. (2016, May 3). STR: Hotels in oil and gas regions continue to struggle 
[Press release]. Retrieved from http://www.hotelnewsnow.com/Articles/43646/STR-Hotels-in-oil-
and-gas-regions-continue-to-struggle 
Figure 5.4.  Correlation of open oil rigs to RevPAR in shale markets 
 While this researcher has not been able to speak to the authors of these reports that 
suggest high R-squares and strong relationships between the dependent and independent 
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variables, the analysis in this dissertation would suggest that they should all be examined for 
autocorrelation.  Furthermore, these figures and forecasts may in fact be strong predictors of 
future performance of RevPAR given the high correlations, but it was not clear that readers 
can be assured, without further study, there was theoretical relationship between the 
variables. 
 The third implication to be highlighted in this study illustrates one of the key points 
that Zheng, Bloom, Wang and Schrier (2012) made in their analysis of weekly RevPAR 
forecasting, notably that “…the simplest method performs the best in weekly RevPAR time 
series forecasting.  The Single Exponential Smoothing method and Simple moving Average 
method outperformed all other methods in both short and long forecasting horizons” (p. 471).  
The research analysis looked at multiple independent variables as a way to forecast RevPAR 
in different time period and markets.  The researcher pre-whitened the data using Seasonal 
ARIMA models and, yet, did not achieve the results of Zheng et al. (2012), suggesting a 
more simplistic method may have achieved improved results.   
 Fourth, given the dearth of academic studies on forecasting RevPAR this analysis 
augments to the academic literature on this important industry metric-even if the key addition 
was readers are cautioned to be wary of autocorrelation between the variables when 
producing or utilizing forecasts. 
Limitations  
 In terms of limitations of the finding that there was not a particularly strong 
relationship between RevPAR and the dependent variables that were chosen, the researcher 
simply may have selected the wrong ones.  It may be possible that there are some broader or 
idiosyncratic variables that may have shown different results.  For example, rather than using 
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West Texas Intermediary as the proxy for oil prices, it may have made sense to use another 
alternative such as the specific price of oil produced in shale markets.  However, West Texas 
Intermediary was one of the most widely traded in the world, while data for other types of oil 
were less available.  Another variable that might have been more relevant to shale markets 
was how many horizontal rigs were in use at any given time period.  Horizontal rigs are 
viewed as specific indicator of shale drilling activity.  However, this metric was produced on 
a weekly basis while the RevPAR being studied was only provided monthly.   
Recommendations for Future Research 
 This study attempted to identify a relationship between oil prices and RevPAR in 
different time periods and markets with result that at least amongst the variables studied 
indications of causation were unclear.  Additionally, this study could provide other 
researchers with a research framework for systematically testing and confirming complex 
relationships between RevPAR and independent economic variables.  These results and 
findings from this study can be further disseminated through peer-review publications and 
conference presentations. 
 Given this study examined the period from 1990 to 2016, future researchers may want 
to extend the time period to the present, especially because oil prices continue to show 
variability.  West Texas Intermediary prices bottomed out in the first quarter of 2016 at 
roughly $30 per barrel, and bounced back into the mid $50’s for much of 2017, and most 
recently has once again accelerated to over $70.  The volatility, coupled with a longer time 
frame, could change the outcome of this research analysis.  Another recommendation would 
be to move to weekly RevPAR and weekly oil prices as having a greater number of data 
points may also influence the statistical significance and findings.  Exploring the relationship 
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between the forward curve of WTI rather than the spot market could also be examined to 
ascertain whether the statistical relationship of RevPAR changes based on the expectations in 
prices rather than the concurrent value.  
 One other area of future research would be to look at other hotel markets associated 
with a specific economic driver using the current study as a framework.  For example, since 
New York City has been widely viewed as the financial capital of the United States a future 
study might look at whether stock performance influences hotel demand.  San Francisco and 
the surrounding area has been viewed as technology centric, so a future study might 
investigate whether a measure of startups have an impact on hotel trends in that market.  
Another possible area to explore would be to see if the relationship between oil and RevPAR 
changes if we analyzed the forward curve of WTI rather than the spot market.   
  76 
REFERENCES 
Allcott, H., & Keniston, D. (2017). Dutch disease or agglomeration? The local economic 
effects of natural resource booms in modern America. The Review of Economic 
Studies. doi:10.1093/restud/rdx042  
Alvarado, C., & Hennis, S. (2015, October 28). The effect of low oil prices on hotel industry. 
Hotel News Now. Retrieved July 23, 2016, from 
http://www.hotelnewsnow.com/Articles/28277/The-effect-of-low-oil-prices-on-hotel-
industry 
Analysis of the impact of high oil prices on the global economy. (2004). Retrieved from 
https://www.iea.org/textbase/npsum/ 
Arbel, A., & Grier, P. (1978). The risk structure of the hotel industry. Cornell Hotel and 
Restaurant Administration Quarterly, 19(3), 15-22. 
Athanasopoulos, G., & Silva, A. D. (2012). Multivariate exponential smoothing for 
forecasting tourist arrivals. Journal of Travel Research, 51(5), 640-652. 
Ayadi, O. F. (2005). Oil price fluctuations and the Nigerian economy. OPEC Review, 29(3), 
199-217. 
Becken, S. (2011). A critical review of tourism and oil. Annals of Tourism Research, 38(2), 
359-379. 
Becken, S., & Lennox, J. (2012). Implications of a long-term increase in oil prices for 
tourism. Tourism Management, 33(1), 133-142. 
Bloom, B., Correa, E., Kim, S., & Koukol, B. (2011). Forecasting RevPAR in a declining 
market: An application of time series forecasting techniques to U.S. weekly RevPAR 
data. Retrieved from http://www.bing.com/cr?IG= 
33C27085C31C491791CF689EED3CFB4F&CID=3C776BF453FA69A0320F60315
25568CF&rd=1&h=zNg5y8E_fHgU_f1C7njgvYq148JGqGHcLIzNLCk20Y&v=1&r
=http%3a%2f%2fscholarworks.umass.edu%2fcgi%2fviewcontent.cgi%3farticle%3d1
033%26context%3dgradconf_hospitality&p=DevEx,5068.1  
Carey, S. (2017, December 26). Airlines’ rising costs threaten to drag on their profit margins. 
Wall Street Journal. Retrieved December 26, 2017, from 
https://www.wsj.com/articles/airlines-rising-costs-threaten-to-drag-on-their-profit-
margins-1514229009?mod=searchresults&page=10&pos=1 
Chatziantoniou, I., Filis, G., Eeckels, B., & Apostolakis, A. (2013). Oil prices, tourism 
income and economic growth: A structural VAR approach for European 
Mediterranean countries. Tourism Management, 36, 331-341 
  77 
Choice Hotels International’s (CHH) CEO Steve Joyce On Q4 2016 Results: Earnings Call 
Transcript. (2017, February 16). Retrieved from 
https://seekingalpha.com/article/4046811-choice-hotels-internationals-chh-ceo-steve-
joyce-q4-2016-results-earnings-call-transcript?part=single  
Choice Hotels International’s (CHH) CEO Steve Joyce on Q4 2015 Results: Earnings Call 
Transcript. (2016, February 18). Retrieved from 
https://seekingalpha.com/article/3907876-choice-hotels-internationals-chh-ceo-steve-
joyce-q4-2015-results-earnings-call-transcript?part=single  
Corgel, J., & Lane, J. (2011). Oil prices and lodging risk. Cornell Hospitality Quarterly, 
52(3), 228-231. 
Corgel, J., Lane, J., & Woodworth, M. (2012). Hotel industry demand curves. The Journal of 
Hospitality Financial Management, 20(1), 85-95. 
Creswell, J. W. (2012). Educational research: Planning, conducting, and evaluating 
quantitative and qualitative research. Pearson.  
Crouch, G. I. (1995). A meta-analysis of tourism demand. Annals of Tourism Research, 
22(1), 103-118. 
Dean, R. T., & Dunsmuir, W. T. (2016). Dangers and uses of cross-correlation in analyzing 
time series in perception, performance, movement, and neuroscience: The importance 
of constructing transfer function autoregressive models. Behavior Research Methods, 
48(2), 783-802.  
Deaton, A., & Muellbauer, J. (1980). Economics and consumer behavior. Cambridge: 
Cambridge University Press.  
 
Divino, J. A., & McAleer, M. (2010). Modelling and forecasting daily international mass 
tourism to Peru. Tourism Management, 31(6), 846-854. 
Downey, S. (2017, April 03). Cheap oil's impact on energy market hotels. Retrieved from 
http://lodgingmagazine.com/cheap-oils-impact-on-energy-market-hotels/  
Enz, C. A., Canina, L., & Walsh, K. (2001). Hotel-industry averages: An inaccurate tool for 
measuring performance. Cornell Hotel and Restaurant Administration Quarterly, 
42(6), 22-32. 
Farley, R. (2017, August 1). Lodging industry outlook. UBS Research, pp. 4-5. 
Fleischer, A., & Rivlin, J. (2008). More or better? Journal of Travel Research, 47(3), 285-
294. 
  78 
Fung, M. C., Fung, M. T., Kulendran, N., King, B., & Yap, M. H. (2016). Research note: 
Using demand determinants to anticipate fluctuations in hotel occupancy. Tourism 
Economics, 22(1), 179-187. 
Grambling, S. (2018, January 18). 2018 Outlook: Déjà Vu...Favor Gaming, Lodging, Leisure 
Amid Cycle Extension; Upgrade WYN to Buy, LQ to Neutral. Goldman Sachs 
Investment Research, pp. 12-13. 
A guide to our terminology. (n.d.). Retrieved June 9, 2018, from 
https://www.strglobal.com/resources/glossary#R  
Gupta, E. (2008). Oil vulnerability index of oil-importing countries. Energy Policy, 36(3), 
1195-1211. 
Hayes, D. K., & Miller, A. A. (2011). Revenue management for the hospitality industry. 
Hoboken: John Wiley & Sons.  
“Household final consumption expenditure, etc. (% of GDP).” Household Final Consumption 
Expenditure, Etc. (% of GDP) | Data, 
data.worldbank.org/indicator/NE.CON.PETC.ZS?locations=US 
IBM Knowledge Center. (n.d.). Retrieved from https://www.ibm.com/support/ 
knowledgecenter/en/SSLVMB_23.0.0/spss/trends/syn_tsmodel_fit_measures.html  
Ismail, J. (1980). Economics and consumer behavior. Cambridge: Cambridge University 
Press. 
Ismail, J., Dalbor, M., & Mills, J. (2002). Using RevPAR to analyze lodging-segment 
variability. The Cornell Hotel and Restaurant Administration Quarterly, 43(6), 73-80. 
Jenkins, G. M., & Alavi, A. S. (1981). Some aspects of modelling and forecasting 
multivariate time series. Journal of Time Series Analysis, 2(1), 1-47.  
Kilian, L. (2016). The impact of the shale oil revolution on U.S. oil and gasoline prices. 
Review of Environmental Economics and Policy, 10(2), 185-205. 
Kinnaman, T. C. (2011). The economic impact of shale gas extraction: A review of existing 
studies. Ecological Economics, 70(7), 1243-1249. 
Kline, K. (2015). La Quinta Third Quarter 2015 Earnings Results. Lecture presented at La 
Quinta Third Quarter Earnings Results. Retrieved October 28, 2015. 
Lewis, E. B., McConnel, T., & Kosna, A. (2017). Energy's impact on the hotel industry 
(Rep.). Cushman & Wakefield.  
Li, G., Song, H., & Witt, S. F. (2005). Recent developments in econometric modeling and 
forecasting. Journal of Travel Research, 44(1), 82-99. 
  79 
Marriott International reports fourth quarter 2016 results. (2017, February 15). Retrieved 
from http://news.marriott.com/2017/02/marriott-international-reports-fourth-quarter-
2016-results/  
Marriott Q3 2015 earnings call transcript. (2015, October 29). Retrieved from 
https://seekingalpha.com/article/3623236-marriott-international-mar-arne-m-
sorenson-q3-2015-results-earnings-call-transcript?part=single  
Mauro, F., Wood, M., Mattingly, M., Price, M., Herzenberg, S., & Ward, S. (2013, 
November).  Exaggerating the employment impacts of shale drilling: How and why. 
Retrieved from https://pennbpc.org/sites/pennbpc.org/files/MSSRC-Employment-
Impact-11-21-2013.pdf 
Mieyal, S. (2016, May 4). Oil, gas industry challenges put pressure on hotels. Retrieved from 
https://www.hotelmanagement.net/own/oil-gas-industry-challenges-put-pressure-
hotels  
Mohanty, S., Nandha, M., Habis, E., & Juhabi, E. (2014). Oil price risk exposure: The case 
of the U.S. travel and leisure industry. Energy Economics, 41, 117-124.  
Naccache, T. (2010). Slow oil shocks and the weakening of the oil price and macro economy 
relationship. Energy Policy, 38(5), 2340-2345. 
Nassetta, C. (2016, February 26). Hilton Fourth Quarter 2015 Earnings Transcript. Lecture 
presented at Hilton Fourth Quarter 2015 Earnings.  
Nygren, E., Aleklett, K., & Hook, M. (2009). Aviation fuel and future oil production 
scenarios. Energy Policy, 37(10), 4,003-4,010. 
Paredes, D., Komarek, T., & Loveridge, S. (2015). Income and employment effects of shale 
gas extraction windfalls: Evidence from the Marcellus region. Energy Economics, 47, 
112-120. 
Pereira, L. N. (2016). An introduction to helpful forecasting methods for hotel revenue 
management. International Journal of Hospitality Management, 58, 13-23. 
Pickup, M. (2015). Introduction to time series analysis. Thousand Oaks CA: Sage.  
Raben, H. (1978). 133-141. In Air transport as an energy user and the fight against waste. 
(pp. 133-141). Mexico City: International Conference on Tourism and Air Transport. 
Ringbeck, J., Gautam, A., & Pietch, T. (2009). Endangered growth: How the price of oil 
challenges international travel & tourism growth. CHAPTER 1.2. The travel & 
tourism competitiveness report 2009. In World Economic Forum. Retrieved from 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.626.6642&rep=rep1&type
=pdf 
  80 
Santarelli, C. (2018, May 31). Deutsche Bank Lodging Monthly Statistical Review. Deutsche 
Bank Investment Research, pp. 50-51. 
Scholar.google.com. (n.d.). Retrieved from https://scholar.google.com/scholar?hl= 
en&as_sdt=0%2C33&q=Economics%2Band%2Bconsumer%2Bbehavior&btnG=   
Schwartz, Z., Altin, M., & Singal, M. (2017). Performance measures for strategic revenue 
management: RevPAR versus GOPPAR. Journal of Revenue and Pricing 
Management, 16(4), 357-375. 
Singer, B. (2017, June 23). Shale innovation: Brawn to brains to bytes. Goldman Sachs 
Research. 
STR. (2016, May 6). Hotels in oil and gas regions continue to struggle. Retrieved from 
https://www.hospitalitynet.org/news/4075882.html  
STR. (n.d.). Retrieved March 18, 2018, from https://www.str.com/resources/glossary  
STR Analytics. (2015, October 28). The effect of low oil prices on hotel industry [Press 
release]. Retrieved from http://www.hotelnewsnow.com/articles/28277/The-effect-of-
low-oil-prices-on-hotel-industry 
STR Analytics. (2016, May 3). STR: Hotels in oil and gas regions continue to struggle [Press 
release]. Retrieved from http://www.hotelnewsnow.com/Articles/43646/STR-Hotels-
in-oil-and-gas-regions-continue-to-struggle 
Tabachnick, B. G., & Fidell, L. S. (2013). Using multivariate statistics. Boston, MA: Allyn 
and Bacon.  
U.S. Department of Commerce, BEA, & Bureau of Economic Analysis. (n.d.). Bureau of 
Economic Analysis. Retrieved from 
https://www.bea.gov/glossary/glossary_p.htm#Personal_income  
“U.S. disposable personal income: December 2017, monthly percentage of change | statistic.” 
Statista, www.statista.com/statistics/216773/monthly-percentage-of-change-in-the-
disposable-personal-income-in-the-us/ 
U.S. Energy Information Administration (EIA). Independent Statistics and Analysis. (2015, 
May 28). Retrieved from https://www.eia.gov/analysis/petroleum/crudetypes/  
U.S. Energy Information Administration (EIA). Independent Statistics and Analysis. 
Benchmarks play an important role in pricing crude oil – Today in energy – U.S. 
Retrieved from Energy Information Administration (EIA), 
www.eia.gov/todayinenergy/detail.php?id=18571 
Wahbah, Y., & Assaad, M. (2016.). The impact of decreasing oil prices on the GCC RHC 
market. Retrieved from ey-decreasing-oil-prices-impact-the-gcc-rhc-market  
  81 
Witt, S. F., & Witt, C. A. (1995). Forecasting tourism demand: A review of empirical 
research. International Journal of Forecasting, 11(3), 447-475. 
Wu, D. C., Song, H., & Shen, S. (2017). New developments in tourism and hotel demand 
modeling and forecasting. International Journal of Contemporary Hospitality 
Management, 29(1), 507-529. 
Yonhap (2017, October 29). South Koreans switch travel destination to Japan in record 
number. Retrieved from http://www.koreaherald.com/view.php?ud=20171030000127 
Yuksel, S. (2007). An integrated forecasting approach to hotel demand. Mathematical and 
Computer Modelling, 46(7-8), 1063-1070. 
Zaouali, S. (2007). Impact of higher oil prices on the Chinese economy. OPEC Review, 
31(3), 191-214. 
Zheng, T. (2014). What caused the decrease in RevPAR during the recession? International 
Journal of Contemporary Hospitality Management, 26(8), 1,225-1,242. 
Zheng, T., Bloom, B. A., Wang, X., & Schrier, T. (2012). How do less advanced  forecasting 
methods perform on weekly RevPAR in different forecasting horizons  following 
the recession? Tourism Analysis, 17(4), 459-472.  
 
 
 
 
 
 
 
  82 
APPENDIX A.  RAW DATA 
 
Date Year Qtr RevPAR US 
RevPAR 
.Shale 
Oil 
prices 
Room  
Supp. US 
Room  
Supp. Shale 
Unempl. 
 rate 
US Personal 
income 
Jan 90 1 1 30.71 17.36 22.86 96,750,504 4,146,064 5.4 4,782,362.0 
Feb 90 1 1 37.83 19.34 22.11 87,632,244 3,747,352 5.3 4,818,673.0 
Mar 90 1 1 40.55 22.04 20.39 97,469,177 4,153,752 5.2 4,838,638.0 
Apr 90 1 2 38.18 21.95 18.43 95,146,620 4,025,760 5.4 4,877,628.0 
May 90 1 2 38.50 23.03 18.20 99,643,393 4,162,866 5.4 4,878,332.0 
Jun 90 1 2 42.22 25.92 16.70 97,562,430 4,045,050 5.2 4,910,827.0 
Jul 90 1 3 41.62 25.43 18.45 101,015,391 4,184,690 5.5 4,938,890.0 
Aug 90 1 3 43.43 26.19 27.31 101,283,386 4,190,735 5.7 4,941,812.0 
Sep 90 1 3 38.83 23.23 33.51 98,112,930 4,049,310 5.9 4,971,209.0 
Oct 90 1 4 39.52 23.88 36.04 101,069,486 4,187,170 5.9 4,959,289.0 
Nov 90 1 4 32.96 21.37 32.33 96,582,180 4,029,930 6.2 4,965,234.0 
Dec 90 1 4 27.04 17.12 27.28 99,668,689 4,150,590 6.3 4,994,137.0 
Jan 91 2 1 29.31 17.63 25.23 99,565,583 4,150,714 6.4 4,976,579.0 
Feb 91 2 1 35.11 20.48 20.48 90,066,592 3,752,308 6.6 4,983,227.0 
Mar 91 2 1 37.21 22.36 19.90 99,961,949 4,144,638 6.8 4,991,589.0 
Apr 91 2 2 37.43 23.89 20.83 97,399,500 4,016,010 6.7 5,017,781.0 
May 91 2 2 37.28 24.74 21.23 101,811,099 4,149,133 6.9 5,038,099.0 
Jun 91 2 2 40.85 27.21 20.19 99,223,170 4,037,460 6.9 5,073,047.0 
Jul 91 2 3 41.40 27.48 21.40 102,618,866 4,172,042 6.8 5,069,286.0 
Aug 91 2 3 43.45 27.22 21.69 102,729,784 4,179,265 6.9 5,089,092.0 
Sep 91 2 3 38.02 23.47 21.89 99,404,640 4,044,450 6.9 5,122,658.0 
Oct 91 2 4 39.27 24.96 23.23 102,293,490 4,180,877 7.0 5,139,521.0 
Nov 91 2 4 32.60 21.47 22.46 97,821,060 4,042,560 7.0 5,161,037.0 
Dec 91 2 4 27.17 16.94 19.50 100,892,259 4,180,846 7.3 5,218,699.0 
Jan 92 3 1 29.78 18.00 18.79 100,803,165 4,182,861 7.3 5,254,582.0 
Feb 92 3 1 36.07 20.75 19.01 91,154,196 3,781,680 7.4 5,296,672.0 
Mar 92 3 1 37.86 23.66 18.92 101,236,359 4,190,208 7.4 5,319,245.0 
Apr 92 3 2 37.53 23.68 20.23 98,626,560 4,058,730 7.4 5,354,372.0 
May 92 3 2 37.79 24.01 20.98 103,034,297 4,197,586 7.6 5,390,258.0 
Jun 92 3 2 41.36 26.77 22.39 100,275,660 4,066,110 7.8 5,422,704.0 
Jul 92 3 3 43.10 28.06 21.78 103,684,739 4,202,391 7.7 5,435,606.0 
Aug 92 3 3 44.13 27.17 21.34 103,677,454 4,202,391 7.6 5,463,591.0 
Sep 92 3 3 40.52 24.88 21.88 100,286,310 4,073,820 7.6 5,449,563.0 
Oct 92 3 4 40.19 25.42 21.69 103,176,649 4,208,529 7.3 5,442,339.0 
Nov 92 3 4 33.39 21.59 20.34 98,720,190 4,062,480 7.4 5,459,681.0 
Dec 92 3 4 28.29 17.35 19.41 101,757,841 4,201,554 7.4 5,668,020.0 
Jan 93 4 1 31.12 18.14 19.03 101,575,344 4,201,616 7.3 5,540,119.0 
Feb 93 4 1 37.71 20.96 20.09 91,865,200 3,804,668 7.1 5,568,316.0 
Mar 93 4 1 39.95 23.24 20.32 101,935,223 4,213,768 7.0 5,564,458.0 
Apr 93 4 2 39.08 24.33 20.25 99,219,090 4,083,900 7.1 5,618,735.0 
May 93 4 2 39.27 24.50 19.95 103,655,072 4,224,184 7.1 5,633,434.0 
Jun 93 4 2 42.38 27.62 19.09 100,795,500 4,092,870 7.0 5,627,290.0 
Jul 93 4 3 45.19 29.51 17.89 104,246,955 4,233,205 6.9 5,654,279.0 
Aug 93 4 3 45.32 27.45 18.01 104,277,521 4,234,507 6.8 5,676,064.0 
Sep 93 4 3 40.89 25.27 17.50 100,947,060 4,099,230 6.7 5,670,258.0 
Oct 93 4 4 41.68 26.10 18.15 104,030,637 4,231,252 6.8 5,661,842.0 
Nov 93 4 4 34.76 22.42 16.61 99,462,810 4,099,050 6.6 5,687,181.0 
Dec 93 4 4 29.16 17.95 14.52 102,720,670 4,239,343 6.5 5,885,869.0 
Jan 94 5 1 31.91 18.69 15.03 102,538,948 4,248,395 6.6 5,772,138.0 
Feb 94 5 1 39.53 22.30 14.78 92,681,512 3,837,260 6.6 5,792,955.0 
Mar 94 5 1 42.59 25.21 14.68 102,989,409 4,249,356 6.5 5,825,146.0 
Apr 94 5 2 41.23 25.83 16.42 100,413,450 4,134,870 6.4 5,886,958.0 
May 94 5 2 40.81 25.83 17.89 105,009,431 4,285,347 6.1 5,910,838.0 
Jun 94 5 2 45.50 29.02 19.06 102,222,630 4,163,640 6.1 5,914,379.0 
Jul 94 5 3 47.94 30.19 19.66 105,707,985 4,309,527 6.1 5,944,297.0 
Aug 94 5 3 47.22 28.56 18.38 105,782,602 4,305,590 6.0 5,966,675.0 
Sep 94 5 3 43.82 26.31 17.45 102,375,420 4,172,580 5.9 5,998,747.0 
Oct 94 5 4 44.11 27.13 17.72 105,397,055 4,315,107 5.8 6,061,219.0 
Nov 94 5 4 37.42 23.96 18.07 100,897,020 4,177,740 5.6 6,070,670.0 
Dec 94 5 4 31.30 18.99 17.16 104,050,260 4,321,772 5.5 6,103,398.0 
Jan 95 6 1 34.31 20.32 18.04 103,895,136 4,324,097 5.6 6,149,165.0 
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(Cont.) 
Date Year Qtr RevPAR US 
RevPAR 
.Shale 
Oil 
prices 
Room  
Supp. US 
Room  
Supp. Shale 
Unempl. 
 rate 
US Personal 
income 
Feb 95 6 1 41.37 23.45 18.57 93,966,376 3,912,496 5.4 6,174,417.0 
Mar 95 6 1 44.77 26.10 18.54 104,464,172 4,332,591 5.4 6,200,766.0 
Apr 95 6 2 43.11 26.26 19.90 101,860,470 4,199,610 5.8 6,221,866.0 
May 95 6 2 43.72 28.17 19.74 106,572,544 4,356,120 5.6 6,235,140.0 
Jun 95 6 2 47.65 30.91 18.45 103,786,830 4,244,220 5.6 6,263,730.0 
Jul 95 6 3 49.51 31.21 17.33 107,414,814 4,392,638 5.7 6,292,310.0 
Aug 95 6 3 49.65 29.58 18.02 107,588,569 4,397,691 5.7 6,314,902.0 
Sep 95 6 3 46.55 27.48 18.23 104,193,660 4,252,590 5.6 6,343,908.0 
Oct 95 6 4 46.49 27.77 17.43 107,217,623 4,404,263 5.5 6,369,870.0 
Nov 95 6 4 39.30 24.15 17.99 102,689,550 4,264,500 5.6 6,391,230.0 
Dec 95 7 4 32.69 19.23 19.03 105,919,839 4,428,009 5.6 6,414,411.0 
Jan 96 7 1 35.62 20.25 18.86 105,859,792 4,424,010 5.6 6,451,906.0 
Feb 96 7 1 43.73 24.02 19.09 95,823,784 4,004,392 5.5 6,515,899.0 
Mar 96 7 1 47.92 26.72 21.33 106,634,823 4,446,330 5.5 6,558,929.0 
Apr 96 7 2 45.88 26.65 23.50 104,088,240 4,314,840 5.6 6,597,244.0 
May 96 7 2 46.64 28.34 21.17 108,901,853 4,482,879 5.6 6,638,271.0 
Jun 96 7 2 50.78 31.00 20.42 106,204,650 4,366,710 5.3 6,682,547.0 
Jul 96 7 3 52.69 31.62 21.30 110,027,091 4,524,884 5.5 6,683,445.0 
Aug 96 7 3 53.86 30.53 21.90 110,282,624 4,533,223 5.1 6,711,162.0 
Sep 96 7 3 47.57 26.50 23.97 106,903,260 4,400,760 5.2 6,749,327.0 
Oct 96 7 4 49.66 28.58 24.88 110,195,979 4,549,901 5.2 6,770,927.0 
Nov 96 7 4 41.80 24.89 23.71 105,592,230 4,399,200 5.4 6,804,729.0 
Dec 96 7 4 34.60 19.55 25.23 109,114,699 4,562,394 5.4 6,839,903.0 
Jan 97 8 1 38.72 21.71 25.13 109,227,353 4,573,709 5.3 6,891,334.0 
Feb 97 8 1 47.29 24.91 22.18 98,920,584 4,136,496 5.2 6,929,110.0 
Mar 97 8 1 49.41 25.82 20.97 110,069,871 4,592,774 5.2 6,969,097.0 
Apr 97 8 2 49.55 28.27 19.70 107,451,750 4,472,460 5.1 6,980,460.0 
May 97 8 2 49.01 28.73 20.82 112,484,957 4,647,458 4.9 7,008,573.0 
Jun 97 8 2 52.52 31.43 19.26 109,819,830 4,541,430 5.0 7,042,339.0 
Jul 97 8 3 54.75 33.26 19.66 113,819,228 4,706,141 4.9 7,079,709.0 
Aug 97 8 3 55.61 31.37 19.95 114,193,584 4,725,857 4.8 7,126,446.0 
Sep 97 8 3 49.99 27.94 19.80 110,817,210 4,586,250 4.9 7,165,160.0 
Oct 97 8 4 51.56 30.29 21.33 114,287,917 4,747,154 4.7 7,210,724.0 
Sep 97 8 3 49.99 27.94 19.80 110,817,210 4,586,250 4.9 7,165,160.0 
Oct 97 8 4 51.56 30.29 21.33 114,287,917 4,747,154 4.7 7,210,724.0 
Nov 97 8 4 43.76 25.25 20.19 109,620,750 4,599,510 4.6 7,261,616.0 
Dec 97 8 4 36.49 20.57 18.33 113,432,007 4,772,140 4.7 7,303,450.0 
Jan 98 9 1 41.09 22.55 16.72 113,607,126 4,779,053 4.6 7,373,524.0 
Feb 98 9 1 48.83 26.40 16.06 102,941,636 4,328,884 4.6 7,420,641.0 
Mar 98 9 1 51.10 28.11 15.12 114,596,305 4,806,612 4.7 7,467,451.0 
Apr 98 9 2 51.04 28.90 15.35 111,763,020 4,672,890 4.3 7,505,557.0 
May 98 9 2 50.96 29.97 14.91 117,106,561 4,845,393 4.4 7,550,507.0 
Jun 98 9 2 55.18 32.75 13.72 114,037,680 4,722,720 4.5 7,588,148.0 
Jul 98 9 3 56.48 34.35 14.17 118,358,434 4,889,878 4.5 7,620,911.0 
Aug 98 9 3 55.41 30.49 13.47 118,702,193 4,893,846 4.5 7,660,981.0 
Sep 98 9 3 51.60 29.80 15.03 115,013,610 4,741,380 4.6 7,684,191.0 
Oct 98 9 4 54.48 31.01 14.46 118,799,068 4,905,502 4.5 7,717,131.0 
Nov 98 9 4 44.84 25.79 13.00 113,974,170 4,750,470 4.4 7,754,678.0 
Dec 98 9 4 37.01 21.04 11.35 117,977,103 4,914,430 4.4 7,780,549.0 
Jan 99 10 1 41.55 21.59 12.52 117,950,133 4,912,260 4.3 7,813,285.0 
Feb 99 10 1 50.14 26.31 12.01 106,956,164 4,460,428 4.4 7,842,285.0 
Mar 99 10 1 53.26 28.30 14.68 119,205,819 4,942,020 4.2 7,858,843.0 
Apr 99 10 2 52.27 29.25 17.31 116,381,610 4,803,210 4.3 7,882,139.0 
May 99 10 2 51.49 29.66 17.72 121,872,656 4,973,857 4.2 7,906,040.0 
Jun 99 10 2 55.81 32.54 17.92 118,555,350 4,841,850 4.3 7,936,641.0 
Jul 99 10 3 58.98 34.31 20.10 122,899,376 5,013,320 4.3 7,972,197.0 
Aug 99 10 3 56.92 30.62 21.28 123,212,104 5,029,440 4.2 8,023,267.0 
Sep 99 10 3 53.47 29.24 23.80 119,608,110 4,880,520 4.2 8,050,974.0 
Oct 99 10 4 56.10 30.53 22.69 123,388,370 5,051,233 4.1 8,116,984.0 
Nov 99 10 4 47.30 26.76 25.00 118,314,120 4,885,140 4.1 8,184,078.0 
Dec 99 10 4 37.81 20.95 26.10 122,048,612 5,053,992 4.0 8,274,188.0 
Jan 00 11 1 42.05 22.19 27.26 122,014,729 5,062,424 4.0 8,385,044.0 
Feb 00 11 1 52.25 26.72 29.37 110,443,816 4,579,372 4.1 8,446,166.0 
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Mar 00 11 1 56.98 29.26 29.84 122,948,759 5,078,513 4.0 8,504,588.0 
Apr 00 11 2 55.20 29.25 25.72 119,885,520 4,932,600 3.8 8,535,905.0 
May 00 11 2 56.23 31.39 28.79 125,418,343 5,119,557 4.0 8,570,434.0 
Jun 00 11 2 61.48 33.65 31.82 121,916,760 4,988,280 4.0 8,619,512.0 
Jul 00 11 3 61.66 34.23 29.70 126,291,675 5,168,909 4.0 8,685,758.0 
Aug 00 11 3 60.81 31.90 31.26 126,587,973 5,184,161 4.1 8,725,867.0 
Sep 00 11 3 57.70 31.05 33.88 122,743,800 5,025,690 3.9 8,763,061.0 
Oct 00 11 4 58.87 31.55 33.11 126,573,837 5,194,515 3.9 8,788,237.0 
Nov 00 11 4 50.23 27.90 34.42 121,397,250 5,025,030 3.9 8,797,244.0 
Dec 00 11 4 39.94 22.31 28.44 125,349,988 5,211,255 3.9 8,822,830.0 
Jan 01 12 1 45.15 23.98 29.59 125,361,551 5,216,897 4.2 8,923,156.0 
Feb 01 12 1 53.95 27.97 29.61 113,546,272 4,713,100 4.2 8,963,233.0 
Mar 01 12 1 57.69 31.07 27.25 126,309,469 5,219,563 4.3 8,997,140.0 
Apr 01 12 2 53.90 30.44 27.49 123,150,480 5,066,610 4.4 8,995,929.0 
May 01 12 2 53.97 32.10 28.63 128,745,945 5,244,518 4.3 8,996,510.0 
Jun 01 12 2 59.09 35.49 27.60 124,918,170 5,080,440 4.5 9,001,344.0 
Jul 01 12 3 57.97 34.88 26.43 129,357,513 5,251,059 4.6 8,999,670.0 
Aug 01 12 3 58.04 33.62 27.37 129,519,426 5,261,010 4.9 8,993,528.0 
Sep 01 12 3 44.07 29.38 26.20 125,369,850 5,099,790 5.0 8,978,949.0 
Oct 01 12 4 48.23 31.67 22.17 129,199,196 5,279,455 5.3 9,008,992.0 
Nov 01 12 4 41.88 28.14 19.64 123,810,720 5,102,340 5.5 9,015,789.0 
Dec 01 12 4 34.75 22.66 19.39 127,823,044 5,282,803 5.7 9,024,817.0 
Jan 02 13 1 39.17 24.14 19.72 127,726,603 5,283,578 5.7 9,047,775.0 
Feb 02 13 1 49.63 29.71 20.72 115,592,008 4,778,312 5.7 9,057,700.0 
Mar 02 13 1 51.93 30.80 24.53 128,468,960 5,299,915 5.7 9,067,722.0 
Apr 02 13 2 52.07 32.13 26.18 125,131,590 5,136,540 5.9 9,115,779.0 
May 02 13 2 51.13 32.59 27.04 130,727,682 5,318,608 5.8 9,136,272.0 
Jun 02 13 2 55.86 35.24 25.52 126,986,070 5,158,920 5.8 9,167,560.0 
Jul 02 13 3 56.68 35.41 26.97 131,357,695 5,352,026 5.8 9,159,659.0 
Aug 02 13 3 56.31 33.48 28.39 131,440,093 5,361,388 5.7 9,171,889.0 
Sep 02 13 3 48.12 29.80 29.66 127,231,020 5,192,700 5.7 9,190,269.0 
Oct 02 13 4 52.06 33.20 28.84 131,100,798 5,368,084 5.7 9,218,961.0 
Nov 02 13 4 43.64 27.92 26.35 125,682,420 5,196,690 5.9 9,242,695.0 
Dec 02 13 4 36.52 22.56 29.46 129,703,535 5,381,073 6.0 9,270,021.0 
Jan 03 14 1 40.01 23.49 32.95 129,474,538 5,383,770 5.8 9,276,344.0 
Feb 03 14 1 48.39 28.07 35.83 117,112,996 4,869,564 5.9 9,290,350.0 
Mar 03 14 1 50.38 30.69 33.51 129,985,697 5,396,077 5.9 9,337,440.0 
Apr 03 14 2 48.83 31.15 28.17 126,541,200 5,237,070 6.0 9,367,758.0 
May 03 14 2 50.38 32.71 28.11 132,125,224 5,418,397 6.1 9,429,699.0 
Jun 03 14 2 55.00 35.03 30.66 128,143,350 5,257,500 6.3 9,478,394.0 
Jul 03 14 3 58.39 36.86 30.76 132,627,238 5,438,454 6.2 9,510,805.0 
Aug 03 14 3 57.30 34.49 31.57 132,772,690 5,450,420 6.1 9,551,547.0 
Sep 03 14 3 49.49 29.87 28.31 128,439,300 5,282,310 6.1 9,591,321.0 
Oct 03 14 4 53.88 33.11 30.34 132,219,278 5,459,317 6.0 9,628,720.0 
Nov 03 14 4 45.12 28.71 31.11 126,611,460 5,269,320 5.8 9,704,896.0 
Dec 03 14 4 38.36 23.73 32.13 130,761,472 5,436,346 5.7 9,737,151.0 
Jan 04 15 1 42.35 25.32 34.31 130,445,334 5,432,595 5.7 9,766,865.0 
Mar 04 15 1 56.07 32.06 36.74 130,931,166 5,455,194 5.8 9,853,378.0 
Apr 04 15 2 54.32 32.61 36.75 127,494,210 5,285,550 5.6 9,901,509.0 
May 04 15 2 54.09 33.17 40.28 133,060,339 5,473,360 5.6 9,989,191.0 
Jun 04 15 2 59.62 36.34 38.03 128,866,290 5,296,680 5.6 10,026,468.0 
Jul 04 15 3 62.69 37.88 40.78 133,203,001 5,494,874 5.5 10,070,299.0 
Aug 04 15 3 58.71 33.91 44.90 133,266,768 5,502,531 5.4 10,117,891.0 
Sep 04 15 3 55.19 33.25 45.94 128,611,770 5,336,550 5.4 10,146,089.0 
Oct 04 15 4 59.06 34.40 53.28 132,293,833 5,523,301 5.5 10,196,635.0 
Nov 04 15 4 48.65 30.16 48.47 126,683,340 5,340,240 5.4 10,211,705.0 
Dec 04 15 4 41.69 25.22 43.15 130,767,021 5,513,195 5.4 10,561,298.0 
Jan 05 16 1 45.81 25.97 46.84 130,544,906 5,518,775 5.3 10,313,531.0 
Feb 05 16 1 55.02 30.38 48.15 117,954,760 4,984,504 5.4 10,352,406.0 
Mar 05 16 1 59.84 33.40 54.19 130,926,392 5,525,874 5.2 10,414,171.0 
Apr 05 16 2 59.78 35.66 52.98 127,481,010 5,346,090 5.2 10,469,274.0 
May 05 16 2 58.21 35.03 49.83 132,970,532 5,563,012 5.1 10,523,709.0 
Jun 05 16 2 64.54 38.76 56.35 128,840,100 5,392,380 5.0 10,565,654.0 
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Jul 05 16 3 67.04 40.15 59.00 133,210,813 5,574,544 5.0 10,640,254.0 
Aug 05 16 3 63.35 37.17 64.99 133,276,099 5,590,881 4.9 10,701,934.0 
Sep 05 16 3 61.30 40.20 65.59 127,872,780 5,277,720 5.0 10,754,905.0 
Oct 05 16 4 61.76 42.38 62.26 132,022,583 5,462,727 5.0 10,826,032.0 
Nov 05 16 4 55.42 37.59 58.32 126,480,600 5,293,740 5.0 10,878,116.0 
Dec 05 16 4 46.61 32.01 59.41 130,588,554 5,471,655 4.9 10,939,943.0 
Jan 06 17 1 50.85 32.61 65.49 130,350,753 5,479,591 4.7 11,154,581.0 
Feb 06 17 1 60.14 36.97 61.63 117,780,852 4,949,840 4.8 11,216,494.0 
Mar 06 17 1 65.67 39.68 62.69 130,787,295 5,503,399 4.7 11,262,998.0 
Apr 06 17 2 64.22 38.63 69.44 127,281,210 5,343,690 4.7 11,304,745.0 
May 06 17 2 63.67 40.76 70.84 132,858,839 5,533,159 4.6 11,319,033.0 
Jun 06 17 2 70.02 44.03 70.95 128,804,010 5,354,640 4.6 11,369,575.0 
Jul 06 17 3 70.96 43.74 74.41 133,208,302 5,541,188 4.7 11,402,611.0 
Aug 06 17 3 67.68 41.72 73.04 133,368,882 5,551,697 4.7 11,435,812.0 
Sep 06 17 3 64.68 40.52 63.80 129,147,420 5,380,110 4.5 11,484,394.0 
Oct 06 17 4 66.92 42.30 58.89 133,047,226 5,573,428 4.4 11,527,920.0 
Nov 06 17 4 58.38 38.09 59.08 127,479,420 5,409,600 4.5 11,584,032.0 
Dec 06 17 4 48.99 31.35 61.96 131,520,321 5,592,803 4.4 11,675,224.0 
Jan 07 18 1 53.35 32.43 54.51 131,377,659 5,588,990 4.6 11,741,352.0 
Feb 07 18 1 63.52 38.23 59.28 118,823,460 5,066,768 4.5 11,820,975.0 
Mar 07 18 1 70.09 42.22 60.44 131,953,918 5,630,530 4.4 11,902,097.0 
Apr 07 18 2 66.99 41.27 63.98 128,557,860 5,468,370 4.5 11,925,531.0 
May 07 18 2 67.83 42.90 63.46 134,275,911 5,683,168 4.4 11,953,943.0 
Jun 07 18 2 74.97 47.03 67.49 130,257,750 5,520,720 4.6 11,969,280.0 
Jul 07 18 3 74.60 46.24 74.12 134,746,274 5,712,742 4.7 12,011,531.0 
Aug 07 18 3 73.74 45.71 72.36 134,918,107 5,745,354 4.6 12,027,381.0 
Sep 07 18 3 68.16 43.51 79.92 130,674,690 5,574,180 4.7 12,105,642.0 
Oct 07 18 4 72.87 45.74 85.80 134,781,614 5,762,590 4.7 12,121,462.0 
Nov 07 18 4 61.49 39.75 94.77 129,363,600 5,592,690 4.7 12,175,105.0 
Dec 07 18 4 50.51 32.96 91.69 133,608,791 5,793,714 5.0 12,258,384.0 
Jan 08 18 1 55.27 35.17 92.97 133,644,317 5,791,792 5.0 12,313,589.0 
Feb 08 19 1 65.30 40.96 95.39 120,984,220 5,244,708 4.9 12,362,435.0 
Mar 08 19 1 69.58 43.35 105.45 134,579,339 5,829,581 5.1 12,429,343.0 
Apr 08 19 2 69.47 46.38 112.58 131,220,600 5,662,980 5.0 12,417,102.0 
May 08 19 2 68.36 46.64 125.40 137,095,733 5,869,540 5.4 12,989,771.0 
Jun 08 19 2 73.75 49.12 133.88 133,106,970 5,705,340 5.6 12,756,669.0 
Jul 08 19 3 74.69 50.21 133.37 137,936,050 5,921,341 5.8 12,608,244.0 
Aug 08 19 3 73.21 48.38 116.67 138,227,760 5,938,949 6.1 12,496,617.0 
Sep 08 19 3 65.72 49.52 104.11 133,994,010 5,787,900 6.1 12,504,027.0 
Oct 08 19 4 67.16 52.41 76.61 138,293,728 6,001,383 6.5 12,482,861.0 
Nov 08 19 4 53.03 42.58 57.31 132,902,700 5,859,570 6.8 12,407,268.0 
Dec 08 19 4 45.17 34.62 41.12 137,557,385 6,090,818 7.3 12,270,124.0 
Jan 09 20 1 46.38 34.55 41.71 137,546,938 6,097,607 7.8 12,146,474.0 
Feb 09 20 1 53.76 39.55 39.09 124,508,412 5,531,428 8.3 12,040,420.0 
Mar 09 20 1 55.48 39.75 47.94 138,373,987 6,152,756 8.7 12,000,469.0 
Apr 09 20 2 56.04 38.55 49.65 134,834,250 6,005,520 9.0 12,037,330.0 
May 09 20 2 54.37 39.32 59.03 140,764,614 6,243,803 9.4 12,221,377.0 
Jun 09 20 2 60.09 42.44 69.64 136,631,250 6,073,950 9.5 12,096,631.0 
Jul 09 20 3 63.21 42.55 64.15 141,592,376 6,321,334 9.5 12,054,162.0 
Aug 09 20 3 59.44 39.09 71.05 141,889,201 6,352,613 9.6 12,057,862.0 
Sep 09 20 3 55.45 37.70 69.41 137,498,040 6,177,480 9.8 12,090,992.0 
Oct 09 20 4 58.05 39.24 75.72 141,931,826 6,410,242 10.0 12,081,122.0 
Nov 09 20 4 46.69 33.36 77.99 136,300,590 6,218,250 9.9 12,137,230.0 
Dec 09 20 4 41.79 27.94 74.47 140,951,916 6,448,930 9.9 12,183,508.0 
Jan 10 21 1 42.97 28.70 78.33 140,728,592 6,482,441 9.8 12,235,896.0 
Feb 10 21 1 51.89 34.63 76.39 127,312,444 5,891,984 9.8 12,213,252.0 
Mar 10 21 1 57.66 38.35 81.20 141,302,154 6,539,636 9.9 12,255,347.0 
Apr 10 21 2 57.90 39.11 84.29 137,545,680 6,355,710 9.9 12,344,822.0 
May 10 21 2 58.19 41.27 73.74 143,314,798 6,580,556 9.6 12,438,514.0 
Jun 10 21 2 64.80 45.19 75.34 138,953,670 6,389,130 9.4 12,456,730.0 
Jul 10 21 3 68.56 45.59 76.32 143,663,579 6,618,252 9.4 12,497,804.0 
Aug 10 21 3 64.15 43.50 76.60 143,741,358 6,628,048 9.5 12,563,226.0 
Sep 10 21 3 60.33 41.92 75.24 139,121,790 6,421,440 9.5 12,570,631.0 
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Oct 10 21 4 62.70 43.72 81.89 143,268,887 6,648,415 9.4 12,636,538.0 
Nov 10 21 4 52.02 38.33 84.25 137,458,740 6,430,650 9.8 12,696,295.0 
Dec 10 21 4 44.83 31.07 89.15 141,871,810 6,653,003 9.3 12,816,431.0 
Jan 11 22 1 46.56 32.92 89.17 141,578,426 6,674,145 9.1 13,019,082.0 
Feb 11 22 1 55.73 38.71 88.58 127,975,344 6,038,004 9.0 13,090,612.0 
Mar 11 22 1 63.29 44.54 102.86 141,980,620 6,713,081 9.0 13,123,203.0 
Apr 11 22 2 62.29 45.24 109.53 138,058,740 6,501,540 9.1 13,147,901.0 
May 11 22 2 63.17 46.30 100.90 143,848,122 6,747,460 9.0 13,185,065.0 
Jun 11 22 2 69.93 49.50 96.26 139,375,920 6,531,540 9.1 13,251,356.0 
Jul 11 22 3 73.33 49.67 97.30 144,030,154 6,751,149 9.0 13,337,024.0 
Aug 11 22 3 68.66 48.95 86.33 144,056,566 6,757,876 9.0 13,358,936.0 
Sep 11 22 3 66.30 48.40 85.52 139,413,810 6,545,850 9.0 13,345,921.0 
Oct 11 22 4 66.93 50.04 86.32 143,607,066 6,770,896 8.8 13,359,594.0 
Nov 11 22 4 56.63 44.65 97.16 137,727,840 6,575,820 8.6 13,363,158.0 
Dec 11 22 4 48.10 36.84 98.56 142,031,677 6,795,541 8.5 13,472,399.0 
Jan 12 23 1 50.00 39.87 100.27 141,715,353 6,806,298 8.3 13,567,116.0 
Feb 12 23 1 59.85 47.03 102.20 128,103,080 6,147,764 8.3 13,675,239.0 
Mar 12 23 1 68.01 51.66 106.16 142,064,010 6,822,542 8.2 13,744,841.0 
Apr 12 23 2 65.97 51.29 103.32 138,233,700 6,620,670 8.2 13,801,062.0 
May 12 23 2 67.73 54.04 94.66 144,135,182 6,868,670 8.2 13,805,087.0 
Jun 12 23 2 76.39 56.45 82.30 139,755,930 6,663,930 8.2 13,836,093.0 
Jul 12 23 3 76.34 54.80 87.90 144,436,626 6,923,447 8.2 13,808,794.0 
Aug 12 23 3 73.53 54.36 94.13 144,556,999 6,943,690 8.1 13,837,393.0 
Sep 12 23 3 68.65 52.98 94.51 139,948,560 6,746,520 7.8 13,955,184.0 
Oct 12 23 4 71.28 55.08 89.49 144,169,995 6,993,104 7.8 14,076,005.0 
Nov 12 23 4 59.52 47.33 86.53 138,173,250 6,785,370 7.7 14,251,729.0 
Dec 12 23 4 51.82 38.39 87.86 142,564,040 7,032,412 7.9 14,622,880.0 
Jan 13 24 1 54.29 42.17 94.76 142,214,329 7,045,184 8.0 13,868,492.0 
Feb 13 24 1 63.46 49.32 95.31 128,604,588 6,372,436 7.7 13,918,365.0 
Mar 13 24 1 71.05 51.85 92.94 142,750,319 7,084,709 7.5 13,925,731.0 
Apr 13 24 2 70.81 53.93 92.02 138,845,460 6,885,810 7.6 13,937,597.0 
May 13 24 2 70.94 54.52 94.51 144,667,638 7,146,368 7.5 14,028,487.0 
Jun 13 24 2 78.62 56.57 95.77 140,244,840 6,929,640 7.5 14,085,418.0 
Jul 13 24 3 80.81 56.38 104.67 144,988,302 7,196,278 7.3 14,079,652.0 
Aug 13 24 3 78.47 55.60 106.57 145,004,763 7,213,514 7.2 14,137,403.0 
Sep 13 24 3 71.12 52.49 106.29 140,353,200 7,004,640 7.2 14,188,941.0 
Oct 13 24 4 74.15 55.71 100.54 144,620,332 7,250,683 7.2 14,176,308.0 
Nov 13 24 4 62.29 49.18 93.86 138,717,570 7,044,150 6.9 14,243,787.0 
Dec 13 24 4 55.24 40.40 97.63 143,188,318 7,289,588 6.7 14,293,886.0 
Jan 14 25 1 57.44 43.47 94.62 142,934,397 7,299,415 6.6 14,382,588.0 
Feb 14 25 1 68.16 50.83 100.82 129,124,128 6,608,924 6.7 14,484,793.0 
Mar 14 25 1 76.14 55.05 100.80 143,295,268 7,357,571 6.7 14,590,173.0 
Apr 14 25 2 76.10 56.10 102.07 139,325,130 7,145,310 6.3 14,642,883.0 
May 14 25 2 77.96 58.28 102.18 145,348,863 7,414,704 6.3 14,708,326.0 
Jun 14 25 2 84.19 59.78 105.79 140,896,620 7,192,590 6.1 14,789,430.0 
Jul 14 25 3 87.87 61.01 103.59 145,671,883 7,443,813 6.2 14,848,927.0 
Aug 14 25 3 86.07 59.30 96.54 145,851,342 7,483,927 6.2 14,933,186.0 
Sep 14 25 3 77.64 58.20 93.21 141,081,210 7,266,990 5.9 14,992,409.0 
Oct 14 25 4 81.44 62.04 84.40 145,354,102 7,534,643 5.7 15,081,359.0 
Nov 14 25 4 66.48 53.45 75.79 139,418,550 7,304,820 5.8 15,160,969.0 
Dec 14 25 4 60.40 44.86 59.29 143,862,754 7,602,657 5.6 15,203,915.0 
Jan 15 26 1 62.39 46.26 47.22 143,624,054 7,623,737 5.7 15,240,223.0 
Feb 15 26 1 73.86 49.96 50.58 129,842,244 6,911,576 5.5 15,319,982.0 
Mar 15 26 1 81.99 52.94 47.82 144,231,871 7,670,144 5.5 15,342,882.0 
Apr 15 26 2 81.37 51.54 54.45 140,402,520 7,441,110 5.4 15,441,635.0 
May 15 26 2 82.94 52.28 59.27 146,331,966 7,716,520 5.5 15,531,871.0 
Jun 15 26 2 90.65 54.59 59.82 142,008,990 7,486,500 5.3 15,574,857.0 
Jul 15 26 3 95.49 55.11 50.90 146,931,971 7,758,680 5.2 15,586,644.0 
Aug 15 26 3 88.12 51.19 42.87 147,035,542 7,761,563 5.1 15,626,056.0 
Sep 15 26 3 84.48 49.83 45.48 142,464,600 7,534,830 5.0 15,663,920.0 
Oct 15 26 4 87.36 52.04 46.22 146,837,855 7,817,828 5.0 15,751,711.0 
Nov 15 26 4 69.99 43.07 42.44 140,965,920 7,595,100 5.0 15,776,351.0 
Dec 15 26 4 63.00 35.48 37.19 145,545,806 7,905,124 5.0 15,779,485.0 
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Jan 16 27 1 64.47 35.99 31.68 145,358,070 7,915,106 4.9 15,752,903.0 
Feb 16 27 1 76.34 41.48 30.32 131,521,600 7,155,372 4.9 15,727,456.0 
Mar 16 27 1 84.84 44.31 37.55 146,102,938 7,947,749 5.0 15,772,789.0 
Apr 16 27 2 85.83 46.73 40.75 142,226,010 7,721,610 5.0 15,861,587.0 
May 16 27 2 84.89 45.83 46.71 148,262,243 8,002,619 4.7 15,908,468.0 
Jun 16 27 2 94.61 48.32 48.76 143,926,770 7,763,880 4.9 15,960,323.0 
Jul 16 27 3 98.48 47.38 44.65 148,928,061 8,045,399 4.9 16,015,997.0 
Aug 16 27 3 90.44 44.95 44.72 149,207,464 8,068,370 4.9 16,024,714.0 
Sep 16 27 3 89.70 45.41 45.18 144,534,900 7,831,410 5.0 16,043,389.0 
Oct 16 27 4 89.14 47.34 49.78 149,076,210 8,094,627 4.9 16,035,442.0 
Nov 16 27 4 74.48 40.68 45.66 143,200,080 7,850,550 4.6 16,014,375.0 
Dec 16 27 4 64.69 32.63 51.97 148,025,155 8,135,516 4.7 16,027,275.0 
 
Source: STR, Energy Information Administration and US Bureau of Economic Analysis, 
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