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On the definition of negative imaginary system for not necessarily
rational symmetric transfer functions*
Augusto Ferrante† and Lorenzo Ntogramatzidis⋆
Abstract— In this paper we provide a definition and char-
acterisation of negative imaginary systems for not necessarily
rational but symmetric transfer functions along the same lines
of the classic definition of positive real systems. We then derive a
necessary and sufficient condition that characterises symmetric
negative imaginary transfer functions in terms of a matrix sign
condition on the imaginary axis.
I. INTRODUCTION
The notion of positive real system was first introduced
in electrical network analysis to indicate dissipativem-port
networks. In the single-input single-output case, positive real
systems can be realised with electrical circuits involving
only resistors, capacitors and inductors. In the multiple-
input multiple-output case,m-port electrical networks can be
realised using also transformers and gyrators, in additionto
resistors, capacitors and inductor. The most interesting case is
by far the one of the so-calledreciprocal m-ports, which can
be realised by the above mentioned electrical components
with the exception of gyrators. The interesting feature of
reciprocal m-port electrical networks is the fact that the
corresponding impedance, admittance and scattering matrices
are always symmetric. Furthermore, in practice gyrators can
only be realised by using active electrical elements. We refr
to [1] and the references cited therein.
A fundamental feature of the classic positive real theory
is the fact that the relative degree of rational positive real
systems is either zero or±1, [2]. It was noticed in [15] that,
when modelling undamped or lightly damped flexible struc-
tures with colocated position sensors and force actuators,
the resulting transfer function has a relative degree whichis
greater than one. This consideration led to the introduction
of the so-callednegative imaginarysystems, which impose
a weaker restriction on the relative degree of the transfer
function. A very promising stream of literature flourished in
the last few years on the properties of negative imaginary
systems, see [16], [22], [23], [21], [20], [19], [17], [24] and
the references cited therein.
In the first contribution on this topic [15], a definition was
proposed for negative imaginary function matrix in terms
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of properties of the function on the imaginary axis. In this
first definition, systems with poles on the imaginary axis
were excluded, see also the contribution by the same authors
in IEEE Control Systems Magazine, [19]. This restriction
was abandoned in [23], [21], where a simple pole on the
imaginary axis except at the origin was allowed. A further
important extension of this new negative imaginary theory
has subsequently been proposed to deal with systems with a
single pole at the origin, [17]. More recently, also the case
of a double pole at the origin was considered, see [14], [18].
In the past few years, several efforts have been devoted to
the generalisation and adaptation of this theory to different
contexts, including implicit systems in [17]. Lossless imagi-
nary systems have also been recently introduced in [22] and
[24]. Systems with two poles at the origin have also been
recently considered in [18].
The reason for the success of the negative imaginary
theory is that many systems that are important and useful
in practice are negative imaginary.
The aim of this paper is to provide a definition of negative
imaginary system for a transfer function which does not
necessarily correspond to a finite-dimensional realisation.
Such definition is given in terms of a matrix sign condition
in the entire domain of analyticity, in the same spirit of
the classic positive real case. Our effort in this direction
was motivated by the results on the closed loop stability
of systems having a (non necessarily rational) positive real
transfer function.
Then, in a way that parallels the conventional positive
real approach, [1], [2], a necessary and sufficient condition
will be introduced for the rational case that characterisesa
negative imaginary symmetric transfer function in terms of
its behaviour on the imaginary axis. This alternative approach
has the advantage of being applicable to possibly non-proper
transfer functions, as well as to transfer functions with more
than one pole at the origin, and even to non rational transfer
functions. The price to pay is the restriction to symmetric
transfer functions. Nevertheless, as aforementioned, thesym-
metric case is by far the most relevant and interesting in
practice, as it is the one that corresponds to reciprocalm-port
electrical networks. In addition, undamped or lightly damped
flexible structures with colocated position sensors and force
actuators are characterised by a symmetric transfer function,
[19], [24].
In this paper, we also analyse the connections between
negative imaginary and positive real rational functions. This
is of crucial importance since positive real functions and the
celebrated Positive Real Lemma (see [5], [6] for two fairly
recent papers whose reference lists points to many of the
fundamental contributions and generalisations in this field).
We also recall that Positive Real Lemma may be viewed as
the “father” of the algebraic Riccati equation (ARE) which
plays a fundamental role in almost any area of systems
theory, both in the discrete in the continuos time cases, see
e.g. [8], [9], [3], [7], [10], [4], [13], [12] for a sample of
different aspects, properties and applications of ARE and
for an extensive reference list.
This is the conference version of the journal paper [11]
submitted by the same authors toAutomaticaand currently
in press.
Notation. Given a matrixA, AT denotes the transpose of
A and A∗ denotes the complex conjugate transpose ofA.
Given a matrix-valued functionF(s), we denote byF∗(s)
the function[F(s)]∗.
II. POSITIVE REAL AND NEGATIVE IMAGINARY
FUNCTIONS
We begin by recalling the classical definition of positive
real function. For a detailed discussion on positive real
systems we refer to [1], [2] and the references cited therein.
Definition 2.1: [POSITIVE REAL FUNCTION]
The functionF : C−→Cm×m is positive realif
• F(s) is analytic inRe{s}> 0;
• F(s) is real for all positive reals;
• F(s)+F∗(s) is positive semidefinite for allRe{s}> 0.
For a detailed discussion on positive real systems we refer
to the important textbooks [1], [2].
The following classic result provides necessary and
sufficient conditions for a real rational transfer function
matrix to be positive real in terms of the behaviour of its
restriction to the imaginary axis of the complex plane.
Lemma 2.1:Let F(s) be real and rational. ThenF(s) is
positive real if and only if
• F(s) has no poles inRe{s}> 0;
• F(i ω)+F∗(i ω)≥ 0 for all real ω such thati ω is not
a pole ofF(i ω);
• if s = i ω0 is a pole of any element ofF(s), it is
a simple pole and the corresponding residual is a
semidefinite Hermitian matrix.
We now present a definition of negative imaginary system
for transfer functions which are not necessarily rational.
In this definition, similarly to what happens for the classic
positive real case, the sign condition holds in the entire
domain of analyticity of the transfer function. We recall
that here our attention is restricted to symmetric matrix
transfer functions. We begin by giving a definition of
skew-imaginary transfer function.
Definition 2.2: [SKEW-IMAGINARY FUNCTION]
Let G : C −→ Cm×m be analytic in an open subsetΩ of C.
Then,G is skew-imaginary inΩ1 ⊆ Ω if
• i [G(s)−G∗(s)]≥ 0 for all s∈ Ω1 such thatIm{s}> 0;
• i [G(s)−G∗(s)] = 0 for all s∈ Ω1 such thatIm{s}= 0;
• i [G(s)−G∗(s)]≤ 0 for all s∈ Ω1 such thatIm{s}< 0.
Definition 2.3: [SYMMETRIC NEGATIVE IMAGINARY
FUNCTION]
Let G : C−→Cm×m be areal, symmetrictransfer function.
We say thatG is symmetric negative imaginaryif
• G(s) is analytic inRe{s}> 0;
• G(s) is skew-imaginary inRe{s}> 0.
SinceG(s) is symmetric,i [G(s)−G∗(s)] =−2Im{G(s)}.
As noted above, with respect to the definitions of negative
imaginary transfer functions given in [15], [17] and [21], here
we restrict our attention to the symmetric ones. On the other
hand, a definition given directly in terms of a sign property
of the transfer matrix function in its domain of analyticity
appears to be very appealing since it goes in the direction of
an abstract foundation in the same spirit of the definition of
positive real functions. In particular, in this definition,there
is no need to start with rational and proper functions as in
[15], [17] and [21] or to deal with poles. Notice that this
definition may immediately be applied to non-proper rational
transfer functions. For example, considerG(s) = as, where
a∈R. Then,G(s) is analytic inRe{s}> 0 and, by defining
s= σ + i ω , we get
i [G(s)−G∗(s)]= i [aσ+iaω−(aσ−iaω)]=−2aω,
which is non-negative for allω ≥ 0 if and only if a≤ 0. It
follows thatG(s) is negative imaginary if and only ifa≤ 0.
Moreover, the fact, introduced in [14] as and hocexten-
sion, that a transfer function with a double pole in the origin
may be negative imaginary is also a direct consequence of
this general definition. For example,G(s) = 1/s2 is easily
seen to be negative imaginary. Indeed, definings= σ + i ω ,




is positive definite for allω ≥ 0.
Finally, to the best of our knowledge, this is the first defi-
nition that allows the notion of negative imaginary system to
be applicable to non-rational transfer functions. For example,
consider a system with a delay described by the transfer
function G(s) =−s(e−sT+1), with T ∈R+. We now show
that G(s) is negative imaginary. Lets= σ + i ω . A direct
calculation yields
i (G(s)−G∗(s)) = 2
[




f (σ ,ω) def= ω +e−σ T (ω cos(ω T)−σ sin(ω T)) .
Since f (σ ,0) = 0 for all σ ≥ 0, and f (σ ,−ω) =− f (σ ,ω),
we only need to show that, whenσ > 0 and ω >
0, f (σ ,ω) ≥ 0. Assume by contradiction thatσ ≥ 0
and ω0 > 0 exist such that f (σ ,ω0) < 0. It is imme-
diate to see thatf (σ ,ω0), as a function ofσ , is con-
tinuos with all its derivatives. Hence, there existsσ0
such that infσ≥0 f (σ ,ω0) = minσ≥0 f (σ ,ω0) = f (σ0,ω0) ≤




(σ ,ω0)= e−σT[σT sin(ω0T)−sin(ω0T)−ω0T cos(ω0T)]








To get a contradiction, it is now sufficient to show that if
ω0 is such thatσ0 is finite and positive, thenf (σ0,ω0) >
0. Indeed, f (σ0,ω0) = 1T [ω0T − e
−σ0T sin(ω0T)], which is
clearly positive for allω0 > 0, σ0 > 0 andT > 0. In fact,








which is positive for allω0T > 0.
III. N EGATIVE IMAGINARY REAL -RATIONAL TRANSFER
FUNCTIONS
In this section, we now specialise the notion of symmetric
function to real and rational transfer function matrices. We
begin by recalling that given a real rational functionG(s) and





where G1(s) is a rational function which is analytic in an
open set containingp and the (non-zero) matrixA is the
residue corresponding to the polep. If p is a double pole of








where the matrixA1 is the residue corresponding to the pole
p. In this case, by analogy, we define the (non-zero) matrix
A2 to be thequadratic residuecorresponding to the polep.
If G(s) has a pole at infinity, it can be uniquely decomposed
as
G(s) = G1(s)+P(s),
whereG1(s) is a rational proper function andP(s)=∑ki=1Aisi
is a homogeneous polynomial ins. We refer toAi as thei-th
coefficient in the expansion at infinity ofG(s).
Lemma 3.1:Let G(s) be real, symmetric and rational.
ThenG(s) is symmetric negative imaginary if and only if
(i) G(s) has no poles inRe{s}> 0;
(i) i [G(i ω)−G∗(iω)]≥ 0 for all ω ∈ (0,∞) except for the
values ofω whereiω is a pole ofG(s);
(iii) if s = i ω0, with ω0 ∈ (0,∞), is a pole of G(s), it
is a simple pole and the corresponding residual
matrix1 K0 = lims→i ω0(s− i ω0) iG(s) is Hermitian
and positive semidefinite;
1Notice thatK0 is the product of the imaginary uniti by the residue in
ω0.
(iv) if s = 0 is a pole ofG(s), it is at most a double
pole. Moreover, both its residual and its quadratic
residual (when present) are positive semidefinite
Hermitian matrices;
(v) if s= ∞ is a pole ofG(s), it is at most a double pole.
Moreover, both the coefficients in the expansion at
infinity of G(s) are negative semidefinite Hermitian
matrices.
A complete proof of this result can be found in [11], proof
of Lemma 3.1.
The following result is crucial in the characterisation of
the relationship between negative imaginary and positive
real rational functions.
Lemma 3.2: F(s) is a real rational positive real function
if and only if it may be written as
F(s) = (1/s)A+F1(s) (1)
where A is symmetric and positive semidefinite andF1(s)
is a real rational positive real function with no poles at the
origin.
Proof: If F(s) has the form (1) then it is clearly positive
real in view of Lemma 2.1. Conversely, assume thatF(s) is
positive real. If F(s) has no poles at the origin, we may
take F1(s) = F(s) and A = 0 and we have the required
decomposition. IfF(s) has a pole at the origin, this pole
is simple and with symmetric and positive definite residue
A, in view of Lemma 2.1. Then, we can decomposeF(s)
in the form (1) whereA is indeed the residue at the origin
and has therefore the prescribed properties andF1(s) is a
real rational function without poles at the origin. It remains
to show thatF1 is itself positive real. To this end, we use
again Lemma 2.1. SinceF(s) is positive real, it is analytic
on the open right half-plane and henceF1(s) has the same
property. Moreover, ifiω0 is a pole ofF1(s) with multiplicity
µ and residueA0, then it is also a pole ofF(s) with
the same multiplicity and the same residue. Then,µ = 1,
and A0 is symmetric and positive semidefinite. The same
holds for a possible pole ofF1(s) at infinity. Finally, notice
that for ω 6= 0 such thatiω is not a pole ofF1 we have
F(iω)+F∗(iω) = F1(iω)+F∗1 (iω) so thatF1(iω)+F
∗
1 (iω)
is Hermitian and positive semidefinite. SinceF1(s)+F∗1 (s)
is analytic at the origin, we also have thatF1(0)+F∗1 (0) is
Hermitian and positive semidefinite.
The following theorem is is the analogous of Lemma 3
in [21], but valid under the definition of symmetric negative
imaginary matrix function given here.
Theorem 3.1:Let G(s) be a real rational and proper
symmetric negative imaginary matrix transfer function. Then
F(s)
def
= s[G(s)−G(∞)] is positive real. Conversely, letF(s)
be symmetric, real rational and positive real matrix transfer
function. ThenG(s)
def
= (1/s)F(s)+D is symmetric negative
imaginary for any symmetric matrixD.
Proof: Let G(s) be a real rational and proper symmetric
negative imaginary matrix transfer function. We have to show
that F(s)
def
= s[G(s)−G(∞)] is positive real. It is clear that
F(s) is analytic in the open right half plane and has no pole
at infinity. Moreover,F andG have the same poles with the
possible exception of the pole at the origin. Letω0 > 0 be
given and assume thats= iω0 is not a pole ofG(s). Then,





= ω0 (i[G(iω0)−G∗(iω0)])≥ 0, (2)
where the last inequality holds sinceω0 > 0 and G is
symmetric negative imaginary. Assume now thatω0 > 0 is
such thats= iω0 is a pole ofG(s). Then, it is necessarily a
simple pole ofG(s), and it is also a simple pole ofF(s). We
then haveG(s) = As−iω0 +G1(s) andK0
def
= iA is Hermitian and
positive semidefinite. Let us compute the residue ofF(s) in






sA+(s− iω0)[G1(s)−G(∞)] = ω0iA ≥ 0.
Let us consider now the case whenω0 < 0. If s= iω0 is
not a pole ofG(s) and F(s), we haveF(iω0)+F∗(iω0) =
F(−iω0)+F∗(−iω0) which is positive semidefinite since it
is the complex conjugate ofF(−iω0)+F∗(−iω0), and this
has already been seen to be positive semidefinite. A similar
argument can be used to show that whens= iω0 is a pole
of G(s) andF(s), its residue as a pole ofF is the complex
conjugate of the residue of the pole ofF in −iω0, and hence
is positive semidefinite.
Let us consider now the case whenω0 =0. We first assume
that G(s) has no pole at the origin. In this caseF(s) has no
pole at the origin andF(0) = 0, andF(0)+F∗(0) = 0≥ 0.
If G(s) has a simple pole at the origin, thenF(s) has no
pole at the origin. Moreover,G(s) = A/s+G1(s) whereA is
positive semidefinite. ThusF(0)+F∗(0) = A+AT = 2A≥
0. If G(s) has a double pole at the origin, we can write
G(s) = A2/s2+A1/s+G1(s), whereA2 ≥ 0. HenceF(s) =
A2/s+A1+ s(G1(s)−G(∞)). SinceG1(s) is analytic in an
open set containing the origin, alsoA1+s(G1(s)−G(∞)) is
analytic in such an open set. ThusF(s) has a simple pole
at the origin and the corresponding residueA2 is positive
semidefinite.
Conversely, letF(s) be symmetric, real rational and posi-
tive real matrix transfer function andG(s)
def
= (1/s)F(s)+D.
As long as D = DT, the matrix D is clearly irrelevant
for the definition of symmetric negative imaginary transfer
function, and it is sufficient to show thatG0(s)
def
=(1/s)F(s) is
symmetric negative imaginary. To this end, we first observe
that G0(s) is a proper rational function and it is analytic in
the open right half-plane. Moreover,F(s) and G0(s) have
the same poles with the possible exception of the pole at
the origin. Letω0 > 0 be given and assume thats= iω0 is
not a pole ofF(s). Then it is not a pole ofG0(s). Moreover,
i[G0(iω0)−G∗0(iω0)] = i[(1/iω0)F(iω0)+(1/iω0)F∗(iω0) =
(1/ω0)[F(iω0)+F∗(iω0)] which is positive semidefinite be-
causeω0 > 0 andF is positive real. Let nowω0 > 0 be given
and assume thatiω0 is a pole ofF(s) and hence ofG0(s).
SinceF(s) is positive realiω0 is a simple pole ofF(s) and
hence ofG0(s). Moreover, the residue ofiω0 as a pole of
F(s) is a positive semidefinite matrixA. It is now evident that
lims→i ω0(s− i ω0) iG0(s) = (1/ω0)A which is clearly positive
semidefinite.
The case of a pole at the origin is more delicate. IfF(0) =
0 then G0(s) does not have a pole at the origin and this
concludes the proof. IfF(s) does not have a pole at the
origin but F(0) 6= 0, then G0(s) has a simple pole at the
origin and its residue isF(0) which is positive semidefinite
becauseF is positive real. In the case whenF has a simple
pole at the origin we use Lemma 3.2 and decomposeF(s) =
(1/s)A+F1(s) with A symmetric and positive semidefinite
andF1(s) positive real. Hence,F1(0) is positive semidefinite.
Thus,G0(s) has a double pole at the origin, whose residue
is F1(0)≥ 0 and whose quadratic residue isA≥ 0.
Remark 3.1:As aforementioned, the difference between
the above result and Lemma 1 in [17] is that we allow a
double pole at the origin for negative imaginary transfer
functions. This is very natural for two reasons: (i) positive
real functions can have a single pole at the origin (the most
common example beingF(s) = 1/s which is easily seen to
be positive real) so that it is natural to allow a double pole
at the origin for negative imaginary transfer functions. In
fact, it is easily seen thatF(s) = 1/s satisfies Definition 1
in [17] and is therefore positive real (and this is extremely
intuitive sinceF(s) is the transfer function of a capacitor).
Hence, in view of Lemma 1 in [17] we should have that
G(s) = 1/s2 is negative imaginary which is, again, intuitive.
However,G(s) = 1/s2 is not negative imaginary according
to the Definition 2 in [17]. (ii) SinceG(s) = 1/(s2+ ε2) is
negative imaginary for anyε 6= 0, it is natural to require,
by continuity, that alsoG(s) = 1/s2 is negative imaginary.
We observe that the above result is in line with Lemma 1 in
[18], in which the definition of negative imaginary system
was extended to include systems with a double pole at the
origin.
CONCLUDING REMARKS
In this paper we presented a definition of symmetric
negative imaginary system that hinges on properties of the
transfer function matrix, and not on properties of a finite-
dimensional realisation. With the approach presented here
even non rational transfer functions – which correspond to
infinite-dimensional realisations – can turn out to be negative
imaginary. We have then characterised negative imaginary
rational transfer functions by an algebraic condition and
established a connection between negative imaginary and
positive real transfer functions.
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