In this paper we propose an energy efficient routing algorithm based on hierarchical clustering in wireless sensor networks (WSNs). This algorithm decreases the energy consumption of nodes and helps to increase the lifetime of sensor networks. To achieve this goal, this research network is divided into 4 segments that lead to uniform energy consumption among sensor nodes. We also propose a multi-step clustering method to send and receive data from nodes to the base station. The simulation results show that our algorithm is better than existing algorithms in terms of saving energy, balancing energy dissipation and prolonging network lifetime.
Introduction
In recent years, many ways of routing protocols based on clustering have been proposed. Cluster-based data aggregation algorithms are the most popular ones because they have the advantages of high flexibility and reliability. Recent advances in wireless communications and electronics have led to the development of WSNs, which are composed of many small-size, low-cost, low-power and multifunctional sensor nodes [1] . The process of aggregating the data from multiple nodes to eliminate redundant transmission and provide fused data to the BSthe so-called data aggregation -is considered as an effectual technique for WSNs to save energy [2] . The most popular data aggregation algorithms are clusterbased data aggregation algorithms, in which the nodes are grouped into clusters; each cluster consists of a cluster head (CH) and some members, each of them transmitting data to its CH. Then, each CH aggregates the collected data and transmits the fused data to the BS. Unbalanced energy dissipation is an inherent problem of cluster-based WSNs. Some nodes drain their energy faster than others which results in an earlier failure of network. Some researchers have studied this problem and proposed their algorithms, which have both advantages and disadvantages. Our motivation is to propose a novel solution to this problem in the cluster-based and homogeneous WSNs, in which the CHs transmit data to the BS by one-hop communication, with an objective of balancing energy consumption by an energy efficient way and, thus, prolonging network lifetime.
Related Work
Some of these other algorithms which are related to our method will be discussed briefly. Most of the routing algorithms are based on a LEACH clustering algorithm; the algorithm is implemented to improve the routing. The LEACH algorithm was proposed in 2000 [3] of the random rotation techniques to select the cluster head node in the network uses. LEACH performances, in turn, are organized so that each turn consists of a setup phase and a maintenance phase. In the setup phase, nodes organize themselves into clusters so that each cluster node will work as a cluster head itself. Deciding to become a cluster head within each node is done locally. On average, the percentage of the predetermined spatial location in each of the nodes serves as cluster head. The length of phase transitions is selected for each cluster head node of the cluster to collect data and, before sending it directly to the base station, the process of aggregating data is done. HEED [4] periodically selects CHs and builds equal clusters according to a hybrid of the residual energy of nodes and a secondary parameter. UCS [5] is the first proposed algorithm to resolve the problem of unbalanced energy dissipation by forming unequal clusters. EECS [6] and EDUC [7] are unequal cluster-based algorithms for WSNs in which the CHs transmit data to the BS by onehop communication. EECS is proposed for homogeneous WSNs, it elects some tentative CHs randomly and utilizes a cluster head competition method to choose CHs from tentative CHs, after that, each ordinary node selects CH basing on the distance from itself to CH and the distance from CH to the BS to construct unequal clusters. EDUC is proposed for heterogeneous WSNs. In [8] Mr. Jan Yue and colleagues have offered an EEBCDA algorithm. In this algorithm, the network environment as well as the swim lane is divided in sections of the size of the swim lane -size, length and width are equal. Each swim lane, also called grid, is divided into smaller parts. Grid size is different in each swim lane. The greater the distance from the BS, the larger is the grid size. The grid node with the highest energy is selected as the cluster head node. This type of fencing can have a grid that contains a number of nodes with greater distance from the BS. As a result, a greater number of nodes become cluster-heads. This results in balancing the energy consumption of nodes and improving the network lifetime.
Expression of Proposal
The main issue of this paper is to introduce a routing method to enhance and improve the lifetime of sensor nodes and, thus, increase the lifetime of sensor networks. The main steps are divided into three stages. In the first stage, the network is divided into sections that can uniform energy consumption among sensor nodes. A heterogeneous distribution of nodes for this purpose is introduced. Secondly, a clustering algorithm for data aggregation is presented. And in the third phase, a multistep hierarchical tree for sending aggregated data from nodes to the base station is presented.
A Heterogeneous Distribution of Nodes
The initial energy of heterogeneous nodes is not equal. For this purpose, three types of nodes with different initial energies are considered. The distance between the BS is divided into three areas: The closest node to node with the lowest energy is placed in the middle part of the average energy and the farthest node with the highest energy content of each. Since nodes consume far more energy to send data to this node, energy consumption becomes more balanced and cause the nodes to die almost simultaneously. 
Network Model
To simplify the network model, we consider a WSN that N heterogeneous nodes are uniformly dispersed within a square deployment area with border B. The left bottom vertex of deployment area locates at (O_x, O_y) in Cartesian coordinate plane. In addition, we make a few assumptions: 1) the BS and all nodes are time synchronized and are stationary after deployment, the BS is located at (BS_x, BS_y) which transmission power level according to the distance to the receiver; 3) the BS and all nodes are location-aware.
The first two assumptions are familiar in other algorithms. The third assumption is reasonable in many applications of WSNs in which the sensed data only make sense with location information, for other applications, the locations of BS and nodes can be easily obtained by utilizing localization algorithms. The time synchronization algorithms and localization algorithms are not discussed in our work.
Energy Consumption Model
We use the same energy consumption model used in EECS. The free space model is used if the distance between the transmitter and receiver less than a threshold d0, otherwise, the multipath model is used. The energy spent for transmitting an l-bit message over distance d is
where Eelec is the energy dissipated per bit to run the transmitter or the receiver circuit, εfs or εmp, is the energy dissipated per bit to run the transmit amplifier. To receive this message, the expended energy is
The consumed energy of aggregating m messages with l-bit is
where EDA is the energy dissipated per bit to aggregate message signal.
Problem Statement
In the cluster-based WSNs in which the CHs transmit data to the BS by one-hop communication, there are three reasons leading to unbalanced energy dissipation: 1) a CH often spends more energy than a member; 2) the amounts of received data of CHs are different; 3) the distances of transmitted data of CHs in different regions are different. Both LEACH and equal cluster-based algorithms are not able to balance the energy dissipation completely. Unequal cluster-based algorithms are considered as better solutions, they form clusters with unequal size according to the distance from each CH to BS, expect that the CH further away from the BS has less members so that it is able to consume less energy to receive data and preserve more energy to transmit data. But the existing unequal cluster-based algorithms are deficient. First of all, they do not consider the distribution of CHs in CHs rotation scheme, the selected CHs are randomly scattered in the network and the purpose of unequal clustering is affected. In addition, many unequal clusterbased algorithms make some ordinary nodes choose further CHs but not the closest CHs to form unequal clusters, so that these nodes have to spend excessive energy to transmit data.
Our Proposed Method
Our proposed clustering method is also divided into rounds and every round consists of a set-up phase and a steady-state phase, especially, there is a network-division phase before the first round. The network is divided into rectangular regions firstly, called swim lanes, then, each swim lane is further partitioned into smaller rectangular regions, called grids. The node with maximal residual energy of each grid and the shortest distance to the BS is selected as CH. The grids further away from the BS are bigger and have more nodes to participate in CHs rotation. In Fig 2, in which the dashed lines mark the division of swim lanes, the dotted-dashed lines denote the division of grids.
Network-Division Phase
Without loss of generality, we assume that the BS is above the deployment area along Y-axis. At first, the deployment area is divided into S rectangular swim lanes along X-axis. All swim lanes have equal width W, and the length of each swim lane is equal to the border of deployment area. We use a sequence of integers from 1 to S as the IDs of swim lanes, and the ID of the leftmost swim lane is 1. Then, each swim lane is partitioned into several rectangular grids along Y-axis. Each grid of each swim lane is assigned a level, we also use a sequence of integers starting from 1 as the levels of grids in each swim lane, and the level of the bottommost grid is 1. Each grid has the same width with swim lane. Both the number of grids and the length of each grid in a swim lane are related with the distance from the swim lane to BS. Our proposed method adjusts the size of each grid by setting its length. For different swim lanes, the further a swim lane is away from BS, the fewer grids it has. For same swim lane, the grid further away from the BS has longer length. We define an array A with S elements, in which the k-th element is the number of grids in swim lane k. Each grid is assigned a tuple (i, j) as ID, which means that it is in swim lane i and has level j. In addition, we define S arrays to denote the lengths of grids, the v-th array Hv is the lengths of grids in swim lane v, and the w-th element hvw of Hv is the length of grid (v, w). The bounds of grid (i, j) are
Analysis
Initially, the BS broadcasts a BS_MSG ((O_x, O_y), (BS_x, BS_y), B, W, S, A, H1, …, HS) message to all nodes and each node calculates the ID of the grid. At each stage of the implementation of the proposed method, a cluster head is selected for each grid. Between the nodes of a grid, as the cluster head node which has the highest residual energy is chosen. In the first round, all nodes is equal to the initial energy of all nodes close to the BS is selected as the cluster head. In subsequent rounds, if multiple nodes have the same energy, one that is closer to the BS as a cluster head is selected. In the first round by the cooperation of all nodes of a cluster head, the grid is selected. Initially, each node contains a message NODE_MSG (k, (v, w), Er, (x, y)) which is sent to other nodes on the grid. Where k: id nodes, (v, w): Number grid, Er: residual energy and node (x, y): Location node. With this message, each node can get the information of rest of the nodes in a grid and then the node which has the highest residual energy is selected as the cluster head. After the first round, subsequent rounds of cluster head are selected by the cluster heads of the previous stage. In this case, the cluster head selects all nodes to send their data to the cluster head of the previous stage. The cluster heads steps before all nodes are sorted based on the residual energy and the new cluster head based on remaining energy level picks. To find information about all other nodes in the new cluster head, cluster head id message contains the previously selected cluster head sends information to all nodes in the grid. 
Simulation
To simulate the algorithm, we examine two different environments: an area with a range of 200 to 200 meters in which 400 nodes are randomly placed, and an area with a range of 100 to 100 meters in which 100 nodes are randomly placed. Points on the bottom left to the top will be displayed as (O_x, O_y) and on the top right as (OW_x, OW_y). Consider the following assumptions for the network: 1) BS and the rest of the nodes in a fixed position, and BS nodes located outside the enclosure.
2) Distances between nodes are considered symmetric.
3) BS and all other nodes are aware of each other's location.
The initial model is shown in Figure 3 , the network nodes are randomly placed in the desired range. Figure 3 , the nodes are placed randomly in the range considered. As can be seen from space BS, points (200 100) were chosen quite arbitrarily. The location of the BS is usually considered outside of the network. In the next phase, unequal division of the network into subnetworks, and the clustering is done. The simulation is done on various rounds and in each round based on the clustering of near nodes and the cluster head based on remaining energy level and takes close to the BS. Cluster heads are shown in Figure 3 . The nodes in the cluster heads are red with green margins and all other nodes, the nodes are numerical. The number is the number of grid and cluster heads. As can be seen in Figure 4 , 14 cluster heads are marked in different areas. After determining the cluster heads, the clustering is done. As can be seen, the clusters that are closer to the BS are smaller and the clusters that are further away are larger. These larger clusters have lower odds of being cluster head. In this phase, Calculated for each non-cluster head node, the amount of energy to transmit data to the cluster head ETX-taking. And in each round, the value of their remaining energy is low. Figure 5 shows how to create a hierarchical tree where the blue lines indicate the relationship between the nodes. First of all, we measure the lifetime of network. Fig 5 gives the number of living nodes over rounds. As evident from the figure, our proposed method has a longer network lifetime than EEBCDA. The first node of EEBCDA and our proposed method dies in the 591st round and 920th round, the last node dies in 698th round and 1058th round, respectively, our proposed method improves the network lifetime over by EEBCDA 23.56% and 13.12%. Secondly, we compare the energy dissipation of our proposed method and EEBCDA. We take statistics of the total residual energy of network over rounds, as shown in Fig 5. It is explicit that our proposed method has more residual energy than EEBCDA in every same round, which intuitively illuminates that our proposed method is more energy efficient than EEBCDA. The ratio of time interval between the time when the first node dies and the time when the last node dies to the full time of network is able to indicate the balanced extent of energy dissipation, and the algorithm with smaller ratio has a better performance in aspect of balancing energy dissipation. The result of contrast shows that our proposed method is able to achieve more balanced energy dissipation than EEBCDA. The next criterion for comparison is the number of packets being transferred to the BS in the simulation modeling process. Since the curve of the other available methods of data transfer depending on the total number of different methods are shown in table 2. As can be seen from these criteria, the proposed method is better. 
Conclusion
In this paper, we focus on the problem of unbalanced energy dissipation in cluster-based and propose a novel cluster-based data aggregation protocol. The proposed method has been tried by a heterogeneous distribution of node energy consumption of nodes and network partitioning becomes more balanced and their lifetime is quite similar to that carried out this evaluation was realized. By creating a hierarchical structure, we optimize and minimize the energy consumption of nodes. Finally, when the new approach is used in the MATLAB simulation of the proposed method, we are able to obtain acceptable results.
