Abstract-It is known that a stochastic approximation (SA) analogue of the deterministic Newton-Raphson algorithm provides an asymptotically optimal or near-optimal form of stochastic search. In a recent paper, Spall (2006) introduces two enhancements that generally improve the quality of the estimates for underlying Jacobian (Hessian) matrices, thereby improving the quality of the estimates for the primary parameters of interest. The first enhancement rests on a feedback process that uses previous Jacobian estimates to reduce the error in the current estimate. The second enhancement is based on the formation of an optimal weighting of "per-iteration" Jacobian estimates. This paper provides a formal convergence analysis for the algorithm introduced in Spall (2006) . In particular, we present conditions for the almost sure convergence of the Jacobian estimates with the feedback and weighting. We also develop results for the rate of convergence in both the noisy and noise-free settings.
I. INTRODUCTION TOCHASTIC approximation (SA) represents an iimportant class of stochastic search algorithms for purposes of minimizing loss functions and/or finding roots of multivariate equations in the face of noisy measurements. Spall (2006) presents an approach for accelerating the convergence of SA algorithms through two enhancements to the adaptive simultaneous perturbation SA (SPSA) approach in Spall (2000) . This adaptive algorithm is a stochastic analogue of the famous Newton-Raphson algorithm of deterministic nonlinear programming. Both enhancements are aimed at improving the quality of the estimates for underlying Jacobian (Hessian) matrices, thereby improving the quality of the estimates for the primary parameters of interest.
The first enhancement improves the quality of the Jacobian estimates through a feedback process that uses the previous Jacobian estimates to reduce the error. The second enhancement improves the quality via the formation of an optimal weighting of "per-iteration" Jacobian estimates. The simultaneous perturbation idea of varying all the parameters in the problem together (rather than one-at-a-time) is used to form the per-iteration Jacobian estimates. This leads to a more efficient adaptive algorithm than traditional finitedifference methods. The results apply in both the gradientfree optimization (Kiefer-Wolfowitz) and stochastic rootfinding (Robbins-Monro) SA settings. This paper introduces the basic ideas associated with the two enhancements and presents a small-scale numerical study. Acknowledgments This work was partially supported by U.S. Navy Contract N00024-03-D-6606. Some details have been eliminated from this paper to meet CDC length constraints. In particular, a numerical study illustrating relative convergence rates is available from the author upon request.
The basic problem of interest will be the root-finding problem. That is, for a function g(0): Rp -> R , p > 1, we are interested in finding a point 0 satisfying g(0) = 0. Of course, this problem is closely related to the optimization problem of minimizing a differentiable loss function L = L(0) with respect to some parameter vector 0 via the equivalent problem of finding a point where g(0) = aL/O = 0. Let 0 = 0* be a point satisfying g(0) = 0. The stochastic setting here allows for the use of only noisy values of g and the estimation (versus exact calculation) of the associated p xp Jacobian matrix H = H(0) -ag(O)/ oT Note that the Jacobian matrix is a Hessian matrix of L when g represents the gradient of L. As described in Spall (2000) , simultaneous perturbation ideas that are used for gradient estimation in Spall (1992) can also be used for the per-iteration Jacobian matrix estimation as part of an adaptive stochastic approximation algorithm.
A number of others have looked at ways of enhancing the convergence of SA, including adaptive methods for Jacobian estimation (e.g., Fabian, 1971; Ruppert, 1985; and Wei, 1987) and iterate averaging (e.g., Polyak and Juditsky, 1992) . A relatively recent review of such methods is in Spall (2003, Sect. 4.5) ; as discussed in the review, these methods are typically costly in number of measurements needed and may not yield the desired improvements in practical efficiency for the primary parameters of interest 0. There are also means for adaptively estimating a Jacobian (especially Hessian) matrix in special SA estimation settings where one has detailed knowledge of the underlying model (see, e.g., Macchi and Eweda, 1983; Yin and Zhu, 1992; and Kushner and Yin, 2003, pp. 8-10) ; while these are more efficient than the general adaptive approaches mentioned above, they are more restricted in their range of application. This motivates the need for theoretically sound and practically efficient methods for Jacobian estimation, as considered here and in Spall (2006 Let us now present the basic per-iteration Jacobian estimate Hk, as given in Spall (2000) . As with the basic firstorder SPSA algorithm, let ck be a positive scalar such that ck -> 0 as k -> o and let Ak -[Akl, Ak2,..., Akp] be a usergenerated mean-zero random vector with finite inverse moments; further conditions on ck, Ak, and other relevant quantities are given in Spall (2000) . These conditions are close to those of basic SPSA in Spall (1992) (e.g., Ak being a vector of independent Bernoulli ± 1 random variables satisfies the conditions on the perturbations, but a vector of uniformly or normally distributed random variables does not). Conditions for the gain sequences are given in Spall (2000) .
The Spall (2006) ; this summary is given here for the sake of providing essential information needed to properly interpret the convergence results in the remainder of this paper. As discussed above, the second way in which the accuracy of the H estimate may be improved is through the optimal selection ofweights wk in (2. lb). We consider separately below the cases where G (1) Spall, 2000 . Following the pattern above, C.1"' and C.8' in Spall (2000) are modified to a C.1""' and C.8"'f: C.l ""'. The conditions of C.l ' hold plus ck = c/(k + ±)y, withc>0 and0<y< 1/2. C.8"'. For some p > 0 and allk,t, the following hold a.s.: Hence, from C.""', the left-hand side of (5. forn Gk and G (1) (see (3.1) ). Suppose 0 < wo < 1 and wk w/k6, k 1, 2,...,where 1/2 < 6 < I and 0 < w < 1. Suppose that C.8" in Section 5 and C.2 and C.9 from Spall (2000) hold (see the Appendix here; note that y(.) = L(.) in the setting here) and that Ak and Ak and are identically distributed at each k and across k. Further, suppose that H* > 0 and that fk in (2.la) is such that E(Hk -Hk o(e-2wkt 6(1-6)) and ||fk(H)-Hf 7(t +|H1) is unifornly bounded over the set of symmetric H in RpxP .
Then, trace[E(ATA,)] O(e 2wnl-6/( 1 6)) Proof. Available by request.
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