This work presents a hybrid approach based on the genetic algorithm (GA) and moth swarm algorithm (MSA), namely genetic moth swarm algorithm (GMSA). Minimizing the electrical power loss in radial distribution systems (RDN) within the framework of system operation and under system constraints is the main objective of this study. In GMSA, the global search ability has been regulated by the incorporation of GA operations by the adaptive mutation operator on the reconnaissance phase using genetic pathfinder moths. In addition, the selection of artificial light sources has been expanded over the swarm. The representation of individuals within the three phases of MSA has been modified in term of quality and ratio. Elite individuals have been used to play different roles in order to reduce the design space and thus increase the exploitation ability. GMSA and other optimization methods have been carried out on the IEEE 33 and 69-bus power systems. The reduction of power loss and total system cost in addition to the improvement of the minimum bus voltage are simulated for the competitive algorithms under several power system constraints and conditions. The computational results proved the superiority of the GMSA compared with other techniques.
Introduction
Most of the electrical distribution networks feed inductive loads at low voltage levels. This effect leads to higher currents and power losses accompanied by voltage drop whereas about 13% of the total power generation has been considered as line losses [1] . Therefore, these losses must be diminished to improve the power system stability and reliability, power factor and voltage profile. Connecting distributed generation resources or/and shunt capacitors is considered as one of the basic methods which have been used in distribution systems to solve such problems [2, 3] .
Shunt capacitors are considered as the best-known technique, which used in RDN for reactive power compensation. Different heuristic techniques have been developed to solve the optimal power flow problems using capacitors, as commonly used for reactive power compensation in dynamic and static optimization modes [4] [5] [6] [7] [8] . However, the random locating of capacitors can cause more voltage drop and higher power losses. Moreover, the capacitor allocation problem has a combinatorial nature because capacitor locations and sizes are discrete variables [4, 5] . On the other hand, the utilizing of DG resources and inexpensive renewable sources in electrical networks with the development of technologies are increasing. This development provides many advantages for the electrical network such as increasing reliability, active and reactive power losses reduction and improving voltage profile.
However, these merits occur depend on the optimal placing and sizing of DG sources [9] . Therefore, several optimization algorithms have been proposed in recent years to solve the optimal of DG resources and shunt capacitor placement and sizing problems in radial and ring distribution systems for maximizing their benefits such as Flower pollination algorithm (FPA) [9] , particle swarm optimization (PSO) [10, 11] , discrete particle swarm optimization (DPSO) [12] , genetic algorithm (GA) [13] , teaching-learning-based optimization (TLBO) [14] , artificial bee colony (ABC) [15] , cuckoo search algorithm (CSA) [16] , gravitational search algorithm (GSA) [17] , modified monkey search (MMS) [18] , whale optimization algorithm (WOA) [19] , improved harmony algorithm (IHA) [20] , moth swarm algorithm (MSA) [21] , direct search algorithm (DSA) [22] , differential evolution algorithm (DEA) [23] , simulated annealing (SA) [24] , plant growth simulation algorithm (PGSA) [25] , fuzzy reasoning (FRB) [26] , improved binary particle swarm optimization (IBPSO) [27] , and fuzzy-GA [28] have been presented to deal with the problem of the DG and capacitor allocation. However, some of these algorithms are not highly effective as the power losses still have high values. Other algorithms appear to be effective, but they may not achieve the optimal cost value. GMSA is developed based on the incorporation of GA operations with adaptive mutation operator on the reconnaissance phase using genetic pathfinder moths and the expanding of artificial light sources over the swarm.
In this paper, GMSA and four heuristic search algorithms are presented to minimize the system power losses, decrease the total cost and maintain the voltage profile for various electrical distribution systems. It is tested [29] is used in this work to analyse the power flow in the tested IEEE distribution systems. The active power flow (P k +1) and reactive power flow (Q k +1) in RDN are calculated by (1) and (2) derived from single-line diagram as shown in Fig. 1 .
Fig. 1. Simple radial distribution system
where k is the sending end and k+1 is the receiving end. Voltages of a transmission line and real power losses in the line can be calculated from (3) and (4) respectively:
The total system loss is calculated by summing all line losses in the system as shown in (5):
Objective Functions
The main aim of the objective function of the optimal DG and capacitor placement problem is to minimize the total cost per year by reducing the real power losses and the cost of installing capacitors subjected to voltage and reactive power limits. Hence, the multi-objective functions have been performed by using the following mathematical statement:
Constraint Conditions
The objective function is subjected to the following constraints:
2.3.1. Active and reactive power balance The following relation could be established for maintaining the balance between generation and consumption.
The constraints of DG capacities are as follows:
2.3.1
Voltage constraint The bus voltage magnitude of each bus must be maintained within the following range:
where V max and V min are the maximum and minimum values of bus (k) voltages. The lower and upper values are taken as 0.9 and 1.05 Pu, respectively.
2.3.2
Total reactive power constraint The total injected reactive power is limited by (12) .
3. The proposed genetic moth swarm algorithm 3.1. Genetic algorithms Genetic algorithms (GAs), initially introduced by John Holland as the main global optimization technique. These algorithms have been applied successfully to solve a large number of problems in different real world fields by simulating the natural evolution systems. The recombination operation produces offspring that carry a combination of genetic material information from each parent where crossover operations are applied to exchange the chromosomes. The natural selection determines the evolution where the survival of the fittest. Therefore, a suitable selection strategy is then used determine the solutions that survive to the next generation based on their fitness values. The mutation operation is the main genetic operator that can achieved some diversity in the population.
Moth Swarm Algorithm
The moth swarm algorithm has been presented in 2016 by Al-Attar et. al [30] . It is inspired from the orientation of moths towards moonlight. The available solution of any optimization problem using MSA is performed by the light source position, and its fitness is the luminescence intensity of the light source. Furthermore, the proposed method consists of three main groups, the first one is called pathfinders which are considered a small group of moths over the available space of the optimization. The main target of this group is to guide the locomotion of the main swarm by discriminating the best positions as light sources. Prospectors group is the second one which has a tendency to expatiate in a non-uniform spiral path within the section of the light sources determined by the pathfinders. The last one is the onlookers, this group of moths move directly to the global solution which has been acquired by the prospectors.
The genetic moth swarm algorithm
The proposed hybrid based algorithm aims to integrate advantages of the well-known GA in term of sharing information and global search ability to find the optimal value of a given function using the following steps:
3.3.1
Initialization Initially, the positions of moths are randomly created for dimensional (d) and population number (n) as seen in (13) .
{ } (13) where, ! !"# and ! !"# are the upper and lower limits, respectively. Afterwards, the type of each moth is selected based on the determined fitness. Consequently, the worst moths is selected as pathfinders that modified to act genetically in the following reconnaissance phase. In the next two phases, the best individuals of the swarm are regarded as prospectors and onlookers, respectively, according to their fitness. In addition, each moth in the modified algorithm has its own light source which is available to share with others in the swarm.
Genetic Reconnaissance phase
The moths may be concentrated in the regions which seem to be a good performance. Therefore, the swarm quality for reconnaissance may be decreased during processing the optimization and this process may lead to a stagnation case. To avoid the early convergence and enhance the solution diversity, a part of the swarm is compelled to determine the less congested area. The pathfinder moths that perform this role are manipulated to evolve by the genetic operators, with size of ( ! = ( /2)) selected from the worstperforming individuals in the swarm. The crossover and mutation operators of GA are applied on all moths in the swarm to improve the pathfinder group. Therefore, after the sorting of the population, the first half of the individuals that have better luminescence intensity values are regarded as candidate parents (elite individuals). The size of the elite individuals can be simply calculated using ! = − ! .
The probability distribution function (pdf) is used to select parents, which is increased as the fitness of the individual be greater. Therefore, two of moths from the elite individuals are randomly selected as parents for one pathfinder moth. In order to perform the possible mating, a single crossover point is identified on both parents' vectors at random. The elite individuals are then divided at this point to exchange their tails thereby give birth to the new child pathfinder (x p ). This ensures that the best candidates (local optima) are copying into the next generation. After the reproduction operation, a mutation operator based on normal distribution is applied to these offspring in order to increase their diversity and increase the ability to jump out of suboptimal/local solutions. For exploitation purpose, an adaptive mutation rate (m rate ) is proposed to decrease through all iterations T as follows:
In order to achieve the completed trail solution, each pathfinder solution (host vector) updates its position through the crossover operations by incorporated the mutated variables of the sub-trail vector (low degree of dispersal) into the corresponding variables of host vector. The completed trail/mixed solution V pj , may be described as:
The fitness value of the genetic pathfinder solution, f x ! !!! are determined after finishing the last procedure. The structure of worst half of the old population is then redesigned by comparing the fitness of these offspring with that of their previous positions ! ! . The suitable solutions that have the highest luminescence intensity are chosen to retain for the next generation, which is used for minimization problems as follows:
Finally in this phase, the light sources are elected from among the combined population (survivors of the previous equation and their parents) to continue as guidance of the next phases. Therefore, the moths are changed dynamically in the GMSA model where any pathfinder moth uplifts to become prospector or onlooker moth if it discovers a solution with luminescence more than the existing light sources. That means the new lighting sources will be presented at the end of this stage. The probability ! of selecting the th moth as a light source is proportional to the corresponding fitness, which can be calculated as follows:
3.3.3
Transverse orientation Individuals that have been selected as elites or parents have another role at this stage as prospectors. The number of these moths ! is proposed to decrease with time progress as:
After the pathfinders have finished their search, the information about luminescence intensity is shared with prospectors, which attempt to update its positions in order to discover new light sources. Each prospector moth ! is soared into the logarithmic spiral path as shown in Fig. 2(a) to make a deep search around the corresponding artificial light source x i , which is chosen on the basis of the probability P i using (18) . The new position of th prospector moth, can be expressed mathematically as follows:
where, ∈ [ , 1] is a random number to define the spiral shape and = −1 − . The GMSA is dealing with each variable the previous formula as an integrated unit. At the end of this stage, only moonlight is updated. It should be noted that all moths in the modified swarm cooperate to discover new sources of light, which increases the area of selection and prevents from falling into local solutions and thus increases the efficiency of the proposed algorithm.
3.3.4
Celestial navigation The diminishing of the number of prospectors during the optimization process increases the onlookers number (n ! = ! − n ! ). This may lead to an increase in the speed of the convergence rate of GMSA towards the global solution. The onlookers are the moths that have the lowest luminescent sources in the parent group. Their main aim for traveling directly to the moon, which is the most shining solution Fig. 2(b) . In the GMSA, the onlookers are forced to search for the hot spots of the prospectors effectively. These onlookers are divided into the two following parts:
The first part, with the size of ! = ! 2 , walks according to Gaussian distributions. The new onlooker moth in this sub-group ! !!! moves with series steps of Gaussian walks, which can be described as follows:
Where, ε ! is a random number generated from Gaussian distribution, ε ! and ε ! are random samples drawn from a uniform distribution within the interval [0, 1]. best ! is the global best solution (moonlight) obtained in the transverse orientation phase. Based on many optimization algorithms, there is a memory to transfer information from the current generation to the next generation. However, the moths may fall into the fire in the real world due to the lack of an evolutionary memory. This is due to the performance of moths is intensely affected by the short-term memory and the associative learning between the moths. Therefore, the second part of onlooker moths n ! = n ! − n ! will sweep toward the moon light using associative learning immediate memory (ALIM) to imitate the actual behavior of moths in nature. The instantaneous memory is initialized from the continuous uniform of Gaussian distribution on the range from
The updating equation of this type can be completed in form:
where, r ! and r ! are random number within the interval [0, 1], 2g/G is the social factor, 1 − g/G is the cognitive factor and best ! is a light source selected from the modified swarm based on the probability ! .
Implementation of GMSA
The pseudo code of the proposed GMSA is presented in Table 1 . In addition, Fig. 3 explains the step procedure of GMSA to solve the DG and capacitors allocation problems. 
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Calculate the probability values .
Select the artificial light sources
End of reconnaissance.
-----------------------------------------------------------------------for each prospector moth(best group), Update the position of prospector moth.
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Results and Discussion
To evaluate the efficiency of the proposed GMSA method, MSA, GA, FPA and sine-cosine algorithm (SCA) against power loss minimization. The DG unit is considered as negative P load with real power injection capability. The status of location and rating of DG unit and shunt capacitors are taken as the decision variables. The maximum penetration limit of DG unit is limited to 40% of the total system real power demand.
IEEE 33-Bus Test System
To evaluate the impact of the proposed hybrid GMSA on the medium network of the RDN, the IEEE 33-bus system has been tested. Fig. 4 shows the single line diagram of this system. The system rated voltage is 12.66 kV with 100 MVA base. The load and line data are given in [17] . Load flow calculation is run before compensation, the minimum bus voltage is registered as 0.9036 p.u at node 18 and the total active power loss at nominal load is 210.98 kW. In the first case, optimal places results of shunt capacitors after 40 independent runs using GMSA, MSA, GA, FPA and SCA under the same conditions are summarized in Table 2 .
For this case, the GMSA and GA produce better solutions compared to the MSA and FPA methods, whereas the best power loss value obtained by SCA is much more than the rest of algorithms. Using the proposed GMSA method, the real power loss is diminished to 137.21kW as 34.96% of the base case. It is considered the lowest value compared to the other methods.
In addition, the system voltage profile is improved and the worst bus voltage is enhanced to 0.9343 p.u as shown in Fig. 5(a) . In terms of the convergence features, the GMSA and GA have a speedy and smooth rate of convergence more than the other algorithms, as shown in Fig. 5(b) for power losses. In case of using only DGs, the hybrid GMSA method still has the preference in reducing the power loss which is minimized to 67.97 kW comparing with GA and MSA for 70.46kW and 71.34kW, respectively as seen in Table 3 , whereas FPA and SCA indicated a severe changes along the search process, which leads to unstable final solution as shown in Fig. 6(b) . Moreover, Fig. 6(a) confirms the effectivity of the proposed technique by showing the improvement in system voltages. Case 3 proved the effectiveness of the proposed hybrid method as it directed quickly towards its optimal value of power loss to 7.94kW with highest convergence speed compared to GA, MSA, FPA and SCA as tabulated in Table 4 and depicted in Fig.  7(b) . In addition, it is obvious from Fig. 7(a) 
IEEE 69-Bus Test System
To investigate the effectiveness of the proposed GMSA on a large scale of RDN, it is applied on the IEEE 69-bus system, which consists of 69 buses and 68 branches as shown in Fig. 9 . This system is operated with 100 MVA base, 12.66 kV rated voltage, and total system load is (1.896MW+j1.347MVAR). All data of lines and loads are given in [17] . The total real power loss for the base case without using capacitors or DGs is found at 224.975 kW with the lowest bus voltage at bus 65 is 0.9092 p.u. In case1, using the capacitors banks alone helps in reducing the system power loss by 35.98% from the base case using the GMSA with quickly convergence rate better than MSA, FPA and SCA, whereas the GA has the second best final solution after GMSA with more convergence rate as depicted in Fig. 10(b) . Furthermore, the lowest bus voltage is increased from 0.9092 PU to 0.9331 p.u as seen in Fig.  10 (a) which indicates the difference between the system voltages profile before and after compensation with the capacitors banks using the same algorithms under the same conditions. All simulation results obtained with the proposed hybrid algorithm and other methods for cases 1-3 are summarized in Table 5 . In case2 of using DGs only, GMSA gave a good performance as it directed to its optimal power loss value very faster than other techniques as shown in Fig.11 (b) . The power loss is decreased to 67.79 kW with increase the minimum bus voltage to 0.9819 p.u as depicted in Fig. 11(a) . The GA and MSA came in the second best solutions for reducing the power loss to acceptable values. But, the FPA and SCA indicated severe variations along the optimization process, which leads to an unstable final solution. In order to evaluate the robustness of the proposed paradigm, a full comparison in terms of best, power loss and minimum voltage is given in Table 6 . [17] GMSA investigated the best performance with case 3. It reduced the power loss to 5.093kW with 97.7% loss reduction compared to 16.72kW with GA, which is considered the second algorithm in reducing the power loss. In contrast, MSA, FPA and SCS still suffer from excessively slow convergence as shown in Fig. 12(b) . Furthermore, the minimum bus voltage increased to a very good value (0.9976 p.u) during this case using the GMSA compared to other methods as depicted in Fig. 12(a) . Table  7 summarizes all simulation results of this case such as optimal capacitors/DGs locations, total active power loss, minimum voltage, maximum voltage and loss reduction. Also, it can be noted from Fig. 13 that the proposed hybrid GMSA provides a significant enhancement of voltage profile with case-3 as compared with cases 1 and 2. Results indicated that the proposed GMSA minimized the objective function, and provided remarkable results compared to other proposed algorithms and those reported in the literature. 
Conclusion
In this article, the exploitation ability of the GMSA has been maintained by using the best moths in the swarm to perform that role in the phases of the transverse orientation and celestial navigation. The tradeoff between the global and local search has been regulated by introducing an adaptive mutation operation of GA on the pathfinders as the largest population group in the swarm. In addition, individuals have been cooperated to produce the light sources for guidance of the transverse orientation phase, which assists the exploration ability in such exploitation phase and enhance the solution diversity. The complexity of reconnaissance phase has been reduced.
GMSA approach and four heuristic search algorithms, GA, MSA, FPA and SCA have been successfully applied to the medium and large-scale electrical distribution systems networks (IEEE 33, 69-bus systems) to solve the problem of capacitors or/and distributed generation (DGs) placement and ratings for minimizing the total real power losses. The proposed GMSA can improve the voltage profile at each bus in these systems. GMSA method presented a desirable and superior performance with stable convergence against the other techniques. Whereas, the GA and MSA have the second best final solution after GMSA in all test cases. On the other hand, FPA and SCA techniques indicated severe changes along the search process, which leads to an unstable final solution. Results stated that the proposed GMSA minimized the objective function, and provided remarkable results compared to other proposed algorithms and those reported in the literature. Hence, the applications of the proposed GMSA method can be considered as the most recent optimization algorithms for the network reconfiguration and deal with the protection coordination system in presence of capacitors banks and distributed generation during grid faults are the future scope of this work.
Nomenclature
P k
Real power flow from bus k Q k
Reactive power flow from bus k P Lk
Real power load connected at bus k
Q Lk
Reactive power load connected at bus k P L(k+
1)
Real power load connected at bus k+1
Q L(k+ 1)
Reactive power load connected at bus k+1
R k
Resistance connected between buses k and k+1
X k
Reactance connected between buses k and k+1 V k
Voltage at bus k V k+1
Voltage at bus k+1 P sys Network active power P DG Reactive power demand
