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Abstract
In particle physics motivated models of the early universe, non-linear preheating dy-
namics of scalar fields can give rise to rich phenomenology. An example phenomenon
is e.g. the formation of oscillons: quasi-stable, localised, and non-linear scalar field
configurations. In the first of three main parts of this thesis we study the gravita-
tional wave (GW) production of asymmetric (ellipsoidal) oscillons in an expanding
universe. Based on model-independent, simplifying assumptions on the properties
of oscillons, we derive an analytical expression for the anisotropic stress tensor. The
latter is subsequently used to numerically compute the stochastic GW background
of different “oscillon cosmologies”. In particular, we investigate and discuss how dif-
ferent properties of an oscillon cosmology, such as the background expansion or the
size, and amplitude of oscillons, manifest themselves in the stochastic background
of GWs.
The second and third part of this thesis are devoted to lattice studies in which
the non-linear scalar field dynamics, as well as the associated production of GWs is
explored in different models. In the second part we consider different realisations
of a supersymmetric model of hilltop inflation in which an additional scalar field χ
couples to the inflaton. We find that during preheating χ can get resonantly ampli-
fied due to a non-standard parametric resonance that is driven by the dynamics of
inhomogeneous inflaton fluctuations. Moreover, we show that qualitative differences
in the dynamics of the fields are manifested in the resulting GW background.
In the third part we consider the non-linear dynamics of Ka¨hler moduli in two
scenarios of moduli stabilisation in type IIB string theory. More explicitly we study
the dynamics of the overall volume modulus in the Kachru-Kallosh-Linde-Trivedi
(KKLT) scenario, as well as the dynamics of a single blow-up modulus in the Large
Volume Scenario (LVS). More specifically, we consider the dynamics of preheating
of moduli that get displaced from their post-inflationary minimum through the “vac-
uum misalignment”mechanism. In both models we show that preheating can be very
efficient and lead to the non-linear fragmentation of the moduli and, ultimately, to
the formation of oscillons. Interestingly, we find that the dynamics are qualitatively
different in the KKLT scenario compared to the dynamics of the blow-up modulus
in the LVS. The corresponding differences are also imprinted in the resulting GW
background.
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Introduction
Chapter 1
Introduction
Currently, the most popular and successful framework for describing the evolution
of our universe is built upon two main pillars. The first is the Standard Model
(SM) of Particle Physics. It provides a quantum field theoretical description of
the microscopic interactions among the known elementary particles. In particular,
it accounts for describing the physics associated with three out of the four known
fundamental forces of nature: the electromagnetic, the weak, and the strong force.
The SM is complemented by Einstein’s theory of General Relativity (GR). It provides
a field theoretical description of gravity at a classical level and constitutes the second
pillar of modern cosmology.
Together these theories provide a fairly good and reasonable description of how
the universe evolved to its present state, at least since the formation of light nuclei.
The latter is well captured by the theory of Big Bang Nucleosynthesis (BBN) which,
based on the SM particle interactions, correctly predicts the abundances of the
lightest elements1.
The leading model for describing the universe’s evolution on large cosmological
scales is currently the ΛCDM model. Its simplest version, which is based on only
six independent parameters, is in remarkable agreement with cosmological observa-
tions [5, 59]. Moreover, in line with the predictions of an early period of single-field
slow-roll inflation, recent observational constraints on the primordial seeds of struc-
ture are found to be consistent with Gaussian distributed, adiabatic fluctuations
characterised by a nearly scale-invariant, slightly red-tilted spectrum.
Ironically, the same cosmological observations that confirm the validity of the
model also imply that most of our universe’s present energy and matter content is
subject to unknown physics. It is clear, however, that some essential building blocks
are missing in the SM. Apart from the fact that none of the SM particles has the
right properties to be identified as Dark Matter (DM), if the latter is made up of
elementary particles, it also lacks any explanation of how neutrinos acquire their
mass.
In principle, there are different approaches to how the SM could be extended
in order to address the above mentioned issues. A possible solution would be to
simply add the missing building blocks “by hand”. Alternatively, one may consider
1Up to a discrepancy in the abundance of Lithium.
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an embedding of the SM into a more fundamental (and possibly more predictive)
theory of particle physics e.g. within the framework of Supersymmetry (SUSY) or
string theory. Both approaches are legitimate, though the latter is certainly the
more elegant one and may, moreover, bring additional benefits depending on how a
model is constructed. Some of the additional scalar fields that are naturally present
in supersymmetric extensions of the SM could, for example, be associated with
a particle physics phase transition. Possible examples would be the spontaneous
breaking of a more fundamental gauge group of some Grand Unified Theory (GUT),
or the breaking of a family symmetry. The latter could offer a natural explanation
for the hierarchical structure of the Yukawa couplings in the SM. String theory, in
turn, could allow to successfully describe gravity within the framework of a quantum
theory (see e.g. [6]). Moreover, a link between the inflationary sector and the SM
can naturally be established if one of the scalar fields present in the theory exhibits
the right properties to successfully drive an early period of cosmic inflation. At least
in models of slow-roll inflation, such a connection is crucial in order to provide a
decay channel through which the energy stored in inflationary degrees of freedom
can ultimately be transferred to a thermal bath of relativistic SM particles.
The epoch during which the universe evolves towards thermal equilibrium is re-
ferred to as reheating. The latter strongly depends on the details of the underlying
theory. So far, we have no experimental guidance whatsoever of how this process
happened in detail. What we do know, however, is that it must be certainly ter-
minated before the onset of BBN, in order to guarantee its success. Additional
model-dependent bounds arise from requiring that the cosmological evolution is all
in all consistent i.e. that the DM abundance and the production of the baryon asym-
metry are in agreement with observational bounds, and that BBN can be completed
successfully.
In order to reliably test a theory against cosmological inconsistencies, it is essen-
tial to study the epoch of reheating in detail. The dynamics during this regime can,
indeed, be very diverse. Immediately after inflation, for example, the universe may
undergo a non-perturbative stage, referred to as preheating. As the inflaton starts
oscillating around the minimum of its potential after inflation, its coherent nature
can lead to the resonant amplification of inflaton perturbations and perturbations
of other fields that couple to it. In certain cases, the growth of perturbations can be
so efficient that the inflaton quickly decays into inhomogeneous fluctuations and the
dynamics become non-linear. Depending on the model, this can for example lead to
the development of long-lived, non-linear structures such as oscillons [7–14].
In string inspired models of inflation, similar effects may not only occur during
preheating after inflation, but potentially also at later stages. String moduli with
masses below the Hubble scale after inflation, can get displaced from their post-
inflationary minimum and become dynamical at later times [15–17]. In such a case,
the universe would undergo a repeated period of (p)reheating [18].
The details of preheating, can be very sensitive to the parameters that charac-
terise a specific model realisation. Already slight changes in certain model parame-
ters can, in principle, lead to qualitatively different cosmological evolutions and thus
to different predictions for quantities that are sensitive to the reheating dynamics.
With the first direct observation of Graviational Waves (GW) announced in
4February 2016 [19], we have entered a new era of observational cosmology. A possi-
ble and fascinating effect that is associated with a stage of preheating is, indeed, the
production of a stochastic background of GWs. Being directly related to the cosmo-
logical dynamics, the latter could contain precious information about the underlying
theory. The observation of such a cosmological GW background could therefore offer
an invaluable insight into the physics of the very early universe and allow to explore
new physics at energy scales beyond the reach of particle accelerators.
The aim of this thesis is to investigate the non-linear scalar field dynamics during
preheating in different realisations of hilltop inflation, as well as in two string inspired
scenarios of post-inflationary modular cosmology. Motivated by the fact that a
generic feature of the models studied in this thesis turns out to be the natural
formation of oscillons, we explore the production of GWs related to their dynamics
in a model-independent way.
This thesis is organised as follows: In chapter 2 we briefly review the standard
model of cosmology. In chapter 3 we introduce the inflationary paradigm and explain
the mechanism for generating the primordial seeds of structure through inflationary
quantum fluctuations. Finally, at the end of the chapter, we explicitly discuss the
inflationary dynamics for two example models and calculate the inflationary observ-
ables. We then turn to chapter 4 where we review the post-inflationary physics
of reheating. Particular focus is thereby devoted to the non-perturbative stage of
preheating and the associated consequences.
The main part of this thesis is presented in parts III - V. In chapter 5 we in-
vestigate the production of GWs from asymmetric oscillons. On the basis of sim-
plifying and model-independent assumptions we derive an analytic expression for
the anisotropic stress sourced by asymmetric oscillons in section 5.2. This result is
further used in section 5.3 to study how the characterising properties of an oscillon
cosmology are manifested in the stochastic background of GWs.
In chapter 6 we study different aspects of preheating after hilltop inflation in
scenarios in which the inflaton is coupled to an additional matter field χ. We begin
by briefly motivating the model from a particle physics point of view in section 6.1.
The preheating dynamics are then discussed in section 6.2. On the basis of two-
dimensional lattice simulations we demonstrate and argue that fluctuations of χ
can get resonantly produced via a non-standard parametric resonance which can
be triggered well after the inflaton has decayed into inhomogeneous fluctuations.
Furthermore, we present results of simulations carried out in 3 + 1 dimensions. The
latter are on one hand found to be in good agreement with our two-dimensional re-
sults and on the other hand confirm the results of Ref. [20] that were based on lattice
simulations in 2 + 1 dimensions. Finally, in section 6.3 we discuss the production of
GWs during preheating after hilltop inflation. We thereby compare different results
originating from lattice simulations of different model realisations.
In chapter 7 we explore the dynamics of moduli preheating in two scenarios
of moduli stabilisation in type IIB string theory. More explicitly, we investigate
the dynamics of a Ka¨hler modulus in the Kachru-Kallosh-Linde-Trivedi (KKLT)
scenario [21], as well as that of a single, displaced blow-up modulus in the Large
Volume Scenario (LVS) [22, 23]. Through a numerical lattice study we find that
in both scenarios the dynamics become non-linear and, in particular, that oscillons
Chapter 1. Introduction 5
naturally form. The corresponding results are discussed in sections 7.1 for the KKLT
scenario and in section 7.2 for the blow-up modulus in the LVS, respectively. Inter-
estingly, we find that the underlying mechanisms that lead to growth of fluctuations
are qualitatively different in both scenarios. These differences are also manifested
in the stochastic background of GWs as discussed in section 7.3.
Part II
Theoretical framework
Chapter 2
A brief introduction into the
foundations of cosmology
In this chapter we give a short overview of the fundamentals of modern cosmology
and briefly discuss its current status. For a more detailed introduction to cosmology
see e.g. Refs. [24, 25]. In section 2.1 we introduce Einstein’s theory of General
Relativity as the basic framework and point out the fundamental assumptions on
which the standard model of cosmology is based. In section 2.2 we give a brief
outline how parameter constraints are extracted from cosmological observations and
present recent constraints on the baseline ΛCDM model.
2.1 The shape of the universe
The framework for the currently most popular description of our universe is pro-
vided by Einstein’s theory of GR1. Within this beautiful formulation of gravity, the
evolution of spacetime is dictated by the Einstein Field Equations (EFEs)
Rµν − 1
2
gµνR− gµνΛ = Tµν . (2.1)
The Ricci tensor Rµν can be expressed solely as a function of the (symmetric) metric
gµν (and its first and second order partial derivatives) as
Rµν = ∂ρΓ
ρ
µν − ∂νΓρµρ + ΓρσρΓσµν − ΓρσνΓσρµ , (2.2)
where
Γµνρ =
1
2
gµα(∂ρgαν + ∂νgαρ − ∂αgνρ) , (2.3)
are the Christoffel symbols. The quantity R, which is sometimes referred to as the
scalar curvature, is defined as the trace of the Ricci tensor
R ≡ gµνRµν . (2.4)
On the right-hand side of the EFEs (2.1) we have the stress–energy tensor Tµν .
Within the context of cosmology it essentially comprises the properties of the matter
1See e.g. [26] for an introduction or [27] for a nice reference book.
8the universe is “filled” with. The scalar Λ appearing on the left-hand side of eq. (2.1)
is referred to as the cosmological constant. Its physical interpretation is that of a
constant contribution to the vacuum energy density and it may therefore be absorbed
into the stress-energy tensor.
Eq. (2.1) represents a system of ten non-linear partial differential equations that
describe the dynamics of the components of the metric tensor. Unfortunately, it
is often not possible to find solutions without the use of numerical techniques2. In
certain cases, however, the complexity of the problem may be reduced so that an
exact solution to the EFEs can be obtained [29]. These solutions are generally
based on simplifying assumptions that are typically related to the symmetries of
the physical problem. As will be discussed shortly, a striking example for such a
physical situation is the large scale behavior of the observable universe.
Beside the general framework that is provided by GR, the ΛCDM model relies
on the Cosmological Principle, i.e. on the assumption that the universe is spatially
homogeneous and isotropic on average. There are various empirical observations that
confirm isotropy on scales ∼ 100h−1 Mpc. Examples of such observations are, for
instance, the distribution of galaxies [30–33], the diffuse X-ray background [34, 35]
or the distribution of supernovae [36, 37]. Nevertheless, the clearest evidence is
provided by the nearly isotropic temperature of the cosmic microwave background
(CMB) [38]. Spatial homogeneity, on the other hand, follows immediately from
isotropy, if the Copernican Principle3 is assumed. It should be noted that direct
observational tests of homogeneity are, unfortunately, not feasible. However, one
may search for violations of homogeneity (or rather of the Copernican Principle)
which would, in turn, disprove this assumption (see e.g. Ref. [39]).
The Cosmological Principle, once adopted, imposes strong constraints on the
geometry of spacetime, i.e. on the mathematical form of the metric gµν . Indeed, it
can be shown4 that for any homogeneous and isotropic space there always exists a
coordinate system xµ = (t, r, θ, ϕ) in which the line element takes the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) form
ds2 ≡ gµν(xα)dxµdxν
= −dt2 + a2(t)
[
dr2
1−K r2 + r
2
(
dθ2 + sin2 θdϕ2
)]
. (2.5)
The time-dependent function a(t) is referred to as the scale factor. It is dimensionless
and describes the expansion (or contraction) of the universe. The constant parameter
K describes the curvature of space. In order to be consistent with the Cosmological
Principle, the only values that K can take on are K = 0 or ±1. They correspond to
a flat euclidean space (K = 0), a spherical space (K = +1), or a hyperbolic space
(K = −1), respectively. The spatial coordinates (r, θ and ϕ) used in eq. (2.5) are
spherical comoving coordinates. This essentially means that the relative distance
between points on a coordinate grid remains constant, while their physical distance
increases (or decreases) proportional to a(t) as the universe expands (or contracts).
2For a review on numerical relativity see e.g [28].
3In essence, the statement that we are not located at any privileged position in the universe.
4For a proof see e.g. section 13.5 in [40].
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The matter content of the universe is typically modeled by perfect fluids, i.e. by
fluids that are spatially isotropic in their rest frame. The stress-energy tensor of a
perfect fluid can be expressed as
Tµν = (ρ+ p)uµuν + p gµν , (2.6)
where ρ is the fluid energy density and p is the fluid pressure, both measured in
the rest frame of the fluid. The vector uµ denotes the four-velocity of the fluid. In
the rest frame, where uµ = (1, 0, 0, 0) and with one index raised, the stress-energy
tensor reduces to the diagonal form
T µν =

−ρ 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p
 . (2.7)
What now remains to be specified is the relationship between the energy density
and the pressure. The latter determines the properties of the fluid and is expressed
in form of an Equation Of State (EOS): p = p(ρ). For the cosmologically relevant
fluids, the EOS is usually assumed to be of the form
p = wρ . (2.8)
The characteristics of the fluid are therefore exclusively determined by the propor-
tionality factor w, which in general may be time-dependent and is referred to as the
Equation Of State parameter (EOSp).
In cosmology we distinguishes between three main types of fluids: non-relativistic
matter, relativistic matter and vacuum energy. All of these fluids can be modeled
by a constant EOSp with corresponding values presented below:
w =

0 pressureless dust (non-relativistic matter)
1/3 radiation (relativistic matter)
−1 cosmological constant (vacuum energy)
(2.9)
In general, one may have different types of matter contributing to the total energy
density. For the case that different fluids do not interact with each other, as often
assumed, one can write the total energy density and the total pressure as
ρ =
∑
i
ρi, p =
∑
i
pi , with pi = wiρi , (2.10)
where the index i runs over the different matter species.
Once the stress-energy tensor Tµν is specified, the time evolution of the scale
factor for a homogeneous and isotropic universe is obtained by solving the EFEs.
Essentially, two independent equations, also known as the Friedmann equations, can
be deduced from eq. (2.1). The first can be obtained from the 00-component of the
EFEs and reads
H2 ≡
(
a˙
a
)2
=
∑
i ρi
3m2Pl
− K
a2
. (2.11)
10
The quantity H ≡ a˙/a, which is known as the Hubble parameter, describes the
expansion rate of the universe. Since the scale factor is dimensionless, H−1 has
units of time. The remaining, non-vanishing components (i.e. the ii-components)
of (2.1) give
a¨
a
+
1
2
(
a˙
a
)2
= −
∑
i pi
2m2Pl
− K
2 a2
. (2.12)
Notice that in eqs. (2.11) and (2.12) we have absorbed the cosmological constant Λ
into the definition of the energy momentum tensor by defining
ρΛ = m
2
Pl Λ , and pΛ = −m2Pl Λ . (2.13)
Other equations such as the continuity equation5
ρ˙ = −3H(ρ+ p) , (2.14)
or the acceleration equation (cf. eq. (1.66) in [24] for example) may be derived from
eqs. (2.11) and (2.12) and are therefore not independent.
Assuming K = +1, the Friedmann equations (2.11) and (2.12) were first derived
by A. Friedmann in 1922 for a universe filled with pressureless dust and a cosmo-
logical constant [41]. Two years later, in 1924, he extended this study to include
the case of a hyperbolic space (K = −1) [42]. The Friedmann equations have been
studied independently by G. Lemaˆıtre in 1928 [43]. Explicitly, he considered the
effect of a radiation component contributing to the total energy density [43]. In the
1930s, H.P. Robertson [44–46] and A.G. Walker [47] independently showed that the
most general line element complying with the Cosmological Principle has the form
of (2.5).
A quantity which is often used to measure the energy density in units of the
Hubble parameter H is the density parameter Ωtot. It is defined as
Ωtot ≡
∑
i ρi
ρc
≡
∑
i
Ωi , (2.15)
where the index i runs over the different matter species (here including the cosmo-
logical constant). The critical density ρc introduced in eq. (2.15) is defined as
ρc ≡ 3m2Pl H2 , (2.16)
and represents the total energy density that is required for the universe to be spatially
flat (K = 0). An alternative expression which is sometimes used to specify the
present day value of the energy density for a given species is
Ωih
2 , (2.17)
where h is dimensionless and referred to as the reduced Hubble parameter. It is
defined in terms of the present day value of the Hubble parameter H0 as
h ≡ H0/(100 km s−1 Mpc−1) . (2.18)
5Which follows from the conservation of energy and momentum ∂µT
µν = 0.
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It is not difficult to see from eq. (2.15) that the density parameter provides a
measure for the spatial curvature of the universe. In fact, if Ωtot = 1 the universe
is spatially flat, while Ωtot > 1 and Ωtot < 1 imply a positive or negative curvature,
respectively.
Henceforth, we restrict ourselves to a flat euclidean universe and assume K = 0.
We shall justify this assumption shortly in section 2.2. From eq. (2.14) together
with (2.10) we can find an exact solution for the evolution of the energy density as
a function of the scale factor a which reads
ρ(a) =
∑
i
ρi,i
(ai
a
)3(1+wi)
, (2.19)
where ρi,i > 0 is the initial energy density of the species “i” and ai > 0 is the initial
value of the scale factor. Eq. (2.19) tells us, that the energy density is diluted or
redshifted, as the universe expands. We shall often use this term throughout this
thesis to refer to a wavelength (or frequency) shift that is caused by the expansion
of the universe. Formally, the redshift z experienced by the universe between some
time tpast in the past and today is given by (see e.g. [24, p. 58])
a0
apast
= 1 + z . (2.20)
Here a0 refers the present value of the scale factor (conventionally normalised to
a(t0) = a0 = 1) and apast is the value at t = tpast ≤ t0.
The continuity equation (2.14) can be used to obtain the evolution of the scale
factor as a function of cosmic time t from eq. (2.11) which gives
a(t) =

ai
[
1 + 3
2
Hi (t− ti)
]3/2
matter dominated (w = 0)
ai [1 + 2Hi (t− ti)]1/2 radiation dominated (w = 1/3)
ai e
Hi (t−ti) Λ dominated (w = −1)
(2.21)
where ti is the initial time, ai ≡ a(ti) is the initial value of the scale factor, and
Hi ≡ H(ti) =
√
ρ(ti)/(3m2Pl) denotes the initial Hubble parameter.
In certain cases, it may be more convenient to use a different time coordinate.
Throughout this thesis, we will sometimes work in terms of conformal time η which
is defined as
η(t) ≡
∫ t
ti
dt′
a(t′)
. (2.22)
Finally, before closing this section, let us introduce the notion of the Hubble
horizon. The latter is defined as the inverse Hubble parameter H−1(t) and represents
a characteristic distance in an expanding universe. More precisely, it corresponds
to the distance above which objects recede at a speed larger than the speed of light
at time t. Within this thesis we will sometimes use the terms sub-horizon and
super-horizon to refer to length scales λ < H−1 and λ > H−1, respectively.
We have now discussed the basic framework on which the ΛCDM model is built
and are ready to proceed with the, currently, most successful model of cosmology.
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2.2 The ΛCDM model at a glance
Within the context of the ΛCDM model, the background dynamics are described by
a FLRW universe, i.e. a homogeneous and isotropic cosmology with matter content
given by some composition of perfect fluids. As discussed in the previous section, the
fraction of energy that is attributable to a specific type of matter can, for instance,
be expressed in terms of the density parameters Ωi.
The universe is, of course, not perfectly homogeneous. In fact, it is commonly
believed that tiny fluctuations of the energy density have been generated during
the universe’s very early stages, giving rise to the small CMB anisotropies and
ultimately to the formation of the Large Scale Structure (LSS). Provided that these
primordial fluctuations are Gaussian, their statistical properties are fully described
by their power spectrum. In addition to the parameters that are required to describe
the background cosmology, further parameters must be introduced to describe the
spectrum of primordial fluctuations.
In order to test the viability of a given model and in particular to estimate the
ranges of possible parameter values which are most consistent with observations,
one has to calculate the cosmological evolution of the model and compare the out-
come with observational data. This procedure may essentially be subdivided into
two main tasks: (i) The exploration of the parameter space and (ii) the compu-
tation of the cosmological evolution for a given set of parameters. The former is
typically mastered using Monte Carlo methods. Example codes that are publicly
available are, for example, CosmoMC [48,49] and MontePython [50,51]. These
codes are complemented by so-called “Boltzmann codes” such as CAMB [52,53] or
CLASS [54], that account for simulating the cosmological evolution (including the
evolution of perturbations) and computing CMB and LSS observables. For the cal-
culation of the CMB observables, the evolution of the fluctuations is tracked using
linear perturbation theory, i.e. by solving a perturbed version of the EFEs. The
formation of structure, however, exhibits a highly non-linear behavior. Therefore,
more sophisticated methods comprising semi-analytical techniques, and ultimately a
combination of non-linear perturbation theory and Newtonian N -body simulations
are required6.
The most popular version of the ΛCDM model, sometimes referred to as the
“base ΛCDM”, assumes a flat FLRW cosmology and has only six free parameters.
The name “ΛCDM” essentially refers to the components of the energy density that,
according to the model, dominate the universe today and whose precise origins are
as yet unknown: a cosmological constant Λ which today makes up roughly 70%
of the energy budget of the universe, and cold dark matter (CDM) accounting for
about 25%. The remaining ∼ 5% mostly consist of cold visible matter, i.e. baryons,
and a tiny fraction of radiation.
Recent parameter constraints for the base ΛCDM model are presented in ta-
ble 2.1. The six parameters above the horizontal line represent a possible set of
6For pedagogical introductions to cosmological perturbation theory see e.g. [55,56]. For a review
on non-linear perturbation theory see [57], or Ref. [58] for a comparison of different approaches.
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Parameter TT+lowP+lensing+ext
Ωb h
2 0.02227± 0.00020
ΩCDM h
2 0.1184± 0.0012
100θMC 1.04106± 0.00041
τ 0.067± 0.013
ln(1010As) 3.064± 0.024
ns 0.9681± 0.0044
H0 67.90± 0.55
ΩΛ 0.6935± 0.0072
Ωm 0.3065± 0.0072
Table 2.1: Parameter constraints for the base ΛCDM model from the Planck
2015 analysis (cf. table 4 in [5]). The parameters above the horizontal line com-
prise a set of six independent parameters that were fitted to the data and their
value correspond to the 68% confidence limits. The analysis includes the Planck
measurements of the CMB temperature, polarization, and lensing as well as other
external (“ext”) data. For more details we refer to the original paper where these
results have been published [5].
independent parameters that have actually been fitted to observational data7 [5].
The datasets that were used include for instance the Planck 2015 CMB tempera-
ture and polarization data, data from Baryon Acoustic Oscillations (BAO) as well
as other datasets (for more details cf. [5]). A selection of derived parameters are
listed below the horizontal line. The parameters Ωb h
2 and ΩCDM h
2 correspond to
the present day baryon and CDM density, respectively. The parameter θMC denotes
the angular size of the sound horizon at the surface of last-scattering (or essentially
an approximation of it [5]). Notice that the first three parameters in table 2.1 are
sufficient to uniquely determine the background dynamics, since Ωtot = 1 is assumed.
The parameters H0, ΩΛ and Ωm are derived parameters and denote the present Hub-
ble parameter, the density parameter associated with the cosmological constant and
to non-relativistic matter, respectively.
The power spectrum of the primordial curvature perturbations is assumed to be
described by the simple power law
PR(k) = As
(
k
k?
)ns−1
, (2.23)
where As is the amplitude of the fluctuations at a given pivot scale k? [5], while
the spectral index ns parametrises the tilt of the spectrum. The estimated value of
ns (cf. table 2.1) implies that the primordial spectrum is nearly scale invariant, i.e.
that the amplitude of fluctuations is almost the same throughout the whole range
of observed scales.
7At the time of writing this part of the thesis, the Planck 2018 results [59] were not yet released.
We note that no significant deviations were found compared to the parameter estimates present in
table 2.1 [59].
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The parameter τ denotes the optical depth to reionization. During the reioniza-
tion epoch [60], free electrons are released which may subsequently rescatter with
CMB photons. This rescattering has an impact on the CMB anisotropies and es-
sentially leads to an amplitude of fluctuations that is exponentially suppressed with
τ at small scales.
Despite some measurements seem to be in tension with the baseline model8,
various independent probes exist which are in very good agreement. These include,
among others, the CMB temperature, polarization and lensing measurements [5],
measurements of BAO [66–69] as well as data from Type Ia supernovae [70–73]. The
abundances of light nuclei predicted from BBN [74,75] are also in excellent agreement
with the ones observed (apart from a discrepancy in the Lithium abundance) [76,77].
Before closing this section, we shall at least provide a brief overview of the history
of the universe9. A simple way to get a first, though rough, insight into the past
of our universe is to extrapolate its expansion history back in time. According to
the standard cosmological expansion (and without exceeding the scope of validity
of GR10), the primordial universe consisted of a hot and dense bath of thermal
radiation. From this primordial state the universe expanded and gradually cooled.
The theory of BBN, states that the lightest nuclei are formed during the radiation
dominated epoch at temperatures T ∼ 1-2 MeV. As we have seen in section 2.1,
radiation is diluted faster than matter. Consequently the universe gradually becomes
dominated by matter which eventually decouples from the radiation. The photons
emitted at the time of decoupling (∼ 105 years after BBN) get redshifted and are
today observed as the CMB. During the subsequent period of matter domination,
the initially tiny primordial fluctuations ultimately lead to the formation of the LSS.
8The amplitude of the spectrum of fluctuations inferred from CMB measurements, for instance,
is found to be higher than when estimated from weak gravitational lensing [5, 61, 62] as well as
from some analyses of galaxy cluster counts [63–65].
9For a more complete discussion see e.g. section 3 in [24].
10GR is not expected to provide a viable description of gravity for energies close to and above
the Planck scale. So far, however, there is no widely accepted fundamental theory of gravity that
manages to describe the physics under such extreme conditions as they possibly were prevalent at
very early times.
Chapter 3
Cosmological inflation
In this chapter we introduce the inflationary paradigm [78–80]. We begin our dis-
cussion by briefly outlining the physical motivation of inflation. In section 3.2 we
discuss how inflation can be realised with a classical and homogeneous scalar field
which dominates the energy of universe at very early times. We thereby focus on the
simplest class of single-field slow-roll inflation models which comprise the scenarios
studied in the main part of this thesis. In section 3.3 we discuss the formalism which
explains how quantum fluctuations of the inflationary scalar field naturally generate
the seed for the formation of cosmic structure. We further explain how models of
inflation can be constrained by comparing the stochastic properties of the fluctua-
tions predicted by the model to those deduced from CMB measurements. Finally,
in section 3.4 we explicitly discuss some example models. For a more detailed dis-
cussion of inflation and the quantum theory of cosmological perturbations we refer
the reader to [55,81–83,110].
3.1 Motivation: why inflation?
On closer inspection, it turns out that the standard cosmological model suffers from
a couple of considerable shortcomings. Although the ΛCDM model provides a very
good description of how the universe evolves, it does not provide a natural explana-
tion for its origins, at least not without inflation.
In this section we outline the issues related to the standard cosmological scenario.
Further, we explain how they can be resolved all at once by supplementing the model
with an early period of accelerated expansion referred to as inflation.
Monopoles and other unwanted relics
Particle physics motivated models of the early universe often predict the existence of
potentially dangerous relics that could spoil the standard cosmological picture. Mod-
els that are formulated within the context of Supergravity (SUGRA), for example,
predict the existence of elementary particles such as the “gravitino” – the supersym-
metric partner of the “graviton” (see e.g. [84]). Unstable gravitinos produced in the
early universe can ruin the success of BBN if their decay happens after the formation
of the light nuclei [85–87]. Another type of cosmological relics are topological defects
16
which can be produced during symmetry breaking phase transitions [88]. In fact,
one of the motivations for inflation was related to the relic abundances of magnetic
monopoles predicted by GUTs [89,90]. Typically, the latter are too high to be com-
patible with observational bounds [91,92]. Moreover, dynamical and relatively light
scalar fields that are generically present in scenarios SUSY breaking, as well as in
string theory, can also give rise to cosmological problems [15–17,93]. In scenarios of
string compactification, for example, these so-called moduli fields basically describe
the properties of compactified extra dimensions. Similarly to the gravitino they can
spoil the successful completion of BBN [94–96], unless they decay sufficiently before
its onset.
Horizon problem
In the absence of an inflationary period, the ΛCDM model does not provide a sat-
isfactory and natural explanation for the smoothness of the CMB. The latter is
observed across the entire sky suggesting that the universe has reached a state of
thermal equilibrium by the time of decoupling i.e. when the CMB photons were
emitted. At that time, however, the universe seemingly consisted of several causally
disconnected regions. According to the standard cosmological expansion, these re-
gions have never been in causal contact before, thus rendering it impossible to com-
plete the process of thermalisation. A possible, though unsatisfactory explanation
for the smoothness of the CMB would be that these causally disconnected patches
somehow, inexplicably, shared the same initial conditions. This fine-tuning problem
is known as the horizon problem [81].
Flatness problem
Another prominent fine-tuning issue is the so-called flatness problem. In section 2.2
we pointed out that the derivation of the cosmological parameters for the baseline
ΛCDM model was performed under the assumption that the universe is perfectly flat.
If this assumption is relaxed and Ωtot is treated as a free parameter, the resulting
constraints are still consistent with unity. However, a small deviation from flatness
|Ωtot − 1| . O(10−2) cannot fully be excluded (cf. table 5 in [5]). Even such a
tiny “beauty flaw” implies that for a matter or radiation dominated universe, the
initial energy density must have been many orders of magnitude closer to the critical
density than we observe today [83].
Inflationary solution
An early period of inflation that precedes the standard cosmological regime has the
potential to resolve all these issues at once [78]. We note, however, that the problem
regarding the production of unwanted relics is effectively model-dependent. In fact,
in order to resolve this problem, inflation is required to take place after or, at the
earliest, during the relic production mechanism. If this is not the case, a sufficient
dilution of the relic density is not guaranteed.
The horizon problem, on the other hand, can smoothly be resolved, provided that
inflation lasts long enough [78, 81]. Inflation simply bypasses the horizon problem
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by allowing regions that were causally disconnected in the past, say at decoupling,
to have been causally connected at very early times1. The observable universe could
therefore easily have reached a state of thermal equilibrium already during inflation
(or even before).
Due to the quasi exponential expansion experienced by the universe during in-
flation, the energy density is naturally driven close to the critical density. This can
be easily understood as follows: the deviation from a perfectly flat universe can be
expressed in terms of the density parameter as |Ωtot− 1| = (aH)−2. Since the Hub-
ble parameter is approximately constant during inflation and consequently a ∼ eHt,
(aH)−2 is quickly driven towards zero.
The most remarkable aspect of the inflationary paradigm is that, once adopted,
it provides a natural mechanism for producing the small inhomogeneities which ul-
timately led to the formation of structures in the universe. Therefore, inflation
constitutes an ideal supplement to the standard cosmological picture and has nowa-
days become an integral part of modern cosmology.
3.2 Realising inflation with a single, slowly rolling
scalar field
As mentioned earlier in this chapter, inflation is defined as a an early period of
accelerated expansion. As can easily be shown from the Friedmann equations (2.11)
and (2.12), requiring a¨ > 0 implies
p < −ρ
3
⇔ w < −1
3
. (3.1)
This condition is automatically fulfilled if the universe is dominated by a cosmologi-
cal constant. A cosmological constant is, however, rather unsuitable, since inflation
would basically last forever. In fact, it is necessary to have a scenario in which
inflation happens as an intermediate stage which ends dynamically.
The simplest way to realise inflation is through the dynamics of a single scalar
field, henceforth referred to as the inflaton. Within this thesis we shall restrict
ourselves to the simplest scenarios belonging to the class of so-called single-field
slow-roll (SFSR) inflation models. The latter turn out to be very promising from
the observational point of view [97].
If the universe is dominated by the potential energy of the inflaton, the con-
dition 3.1 is fulfilled and the universe inflates. Eventually, the inflaton’s potential
energy is slowly converted into kinetic energy, the inflaton accelerates and inflation
ends. Notice that after inflation, the energy density remains initially dominated by
the inflaton. The subsequent process during which the energy carried by the inflaton
is converted into a thermal bath of relativistic particles is called reheating and will
be discussed in the next chapter.
1For an illustrative explanation see e.g. figure 7 in [83].
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Let us now concentrate on the dynamics of single field models of inflation with
minimal coupling to gravity in a flat FLRW universe
ds2 = gµνdx
µdxν = −dt2 + a2(t)δijdxidxj . (3.2)
The dynamics of such a system are governed by the action
S =
∫
d4x
√−g
(
m2Pl R
2
+ Lφ
)
, (3.3)
where g ≡ det(gµν). The Lagrangian Lφ of the canonically normalised inflaton φ
with scalar potential V (φ) is
Lφ = −1
2
∂µφ ∂
µφ− V (φ) . (3.4)
The relevant equations of motion can be derived from the principle of least action.
By varying the action (3.3) with respect to gµν one obtains the EFEs with the
energy-momentum tensor Tµν that is given by the field-dependent part of the action
(see e.g. [55, p. 221])
Tµν = − 2√−g
δ(
√−gLφ)
δgµν
= −gµν
(
1
2
∂αφ∂αφ+ V (φ)
)
+ ∂µφ∂νφ . (3.5)
The inflaton is practically homogeneous during inflation and we may neglect the
spatial derivatives in (3.5). Assuming φ(t,x) = φ(t), the only non-vanishing com-
ponents of T µν = g
µαTαν are the ones on the diagonal
−T 00 =
1
2
φ˙2 + V (φ) ≡ ρφ , (3.6)
T ii =
1
2
φ˙2 − V (φ) ≡ pφ , (3.7)
where we have identified the respective components with the inflaton’s energy density
ρφ and its pressure pφ in accordance with eq. (2.7). Hence, for a universe that is
dominated by a homogeneous scalar field, the evolution of the scale factor is dictated
by the Friedmann equation (2.11)
H2 =
ρφ
3m2Pl
=
1
3m2Pl
[
1
2
φ˙2 + V (φ)
]
. (3.8)
The equation of motion for the inflaton itself can be obtained by varying the action
with respect to φ
δ(
√−gLφ)
δφ
=
1√−g ∂µ(
√−g∂µφ) + ∂V
∂φ
= 0 . (3.9)
For a homogeneous inflaton we can again neglect the spatial derivatives and the field
equation of motion reduces to
φ¨+ 3Hφ˙+
∂V
∂φ
= 0 . (3.10)
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Notice that eqs. (3.8) and (3.10) are sufficient to uniquely describe the dynamics
during inflation. Furthermore, one can see that the expansion of the universe effec-
tively induces a damping (or friction) term (∝ H) in the equation of motion of the
field. Within this thesis we will sometimes use the term“Hubble friction” or “Hubble
damping” to refer to the damping effect that is caused by the expansion.
It is not difficult to see from eqs. (3.6) and (3.7) that the condition (3.1) is indeed
fulfilled, provided that the energy density is dominated by the potential energy of
the inflaton. In fact, if φ˙2/2 V (φ) we have
pφ
ρφ
=
1
2
φ˙2 − V (φ)
1
2
φ˙2 + V (φ)
' −1 , (3.11)
which is (approximately) the EOS of a cosmological constant. Consequently, the
universe experiences quasi-exponential expansion at a rate H ∼ V 1/2. This means
that within a Hubble time ∆t = H−1, the universe expands by a factor ∆a = eH∆t =
e during inflation. It is therefore convenient to quantify the amount of inflationary
expansion in terms of powers of e, or in other words, in terms of “e-folds”. Formally,
the number of e-folds of expansion between a time ti and a time tf is defined as
N ≡ ln
[
a(tf)
a(ti)
]
. (3.12)
As already mentioned, inflation has to last for a certain period of time, or equiva-
lently, the universe has to expand by a certain factor in order to solve the flatness and
horizon problems. In terms of e-folds, the minimum amount of expansion required
to solve these issues is N ∼ 60 [83].
3.2.1 Slow-roll approximation
As we have seen above, inflation occurs as long as the potential energy dominates
over the kinetic energy
φ˙2/2 V (φ) . (3.13)
We may go one step further and assume that
|φ¨|  3H|φ˙| ,
∣∣∣∣∂V∂φ
∣∣∣∣ . (3.14)
Requiring the second condition (3.14) basically means that |φ˙| does not grow sig-
nificantly on time scales of the order of H−1 [55], thus ensuring that (3.13) is not
immediately violated.
The two conditions above can be formulated in terms of the Friedmann equa-
tion (3.8) and the field equation of motion (3.10) as follows [55]
3H2 ' V (φ) ⇔ |H˙|
H2
 1 (3.15)
and
φ˙ ' − 1
3H
∂V
∂φ
. (3.16)
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Eqs. (3.15) and (3.16) are referred to as the (first order) slow-roll approximation [98,
99].
The slow-roll approximation effectively implies that the scalar potential V (φ)
must be sufficiently flat in order to allow for an inflationary period. Thus, one may
reformulate the slow-roll approximation in terms of a set of dimensionless parameters
which are exclusively defined in terms of the inflaton potential and its derivatives.
From eqs. (3.15) and (3.16), for example, one can define the following quantity [98,99]
εV ≡ m
2
Pl
2
1
V 2
(
∂V
∂φ
)2
. (3.17)
Another parameter that follows from the slow-roll approximation is2 [98,99]
ηV ≡ m
2
Pl
V
∂2V
∂φ2
. (3.18)
The parameters εV and ηV are called slow-roll parameters. They are essentially a
measure for the flatness of the scalar potential and are therefore sometimes referred
to as flatness or potential slow-roll parameters [55, 98]. In terms of εV and ηV , the
necessary conditions for inflation to occur can be formulated as
εV  1 , and |ηV |  1 . (3.19)
In principle, an infinite series of hierarchal parameters can be defined in similar
way than εV and ηV . This allows, for instance, to express the right-hand side of
eq. (3.8) solely as a function of the inflaton φ [99]. For the purpose of this thesis,
however, the first-order slow-roll parameters εV and ηV will be perfectly adequate.
We note that the conditions (3.19) are necessary but not sufficient for eqs. (3.15)
and (3.16) to be satisfied [99]. In order to uniquely determine the field trajectory, one
has to specify an initial field value and an initial field velocity. If φ˙ is initially large, it
could violate eq. (3.16) while not being in conflict with the slow-roll conditions (3.19).
On the other hand, if the initial field value lies in a sufficiently flat region and the
initial field velocity is not too large, the field trajectory will tend to quickly approach
the so-called attractor solution described by (3.16) [55].
From the slow-roll conditions (3.19) we can define the end of inflation as the
moment at which either εV or ηV becomes of order unity
3. Depending on which of
the two conditions is violated first, we can calculate the inflaton field value at the
end of inflation φend by solving either for
εV (φend) = 1 or ηV (φend) = 1 . (3.20)
At this point it is worth mentioning that the slow-roll approximation can be used
to determine the number of e-folds of inflation between a time tinf during inflation
2In addition to (3.15) and (3.16), the derivation of ηV assumes that eq. (3.16) holds after
differentiating it with respect to time.
3The violation of the slow-roll conditions does, strictly speaking, not necessarily coincide with
the end of inflation but rather indicates the breakdown of the slow-roll approximation. In fact, the
universe may still inflate for N . O(1) e-fold.
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and the end of inflation tend. We can rewrite our previous definition of N (cf.
eq. (3.12)) as follows
N(φ?) ≡ N? = ln a(tend)
a(t?)
=
∫ tend
t?
dtH =
∫ φend
φ?
dφ
H
φ˙
. (3.21)
Using the slow-roll approximation eqs. (3.15) and (3.16) we can express the right-
hand side of the last equality in (3.21) as
N? ' 1
m2Pl
∫ φ?
φend
dφ
V
∂V/∂φ
. (3.22)
The reason we have introduced the slow-roll expression for N? eq. (3.22) will
become clear towards the end of this chapter. The main idea, however, is the
following: the primordial perturbations on scales that are today accessible in CMB
measurements were produced N? ∼ 60 e-folds before the end of inflation. Their
statistical properties can, in turn, be related to the shape of the inflaton potential
around the inflaton field value φ? at the time of their production.
3.3 Quantum fluctuations in the inflationary uni-
verse
Within the context of Starobinsky’s model [100] it was first4 shown in 1981 by
V. Mukhanov and G. Chibisov [102] that quantum fluctuations, generated during
a stage of de Sitter expansion, could provide the seed for the formation of cosmic
structures. The mechanism for generating the primordial inhomogeneities via ini-
tially small quantum fluctuations became quickly popular and was applied to other
models of inflation [103–106]. This mechanism was further developed in [107, 108]
(see [109] for a review) and is nowadays well-established within the community.
In this section we provide an overview of how quantum vacuum fluctuations of
the inflaton can ultimately explain the presence of inhomogeneities observed in the
CMB and the LSS. We begin our discussion by considering the simplified case of a
generic, massless scalar field in a pure de Sitter background and explain how the
obtained results can be generalised to the case of a curved potential.
Quantum fluctuations of the field are introduced as quantised perturbations
about a classical, homogeneous background. We adopt the most common prescrip-
tion for defining the vacuum state in an expanding de Sitter background and calcu-
late the power spectrum of quantum vacuum fluctuations produced during inflation.
We then proceed by introducing a gauge-invariant quantity called the comoving
curvature perturbation. The latter is defined in terms of the inflaton fluctuations and
its primordial spectrum can be directly constrained by cosmological measurements
of the CMB fluctuations and LSS. Furthermore, we explain how this allows us to
4We note that the possibility that quantum fluctuations could give rise to primordial inhomo-
geneities was already considered in 1965 by A. Sakharov in [101], however not within the context
of inflation.
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constrain models of inflation with observational data. Finally, we briefly discuss
the production of primordial gravitational waves during inflation and introduce the
primordial spectrum of tensor perturbations.
The following discussion is based on a series of pedagogical introductions into
the quantum theory of cosmological perturbations [55, 82, 83, 110, 111], to which we
refer for a more extensive overview.
3.3.1 Quantum fluctuations of a massless scalar field in de
Sitter spacetime
During inflation, the inflaton is generally very light and the universe expands almost
exponentially. In this section we derive an expression for the power spectrum of
quantum fluctuations by considering the simplified case of a (generic) massless scalar
field in an expanding de Sitter spacetime. On the basis of logical considerations we
will use the corresponding result in section 3.3.2 to derive a more general expression
for the primordial spectrum of curvature perturbations originating from inflation.
If we give up the assumption of perfect homogeneity, eq. (3.10) is no longer
adequate to properly describe the dynamics of the inflaton. Instead, one we may
consider the full equation of motion (3.9) which becomes
φ¨+ 3Hφ˙− ∇
2
a2
φ+
∂V
∂φ
= 0 , (3.23)
where φ = φ(t,x) is now a function of spacetime and the spatial derivatives are
taken with respect to comoving coordinates x.
Assuming that the universe has been smoothed out during inflation, we may
expand the field into a homogeneous component φ plus small perturbations δφ(t,x)
φ(t,x) = φ(t) + δφ(t,x) . (3.24)
As long as the fluctuations are small compared to the homogeneous background
motion, the evolution of the fluctuations can be followed by solving the linearised
equations. Plugging eq. (3.24) into eq. (3.23) and expanding to linear order in δφ
one obtains
δφ¨(t,x) + 3Hδφ˙(t,x) +
(
∂2V (φ)
∂φ
2 −
∇2
a2
)
δφ(t,x) = 0 , (3.25)
with the dynamics of φ being described by eq. (3.10). If we further expand the
perturbation δφ(t,x) into Fourier modes δφk(t) as
δφ(t,x) =
∫
d3k
(2pi)3
δφk(t) e
ik·x , (3.26)
we obtain the following equation for the Fourier modes
δφ¨k(t) + 3Hδφ˙k(t) +
(
k2
a2
+
∂2V (φ)
∂φ
2
)
δφk(t) = 0 , (3.27)
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where k ≡ |k| denotes the magnitude of a comoving wavenumber. By assuming that
during inflation H2  ∂2V/∂φ2 (or equivalently ηV  1) we can drop the second
derivative of the potential in (3.27) and we are left with
δφ¨k(t) + 3Hδφ˙k(t) +
k2
a2
δφk(t) = 0 . (3.28)
At this point it is convenient to switch to conformal time dη = a−1dt. Furthermore,
we define a new variable
vk ≡ a δφk . (3.29)
In terms of conformal time eq. (3.28) can be translated into the following equation
for vk:
v′′k(η) +
(
k2 − a
′′
a
)
vk(η) = 0 . (3.30)
Assuming exponential expansion, as it is approximately the case during inflation,
we have a′′/a = 2 (aH)2 = 2/η2, and therefore
v′′k(η) +
(
k2 − 2
η2
)
vk(η) = 0 . (3.31)
The general solution to the above equation can be written as [111]
vk(η) = α
e−i kη√
2k
(
1− i
kη
)
+ β
ei kη√
2k
(
1 +
i
kη
)
. (3.32)
Effectively, eq. (3.31) tells us that for each wavenumber k the modes will behave like
a harmonic oscillator with a time-dependent frequency
ω2k(η) = k
2 − 2
η2
. (3.33)
Let us now proceed with the canonical quantisation of the physical system in
the Heisenberg picture. To this end we promote the Fourier modes to quantum
operators
vk(η) → vˆk(η) = vk(η) aˆk + v∗k(η) aˆ†−k , (3.34)
with the creation and annihilation operators aˆ†k and aˆk satisfying the commutation
relations [111]
[aˆk, aˆ
†
q] = δ
(3)(k− q) , [aˆ†k, aˆ†q] = [aˆk, aˆq] = 0. (3.35)
The mode functions vk(η) obey the equation of motion (3.31) and satisfy the follow-
ing normalisation relation
v∗k v
′
k − (v∗k)′vk = −i . (3.36)
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The relation (3.36) is required in order to be consistent with the equal time commu-
tation relations imposed on vˆ(η,x) and its conjugate momentum in the Heisenberg
picture. Given the general solution (3.41), eq. (3.36) can be rewritten as follows
|α|2 − |β|2 = 1 . (3.37)
In order to define physical quantum states and in particular the vacuum state
aˆk|0〉 = 0 , (3.38)
we have to specify the mode functions vk(η). In the case of flat Minkowski spacetime
(corresponding to 2/η2 = 0 in (3.31)), the vacuum state is defined as the lowest-
energy state with the solutions
vk(η) =
e−ikη√
2k
, (3.39)
being uniquely determined. If spacetime is curved, however, this is in general not
the case (see e.g. [112,113]). In fact, one may define a different set of mode functions
uk(η) = αkvk(η) + βkv
∗
k(η) , with |αk|2 − |βk|2 = 1 , (3.40)
with αk and βk being generally complex valued and time-independent. Just as the
vk, the new mode functions uk satisfy eqs. (3.31) and (3.36). Yet they are associated
with a different set of creation and annihilation operators and therefore represent a
different vacuum state5.
For the case of de Sitter expansion, this ambiguity is typically eliminated by
assuming that at very early times (η → −∞) all the cosmologically relevant scales
were well inside the Hubble horizon, i.e. k|η|  1. In this limit, the modes do
not feel the expansion and it is then natural to require that the Minkowski vacuum
solution eq. (3.39) is recovered. For the general solution (3.41) this implies α = 1
and β = 0 which gives
vk(η) =
e−i kη√
2k
(
1− i
kη
)
. (3.41)
This solution is commonly referred to as the Bunch-Davies vacuum solution [114].
In terms of the mode function of the fluctuations δφk = a
−1vk the solution (3.41) in
terms of cosmic time t reads
δφk(t) =
ei k/(aH)H√
2k3
(
i+
k
aH
)
. (3.42)
We have seen that in the sub-horizon limit (k  aH) the mode functions ap-
proach the Minkowski vacuum solution (3.39). Given the general de Sitter space
solution (3.41), it is also worth considering the super-horizon limit k  aH (or
equivalently kη → 0), where we have
vk(η) ' − i√
2k3 η
=
i aH√
2k3
∝ a . (3.43)
5For further details on the vacuum state ambiguity in curved spacetimes see e.g. [112,113].
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Interestingly, this means that on super-horizon scales, the perturbation δφk = a
−1vk
is constant or “frozen”. Moreover, it turns out that the fluctuations can be regarded
as classical fluctuations once they exit the Hubble horizon6 [104].
In order to characterise the statistical properties of the fluctuations we introduce
the power spectrum Pδφ(k) of the scalar field fluctuations δφk. It is defined via the
two-point correlation function in Fourier space as7 [55]
〈δφ2(η,x)〉 =
∫
d ln k Pδφ(k) , (3.44)
where the power spectrum is given by
Pδφ(k) = k
3
2pi2
|δφk|2 . (3.45)
Let us finally make a few remarks on what we have discussed so far in this section.
For the derivation of eq. (3.31) (and thus for the derivation of the power spectrum)
we have neglected the effective mass squared as well as the time dependence of the
Hubble parameter. An exact result to the mode equation can be found if a small
constant mass ∂2V/∂φ2 = m2φ is included. The resulting spectrum then essentially
exhibits a small time dependency. The situation is similar when a slowly varying
Hubble parameter is considered [110].
Another effect that we have not taken into account is that of the metric per-
turbation. When perturbing the metric to first order in perturbation theory, the
kinetic term in eq. (3.9) gives rise to an additional contribution which can typically
be neglected if the homogeneous inflaton component rolls sufficiently slow8.
3.3.2 Primordial spectrum of comoving curvature perturba-
tions
In this part of the section we want to introduce a new quantity refferred to as the
comoving curvature perturbation R. It allows to test models of inflation by compar-
ing their predictions for the power spectrum of R to observational data obtained
from CMB and the LSS measurements.
As indicated by its name, R is related to the perturbations of the spatial cur-
vature. To be more precise, it measures the spatial curvature on comoving hyper-
surfaces [55, 110], i.e. it includes effects induced by gravity. These effects have to
be included in order to properly follow the evolution of the fluctuations for the fol-
lowing reason: during inflation the energy density is dominated by the potential
energy of the inflaton field. According to the EFEs, small fluctuations of the field
will inevitably give rise to fluctuations of the metric which, in turn, can backreact on
6For a pedagogical and comprehensive explanation see [55, p. 386].
7We note that when dealing with quantum fluctuations 〈. . .〉 essentially refers to the vac-
uum expectation value (i.e. 〈. . .〉 → 〈0| . . . |0〉), with the δφ(η,x) being quantum operators, i.e.
δφ2(η,x)→ δφˆ2(η,x). On the other hand, for classical fluctuations it simply denotes an ensemble
average.
8See e.g. [55, pp. 389 f.]
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the inflaton itself via the field equation of motion. Consequently, it is not sufficient
to only perturb the inflaton. For the purpose of this thesis it shall be sufficient to
know that after including the effects of GR up to linear order in cosmological per-
turbation theory9 [117–120], one can express the comoving curvature perturbation
during inflation as follows [110]
R = ψ +Hδφ
φ˙
. (3.46)
The scalar quantity ψ belongs to the perturbations of the metric and is typically
referred to as the curvature perturbation. To first order in perturbation theory,
R is gauge-invariant by construction and its spectrum constitutes an observable
quantity. Notice that this is not the case for e.g. the perturbations of the inflaton or
the curvature perturbation ψ which both depend on the choice of coordinates [110].
If the perturbations are adiabatic10 (i.e. purely curvature), which is generally the
case in SFSR models of inflation [110], R has the remarkable property to be con-
served on super-horizon scales11 k  aH. In essence, this means that the amplitude
of any given mode that exits the horizon during inflation, will “freeze” until it re-
enters. In particular, this implies that those modes which eventually evolve into the
CMB fluctuations and the LSS, will “unfreeze” at a much later stage when their sub-
horizon evolution is captured by standard cosmology. This is crucial since it means
that these fluctuations are insensitive to the unknown physics during reheating right
after inflation.
Let us finally introduce the primordial spectrum of the curvature perturbations.
During inflation and in the spatially flat gauge (ψ = 0), R can be directly expressed
in terms of the inflaton fluctuations δφ
R|ψ=0 = H
δφ
φ˙
. (3.47)
The primordial spectrum of R is defined in the same way as the inflaton power
spectrum, i.e. via its two-point correlation function. In accordance with (3.47), we
may directly express it in terms of the inflaton power spectrum as follows
PR(k) =
(
H2
φ˙2
)
Pδφ(k) . (3.48)
Using eqs. (3.43) and (3.59) we can easily compute the primordial spectrum of
curvature perturbations at horizon exit
PR(k) =
(
H2
2piφ˙
)2∣∣∣∣∣
k=aH
≡ As
(
k
k?
)ns−1
, (3.49)
where the subscript denotes that the quantities on the right-hand side of (3.49) are
to be evaluated at k = aH. In the last definition of (3.49) we have introduced
9For pedagogical introductions we refer to the following lecture notes and textbooks [56,115,116].
10Perturbations are said to be adiabatic if they satisfy δρ/ρ˙ = δp/p˙ [110], where δρ and δp are
the perturbations of the energy density and the pressure, respectively.
11For a proof see e.g. [110, pp. 65 f.].
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the power-law parametrisation which is commonly assumed to model the primor-
dial spectrum. The scalar amplitude As denotes the amplitude of the spectrum at
the pivot scale k = k? and the scalar spectral index ns is used to parametrise the
deviation from scale-invariance.
In section 2.2 we briefly mentioned that the power spectrum contains the entire
statistical information, if the fluctuations are Gaussian. This is, in fact, consistent
with the predictions of SFSR inflation [121,122]. On the other hand, in models where
inflation is driven by more than one field, the dynamics may give rise to a significant
amount of non-Gaussianities which, if observed, would rule out single-field inflation
models [110].
Using the slow-roll approximations (3.15) and (3.16) we can express the spectrum
in terms of the inflaton potential
PR(k) ' V
24pi2 εV m4Pl
∣∣∣∣
k=aH
. (3.50)
For a massless scalar field in pure de Sitter spacetime (H˙ = 0) the spectrum is
perfectly scale-invariant (i.e. its amplitude does not depend on any given super-
horizon scale k ≥ aH). During inflation, however, H only approximately constant.
This implies that different modes k = aH, which exit the horizon at slightly different
times, exhibit a slightly different amplitude.
In accordance with the parametrisation of the spectrum introduced in eq. (3.49),
we can express As and ns(k?) ≡ ns in terms of the slow-roll [123,124] parameters as
follows (see e.g. [83,111])
As ≡ PR(k)|k=k? '
V?
24pi2 εV?m
4
Pl
, (3.51)
ns − 1 ≡ d lnPR(k)
d ln k
∣∣∣∣
k=k?
' 2ηV? − 6εV? . (3.52)
Here the subscript ? denotes that the corresponding quantity is to be evaluated
when the pivot scale k? exits the horizon. Hence, by evaluating the right-hand
side of (3.52) N? ≈ 60 e-folds before the end of inflation, we can directly test a
given model of SFSR inflation by comparing the predicted value of ns with the one
observed. On the other hand, the observed value of As is often used to set the overall
normalisation of the potential, i.e. to fix the value of V?.
We note that, one may introduce additional parameters to describe e.g. the scale-
dependence of the spectral index by expanding ns as a power series in ln
(
k
k?
)
ns(k) ≡ ns(k?) +
∑
j
αs,j
j!
[
ln
(
k
k?
)]j
. (3.53)
The coefficients which we here defined as αs,j are then referred to as runnings of the
spectral index. Similar to ns, they can be expressed in terms of higher-order slow-roll
parameters [123,124].
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3.3.3 Gravitational waves during inflation
Beside predicting the existence of nearly scale-invariant Gaussian and adiabatic den-
sity perturbations, SFSR inflation predicts a stochastic background of primordial
GWs. The latter are effectively produced in the same way as the inflaton fluc-
tuations, but are rather associated to quantum vacuum fluctuations of the metric
degrees of freedom. To be more precise, they are associated with the gauge-invariant
tensor perturbation (≡ hij) which can be described by [110]
ds2 = a2(η)
[−dη2 + {δij + hij(η,x)}dxidxj] . (3.54)
Up to linear order in perturbation theory, the action that governs the dynamics of
the tensor perturbation can be derived by perturbing the Einstein-Hilbert action12
to second order in hij [110]
S
(2)
h =
m2Pl
8
∫
dη d3x a2(η)
[
(h′ij)
2 − (∇hij)2
]
. (3.55)
Notice that for each degree of freedom this is precisely the action of a massless
scalar field in a flat FLRW universe (apart from a factor of 1/4), implying that the
derivation of the power spectrum can essentially be carried in the same way.
The tensor perturbations satisfy the transversality (∂ihij = 0 , for i = 1, 2, 3),
and traceless (hii = 0) conditions. Consequently, there are only 6− 4 = 2 physical
degrees of freedom left, corresponding to the polarization states [27]
hij(η,x) =
∑
λ=+,×
h(λ)(η) 
(λ)
ij (x) , (3.56)
where ij(x, λ) satisfies the transversality and traceless conditions and is called the
polarization tensor, and λ = +,× denotes the polarization state.
The Euler-Lagrange equation describing the evolution of hij can be derived from
the second order action (3.55). In terms of the rescaled (and canonically normalised)
tensor field
vij(η,x) ≡ mPl a(η)
2
hij(η,x) =
1
2
∑
λ=+,×
∫
d3k
(2pi)3
v
(λ)
k (η)
(λ)
ij (k) e
ik·x . (3.57)
one obtains the following equation of motion for the Fourier modes [110]
v
(λ)′′
k (η) +
(
k2 +
a′′
a
)
v
(λ)
k (η) = 0 . (3.58)
Indeed, the modes v
(λ)
k satisfy exactly the same equation of motion as a massless
scalar field eq. (3.30), with the only difference that we have to account for the two
different polarization states. The quantisation of the tensor modes can therefore be
reduced to that of a massless scalar field [109] and we may use the results obtained
in section 3.3.1 to deduce the primordial spectrum of GWs.
12Corresponding to the field-independent part in (3.3).
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By making use of eqs. (3.43) and (3.59) we can infer the power spectrum at
horizon exit in a pure de Sitter spacetime to be
Ph(k) =
∑
λ=+,×
k3
2pi2
|h(λ)k |2 =
k3
2pi2
∣∣∣∣∣2 v(λ)kamPl
∣∣∣∣∣
2
=
8
m2Pl
(
H
2pi2
)2
≡ At
(
k
k?
)nt
, (3.59)
where in the last definition we have introduced the common power-law parametri-
sation of the primordial tensor spectrum. The parameters At and nt are referred to
as the amplitude of primordial tensor perturbations and the tensor spectral index,
respectively.
Again, we can make use of the slow-roll approximation to express the amplitude
At and the spectral tilt nt in terms of the potential [83,111]
At ≡ Ph(k?) ' 2V?
3pi2m4Pl
, (3.60)
nt ≡ d lnPh(k)
d ln k
∣∣∣∣
k=k?
' −2 εV? . (3.61)
where a subscript ? denotes the corresponding quantity to be evaluated at k = k?.
For SFSR inflation models, the number of independent parameters that is used
to model the power spectra of both, primordial curvature perturbations and tensor
perturbations, can be reduced by one parameter due to the following consistency-
relation
r ≡ At
As
= 16 εV? = −8nt . (3.62)
The parameter r is called the tensor-to-scalar ratio and it is directly related to the
energy scale during inflation via
V 1/4? =
(
r As
3
2
pi2m4Pl
)1/4
. (3.63)
Furthermore, it can be related to the field-distance travelled by the inflaton during
the last e-folds of inflation. In fact, by assuming that εV remains constant during
inflation, we can use the slow-roll expression for the number of e-folds eq. (3.22) to
derive
N∆φ ' ∆φ√
2 εV
=
∆φ√
r/8
, (3.64)
where N∆φ denotes the number of e-folds of expansion experienced by the universe
during a distance ∆φ travelled by the inflaton. In general, εV is rather expected to
grow monotonously during inflation (although not much). Therefore, eq. (3.64) may
more realistically be formulated as [125]
N∆φ .
1
mPl
∆φ√
r/8
, or
∆φ
mPl
& N∆φ
√
r/8 . (3.65)
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The current upper limit on the value of r is provided by the Keck Array and
BICEP2 Collaborations and is [126]
r < 0.09 (95 % CL) . (3.66)
According to eq. (3.63) this can be translated into an upper limit on the energy scale
of inflation
V 1/4? . O(10−2)mPl , (3.67)
where we have used As = 2.2× 10−9 which is consistent with the value in table 2.1.
We note that even if one allows for a non-trivial evolution of εV after CMB scales
exit the horizon, the Lyth bound (3.65) cannot be evaded (or significantly weakened)
for SFSR inflation models [127]. This implies that a tensor-to-scalar ratio which is
not too far from the current upper limit (3.66) would strongly disfavor small-field
models of SFSR inflation, in which ∆φ  mPl.
3.4 Example models of inflation
Since 1981, when inflation was introduced, a large number inflationary models have
been proposed13. Amongst these, the most promising models seem to be those of
SFSR type with a concave potential [97].
Typically, SFSR models of inflation are classified according to the variation of the
inflaton ∆φ, during the last N? ∼ 60 e-folds of inflation. In general, one distinguishes
between large-field (∆φ  mPl), medium-field (∆φ ∼ mPl), and small-field models
(∆φ mPl) [128].
To gain a better understanding of how inflation can be realised in practice, we
want to consider two explicit example models. One will be a classical example of
chaotic inflation [131]. It is characterised by a convex potential and belongs to the
class of large-field models. The second model that we want to consider is a small-
field hilltop inflation model [79,132–135]. The corresponding potential is symmetric
and very flat around the origin where it features a local maximum and has a non-
zero Vacuum Expectation Value (VEV). These kind of models are also referred to
as “new inflation models” [79,80].
3.4.1 Large-field chaotic vs. small-field hilltop
Large-field chaotic inflation with monomial potential
We begin our discussion by considering a model of chaotic inflation with a potential
given by a simple monomial
V (φ) = λφp , (3.68)
where we assume p ≥ 1, and the coupling λ has dimensions of m4−pPl . For the case
of a quadratic potential, the schematic form of the potential (3.68) is depicted in
figure 3.1.
13For some reviews see e.g. [128–130]
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Figure 3.1: Left: Schematic form of the chaotic inflation potential. The plot is
shown for a quadratic potential V ∼ φ2. Inflation occurs for |φ| > |φend| while
the inflaton slowly rolls down its potential towards the minimum φ = 0. In these
scenarios, the field distance travelled by the inflaton during the last N? ∼ 60 e-folds
of inflation is found to be ∆φ & 10mPl.
Right: Predictions for the primordial spectra for the model V (φ) = λφp. The
predictions are presented for N? = 60 (large dots) and N? = 50 (small dots) and
for three different values of p: p = 1 (orange dots), p = 2 (green dots) and p = 3
(blue dots). The solid black lines correspond to continuous values 1 ≤ p ≤ 3. The
predictions are compared to the 68% and 95% CL regions for ns and r (cf. figure 12
in [97] for further details). Notice that these bounds clearly exclude the model for
p = 3, and highly disfavour p = 2 at 95% CL.
Using the expressions (3.17) and (3.18), we can easily calculate the slow-roll
parameters for the potential (3.68)
εV = m
2
Pl
p2
2φ2
, (3.69)
ηV = m
2
Pl
p (p− 1)
φ2
. (3.70)
Notice that the slow-roll parameters do not depend of the coupling λ. This im-
plies that the inflaton field value at the end of inflation is independent of λ and
consequently the inflaton field value φ? at horizon exit. The latter can be deduced
from (3.22) and depends therefore only on N? and φend. Furthermore, this implies
that the predictions for the spectral index ns and the tensor-to-scalar ratio r are
independent of λ. In essence, the value λ is chosen to be consistent with the obser-
vational bounds on the scalar amplitude As.
As discussed in section 3.2.1, inflation ends as soon as one of the slow-roll condi-
tions (3.19) is violated. For the model (3.68) this essentially depends on the specific
value of p. For 1 ≤ p ≤ 2 inflation ends when ηV ' 1, while for p ≥ 2 the relevant
condition is εV ' 1. Based on this consideration, we can calculate the inflaton field
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value, φend, at the end of inflation finding
φend/mPl =
{
p/
√
2 for 1 ≤ p ≤ 2√
p (p− 1) for p ≥ 2 (3.71)
In order to calculate the predictions for the primordial spectrum of curvature
perturbations, we have to evaluate the slow-roll parameters when the relevant CMB
scales exit the horizon, N? ∼ 50-60 e-folds before the end of inflation. Given φend,
we can use eq. (3.22) to express N? as a function of the inflaton field value at horizon
exit φ?, finding
N? ' 1
m2Pl
∫ φ?
φend
dφ
V
∂V/∂φ
=
φ2? − φ2end
m2Pl 2p
. (3.72)
By solving (3.72) for φ? and plugging in the corresponding value of φend for the
respective case we find
φ?/mPl =
{√
p (2N? + p2) for 1 ≤ p ≤ 2√
2p [N? + (p− 1) p] for p ≥ 2
(3.73)
To calculate the model predictions for the spectral index ns and the tensor-to-
scalar ratio r, we simply evaluate the right-hand side of eqs. (3.52) and (3.62) at
φ = φ?. For the spectral index we find
ns = 1 + 2ηV? − 6εV? =
{
1− p+2
2N?+p2
for 1 ≤ p ≤ 2
1− p+2
2(N?+(p−1)p) for p ≥ 2
. (3.74)
On the other hand, the calculation for r gives
r = 16εV? =
{
8p/(2N? + p
2) for 1 ≤ p ≤ 2
4p/[N? + (p− 1)p] for p ≥ 2
. (3.75)
In figure 3.1 we compare the model predictions to the Planck 2015 constraints14
on ns and r. The theoretical results are shown for p = 1, 2, 3 (orange, green, blue),
and for N? = 60, 70 (small dots, large dots). The solid black lines correspond to
continuous values of p: 1 ≤ p ≤ 3. The predictions are compared to the 68% and
95% CL (bluish) regions for ns and r (cf. figure 12 in [97] for further details). One
can see, that the model is disfavoured at 68% CL.
We have already argued above that the predictions are independent of the cou-
pling λ. The only observable quantity in which the coupling appears, is the scalar
amplitude As. Unless there is some physically motivated reason which fixes the
value of λ from the beginning, we can simply set its value to be consistent with the
observational bounds on As. In principle one would have to solve eq. (3.51) for λ.
At this point we skip the calculation since it is not particularly insightful and the
result will not be relevant for this thesis.
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Figure 3.2: Left: Schematic form of the hilltop potential. Slow-roll inflation
occurs close to the origin (φ ' 0) while the inflaton rolls down its potential towards
one of its VEV φ± v. In units of mPl, the field varies only very little (∆φ v 
mPl), over the last N? ∼ 60 e-folds of slow-roll inflation where V (φ) ' V0 ' V?.
Right: Theoretical predictions for the primordial spectra. The predictions are
presented for N? = 50, 60 (small dots, large dots) and for p = 4, 6, 8, corresponding
to the orange, green, and blue dots, respectively. The solid black lines correspond to
continuous values 50 ≤ N? ≤ 60. Again, the predictions are compared to the 68%
and 95% CL regions for ns and r (see Ref. [97] for further details). Realisations
of the model with p = 6 and p = 8 are consistent with the bounds, while the
realisation with p = 4 is disfavoured by the bound on ns at 95% CL.
Small-field hilltop inflation
Let us now consider a model of small-field hilltop inflation with a scalar potential
given by
V (φ) = V0
(
1− φ
p
vp
)2
. (3.76)
The overall normalisation of the potential V0 has units of m
4
Pl and p ≥ 4 will be
considered to be an even integer. The potential features two minima at φ = ±v 
mPl. The schematic form of the hilltop potential is shown in figure 3.2.
In these kind of scenarios, inflation happens close to φ = 0 while the inflaton
slowly rolls away from the origin towards one of its VEVs at φ = ±v. In what
follows, we will assume that inflation ends in the positive vacuum φ = v.
According to eqs. (3.17) and (3.18) the slow-roll parameters for the hilltop
14For the more recent Planck 2018 constraints see [136].
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p V0/m
4
Pl ns r
4 1.750× 10−22 0.951 5.374× 10−15
6 8.006× 10−20 0.959 2.458× 10−12
8 4.977× 10−19 0.962 1.528× 10−11
Table 3.1: Selected parameter choices for the hilltop inflation model obtained
assuming v = 10−2mPl and N? = 60. The results are presented together with the
corresponding predictions for the scalar spectral index ns and the tensor-to-scalar
ratio r.
model (3.76) can be approximated by
εV ' m2Pl
2 p2φ2p−2
v2p
, (3.77)
ηV ' −m2Pl
2 p (p− 1)φp−2
vp
, (3.78)
where we have used that during inflation V ' V0 and φ v.
Eqs. (3.77) and (3.78) make it obvious that during inflation we have15 εV  |ηV |.
Hence, we can determine the end of inflation from the slow-roll condition for |ηV |
which gives
φp−2end '
vp
m2Pl 2 p (p− 1)
. (3.79)
The inflaton field value at horizon crossing can again be calculated from
N? ' 1
m2Pl
∫ φ?
φend
dφ
V
∂V/∂φ
' v
p (φ2−p? − φ2−pend )
m2Pl 2 p (p− 2)
. (3.80)
By rearranging eq. (3.80) we can write φ? in terms of N? and φend
φ2−p? ' φ2−pend +
m2Pl 2 p (p− 2)N?
vp
' m2Pl
2 p [N? (p− 2) + p− 1]
vp
, (3.81)
where in the last approximation we have replaced φend according to eq. (3.79).
Finally, we can calculate the predictions for the primordial spectra of curvature
and tensor perturbations. Using eqs. (3.52) and (3.62) together with the previously
derived results we obtain the following expressions for the spectral index ns and the
tensor-to-scalar ratio r
ns = 1 + 2ηV? − 6εV? ' 1 + 2ηV? = 1−
2(p− 1)
N?(p− 2) + p− 1 , (3.82)
r = 16εV? ' 32 p2
[
2p[N?(p− 2) + (p− 1)]
m
p/(1−p)
Pl v
p/(p−1)
] 2p−2
2−p
. (3.83)
15During inflation we have that η2V /εV ∼ φ−2  1. Since |ηV | < 1 it follows that εV  η2V 
|ηV |.
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For 4 ≤ p ≤ 8 and N? ∼ 60 eq. (3.83) we can estimate the value of r to be
r ∼ O(10−6) v 2pp−2  1 . (3.84)
Notice that given the bound (3.65), the prediction for r is not very surprising since
the hilltop model is a small-field model by construction (v  mPl). Moreover, the
predicted value is far too small to be detected (see e.g. [137]). On the other hand,
if a large r & 10−3 should be detected at some point in the future, the model will
immediately be ruled out.
So far we have not specified the constant vacuum energy V0 appearing as an
overall rescaling of the potential (3.76). In fact, just as the coupling λ in the chaotic
inflation model discussed above, we can chose V0 such that the model is consistent
with the observational bounds on As
V0 ' V? != 24pi2As εV?m4Pl . (3.85)
In figure 3.2 the predictions for ns and r are compared to the Planck 2015 con-
straints. Results are presented for p = 4, 6, 8 (orange, green, blue), and for N? = 50
and N? = 60 denoted by small and large dots, respectively. All the predictions have
been computed by assuming v/mPl = 10
−2. For p = 6 and p = 8 the model is
consistent with the bounds. On the other hand, for p = 4 the model turns out to
be disfavoured at 95% CL.
In the main part of this thesis, we will continue working on these realisations
of the hilltop model. The relevant information is therefore summarised in table 3.1
including the value of V0 that follows from eq. (3.85).
Chapter 4
Post-inflationary dynamics:
(P)reheating
At the end of inflation the entire energy is still dominated by the inflationary degrees
of freedom. By the onset of BBN, at temperatures T & 1 MeV, this energy must
have been transferred into a thermal bath of relativistic SM particles. This process,
known as reheating1, is necessary in order to guarantee the success of the primordial
nucleosynthesis.
After giving an overview of the different stages of reheating we will focus on the
non-perturbative stage referred to as preheating. We outline of how this stage can
be studied in practice and discuss some explicit examples of preheating mechanisms
that can lead to rapid growth of scalar field fluctuations. We shall thereby focus on
those mechanisms that will be relevant in the models considered in the main part of
this thesis.
After having gained a first understanding of the preheating process we conclude
this chapter by emphasising why it is important to study preheating in detail and
what it can teach us about the physics of the very early universe.
4.1 Reheating: an overview
Let us now turn to a brief discussion of the post-inflationary physics by providing
an overview of the qualitative stages that the universe may experience between the
end of inflation and the onset of BBN. We begin our discussion with the pertur-
bative decay of the inflaton which, however, does often not provide an appropriate
description of the dynamics, at least not from the very beginning of reheating after
inflation.
Perturbative inflaton decay
At the end of inflation the inflaton φ starts oscillating around the minimum of its
potential. Assuming that φ remains homogeneous, the oscillating inflaton might be
interpreted as a condensate of massive particles, say with mass mφ, and vanishing
1For some reviews see e.g. [138,139].
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momenta [24]. Let us now introduce an additional scalar field χ that couples to the
inflaton according to the following interaction Lagrangian
Lint = −σ φχ2 , (4.1)
where the coupling σ has dimensions of mPl. The tree-level decay rate of φ→ χχ is
given by [140]
Γ =
σ2
8pimφ
. (4.2)
The evolution of the inflaton energy is then described by a Boltzmann equation2,
and the decay of inflaton particles manifests itself in an exponential dilution of
the comoving energy density a3ρφ ∼ e−Γt. Note that according to the continuity
equation (2.14), a3ρφ would simply be conserved, in the absence of any interactions.
Alternatively, one may also consider the effect of Γ on the field itself by re-
expressing the energy density ρφ in terms of φ in the respective Boltzmann equation.
Indeed, one can find the following approximate and modified Klein-Gordon equation
[24]
φ¨+ (3H + Γ) φ˙+
∂V
∂φ
= 0 . (4.3)
Hence, the energy loss in φ caused by single-particle decays into two χ particles has
simply the effect of an additional damping on the amplitude of φ.
For a small coupling constant σ, the decay rate is typically much smaller than
the Hubble rate at the end of inflation. The inflaton energy is therefore initially
diluted due to the expansion of the universe. Once the Hubble parameter becomes
comparable to Γ, the inflaton decay becomes efficient and the energy loss due to the
expansion eventually becomes negligible. Hence, the energy that is transferred to χ
particles can be estimated to be ρχ = 3m
2
PlH
2 ∼ 3m2PlΓ2.
If we further assume that the decay products are light and behave like radiation,
we can estimate the temperature of the thermal bath of χ particles to be [139]
Treh ∼
(
90
g∗pi2
)1/4√
mPlΓ , (4.4)
where g∗ is the total number of relativistic degrees of freedom and we have used that
ρ = pi2 g∗/30T 4, in thermal equilibrium. The temperature Treh at which thermal
equilibrium is established is referred to as the reheating temperature. A successful
onset of BBN requires Treh & 1 MeV. On the other hand, in order to prevent the
thermal production of dangerous relics, Treh cannot be arbitrarily high. For example,
in models of SUGRA where the gravitino mass is of the order of 100 GeV, the
reheating temperature should not be higher than Treh ∼ 105-107 GeV [141].
In practice, however, the perturbative description of the inflaton decay is often
not justified. Dissipative effects associated with quantum fluctuations [138], for
2See e.g. [24, pp. 244 f.].
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example, are not captured by the perturbative approach. Although corrections
to (4.3) may be included (see e.g. [142]), their implementation turns out to be very
complicated.
Another effect the perturbative description does not take into account is the non-
perturbative growth of scalar field fluctuations, immediately after inflation. This
mechanism is often interpreted as a non-perturbative production of scalar particles
with non-vanishing momenta and is commonly referred to as preheating (see below).
Nevertheless, once fluctuations have been sufficiently redshifted, such that con-
densates of remaining non-relativistic species may be interpreted as a collection of
particles, the perturbative approach can be applied to describe their decay into
relativistic particle species at late times [139].
Non-perturbative preheating
The process of reheating often starts with a non-perturbative stage commonly re-
ferred to as preheating3 [143–147]. At the end of inflation, when the inflaton starts
oscillating about the minimum of its potential the dynamics can lead to a strong
and rapid growth of both, inflaton fluctuations and fluctuations of other fields that
couple to it.
The growth of fluctuations can happen via different mechanisms such as tachy-
onic preheating [148,149], tachyonic oscillations [150] or parametric resonances [143,
147,151,152]. Later in this chapter we will explicitly discuss some examples.
The dynamics during preheating may initially be followed using linear perturba-
tion theory. Depending on the considered model, however, the growth of fluctuations
may be very efficient. In particular, non-linear effects such as the backreaction of
fluctuations on the homogeneous component, as well as mode-mode interactions,
also referred to as rescattering [153] eventually become important and the growth
of fluctuations is terminated. The subsequent evolution must then be followed by
solving the full non-linear equations.
The duration of preheating and in particular of the linear regime generally de-
pends on the underlying mechanism. For example, if the growth of fluctuations
happens via tachyonic preheating, the linear stage may end within less than a single
oscillation [148]. If tachyonic oscillations is the driving mechanism, linear preheat-
ing may last a couple of oscillations until non-linear effects terminate the rapid
growth [150, 154]. Amongst the mentioned mechanisms, parametric resonance is
generally the most “inefficient”, particularly if it happens in the narrow resonance
regime as we will explicitly see in section 4.2.2. In this case, the linear regime can
last for dozens of oscillations [143,147].
Depending on the model, the dynamics during the non-linear regime can give
rise to various interesting phenomena. An example is e.g. the fragmentation of
real scalar fields into non-topological, soliton-like field configurations referred to as
oscillons [7]. Similar configurations can also appear in models with complex fields in
form of so-called Q-balls [155,156]. Another example is the formation of topological
defects such as domain walls [157]. Certain models give rise to the production of
3We note that the term “preheating” was first proposed in Ref. [143].
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large inhomogeneities which can lead to the production of Primordial Black Holes
(PBHs)4 [161]. For example, this can happen during hybrid inflation due to the
amplification of large wavelength fluctuations that exit the horizon during inflation
and eventually re-enter at a later stage, where they can collapse and lead to a copious
production of PBHs [158]. As will be discussed in greater detail in section 4.4.3, the
violent dynamics of preheating can also give rise to the production of a stochastic
background of GWs [162].
Thermalisation
The last stage required for the completion of reheating is the thermalisation of the
decay products of the inflaton [152, 163–166]. The thermalisation process is said to
be completed when the following two conditions are satisfied [138,167]:
1. The energy density of the universe is dominated by radiation (w ' 1/3).
2. The universe has reached a state of local thermal equilibrium, i.e. kinetic and
chemical equilibrium are established5.
The first condition can often be reached comparatively quickly [167]. On the other
hand, for the second condition to be satisfied it generally requires that both, par-
ticle number-conserving and particle number-violating interactions are involved in
the process of thermalisation [138].
Perturbative limit
If non-perturbative effects are absent and the inflaton decays in the perturbative
limit as discussed above, the number density of the decay products is found to be
far too small to be compatible with thermal equilibrium [138]. In order to reach
thermal equilibrium the number of particles must increase and their energy must
be re-distributed. As mentioned above, this requires the presence of both, particle
number-conserving and number-violating interactions [138].
Thermalisation after preheating
During the non-linear stage of preheating the fields may fragment and become very
inhomogeneous. The system will then typically follow a stage of turbulence [168,169],
during which the energy is steadily transferred to modes with higher momenta, i.e.
towards the ultraviolet (UV).
The turbulent regime typically happens on much longer time scales than the pre-
ceding phase of preheating [168, 169] and can be subdivided into two, qualitatively
different regimes: (i) if the energy of the system is dominated by the homogeneous
4See for example Refs. [158–160].
5If interactions between particles are weak, kinetic equilibrium implies that occupation numbers
approach either a Bose-Einstein distribution in case of bosons or a Fermi-Dirac distribution for
fermions [139]. Chemical equilibrium means that the sum of the chemical potentials of the reactants
is equal to that of the reaction products.
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component (the “zero-mode”), the latter continues to decay into inhomogeneous
fluctuations [169]. This regime is referred to as driven turbulence. The duration
of the driven turbulence regime is typically longer than the preceding phase of
preheating but nevertheless shorter than the subsequent process of (ii) free tur-
bulence [169]. During this regime the energy density is dominated by fluctuations
and is re-distributed, or cascades, towards modes with higher comoving momenta.
Both phases are characterised by a self-similar evolution and result in a smoothening
of the fluctuation spectra [169].
As the occupation numbers in the increasing UV cut-off become of order unity,
the classical description breaks down and the thermalisation process gets dominated
by quantum effects. During this final (and longest) stage, the system slowly evolves
towards thermal equilibrium and the spectra of the occupation numbers eventually
approach an equilibrium distribution.
4.2 More on preheating
A substantial part of this thesis is devoted to the study of the non-perturbative
and non-linear dynamics of preheating after inflation, as well as scenarios in which
qualitatively similar effects may be present (cf. section 4.3). We shall therefore
discuss briefly the most common tools and techniques for studying these dynamics.
So far we have been only considering a single scalar field φ. In most of the
scenarios studied within this thesis we will, indeed, mainly focus on the dynamics of a
single scalar field, while assuming that other fields are dynamically irrelevant during
preheating. In some cases, however, we shall consider the presence of additional
fields that couple to the inflaton.
In the more generic case of Nf scalar fields, φ
1, . . . , φNf , the action that governs
the dynamics can be written as
S =
∫
d4x
√−g
(
m2Pl R
2
− 1
2
∑
`
∂µφ` ∂µφ
` − V (φ1, . . . , φNf )
)
. (4.5)
In flat FLRW spacetime, the full set of coupled Euler-Lagrange equations that de-
scribe the evolution of the system is
φ¨` + 3Hφ˙` − ∇
2
a2
φ` +
∂V
∂φ`
= 0 , ` = 1, . . . , Nf , (4.6)
H2 =
1
3m2Pl
[
1
2
∑
`
(
(φ˙`)2 +
|∇φ`|2
a2
)
+ V (φ1, . . . , φNf )
]
. (4.7)
By the end of inflation, the universe has been smoothed and the only present in-
homogeneities are assumed to be small quantum vacuum fluctuations. Given some
initial conditions for the fields, the dynamics can in principle be studied by inte-
grating the classical equations (4.6) - (4.7). Typically, the calculations have to be
performed numerically, although in some simple cases one may even find approx-
imate solutions (at least during the linear regime). Some of these cases will be
discussed below in this section.
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There are different common approaches to study the dynamics of scalar fields in
scenarios in which the initially small vacuum fluctuations get dynamically amplified.
Initially, when the fluctuations are small one may decompose the respective fields
into a homogeneous background φ
`
and a small perturbation δφ`(t,x), i.e. in analogy
to the procedure in section 3.23. The evolution of the perturbations can then be
followed by simultaneously solving the homogeneous background evolution and the
linearised equation for the perturbations in Fourier space.
The linear approach eventually breaks down once different modes start interact-
ing with each other, or the backreaction of the fluctuations on the homogeneous
component becomes important. In such cases, one has to solve the fully non-linear
equations (4.6) - (4.7). This, in turn, is typically performed by means of lattice
simulations in which the evolution is followed on a discretised version of spacetime.
Lattice simulations are a powerful tool to study the non-linear dynamics during
preheating but are often computationally very expensive. Another issue related
to the lattice approach is that due to the expansion of the universe, the resolution
decreases over time. Therefore, one has to be very careful when interpreting results of
simulations for which the system has experienced a considerable amount of expansion
throughout a simulation.
A common way to study the growth of fluctuations related e.g. to parametric
resonances is by the application of Floquet theory [170]. Although it is not well suited
to study the dynamics of preheating in detail, it allows to get a first understanding of
the dynamics during the oscillatory regime, immediately after inflation. The basic
idea is to get an estimate of both the growth rate, as well as the range of wave
lengths of those fluctuations that are resonantly enhanced.
Within this thesis we will at some point make use of the techniques mentioned
above. They are discussed in greater detail in appendix C.
Comment on the semiclassical limit
In the discussion above we have briefly mentioned how preheating is typically stud-
ied, namely by solving classical equations of motion but with fluctuations initialised
in their quantum vacuum state.
In section 3.3.1 we pointed out that the fluctuations become classical once they
exit the horizon during inflation. Within this thesis we will mainly be interested in
the dynamics during preheating on scales well inside the horizon. Is it then really
justified to follow the dynamics in classical manner? At least for those fluctuations
which experience exponential growth, the answer is yes. In that case one can show
that up to small quantum corrections6, the mode functions eventually become real-
valued [171]. Neglecting these corrections implies that the fluctuations can be treated
as classical random variables, which justifies the (semi)classical approach.
Quantifying preheating
In order to quantify the effects of preheating, different quantities can be considered.
A useful quantity to measure the behavior of the fluctuations of some field φ is the
6And up to a (time-independent) phase shift [171].
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variance of the fluctuations
〈δφ2(t)〉 =
∫
d3k
(2pi)3
|δφk|2 =
∫
d ln k
k3 |δφk|2
2pi2
. (4.8)
The latter may be considered together with the spectrum of fluctuations
Pδφ(k) = k
3 |δφk|2
2pi2
. (4.9)
In particular, for a sharply peaked spectrum, the variance is a good measure for the
amplitude of the largest fluctuation
δφ2largest ∼ 〈δφ2〉 . (4.10)
Another set of quantities which is often used is the comoving number density of
particles nφ together with the comoving occupation number nk(t). The former is
defined as
nφ(t) ≡
∫
d3k
(2pi)3
nk(t) . (4.11)
The comoving occupation number is defined in terms of the rescaled fluctuations
δφ˜k = a(t)
3/2δφk(t) and their velocity (see e.g. [147])
nk(t) ≡ 1
2ωk
(
|δ ˙˜φk|2 + ω2k|δφ˜k|2
)
− 1
2
, (4.12)
where the frequencies ωk are given by
ω2k ≡
k2
a2
+
∂2V
∂φ
2 . (4.13)
Throughout this thesis we will work with the variance and the spectrum of fluc-
tuations, respectively. Notice that whether one considers the variance and the spec-
trum of fluctuations or the number density and the occupation numbers does typi-
cally not make a big difference. Both sets of quantities will usually exhibit a similar
qualitative behaviour.
Notice that the quantities introduced above are all non-local. In certain cases
it is insightful to consider local quantities, in particular in the presence of non-
linear phenomena such as oscillons. Examples of such quantities are e.g. the spatial
field distribution or energy density distribution ρ(x, t). The latter can be computed
numerically within the scope of lattice simulations.
4.2.1 Tachyonic Preheating
Tachyonic preheating can occur in concave potentials V (φ), during the first roll down
of the field towards the minimum of its potential. In other words, the necessary con-
dition for the tachyonic amplification of scalar field fluctuations is a negative effective
mass squared ∂2V/∂φ2 < 0. As the field rolls through such a tachyonic region, all the
IR modes δφk, for which k
2/a2 + ∂2V/∂φ2 < 0, will experience exponential growth.
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Figure 4.1: Left: Illustration of the potential (4.14). Tachyonic preheating hap-
pens in the gray shaded area where ∂2V/∂φ2 < 0, while φ rolls away from the
origin towards one of its VEVs φ± v.
Right: Schematic illustration of hybrid inflation. During inflation, the waterfall
φ is stabilised at φ = 0 and inflation happens while the inflaton (here named χ)
slowly rolls along a flat valley. As the inflaton approaches a critical value (solid
red line) the waterfall acquires a tachyonic mass squared and becomes destabilised.
Inflation is then ended by the dynamics of the waterfall and the system enters into
the tachyonic preheating regime.
In order to get a better understanding of the process, consider a model described
by the following scalar potential
V (φ) =
λ
4
(
φ2 − v2)2 , (4.14)
where λ  mPl is some dimensionless parameter. The potential has two minima
at φ = ±v and is symmetric around the origin. A schematic illustration of the
potential (4.14) is shown in figure 4.1.
The above potential is the classical example of a waterfall field potential in
hybrid inflation [172]. There inflation is not ended by the dynamics of the inflaton
field itself, but rather through a symmetry breaking phase transition, triggered by
a tachyonic (or spinodal) instability in φ. In the single-field limit inflation happens
while a second field (i.e. the inflaton) slowly rolls along a flat valley, orthogonal to the
φ direction. During inflation φ is stabilised at φ = 0. Eventually, the inflaton reaches
a critical field value at which the effective mass squared of φ becomes tachyonic. The
waterfall φ then becomes dynamical, violates the slow-roll conditions, and inflation
ends. This mechanism is illustrated in figure 4.1.
In the following we shall focus on the dynamics of tachyonic preheating of the
field φ in a potential given by (4.14) which we may alternatively write as
V (φ) =
m4
4λ
− m
2
2
φ2 +
λ
4
φ4 , (4.15)
where m ≡ v√λ.
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The field has a negative effective mass squared for 0 ≤ φ ≤ m/√3λ = v/√3
(cf. figure 4.1). While φ rolls away from the origin towards the minimum φ = ±v,
it passes through the tachyonic region and all modes with ω2k ∼ k2/a2 − m2 < 0
will experience exponential growth. To see this, let us go one step further and
consider the linearised equations for the perturbations of φ. If we further assume
that H  m, during the first roll-down, we may ignore the expansion of the universe
and consider the linearised equation in Minkowski spacetime, which reads
δφ¨k + ω
2
kδφk = 0 , where ω
2
k = k
2 −m2 . (4.16)
For simplicity we have neglected a field-dependent contribution to the effective mass
squared coming from the quartic term in the potential (4.15).
The mode equation (4.16) has the solution
δφk(t) = (δφk)vac cosh (ωk t) +
(δφ˙k)vac
ωk
sinh (ωk t) , (4.17)
where (δφk)vac ∼ 1/
√
2k is the Minkowski vacuum solution. Exponential growth
will therefore occur for all modes with m2 > k2, whereas modes with m2 ≤ k2 will
have (harmonically) oscillating solutions.
4.2.2 Parametric Resonance
As briefly mentioned above, parametric resonance occurs in the oscillatory regime.
Depending on the scalar potential, fluctuations of both, the oscillating field, as well
as fields that couple to it can get resonantly amplified.
As an example in which parametric resonance can occur we consider a simple
model with two massive scalar fields φ and χ that couple to each other via a dimen-
sionless coupling constant g2 > 0
V (φ, χ) =
m2φ
2
φ2 +
m2χ
2
χ2 +
g2
2
φ2χ2 . (4.18)
In the following we assume that the matter field χ is stabilised at the minimum
of its potential χ = χ˙ = 0, during and immediately after inflation. Inflation then
effectively happens in form of SFSR inflation along the φ direction, while the inflaton
slowly rolls down its parabolic potential.
Notice that the potential corresponds to the chaotic model (3.68), with p = 2
and λ = m2φ/2, for which we discussed the inflationary dynamics in section 3.4.
Although the model is strongly disfavoured by CMB observations, it suites ideally
for illustrating the dynamics of parametric resonance due to its simplicity.
Equations of motion in Minkowski spacetime and Floquet analysis
In the following we assume that inflation has already happened and that the inflaton
just entered the oscillatory regime. In order to gain a first understanding on how
the fluctuations of χ evolve in an oscillating homogeneous inflaton background φ(t)
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Figure 4.2: Floquet chart of the solutions to the Mathieu equation (4.24). The
white dashed line denotes Ak − 2q = q1/2. The Floquet exponents are shown in
dependence of Ak and 2q, and in units of gHmPl/mφ. The Foquet chart exhibits
a characteristic band structure where the exponentially growing solutions appear
in form of bands that become narrower for Ak − 2q  q1/2.
we may perform a Floquet analysis. To this end we ignore the expansion of the
universe and the homogeneous inflaton equation of motion becomes
φ¨(t) +m2φφ(t) = 0 . (4.19)
Assuming φi = Φ, and φ˙i = 0 for the initial conditions, eq. (4.19) has the solution
φ(t) = Φ cos(mφ t) . (4.20)
For χ(t) = χ˙(t) = 0, the linearised equations for the perturbations in Minkowski
space read
δφ¨k(t) +
(
ωφk
)2
δφk(t) = 0 , (4.21)
δχ¨k(t) +
(
ωχk (t)
)2
δχk(t) = 0 , (4.22)
where
ωφk =
√
k2 +m2φ , and ω
χ
k (t) =
√
k2 +m2χ + g
2Φ2 cos2(mφ t) . (4.23)
The inflaton fluctuations have oscillatory solutions that can be described by (4.17),
where (ωφk ) > 0. The fluctuations of χ, in turn, have a time-dependent frequency
squared which is not just periodic, but also harmonic.
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Indeed, we may bring eq. (4.22) into the form of the Mathieu equation (cf. eq. (C.2.11)
in appendix C.2 The)
d2δχk(τ)
dτ 2
+ [Ak + 2q cos(2τ)] δχk(τ) = 0 , (4.24)
by identifying
Ak =
k2 +m2χ
m2φ
+ 2q , q =
g2Φ2
4m2φ
, and τ = mφt (4.25)
The Floquet exponents of the solutions to eq. (4.24), can be computed by solving
eq. (4.24) from τ = τ0 = 0 to τ = T , where the period of the system is simply given
by the period of the frequency squared in (4.24), hence
T = pi . (4.26)
Eq. (4.24) is then solved for the following sets of initial conditions corresponding
to (see appendix C.2)
{δχk,1(0) = 1, δχ˙k,1(0) = 0} , and {δχk,2(0) = 0, δχ˙k,2(0) = 1} . (4.27)
Finally, the Floquet exponents are given by
<[µ±k ] =
1
T
ln |σ±k | , (4.28)
where
σ±k =
1
2
(
δχk,1 + δχ˙k,2 ±
√
[δχk,1 − δχ˙k,2]2 + 4 δχk,2δχ˙k,1
)∣∣∣∣
τ=T
. (4.29)
Notice that this procedure is effectively equivalent to the procedure described in
appendix C.2 for the multi field case.
Figure 4.2 shows the stability/instability chart of the Floquet solutions to the
Mathieu equation (4.24). The Floquet exponents are shown in units of gHmPl/mφ,
and as a function of the parameters Ak−2q = m−1φ
√
k2 +m2χ and q
1/2 = gΦ/(2mφ).
The exponentially growing solutions (|<[µk]| > 0) form a band structure on the
Floquet chart. Bands in which the solutions are unstable are separated by stable
regions where |<[µk]| = 0.
Note that for the fastest growing modes we have
mφ
gmPl
|<[µk]|
H
∼ O(0.1). In order
to have efficient growth of fluctuations in an expanding universe we need |<[µk]|
H
 1
[139], which we can translate into the following condition on the coupling g and the
inflaton mass mφ
gmPl
mφ
 O(10) ⇔ <[µk]
H
 1 , (4.30)
where
√
6H ' mφΦ.
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Broad and narrow parametric resonance
Depending on the Floquet parameters Ak and q (or equivalently on the model param-
eters g, mφ,...), parametric resonance can happen in two qualitatively different ways,
which are referred to as narrow and broad parametric resonance [147]. The former
happens for modes which lie in the thin region of a given band where Ak−2q  q1/2.
Broad parametric resonance, on the other hand leads to growth of low-momentum
modes Ak−2q  q1/2 and is in general much more efficient. Resonant amplification
of fluctuations happens over a much broader range of wavenumbers, with growth
rates much larger compared to the narrow resonance regime.
Figure 4.3 shows an example of narrow parametric resonance with q = 0.1 (up-
per/green plots) as well as an example of broad parametric resonance with q = 0.5
(lower/red plots). These two values of q are also denoted in the Floquet chart in
figure 4.2 by the green (q = 0.1), and red (q = 0.5) dotted-dashed lines. On the left
we show the evolution of a selected mode, over several homogeneous oscillations of
the background field. The figures on the right show the spectrum of χ fluctuations
(Ak − 2q)3/2|δχk|2, at different moments in time. In these plots, the dashed black
line denotes the corresponding mode for which the evolution is explicitly shown. The
results have been obtained by solving eq. (4.24) numerically, with initial conditions
for the fluctuations given by the Minkowski vacuum
(δχk)vac ∼ 1√
2k
. (4.31)
By comparing the results of the two scenarios one can clearly see that the res-
onance is much more efficient in the broad resonance regime q = 0.5. For q = 0.1,
in fact, only modes within a narrow band get amplified, corresponding to the thin
peak in the spectrum (upper right plot in figure 4.3).
A characteristic of broad parametric resonance is that adiabaticity is violated
during this process, i.e. that the adiabatic condition∣∣∣∣ ω˙k(t)ω2k(t)
∣∣∣∣ 1 , (4.32)
is not satisfied. For the case of Mathiueu’s equation (4.24), where ω2k = Ak +
2q cos(2τ), the adiabatic condition becomes∣∣∣∣ ω˙k(t)ω2k(t)
∣∣∣∣ = ∣∣∣∣ 2q sin(2τ)(Ak + 2q cos(2τ))3/2
∣∣∣∣  1. (4.33)
When 2q  Ak, for example, we have |ω˙k(t)/ω2k(t)| ' 2q sin(2τ)/Ak, and eq. (4.32)
is always satisfied. On the other hand, for 2q  Ak, the adiabatic condition may be
approximated as ∣∣∣∣ ω˙k(t)ω2k(t)
∣∣∣∣ ≈ ∣∣∣∣ 2q sin(2τ)(2q cos(2τ))3/2
∣∣∣∣ . (4.34)
In this case, the adiabatic condition is violated twice per period of oscillation T = pi,
namely whenever τ takes on values around uneven multiples of pi/4.
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Figure 4.3: Upper plots: example of narrow parametric resonance with q = 0.1.
The left plot shows the evolution of the mode with Ak−2q ' 0.8 over 30 oscillations
of the homogeneous background in Minkowski space. The right part of the plot
shows the spectrum of χ fluctuations at three different moments in time: the initial
(vacuum) spectrum and after 15 and 30 oscillations of φ.
Lower plots: example of broad parametric resonance with q = 0.5. Again, the left
plot shows the evolution of a selected mode Ak−2q ' 0.16. The evolution is shown
over 10 homogeneous φ oscillations. The spectrum of χ fluctuations is shown on
the right at τ = 0, τ = 5pi, and τ = 10pi, respectively. In this case, the growth is
significantly enhanced compared to the case where q = 0.1.
Notice that for the model discussed above we always have Ak ≥ 2q. As mentioned
above, in this case broad parametric resonance can also happen for modes with
low momenta Ak − 2q  q1/2. In fact, for wavenumbers that are negligibly small
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compared to q we can approximate (4.33) as∣∣∣∣ ω˙k(t)ω2k(t)
∣∣∣∣ ≈ ∣∣∣∣ 2q sin(2τ)(2q + 2q cos(2τ))3/2
∣∣∣∣ . (4.35)
In this case, adiabaticity is violated only once when τ has values around uneven
multiples of pi/2.
On the other hand, for modes for which the frequency varies slowly enough
such that eq. (4.32) is satisfied, the solution to the mode equation (4.22) can be
approximated by a so-called WKB solution (see for instance [24, pp. 249 ff.])
δχk(t) ' αk√
2ωχk (t)
e−i
∫
dt′ωχk (t
′) +
βk√
2ωχk (t)
ei
∫
dt′ωχk (t
′) , (4.36)
where the constant and k-dependent coefficients αk and βk are called Bogolyubov
coefficients. The solution eq. (4.36) is oscillating and only valid as long as ω2k > 0.
For example, if we had considered a trilinear interaction term (∼ φχ2) instead of the
quartic considered in (4.18) there would have been modes for which the frequency
squared periodically becomes tachyonic. The resonant growth of such modes is then
sometimes also referred to as tachyonic resonance [173]. For modes which satisfy
the adiabaticity condition, but exhibit a negative frequency squared there exists an
approximate WKB solution which reads [173]
δχk(t) ' αk√
2Ωχk(t)
e−
∫
dt′Ωχk (t
′) +
βk√
2Ωχk(t)
e
∫
dt′Ωχk (t
′) , (4.37)
with (Ωχk)
2 ≡ −(ωχk )2. In contrast to the solution (4.36), this solution is exponen-
tially evolving, rather than oscillatory.
Parametric resonance in an expanding universe
When the expansion of the universe is taken into account, both the amplitude of
the field Φ and the comoving wavenumbers get redshifted. This, in turn, implies
that comoving modes will travel towards the lower left corner in the Floquet chart.
Depending on the efficiency of the resonance, certain modes might get amplified over
multiple periods of time, while crossing several distinct resonance bands.
Due to the decay of the zero-mode in an expanding universe, the system may
even “jump” over several instability band, within a single oscillation. If that is
the case, the resonant growth of fluctuations happens in a more “irregular” manner
7. The process is then referred to as stochastic resonance [147]. For the Mathieu
equation (4.24) the number of the resonance band nband is given by nband = A
1/2
k
which, according to (4.25), is proportional to
√
2q. In an expanding universe q is not
constant since it depends on the amplitude of the oscillating field which, in turn, is
redshifted. If q is extremely large, even a small decrease per oscillation can change
the number of the resonance band by orders of magnitude [147].
7See e.g. figure 5 and figure 6 in Ref. [147].
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4.2.3 Tachyonic oscillations
Another preheating mechanism that we will encounter in the main part of this
thesis are tachyonic oscillations [150, 154]. This mechanism is generic in small-field
inflation models in which the potential features a negative effective mass squared in
some region of the potential. An example model in which tachyonic oscillations can
be the driving mechanism for the growth of fluctuations is, for instance, the hilltop
inflation model (3.76) introduced in section 3.4.1.
Compared to parametric resonances, the process of tachyonic oscillations can be
much more violent and efficient. The fluctuations can, indeed, grow very quickly
such that non-linear effects become important, already after a couple of homogeneous
background oscillations [150].
We begin our discussion by providing an explanation of this process and a recap
of the essential findings of [150]. For illustrative purposes we show numerical results
of linear preheating for a realisation of the small-field hilltop inflation model.
Tachyonic oscillations are generally preceded by a phase of tachyonic preheating.
The latter may be so efficient that the growth of fluctuations is terminated in less
than a single homogeneous oscillation of the inflaton φ [150]. On the other hand,
if tachyonic preheating is too mild for non-linear effects to become important the
field will eventually start performing coherent oscillations around the minimum of
its potential. Unless the damping caused by the expansion of the universe is too
strong, the inflaton may thereby periodically re-enter into the tachyonic region.
Tachyonic amplification will be experienced by all modes which acquire a negative
frequency squared ω2k < 0 inside the tachyonic region of the potential (
∂2V
∂φ2
< 0), i.e.
for modes
k
a
<
kmax
a
≡ max
[√
−∂
2V
∂φ2
]
=
√
−∂
2V
∂φ2
∣∣∣∣∣
φ≡φmax
, (4.38)
where φmax is the inflaton field value at which −∂2V∂φ2 has its local minimum. Con-
sidering the hilltop inflation potential (3.76), we have [150]
kmax =
p
√
V0
v
(
p− 2
2(2p− 1)
) p−2
2p
, and φmax = v
(
p− 2
2(2p− 1)
) 1
p
. (4.39)
Conditions for tachyonic oscillations
Tachyonic oscillations will generally occur when the following three conditions are
satisfied:
1. The scalar potential must feature a negative curvature in some field region,
such that
k2
a2
< −∂
2V
∂φ2
,
for wavenumbers k/a < kmax/a ≡ max[|∂2V/∂φ2|1/2].
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2. Tachyonic preheating must be sub-dominant in the sense that the backreaction
of the fluctuations should not become important during the first descent of the
inflaton towards its VEV.
3. Hubble damping should not be too strong in order to allow the field to repeat-
edly re-enter into the tachyonic region.
For the hilltop inflation model (3.76) these conditions can be formulated more
concretely in terms of the model parameters, as was done in [150]. The backreaction
of the fluctuations becomes important when the variance 〈δφ2〉 grows to values
comparable to v2 [150]. Hence, if 〈δφ2k〉 < v2 after the first roll down of the inflaton,
preheating does not immediately end. The value of the variance after the first stage
of tachyonic preheating can be estimated analytically [150]. In essence, the second
condition is satisfied if the following inequality holds:(
v
mPl
)1/(p−2)
>
V
1/4
0
v
[
2p(p− 1)p−1]1/(2p−4) . (4.40)
The energy loss ∆V , during the first oscillation of the background can be esti-
mated as [150,154]
∆V = V (φend)− V (φ1) ≈ 3Hφ˙∆φ , (4.41)
where 0 ' φend  v is the inflaton field value at the end of inflation, and φend <
φ1  v is the minimum field value after one complete oscillation of φ. During the
first oscillation one can approximate the quantities on the right-hand side of (4.41)
as H ' √V0/3/mPl, ∆φ ≈ 2v, and φ˙ ≈ √V0. Since the potential energy at the
end of the slow-roll regime is still approximately constant we have V (φend) ' V0.
In order to evluate V (φ1) we can neglect the term proportional to (φ/v)
2p in the
potential (3.76), since φ1  v. Then, resolving eq. (4.41) for φ1 gives [150]
φ1
v
≈
(√
3
mPl
v
)1/p
. (4.42)
If φ1 is smaller than the inflaton field value φinf at the inflection point
∂2V/∂φ2
∣∣
φ=φinf
= 0 , (4.43)
the inflaton re-enters into the tachyonic region and the third condition is satisfied, at
least after the first complete oscillation of the homogeneous background. The field
value at the inflection point can be calculated by solving eq. (4.43) for φinf . This
gives
φinf =
(
p− 1
2p− 1
)1/p
v . (4.44)
By comparing this expression with (4.42) we obtain an upper bound on v:
φ1 < φinf ⇔ v < mPl√
3
(
p− 1
2p− 1
)
∼ O(0.1)mPl . (4.45)
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Figure 4.4: Schematic illustration of the different evolutionary phases of inflaton
fluctuations during one homogeneous oscillation in Minkowski spacetime. The solid
blue line represents the evolution of the curvature of the hilltop inflation potential.
The time variable is rescaled such that t = 0 after half a period of oscillation.
Here we qualitatively show the different evolutionary regimes experienced by two
different modes k1 < kmax and k2 > kmax denoted by the dashed lines. For a
detailed discussion we refer to the main text below.
Tachyonic oscillations in Minkowski spacetime
In order to get an understanding of tachyonic oscillations, it is instructive to first
consider the behaviour of different modes during one period of oscillation of the
homogeneous inflaton φ in Minkowski spacetime. Notice that in this case the back-
ground evolution is periodic. Subsequently, we comment on effects induced by the
expansion of the universe.
Evolution of modes with k  kmax and k & kmax:
We begin our discussion with the simplest case which is the linear evolution of short-
wavelength modes for which k  kmax. For these modes, the frequency squared
is always positive, though time-dependent. If the frequency varies slowly enough
(|ω˙k|  ω2k), however, an oscillatory WKB approximation (cf. (4.36)) can be used
to describe the evolution of the short-wavelength fluctuations.
On the other hand, modes with wavenumbers k that are only slightly larger than
kmax can experience non-adiabatic growth in form of a self-resonance [150]. The
WKB approximation is no more applicable in such a case and the mode evolution
must be followed differently, e.g. by numerically solving the mode equation, though
it is not impossible to find analytical estimates as demonstrated in Ref. [150].
The approach used by the authors in [150] is based on subdividing the evolu-
tion of the modes into qualitatively different regimes during one oscillation of the
inflaton background. Within each of these regimes the evolution has been solved
independently and matched at the interfaces between two different regimes.
The different regimes are illustrated in figure 4.4 for a mode k2 > kmax as well as
for a tachyonic mode with k1 < kmax. Moreover, note that t = 0 denotes the time
after half a period of oscillation. The solid blue line denotes the curvature of the
potential during one homogeneous background oscillation. The inflaton is assumed
to start oscillating at φ(t = −t0) ≡ φ0 with φ˙(−t0) = 0. Let us now consider
4.2. More on preheating 53
the former case for which the frequency squared is always positive (ω2k2 > 0 for
t ∈ [−t0, t0]).
As the inflaton rolls downhill towards φ = v, the evolution of the mode k2 > kmax
is adiabatic between t = −t0 and t & −tmax where the mode enters into the non-
adiabatic regime (−tmax . t . −tv). The evolution becomes again adiabatic around
the turning point (t = 0 and φturn > v) and the field starts rolling back. On the
way back, the inflaton re-enters into the non-adiabatic region (tv . t . tmax) and
eventually climbs up the potential. Thereby, it crosses φ = v and φ = φmax for the
second time, after which the mode evolution becomes again adiabatic. Once the
field reaches φ = φ(t0) = φ0 (i.e. after one complete oscillation), the process repeats.
Within the adiabatic regions (uncolored regions along the dashed horizontal line
where ∂2V/∂φ2 = −k22), in particular for t ≤ −tmax and t ≥ tmax the evolution of the
mode with k2 > kmax can be described by an oscillatory WKB approximation. For
the time interval −tmax ≤ t ≤ tmax, where the frequency departs from adiabaticity,
the authors of [150] derived an exact solution to an approximate version of the mode
equation. In essence, the solution was obtained by replacing the curvature of the
potential in the mode equation by an approximate function, for which the equation
has an exact solution (see [150] for details). The WKB approximation and the exact
solution were then matched at the interfaces t = ±tmax.
In Minkowski space this process repeats periodically and is therefore sufficient
to have the solution of the modes throughout one period of oscillation. The only
thing which changes from oscillation to oscillation are the initial conditions of the
modes at φ(t) = φ0. Analytical estimates for e.g. the behaviour of the occupation
numbers nk obtained through this approach are presented in [150] to which we refer
for further details.
Evolution of modes with k < kmax:
Let us now consider the behaviour of tachyonic modes k < kmax. While the field
rolls down its potential towards its VEV it eventually passages through the tachy-
onic region (orange region in figure 4.4), these modes get exponentially amplified
due to a tachyonic instability. Notice that the amount of amplification depends on
the wavenumber k. Long wavelength modes with k  kmax enter earlier into the
region where ω2k < 0, while modes k . kmax enter later.
The mode with wavenumber k1 as depicted in figure 4.4, for example, experi-
ences exponential growth for −tIk1 ≤ t ≤ −tIIk1 , and as well for tIIk1 ≤ t ≤ tIk1 . The
cyan regions denotes periods in which the frequency ωk1 varies non-adiabatically.
As one can see, the mode with k = k1 does not only become tachyonic, but also
evolves non-adiabatically within certain periods. Outside these non-adiabatic re-
gions, but still within the tachyonic region, the mode evolution can be described
with an epxponentially evolving WKB approximation8 [150] (cf. eq. (4.37)).
The evolution of these tachyonic modes has been studied analytically in Ref. [150].
The approach taken by the authors is thereby formally equivalent to that described
above for modes k > kmax. In essence, the evolution of a given mode was subdivided
8See also Refs. [173,174].
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into regions in which the evolution is qualitatively different. The authors of [150]
differentiated between purely adiabatic and purely tachyonic regions for t ≤ −tmax
and t ≥ tmax, and assumed non-adiabatic evolution for −tmax ≤ t ≤ tmax.
We note that this assumption is, strictly speaking, not justified as demonstrated
explicitly in figure 4.4 for the mode k1 < kmax. For that mode we have computed
ω˙k1 and, as can be seen in figure 4.4, it turns out that within certain periods the cor-
responding mode exhibits non-adiabatic tachyonic growth. Nevertheless, the results
presented in [150] are in excellent agreement9 with those obtained from numerical
computations. This, in turn, may indicate that the effect related to the non-adiabatic
change of ωk, inside the tachyonic region, might be sub-dominant.
In [150] the authors assumed adiabaticity outside the tachyonic regions for t <
−tItach and t > tItach. The evolution of the modes within these two regimes was de-
scribed by assuming two different10 oscillating WKB solutions. The latter were then
matched at the interfaces t = −tItach and t = tItach with two different, exponentially
evolving WKB solutions. Around the turning point, where the mode frequency
varies non-adiabatically (cf. figure 4.4) the authors proceeded as in the case where
k > kmax discussed above, i.e. by replacing ∂
2V/∂φ2 in the mode equation with an
approximate function for which an exact solution can be found. The corresponding
solution obtained for −tmax ≤ t ≤ tmax was then matched at the interfaces with
the WKB solutions that describe the mode evolution inside the tachyonic region.
The matching of solutions essentially fixes the (constant) Bogolyubov coefficients11
within the respective adiabatic regions.
As mentioned above, the tachyonic modes grow exponentially while the field rolls
downhill towards its VEV. The opposite is the case as the field rolls back uphill,
towards its initial value φ = φ0. There the modes decrease exponentially. Naively,
one may expect that the overall growth of modes is cancelled by this effect, since
the evolution of φ is symmetric around t = 0. From the matching of solutions at
t = tmax, however, it turns out that the decrease of modes, experienced while φ rolls
uphill inside the tachyonic region, is essentially k dependent [150]. The duration of
the period during which the tachyonic modes decrease was found to last less than the
time spent inside the tachyonic region [150]. Contrary to the scenario of tachyonic
preheating where the growth is maximised for modes in the IR, tachyonic oscillations
are found to be most efficient more towards the UV around a characteristic peak
scale H  kp that we shall further specify in the following.
Effect of the expansion
So far we have discussed how tachyonic oscillations lead to growth of fluctuations
in Minkowski spacetime. Let us now briefly comment on the effect of the universe’s
expansion which has been studied analytically in [150].
In an expanding universe the amplitude of the homogeneous background does not
remain constant throughout each oscillations, but gets rather continuously damped.
For fluctuations with very small wavenumbers this can cause a net growth that is
9See figure 7 in [150].
10Basically corresponding to different Bogolyubov coefficients for t < −tintach and t > tintach.
11In other words, the coefficients αk and βk in eqs. (4.36) and (4.37).
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slightly enhanced compared to the situation in Minkowski spacetime. This is due
to the fact that as the inflaton rolls back up its potential (i.e. towards small field
values) at the end of an entire oscillation, it eventually does not reach the same
field value from where it started rolling down towards its minimum at the beginning
of the oscillation. This, in turn, means that the fluctuations spend less time per
oscillation inside the region in which the fluctuations exponentially decrease.
Another effect is that the comoving modes get redshifted as the universe expands.
In essence, both the redshifting of the homogeneous amplitude and of the mode
effectively lead to time-dependent rates of growth.
As mentioned above, the growth of fluctuations caused by tachyonic oscillations is
most efficient around a characteristic scale kp. For the hilltop inflation model (3.76)
it was shown in [150] that at the end of preheating, when 〈δφ2〉 ∼ v2, this peak scale
is approximately given by
kp
a
'
(
v
mPl
) p−2
2p
mφ , (4.46)
where mφ =
√
2p2V0
v2
is the inflaton’s mass evaluated at the minimum of the potential
φ = v.
Example: numerical results of linear preheating after hilltop inflation
For an illustrative purpose and to conclude this section we would like to present some
numerical results of linear preheating after hilltop inflation. We have simulated the
evolution of the homogeneous inflaton and the linear perturbations for the hilltop
inflation potential (3.76) with p = 6 and v = 10−2mPl and V0 = 8.006 × 10−20m4Pl
as in table 3.1. To this end we have simultaneously solved the homogeneous field
equation of motion (3.10) and the linearised equation for the perturbations
δφ¨k +
(
k2
a2
+
∂2V
∂φ
2
)
δφk = 0 . (4.47)
The initial value of the homogeneous field φi and its derivative φ˙i were chosen
shortly after the end of the slow-roll regime when the Hubble parameter is still
approximately constant and ηV ' 25:
φi = 8.03× 10−2v and φ˙i = 2.21× 10−9v2 , (4.48)
with the initial Hubble parameter set to Hi =
√
V0/(3m2Pl). For the initial value of
the field fluctuations δφk we used Bunch-Davies vacuum initial conditions, given by
eq. (C.1.8).
Figure 4.5 shows results of the numerical simulations. The upper plot shows the
evolution of the homogeneous inflaton φ in units of v (blue curve) and the evolution
of the variance (4.8) (orange), over approximately six background oscillations. One
can see that the variance of the fluctuations progressively increases after each oscil-
lation. Moreover, notice that although the growth is most efficient when the inflaton
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rolls down (i.e. when φ/v < 1 increases) one can clearly see that the variance eventu-
ally starts growing while φ rolls uphill (i.e. when φ/v decreases). As the fluctuations
grow, the variance becomes comparable to v2 within less than five background os-
cillations. The backreaction of the fluctuations on the zero-momentum mode then
quickly becomes important and the linearised treatment is no more applicable [150].
The lower plot shows the spectrum of inflaton fluctuations (blue curves) at dif-
ferent moments in time. The spectra are shown in terms of comoving wavenumbers
k/mφ. Lighter blue tones correspond to earlier times, where the lightest blue curve
corresponds to the initial vacuum spectrum. All other spectra are shown after con-
secutive oscillations of φ, when the field reaches its turning point for φ < v (i.e. its
minimum value when φ˙ = 0 and φ < v). The darkest blue line shows the spectrum
after five oscillations.
After five complete oscillations we can estimate the peak scale kp according
to (4.46) which gives
kp ' 0.31mφ . (4.49)
As can be seen from figure (4.5), this estimate is in good agreement with the nu-
merical results.
For smaller scales k > kp, tachyonic oscillations become less and less efficient.
As we explained above, the growth of these modes happens mainly due to self-
resonant growth caused by the non-adiabatic variation of the frequency squared, i.e.
essentially through broad parametric resonance [150].
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Figure 4.5: Upper: Evolution of φ/v (blue curve) and 〈|δφ2k|〉1/2/v (orange),
shown over ∼ 6 oscillations of φ. The fluctuations grow mainly due to tachyonic
amplification as can be seen from the behaviour of the variance. Indeed, the growth
is the strongest while φ rolls down (i.e. when φ < v increases towards φ = v). Af-
ter . 5 oscillations of φ we have (〈|δφ2k|〉)1/2/v ∼ 1, and the linearised description
breaks down.
Lower: Spectra of inflaton fluctuations (blue curves) plotted as a function of the
comoving wavenumbers k/mφ shown at different moments in time, corresponding
to different blue tones. The spectrum is shown after 1, 2,. . . , 5 complete oscillations
of φ, at moments at which φ˙ = 0. The lightest blue curve shows the initial vac-
uum spectrum for comparison. The dashed lines denote the analytical estimate of
characteristic peak scale kp, and the value kmax at the interface between tachyonic
and non-tachyonic modes.
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4.3 Non-standard preheating from the decay of
string moduli
A generic feature of effective field theories of inflation that are formulated within the
framework of SUGRA or string theory is the presence of (many) moduli fields12. As
already mentioned in section 3.1, in scenarios of string compactification these fields
parametrise the spacetime-dependent properties of compactified dimensions [177].
The presence of these moduli may not remain without consequence for the post-
inflationary cosmological evolution. Indeed, moduli fields are often associated with
a non-standard cosmological evolution after inflation which is sometimes referred to
as Modular Cosmology [15–17]. The latter corresponds to an intermediate period of
matter domination between reheating and the onset of BBN.
The reason for such an intermediate stage is the following: The moduli scalar
potential usually depends on the VEV of the inflaton, which itself might be identified
with one of the moduli of the theory. Moduli which acquire masses below the Hubble
scale (m < H) get shifted from their post-inflationary VEV. This mechanism is often
referred to as Vacuum Misalignment. In turn, this displacement (≡ ∆φi) from the
post-inflationary minimum is typically [178–182]
∆φi . mPl . (4.50)
In such scenarios, the standard view of the post-inflationary evolution is the
following: after inflation, moduli fields with masses m < H are“frozen”at a distance
∆φi . mPl from their post-inflationary minimum. The universe reheats and becomes
radiation dominated until the Hubble parameter eventually drops below the modulus
mass m. When this is the case the corresponding modulus becomes dynamical and
starts oscillating around its post-inflationary VEV. Thereby, the universe gradually
becomes dominated by the energy density of the modulus leading to late-time epoch
of matter domination.
It is usually assumed that the moduli then decay into a thermal bath of radiation,
after a characteristic time scale (see e.g. [183])
τchar ' 16pi
2m2Pl
m3
, (4.51)
thus leading to an additional stage of reheating. In the presence of many moduli with
masses below the inflationary Hubble parameter, this process eventually repeats for
several times. Moreover, requiring that the cosmological moduli problem is avoided
puts the following constraint on the mass of the moduli (see e.g. [183])
m & 30 TeV . (4.52)
Just as the inflaton, moduli fields are scalar fields and their dynamics are de-
termined by their scalar potential. Depending on the potential, as well as on the
transition into a modulus dominated epoch one may ask the question whether the
12See e.g. Refs. [18, 175–177].
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dynamics of moduli could lead to non-perturbative and non-linear effects as in sce-
narios of preheating after inflation. Such a situation was considered in Ref. [3] within
the context the KKLT scenario [21] as well as for a blow-up Ka¨hler modulus in the
LVS13 [22,23] and will be discussed in greater detail in chapter 7.
4.4 What can preheating teach us?
So far we have discussed some of the mechanisms that can drive the growth of scalar
perturbations during preheating. In section 4.1 we have briefly mentioned that the
dynamics during this stage can potentially give rise to various, model-dependent
physical effects. Inevitably, the question arises what we can actually learn from this
complicated and often dynamically rich process.
In this section we outline some of the physical consequences of preheating and
how a complete understanding of this process can help to constrain models of the
very early universe. We will mainly focus on those implications of preheating that
are relevant to those models considered in the main part of this thesis. For a more
complete outline we refer to [139].
4.4.1 Production of oscillons and related consequences
All the models considered within the main part of this thesis in which the dynamics
are found to become non-linear have one feature in common: the production of
oscillons [7–14].
Oscillons are localised, quasi-spherical, and non-linear configurations of real
scalar fields. As their name suggests these configurations are oscillatory and are
characterside by the fact that the amplitude of oscillations within these localised
regions is generically much larger than that of their environment. Oscillons were
found to naturally form in models of inflation [13,14,192–196] and also in other field
theoretical scenarios [7,8,197–200]. Despite the fact that they continuously radiate14
energy in form of scalar waves [186,187], they were found to be extremely long-lived
compared to their period of oscillation [11,188–191].
In figure 4.6 we show successive snapshots of the spatial field distribution showing
the field profile of an oscillon, represented by a two-dimensional slice through a
three-dimensional oscillon. The snapshots are taken at different moments in time
throughout half a period of oscillation. One can see that the oscillon clearly stands
out among the background which exhibits only tiny fluctuations compared to the
relatively large-amplitude of the oscillon.
Conditions for oscillon formation
In order for quasi-stable oscillons to be formed, three necessary conditions must be
satisfied (see for instance [7, 201]):
13For an earlier study of the non-linear dynamics during preheating after Ka¨hler Moduli Inflation
see [184].
14For a work in which the quantum radiation of oscillons has been studied see Ref. [185].
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Figure 4.6: Successive snapshots of the spatial field distribution showing the
field profile of an oscillon, here represented by a two-dimensional slice through
a three-dimensional oscillon. The figure was obtained from the results of lattice
simulations of the hilltop inflation model (3.76) with p = 6 and v = 10−2mPl. The
field distribution is shown at different moments in time throughout about half a
period of oscillation. The time is shown relative to the first slice (where we set
t = 0) and in units of the inflaton mass m at the minimum of its potential. As one
can see, the oscillon performs half an oscillation in a time m∆t ' 3.
1. There must be an efficient (preheating) mechanism that allows for the growth
of scalar fluctuations.
2. The growth of the field fluctuations must be sufficiently strong for non-linear
interactions to become important.
3. The scalar potential must be shallower than quadratic within some region
around the minimum of the potential15.
The first and second conditions are, strictly speaking, only required to provide suit-
able “initial conditions” for the formation of oscillons. The third condition is, in
turn, necessary for the potential to support stable and localised scalar field configu-
rations. Notice, that it may well be that all three conditions are satisfied, but that
no oscillons are formed. In fact, an arbitrary fluctuation will not necessarily relax
into an oscillon, unless its wavelength and amplitude lies within a certain range that
favours the formation.
15For a more precise condition which is, however, only applicable to small amplitude oscillons
see [202].
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Possible implications for oscillon-featuring cosmological environments
The existence of oscillons in a cosmological environment can have different implica-
tions. Due to their non-linear nature and their longevity, oscillons could give rise
to an extended period of matter domination unless they behave as relativistic mat-
ter. This, in turn, can extend the duration of the entire reheating process [139]. In
certain models oscillons were found to have an impact on the outcome of baryogen-
esis [203,204].
As we can clearly see from figure 4.6 oscillons are not perfectly symmetric. This is
due to the fact that they interact with their environment and also among themselves.
Since these objects are not perfectly symmetric, their dynamics could lead to the
production of GWs. The latter has first been studied in [205] within the context of
axion-monodromy inflation [206, 207], but also in Refs. [2] for the hilltop inflation
model (3.76) with p = 6 and v = 10−2mPl. GWs from oscillons have also been
investigated for “cuspy” potentials where the scalar potential is of the form V (φ) ∼
|φ|p [208].
If GWs from oscillons would be observed at some point in the future, this could
in principle provide us valuable information about the underlying theory. Later, in
the main part of this thesis, we shall discuss which kind of information might be
extracted from the oscillation of a GW signal generated by oscillons.
4.4.2 Precise predictions for the primordial spectra
When we were discussing the inflationary dynamics of chaotic and hilltop inflation
in section 3.4.1, we compared the model predictions for the primordial spectra with
observational constraints (cf. figures 3.1 and 3.2). Thereby we showed different
predictions corresponding to different assumptions for the time of horizon exit of the
pivot scale k?, i.e. different values of the number of e-folds of inflation N? experienced
by the universe between the time of horizon exit and the end of inflation.
The reason for assuming a certain range for N? rather than one precise value
is due to the lack of knowledge about the post-inflationary evolution. In fact, for
a given scale k = akHk, the number of e-folds Nk at which k leaves the horizon is
constrained by the following expression [209]
k
a0H0
=
akHk
a0H0
= e−Nk
aend
areh
areh
aeq
Hk
Heq
aeqHeq
a0H0
, (4.53)
where the subscripts “end”, “reh”, “eq”, and “0” denote quantities evaluated at the
end of inflation, at the end of reheating, at matter-radiation equality, and today.
For the Hubble parameter Hk at the time at which the scale k exits the horizon,
we can use the slow-roll approximation
Hk =
√
Vk
3m2Pl
. (4.54)
Moreover, the factor aeq/a0 is simply given by the redshift at matter-radiation equal-
ity, i.e.
aeq
a0
= (1 + zeq)
−1 = 1/3366 , (4.55)
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where in the last equality we have inserted zeq = 3365 (cf. table 4 in [5]).
Between the end of reheating and matter-radiation equality, the universe is dom-
inated by radiation, thus implying (cf. eq. (2.19))
areh
aeq
=
(
ρreh
ρeq
)−1/4
. (4.56)
The energy density at matter-radiation equality can be calculated as follows
ρeq = 2 ρm,eq = 2 ρm,0
(
a0
aeq
)3
= 6 Ωm,0m
2
Pl H
2
0 (1 + zeq)
3 , (4.57)
with ρm,0 and ρm,eq denoting the present energy density of non-relativistic matter
and at matter-radiation equality.
Resolving eq. (4.53) for Nk and replacing the corresponding quantities gives
Nk =
1
4
ln
[
2m2Pl Ωm,0H
2
0 Vk
3m4Pl (1 + zeq)
a40
k4
]
+
1
4
ln
[
Vk
ρreh
]
+ ln
[
aend
areh
]
. (4.58)
Taking [5]
Ωm,0 = 0.308 and H0 = 67.81 km s
−1Mpc−1 , (4.59)
for the present day matter density parameter and the present Hubble parameter,
and zeq as in eq. (4.55), we can evaluate (4.58) for k? = k/a0 which yields
N? ≈ 61.8 + ln
[
aend
areh
]
+
1
4
ln
[
Vk
ρreh
Vk
m4Pl
]
. (4.60)
Assuming that the background evolution can be described by an effective EOSp weff
during the reheating process, we may write16 (see e.g. [5, 210])
N? ≈ 61.8 + 1
3(1 + weff)
ln
[
ρreh
ρend
]
+
1
4
ln
[
Vk
ρreh
Vk
m4Pl
]
= 61.8 +
1− 3weff
12(1 + weff)
ln
[
ρreh
ρend
]
+
1
4
ln
[
Vk
ρend
Vk
m4Pl
]
. (4.61)
We can see that the precise value of N? depends on how the universe evolves
between the end of inflation and the end of reheating. This, in turn, may crucially
depend on the dynamics during preheating. Consequently, for a precise estimate of
N?, a careful study of (p)reheating is indispensable.
4.4.3 Production of GWs – The early universe’s fingerprint?
As emphasised above, preheating after inflation as well as other preheating-like
scenarios in which other scalar fields (e.g. moduli fields) are involved may have
16Where we have omitted an additional term of . O(1) depending on the number of effective
bosonic degrees of freedom (cf. [5]).
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taken place at very early times, before the synthesis of the light nuclei. The po-
tentially violent dynamics during such regimes can give rise to an inhomogeneous
fragmentation of the involved scalar degrees of freedom and thus to the production
of GWs [2, 3, 162, 205, 208, 211–218]. Whether and how such a fragmentation oc-
curs is essentially model-dependent. Consequently, also the resulting stochastic GW
background, if produced, will exhibit features that are characteristic to the model
at hand. Examples of such features are e.g. the bandwidth of frequencies at which
GWs are produced, but also the characteristic amplitude of the energy spectrum,
and more interestingly its shape (i.e. the frequency-dependence of the amplitude).
While CMB observations provide constrains on the shape of the inflaton potential
during inflation, GWs produced during the reheating process could be a promising
candidate for filling the observational gap between the time of horizon exit and
recombination. This is essentially due to the fact that, unlike the CMB photons,
GWs can propagate almost freely since the time of their production.
Unfortunately, GWs which are associated with the dynamics of preheating are
often produced at frequencies too high to be observable with current and planned
GW detectors [219–223]. Nevertheless, models predicting GWs with frequencies in
the observational range do exist [208,224,225].
GW production from inhomogeneous scalar fields
In the following we discuss the production of GWs when sourced by inhomogeneities
of scalar fields. We will thereby follow the discussions presented in section 2 and 3
of Ref. [214] and summarise the main results.
Consider a system of Nf scalar fields in an expanding FLRW background whose
dynamics are governed by the action (4.5). Including perturbations of the metric in
synchronous coordinates we may write the perturbed FLRW line-element as
ds2 = gµνdx
µdxν = −dt2 + a2(t)(δij + h˜ij)dxidxj . (4.62)
GWs are then represented by the Transverse-Traceless (TT) part (≡ hij) of the
metric perturbation h˜ij. In the following, we will only consider the evolution of the
GWs and neglect17 the vector and scalar modes that are comprised within h˜ij. In
turn, the GWs obey the equation of motion
h¨ij + 3Hh˙ij − 1
a2
∇2hij = 2
m2Pl
ΠTTij . (4.63)
The quantity ΠTTij which provides the source of the GWs denotes the TT part of the
anisotropic stress
a2Πij =
(
Tij − a2 p (δij + hij)
)
, (4.64)
with p denoting the homogeneous background pressure, and Tij represents the (i, j)
component of the energy-momentum tensor which is given as in eq. (3.5) but with
17We note that scalar metric fluctuations can have an impact on the evolution of the GWs and
can in particular lead to an enhanced GW energy density, even if the backreaction on the scalar
fields is negligible [226].
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the only difference that we now sum over all the contributing fields φ1, . . . , φNf
Tµν =
∑
`
[
∂µφ
`∂νφ
` − gµν
(
1
2
gρσ∂ρφ
`∂σφ
` + V
)]
. (4.65)
After extracting the TT part of eq. (4.64) and keeping only terms which are first
order in the gravitational coupling, the source term of the GWs reduces to18 [214]
ΠTTij =
1
a2
TTTij =
1
a2
∑
`
[
∂iφ
`∂jφ
`
]TT
. (4.66)
In order to solve the evolution equation (4.63) one may use different approaches
(see e.g. Refs. [162,211,214]). One possibility is to solve both, the field evolution as
well as (4.63) numerically on a discrete spacetime lattice. Later in the main part
of this thesis we shall, indeed, present results that were obtained by means of this
method.
Here we concentrate on a different approach that is also used in this thesis and
that was first proposed in [214]. It is based on solving eq. 4.63 in Fourier space,
which adopting the Fourier convention eq. (A.0.5), reads
h¨ij(k, t) + 3Hh˙ij(k, t) +
k2
a2
hij(k, t) =
2
m2Pl
ΠTTij (k, t) , (4.67)
where again k = |k| denotes the magnitude of comoving momentum. The TT part
of the anisotropic stress Πij can now be extracted as follows
ΠTTij (k, t) = Λij,lm(kˆ) Πij(k, t)
=
(
Pil(kˆ)Pjm(kˆ)− 1
2
Pij(kˆ)Plm(kˆ)
)
Πij(k, t) , (4.68)
where Pij(kˆ) is called projection tensor and is defined as [27]
Pij(kˆ) ≡ δij − kˆikˆj , and kˆi ≡ ki/|k| . (4.69)
To solve eq. (4.67) it is convenient to rewrite it in terms of conformal time dη = a−1dt
and in terms of the rescaled perturbation
h¯ij ≡ ahij . (4.70)
Eq. (4.67) then becomes
h¯′′ij(k, η) +
(
k2 − a
′′
a
)
h¯ij(k, η) =
2
m2Pl
a TTTij (k, η) . (4.71)
Within this thesis we focus on GWs sourced by sub-horizon sized inhomogeneities
corresponding to scales k  aH. In this limit we can drop the term proportional to
a′′ in eq. (4.71) and eq. (4.71) reduces to
h¯′′ij(k, η) + k
2h¯ij(k, η) =
2
m2Pl
a TTTij (k, η) . (4.72)
18The term ∝ pδij is a pure trace and vanishes after extracting the TT part, while the term
∝ phij gives rise to a term that is second order in the gravitational coupling.
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Notice, that in the case of a radiation dominated cosmological background we have
in any case a′′/a = 0. If the universe evolves as matter a′′/a ∼ a2H2  k2 and the
term can be neglected on scales well inside the horizon.
Assuming that the source is inactive for η ≤ ηi, (and thus h¯ij(k, η) = h¯′ij(k, η) =
0), the solution to eq. (4.72) may be written as [214]
h¯ij(k, η) =
2
m2Pl k
∫ η
ηi
dη′ sin [k(η − η′)] a(η′)TTTij (k, η′) . (4.73)
The above solution is valid as long as GWs are actively produced. Once the source
becomes inactive, say at η = ηf , the GWs will eventually start propagating freely,
obeying the wave equation
h¯′′ij(k, η) + k
2h¯ij(k, η) = 0 , for η ≥ ηf . (4.74)
Eq. (4.74) has an oscillating solution which can be expressed as
h¯ij(k, η) = Aij(k) sin[k (ηf − η)] +Bij(k) cos[k (ηf − η)] , (4.75)
with the k-dependent coefficients Aij and Bij yet to be determined. Requiring that
the solution (4.73) coincides with (4.75) at η = ηf (and requiring the same for h¯
′
ij)
one finds
Bij(k) = h¯ij(k, ηf) =
2
m2Pl k
∫ ηf
ηi
dη′ sin [k(ηf − η′)] a(η′)TTTij (k, η′) , (4.76)
Aij(k) = k
−1 h¯′ij(k, ηf) =
2
m2Pl k
∫ ηf
ηi
dη′ cos [k(ηf − η′)] a(η′)TTTij (k, η′) . (4.77)
Energy density and energy spectrum of GW
Let us now introduce the energy density of GWs which is formally given by the
00-component of the effective stress-energy tensor of GWs (see e.g. [27,227])
TGWµν =
m2Pl
4
〈∂µhij∂νhij〉V , (4.78)
where the angle brackets denote an average over a portion of (comoving) volume V
encompassing length scales that are large compared to the characteristic wavelength
of the GWs. The expression on the right-hand side of (4.78) was first derived by
R. Isaacson in the 1960s [228,229]. It is therefore sometimes referred to as Isaacson
stress-energy tensor (see e.g. [227]).
The energy density carried by the GWs is given by
ρGW ≡ TGW00 =
m2Pl
4
〈h˙ij(x, t)h˙ij(x, t)〉V
' m
2
Pl
4a4
〈h¯′ij(x, η)h¯′ij(x, η)〉V
=
m2Pl
4a4
1
V
∫
V
d3xh¯′ij(x, η)h¯
′
ij(x, η)
=
m2Pl
4a4
1
V
∫
d3kd3k′
(2 pi)6
∫
V
d3x ei(k+k
′)x h¯′ij(k, η)h¯
′
ij(k
′, η)
=
m2Pl
4a4
1
V
∫
d3k
(2 pi)3
h¯′ij(k, η)h¯
′∗
ij(k, η) (4.79)
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where we dropped terms∝ aH and∝ a2H2, respectively. These terms are negligible
on sub-horizon scales k  aH.
The spectrum of GWs is defined as the energy density per logarithmic momentum
interval and is typically normalised to the value of the critical density ρc (cf. eq. (2.16)
in section 2.1)
ΩGW(k, η) =
1
ρc
dρGW
d ln k
=
m2Pl k
3
ρc 4a4
1
V
∫
dΩ
(2 pi)3
h¯′ij(k, η)h¯
′∗
ij(k, η) , (4.80)
where dΩ here denotes a solid angle in momentum space. By replacing h¯′ij in
eq. (4.80) with the solution (4.75) one finds
ΩGW(k, η) =
m2Pl k
3
ρc 4a4
1
V
∫
dΩ
(2 pi)3
〈h¯′ij(k, η)h¯′∗ij(k, η)〉T
=
m2Pl k
3
ρc 4a4
1
V
∫
dΩ
(2 pi)3
k2
2
∑
i,j
(|Aij(k)|2 + |Bij(k)|2) , (4.81)
where 〈. . . 〉T denotes an average over one period of oscillation T = 2pi/k for GWs
with wavenumber k. Using eqs. (4.76) and (4.77) to replace the coefficients Aij and
Bij the spectrum takes the form [214]
ΩGW(k, η) =
k3
2 a4 ρc m2Pl
1
V
∫
dΩ
(2 pi)3
∑
i,j
[∣∣∣∣∫ ηf
ηi
dη′ cos(kη′) a(η′)TTTij (k, η
′)
∣∣∣∣2
+
∣∣∣∣∫ ηf
ηi
dη′ sin(kη′) a(η′)TTTij (k, η
′)
∣∣∣∣2
]
. (4.82)
In cases where the spatial part of the stress-energy tensor can be estimated an-
alytically one may either obtain analytical estimates or solve the integral eq. (4.82)
numerically. In Ref. [214], for example, it was shown that superpositions of scalar
perturbations which do not (or only weakly) interact with each other and for which
the evolution can be approximated by a WKB solution do not emit gravitational
waves. In order to compare the spectrum emitted at time η = ηf , when the source
becomes inactive, with present constraints from present (and future) GW observa-
tories we have to account the expansion history between the time of emission ηf and
today. Assuming that the universe evolves with an effective EOSp w between the
moment at which the source becomes inactive (“f”) and the end of reheating (“reh”),
we may account for the relative expansion as follows
af
a0
=
af
areh
areh
a0
=
1
ρ
1/4
f
(
af
areh
)1− 3
4
(1+w)(
g0
greh
)1/12
ρ
1/4
γ,0 , (4.83)
where the subscript “0” denotes a quantity evaluated today, g is the number of
relativistic degrees of freedom at the corresponding time, and ργ,0 is the present
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day radiation energy density. Moreover, we have used that entropy conservation19
is satisfied for the thermal bath of radiation.
The energy density of GWs redshifts like radiation i.e. ρGW ∼ a−4. Thus for the
relation between the present day spectrum ΩGW, 0 and that at the time of emission
is (see e.g. [214])
ΩGW, 0 = ΩGW, f
(
af
areh
)1−3w (
g0
greh
)1/3
ργ,0
= 4.3× 10−5 ΩGW, f
(
af
areh
)1−3w (
g0
greh
)1/3
ρc,0 , (4.84)
where we have used that ργ,0h
2 ' 4.3 × 10−5ρc,0, with the present day critical
energy density ρc,0 ∼ 10 GeV/m3, and h ' 0.67 is the reduced Hubble parameter
(cf. (2.18)). The corresponding frequencies of the GWs as they would be observable
today are given by [214]
f =
k0
2pi
=
k
af ρ
1/4
f
(
af
areh
) 1−3w
4
4× 1010 Hz . (4.85)
where k0 is the physical wavenumber today and k/af is the physical wavenumber at
the moment of emission. Throughout this thesis we assume
g0
greh
=
1
100
, (4.86)
as in Ref. [214].
19In essence that ga3T 3 ∼ const., where T is the temperature of the thermal bath.
Part III
Gravitational wave production
from oscillons
Chapter 5
GWs from asymmetric oscillons
with Gaussian spatial profile
Birkhoff’s theorem [27, 230] implies that spherically symmetric configurations of
matter do not emit GWs. The non-linear nature of oscillons, however, gives rise
to interactions among oscillons and their environment, as well as among oscillons
themselves. These interactions can induce deformations and distortions of the oscil-
lon’s field profile which could lead to the production of GWs. Hence, the question
arises whether and to which extent oscillons can produce a stochastic background
of GWs. More importantly, if GWs are produced, what would be the implications
in case of observation of a GW signal which originates from an oscillon featuring
cosmological phase?
Mainly on the basis of numerical lattice simulations, the GW production from
oscillons was studied in [2,3,205,208]. Analytical estimates for the emitted power in
GWs originating from (spherically symmetric) adjacent oscillons have been derived
in [205]. The authors also considered the case of ellipsoidal oscillons and came to
the conclution that GW production from oscillons is highly suppressed.
In this chapter we investigate the GW production from asymmetric (ellipsoidal)
oscillons which are characterised by a three-dimensional Gaussian field profile. In
section 5.1 we motivate and summarise our main assumptions on the oscillon dy-
namics. In section 5.2 we derive an analytical expression for the TT-projected GW
source originating from asymmetric Gaussian oscillons. We first derive an expression
for the case of a single oscillon. Subsequently we turn to the more generic case of
N asymmetric oscillons, (randomly) distributed throughout a portion of comoving
volume V . The respective results are further used in section 5.3 to numerically infer
the spectrum of GWs. We thereby adopt an approach that was proposed in [214].
Finally, we discuss how the qualitative features of different oscillon cosmologies man-
ifest themselves in the stochastic background of GWs. The results presented in this
chapter are based on work that was partly published in Ref. [4].
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5.1 GWs from Gaussian oscillons: preliminaries
and assumptions
Numerical lattice simulations have shown that a common feature of the stochas-
tic GW background produced in the presence of oscillons, is a characteristic peak
structure which can exhibit multiple, distinct peaks [3,205]. A schematic illustration
of a typical GW background resulting from the dynamics experienced within oscil-
lon favouring models is shown in figure 5.1. Usually, the spectrum has a dominant
peak at some physical scale kpeakphys = k
peak/a and possibly also other peaks at multi-
ples of kpeakphys . The latter typically become less and less pronounced as the physical
wavenumber increases. This peak structure originates from the oscillon dynamics.
As we shall argue later, the positions of the peaks effectively correspond to the fun-
damental oscillation frequency of the source and its higher harmonics. For scales
below kpeakphys , the spectrum typically exhibits a relatively flat plateau which slowly
falls off towards the IR. Of course, the precise shape of the spectrum depends on
dynamics of the system which are dictated by the model. The IR plateau, for ex-
ample, can be more ore less pronounced and may not even be related to the oscillon
dynamics.
In what follows, we shall concentrate on infering the dominant part of the GW
spectrum that purely originates from the oscillon dynamics. In order to derive an
approximate expression for the source of GWs induced by asymmetric oscillons we
make the following simplifying assumptions:
1. We assume that the oscillon’s field profile can be approximated by a three-
dimensional Gaussian with constant physical width (see below). More ex-
plicitly, for the field configuration of a single oscillon sitting at a position
x0 = (x0, y0, z0)T and time t we assume
φoscillon(x, t) = Φ(t)F(x, t) (5.1)
where we have used comoving spatial coordinates. The time-dependent func-
tion Φ(t) represents the oscillon’s field value at its center and F(x, t) is the
spatial profile given by
F(x, t) = e−a
2(t)
2
(x−x0)2
R2 = e
−a2(t)
2
(x−x0)2
R2x
+
(y−y0)2
R2y
+
(z−z0)2
R2z . (5.2)
Notice that the comoving oscillon widths in x, y, and z directions were ex-
pressed in terms of the (constant) physical widths Rx, Ry and Rz. The time
dependence in the spatial profile F is only due to the time dependence of
comoving widths in an expanding background.
2. The asymmetry of an oscillon is implemented by assuming that one of the
widths, say e.g. Ry, differs from Rx and Rz. This, in turn, allows to eliminate
one of the widths:
Rx = Rz ≡ R, and Ry = R (1 + ∆) , (5.3)
where ∆ parametrises the asymmetry of the oscillon.
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Figure 5.1: Schematic illustration of a typical GW spectrum produced in the
presence of oscillons. The spectrum features a peak structure that may consist
of multiple, distinct peaks. Usually, the spectrum exhibits one dominant peak
at a characteristic physical wavenumber kpeakphys corresponding to the fundamental
frequency of the source, (or equivalently to the fundamental frequency of the square
of the time-dependent oscillon amplitude). Depending on the harmonicity of the
oscillon’s oscillations, other peaks may appear at multiples of kpeakphys . Peaks at
higher wavenumbers are, however, typically less and less pronounced due to an
exponential suppression of the source as kphys increases. Another typical feature of
the spectrum is a relatively flat plateau for wavenumbers kphys  kpeakphys . The latter
might not necessarily be related to the oscillon dynamics and can, in principle,
originate from the dynamics preceding the formation of oscillons.
5.2 The GW source of asymmetric, Gaussian os-
cillons
5.2.1 Single oscillon source
Before discussing the general case of multiple oscillons, we would like to consider the
simplified case of a single oscillon sitting at position x0. Without loss of generality,
the latter is assumed to be the origin, i.e. x0 = (0, 0, 0)T . Based on our previous
assumptions we can compute the TT part of the energy-momentum tensor TTTij
according to (4.68)
TTTij (k, t) = Λij,lm(kˆ)Tlm(k, t) = Φ
2(t) Λij,lm(kˆ)Tlm(k, t) , (5.4)
where Tij(k, t) ≡ Φ−2(t)Tij(k, t) is given by
Tij(k, t) =
∫
d3x e−ikx∂iF(x, t)∂jF(x, t)
= a2(t)
∫
d3x e−ikx e−a
2(t)
∑
s x
2
sR
−2
s
xi xj
R2i R
2
j
= − pi
3/2
4 a3(t)
e
− k
2
x R
2
x+k
2
y R
2
y+k
2
z R
2
z
4 a2(t) RxRy Rz
(
kikj − δij 2 a
2(t)
RiRj
)
= e
−
R2(k2x+k2z+k2y(1+∆)2)
4 a2(t) Sij . (5.5)
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The quantity Sij appearing in the last equality of (5.5) is defined as follows
Sij ≡ −pi
3/2R3 (1 + ∆)
4 a3(t)
[
kikj − 2 a
2(t)
R2
(
δij + δisδjr
δs2δr2∆(2 + ∆)
(1 + ∆)2
)]
. (5.6)
Furthermore we chose
Rx = Rz ≡ R, and Ry = R (1 + ∆) . (5.7)
Finally, for the TT part of Tij(k, t) we find
T TTij (k, t) = Λij,lm(kˆ)Tlm(k, t)
= e
−
R2(k2x+k2z+k2y(1+∆)2)
4 a2(t)
pi3/2∆(∆ + 2)R
4a(t)(∆ + 1)
fij(k) , (5.8)
with the k-dependent tensor fij(k) given by
(fij) =
1
|k|4
−k2xk2y + (k2x + k2y)k2z + k4z kxky(k2x + k2z) −kxkz(k2x + 2k2y + k2z)kxky(k2x + k2z) −(k2x + k2z)2 kykz(k2x + k2z)
−kxkz(k2x + 2k2y + k2z) kykz(k2x + k2z) k4x − k2yk2z + k2x(k2y + k2z)

Notice that eq. (5.8) implies that spherically symmetric field configurations do not
emit gravitational waves:
T TTij (k, t) = 0 , for ∆ = 0 . (5.9)
5.2.2 Multiple oscillons
We now turn to the more generic case of multiple oscillons. Assuming a system of
N oscillons sitting at different positions xq, but with identical spatial field profile,
we can write the field as
φmulti(x, t) =
N∑
q=1
Φq(t)e
−a2(t)
2
(x−xq)2
R2 ≡
N∑
q=1
Φq(t)Fq(x, t) , (5.10)
with
Fq(x, t) ≡ e
−a2(t)
2
(x−xq)2
R2 , (5.11)
as in (5.2). In the following we assume that the time-dependent functions Φq(t),
describing the field evolution at the center of the oscillons at positions xq, have
all the same periodicity and the same amplitude. For the multi-oscillon system
described by eq. (5.10) we can write down the TT part of the energy-momentum
tensor in position space
TTT,multiij = [∂iφmulti∂jφmulti]
TT
=
[
∂i
(∑
q
Φq(t)Fq(x, t)
)
∂j
(∑
q
Φq(t)Fq(x, t)
)]TT
(5.12)
=
[∑
q
Φ2q(t) ∂iFq(x, t)∂jFq(x, t) +
∑
q 6=r
Φq(t)Φr(t) ∂iFq(x, t)∂jFr(x, t)
]TT
.
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The second sum in the last equality of eq. (5.13) arises from contributions induced by
interferences between two adjacent oscillons, sitting at positions xq and xr. These
contributions are exponentially suppressed with the square distance between the
different oscillons. If we further assume that the oscillons are sufficiently separated
from each other, we can neglect the interference term and eq. (5.13) reduces to
TTT,multiij '
[∑
q
Φ2q(t) ∂iFq(x, t)∂jFq(x, t)
]TT
. (5.13)
In order to perform the TT projection we have to switch to Fourier space, where we
have
TTT,multiij (k, t) ' Λij,lm(kˆ)
∑
q
Φ2q(t)
∫
d3x e−ikx∂lFq(x, t)∂mFq(x, t)
= Λij,lm(kˆ) Tlm(k, t)
∑
q
Φ2q(t) e
−ikxq . (5.14)
Finally, the GW spectrum arising from the dynamics in the multi-oscillon system
can be computed by plugging eq. (5.14) into (4.82), which gives
ΩGW(k, η) =
k3
2 a4 ρcm2Pl
1
V
∫
dΩ
(2 pi)3
∑
i,j
[∣∣∣∣∫ ηf
ηi
dη′ cos(kη′) a(η′)TTT,multiij (k, η
′)
∣∣∣∣2
+
∣∣∣∣∫ ηf
ηi
dη′ sin(kη′) a(η′)TTT,multiij (k, η
′)
∣∣∣∣2
]
. (5.15)
To evaluate the integral over the solid angle in k-space, we transform to spherical
coordinates and approximate the integral by a discrete sum as∫
dΩ→
Nangles∑
i,j=0
sin θi ∆θ∆φ , (5.16)
where
θj = j∆θ = j
pi
Nangles
, and φj = j∆φ = j
2pi
Nangles
. (5.17)
Once the background cosmology, as well as all other free parameters, such as the
oscillon amplitude, the oscillon positions, etc. are fixed, eq. (5.15) is evaluated nu-
merically for discrete values of θj, φj and k.
5.3 Which information does ΩGW contain?
In this section we discuss how the physical properties that characterise an oscillon
featuring cosmological environment, may leave their imprint in the stochastic back-
ground of GWs. To this end we, evaluate eq. (5.15) for different oscillon systems
(i.e. different realisations of (5.14)), and assuming different background cosmologies.
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Parametrisation and initial conditions for “artificial” oscillon systems
For the case of N oscillons sitting at positions xq we assume that the functions Φq(t),
describing the field evolution at the oscillon’s center, have all the same maximum
amplitude A as well as the same oscillation frequency ωosc. Explicitly, we assume
that the Φq(t) are described by a simple cosine, i.e.
Φq(t) = A cos(ωosct+ ϕq) . (5.18)
Hence, the only difference between different Φq(t) will be a (randomly chosen) phase
ϕq.
As mentioned above, the spectrum of GWs may exhibit multiple distinct peaks,
with the positions of the peaks in (physical) k-space corresponding to the fundamen-
tal frequency of the source and its higher harmonics (cf. figure 5.1). We note that
assuming a simple cosine will automatically result in a GW spectrum that exhibits
only a single peak. In principle, one could use a different and more complicated
periodic function (e.g. a series of different cosines). For simplicity, however, and due
to the fact that the source is suppressed for large values of k, we restrict to the case
described by (5.18).
Note that the frequency of the source does not coincide with the oscillation
frequency of the field amplitude if the latter is given by (5.18). In fact, since TTTij ∼
Φ2q, the source will oscillate with a frequency, that is twice that of (5.18). As
demonstrated in figure 5.2, this can change if the scalar potential is anharmonic.
The evolution of the scale factor is dictated by the evolution of the energy density
or equivalently by the evolution of the Hubble parameter (cf. eq. (2.21)). To this
end we have to choose the value of the initial Hubble parameter Hi by making use of
the fact that eq. (5.18) is precisely the solution to the homogeneous Klein-Gordon
equation in Minkowski spacetime for a quadratic scalar potential
V (Φ) =
m2
2
Φ2 , (5.19)
with m = ωosc. Based on our experience (i.e. based on what we have observed in
numerical lattice simulations), we assume that the initial (average) energy density
ρi, at the time when oscillons are formed, is significantly smaller than at the center
of the oscillons
ρi = 3m
2
Pl H
2
i  V (A) . (5.20)
In terms of the energy density, oscillons correspond to local overdensities which are
surrounded by an environment consisting of very small amplitude fluctuations of
the field around the minimum of the potential. In these regions, typically covering
a much larger portion of volume than that covered by the oscillons, the energy
can be orders of magnitude smaller than the energy at the center of an oscillon.
Correspondingly, the size of the comoving volume V should initially (at a = ai = 1)
be much larger than the volume covered by a sphere with a radius corresponding to
the width of the oscillons R:
V  R3 . (5.21)
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Moreover, in order to be consistent with neglecting the interference terms in eq. (5.13),
we assume that the minimum separation between two oscillons dmin is not smaller
than four times the width of an oscillon
dmin ≥ 4R , (5.22)
if the presence of multiple oscillons is considered.
In what follows we are going to discuss the impact of various parameters on the
spectrum of GWs. While for certain parameters, the effect on the energy spectrum
ΩGW might be estimated analytically, it will in other cases be useful to explicitly
compute the spectrum according to eq. (5.15). If not otherwise stated, we fix the
amplitude of the oscillons A, the width of the oscillons R, the oscillation frequency
ωosc, the initial Hubble parameter Hi and the comoving volume V to the following
values:
A = 0.05mPl , ωosc/mPl = mPlR = 1 , (5.23)
Hi =
1
10
√
ω2osc
2
A2
3m2Pl
' 0.002mPl , and V = (100R)3 ∼ O
(
H−3i
100
)
. (5.24)
For the evolution of the scale factor we assume a matter dominated universe, with
the initial scale factor at t = ti = 0 being normalised to unity
ai ≡ a(0) = 1, and a˙(t)
a(t)
∣∣∣∣
t=0
= Hi , (5.25)
which gives (cf. eq. 2.21)
a(t) =
(
1 +
3Hit
2
)2/3
. (5.26)
5.3.1 Effect of the (constant) oscillon amplitude A
In order to understand how the amplitude of the oscillons affects the GW spectrum
we can simply insert expression (5.18) for Φq in eq. (5.14). Then the amplitude A
can be factored out in eq. (5.15) and we find
ΩGW ∝ A4 . (5.27)
Hence, a change in the oscillon amplitude A simply results in an overall rescaling
of the GW spectrum. Notice, however, that such a change can have a potentially
strong impact on the magnitude of the spectrum since ΩGW scales with the fourth
power of A. For example, an increase in amplitude by ∼ 10% would result in an
increase in ΩGW of about ∼ 50%.
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5.3.2 Effect of the asymmetry parameter ∆
We now consider the effect of the asymmetry parameter ∆. If we recall eq. (5.8)
and assume (without loss of generality) that the asymmetry is manifested in the
y-direction we find
T TTij ∝ e−
R2 k2y(2∆+∆
2)
4 a2(η)
∆(∆ + 2)
(∆ + 1)
. (5.28)
Assuming that ∆ 1 eq. (5.28) together with (5.15) implies
ΩGW ∝ ∆2 +O(∆4) . (5.29)
Notice, that due to the exponential in eq. (5.28), the O(∆4)-term exhibits a (poten-
tially small) time dependence.
In addition to this simple analytic estimate we have numerically computed the
spectrum ΩGW using (5.15) for different values of ∆. The corresponding results are
presented in figure 5.3. The latter shows the spectrum as a function of the physical
wavenumber kphys = a
−1k arising from a single oscillon in a matter dominated
universe. The spectrum evaluated at a(ηf) ≡ af = 3, is shown for different values
of ∆, represented by differently coloured curves. One can clearly see that the shape
of the spectrum remains practically unaffected when changing ∆. Just as for the
amplitude A, a change in ∆ simply results in an overall rescaling of ΩGW.
5.3.3 On the imprint of the background cosmology
Let us now discuss how the background evolution, i.e. effective EOSp w, is imprinted
in the spectrum of GW. To investigate how the background cosmology affects the
GW signal, we have numerically computed ΩGW by evaluating eq. (5.15) for a single,
centered oscillon. In our numerical calculation the background evolution is modeled
by
a(t) =
(
9
4
) 1
3 (1+w)
(
2
3
+Hi (1 + w) t
) 2
3 (1+w)
, (5.30)
which implies
a(0) = 1 , and
a˙(t)
a(t)
∣∣∣∣
t=0
= Hi . (5.31)
In order to estimate the dependence of the spectrum on the effective EOSp,
we have varied w between w = 0 (matter dominated) and w = 1/3 (radiation
dominated) in steps of ∆w = 1/12. Our results are presented in figures 5.4 and 5.5.
In figure 5.4 we show the spectra computed at a(ηf) ≡ af = 10. While changes of the
parameters discussed in the previous sections (i.e. A and ∆) resulted all in an overall
rescaling of ΩGW, here the situation turns out to be different. Interestingly, we find
that the background cosmology manifests itself in the slope of the GW spectrum
(on a log-log scale). Indeed, one can clearly see that the slope of the peak increases
with the value of w.
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In order to determine the w-dependence of the peak we assumed the following
power-law ansatz to fit the numerical data
ΩGW(kphys) = AGW
(
kphys
ωosc
)nGW
, (5.32)
where AGW refers to the amplitude of the peak in the GW spectrum at
kphys = ωosc , (5.33)
and
nGW ≡ d log ΩGW
d log kphys
, (5.34)
is the spectral tilt.
The solid lines shown in figure 5.4 correspond to the results obtained from our
fitting analysis. The details of the analysis are listed in table 5.1. In figure 5.5 we
show the amplitude AGW (left) and the spectral tilt nGW (right), both as a function
of the EOSp w. In both figures the red dots correspond to data points obtained
from numerically evaluating1 eq. (5.15) and the error bars denote the standard error
obtained from our fitting analysis (cf. table 5.1).
Within the scope of our fitting analysis we found that the w-dependence of the
amplitude AGW may be described with an exponential ansatz
AGW = α e
κw , (5.35)
with
α = 5.68 · 10−7 ± 1.1 · 10−8 , and κ = 9.46± 0.06 . (5.36)
On the other hand, to fit the data related to the spectral tilt we assumed a linear
ansatz
nGW = β + γ · w , (5.37)
finding that the data is most accurately described for
β = 2.49± 0.03 and γ = 1.55± 0.14 . (5.38)
5.3.4 Consequences of a dynamical number of oscillons N =
N(η)
Considering a time-dependent number of oscillons might initially seem somewhat ar-
bitrary. However, later in chapter 7 we shall see that models in which the production
of oscillons can happen over an extended period of time indeed exist. In principle,
one could consider an infinite number of possibilities of how N might depend on η.
In the following we restrict ourselves to the comparison of the following three cases:
1However, using the single-oscillon stress-energy tensor.
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w AGW ± SE nGW ± SE
0 5.956 · 10−7 ± 7.2 · 10−9 2.48± 0.02
1/12 1.292 · 10−6 ± 1.3 · 10−8 2.58± 0.02
1/6 2.762 · 10−6 ± 1.8 · 10−8 2.78± 0.01
1/4 5.996 · 10−7 ± 4.8 · 10−8 2.90± 0.02
1/3 1.332 · 10−5 ± 1.0 · 10−7 2.97± 0.02
Table 5.1: Estimated values of the amplitude AGW and the spectral index nGW
together with their standard error (SE) resulting from our fitting analysis.
1. Constant number of oscillons: N = cst.
2. Linearly increasing number of oscillons: N ∝ η.
3. The number of oscillons increases with the physical volume of the universe:
N ∝ a3.
In order to model the time dependence of the number of oscillons we use a
Heaviside step function Θ(η − ηq). The latter is implemented in the expression for
the stress-energy tensor eq. (5.14). To give a practical example, if N scales linearly
with η we have
TTT,multiij (k, η) = Λij,lm(kˆ) Tlm(k, η)
∑
q
Θ(η − ηq) Φ2q(η) e−ikx
q
, (5.39)
where
ηq = ηi + (q − 1)∆η , and ∆η = ηf − ηi
N(ηf)
, (5.40)
with ηi and ηf denoting the initial and final conformal times, respectively.
Using eq. (5.15) we have evaluated the energy spectrum of GWs, ΩGW, at a(ηf) ≡
af = 3 for the three different scenarios mentioned above. For the final number of
oscillons N(ηf ) we assumed N(ηf ) = 10. Moreover, in all three cases we assumed
the same, matter dominated background cosmology (w = 0). The positions of the
oscillons xq, as well as the phases ϕq appearing in the functions Φq (cf. eq. (5.18))
have been chosen randomly2. We note that in any of the three scenarios we have
used the same positions, the same phases, and also the same asymmetry parameter
∆ = 0.1. The resulting effects are therefore exclusively attributable to the time-
dependence of N .
The results of our numerical computation are presented in figure 5.6. The red
curve shows the spectrum obtained with a constant number of oscillons (N = 10 =
cst.). The blue and green curves correspond to spectra obtained assuming N ∝ η
and N ∝ a3, respectively. Clearly, these three scenarios result in different spec-
tra. In particular, one can see that for scenarios in which the number of oscillons
2In essence, the phases have been chosen between 0 and 2pi.
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per comoving volume varies, the spectral tilt eventually becomes scale-dependent.
Moreover, notice that the peaks at kphys = 2ωosc lie almost perfectly on top of each
other. This, in turn, implies that the amplitude of the GW spectrum at a given time
does not depend on the previous evolution of N , but rather on the number of sources
at the time of emission. Oscillons continuously produce GWs at the characteristic
peak scale kpeakphys = 2ωosc which eventually get redshifted. The strength of the signal
emitted at a certain time, depends on one hand on the strength of the source (i.e.
on the amplitude A and the asymmetry ∆), and on the other hand on the number
of sources. The time period during which the sources are actively producing GWs is
imprinted in the width of the spectrum. Recall that we have evaluated the spectrum
after a time period during which the universe has expanded by a factor af = 3. This
implies that the wavenumbers of the GWs produced at the very beginning became
redshifted to kpeakphys = 2/3ωosc which is exactly what we can observe in figure 5.6.
5.3.5 Comments on other effects
Another effect that has explicitly been considered is the scaling of the amplitude
of the GW spectrum ΩGW with the number of oscillons N per comoving volume V .
At this point we refuse to show explicit results since they are less exciting than the
ones previously showed. In fact, we found that to good approximation, ΩGW simply
scales with the number of oscillons, i.e.
ΩNGW ∼ ΩsingleGW (N ± δ) with δ . O(1) . (5.41)
Here ΩsingleGW denotes the spectrum obtained from a single oscillon within the same
comoving volume and δ is a small numerical factor depending on the positions xq
as well as on the phases ϕq.
Let us now comment on some other effects that have not explicitly been consid-
ered within our analysis but can, in principle, have an effect on the resulting GW
spectrum. First of all, in more realistic scenarios, the quantities that were assumed
to be constant (i.e. the field profile and the amplitude) are generically dynamical.
These quantities may vary such that the GW emission is temporarily enhanced.
Effects that lead to such enhancement could, for instance, be the collision of and
interaction between different oscillons. Over longer periods of time, however, one
would rather expect the amplitude of the oscillons to slowly decay. Their shape is
expected to evolve towards spherical symmetry. Consequently, the GW emission
should gradually be suppressed. In scenarios in which oscillons are produced over
an extended period of time, in turn, also the production of GWs may be prolonged.
Finally, depending on how the oscillons decay, this could lead to a final burst of
GWs.
5.4 Summary
In this chapter we have investigated the production of GWs from asymmetric (el-
lipsoidal), Gaussian oscillons in an expanding FLRW background. To this end we
adopted the approach proposed in Ref. [214] (see the discussion in section 4.4.3). On
the basis of model-independent, simplifying assumptions we derived an analytical
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expression for the TT part of the anisotropic stress induced by a system that is
composed of N identical, randomly distributed and asymmetric oscillons. We then
used our analytical results for numerical computations of the GW spectrum.
First of all, we found that asymmetric oscillons generically produce a spectrum
of GWs that has a peak at a characteristic wavenumber corresponding to the funda-
mental oscillation frequency of the source. Under the assumption that H and Φ(t)
are the only dynamical quantities, we found that the spectrum can be described by
a simple power law:
ΩGW(k) ∼ knGW . (5.42)
We investigated how changes of parameters, such as the width or the amplitude of
the oscillons, can affect the resulting spectrum of GWs. In particular, we found that
both, changes in the amplitude A, as well as changes in the asymmetry parameter
∆, result in an overall rescaling of the amplitude of the GW spectrum.
We also considered the effect of different background cosmologies, due to assum-
ing different EOSps w. We found that both the amplitude of the spectrum and the
spectral tilt nGW are sensitive to the value of w. To be more precise, our fitting anal-
ysis suggests that the amplitude increases exponentially with w, while the spectral
tilt is found to behave as nGW ∼ w. The overall shape of the spectrum, however,
remains well-described by a simple power law.
Another effect that we considered was an extended period of oscillon production,
or in other words, a time-dependent number of oscillons N = N(η). In these cases
the spectrum is not expected to obey a simple power law relation.
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Figure 5.2: Left: Homogeneous scalar field evolution in Minkowski spacetime
depicted over a time period corresponding to ten oscillations. The upper two plots,
show the evolution of φ(t)− v and (φ(t)− v)2 in the (anharmonic) hilltop inflation
model (3.76) with p = 6. The lower two plots show φ(t) and φ(t)2 obtained when
assuming φ ∼ cos(fosct).
Right: Power spectral density |F|2, where F denotes the Fourier transform of the
respective signal, depicted on the left side of the plot. The frequency is depicted
in units of the fundamental frequency fosc = 2piωosc of φ. One can see that in
the case of a harmonic potential the source (∝ φ2) has a fundamental frequency
which is twice that of φ and, of course, no higher harmonics are present. In the
case of the anharmonic hilltop potential, however, φ(t) can be decomposed into
its fundamental frequency and additional higher harmonics. Moreover, notice that
the source of GWs, which is proportional to φ(t)2, exhibits the same fundamental
frequency as φ and the higher harmonics lie at the same positions.
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Figure 5.3: The spectrum ΩGW as function of the physical wavenumber
kphys/ωosc = (aωosc)
−1k and different values of the asymmetry parameter ∆:
∆ = 0.1 (blue), ∆ = 0.2 (green), ∆ = 0.3 (orange) and ∆ = 0.4 (red). The
results were obtained by assuming a single oscillon with constant asymmetry ∆ in
a matter dominated cosmology. The spectrum is shown at a(ηf) ≡ af = 3.
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Figure 5.4: GW spectra ΩGW(k) obtained by assuming different background
cosmologies i.e. different EOSps. The different colors correspond to: w = 0 (blue),
w = 1/12 (green), w = 1/6 (yellow), w = 1/4 (orange), and w = 1/3 (red). As
one can see, the EOSp is imprinted in the slope of the spectrum (on a double
logarithmic scale). The spectra are shown at a(ηf ) ≡ af = 10.
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Figure 5.5: Left: The amplitude AGW of the GW spectrum at kphys = ωosc
assuming a power law for ΩGW(k). The amplitude is shown as a function of the
EOSp w. The dots and the error bars represent the data points and their standard
error (cf. table 5.1) originating from our fitting analysis. The solid black line
denotes an exponential function fitted to the data (cf. eq. (5.35)).
Right: The spectral index nGW as a function of the EOSp w (cf. eqs. (5.32) and
(5.34)). Data points together with their standard error are again shown in red,
while the solid black line denotes a linear fit to the data.
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Figure 5.6: GW spectra computed assuming different time dependencies for the
number of oscillons N . The red line corresponds to N = 10 = cst., the blue one
was obtained by assuming a linear increase with conformal time (N ∝ η), and for
the green curve we assumed that N increases with the physical volume N ∝ a3.
The spectra are all shown at a(ηf) ≡ af = 3. In all three cases we assumed a matter
dominated background and the same final number of oscillons N(ηf) = 10.
Part IV
Tachyonic oscillations after hilltop
inflation and related consequences
Chapter 6
Preheating after hilltop inflation
with additional matter field
In order to allow for successful reheating into the SM, the inflationary sector must
ultimately be embedded into a realistic model of particle physics. In this chapter
we discuss different aspects of preheating after supersymmetric hilltop inflation for
realisations in which the inflaton is coupled to an additional matter field χ. In par-
ticular, the latter can have two important roles. Firstly, before the onset of hilltop
inflation, χ can drive a period of so-called “preinflation” through which the initial
conditions for the subsequent period of hilltop inflation can dynamically be gener-
ated. Secondly, if one identifies χ with a right-handed sneutrino, the supersymmetric
partner of a right-handed neutrino, the observed baryon asymmetry of the universe
could be produced via non-thermal leptogenesis [231–234].
This chapter is organised as follows. In section 6.1 we introduce the model within
the framework of SUSY and briefly discuss the mechanism of preinflation. In sec-
tion 6.2.2 we begin with reviewing the dynamics of preheating after hilltop inflation,
before we turn to the discussion of preheating in the presence of χ. Finally, in sec-
tion 6.3 we consider the production of GWs during preheating after hilltop inflation.
In particular, we compare different results obtained from lattice simulations of dif-
ferent realisations of the model. This chapter is based on results that have been
partly published in Refs. [1, 2].
6.1 Supersymmetric hilltop inflation
Within the framework of SUSY1, the Pure Hilltop (PH) inflation potential 3.76
introduced in section 3.4.1 can be constructed from the following effective superpo-
tential
WPH =
√
V0 S
(
1− 2
p/2 Φp
vp
)
, (6.1)
1For a nice introduction into SUSY see [235].
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with S and Φ representing chiral superfields2. As in (3.76), the dimensionful param-
eters V0 and v have units of m
4
Pl and mPl, respectively.
The form of the superpotential (6.1) can be constrained by imposing3 a U(1)R×
Zp symmetry of the superpotential. It then emerges if S carries two units of U(1)R
charge while being a singlet under Zp. The superfield Φ, in turn, carries one unit of
Zp but remains uncharged under U(1)R.
Here, the inflaton superfield Φ, whose scalar component ultimately takes the
role of the inflaton, is assumed to be a gauge-singlet. The superfield S, on the other
hand, is responsible for generating the hilltop inflation potential via its F-term. It
is therefore often referred to as “driving field”. In the following we shall assume that
S acquires a super-Hubble mass due to Ka¨hler corrections and remains stabilised at
its minimum (S = 0) during inflation (see e.g. [236]). The F-term scalar potential
then reads
V (φ) = VF =
∣∣∣∣∂WPH∂S
∣∣∣∣2 + ∣∣∣∣∂WPH∂Φ
∣∣∣∣2 + VSUGRA
= V0
(
1− φ
p
vp
)2
+ VSUGRA + . . . , (6.2)
where φ =
√
2<[Φ]. The ellipses stand for terms that contain the imaginary inflaton
component =[Φ]. The latter can, in principle, have an effect on the inflationary
dynamics and thus modify the predictions for the primordial spectra [237]. In this
thesis, however, we shall consider only realisations for which the effect of =[Φ] is
negligible.
The term VSUGRA in (6.2) accounts for additional Ka¨hler corrections to the infla-
ton mass. These corrections are generic in SUGRA based F-term inflation models
and often spoil the flatness of the inflaton potential thus preventing a successful
period of inflation. This issue is commonly referred to as the η-problem4 [181,238].
In the following we assume that these Ka¨hler corrections are negligible, so that the
scalar potential takes the form of (3.76).
A possible but rather inelegant strategy to circumvent this problem would be fine-
tune the Ka¨hler potential. The more appealing alternative, however, is to impose an
approximate symmetry of the Ka¨hler potential which protects the inflaton potential
from unwanted contributions that spoil its flatness. Examples of such symmetries
are e.g. a Heisenberg [239, 240] or a shift symmetry5 [244]. For the hilltop inflation
model studied in this chapter, it was shown in [245] that an approximate Heisenberg
symmetry preserves the flatness of the potential.
Compared to a shift symmetry, the Heisenberg symmetry has the advantage that
the inflaton is not required to be a gauge-singlet [242]. This opens the possibility to
2Notice that we use the same symbols for both, chiral superfields and their scalar components.
3Notice that any additional effective operators that respect the imposed symmetries are strongly
Planck-suppressed and can therefore be neglected.
4We note that the η-problem does not only arise in SUGRA realisations of inflation but is rather
a generic problem of effective field theories of inflation which suffer from radiative corrections to
the inflaton mass.
5See e.g. also Refs. [236,241–243].
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associate inflation with a particle physics phase transition in which the inflaton is
a D-flat direction of scalar fields that break some more general symmetry such as a
GUT symmetry or a flavour symmetry (see e.g. [134,246]). This, in turn, might be
achieved by replacing Φp with a combination of fields that form a singlet under the
considered symmetry group.
6.1.1 Preinflation and the initial conditions for hilltop infla-
tion
As discussed in section 3.4.1, inflation occurs while the inflaton rolls slowly away
from the origin (φ ∼ 0). A question that we have not answered so far is why the
inflaton initially acquires such small values, close to the top of the hill. A possible
explanation for this is provided if the last N? e-folds of inflation were preceded by a
phase of “preinflation” [133–135, 247]. Such a phase could be realised if the driving
field S, or alternatively some other (D-flat) combination of matter fields acquires
a non-vanishing VEV during inflation. This can deform the potential and stabilise
the inflaton at the top of the hill. As the respective stabilising field approaches zero,
the deformation vanishes and inflation happens along the hill.
In the following we consider an extension of the hilltop inflation model, in which
the inflaton couples to an additional matter field X, which takes the role of the
preinflaton. Explicitly, we consider a model described by the superpotential
W =
√
V0 S
(
1− 2
p/2 Φp
vp
)
+ λΦ2X2 , (6.3)
where the coupling λ has units of m−1Pl . Notice that just as WPH, the superpoten-
tial (6.3) can be fixed by imposing U(1)R ×Zp symmetry and distributing one unit
of U(1)R charge and (p− 2)/2 units of Zp charge to X, while the charges of Φ and
S remain the same as discussed above.
If we again assume that S gets a super-Hubble mass during inflation the F-term
scalar potential now reads
V (φ, χ) =
∣∣∣∣∂W∂S
∣∣∣∣2 + ∣∣∣∣∂W∂Φ
∣∣∣∣2 + ∣∣∣∣∂W∂X
∣∣∣∣2 + VSUGRA
= V0
(
1− φ
p
vp
)2
+
λ2
2
φ2χ2(φ2 + χ2) + VSUGRA + . . . , (6.4)
where χ =
√
2<[X]. We note that the scalar potential depends solely on |X|. The
potential and consequently the dynamics are the same for both =[X] and <[X]. We
shall therefore not include =[X] in the following discussion.
If χ 6= 0 initially, φ acquires a χ-dependent effective mass squared which confines
it at the top of the hill (φ = 0). As χ drops below some critical value, the inflaton
destabilises due to the growth of quantum fluctuations and it eventually starts rolling
towards one of its VEVs φ = ±v. We note that depending on the coupling λ, as well
as on the SUGRA corrections absorbed in VSUGRA, inflation may happen along a
non-trivial multi-field trajectory (see Ref. [135] for more details). Within this thesis
we assume that these corrections are such that the last N? e-folds of observable
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inflation happen in the single-field limit along the φ direction and can be described
by the potential (3.76) (cf. the discussion in section 3.4.1).
6.2 Dynamics of preheating
In this section we focus on the dynamics of preheating after hilltop inflation in the
model (6.2). Before turning to the discussion of the dynamics in the presence χ,
however, let us briefly recap the dynamics of preheating in the pure hilltop inflation
model (i.e. for λ = 0).
6.2.1 Preheating after pure hilltop inflation – a brief review
There are two stages that can lead to efficient growth of fluctuations after hilltop
inflation [150,194]. The first stage is that of tachyonic preheating which happens as
the inflaton rolls down for the first time from the top of the hill towards φ = v. As
discussed in section 4.2.3, this leads to exponential growth of modes δφk for which
k/a <
√−∂2V/∂φ2. The growth related to tachyonic preheating is most efficient
for small values of v. In particular if (cf. eq. (4.40)) [150](
v
mPl
)1/(p−2)
<
V
1/4
0
v
[
2p(p− 1)p−1]1/(2p−4) , (6.5)
preheating ends due to non-linear effects, already during this phase.
When (6.5) is not satisfied, the zero-mode starts oscillating about the minimum
of the potential φ = v. As argued in section 4.2.3, when [150]
v/mPl <
1√
3
(
p− 1
2p− 1
)
∼ O(0.1)mPl , (6.6)
the inflaton eventually re-enters into the tachyonic region and preheating continues
via tachyonic oscillations. This mechanism can be very efficient such that preheat-
ing ends due to non-linear effects within only a couple of oscillations of the zero
mode [194]. The amplification of inflaton fluctuations is most efficient around a
characteristic peak scale
kp
a
'
(
v
mPl
) p−2
2p
mφ . (6.7)
Indeed, it can be so strong that the inflaton fragments into localised bubbles that
overshoot over the top of the hill into the wrong vacuum. Typically, these bubbles
oscillate a couple of times between the two minima of the potential φ = ±v, until
they eventually relax around the true vacuum. Instead of dissipating away, however,
they continue their life as quasi-stable oscillons (cf. section 4.4.1). In Ref. [194]
these oscillons were found to be separated by a characteristic distance λp ∼ 2pi/kp
coinciding with the characteristic peak scale at which the growth of fluctuations is
most efficient.
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6.2.2 Parametric resonance of χ driven by inhomogeneous
φ
The non-linear dynamics of preheating after hilltop inflation have been studied in
Ref. [194] for p = 4 and different values of v. Throughout this chapter we focus
on the dynamics of preheating in realisations of the supersymmetric part of the
potential (6.4) (i.e. neglecting VSUGRA) with
v = 10−2mPl . (6.8)
As it turns out, depending on the value of λ, χ can experience resonant ampli-
fication of fluctuations which we attribute to a non-standard parametric resonance,
triggered by the dynamics of φ. We will show that the resonant growth does not
occur as usual, due to the coherent oscillations of the homogeneous φ, but rather
happens well after the inflaton’s zero mode has decayed into inhomgeneous fluctua-
tions.
Instead of the coupling λ is closely related to ratio between the preinflaton mass
mχ and the inflaton mass mφ via
mχ
mφ
=
λ v3√
2p2 V0
∼ λ, (6.9)
where the masses are defined at the minimum of the potential (φ = v and χ = 0) as
m2φ ≡
∂2V
∂φ2
∣∣∣∣
min
=
2p2V0
v2
, (6.10)
m2χ ≡
∂2V
∂χ2
∣∣∣∣
min
= λ2 v4 . (6.11)
In the following section we discuss results of lattice simulations obtained for
the model (6.4) with p = 6 and in 2 + 1 dimensions. In section 6.2.4 we present
and discuss results carried out in 3 + 1 dimensions and for different values of the
parameter p. We compare the results with those carried out in two spatial dimensions
and among themselves.
We note that the results published in [1] (on which this chapter is based) were
complemented by a numerical Floquet analysis that was generalised to inhomoge-
neous background fields (see section 4 in [1] for details). This analysis was carried
out by Dr. David Nolde and will not be discussed in detail within this thesis. How-
ever, we shall briefly comment on the techniques used, as well as on the results
obtained, since the latter essentially confirm our interpretation of the process as a
parametric resonance.
6.2.3 Results of lattice simulations in 2 + 1 dimensions
The results presented in this section originate from numerical lattice simulations of
preheating in the model (6.4) with p = 6 and v = 10−2mPl. Here, the value of V0
was chosen to be
V0 = 1.05× 10−19m4Pl , (6.12)
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〈φ〉i/v 〈φ˙〉i/v2 〈χ〉i 〈χ˙〉i Hi/mPl N LHi
8× 10−2 2.49× 10−9 0 0 1.87× 10−10 2048 0.21
Table 6.1: Initial conditions and lattice setup. The initial conditions for the infla-
ton have been obtained by numerically solving the homogeneous inflaton equation
of motion during the slow-roll regime until |ηV | ' 25 and εV  1.
which corresponds to N? ' 55 in eq. (3.85) when evaluating εV? . The simulations
were performed with a modified version of LatticeEasy (cf. appendix C.3.1 and
C.4).
Initialisation and lattice setup
The initial conditions for the field’s zero modes were chosen as follows: the inflaton
φ has been initialised at the end of inflation shortly after the slow-roll regime but
before the system has experienced any significant growth of vacuum fluctuations. For
the preinflaton χ we assumed zero initial conditions χ = χ˙ = 0. At the end of this
chapter, we shall briefly comment on the effect of non-vanishing initial χ. The initial
field fluctuations, in turn, have been initialised as quantum vacuum fluctuations (see
appendix C.3.1).
The numerical values of the initial fields, their derivatives, and the initial Hubble
parameter Hi are summarised in table 6.1, together with the lattice configuration
(i.e. box size L, and number of points per spatial dimension N).
Lattice results for different mχ/mφ in 2 + 1 dimensions
Let us now turn to the discussion of our lattice results. We have simulated the
non-linear evolution of the inflaton φ and the matter field χ in the model (6.4)
for different values of the mass ratio mχ/mφ (or equivalently different values of
λ). More explicitly, we considered the three cases mχ/mφ ≈ 0.364, mχ/mφ = 0.5,
and mχ/mφ = 1, which essentially corresponds to setting λ = 1 × 10−3m−1Pl , λ ≈
1.375× 10−3m−1Pl and λ ≈ 2.750× 10−3m−1Pl , respectively.
Our results for the field variances and the field spectra are presented below in
figure 6.1 and 6.2. The reason for putting particular attention to the variances
is the following: at very late times, when the amplitudes of the fluctuations have
been redshifted to small values, such that the potential they feel is approximately
quadratic, we may take advantage of the virial theorem to approximate the field’s
energy densities. The latter may then be used to set the initial conditions for the
perturbative decay of the fields.
Figure 6.1 shows the evolution of the variances
√〈δφ2〉 and √〈δχ2〉, both in
units of v and as a function of the scale factor a. The evolution is depicted for the
three different mass ratios mχ/mφ ≈ 0.364 (upper left), mχ/mφ = 0.5 (upper right)
and mχ/mφ = 1 (lower left). For these three scenarios we also show the evolution
of the Hubble parameter (lower right).
We can see that initially, the evolution of φ fluctuations is practically identical
in all three scenarios. For a . 1.4 the fluctuations grow due to tachyonic oscillations
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(cf. section 4.2.3). The growth is so efficient that non-linear interactions become
important already after a couple of oscillations and the growth stops. The behavior
of
√〈δχ2〉, in turn, differs in any of the considered scenarios. For mχ/mφ ≈ 0.364
and mχ/mφ = 0.5 the fluctuations eventually get amplified. On the other hand, for
mχ/mφ = 1 we can see that the χ fluctuations are not amplified at all.
Notice that the resonant growth of δχ is different in the two scenarios for which
mχ/mφ < 1. For the scenario with mχ/mφ ≈ 0.364 efficient growth of fluctuations
happens almost immediately after the inflaton has become inhomogeneous. For
mχ/mφ = 0.5, in turn, the universe first expands by a factor of ∼ 2 before efficient
growth comes into effect. In that case, the growth is less efficient and happens over
a more extended period of time than compared to the case where mχ/mφ ≈ 0.364.
In both cases, however, the resonance of χ fluctuations is sufficiently strong for non-
linear effects to become important. We also observe, that the evolution of
√〈δφ2〉
is, apparently, affected by the dynamics of χ fluctuations. This is not surprising
and is essentially a consequence of energy conservation. The energy sources for the
growth of χ fluctuations are, in fact, the fluctuations of φ.
Figure 6.2 shows the spectra of χ and φ fluctuations6 for mχ/mφ ≈ 0.364 (upper
three), mχ/mφ = 0.5 (middle three) and mχ/mφ = 1 (lower three). For each of the
scenarios the spectra are shown at three consecutive times: a ≈ 1.4, shortly after
the end of tachyonic oscillations; a ≈ 3; and at the end of the simulation at a ≈ 10.
As one would already expect from the behaviour of the variances, there is no
growth of χ fluctuations and the spectrum of χ essentially remains that of vacuum
fluctuations in the scenario where mχ/mφ = 1. The only fluctuations that grow
are those of the inflaton. There a peak develops at k/a ' 300Hi which eventually
broadens towards the UV due to rescattering of modes.
The behaviour of the spectrum for the other two scenarios is qualitatively similar
to that of the variance. For mχ/mφ ≈ 0.364 the growth of fluctuations starts quickly
after the end of the linear regime. In that case both fields acquire a peaked spectrum
of fluctuations. Initially, the fluctuations of φ dominate over those of χ. However,
the spectrum of δχ eventually catches up. The amplitude of the spectrum grows for
most of the modes by more than one order of magnitude larger than that of the δφ
and spectrum becomes noticeably flatter towards the IR. The situation is similar for
mχ/mφ = 0.5 with the difference that the growth of fluctuations starts somewhat
later and is less efficient.
On the range of couplings that favour resonant growth of δχ
In order to study how the resonant amplification of χ fluctuations in an inhomo-
geneous φ background depends on the mass ratio (or equivalently on the coupling
λ) we carried out a more sophisticated analysis consisting of a total of 94 lattice
simulations, each of which performed with a different value of mχ/mφ. Just as for
the results discussed above, the simulations were performed in 2 + 1 dimensions,
however, only with 1024 lattice points per spatial dimension7. We carefully checked
6See eq. (4.9) in section 4.2 for the definition of the power spectrum.
7And with same initial conditions for the homogeneous components as in table 6.1.
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Figure 6.1: Evolution of the variances
√〈δφ2〉 and √〈δχ2〉 as a function of the
scale factor a. The evolution is depicted for realisations where mχ/mφ ≈ 0.364,
mχ/mφ = 0.5, and mχ/mφ = 1. Initially, the fluctuations of φ behave always
the same, regardless of the value of mχ/mφ: During the linear regime (a . 1.4),
the fluctuations grow due to tachyonic oscillations until non-linear effects become
important at a ∼ 1.4. The growth of χ fluctuations, on the other hand always
happens after the evolution of φ has become non-linear (a & 1.4). The strength of
the growth depends, moreover, strongly on the value of mχ/mφ (or equivalently on
the coupling λ). The lower right plot shows the evolution of the Hubble parameter
H(a) for the three considered scenarios.
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Figure 6.2: Results of field spectra for mχ/mφ ≈ 0.364 (upper three), mχ/mφ =
0.5 (middle three), and mχ/mφ = 1 (lower three). The spectra of φ (orange) and χ
(blue) fluctuations are depicted at three distinct moments in time, corresponding
to a ≈ 1.4 (left), a ≈ 3 (middle), and a ≈ 10 (right). Also here one can clearly see
that the spectrum of φ initially evolves independently of the mass ratio. One can
see that the efficiency of the energy transfer from φ to χ fluctuations is sensitive
to the value of mχ/mφ. For mχ/mφ ≈ 0.364, for example, one can clearly see that
at a ≈ 10 the inflaton fluctuations have lost a considerable amount of power, and
the χ fluctuations eventually start dominating.
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Figure 6.3: Evolution of
√〈δχ2〉/〈δφ2〉 as a function of a and for different values
of mχ/mφ. In total, the evolution is depicted for 94 values of mχ/mφ. The results
were obtained from lattice simulations in 2+1 dimensions with box size LHi = 0.21
but with 1024 points per spatial dimension. As one can see, the amplification of χ
fluctuations happens only within a certain range (or band) of mχ/mφ, within which
the efficiency of the growth can vary strongly, particularly between the middle of
the band mχ/mφ ∼ 0.35-0.37 and the boundaries.
that reducing the resolution did not significantly change our results8. Explicitly, we
scanned over 0.18 . mχ/mφ . 0.52, in steps of ∆mχmφ = 0.0036, which corresponds
to scanning over 0.5m−1Pl ≤ 103λ ≤ 1.43m−1Pl in steps of ∆λ = 10−5m−1Pl .
Our results are presented in figure 6.3 showing the relative growth of χ fluctu-
ations over φ fluctuations represented by
√〈δχ2〉/〈δφ2〉. The latter is shown as a
function of the scale factor a and mχ/mφ. The results clearly demonstrate that
the growth of χ fluctuations is only efficient within a certain band of mass ratios
0.25 . mχ/mφ . 0.5. We carefully checked for larger values of the mass ratio
around mχ/mφ ∼ 1, without finding any evidence of resonant χ growth. The same
conclusion applies to small mχ/mφ . 0.2.
Notice that
√〈δχ2〉/〈δφ2〉 did not reach its final value by the end of our simula-
tions. This becomes more clear when looking at figure 6.1 where one can see that,
apparently, 〈δχ2〉 and 〈δφ2〉 redshift differently.
Generalised Floquet analysis for inhomogeneous backgrounds
As already mentioned, the lattice results discussed above were originally comple-
mented by a generalised Floquet analysis that was carried out by Dr. David Nolde.
The results are published in Ref. [1] where they are presented in section 4, to which
we refer for more details.
8Indeed, it can be seen from figure 6.2 that at the end of the simulation a ' 10, the fluctuations
at half the cutoff scale are practically vacuum fluctuations.
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In essence, an approximate equation for the initial growth stage of χ fluctuations
was derived. The latter reads [1]
δχ¨k +
(
k2 + λ2v4
)
δχk + 2λ
2v3δφ0 cos(ωφt)
(
δχk+kp + χk−kp
)
= 0, (6.13)
where ωφ =
√
k2p +m
2
φ, and δφ0 denotes the amplitude of the φ mode which domi-
nates the spectrum (i.e. that with wavenumber k = kp). The derivation of the above
equation was based on the following simplifying assumptions [1]:
• The amplitude of the φ fluctuations is much smaller than v: δφ(t,x) =
φ(t,x) − v  v. Although this assumption is not justified during the tachy-
onic oscillations regime, it eventually becomes valid quickly after, i.e. when
the fluctuations have been sufficiently redshifted due to Hubble damping.
• The fluctuations δχ are initially much smaller than the inflaton fluctuations.
• We neglect the expansion of the universe. This, in turn, is justified if the
period of the oscillations of the fluctuations is much smaller compared to H−1.
• δφ(t,x) is approximated by a standing wave with wavenumber |k| = kp, i.e.
δφ(t,x) = δφ0 cos (kp · x) cos (ωφt) . (6.14)
Eq. (6.13) then follows from the assumptions stated above, after expanding the
full equation of motion for χ (cf. eq (4.6)) to linear order in both, δφ and δχ and
transforming to Fourier space.
Notice that eq. (6.13) represents as a system of infinitely many differential equa-
tions: for each wavenumber k one would have to solve eq. (6.13) for each δχk+`kp
for every integer number `. This is, however, unfeasible. In practice, a momentum
cutoff was applied and the Floquet analysis was performed for discrete values of
k` = k + `kp. The Floquet system then reduces to a system that is mathematically
equivalent to the multi-field case (cf. appendix C.2), with the difference that instead
of multiple fields χ` we have different modes δχk` (for further details we refer to the
discussion in section 4 of Ref. [1]).
Let us finally comment on the main result of this analysis. Similar to what
we found in our purely numerical lattice study, the Floquet analysis showed that
for mass ratios 0.25 . mχ/mφ . 0.5 the fluctuations of χ experience exponential
growth. In addition, we found indications of a second resonance band at mχ/mφ ∼ 1
for which the Floquet exponents were found to be significantly smaller than for the
previously mentioned band (cf. figure 2 in [1]). Indeed, this was our main motivation
for performing numerical lattice simulations assuming mχ/mφ ∼ 1. As discussed
above, however, we did not observe any signs of growth in these scenarios.
Indicators for inhomogeneous parametric resonance
The results discussed in the previous part of this section clearly indicate that χ grows
due to a parametric resonances that is driven by the dynamics of the inhomogeneous
inflaton. The reasons are the following:
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Figure 6.4: Left: Evolution of the variance
√〈δχ2〉 as a function of cosmic time
t (blue). The evolution is shown for the scenario with mχ/mφ ' 0.364. The red
curve corresponds to an exponential fit to the variance.
Right: Evolution of 〈φ〉 as a function of the scale factor a. Initially, the field
performs homogeneous oscillations during which the φ fluctuations grow due to
tachyonic oscillations. After five oscillations, the homogeneous component even-
tually fragments into inhomogeneous fluctuations at a ∼ 1.4 and the growth of
fluctuations stops. Subsequently, the zero-mode quickly decays (i.e. 〈φ〉−v quickly
approaches zero) and most of the energy is transferred to fluctuations.
• The growth of χ fluctuations is rapid and exponential as demonstrated in
figure 6.4 by means of the variance
√〈δχ2〉. This, in turn, is typical for the
process of parametric resonance (see e.g. the discussion in section 4.2.2).
• By the time at which the growth of χ fluctuations starts, the inflaton’s zero
mode is practically entirely decayed into inhomogeneous fluctuations (cf. fig-
ure 6.4). This implies that the energy that is transferred to χ fluctuations
must originate from inhomogeneous fluctuations of φ. Indeed, the stronger
the growth of χ fluctuations, the stronger the drop in 〈δφ2〉.
• The efficiency of the growth depends significantly on the interaction term (i.e.
on the coupling λ or equivalently on mχ/mφ). Those realisations that lead to
rapid growth of fluctuations are found to lie within a certain range (or band)
of values of mχ/mφ. Outside this band, the χ fluctuations do not grow at all.
Comment on non-zero initial conditions for 〈χ〉
Although we assumed 〈χ〉i = 〈χ˙〉i = 0 to initialise χ in our lattice simulations, the
precise initial conditions depend on the dynamics during the stage of preinflation9,
which in turn depends on terms arising from SUGRA corrections. If the latter give
9To be more precise, the initial conditions for χ depend on the transition between the preinflation
regime and hilltop inflation. When χ ' φ ' 0, i.e. in the flat region of the potential, the dynamics
are not dominated by the classical field evolution but rather by that of quantum fluctuations.
Within this regime, the fields perform a random walk until their amplitude reaches a value at
which the classical evolution starts to dominate. This value essentially depends on the SUGRA
corrections.
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Figure 6.5: Comparison of the evolution of the variances
√〈δφ2〉/v, √〈δχ2〉/v
and
√〈δs2〉/v, where s = √2<[S] denotes the real part of the driving field. The
evolution is again shown as a function of the scale factor a, and for mχ/mφ = 0.5
(left) and mχ/mφ = 1 (right).
√〈δφ2〉 and √〈δχ2〉 evolve practically in the same
way as in the absence of s. The latter, in turn, is always amplified until
√〈δs2〉 '√〈δφ2〉 after which √〈δs2〉 essentially evolves like √〈δφ2〉. Notice, that unlike the
growth of χ fluctuations, the resonant growth of s happens already during the linear
regime of tachyonic oscillations, during which the energy is initially dominated be
the homogeneous mode of φ.
rise to small mass corrections, our initial conditions may, indeed, be justified [135].
However, if such corrections are absent, 〈χ〉 can be non-zero initially.
The effect on preheating of a non-vanishing initial χ condensate depends in turn
on the mass ratio mχ/mφ. In particular, the band for which efficient growth χ
fluctuations is possible might be extended to smaller values of mχ/mφ . 0.5 (for
details cf. the discussion in appendix A of [1]). The results presented above therefore
essentially represent a lower bound on the maximum possible amplification of χ
fluctuations.
Parametric resonance of the driving field S
When we introduced the supersymmetric hilltop inflation model in section 6.1 we
assumed that the driving field S is stabilised at S = 0 during inflation. However,
just as the preinflaton χ, S couples to the inflaton and can in principle get amplified
during preheating.
Including, the real part of the driving field, s = <[S]/√2, the scalar potential
with p = 6 which follows from (6.4) reads
V (φ, χ, s) = V0
(
1− φ
6
v6
)2
+
λ2
2
φ2χ2(φ2 + χ2)
+
m2φ
2
s2
(
φ
v
)10
− 6
√
2λsχ2
(
φ
v
)6
. (6.15)
Notice that at the minimum of the potential φ = v, χ = s = 0, s has exactly the
same mass as the inflaton and does not depend on λ.
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To investigate the dynamics of preheating in the presence of s we performed
numerical lattice simulations of the model (6.15) The initial conditions were chosen
as in table 6.1 and with 〈s〉i = 〈s˙〉i = 0. The results of the simulation are presented
in figure 6.5 which shows the evolution of the variances of φ, χ, and s assuming
mχ/mφ = 0.5 (left), and mχ/mφ = 1 (right). The evolution is again shown as a
function of the scale factor a. One can see that regardless of the value of mφ/mχ (or
λ, respectively), the fluctuations of s are always strongly amplified due to parametric
resonance. In contrast to the growth of χ fluctuations, the perturbations of s get
amplified already during the (linear) tachyonic oscillations regime. When φ becomes
non-linear, the rate of growth of δs changes, however, until non-linearities terminate
the growth. Moreover, notice that in contrast to the χ fluctuations, which eventually
start dominating over those of φ,
√〈δs2〉 grows until it becomes comparable to√〈δφ2〉, after which it follows nearly the same evolution. The evolution of the
χ fluctuations, however, remains practically the same as in the absence of s (cf.
figure 6.1).
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6.2.4 Results of lattice simulations in 3 + 1 dimensions for
p = 4, 6 and 8
So far we focused on results obtained from lattice simulations in 2 + 1 dimensions.
In this section, we present results obtained from more realistic three-dimensional
lattice simulations of the hilltop inflation model10 (6.4), i.e. in the presence of an
additional matter field χ that couples to the inflaton φ. As in section 6.2.3 we focus
on realisations where
v = 10−2mPl . (6.16)
In addition to the hilltop potential with p = 6, we also consider two additional
realisations of (6.4), namely p = 4, and p = 8. Moreover, for each of these three
realisations we consider the two where
λ = 1× 10−3m−1Pl , and λ ≈ 1.375× 10−3m−1Pl , (6.17)
or in terms of the mass ratio eq. (6.9)
mχ/mφ ' 0.364 , and mχ/mφ = 0.5 . (6.18)
Thus, in total we performed six lattice simulations, one for each realisation of (6.4).
Initialisation and lattice configuration
As mentioned above, the results presented below have been carried out by performing
numerical lattice simulations with a modified11 version of LatticeEasy in 3 + 1
dimensions and with 256 points per spatial dimension. Each of the simulations was
performed within a comoving box of size L = 10pi/mφ, with mφ as in eq. (6.10).
Within our lattice simulations, the inflaton was initialised shortly after the end
of inflation when
|ηV | ' 25 and εV  1 . (6.19)
In practice, the numerical values for the homogeneous mode 〈φ〉i and its derivative
〈φ˙〉i were obtained by numerically solving the homogeneous inflaton equation of
motion (3.10), with slow-roll initial conditions (3.16) (i.e. when |ηV |  1 and εV 
1) up to ηV = 25. As in section 6.2.3, the field χ was initialised with zero initial
conditions. The initial field fluctuations of both fields have been initialised according
to the prescription used by LatticeEasy (cf. appendix C.3.1).
For each of the three realisations12 of the hilltop potential (corresponding to dif-
ferent values of p), the numerical values of the initial homogeneous field components
are summarised in table 6.2.
10We note that SUGRA corrections are, again, assumed to be negligible.
11For more details on what has been modified see appendix C.4.
12As discussed in section 6.1.1 we restrict to those cases in which inflation happens in the single-
field limit, with χ = 0 at the end of inflation. Therefore, the initial conditions for the inflaton are
independent of mχ/mφ.
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V0/m
4
Pl v/mPl p 〈φ〉i/v 〈φ˙〉i/v2 〈χ〉i 〈χ˙〉i
1.750× 10−22 10−2 4 0.0102 2.13× 10−11 0 0
8.006× 10−20 10−2 6 0.0803 2.21× 10−9 0 0
4.977× 10−19 10−2 8 0.168 8.32× 10−9 0 0
Table 6.2: Numerical values of the model parameters related to the inflaton
potential and initial conditions for lattice simulations. Notice that the values of V0
correspond to those that were already shown in table 3.1 and are only summarised
again to improve clarity.
Variances and spectra
Let us now turn to the discussion of our lattice results. We begin with the evolution
of the variances 〈δφ2〉 and 〈δχ2〉. The latter are presented in figure 6.6 as a function
of the scale factor a, for mχ/mφ ≈ 0.364 (plots on the left) and mχ/mφ = 0.5 (plots
on the right). The upper two plots show the evolution of the 〈δφ2〉 (orange) and
〈δχ2〉 (blue) for the case where p = 4. The middle plots correspond to results of
simulations with p = 6, and the lower two plots with p = 8.
The evolution of 〈δφ2〉 is qualitatively similar in all realisations. The fluctuations
get initially amplified due to tachyonic oscillations (cf. the discussion in section 6.2.1)
until non-linear effects terminate the growth. The evolution of 〈δχ2〉, on the other
hand, clearly depends on the values of both p and mχ/mφ. As one can see, apart
from the simulation where p = 8 and mχ/mφ = 0.5, the fluctuations of χ get always
amplified due to parametric resonance which is triggered not before φ becomes non-
linear. Indeed, this is what we already observed in the results of two-dimensional
simulations (cf. the discussion in section 6.2.3) of the same model with p = 6. In
particular, we find that the three-dimensional simulations show the same qualitative
dependence in the dynamics of χ fluctuations on the value of mχ/mφ. In essence, the
growth of δχ is significantly more efficient for mχ/mφ ≈ 0.364 than for mχ/mφ = 0.5.
Moreover, a clear tendency is visible in how the behaviour of the fluctuations depends
on p. The growth of χ fluctuations starts later and becomes also less efficient when
increasing p.
Another result which we would like to present is the evolution of the ratio of the
variances 〈δχ2〉/〈δφ2〉. The latter is shown in figure 6.7 for mχ/mφ ≈ 0.364 (left) and
mχ/mφ = 0.5 right. Here, we restrict to the case where p = 6. By comparing these
results to those presented in section 6.2.3, and in particular to figure 6.3 one can
see that at a ≈ 5 and apart from factors ∼ O(1) the results of the two-dimensional
simulations are in good agreement with those presented here. In both simulations
where mχ/mφ ≈ 0.364 we have 1 < 〈δχ2〉/〈δφ2〉 < 6. On the other hand, for
mχ/mφ = 0.5 we find 0.1 < 〈δχ2〉/〈δφ2〉 < 1 at a ≈ 5.
Let us now turn to the field spectra which are depicted in figure 6.8 as a function
of the physical wavenumber a−1k. The orange curves correspond to the inflaton
field spectra, while the spectra of χ fluctuations are shown in blue. The solid lines
originate from simulations where mχ/mφ ≈ 0.364, while results of simulations with
mχ/mφ = 0.5 are denoted by dashed lines. The spectra are all shown at the end
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of the corresponding simulation (a ≈ 5). As we have already observed in our two-
dimensional simulations (cf. figure 6.2), for those realisations where χ fluctuations
experience resonant growth, the corresponding spectra typically peak at values of
k/a that are slightly below the peak scale of the φ fluctuations. Another similarity
is that, particularly for p = 4 and p = 6 and mχ/mφ ≈ 0.364, the spectra of χ
fluctuations are less peaked and eventually flatten towards the IR.
Comment on the behaviour of the homogeneous components
Although not shown explicitly, we have also considered the evolution of 〈φ〉 and
〈χ〉. Regarding the evolution of the homogeneous inflaton component we find that
the qualitative behaviour of 〈φ〉 is always the same, regardless of the value of p and
mχ/mφ. In essence, the field initially performs homogenous oscillations during which
the φ fluctuations get amplified due to tachyonic oscillations. As the fluctuations
grow, non-linear effects eventually become important after a couple of oscillations.
The homogeneous component then quickly decays as demonstrated in figure 6.4
(right part) and the field gets dominated by inhomogeneous fluctuations.
The situation is slightly different for χ, where initially we have 〈χ〉 = 0. There
we find that in those cases, where the fluctuations of χ are efficiently amplified,
the homogeneous component is also (simultaneously) produced but rather decays
quickly. In particular, for all the considered scenarios we find that χ remains always
dominated by its fluctuations. Indeed, although 〈χ〉/√〈δχ2〉 might initially grow,
the growth eventually stops and we find that 〈χ〉/√〈δχ2〉  1 throughout the entire
evolution. The largest values that we observed for 〈χ〉/√〈δχ2〉 were O(0.1) for the
scenario with p = 6 and mχ/mφ = 0.5.
Oscillons in 3 + 1 dimensions
The production of oscillons during preheating after hilltop inflation was studied
within Ref. [194] where the pure hilltop inflation model (6.2) was considered for
different values of v and with fixed p = 4. The findings presented there were based
on numerical lattice simulations of the scalar field evolution in both two and three
spatial dimensions.
In [20] the study was extended by considering the effect of resonantly produced
χ fluctuations on the formation and evolution of oscillons in the potential (6.4) with
p = 6. On the basis of numerical lattice simulations in 2 + 1 dimensions it was
found, among others, that the formation of oscillons is sensitive to the efficiency
of the parametric resonance of χ. In particular, it was shown that for a coupling
λ = 10−3m−1Pl (or equivalently for a mass ratio mχ/mφ) which leads to a fast and
strong ampification of χ fluctuations, no oscillons are formed. On the other hand,
it was shown that for mχ/mφ = 0.5, where the resonance is weaker and happens
later, oscillons are eventually formed in both fields. In particular, it was found that
the oscillons of the χ field turn out to be strongly correlated to those of φ and are
essentially formed at the same spatial positions.
In what follows we discuss results related to the formation of oscillons. The latter
were extracted from our three-dimensional lattice simulations and are presented in
figure 6.9. The upper row of plots shows results from a simulation with p = 4 and
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Figure 6.6: Evolution of the variances
√〈δφ2〉 and √〈δχ2〉 depicted as a function
of the scale factor for p = 4 (upper plots), p = 6 (middle plots), and p = 8 (lower
plots). The figures on the left show results of simulations where mχ/mφ ≈ 0.364
and those on the right correspond to simulations with mχ/mφ = 0.5 For the case
where p = 6 (middle) one can see that the variances behave qualitatively very
similar as in our two-dimensional lattice simulation. In particular, one can see that
the growth starts later and is less efficient for mχ/mφ = 0.5. The same qualitative
behaviour is exhibited within the other realisations (p = 4, and p = 8) with the
difference, that increasing p consistently leads to a decrease in the efficiency of
resonant χ amplification.
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Figure 6.7: Evolution of
√〈δχ2〉/√〈δφ2〉 as a function of the scale factor a for
p = 6 and mχ/mφ ≈ 0.364 (left) and mχ/mφ = 0.5. When comparing these results
to those obtained from two-dimensional simulations (cf. the dashed white lines in
figure 6.3), we find that the two- and three-dimensional simulations agree very well
at a ' 5.
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Figure 6.8: Field spectra depicted at the end of the simulation when a ∼ 5, for
p = 4 (left), p = 6 (middle), and p = 8 (right). The inflaton field spectrum is again
shown in orange and the spectrum of χ fluctuations in blue. Results are shown
for mχ/mφ ≈ 0.364 (dashed) and mχ/mφ = 0.5 (solid). One can see that the
energy in χ fluctuations indeed comes from the inhomogeneous fluctuations of φ.
In particular, the stronger the power in χ, the larger the decrease of the amplitude
in the φ spectrum.
mχ/mφ = 0.5, the middle row for p = 6 and mχ/mφ = 0.5, and the lower four
plots for p = 8 and mχ/mφ ≈ 0.364. The plots on the outermost left-hand side
always show the spatial energy density distribution represented by surfaces of equal
energy density. Green surfaces denote regions with six times the average energy
density 〈ρ〉 and blue corresponds to regions where ρ = 12〈ρ〉. The other plots show
the distribution of the fields around the minimum of the potential represented by
surfaces of equal amplitude and in units of v. The plots on the middle left shows
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(φ−v), the ones on the middle right show χ, and those on the outermost right-hand
side show both fields together. For the plots in the middle two columns of the figure
different colors correspond to positive/negative values of (φ − v) (blue/green), and
positive/negative values of χ (yellow/red). In the plots on the outermost right-hand
side the different colors denote isosurfaces of constant |φ−v| (yellow), and |χ| (blue),
respectively. All the results have been extracted at the end of the corresponding
simulation, i.e. at a ≈ 5.
In agreement with the two-dimensional results published in [20] we find that in
those scenarios where the amplification of χ fluctuations due to parametric resonance
is particularly strong (i.e. p = 4 and p = 6 with mχ/mφ ≈ 0.364) no oscillons are
formed. On the other hand, in all other scenarios in which χ experiences resonant
growth of fluctuations we find that oscillons are formed, at least in φ. Notice, that
these cases are exactly those depicted in figure 6.9. As one can see from the figure,
for p = 4 and p = 6 and mχ/mφ = 0.5 we find that oscillons are formed in both fields.
Moreover, from the figures on the outermost right it is evident that the oscillons in
χ (blue areas) form at the same positions as the oscillons in φ (yellow areas), thus
confirming the findings of Ref. [20].
The situation is less clear for the scenario with p = 8, and mχ/mφ = 0.5, at least
by the end of our simulation. As can be seen from the energy density distribution
and also in the field distribution of φ, oscillons are clearly formed. For χ on the
other hand, it is less evident whether some of the colored spots are oscillons or
unstable fluctuations. Nevertheless, as can be seen from the outermost right figure
in the lower row, the fluctuations of χ (blue) and those of φ (yellow) seem to be
uncorrelated in this case.
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Figure 6.9: Snapshots of the energy density and field distributions from simu-
lations with: p = 4 and mχ/mφ = 0.5 (upper four), p = 6 and mχ/mφ = 0.5
(middle four), p = 8 and mχ/mφ = 0.5 (lower four). For each simulation we show
(from left to right): isosurfaces of the energy density in units of the average energy
density 〈ρ〉, corresponding to ρ = 6〈ρ〉 (green) and ρ = 12〈ρ〉 blue; isosurfaces of
(φ − v)/v with blue and green representing positive and negative values, respec-
tively; isosurfaces of χ/v with positive and negative values denoted by yellow and
red; isosurfaces of |φ/|/v (yellow) and |χ|/v (blue). All snapshots are taken at the
end of the corresponding simulation at a ≈ 5.
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6.3 Gravitational wave production after hilltop
inflation
As emphasised in section 4.4.3, GWs could potentially serve as an insightful probe
of the early universe. This motivated us to study the production of GWs during
preheating after hilltop inflation. To this end we modified the original version of
LatticeEasy to simultaneously solve the equations for the (TT) tensor perturba-
tions. A detailed description on how we implemented the relevant equations into
LatticeEasy is provided in appendix C.4.1. Moreover, in order to reduce the nu-
merical error related to the spatial discretisation we have replaced the second-order
accurate Laplacian used by LatticeEasy, with one that is fourth-order accurate
in space (see appendix C.4.2 for details). This led to a considerable improvement of
our numerical results (cf. the discussion in section 6.3.1).
The results of our lattice simulations are presented in figure 6.11. The latter
shows the spectra of GW ΩGW(k) as a function of the physical wavenumber a
−1k/mφ
at the end of our simulations. The spectra are shown for p = 4 (upper plot), p = 6
(middle plot), and p = 8 (lower plot). Within each of the figures three distinct
spectra are shown corresponding to results of simulations carried out assuming:
mχ/mφ ≈ 0.364 (orange dotted curves), mχ/mφ = 0.5 (green dashed curves), and
mχ/mφ = 0, i.e. the pure hilltop inflation model (solid blue curve).
In all of the considered scenarios the spectra look qualitatively similar. They
all feature a broad peak (or a relatively flat plateau) towards the IR which falls
off quickly towards the UV for a−1k & mφ. Notice that the spectra do not exhibit
a characteristic peak structure as discussed in section 5.1, although asymmetric
oscillons are clearly formed as shown in figure 6.9. This does, however, not mean
that oscillons do not contribute to the GW spectrum. Indeed, when comparing the
results of the different simulations with each other, a difference can be seen between
scenarios in which oscillons are formed and those where the production of oscillons
is suppressed due to the strong resonance of χ (orange dotted lines in the upper
two plots). In particular, one can see that in the presence of oscillons, the spectrum
exhibits more power towards the UV for a−1k & m. For the case where p = 8, on
the other hand the spectra are practically indistinguishable. As discussed above, in
that case the amplification of χ fluctuations is either weak or does not happen at
all and the system is mostly dominated by the fluctuations of φ (cf. the field power
spectrum on the right of figure 6.8).
The reason why no distinctive oscillon features are visible in the GW spectrum
is merely due to the violent preheating dynamics during the early non-linear regime.
As demonstrated in figure 6.10, the dominant contribution to the GW spectrum is
produced in the absence of oscillons are not yet produced. As we shall see shortly, it
turns out that the GW spectrum produced subsequently, after oscillons have formed,
is simply covered.
In order to obtain an estimate of the present day GW spectrum amplitude ΩGW,0
and the corresponding present day GW frequencies f0 (in Hz), we can make use of
the relations eqs. (4.84) and (4.85) to account for the effect of the expansion between
the moment of emission and today. Assuming that immediately after the end of our
simulations the universe reheats into a thermal bath of relativistic particles, we
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obtain (for all scenarios) the following estimate for the present day amplitude of the
GW spectrum (at the plateau)
ΩGW,0(f0) ∼ O(10−11) . (6.20)
On the other hand, we find that today the plateau (corresponding to wavenumbers
a−1k . mφ in figure 6.10) would be observable at frequencies
f0 . 5× 108 Hz , for p = 4 , (6.21)
and
f0 . 5× 109 Hz , for p = 6 and p = 8 . (6.22)
Hence, the spectra are far outside the reach of current and envisaged GW detectors
[219–223].
6.3.1 Comment on Phys.Rev.Lett. 118 (2017) no.1, 011303
In this section we would like to briefly comment on results of the GW spectrum
produced during preheating after hilltop inflation that were originally published
in [2]. There we claimed the dynamics of the oscillons can give rise to a pronounced
peak in the GW which develops over an extended period of time around a−1k ∼ mφ.
Our claims were based on results of lattice simulations in 3 + 1 dimensions and with
128 points per dimension. There we found that over 2-3 e-folds of expansion the
peak grew by about two orders of magnitude larger than the IR plateau produced
during the early stages of non-linear preheating (cf. figure 6.11 or also figure 1 in [2]).
Unfortunately, it turned out that these results were overestimated due to numer-
ical errors related to an insufficient accuracy in the discrete spatial derivatives. We
noticed13 this issue after having carried out a simulation of the same scenario but
with four times the resolution14 (per spatial dimension) [4]. Since performing a simu-
lation with even higher resolution was simply impractical for us we decided to replace
the second-order accurate, centered difference scheme used by LatticeEasy, with
a centered difference approximation of the spatial Laplacian that is fourth order
accurate in space (see eq. (C.4.35) and the related discussion).
This finally allowed us to perform a successful convergence analysis for the GW
spectrum. The corresponding results are presented in figure 6.12. The latter shows
results of lattice simulations of the pure hilltop inflation model, that were performed
with exactly the same setup as in [2] (i.e. same parameter choices, same box size
and same initial conditions). The solid blue curve shows results carried out with
128 lattice points per dimension, while the solid red curve represents results of a
simulation with 2563 lattice points. As one can see, both simulations are in very
good agreement up to a ' 9 and apart from the unphysical UV tail.
As already argued above, the reason why the characteristic and peaky oscillon
signal is not explicitly visible in the GW spectrum is not that the oscillons do
13We note that this was also recently noted by other researchers in Ref. [248].
14Which essentially took us about nine months.
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Figure 6.10: Upper: GW spectrum produced during preheating after inflation
for the pure hilltop inflation model with p = 6. The spectrum is shown at different
moments of time, corresponding to a ≈ 1.4 (blue), a ≈ 1.5 (green), a ≈ 2.5
(orange), and at the end of the simulation a ≈ 5.2 (blue). The spectrum is shown
as a function of the comoving wavenumbers k/mφ.
Lower: Snapshots of the energy density distribution. The green areas correspond
to isosurfaces for which the energy density is six times the average energy density
〈ρ〉. Blue surfaces, in turn, denote isosurfaces where ρ = 12〈ρ〉. By comparing
both figures one can clearly see, that a broad peak in the GW spectrum already
develops during the early, non-linear stage of preheating, before oscillons start to
be formed around a ∼ 2.5. Notice, however, that oscillon formation has not ended
at a ≈ 2.5. Indeed, one can see that some of the bubbles are still about to fragment
further.
not produce GWs, but rather due to the fact that the early non-linear stage of
preheating is the dominant source of the spectrum. In order to display the effect of
the oscillons explicitly, we have “overleaped” this early regime by manually turning
off the GW source until a ' 2.8. The resulting GW spectrum produced for a & 2.8
is also shown in figure 6.12 where it is represented by the dashed lines15. As can be
clearly seen, a peak is produced at a (characteristic) frequency corresponding to the
physical mass scale (denoted by the solid black line in figure 6.12). In contrast to
our original findings [2], the peak eventually stops growing and gets redshifted (cf.
15Again blue and red denote a simulation carried out with 128 points, and 256 points per
dimension, respectively.
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the plot on the lower right of figure 6.12). Notice, however, that GWs still continue
to be produced but with continuously decreasing efficiency. This, in turn, is most
likely related to a decrease in amplitude and/or to a decrease in asymmetry. Finally,
to conclude this section let us emphasise that our general statement of Ref. [2], i.e.
that asymmetric oscillons can produce a characteristic peak in the GW spectrum
remains valid, as already confirmed in chapter 5.
6.4 Summary
In this chapter we have studied the scalar field dynamics during preheating after
hilltop inflation in the presence of an additional scalar field χ that couples to the
inflaton φ. We first gave a short motivation of the model and briefly reviewed the
preheating dynamics of the inflaton in the absence of χ.
Within our study we considered realisations of the hilltop inflation model for
which efficient growth of φ fluctuations happens via the process of tachyonic oscilla-
tions. Explicitly, we focused on realisations of the hilltop model with v = 10−2mPl.
To study the non-linear preheating dynamics after inflation we performed nu-
merical lattice simulations in 2 + 1 and 3 + 1 dimensions. Independently, of the
dimensionality of the lattice box we found that χ can get resonantly amplified from
its initially small vacuum fluctuations up to amplitudes that may even exceed those
of the inflaton fluctuations.
From two-dimensional lattice simulations of the hilltop model with p = 6 we
found that the amplification of χ fluctuations happens only after the homogeneous
inflaton component has already decayed into inhomogeneous fluctuations and only
if the mass ratio takes values within the range
0.25 . mχ/mφ . 0.5 . (6.23)
Based on our lattice results we argued that the growth of χ fluctuations can be
attributed to a (non-standard) parametric resonance is driven by the dynamics of
the inhomogeneous inflaton φ, rather than by its homogeneous component.
The strength and rapidity of the growth of χ fluctuations, as well as the mo-
ment at which the resonant amplification is triggered was found to vary significantly
between different values of mχ/mφ within the above range. For mχ/mφ ∼ 0.35,
for example, we found that the fluctuations of χ get amplified very strongly and
almost immediately after the inflaton’s homogeneous component has decayed into
inhomogeneous fluctuations. For mχ/mφ ∼ 0.5, on the other hand it can take more
than half an e-fold until χ fluctuations eventually start growing.
For two selected realisations, characterised by the mass ratios mχ/mφ ≈ 0.364
and mχ/mφ = 0.5, we have performed more realistic, three-dimensional lattice
simulations and found good qualitative and quantitative agreement with the two-
dimensional results. We thereby confirmed some of the findings of Ref. [20] which
were based on simulations in 2 + 1 dimensions. In particular we found that in those
scenarios in which the resonant amplification of χ fluctuations is strong and happens
quickly after the decay of the inflaton’s zero mode, both fields fragment into inho-
mogeneous fluctuations but no oscillons are formed until the end of our simulation.
On the other hand, for scenarios in which the growth of χ fluctuations is milder
110
and happens later, non-linearities in form of oscillons can form in both fields. As
observed in [20] we find that the oscillons of the χ field are strongly correlated to
those of the inflaton, in the sense that they form at the same spatial positions.
The results presented in this chapter clearly highlight the importance of studying
preheating well after the non-linear fragmentation of the inflaton, particularly if the
presence of additional fields is considered. In order to provide realistic predictions
for the outcome of reheating, a full understanding of the preheating dynamics is
indispensable. Quantities like the reheat temperature, abundances of non-thermally
produced relics, or the baryon asymmetry, when produced through non-thermal lep-
togenesis may be sensitive to how the energy gets distributed among the different
particle species. Indeed, it was only recently shown in [249], that when χ is iden-
tified with a right-handed sneutrino, a non-vanishing abundance of χ particles can
significantly alter the predictions for the baryon asymmetry.
Finally, we have discussed and compared the GW spectra resulting from the non-
linear dynamics of preheating in different realisations of the hilltop inflation model.
Although we did not observe the characteristic oscillon-related peak structure (cf.
the discussion in chapter 5) we found clear differences in the GW spectra when
resulting from realisations that exhibit qualitatively different preheating dynamics.
In particular, we found that for those scenarios in which oscillons are formed the GW
spectra generically exhibit more power towards the UV (at wavenumbers around and
above the mass scale of the inflaton).
Although we found that for all of the considered realisations the present day
frequencies of the GWs would be too high to be observable at current and proposed
GW detectors, our results again highlight the diversity of information that might be
imprinted in the stochastic GW background about the underlying theory.
6.4. Summary 111
�χ/�ϕ≃�����
�χ/�ϕ=���
���� �������
���� ���� ���� � �
��-��
��-��
��-��
��-�
��-�
��-�
��-�
�-��/�ϕ
Ω ����
(�)
�=�� �≃���
�χ/�ϕ≃�����
�χ/�ϕ=���
���� �������
���� ���� ���� �
��-��
��-�
��-�
��-�
��-�
��-�
�-��/�ϕ
Ω ����
(�)
�=�� �≃���
���� ���� ���� �
��-��
��-�
��-�
��-�
��-�
��-�
�-��/�ϕ
Ω ����
(�)
�=�� �≃���
Figure 6.11: GW spectra at the moment of emission and as a function of the
physical wavenumber (shown in units of mφ). The results were obtained from
lattice simulations of the model (6.4) for p = 4 (upper figure), p = 6 (middle
figure), p = 8 (lower figure). Each figure shows results obtained by simulating the
scalar field evolution for the three different realisations characterised by assuming:
mχ/mφ ≈ 0.364 (dotted orange curves), mχ/mφ = 0.5 (dashed green curves),
and for the pure hilltop scenario mχ/mφ = 0.5 (solid blue curves). The spectra
are shown at the end of the corresponding simulation at a ≈ 5. The spectrum
features a flat plateau in the IR which falls off quickly for a−1k & mφ. Notice that
despite the fact that oscillons are present in most of the simulations, a characteristic
oscillon-related peak structure is not visible. What one can clearly see, however, is
that the presence of oscillons results in an enhanced spectrum on scales a−1k & mφ,
compared to those cases where no oscillons are formed (orange dotted curves in
the upper two plots).
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Figure 6.12: GW spectra shown at different moments in time (denoted by the
scale factor a) and as a function of the physical wavenumber. The spectra originate
from lattice simulations of the (pure) hilltop inflation model that were performed
as in [2]. The different colors correspond to simulations carried out with different
resolutions, i.e. same box size LHi = 0.01 but different number of lattice points:
1283 (blue), and 2563 (red). As one can see, up to a ' 9 the simulations are
in very good agreement. In order to distinguish the spectrum originating from
the dynamics of oscillons from the foreground produced during the early, non-
linear stage of preheating we performed simulations in which the GW source was
manually shut off until a ' 2.8. The corresponding results are denoted by the
dashed lines. From those results one can clearly see that a peak forms at the
characteristic wavenumber a−1k ' mφ denoted by the solid black line. In contrast
to our earlier claims, however, the growth of the peak eventually stops and the
spectrum gets redshifted (cf. the plot on the lower right). On the other hand,
one can see that GWs continue to be produced at a−1k ' mφ but with a gradual
decrease in efficiency.
Part V
Non-linear dynamics of moduli in
string inspired models
Chapter 7
Non-linear dynamics during
moduli preheating
As motivated in section 4.3, moduli fields are a generic feature of scalar field theories
that are formulated within the framework of SUGRA or string theory. Moduli with
masses below the Hubble parameter during inflation can get displaced from their
post-inflationary VEV through the mechanism of vacuum misalignment. Once the
Hubble parameter drops below the mass of the moduli, they eventually become
dynamical and start oscillating around the minimum of their potential.
It is usually assumed that the intermediate epoch of modular cosmology is termi-
nated through the perturbative decay of the moduli into a thermal bath of radiation
(see e.g. [18]). In other words, the universe undergoes an additional period of re-
heating.
It was already shown in [183,250] that a period of modular cosmology can have a
noticeable effect on the predictions of the primordial spectra. However, it is conceiv-
able that the dynamics might lead to similar effects as in scenarios of (p)reheating
after inflation. If that would be the case, this could in turn have additional and
interesting implications.
Similar to the scenarios discussed in the previous chapter, moduli could expe-
rience efficient growth of fluctuations and fragment into inhomogeneous structures.
This, in turn, could potentially source GWs. Moreover, if moduli preheating occurs
at relatively low energies, the GWs may even lie within the reach of current and
planned GW observatories.
In this chapter, we study the dynamics during moduli preheating1 in scenarios of
moduli stabilisation in type IIB string theory. In section 7.1 we consider the example
of a displaced Ka¨hler modulus in the KKLT scenario. After a brief introduction of
the model we present and discuss results of Floquet analyses and of non-linear lattice
simulations. In section 7.2 we discuss results of lattice simulations of the non-linear
dynamics of a single blow-up modulus in the LVS. Within the scope of our lattice
simulations we also considered the production of GWs for the above mentioned
scenarios. The corresponding results are discussed and compared in section 7.3.
1For an earlier study in which the non-perturbative decay of moduli via parametric resonance
has been considered see [251].
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Then, in section 7.4 we briefly comment on the dynamics in other string inspired
scenarios, before we summarise in section 7.5. The work presented in this chapter
is partly published in Ref. [3].
7.1 Non-linear dynamics in the KKLT scenario
We begin this chapter with a discussion of the dynamics in the KKLT scenario [21]
considering the overall Ka¨hler modulus T . The KKLT scenario is an example of
moduli stabilasation in type IIB string compactification2 on a Calabi-Yau orientifold.
After carrying out the compactification procedure and integrating out heavy moduli
(e.g. the dilaton and complex structure moduli), we are left with a single volume
modulus. The KKLT scenario then reduces to a four dimensional effective N = 1
SUGRA described by the following tree-level Ka¨hler potential3
K/m2Pl = −3 log
(
T + T
)
, (7.1)
and the superpotential
W/m3Pl = W0 + Ae
−aT , (7.2)
where T = τ+iα is the overall Ka¨hler modulus. The exponential contribution to the
Ka¨hler potential arises from a non-perturbative effect, with A being a function of the
dilaton and the complex structure moduli, while a depends on the non-perturbative
effect. In order for the effective field theory approach to be valid one has to ensure
that τ  1. This, in turn, requires W0  1 which can, for instance, be achieved by
tuning the fluxes [253]. Furthermore, let us note that the effective potential resulting
from eq. (7.1) and (7.2) has a negative minimum at DTW = 0. In order to lift up
the Anti-de-Sitter vacuum, an additional term Vup =
D
τ
is added to the potential.
The scalar potential is then given by
V/m4Pl =
1
6τ 2
(
aA2(3 + aτ)e−2aτ − 3aAe−aτW0
)
+
D
τ
. (7.3)
In the following discussion we assume that the axion field α remains stabilised at
its minimum α = 0. Moreover, we concentrate on realisations of the potential (7.3)
defined by fixing the remaining parameters in the following ranges:
10−12 ≤ W0 ≤ 10−5 , 1 ≤ A ≤ 10 , and 1 ≤ a ≤ 2pi . (7.4)
The upper bound on W0 is chosen in order for the modulus to be stabilised with
τ  1, while the lower bound is fixed by demanding that both the gravitino and
the moduli are sufficiently heavy to guarantee the success of BBN [3]. The range for
a is motivated by the fact that we assume the presence of a to be associated with
non-perturbative gaugino condensation from D7 branes [3].
2For a review on moduli stabilisation from flux compactification see e.g. [252].
3In principle there can be an additional contribution to the Ka¨hler potential from the vacuum
expectation value of the complex structure Ka¨hler potential and the dilaton which we omitted here
(for more details see Ref. [3]).
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Figure 7.1: The scalar potential of the canonically normalised Ka¨hler modulus
φ/mPl =
√
3 log τ/2 in the KKLT scenario. The potential is depicted for W0 =
10−5, A = 10, and a = 2pi. The (vertical) thin arrow represents the initial field
displacement φi.
In what follows we will work with the potential for the canonically normalised
field Ka¨hler modulus φ/mPl =
√
3
2
log τ , which reads
V/m4Pl =
2
3
e
− 4√
3
φ
[
aA
2
e−ae
2√
3
φ
(
A
(
ae
2√
3
φ
+ 6
)
− 6W0 e 12ae
2√
3
φ
)
+ 6D
]
. (7.5)
For W0 = 10
−5, A = 10, and a = 2pi the potential (7.5) is illustrated in figure 7.1.
In the following we treat the initial displacement (φi > φmin) of the modulus with
respect to its post-inflationary VEV (φ = φmin) as a phenomenological parameter.
Moreover, we assume that the modulus is “frozen” at φ = φi until it dominates the
energy density H2 ' V (φi)/(3m2Pl).
7.1.1 Results of Floquet analyses in Minkowski spacetime
In order to get a brief overview of the dynamics of the Ka¨hler modulus and to de-
termine at which scales non-perturbative growth of φ fluctuations may be triggered,
we first performed numerical Floquet analyses4 of the KKLT scenario in Minkowski
spacetime. Explicitly, we considered two different realisations of the model (7.5)
corresponding to W0 = 10
−12, and W0 = 10−5. The parameters a and A were kept
fixed as follows
a = 2pi and A = 10 . (7.6)
For both realisations we have numerically computed the Floquet exponents for
modes of different wavenumbers and as a function of the initial field displacement
φi. The latter was assumed to lie within the following range
φmin < φi ≤ φmin + φmax − φinf
2
, (7.7)
4See appendix C.2 for an explanation of the procedure.
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Figure 7.2: Floquet stability/instability chart of the KKLT model with a = 2pi,
A = 10, and W0 = 10
−12 (left) and W0 = 10−5 (right). The Floquet exponents
|<[µk]| are depicted in units of the Hubble parameter Hi = m−1Pl
√
V (φi)/3 and as
a function of the oscillation amplitude φi of the homogeneous field. In both cases,
the Floquet chart exhibits band structure consisting of a broad and pronounced
band for scales k . 0.5 which eventually narrows towards small amplitudes close
to φmin. Two other narrower and fainter bands are visible for scales 0.5 < k < 1.5.
where as above φmin denotes the field value at the minimum of the potential, φinf is
the field value at the inflection point of the potential, and φmax is the field value at
the local maximum of the potential (cf. figure 7.1). Explicitly, the numerical values
are
φmin = 2.03894 , φinfl = 2.0563 ,
φmax = 2.14378 , for W0 = 10
−12 , (7.8)
and
φmin = 1.42672 , φinfl = 1.46044 ,
φmax = 1.59967 , for W0 = 10
−5 . (7.9)
Our results are presented in figure 7.2. The figure shows the real part of the Flo-
quet exponent |<[µk]| in units of the initial Hubble parameter Hi = m−1Pl
√
V (φi)/3
for W0 = 10
−12 (left) and W0 = 10−5 (right).
In both cases we obtain qualitatively similar results. The Floquet charts exhibit
a broad instability band for modes k/m . 0.5 where
m ≡
√
∂2V
∂φ2
∣∣∣∣∣
φ=φmin
=
{
2.66059× 10−12mPl for W0 = 10−12
3.68875× 10−5mPl for W0 = 10−5
, (7.10)
is the modulus mass at the minimum of the potential. The band becomes weaker and
narrower towards small amplitudes. In addition, we observe two other instability
bands at larger k/m > 0.5 which are separated by large stability regions where
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W0 D 〈φ〉i/mPl 〈φ˙〉i/m2Pl Hi/mPl N LHi
10−12 1.23896× 10−26 2.1 0 2.47365× 10−14 256 0.7
10−5 4.68242× 10−12 1.53 0 6.44852× 10−7 512 0.7
Table 7.1: Initial conditions and lattice setup used for numerical lattice simu-
lations. In both scenarios the initial value of the homogeneous background field
〈φ〉i was considered as a phenomenological parameter and was chosen half way
between the value at the inflection point of the potential and the field value at the
local maximum of the potential (cf. figure 7.1). The initial value of the Hubble
parameter was calculated by assuming that the energy density is initially purely
dominated by the field’s potential energy.
|<[µk]| = 0. Within these bands the instability is considerably weaker. The only
difference between the two different scenarios is that for the realisation with W0 =
10−12, the Floquet exponents are found to be about an overall factor of two larger
than compared to the case where W0 = 10
−5.
Based on these results, we would expect that, in an expanding universe, fluc-
tuations grow for IR modes with comoving wavenumbers k . 0.5m. In order to
clarify whether the growth is sufficiently strong to give rise to non-linear effects we
performed numerical lattice simulations for both realisations. The corresponding
results will be discussed in the next section.
7.1.2 Discussion of lattice simulations in 3 + 1 dimensions
Using LatticeEasy we simulated the evolution of the Ka¨hler modulus for two
realisations of the potential (7.5) in 3 + 1 dimensions. Both simulations were per-
formed with a = 2pi and A = 10, but with different values for W0: W0 = 10
−12 and
W0 = 10
−5.
The initial conditions for the homogeneous component 〈φ〉i (and its velocity 〈φ˙〉i),
as well as the lattice setup (number of points per spatial dimension N , and comoving
box size L) are summarised in table 7.1. As mentioned above, the initial field value
was considered as a phenomenological parameter. For our simulations we chose 〈φ〉i
half way between the value at the inflection point and the field value at the local
maximum of the potential, i.e.
〈φ〉i = φmin + φmax − φinf
2
. (7.11)
The fluctuations of the modulus have been initialised as quantum vacuum fluc-
tuations5.
Results of the simulation of the KKLT model with W0 = 10
−12 are presented
in figures 7.3 and 7.4. Figure 7.3 shows the time evolution of the homogeneous
component 〈φ〉 (left) with the solid black line denoting the field value φinf at the
5For further details regarding the initialisation of the fluctuations in LatticeEasy see ap-
pendix C.3.
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Figure 7.3: Results of a lattice simulation of the KKLT model with W0 = 10
−12.
The left part of the figure shows the evolution of the homogeneous component 〈φ〉
as a function of the scale factor a. The solid black line denotes the field value at
the inflection point, or more precisely φinf − φmin = 0.01736. The evolution of the
variance
√〈δφ2〉 is depicted as a function of the scale factor on the right part of
the plot.
inflection point. On the left part of the figure we show the evolution of the variance√〈δφ2〉. Both, the evolution of 〈φ〉 and √〈δφ2〉 are shown as a function of the scale
factor a.
During the first seven oscillations of the homogeneous component the modulus
periodically crosses the inflection point and enters into the tachyonic region. In this
scenario, however, tachyonic oscillations turn out to be not an efficient mechanism
for the growth of fluctuations. Indeed, as can bee seen from the evolution of the
variance, no efficient growth of fluctuations takes place for a . 1.5. Hence, neither
the initial stage of tachyonic preheating which happens during the first descent of
the modulus towards its VEV, nor the subsequent tachyonic oscillations give rise
to a noticeable growth of fluctuations. In this scenario, the dominant mechanism
is that of a parametric self-resonance. The latter becomes efficient after the am-
plitude of the homogeneous background drops below φinf . The resonant behaviour
extends over many oscillations of 〈φ〉 although becoming less and less efficient as the
amplitude of the homogeneous component decays due to Hubble friction. This can
be understood from our previous Floquet analysis. Indeed, for small amplitudes,
the instability band narrows and becomes less pronounced (i.e. on to the lower left
part of figure 7.2). Around a ∼ 8 the growth of fluctuations eventually stops and
the excited modes get redshifted. Notice that at that point the amplitude of the
homogeneous component is still about a factor O(103) larger than the amplitude
of the fluctuations. This implies that the backreaction of the fluctuations on 〈φ〉
remains negligible and that the field remains practically homogeneous.
In figure 7.4 we also show the spectrum of the fluctuations k3|δφk|2/(2pi2) as a
function of the physical momentum a−1k/m. The spectrum is depicted at consecu-
tive moments in time denoted by different colors corresponding to: a = 2.29 (blue),
a = 5.76 (green), a = 8.36 (ornage), and at the end of the simulation a = 14.03 (red).
We can see that eventually a peak develops at k/a ∼ 0.2m which initially continues
to grow until a ' 6, while being simultaneously and relatively quickly redshifted
towards smaller k/a. The shape of the spectrum remains practically unchanged, as
one would expect in the absence of non-linear mode-mode interactions.
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Figure 7.4: Spectrum of φ fluctuations as a function of the physical wavenumber
a−1k/m. The spectrum is shown at different moments in time corresponding to:
a = 2.29 (blue), a = 5.76 (green), a = 8.36 (orange), and at the end of the
simulation a = 14.03 (red). The results originate from a lattice simulation of the
KKLT model with W0 = 10
−12. Initially, a peak forms at a−1k/m ∼ 0.1 which
eventually stops growing and gets subsequently redshifted (a & 5.76), without
changing its shape.
Let us now turn to the discussion of our lattice results obtained with W0 = 10
−5.
The results are presented in figures 7.5 - 7.7. The left part of figure 7.5 shows the
evolution of the mean 〈φ〉 as a function of the scale factor a where the solid black line
again denotes the field value at the inflection point of the potential φinf . Here, the
evolution is similar as in the previously discussed case (W0 = 10
−12). The first couple
of oscillations are tachyonic but the growth of fluctuations is not very efficient during
this early stage (and also not during the very first stage of tachyonic preheating).
This can be seen by comparing the evolution of 〈φ〉 with that of the variance√〈δφ2〉
which is shown on the right part of figure 7.5. Indeed, efficient growth of fluctuations
starts not before the amplitude of the zero-mode has fallen below the inflection point
at a ' 1.6. Notice that over a certain period of expansion, the fluctuations grow
much less (compared to their initial vacuum amplitude) than in the scenario with
W0 = 10
−12. This is what one would expect on the basis of our Floquet analysis (cf.
figure 7.2). Interestingly, in this case non-linear effects eventually show up already
at a ' 5, even though the growth of fluctuations is much less efficient than in the
previously discussed scenario (W0 = 10
−12), where non-linear effects are completely
absent. How can this be? The reason is the following: the initial amplitude of
the vacuum fluctuations is sensitive to the value of W0 and can change by many
orders of magnitude as one can see by comparing the spectra (cf. figures 7.4 and
7.6). The amplitude of the homogeneous mode, however, remains of the same order.
This, in turn, means that in the presently considered scenario where W0 = 10
−5,
the necessary amount of growth for the backreaction of the fluctuations to become
important is significantly smaller.
Figure 7.6 shows the spectrum of Ka¨hler modulus fluctuations. The spectrum
is again shown as a function of the physical wavenumber a−1k/m and at different
moments in time corresponding to differently coloured curves: a = 4.98 (blue),
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Figure 7.5: Results of a lattice simulation of the KKLT model with W0 = 10
−5.
The left part of the figure shows the evolution of the homogeneous component 〈φ〉
as a function of the scale factor a. The solid black line again denotes φinf −φmin =
0.03372. The right part of the figure shows the evolution of the variance
√〈δφ2〉 (as
a function of a). Notice that in this case the amplitude of the vacuum fluctuations
is about seven orders of magnitude larger than for the realisation with W0 = 10
−12,
while in both scenarios the amplitude of the homogeneous component is of the same
order. Here, non-linear effects eventually show up at a ∼ 5 when √〈δφ2〉 becomes
comparable to the amplitude of the homogeneous mode 〈φ〉 − φmin.
a = 6.41 (green), a = 7.07 (orange), and a = 8.3 (red) at the end of the simulation.
In this case, the evolution clearly differs from that in the case where W0 = 10
−12.
Initially, a peak develops at a−1k/m which eventually broadens towards the UV
due to non-linear interactions between different modes. In addition, a second (but
considerably less dominant) peak forms at a−1k . 2m.
Another interesting result we want to show is the spatial distribution of the
energy density. The latter is shown in figure 7.7 at different moments in time:
a = 6.41 (upper left), a = 7.07 (upper right), a = 7.7 (lower left), and a = 8.3
(lower right). The green surfaces correspond to isosurfaces of constant energy density
with six times the mean energy density 〈ρ〉. The blue surfaces represent surfaces
where ρ = 12〈ρ〉. We can see that large, localised overdensities form. The latter
essentially correspond to oscillons, i.e. localised, large amplitude oscillations in field
space. Interestingly, the number of oscillons per comoving volume L3 seems to be
increasing over time. Moreover, notice that the dynamics apparently seem to be very
complex: we can see oscillons interacting with each other, giving rise to non-spherical
and non-ellipsoidal structures that emerge and eventually disappear.
In our discussion of preheating after hilltop inflation in section 6.2 of chapter 6
we mentioned that the fluctuations eventually develop very large amplitudes which
can lead to local overshootings of the field into the wrong vacuum6. It is conceivable
that a similar effect might also occur in the KKLT scenario i.e. that the field over-
shoots the barrier at φmax. If such an overshooting would indeed happen, this would
lead to “decompactification” of the vacuum which effectively means that the four
dimensional effective field theory description breaks down. Within our simulations
we checked for such effects without finding any signs of overshootings.
6See Ref. [194].
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Figure 7.6: Spectrum of field fluctuations as a function of the physical momentum
a−1k/m. The spectrum is shown at different moments in time corresponding to:
shortly after the end of the linear regime a = 4.98 (blue), a = 6.41 (green), a = 7.07
(orange), and at the end of the simulation a = 8.3 (red). The peak which initially
forms around a−1k/m ∼ 0.1 eventually stops growing and broadens towards the
UV. Towards the end of the simulation, additional structures become visible on
scales 1 . a−1k/m . 2 in form of an additional small peak or “bump” in the
spectrum. The results originate from a lattice simulation of the KKLT model with
W0 = 10
−5.
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Figure 7.7: Snapshots of the three-dimensional energy density distribution taken
at different moments in time. The energy density is represented by constant en-
ergy density isosurfaces corresponding to six (green) and twelve (blue) times the
average energy density 〈ρ〉. The bubbly overdensities correspond to localised, large-
amplitude oscillations of the field, i.e. to oscillons. For animations see [254].
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7.2 Dynamics of blow-up moduli in the Large Vol-
ume Scenario
As a second example we want to consider the case of a single blow-up modulus in
the LVS [22,23]. Just as the KKLT scenario, it is a scenario of moduli stabilisation
in type IIB string theory.
To be more explicit, in the following we will consider the following effective scalar
potential of blow-up Ka¨hler moduli τi
V
m4Pl
=
3|W0|2ξˆ
4V3 +
D
V2
+
gs
8pi
[
8
3V
(
(a1A1)
2 e−2a1τ1
√
τ1 +
n∑
i=2
(aiAi)
2e−2τi
√
τi
)
−4W0V2
(
(a1A1) e
−a1τ1τ1 +
n∑
i=2
(aiAi)e
−τiτi
)]
, (7.12)
where V denotes the volume whichis assumed to be constant and W0 is the VEV
of the “flux superpotential”. Moreover, we have ξˆ = ξg
−3/2
s , where the parameter
gs = 0.2 is the so-called string coupling. The coefficitens Ai and ai originate from
non-perturbative effects [3]. The term Vup = D/V2 is responsible for the up-lifting of
the Anti-de-Sitter to an approximate Minkowski vacuum. For a more sophisticated
and string related motivation of the model we refer to Refs. [22, 23] (or section 3.2
of [3]).
In what follows we are going to consider the situation where a single blow-up
modulus τ1 is displaced from its post-inflationary VEV, while all other τi with i ≥ 1
are assumed to be stabilised at their minima 〈τi〉. The latter are determined by the
following relation
ai〈τi〉 = − log
(
3ααi
aiAi V
(1− ai〈τi〉)
(1− 4ai〈τi〉)
√
〈τi〉
)
, (7.13)
where α and the αi are numerical constants.
The results presented in the following section originate from simulating the evo-
lution of the initially displaced canonically normalised blow-up modulus
σ = τ
3/4
1
√
4
3V , (7.14)
for a realisation of the potential (7.12) which is fixed by the following choice of
parameters:
n = 10 , ai = pi , and W0 = Ai = ξ = a1 = 1 . (7.15)
The numerical values of the volume modulus V , the uplifting parameter D, as well
as the VEVs 〈τi〉 of the stabilised moduli (i ≥ 1) were calculated numerically7 and
7We note that this was done by our collaborators Dr. Sven Krippendorf and Dr. Francesco
Muia.
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Figure 7.8: Illustration of the blow-up modulus potential in the LVS. The po-
tential is shown in terms of the canonically normalised field σ = τ
3/4
1
√
4
3V . The
solid black line denotes the field value σinf at the inflection point. The potential is
plotted for W0 = Ai = ξ = a2 = 1, gs = 0.2, γ = 2, and n = 10.
are
V = 5278.03 , D = 0.0000266545 , and 〈τi〉 = 3.03443 . (7.16)
An illustration of the potential for the (canonically normalised) modulus σ with
the origin shifted to the minimum σmin ' 0.075mPl is shown in figure 7.8.
7.2.1 Results of lattice simulations in 3 + 1 dimensions
In this section we present results of a lattice simulation of the evolution of the
canonically normalised blow-up modulus σ. The simulation was performed using a
modified version of LatticeEasy (see appendix C.4). The initial conditions for
the homogeneous mode and its derivative were chosen as follows:
〈σ〉i = σmin + 0.025mPl ' 0.1mPl, and 〈σ˙〉i = 0 , (7.17)
i.e. with an initial displacement from the post-inflationary VEV ∆φi = 0.025mPl.
Also in this scenario we assumed that the entire energy density is dominated by the
modulus, such that the initial Hubble parameter is given by
Hi =
1
mpl
√
V (σi)
3
= 7.477× 10−7mPl . (7.18)
As in our previous lattice simulations, the fluctuations have been initialised as quan-
tum vacuum fluctuations (see appendix C.3) but here with a (comoving) UV cutoff
kUV = m, where
m ≡
√
∂2V
∂σ2
∣∣∣∣∣
σ=σmin
= 2.46935× 10−4mPl, (7.19)
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〈σ〉i/mPl 〈σ˙〉i/m2Pl Hi/mPl N Lm
0.1 0 7.477× 10−7 512 15pi
Table 7.2: Initial conditions and lattice setup. The initial value of the homo-
geneous component 〈σ〉i was chosen such that the potential is sufficiently steep,
such that the universe does not inflate (i.e. such that ηV > 1 and εV > 1) and the
Hubble parameter was again calculated by assuming that the entire energy density
is dominated by the modulus.
is the modulus mass at the minimum of the potential. The reason a cutoff was
imposed is simply to avoid unphysical contributions to the vacuum energy, while
keeping the resolution benefits of a small lattice spacing. The simulation was per-
formed in 3 + 1 dimensions and the details regarding the configuration of the lattice
box are summarised in table 7.2.
The results of our simulation are presented in figures 7.9 and 7.10. The left part of
figure 7.9 shows the evolution of homogeneous modulus component 〈σ〉 as a function
of the scale factor a. The solid black line denotes the field value at the inflection
point σinf . The right part of figure 7.9 shows the evolution of the variance 〈δσ2〉1/2.
Within this scenario, the fluctuations are amplified by tachyonic oscillations and the
homogeneous mode eventually decays into inhomogeneous fluctuations already after
the first 3-4 oscillations. As can be seen from the variance the fluctuations then stop
to grow and the dynamics become dominated by non-linear mode-mode interactions.
Notice the similar behaviour of the variance compared to the hilltop inflation model
(cf. figure 4.5) where tachyonic oscillations are the dominant mechanism for the
growth of fluctuations.
The power spectrum of σ is depicted in figure 7.10 as a function of the physical
wavenumber a−1k/m and at different moments in time. The blue curve shows the
spectrum at the end of the linear regime at a ' 1.16 (cf. the evolution of the
variance in figure 7.9). At that stage, the spectrum is dominated by modes with
wavenumbers k/a . 0.5m. The growth of fluctuations due to tachyonic oscillations
is eventually terminated by non-linearities after∼ 4 oscillations of the zero-mode. As
a consequence, the spectrum widens towards the UV, as can bee seen by comparing
the spectrum at a ' 1.16 with those at later times e.g. already at a ' 1.45 (green
curve). The orange and red curves show the spectrum at a ' 2.1 and at the end of
the simulation a ' 2.5, respectively.
Finally, in figure 7.11 we show the three-dimensional distribution of the energy
density. The coloured surfaces correspond to isosurfaces of constant energy density
with ρ = 6 〈ρ〉 (green) and ρ = 12 〈ρ〉 (blue). The fragmentation of the energy
density (or equivalently of the field), which happens shortly after the dynamics
become non-linear at a ∼ 1.2, turns out to be much more violent and chaotic than
in the previously discussed KKLT scenario. Over time, the large and asymmetric
bubbles which form at the very beginning of the non-linear regime, fragment further
into smaller and somewhat more spherical bubbles which eventually become stable.
These bubbly regions represent localised large amplitude oscillations in field space,
i.e. oscillons. Indeed, by comparing the energy density distribution for a ≥ 1.78
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Figure 7.9: Results of a lattice simulation showing the evolution of the homoge-
neous component of the blow-up modulus 〈σ〉 (left) as a function of the scale factor
a. The solid black line denotes the field value at the inflection point of the potential
σinf . The right part of the figure shows the evolution of the variance
√〈δσ2〉 as
a function of a. As one can see, the homogeneous component 〈φ〉 decays quickly
into inhomogeneous fluctuations within only four homogeneous oscillations. Dur-
ing these oscillations the fluctuations grow by more than three orders of magnitude
until non-linearities terminate the growth.
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Figure 7.10: Power spectrum of blow-up modulus fluctuations shown as a function
of the physical wavenumber a−1k/m and at different moments in time: at the end
of the linear regime a ' 1.16 (blue), shortly after the beginning of the non-linear
regime a ' 1.45 (green), at a ' 2.1 (orange), and at the end of the simulation
a ' 2.5 (red).
128
(upper right and lower plots) one may notice that certain bubbles persist until the
end of the simulation. This becomes more apparent in figure 7.12 showing the energy
density distribution in two spatial dimensions8.
While in the KKLT scenario (cf. figure 7.7) it looks like bubbly fluctuations
already form in form of oscillons, the situation seems to be different in the case
of the blow-up modulus in the LVS. In fact, the formation of oscillons seems to
happen through an intermediate stage during which previously generated, bubbly
inhomogeneities first undergo a rather chaotic and violent behaviour before they
eventually relax into quasi-stable oscillons.
7.3 GWs from string inspired models: KKLT sce-
nario vs. blow-up moduli in the LVS
To study the production of GWs associated with the non-linear moduli dynamics
we simultaneously solved the field equations and eq. (C.4.29). For the details of
the implementation into LatticeEasy we refer to appendix C.3. We would like
to mention, that the results presented in this section have been carried out with a
different and less accurate version of LatticeEasy than the one that was used for
obtaining the results presented in section 6.3. We therefore performed convergence
analyses which are presented in appendix D.
In this section we discuss and compare results of the GW spectra originating
from the non-linear dynamics experienced in the KKLT and the LVS scenarios.
Both scenarios exhibit similarities (such as the formation of oscillons) but also qual-
itative differences. In what follows we are going to discuss how these differences are
manifested in the spectrum of GWs.
Our lattice results of the GW spectra are presented in figure 7.13. The upper plot
shows the spectrum ΩGW,e(k) obtained from simulating the evolution of the Ka¨hler
modulus in the KKLT sceanrio with W0 = 10
−5 (cf. table 7.1). The spectrum is
shown as a function of the physical wavenumber a−1k and at different moments of
emission corresponding to: a = 5.72 (blue curve), a = 6.41 (green curve), a = 7.07
(orange curve), and at the end of the simulation at a = 8.3 (red curve). As one can
see, the spectrum develops a peak structure consisting of two peaks at k/a . m and
k/a . 2m, as well as a relatively flat plateau towards the IR.
As we shall justify shortly, the spectrum is almost purely attributable to the
dynamics of the oscillons. The two peaks are essentially related to the anharmonic
oscillations performed by the oscillons. We expect that the dominant peak at k/a .
m is related the fundamental frequency of the oscillon’s oscillations, whereas peaks
at higher k values are related to higher harmonics (see e.g. the discussion in section 2
and 4 of Ref. [205]).
Let us now consider the spectrum of GWs produced in the LVS (lower plot in
figure 7.13). The spectrum is again shown at different moments in time correspond-
8The results shown in figure 7.12 originate from a lattice simulation in 2 + 1 dimensions carried
out assuming the same potential and same initial conditions as for our previously discussed result,
but with twice the box size and N = 1024.
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Figure 7.11: Snapshots of the energy density represented by constant energy den-
sity isosurfaces shown at different moments in time. The green surfaces correspond
to overdensities for which ρ = 6〈ρ〉 and the blue surfaces to ρ = 12〈ρ〉, respectively.
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Figure 7.12: Snapshots of the energy density obtained from a two-dimensional
lattice simulation of the evolution of the blow-up modulus in the LVS. The energy
density is shown at different moments in time: the beginning of the non-linear
regime a = 1.26 (upper left), a = 2 (upper right), a = 3.02 (lower left), and
a = 4.02 (lower right). One can see that around a ∼ 3 asymmetric bubbles
corresponding to oscillons are formed. For an animation of the evolution of both,
the field and the energy density see [254].
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Figure 7.13: Top: Spectra of GWs ΩGW,e(k) originating from our simulation of
the KKLT model with W0 = 10
−5. The spectrum is shown as a function of the
physical wavenumber a−1k/m and at different moments in time: a = 5.72 (blue),
a = 6.41 (green), a = 7.07 (orange) and at the end of the simulation a = 8.3 (red).
As one can see, a characteristic peak structure consisting of two peaks at k/a . m
and k/a . 2m develops over time.
Bottom: Spectrum of GWs resulting from the non-linear dynamics of the blow-up
modulus in the LVS. The spectra are again shown as a function of the physical
wavenumber a−1 k/m. The differently coloured curves represent the spectrum at
different moments in time: at the end of linear preheating a ' 1.16 (blue), shortly
after the beginning of the non-linear regime at a ' 1.45 (green), at a ' 2.1 (orange),
and at the end of the simulation a ' 2.5 (red). In this scenario, the spectrum
clearly exhibits less distinctive features (such as distinct peaks) and, in particular,
no characteristic peak structure can be seen.
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ing to: the end of the linear stage of preheating a & 1.16 (blue), shortly after the
beginning of the non-linear regime at a ' 1.45 (green), at a ' 2.1 (orange), and at
the end of the simulation a ' 2.5 (red). Compared to the spectrum produced in the
KKLT scenario, the form and shape is clearly different and exhibits less features. In
particular it does not exhibit a characteristic peak structure but rather consists of
a flat plateau appearing at wavenumbers a−1k/m ∼ 0.1-1. This, however, does not
mean that oscillons do not produce GWs, as already emphasised in section 6.3.1.
Indeed, the dynamics are very similar to those in the hilltop inflation scenario. We
expect that the “oscillon peaks” are most likely hidden somewhere below the spec-
trum that is produced during the early non-linear stage. Notice that this part of the
spectrum is produced once during the early stages and is subsequently redshifted by
the universe’s expansion. In principle, it may be possible that these peaks eventually
show up at later stages, if the oscillons efficiently produce GWs during a sufficiently
long period.
7.3.1 GW spectra today
In the results discussed above we showed the spectra at the moment of emission and
in terms of the physical wavenumber k/a. As discussed in section 4.4.3, in order
to get an estimate of the spectra at present time, we have to take into account the
history of the universe since the time of emission until today. Notice, however, that
the final spectra shown above (red curves in the plots of figure 7.13) may not nec-
essarily represent a final result. In the KKLT scenario for example, the production
of oscillons and thus the production GW may still continue. Another source of GW
production might be the decay of the oscillons. However, if these effects are ne-
glected we can make use of (4.84) and (4.85) to account for the cosmological history
between the moment of emission and today.
Assuming that the universe’s energy density is instantly transferred into a ther-
mal bath of radiation, for the KKLT scenario withW0 = 10
−5 we obtain the following
estimate for the present amplitude of the GW spectrum at the characteristic peak
scale a−1k/m ' 1
ΩGW,0(f0,peak) ∼ 3× 10−11 , (7.20)
with present frequencies
f0,peak ∼ 109 Hz . (7.21)
For the case of the blow-up modulus in the LVS, we consider the frequency
range that corresponds to the flat plateau in the final spectrum (i.e. to wavenum-
bers a−1k/m ∼ 0.1-1 in the lower plot of figure 7.13). Based on the assumptions
mentioned above we find
ΩGW,0 ∼ 10−10 - 5× 10−10 , (7.22)
with frequencies in the following range
f0 ∼ 108 Hz - 109 Hz . (7.23)
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Unfortunately, in both scenarios the frequencies are far too high to be observable
with present and envisaged GW observatories. Lower frequencies are in principle
possible e.g. if the universe does not immediately reheat as we assumed, but rather
continues to behave as matter for some extended period of time. Notice, however,
that the frequencies scale as a−1, whereas the amplitude of the spectrum scales as
radiation (i.e. as a−4). An extended period of matter domination would therefore
not only lead to lower frequencies but also to a strong suppression of the signal.
Another effect that could, in principle, lower the frequencies is related to a contri-
bution Kcs to the Ka¨hler potential arising from so-called complex structure moduli,
which we neglected in our analysis. For the KKLT scenario, for example, a non-
vanishing Kcs would imply [3]
f ∝ m
ρ
1/4
e
∝ (e
Kcs)1/2
(eKcs)1/4
∝ (eKcs)1/4 . (7.24)
Hence, eKcs < 1 would naturally lower the frequencies. Similar arguments apply to
the blow-up modulus in the LVS. On the other hand, let us note that similar to low-
ering W0 in the KKLT scenario, lowering e
Kcs would also imply a smaller amplitude
of the initial vacuum fluctuations. Notice, however, that this is counterproductive
for the development of large inhomogeneities.
7.3.2 Comparison of the KKLT spectrum to semi-analytical
results
To test the reliability of our semi-analytical approach for computing the GW spec-
trum from oscillons (cf. the discussion in chapter 5) we compared our lattice results
of the KKLT scenario with results obtained by numerically integrating eq. (5.15).
In essence, we made the same assumptions as in chapter 5, i.e. we assumed
oscillons with Gaussian spatial profile and a time-dependent field value at the center
Φq(t) that is given by
Φq(t) = A cos(ωosct+ ϕ
q) , (7.25)
with randomly chosen phases ϕq ∼ U([0, 2pi]) . For the background cosmology we
assumed a matter dominated universe described by (5.30) with w = 0.
In order to get a realistic estimate though, we extracted some of the parameters
which are required as an input for the integration of (5.15) from our lattice results.
These include in particular the following quantities:
• The comoving volume V appearing in (5.15).
• The value of the scale factor a0 at which the oscillons start to form, as well
as the related Hubble parameter H0 ≡ H(a0) used to model the background
evolution.
• The amplitude at the center of the oscillons A, and the number of oscillons N
per comoving volume V .
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• The width of the oscillons R required to model the oscillon’s spatial profile (cf.
eq. 5.11).
The comoving volume V was chosen to coincide with the physical volume in
our lattice simulation at a = a0, i.e. when quasi-stable oscillons are formed. More
explicitly we chose V = Vlattice · a30 , where Vlattice is the comoving volume of the
lattice box. In our lattice simulation we found that a0 ' 5.8.
The amplitude at the center of the oscillons A can be extracted from the field
histograms. The easiest way to extract the number of oscillons N is to consider
the energy density distribution as e.g. in figure 7.7. The positions of the oscillons
within the comoving volume V were chosen randomly, with a minimum distance
dmin ≥ 4R. The width R, in turn, was extracted from the lattice by considering the
crosssections of different oscillons as demonstrated in figure 7.14. There the blue
contours correspond to a factor e−1/2 of the (current) maximum amplitude. Then,
by definition of the oscillon profile (5.11), the diameter corresponds to 2R.
As already discussed in chapter 5, the spectrum peaks at the frequency of the
source which is proportional to Φ2q(t). Assuming (7.25) this implies that the fre-
quency of the source corresponds to twice the oscillation frequency of the oscillons.
In the KKLT scenario, however, the potential is asymmetric around the minimum
and leads to a frequency of the source which coincides with the fundamental fre-
quency of the oscillons. Therefore, ωosc was chosen to be half the frequency at
which the spectrum obtained from our lattice simulation peaks, i.e. ωosc . m/2 (cf.
figure 7.13).
In the KKLT scenario we found that the number of oscillons increases with time.
Therefore we assumed a time-dependent number of oscillons N(a) to evaluate (5.15)
for our artificial KKLT setup. Explicitly, we assumed
N(a) = N(a0) ·
(
a
a0
)3
, with N(a0) = 4 , (7.26)
or in other words that the number of oscillons per physical volume remains constant.
The initial number of oscillons was taken at a0 ' 5.8. On the other hand, at the end
of the simulation at aend = 8.3 we counted N ' 12, which is consistent with (7.26).
We note, however, that we neglected tiny overdensities and counted spatially large
overdensities, i.e. double- and triple-oscillons (cf. the upper right plot in figure 7.14)
as single oscillons. This in turn may eventually lead to an underestimation of the
signal. Finally, the value of the oscillon asymmetry parameter ∆ was considered as
a free parameter.
The numerical values of all the parameters used to infer the GW spectrum using
the semi-analytical method are summarised in table 7.3. Eq. (5.15) was then solved
numerically from ai = 1 to af = aend/a0 = 1.38. The result is presented in figure 7.15,
together with the final spectrum of our lattice simulation of the KKLT scenario
with W0 = 10
−5 (solid blue line). The spectrum obtained from integrating (5.15)
is denoted by the orange dots. Both spectra are represented as a function of the
physical wavenumber a−1k/m.
Despite our (extremely) simplified assumptions, we find that the results origi-
nating from our semi-analytical method are in good agreement with those from the
more realistic lattice simulation for ∆ = 0.5. This may initially seem large, however
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oscillon
amplitude A
oscillon width
R
number of
oscillons N
comoving
volume V
0.0085mPl 99234.9m
−1
Pl
N(a) ∝ a3,
N(a0) = 4,
N(aend) = 12
2.574×
1020m−3Pl
Table 7.3: Parameters extracted from the lattice simulation of the KKLT model
that were used for the semi-analytical computation of the GW spectrum.
notice that for certain oscillons (in particular for the douple- and tripple-oscillons
which are counted as single oscillons) this assumption is rather underestimating.
The difference between the two approaches can in principle be caused by different
effects, such as assuming identical oscillons, which is clearly not the case. The
slightly different slope of the peak might be explained by our lack of knowledge
regarding the precise time dependence of N . Moreover, note that in our derivation
of (5.15) we neglected interference effects between oscillons that are separated by
small distances. As clearly visible in figure 7.7, where oscillons apparently interact
with each other, assuming that oscillons are separated by large distances certainly
not justified throughout the entire evolution.
7.4 Short comment on other string inspired sce-
narios
Before summarising the results of this chapter we would like to mention that apart
from the scenarios considered above, we also considered other string inspired models.
In particular, the dynamics of an initially displaced volume modulus in the LVS as
well as the post-inflationary dynamics of the inflaton in the simplest realisation of
Fibre inflation [255,256]. We note that we did not find any signs of efficient growth
of fluctuations or even of non-linear effects. We therefore skip the discussion of those
results and refer to appendix A of Ref. [3].
7.5 Summary
We studied the dynamics of Ka¨hler moduli in type IIB string theory scenarios during
moduli preheating. In particular, we focused on cases in which a single modulus is
initially displaced from its post-inflationary minimum and around which it starts
oscillating as the Hubble parameter becomes comparable to its mass at that time.
We thereby assumed that at the moment at which the modulus becomes dynamical,
it dominates the energy.
Explicitly we considered two example potentials: that of an overall volume
moduls in the KKLT scenario and an example potential of a single blow-up modulus
in the LVS. We found that in one of the two considered realisations of the KKLT
model, as well as for the considered blow-up modulus potential, the fields experi-
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Figure 7.14: Final distribution of oscillons, represented by constant energy den-
sity isosurfaces where ρ = 16〈ρ〉 (upper left). The remaining figures show the cross
sections of selected oscillons in terms of the field at the end of the lattice simulation
(aend = 8.3). The blue contour denotes points at which the amplitude takes values
above a fraction 1/
√
e of the (current) maximum amplitude of the respective os-
cillon. In other words, the widths of the oscillons R correspond to about half the
diameter of the cross sections. Notice that each pixel corresponds to one lattice
point.
ence growth of fluctuations, eventually leading to the non-linear fragmentation of
the moduli.
By comparing the results obtained from the different models we found both,
similarities as well as qualitative differences. In particular, we found that both
scenarios oscillons can form through qualitatively different mechanisms.
In the KKLT scenario the growth of fluctuations happens due to a parametric
self-resonance. The latter leads to linear growth of fluctuations which happens over
dozens of oscillations of the homogeneous component. In that case, we find that
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Figure 7.15: Comparison of the final GW spectra obtained from purely numer-
ical lattice simulations (blue) and from the semi-analytical method discussed in
chapter 5 (orange dots). Both spectra are shown as a function of the physical
wavenumber kphys/mφ = a
−1
f k/m, with m defined as in eq. (7.10).
inhomogeneities are “leisurely” formed directly in form of localised, oscillating lumps
in field space, i.e. oscillons.
The dynamics of the blow-up modulus in the LVS, in turn, are found to be
considerably more violent and very similar to those experienced by the inflaton after
hilltop inflation. Indeed, the growth of fluctuations happens due to the mechanism
of tachyonic oscillations. The formation of oscillons in this scenario happens through
an intermediate, violent, and chaotic stage: initially, a filamentary structure forms.
These filaments eventually collapse into large asymmetric and deformed bubbles
which then fragment further into smaller lumps. Finally, they eventually relax into
quasi-stable oscillons (see figure 7.11).
Another aspect that we studied is the formation of GWs associated with the
non-linear dynamics of the moduli. In both, models for which the dynamics exhibits
non-linear fragmentation of the fields we found that GWs are produced and that
the qualitative features of the dynamics are manifested in the GW spectra. In
particular, we found that in the KKLT scenario where the only inhomogeneities
are the oscillons, the GW spectrum exhibits a characteristic peak structure (cf. the
upper plot in figure 7.13). We also compared the purely numerical results of the
GW spectrum from lattice simulations to results obtained using the semi-analytical
method discussed in chapter 5 finding good agreement. This, in turn, strengthens
the applicability of the semi-analytical approach. On the other hand, for the blow-
up modulus in the LVS we found that the spectrum is more similar to that produced
during preheating after hilltop inflation (see for instance figure 6.10). We did not
find any signs of oscillons (i.e. no peak structure) imprinted in the GW spectrum.
For the models considered in this, the present day frequencies of the GW spectra
are, however, found to be far too high to be observable with current and planned
GW observatories.
Let us finally comment on our choice of initial conditions. As discussed above we
assumed that the moduli start oscillating (with zero initial velocity) at a moment
at which the entire energy is dominated by the potential energy of the modulus.
We would like to note that the results showed above might be sensitive to different
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choices of initial conditions. Assuming that parts of the energy density are dom-
inated by a (non-interacting) radiation fluid, for example, would inevitably result
in a stronger damping of the modulus oscillations. This, in turn, would most likely
lead to milder preheating.
Part VI
Conclusions and outlook
Chapter 8
Conclusions and outlook
On the basis of numerical lattice simulations, we studied the non-linear dynamics
of scalar fields and the associated production of GWs in different, particle physics
motivated models of the early universe. In particular, we studied the dynamics of
preheating in scenarios of hilltop inflation in which the inflaton is coupled to an
additional scalar field χ. Furthermore, we have investigated the dynamics of Ka¨hler
moduli in scenarios of moduli preheating for two explicit and well motivated string
scenarios: the dynamics of the overall volume modulus in the KKLT model as well
as the dynamics of a single blow-up modulus in the LVS.
Our study of preheating after hilltop inflation clearly emphasises the importance
of studying this regime detail. We focused on realisations of hilltop inflation in which
the driving mechanism for the growth of inflaton fluctuations are tachyonic oscilla-
tions. We found that fluctuations of the field (χ) that couples to the inflaton (φ)
can be produced efficiently, even well after the dynamics of φ become dominated by
inhomogeneous, non-linear fluctuations. Based on our lattice study, we argued that
the resonant amplification of χ happens due to a non-standard parametric resonance
which is driven by the dynamics of the inhomogeneous inflaton fluctuations. De-
pending on the coupling between the two fields, we found that strength and rapidity
of the χ resonance can vary significantly and lead to qualitatively different dynamics.
As was already shown in a previous (two-dimensional) lattice study, we found that
in those scenarios in which χ fluctuations get amplified almost immediately after φ
becomes inhomogeneous, the formation of oscillons is strongly suppressed. On the
other hand, for realisations in which the growth of δχ is less efficient, it turns out
that oscillons can form in both fields and in the same spatial regions (cf. Figure 6.9).
Why are these results interesting and important? As mentioned in chapter 6,
when viewed from a particle physics point of view, χ could for instance play the
role of a right-handed sneutrino. It would then provide a decay channel that allows
for non-thermal leptogenesis. The predictions for the baryon asymmetry, in turn,
can be sensitive to the particle abundances at the moment at which the process
is triggered. Indeed, this was explicitly demonstrated in a recent study. Based on
partial results of the work presented in this thesis (essentially those of figure 6.3)
it was shown that a non-zero abundance of χ particles can significantly change the
predictions of leptogenesis. In particular, it was shown that the predicted bayron
asymmetry can be enhanced by even more than one order of magnitude, compared
to the case where the χ particle abundance by the onset of leptogenesis is vanishingly
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small. This study further highlights the importance of our results.
Among all the scenarios considered in this thesis we found similarities but also
differences in both, the dynamics and in the resulting spectra of GWs. In particular,
we found that all scenarios (depending on the realisation) can lead to the formation
of oscillons. The way the formation occurs, in turn, was found to depend on the
mechanism that drives the growth of fluctuations.
In the hilltop inflation model and for the blow-up modulus in the LVS, we found
that the dynamics are qualitatively very similar: at the end of linear preheating,
relatively (spatially) large fluctuations get formed, which first exhibit a rather chaotic
dynamical behaviour. They are then found to further fragment into smaller lumps
until they eventually relax into quasi-stable oscillons.
Regarding the production of GWs in these scenarios we found that the initial
violent and non-linear stage of preheating leads to a broad peak in the spectrum of
GWs. We argued that this peak is likely to be the reason for the fact that no clear
indications of GW production from oscillons could be found within these scenarios.
Indeed, in contrast to what we originally claimed in an earlier study, and apart from
some hints of features that might be attributable to the oscillon dynamics in certain
realisations of hilltop inflation (cf. the discussion in section 6.3), we did not find
any clear signs of oscillon features in the GW spectra obtained from our improved
analyses. We found that the preheating dynamics in different realisations of hilltop
inflation, can give rise to slight differences in the resulting GW spectra, which could
render possible an observational distinction, at least in principle. Unfortunately, the
frequencies are found to lie well outside the observable reach of current and proposed
GW detectors.
The situation is different for the case of the overall volume modulus in the KKLT
scenario. There, the growth of fluctuations is attributable to the mechanism of
parametric resonance. In this case, we found that the growth of fluctuations is less
violent and that fluctuations are produced rather directly in form of oscillons, i.e.
without going through a violent intermediate stage. In particular, this is reflected
in the GW spectra resulting from the dynamics of the modulus. The spectrum is
found to exhibit a characteristic peak structure which is clearly attributable to the
dynamics of oscillons since they are found to be the only potential source of GW
production in this scenario.
That stochastic backgrounds of GWs produced from the dynamics of scalar fields
can contain valuable information about the underlying cosmological scenario as
demonstrated within our semi-analytical analysis where we focused on the GWs pro-
duced by asymmetric oscillons. On the basis of simplifying but model-independent
assumptions, we showed that information about the properties that characterise
a given cosmological scenario (e.g. the background cosmology) might be explicitly
manifested in the resulting GW background. This illustrates the depth of potential
that the observation of a stochastic GW background could offer for discovering new
physics.
Finally, let us comment on the observability of the GW backgrounds resulting
from the dynamics of preheating (or moduli preheating) in the models studied in
this thesis. We found that none of the considered models predicts a stochastic
background of GWs that could be observable with the technologies available today
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and in the near future. Essentially, this is due to the fact that the considered models
have all been high scale models which generically give rise to high frequency GWs
beyond the reach of current and planned GW detectors. On the other hand, similar
dynamics may occur in low scale models e.g. along the lines of hybrid (or tribrid)
inflation. There the dynamics could, indeed, be very similar while the predicted GWs
could exhibit much lower frequencies, in the range of current or future detectors.
Similar conclusions may, in turn, apply to moduli potentials for which the energy
scale is also allowed to be lower.
It is clear that there are still a lot of open question to be answered: Regarding our
semi-analytical estimates of the GW spectrum for example, we considered simplified
cases in which most of the oscillon related quantities (i.e. the oscillon amplitude, the
oscillon width, and the asymmetry parameter) were assumed to be constant. This
is certainly not the case in realistic scenarios. Better estimates could be obtained by
allowing these quantities to be time-dependent. A possible method that would allow
to estimate (or fit) the evolution of the oscillon amplitude would, for example, be to
simulate the evolution of the oscillons in 1D lattice simulations assuming spherical
symmetry. Similar studies could be carried out to study the relaxation towards
spherical symmetry of asymmetric oscillons.
Regarding the string inspired models we considered cases in which a single mod-
ulus is assumed to get displaced from its post-inflationary VEV during inflation.
However, many moduli are generically present which could get displaced during in-
flation and would also become dynamical at later stages. Moreover, we assumed
that the axion component of the modulus remains stabilised at the minimum of its
potential. In principle, just as the χ field in our hilltop inflation model, the axion
could experience resonant growth due to a parametric resonance. Notice that the
same could apply to the imaginary comoponents of the fields in our hilltop model,
which were not included in our lattice study. It would be interesting to further
investigate these possibilities.
Another interesting aspect to study would be the effect of (scalar) metric per-
turbations on the production of GWs. It would be interesting to see whether these
effects could change the qualitative features of the stochastic GW background, in
particular, in those models where oscillon features are inapparent.
The recent direct detection of GWs has certainly generated a lot more interest
and excitement for the field of GW cosmology. It will be interesting to see in which
directions this field of research is going to develop. Definitely, new technologies will
be proposed. For the moment, however, probing the universe with high frequency
GWs remains a dream of the future. In any case, there are certainly exciting times
ahead of us.
Part VII
Appendix
Appendix A
Notation and conventions
In this appendix we clarify the notation and conventions that are used throughout
this thesis.
We always work in natural units
c = ~ = mpl = 1/
√
8piG = 1 , (A.0.1)
with c denoting the speed of light in vacuum, ~ is the reduced Planck constant, G
denotes the gravitational constant, and mpl ' 2.436×1018 GeV is the reduced Planck
mass. To emphasise the mass dimension in we sometimes write mpl explicitly.
Throughout this thesis we adopt the metric signature (−,+,+,+). Four-vector
indices are denoted by Greek letters (µ, ν, ρ, . . . ) running from 0 to 3, where 0 denotes
the time coordinate. Spatial coordinates are denoted by Roman letters (i, j, l, ...)
which run from 1 to 3. Covariant quantities are represented by lowercase indices and
contravariant quantities by upper case indices, respectively. Moreover, we adopt the
Einstein summation convention, i.e. whenever an index appears as an upper case
and a lower case index in the same expression, summation over the respective index
is implied.
For the partial derivatives with respect to spacetime coordinates we use the
notation
∂µf =
∂f
∂xµ
, and ∂µf =
∂f
∂xµ
. (A.0.2)
Derivatives with respect to cosmic time t are abbreviated by an overdot, i.e.
f˙ ≡ df
dt
, (A.0.3)
while derivatives with respect to conformal time dη = a−1dt are denoted by a prime
f ′ ≡ df
dη
. (A.0.4)
Derivatives with respect to quantities other than spacetime coordinates are denoted
explicitly.
Finally, for the (three-dimensional) Fourier transform of a function f(t,x) we
adopt the convention
f(t,x) =
∫
d3k
(2pi)3
fk(t) e
ik·x . (A.0.5)
Appendix B
List of abbreviations
BAO Baryon Acoustic Oscillations
BBN Big Bang Nucleosynthesis
CDM Cold Dark Matter
CL Confidence Level
CMB Cosmic Microwave Background
DM Dark Matter
EFE Einstein Field Equation
EOS Equation Of State
EOSp Equation Of State parameter
FLRW Friedmann-Lemaˆıtre-Robertson-Walker
GR General Relativity
GUT Grand Unified Theory
GW Gravitational Wave
IR Infrared
KKLT Kachru-Kallosh-Linde-Trivedi
LSS Large Scale Structure
LVS Large Volume Scenario
PBH Primordial Black Hole
PH Pure Hilltop
SFSR Single Field Slow-Roll
SM Standard Model
SUGRA Supersymmetry
SUSY Supergravity
TT Transverse-Traceless
UV Ultraviolet
VEV Vacuum Expectation Value
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Appendix C
Tools and techniques for studying
preheating
In this appendix we discuss common techniques that are used for the study of scalar
field preheating.
C.1 Linearised equations
As long as the backraction of the fluctuations on the homogeneous mode as well
as mode-mode interactions are negligible, the dynamics during preheating are well-
captured by the linearised equations for the perturbations. In the following we
consider a multi-field system governed by the action (4.5). The system of equations
that captures the dynamics of the fluctuations during the linear regime can be
obtained by proceeding as follows: We first expand all fields into a homogenous
background φ`(t) and a perturbation δφ`(t,x) as
φ`(t,x) = φ`(t) + δφ`(t,x) (C.1.1)
Eq. (4.6) is then linearised to first order in the perturbations and the latter are
decomposed into Fourier modes δφ`k according to (A.0.5). By doing so, one finds the
following equation for the Fourier modes
δφ¨`k + 3Hδφ˙
`
k +
(
k2
a2
+
∂2V
∂(φ`)2
)
δφk +
∑
m6=`
∂2V
∂φ`∂φm
δφmk = 0 , (C.1.2)
The potential and the Hubble parameter
H2 =
1
3m2Pl
[
1
2
∑
`
˙
φ`
2
+ V (φ1, . . . , φNf )
]
, (C.1.3)
are both evaluated as a function of the homogeneous background fields obeying
¨
φ` + 3H
˙
φ` +
∂V
∂φ`
= 0 , ` = 1, . . . , Nf . (C.1.4)
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Given a set of initial conditions, the above equations are typically solved numerically.
In scenarios of inflation, the inflaton (φ ≡ φ1) can in principle be initialised shortly
before the end of inflation when the slow-roll conditions (3.19) still hold and the
field velocity φ˙ is accurately given by (3.16).
Alternatively, one may initialise φ (and φ˙) somewhat later, e.g. shortly after
the end of the slow-roll regime, but before fluctuations have experienced reso-
nant growth. In such cases, the initial conditions can be extracted by integrating
eq. (C.1.4) up to the desired moment in time.
Within this thesis, the initial conditions for the homogeneous inflaton component
and the Hubble parameter are generally specified at some moment in time t = ti
φi ≡ φ(ti) , φ˙i ≡ φ˙(ti) , Hi ≡ Hi(ti) , (C.1.5)
at which
εV (ti) ∨ ηV (ti) & 1 , with H˙ ' 0 for t ≤ ti . (C.1.6)
Moreover, we generally assume that inflation happens in the single-field limit and
that other fields φ2, . . . , φNf , if present, are stabilised at their minimum φ` = φ`min
during inflation, such that
φ`i = φ
`
min , and
˙
φ`i = 0 , for ` ≥ 2 . (C.1.7)
For the initialisation of the fluctuations we will assume that any possibly preex-
isting inhomogeneities have been diluted during inflation such that the fluctuations
can be considered to be in their quantum vacuum state. At the end of inflation the
fluctuations are typically initialised according to the Bunch-Davies vacuum solution
δφ`k(t) =
ei k/(aH)H√
2k3
(
i+
k
aH
)
. (C.1.8)
In practice, eqs. (C.1.2) - (C.1.3) are integrated numerically for a set of discrete
k values that cover the range of dynamically relevant scales.
C.2 Floquet theory
The dynamics of scalar fields are determined by the shape of the scalar potential, i.e.
essentially by the choice of parameters (such as couplings, powers of fields, etc.) that
define a specific model realisation. Changes of parameter values that do not change
the qualitative shape of the potential can in principle have a significant impact on
the evolution of fluctuations.
A first insight into the dynamics of preheating during the oscillatory regime,
might be gained through the application of Floquet theory. It allows to determine
whether, and at which scales the fluctuations are expected to experience a strong
amplification by performing a so-called Floquet stability analysis.
Notice, however, that the applicability of Floquet theory is limited to the linear
regime and even then, only if the homogeneous background motion is periodic.
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The latter is certainly not the case if the universe expands. Moreover, even if the
expansion is neglected, periodicity is generally not guaranteed in the presence of
multiple dynamical fields that couple to each other [139].
Nevertheless, for scenarios in which the perturbation equations of different fields
decouple, Floquet theory may be used to estimate the growth rate of the fluctuations
in Minkowski spacetime1. On the other hand, if the growth rates are found to be
much larger than the Hubble parameter, this is typically a reliable indicator for the
resonance to be efficient, also in an expanding universe [139].
Let us now come back to the multi-field system discussed above in appendix C.1.
If we neglect the expansion and further assume that the linearised equations (C.1.2)
decouple from each other (i.e. that the mixed derivatives of the potential vanish) we
obtain the following equation for each of the fields
δφ¨`k(t) + [ω
`
k(t)]
2δφ`k(t) = 0 , (C.2.9)
with ωk as in (4.13). If ωk is periodic in t, the Floquet theorem applies, and the
above equation takes the form of Hill’s equation [170]. Then the Floquet theorem
states that the solutions to eq. (C.2.9) can be written as
δφ`k(t) = P+(t) e
µk t + P−(t) e−µk t . (C.2.10)
The functions P± are periodic and have the same periodicity as ω2k(t). The con-
stant quantity µk is generally complex-valued and is referred to as Floquet exponent.
Solutions for which µk exhibits a non-vanishing real part (|<[µk]| > 0) grow expo-
nentially. The growing modes are those which are of major interest for the study of
preheating.
For the specific case in which ωk(t) is harmonic, eq. (C.2.9) is referred to as
Mathieu equation [257,258]. The latter can be written in the following form
d2δφ`k(τ)
dτ 2
+ [Ak + 2q cos(2τ)] δφ
`
k(τ) = 0 , (C.2.11)
where the modes are now expressed in terms of a dimensionless time variable τ , and
Ak contains the k dependent part of the mode equation.
The goal of a Floquet analysis is to compute the Floquet exponents µk as a
function of the wavenumber k, and typically also as a function of the amplitude of
the oscillating background. Depending on the model it might be also interesting
to consider different model realisations (i.e. perform Floquet analyses with different
values of model parameters).
For a system with Nf real scalar fields φ
1, . . . , φNf , we now discuss how a Flo-
quet analysis can be carried out in practice. The following discussion is based on
Ref. [139], to which we refer for further details.
After neglecting the expansion and assuming that the perturbation equations
decouple, we may rewrite the system of equations (C.1.2) as a system of linear
1Notice, that if the oscillation frequency of the homogeneous background is large compared to
the Hubble parameter, neglecting the expansion may even be justified during a single (or a few)
oscillation(s), but certainly not over many oscillations.
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first-order differential equations as follows
v˙(t) = A(t)v(t) . (C.2.12)
Here v(t) is a column vector defined as
v(t) ≡ (δφ1k, . . . , δφNfk , pi1k, . . . , piNfk )T , (C.2.13)
with
pi`k ≡ δφ˙`k . (C.2.14)
The matrix A is given by
A(t) =
(
0Nf×Nf 1Nf×Nf
F(k, t) 0Nf×Nf
)
,
where 1Nf×Nf and 0Nf×Nf are an Nf ×Nf unit matrix, and a null matrix, respec-
tively. The Nf ×Nf matrix F(k, t) is diagonal and given by
−F(k, t) ≡ diag
(
k2 +
∂2V
∂(φ1)2
, . . . , k2 +
∂2V
∂(φNf )2
)
. (C.2.15)
The solution to eq. (C.2.12) can be expressed in terms of the fundamental matirx
O(t, t0) according to (see e.g. Ref. [259])
v(t) = O(t, t0)v(t0) , (C.2.16)
with t0 being some arbitrary initial time (i.e. v(t0) are the initial conditions) and
O(t, t0) satisfies
O˙(t, t0) = A(t)O(t, t0) , with O(t0, t0) = 14×4 . (C.2.17)
If F(k, t) is periodic, the Floquet theorem states that the fundamental solutions
can be expressed as
O(t, t0) = P (t, t0) e−(t−t0)Λ(t0) . (C.2.18)
where P shares the same periodicity as F , while the Floquet exponents µmk (m =
1, . . . , 2Nf ) are now encoded in the 2Nf × 2Nf matrix Λ and essentially correspond
to its eigenvalues.
For different values of k the Floquet exponents µmk can be computed by iteratively
carrying out the following steps:
1. Compute the period of the system (i.e. the period of F(k, t)) T .
2. Solve
O˙(t, t0) = A(t)O(t, t0) , (C.2.19)
from t = t0 to t = t0 + T , with initial conditions O(t0, t0) = 12Nf×2Nf .
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3. Diagonalise O(t0 + T, t0), compute its eigenvalues σmk = |σmk | ei θmk . The real
part of the Floquet exponents is then given by
<[µmk ] =
1
T
ln |σmk | . (C.2.20)
The procedure above is usually repeated for many different values of k. In
addition it is often also interesting to vary the model parameters or the amplitude
of the oscillating background. The results of the Floquet analysis are then typically
presented in form of a Floquet stability chart, in which the growing solutions appear
in form of instability “bands” or “tongues” (see figure 4.2 for an example).
C.3 Non-linear preheating & lattice simulations
The amplification of scalar field fluctuations may be so efficient that non-linear ef-
fects, such as the backreaction on the zero-mode, as well as interactions between
different modes become important. In such a case, the linear theory is no more
applicable and the dynamics must be followed by solving the fully non-linear equa-
tions (4.6). This is typically done by performing lattice simulations in which the
relevant equations are solved numerically on a discretised version of spacetime
A substantial part of the results presented in this thesis has been obtained from
lattice simulations that were performed with a program called LatticeEasy [260].
The latter has been released almost two decades ago by G. Felder and I. Tkachev
and is only one of several possible options for simulating the non-linear dynamics
during preheating. In fact, various publicly available programs exist that account for
this task. A list of the most common lattice codes is given below in appendix C.5.
C.3.1 LatticeEasy
LatticeEasy [260] is a publicly available code for simulating the evolution of scalar
fields in an expanding universe. It is written in C++ language and is actually rela-
tively Easy to use. This is first and foremost thanks to the efforts of the developers
who provide a detailed documentation, which does not only simplify the usage and
the modification of the program. Both, the source code and the documentation can
be downloaded at http://www.felderbooks.com/latticeeasy/index.html.
Given some model V (φ`, . . . , φNf ), the program solves the field equations of mo-
tion eqs. (4.6) on a Ndim dimensional lattice in a box of finite size L, volume L
Ndim ,
and assuming periodic boundary conditions. The user has the option to choose be-
tween Ndim = 1, 2, or 3 spatial dimensions. The spacing between neighboring lattice
points in position space is ∆x = L/N , with N being the number of points per spatial
dimensions. The latter must be chosen as an integer power of two2.
The time evolution of the scalar fields is performed using a so-called staggered
Leapfrog method [262]. In three spatial dimensions, the time evolution of a scalar
2This is basically in order to be consistent with the Fourier transform routine used by the
program [261].
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field φ is computed at each spatial grid point in discrete time steps ∆t according to
the following routine:
φti,j,k = φ
t−∆t
i,j,k + ∆t ·
[
φ˙
t−∆t/2
i,j,k
]
,
φ˙
t+∆t/2
i,j,k = φ˙
t−∆t/2
i,j,k + ∆t ·
[
φ¨
t−∆t/2
i,j,k (φ
t
i,j,k)
]
, (C.3.21)
φt+∆ti,j,k = φ
t
i,j,k + ∆t ·
[
φ˙
t+∆t/2
i,j,k
]
,
... ,
where the subscripts i, j, k label the spatial position assuming a three-dimensional
lattice, i.e.
φti,j,k ≡ φ(t, i ·∆x, j ·∆y, k ·∆z) . (C.3.22)
A schematic illustration of a portion of a two-dimensional lattice is depicted in
figure C.1.
Notice that the above method requires that φ¨ is solely a function of φ (not of φ˙).
This is not the case in an expanding universe due to the Hubble damping term in the
field equation of motion. For the Leapfrog method to be applicable, time-dependent
rescalings for the scalar fields and the time coordinate are introduced. In essence,
the program works with the following rescaled quantities (denoted by the subscript
“pr”)
φpr ≡ Aarφ , xpr ≡ Bx ∆tpr ≡ Bas∆t . (C.3.23)
If r and s are chosen such that s − 2r + 3 = 0, the term that is proportional to
the field velocity is eliminated. The rescalings A and B can in principle be chosen
as the user prefers. Typically, they are chosen such that in program units both,
the field and the box size are of O(1). This renders the numerical computation
more stable, since it avoids the appearance of very small numbers which, in terms
of floating-point numbers, can only be represented to a certain accuracy.
In order to evaluate the field acceleration φ¨ the program has to compute the
spatial Laplacian. In the original version of LatticeEasy this is done using a
centered difference scheme that is second-order accurate in space (i.e. the error is of
the order of ∆x2). To give an example, in two spatial dimensions the Laplacian at
a grid point (i, j) is given by
∇2φti,j =
φti+1,j + φ
t
i−1,j + φ
t
i,j+1 + φ
t
i,j−1 − 4φti,j
∆x2
+O(∆x2) . (C.3.24)
The Leapfrog routine is also used to evolve the scale factor. In contrast to the
field, the scale factor is not computed at each spatial grid point but rather as an
averaged quantity over the entire grid. For the time evolution one faces a similar
issue as for the field evolution, namely that a¨ effectively depends on a˙. In this
case, however, the dependence cannot be eliminated. The error in computing a¨ that
is invoked by using the Leapfrog algorithm is though subsequently minimised by
introducing additional correction terms (cf. section 6.2.2 of the documentation [261]
for further details).
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Figure C.1: Schematic illustration of a two-dimensional lattice. At a fixed mo-
ment in time t the field value is defined at each lattice point. In the original
version of LatticeEasy the two-dimensional Laplacian of the field, at a given lat-
tice point (i, j) (red), is computed using the field value at five different grid points
corresponding to (i, j) and its four nearest neighbors (blue).
To simulate the evolution of a specific model with LatticeEasy, the program
needs the information about the potential, its first derivative with respect to each
field, and finally the effective mass squared of each field. The latter is required to
set the initial conditions of the field fluctuations, as well as to compute the number
density and energy density spectra (see [261]). All these quantities have to be
implemented in terms of the rescaled quantities used by the program, i.e.
Vpr(φ
`
pr, . . . , φ
Nf
pr ) ≡ A
2
B2
a−2s+2r V (φ`pr, . . . , φ
Nf
pr ) ,
∂Vpr
∂φ`pr
, (C.3.25)
and
m2`,pr ≡ a2s+2
∂2Vpr
∂(φ`)2pr
. (C.3.26)
Once a specific model has been implemented one has to specify the initial condi-
tions for the zero-modes of the present scalar fields. Ideally, the fields are initialised
such that the amount of expansion, before growth of fluctuations occurs, is min-
imised. In other words, one wants to intialise the fields as late as possible but
without omitting essential parts of the preheating regime. In principle, the ini-
tialisation can be done as discussed in section C.1, i.e. in accordance with (C.1.5)
and (C.1.6).
The initial conditions of the field fluctuations are automatically set by Lat-
ticeEasy. The field fluctuations δφ`k (and their derivatives δφ˙
`
k) are initialised
3 as
3See e.g. sections 6.3.2 and 6.3.3 of [261].
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stochastic random variables with a variance reproducing the two-point function of
the quantum vacuum fluctuations [171,263]
〈|δφ`k|2〉 '
1
2ωk
, with ω2k = k
2 +
∂2V
∂(φ`)2
. (C.3.27)
Before letting the program do the hard work, one has to properly set the time
step ∆t used for the Leapfrog integration, the box size L, as well as the number of
grid points N . By “properly” we mean the time step must be chosen in accordance
with the Courant stability condition [262]
∆t <
∆x√
Ndim
, (C.3.28)
in order to ensure the stability of the numerical algorithm. The box size L, on
the other hand, must be chosen large enough to include all the scales which are
dynamically relevant during preheating. In turn, to find those scales one can e.g.
perform a Floquet analysis or solve the linearised equations (cf. section C.1).
In order to avoid unphysical effects, such as numerical artifacts related to a
poor resolution, it is advisable to perform convergence tests, i.e. to perform multiple
simulations with different number of lattice points N and different box sizes L.
Results that represent physical effects should not change significantly, if the box size
and the resolution have been chosen adequately.
LatticeEasy provides the user with the possibility to freely decide which of
the numerous quantities4 which can be computed by the program, should be saved
in output files. This decision should be taken before a simulation is launched.
An output one should be careful with are, for example, the field slices (i.e. the
spatial field distribution). Particularly when simulations are performed in three
spatial dimensions, they can consume a huge amount of disc space and significantly
increase the run time. At the beginning of a run, when the field is still homogeneous,
it does not even make sense to save the spatial distribution of any quantity. Instead,
one could minimise the amount of“unnecessary”output while following the evolution
of the system until non-linear effects start to become important, save a grid image,
and then continue the run with as much output as desired.
C.4 Modifications to LatticeEasy
The results presented in this thesis have been carried out using a modified version
of the original code. In addition to the default outputs our version can generate
output of the energy density distribution, as well as the spectrum of GWs. The for-
mer has been implemented by Dr. Stefano Orani. Our code is, moreover, OpenMP
parallelised i.e. the equations can be evolved in parallel on a multi-core processor,
which significantly reduces the computation time5. To increase the numerical ac-
curacy and reduce the error related to the discretisation of the spatial derivatives,
4For a list of all the quantities we refer to the LatticeEasy documentation [261].
5As an example, for a lattice simulation performed in 2 + 1 dimensions with 10242 grid points
performed on a MacBook Pro with 2,8 GHz Intel Core i7 Processor the computation time was
reduced by more than a factor of six.
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we replaced the second-order finite difference scheme by one that is fourth-order
accurate in space.
C.4.1 Implementation of GWs in LatticeEasy
LatticeEasy is designed to solve for the non-linear scalar field evolution in an
expanding universe. To investigate the production of GWs during preheating we
extended the LatticeEasy source code to simultaneously solve (cf. the discussion
in section 4.4.3)
h¨ij + 3Hh˙ij − 1
a2
∇2hij = 2
m2Pl
ΠTTij . (C.4.29)
with
ΠTTij =
1
a2
∑
`
[
∂iφ
`∂jφ
`
]TT
, (C.4.30)
Notice that if one would directly solve eq. (C.4.29) in configuration space, one
would have to perform a Fourier transform at each time step in order to project out
the TT part of the anisotropic stress. This is due to the fact that the projection
operator Pij defined in eq. (4.69) is non-local. Following the procedure proposed
in [224] our code rather computes the evolution of the non-TT tensor uij which
obeys the equation
u¨ij + 3Hu˙ij − 1
a2
∇2uij = 2
m2Pl
1
a2
∂iφ∂jφ . (C.4.31)
with zero initial conditions for the components uij i.e.
uij = u˙ij = 0 at t = 0 . (C.4.32)
Then, instead of performing a Fourier transform at each time step, our code
simply performs the TT projection
hij(k, t) =
(
Pil(kˆ)Pjm(kˆ)− 1
2
Pij(kˆ)Plm(kˆ)
)
ulm(k, t) , (C.4.33)
only when GW output is desired. Notice that this procedure is mathematically
equivalent to directly solving (C.4.29) but is by far more economical from the com-
putational point of view [224].
The spectrum of GWs can then be computed as the energy density in GWs per
logarithmic momentum interval. In principle, this can be done in similar way as in
eqs. (4.79) and (4.80). The only difference is that one has to account for the fact
that the lattice is finite and discrete and not an infinite continuum. On the lattice,
the spectrum becomes [264]
ΩGW(k, t) =
1
ρc
dρGW
d ln k
=
m2Pl k
3
ρc
∆x6
(4pi)3L3
〈h˙ij(k, t)h˙∗ij(k, t)〉 , (C.4.34)
where L3 is the volume of the three-dimensional box, ∆x is the lattice spacing and
〈. . .〉 denotes an average over lattice momenta k with |k| = k.
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C.4.2 Fourth-order accurate Laplacian
The numerical computation of the stochastic GW background, when performed on
a discrete lattice, can be very sensitive to the numerical accuracy of the spatial
derivatives (see e.g. the discussion in section 6.3.1). A reduction of the numerical
errors can, in principle, be achieved in two different ways by6
1. increasing the resolution by increasing the number of lattice points N while
keeping the box size L fixed
2. improving the numerical accuracy of the finite difference scheme
The first is clearly the easier solution but not necessarily the best. In fact, when
performing simulations in three spatial dimensions, doubling the number of points
essentially means that the computation time is increased by a factor of eight. More-
over, notice that if one decreases the grid spacing ∆x one necessarily has to decrease
the time step ∆t in order to ensure the stability of the numerical algorithm (cf.
eq. (C.3.28)). The latter gives an additional factor of two. Thus, doubling the num-
ber of points per dimension inevitably leads to a computation time that is increased
by a factor of 16.
Alternatively, one can reduce the error in the finite difference approximation of
the spatial derivatives. We did this by replacing the second-order finite difference
scheme eq. (C.3.24) with a fourth-order accurate Laplacian which (in three spatial
dimensions) reads [265]
∇2φti,j,k =
[
16
(
φti+1,j,k + φ
t
i,j+1,k + φ
t
i,j,k+1 + φ
t
i−1,j,k + φ
t
i,j−1,k + φ
t
i,j,k−1
)
− (φti+2,j,k + φti,j+2,k + φti,j,k+2 + φti−2,j,k + φti,j−2,k + φti,j,k−2)
− 90φti,j,k
] 1
12∆x2
+O(∆x4) . (C.4.35)
Notice, that in addition we also had to modify the Laplacian at the boundaries of the
box, since the Laplacian evaluated at a lattice point (i, j, k) now depends on the next-
to-nearest neighboring points. As explained and demonstrated in section 6.3.1 using
the (C.4.35) instead of (C.3.24) for the discrete Laplacian noticeably improved our
numerical results for the GW spectra, particularly in that part of the GW spectrum
that is related to the oscillon dynamics in the hilltop inflation model. This finally
allowed us to perform a successful convergence analysis.
C.5 Codes for studying the non-linear dynamics
of scalar fields in an expanding universe
All the codes listed below have been developed to study the non-linear dynamics
of preheating. Each of these programs has its own advantages and disadvantages
6A third method would be to use a pseudo-spectral code which computes the spatial derivatives
in Fourier space. As shown in [248] this can significantly reduce the numerical errors related to the
discretisation of space. Notice, however, that this method requires to Fourier transform the scalar
fields at each time step which is computational very expensive.
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and not all of them may be equally suited for certain problems. Studying non-
Gaussian curvature fluctuations originating from preheating, for example, requires
a high degree of accuracy in computing the energy of the system [266]. We note
that this is not necessarily provided by all of the publicly available codes listed
below. Hence, depending on the problem that one wants to tackle one may choose
an appropriate program, or develop one’s own code, if necessary.
• ClusterEasy by Gary Felder [267]: it is an MPI parallelised version of Lat-
ticeEasy, i.e. it allows to run a simulation in parallel on different processors.
The program and its documentation can be downloaded at
http://www.felderbooks.com/latticeeasy/index.html.
• DEFROST by Andrei Frolov [268]: is a fast and accurate finite difference
code written in Fortran. According to the developer, the program is easy
to use and instrumented for 3D visualisation. In contrast to LatticeEasy
it does not evolve the scale factor but rather the Hubble length H−1 which
results in“a disproportionately huge gain in numerical accuracy” [268]. For the
time integration the current version of the program (v2.0) uses a symplectic
integrator. More details as well as the source code can be found at
http://www.sfu.ca/physics/cosmology/defrost/.
• CudaEasy by Jani Sainio [269]: works in the same way as LatticeEasy,
with the difference that the scalar field evolution is performed in parallel on
graphics processing units (GPUs) resulting in an accelerated computation.
• PSpectRe by Richard Easther, Hal Finkel, and Nathaniel Roth [270]: is
written in C++ and uses a pseudo-spectral method, i.e. the time integration
is basically performed in Fourier space. To handle non-linearities in the scalar
potential, the latter are computed in position space and then transformed back
to Fourier space. This allows to bypass computationally expensive convolu-
tions in Fourier space. Moreover, the user has the possibility to choose between
two different integrators: a fourth-order Runge-Kutta, and a second-order Ve-
locity Verlet (see e.g. the appendix of [271]).
• HLattice by Zhiqi Huang [272]: it provides the user with the possibility to
choose between a second-, forth- and sixth-order symplectic integrator, as well
as three different discretisation schemes. The code includes scalar, vector, and
tensor perturbations, and also their backreaction on the fields. The program
can be downloaded at
http://www.cita.utoronto.ca/˜zqhuang/hlat/.
• PyCOOL by Jani Sainio [273]: is written in Python where“COOL”stands for
“Cosmological Object-Oriented Lattice code”. Just as CudaEasy, PyCOOL
is also GPU accelerated and uses a symplectic method for the time integration.
• GABE by H. Child et al. Giblin [274,275]: is written in C++ language and the
numerical integration is performed with a second-order Runge-Kutta method.
GABE which stands for“Grid And Bubble Evolver”allows to simulate the evo-
lution of scalar fields with non-canonical kinetic terms. It can be downloaded
at http://cosmo.kenyon.edu/gabe.html.
Appendix D
Convergence analyses
Here we present convergence analyses of the GW spectra obtained within our study
of moduli preheating in the KKLT scenario, as well as for the blow-up modulus in
the LVS. The results are presented and discussed in figures D.1 and D.2.
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Figure D.1: Convergence analysis of the GW spectrum produced during moduli
preheating in the KKLT model (7.5). The figures compare results of simulations
carried out with 512 (solid), and 256 (dashed) lattice points per spatial dimen-
sion but same box size. The model parameters and initial conditions have been
chosen as discussed in section 7.1.2 (cf. the second row of table 7.1). The spec-
tra are shown at different moments in time (cf. the figure labels). At early times
(lower two figures) the spectra are noticeably different. In this scenario, we expect
that the differences are most likely attributable to the different (random) vacuum
fluctuations, rather than to resolution issues. Different random seeds may in this
case lead to quantitatively different oscillon formation stages (i.e. slightly different
number of oscillons, forming at different positions and times with slightly differ-
ent sizes/assymetry). Since in this scenario, the oscillons are essentially the only
significant inhomogeneities (cf. the discussion in section 7.1.2) this may have a con-
siderable effect on the early evolution of the spectrum. At the end of the simulation
(upper plot), the spectra are in good agreement up to factors of O(1).
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Figure D.2: Results of a convergence analysis of the GW spectra produced during
preheating of the blow-up modulus in the LVS. The modulus potential is that of
eq. (7.12) and the simulations were performed with parameters as discussed in
section 7.2 with initial conditions as in table 7.2. The solid line corresponds to the
same results shown in the lower plot of figure 7.13 and originate from a simulation
carried out with 512 per spatial dimension. The dotted spectra represent results
of a simulation carried out with 256 points per dimension. Both simulations were
performed with the same box size and the spectra are shown at the sime times:
at a ' 1.16 (blue), a ' 1.45 (green), a ' 2.1 (orange), and at the end of the
simulation a ' 2.5 (red). The results are in good agreement, particularly in the IR
where the amplitude of the spectrum ΩGW dominates the spectrum. In the UV for
a−1k/m & 4 the spectra start differing from each other. This is likely related to
the resolution. Notice, however, that there the amplitude of the spectrum is orders
of magnitudes below that in the dominant part of the spectrum for a−1k/m . 1,
where the results are in excellent agreement.
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