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15 ON THE CLASSIFICATION OF WEAKLY INTEGRAL MODULARCATEGORIES
PAUL BRUILLARD, CE´SAR GALINDO, SIU-HUNG NG, JULIA Y. PLAVNIK,
ERIC C. ROWELL, AND ZHENGHAN WANG
Abstract. We classify all modular categories of dimension 4m, where m is an odd
square-free integer, and all ranks 6 and 7 weakly integral modular categories. This
completes the classification of weakly integral modular categories through rank 7. Our
results imply that all integral modular categories of rank at most 7 are pointed (that
is, every simple object has dimension 1). All strictly weakly integral (weakly integral
but non-integral) modular categories of ranks 6 and 7 have dimension 4m, with m an
odd square free integer, so their classification is an application of our main result. The
classification of rank 7 integral modular categories is facilitated by an analysis of two
actions on modular categories: the Galois group of the field generated by the entries
of the S-matrix and the group of isomorphism classes of invertible simple objects. The
interplay of these two actions is of independent interest, and we derive some valuable
arithmetic consequences from their actions.
1. Introduction
A modular category over C is a non-degenerate braided spherical fusion category over C.
In this article, we are interested in extending the classification of modular categories over
C of low rank, under some additional constraints on the dimensions of simple objects.
A fusion category C is called integral if the Frobenius-Perron dimensions FPdim(X) of
simple objects X are integers, whereas C is weakly integral if FPdim(X)2 ∈ Z for all
simple objects X . We completely classify weakly integral categories when the number
of simple objects (up to isomorphism) is 6 or 7. This is facilitated by a more general
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theorem in which we classify modular categories of dimension 4m, where m is an odd
square-free integer.
Broad classes of integral modular categories arise from finite groups, for instance the
representation categories Rep(DωG) of twisted Drinfeld doubles DωG of finite groups.
Known constructions of weakly integral modular categories that are not integral (called
strictly weakly integral) are somewhat fewer. Common examples are the modular
categories SO(N)2 associated with quantum groups UqsoN at q = e
πi/(2N), for N odd
and q = eπi/N , for N even (see e.g. [24]), Drinfeld centers of weakly integral modular
categories and Z2-equivariantizations (see [17] and [13]) of the G-crossed extensions of
Tambara-Yamagami categories [30] associated to a group A of odd order. Indeed, by
the proof of Theorem 3.1, any strictly weakly integral modular category of dimension
4k with k > 1 an odd square-free integer and with exactly two isomorphism classes of
invertible objects must be of the form TY (Zk, χ, ν)
Z2, as a braided fusion category.
The Z2-equivariantization mentioned above is a special case of a general method, called
gauging [2, 7], for producing new weakly integral modular categories. Given a weakly
integral modular category C with a categorical action (or symmetry) of a finite group
G, then gauging the G symmetry of C as defined in [2, 7] results in a weakly integral
modular category denoted C//G. An interesting weakly integral modular category is
obtained by gauging the S3 symmetry of SO(8)1 in [7] described as Example J in [2].
While representations of the braid groups from weakly integral modular categories are
all conjectured to have finite images [24], they are still useful for topological quantum
computation [24]. Actually, weakly integral modular categories are potentially more
easily realized in nature than non-weakly integral categories. Moreover, they can be
made universal for quantum computation in some cases such as the metaplectic modular
categories [8].
The following classes of weakly integral modular categories appear in our classification:
(i) A pointed modular category is a modular category in which all simple objects
are invertible, that is, X ⊗ X∗ ∼= 1. Such categories have the same fusion
rules as Rep(A) where A is a finite abelian group. A cyclic modular category
is a pointed modular category with the same fusion rules as Rep(Zn).
(ii) An Ising modular category I is a non-pointed modular category with dim I = 4
(see [12, Appendix B] where such categories are classified). Such a category
has rank 3 with two simple classes of dimension 1 and one of dimension
√
2.
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(iii) A metaplectic modular category C is any modular category with the same
fusion rules as SO(N)2 for N odd (see e.g. see [23]). These rank
N+7
2
, 4N -
dimensional categories have two 1-dimensional objects and two objects of di-
mension
√
N , while the remaining N−1
2
objects have dimension 2. For example,
TY (ZN , χ, ν)
Z2 for N odd is a metaplectic modular category (see [17]).
Remark 1.1. There are exactly eight unitary Ising categories [19]. The Ising theory
refers to the one with central charge c = 1
2
and the topological twist of the non-pointed
simple object is θ = e
2πi
16 .
Our results are summarized in:
Theorem 1.2. Suppose that C is a weakly integral modular category either of rank ≤ 7
or with FPdim(C) = 4m, where m is an odd square-free integer. Then C is equivalent to
a (Deligne) product of the following: pointed categories, Ising categories and metaplectic
categories.
Our approach involves a number of well-established classification techniques as well as
some new ones. A central theme will be the application of group actions on modular
categories C. In particular, two groups act on equivalence classes Irr (C) of simple
objects: the Galois group Gal(C) associated to the splitting field of the Grothendieck
ringK0(C) and the groupG(C) of invertible objects which is nontrivial for strictly weakly
integral modular categories. We study the relationship between these two group actions
as well as their structures, which yield some useful constraints on the dimension of the
classified categories.
2. Preliminaries
In this section, we set the notation and recall some useful results from the literature. Of
particular importance are the groups G(C) of isomorphism classes of invertible objects
and Gal(C) the Galois group of the number field generated by the entries of the S-
matrix.
2.1. Modular Data. Let C be a modular category (see [1] for a full list of axioms). We
denote by Irr (C) the set of isomorphism class of simple objects of C. A representative
of i ∈ Irr (C) will be denoted by Vi or Xi, and the isomorphism class of the unit object
1 will be labelled 0 ∈ Irr (C). We denote by Sij the (i, j)-entry of the (unnormalized)
S-matrix for i, j ∈ Irr (C) and by di = dim(Vi) the pivotal dimension of the object Vi.
The categorical dimension dim(C) = ∑i d2i is independent of the pivotal structure of
C and the fusion coefficients are given by Nkij := dimHom(Vi ⊗ Vj , Vk) and the twists
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are denoted θi := θVi . The (unnormalized) T -matrix of C is defined by Tij = δijθi and
has finite order (cf. [1]). The order of T is equal to the Frobenius-Schur exponent of C
(see [25] for more details) denoted FSexp(C). The Gauss sums p± :=
∑
i∈Irr(C) d
2
i θ
±1
i
satisfy p+p− = dim C and
(
p+
p−
)2N
= 1. The pair (S, T ) is called the modular data of
C, and it satisfies the following equations (see [5, Sect. 2] or [1, 3.1]).
(i) Twist equation:
p+Sij = θiθj
∑
k
SkiSkjθk. (2.1)
(ii) Balancing equation:
Sijθiθj =
∑
k
Nki∗jdkθk. (2.2)
(iii) Orthogonality:
SS† = dim(C) I, (2.3)
where † is the conjugate-transpose operation and I denotes the identity matrix.
The twist equation comes from the relation (ST )3 = p+S
2. While (S, T ) give rise to a
projective representation of the modular group SL(2,Z), one may normalize s = S/x,
t = T/y so that (s, t) gives a linear representation of SL(2,Z). We call a pair (s, t)
obtained in this way a normalized modular data for C.
The Grothendieck ring K0(C) of C has N-basis Irr(C) with addition and multipli-
cation induces from ⊕ and ⊗. Defining (Ni)k,j = Nki,j we obtain a representation
of the Grothendieck ring via Vi → Ni by extending linearly. The Frobenius-Perron
dimension FPdim(X) is defined as the largest eigenvalue of NX , and FPdim(C) =∑
i∈Irr(C) FPdim(Vi)
2 (see [16]).
2.2. G-grading. A fusion category C is G-graded (G a finite group) if C = ⊕g∈Γ Cg
as an abelian category and Cg ⊗ Ch ⊂ Cgh. If each Cg is non-empty, the grading is
called faithful. It was proved in [18, Theorem 3.5] that any fusion category C is
naturally graded by a group U(C), called the universal grading group of C, and
the adjoint subcategory Cad (generated by all subobjects of X∗ ⊗ X , for all X) is the
trivial component of this grading. Moreover, any other faithful grading of C arises from
a quotient of U(C) [18, Corollary 3.7]. For a modular category, the universal grading
group U(C) is isomorphic to the group G(C) of isomorphism classes of invertible simple
objects of C [18, Theorem 6.2]. This group will play an important role in later sections.
The fusion subcategory generated by the group of invertible objects is the maximal
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pointed subcategory of C and it is denoted Cpt. We will say C is strictly weakly
integral if it is weakly integral and has a simple object of non-integral dimension. A
strictly weakly integral fusion category is faithfully graded by an elementary abelian
2-group [18, Theorem 3.10]. Indeed, as each simple object has dimension
√
k, for some
k ∈ Z, one may partition the simple objects into finitely many non-empty sets of the
form An := {X : dX ∈
√
nZ}, where n is square-free, and this partition induces a
faithful grading by an elementary 2-group. The trivial component Ce with respect to
this grading is the subcategory Cint generated by the simple objects of C of integral
dimension.
We should emphasize that U(C) ∼= G(C) for modular categories, and the (pointed)
subcategory generated by G(C) is denoted Cpt.
2.3. Mu¨ger Center. Two objects X and Y of a braided fusion category C (with braid-
ing c) are said to centralize each other if cY,XcX,Y = idX⊗Y . Mu¨ger has shown that X
and Y centralize each other if and only if SXY = dXdY [21, Prop. 2.5]. The centralizer
D′ of a fusion subcategory D ⊆ C is defined to be the full subcategory of objects of C
that centralize every object of D, that is
D′ = {X ∈ C | cY,XcX,Y = idX⊗Y , for all Y ∈ D}.
The Mu¨ger center Z2(C) of a braided fusion category C is the centralizer of C, that is
Z2(C) = C′, which is a symmetric fusion subcategory of C. A braided fusion category C
is called symmetric when Z2(C) = C. A braided fusion category is non-degenerate
if Z2(C) ∼= Vec. For premodular (spherical braided fusion) categories, non-degeneracy
is equivalent to modularity, i.e. the invertibility of the S-matrix ([3]).
If D ⊂ C are both modular, then the centralizer D′ is also modular [21]. In particular,
one has C ∼= D⊠D′ where ⊠ denotes the Deligne product, see [10]. In general A⊠B
has rank ab where the ranks of A and B are a and b, respectively.
2.4. Galois Group Action. Let C be a modular category with modular data (S, T ).
We define the Galois group Gal(C) of C as Gal(C) := Gal(KC/Q), where KC = Q(Sij |
i, j ∈ Irr (C)). Notice thatKC is the splitting field of the set of characteristic polynomials
of the fusion matrices Ni. The action of Gal(C) on the columns of the S-matrix induces
a faithful action on Irr (C) (cf. [5]). We will denote by σˆ the permutation on Irr (C)
associated with σ ∈ Gal(C).
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Let ζN = e
2πi
N , then we have the exact sequence:
1→ Gal(Q(ζN )/KC)→ Gal(Q(ζN))→ Gal(C)→ 1,
and it is known ([26]) that Gal(Q(ζN)/KC) is an elementary 2-group.
It follows from [5, Lem. 4.9] that if di = FPdim(Vi), for i ∈ Irr (C), then
σˆ(di) = dσˆ(i) .
In particular, σˆ(0) ∈ G(C).
If (s, t) is a normalized modular data for C then Galois Symmetry (cf. [11]) implies:
σ2(ti) = tσˆ(i) for all i.
3. dim C = 4m, m odd square-free integer
Using [16, Prop. 8.23] we may and will assume that all weakly integral modular cat-
egories in the following have the canonical positive spherical structure, with respect
to which categorical dimensions of simple objects coincide with their Frobenius-Perron
dimensions.
Theorem 3.1. Suppose that C is a modular category with dim C = 4m, with m an odd
square-free integer. Then exactly one of the following is true:
(a) C contains an object of dimension √2 and C is equivalent to a Deligne product
of an Ising modular category and a cyclic modular category or
(b) C is non-integral and contains no objects of dimension √2 and C is equivalent
to a Deligne product of a metaplectic category of dimension 4k and a cyclic
modular category of dimension n where 1 ≤ n = m
k
∈ Z or
(c) C is pointed.
All equivalences are as premodular fusion categories.
Proof. If di ∈ Z then di = 1 or 2 since d2i | 4m (by [14, Lemma 1.2], [16, Proposition
8.27], [15, Proposition 2.11(i)]).
First, we claim that if 4 | dim Cpt then C is pointed. Under this assumption, with respect
to the universal) U(C)-grading, each component has odd dimension. In particular,
dim Cad is odd, so Cad ⊂ Cint cannot contain simple objects of even dimension. Therefore,
Cad is pointed and hence C is nilpotent. By [12, Thm. 1.1], C has a unique decomposition
into a tensor product of braided fusion categories whose Frobenius-Perron dimensions
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are the distinct prime power factors of dim C = 4m. Since braided fusion categories
with prime Frobenius-Perron dimensions are pointed and 4 | |G(C)|, all the factors in
this tensor decomposition of C are pointed. Thus, C is pointed.
If C is integral, then 4m = dim Cpt + 4s, where s = |{i ∈ Irr (C) | di = 2}|. Therefore,
4 | dim Cpt and hence, by the previous paragraph, C is pointed as described in (c).
We may therefore assume that 4 ∤ dim Cpt and di 6∈ Z for some i ∈ Irr (C). Then
|U(C)| = dim Cpt = 2an, where a = 0, 1 and n | m is odd and square-free. By [18,
Theorem 3.10] a 6= 0, so we must have a = 1.
We claim that C ∼= D ⊠ P, where D is modular with dimD = 4k and dimDpt = 2 and
P is a cyclic modular category of dimension n = m/k. We prove this by induction on
the number of (distinct) primes factors of n. In the base case n = 1 (0 prime factors)
the statement is clear, since C ∼= C ⊠ Vec. Suppose p is a prime factor of n. Let
Cpt(p) be a pointed subcategory of dimension p. Observe that Cpt(p) is either symmetric
or modular. If Cpt(p) ∼= Rep(Zp) is symmetric then it is also Tannakian since p is
odd (cf. [13, Corollary 2.50 (i)]). The corresponding Zp-de-equivariantization of C is
Zp-graded with trivial component (CZp)0 of dimension dim C/p2, contradicting n square-
free. Therefore Cpt(p) is modular and hence C ∼= Cpt(p) ⊠ D where D is the modular
subcategory which centralizes Cpt(p) by [21, Theorem 4.2] (see also [13, Theorem 3.13]).
Now |U(D)| = 2n/p so the claim follows.
We now proceed to classify modular categories D with dimD = 4k and dimDpt = 2.
If k = 1, then dimD = 4 and D is an Ising modular category by [13, Appendix B]. In
this case, C is as in (a).
Now, we may assume k > 1. Since U(D) ∼= Z2, D has a Z2-grading D = D0⊕D1 where
D0 = Dad is the trivial component. For any simple object Xi with di 6∈ Z, Xi ∈ D1 and
di = αi
√
ℓ, with ℓ square-free and αi ∈ {1, 2}, since D is modular and k is square free.
The trivial component D0 contains all the simple objects of integral dimension, which
consist of two isomorphism classes of dimension 1 and (k− 1)/2 classes of dimension 2.
Let σ ∈ Gal(D) which assigns √ℓ 7→ −√ℓ and σˆ(0) = 1. Then the second row of the
S-matrix of D is given by the action σ on the first row of S. Therefore, the second row
of S (corresponding to label 1 ∈ Irr (C)) is:
(1, 1, 2, . . . , 2,−α1
√
ℓ, . . . ,−αt
√
ℓ).
In particular, 1 ∈ Irr (C) must be the isomorphism class of a non-trivial invertible
object g. We claim that θg = 1. To see this, first observe that if Y is simple and
dim(Y ) = 2 then Y ⊗ Y ∗ = 1 ⊕ g ⊕ Y ′, where Y ′ is a 2-dimensional simple object.
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Thus, NgY,Y ∗ = N
Y
Y,g = 1 so that Y ⊗ g ∼= Y , for all 2-dimensional simple object Y . The
balancing equation (2.2) gives:
2 = Sg,Y = θ
−1
g θ
−1
Y N
Y
g∗,Y dY θY = 2θ
−1
g ,
so that θg = 1, as claimed.
For i ∈ Irr (D1), di = αi
√
ℓ. We use the balancing equation (2.2) again:
−αi
√
ℓ = Sg,Xi = θ
−1
g θ
−1
Xi
θg⊗Xidg⊗Xi = αi
√
ℓθ−1Xi θg⊗Xi ,
which implies that θXi = −θg⊗Xi . Consequently, g ⊗ Xi 6∼= Xi and g ⊗ Xi 6∼= X∗i so
that NgXi,Xi = N
g
Xi,X∗i
= 0. This implies Xi ⊗X∗i ∼= 1 ⊕
∑
j mjYj, where Yj are simple
objects of dimension 2. In particular, d2i = α
2
i ℓ is odd. Thus ℓ is odd and we conclude
αi = 1, for all i ∈ Irr (D1). Notice that, since d2i = ℓ is odd and NgXi,Xi = 0, we must
have Xi ⊗Xi ∼= 1⊕
∑
j njYj with FPdim(Yj) = 2 so that Xi is self-dual.
We claim that |Irr (D1)| = 2. Since g does not fix anyXi, |Irr (D1)| > 1. Let j ∈ Irr (D1).
Since dim(Xi ⊗ Xj) = ℓ is odd, exactly one of 1 or g is a subobject of Xi ⊗ Xj.
Since all Xi are self-dual, N
1
Xi,Xj
= 1 implies Xi ∼= Xj whereas NgXi,Xj = 1 implies
Xj ∼= g ⊗ Xi. Therefore, Xi and g ⊗ Xi 6= Xi represent the only two non-isomorphic
simple objects in D1. Thus, we conclude that ℓ = k, and |Irr (D)| = (k + 7)/2. Let
{Y2, . . . , Y(k+1)/2} be a complete set of representatives for the simple objects of dimension
2, and {U, V } ⊂ D1 for dimension
√
k. Since θg = 1, the subcategory generated by g is
Tannakian. This induces an action of G(D) on D by interchanging 1 and g, fixing all
Yi and interchanging U and V . Then the Z2-de-equivariantization DZ2 has k objects of
dimension 1 (one from the G(C)-orbit {1, g} and two from each Yi) and one object of
dimension
√
k (from the orbit {U, V }) (cf. [20, 5.1]). As a fusion category DZ2 must be
TY (Zk, χ, ν), for which there are 4 possible choices of χ and ν. Since equivariantization
and de-equivariantization are inverse operations, we have D ∼= TY (Zk, χ, ν)Z2 . As these
categories are described in (b), the proof is complete. 
Remark 3.2. An alternative construction of the categories obtained in Theorem 3.1
(b) is as follows. The non-pointed factor D := TY (Zk, χ, ν)Z2 can be recovered from
the formula
D ⊠ P ∼= Z(TY (Zk, χ, ν)),
obtained from [9, Cor. 3.30]. Here P is the maximal pointed subcategory of the
Drinfeld center Z(TY (Zk, χ, ν)), which is modular by [17, Prop. 4.2]. There are at
most 8 possible inequivalent categories of this form up to balanced braided tensor
equivalences: 4 for the choices of χ and ν (two each) and two choices of a spherical
structure.
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The following result will be useful later.
Lemma 3.3. If C is a weakly integral modular category of rank r ≥ 3 in which there
is a unique simple isomorphism class of objects X such that FPdimX /∈ Z then C is
equivalent to an Ising modular category.
Proof. Under the hypotheses of the statement, the universal grading group U(C) ∼= Z2
since in any faithful grading the component containing X has dimension FPdim(X).
Therefore there is a (unique up to isomorphism) invertible object g. Both X and
the non-trivial invertible object g are self-dual. The first column of the S-matrix is
given by the Frobenius-Perron dimensions of the simple objects of C. Let the index
1 ∈ Irr (C) correspond to the non-trivial invertible object g. By [5, Lemma 4.9], the
Galois automorphism σ that sends
√
m to −√m interchanges the first two columns of
the S-matrix. We see that the S-matrix of C is:

1 1 d1 · · · dt
√
m
1 1 d1 · · · dt −
√
m
d1 d1 0
...
...
. . .
...
dt dt 0√
m −√m 0 · · · 0 0


where 1 < di ∈ Z. Applying the twist equation (2.1) to the entry SX,X = 0, we get that
0 = θ2X
∑
i θiS
2
i,X = (mθ1 +mθg)θ
2
X . We conclude that θg = −θ1 = −1. Next, we apply
the twist equation (2.1) to the entry Sg,X = −√m obtaining:
p+(−
√
m) = θgθX
∑
i
θiSi,gSi,X = −θX2
√
m.
It follows that |p+| = 2|θX | = 2 and dim C = 4. Therefore C is equivalent to an Ising
modular category. 
Lemma 3.4. Let C be a weakly integral modular category of square-free Frobenius-
Perron dimension. Then C is pointed.
Proof. The only possible integral FP-dimension of a simple object is 1, since FPdim(C)
is square-free. Therefore, the integral subcategory Cad is pointed, hence C is nilpotent.
Thus, by [13, Theorem 1.1], C is a Deligne product of braided subcategories of prime
dimension. Such categories are pointed, by [16, Corollary 8.30]. 
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4. General Technical Results
The results of the first two subsections apply to arbitrary modular categories. In par-
ticular, we do not assume that di = FPdim(Vi), since this cannot always be achieved
(even by changing the spherical structure). We introduce an action of G(C) on Irr (C)
and study its restriction to symmetric pointed subcategories. Then we explore the cy-
cle structure of the permutation action of Gal(C) on Irr (C), particularly for elements
coming from automorphisms of Qpa for primes p dividing N = FSexp(C).
The third subsection studies support cycles for weakly integral modular categories
specifically, to be applied in our classification.
4.1. G(C)-grading of a modular category. Let G = G(C) be the group of isomor-
phism classes of invertible objects of a modular category C. The abelian group G acts
on Irr (C) as follows: Let i ∈ G and j ∈ Irr (C) and Vi, Vj be representative simple
objects in these classes. Since Vi is an invertible object, V
∗
i ⊗ Vj ∼= Vk is simple and we
define i · j = k.
Let Gˆ denote the character group of G. For each j ∈ Irr (C), the map φj : i 7→ Sij/dj
defines a character of the Grothendieck ring K0(C). Notice that modularity implies that
the restrictions of the φj for all j ∈ Irr (C) span Gˆ. Since for i ∈ G, di = 1/di = ±1,
the set of characters φ0φj : i 7→ Sijdidj for all j ∈ Irr (C) also spans Gˆ. Thus, the
modular category C admits a faithful Gˆ-grading (cf. [18, Theorem 6.2]) which is given
by C =⊕χ∈Gˆ Cχ, where the set of simple objects in Cχ are:
Irr (Cχ) =
{
j ∈ Irr (C) | Sij
didj
= χ(i), for all i ∈ G
}
.
This natural Gˆ-grading on C induces a canonical Hˆ-grading on C, for any subgroup H
of G. More precisely, for χ ∈ Hˆ , the set of simple objects in each component of the
grading is:
Irr (Cχ) =
{
j ∈ Irr (C) | Sij
didj
= χ(i), for all i ∈ H
}
.
Since the restriction map Gˆ → Hˆ is surjective, this Hˆ-grading is also faithful and
dim Cχ = dim C|H| , for all χ ∈ Hˆ. See [16, Proposition 8.20].
The subcategory generated by a subgroup H ⊂ G will be denoted C(H). For example
C(G) = Cpt. We are particular interested in the subgroups H of G which generates a
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symmetric full subcategory of C. In this case, we will simply call H a self-centralizing
subgroup of G.
Remark 4.1. IfH is a self-centralizing subgroup of G then Sg,h = dgdh, for all g, h ∈ H .
Therefore, H ⊂ Ce, where Ce is the trivial component of the Hˆ-grading of C associated
to the trivial character. Moreover if g, h ∈ H we have
(dhθh)(dgθg) = (dh∗θh∗)(dgθg) = dhgθhg
by (2.2) since Sg∗,h = dg∗dh. Therefore χH(h) = dhθh defines a character ofH . If C(H) is
a Tannakian subcategory of C then H is a self-centralizing subgroup and dh = θh = ±1,
for all h ∈ H , so χH is trivial. We will simply call such subgroups Tannakian. Notice
that if H is a self-centralizing group of odd prime order p then H is Tannakian by [13,
Corollary 2.50].
On the other hand, if the self-centralizing subgroup H is not Tannakian, then there
exists h ∈ H such that dhθh = −1 so that χH is a non-trivial character. This condition
provides a faithful Z2-grading on the fusion subcategory C(H) generated by H . The set
of isomorphism classes Irr (C(H)0) of simple objects of the trivial component C(H)0 is
an index 2 Tannakian subgroup. In particular, H must be of even order.
Lemma 4.2. Let H be a self-centralizing subgroup of G and χ ∈ Hˆ. Then H · j ⊆
Irr (Cχ), for all j ∈ Irr (Cχ).
(i) If H is Tannakian and χ is not trivial then H · j is not a singleton for any
j ∈ Irr (Cχ). In particular, when H is Tannakian of prime order and χ is not
trivial, |H| divides |Irr (Cχ)|.
(ii) Suppose H is not Tannakian and χ ∈ Hˆ. If some j ∈ Irr (Cχ) satisfies H · j =
{j} then χ = χH .
Proof. Since H ⊆ Ce and the action of H is induced by the tensor product, it follows
immediately from the definition of grading that H · Irr(Cχ) ⊆ Irr(Cχ).
Now, we assume that H generates a Tannakian subcategory of C. Thus dhθh = 1, for
all h ∈ H . Suppose that j ∈ Irr (Cχ) is fixed by H . Then Nkh,j = δk,j, for all h ∈ H ,
k ∈ Irr (C). Using the balancing equation (2.2), we get that
χ(h) =
Sh,j
dhdj
=
∑
kN
k
h∗,jdkθk
θhθjdhdj
= 1 ,
for all h ∈ H . Therefore, χ is trivial. In addition, |H| = p implies that each H-orbit in
Irr (Cχ) has exactly p classes. Therefore, the second statement of (i) follows.
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Suppose H is not Tannakian, and j ∈ Irr (Cχ) for some χ ∈ Hˆ satisfies H · j = {j}.
Then, for h ∈ H , the balancing equation (2.2) implies
χ(h) =
Shjθhθj
dhdjθhθj
=
dh·jθh·j
dhdjθhθj
=
θjdj
dhdjθhθj
=
1
dhθh
= χH(h) ,
since θh = ±1 for h ∈ H . 
Lemma 4.3. Suppose H is a self-centralizing subgroup of G. If, for some ψ ∈ Hˆ,
Irr (Cψ) consists of only one H-orbit then Ce is integral. If, in addition, k ∈ Irr (Ce) is
fixed by H then [H : H0] | dk, where H0 is the stabilizer of any element of Irr (Cψ).
Proof. SinceH is self-centralizing thenH ⊆ Ce, see Remark 4.1. LetR =
∑
i∈Irr(C) diVi ∈
K0(C) ⊗ R be the virtual regular object of C. Then R =
∑
χ∈Hˆ Rχ, where Rχ =∑
i∈Irr(Cχ) diVi is the regular object of the component Cχ.
Suppose Irr (Cψ) = H · j, with j ∈ Irr (Cψ). Let H0 be the stabilizer of the H-orbit
Irr (Cψ). Note that the quotient group H = H/H0 acts on j as h · j = h · j, where
h = hH0. Since dj = dh·j = dhdj for h ∈ H0, we have dh = 1 for h ∈ H0. Therefore, we
can define dh = dh for all h ∈ H . Thus Rψ = dj
∑
h∈H dhVh·j =
dj
|H0|
∑
h∈H dhV
∗
h ⊗ Vj.
Since each Cχ is a Ce-module category, and Vk ⊗ R = dkR, for k ∈ Irr (Ce), we have
Vk ⊗Rχ = dkRχ, for all χ ∈ Hˆ . On the other hand,
Vk ⊗Rψ = dj
∑
h∈H
dhV
∗
h ⊗ Vj ⊗ Vk = dj
∑
h,h′∈H
dhnh′V
∗
h ⊗ Vh′·j
= dj
∑
h,h′∈H
dhnh′Vhh′·j = dj
∑
h,h′∈H
dh′nhh′−1Vh·j = nRψ, (4.1)
where n =
∑
h∈H dhnh is an integer. Therefore, dk = n ∈ Z and Ce is integral, as
claimed.
If k is fixed by H then dh = 1 for all h ∈ H and
dkRψ = Vk ⊗Rψ = dj|H0|
∑
h∈H
Vk ⊗ dhV ∗h ⊗ Vj = dj
|H|
|H0|Vj ⊗ Vk = dj
|H|
|H0|
∑
h′∈H
nh′Vh′·j
Thus, |H||H0|nh = dk, for all h ∈ H. In particular,
|H|
|H0| | dk and nh = nh′, for h, h′ ∈ H . 
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Since χ ∈ Hˆ is of the form Sh,j
dhdj
for some j ∈ Irr (C), for each σ ∈ Gal(C) we may define
(σ ◦χ)(h) = σ(Sh,j)
σ(dh)σ(dj )
. In the following we explore the relationship between the actions
of Gal(C) and G(C).
Lemma 4.4. Let C be a modular category and H a subgroup of G(C).
(i) Suppose that j ∈ Irr (Cχ) for some χ ∈ Hˆ. Then, for σ ∈ Gal(C) we have
σˆ(j) ∈ Cσ◦χ. In particular, if ord(χ) = 1 or 2, σˆ(Irr (Cχ)) = Irr (Cχ).
(ii) If H is self-centralizing elementary 2-group, then the actions of H and Gal(C)
on Irr (C) commute.
Proof. (i) For j ∈ Irr (Cχ), σ
(
Sij
dj
)
=
Siσˆ(j)
dσˆ(j)
for all i ∈ Irr (C). Thus, for h ∈ H , we have
σ(χ(h)) = σ
(
Shj
dhdj
)
=
Shσˆ(j)
dhdσˆ(j)
.
Therefore, σˆ(j) ∈ Irr (Cσ◦χ). If ord(χ) | 2, then χ(h) = ±1 for all h ∈ H . Hence,
σ ◦ χ = χ for all σ ∈ Gal(C). The second statement of (i) follows.
(ii) Suppose H is self-centralizing elementary 2-group, and let χ, ψ ∈ Hˆ. For h ∈ H ,
j ∈ Irr (Cχ) and i ∈ Irr (Cψ) we have V ∗i ⊗ Vj ∈ Cχψ (since H a 2-group implies V ∗i ∈
Irr (Cψ)) and
χ(h) =
Sh,j
dhdj
=
θh·j
θhθj
.
Thus,
Si,h·j
dh·j
=
∑
kN
k
i∗,jdh·kθh·k
θiθh·jdhdj
=
∑
kN
k
i∗,jdkχψ(h)θhθk
θiχ(h)θhθjdj
=
∑
kN
k
i∗,jdkθkψ(h)
θiθjdj
=
Si,jψ(h)
dj
.
Therefore,
Si,h·σˆ(j)
dh·σˆ(j)
=
Si,σˆ(j)ψ(h)
dσˆ(j)
= σ
(
Si,jψ(h)
dj
)
= σ
(
Si,h·j
dh·j
)
=
Si,σˆ(h·j)
dσˆ(h·j)
.
Since {φj(i) := Si,jdj | j ∈ Irr (C)} is a linearly independent set of characters of K0(C),
this implies h · σˆ(j) = σˆ(h · j) for all j ∈ Irr (C), i.e. the actions of H and Gal(C) on
Irr (C) commute. 
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4.2. Support cycles. Let n be a positive integer, and p an odd prime number. Then,
there are unique non-negative integers a, q with p ∤ q such that n = paq. For the
remainder discussion of this paper, we will abbreviate vp(n) = a and kp(n) =
ϕ(pa)
2
,
where ϕ is the Euler’s totient function. For any element x in a group of finite order, we
will denote ordp(x) = p
vp(ord(x)), the maximal p-power factor of ord(x).
Let N = FSexp(C) of a modular category C. By [11], the level n = ord(t) of any
normalized modular data (s, t) satisfies N | n | 12N . In particular, the modular data
(s, t) is defined over the cyclotomic field Q12N .
Suppose p is an odd prime and 12N = pbm for some positive integer b and m with
p ∤ m. There exists σ ∈ Gal(Qab), where Qab is the abelian closure of Q in C, such that
σ fixes Qm and σ|Q
pb
is a generator of the cyclic group Gal(Qpb/Q) ∼= Z∗pa . We call such
σ p-automorphisms of C.
Associated with a p-automorphism σ is a permutation σˆ on Irr (C), which can be decom-
posed into a product of unique disjoint cycles. For notational convenience we identify
a cycle with its support. Suppose C is a cycle in this decomposition and j ∈ C and
ordp(tj) = ℓ, where tj is the j-th diagonal entry of t in a normalized modular data (s, t).
Then, by Galois symmetry (cf. [11]),
ℓ = ordp(σ
2(tj)) = ordp(tσˆ(j)).
Thus, ordp(ti) = ℓ for all i ∈ C, and we call C a pℓ-support cycle of σ if ℓ > 0. If
a = vp(n) > 0, a p
a-support cycle of σ is called a maximal support cycle of σ.
Remark 4.5. If (s′, t′) is another normalized modular data of C, then (s′, t′) = (sx−3, tx)
for some 12-th root of unity x. Therefore, all the pℓ-support cycles are independent of
the choice of the normalized pair (s, t) if p > 3 or ℓ > 1. However, the 1 and 3-
support cycles of a 3-automorphism could be changed if 3 | ord(x). We can resolve this
particular ambiguity by using only a fixed family of normalizations for some modular
categories.
Lemma 4.6. Suppose C is a modular category and (s, t) a normalized modular data of
level n = paq for some odd prime p and positive integers a, q such that p ∤ q. Then σ
admits a maximal support cycle. For any pℓ-support cycle C of σ with 1 ≤ ℓ ≤ a, we
have
ϕ(pℓ)
2
| ord(C) | 2kp(n) = ϕ(pa).
In particular, for the maximal support cycle we have kp(n) | ord(σˆ) | 2kp(n).
If 1 is in a pℓ-support cycle C of σ and t1 = xζ for some x, ζ ∈ C with ord(ζ) = pℓ and
xq = 1, then tσˆj(1) = xσ
2j(ζ) for all j. In particular, ordp(tj) = p
ℓ for all j ∈ C.
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Proof. Let k = kp(n). Since ord(σ|Qpa ) = 2k, ord(σˆ) | 2k and the length of each disjoint
cycle of σˆ is a divisor of 2k.
Since ordp(n) = a, there exists j0 ∈ Irr (C) such that ordp(tj0) = pa. Therefore, the
disjoint cycle of σˆ containing j0 is a p
a-support cycle of σ.
Suppose C is a pℓ-support cycle of σ, for some ℓ ≤ a, with 1 ∈ C. Then t1 = xζ for
some x, ζ ∈ C such that ord(ζ) = pℓ and xq = 1. Let k′ = ϕ(pℓ)/2. Note that
t1, σ
2(t1), . . . , σ
2(k′−1)(t1)
are distinct, and σ2k
′
(t1) = t1. By Galois symmetry,
σ2j(t1) = tσˆj(1) = xσ
2j(ζ) for all j.
In particular, 1, σˆ(1), . . . , σˆk
′−1(1) are distinct, and ordp(tσˆj(1)) = pℓ. Therefore, the
length of the cycle C is a multiple k′ and so
k′ | ord(C) | ord(σˆ) | 2k .
For ℓ = a, we find k | ord(C) | ord(σˆ) | 2k. 
If the anomaly α = p+/p− of C is such that 3 ∤ ord(α), one can choose a 6-th root λ of
α such that p+
λ3
=
√
dim C and 3 ∤ ord(λ). The 3-support cycle of a 3-automorphism of
C is independent of the choice of any of these normalizations. Moreover, the level n of
any of these normalized modular satisfies FSexp(C) | n | 4 FSexp(C).
4.3. Support cycles for weakly integral modular categories. We are particularly
interested in weakly integral modular categories as their anomaly α = p+
p−
can only be
an 8-th root of unity (cf. [11]). For any weakly integral modular category C, we only
consider the normalized modular data (s, t) = ( S
D
, 1
λ
T ) with λ =
√
α
5
where
√
αD = p+.
A 3-support cycle for a 3-automorphism of C for this normalized modular data is then
well-defined and we have a more refined statement for pℓ-support cycles for a weakly
integral modular category.
Lemma 4.7. Suppose p is an odd prime and σ is a p-automorphism of a weakly integral
modular category C such that vp(FSexp(C)) = a > 0. Then, the following statements
are equivalent for any positive integer ℓ ≤ a:
(i) C is a pℓ-support cycle of σ;
(ii) ordp(θj) = p
ℓ for some j ∈ C;
(iii) ordp(θj) = p
ℓ for all j ∈ C.
16 P. BRUILLARD, C. GALINDO, S.-H. NG, J. PLAVNIK, E. ROWELL, AND Z. WANG
If C = (1 2 . . . l) and θ1 = xζ for some x, ζ ∈ C with ord(ζ) = pℓ and xq = 1 with p ∤ q,
then θj = xσ
2j(ζ) for j = 1, . . . , l. In particular, if C0 is the cycle of σ containing 0,
then θj = 1 for all j ∈ C0 and ord(C0) ≤ 2. Moreover, Vσˆ(0) is a self-dual invertible
object.
Proof. Let t =
√
α
5
T where
√
α = p+/D is a 16-th root of unity. Then ordp(tj) =
ordp(θj) for all j, and so the equivalence of the three conditions follows from Lemma
4.6. Note that t0 is a 16-th root but p | ord(tj) for any j in a pℓ-support cycle C of
σ (ℓ > 0). Therefore, 0 6∈ C. If C = (1 2 . . . l) and θ1 = xζ for some x, ζ ∈ C with
ord(ζ) = pℓ and xq = 1, then t1 =
√
α
5
xζ and so tj =
√
α
5
xσ2j(ζ). Thus, θj = xσ
2j(ζ).
Since C is weakly integral, σ2(di) = di for all i ∈ Irr (C). This implies the length of C0
is at most 2. Since θ0 = 1, θσˆ(0) = 1. If g = σˆ(0) 6= 0, then Sg,j = ±S0,j = ±dj for all
j ∈ Irr (C). By [18, Lem. 6.1], Vg is invertible. Since g-th row of the S-matrix is real,
Vg is self-dual. 
Theorem 4.8. Let C be a weakly integral modular category with N = FSexp(C) which
has a simple odd prime factor p. Suppose a p-automorphism σ of C has only one p-
support cycle C1 = (1 . . . l). Then:
(i) dim C =
(
l
p−1
)2
d41p, σ(d1) = d1, σ(p+) = −p+ and θ1 = xζ, for some x, ζ ∈ C
with ord(ζ) = p and x16 = 1. In particular, if l = p−1
2
, then 2 | d21.
(ii) If C is integral and Gal(C) is generated by σˆ, then σˆ is a cycle of length p − 1
and C is pointed of rank p. In particular, C is a cyclic modular category.
(iii) If C is a strictly weakly integral and Gal(C) is generated by σˆ, then σˆ =
(0, 1)(2, . . . , p+1
2
), up to a relabeling of the simple objects, and C is a prime
modular category of dim C = 4p. In particular, C is of rank p+7
2
, and equivalent
to a Z2-equivariantization of a Tambara-Yamagami category associated to the
group Zp.
Proof. Since C is pseudo-unitary, we may assume di > 0 for all i ∈ Irr (C) by using
the canonical pivotal structure of C. Suppose N = pq for some non-negative integer q
relatively prime to p. Then θ1 = xζ for some x, ζ ∈ C with ord(ζ) = p and xq = 1.
By Lemma 4.7, θj = xσ
2j(ζ), for j = 1, . . . , l, and l = p − 1 or p−1
2
. Suppose σˆ =
C0C1C2 · · ·Cm where C0 is the cycle containing 0. Note that dj = dCi for all j ∈ Ci. In
particular, dC1 = d1. Since C1 is the only p-support cycle of σ, we also have θj = θCi ∈
Z[ζq] for all j ∈ Ci if i 6= 1. Let us denote li = ord(Ci) and Ci = (ci σˆ(ci) σˆ2(ci) . . . ).
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Now we consider the twist equation (2.1) for S0j:
p+djθj = d1
l∑
r=1
Sjrθr +
∑
i 6=1
dCiθCi
∑
r∈Ci
Sjr (4.2)
= d21x
l−1∑
r=0
Sj,1+r
d1
σ2r(ζ) +
∑
i 6=1
d2CiθCi
∑
r∈Ci
Sjr
dr
. (4.3)
For any i, we denote
Sj,Ci =
∑
r∈Ci
Sjr
dr
=
li−1∑
r=0
σr−1
(
Sj,ci
dCi
)
.
Then σ fixes Sj,Ci, and so
∑
i 6=1 d
2
Ci
θCiSj,Ci, and (4.3) becomes
p+djθj = d
2
1x
l−1∑
r=0
σr
(
Sj,1
d1
)
σ2r(ζ) +
∑
i 6=1
d2CiθCiSj,Ci . (4.4)
Therefore, for j = 0, we have
√
αD = p+ = d
2
1x
l−1∑
r=0
σ2r(ζ) +
∑
i 6=1
d2CiθCi li (4.5)
=
2ld21x
p− 1
(−1 ± ε√p
2
)
+
∑
i 6=1
d2CiθCi li (4.6)
= ± ld
2
1x
p− 1ε
√
p+
−ld21x
p− 1 +
∑
i 6=1
d2CiθCi li (4.7)
where ε =
√(
−1
p
)
and
(
·
p
)
is the Legendre symbol. Since {1,√p} is linearly indepen-
dent over Qq, it follows from (4.7) that
√
αD = ± d
2
1xl
p− 1ε
√
p and
ld21x
p− 1 =
∑
i 6=1
d2CiθCi li . (4.8)
This implies α = x2
(
−1
p
)
, dim C =
(
l
p−1
)2
d41p, and σ(p+) = −p+. Therefore,
2p+ = d
2
1x
l−1∑
r=0
(
σ2r(ζ)− σ2r+1(ζ)) . (4.9)
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We now show that d1 is fixed by σ. Suppose σ(d1) 6= d1, then σ(d1) = −d1 as d1 is
square root of an integer. Since σ2(dj) = dj for all j ∈ Irr (C), we get l0 = 2 and we
write C0 = (0, σˆ(0)). Thus,
S1,C0 = d1 + S1,σˆ(0) = d1 + (−d1) = 0 .
By Lemma 4.7, θσˆ(0) = 1. Summing (4.4) for j = 0, σˆ(0), we find
2p+ =
∑
i 6=1
d2CiθCi(S0,Ci + Sσˆ(0),Ci) .
However, this implies p+ is fixed by σ, which is a contradiction. Therefore, σ fixes d1.
This completes the proof of (i).
We now assume Gal(C) = 〈σˆ〉 for the remainder proofs of (ii) and (iii). Then, it follows
from (i) that d1, Sj,Ci ∈ Z for all i, and d2CiθCiSj,Ci ∈ Z[ζq] for i 6= 1.
Let I = {j ∈ Irr (C) | di ∈ Z}, Ic = Irr (C) \ I and I˜ = I \ {1, . . . , l}, and let 〈I〉 be the
tensor subcategory generated by I. For any disjoint cycle Ca of σ, we write Ca ⊂ I˜ if
all the entries of Ca are in I˜. Similarly, we write Ca ⊂ Ic if all the entries of Ca are in
Ic.
Suppose Ca ⊂ I˜. By summing j ∈ Ca of (4.4), we find
lap+dCaθCa = d1dCaxS1,Ca
l−1∑
r=0
σ2r(ζ) +
∑
i6=1
j∈Ca
d2CiθCiSj,Ci .
Since the last term of this equation is fixed by σ, the difference of this equation and its
image under σ is given by
2lap+dCaθCa = d1dCaxS1,Ca
l−1∑
r=0
σ2r(ζ)− σ2r+1(ζ)
By (4.9), we find S1,Ca = lad1θCa . Hence θCa = ±1 and Sr,Ca = lad1θCa , for all r ∈ C1.
Since |Sr,j| ≤ d1dCa for j ∈ Ca, we find
Sr,j = drdjθCa ∈ Z, (4.10)
with j ∈ Ca and r ∈ C1.
Suppose Cb ⊂ I˜. For j ∈ Cb, we have Sj,Ca = Scb,Ca . For any j′ ∈ Ca, we have the twist
equation:
p+Sj,j′ = θjθj′
(
x
l−1∑
r=0
Sj,1+rSj′,1+rσ
2r(ζ) +
∑
i 6=1
∑
r∈Ci
SjrSj′rθCi
)
.
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Therefore,∑
j∈Cb
∑
j′∈Ca
p+Sj,j′ = dCalbp+Scb,Ca
= θCbθCa
(
xdCadCb
l−1∑
r=0
S1+r,CbS1+r,Caσ
2r(ζ) + dCadCb
∑
i 6=1
∑
r∈Ci
Sr,CbSr,CaθCi
)
= θCbθCa
(
xdCadCbS1,CbS1,Ca
l−1∑
r=0
σ2r(ζ) + dCadCb
∑
i 6=1
∑
r∈Ci
Sr,CbSr,CaθCi
)
= xdCadCb lalbd
2
1
l−1∑
r=0
σ2r(ζ) + θCbθCadCadCb
∑
i 6=1
∑
r∈Ci
Sr,CbSr,CaθCi .
Since Scb,Ca and θCbθCadCadCb
∑
i 6=1
∑
r∈Ci Sr,CbSr,CaθCi are fixed by σ, we find
2dCalbp+Scb,Ca = xdCadCb lalbd
2
1
l−1∑
j=0
(
σ2j(ζ)− σ2j+1(ζ)) = 2p+dCadCblalb .
Hence, Scb,Ca = ladCb . By the same argument as above, Sj,j′ = dCadCb = djdj′ for j ∈ Cb
and j′ ∈ Ca. For any j, j′ ∈ I˜, there exist Ca, Cb ⊂ I˜ such that j′ ∈ Ca and j ∈ Cb.
Hence we have
Sj,j′ = djdj′, for all j, j
′ ∈ I˜ . (4.11)
By summing (4.4) over all j ∈ Cb, we obtain
lbp+dCbθCb = d1dCbx
l−1∑
r=0
Sr,Cbσ
2r(ζ) +
∑
j∈Cb
∑
i 6=1
d2CiθCiSj,Ci
= d1dCbxS1,Cb
l−1∑
r=0
σ2r(ζ) + lbdCb
∑
Ci⊂I˜
d2CiθCi li +
∑
j∈Cb
∑
Ci⊂Ic
d2CiθCiSj,Ci
= lbd
2
1dCbθCbx
l−1∑
r=0
σ2r(ζ) + lbdCb
∑
Ci⊂I˜
d2CiθCi li +
∑
j∈Cb
∑
Ci⊂Ic
d2CiθCiSj,Ci
or
p+ = d
2
1x
l−1∑
r=0
σ2r(ζ) + θCb
∑
Ci⊂I˜
d2CiθCi li +
θCb
lbdCb
∑
Ci⊂I
c
j∈Cb
d2CiθCiSj,Ci (4.12)
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(ii) If C is integral, then I = Irr (C) and so
p+ = d
2
1x
l−1∑
r=0
σ2r(ζ) + θCb
∑
i 6=1
d2CiθCi li .
Since
∑
i 6=1 d
2
Ci
θCi li 6= 0 (cf. (4.8)), by comparing this equation with (4.5), we have
θCb = 1 for Cb ∈ I˜. It follows from (4.10) that Sr,j = drdj for r ∈ C1. Therefore, if
j 6∈ C1, Si,j = didj for all i ∈ Irr (C). This forces j = 0 and so Irr (C) = {0, . . . l}. By
(i) we have (
l
p− 1
)2
d41p = 1 + ld
2
1 .
The equation has no integral solution for d1 if l =
p−1
2
. For l = p− 1, the only integer
solution is d1 = 1. Thus, C is pointed of rank p, and the proof of (ii) is completed.
(iii) Now, we assume C is strictly weakly integral. Then Ic 6= ∅ and so C0 must have
length > 1. By Lemma 4.7, C0 = (0, g), θg = 1 and g ∈ G(C) is of order 2, where
g = σˆ(0). Let H = {0, g} and C(H) the fusion category generated by V0 and Vg. Then
dim C(H) = 2 and C(H) is a subcategory of the centralizer 〈I〉′ by (4.10) and (4.11),
where 〈I〉 is the subcategory generated by Vi, i ∈ I. We proceed to show that the
centralizer 〈I〉′ = C(H) by showing that dim 〈I〉′ = 2.
Since Gal(C) is cyclic, KC has exactly one quadratic extension over Q. Therefore, there
exists a square-free positive M such that dj = αj
√
M , for all j ∈ Ic and positive integer
αj. Let C0 = 〈I〉 and let C1 be the subcategory of C generated by Vj for j ∈ Ic. Then,
C = C0 ⊕ C1 defines a faithful Z2-grading on C. Thus, dim〈I〉 = dim C/2. By [21],
dim 〈I〉′ = 2.
Next, we would like to prove that I˜ = H . Now we consider the twist equation (2.1) for
Sg,j with j ∈ I˜:
p+djθj = d1
l∑
r=1
Sj,rθr +
∑
Ci⊂I˜
dCiθCi
∑
r∈Ci
Sj,r −
∑
Ci⊂Ic
dCiθCi
∑
r∈Ci
Sj,r . (4.13)
By comparing this equation with (4.2), we find∑
Ci⊂Ic
d2CiθCiSj,Ci =
∑
Ci⊂Ic
dCiθCi
∑
r∈Ci
Sj,r = 0 for all j ∈ I˜ . (4.14)
By setting j = 0 in (4.4), we obtain
∑
Ci⊂Ic d
2
Ci
θCi li = 0. Therefore, by comparing (4.5)
and (4.12), we have θj = 1, for all j ∈ I˜. This implies Sij = didj, for all i ∈ I and
j ∈ I˜. Hence Vj ∈ CC(〈I〉), for j ∈ I˜. Therefore, I˜ = H and so I = H ∪ {1, . . . , l}.
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By (i), we now have an equation on the dimension of 〈I〉:(
l
p− 1
)2
d41p
2
=
dim C
2
= 2 + ld21 .
This equation has no integral solution for d1 if l = p− 1. This implies l = p−12 , and so
d1 = 2 is the only integer solution. Thus, dim C = 4p. It follows from Theorem 3.1 that
C is a Z2-equivariantization of a Tambara-Yamagami category associated to the group
Zp. This completes the proof of (iii). 
Lemma 4.9. Suppose C is a weakly integral modular category such that vp(FSexp(C)) =
1, for some odd prime p. Let σ be a p-automorphism of C. If σ has exactly two p-support
cycles and they both have length k = p−1
2
, say C1 = (1 . . . k) and C2 = (k + 1 . . . 2k),
then either
(i) vp(dim C) is even and d1 = · · · = dp−1, or
(ii) vp(dim C) is odd and dim C = 14 (d41 + d42k + ǫd21d22k) p, for some ǫ ∈ {0, 1,−1}.
Proof. Suppose σˆ = (1 . . . k)(k + 1 . . . 2k)
∏
i
Zi, for some disjoint cycles Zi. Let J =
Irr (C)\{1, . . . , 2k}. Since none of the elements of J are contained in any support cycles
of σ, it follows that σ(θj) = θj , for j ∈ J . Now we assume FSexp(C) = pq, θ1 = xζ and
θ2k = yζ
ℓ, for some x, y, ζ ∈ C and some positive integer ℓ < p such that xq = yq = 1
and ord(ζ) = p. Define u =
∑k−1
i=1 σ
2i(ζ) =
−1±ε√p
2
, u′ =
∑k−1
i=1 σ
2i(ζℓ) =
−1±( ℓp)ε
√
p
2
,
where ε =
√(
−1
p
)
. Then
√
αD = p+ = d
2
1xu+ d
2
2kyu
′ +
∑
j∈J
d2jθj
=
±1
2
(d21x+
(
ℓ
p
)
d22ky)ε
√
p− 1
2
(d21x+ d
2
2ky) +
∑
j∈J
d2jθj .
Note that
∑
j∈J d
2
jθj ∈ Qq. If vp(dim C) is even, then p+ ∈ Qq. The Qq-linear indepen-
dence of {1,√p} implies d21x+
(
ℓ
p
)
d22ky = 0, and so d
2
1 = d
2
2k. On the hand, If vp(dim C)
is odd, then p+ 6∈ Qq, and so
√
αD =
±1
2
(d21x+
(
ℓ
p
)
d2p−1y)ε
√
p .
22 P. BRUILLARD, C. GALINDO, S.-H. NG, J. PLAVNIK, E. ROWELL, AND Z. WANG
Hence, by considering the product of conjuagates, we have
4 dim C
p
=
(
d21 +
(
ℓ
p
)
d22k
y
x
)(
d21 +
(
ℓ
p
)
d22k
y
x
)
= d41 + d
4
2k +
(
ℓ
p
)
d21d
2
2k
(
y
x
+
x
y
)
.
This implies y/x is either a 4-th root or a 6-th root of unity and so we obtain
4 dim C
p
= d41 + d
4
2k + ǫd
2
1d
2
2k ,
where ǫ ∈ {0, 1,−1}. 
5. Weakly integral modular categories of rank 6 and 7
We now apply the results of previous sections to the classification of weakly integral
modular categories of ranks 6 and 7.
5.1. Weakly integral modular categories of rank 6.
Theorem 5.1. A weakly integral rank 6 modular category C is equivalent (as balanced
braided fusion category) to one of the following:
(a) I ⊠ P, with I an Ising modular category and P a cyclic modular category of
rank 2,
(b) TY (Z5, χ, ν)
Z2, or
(c) a cyclic modular category of rank 6.
Proof. If C is integral, it follows from [6, Theorem 4.2] that C is in fact pointed (alter-
native (d)). Therefore, we may assume that C is strictly weakly integral. Moreover, by
Lemma 3.3, there are at least two objects with non-integral dimensions. In addition,
[18, Theorem 3.10] implies that C is faithfully graded by an elementary 2-group, so that
there are at least two invertible objects. Thus, the universal grading group U(C) has
order 2 or 4.
If |U(C)| = 4 then the two simple objects with non-integral dimension must have di-
mension
√
2. In this case C is equivalent to I ⊠ P, with P pointed of rank 2 by [22,
Theorem 5.5].
If |U(C)| = 2 it is enough to show that dim C ∈ {12, 20} by Theorem 3.1. Note that
Cad = Ce is an integral premodular category containing exactly two isomorphism classes
of invertible objects. Since there are at least two simple classes of objects of non-
integral dimension, the rank of Cad is 2, 3 or 4. The first case is clearly impossible, since
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there are two pointed objects in Cad. If Cad has rank 3, dim C = 2dim Cad = 12 by
Ostrik’s classification of rank 3 premodular categories [28]. If rank(Cad) = 4 we have
dim C = 2dim Cad = 20, by the classification of rank 4 premodular categories [4]. 
5.2. Weakly Integral Rank 7. The goal of this subsection is to give a classification,
up to Grothendieck equivalence, of weakly integral rank 7 modular categories. Such
categories obviously cannot be Deligne products of non-trivial categories. Applying the
results of subsection 4.1 we have:
Proposition 5.2. Suppose C is a (not necessarily weakly integral) modular category of
rank 7. If C admits a Tannakian subcategory equivalent to Rep(H), for some nontrivial
subgroup H of G(C), then C is strictly weakly integral of dimension 28.
Proof. Since C has a faithful Hˆ-grading and H ⊂ Ce by Remark 4.1, the pigeonhole
principle implies that |H| ≤ 4. If |H| = 4 then |Irr(Cχ)| = 1, for any non-trivial
character χ of H , by Remark 4.1. In particular, H fixes all the simple objects not in
Irr(Ce), but this contradicts Lemma 4.2. Thus, |H| = 2 or 3. Lemma 4.2 implies that if
|H| = 3 then 3 | | Irr(Cχ)|, for each non-trivial character χ of H . However, this means
rank C ≥ 9. Therefore, |H| = 2.
Suppose H = {0, h} and Hˆ = {e, χ}. In particular, χ(h) = −1. In view of Lemma 4.2,
Irr(Cχ) can only have 1 or 2 H-orbits.
We first show that Irr(Cχ) must have only one H-orbit. Assume the contrary. Then we
have Irr(Ce) = {1, h, V1} and Irr(Cχ) = {V2, V3, V4, V5} with h · V2 = V3 and h · V4 = V5.
Note that V1 cannot be invertible and so V1 is fixed by H . In particular, d
2
1−nd1−2 = 0,
and d1 6= ±1. Moreover, V1 is self-dual.
Since Ce is a non-pointed premodular category with exactly two invertible classes of
simple objects, [28] implies that dim(V1) ∈ {
√
2, 2}. By [13, Cor. B.12] if dim(V1) =
√
2
then Ce is modular, which implies C is a Deligne product of two modular categories by
[21, Theorem 4.2], a contradiction. If dim(V1) = 2 then dim C = 12, so the conditions
of Theorem 3.1 are satisfied. Applying [21, Theorem 4.2] again, we see that the only
alternative is that C is a metaplectic category of dimension 12. But such categories
have rank 5, a contradiction.
Therefore, Irr(Cχ) consists of a single H-orbit so that Irr(Ce) = {1, h, V1, V2, V3} and
Irr(Cχ) = {V4, V5} with h · V4 = V5. Moreover, by Lemma 4.3, Ce is integral so that C is
weakly integral. Then one of V1, V2, V3 must be fixed by H . We may assume V2 is fixed
by H . Since the stabilizer of Irr(Cχ) is trivial, it follows from Lemma 4.3 that d2 = 2n2,
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for some positive integer n2. Moreover, d1, d3 ∈ Z+. From the dimension equation we
find dim C = 4d24, n22 | d24 and
2d24 = 2 + d
2
1 + 4n
2
2 + d
2
3 (5.1)
The equation modulo 2 implies (d1, d3, d
2
4) ≡ (1, 1, 0) or (0, 0, 1) mod 2.
We first show that (d1, d3, d
2
4) ≡ (1, 1, 0) mod 2 is not possible. Assume the contrary.
Then d1, d3 are odd and so d
2
1 | d24. By Lemma 4.3, V1 is not fixed by H (|H| = 2 ∤ d1).
Therefore, h · V1 = V3 and hence d1 = d3. Now, (5.1) becomes
d24 = 1 + d
2
1 + 2n
2
2 (5.2)
and hence d24 is even. Moreover, n
2
2 and d
2
1 are relatively prime, and d
2
1n
2
2 = lcm(d
2
1, n
2
2).
If d24 ≡ 2 mod 4, then n22 ≡ 0 mod 4 and hence 4 | d24, a contradiction. Therefore,
4 | d24, and so n2 must be odd. Now, we find
4 | d
2
4
d21n
2
2
=
1
d21n
2
2
+
1
n22
+
2
d21
.
This forces n22 = d
2
1 = 1 and hence d
2
2 = d
2
4 = 4 and dim C = 16. Thus, G = G(C)
has order 4 and the homogeneous component Cψ has dim Cψ = 4, for all ψ ∈ Gˆ. In
particular, | Irr(Cψ)| = 1 for any non-trivial character ψ of Gˆ. Therefore, V4 must be
fixed by G, contradicting h · V4 = V5.
Now, we have (d1, d3, d
2
4) ≡ (0, 0, 1) mod 2, we proceed to show that C is strictly weakly
integral of dim C = 28. Let ni = di/2 for i = 1, 2, 3. Then n2i | d24 and hence ni is odd
for i = 1, 2, 3. (5.1) becomes
d24 = 1 + 2n
2
1 + 2n
2
2 + 2n
2
3 . (5.3)
Now, this equation implies d24 ≡ 7 mod 8, since 1 is the only odd square modulo 8.
Therefore, d4 6∈ Z. Let l = lcm(n21, n22, n23). Then l is the square of an odd integer and
hence l ≡ 1 mod 8. Since n2i | d24, m = d
2
4
l
≡ 7 mod 8. Therefore,
7 ≤ m = d
2
4
l
=
1
l
+ 2
n21
l
+ 2
n23
l
+ 2
n23
l
≤ 7 .
This forces n21 = n
2
2 = n
2
3 = l = 1. Hence d1 = d2 = d3 = 2, d
2
4 = 7 and dim C = 28. 
From this we obtain:
Theorem 5.3. The only strictly weakly integral rank 7 categories are metaplectic cat-
egories.
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Proof. Assume that C is strictly weakly integral of rank 7. By [18, Theorem 3.10] we
have that 2 | |G(C)|. Moreover, by Lemma 3.3, it follows that |G(C)| ≤ 5. So there are
two cases to consider: G(C) = U(C) ∼= Z2 or |G(C)| = 4.
First suppose D := Cpt has rank 2. Clearly D is not modular, as [21] implies that C can
have no modular subcategories. In particular D is premodular, and hence symmetric.
If D is Tannakian, i.e. D ∼= Rep(Z2) then Prop. 5.2 implies that dim C = 28 and we are
done by Theorem 3.1. Otherwise D ∼= sVec and we have C′ad = D hence Cad is slightly
degenerate ([15]). In particular Cad must have even rank by [15, Cor. 2.7]. It follow
from [4] that Cad has dimension 10, so dim C = 20. This is impossible in rank 7.
Now if |G(C)| = 4, consider the possible categories Cad = Ce corresponding to the
universal grading. Clearly Cad has rank at least 2 and at most 4 (by the pigeonhole
principle) and even dimension. The classification of low-rank (integral) ribbon cate-
gories [27, 29, 4] gives possible simple dimensions in Cad as: {1, 1}, {1, 1, 2}, {1, 1, 1, 1}
and {1, 1, 2, 2}, since the pointed subcateory of Cad must have even dimension. If Cad
is pointed with rank 2 then one would have a rank 7 category of dimension 8, which
is absurd. In the second case the remaining three components must have dimension 6,
two of which contain one simple object of dimension
√
6. The other component must
contain the remaining two invertible objects, which is impossible. If Cad is pointed of
rank 4, the remaining three objects must lie in distinct components and each have di-
mension 2. Such a category is not strictly weakly integral. In the last case we again
have three remaining simple objects of equal dimension, since they reside in distinct
components. But two of them are invertible, which is impossible. 
It remains to consider integral modular categories of rank 7. For this we employ the
methods developed on subsection 4.3.
Lemma 5.4. Let C be a weakly integral modular category of rank ≤ 7. If p is an
odd prime factor of FSexp(C) then p ≤ 7 and vp(FSexp(C)) = 1. If rank C = 6,
2 < p | FSexp(C) implies p ≤ 5.
Proof. Suppose C is a weakly integral modular category of rank ≤ 7 and p is the largest
odd prime factor of FSexp(C). Let σ be a p-automorphism. Then, by Lemma 4.6,
p ≤ 13. For any prime p = 5, 7, 11, 13, vp(FSexp(C)) ≤ 1 otherwise σˆ admits a support
cycle of length (p2 − p)/2 ≥ 10 by Lemma 4.6. This certainly won’t happen in ranks
≤ 7.
If p = 13, then σˆ = (1, 2, 3, 4, 5, 6) by Lemma 4.7. Since the centralizer of (1, 2, 3, 4, 5, 6)
in S7 is 〈(1, 2, 3, 4, 5, 6)〉, we get Gal(C) = 〈(1, 2, 3, 4, 5, 6)〉. However, this contradicts
Theorem 4.8. Therefore, p < 13.
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If p = 11, then (1, 2, 3, 4, 5) is the unique p-support cycle of σ. Thus,
σˆ = (1, 2, 3, 4, 5) or (1, 2, 3, 4, 5)(0, 6).
By Theorem 4.8, Gal(C) = 〈σˆ〉 implies rank C = 11 or 9. Therefore, 〈σˆ〉 ( Gal(C) and
dim C = 11d41
4
. Since the centralizer of 〈σˆ〉 is 〈(1, 2, 3, 4, 5), (0, 6)〉, Gal(C) = 〈(1, 2, 3, 4, 5), (0, 6)〉,
and we have
11d41
4
= 2 + 5d21 .
However, the equation has no integral solution for d21. Therefore, p ≤ 7.
If rank C = 6 and p = 7, then σ has a unique support cycle (1, 2, 3) and 〈σˆ〉 ( Gal(C)
by Theorem 4.8. Thus, Gal(C) = 〈(1, 2, 3), (0, 5)〉 or 〈(1, 2, 3), (4, 5)〉. The second case
implies C is integral and
7d41
4
= 3d21 + 2d
2
4 + 1 .
by Theorem 4.8(i). The right hand side of this equation is an integer and we deduce that
2 | d1. Reduction modulo 2 now reveals the contradictory expression: 0 ≡ 1 mod 2.
Therefore, Gal(C) = 〈(1, 2, 3), (0, 5)〉 and
7d41
4
= 3d21 + d
2
4 + 2 .
Next observe, that the Galois group moves 0 and hence C is strictly weakly integral. In
this case, [18] implies that C is faithfully graded by an elementary abelian 2-group with
the trivial component being given by the integral subcategory. So by dimension count
we see that either d1 or d4 is and integer and the other dimension is not. Of course, if
d4 /∈ Z, then it corresponds to a unique object of non-integral dimension and so Lemma
3.3 implies that C is an Ising modular category, an impossibility. Therefore, d4 ∈ Z and
d1 /∈ Z. So 7d
4
1
8
= 3d21 but this implies d
2
1 = 0 or
24
7
, a contradiction. 
Lemma 5.5. Suppose C is a weakly integral modular category of rank 7 such that
d1 = d2 = d3 ≤ d4 = d5 = d6. Then, one of the following statements holds:
(i) (d1, d4) = (1, 1) and dim C = 7.
(ii) (d1, d4) = (1,
√
2) and dim C = 10.
(iii) (d1, d4) = (1, 2) and dim C = 16.
Proof. The assumption implies the equality
dim C = 1 + 3d21 + 3d24 .
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Thus d21, d
2
4 are relatively prime and so d
2
1d
2
4 | dim C. Then
d21 |
dim C
d24
=
1
d24
+ 3
d21
d24
+ 3 ∈ Z (5.4)
implies dim C
d24
≤ 7. In particular d21 ≤ 7 and d24 | (1 + 3d21).
Now if C is strictly weakly integral, we must have d1 = 1 since |U(C)| 6= 1. In this case
d24 divides 4 so that non-integrality implies d4 =
√
2.
Otherwise, d1 ∈ Z implies d1 = 1 or d1 = 2. If d1 = 1 and d4 ∈ Z then d4 ∈ {1, 2} since
d24 | 4. If d1 = 2, we have d24 | 13, which is impossible since d4 ≥ d1.
Thus the three possibilities are as in the statement.

Remark 5.6. The proof of this lemma reveals that if C is a non-pointed weakly integral
modular category and d2max = maxi d
2
i , then
dim C
d2max
is a positive integer strictly less than
rank C.
Proposition 5.7. If C is a weakly integral modular category of rank 7 and 7 | FSexp(C),
then C is either pointed or dim C = 28.
Proof. Assume C is not pointed. We first show that Gal(C) does not contain any
permutation of type (1, 3, 3) or (1, 6) with 0 fixed. Assume the contrary. Then d1 =
d2 = d3, d4 = d5 = d6 and we have
dim C = 1 + 3d21 + 3d24.
By Lemma 5.5, C must be pointed, a contradiction.
Let p = 7, σ the p-automorphism of C and C1 a p-support cycle of σ. Then, in view of
Lemma 4.7, ord(C1) = 3, say C1 = (1, 2, 3). Since all the 7-support cycles must have
length ≥ 3, C1 is the unique 7-support cycle of σ and all other disjoint cycles are of
length less than 3. It follows from Theorem 4.8 that dim C = 7d21
4
and 2 | d21. Moreover,
σˆ ∈ {(1, 2, 3), (1, 2, 3)(4, 5), (0, 6)(1, 2, 3)(4, 5) or (0, 6)(1, 2, 3)}
up to renumbering the non-zero labels.
If σˆ were one of the first three cases, then 〈σˆ〉 6= Gal(C) otherwise it will contradicts
Theorem 4.8. Since Gal(C) is an abelian subgroup of S7 containing σˆ, there exists an
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element of the form C i1(4, 5), (0, 6)C
i
1(4, 5) in Gal(C), for some i = 1, 2. In particular,
we have the equation
7d41
4
= 1 + 3d21 + 2d
2
4 + d
2
6, (5.5)
with 2 | d21.
We claim that if the dimensions the simple objects of C satisfy (5.5), then C is a prime
modular category of dimension 28. We first observe that the equation (5.5) modulo 2
implies that the parities of
d21
2
and d26 are opposite. Since d
2
6 | 7d
4
1
4
, d26 must be odd and
d21/2 is even. Thus,
28n21 = 1 + 12n1 + 2d
2
4 + d
2
6 , (5.6)
where d21 = 4n1 for some positive integer n1. If d
2
6 ≡ 3 mod 4, then d6 6∈ Z and so there
exists τ ∈ Gal(C) which admits a transposition of the form (0, j), and in particular,
dj = 1. Thus, j can only be 4 or 5 but this does not balance the equation (5.6) modulo
4. Therefore, d26 ≡ 1 mod 4 and hence d24 is odd.
Since d2max | dim C = 28n21 and dim Cd2max < 7, d
2
max 6= d21 and so d2max = d24 or d26. In
particular, d2max is odd. Thus,
dim C
d2max
= 4 or d2max = 7n
2
1 ≡ 3 mod 4. Hence, d2max = d24
and (5.6) becomes
14n21 = 1 + 12n1 + d
2
6 .
In particular, d26 and n1 are relatively prime. Since d
2
6 | 28n21 and d26 ≡ 1 mod 4, d26 = 1
and so
7n21 − 6n1 − 1 = 0 .
This equation forces n1 = 1 and hence (d
2
1, d
2
4, d
2
6) = (4, 7, 1). Therefore, C is a prime
modular category of dimension 28, and this proves the claim.
As a consequence of the preceding claim, σˆ = (0, 6)(1, 2, 3). To complete the proof,
it suffices to show that 〈σˆ〉 = Gal(C). If not, then Gal(C) contains (4, 5) and so the
dimensions of C satisfy (5.5) again. This implies C is a prime modular category of
dimension 28 but then Gal(C) = 〈σˆ〉, which yields to a contradiction. 
Theorem 5.8. If C is an integral modular category of rank 7, then C is pointed.
Proof. Let C be an integral modular category of rank 7, and assume it is not pointed.
By Lemma 5.4, the prime factors of FSexp(C) can only be 2, 3, 5, 7. By the Cauchy
Theorem [5], the prime factors of dim C can only be 2, 3, 5, 7. In view of Proposition
5.7, it suffices to prove that 7 | dim C. Equivalently, it enough to show none of 2, 3 or 5
is a prime factor of dim C. In view of Proposition 5.2, it is not possible that only two
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of the these primes are factors of dim C. It suffices to show that dim C = 2a3b5c with
abc ≥ 1 is not possible.
Suppose dim C = 2a3b5c with abc ≥ 1. Let σ be a 5-automorphism of C, and C1 a 5-
support cycle of σ. We first show that length of C1 must be 2. If not, then ord(C1) = 4
and so that:
dim C = 1 + 4d21 + d25 + d26 (5.7)
where we have ordered the simple objects so that C1 = (1, 2, 3, 4). This equation modulo
2 implies
0 ≡ 1 + d25 + d26 mod 2 .
Without loss of generality, we may assume d5 is odd and d6 is even. In particular,
4 | dim C as d26 | dim C. However, we then find 0 ≡ 2 mod 4, a contradiction. Therefore,
the dimensions of C do not satisfy (5.7), and so Gal(C) does not contain any permutation
which admits a disjoint cycle of length ≥ 4. In particular, ord(C1) < 4.
Now, we may assume C1 = (1, 2) and proceed to show that this is a unique 5-support
cycle of σ. Then σˆ = (1, 2)(3, 4) or σˆ = (1, 2)(3, 4)(5, 6). However, if Gal(C) contains
any permutation of type (1, 2, 2, 2) with 0 fixed, the we have:
dim C = 1 + 2d21 + 2d23 + 2d25 ≡ 1 mod 2 . (5.8)
This is not possible since such a category is pointed by [6]. Moreover, it implies that
Gal(C) does not contain any permutation of type (1, 2, 2, 2) with 0 fixed. In particular,
σˆ = (1, 2)(3, 4).
If (3, 4) is also a 5-support cycle of σˆ then, by Lemma 4.9, the dimensions di of C satisfy
(5.7) or
1 + 2d21 + 2d
2
4 + d
2
5 + d
2
6 =
1
4
(d41 + d
4
4 + ǫd
2
1d
2
4), with 2 | d1, d2 and ǫ = 0, 1,−1. (5.9)
We have shown that the dimensions di of C do not satisfy (5.7). By considering (5.9)
modulo 2, we may assume that d5 is odd and d6 is even. Modulo 4, (5.9) then becomes
0 ≡ 1 + d25 mod 4,
but this is impossible as d25 ≡ 1 mod 4. Therefore, (3, 4) is not a 5-support cycle if
σˆ = (1, 2)(3, 4). In particular, (1, 2) is the unique 5-support of σ. By Theorem 4.8, we
find dim C = 5d41
4
and d1 = 2n1, for some positive integer n1.
Suppose there exists a permutation τ ∈ Gal(C) which admits a cycle of length ≥ 2 and
disjoint from (1, 2), say (3, 4, . . . ). Then the di must satisfy:
20n41 = 1 + 8n
2
1 + 2d
2
4 + d
2
5 + d
2
6 . (5.10)
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Then d5 and d6 must have opposite parities, otherwise the left hand side of (5.10) would
be congruent to 1 modulo 2. We may assume d5 is odd and d6 = 2n6 for some positive
integer n6. Now, (5.10) modulo 4 yields
0 ≡ 2 + 2d24 mod 4 .
This forces d4 to be odd, and we have
dim C ≡ 4 + 4n26 mod 8 .
Thus, n6 must be odd, 8 | dim C, and so n1 is also even. Let d1 = 4m1 for some
positive integer m1. Now,
dim C
d2j
=
26·5m41
d2j
> 7 for j = 1, . . . , 6. But this contradicts
that dim C
d2max
< 7, see Remark 5.6. Therefore, no permutation τ ∈ Gal(C) admits a non-
trivial cycle disjoint from (1, 2). Hence, Gal(C) = 〈σˆ〉 and σˆ = (1, 2), which leads to a
contradiction of Theorem 4.8. 
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