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Based on thermodynamic integration we introduce atoms in molecules (AIM) using the orbital-free
framework of alchemical perturbation density functional theory (APDFT). Within APDFT, atomic
energies and electron densities in molecules are arbitrary because any arbitrary reference system
and integration path can be selected as long as it meets the boundary conditions. We choose the
uniform electron gas as the most generic reference, and linearly scale up all nuclear charges, situated
at any query molecule’s atomic coordinates. Within the approximations made when calculating
one-particle electron densities, this choice affords exact and unambiguous definitions of energies and
electron densities of AIMs We illustrate the approach for neutral iso-electronic diatomics (CO, N2,
BF), various small molecules with different electronic hybridisation states of carbon (CH4, C2H6,
C2H4, C2H2, HCN), and for all the possible BN doped mutants connecting benzene to borazine
(C2nB3−nN3−nH6, 0 ≤ n ≤ 3). Analysis of the numerical results obtained suggests that APDFT
based AIMs enable meaningful and new interpretations of molecular energies and electron densities.
I. INTRODUCTION
Methods and approaches to chart chemical compound
space (CCS) from an atomistic point of view have been
gaining traction for a considerable time [1–6]. A quan-
tum mechanics based framework is crucial for exploring
CCS in an unbiased way for the purpose of understanding
its structure and trends as well as for rational compound
design applications [1, 7–13], as also recently reviewed in
the context of catalysis [14]. Unfortunately, atomistically
resolved exploration attempts of CCS are severely ham-
pered due to the electronic Schro¨dinger equation coupling
all formally indistinguishable electrons in any molecule or
material. Consequently, first principles based bottom-up
design efforts can not rely on the virtual build up of op-
timal materials one atom at a time.
While in principle there are arbitrarily many ways to
decompose the electronic energy into atomic contribu-
tions, various definitions of energies of atoms in molecules
have been proposed, including e.g. Bader’s quantum the-
ory of atoms in molecules [15–18], Hirshfeld partition-
ing [19–21], or density partition theory [22]. It is also
possible to infer atomic energies for new out-of-sample
molecules from quantum machine learning models [23]
trained throughout chemical space, as recently illustrated
in 2017 [24, 25], and subsequently in 2018 [26]. Here,
we propose an alternative, well-defined, efficient, and, in
principle, exact approach which provides a unique defini-
tion, enabling the calculation of systematic total energy
and electron density contributions of AIMs in any arbi-
trary molecule or material.
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II. METHODS
A. Theory
Alchemical perturbation density functional theory
(APDFT) [27] exploits continuous coupling paths be-
tween arbitrary target and reference systems which ex-
plicitly include paths without correspondence to reality.
Since electronic potential energy and electron density are
state functions, meaningful estimates can be obtained by
virtue of path integrals. Such computational “alchemy”
is common in statistical mechanics applications, and can
be used, for example, to efficiently estimate free energy
changes in drug-binding [28], solvation of ions [29], or
melting [30, 31]. Albeit less frequently studied, exploit-
ing the arbitrariness of the interpolating function as an
additional degree of freedom can also be beneficial in the
context of ab initio calculations [32, 33].
Assuming a linear interpolation between the initial and
final electronic Hamiltonians of any two iso-electronic
neutral systems, Hˆ(λ) = Hˆi+λ(Hˆf−Hˆi) with 0 ≤ λ ≤ 1,
thermodynamic integration of the electronic energy over
λ amounts to the energy difference Ef − Ei,
∆E =
∫ 1
0
dλ
∂E
∂λ
∣∣∣∣
λ
=
∫ 1
0
dλ
∫
dr∆v(r) ρλ(r)
(1)
where ∂λE = 〈∂λHˆ(λ)〉 =
∫
dr∆v(r) ρλ(r), according to
Hellmann-Feynman theorem [34], and as discussed also
in Refs. [5, 32, 35]. Using the chain-rule one can also
write,
∆E =
∑
I
∆ZI
∫ 1
0
dλ
∂E
∂ZI
∣∣∣∣
λ
(2)
where the sum runs over all those atoms whose nuclear
charge Z depends on λ. In Refs [9, 35, 36], ∂ZIE =: µI , is
identified as the “alchemical potential” of atom I, which
can be calculated at its position RI as the electrostatic
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2FIG. 1. Schematic: Starting from the uniform electron gas of
appropriate number of electrons, thermodynamic integration
over linearly grown nuclei enables the unambiguous assign-
ment of atomic energy contributions enabling direct compar-
isons between molecules.
potential acting on a test-charge exerted by the electron
density and all other nuclei but I. Its importance for
atoms in molecules has already been discussed by Politzer
and Murray [37], and has been evinced for its applica-
bility to computational design efforts of heterogeneous
catalysts [38–41]. The usefulness of such alchemical first
order estimates of changes in properties due to changes
in chemical composition has also been explored for co-
valent bonding [42], metals [43], semi-conductors with
wide direct band-gaps [44], water/BN-doped graphene
interactions [45], or alkali-halide crystals [46]. Second
and higher order alchemical estimates were studied in
Refs. [27, 47–51].
Insertion of µI in Eq. 2 results in
∆E =
∑
I
∆ZI
∫ 1
0
dλ
∫
dr
ρλ(r)
|r−RI |
=
∑
I
∆ZI
∫
dr
ρ˜(r)
|r−RI | ≡
∑
I
µ˜I∆ZI
=
∑
I
∆EI (3)
an expression consistent with the molecular grand-
canonical ensemble DFT [36], and where ρ˜(r) =∫
dλ ρλ(r), the λ-averaged density for the path of inter-
est, introduced within APDFT [27], and where µ˜I rep-
resents the corresponding averaged alchemical potential.
The product of µ˜I and its associated change in nuclear
charge results in a natural definition of the change in the
atomic energy due to the coupling of any initial reference
state to any final target state. Since also the electron
density is a state function, the expression for its atomic
decomposition is also obtained via chain-rule in complete
analogy to above,
∆ρ(r) =
∫ 1
0
dλ
∂ρ(r)
∂λ
∣∣∣∣
λ
=
∑
I
∆ZI
∫ 1
0
dλ
∂ρ(r)
∂ZI
∣∣∣∣
λ
≡
∑
I
ρ˜′I(r)∆ZI =
∑
I
ρI(r) (4)
Note that the choice of reference state and the linear-
ity of path are arbitrary, and that there is no constraint
on the respective atomic contributions other than that
their sum must result in the molecular energy. As such,
atomic contributions are path functions, and cannot un-
equivocally be determined. At least the question of the
ideal reference could be plausibly addressed by arguing
that geometrically and compositionally highly symmetric
systems, e.g. homo-nuclear molecules such as N2, could
be preferable since their atomic contributions to the elec-
tronic energy of an atom in its environment are trivially
accessible by mere division of the molecular energy by
number of nuclei. The total potential energy of an atom
in any other molecule can subsequently be obtained by
virtue of Eq. (3) followed by addition of the correspond-
ing atomic nuclear-nuclear repulsion contribution,
ENN =
∑
I
ZI
2
∑
J 6=I
ZJ
|RI −RJ | =
∑
I
ENN,I (5)
However, such a choice, as plausible as it may be, is still
arbitrary, and might not be equally well suited for all
target systems (vide infra).
Here, we propose to use the limit of no composi-
tion, i.e. the iso-electronic uniform electron gas (UEG),
aka. jellium, as the most general reference system for
CCS instead. Any compound can then be generated ex
nihilo by simply scaling up the nuclear charges at the
target’s geometry in a linear fashion. Since this proce-
dure relies on the exact same reference and path for any
arbitrary target compound, a unique definition of abso-
lute electronic atomic energy and electron density con-
tributions of AIMs is guaranteed. These APDFT based
AIMs therefore enable a meaningful and comparative dis-
cussion of trends of these atomic properties throughout
CCS. This idea is illustrated in Fig. 1. Other partitioning
approaches, e.g. Hirshfeld partitioning, rely on the free
atom as an intuitive reference. In principle, such a choice,
i.e. the dissociated atom limit, would also be consistent
with our framework, e.g. by annihilating free dissociated
atoms while simultaneously growing them back into their
molecular framework. The choice of iso-electronic jel-
lium, however, strikes us as preferable since one can ex-
pect it to be smoother and more generally applicable.
B. Computational Details
Numerically, the λ-averaged density ρ˜ is obtained by
means of several SCF calculations for fractional nuclear
charges ZI(λ) = λZI
f + (1− λ)ZIi (using the plane-wave
and atomic basis set codes CPMD[52] and HORTON[53],
respectively). For periodic calculations with CPMD, we
used a plane-wave cutoff of 200 Ry and boxes of 15-20 A˚.
Non-periodic calculations in HORTON performed with
6-31G basis set[54]. Fractional nuclear charges are en-
coded by fractional core charges or linearly interpolated
GTH[55] pseudopotential parameters for HORTON and
3CPMD, respectively. To allow for comparison of atomic
energy differences with total energies of isolated non-
periodic molecules, non-periodic single points energies
are calculated at the same level of theory as the cor-
responding periodic setups, just with the atomic basis
set instead of plane-waves. cc-pVDZ/CCSD atomic en-
ergies are calculated with MRCC using the popul=deco
keyword[56, 57].
We evaluate the electron density on a either a rectan-
gular or Becke-Lebedev[58, 59] integration grid and use
the trapezoidal rule for numerical evaluation of the spa-
tial integral over ρ˜, obtained with Kohn-Sham density
functional theory [60, 61] within the local density ap-
proximation (LDA) [62] or Hartree-Fock (HF), as noted
where used. Density responses are obtained from finite
differences with fractional nuclear charges in steps of 0.1e.
For all APDFT calculations, we verified that the valence
electron density and its derivatives ∂ZIρ integrate to the
total number of valence electrons or zero, respectively.
Note that our scheme is independent of the employed
level of theory as long as explicit electron densities for
fractional nuclear charges are available.
III. RESULTS AND DISCUSSION
A. Meaningless atomic energies
As mentioned before, the choice of both, the refer-
ence system, and the path along which the alchemical
change is followed, is arbitrary: Any integrable interpo-
lation which meets the end-points will lead to the correct
molecular energy and density. This can result in arbi-
trary atomic energies since these contributions are not
state functions (unlike molecular energies), i.e. the re-
sulting energy decomposition becomes path-dependent,
and a general comparison across CCS becomes meaning-
less. This is obviously manifested in Eqs. (3,4), where
sites without change in nuclear charge between reference
and target do not change in their contribution to energy
or electron density, respectively.
We have collected numerical evidence to illustrate the
lack of meaning due to such path dependency in Fig-
ure 2. Choosing the direct path from the fully symmetric
N6 hexazine ring to fully BN-doped borazine results in
three Nitrogen sites with an atomic energy and density
identical to the one in N6, implying that for these atoms
“nothing changed”. Alternatively, choosing a path via
the isoelectronic benzene molecule as an intermediate,
however, removes this restriction and allows all Nitrogen
sites to undergo a change in atomic energy. Now, how-
ever, all hydrogens of borazine are supposed to have the
same energy and electron density as in benzene, implying
now that for them “nothing changed” (w.r.t. benzene).
Both end results therefore clearly conflict with the tru-
ism that all atoms should contribute to the energy in a
molecule. Furthermore, the absurdity of these borazine
results, obtained by naively following two legitimate, yet
FIG. 2. Path dependent atomic energies of borazine
(BNBNBNH6) using Eq. 3 and hexazine (N6) as a reference.
Colors encode atomic energies. All coordinates correspond to
the geometry of benzene. Level of theory is HF/STO-6G.
different, paths becomes obvious when noting the dis-
crepancies among the predictions for the same atomic
nuclei: Energy contributions of Nitrogen, Boron, and Hy-
drogen atoms differ by 0.016, 0.010, and ∼0.057 Ha, re-
spectively. If such “uncertainty” can already be obtained
by simply following reasonable paths it is clear that one
cannot rely on such naive decomposition schemes to pro-
vide meaningful information for ensuing analysis. In con-
sequence, this inconsistency results in an unphysical en-
ergy buildup on sites for multiple consecutive rounds of
the paths in Figure 2. To ensure that the energy de-
composition is well-defined, a unique definition of both,
reference system and alchemical path, is required.
To allow for a common reference system for all of CCS,
we use the aforementioned isoelectronic UEG as refer-
ence, where the alchemical path is given by linear growth
of the nuclear charge[63], as shown in Figure 1. This
way, all isoelectronic molecules connect to one commonly
shared reference that is of the highest possible symme-
try. The advantage is that all reference systems can in
principal be enumerated and are shared for all isoelec-
tronic molecules. Similar to molecular orbitals of which
there are arbitrary many distinct sets that satisfy the
Kohn-Sham equations, each choice of reference system
and alchemical path in itself is arbitrary. However, the
resulting energies are valid metrics for the atomic contri-
butions to molecular stability via the electronic energy,
similar to the way maximally localized orbitals or atomic
charges are inspection tools without corresponding ex-
perimental observable.
B. Diatomics
As a simple example, we separate the atomic contribu-
tions to the electronic energy, i.e. the total energy with-
4FIG. 3. Top: zy integrated electron densities as a function of
x for N2 and CO and various interpolation parameter values of
λ. Going from λ = 0 (uniform electron gas) to λ = 1 (the tar-
get molecule) gives self-consistent electron densities for frac-
tional nuclear charges. Bottom: Build-up of the atomic con-
tributions to the molecular electronic energy (without nuclear
repulsion) according to Eq. (3 as a function of integration
limit, i.e. integration over ρ˜ only up to a certain λ.
out the nuclear-nuclear interaction, for neutral diatomic
molecules of 14 protons. For the alchemical growth of N2
and CO, Figure 3 shows the intermediate electron densi-
ties for various values of coupling parameter λ. Starting
from the constant electron density of the UEG as ref-
erence, the increasing fractional nuclear charges accrue
more and more electron density around the nuclei. At
the beginning of the alchemical path, the change in den-
sity is minute and becomes larger towards the end of the
path. A zero gradient at λ = 0 is to be expected due
to the maximal symmetry of the electron density, as also
noted previously [51]. The λ-integral of the intermediate
electron densities constitute ρ˜ in eq. 3. The nonlinear
behavior in density is also reflected in the corresponding
energies in Figure 3, where the last 40% of the alchemical
path account for ∼75% of the energy change. While the
atomic energy of N trivially reaches half the energy of
N2, the decomposition of the molecular electronic energy
of CO indicates that oxygen contributes (substantially)
more to the molecular electronic energy than carbon.
This is not surprising since, neglecting chemical bond-
ing, the electronic energy scales with nuclear charges as
E ∼ −0.5∑I Z7/3I .
Figure 4 shows the atomic energy contributions for dif-
ferent nuclear distances in N2, CO, and BF. For large sep-
arations, the energy grows towards the free atom limit,
strictly required for any valid atomic energy partitioning
scheme. For short bond distances, all atoms gain energy
due to interaction with the more compact electron den-
sity. Again, we confirm that atoms with larger nuclear
charges contribute more to the electronic energy. Since
the total energy also contains the nuclear-nuclear interac-
tion energy (which for diatomic molecules is split evenly
across nuclei as per Eq. (5)), the repulsive wall becomes
dominant for small interatomic distances, while the free
atom energy is still recovered in the limit of infinite in-
teratomic distances. Figure 4 shows the distance depen-
dency of the atomic contributions with nuclear-nuclear
interactions. The sum of the two atomic contributions to
the total energy recovers the well-known potential energy
surface of the diatomic molecules.
It is interesting to compare these results to the cc-
pVDZ/CCSD atomic energies from MRCC, also shown
in Figure 4. Their atomic contributions are qualitatively
different: The density matrix based CCSD energy expres-
sion is partitioned according to the atomic basis func-
tions. At equilibrium distance, this results in an attrac-
tive force for only the lighter atom of the dimer, while
the heavier atom is being repelled. Compensation of the
two effects leads to total energy minimum. This is effect
is much larger than the difference between the CCSD and
LDA potential energy surface which can be assessed by
comparison of the (symmetric) Nitrogen atomic contri-
butions for the two methods. From the APDFT point of
view, the CCSD partitioning represents a different refer-
ence (free atoms) and path (non-linear increasing overlap
of atom centered basis functions).
C. Various molecules
Due to their chemical diversity the atoms in the
molecules on display in Fig. 5 may be of interest. Atomic
energy contributions to the electronic and total molecu-
lar energy is shown, as well as free atom’s energies. Sub-
traction of the latter from the former two enables di-
rect estimates of the corresponding contributions to co-
valent binding. It is interesting to note that even in the
electronic energy case, the energy of the carbon atom
in methane is less than for the free atom. The hydrogen
atoms, conversely, overcompensate by being stabilized by
multiple Hartrees. The scale and large variance among
these results suggests that their interpretation has to be
carried out with great caution.
When comparing the atomic energies among the dif-
ferent molecules, however, plausible trends emerge: The
carbon atom is increasingly stabilized as it participates in
bonds with atoms that have increasingly more electrons.
For all hydro-carbons (i.e. with the exception of hydro-
gen cyanide), however, carbon’s atomic contribution to
the total atomization energy remains repulsive. In hy-
drogen cyanide, it is again the heavier atom, nitrogen,
5FIG. 4. Atomic contributions to the electronic (left) and total
(center) energy as a function of nuclear distance d in neutral
iso-electronic molecules N2 (blue circles), CO (green trian-
gles), and BF (orange squares). For comparison, atomic con-
tributions to total cc-pVDZ/CCSD energies are shown (right).
Vertical lines denote experimental equilibrium distances.
FIG. 5. Atomic contributions to the electronic (top) and total
(bottom) energy [Ha] in various molecules. From left to right:
methane (sp3), ethane (sp3), ethylene (sp2), acetylene (sp),
and hydrogen cyanide (sp). Identical energies for symmetry-
equivalent atoms omitted. Subtraction of corresponding free
atom energy values for LDA/6-31G (-0.48, -37.37, and -54.11
Ha for H, C, and N, respectively) enables atomization energy
estimates.
which is repelled, while hydrogen and now also carbon
overcompensate. These results imply an interpretation of
the hetero-nuclear covalent bond where the atom with the
larger nuclear charge has nothing to “gain” from forming
bonds but is rather being “pulled” in by earlier elements
which are stabilized by the additional electrons.
In order to compare APDFT AIM results for these
molecules also to other methods, we report atomic con-
tributions to the atomization energy for all molecules in
Fig. 5 in Tab. I, along with cc-pVDZ/HF and CCSD
numbers from MRCC, as well as PhysNet[64] numbers.
PhysNet is the revised implementation of the neural net-
work introduced in Ref. [26], and has been trained on over
110’000 organic molecules from the QM9 data set [65].
Within the view of APDFT, the PhysNet numbers should
correspond to a choice of reference and path as atom-
ization energy training set mean and some complex non-
linear regressed interpolation path, respectively. We note
that the scale of the variance among all atomic contribu-
tions decreases dramatically as one goes from APDFT
(Ha’s) to MRCC (100s of mHa) to PhysNet (mHa’s).
Furthermore, positive contributions are common among
the heavier atoms within APDFT, while they are rare for
MRCC, and inexistent for PhysNet.
More specifically, within APDFT, the atomic contri-
butions of hydrogen and carbon to the atomization en-
ergy increase systematically when going from methane to
ethane to ethylene to acetylene, and to hydrogen cyanide.
For the latter, carbon changes from repulsive to attrac-
tive (due to the presence of nitrogen which contributes
a large positive amount). By contrast, MRCC’s atomic
contribution are all mostly attractive (with the exception
of hydrogen in HCN) within CCSD, and within HF (with
the exceptiong of hydrogen in HCN and carbon in acety-
lene). The atomic electron correlation contribution to
the atomization energy is estimated by the difference be-
tween the latter, and always strengthens the binding for
carbon. In the case of hydrogen, the trend is less clear;
and for nitrogen in HCN the electron correlation energy
weakens the binding. Comparing the atomic contribu-
tions across different molecules, it is interesting to note
that the trend for CCSD and HF seems to be reversed
with respect to APDFT for the hydrogen atom: The
atomic energy contribution to the atomization energy de-
creases as one goes from methane, to ethylene, to hydro-
gen cyanide, the only notable exception being acetylene
with an unusually large attractive contribution. For car-
bon, CCSD and HF do not exhibit clear trends among the
few molecules discussed. They do, however, complement
the respectively small or large (in the case of acetylene)
amount provided by the hydrogen atoms: Most interest-
ingly, in acetylene, carbon hardly contributes at all to the
atomization energy according to CCSD. When consider-
ing the atomic contributions according to PhysNet, the
variation among the molecules for given elements is often
on the scale of mHa. For hydrogen, the same systematic
increase in binding is observed as for APDFT, except for
the case of HCN, where the hydrogen strengthens binding
6APDFT CCSD HF PhysNet
H Methane -2.53 -0.089 -0.089 -0.109
Ethane -3.03 -0.074 -0.077 -0.114
Ethylene -3.43 -0.087 -0.065 -0.114
Acetylene -3.93 -0.270 -0.222 -0.117
HCN -4.83 0.018 0.076 -0.112
C Methane 9.37 -0.270 -0.157 -0.198
Ethane 8.47 -0.309 -0.201 -0.195
Ethylene 6.37 -0.239 -0.205 -0.204
Acetylene 3.47 -0.006 0.017 -0.207
HCN -1.13 -0.358 -0.175 -0.201
N HCN 5.21 -0.100 -0.207 -0.169
TABLE I. AIM energy contribution estimates to the calcu-
lated atomization energy [Ha] for the molecules in Figure 5
according to APDFT (LDA level of theory), the basis-function
decomposition as implemented in MRCC[56, 57] at HF/cc-
pVDZ and CCSD/cc-pVDZ level of theory, and PhysNet [64]
neural network [66]. All methods evaluated for identical ge-
ometries. Symmetry equivalent sites have identical contribu-
tions.
less than in ethane. For carbon, the trend is less obvi-
ous: It contributes more in methane than in ethane. But
starting from ethane a systematic increase by 9 and 3
mHa is observed when reducing the single to double and
triple bond, respectively. Again, carbon in HCN breaks
the trend by contributing less than in ethylene. These
results demonstrate, yet again, how using different parti-
tioning schemes leads not only to different estimates but
also to different trends within molecules as well as across
chemical space.
D. Atomic electron densities
Figure 6 shows electron densities (total, response, and
atomic according to eq 4) for CO2 at 1.15 A˚, and CO at
2 and 1.2 A˚ interatomic CO distance. Along the alchemi-
cal path of growing a molecule from the uniform electron
gas, we obtain the responses of the electron density due
to changes in nuclear charges. If integrated over the full
path, these responses recover the electron density differ-
ence between target (the regular molecule) and reference
(jellium). The top panel in Figure 6 compares the total
electron density as obtained from a regular SCF calcula-
tion with the electron density obtained via numerical in-
tegration. For all systems and in complete analogy to the
atomic energies, summation over atomic electron density
contributions recovers the correct (i.e. self-consistent)
overall electron density distribution. The electron den-
sity distribution is well recovered for both bonded and
loosely interacting configurations, as shown for CO at
both 1.2 A˚ and 2 A˚ interatomic separation.
The electron density responses shown in the mid panel
of Figure 6 have their dominating contribution around
the atom the nuclear charge of which is being perturbed,
which is in line with the expectation that the electron
FIG. 6. xy-integrated slices of atomic valence electron den-
sities for CO and CO2 projected onto the bond axis (z).
Vertical gray lines denote nuclear positions. Top: Elec-
tron density ρ as obtained from integrating the density re-
sponses (APDFT) and from regular CPMD. Mid: response
of the molecule’s electron density to a change in ZI only, i.e.
∂ZIρ|λ=1. Shown both for plane-wave CPMD (stroked) and
– for comparison – atom-centered orbital calculations with
CP2K and PBE/DZVP-MOLOPT-SR-GTH (dashed). Bot-
tom: Decomposition the electron density into atomic contri-
butions according to eq. 4. Periodic unit cell of 15 A˚, (CO2)
or 20 A˚,(CO) side length.
density response should be localized in the vicinity to
the perturbation. This effect is visible for both the pe-
riodic plane-wave calculations which allow to connect to
the UEG and for the equivalent non-periodic setup with
atom-centered orbitals. In direct comparison, the two
methods give very similar results for the electron density
response at λ = 1, i.e. a point of the alchemical path
which can easily be evaluated with both basis sets. They
differ most in the case of extended CO where the atomic
basis sets have less overlap between the atomic sites. This
is in line with previous observations on the behavior of
atomic basis sets when performing alchemical changes far
from equilibrium geometries[27].
The bottom panel of Figure 6 showcases the parti-
tioned electron densities. At another atom, the atomic
electron density response is (close to) zero, which can be
understood with the help of Kato’s theorem[67] which
states that the electron density at a nucleus is propor-
tional to the spherically averaged electron density gradi-
ent. The proportionality constant only depends on the
nuclear charge of the atom in question. Since the electron
density at the nucleus is independent of the chemical en-
vironment, this means that in a small volume around an
atom the electron density distribution can change if and
only if the nuclear charge changes. Therefore, if there
was a non-zero electron density contribution of atom I
at the nucleus of atom J , this contribution would need
to decay with distance from nucleus J in order to fol-
7low Kato’s theorem despite the increased density at the
nucleus. This however, would yield two cusps in the elec-
tron density of atom I: one at the nuclear site of atom I
and one at the nuclear site of atom J . Contributions to
the electron density cusp of one atom coming from other
atoms, however, is unphysical since it would violate the
well established frozen core assumption which, for ex-
ample, forms the basis of the pseudo-potential approxi-
mation which has been shown to work well in countless
studies. Therefore, to avoid the unphysical contribution
to another atom’s cusp, and to avoid violating Kato’s
theorem, the charge contribution needs to approach zero
close to the nucleus of any other atom. In other charge
partitioning schemes, like e.g. Hirshfeld charges, this is
not a given. Even though the aim of Hirshfeld charges is
to partition the electron densities such that each atomic
contribution is as similar as possible to the corresponding
free atom, the assignment of part of the electron density
at nuclei to other atoms renders the atomic densities at
the nuclei strongly dependent on the free atom electron
density of the chemical environment.
Note that the requirement that the atomic contribu-
tions become zero at other nuclei does not specify how
quickly the atomic contribution to the electron density
reaches zero. Bader charges would be an extreme case
where zero contribution would be reached at the electron
density minimum between atoms, while another extreme
would be a decay of atomic contribution that reaches zero
just before another nuclear site appears. From Figure 6,
it is evident that the latter is the case for atomic den-
sities obtained by the APDFT method—at least for the
molecules presented here. This means that the picture
of interacting electron densities stabilizing a molecule is
still applicable: the resulting density overlap increases
for decreasing interatomic distances.
Each electron density response in Figure 6 is charge-
neutral, i.e. the spatial integral thereof evaluates to
zero—which can be used as a criterion to assess numer-
ical stability of a given setup and convergence in terms
of box size and plane-wave cutoff. In order to obtain the
atomic electron density contributions, the electron den-
sity of the reference system (the uniform electron gas)
would need to be distributed over all atomic sites. With
the observation that atomic electron densities need to be
positive everywhere and zero only close to the nuclei, this
distribution is uniquely defined. Away from the nuclei,
all λ-integrated atomic density responses sum up to the
negative of the reference density, since all electrons have
moved towards the nuclei. Each atomic density response
is therefore assigned as much charge of the reference elec-
tron density as is necessary to shift the atomic contribu-
tion to the electron density to zero. This is not a degree
of freedom, but rather the only way how AIMs in APDFT
avoid unphysical negative charge build-up.
E. BN doped benzene derivatives
In order to broaden the analysis of APDFT based
atomic energies, we report atomic energies for all the
iso-electronic 18 unique benzene derivatives in the ge-
ometry of benzene, obtained by doping with BN pairs.
Molecular energetics of such systems have already been
explored with alchemy previously [48, 51, 68]. Again, we
find that the heavier atoms are “repelled” from the bind-
ing, and that this effect is overcompensated by elements
with smaller nuclear charge, hydrogen in particular.
The results in Figure 7 shows a clear separation of
the atomic energy contributions by element, since the
absolute energy values are dominated by free atom en-
ergies. However, the variance among the same elements
as a function of their environments is quite pronounced.
Considering electronic energy alone, the typical spread
between minimal and maximal atomic contributions is
about 1.25 Ha, whereas the total molecular energy varies
by 0.6 Ha on average. On the energy scale relevant for
chemistry, this showcases a strong sensitivity towards the
local chemical environment.
It is worth noting that this spread in energy contri-
butions also affects distinct groups of atoms within the
same molecule. As shown in Figure 7, the NH groups
in BNBNNBH6 have the largest difference (0.2 Ha) in
electronic energy contributions of any otherwise identical
groups in our data set. For all sites that are identical due
to symmetry, however, there is no difference in atomic
energy contributions. This represents an important con-
sistency check, since atoms in the same local environment
should have the same atomic energy contributions.
To further investigate the impact of the local chemi-
cal environment on the atomic energy contributions, Fig-
ure 8 also shows the change in atomic total energy upon
embedding an atom in a chemical environment. The en-
ergy difference between the average atomic energy and
the individual contribution is on the order of about 1 Ha.
This emphasizes that our atomic energies are not inde-
pendent of chemical environment, i.e. we obtain an en-
ergy decomposition from a molecule and its total energy,
not building total energies from atomic contributions.
It is interesting to see that the atomic total energies
emerge in groups depending on their molecular environ-
ment. At no point in the derivation or the implemen-
tation, this has been enforced. The groups of chemical
environments are clearly visible on the energy scale in
Figure 8. Moreover, this grouping clearly matches the
expectation that each molecular environment is key for
the atomic energy contribution. This connects to the
force field picture, where different atom types are used to
model the atom behavior in different environments. Sim-
ilarly, in machine learning context, the local environment
is often taken as a representation of atomic similarity[69]
or used to expand total energies in atoms together with
their chemical environment, e.g. within the “amon” based
framework[70]. In Figure 8 it is clearly visible that near-
est neighbor sites have the highest impact on atomic to-
8FIG. 7. Atomic contributions to the total energy (bottom two rows) and electronic energy (top two rows) in Ha for all BN-
doped benzenes. All molecules sorted by their total energy. Atomization energies can be recovered by subtraction of free atom
energies [Ha] at LDA/6-31G level of theory for H: -0.48, B: -24.34, C: -37.37, and N: -54.11
tal energies, since the splitting in energies between envi-
ronments defined by the neighbors alone is significantly
larger than the splitting between energies from environ-
ments if the whole molecule is taken as such. This is in
line with the concept of near-sightedness of matter and
electronic structure, which is regularly used for linear-
scaling or local approximation schemes in quantum chem-
istry [71]. With our atomic total energy decomposition,
it becomes clear that the atomic energies are largely inde-
pendent of total stoichiometry in larger molecules, since
the number of BN pairs in Figure 8 drives no general
trend in the splitting.
The ranking of local environments in terms of their av-
erage atomic energy contribution is very consistent: the
ordering of the mean electronic energies in an environ-
ment in Figure 8 is inverse for nitrogen atoms and for
boron atoms. It is important to emphasize, that while
the energy expression eq. 3 follows a Coulombic expres-
sion, this is not a purely electrostatic finding, since the
integrated density response ρ˜ is neither reference nor tar-
get density, but rather captures all electronic responses
along the alchemical transformation path.
In practice, the accuracy of our approach can be re-
liably assessed by summing up all atomic contributions
and comparing the result to the difference in electronic
total energies of the two systems in question. Since our
method is exact, remaining deviation comes from both
the number of intermediate points considered for evaluat-
ing the integral over λ and from the numerical integration
grid. Both of these potential sources of numerical impre-
cision can be systematically improved with well-tested
established methods. This accuracy estimation requires
no additional calculations, since the relevant single point
calculations of reference and target compound are part of
the alchemical integration path. In our experience, five
intermediate points give sufficient accuracy for ρ˜.
IV. CONCLUSION
Within APDFT [27], total atomic energies of atoms
in molecule have been calculated using thermodynamic
integration and application of the chain-rule. APDFT
treats atomic energies like path functions, making their
calculating arbitrary. Referencing to the uniform elec-
tron gas, however, and relying exclusively linear scaling
up of nuclear charges at the desired target compound’s
geometry results in these properties being well-defined
in an unambiguous, unique fashion. The proposed de-
composition of total energies into atomic contributions
is very general as it is applicable to any computational
chemistry method that allows to obtain molecular elec-
tron densities for fractional nuclear charges. The method
is easy to implement as only two integrals need to be
evaluated: The one-dimensional integral over λ and the
three-dimensional integral for ρ˜ – both problems have
been solved in typical quantum-chemistry codes. Our re-
sults suggest that the atomic energy contribution is ex-
tremely sensitive. In the case of the atomization energy
it can be of the order of 1 Ha, even for identical elements
in similar molecules. Atomic atomization energy con-
tributions can also assume positive and negative values,
9FIG. 8. Shift in atomic electronic energy (top) and total energy (bottom) due to the chemical environment. For every element,
the mean atomic energy is given first. Upon bonding, the energy is shifted (not necessarily lowered), depending on the nearest
neighbors. The energies in the individual molecules from Figure 7 are colored by the number of BN pairs.
depending on their relative nuclear charge with respect
to the other atoms present in the molecule.
With free atom energies commonly used as reference
in more established AIM schemes, the APDFT offers a
new way to access atomic energies and electron densi-
ties that are not directly observable, but nevertheless al-
low for a consistent interpretation of the energetics and
electronic structure of matter projected onto contribu-
tions from individual atomic sites. Due to its rooting in
first principles, and, more importantly, the need for the
UFE as a reference, this approach should also be par-
ticularly well applicable towards the partitioning of con-
densed phase systems. This scheme might prove useful
for future molecular/materials design attempts, for nav-
igating chemical compound space in a more transparent
manner, and, last but not least, to also virtually building
up desirable matter one atom at a time.
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