We extend some sharp inequalities for martingale-differences to general multiplicative systems of random variables. The key ingredient in the proofs is a technique reducing the general case to the case of Rademacher random variables without change of the constants in inequalities.
Introduction
A sequence of bounded random variables φ n , n = 1, 2, . . . (finite or infinite) is said to be multiplicative if the equality
holds for all possible choices of indexes n 1 < n 2 < . . . < n ν . Typical examples of multiplicative sequences are mean zero independent random variables and more general, the martingale-differences, since the condition E(φ n |φ 1 , . . . , φ n−1 ) = 0 in the definition of the martingale-difference implies (1.1). The sequences {sin(2 k+1 πx)} and {sin(2n k πx)}, where n k are integers satisfying n k+1 ≥ 3n k , are known as nonmartingale examples of a multiplicative systems on the unit interval (0, 1) (see [20] , chap. 5).
We provide a technique that reduces the study of some inequalities for multiplicative type systems to the study of related inequalities for Rademacher random variables. Let M be a family of nonempty subsets of Z n = {1, 2, . . . , n}, that is M ⊂ 2 Zn \ {∅}. A system of random variables φ = {φ k : k = 1, 2, . . . , n} is said to be M-multiplicative if relation (1.1) holds for all {n 1 , n 2 , . . . , n ν } ∈ M. If M = 2 Zn \ {∅}, then φ turns to be a "full" multiplicative system. Likewise, φ is called M-independent if for any collection {n 1 , n 2 , . . . , n ν } ∈ M the members φ n 1 , φ n 2 , . . . , φ nν are scholastically independent. We will consider systems of bounded random variables φ = {φ k : k = 1, 2, . . . , n} satisfying
Setting C k = min{−A k , B k }, we define the multiplicative error of φ over a family of index subsets M ⊂ 2 Zn \ {∅} to be the quantity
For an integer l ≤ n denote by M l the family of nonempty subsets of Z n with cardinalities ≤ l. If l = n, then we have M n = 2 Zn \ {∅}. One of the main result of the paper is the following.
Theorem 1.1. Let Φ : R → R + be a convex function and φ = {φ k : k = 1, 2, . . . , n} be a system of random variables satisfying (1.2) . Then for any integer l ≤ n and a choice of coefficients a 1 , . . . , a n it holds the inequality
Notice that if a system φ is M l -multiplicative, then µ(φ, M l ) = 0. So applying Theorem 1.1 for M l -multiplicative systems with the parameters A k = −1 and B k = 1, we immediately obtain the following.
. . , n}, is a system of M l -multiplicative (l ≤ n) random variables satisfying φ k ∞ ≤ 1, then for any choice of coefficients a 1 , . . . , a n we have
where r k , k = 1, 2, . . . , n, are Rademacher M l -independent random variables.
Note that multiplicative systems were introduced by Alexits in his famous monograph [1] . It was proved by Alexits-Sharma [2] that uniformly bounded multiplicative systems are convergence systems. Recall that an infinite system of random variables {φ k } is said to be a convergence system if the condition k a 2 k < ∞ implies almost sure convergence of series k a k φ k . Furthermore, this and other convergence properties of multiplicative type systems was generalized in the papers [4-7, 14, 15] . Komlós [14] and Gaposhkin [7] independently proved that Theorem A (Komlós-Gaposhkin). If an infinite sequence of random variables φ = {φ n } satisfies condition (1.1) for a fixed even integer ν > 2 and the norms φ n ν are uniformly bounded, then {φ k } is a convergence system.
Moreover, the papers [14] , [7] in fact prove a Khintchin type inequality , that implies Theorem A according to a well-known result due to Stechkin (see [13] , chap 9.4). On the other hand none of those papers provide an estimation for the Khintchin constant K(ν). A careful examination of paper [14] may provide only K(ν) ν even if the norms φ k ∞ are uniformly bounded. While for many classical examples of multiplicative systems it holds the bound K(ν) √ ν. For lacunary trigonometric systems sin(2πn k x), n k+1 > λn k , λ > 1, such a bound is due to Zygmund (see [20] , chap. 5), for the uniformly bounded martingale-differences it follows from the Azuma-Hoeffding inequality.
In the case of Rademacher independent random variables the Khintchin inequality holds with the constant
which is known to be optimal (see [8] , [18] , [19] ). Using Corollary 1.1, the Khintchin sharp inequality for Rademacher independent random variables can be extended to general uniformly bounded multiplicative systems.
Corollary 1.2. If a system of random variables φ = {φ k : k = 1, 2, . . . , n} is multiplicative and φ k ∞ ≤ 1, then for any choice of coefficients a 1 , . . . , a n we have
where K(p) is the optimal constant from (1.7).
It is well known that the classical proof of the Khintchin inequality for even integers p only M p -independence of Rademacher functions is used. It is also known that in this case the Khintchin optimal constant is ((p − 1)!!) 1/p (see [18] or [16] chap 2). So once again applying Corollary 1.1, we can extend this result to the following inequality.
Applying Theorem 1.1, we also prove the following generalization of a well-known martingale inequality due to Azuma-Hoeffding [3, 9] . 
. . , n} is multiplicative and satisfies (1.2), then
In the proofs of the main results we use a technique developed in the papers [10] , [11] that enables to replace bounded multiplicative system to a system of sign-valued functions in the study of some problems. 
Preliminary lemmas
Divide [1, 1 + µ) into intervals I n 1 ,n 2 ,...,nν of lengths |δ n 1 ,n 2 ,...,nν | considering only the collections {n 1 , n 2 , . . . , n ν } ∈ M. We define functions φ m on a such I = I n 1 ,n 2 ,...,nν as follows. If m / ∈ {n 1 , n 2 , . . . , n ν }, then we let φ n ≡ 0 on I. The other functions φ n 1 , φ n 2 , . . . , φ nν we define as
for any t ∈ I. Obviously, this correctly determines the functions φ k on [1, 1 + µ) and
which completes the proof of lemma.
where M is the family of collections {n 1 , n 2 , . . . , n ν } satisfying (1.1).
Proof. Without loss of generality we can suppose that
be the multiplicative error of the system u. Applying Lemma 2.1, the functions u k can be extend to the step functions on Obviously, (2.4) will be satisfied. Then, using (2.5) one can get a small µ by choosing a small enough ε. So we can write
Applying Chebyshev's inequality, we get (2.2). Lemma is proved.
for any choice of {n 1 , n 2 , . . . , n ν } ∈ Z n , and for any convex function Φ : R → R + it holds the inequality
Proof. Let ∆ j , j = 1, 2, . . . , m be the intervals, where each f k is constant. Let ∆ = [α, β) be one of those intervals. Observe that the point
is in the interval ∆. Then we define g 1 on ∆ as
Applying this to each ∆ j , we will have g 1 defined on entire [a, b) and one can check
Since each f k is constant on the intervals ∆ j , j = 1, 2, . . . , m, from (2.8) we conclude that
for any collection 1 < n 2 < . . . < n ν . We also claim that
Fix an interval ∆ j and suppose that f k (t) = a k on ∆ j . Applying the Jessen inequality, we get
then the summation over j implies (2.9). Applying the same procedure to the new system g 1 , f 2 , . . . , f n we can similarly replace f 2 by g 2 . Continuing this procedure we will replace all functions f k to g k ensuring the conditions of lemma. Lemma 2.4. If g k , k = 1, 2, . . . , n, is a M l -multiplicative system of nonzero random variables such that each g k takes two values, then g k are M l -independent.
Proof. Suppose that g k takes values A k and B k . Since E(g k ) = 0, we can say A k < 0 < B k and
Let C k be a sequence that randomly equal either A k or B k . We need to prove
for any M ∈ M l . Without loss of generality we can suppose that C j = A j for all j ∈ M. Then, using multiplicative condition, we obtain
completing the proof of lemma. 
Proof of Theorems
Finally, we apply Lemma 2.3 and get A k , B k -valued step functions g k defined on [0, 1 + µ) and satisfying (2.6) and (2.7) (a = 0, b = 1 + µ). Since {f k } is M l -multiplicative, in view of (2.6) so we will have for {g k }. By Lemma 2.4 functions ξ k (x) = g k ((1 + µ) x) turn to be an A k , B k -valued M l -independent random variables. Fix an ε > 0 and coefficients a k . Choosing small enough δ in (3.1) and taking into account (2.7), we can ensure
Since ε can be arbitrarily small we get (1.4) and so the theorem is proved. 
Then applying Hoeffding's [9] inequality we get
and finally,
which completes the proof of theorem.
Lacunary subsystems
In this section we provide applications of the main results in lacunary systems. holds for any coefficients a k , k = 1, 2, . . . , n.
It is well-known that an equivalent condition for a system φ = {φ k : k = 1, 2, . . .} to be sub-Gaussian is the bound K(ν) √ ν in the Khintchin inequality (1.6). The following corollary, in addition to classicals results stated in the introduction, provides new examples of sub-Gaussian sequences of random variables. It immediately follows from (1.4) and the Khintchin inequality for the Rademacher independent random variables. Namely, Corollary 4.1. Any quasi-multiplicative sequence of random variables is sub-Gaussian.
We consider lacunary trigonometric system for some constant λ > 1. In the case of integer τ (k) this sequence is known to be either multiplicative (if λ ≥ 3) or finite union of multiplicative systems. It was proved by Zygmund ([20] , chap. 5) that in that case the system t k (x) is sub-Gaussian. Using Corollary 4.1 and the following result we prove that t k (x) is sub-Gaussian in the general case. (1.3) ). Moreover, the multiplicative error satisfies
Proof. Let (4.3) {n 1 , n 2 , . . . , n ν } ∈ M ∞ be arbitrary collection of indexes with the head n ν , that is n 1 < n 2 < . . . < n ν . Using the product to sum formulas for trigonometric functions, we can write the integral 1 0 ν j=1 sin(2πτ (n j )x)dx, (4.4) as an arithmetic mean of 2 ν−1 integrals of the forms
A simple calculation shows that
for all choices of ±, so the absolute value of each integral in (4.5) and (4.6) can be estimated by λ−1 π(λ−2)τ (nν ) . Thus the same bound we will have for the integral (4.4). Namely,
.
On the other hand the number of collections (4.3) with a fixed head n = n ν is equal to 2 n−1 and we have τ (n) ≥ λ n−1 . Thus for the multiplicative error we obtain If φ k is an orthogonal system of random variables and φ k ∞ ≤ M, then for any λ > 1 one can find a subsequence of integers n k such that n k ≤ λ k for k ≥ k(λ) and {φ n k } is sub-Gaussian.
The following statement is a version of a lemma from [12] .
Lemma 4.1. Let φ k , k = 1, 2, . . . , n be an orthogonal system of random variables with φ k 2 ≤ 1, and f j ∈ L 2 , j = 1, 2, . . . , m. Then there is an l, 1 ≤ l ≤ n, such that
Thus there exists an l such that
n and so by Hölder's inequality we get
Proof of Theorem 4.1. Without loss of generality we can suppose that φ k ∞ ≤ 1. First let us prove that there exists a sub-Gaussian subsequence φ n k such that (4.7) 16 k−1 ≤ n k < 16 k , k = 1, 2, . . . .
We will chose n k recursively. Set n 1 = 1 and suppose that we have already chosen n k , k = 1, 2, . . . , m. Apply Lemma 4.1 as follows. As the collection f k we consider all possible products of functions φ n k , k = 1, 2, . . . , m. The number of such products is 2 m − 1. So applying Lemma 4.1, we find φ n m+1 , 16 m ≤ n m+1 < 16 m+1 , such that
Clearly, with this we determine a quasi-multiplicative and so sub-Gaussian system φ n k satisfying (4.7). Then, observe that if the statement of theorem is satisfied for a λ 1 > 1 then it will hold also for λ = λ 2/3 1 . Indeed, we can apply the case of λ = λ 1 to the systems φ 2k and φ 2k−1 . As a result we find sub-Gaussian subsequences φ 2n k and φ 2m k −1 such that n k < λ k 1 , m k < λ k 1 for k > k 0 . Letting {r k } to be the union of sequences {n k } and {m k } arranged in the increasing order of the terms, we consider a new sequence of random variables φ r k . Clearly, it will be sub-Gaussian and one can easily check that r k < (λ 2/3 1 ) k for k > 2k 0 . Thus, starting with λ = 16 we can prove the theorem for parameters λ = 16 (2/3) k , k = 1, 2, . . . , and so for arbitrary λ > 1.
A wide class of multiplicative systems was recently introduced by Rubinshtein [17] , who has shown that the system φ(2 k x) on [0, 1) is multiplicative whenever φ is 1-periodic function on the real line and on [0, 1) it can be written in the form 
