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W e investigate into the constrained redundancy optimization problems which 
belong to the category of nonlinear integer programming problems in our 
research. The objective functions of this type of problems always bear non-
linear problem structures that are not separable. They are therefore hard, if 
not impossible, to be solved directly by common efficient methodologies like 
the dynamic programming methodology. W e propose some new methods to 
deal with the problems in a more efficient and effective way. 
Recent research discovered that optimum resource allocation of series-
parallel reliability networks has an interesting characteristic such that the 
redundancies should be put to the subsystems in descending order of their 
reliabilities if this is possible. In other words, more redundancies should be 
allocated to the less reliable subsystems whenever feasible. W e investigate “ 
into this interesting phenomenon, and further identify an upper bound that 
governs the optimal differences between the redundancy levels. Whenever a 
difference between the redundancy levels in a redundancy assignment exceeds 
the upper bound which is described by the equation we derived , this very 
redundancy assignment should then be ignored and precluded from further 
considerations if there exists a feasible redundancy assignment which has the 
difference smaller than the aforesaid upper bound. In addition to this, we 
iii 
also extend the findings to the series-parallel reducible networks and identify 
some similar properties. 
W e also show in our later chapter a novel methodology developed by 
Li [1], which is capable of concavifying the unseparable constrained redun-
dancy optimization problems and converting them into a separable auxiliary 
parametric problem that can be solved directly by the dynamic programming 
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Constrained redundancy optimization problems belong to the category of 
nonlinear integer programming problems. This type of problems are more 
difficult to be solved than the general nonlinear programming problems since 
their solutions must be integers. Thought many techniques have been pro-
posed over the years, none seems to be superior over the other in solving 
large scale problems. 
Current problem-solving algorithms can be divided into three broad cat-
egories, namely the approximation schemes, the heuristic schemes and the 
exact solution schemes. The approximation schemes like the geometric pro-
gramming schemes [2] require the problems to be formulated as positive 
II 
polynomials. They give approximated continuous solutions. These continu-
ous solutions are required to be rounded to the closest integers which may 
not necessarily be the gobal optimal solutions. Heuristic schemes can gener-
ate solutions for the problems in a relatively short period of time, but gobal * 
optimality of the solutions is not guaranteed. Exact solution schemes are the 
only schemes that are capable of generating gobal optimal solutions, but they 
are slower and may require special problem structures that are unavailable 
on most of the constrained redundancy optimzation problems. This is the 
1 
background of our research. 
In order to deal with the constrained redundancy problems, we develop 
a new exact searching algorithm to attack the problems. A new approach 
by considering the relationship between component reliabilites and compo-
nent redundancy levels is adopted. Computational results show that the 
new alogrithm can considerably reduce the search space for the constrained 
redundancy problems. W e shall provide a detailed discussion on this in chap-
ter 4 and chapter 5. Another novel successive solution scheme developed by 
Li[l] is also investigated in this thesis. This new solution scheme is capable of 
converting the unseparable problems into separable auxiliary problems and 
generating gobal optimal solutions for them, we tried this new method with 
two example problems and the results are listed in Chapter 6. 
“ 
1.2 Organization outline 
This thesis is organized as follows: Chapter 1 is an introduction section that 
gives a very brief introduction on our research. Chapter 2 presents the reader 
with some fundamental knowledges of the reliability studies. Chapter 3 is 
a literature review section which provides a review on the major literatures. 
Chapter 4 and 5 show the results achieved in oiir research on series-parallel 
networks and series-parallel reducible networks. W e then have some dis-
2 
cussions on the "Successive Solution Scheme For Constrained Redundancy 
Optimization In Reliability Networks" developed by Li [1] in chapter 6. Two 
example problems solved by this new solution scheme are also included at the 
end of Chapter 6. Chapter 7 is the conclusion section which gives a conclu-
sion and some recommendations for possible further improvements. Chapter 
8 is an appendix that contains the computational results and the programme 
codes we developed for the alogrithm we derived in Chapter 4. 
“ 
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2 Fundamentals of reliability theory 
Reliability theory is concerned with determining the probability such that a 
system will function [3]. The "reliability" of a system is the probability of 
successful operation of the system for a specific period of time [4]. In our 
study, the main objective is to optimize the reliabilities ofthe general systems 
under certain constraints. Before going deep into our discussions, we need to 
present some simple concepts that are fundamental to our research. 
2.1 State vector 
For a system of n components, a variable X{ is defined in the following way : 
‘ 
1，if the 一" component is f unctioning. 
Xi = < 
0, if the i^ component has failed. 
\ 
•I 
The vector X 二 (0：1,工2,…，^n) is known as the state vector of the system. 
It indicates the status of the components of the system. (In our later discus-
sions in Chapter 4 and Chapter 5, however, the X is also used to denote the 
redundancy assignments of a system, we will explicitly state this then) . 
2.2 Minimal path sets 
Any system can be represented as either 1) parallel arrangements of series 
networks or 2) serial arrangements of parallel networks. W e will first try to 
4 
represent the systems as parallel arrangements of series networks by repre-
senting the systems into collections of minimal path sets. 
The minimal path sets are the sets that contain the minimal paths for 
the system to function. They are the minimal sets of components to ensure 
the functioning of the systems. Each minimal path sets contains exactly one 
minimal path to the system. For the network in Fig.l, the minimal path sets 
are {l,2,} and {l,3}. 
The exhaustive collection of the minimal path sets of a system holds 
all the series networks that are conceptually in parallel with one another. 
With all these parallel paths together, one can form another system which 
is equivalent to the original system. To illustrate this, consider again the 
network in Fig.l. It consists of two minimal path sets {1,2} and {l,3}. It 
can be viewed as a system consisted of two parallel paths, one with the 
“ 
components 1, 2 connecting in series while the other one with components 
1, 3 in series. The original system in Fig.l can now be represented as the 
network in Fig.2, which is a parallel arrangement of serial networks. Please 
note that Fig.l and Fig.2 are equivalent. ‘ 
5 
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Figure 1: A network example to illustrate the minimal path sets 
“ 
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Figure 2: A network equivalent to Fig.l 
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2.3 Minimal cut sets 
W e have seen how using the minimal path sets to represent the systems as 
parallel arrangments of series networks iri 2.2. W e will now try to use the 
minimal cut sets to represent the systems as serial arrangements of parallel 
networks. 
A state vector X is called a cut vector if (j){X) = 0. If in addition to this, 
4>{Y) 二 1 for all Y > X, then X is said to be the minimal cut vector for the 
system. Since X and Y are binary vectors with their elements being either 
0 or 1, therefore Y > X implies that yi > x^ , i = 1,..., m, such that yi > Xi 
for some i. The set C is called the minimal cut set if it holds one of these 
minimal cut vector X's. 
The minimal cut sets of a system holds the subsystems that is concep-
tually in series with one another. With all these subsystems, we can form .‘ 
another system that is equivalent to the original system by connecting them 
in series. 
2.4 Structure functions 、 
W e will now define the structure functions for the systems. The structure 
functions are important to our studies, since the system reliabilities follow 
directly from the structure functions. Let's define a function (j>{X) as stated 
7 
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Figure 3: A network example to illustrate structure function 
below: 
‘ 
1, if the system is functioning when the state vector is X. 
HX)= 
0，if the system fails when the state vector is X. 
< 
4>{X) is known as the structure function of the systems. For a pure 
parallel network consists of n subsystems,工丄，...,a;„, the structure function is 
given by 0(X) = max(xi^..., Xn) = 1 - nj^ =i(l — Xi). While for a pure series 
•I 
structure consists of n subsystems, Xi,..., x„, the structure function is given 
by 4>(X) = min{xi, ...,x„) = U^=iXi. W e can often formulate the structure 
functions for the systems as the combinations of serial structures and parallel 
structures. ‘ 
The structure functions can be formulated in three different ways: 1) to 
formulate it intuitively, 2) to formulate it with the help of minimal path sets, 
3) to formulate it with the help of minimal cut sets. 
W e will first try to formulate the structure function intuitively. For the 
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structure function in Fig.3, we can see that there are two subsystems in series, 
one with component 1 as the only component, the other with components 2, 3 
and 4 connecting in parallel. W e can formulate it as min{x1,rnax{x2, X3, x4)), 
and the structure function becomes: 
(j){X) = min{x1,max(x2, Xs, 2:4)) 
= X i X m a x ( x 2 , x s , X 4 ) 
= X i X (1 - (1 - X 2 ) ( l — X3)(l 一 3；4)) 
=XiX2 + X1X3 + X1X4 - X1X2X3 — X1X2X4 - X1X3X4 + X1X2X3X4 
Now we will try to formulate the structure function with the help of minimal 
path sets. The exhaustive collection of minimal path sets for the system in 
Fig.3 are {l,2|,{l,3),{l,4}, the structure function is: 
“ 
^(X) = max(x1x2, X1X3, X1X4) 
= 1 — (1 - X1X2)(I - X1X3)(I - X1X4) 
二 XiX2 + X1X3 + X1X4 - X1X2X3 - X1X2X4 — X1X3X4 + X1X2XsX4 ^ 
(consider the fact that Xi = either 0 or 1，x" : x^~^ = ... = Xi) 
Finally we will try to formulate the structure function with the help of 
minimal cut sets. The exhaustive collection of minimal cut sets for the system 
9 
are {1} and {2,3,4}. The structure function is: 
4>{x) = min(max(x1),max(x2, X3, x4)) 
=max{xi)max{x2^x^, X4) 
= X i X m a x ( x 2 , X 3 , X 4 ) 
=XIX2 + XIX3 + X1X4 — X1X2X3 — XIX2X4 — X1X3X4 + XIX2XSX4 
Please note that all the three methods give the same structure function 
for the same network. 
2.5 The structure functions and the systems reliability 
W e have shown in the previous subsection how to derive the structure func-
tions. The structure functions are of crucial importance in our research since 
we need using them to determine the systems reliablity functions for the 
•I 
different network configurations. The system reliability functions can be de-
termined by the formula R = P{^(X) = 1}, where R is the overall system 
reliability and ^(X) is the structure function. W e can take the network in 
Fig.3 as an illustrative example. The reliability function for the network、 
in Fig.3 is R = P{^(X) = 1}’ that is，R = P{{x1x2 + X1X3 + X1X4 -
X1X2Xs - X1X2X4 - X1X3X4 + X1X2X3X4) = 1}, which is equivalent to R 二 
厂1厂2+厂1厂3+厂1厂4一厂1『2厂3一厂1厂2厂4_厂1厂3厂4一厂1厂2广3厂4- (Whcie fj is the reliability 
of the ith component, i = 1，2, 3,4). The reliability function ofthe network, R, 
10 
is now formulated as R =厂1'厂2 +厂1厂3+厂1厂4一厂1厂2厂3一厂1厂2厂4_厂1厂3厂4_厂1厂2厂3厂4. 
This example shows the importance of structure functions in formulating sys-
tem reliabilities. 
Since the structure function, 4>{X), is a Bernoulli random variable, we 
may also compute the system reliability function R as the expected value of 
the structure function. Take the network in Fig.3 as the illustrative example 
again. The reliability function for can be expressed as R = E[(|>{X)], this is 
equivalent to R = E[xiX2^XiXs^XiXi-XiX2Xs-XiX2Xi-XiXsX^^XiX2XsX^ . 
Which is the same as R =厂17*2+厂17-3+厂1厂4 —厂1厂2厂3-?^1厂2厂4 — 0厂3厂4 —厂1厂2厂3厂4. 
Therefore the reliability function for the network is R = r^r? + nr3 + r1r4 -
r1r2rs — r1r2r4 — r1r3r4 - nr2r3r4. 
With the structure functions, we can formulate the system reliability 




3 Literature review 
3.1 Introduction 
There are several types of system reliability optimization problems in the 
literature. [5 
1. Optimum reliability allocation for a series system. This type of prob-
lems concerns with choosing the best component reliabilites Ri = 7\ so 
as to maximize the system reliability max R = U^^^Ri, subject to m 
constraints Yl^=i 9ij(^i) < bj, where i = 1,2,..., m, gij{Ri) is the 产 
resource at stage i, and bj is the total available i^ ^ resource[4 . 
2. Optimum redundancy allocation. This type of problems concerns with 
choosing the number of redundant parallel components in each of sub-
systems of a complex network so as to maximize the system reliabil- “ 
ity function R(X) = ^[R(xi),..., R{xk)] which is subjected to m con-
straints X]^i 9ij(^) < bj, where i = 1,2,..., m, Qij{X) is the 产 re-
source at stage i, and bj is the total i^^ resource that is available. 
3. Combined reliability and redundancy allocation. This type of problems 
is the combination of (1) and (2). They concern with maximizing the 
system reliability function R by choosing the best component reliabil-
ities as well as the number of redundant parallel components. 
12 
4. Cost minimization subject to reliability constraints. This type of prob-
lems concerns with minimizing the total system cost while maintaining 
the system reliability not less than a prespecified value. Their mathe-
matical model is minC = E ^ i Ci{rrii) subject to R > Ro. 
5. Reliability/cost optimization of general system. This type of problems 
concerns with maximizing the system reliability function R, while at 
the same time minimizing the system cost function C. 
W e concentrate on the 2"^ problem, the optimum redundancy allocation 
problem, in our research. In the literature there are 3 types of solution 
approaching schemes for this type of problem. They are, 1) approximation 
schemes, 2) heuristic search schemes, and 3) exact solution schemes. W e 
shall have a brief review on all these three techniques. 
“ 
3.2 Approximation schemes 
Federowicz and mazumdar [2] and Mirsa and Sharma [6], proposed to apply 
geometric programming schemes to the constrained redundancy optimization、 
problems. They used the famous fact that arithmetic mean is always larger 
than or equal to the geometric mean to solve the problems. The original 
constrained redundancy problem is first convert to a primal problem [4] and 
a dual problem is formed from this primal problem. The dual problem is first 
13 
solved and then the optimal solution of the primal problem is obtained by the 
relationship between it and the dual problem, then the optimal redundancy 
assignment can be found from this primal problem. In most cases the optimal 
redundancy assignments found are non-integers and need to be converted to 
the nearest integer. 
3.3 Heurisitic search schemes 
Sharma and Verikateswaran [7] first proposed a heuristic method by using the 
fact that system unreliability Q = 1 - nj^(l — qf') can be approximated by 
Q ~ Y^^=iiQi')- They successively reduce the system unreliability Q by each 
time adding one redundant component to the component with the highest 
unreliability q^ ' if the constraints are not violated. This algorithm is able to 
find the solutions that are close to the boundary of the feasible region, but 
•I 
does not guarantee the solution to be globally optimal. 
Misra [8] then proposed another heuristic method by considering the same 
fact that Q ~ Yl^=iiQi') to deal with multiple linear constrained problems. 
It solves the problem by first estimating an optimum redundancy allocation • 
scheme to each of the constraints. The algorithm then compares the system 
unreliabilites of the previously mentioned allocation schemes whenever they 
are not the same. One redundancy will be added to the schemes with lower 
14 
reliabilities, the component of which one more redundancy is to be added 
will be determined by checking the "desirability factor F", which is the ratio 
of (system reliability improvement)/(relative cost). This actually means that 
the component to be assigned one more redundancy should bear the maxi-
m u m increase in reliability for a certain increase in the cost. The algorithm 
terminates when the redundancy allocation schemes for all the constraints 
are the same. 
Shi [9] also proposed a heuristic method by considering the minimal path 
sets of the problem. (Please refer to section 2.2 for the information on 
minimal path sets). This algorithm first identifies all the minimal path 
sets by the algorithm proposed in [10]. It will then calculate the ratio 
(I^Pt^(a:i)/(E^Pt5];)=i(paa:i)//;:C0)), which is actually (the multiple of 
reliabilities in the minimal path set) / (the percentage of consumed resources 
“ 
by this minimal path set). It will then choose the minimal path set with the 
largest ratio. All the components with the minimal path set will be evaluated 
according to the "selection-factor" ratio b^Xi)= .产)(？、,…、.The com-
il^j-i(9i {xi)/kC^)) 
ponent that bears the highest "selection factor" will be assigned one more * 
redundancy in parallel. It will then remove the current minimal path set 
from further consideration whenever any constraint(s) is/are violated. The 
algorithm will then calculate for the most desirable minimal path set again 
and continue with the process until at least one constraint is exactly satisfied 15 
and no other constraints are violated. 
3.4 Exact solution schemes 
Dynamic programming method is also used for solving constrained redun-
dancy optimization problems. In most cases dynamic programming can only 
be used to solve for series-parallel network problems. This is because of the 
fact that dynamic programming method requires a separable problem struc-
ture. There are also limits on the number of constraints of the problem. 
The computation effort required to solve the problem will increase exponen-
tially with the number of constraints ifwe use dynamic programming method 
to solve for it. Kettelle [11] proposed solving the constrained redundancy 
problem by using dynamic programming and the concept of dominating se-
quences. Tillman, Hwang and Kuo [4] proposed using lagrange multipliers 
“ 
to deal with the multiple constraints problems. 
Branch and bound method was also developed. It finds the optimal so-
lution by repeating partitioning the feasible solution space into mutually 
exclusive and exhaustive subsets and then establishes an upper bound over ‘ 
the objective functions within these subsets until the best solution is found. 
Mirsa and Sharrna [12] developed an efficient enumeration technique that 
searches for the solution of constrained redundancy problems in the neigh-
16 
bour of the feasible region. This reduces the computational effort to find 
the solutions while comparing with other enumeration techniques. Unlike 
dynamic programming method, this techniques is applicable to all kinds of 
reliability network. 
3.5 Software reliability 
Berman and Ashrafi [13] presented four software reliability problem formula-
tions to illustrate how to optimize the software reliability. These four prob-
lems are essentially combined reliability and redundancy allocation problems. 
One thing to notice is that as different from the hardware failures, software 
failures is defined as discrepancy between expected and actual output [14 . 
The author in [13] assumed that softwares performing the same function 
but with different version number will have different failure rates. These 
•I 
same-function softwares can therefore be used as redundancies to the system 
in the same way as hardware elements. 
Sarper [15] later showed the possibility of solving the four software reli-
ability models without developing special techniques as proposed in [13] by • 
an optimization software called LINGO [16 . 
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4 Characteristics of Series-parallel network 
4.1 Series-parallel network problem formulation 
The constrained redundancy optimization problem for series-parallel net-
works can be formulated as the following mathematical programming problem[17]: 
m a x R { X ) = n l , [ l - ( l - r , r ] (1) 
s.t. g^{X) < b” i 二 1，".,m, X G Z", (2) 
where R(X) is the overall system reliability, X = (x1,x2, ...,3Jn) is a redun-
dancy assignment of the whole system, r^  G (0,1) is the reliability of the 
component in the i," subsystem in the system, Xi is the number of redun-
dancies assigned to the i^ ^ subsystem, gi{X),i = 1, ...,m, are the resources 
constraints for the system, they can be linear or non-linear, Z" is the positive 
“ 
integer vector set in W . 
W e denote by the symbol S the feasible set of redundancy assignments of 
the problem. Without loss of generality, we assume that n < 厂2 < ... < r„, 
thorough our discussion on the series-parallel networks, since this will make . 
the discussion easier to be understood, but does not affect the system relia-
bility assignment. W e have, in fact, rearranged all the r^ 's for the examples 
included in our discussion, if they are not in this order. 
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4.2 Characteristics of series-parallel networks 
As investigated by Misra and Sharma [12] in 1991, the optimal redundancy 
assignments of all the reliability networks locate close to the boundary of the 
feasible region. This is because of the monotone property of the problems. 
This result is valid also for the series-parallel networks we investigated, since 
R(X) and gi(X),s in (1),(2) also bear the same monotone property. 
It had been shown that further to the monotonicity property, series-
parallel networks optimal redundancy assignments also bear another impor-
tant property, the maximal monotone property[17]. Sun and Li had proved 
that "An Optimal redundancy assignment of (1)-(2) must be both non-
inferior and Maximal Monotone “ [17], which means that the optimal re-
dundancy assignment: 1. must be close to the feasible boundary. 2. must 
satisfy the condition such that more redundancies are assigned to the less 
reliable components, if this is possible. 
W e investigate into the 2"^ optimal property mentioned above and are 
able to reveal some further properties. 
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4.3 Some further properties of Maximal Monotonicity 
4.3.1 Definitions and the background 
Definition 1 A feasible redundancy assignment X is said to be noninfe-
rior if there exists no other feasible redundancy assignment y e S such that 
Vi > Xi, (i = 1, ...,n), with at least oiie strictly inequality[17 . 
Noninferior redundancy assignments are those redundancy assignments 
such that not a single extra redundancy component can be added to them if 
they are still to be feasible. They are the maximal feasible assignments. Be-
cause of the monotonicity property of the problem, the optimal redundancy 
assignment of any reliability network must be a noninferior assignment. 
Definition 2 Let X = (xi,... ,xi^i,x^,... ,xj,xj+i,... ,Xn) G 5, where “ 
i^'s are arranged in ascending order of reliability. S is the feasible set of 
redundancy assignment. W e denote by p^(i,j) = (xi, ...,x,_i,xi + 1，...,Xj — 
l,^ j+i,..., Xn) the unit monotone transformation of x, if i < j and Xj > Xj + l. 
The word "monotone" implicitly implies a redundancy assignment set-
ting of Xi > Xj ifj > i. Unit monotone transformation always improves the 
overall system reliability, Sun and Li has proved this in [17 . 
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Definition 3 A noninferior point X is said to be a maximal monotone 
point(MMP) if, for all 1 < i < j < n，whenever Xi < Xj implies that 
the unit monotone transformation of this point is not feasible. 
In addition to being noninferior, it is clear that the optimal redundancy 
assignment must also be maximal monotone. If the candidate point is not 
maximal monotone, then an unit monotone transformation to it will be pos-
sible. Unit monotone transformations always improve the system reliabili-
ties. Therefore the possibility of carrying out unit monotone transformations 
implies that the system reliability can still be further improved, this very re-
dundancy assignment must not give the the highest system reliability, and it 
must not be the optimal redundancy assignment. 
•i 
The maximal monotone property can be represented mathematically as 
"the optimal redundancy assignment in problem (1) — (2)，X*, must satisfy 
the condition such that, V 1 < i < j < n : x* < x* =^ Px-{iJ)癸 S"' [17 . 
W e may use the maximal monotone property as a tool to eliminate the、 
noninferior redundancy assignments that are not maximal monotone. Sun 
and Li[17] has developed an efficient search algorithm that identifies the max-
imal monotone noninferior points (the redundancy assignments can also be 
called points) from the noninferior sets and searches for the optimal solutions 
21 
within these maximal monotone iioninferior sets. 
Our further investigation shows that the maximal monotone points can 
still be classified into two different categories. W e can confine our search space 
even more by checking only one of these two types of maximal monotone 
points for the optimal redundancy assignment. W e will talk about this in 
greater detail in the following section. 
4.3.2 The proper and the improper MMPs 
Sometimes we can make a feasible redundancy assignment by assigning an ex-
tra redundancy assignment to the less reliable component while at the same 
time take away one redundancy from the more reliable component. Let's 
denote this by the term “unit trans formation” • 
•I 
Definition 4 If the original point X = (a:i，...，a:i_i’a;”...，3:j_，x^ +ir..’a;„) 
then the Unit Transformation of.Y, is Put{iJ) = (xi,...,x^ _i,x^  + l,...,xj -
1，Xj^ i^  …，Xji^ , 
Unlike the "Unit rnonotoiie transformation", we do not require the con-
dition such that Xj > Xi + 1 when i is smaller than j, if we are to carry out 
the "Unit transformation". 
Though it can be argued that assigning more redundancies to the lower 
22 
reliability components may increases the overall system reliability(since it 
is intuitive that the 'bottleneck' of system reliability often lies on the less 
reliable components), but this is not necessary, and it can be shown that 
the unit transformation, as different from the unit monotone transformation, 
does not always improve the overall system reliability. W e discovered that 
some of the maximal monotone points are assigning too many redundancies 
to the less reliable component(s). This is equivalent to carrying out too many 
unit transformations. Instead of increasing the overall system reliability, this 
decreases the overall system reliability. 
W e feel the need to identify from the other M M P s the maximal monotone 
points (MMPs) that have been assigning too many extra redundancies to 
the less reliable components. W e denote this type of M M P s by the phrase 
"improper MMPs". The term "improper" implies this type of M M P s will 
“ 
not contribute to finding the optimal solutions in our redundancy assignment 
problems, as the system reliabilities achieved by these redundant assignments 
are lowered. In an improper assignment the more reliable component replaces 
the less reliable component to become the new system reliability 'bottleneck'.‘ 
If we take a closer look at the system reliability formulae, we can see that 
if the unit transformed M M P is to improve the overall system reliability, the 
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following inequality must hold. 
(l_6P+i)(l_a^-i)>(l_^)(l_^.) (3) 
where a = (1 r^ ), b = (1 - r^ ), 
Ta = reliability index of a more reliable component, 
n = reliability index of a less reliable component, 
P is the original number of redundancies assigned to the less reliable 
component, 
Q is the original number of redundancies assigned to the more reliable 
component. 
Definition 5 Improper M M P s are those M M P s that do not satisfy inequal-
ity (3). Proper M M P s are those M M P s that satsify inequality 3. 
1/ 
Inequality (3) refers to the situtations such that the system reliability 
achieved by assigning one more redundant path to the less reliable compo-
nent and at the same time deducting one redundant path from the more、 
reliable component is higher than the system reliability achieved by the orig-
inal redundancy assignment (i.e (1 - 6^+i)(l - a^'^) > (1 - b^ )(l - a”). 
This inequality will hold if an unit transformation to the original redun-
dancy assignment improves the original system reliability. 
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But this inequality does not always hold. There are really some cases 
that it does not hold. A unit transformation reduces the overall system 
reliabilities in these cases, and the resulting M M P s will then become improper 
MMPs, as the overall system reliabilities are lowered. (The more reliable 
components now replace the less reliable components to become the new 
system 'bottlenecks'.) 
Usually, when p is too large and q is too small(i.e. the M M P has been 
assigning too many redundancy to the less reliable components), the above 
inequality will no longer hold. If any M M P has undergone the unit transfor-
mation without satisfying inequality (3), the resulting M M P (ifit is a M M P ) 
will be an improper M M P . 
W e can improve the overall system reliability in such cases by reversing 
the process of unit transformation on these improper M M P s (i.e. assigning 
n 
one more redundancy to the more reliable component and at the same time 
decreasing the number of redundancies for the less reliable component by 
one). 
W e will investigate the conditions such that reversing the unit transfor-、 
mations improve the overall system reliabilities. This is equivalent to iden-
tifying the conditions for the M M P s to be improper. This is also equivalent 
to identifying when the more reliable component will replace the less reliable 
component to become the new 'bottleneck'. 
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W e can see that if we are to conduct a reverse transformation in order to 
improve the overall reliability, inequality (4) must hold. Any improper M M P 
will therefore satisfy inequality (4). 
(l-『i)(l-a"+i)2(l-6n(l — a” （4) 
Where a < b and q < p. a, b, are rational numbers while q, p are positive 
integers, let's assume p 二 q + n, and substitute this to (4), we have: 
(a^  + bP - a^+i - 6^—1 + 6P-ifl^i — 6^ a^ ) > 0 
substitute | = c into the above inequality we then have: 
{b^c^ + 产—6^1c^l — 6什"—1 + 59+n-l^q+l^g+l _ g^+n^ g^ g^  > Q 
6"-i[(6 - 1) + (c - l ) 6々 ] + (1 - b c y > 0 
^n-l < (1 - bcy 
(6-l) + (c-l)69+ic^ 
(n — 1) log(6) < log[ (1 一 … •‘ 
、 )以7— ^^(l-6) + (l-c)6^+ic^J 
n__l〉log[(l — bc)c^] _ log[(l 一 b) + (1 - c)W+'c^ 
~ ~ “ “ M ^ M ^ 
^ 几〉log[(l — «)(f)1 一 log[(l - b) + (1 - f)6^i(t)"] 
- M ^ “ +1 (5) 
_ > ( ^ I ^ E ^ s l l ^ (6) 
—、 log(6) )十 (… 
Therefore in a redundancy assignment, if p is larger than q for n, conduct-
ing a reverse unit transformation will increase the overall system reliability. 
Physically the above inequality means that if too many redundancies are 
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assigned to the less reliable component, then the overall system reliabilities 
will be lower because the more reliable component now becomes the new 
'bottleneck'. The n we found here is the maximum value for the difference 
between the redundancy levels before the more reliable component becomes 
the new system 'bottleneck'. 
Definition 6 If any M M P that has a difference between redundancy levels 
greater than the right-hand side expression in (6), then this M M P is an im-
proper M M P . 
The lower bound of n can be found by (6). W e shall show that the 
function on the right hand side of the "<" symbol of the inequality (6) 
actually increases with b and decreases with a, where b = (1 - r^ ), a 二 
“ 
(1 — ^a), ra > n, b > a. Consider a function f(a,b,q) defined by: 
,( ¾:¾^ !!^  
) log(6) + 
W e have the following theorem: 
Theorem 1: f(a,b,q) is a decreasing function ofa. 
Proof: 
丝 二 ( 1 .Aq-qa-a) a^~\bq-qa-a) 
9a 一 log(6)^ ^ (a(l-a)) “ {l-b + ba^-a^+^y 
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W e first let /i = q - qa — a + a^+K W e need to prove that /i is larger than 
zero, since we need to use this condition in our later proof. 
fi = q - qa — a + a^i 
= q ( l - a ) - a ( l - a ^ ) 
a(l-a^),^ 、 
= [ l W ] ( l - " 
= : ( l - a ) + ... + (l-a”](l_0 
> 0 ( : 0 < a < 1) 
=^ /i > 0 (7) 
T pf f — [{q-qa-a) — a^-^{bq-qa-a) 
…^2 — [ (a(l-a)) _ (i-6+6a9-a<?+!)] 
Let's prove that /2 is positive. Since ^ ¾ ^ = /2 x (j^), therefore if 
/2 > 0，we can then prove f(a,b,q) is a decreasing function of a. To prove 
/2 > 0 is actually equivalent to proving /3 = (q — qa — a)(l — b + ba^ - a^+i) + “ 
(-a^ + a^^^)(qb - qa - a) > 0 (where 1 > b > a > 0). 
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So let's first prove /3 > 0: 
/3 = (q - qa - a)(l - b + ba^ - a^+^) + (-a^ 
^a^^')(qb-qa-a) 
=q — qb - qa + qba — a + ab - 6a^ + a^i 
=</(l - b)(l - a) - a(l - b - a' + ba^) 
={l-b)(q-qa-a + a'+') 
=(1 - b) X /1 
> 0 
(because of (7) and also 
because (1 - b) > 0) 
=> / 2 > O 
{since this is equivalent to /3 > 0,) “ 
Because ^ ^ = /2 x (j^), therefore we have ^ ^ < 0 (since ( j ^ ) < 
0 and /2 > 0 ). In other words, f(a,b, q) is a decreasing function of a, since 
the partial differentiation is less than zero and this completes our proof for ‘ 
Theorem 1 • Theorem 1 rneans that the lower bound n in inequality (6) 
decreases with a. 
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Theorem 2: f(a,b,q) is an increasing function ofb. 
Proof: Let /*(a, b, q) = log(^^^) — log(l - b + ba^ 一 a^i) and let b2 > b[ 
W e now have: /*(62) — f*(6,) = log|f^)g[(^-^0+(^i-«V]\ J 、“ ^ (17 "SU&2) [(l-62) + (62-a)a9 / 
since 6i^[(l — bi) + {b^ - a)a^] - b2^[{l - 62) + {b2 - a)a^ 
=-bi'{bi - 1) - 62"(l - 62) - 6iV(a - b,) - b2'a'(b2 - a) 
< -bAh - 1) - bi%l - 62) - ^iV(a - 61) - b1'a'{b2 - a) 
=-61^(61-62)-61V(62-61) 
< -^1^(61-62)-^^1^(62-61) = 0 
=^ V[(1 - bi) + (bi - a)a'] - 62^ [(l - b2) + (62 - aK] < 0 
^ V[(l-M + (h-a)a"] 
b2'[(l - b2) + (b2 - a )a9] < 
- 1 。 5 { ( 》 ) 【 二 1 - 卞 : | } < 0 
02 [(1 — b2) + {b2 一 a)a^] ^ 
=^ r { h ) - r ( b , ) < o ( * ) , , 





therefore f(b) is an increasing function of b. 
From theorems 1 and 2, we know that the extreme value of the lower 
bound n occurs at the the place with the smallest a and the largest b. 
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1 r (l — g) 1 
W e now need to show that the expression “二：仏“)is always a neg-
ative Number. W e will use this result to further simplify the polynomial 
expression in (6) so as to derive a simpler expression for n. 
1 r (1 一 Q) 1 
Theorem 3: “；二；-+' is always less than zero. 
Proof: 
(1 - a) — (1 一 h) 一 (b - a)a' 
=(b - a) {b - a)a^ 
二 (b-a){l-a^) 
> 0 
4 (1 — a) > (1 - b) + {b — a)a' 
^ (l-g) 
(1 - b) + {b - a)a^〉 
1 1 - a) 
^ log[(l]) + M a J > 0 . 
W[__(i-") 
'^ l^(l-b)+(b-a)a^ l 
~ M ^ " ~ ~ 
(since log(6) < 0) 
For easier computation, the polynomial expression in (6) can now be 
further simplified to (8) with not much loss of precision: 
Wh (8) 
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Inequality (6) now becomes: 
^log(f) 
n > l ^ + l ⑼ 
〇ne thing we should notice is that (9) is always an over-estimation of the 
real bound n, this is because of the fact that '"^ ^^ ''ioilbf°^ °'" is always less 
than zero. Though (9) might not be as effective as the original inequality, 
we can always use it, and the new inequality is obviously more efficient than 
the original one to identify the improper MMPs. 
With this simpler inequality (9) we can formulate an algorithm to test 
for the improper maximal monotone points. 
Before we develop the algorithm that utilizes our findings, we need to 
decide the policy to test for the different redundancy assignment pairs. 
“ 
Suppose we have a system composed of three components whose reliabil-
ities are n,厂幻 and r。” repectively (where n < r^ i < r„2)’ and suppose if 
we need to test for a system configuration of (p,仍，q。), whereas p, qi,仍 are 
the number of redundancies assigned to the components with reliabilities r^,-
rai and r^ 2 repectively. W e should select q2 as the number to test for if the 
following inequality holds 
— ® > — ® 
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This is because a larger difference between the level of redundancies and the 
lower bound we found in (9) is more favourable to our testing procedure, 
since this will increase the chance for a successful point elimination. 
Let's now continue with the previous inequality to find a general guide-
line from it. After sorne rearrangement of terms the above inequality now 
becomes: 
" … … 纖 ) - , ※ ^ ) 
" 2 > , X ( i ^ ^ ^ h x ( ! ^ i ^ ^ ) 
0 > < / 3 X ( ^ ) - , , x ( ^ ) 
logW \og(b) 
Q2 X l 0 g ( a 2 ) > qi X l o g ( a i ) 
^ | ^ > ^ (10) 
l0g(a2) qi 
“ 
W e should select q2 to be tested if inequality (10) holds. W e should 
otherwise select 仍 if the above inequality does not hold. 
With all these results, we can now derive a search algorithm that uses 
our new knowledge to confine the search space for searching the optimal* 
redundancy assignment for series-parallel systems. This search algorithm is 
modified from the MIP algorithm proposed by Misra and Sharma in 1991[12 
and also the Maximal-Monotonicity-checking algorithm proposed by Sun and 
Li and in 1998[17]. But we further improve the efficiency by eliminating the 
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improper Maximal Monotone points (improper MMPs). It separates the 
normal M M P s from the improper M M P s and discards the improper M M P s 
from reliability evaluations. 
II 
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This algorithm is modified from the algorithms in [17] and [12]: 
The Algorithm 
0) Calculate for all log(l — ri),log(l — r2)，〜log(l - r„). Determine the 
upper bound a:, and lower bound x/ of Xi for i 二 l,2,...,n. Set x = 
(^ i", 2:2',…，Xn^ ), X* = X, t = 2，1 = 0, goto VI. 
1) If X is a proper M M P then goto VII. 
II) X2 = X2 + 1. 
III) If (1, X2,..., Xn) e S then find Xi^^^ such that (^；广“、^2,..., x„) G 5, set 
;C = (Xi_^a:2,...,:Cn),goto VI. 
IV) Set 1 = 1 + 1, if 1 > n — 2 goto VIII. 
V) Set k = t +1, Xk = Xk + 1, if Xk > x^" then goto IV. Otherwise Xj = x/ 
for j = 2，...，k — 1，1 = 0 goto step IIL 
“ 
VI) 
1) If the point is a M M P and p - q > 2 for this point, use inequality (5) 
to test for the n. If there are more than one pair of p,q to be compared, we 
need to consider the following three cases: * 
a) If there are two high reliability components competing and both of 
them have q redundancy assignments, choose the one with lower reliability, 
since functions in (4), (5) are both decreasing function of r^ , therefore a lower 
a^ will yield us a smaller n, which gives us a smaller bound. 
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b) If there are two high reliability components competing and the 
one with the highest reliability has more redundancy assignment than the 
one with the second highest reliability, then we should always choose the less 
reliable component(instead of the more reliable one, the reason is same as in 
(a)). 
c) If there are two high reliability components competing, and the 
more reliable component has less components than the less reliable compo-
nent. W e should then choose the more reliable component to test for, if 
log(ilra2) - Ti where rai,Ta2 are the reliabilities for the second most reliable 
and the most reliable components, while ^ i, q2 are the number of redundancy 
assignment for the second most reliable and the most reliable components 
respectively. 
2) If n > p - q then keep this point ； If n < p - q and the unit reverse 
“ 
transformed point is a feasible point, then we can drop out the original 
maximal monotone point from further consideration. Goto II. 
VII) Compute R{X) and set x* - x if R{X) > R(X*). Goto II. 
VIII) Stop. * 
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4.4 Examples 
W e have implemented the alogrithm described in the previous section into a 
C programme that is enclosed in the appendix section(Chapter 8) to the end 
of this thesis. 
Four different problems have been tested with our new algorithm, Let's 
first give these four example problems. 
Example l:[17] Consider a series-parallel system with 4 subsystems, 
r = (0.65,0.70,0.75,0.80), and two linear constraints, gi(X) = 6xi + 4x2 + 
30；3 + 2x4 < 30 and g2(X) = 9xi + 4x2 + 4xg + 8x4 < 40. 
Example 2: [12] Consider the following constrained redundancy opti-
mization problem. 
m a x n t i ( l - ( l - r , r O 
5 ,, 
subject toc{X) = ^ axi < C, 
i=l 
X e z5, 
where r = (0.7,0.75,0.8,0.85, 0.9), c = (2,2’ 3’ 3,1) and C = 20. 





subject toc{X) = ^ CiXi < C, 
i=l 
5 
w{X) = Y.wai<W, 
i=l 
X e z5, 
where r = (0.65,0.75,0.80,0.85,0.9), c = (9,4,7,7,5), w = (6,9,7,8,8), 
C = 100, W = 104. 
Example 4: [12] Consider the following constrained redundancy opti-
mization problem. 
m a x n t , ( l - ( l - r , r O 
5 
subject top{X) = y^pjX- < P, 
i=l " 
5 
c{X) = ^a{xi + exp(x^/4)) < C, 
i=i 
5 
—X) = y^^WjXiexp(xj/4:) < W, 
i=l 
X 6 1} . 
where r = (0.65,0.75,0.8，0.85,0.9), p = (4，2,1，2,3), c = (9，4,7，7，5), w = 
(6,9,7,8,8). Five sets of (P,C,W) need to be considered: a) (110,175,200); 
b) (114,185,212); c) (116,190,218) ； d) (116,145,236); e(90,195,256). 
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4.5 Computational results 
The computational results for the examples 1-4 are listed in the table below. 
Example Nj^asible Nnon-inferior ^maximal monotone ^proper maximal monotone 
1 42 22 9 3 
2 157 48 11 7 
3 1415 422 17 1 
4a 494 99 5 2 
4b 600 129 6 2 
4c 642 120 7 2 
4d 629 145 13 3 
4e 665 106 12 3 
Nfeasibie 二 total number of feasible points, “ 
Nnon-inferior = total numbei of non-inferioi points, 
^maximal monotone = total numbei of maximal monotone points, 
Nproper maximal monotone = total number ofpiopei maximal monotone points. 
The detailed computational results are enclosed in the appendix (Chapter 
8). 
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4.6 New progress 
W e derived an equation(equation 8)，which governs the upper bounds of the 
differences between the redundancy levels. W e further simplify the equation 
as follows: 
log(J) 
1 ^ + 1 < 几 (11) 
log(a) - log(6) > {n - 1) log(6) (12) 
log(a) > nlog(6) (13) 
a > h^  (14) 
From the above we know that inequaility ^ ^|y + 1 < n is actually equiv-
alent to a > b^. W e can now replace inequality (9) by the inequality a > b^ 
and use it to identify the improper MMPs. W e can further simplify the 
It 
checking process by building a "YES/NO" look-up table which considers the 
inequality a > 6". Whenever the inequality holds then we put a "Y" in a 
corresponding place within the table(i.e. a > 5" holds)，otherwise we put a 
"N" there( i.e. a > 6" does not hold). The we just need checking the table' 
to determine whether a M M P is improper. 
let's now consider a simple example with reliabilities vector (r。，n,, r^J to 
illustrate how building a table. W e need first finding the gobal upper bound 
for the redundancy levels, this ensures that we will do the cornparsioiis only 
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for those M M P s that need them. Any M M P s with larger differences will 
not require this checking, since they will automatically satisfy the inequality 
a > b^ . One thing to notice is that we need calculating the gobal upper 
bounds and building new tables for every of the different problems, since 
they may have different problem structures. The gobal upper bound can be 
log( °^ '") 
calculated as Uupperbound = \og{bZal) + 1. Where a = 1 - r。, b = 1 — n, a^,„ is 
the smallest value for a, and bmax is the largest value for b. W e use amm and 
bmax to determine the Uupperbound because we know from our previous proofs 
that the Uupperbound occurs when a is the smallest and b is the largest, if 
u^pperbound is not an integer, then it should be rounded to the largest integer 
(i.e.「Tlupperbound] )• 
suppose Uupperbound is equal to 3 in our illustrative example. W e may build 
a table as follows: 
“ 
b^ l)^upperbound — ^3 ^2 ^uppevhound — ^3 
a Y Y N Y 
b N A N A N Y . 
Where the y-axis corresponding to the more reliable components in our 
comparsion (i.e. a corresponding to the component with reliability r^ ), x-
axis corresponding to the less reliable components and the difference level 
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(i.e. b^  refer to the component with the reliability r^ , and at the same time 
the redundancy difference between this component and the more reliable 
component is 2’ i.e. n=2). If there is a "Y" at (b^,a) that means a > b^ 
(which means n — 2 > ^^|^ + 1). 
To illustrate how using the table. Let's suppose that we have an maximal 
monotone redundancy assignment of (5,3,4). According to the algorithm 
described in section 4.3, we pick the first two components to compare. The 
difference between the less reliable component assignment and the more re-
liable component assignment is 5-3 = 2. W e can use the table to check if 
a > 6" (i.e. n > ^ ^ + 1) holds under this assignment. W e check the 
value at (6^ ,a) in the table, we find a "Y" there, that means our redundancy 
assignment satisfies the inequality a > 6" and we can reverse transform this 
redundancy assignment to see whether it is improper or not. 
“ 
It can be seen that this look-up table simplifies the calculations involved 
in identifying the improper MMPs. 
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5 Extensions for the series-parallel reducible 
networks 
In the last chapter, we have investigated some special properties of the series-
parallel networks. But we have not discussed about the pure parallel networks 
yet. W e will talk about them iri the following. 
Pure parallel networks are actually equivalent to the series-parallel net-
works in finding the maximal monotonic assignments. The redundancy as-
signments for this type of network is trivial from the results achieved in 
17]. W e can formulate the problem in the same way as what we did for 
the series-parallel network by changing all the reliabilities to uiireliabilties. 
Instead of finding the best redundancy assignment by maximizing the over-
all system reliability, we need to minimize the overall system unreliability ( 
“ 
this is equivalent to maximizing the overall reliability), in order to find the 
best redundancy assignment. Therefore, as opposite to what is true in the 
series-parallel networks, more redundancies should be assigned to the more 
reliable components in pure parallel networks . * 
Now we are going to extend part of the results of Sun and Li's work [17' 
and try to apply it onto the different series-parallel reducible networks. This 
is the major thing we are going to do in this chapter. 
As we have introduced in the last chapter, Sun and Li [17] discovered that 
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in a pure series-parallel system, more redundant assignment should be made 
to the less reliable components. This result is utilized to confine the search 
space. W e discovered some similar properties for the series-parallel reducible 
networks. W e also propose using our new finding to confine the search space 
for optimal redundancy assignment of the series-parallel reducible networks. 
5.1 Some new notations for computation 
Before we go into the details of our new findings, we need to present some 
new notations that will appear iri the later sections. 
5.1.1 Notation 
Since we are now discussing the redundancy assignments for the series-
parallel reducible networks, it is important if we can use simple notations 
“ 
to describe the ways how the different components are connected with one 
another (i.e. in parallel or in series). This will enable the readers to bet-
ter understand the physical structure of each of the series-parallel reducible 
networks. This is also important for developing our new algorithm, as the* 
Structure ofthe problem is vital for the algorithm to fiiid the optimal solution. 
W e shall use the square brackets "[]" to denote two components or sub-
systems that are in parallel, and we shall use the round brackets "()" to 
44 
denote two components or susbsystems that are in series. 
r S D n 
——HIh 
HI^ 
Figure 4: a simple series-parallel reducible network 
For the simple series-parallel reducible network as shown in Fig.4, we 
represent by X =(工…[工厂^，工』the redundancy assignment of the network, 
where X is the redundancy assignment of the whole network, Xr^  is the 
number of redundancy assignment for the component with reliability r。in 
Fig.4，Xr^ and Xr^  are the redundancy assignments for components with 
reliability r^  and r。respectively. " 
Since the components with reliabilities r^  and r。are connected in parallel, 
the redundancy assignments for them, Xr^ , Xr,, are therefore bracketed by a 
square bracket. The remaining component (with reliability ra) is in series 
with the aforesaid two components, it is therefore bracketed by a round 
bracket with the first two components. 
This type of notations are capable of representing series-parallel network 
configurations easily and will enable us programming our new algorithm into 
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a computer programme. 
5.2 Problem formulation 
The constrained redundancy optimization problem for series-parallel reducible 
system is as follows: 
maxR{X) (15) 
s.t. g^(X) < b” i = 1, , m, X e Z", (16) 
Where R(X) is the overall system reliability under a specific redundancy 
assignment X, X is a redundancy assignment for the whole system, g^{X) < 
bi, i = l，...，m are the resources constraints for the system, which can be 
linear or non-linear, Z" is the positive integer vector in R". 
5.3 The series-parallel reducible networks 
Since the objective function for system reliability, R{X), is a monotonic func-
tion that increases with the reliability(ies) of its subsystem(s), therefore we 
investigate into the simplest kind of series-parallel network configurations' 
and try to improve the reliability of these configurations so as to improve 
the overall system reliability. W e still assume that all the redundancy as-
signments Xs' are close enough to the feasible frontier such that not a single 
extra redundancy can be assigned to any of the components in X. W e can 
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ensure this by considering those redundancy assignments generated by the 
MIP algorithm [12], since they are, by definition the redundancy assignments 
that do not allow adding any extra redundancy assignments. 
The simplest series-parallel reducible networks consists of three compo-
nents is shown below in Fig.5. The reliabilities for the components A, B, and 
C are r^ , n, r^ respectively. W e assumed that r^  > r^  > rv 
W e shall now investigate how determining the maximal monotonic as-
signments in series-parallel reducible networks. 
^ 3 3 n 
" ^ "FBH- 
M T : M 
Figure 5: One of the simplest series-parallel reducible networks 
•I 
W e will consider the simplest kind of series-parallel reducible networks in 
Fig.5. 
For the networks as shown above in Fig.5, we wish to know which com-
ponents out of the three should keep the most redundancies. W e niay first 
divide the above network into two parts, the first part contains component . 
B，whilst the second part contains components A and C connecting in par-
allel. For the second part of the network, this is a pure parallel network，we 
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know from our previous discussion that more redundancy should be put to 
the component with a higher reliability, so component A should have more 
redundancies than component C. Component A dominates the parallel part 
of the network. W e then need to check if component A dominates the whole 
network. W e take a close look of the system reliability equation, and dis-
cover that if component A is to dominant the whole network, the following 
inequality must hold: 
(1 - bP){l — a^d) — (1 - b^){l - aPc') < 0 
where a = 1 — r^ , b = 1 - r^ , r^  > r^, p = q + n, and p, q, n, are all integers 
larger than zero. 
If the above inequality does not hold, then this implies that instead of 
component A, component B dominates the whole network. In other words 
the largest number of redundancies should be put to component B, if the 
“ 
inequality does not hold. 
Theorem 4: For the type of network as shown above in Fig.5, more 
redundancies should be put to the component B. * 
48 
Proof: 
(1 - a^)(l — a^d) - (1 - a^)(l 一 a V ) 
=-aF - a^c' + a^c' + a^ 
=a'{l-a^){l-c') 
> 0 {since (1 - a") and (1 — c') both > 0) 
.•• (1 - a^)(l - a'c') — (1 一 a^)(l — a^c') > 0 
...(l-a^)(l-aV) > (l-a^)(l-aV) 
. ( 1 - on〉 (1 - a'c^) 
. . ( 1 - a9) 一 (1 - a^e) 
. ( 1 - lf) ^ (1 - aP) ‘ 广 
8蘭 ^ r r ^ ^ ^ I 3 ^ (介續 Lemma 1 of [17]) 
” (l-6^) > ( l _ a V )  
(1 - b^ ) - (1 - a^c') 
=> (1 - ^)(1 一 a'c') > (1 - d')(l — a V ) ,' 
=^  (1 - ^)(1 — aV) - (1 - b')(l — aV) > 0 
where 厂凸，r^, r^  are the reliabilities for components A, B and C respectively, 
Ta > n > Tc, and a = 1 - r&, b = 1 — r^ , c = 1 — r^ , p = q + n. 、 
Therefore putting more redundancies to component B yields a higher 
overall system reliability and this completes our proof for Theorem 4. 
For the 3-component network as shown in Fig.6, we can also first divide 
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Figure 6: One of the simplest series-parallel reducible networks 
it into two parts. The first part contains component C, while the second part 
contains components A and B connecting in parallel. Again we know that 
for the second part of the network, we need putting more redundancies to 
component A since it has a higher reliability. 
Now we need to check whether component A or component C deserves 
more redundancies. Again we take a close look at the system reliability 
function, we discovered that if component A deserves more redundancies 
then the following inequality must hold: 
1/ 
(1 — c^ )(l - aPb') - (1 — c^ )(l — a%') < 0 
where a = 1 — r。, b = 1 — n, r^ > n, p = q + n, and p, q, n, are all 
integers larger than zero. 
Theorem 5: For the type of network as shown in Fig.6, more redundan-
cies should be put to the component C. 
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proof: 
(1 — a^)(l - a V ) — (1 一 a^)(l - a'c') 
=a^(l-a")(l-c^) 
> 0 
••. (1 - aP){l - a V ) - (1 - flP)(l - a V ) > 0 
. ( 1 - on ^ (1 - gPcn 
.• (1 - aq) - (1 - a^ c^ ) 
. (1 - cP) \ (1 - aP) , ^ 
• e ^ Y 3 ^ > | ^ " 3 ^ Urom Lemma 1 of [17]) 
(1 - cP)〉(1 - gPc') 
(1 c^ ) - (1 - a^ c^ ) 
=> (1 - c^ )(l - a^ c') > (1 - c^ )(l - a^ c') 
=> (1 - c^ )(l - a'c') - (1 - c^ )(l - a V ) > 0 
“ 
where r。，n, r。are the reliabilities for components A, B and C respectively, 
^a > n > r-c, and a 二 1 — r。，b = 1 - r^ , c = 1 - r^ p = q + n. 
Therefore component C deserves more redundancies, and this completes 
our proof for theorem 5. ^ 
Now let's consider the last variation of the 3-component network as shown 
in Fig.7. W e need to consider which of the components A and B should have 
more redundancies. W e can see that if the following inequality holds, then 
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Figure 7: One of the simplest series-parallel reducible networks 
we should put more redundancies to component B, otherwise we should put 
more redundancies to component A: {l-a^){l-bPc')-(l-aP){l-b^c^) > 0 
Theorem 6: For the type of network as shown in Fig.7, it is unclear 
which component deserves more redundancies. 
Proof: 
Let p = 3，q = 2，r = 1, n = 1 
case 1: If a = 0.79, ,b = 0.8, c = 0.81 then substituting these values 
into the previous inequality will give us: (1 - 0.79^ )(1 - 0.8^  x 0.81) - (1 -
O.793)(i 一 0.82 X 0.81) = -0.0241 < 0 
case 2: If a = 0.4，b = 0.6, c 二 0.9 substituting these values into the 
previous inequality will however give us: (1 - 0.4^ )(1 - 0.6^  x 0.9) - (1 -
0.43)(1 - 0.62 X 0.9) = 0.0440 > 0 、 
So it is unclear whether component B or component A deserves more 
redundancies. 
.-.. 
But it is clear that we can derive an additional theorem from the theo-
rems 4-6. 
Theorem 7: For the 3-component networks as shown in Fig.5 - Fig.7, 
we should put more redundancies to the single component that is in series 
with the other two components if this single component does not bear the 
highest reliability. 
proof: 
The result follows directly from theorems 4-6. 
Since the system reliability function R(X) is a monotonic function that 
increases with the reliability(ies) of the subsystem(s), increasing the reliabil-
ity of a subsystem will also increase the reliability of the whole system. As 
“ 
a result we are able to develop an efficient algorithm that search for the op-
timal redundancy assignment for the series-parallel reducible networks from 
Theorem 7. This algorithm works for series-parallel networks which bear the 
3-component network structures but do not bear any additional networks 
that are parallel to the 3-component networks. 
.-.. 
5.4 The algorithm 
:17][12: 
0) Calculates an upper bound x" and lower bound x\ for all the decision 
variables. The lower bounds are normally x\ = 1 unless otherwise stated, 
and the upper bounds x" can be determined from the system constraints. 
Use the algorithm in [10] to identify all the minimal path sets of the system. 
Set xi = 3;?，and set X* = X,t = 2,1 = 0 goto VI. 
1) If X satisfies the condition in Theorem 7, then goto VII. 
II) X2 = X2 + 1. 
III) if (x[,...) e 5, then find x^^^ such that (3：广\.") G 5, set X =(工广尤’…)， 
goto VI. 
IV) Set 1 = 1 + 1, if 1 > n - 2, goto VIII. 
V) Set k = t + /, Xk — Xk + 1, if Xk〉x^ then goto IV. Otherwise Xj = xJ- for 
j = 2,...,A:-l,/ = 0goto III. 
VI) Check for the 3-component structures in the form of (xa, [x5, Xc]) (please 
refer to section 5.1.1 for the meanings of “[]，，and “()’’)，if the 3-component 
structure is included in all of the minimal path sets found in step (0), then 
swap the numbers of redundancies according to the statement in theorem 7. 
If this swapped redundancy assignment is feasible then we can drop out the 
original redundancy assignment from further consideration and return to II. 
.-.. 




6 On “Successive Solution Scheme For Con-
strained Redundancy Optimization In Re-
liability Networks” [1 
6.1 Introduction 
W e have presented in Chapter 4 and chapter 5, some special methods to 
improve the efficiency of problem-solving in constrained redundancy opti-
mization problems for series-parallel systems. These methods basically em-
ploy the enumeration techniques. They are more efficient than the earlier 
searching methods as they will only search through a small sub-set of the 
whole feasible solution set, but they work only for the series-parallel sys-
tems. Therefore, we present below another novel methodology developed by 
II 
Li [1], which can be used to attacked the general networks (including complex 
networks structures like the bridge networks.) 
6.2 The contents 
6.2.1 The motivation 
Mathemtical schemes like the dynamic programming scheme is very powerful 
in solving the optimization problems that bear separable structure. But the 
.-.. 
system reliability functions _R(X)'s in redundancy optimization problems are 
often unseparable nonlinear functions. W e can not apply these mathematical 
schemes directly to solve them in most cases. 
In order to tackle with this, Li [1] proposed a new solution scheme that 
first converts the original R(X) into an equivalent problem with concave ob-
jective function, and then transforms the problem with the concavified ob-
jective function into a separable auxiliary parametric problem. The original 
problem is finally solved through a separable auxiliary parametric problem. 
The process of concavification ensures that the global optimal solution 
can be reached, while setting up the separable auxiliary parametric problem, 
on the other hand, enables us to find the optimal solution with the dynamic 
programming method or other efficient methods that require separable prob-
lem structure. 
“ 
6.2.2 The Successive Solution Scheme 
Consider a constrained redundancy optimization problem of the following 
form for general complex networks, (this part is partly cited from [1]) . 
.-.. 
(P) maxR = ^[Ri{rii), R2(ri2),..., Rk{rik) 
k 
s.t. ^Ci{rii) < C 
i=l 
i^ ,(n,) = l-(l-r,)"' z = l,2...,A: 
1 < U < TH < U, 
where R is the overall system reliability, Ri's are the reliabilities of each of 
the ith subsystems, n^ 's are integers that represent the number of redundancy 
in parallel in subsystem ？, r^  G [0，1] is the reliability of the component in 
subsystem i, Ci(nj)'s are the resouces constraints, and C is the total resources 
available to the system. 
Denote the redundancy assignment vector by n = [ri1,n2,..., rik]'. The 
feasible region of n is given by N = {n\n satisfies the constraints in (P)}. 
“ 
The Set of optimal solution to problem {P) is defined by N* = {n\n G 
N and n is a maximizer in (P)}. Now Let's consider the following monotonic 
increasing transformation of R, 






where r is a positive real number. 
.-.. 
Denote by H the Hessian matrix ofi^with respect to R1,R2,..., Rk, and H 
the Hessian matrix of R with respect to exp(rRi), exp{rR2),..., exp(rRk). It 
八 A yj. 
is shown in [1], that H can be represented as H = -exp{^)A[C^^{D-^)]A 
Where R is the system reliability function, A is a k x k nonsingular diagonal 
matrix whose (i,i)th element is ―丄”叫，C is also a k x k matrix given by 
- _ 
di{ai +1) aitt2 ... ttiGi ... aittk 
ci2a1 a2(a2 +1) ... a2Cii ... a2CLk 
• • • • _ • • • • • • • • • _ •會• 
C = 
CiiOLl CLiCl2 ... ai{tti + 1) ... CLiCLk 
• • • 參•章 • • • • • • _ • • • • • 
OfcOi ak0^ 2 ••• CLktti ... ak{ak + 1) 
with CLi = ^ | ^ , i = 1，2, ...，k. 
^ “ 
D is also a k x k diagonal matrix whose (z,z)th component is ^ (|^)^. It 
is proved in [1] that we can make the Hessian matrix H negative definite by 
selecting a r that is larger than a finite number q. W e can find the smallest 
.-.. 
q by solving the following non-linear programming problem, 
f = minX'{C + -[D — ^ ]}X > 0 
q R 
s.t.R = 0(i?i,J?2,…，Rk) 
0 < /¾ < 1, i = l,2,...,A: 
II X 11= 1 
we can then find the r by adding one to this q (i.e. r = q + 1). With this r, 
we can now transformed problem (P) to problem {E) as shown below. 
A A 




Ri(ni) = l-(l-ri)^i i = l,2...,k 
1 < L, < n, < Ui 
Problem (P) and {E) are equivalent for any r > 0. Problem {E) is “ 
still nonlinear and nonseparable, but it is concavified. Problem (E) is now 
transformed into a linear and separable problem, as shown below: 
k 
(>l(n*)) max ^ di(n*)exp[rRi(rii) 
i=l 
s.t. constraints in {P) 
where di{n) = v^ |n 
W e can search the optimal solution of (P) through the auxiliary linear and 
separable problem (A(n*)). But we need a stopping condition that tells us 
.-.. 
when the optimal solution of {P)/{E) is achieved. It was shown in [1] that if 
n* G N*(n^) then n* G N*. Where n* is the optimal redundancy assignment, 
N*(n*) denotes the set of optimal solutions for problem {A{n*)), and N* 
denotes the set of optimal solutions to the problem {P). This condition 
actually means that if n* is the optimal solution of the problem (P), then 
we should be able to reach n* again by starting over again at n* in problem 
{A(n*)). This condition can be called "stationary condition". 
The stationary condition is only a sufficient condition for the optimal 
solution in problem (P), it is not a necessary condition. That means not 
all the optimal solutions will bear this characteristics, since not all of them 
will have a supporting hyperplane at n* on the noninferior frontier in the 
{Rl,R2,...,Rl} space. The redundancy assignments on the noninferior frontier 
are assignments that are close enough to the boundary of the feasible region 
“ 
such that not a single extra redundancy can be added to any of the compo-
nents. 
But we can reshape the original noninferior frontier to the noninferior 
frontier that has a supporting hyperplane at n* by keep on ignoring th'e 
solutions that are not the best in terms of the overall system reliability R up 
to the current iteration and put them into a black list which precludes them 
from further considerations. 
.-.. 
6.3 Illustrative examples 
W e now need to illustrate how the methodology works. Let's first consider a 
simple example, then we will solve a more complicated example we found in 
Shi's paper[9 . 
r S Z h 
^ ~ S Z > 
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Figure 8: Example 1. 
6.3.1 Example 1 
For the simple network as shown above in Fig.8, we have its problem formu-
lation as: “ 
(P) maxR = Ri (/¾ + 私-R2R3) 
k 
S.t. y ^ f i X 7li < 15 * 
i=l 
R.(m) = i-{i-u)^^ i = 1,2,3 
62 
where Ci = 2 , C2 二 3, Cs = 4 1 < n^  < 3 
and ri = 0.8, r2 = 0.7, r3 = 0.9 
First we need to find a positive integer r such that R = —R~^ is concave. 
In other words we need to have the Hessian matrix of R to be negatively 
definite. Denote the Hessian matrix of R by H, we then have: 
H = -expi^)A[C+l(D-^)] 
where R = Ri {R2 + R3 一 R2^3) 
A is a 3 X 3 matrix with its (i, i)th elements being (化) 
( \ 
ai[ai +1) aitt2 a1a3 
C = a2a1 a2(a2 +1) a2fl3 
乂 a^ai a3a2 a3(a3 +1) y ” 
_ 1 dR 
ai = ^Mi 
2 dR 
Disa3 X 3matrixwithits (z, i)thelements being -(^^)^ 
iX^ uKi 
( \ 
0 1 - i?3 l - R 2 、 
H = 1 - ¾ 0 - R i 
乂 1 - R2 -Ri 0 乂 
W e know that if H is to be negatively definite then A[C + ^ {D —暴） 
.-.. 
need to be positive definite. This is equivalent to solving for r such that: 
min {X'[C+-{D-^]X)>0 
r R^ 
00^  ~f" 3^2 ~\~ 工3 — 1 
ri < Ri < 1 - (1 - n)3 
T2 < R2 < 1 - (1 - r2f 
r3 < R3 < 1 — (1 — r3)3 
W e solved the above non-linear programming problem by using a software 
package called "GINO" [19], and the value for the smallest r to concavify the 
problem is 20. With this value of r, the Hessian matrix H will be negative 
definite. That means the original R{X) can be concavified into R{X) by this 
r. 
•I 
Now we need to transform the original problem into a separable problem 
(v4(n*)). That means we need to substitute the corresponding values into 
(A(n*)). Let's first assume n*=(l,l,l), or in other words let's assume that the 
optimal redundancy assignment for this problem is 1 for all of the components 
1, 2 and 3. Of course this point can't be the optimal solution since it is 
not even a noninferior point, we choose it because we need a place to start 
with. W e substitute the values into to the apporiate places and find that 
d{n) : [28281,17235,947](correct to the nearest integer). Now we have the 
.-.. 
vector to start with our problem, we used dynamic programming to solve 
this problem. 
Iteration 1: 
with the vector d{n) = [28281,17235,947] we find the largest value for 
(A(n*)) is 1.17829 x 10^ ^ at (3,1,1), that means the optimal solution for 
(A{n*)) from (1,1,1) is at (3,1,1). Since the system reliability at (3,1,1) (i.e. 
R(3,1,1) ) is better than at (1,1,1) (i.e. R(1,1,1)), therefore (1,1,1) is put to 
the black list and will be ignored, n* now becomes (3,1,1). 
Black list: {(1,1,1)} 
Iteration 2: 
W e need to start over again from (3,1,1). The new d(n) is [2.695,94.746, 5.206 . 
W e start from this point and find that largest value of (A{n*)) is 27,153,231,778 
ii 
at (1,3,1). But the system reliabilty at (1,3,1) is lower than the system reli-
ability at (3,1,1), (i.e. jR(l,3,l) < i^ (3,l,l)). W e need to remain at (3,1,1) 
and put the point (1,3,1) into our black list. 
Black list: {(1,1,1),(1,3,1)} -
Iteration 3: 
W e stay at (3,1,1), the d(n) is still the same as the one in iteration 2. And 
after ignoring the points inside the black list, we find that the largest value 
.-.. 
of (A{n*)) is 8,527, 702,794 at (2,2,1). The system reliability of R(2,2,1) is 
however still less than R(3,1,1). Therefore we need to continue remain at 
(3,1,1) and (2,2,1) will become a new member in our black list set. 
Black list: {(1,1,1),(1,3,1),(2,2,1)} 
Iteration 4: 
W e still stay at (3,1,1). Ignoring all the black-listed points will give us 
the 2,769,374,224 at (2,1,2) as the largest value for {A{n*)) . But unfortu-
nately the system reliability of R(2,l,2) is also less than R(3,1,1). W e have 
no choice but to put this point into our black list and stay at the original 
point (3,1,1). 
Black list: {(1,1,1),(1,3,1),(2,2,1),(2,1,2)} 
•I 
Iteration 5: 
W e start from (3,1,1). Again we need to ignore all the black-listed points, 
and we find that the largest value is at (3,1,1). Recall from the stationary 
condition mentioned in section 6.2.2, we find that we have reached (3,1;1) 
again from the same point (3,1,1), this matches with the stationary condi-
tion! Since the stationary condition is a sufficient condition for optimality, 
therefore the point (3,1,1) is the optimal solution of problem [P)|[E). This 
completes our solution finding iterations. The optimal redundancy assign-
.-.. 
ment for our example 1 is at (3,1,1), which means we should assign 3 redun-
dancies to component 1, and 1 redundancy to components 2 and 3. Later 
computational results show that (3,1,1) is indeed the optimal solution for the 
problem (P) 
6.3.2 Example 2 
W e have seen how the successive methodology works with a small example, 
we need to try it with a more complicated example in the literature [9 . 
1『1 1  
K T Z h ] 
1 ^ I " ^ 
^ - n H 
“ 
Figure 9: Example 2. 
For the network shown in Fig.9, we can formulate it as follows: 
.-.. 
(P) maa: R = Ri + R2{R3 + R4 — R3R4) — R1R2{R3 + R^ — R3R4) 
k 
s.t. ^ Ci X Ui < 30 
i=l 
k 
Y ^ Wi X m < 40 
i=l 
R^{ui) = 1 - (1 - r,)"' z = l,2，3’4 
where Ci = 6，C] = 4，Cs = 3, C4 = 2 
H^i = 9 , W2 = 4 , VF3 = 4, P^ 4 = 3 
and ri = 0.80，r? = 0.75 , r3 = 0.70 , u = 0.65 
Again we need to find the integer r such that R=-R^ is concave. Same 
as before, we need the Hessian matrix H of R to be negatively definite. The 
“ 
Hessian matrix H is similar to the previous one and was listed below: 
H = -exp{^)A[C+l(D-^^)] 
But the R, A,C, D and H are a little bit different from their previous 
counterparts and they are listed as follows. 
.-.. 
R = Ri + R2{R3 + R4 - R3R4) - R1R2{R3 + R4 - R3R4) 
A is a 4 X 4 rnatrix with its (i, i)th elements being ( 幻 
/ \ 
ai(ai + 1) a1a2 a1a3 a1a4 
a2a1 o,2{a2 + 1) a2a3 a2a4 
C = 
a3a1 a3a2 CLs{as +1) a3a4 
乂 a4tti a4a2 a4(a3) a4(a4 + 1 ) 乂 
- 1 肌 
ai = ^ M 
2 dR 
DisaA X Amatrixwithits (z, i)th elements being -(^^^)^ 
it C//tj 
《 0 -Rz - R4 + R3R4 -R2 + K2H4 一尺2 + 尺2尺3 、 
H — 一尺 3 一 尺 4 + 尺 3 丑 4 0 1 一 Ri — 尺 4 + 尺 1 尺 4 1 _ 尺 1 一 尺 3 + 尺 1 尺 3 
—R2 + 尺2尺4 1 — Hi — R4 + H1H4 0 -R2 + Ri R2 
y 一只2 + 尺2尺3 1 - Ri - H3 + ^ 1^ 3 -H2 + R1R2 0 J 
“ 
W e still use G I N O [19] to solve for the r, and we find that if r is 1537 
then the Hessian matrix H will be negatively definite. 
W e now continue to solve for the new {A(n*)). Same as before we still 
use dynamic programming to solve it, and we start from (1,1,1,1) this time, 
the d{n) at this point is [exp(414.46),exp(490.70),ea;p(566.32), exp(645.56)； 
Iteration 1: W e use dynamic programming to find the solution for 
{A(n*)) from d{n), and we arrive at (1,1,3,4). The system reliability R(l,l,3,4) 
is larger than R(1,1,1,1), therefore (1,1,1,1) is put to the black list and will 
.-.. 
be ignored, n* now becomes (1,1,3,4). 
Black list: {(1,1,1,1)} 
Iteration 2: W e start over at (1,1,3,4). The d{n) now becomes 
exp(387.01),exp(463.64),e3;p(116.40),exp(98.55)]. With this new d{n) we 
arrive at (1,4,2,1). The system reliability R(l,4,2,l) is better than R(l,l,3,4), 
therefore (1,1,3,4) is put to the black list, n* then becomes (1,4,2,1). 
Black list: {(1,1,1,1),(1,1,3,4)} 
Iteration 3: W e now start from (1,4,2,1). The d{n) becomes 
eo;p(314.99),exp(15.30),exp(146.60),exp(544.86)). With this d{n) we stop 
at (2,1,2,4). But the system reliabilty R(2,l,2,4) is worse than R(l,4,2,l), 
therefore we need to put (2,1,2,4) into the black list and start over from 
$1 
(1,4,2,1) again. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4)} 
Iteration 4: W e start again from (1,4,2,1). W e stop at (2,1,1,4). B\it 
R(2,l,l,4) is lower than R(l,4,2,l), therefore (2,1,1,4) is put into the black 
list and we need to still start from (1,4,2,1). 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4)} 
.-.. 
Iteration 5: Westartfrom(l,4,2,l). Thenwestop at(l,2,2,4). R(l,2,2,4) 
is also lower that R(l,4,2,l), as a result (1,2,2,4) is put into the black list. 
W e have to start again from (1,4,2,1). 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4)} 
Iteration 6: W e start from (1,4,2,1). And finally we arrive at (1,3,1,4). 
R(l,3,l,4) is better than R(l,4,2,l). So (1,4,2,1) is put into the black list. 
W e need now starting from (1,3,1,4). 
Black list: {(l’l，l’l)’(l，l，3，4)，(2’l，2’4)’(2’l’l’4)’(l,2，2,4),(l,4,2，l)} 
Iteration 7: W e now start from (1,3,1,4). Wearrive at (2,1,4,1). R(2,l,4,l) 
is worse than R(l,3,l,4). (2,1,4,1) is therefore put into the black list. W e 
have to start again from (1,3,1,4) in the next iteration. 
” 
Black list: {(l,iaa)Xl,lA4)X2,l,2,4),(2,l,l,4),(l,2,2,4),(l,4,2,l),(2,l,4,l)} 
Iteration 8: W e still start from (1,3,1,4). W e arrive at (1,1,4,4). R(l,l,4,4)is 
worse than R(l,3,l,4). (1,1,4,4) is put into the black list. W e start again from 
(1,3,1,4). 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(1,1,4,4)} 
.-.. 
Iteration 9: Westartfrom(l,3,l,4). Wenow arrive at(l,2,4,2). R(l,2,4,2) 
is no better than R(l,3,l,4), therefore we put (1,2,4,2) into the black list. 
Black list: {(l,l,l,l),(ia,3,4),(2a,2,4),(2a,l,4),(l,2,2,4)XlA2,l),(2,l,4,l), 
(1,1,4,4),(1,2,4,2)} 
Iteration 10: W e still start from (1,3,1,4). W e arrive at (2,1,3,2). 
R(2,l,3,2) is not as good as R(l,3,l,4). So (2,1,3,2) is put into the black 
list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(1,1,4,4),(1,2,4,2),(2,1,3,2)} 
Iteration 11: W e start from (1,3,1,4). W e arrive at (1,3,3,1)- R(l,3,3,l) 
is still no better than R(l,3,l,4). (1,3,3,1) is put into the black list. 
•I 
Black list: {(l,ia,l),(l,l,3,4),(2A,2,4)X2a,l,4),(l,2,2,4),(lA2,l),(2,l,4,l), 
(1,1,4,4),(1,2,4,2),(2,1,3,2),(1,3,3,1)} 
Iteration 12: W e start from (1,3,1,4). W e arrive at (1,2,3,3). R(l,2,3-,3) 
is smaller than R(l,3,l,4). (1,2,3,3,) is put into the black list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(1,1,4,4),(1,2,4,2),(2,1,3,2),(1,3,3,1),(1,2,3,3)} 
.-.. 
Iteration 13: W e start from (1,3,1,4). Finally we arrive at (2,2,2,2). 
R(2,2,2,2) is better than R(l,3,l,4). Therefore (1,3,1,4) is now put into the 
black list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(1,1,4,4),(1,2,4,2),(2,1,3,2),(1,3,3,1),(1,2,3,3),(1,3,1,4)} 
Iteration 14: W e now start from (2,2,2,2). W e arrive at (1,4,1,3). 
R(l,4,l,3) is worse than R(2,2,2,2). (1,4,1,3) is put into the black list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(l’l’4,4)，(l’2，4’2)，(2’l’3’2)’(l,3，3，l),(l’2，3,3)’(l’4’l’3)} 
Iteration 15: W e start from (2,2,2,2). W e arrive at (1,3,2,3). R(l,3,2,3) 
is worse than R(2,2,2,2). (1,3,2,3) is put into the black list. 
“ 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(1,1,4,4),(1,2,4,2),(2,1,3,2),(1,3,3,1),(1,2,3,3),(1,4,1,3),(1,3,2,3)} 
Iteration 16: W e start from (2,2,2,2). W e arrive at (2,2,1,3). R(2,2,1^3) 
is worse than R(2,2,2,2). (2,2,1,3) is put into the black list(note that (2,2,1,3) 
is the optimal solution found in [9]). 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(iaA4),(l,2A2),(2aA2),(l,3Al),(l,2,3,3)XlAl,3),(l,3,2,3),(2,2,l,3)} 
.-.. 
Iteration 17: W e start from (2,2,2,2). W e arrive at (1,2,4,2). R(l,2,4,2) 
is not as good as R(2,2,2,2). (1,2,4,2) is put into the black list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(l,l,4,4)，(l，2，4’2)，(2’l，3’2)’(l，3，3，l)，(l’2,3，3)，(l’4,l’3),(l,3’2，3),(2,2’l’3)’(l,2’4’2)} 
Iteration 18: W e start from (2,2,2,2) again. W e arrive at (3,1,1,1). 
R(3,1,1,1) is better than R(2,2,2,2). (2,2,2,2) is put into the black list. 
Black list: {(1,1,1,1),(1,1,3,4),(2,1,2,4),(2,1,1,4),(1,2,2,4),(1,4,2,1),(2,1,4,1), 
(l，l,4，4)’(l，2,4，2),(2,l,3,2)，(l’3，3,l)，(l’2’3，3)，(l，4’l,3)’(l^^^^^  
,(2,2,2,2)} 
last iterations: W e start from (3,1,1,1) and we eventually arrived at 
“ 
(3,1,1,1). (3,1,1,1) is therefore the best solution since it satisfies the station-
ary condition. Later computation results reveal that (3,1,1,1) is really the 
optimal solution to {P)/{E) with an overall system reliability of 0.99737. 
W e note that in Shi's paper[9] the optimal solution is 0.9970 at (2,2,1,3) 
but our calculations show that the global optimal solution is 0.997375 at 
(3,1,1,1). This show the advantage of the exact solution scheme over the 
heuristic search solution schemes. 
.-.. 
The new solution scheme can be very efficient while solving small-scale 
single-constraint problems. It will, however, be hindered if there exists no 
supporting hyper-plane on the noninferior frontier in the R ^ /¾,..., R^ space 
for the optimal solution. W e have seen in our examples that extra iterations 
are needed to ensure the optimality even though the optimal solutions have 
already been reached. It is theoretical explorable. But the problem examples 
show it is somehow a bit inefficient if the optimal solution does not locate in 




In this thesis we have presented two approaches to deal with the constrained 
redundancy optimization problems. 
The first approach is to solve the problem through an implicit search. 
The efficiency of this type of approach mainly depends on the size of the 
search space. Some major efforts have been put to reduce the search space. 
W e have successfully reduced the search space for the series-parallel networks 
by considering the differences between element redundant levels and this is 
described in Chapter 4. W e have also developed another efficient solution 
scheme for certain types of series-parallel reducible networks in Chapter 5. 
Further refinery to it still seems possible by considering the differences be-
tween the redundant levels. 
These two solution schemes are indirect solution schemes, there are some „ 
limitations. First, if we wish to confine the search space even further, we 
will need to gather more information and derive more knowledge. This kind 
of knowledge, can become increasingly expensive to get, in terms of com-
putational time and memory. Second, we are almost blind in choosing the 
appropriate direction to search. All we can do now is just to restrict the 
search space to be as close to the feasible frontier as possible. 
One possible approach to solve the first problem is to have a comprehen-
.-.. 
sive investigation on the type of knowledge we need to acquire on the common 
and major reliability networks, and to construct certain type of look up chart 
(like the logrithm table) for rapid knowledge acquisitions. Problem two may 
be solved by developing another algorithm that is similar to the MIP [12 
algorithm that can make use of the results we described in Chapter 4 and 
Chapter 5. 
As for the second approach we presented in chapter 6, it can be viewed as a 
direct method of solving the constrained redundancy optimization problems. 
It first concavifies the objective problem and then builds another separable 
auxiliary problem for it. The original problem can be solved through solving 
the auxiliary problem. It can be very efficient if the optimal solution has 
a supporting hyper-plane on the noninferior frontier in the {i^[i^,...,i^} 
space. But unfortunately this is not always the case. If in the case of "poorly" 
• I 
located optimal solution, this approach will require some extra iterations to 
be made. The black-listed points will then accumulate and the black-list can 
become very large. Dynamic programming which is an efficient method to 
solve the auxiliary problem may also run into dimensional difficulties if th^re 
are more than one resource constraints that is imposed on the problem. 
In order to solve the augmenting black-list problem, we need either 1) an 
efficient method to identify and eliminate the black-listed points in groups. 
Or 2) using another approach to solve the separable auxiliary problem. W e 
.-.. 
may also need choosing another methodology to replace the dynamic pro-
gramming methodology in solving multi-constraint problems so as to avoid 




Please note in the below that the symbol "o" means the point is a non-inferior 
point. The symbol "*" means this point is a maximal monotone point, the 
symbol "!" means this point is a proper maximal monotone point. 
8.1 Computational results 
Results for example 1: 
List of Maximal monotone points 
No. X Maximal monotone R(X) 
1 ( 3 , 1 , 1 , 1 ) * 0 . 4 0 1 9 9 
2 ( 2 , 3 , 1 , 1 ) * 0 . 5 1 2 2 8 
3 ( 1 , 4 , 2 , 1 ) * 0 . 4 8 3 5 5 
4 (1,3,3,1) * 0.49805 
5 (1,1,6,1) * 0.36391 
6 ( 2 , 2 , 2 , 2 ) ！ 0 . 7 1 8 6 7 
7 ( 1 , 2 , 4 , 2 ) * 0 . 5 6 5 6 2 
8 ( 1 , 3 , 2 , 3 ) ！ 0 . 5 8 8 1 8 
9 ( 1 , 2 , 2 , 5 ) ！ 0 . 5 5 4 3 5 .' 
The optimal point is at : (2,2,2,2) 
The optimal reliability is: 0.71867 
Results for example 2: 
List of Maximal monotone points 
No. X Maximal monotone R(X) 
1 ( 3 , 2 , 2 , 1 , 1 ) ！ 0 . 6 6 9 9 1 
2 ( 5 , 1 , 1 , 1 , 2 ) * 0 . 5 0 3 6 7 
3 ( 4 , 2 , 1 , 1 , 2 ) * 0 . 6 2 6 0 1 
4 ( 3 , 3 , 1 , 1 , 2 ) ！ 0 . 6 4 4 7 9 
.-.. 
5 ( 2 , 2 , 2 , 1 , 3 ) ！ 0 . 6 9 5 4 5 
6 ( 4 , 1 , 1 , 1 , 4 ) * 0 . 5 0 5 8 2 
7 ( 3 , 2 , 1 , 1 , 4 ) ！ 0 . 6 2 0 2 3 
8 (3,1,1,1,6) * 0.49623 
9 ( 2 , 2 , 1 , 1 , 6 ) ！ 0 . 5 8 0 1 2 
10 ( 2 , 1 , 1 , 1 , 8 ) ！ 0 . 4 6 4 1 0 
1 1 ( 1 , 1 , 1 , 1 , 1 0 ) ！ 0 . 3 5 7 0 0 
The optimal point is at : (2,2,2,1,3) 
The optimal reliability is: 0.69545 
Results for example 3: 
List of Maximal monotone points 
No. X Maximal monotone R(X) 
1 (8,2,1,1,1) * 0.57362 
2 (7,4,1,1,1) * 0.60922 
3 (6,5,1,1,1) * 0.61028 
4 ( 7 , 2 , 2 , 1 , 1 ) * 0 . 6 8 8 0 6 
5 (6,4,2,1,1) * 0.73019 
6 (6,3,3,1,1) * 0.74565 
7 (5,4,3,1,1) * 0.75195 
8 (4,4,4,1,1) * 0.74938 
9 (6,3,2,2,1) * 0.82984 
10 (5,4,2,2,1) * 0.83684 “ 
11 (5,3,3,2,1) * 0.85456 
12 (4,3,4,2,1) * 0.85164 
13 (4,3,3,3,1) * 0.86274 
14 (7,3,1,1,2) * 0.66225 
15 (6,2,2,2,2) * 0.86935 
16 (5,3,2,2,2) * 0.90970 
1 7 ( 4 , 3 , 3 , 2 , 2 ) ！ 0 . 9 3 0 8 0 、 
The optimal point is at : (4,3,3,2,2) 
The optimal reliability is: 0.93080 
Results for example 4a (fortran results): 
List of noninferior and efficient point 
.-.. 
p= 110.0000 c= 175.0000 w= 200.0000 
1 1 5 1 1 1 1 * 0.4566 108.00 128.95 145.80 
2 2 4 4 1 1 1 * 0.6005 102.00 130.73 192.63 
3 2 1 5 1 1 1 0 0.3974 60.00 97.91 194.30 
4 3 4 3 3 1 1 * 0.7358 96.00 144.16 187.40 
5 3 4 2 4 1 1 0 0.7053 93.00 149.50 191.57 
6 3 3 3 4 1 1 0 0.7196 75.00 140.96 191.92 
7 3 3 1 5 1 1 0 0.5490 68.00 142.03 192.37 
8 3 2 2 5 1 1 0 0.6291 54.00 134.27 192.17 
9 3 3 4 2 2 1 0 0.8052 83.00 135.43 195.70 
10 3 2 4 3 2 1 0 0.7628 68.00 132.49 198.75 
11 3 4 1 4 2 1 0 0.6489 93.00 153.59 189.56 
12 3 2 3 4 2 1 0 0.7587 61.00 137.30 189.71 
13 3 2 1 5 2 1 0 0.5788 54.00 138.37 190.15 
14 3 1 2 5 2 1 0 0.5359 48.00 131.54 196.19 
15 3 4 3 1 3 1 0 0.6958 104.00 144.16 192.47 
16 3 2 4 1 3 1 0 0.6272 70.00 122.94 187.71 
17 3 1 4 2 3 1 0 0.5575 61.00 120.21 189.72 
18 3 3 1 4 3 1 0 0.6428 75.00 149.46 186.85 
19 3 2 2 4 3 1 0 0.7367 61.00 141.70 186.65 
20 3 4 1 2 4 1 0 0.6380 105.00 153.59 197.13 
21 3 3 2 2 4 1 0 0.7749 83.00 144.64 188.12 
22 3 2 3 2 4 1 o 0.7459 73.00 137.30 197.28 
23 3 3 1 3 4 1 0 0.6406 82.00 149.46 191.38 
24 3 2 2 3 4 1 o 0.7341 68.00 141.70 191.18 
25 3 1 1 4 4 1 0 0.4378 57.00 135.17 192.63 ,' 
26 3 2 1 1 5 1 0 0.4738 72.00 128.82 190.21 
27 3 1 2 1 5 1 0 0.4387 66.00 121.99 196.26 
28 3 1 1 2 5 1 0 0.4212 63.00 126.09 192.23 
29 3 3 4 2 1 2 o 0.7702 86.00 132.70 195.70 
30 3 2 4 3 1 2 0 0.7296 71.00 129.76 198.75 
31 3 4 1 4 1 2 0 0.6207 96.00 150.86 189.56 
32 3 2 3 4 1 2 o 0.7257 64.00 134.57 189.71 • 
33 3 2 1 5 1 2 0 0.5536 57.00 135.64 190.15 
34 3 1 2 5 1 2 0 0.5126 51.00 128.82 196.19 
35 3 3 4 1 2 2 o 0.7381 89.00 132.70 197.71 
3 6 4 4 3 2 2 2 ！ 0 . 9 0 0 8 1 0 6 . 0 0 1 5 0 . 2 6 1 9 8 . 2 4 
37 4 2 4 2 2 2 o 0.8120 72.00 129.04 193.48 
38 4 4 2 3 2 2 o 0.8865 101.00 154.66 192.13 
3 9 5 3 3 3 2 2 ！ 0 . 9 0 4 5 8 3 . 0 0 1 4 6 . 1 2 1 9 2 . 4 8 
40 5 3 2 4 2 2 o 0.8670 80.00 151.46 196.65 
.-.. 
41 5 1 3 4 2 2 0 0.6182 58.00 131.84 193.73 
42 5 1 1 5 2 2 0 0.4716 51.00 132.91 194.18 
43 5 1 4 1 3 2 0 0.5111 67.00 117.48 191.74 
44 5 4 2 2 3 2 o 0.8747 106.00 154.66 195.19 
45 5 3 3 2 3 2 o 0.8924 88.00 146.12 195.53 
46 5 4 1 3 3 2 o 0.7231 105.00 159.48 198.44 
47 5 3 2 3 3 2 o 0.8783 83.00 150.53 189.43 
48 5 2 3 3 3 2 o 0.8454 73.00 143.19 198.59 
49 5 2 1 4 3 2 o 0.6483 64.00 143.07 184.64 
50 5 1 2 4 3 2 0 0.6003 58.00 136.24 190.68 
51 5 3 2 1 4 2 0 0.7103 89.00 141.91 190.14 
52 5 2 3 1 4 2 o 0.6838 79.00 134.57 199.30 
53 5 3 1 2 4 2 o 0.6819 86.00 146.00 186.11 
54 5 2 2 2 4 2 o 0.7815 72.00 138.25 185.91 
55 5 2 1 3 4 2 o 0.6460 71.00 143.07 189.16 
56 5 1 2 3 4 2 o 0.5982 65.00 136.24 195.20 
57 5 1 1 1 5 2 0 0.3861 69.00 123.36 194.24 
58 5 2 4 1 1 3 0 0.5938 78.00 117.27 187.71 
59 5 4 2 2 1 3 o 0.7528 105.00 142.17 179.08 
60 5 1 4 2 1 3 0 0.5278 69.00 114.54 189.72 
61 5 3 1 4 1 3 0 0.6086 83.00 143.79 186.85 
62 5 2 2 4 1 3 o 0.6974 69.00 136.03 186.65 
63 5 4 2 1 2 3 o 0.7214 108.00 142.17 181.09 
64 5 1 4 1 2 3 0 0.5058 72.00 114.54 191.74 
65 5 3 3 2 2 3 o 0.8832 93.00 143.19 195.53 
66 5 4 1 3 2 3 o 0.7156 110.00 156.55 198.44 ,' 
67 5 3 2 3 2 3 o 0.8692 88.00 147.59 189.43 
68 5 2 3 3 2 3 o 0.8368 78.00 140.25 198.59 
69 5 2 1 4 2 3 o 0.6416 69.00 140.13 184.64 
70 5 1 2 4 2 3 0 0.5941 63.00 133.31 190.68 
71 5 2 3 1 3 3 0 0.6880 80.00 130.70 187.55 
72 5 3 2 2 3 3 o 0.8576 93.00 147.59 192.48 
73 5 1 3 2 3 3 o 0.6116 71.00 127.97 189.56 ^  
74 5 3 1 3 3 3 o 0.7090 92.00 152.41 195.74 
75 5 2 2 3 3 3 o 0.8125 78.00 144.66 195.53 
76 5 1 1 4 3 3 0 0.4846 67.00 138.12 196.99 
77 5 3 1 1 4 3 0 0.5734 98.00 143.79 196.44 
78 5 2 2 1 4 3 o 0.6571 84.00 136.03 196.24 
79 5 2 1 2 4 3 o 0.6308 81.00 140.13 192.22 
80 5 1 2 2 4 3 0 0.5841 75.00 133.31 198.26 
81 5 3 2 2 1 4 0 0.7321 98.00 135.77 188.12 
.-.. 
82 5 2 3 2 1 4 o 0.7048 88.00 128.43 197.28 
83 5 3 1 3 1 4 0 0.6052 97.00 140.59 191.38 
84 5 2 2 3 1 4 o 0.6936 83.00 132.83 191.18 
85 5 1 1 4 1 4 0 0.4137 72.00 126.30 192.63 
86 5 3 2 1 2 4 o 0.7016 101.00 135.77 190.14 
87 5 2 3 1 2 4 o 0.6754 91.00 128.43 199.30 
88 5 3 1 2 2 4 o 0.6736 98.00 139.86 186.11 
89 5 2 2 2 2 4 o 0.7719 84.00 132.11 185.91 
90 5 2 1 3 2 4 0 0.6381 83.00 136.93 189.16 
91 5 1 2 3 2 4 0 0.5908 77.00 130.10 195.20 
92 5 3 1 1 3 4 0 0.5723 105.00 140.59 196.44 
93 5 2 2 1 3 4 o 0.6558 91.00 132.83 196.24 
94 5 2 1 2 3 4 o 0.6296 88.00 136.93 192.22 
95 5 1 2 2 3 4 o 0.5830 82.00 130.10 198.26 
96 5 2 1 1 1 5 0 0.4475 96.00 116.40 190.21 
97 5 1 2 1 1 5 0 0.4144 90.00 109.58 196.26 
98 5 1 1 2 1 5 0 0.3978 87.00 113.67 192.23 
99 5 1 1 1 2 5 0 0.3812 90.00 113.67 194.24 
n_f= 494 n_n= 99 5 0.0101 0.0505 
Results for example 4b: 
List of noninferior and efficient point 
p= 114.0000 c= 185.0000 w= 212.0000 
1 1 5 2 1 1 1 * 0.5707 114.00 134.40 163.92 .' 
2 1 2 5 1 1 1 0 0.5365 72.00 110.20 206.38 
3 1 5 1 2 1 1 0 0.5479 111.00 138.50 159.89 
4 2 4 4 2 1 1 * 0.7206 105.00 140.29 206.72 
5 2 1 5 2 1 1 0 0.4769 63.00 107.47 208.40 
6 2 3 4 3 1 1 0 0.7235 82.00 136.15 200.97 
7 2 1 4 4 1 1 0 0.4945 57.00 121.87 202.22 
8 2 3 2 5 1 1 0 0.6862 74.00 147.49 210.49 • 
9 2 1 3 5 1 1 0 0.4893 52.00 127.86 207.57 
10 2 5 1 1 2 1 0 0.5251 114.00 138.50 161.91 
11 2 4 4 1 2 1 0 0.6905 108.00 140.29 208.74 
12 2 1 5 1 2 1 0 0.4570 66.00 107.47 210.41 
13 3 4 3 3 2 1 * 0.8462 102.00 153.71 203.51 
14 3 2 4 3 2 1 0 0.7628 68.00 132.49 198.75 
15 3 4 2 4 2 1 0 0.8111 99.00 159.05 207.68 
16 3 3 3 4 2 1 0 0.8275 81.00 150.51 208.03 
.-.. 
17 3 3 1 5 2 1 0 0.6313 74.00 151.58 208.48 
18 3 2 2 5 2 1 0 0.7235 60.00 143.83 208.28 
19 3 3 4 1 3 1 0 0.6841 90.00 136.15 206.03 
20 3 4 3 2 3 1 0 0.8349 107.00 153.71 206.56 
21 3 2 4 2 3 1 0 0.7526 73.00 132.49 201.81 
22 3 4 2 3 3 1 o 0.8217 102.00 158.12 200.45 
23 4 3 3 3 3 1 * 0.8383 84.00 149.58 200.80 
24 4 1 4 3 3 1 0 0.5761 66.00 130.49 211.10 
25 4 3 2 4 3 1 o 0.8036 81.00 154.91 204.98 
26 4 1 3 4 3 1 0 0.5730 59.00 135.29 202.06 
27 4 1 1 5 3 1 0 0.4371 52.00 136.36 202.50 
28 4 4 2 1 4 1 0 0.6645 108.00 149.50 201.16 
29 4 3 3 1 4 1 0 0.6780 90.00 140.96 201.51 
30 4 1 4 1 4 1 0 0.4659 72.00 121.87 211.81 
31 4 4 1 2 4 1 0 0.6380 105.00 153.59 197.13 
32 4 2 3 2 4 1 o 0.7459 73.00 137.30 197.28 
33 4 3 2 3 4 1 o 0.8007 88.00 154.91 209.50 
34 4 1 3 3 4 1 0 0.5710 66.00 135.29 206.58 
35 4 2 1 4 4 1 0 0.5911 69.00 147.45 204.71 
36 4 1 2 4 4 1 0 0.5473 63.00 140.63 210.75 
37 4 3 1 1 5 1 0 0.5168 92.00 142.03 208.54 
38 4 2 2 1 5 1 0 0.5923 78.00 134.27 208.34 
39 4 2 1 2 5 1 0 0.5686 75.00 138.37 204.31 
40 4 1 2 2 5 1 0 0.5265 69.00 131.54 210.35 
41 4 4 4 1 1 2 0 0.6605 111.00 137.56 208.74 
42 4 1 5 1 1 2 0 0.4372 69.00 104.74 210.41 .' 
43 4 4 3 3 1 2 o 0.8094 105.00 150.98 203.51 
44 4 2 4 3 1 2 o 0.7296 71.00 129.76 198.75 
45 4 4 2 4 1 2 o 0.7758 102.00 156.32 207.68 
46 4 3 3 4 1 2 o 0.7916 84.00 147.78 208.03 
47 4 3 1 5 1 2 0 0.6039 77.00 148.85 208.48 
48 4 2 2 5 1 2 o 0.6920 63.00 141.10 208.28 
4 9 5 4 3 2 2 2 ！ 0 . 9 0 0 8 1 0 6 . 0 0 1 5 0 . 2 6 1 9 8 . 2 4 ' 
50 5 3 4 2 2 2 o 0.8857 92.00 142.25 211.81 
51 5 4 2 3 2 2 o 0.8865 101.00 154.66 192.13 
5 2 6 3 3 3 2 2 ！ 0 . 9 0 4 5 8 3 . 0 0 1 4 6 . 1 2 1 9 2 . 4 8 
53 6 1 4 3 2 2 o 0.6216 65.00 127.03 202.78 
54 6 4 1 4 2 2 o 0.7138 102.00 160.41 205.67 
55 6 3 2 4 2 2 o 0.8670 80.00 151.46 196.65 
56 6 2 3 4 2 2 o 0.8346 70.00 144.12 205.81 
57 6 2 1 5 2 2 o 0.6367 63.00 145.19 206.26 
.-.. 
58 6 4 3 1 3 2 o 0.7653 113.00 150.98 208.57 
59 6 2 4 1 3 2 o 0.6899 79.00 129.76 203.82 
60 6 4 2 2 3 2 o 0.8747 106.00 154.66 195.19 
61 6 3 3 2 3 2 o 0.8924 88.00 146.12 195.53 
62 6 1 4 2 3 2 o 0.6133 70.00 127.03 205.83 
63 6 4 1 3 3 2 o 0.7231 105.00 159.48 198.44 
64 6 3 2 3 3 2 o 0.8783 83.00 150.53 189.43 
65 6 2 3 3 3 2 o 0.8454 73.00 143.19 198.59 
66 6 3 1 4 3 2 o 0.7071 84.00 156.28 202.96 
67 6 2 2 4 3 2 o 0.8104 70.00 148.52 202.76 
68 6 4 1 1 4 2 0 0.5848 111.00 150.86 199.15 
69 6 2 3 1 4 2 o 0.6838 79.00 134.57 199.30 
70 6 3 2 2 4 2 o 0.8524 92.00 151.46 204.23 
71 6 1 3 2 4 2 0 0.6078 70.00 131.84 201.31 
72 6 3 1 3 4 2 o 0.7046 91.00 156.28 207.48 
73 6 2 2 3 4 2 o 0.8075 77.00 148.52 207.28 
74 6 1 1 4 4 2 0 0.4816 66.00 141.99 208.74 
75 6 2 1 1 5 2 0 0.5212 81.00 135.64 206.32 
76 6 1 1 2 5 2 0 0.4633 72.00 132.91 208.34 
77 6 4 3 1 1 3 0 0.6587 112.00 138.49 192.47 
78 6 3 4 1 1 3 0 0.6477 98.00 130.49 206.03 
79 6 2 4 2 1 3 o 0.7125 81.00 126.83 201.81 
80 6 4 2 3 1 3 0 0.7779 110.00 152.45 200.45 
81 6 3 3 3 1 3 0 0.7936 92.00 143.91 200.80 
82 6 1 4 3 1 3 0 0.5454 74.00 124.82 211.10 
83 6 3 2 4 1 3 o 0.7607 89.00 149.25 204.98 " 
84 6 1 3 4 1 3 0 0.5425 67.00 129.63 202.06 
85 6 1 1 5 1 3 0 0.4138 60.00 130.70 202.50 
86 6 2 4 1 2 3 o 0.6828 84.00 126.83 203.82 
87 6 4 2 2 2 3 o 0.8657 111.00 151.73 195.19 
88 6 3 3 2 2 3 o 0.8832 93.00 143.19 195.53 
89 6 1 4 2 2 3 o 0.6070 75.00 124.10 205.83 
90 6 4 1 3 2 3 0 0.7156 110.00 156.55 198.44-
91 6 3 2 3 2 3 o 0.8692 88.00 147.59 189.43 
92 6 2 3 3 2 3 o 0.8368 78.00 140.25 198.59 
93 6 3 1 4 2 3 o 0.6999 89.00 153.34 202.96 
94 6 2 2 4 2 3 o 0.8021 75.00 145.59 202.76 
95 6 4 1 1 3 3 0 0.5884 112.00 146.99 187.40 
96 6 3 3 1 3 3 o 0.7504 100.00 143.91 205.87 
97 6 3 2 2 3 3 o 0.8576 93.00 147.59 192.48 
98 6 2 3 2 3 3 o 0.8256 83.00 140.25 201.64 
.-.. 
99 6 3 1 3 3 3 o 0.7090 92.00 152.41 195.74 
100 6 2 2 3 3 3 o 0.8125 78.00 144.66 195.53 
101 6 1 3 3 3 3 0 0.6320 76.00 138.25 210.94 
102 6 2 1 4 3 3 0 0.6542 79.00 150.41 209.07 
103 6 1 3 1 4 3 0 0.5111 82.00 129.63 211.64 
104 6 3 1 2 4 3 0 0.6881 101.00 153.34 210.54 
105 6 2 2 2 4 3 o 0.7886 87.00 145.59 210.34 
106 6 1 1 3 4 3 0 0.4829 74.00 138.12 201.51 
107 6 3 3 1 1 4 0 0.6406 105.00 132.09 201.51 
108 6 1 4 1 1 4 0 0.4402 87.00 113.00 211.81 
109 6 2 3 2 1 4 0 0.7048 88.00 128.43 197.28 
110 6 3 2 3 1 4 0 0.7565 103.00 146.05 209.50 
111 6 1 3 3 1 4 0 0.5395 81.00 126.42 206.58 
112 6 2 1 4 1 4 0 0.5585 84.00 138.58 204.71 
113 6 1 2 4 1 4 0 0.5171 78.00 131.76 210.75 
114 6 2 3 1 2 4 0 0.6754 91.00 128.43 199.30 
115 6 3 2 2 2 4 o 0.8419 104.00 145.32 204.23 
116 6 1 3 2 2 4 0 0.6004 82.00 125.70 201.31 
117 6 3 1 3 2 4 0 0.6960 103.00 150.14 207.48 
118 6 2 2 3 2 4 o 0.7976 89.00 142.38 207.28 
119 6 1 1 4 2 4 0 0.4757 78.00 135.85 208.74 
120 6 1 3 1 3 4 0 0.5101 89.00 126.42 211.64 
121 6 3 1 2 3 4 0 0.6867 108.00 150.14 210.54 
122 6 2 2 2 3 4 o 0.7870 94.00 142.38 210.34 
123 6 1 1 3 3 4 0 0.4819 81.00 134.92 201.51 
124 6 1 1 1 4 4 0 0.3898 87.00 126.30 202.22 ., 
125 6 2 2 1 1 5 0 0.5594 102.00 121.86 208.34 
126 6 2 1 2 1 5 0 0.5370 99.00 125.96 204.31 
127 6 1 2 2 1 5 0 0.4972 93.00 119.13 210.35 
128 6 2 1 1 2 5 0 0.5146 102.00 125.96 206.32 
129 6 1 1 2 2 5 0 0.4575 93.00 123.23 208.34 
n_f= 600 n_n=129 6 0.0100 0.0465 
Results for example 4c: 
List of noninferior and efficient point 
p= 116.0000 c= 190.0000 w= 218.0000 
1 1 5 2 1 1 1 * 0.5707 114.00 134.40 163.92 
2 1 2 5 1 1 1 0 0.5365 72.00 110.20 206.38 
3 2 4 4 2 1 1 * 0.7206 105.00 140.29 206.72 
.-.. 
4 2 1 5 2 1 1 0 0.4769 63.00 107.47 208.40 
5 3 5 1 3 1 1 * 0.5662 116.00 148.78 181.27 
6 3 2 4 4 1 1 0 0.6676 69.00 134.15 214.30 
7 3 3 2 5 1 1 0 0.6862 74.00 147.49 210.49 
8 3 1 3 5 1 1 0 0.4893 52.00 127.86 207.57 
9 3 5 1 1 2 1 0 0.5251 114.00 138.50 161.91 
10 3 4 4 1 2 1 0 0.6905 108.00 140.29 208.74 
11 3 1 5 1 2 1 0 0.4570 66.00 107.47 210.41 
12 4 4 3 3 2 1 * 0.8462 102.00 153.71 203.51 
13 4 3 4 3 2 1 0 0.8320 88.00 145.71 217.07 
14 4 4 2 4 2 1 0 0.8111 99.00 159.05 207.68 
15 4 3 3 4 2 1 0 0.8275 81.00 150.51 208.03 
16 4 3 1 5 2 1 0 0.6313 74.00 151.58 208.48 
17 4 2 2 5 2 1 0 0.7235 60.00 143.83 208.28 
18 4 3 4 1 3 1 0 0.6841 90.00 136.15 206.03 
19 4 4 3 2 3 1 0 0.8349 107.00 153.71 206.56 
20 4 1 4 3 3 1 0 0.5761 66.00 130.49 211.10 
21 4 4 1 4 3 1 0 0.6616 103.00 163.87 213.99 
22 4 3 2 4 3 1 o 0.8036 81.00 154.91 204.98 
23 4 2 3 4 3 1 o 0.7735 71.00 147.57 214.14 
24 4 2 1 5 3 1 0 0.5901 64.00 148.65 214.58 
25 4 1 4 1 4 1 0 0.4659 72.00 121.87 211.81 
26 4 4 2 2 4 1 o 0.7974 111.00 159.05 215.26 
27 4 3 3 2 4 1 o 0.8136 93.00 150.51 215.60 
28 4 3 2 3 4 1 o 0.8007 88.00 154.91 209.50 
29 4 1 3 3 4 1 0 0.5710 66.00 135.29 206.58 •‘ 
30 4 2 1 4 4 1 0 0.5911 69.00 147.45 204.71 
31 4 1 2 4 4 1 0 0.5473 63.00 140.63 210.75 
32 4 3 1 1 5 1 0 0.5168 92.00 142.03 208.54 
33 4 2 2 1 5 1 0 0.5923 78.00 134.27 208.34 
34 4 2 1 2 5 1 0 0.5686 75.00 138.37 204.31 
35 4 1 2 2 5 1 0 0.5265 69.00 131.54 210.35 
36 4 1 1 3 5 1 0 0.4352 68.00 136.36 213.60-
37 4 4 4 1 1 2 0 0.6605 111.00 137.56 208.74 
38 4 1 5 1 1 2 0 0.4372 69.00 104.74 210.41 
39 4 4 3 3 1 2 o 0.8094 105.00 150.98 203.51 
40 4 3 4 3 1 2 0 0.7959 91.00 142.98 217.07 
41 4 4 2 4 1 2 0 0.7758 102.00 156.32 207.68 
42 4 3 3 4 1 2 o 0.7916 84.00 147.78 208.03 
43 4 3 1 5 1 2 0 0.6039 77.00 148.85 208.48 
44 4 2 2 5 1 2 o 0.6920 63.00 141.10 208.28 
.-.. 
4 5 5 4 3 2 2 2 ！ 0 . 9 0 0 8 1 0 6 . 0 0 1 5 0 . 2 6 1 9 8 . 2 4 
46 5 3 4 2 2 2 o 0.8857 92.00 142.25 211.81 
47 5 2 4 3 2 2 o 0.8391 77.00 139.32 214.86 
48 5 4 1 4 2 2 o 0.7138 102.00 160.41 205.67 
49 5 3 2 4 2 2 o 0.8670 80.00 151.46 196.65 
50 5 2 3 4 2 2 o 0.8346 70.00 144.12 205.81 
51 5 2 1 5 2 2 0 0.6367 63.00 145.19 206.26 
52 5 1 2 5 2 2 o 0.5895 57.00 138.37 212.30 
53 5 4 3 1 3 2 o 0.7653 113.00 150.98 208.57 
54 5 2 4 2 3 2 o 0.8279 82.00 139.32 217.91 
55 6 4 2 3 3 2 * 0.9038 111.00 164.94 216.56 
5 6 7 3 3 3 3 2 ！ 0 . 9 2 2 2 9 3 . 0 0 1 5 6 . 4 0 2 1 6 . 9 1 
57 7 3 1 4 3 2 o 0.7071 84.00 156.28 202.96 
58 7 2 2 4 3 2 o 0.8104 70.00 148.52 202.76 
59 7 3 3 1 4 2 o 0.7458 99.00 147.78 217.62 
60 7 4 1 2 4 2 0 0.7017 114.00 160.41 213.24 
61 7 3 2 2 4 2 o 0.8524 92.00 151.46 204.23 
62 7 2 3 2 4 2 o 0.8205 82.00 144.12 213.39 
63 7 3 1 3 4 2 o 0.7046 91.00 156.28 207.48 
64 7 2 2 3 4 2 o 0.8075 77.00 148.52 207.28 
65 7 1 1 4 4 2 0 0.4816 66.00 141.99 208.74 
66 7 2 1 1 5 2 0 0.5212 81.00 135.64 206.32 
67 7 1 2 1 5 2 0 0.4826 75.00 128.82 212.36 
68 7 1 1 2 5 2 0 0.4633 72.00 132.91 208.34 
69 7 3 4 1 1 3 0 0.6477 98.00 130.49 206.03 
70 7 4 3 2 1 3 0 0.7904 115.00 148.05 206.56 “ 
71 7 1 4 3 1 3 0 0.5454 74.00 124.82 211.10 
72 7 4 1 4 1 3 0 0.6263 111.00 158.20 213.99 
73 7 3 2 4 1 3 o 0.7607 89.00 149.25 204.98 
74 7 2 3 4 1 3 o 0.7323 79.00 141.91 214.14 
75 7 2 1 5 1 3 0 0.5587 72.00 142.98 214.58 
76 7 2 4 2 2 3 o 0.8194 87.00 136.38 217.91 
77 7 4 2 3 2 3 o 0.8945 116.00 162.00 216.56、 
78 7 3 3 3 2 3 o 0.9127 98.00 153.47 216.91 
79 7 3 1 4 2 3 o 0.6999 89.00 153.34 202.96 
80 7 2 2 4 2 3 o 0.8021 75.00 145.59 202.76 
81 7 3 3 1 3 3 0 0.7504 100.00 143.91 205.87 
82 7 1 4 1 3 3 0 0.5157 82.00 124.82 216.17 
83 7 4 1 2 3 3 o 0.7061 115.00 156.55 201.49 
84 7 2 3 2 3 3 o 0.8256 83.00 140.25 201.64 
85 7 3 2 3 3 3 o 0.8862 98.00 157.87 213.86 
.-.. 
86 7 1 3 3 3 3 o 0.6320 76.00 138.25 210.94 
87 7 2 1 4 3 3 o 0.6542 79.00 150.41 209.07 
88 7 1 2 4 3 3 o 0.6057 73.00 143.58 215.11 
89 7 3 2 1 4 3 o 0.7168 104.00 149.25 214.56 
90 7 1 3 1 4 3 0 0.5111 82.00 129.63 211.64 
91 7 3 1 2 4 3 0 0.6881 101.00 153.34 210.54 
92 7 2 2 2 4 3 o 0.7886 87.00 145.59 210.34 
93 7 2 1 3 4 3 o 0.6519 86.00 150.41 213.59 
94 7 1 4 1 1 4 0 0.4402 87.00 113.00 211.81 
95 7 3 3 2 1 4 o 0.7687 108.00 141.64 215.60 
96 7 3 2 3 1 4 o 0.7565 103.00 146.05 209.50 
97 7 1 3 3 1 4 0 0.5395 81.00 126.42 206.58 
98 7 2 1 4 1 4 0 0.5585 84.00 138.58 204.71 
99 7 1 2 4 1 4 0 0.5171 78.00 131.76 210.75 
100 7 3 3 1 2 4 0 0.7367 111.00 141.64 217.62 
101 7 3 2 2 2 4 0 0.8419 104.00 145.32 204.23 
102 7 2 3 2 2 4 o 0.8105 94.00 137.98 213.39 
103 7 3 1 3 2 4 0 0.6960 103.00 150.14 207.48 
104 7 2 2 3 2 4 o 0.7976 89.00 142.38 207.28 
105 7 1 1 4 2 4 0 0.4757 78.00 135.85 208.74 
106 7 3 2 1 3 4 0 0.7153 111.00 146.05 214.56 
107 7 1 3 1 3 4 0 0.5101 89.00 126.42 211.64 
108 7 3 1 2 3 4 0 0.6867 108.00 150.14 210.54 
109 7 2 2 2 3 4 o 0.7870 94.00 142.38 210.34 
110 7 2 1 3 3 4 0 0.6506 93.00 147.20 213.59 
111 7 2 1 1 4 4 0 0.5262 99.00 138.58 214.30 .' 
112 7 1 1 2 4 4 0 0.4677 90.00 135.85 216.31 
113 7 3 1 1 1 5 0 0.4881 116.00 129.62 208.54 
114 7 2 2 1 1 5 0 0.5594 102.00 121.86 208.34 
115 7 2 1 2 1 5 0 0.5370 99.00 125.96 204.31 
116 7 1 2 2 1 5 0 0.4972 93.00 119.13 210.35 
117 7 1 1 3 1 5 0 0.4111 92.00 123.95 213.60 
118 7 2 1 1 2 5 0 0.5146 102.00 125.96 206.32* 
119 7 1 2 1 2 5 0 0.4765 96.00 119.13 212.36 
120 7 1 1 2 2 5 0 0.4575 93.00 123.23 208.34 
n_f= 642 n_n=120 7 0.0109 0.0583 
Results for example 4d: 
List of noninferior and efficient point 
p= 116.0000 c= 145.0000 w= 236.0000 
.-.. 
1 1 5 2 1 1 1 * 0.5707 114.00 134.40 163.92 
2 1 3 5 1 1 1 0 0.5852 92.00 123.41 224.70 
3 1 5 1 2 1 1 0 0.5479 111.00 138.50 159.89 
4 2 4 4 2 1 1 * 0.7206 105.00 140.29 206.72 
5 2 2 5 2 1 1 0 0.6438 75.00 119.75 220.48 
6 3 4 3 3 1 1 * 0.7358 96.00 144.16 187.40 
7 3 1 5 3 1 1 0 0.4928 68.00 117.74 229.77 
8 3 4 1 4 1 1 0 0.5642 87.00 144.04 173.45 
9 3 3 3 4 1 1 0 0.7196 75.00 140.96 191.92 
10 3 3 1 5 1 1 0 0.5490 68.00 142.03 192.37 
11 3 2 3 5 1 1 0 0.6606 64.00 140.15 219.65 
12 3 1 1 6 1 1 0 0.3729 47.00 130.47 228.04 
13 3 5 1 1 2 1 0 0.5251 114.00 138.50 161.91 
14 3 4 4 1 2 1 0 0.6905 108.00 140.29 208.74 
15 3 2 5 1 2 1 0 0.6170 78.00 119.75 222.49 
16 4 4 3 2 2 1 * 0.8189 97.00 143.43 182.13 
17 4 1 5 2 2 1 0 0.5484 69.00 117.02 224.50 
18 4 4 1 3 2 1 0 0.6447 86.00 142.38 157.90 
19 5 3 3 3 2 1 * 0.8222 74.00 139.30 176.37 
20 5 3 2 4 2 1 0 0.7881 71.00 144.64 180.55 
21 6 2 4 4 2 1 * 0.7677 75.00 143.70 230.41 
22 6 2 2 5 2 1 o 0.7235 60.00 143.83 208.28 
23 6 1 3 5 2 1 0 0.5627 58.00 137.42 223.68 
24 6 4 3 1 3 1 0 0.6958 104.00 144.16 192.47 
25 6 1 5 1 3 1 0 0.4660 76.00 117.74 234.84 
26 6 4 1 2 3 1 0 0.6361 91.00 142.38 160.96 ” 
27 6 3 3 2 3 1 o 0.8113 79.00 139.30 179.43 
28 6 3 2 3 3 1 o 0.7984 74.00 143.71 173.32 
29 7 2 4 3 3 1 * 0.7777 78.00 142.77 223.18 
30 7 2 2 4 3 1 0 0.7367 61.00 141.70 186.65 
31 7 1 2 5 3 1 0 0.5464 58.00 141.82 220.62 
32 7 4 1 1 4 1 0 0.5316 102.00 144.04 183.04 
33 7 3 3 1 4 1 0 0.6780 90.00 140.96 201.51 ‘ 
34 7 2 4 1 4 1 0 0.6290 84.00 134.15 223.89 
35 7 3 2 2 4 1 o 0.7749 83.00 144.64 188.12 
36 7 1 4 2 4 1 0 0.5591 75.00 131.42 225.90 
37 7 2 2 3 4 1 o 0.7341 68.00 141.70 191.18 
38 7 1 2 4 4 1 0 0.5473 63.00 140.63 210.75 
39 7 3 1 1 5 1 0 0.5168 92.00 142.03 208.54 
40 7 2 3 1 5 1 0 0.6219 88.00 140.15 235.82 
41 7 2 2 2 5 1 0 0.7107 81.00 143.83 222.43 
.-.. 
42 7 1 2 3 5 1 0 0.5440 74.00 141.82 231.72 
43 7 4 4 1 1 2 0 0.6605 111.00 137.56 208.74 
44 7 2 5 1 1 2 0 0.5902 81.00 117.02 222.49 
45 7 4 3 2 1 2 o 0.7833 100.00 140.71 182.13 
46 7 1 5 2 1 2 0 0.5246 72.00 114.29 224.50 
47 7 4 1 3 1 2 0 0.6167 89.00 139.65 157.90 
48 8 3 4 3 1 2 * 0.7959 91.00 142.98 217.07 
49 8 3 2 4 1 2 o 0.7539 74.00 141.91 180.55 
50 8 2 4 4 1 2 0 0.7344 78.00 140.97 230.41 
51 8 2 2 5 1 2 0 0.6920 63.00 141.10 208.28 
52 8 1 3 5 1 2 0 0.5383 61.00 134.69 223.68 
53 8 4 3 1 2 2 o 0.7506 103.00 140.71 184.15 
54 8 1 5 1 2 2 0 0.5027 75.00 114.29 226.52 
55 9 4 2 2 2 2 * 0.8579 96.00 144.39 170.76 
5 6 10 3 4 2 2 2 ！ 0 . 8 8 5 7 9 2 . 0 0 1 4 2 . 2 5 2 1 1 . 8 1 
57 10 3 2 3 2 2 o 0.8614 73.00 140.25 165.00 
58 10 2 4 3 2 2 o 0.8391 77.00 139.32 214.86 
59 10 2 3 4 2 2 o 0.8346 70.00 144.12 205.81 
60 10 1 4 4 2 2 0 0.6256 72.00 138.24 234.43 
61 10 1 2 5 2 2 0 0.5895 57.00 138.37 212.30 
62 10 4 1 1 3 2 0 0.5831 97.00 139.65 162.97 
63 10 3 4 1 3 2 0 0.7525 99.00 142.98 222.14 
64 10 3 2 2 3 2 o 0.8499 78.00 140.25 168.05 
65 10 2 4 2 3 2 o 0,8279 82.00 139.32 217.91 
6 6 1 1 2 3 3 3 2 ！ 0 . 8 4 5 4 7 3 . 0 0 1 4 3 . 1 9 1 9 8 . 5 9 
67 11 1 4 3 3 2 0 0.6337 75.00 137.31 227.21 .‘ 
68 11 2 1 4 3 2 0 0.6483 64.00 143.07 184.64 
69 11 1 3 4 3 2 0 0.6303 68.00 142.11 218.16 
70 11 1 1 5 3 2 0 0.4808 61.00 143.19 218.61 
71 11 3 2 1 4 2 0 0.7103 89.00 141.91 190.14 
72 11 1 4 1 4 2 0 0.5125 81.00 128.69 227.92 
73 11 2 3 2 4 2 o 0.8205 82.00 144.12 213.39 
74 11 2 1 3 4 2 0 0.6460 71.00 143.07 189.16、 
75 11 1 3 3 4 2 0 0.6281 75.00 142.11 222.68 
76 11 1 1 4 4 2 0 0.4816 66.00 141.99 208.74 
77 11 2 2 1 5 2 0 0.6515 87.00 141.10 224.44 
78 11 1 2 2 5 2 0 0.5791 78.00 138.37 226.46 
79 11 1 1 3 5 2 0 0.4787 77.00 143.19 229.71 
80 11 4 3 1 1 3 0 0.6587 112.00 138.49 192.47 
81 11 1 5 1 1 3 0 0.4411 84.00 112.08 234.84 
82 11 4 2 2 1 3 0 0.7528 105.00 142.17 179.08 
.-.. 
83 11 3 4 2 1 3 0 0.7772 101.00 140.04 220.13 
84 12 3 3 3 1 3 * 0.7936 92.00 143.91 200.80 
85 12 2 4 3 1 3 o 0.7363 86.00 137.10 223.18 
86 12 3 1 4 1 3 0 0.6086 83.00 143.79 186.85 
87 12 2 3 4 1 3 o 0.7323 79.00 141.91 214.14 
88 12 2 1 5 1 3 0 0.5587 72.00 142.98 214.58 
89 12 1 2 5 1 3 0 0.5173 66.00 136.16 220.62 
90 12 4 2 1 2 3 0 0.7214 108.00 142.17 181.09 
91 12 3 4 1 2 3 0 0.7448 104.00 140.04 222.14 
9 2 1 3 3 3 2 2 3 ！ 0 . 8 8 3 2 9 3 . 0 0 1 4 3 . 1 9 1 9 5 . 5 3 
93 13 2 4 2 2 3 o 0.8194 87.00 136.38 217.91 
94 13 3 1 3 2 3 o 0.6954 82.00 142.13 171.31 
95 13 2 3 3 2 3 o 0.8368 78.00 140.25 198.59 
96 13 1 4 3 2 3 o 0.6272 80.00 134.37 227.21 
97 13 2 1 4 2 3 o 0.6416 69.00 140.13 184.64 
98 13 1 3 4 2 3 o 0.6238 73.00 139.18 218.16 
99 13 1 1 5 2 3 0 0.4759 66.00 140.25 218.61 
100 13 3 3 1 3 3 0 0.7504 100.00 143.91 205.87 
101 13 2 4 1 3 3 0 0.6962 94.00 137.10 228.25 
102 13 3 1 2 3 3 0 0.6861 87.00 142.13 174.36 
103 13 2 3 2 3 3 o 0.8256 83.00 140.25 201.64 
104 13 1 4 2 3 3 0 0.6188 85.00 134.37 230.26 
105 13 2 2 3 3 3 o 0.8125 78.00 144.66 195.53 
106 13 1 3 3 3 3 0 0.6320 76.00 138.25 210.94 
107 13 1 2 4 3 3 0 0.6057 73.00 143.58 215.11 
108 13 3 1 1 4 3 0 0.5734 98.00 143.79 196.44 .‘ 
109 13 2 3 1 4 3 0 0.6900 94.00 141.91 223.72 
110 13 2 1 2 4 3 0 0.6308 81.00 140.13 192.22 
111 13 1 3 2 4 3 0 0.6133 85.00 139.18 225.74 
112 13 1 2 3 4 3 0 0.6036 80.00 143.58 219.63 
113 13 2 1 1 5 3 0 0.5259 96.00 142.98 230.75 
114 13 1 1 2 5 3 0 0.4675 87.00 140.25 232.76 
115 13 2 4 1 1 4 0 0.5943 99.00 125.28 223.89* 
116 13 3 3 2 1 4 0 0.7687 108.00 141.64 215.60 
117 13 1 4 2 1 4 0 0.5283 90.00 122.55 225.90 
118 13 3 1 3 1 4 0 0.6052 97.00 140.59 191.38 
119 13 2 3 3 1 4 0 0.7283 93.00 138.71 218.66 
120 13 2 2 4 1 4 0 0.6981 90.00 144.04 222.83 
121 13 3 3 1 2 4 0 0.7367 111.00 141.64 217.62 
122 13 1 4 1 2 4 0 0.5063 93.00 122.55 227.92 
123 13 3 1 2 2 4 o 0.6736 98.00 139.86 186.11 
.-.. 
124 13 2 3 2 2 4 o 0.8105 94.00 137.98 213.39 
125 13 2 2 3 2 4 o 0.7976 89.00 142.38 207.28 
126 13 1 3 3 2 4 o 0.6204 87.00 135.98 222.68 
127 13 1 2 4 2 4 o 0.5947 84.00 141.31 226.86 
128 13 3 1 1 3 4 0 0.5723 105.00 140.59 196.44 
129 13 2 3 1 3 4 o 0.6886 101.00 138.71 223.72 
130 13 2 2 2 3 4 o 0.7870 94.00 142.38 210.34 
131 13 1 3 2 3 4 0 0.6121 92.00 135.98 225.74 
132 13 1 2 3 3 4 o 0.6024 87.00 140.38 219.63 
133 13 2 2 1 4 4 o 0.6577 105.00 144.04 232.42 
134 13 1 2 2 4 4 o 0.5846 96.00 141.31 234.43 
135 13 3 1 1 1 5 0 0.4881 116.00 129.62 208.54 
136 13 2 3 1 1 5 0 0.5874 112.00 127.73 235.82 
137 13 2 2 2 1 5 o 0.6713 105.00 131.41 222.43 
138 13 2 1 3 1 5 0 0.5549 104.00 136.23 225.68 
139 13 1 2 3 1 5 0 0.5138 98.00 129.41 231.72 
140 13 2 2 1 2 5 0 0.6433 108.00 131.41 224.44 
141 13 2 1 2 2 5 0 0.6176 105.00 135.51 220.42 
142 13 1 2 2 2 5 o 0.5718 99.00 128.68 226.46 
143 13 1 1 3 2 5 0 0.4727 98.00 133.50 229.71 
144 13 2 1 1 3 5 0 0.5247 112.00 136.23 230.75 
145 13 1 1 2 3 5 0 0.4664 103.00 133.50 232.76 
n_f= 629 n_n=145 13 0.0207 0.0897 
Results for example 4e: 
List of noninferior and efficient point '' 
p= 90.00000 c= 195.0000 w= 256.0000 
1 1 4 3 1 1 1 * 0.5934 88.00 124.33 151.93 
2 2 4 2 3 1 1 * 0.7008 86.00 138.29 159.92 
3 2 2 5 3 1 1 0 0.6653 80.00 130.03 241.85 
4 2 4 1 4 1 1 0 0.5642 87.00 144.04 173.45 
5 3 3 4 4 1 1 * 0.7282 89.00 147.36 232.62 
6 3 1 4 5 1 1 0 0.4951 66.00 134.27 248.27、 
7 3 2 1 6 1 1 0 0.5034 59.00 142.75 240.12 
8 3 1 2 6 1 1 0 0.4661 53.00 135.93 246.16 
9 4 4 2 2 2 1 * 0.7799 87.00 137.56 154.65 
10 4 4 1 3 2 1 0 0.6447 86.00 142.38 157.90 
11 5 3 4 3 2 1 * 0.8320 88.00 145.71 217.07 
12 5 1 5 3 2 1 0 0.5667 74.00 127.30 245.88 
13 6 3 3 5 2 1 * 0.8286 90.00 162.91 254.08 
14 6 1 1 6 2 1 0 0.4289 53.00 140.03 244.14 
.-.. 
15 6 4 1 1 3 1 0 0.5301 88.00 132.83 146.86 
16 6 3 4 1 3 1 0 0.6841 90.00 136.15 206.03 
17 6 2 5 1 3 1 0 0.6291 88.00 130.03 246.92 
18 6 1 5 2 3 1 0 0.5592 79.00 127.30 248.93 
19 7 3 3 3 3 1 * 0.8383 84.00 149.58 200.80 
20 8 2 4 4 3 1 * 0.7828 85.00 153.98 254.83 
21 8 3 2 5 3 1 0 0.8046 90.00 167.32 251.03 
22 8 1 3 5 3 1 0 0.5737 68.00 147.70 248.11 
23 8 3 3 1 4 1 0 0.6780 90.00 140.96 201.51 
24 8 2 4 2 4 1 o 0.7548 87.00 143.70 237.98 
25 8 3 2 3 4 1 o 0.8007 88.00 154.91 209.50 
26 8 1 4 3 4 1 0 0.5778 80.00 141.70 247.28 
27 8 3 1 4 4 1 0 0.6447 89.00 160.67 223.03 
28 8 2 3 4 4 1 o 0.7758 85.00 158.78 250.31 
29 8 2 1 5 4 1 0 0.5918 78.00 159.86 250.76 
30 8 2 3 1 5 1 0 0.6219 88.00 140.15 235.82 
3 1 8 2 2 3 5 1 0 0 . 7 3 4 4 8 6 . 0 0 1 5 4 . 1 0 2 4 3 . 8 0 
32 8 1 1 4 5 1 0 0.4380 75.00 147.57 245.26 
33 8 1 1 1 6 1 0 0.3510 82.00 130.47 253.64 
34 8 4 2 2 1 2 o 0.7460 90.00 134.83 154.65 
35 8 3 4 2 1 2 o 0.7702 86.00 132.70 195.70 
36 8 4 1 3 1 2 0 0.6167 89.00 139.65 157.90 
37 8 1 5 3 1 2 0 0.5421 77.00 124.57 245.88 
38 8 1 1 6 1 2 0 0.4102 56.00 137.30 244.14 
39 8 3 4 1 2 2 o 0.7381 89.00 132.70 197.71 
40 8 4 1 2 2 2 0 0.6863 90.00 138.93 152.64 .' 
41 9 2 5 2 2 2 * 0.8144 90.00 136.13 252.69 
4 2 10 3 3 4 2 2 ！ 0 . 9 1 0 3 9 0 . 0 0 1 5 7 . 3 3 2 2 4 . 1 4 
43 10 2 4 4 2 2 o 0.8445 84.00 150.52 246.51 
44 10 3 2 5 2 2 o 0.8681 89.00 163.86 242.70 
45 10 2 3 5 2 2 o 0.8356 79.00 156.52 251.86 
46 10 1 5 1 3 2 0 0.5126 85.00 124.57 250.95 
47 10 3 3 2 3 2 o 0.8924 88.00 146.12 195.53* 
4 8 1 1 2 4 3 3 2 ！ 0 . 8 5 5 5 8 7 . 0 0 1 4 9 . 5 9 2 3 9 . 2 9 
49 11 3 2 4 3 2 o 0.8839 90.00 161.74 221.08 
50 11 2 3 4 3 2 0 0.8509 80.00 154.40 230.24 
51 11 2 2 5 3 2 0 0.8114 79.00 160.93 248.81 
52 11 3 2 1 4 2 0 0.7103 89.00 141.91 190.14 
53 11 3 1 2 4 2 0 0.6819 86.00 146.00 186.11 
54 11 1 4 2 4 2 0 0.6150 84.00 138.24 242.01 
55 11 2 3 3 4 2 o 0.8479 87.00 154.40 234.77 
.-.. 
56 11 2 2 4 4 2 o 0.8127 84.00 159.73 238.94 
57 11 1 3 4 4 2 0 0.6321 82.00 153.32 254.34 
58 11 1 1 5 4 2 0 0.4822 75.00 154.40 254.79 
59 11 2 2 2 5 2 o 0.7818 90.00 150.65 238.54 
60 11 1 3 2 5 2 0 0.6081 88.00 144.24 253.94 
61 11 2 1 3 5 2 0 0.6463 89.00 155.47 241.79 
62 11 1 2 3 5 2 0 0.5984 83.00 148.65 247.83 
63 11 3 3 2 1 3 0 0.7680 87.00 133.64 179.43 
64 11 1 5 2 1 3 0 0.5294 87.00 121.63 248.93 
65 11 2 4 3 1 3 0 0.7363 86.00 137.10 223.18 
66 11 3 2 4 1 3 0 0.7607 89.00 149.25 204.98 
67 11 1 4 4 1 3 0 0.5489 81.00 136.03 242.75 
68 11 1 3 5 1 3 0 0.5431 76.00 142.03 248.11 
69 11 3 3 1 2 3 0 0.7360 90.00 133.64 181.44 
70 11 1 5 1 2 3 0 0.5073 90.00 121.63 250.95 
71 11 2 4 2 2 3 0 0.8194 87.00 136.38 217.91 
72 11 3 2 3 2 3 o 0.8692 88.00 147.59 189.43 
73 11 3 1 4 2 3 0 0.6999 89.00 153.34 202.96 
74 11 2 3 4 2 3 o 0.8422 85.00 151.46 230.24 
75 11 2 2 5 2 3 o 0.8031 84.00 157.99 248.81 
76 11 3 2 1 3 3 0 0.7147 90.00 138.04 178.39 
77 11 3 1 2 3 3 0 0.6861 87.00 142.13 174.36 
7 8 12 2 3 3 3 3 ！ 0 . 8 5 3 1 8 8 . 0 0 1 5 0 . 5 3 2 2 3 . 0 2 
79 12 1 4 3 3 3 o 0.6395 90.00 144.65 251.64 
80 12 2 2 4 3 3 o 0.8177 85.00 155.87 227.19 
81 12 1 3 4 3 3 0 0.6360 83.00 149.46 242.59 “ 
82 12 2 1 5 3 3 o 0.6550 88.00 162.81 255.12 
83 12 2 2 2 4 3 o 0.7886 87.00 145.59 210.34 
84 12 2 1 3 4 3 o 0.6519 86.00 150.41 213.59 
85 12 1 3 3 4 3 o 0.6338 90.00 149.46 247.11 
86 12 1 2 4 4 3 o 0.6075 87.00 154.79 251.29 
87 12 1 2 1 5 3 0 0.4870 90.00 136.16 236.79 
88 12 1 1 2 5 3 0 0.4675 87.00 140.25 232.76 * 
89 12 3 1 1 1 4 0 0.4881 89.00 120.76 155.91 
90 12 2 3 2 1 4 0 0.7048 88.00 128.43 197.28 
91 12 1 4 2 1 4 0 0.5283 90.00 122.55 225.90 
92 12 2 2 4 1 4 o 0.6981 90.00 144.04 222.83 
93 12 1 3 4 1 4 0 0.5429 88.00 137.63 238.23 
94 12 2 2 3 2 4 o 0.7976 89.00 142.38 207.28 
95 12 1 3 3 2 4 o 0.6204 87.00 135.98 222.68 
96 12 2 1 4 2 4 o 0.6422 90.00 148.14 220.82 
.-.. 
97 12 1 2 4 2 4 o 0.5947 84.00 141.31 226.86 
98 12 1 1 5 2 4 0 0.4763 87.00 148.26 254.79 
99 12 1 3 1 3 4 0 0.5101 89.00 126.42 211.64 
100 12 2 1 2 3 4 0 0.6296 88.00 136.93 192.22 
101 12 1 2 3 3 4 0 0.6024 87.00 140.38 219.63 
102 12 1 1 4 3 4 0 0.4850 88.00 146.13 233.17 
103 12 1 1 2 4 4 0 0.4677 90.00 135.85 216.31 
104 12 1 2 1 1 5 0 0.4144 90.00 109.58 196.26 
105 12 1 1 2 1 5 0 0.3978 87.00 113.67 192.23 
106 12 1 1 1 2 5 0 0.3812 90.00 113.67 194.24 
n_f= 665 n_n=106 12 0.0180 0.1132 
“ 
.-.. 




















printf("Program for calculating the optimal reliability of series-parallel s 
\n"); 
rel: 
printf("\nHow many components are there?"); 
scanf(__%d" ,&numelements)； 
if( (numelements != (int)numelements) || (numelements<=0)) 









print:f("\nplease enter the reliability for component 7,d :", i+l)； 
scanf("y.f",&reliability[i]); 
if(reliability[i]>l|| reliability[i]<=0) 
{printf("XnReliabilities for components must be in the range of (0,1]!")； 







r2 [i] =log(reliability [i])； .' 
} 






printf("XnWeights entering for constraint no. y.d\n\n",i+l)； 
k=0; ’ 
while(k<numelements) 





printf("\nPlease enter the resource available :"); 
scanf("7of",&resource[i]); 
printf("\nPlease indicate whether it is 1) less than or equal to")； 




printf("XnPlease enter the output file name: __); 
scanf(__%s",&out); 
output=fopen(out,"w+")； .‘ 
fprintf(output,"Xn List of Maximal monotone points")； 





































































fprintf (output, "W/,3d (",tt)； 
for(i=0；i<numelements-l；i++) 
{fprintf (output, "7.d, “，x [i])； 
} 
fprintf (output, '"/.d) ",x[numelements-l])； 
if (checkn==0){fprintf (output, “ * __);} 
if (checkn==l){fprintf (output, “ ！ ");},' 


















{ xtemp[i]=x[i] ;} 
for(i=0 ； i<constraints ； i++) .‘ 
{cost [i]=0; 















if(flag[k]==l && cost[k]<=resource[k]) 
{count++; 
} 





































































































































{if(flag[k]==l && cost[k]<=resource[k]) 
{count++;} 
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