Stress-modulated surface mass transport offers a possible path to the ultimate fracture of brittle solids. A positive feedback between the local geometry, stress concentration, and chemical potential on a rough surface results in the formation of fracture precursor. Starting from general kinetic equations, we propose a reduced two-parameter description of a growing concavity. A suggested interpolation enables us to obtain an ordinary differential equation describing the precursor evolution; it starts from a smooth boundary and under certain conditions generates a cusp singularity. This sharp notch becomes a stress concentrator and facilitates direct brittle fracture. The diffusion-limited prefracture mechanism, though slow, circumvents a crack nucleation barrier and can be a determining factor for the durability of materials.
I. INTRODUCTION
The mechanical stability of solids has been for a long time a central problem in both material science and chemical physics. Its obvious practical importance combines with challenging fundamental aspects of fracture.lm3 In general terms, a central issue here is what determines the strength of a solid, which varies not only for different materials but even for different samples of the same substance. That is, how many of the strength-determining factors can be attributed to the individual features of a particular sample (bulk flaws and structural defects as well as changeable surface conditions), and how much is due to general mechanisms of solid state decomposition? A fracture process clearly presents a relaxation of the metastable state -of a stressed solid (either at fixed strain or at imposed constant stress) to a lower energy state, corresponding to a cracked or even totally fragmented material. This aspect is emphasized recently in several studies4" (see Ref. 6 for a review). While some of them employ a purely mechanical approach, suppressing any role of temperature, recently reported statistical-thermodynamic formulation and modeling&' incorporate thermal fluctuations.
The object of most studies usually appears to be an aggregate of totally broken atomic bonds, which constitute a line or surface, immersed in a relatively unperturbed elastic continuum, two-or three-dimensional, respectively. The behavior of these segments of lines or surfaces, i.e., cracks, is dictated to a great extent by a trade off between certain surface energy needed for their formation, and relaxation of the elastic stress (T in the surrounding host-solid ( Fig. 1) . In some cases a single crack forms and grows' 14'5 which is a traditional object of study in classical fracture mechanics, while in other situations one has to deal with a complex pattern of a crack ensemble.3"e-13 Both singlecrack and crack ensemble behavior recently .became a subject of keen interest, due partly to their intricate geometry and/or complex dynamics. However, what remains in common for most studies, is the distinct geometrical character of cracks or cavities. A density discontinuity, a segment of some length c, is associated with a free energy F(c) SC * y-c2 -d/Y, where y is a surface formation energy, and d/Y is a density of elastic energy in a media with Young modulus Y. A material can lose its integrity only beyond a certain nucleation barrier, after a distinct nucleus is formed. The condition dF/dc <O is necessary but generally not sufficient for fracture. It becomes sufficient only for an atomically sharp crack, in which case local stress at the crack tip indeed attains the theoretical strength of the material a,h = Jry/a. This simplified picture is analogous to the classic nucleation scenario in a phase transformation of solids or decomposition of solutions,'4'6 where an excessive interface energy competes with a direct gain of the phase change. Continuing this analogy, one can consider another option of a transition, a gradual change throughout the material instead of a growth of distinct nuclei. As Cahn and Hilliard clearly described three decades ago," there are two categories to which a metastable phase must be resistant, large in degree but small in extent (classical nucleation) or infinitesimal in degree but large in extent (spinodal) . Both compatible with Gibbs, they led in time to two irreconcilable schools.'5 A gradual change of con--centration in spinodal decomposition, occurring when a second derivative of free energy with respect to concentration is negative, for the case of fracture literally would mean a gradual decrease in density by a stretching of interatomic bonds. A direct analogy is scarcely useful in application to brittle fracture due to a positive quadratic form of the free energy as a function of strain, definitive for the elasticity itself (unless one wishes to treat a plastic or viscous response as a "spinodal"). At high temperatures some eigenvalues of the free energy become negative, resulting in a flow of material and manifesting themselves in a stressinduced melting.' This is again a distinct change of symmetry rather than a smooth transition to fracture. The question is whether there is a barrierless path, avoiding nucleation, from a continuous brittle to a fragmented state.
It is well-known that fracture often begins from the surface of a stressed body. Omitting here the role of subsurface flaws as pre-existing centers for heterogeneous nucleation of cracks, we consider a facilitated atomic mobility on the surface. Rearrangement of atoms is an intrinsic part of a fracture, making this process irreversible. Simple em- pirical evidence lies in the fact that a surface formation energy rf, also called work of fracture,' is greater than thermodynamic surface energy (tension) y even in the case of brittle cleavage." Vibrational relaxation of bonds broken during crack propagation, and atomic restructuring at fresh surfaces accompany the fracture.'13 The presence of irreversible elements, like surface diffusion, in a brittle crack kinetics has been shown to accelerate crack growth.g Thus, including the atomic mobility on the stressed body surface in the "prefracture" analysis seems to be quite natural. This may be a surface diffusion, dissolution or evaporation into an adjacent liquid or gas, or more complex chemical interactions with an environment.2 Any of these processes, governed by a local chemical potential, can change the exterior geometry of the sample. If an external stress is applied, a simple fact from the elasticity theory becomes important. Namely, stress Is amplified and concentrated at any concavity.'8*'g In the case of a sharp slit, discussed above, this effect is extremely large and results in a sequential rupture of interatomic bonds at the tip of a growing crack.' Stress concentration, not that dramatic in magnitude, also takes place on smooth undulations -of the surface, increasing thus the local elastic energy. Increased local chemical potential promotes the removal of the solidphase atoms and changes the interface shape, further enhancing a concavity. It is possible then, if the stressenhanced evolution continues, that the concavity may take the shape of a deep pit. A significant stress concentration on such a diffusion-grown precursor can ultimately lead to direct brittle fracture. A similar qualitative picture, including pressure dissolution coupled with an evolution of porosity, plays an important role in the formation of geological patterns,2o*21 nicely manifested in the so-called stylolites.21
In this paper, we analyze the surface evolution under stress, as a possible path to a brittle fracture. This path circumvents a nucleation barrier and proceeds through a growth of concavity (fracture precursor) to the formation of a sharp cusp, which serves as a stress concentrator and enables brittle rupture. We begin Sec. II with a brief discussion of kinetics on the surface, affected by the local stress. Two alternative cases are considered, surface diffusion involving only atomic migration along the interface and named tangential, as opposed to a transport directed normally to the surface (which includes dissolution/ accretion or evaporation/condensation processes) and named normal. The next step in Sec. III will use a property of isotropic media elasticity, in which we present kinetic equations in a dimensionless form, when several physical parameters of the material combine in effective units of length and time. Linear analysis presented in Sec. IV demonstrates instability of the flat surface against infinitesimal undulations. We examine what may happen beyond the linearity, at larger amplitudes, and ask whether some undulations can evolve into sharp enough dents to lead to fracture. To answer this central question in Sec. V we suggest a local description, wherein a concavity is mainly characterized by a depth and curvature at the tip rather than its overall geometry. Besides the physical arguments, this reduced description is inspired by a method of characteristics,22 which explicitly singles out a region of potential discontinuity, and has proven to be efficient in partial differential equations computations. After this reduction to a two-parametric description, one still needs to know a stress-field distribution around the concavity. This cumbersome problem of elasticity theory can be treated analytically by an interpolation, proposed in Sec. VI. For a small depth of undulation one already has results of the Fourier method (Sec. IV and Appendix), while on the other hand a deep and sharp notch can be treated as a semielliptic hole (Sec. V) . Fortunately, an elliptic hole in elastic media presents one of the few exactly solvable problems in elasticity, and was used long ago by Inglis in his pioneering work.1"g The analytical interpolation between those two extreme cases gives a general formula for the stress at the bottom of a concavity, valid for its arbitrary dimensions. With this practical expression one can proceed with analysis of the kinetic equations and consider a dynamic scenario of the fracture precursor evolution.-Sections VI A-VI B present corresponding ordinary differential equations (ODE's) and the resulting phase trajectories (depth vs curvature) for both normal and tangential transport cases. Finally, a physical interpretation of the results in Sec. VII is followed by a brief discussion of further prospects.
II. KINETICS ON THE SURFACE
There are two principal options for mass transfer in the vicinity of the interface (we do not consider a possibility of diffusion or plasticity in the bulk of stressed material). Microscopically they correspond to the two "orthogonal components" of the thermal atomic motion, perpendicular to the interface, when atoms are detached from the solid or attached back to it, and parallel to the surface, when atoms change positions within the solid phase. Of course, more complicated situations are conceivable, when both of these modes take place simultaneously and/or some surface chemical reactions are involved. However, we treat them separately below, as generic models which then can be used in a complex kinetic scheme. Whichever mode of the mass transport dominates, the result will be a redistribution of the material of solid phase and possibly some change of the exterior geometry, specified by the boundary line u=s(x).
The transport of atoms is governed by the local chemical potential in a solid, affected by the stress field. tial forces are perpendicular to boundary displacement and produce no work), which still vanishes because of mechanical equilibrium between phases. For compressible material, quadratic contribution of stress to the free energy contains only a tangential component, since normal stress is invariant across the boundary. Thus, the chemical potential with respect to that of flat surface is23T24
where the first term represents excess of the elastic energy per atom (a3 is of the order of atomic volume), while the second allows for the local surface energy and is proportional to the curvature.
A. Normal transport
Consider mass transfer in a direction normal to the surface, which can be dissolution-accretion in the case of a solid-liquid interface or evaporation-condensation in the case of a solid-gas surface. The elementary act of material removal from the solid phase can be associated with a schematic energy profile25726 (Fig. 2) . To eliminate the trivial process of dissolution along the surface, assume that solute is in equilibrium with a homogeneously stressed flat interface, which simply means that the number of atoms leaving the solid phase equals the number of atoms coming back from the solute, u, =u, =u. Both curvature and excessive stress in the solid phase contribute to its free energy [Eq. (2.1)]. Th is changes the activation barrier and the ("forward") rate U, of the dissolution, leaving in most cases the backward rate u, unchanged,
where the last linearization is not necessary but simplifies further steps. A nonzero dissolution rate v(x) gives a displacement of the boundary line in a direction normal to the interface. Thus, the interface is represented by the function s(x) which evolves according to the equation, The factor ( 1 +.$)1'2 allows for a difference between the displacement normal to the interface and an apparent vertical displacement. We neglect the difference between the actual and reference system, which may result in a minor correction.
Tangential transport
In the case of surface diffusion there is no direct removal or addition of material, but it still can be redistributed along the interface, which may change the boundary line u=s(x,t).
In this case, however, the kinetic equation should contain higher derivatives of the shape function s(x). Indeed, local diffusion flux of atoms along the interface is given by Fick's law, 26 D, 1 m>=-,, -a *v&(x), its divergency being proportional to the rate of the boundary advance u,,--a2Vsj(x), which gives a vertical rate
Here a is of the order of atomic diameter, D, is the surface diffusion coefficient, and The constant term C? does not contribute, since it vanishes upon taking the derivative.
Ill. DIMENSIONLESS KINETIC EQUATIONS
Equations' (2.4) and (2.5) describe the evolution of the boundary line y=s(x). Any analysis is hindered, however, by the numerous parameters, and by the unknown local stress a(x). The last unknown is determined by the interface profile s(x) and the external stress a, though to relate a(x) and s(x) explicitly remains a serious problem of elastic mechanics. Nevertheless, the discussion below enables one to present the kinetic equations in dimensionless form, and to elucidate a dependence on applied stress amplitude (T. The interface shape function can be chosen in such a way that s( f 00 ) =O. The loading of the body far away from the region of interest results, for a perfectly flat In this case we obtain a dimensionless kinetic equation in the form surface, in certain tangential stress c. In the case of an YY uneven boundary the resulting tangential stress is not constant but is changing along the interface, although it is still A'=202.
proportional to the external load. Note then, that for the plane stress or plane strain of an isotropic material the distribution of stress is the same and does not depend upon its elastic constants. 18*1g Consequently, the ratio a(x)/0 depends upon geometry only, and the corresponding single-valued mapping can bc described by some (dimensionless) operator k so that k-s(x) =a(x)/a (thus R is a direct generalization of the stress concentration factors7).
In other words, whenever an external tangential siress is applied, the tangential component of magnitude ak * s(x) occurs at ever,y point [x,y=s(x)] of the boundary. Finding the operator k explicitly is a task of elasticity theory, generally tractable by numerical methods only (note that L is nonlinear even in the case if linear elasticity). We will return to this issue in Sec. V, using now only the fact that there is a single-value mapping of geometq to local stress, s(x)++&); the corresponding operator k does not contain specific material parameters, provided the material is isotropic and the elastic state is essentially twodimensional.
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The advantage of the dimensionless renormalized form of the kinetic equations is twofold. First, they do not explicitly contain any physicochemical parameters (T, D,, v, etc. ) , which are all "buried" in the effective units At and AZ. This means that detailed analysis can be applicable to numerous materials. Second, peculiar features (if any) in the dynamic behavior revealed by such analysis, will obviously have a scale of several At's in time and several AZ's in space. This immediately gives us an idea about the magnitude of possible events and their dependence on the material characteristics or external conditions (e.g., applied stress magnitude). Thus, without any further effort one can say that if any instability develops, it will have length scale yY/d. The substantial difference in the time scale [Eqs. (3.1) and (3.4)] enables one to discriminate between the two mechanisms for a specific material and conditions; the one with shorter At is dominant. However, in view of much stronger dependence on stress u in Eq. (3.4) than in Eq. (3.1), it is possible that the instantaneous rate due to tangential transport grows faster than that mediated by the normal transport and becomes more important at later stages of the precursor formation [in accord with Eqs. The first term allows for a surface tension effect and tends to smooth the surface, while the second one corresponds to the local elastic energy which may promote deepening of a concavity.
B. Tangential transport
In the case of surface diffusion, Eq. (2.5) also can be presented in dimensio$ess form. Besides the formal operator relation a(x) =ak * s(x) between geometry and local stress distribution, one has to use again units for time and length scale, and (3.5)
IV. LINEAR STABILITY ANALYSIS
There are two di&ulties with the analysis of the Eqs. (3.3) or (3.6). First, they are nonlinear partial differential and, second, an explicit form of the operator ff is not known. To get an idea about possible evolution one can resort to the linear stability analysis, a familiar and simple tool in mechanics and pattern formation theory.28P29 Assuming deviations of the boundary line from the flat geometry to be small, one can develop perturbation theory for calculating stress and then linearize the whole kinetic equation itself. The superposition principle, valid for the linearized equations, makes the Fourier method applicable. One Both of these equations behave differently at L greater or less than one [note, that dimensionless L is measured in units AZ; thus, in real units the critical length L= 1 depends explicitly on the stress applied to the body, according to Eqs. (3.2) and (3.5)]. The flat surface is unstable with respect to long-wave perturbations (dA/dt > 0 for any L > 1 ), while short-length undulations with L < 1 smooth out. The linear stability analysis unambiguously shows that a stressed flat surface is unstable against some shape changes. However, being intrinsically limited to small perturbations, it tells very little about further evolution of the surface, and nothing at all about its "final destination," which can be either stable hill-and-valley structure, unlimited deepening of a smooth "finger," or something else. Therefore, the central question regarding the possibility of transition to a brittle fracture, cannot be addressed within this approach. Linearization of the kinetic equations which led to Eqs. (4.1)-(4.2) presents an independent evolution (either exponential growth or decay) of noninteracting harmonics, and a standard way of improvement is to retain higher order terms [A2, A3 etc., using the Appendix for a(x)]. This would introduce some interactions between modes of different wavelengths, but still is'limited to small amplitudes (particularly, given a slow convergence of a Fourier series for the elastic field19).
V. LARGE AMPLITUDES: LOCAL DESCRIPTION OF A SINGLE NOTCH
To get a better picture of the evolution of the stressed surface we abandon, for now, ideas of perturbation theory and consider another extreme, the one of a large amplitude excursion from a flat geometry. Although in the previous section we dealt with a periodic undulation or a sequence of concavities, any one of them can be characterized by two "local" parameters, depth A and a curvature at the bottom l/r. In the vicinity of the minimum position x&O, a cosineshaped concavity can be approximated as
which corresponds to the radius of curvature r= L2/A.
Accepting such a "local" point of view, one can picture a large perturbation as a deep single notch, an "antispike" of depth A and a curvature l/r (Fig. 3) . Its width L= p can be formally defined (in the special case of cosine shape 27rL corresponds, of course, to a wavelength), as well as an aspect ratio a eA/L = @, a dimensionless measure of the notch's sharpness. As discussed in Sec. II, the evolution Technically, the most difficult step to implement the outlined program is to calculate the stress around the tip of a given geometry. It can be done by numerical calculations, but given an evolving rather than fixed boundary, this of the notch due to possible mass transport at the surface, is affected by the two factors, surface energy and local stress. Both of these contributions are clearly magnified at the vicinity of the tip, at largest surface energy effects due to maximum curvature, and also the largest stress concentration factor equal to 2 m = 2a. Therefore, the events most significant for the notch evolution occur in the vicinity of tip, while more remote points do not play such an important role (it resembles the idea of singling out a discontinuity in the method of characteristics22). This leads to the local description of the kinetics; we use a Taylor series for the shape function in the vicinity of the bottom point, find a similar series expression for the stress field around the tip, for the chemical potential and for all terms in the kinetic Eqs. would lead to cumbersome and time-consuming computations. However, there is a way to circumvent this difficulty, as presented below.
The last twist in our consideration is to approximate deep notch geometry by a semielliptical shape, of the same depth and with the same curvature at the bottom. This corresponds to a vertical semi-axis A and a horizontal one L=A/a (Fig. 3) , and is represented by the formula, + (l/16) (xa/A>6...].
~(5.6)
The advantage of an ellipse is that it represents one of the few exactly solvable problems in two-dimensional elasticity. Indeed, the stress field along the boundary line of an elliptic hole is"
This expression, accurate for an elliptic hole in twodimensional isotropic media under external tension a, gives an approximate series, valid for a small x around the tip of the notch,
4x>
-&s(x> c7 +2a4+2a5) (xa/A)4.
(5.8)
Another restriction is related to the fact that the ellipse itself is a good geometric approximation only for a sharp notch or, even a slitlike crack originally discussed by Inglis, when the aspect ratio is large, a> 1. With these restrictions in mind, one can substitute expressions (5.6) and (5.8) into the kinetic equations for the analysis of sharp notch evolution.
A. Normal transport
In the case of dissolution-accretion, the kinetic equation (3.3) with the use of asymptotic series for s(x) and a(x) from the previous section, leads to the following form of Eq. A > 1, which is half of yY/d in real units, the notch sharpens irreversibly, the stress concentration factor m a increases and leads at some point to a brittle fracture. Gualitatively, at a depth above a certain magnitude the stress-enhanced dissolution slowly sharpens the tip, increasing its local curvature until local stress attains the material strength limit and brittle fracture takes over, leading to a much faster rupture. The pit of similar shape (i.e., of identical a) but of smaller absolute size would not deepen or sharpen, since the right-hand sides of Eqs. (5.10)-( 5.11) remain negative. Positive terms in these expressions allow for the stress effects, while negative ones correspond to the surface energy contribution in the kinetic Eq. (3.3). The behavior of the tip is determined by the competition between these factors, both of them proportional to the curvature. The origin of the threshold size becomes clear if one notices that surface energy effect scales inversely with the linear dimension, while the stress concentration does not depend on the absolute dimension at all. Thus for smaller pits, surface tension prevents the growth, but for larger size pits, the stress concentration dominates.
At large curvature local variation of the chemical potential may become comparable to the thermal energy, A,u/kT> 1. In this case one has to use Eq. (2.2) instead of the linear approximation (2.3) used so far. We do not present numerical solutions for this case in Sec. V, since the main conclusions do not change, but some provisions can be outlined here for the future. Starting from the exponential form of Eq. The length unit is the same as before, while the time unit is different and the equation itself contains one dimensionless parameter p= (2/YkT)c?a3, which is the ratio of the elastic energy to the thermal energy. At room temperature T=300 K, with a rough estimate of the atomic volume a3z10s2' m3 and the Young modulus of some 100 GPa, one can see that at stress <5 GPa the factor fl is small (e.g., p=O.O4 for (T= 1 GPa). The inequality p< 1 makes the linearization of Eq. (5.14) possible, which returns us back to the form Eq. (3.3). One caveat remains, however, for a shy notch, i.e., large stress concentration effect, the factor [k * s(x)12-a2 becomes large, as well as the whoie argument in the exponent of Eq. (5.14). In this case similar steps (local description and the elliptic geometry approximation) lead to the following ODE system, the stress-enhanced diffusion removes material from the tip and irreversibly sharpens the notch, which ultimately reaches the brittle fracture threshold.
VI. ANALYTICAL INTERPOLATION AND A FRACTURE PRECURSOR DYNAMICS
At the extreme of A/L = a < 1 very small undulations can be represented by trigonometric functions, and a consideration of Fourier series allows one to calculate stress field inhomogeneities. Formally, as was mentioned above, one can proceed with this approach up to higher orders of the "small parameter" a (see Appendix). However, the procedure quickly becomes too cumbersome and poorly converging, particularly given the fact that the singularity (kink) may form at some stage. Thus, although useful at small amplitudes, this method is inefficient beyond the linear analysis, when a becomes comparable or greater than one. At the extreme of large a, however, another approximation becomes valid, as shown in the previous section; one considers the concavity locally as an elliptic shape of the same depth and curvature, which enables the stress field calculation and makes further analysis of the kinetic equations possible.
With these two approaches, one valid for small perturbations and another one for the limit of very large deviations from planarity, we can combine both and construct a kinetic model for arbitrary amplitude of concavity. Quantitatively, to construct the formula for the stress around the tip, one presents the (T(X) in similar form for the two alternative limits of small and large amplitudes. Another way~to look at it is that we proceed with the perturbation theory and simply include more terms of higher power of a, which is at least tiresome; but this poorly converging series can and should be "capped" by the asymptotes at large a, derived from the consideration of the ellipse. One represents the (local) geometry of concavity as a Taylor series (5.1) and the stress field in similar series form, using small amplitude and large amplitude limits. The expression for a(x) should contain as many terms as needed to keep the term proportional to x2 in the right-hand side of Eq. (5.2) accurate. In orderto write down "interpolated" expression for the a(x), the coefficients at different xk should be considered. Every coefficient at a given x", as a polynomial of a, is then a collection of lower order terms from a small a approximation and high order terms from the formula at large a. A comparison of Eqs. (All) and (5.8) makes it straightforward.
A. Normal transport
In the case of normal transport, kinetic equation (3.3) contains no derivatives of the stress-energy term, and sufficient accuracy for the stress would be up to 0(x4). Thus, one compares terms ccxk in Eqs. (5.8) and (All) for k=O, 2 only, which combine into the "interpolation," . Two-parametric model (depth A vs aspect ratio a= m) demonstrates a possible barrierless path to fracture; those trajectories which cross the horizontal A= 1 continue irreversibly toward cz--t CO, i.e., formally unbounded stress concentration. < 1. Their further evolution. can be different; some trajectories begin as growing instabilities, then are driven toward a smaller A/a ratio, make a "U-turn" from growth to healing and end up back with the flat surface (zero point).
Behavior at large a is in agreement with the analysis at the end of Sec. V A. In addition to the loops, starting as unstable modes but restoring then the flatness of the boundary, there are trajectories of special interest for us; those which cross the line A= 1. once, never return back. Aspect ratio a grows to large magnitudes, when the analysis from Sec. V A becomes applicable, depth A remains almost constant while a tends to infinity. This means unlimited sharpening of the notch (r=A/a2 -+O), which can be called in this case a precursor of fracture.
B. Tangential transport
In this case kinetic Eq. (3.6) contains two derivatives of thestress;energy $erm, and we need stress with the accuracy up to 0(x6) in order to preserve an accurate term cc2 in the form Eq. (5.2). Again, we find coefficients at different powers of x by taking lower order (with respect to a) terms from the small amplitude limit [Eq. (All)] and high order terms from the Eq. (5.8),
x (xa/A)4+O(x6).
(6.5)
This leads to a following ODE, determining trajectories of the concavity evolution: ' --.-(6.6) Several trajectories plotted at Fig. 5 illustrate the evolution of the surface under tangential stress. At small a, Eq. (6.6) naturally reduces into a simple dA/da-A/a, and describes a family of rays starting at zero point. The growth or collapse of small harmonic undulations of different wavelength in the vicinity of zero is, of course, in agreement with Eq. (4.2). At large a Eq. (6.6) reproduces asymptotic resnlts obtained earlier in Sec. V B. As in the previous section, if the depth reaches a certain magnitude (A= 3/4), the trajectory goes toward large a unbounded, at almost invariable A. Thus, the corresponding concavitynotch sharpens and serves as a stress concentrator for a further brittle fracture somewhere at the remote right-hand side of the plot. This demonstrates the possibility of a smooth transition from a flat surface to fracture, with no nucleation barrier.
VII. DISCUSSION
We attempt to relate two states of an elastic material; (i) initial, stressed solid with a flawless surface, and (ii) fmal, already fragmented state, with an energy lowered due to complete stress relaxation, or right at the edge of brittle fracture. To put our consideration into the context of definite classification6 between statistical thermodynamic approach and studies with the elements of quenched disorder, one can treat a surface as an equilibrium "defect" in the otherwise perfect unbounded solid. Arbitrary orientation of this always present "defect" in an isotropic solid results in a peculiar degeneracy of the system, until a stress field is applied. The latter removes the degeneracy and induces transition from higher energy to lower, from the state with surface parallel to the situation with surface perpendicular to the external force, i.e., to fragmentation. Again, in this case applied stress does not necessarily create a defect, it mostly induces transition* between otherwise degenerated states of a tire-existing defect. The transition between states (i) and (ii) can circumvent a nucleation barrier when a substantial atomic mobility on the surface adds a new "degree of freedom" to the system. A positive feedback enables this barrierless transition, as Fig. 6 illustrates; it -must be supplemented, of course, by a surface energy, which opposes the growth of a precursor and explicitly participates in the analysis. Figures 4-5 present phase portraits of a fracture precursor evolution. The surface tends to restore its flatness and small pits heal. Larger concavities, however, continue to grow until at a+ CO a sharp cusp forms and serves as a stress concentrator, facilitating brittle fracture. Roughly speaking, a line a2/A z constant at very large a somewhere far to the right in Figs. 4-5 would correspond to a slitlike crack, with possible brittle growth (vertically upward in our diagrams) above the Griffith's threshold, at A > yY/g. Below this size the usual brittle mode is prevented by a substantial nucleation barrier, which is circumvented by the fracture precursor trajectories, as the plots illustrate.
The absence of a stable node or focus means that no static hill-and-valley profile forms. This can be understood by a consideration of the contrary case. Suppose that such a stable periodic pattern does form. In a much larger scale, the resultant surface looks again approximately flat, with a negligibly fine ripple, and consequently is unstable against long undulations [note that there is no upper limit for the wavelength of unstable modes in Eqs. (4.1)-(4.2)].
In a similar manner, an interpretation of the sharpening can be provided. When an unstable mode grows up to some finite depth, it becomes a stress concentrator, increasing the stress by a factor of 1+24/L. This stress can be considered as external for a local area at the bottom of the concavity. Thus, according to the Eq. Between the healing and growing extremes, Figs. 4-5 show loops, leaving the zero point through the domain of instability but then returning back to the flat shape. These trajectories apparently correspond to relaxational oscillations of a nonequilibrium system, presented by a uniaxially stressed solid. A restoration of initial geometry does not mean exactly the same physical state. Indeed, material added to the sides of a subcritical concavity is partly relaxed due to a nonzero angle between the instantaneous boundary line and the direction of applied stress (tensile, for definiteness). Consequently, when the initial geometry is restored at the end of the loop, a greater amount of material can be annexed, than there was originally at the same location. In terms of crystal lattice, this would mean a creation of one or many dislocations.'s In other words, a local coherence still leads to a global incoherence between the restored and initial material. At the same time, the stress in this area should become less than it was initially, which means a relief of stress in the subsurface layer. In addition to the stress relief, the relaxational oscillations may form a morphological pattern similar to those observed in some geological objects.2* Let us note, that the results discussed arise from quadratic terms [see Eq. (2.1)] and consequently do not discriminate between tension and compression. Incorporation of terms responsible for the deformation of the boundary line (i.e., the difference between the actual and reference system) breaks this symmetry. Compression of the specimen may lead to a direct contact between the opposite edges of sharp cusp, and to a "shielding" of the stress field at the precursor tip. This would change the further scenario, unless a brittle fracture (mode II or III, due to other loading components'y3) takes place before. A general comment is relevant here. We consider the presented phase portraits as an accurate predictive tool for a short-range evolution; given some depth and a curvature of a pit on a surface, one can obtain a reasonable estimate of the geometry evolution, using the model or the phase portraits. However, for a long-range prognosis, certain caution should be exercised, given the approximations employed in this study. Further refinements would be possible with a direct numerical modeling.
We believe, that our model demonstrates a possible non-nucleation path to brittle fracture. It also presents a useful step in the understanding of the kinetics of rough surfaces, of the evolution of their shape under stress. Effects of an environment3' on the kinetics of prefracture can be readily discussed within the presented framework,32 but more detailed and accurate consideration of specific chemical mechanisms becomes important, as was demonstrated for Rebinder and chemomechanical (Westwood) effects.33 Besides possible chemical details, a geometry different from a planar can be considered. For example, in important case of fibers a Plateau instability of a cylinder tends to neck it off even without external tension,28 thus changing the kinetics of a prefracture.34
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APPENDIX
A semi-infinite two-dimensional elastic continuum yg -A cos x/L with a free boundary is exposed to a stress a,=a at x= =I= CO or at large negative y. To find the resultant stress along the surface, it is convenient to rescale the problem, using L as a unit, and to consider y< -a cos x. An efficient method is then to present stress tensor components CT,=&,, a,..= -&,, and a,,,,=& in terms of Airy function $(x,y) which satisfies a biharmonic equation V"+ =O. Thus, following standard procedurelg one looks for coefficients c, and C, in a Fourier series, ~(x,y)=aLy2/2+2(c,+C~) *en"-cos(nx)],
with Z=%,"=i here and below. Corresponding expressions for the stress components are a,/a=l+Zn[2C,+(c,+Cg)n]e'ycos(nx),
ay~a=-Bn2(c,+C~)e~ycos(nx), (A5) Expressions (Al )-( A4) already satisfy the boundary condition a,=a at y-+ -03. If a vector normal to the upper boundary is n= ( -a sin x, 1 ), then zero traction on free surface means 6. n =O. This leads to a couple of equations, valid along the boundary line y= -a cos x, -u&Y
