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SOME FUNCTORIAL FACTORIZATIONS FOR QUILLEN FUNCTORS
HUGO BACARD
Abstract. We prove that any right Quillen functor between arbitrary model categories
admits non trivial functorial factorizations that are similar to those of a model structure.
We also prove that these factorizations can be made for lax monoidal right Quillen functors.
Given a monad, operad or a PROP(erad) O, if we apply one of the factorizations to the
forgetful functor U : O-Alg(M ) −→ M , we extend the theory of Quillen-Segal O-algebras
initiated in [1] without the hypothesis of M being a combinatorial model category.
1. Introduction
This paper is motivated by a remark in Hovey’s book [8, p.21] within which he suggests
that we should think of the category of all model categories as itself “something like a model
structure, with the weak equivalences being the Quillen equivalences”. This remark appears
after observing that the class of Quillen equivalences is closed under retracts and has the
3-for-2 property. We note that it is clear from the beginning that the known categories of
model categories and Quillen functors lack of (finite) limits and colimits, thus cannot fulfill
the axioms of a closed model structure given by Quillen [14]. Nonetheless, certain categorical
operations on model categories remain possible such as products, homotopy fiber products,
and more generally lax homotopy limits (see [3, 5, 8, 19]). Moreover, Bergner [4] developed
a notion of homotopy colimit of a diagram of model categories, but she pointed out that the
colimit-object is a category with weak equivalences that is not a model category in general.
More recently, Barton [2] has extensively studied the question raised by Hovey with the
more flexible notion of premodel category. Barton proved that there is a model 2-category
structure on the 2-category of combinatorial premodel categories. In particular, a map of
combinatorial premodel categories can be factored in two different ways using a (large) small
object argument.
Our goal in this paper is to discuss the existence of functorial factorizations for Quillen
functors within the restrictive world where the objects are model categories. We pursue
here some of the ideas in [1] with a method different from that of Barton. Although it
is standard to work with the category Modl of model categories and left Quillen functors,
we will consider instead the category Modr of model categories and right Quillen functors
between them. This choice doesn’t affect the ultimate goal since a factorization of a right
Quillen functor produces at the same time a factorization of its companion left adjoint. We
show that any right Quillen functor admits two types of factorizations: one of the form
“trivial cofibration followed by a fibration” while the other one is of the form “cofibration
followed by a trivial fibration”. One of these factorizations was established for right Quillen
functors between combinatorial model categories in our previous work [1]; and we extend
this result here to all model categories. The other factorization generalizes the construction
of the cylinder and path objects of a model category given by Renaudin [15]. Our main
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results are based on the following theorems (see Theorem 3.14, Theorem 3.21, Theorem 3.31
and Theorem 3.34).
Theorem. Let U : A −→ M be a right Quillen functor.
Then there is a factorization A
i
−֒→ B
p
−−−։
∼
M of U such that:
(1) i is a right Quillen functor which is injective on objects.
(2) p is a right Quillen equivalence, an isofibration, and admits a section.
Theorem. Let U : A −→ M be a right Quillen functor.
Then there is a factorization A
i′
−֒→
∼
B
′ p
′
−−−։M of U such that:
(1) i′ is a right Quillen equivalence which admits a retraction and is injective on objects.
(2) p′ is a right Quillen functor and an isofibration.
We prove that the couples (i, p) and (i′, p′) define each a functorial factorization on Modr
(Theorem 3.8). We remind the reader that Modr (resp. Modl) can be given the structure
of a large 2-category, where a 2-morphism is a natural transformation between parallel right
(resp. left) Quillen functors. Furthermore, we have an equivalence of underlying 1-categories
Modopr,≤1 ≃ Modl,≤1, due to the fact that an adjunction is made of functors going in opposite
directions. There is also a notion of homotopy between right (resp. left) Quillen functors
defined as special types of 2-morphism (Definition 3.2). With this notion of homotopy, we
show that for each factorization, the maps i and p (resp. i′ and p′) are homotopy orthogonal,
in that any lifting problem defined by such maps admits automatically a solution up-to-
homotopy (Lemma 4.1 and Lemma 4.2). In view of these results, each factorization above
does not give a weak factorization system as one might wishes, but a ‘weaker ’ factorization
system. Before closing this introduction, let us outline briefly the idea of the proof of the
above theorems. We define B as the comma category (M ↓ U), through which the functor U
factors functorially as (A
ι
−֒→ (M ↓ U)
Π0
−→ M ) (Proposition 2.2). On the category (M ↓ U)
we have the well known injective and projective model structures. For each model structure,
we have two right Quillen functors Π0 : (M ↓ U) −→ M and Π1 : (M ↓ U) −→ A . The
strategy of the proof is to localize these model structures along Π0 and along Π1. In other
words, we do not change the underlying factorization at a categorical level.
The existence of these factorizations has many consequences most of which will be treated
in a different work. In [1], we have shown that the factorizations of an endofunctor U :
M −→ M , such as the loop space functor Ω : sSet∗ −→ sSet∗, along with linked Z-
sequences were the building blocks in our approach to getting the stable homotopy category.
Another interesting aspect is the construction of Quillen equivalent models out of a morphism
and the possibility to replace a map by a better behaved one. The last fact is reminiscent to
the mapping cylinder and mapping path-space constructions in Topology which strengthens
Hovey’s intuition that model categories - invented by Quillen by abstracting the homotopy
theory of spaces - behave themselves like spaces. These factorizations enable us to extend a
result on Quillen-Segal algebras in our previous work [1]. Furthermore, we prove that they
can be made for any lax monoidal functor which is a part of a monoidal Quillen adjunction.
With the recent developments in Homotopy theory, and especially in the theory of higher
categories, it is clear that the 2-category Modr is only an approximation of the true object we
should be looking at, which is an ∞-category. The study of the corresponding ∞-category
goes beyond the scope of this paper and shall be done in a different work. Moreover, we note
that the comma category (M ↓ U) can be defined for Quillen functors between premodel
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categories and it would be interesting to find out the resulting structure in this context as
well as the functorial factorizations that might emerge.
1.1. Organization of the paper. The paper is structured as follows.
(1) Section 2 contains some preliminary results that lead to the functorial factorization
(A →֒ (M ↓ U) −→ M ) in the category of adjunctions (Proposition 2.4).
(2) Section 3 contains most of the results of the paper. The proofs of the main theorem
is in Subsection 3.3.
(3) We give a short discussion on the lifting properties in Section 4.
(4) In Section 5 we extend a previous result on Quillen-Segal algebras.
(5) In Section 6 we prove that:
(a) if U is lax monoidal functor, then there is point-wise product on (M ↓ U), and
the previous factorization expresses U as the composite of a lax monoidal fac-
torization followed by a strong monoidal functor.
(b) if U is part of weak monoidal Quillen adjunction in the sense of Schwede-Shipley
[17], then (M ↓ U) carries also a structure of a monoidal model category (The-
orem 6.10, Theorem 6.11).
(c) the lax functor U can be replaced it by a strong monoidal functor which is part
of a monoidal Quillen adjunction (Corollary 6.14).
(6) We’ve also provided other factorizations in Appendix A.
(7) In Appendix B we prove that the aforementioned factorization holds for abelian
categories and Grothendieck sites under reasonable hypotheses. This will be used in
a future work following Rezk’s notion of model topos (see[16]).
(8) We’ve put the long proofs in an appendix.
1.2. Notation and Hypotheses.
• U : A −→ M will be in general a right adjoint whose left adjoint is F.
• “left ⊣ right” = an adjunction, where “left” is the left adjoint and “right” is the right
adjoint.
• MU[A ] := (M ↓ U) = the comma category whose objects are triples [F] = [F
0,F1, πF :
F0 −→ U(F1)] ∈ M ×A ×Arr(M ).
• σ : [F]
[σ0,σ1]
−−−−→ [G] represents a map in MU[A ].
• The categories A and M are arbitrary model categories.
• We have three functors:
– Π0 : (M ↓ U) −→ M , with Π0([F]) = F0;
– Π1 : (M ↓ U) −→ A , with Π1([F]) = F1;
– ΠArr : (M ↓ U) −→ Arr(M ), with ΠArr([F]) = πF.
• ι : A →֒ MU[A ] is the embedding that maps P 7→ ι(P) = [U(P),P, IdU(P)].
• Mor(C) = the class of all morphisms of a category C.
• Mono(C) = the class of monomorphims of C.
• Epi(C) = the class of epimorphisms of C.
• ∅, ∅C, ∅A , ∅M , · · · are initial objects.
• ∗, ∗C, ∗A , ∗M , · · · are terminal objects.
• cof(−), fib(−),W(−), are respectively the classes of cofibrations, fibrations and weak
equivalences of a model category ‘−’.
• Cat = the category of small categories.
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Note. Rather than demanding the existence of all limits and colimits in a model category,
we will consider instead Quillen’s original requirement of having finite limits and colimits.
This assumption resolves the size issues that might occur when computing limits and colimits
in the comma category (M ↓ U).
2. Categorical preliminaries
Let C be a 1-category and let f : A −→ B be a morphism of C.
• Say that f admits a left inverse (or a retraction) if there is a morphism r : B −→ A
such that r ◦ f = IdA.
• Say that f admits a right inverse (or a section) if there is a morphism s : B −→ A
such that f ◦ r = IdB.
We will denote by LI(C) ⊆ Mor(C) the class of all morphisms that admit a left inverse, and
by RI(C) ⊆ Mor(C) the class of all morphisms that admit a right inverse. It can be easily
seen that we have some isomorphisms of classes LI(C) ∼= RI(Cop) and RI(C) ∼= LI(Cop),
where Cop is the opposite or dual category. With some basic category theory, one can prove
the following proposition.
Proposition 2.1. For any category C the following hold.
(1) The two classes LI(C) and RI(C) are closed under composition and retracts.
(2) We have LI(C) ⊆ Mono(C) and RI(C) ⊆ Epi(C).
(3) If ∗C is a terminal object of C, then the unique map X −→ ∗C admits the right lifting
property (RLP) against every map in LI(C), i.e., every object X is LI(C)-injective.
(4) If ∅C is an initial object of C, then the unique map ∅C −→ Y admits the left lifting
property (LLP) against every map in RI(C), i.e., every object Y is RI(C)-projective.
Proof. We will only prove Assertion (1), the other ones are straightforward. Moreover, using
the duality RI(C) ∼= LI(Cop), it is enough to prove this assertion for the class LI(C). We
note that LI(C) is clearly closed under composition, thus it remains to show that it is also
closed under retracts. Let f be a retract of an element g ∈ LI(C). By definition, we have a
commutative diagram where the horizontal composites are identities:
A
B B
A
f

f

C
D
α1 // β
1
//
g

β0
//α
0
//
If r : D −→ C is a left inverse of g, then the map r′ = β0 ◦ r ◦ α1 is a left inverse of f since:
r′ ◦ f = β0 ◦ r ◦ α1 ◦ f
︸ ︷︷ ︸
=g◦α0
= β0 ◦ r ◦ g
︸︷︷︸
=IdC
◦α0 = β0 ◦ α0 = IdA .

If the category M has an initial object ∅M , then we can define a functor L
1 : A −→
MU[A ] with L
1(P) = [∅M ,P, ∅M −→ U(P)]. Dually, in the presence of coinitial objects
such that U preserves them, we can define a functor R0 : M −→ MU[A ] given by R
0(m) =
[m, ∗A , m −→ U(∗A ) = ∗M ]. Moreover, if U has a left adjoint F, we can also define a functor
F
+ : M −→ MU[A ], with F
+(m) = [m,F(m), m
ηm
−→ UF(m)]. We’ve established in [1] the
following:
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Proposition 2.2. Let U : A −→ M be a functor between categories with initial and coinitial
objects such that U(∗A ) = ∗M . Then the following hold.
(1) We have three adjunctions (Π1 ⊣ ι), (L1 ⊣ Π1), (Π0 ⊣ R0).
(2) If U has a left adjoint F : M −→ A , then there is an adjunction (F+ ⊣ Π0).
(3) We have some factorizations:
Π0 ◦ι = U, Π1 ◦ι = IdA , Π
0 ◦R0 = IdM , Π
1 ◦L1 = IdA .
In particular we have ι ∈ LI(Cat), Π0 ∈ RI(Cat) and L1 ∈ LI(Cat).
The adjunction (Π1 ⊣ ι) holds without the existence of (co)initial objects. Recall that there
is a model structure on Cat, sometimes called the “folk model structure” or “canonical model
structure” (see for example [9, 11]). In this model structure, the cofibrations are the functors
that are injective on objects, while the fibrations are the isofibrations. The weak equivalences
are the equivalences of categories. We will denote this model category by Catfolk.
Proposition 2.3. In the category Cat the following hold.
(1) Any functor U ∈ LI(Cat) is injective on objects, whence a cofibration in Catfolk.
(2) Any functor U : A −→ M admits a factorization U = G2 ◦ G1, where G2 ∈
fib(Catfolk) and G1 ∈ LI(Cat).
(3) Any functor U : A −→ M between categories with coinitial objects such that U(∗A ) =
∗M , admits a factorization U = G2 ◦ G1, where G2 ∈ RI(Cat) ∩ fib(Catfolk) and
G1 ∈ LI(Cat).
Proof. Since we have a functor Ob : Cat −→ Set, it is clear that if r is a retraction of U
then Ob(r) is a retraction of Ob(U) which implies that Ob(U) ∈ Mono(Set) by Proposition
2.1. This gives the first assertion. Assertion (2) and (3) follow from Proposition 2.2 if
we set G1 = (ι : A −→ (M ↓ U)) and G2 = (Π
0 : (M ↓ U) −→ M ). We only need
to check that Π0 is indeed an isofibration and that the factorization is functorial. This is
not hard but we include the proof for the reader’s convenience. Π0 will be an isofibration
if we can show that for any [F] ∈ (M ↓ U) and for any isomorphism u : Π0([F])
∼=
−→ m
in M , there is an isomorphism σ : [F] −→ [G]u in (M ↓ U) such that Π
0(σ) = u. Set
[G]u = [m,F
1, πF ◦u
−1 : m −→ U(F1)] and let σ : [F]
[σ0,σ1]
−−−−→ [G]u be the morphism given
by σ0 = u and σ1 = IdF1 . Clearly, σ is an isomorphism and one has Π
0(σ) = u. The
factorization is clearly functorial, in that given any commutative square of solid arrows,
there is a dotted functor such that the inner squares are also commutative:
A
A
′
H

M
M ′
U′ //
K

U //
⇒
A
A
′
M ′
M
H

K

(M ↓ U)
(M ′ ↓ U′)
ι // Π
0
//
E(H,K)

Π0 //ι //
(2.0.1)
The functor E(H,K) maps [F0,F1, πF] 7→ [K(F
0), H(F1), K(πF)] and takes σ = [σ
0, σ1] 7→
[K(σ0), H(σ1)]. 
Proposition 2.4. Assume that the functors U, U′, H and K in (2.0.1) are right adjoint func-
tors with respective left adjoints F,F′, H∗ and K∗. Then the functor E(H,K) : (M ↓ U) −→
(M ′ ↓ U′) is also a right adjoint.
Proof. See Appendix C.1 
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3. Factorizations in the category of model categories
There are various choices for the morphisms of a “category of model categories”. The stan-
dard choice is to take as morphisms the left Quillen functors as in Hovey [8]. However, as
mentioned earlier, we will work with right Quillen functors between model categories. The
example that motivates this choice is a forgetful functor U : O-Alg(M ) −→ M , which is a
right Quillen functor in many cases. Shulman [18] showed that there is a double category
for model categories and it would be interesting to find out how the present work fits in his
settings.
Definition 3.1. Let Modr be the large category of model categories defined as follows.
• The objects are model categories.
• A morphism G : C −→ D is a triple G = (Gl, Gr, ϕ) where Gl ⊣ Gr is a Quillen
adjunction with Gr : C −→ D the right Quillen functor and ϕ : D(GlX, Y )
∼=
−→
C(X,GrY ).
If (F,U, ϕ) is a Quillen adjunction where U is right Quillen, the associated morphism of Modr
will be denoted by U(F,ϕ) = (U
l
(F,ϕ),U
r
(F,ϕ), ϕ) with U
l
(F,ϕ) = F and U
r
(F,ϕ) = U. We note that
category Modr is in fact a 2-category as explained in [8]. Given Gi = (G
l
i, G
r
i , ϕ) : C −→ D,
i ∈ {0; 1}, a 2-morphism τ : G0 −→ G1 is just a natural transformation τ : G
r
0 −→ G
r
1
between the right Quillen functors. Following Renaudin [15], we consider:
Definition 3.2.
(1) Let Gi = (G
l
i, G
r
i , ϕ) : C −→ D be parallel morphisms in Modr, i ∈ {0, 1}.
Say that a 2-morphism τ : G0 −→ G1 is a right homotopy if the map τC : G
r
0(C) −→
Gr1(C) is a weak equivalence in D for any fibrant object C ∈ C.
(2) Call a morphism G : C −→ D a Quillen homotopy equivalence if there is a morphism
H : D −→ C with a zig-zag of homotopies between IdC and H ◦ G and zig-zag of
homotopies between IdD and G ◦H.
Throughout this paper, unless otherwise specified, whenever we say ‘homotopy between right
Quillen functors’ we mean right homotopy. The following result can be found in [8, 15].
Lemma 3.3. Let RGri : ho(C) −→ ho(D) be the respective right derived functors, i ∈ {0, 1}.
(1) If τ : G0 −→ G1 is a right homotopy, then Rτ : RG
r
0 −→ RG
r
0 is a natural isomor-
phism.
(2) If τ : G0 −→ G1 is a right homotopy, then if one of G1, G2 is a Quillen equivalence,
then so is the other.
(3) Any Quillen homotopy equivalence is a Quillen equivalence.
Lemma 3.4. If K : D
(Kl,Kr,ϕ)
−−−−−−→ D′ is a morphism in Modr and τ : G1 −→ G2 is a right
homotopy, then the composite K ◦ τ : K ◦ G0 −→ K ◦ G1 is also a right homotopy. More
generally, right homotopies can be horizontally composed, vertically composed and possess
the vertical 3-for-2 property.
Proof. Any right Quillen functor preserves weak equivalences between fibrant objects by Ken
Brown’s lemma, thus Kr(τC) is a weak equivalence between fibrant objects if C is fibrant.
See [8] for details. 
If τ : G1 −→ G2 is a homotopy and H and K are maps in Modr, we will say that:
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• τ is a homotopy relative to H if τ ◦ H is the identity homotopy (if the composite
makes sense)
• τ is a homotopy co-relative to K if K ◦ τ is the identity homotopy.
Definition 3.5. Let G : C −→ D be a morphism in Modr.
(1) • Say that G admits a weakly invertible retraction H : D −→ C, if H is a retraction
of G and if there is a homotopy τ : IdD −→ G ◦H.
• If in addition τ is homotopy relative to G we will say that it is a deformation
retraction
(2) • Similarly, say that G admits a weakly invertible section H : D −→ C, if H is a
section of G and if there is a homotopy τ : IdC −→ H ◦G.
• If in addition τ is a homotopy co-relative to G, we will say that it is a deformation
section.
Notation 3.6.
• LIw(Modr) = the class of maps admitting a weakly invertible retraction.
• LIwrel(Modr) = the class of maps admitting a weakly invertible retraction equipped
with a deformation retraction
• RIw(Modr) = the class of maps admitting a weakly invertible section.
• RIwcor(Modr) = the class of maps admitting a weakly invertible section equipped
with a deformation section.
• Morinjob(Modr) = the class of maps G = (G
l, Gr, ϕ) such that Gr is injective on
objects.
• Morifib(Modr) = the class of maps G = (G
l, Gr, ϕ) such that Gr is an isofibration
between the underlying categories.
It can be easily checked that the classes Morinjob(Modr) andMorifib(Modr) are closed under
composition and retracts.
Proposition 3.7. With the previous definition, the following statements are true.
(1) We have some inclusion of classes:
LIwrel(Modr) ⊂ LIw(Modr) ⊂Morinjob(Modr), RIwcor(Modr) ⊂ RIw(Modr).
(2) Any element of LIw(Modr), LIwrel(Modr), RIw(Modr) and RIwcor(Modr) is a Quillen
equivalence.
(3) The classes LIw(Modr), LIwrel(Modr), RIw(Modr) and RIwcor(Modr) are also closed
under composition and retracts.
Proof. See Appendix C.2. 
The main result of this paper is the following theorem.
Theorem 3.8. Let (F,U, ϕ) be a Quillen adjunction where U : A −→ M is right Quillen,
and let U(F,ϕ) : A −→ M be the corresponding morphism in Modr. Then the following hold.
(1) There is a functorial factorization U(F,ϕ) = G2 ◦G1 where:
(a) G1 = (G
l
1, G
r
1, ϕ) ∈ LIw(Modr) ∩Morinjob(Modr),
(b) G2 = (G
l
2, G
r
2, ϕ) ∈Morifib(Modr).
(2) There is a functorial factorization U(F,ϕ) = G2 ◦G1 where:
(a) G1 ∈Morinjob(Modr),
(b) G2 = (G
l
2, G
r
2, ϕ) ∈ RIw(Modr) ∩Morifib(Modr).
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We give the proof of this theorem at the end of this section (in Subsection 3.3). The proof
of the theorem relies on the existence of various model structures one can put on the comma
category (M ↓ U). We start with some backgrounds on the homotopy theory on the comma
category (M ↓ U). Recall that a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in (M ↓ U) may be displayed
as a either one of the adjoint equivalent commutative squares:
F0
U(F1) U(G1)
G0
U(σ1)
//
piF

σ0 //
piG

⇐⇒
F(F0)
F1 G
1
F(G0)
σ1 //
ϕ(piF)

F(σ0)
//
ϕ(piG)

Given such a morphism σ we will say that:
(1) σ is a injective (trivial) cofibration if σ0 is a (trivial) cofibration in M and σ1 is a
(trivial) cofibration in A .
(2) σ is a level-wise weak equivalence (resp. level-wise fibration) if:
• σ0 is a weak equivalence (resp. fibration) in M and
• σ1 is a weak equivalence (resp. fibration) in A .
(3) σ is an injective (trivial) fibration if:
• σ1 : F1 −→ G1 is a (trivial) fibration in A and
• the induced map F0 −→ U(F1)×U(G1) G
0 is a (trivial) fibration in M .
(4) σ is a projective (trivial) cofibration if:
• σ0 : F0 −→ G0 is a (trivial) cofibration in M and
• the induced map F1 ∪F(F
0)
F(G0) −→ G1 is a (trivial) cofibration in A .
Theorem 3.9.
(1) There is an injective model structure MU[A ]inj, on the category MU[A ] where the
cofibrations (resp. fibrations) are the injective cofibrations (resp. injective fibrations)
and the weak equivalences are the level-wise weak equivalences.
(2) There is a projective model structure MU[A ]proj, on the category MU[A ] where
the cofibrations (resp. fibrations) are the projective cofibrations (resp. level-wise
fibrations) and the weak equivalences are the level-wise weak equivalences.
(3) The identity functor Id : MU[A ]proj −→ MU[A ]inj is a right Quillen equivalence.
(4) We have two factorizations of U: A
ι
−֒→ MU[A ]proj
Π0
−→ M , A
ι
−֒→ MU[A ]inj
Π0
−→ M .
Proof. This is to be found with details in [1]. 
In virtue of this result and of Proposition 2.3 we have:
Theorem 3.10. Let (F,U, ϕ) be a Quillen adjunction where U : A −→ M is right Quillen,
and let U(F,ϕ) : A −→ M be the corresponding morphism in Modr. Then the following hold.
(1) There is a functorial factorization U(F,ϕ) = G2 ◦ G1, with G1 ∈ LI(Modr) and G2 ∈
RI(Modr): A
G1
−֒→ MU[A ]proj
G2−→ M .
(2) There is a functorial factorization U(F,ϕ) = G2 ◦ G1, with G1 ∈ LI(Modr) and G2 ∈
RI(Modr): A
G1
−֒→ MU[A ]inj
G2−→ M .
Proof. On a categorical level, i.e., if we discard the model structures, the two factorizations
coincide. One sets:
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• G1 = (G
l
1, G
r
1, ϕ) = (Π
1, ι, ϕ) = ι(Π1,ϕ), where ϕ is the implicit isomorphism in the
adjunction ι ⊣ Π1.
• G2 = (G
l
2, G
r
2, ϕ) = (F
+,Π0, ϕ) = Π0(F+,ϕ).
There is a retraction Z : MU[A ] −→ A of G1 given by Z = (Z
l, Zr, ϕ) = (L1,Π
1, ϕ) =
Π1(L1,ϕ). The map G2 admits a section T : M −→ MU[A ] given by T = (T
l, T r, ϕ) =
(Π0, R0, ϕ) = R0(Π0,ϕ). To prove that these factorizations are functorial, we must show that
for ms ∈ {‘inj’, ‘proj’}, the induced functor E(H,K) : (M ↓ U)ms −→ (M
′ ↓ U′)ms is a
right Quillen functor:
A
A
′
H

M
M ′
U′ //
K

U //
⇒
A
A
′
M ′
M
H

K

(M ↓ U)
(M ′ ↓ U′)
ι // Π
0
//
E(H,K)

Π0 //ι //
By definition we have E(H,K)[σ0, σ1] = [K(σ0), H(σ1)]. Since H and K preserve the
fibrations and the trivial fibrations, we see that E(H,K)[σ0, σ1] is a level-wise (trivial) fi-
bration if [σ0, σ1] is. This proves that E(H,K) : (M ↓ U)proj −→ (M
′ ↓ U′)proj is a right
Quillen functor. To show that E(H,K) : (M ↓ U)inj −→ (M
′ ↓ U′)inj is also a right
Quillen functor, it is much easier to prove that its left adjoint E(H,K)∗ is a left Quillen
functor, in that it preserves the level-wise (trivial) cofibrations. By definition, we have
E(H,K)∗[θ
0, θ1] = [K∗(θ
0), H∗(θ
1)], where H∗ and K∗ are the respective left adjoint of H
and K. Since H∗ and K∗ preserve the cofibrations and the trivial cofibrations, then clearly
E(H,K)∗[θ
0, θ1] is a level-wise (trivial) cofibration if [θ0, θ1] is. 
3.1. Left Bousfield localizations. We are going to localize the two model structures
MU[A ]inj and MU[A ]proj along the functor Π
1 : MU[A ] −→ A without the hypothesis
used in [1], wherein we’ve restricted ourselves to a right Quillen functor between combina-
torial model categories.
3.1.1. Left injective model structure.
Definition 3.11. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a map in MU[A ]. We will say that:
(1) σ is a left injective cofibration if σ0 is a cofibration in M and σ1 is a cofibration in
A , that is if σ is a cofibration in MU[A ]inj.
(2) σ is a left weak equivalence if σ1 is a weak equivalence in A , that is if Π1(σ) is a
weak equivalence in A .
(3) σ is a left injective fibration if:
• σ1 : F1 −→ G1 is a fibration in A and if
• the induced map δ : F0 −→ U(F1)×U(G1) G
0 is a trivial fibration in M .
Notation 3.12. For simplicity we will adopt the following notation.
• cofL(MU[A ]inj) = the class of all left injective cofibrations
• fibL(MU[A ]inj) = the class of all left injective fibrations
• WL(MU[A ]inj) = the class of all left weak equivalences.
Theorem 3.13. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]
(1) a weak equivalence if it is a left injective weak equivalence,
(2) a cofibration if it is a left injective cofibration and
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(3) a fibration if it is a left injective fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
L
inj.
An important consequence of the theorem is the following result:
Theorem 3.14. With the notation above, the following statements are true.
(1) We have two Quillen equivalences where the functor on the left hand side is the left
Quillen functor:
L1 : A ⇆MU[A ]
L
inj : Π
1 Π1 : MU[A ]
L
inj ⇆ A : ι
(2) We have a Quillen adjunction F+ : M ⇄MU[A ]
L
inj : Π
0.
(3) We have a factorization U = Π0 ◦ι: A
ι
−֒→
∼
MU[A ]
L
inj
Π0
−→ M .
(4) We have IdA = Π
1 ◦ι and the unit η : Id
MU[A ]
L
inj
−→ ι ◦ Π1 is a right homotopy.
Proof of Theorem 3.14. For P ∈ A and [F] = [F0,F1, πF] ∈ MU[A ] we have L
1(P) =
[∅,P, ∅ −→ U(P)] and Π1([F]) = F1. The functor Π1 creates weak equivalences in MU[A ]
L
inj,
therefore a map L1(P) −→ [F] is a weak equivalence in MU[A ]
L
inj if and only if – by definition
– the map (P −→ F1) = (P −→ Π1(F)) is a weak equivalence in A . This is true in particular
if P is a cofibrant and F is fibrant, which proves that the adjunction L1 ⊣ Π1 is a Quillen
equivalence. It also proves automatically that the other adjunction Π1 ⊣ ι is a Quillen
equivalence where Π1 is a left Quillen functor. This gives Assertion (1). Moreover, for any
left injective (trivial) fibration σ, Π0(σ) = σ0 is a (trivial) fibration in M , thus Π0 is right
Quillen, which proves Assertion (2). Assertions (3) is obvious. To prove Assertion (4) we
must show that for any fibrant object [F] ∈ MU[A ]
L
inj the map η : [F] −→ ι(Π
1([F])) is
a weak equivalence. By inspection, the map η is given by the couple [πF, IdF1 ] which is
(obviously) a weak equivalence in MU[A ]
L
inj since IdF1 is a weak equivalence in A . 
The main ingredient for the proof of Theorem 3.13 is the following lemma.
Lemma 3.15.
(1) Consider a lifting problem of solid arrows in MU[A ]:
[F]
[G] [Q]
[P]
[γ0,γ1]
//
[σ0,σ1]

[θ0,θ1]
//
[β0,β1]

[s0,s1]
99r
r
r
r
r
r
r
r
If σ ∈ cofL(MU[A ]inj) ∩ WL(MU[A ]inj) and β ∈ fibL(MU[A ]inj), then a solution
s : [G]
[s0,s1]
−−−→ [P] exists.
(2) Any morphism σ : [F] −→ [G] of MU[A ] can be factored as:
[F]
i
−֒→
∼
[E]
p
−−։ [G],
where i ∈ cofL(MU[A ]inj) ∩WL(MU[A ]inj) and p ∈ fibL(MU[A ]inj).
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We defer the proof to Appendix C.3.
Proof of Theorem 3.13. It can be easily shown that the three classes of left weak equivalences,
left injective cofibrations and left injective fibrations are closed under compositions and
retracts. Moreover, one has:
• cofL(MU[A ]inj) = cof(MU[A ]inj),
• fibL(MU[A ]inj) ∩WL(MU[A ]inj) = fib(MU[A ]inj) ∩W(MU[A ]inj),
• W(MU[A ]inj) ⊂WL(MU[A ]inj),
• WL(MU[A ]inj) has the 3-for-2 property.
For the remainder of the proof we will show that we have the required factorizations along
with the lifting properties. Given any map σ, we can use the axiom of the model cate-
gory MU[A ]inj to factor it as σ = p ◦ i where i ∈ cof(MU[A ]inj) and p ∈ fib(MU[A ]inj) ∩
W(MU[A ]inj). From the above observations, the map i is a left injective cofibration and p is
a map that is simultaneously a left injective fibration and a left weak equivalence. This gives
the first type of factorization. By Lemma 3.15, any map σ can be factored as σ = p◦ i, where
i ∈ cofL(MU[A ]inj) ∩WL(MU[A ]inj) and p ∈ fibL(MU[A ]inj). This gives the second type of
factorization in MU[A ]. The theorem will follow as soon as we show that the suitable lifting
problems have a solution. Thanks to Assertion (1) of Lemma 3.15, there is a solution to any
lifting problem defined by an element of σ ∈ cofL(MU[A ]inj)∩WL(MU[A ]inj) and an element
β ∈ fibL(MU[A ]inj). Finally, using the lifting property of model structure MU[A ]inj, there is
a solution to any lifting problem defined by an element σ ∈ cofL(MU[A ]inj) = cof(MU[A ]inj)
and an element β ∈ fibL(MU[A ]inj) ∩WL(MU[A ]inj) = fib(MU[A ]inj) ∩W(MU[A ]inj). 
An object [F] ∈ MU[A ] satisfies the Segal condition if the map πF is a weak equivalence.
We’ve called such object [F] a Quillen-Segal U-object (see [1]). There is a connection between
Quille-Segal objects and the fibrant objects in MU[A ]
L
inj:
Corollary 3.16. The fibrant objects in MU[A ]
L
inj are the objects [F] = [F
0,F1, πF] such that
F0 ∈ M is fibrant, F1 ∈ A is fibrant and πF : F
0 −→ U(F1) is a trivial fibration in M . In
particular [F] is a Quillen-Segal U-object.
Proof. Let ∗A (resp. ∗M ) be the terminal object in A (resp. M ). Since U is a right
adjoint, it preserves all limits, in particular it preserves the terminal object (obtained as
the limit of the empty diagram). Therefore we can assume that U(∗A ) = ∗M . The object
[∗] = [∗M , ∗A , Id∗M ] is a terminal object in MU[A ]. An object [F] ∈ MU[A ]
L
inj is fibrant
if and only if [F] −→ [∗] is a left injective fibration, if and only if F1 ։ ∗A is a fibration
in A and if moreover F0
∼
−−−։ U(F1) is a trivial fibration in M . It follows that F1 ∈ A
is fibrant, and by composition F0 is also fibrant since the map F0 ։ ∗M is a fibration
obtained as the composite of the trivial fibration πF : F
0
∼
−−−։ U(F1) followed by the fibration
U(F1 ։ ∗A ) = (U(F
1)։ U(∗A )
︸ ︷︷ ︸
=∗M
). 
Remark 3.17. It follows that if [F] is fibrant, then the map η : [F] −→ ι(Π1([F])) defined
by [πF, IdF1 ] is in fact a level-wise weak equivalence.
3.1.2. Left projective model structure.
Definition 3.18. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a map in MU[A ]. We will say that:
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(1) σ is a left projective cofibration if σ is a projective cofibration.
(2) σ is a left weak equivalence if σ1 is a weak equivalence in A , that is if Π1(σ) is a
weak equivalence in A .
(3) σ is a left projective fibration if:
• σ0 and σ1 are fibrations and if moreover
• the induced map δ : F0 −→ U(F1)×U(G1) G
0 is a weak equivalence in M .
Notation 3.19. For simplicity we will also adopt the following notation.
• cofL(MU[A ]proj) = the class of all left projective cofibrations
• fibL(MU[A ]proj) = the class of all left projective fibrations
• WL(MU[A ]proj) = the class of all left weak equivalences.
Theorem 3.20. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]
(1) a weak equivalence if it is a left projective weak equivalence,
(2) a cofibration if it is a left projective cofibration and
(3) a fibration if it is a left projective fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
L
proj.
A direct consequence is the following result which is the projective version of Theorem
3.14.
Theorem 3.21. With the notation above, the following statements are true.
(1) We have two Quillen equivalences:
L1 : A ⇆MU[A ]
L
proj : Π
1 Π1 : MU[A ]
L
proj ⇆ A : ι
(2) We have a Quillen adjunction F+ : M ⇄MU[A ]
L
proj : Π
0.
(3) We have a factorization U = Π0 ◦ι: A
ι
−֒→
∼
MU[A ]
L
proj
Π0
−→ M .
(4) We have IdA = Π
1 ◦ι and the unit η : Id
MU[A ]
L
proj
−→ ι ◦ Π1 is a right homotopy.
Proof of Theorem 3.21. The proof is exactly the same as that of Theorem 3.14, word for
word, except that we replace MU[A ]
L
inj by MU[A ]
L
proj. 
We can now give the lemmas that will be used to prove Theorem 3.20.
Lemma 3.22. Consider a lifting problem of solid arrows in MU[A ] as follows.
[F]
[G] [Q]
[P]
[γ0,γ1]
//
[σ0,σ1]

[θ0,θ1]
//
[β0,β1]

[s0,s1]
99r
r
r
r
r
r
r
r
If σ = [σ0, σ1] ∈ cofL(MU[A ]proj) ∩WL(MU[A ]proj) and β = [β
0, β1] ∈ fibL(MU[A ]proj) then
a solution s : [G]
[s0,s1]
−−−→ [P] exists.
The proof of the last lemma is technical and a bit long, so we defer to the Appendix C.4.
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Lemma 3.23. Any morphism σ : [F] −→ [G] of MU[A ] can be factored as:
[F]
i
−֒→
∼
[E]
j
−−։ [G],
where i ∈ cofL(MU[A ]proj) ∩WL(MU[A ]proj) and j ∈ fibL(MU[A ]proj).
The proof of this lemma is also long so we defer it to the Appendix C.5.
Lemma 3.24. We have an equality of classes:
fibL(MU[A ]proj) ∩WL(MU[A ]proj) = fib(MU[A ]proj) ∩W(MU[A ]proj).
In other words, a map σ : [F]
[σ0,σ1]
−−−−→ [G] is a left projective fibration and a left weak equivalence
if and only if it is a level-wise trivial fibration.
Proof. The map σ is displayed by a commutative square in M from which the universal
property of the pullback gives a canonical factorization of σ0:
σ0 = F0
δ
−→ U(F1)×U(G1) G
0 piG
∗(U(σ1))
−−−−−−→ G0.
Here U(F1)×U(G1) G
0 piG
∗(U(σ1))
−−−−−−→ G0 is the base change of the map U(σ1) along πG. It follows
that if σ is simultaneously a left projective fibration and a left weak equivalence, then σ is in
particular a level-wise fibration such that σ1 is a trivial fibration. The map U(σ1) is a trivial
fibration as the image of a trivial fibration under the right Quillen functor U. Moreover,
since the class of trivial fibrations is closed under base change we find that the canonical
map πG
∗(U(σ1)) is also a trivial fibration. The other part of being a left fibration is that δ is
a weak equivalence which implies σ0 is also weak equivalence by composition. Consequently,
σ is a level-wise fibration and a level-wise weak equivalence hence the inclusion:
fibL(MU[A ]proj) ∩WL(MU[A ]proj) ⊆ fib(MU[A ]proj) ∩W(MU[A ]proj).
With the same reasoning if σ is level-wise trivial fibration, then σ is already a left weak
equivalence and a level-wise fibration, therefore σ will be a left projective fibration as soon
as we show that δ is a weak equivalence. In the above factorization σ0 = πG
∗(U(σ1)) ◦ δ, the
two maps σ0 and πG
∗(U(σ1)) are weak equivalences, therefore by 3-for-2, δ is also a weak
equivalence which means that σ is a left projective fibration as desired. This gives the other
inclusion:
fib(MU[A ]proj) ∩W(MU[A ]proj) ⊆ fibL(MU[A ]proj) ∩WL(MU[A ]proj).

A direct consequence of this lemma is the following obvious result.
Lemma 3.25. Any morphism σ : [F] −→ [G] of MU[A ] can be factored as:
[F]
i
−֒→ [E]
j
−−−։
∼
[G],
where i ∈ cofL(MU[A ]proj) and j ∈ fibL(MU[A ]proj) ∩WL(MU[A ]proj).
Proof. Indeed cofL(MU[A ]proj) = cof(MU[A ]proj) by definition. Use the axiom of the model
category MU[A ]proj to factor any map as a cofibration followed by a projective (=level-wise)
trivial fibration and Lemma 3.24. 
With the previous lemmas at hand, we can now give a proof of Theorem 3.20.
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Proof of Theorem 3.20. The classes cofL(MU[A ]proj), fibL(MU[A ]proj) and WL(MU[A ]proj)
are closed under composition and retracts. Lemma 3.23 and Lemma 3.25 give the required
factorizations. Moreover, any lifting problem defined by a left projective cofibration and a
left projective trivial fibration admits a solution in the original model structure MU[A ]proj
since the class of left cofibration (resp. of left trivial fibrations) coincides with the class
of cofibrations (resp. of trivial fibrations) in MU[A ]proj. The hardest part is the existence
of a solution to a lifting problem defined by a map σ ∈ cofL(MU[A ]proj) ∩WL(MU[A ]proj)
and a map β ∈ fibL(MU[A ]proj) for which Lemma 3.22 guarantees the existence of such a
solution 
Corollary 3.26. The fibrant objects in MU[A ]
L
proj are the objects [F] = [F
0,F1, πF] such
that F0 ∈ M is fibrant, F1 ∈ A is fibrant and πF : F
0 −→ U(F1) is a weak equivalence in
M . In particular [F] is a Quillen-Segal U-object.
Proof. The same proof as in Corollary 3.16 considering the description of the fibrations in
MU[A ]
L
proj. 
3.2. Right Bousfield localizations. Our goal here is to localize the two original model
structures MU[A ]inj and MU[A ]proj along the functor Π
0 : MU[A ] −→ M . Rather than
building the new model structures from zero, we are going to “dualize” the previous theorems
using the involution (−)op : Modopr −→ Modr. Indeed, for any model category C, the opposite
category Cop has a model structure and we have an equality of model categories (Cop)op = C
(see [8] for details). This functor maps a right Quillen functor (U : A −→ M ) to the right
Quillen functor (Fop : M op −→ A op).
Notation 3.27. For a matter of clarity we will use some additional notation.
• (F ↓ A ) = the comma category whose objects are triples [X] = [X0,X1, ε] ∈ M ×
A ×Arr(A ), with FX0
ε
−→ X1.
• Uop : A op −→ M op, Fop : M op −→ A op are the induced functor between the dual
categories.
• (Uop ↓ M op) and (A op ↓ Fop) are the corresponding comma categories.
• Π0 : (A op ↓ Fop) −→ A op.
• Π1 : (A op ↓ Fop) −→ M op.
The result hereafter is obvious.
Proposition 3.28. With the above notation the following hold.
(1) We have a Quillen adjunction Uop ⊣ Fop, where Fop is right Quillen.
(2) We have an isomorphism of categories (M ↓ U)
∼=
−→ (F ↓ A ) that maps [F0,F1, πF] 7→
[F0,F1, ϕ(πF)].
(3) Similarly, we have an isomorphism of categories (Uop ↓ M op)
∼=
−→ (A op ↓ Fop).
(4) There are isomorphisms of categories: (M ↓ U) ∼= (Uop ↓ M op)op ∼= (A op ↓ Fop)op.
(5) Under the last isomorphism (M ↓ U) ∼= (A op ↓ Fop)op we have an isomorphism
of functors: (Π0 : (M ↓ U) −→ M ) ∼= (Π1 : (A op ↓ Fop) −→ M op)op, that is
Π0 ∼= (Π1)op.
Proof. The image of an adjunction (F ⊣ U) under the dual functor is the adjunction (Uop ⊣
F
op). In particular if U is right Quillen functor then Uop is a left Quillen functor. The first
three assertions are easily verified to be true. The isomorphism (M ↓ U) ∼= (Uop ↓ M op)op
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maps [F0,F1, πF] 7→ [F
1,F0, πF
op] and σ = [σ0, σ1] 7→ ([(σ1)
op
, (σ0)
op
])op. One can also easily
verify the other assertions. 
3.2.1. Right injective model structure.
Definition 3.29. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a map in MU[A ]. We will say that:
(1) σ is a right injective cofibration if:
• σ0 is a cofibration in M , σ1 is a cofibration in A ,
• and if moreover the induced map F1 ∪F(F
0)
F(G0) −→ G1 is a weak equivalence
in A .
(2) σ is a right weak equivalence if Π0(σ) = σ0 is a weak equivalence in M .
(3) σ is a right injective fibration if:
• σ1 : F1 −→ G1 is a fibration in A ,
• and if moreover the induced map F0 −→ U(F1)×U(G1) G
0 is a fibration in M .
Theorem 3.30. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]:
• a weak equivalence if and only if it is a right weak equivalence.
• a cofibration if it is a right injective cofibration.
• a fibration if it is a right injective fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
R
inj.
Proof. Consider the right Quillen functor Fop : M op −→ A op. We can apply Theorem 3.20
with respect to “U” = Fop, “M ” = A op and “A ” = M op. According to our notation therein,
this gives the model category A op
Fop
[M op]Lproj := (A
op ↓ Fop)Lproj. This model category is
a localization of the projective model structure. With the dual functor, we get a model
structure on MU[A ] := (M ↓ U) under the isomorphism (M ↓ U) ∼= (A
op ↓ Fop)op:
MU[A ]
R
inj
∼= ((Uop ↓ M op)Lproj)
op ∼= ((A op ↓ Fop)Lproj)
op
As Π0 ∼= (Π1)op, one immediately sees that the class of weak equivalences in MU[A ]
R
inj
∼=
((Uop ↓ M op)Lproj)
op coincides with the class of right weak equivalences. Moreover, with a
tedious but straightforward checking one can show the class of cofibrations (resp. of fibra-
tions) therein coincides the class of right injective cofibrations (resp. fibrations). To check
this, one needs to keep in mind that given any (model) category C, limits in C corresponds
to colimits in Cop and vice-versa. In particular there is a mutual correspondence between
pullback squares in C and pushout squares in Cop. 
Theorem 3.31. For any right Quillen functor U : A −→ M , the following statements are
true.
(1) We have two Quillen equivalences:
F
+ : M ⇄MU[A ]
R
inj : Π
0 Π0 : MU[A ]
R
inj ⇄M : R
0
(2) We have a Quillen adjunction: Π1 : MU[A ]
R
inj ⇆ A : ι.
(3) We have a factorization U = Π0 ◦ι: A
ι
−֒→ MU[A ]
R
inj
Π0
−→
∼
M .
(4) We have a IdM = R
0 ◦ Π0 and the unit η : Id
MU[A ]
R
inj
−→ R0 ◦ Π0 is a homotopy.
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Proof of Theorem 3.31. For m ∈ M and [F] = [F0,F1, πF] ∈ MU[A ] we have F
+(m) =
[m,F(m), ηm] and Π
0([F]) = F0. The functor Π0 creates weak equivalences in MU[A ]
R
inj,
therefore a map F+(m) −→ [F] is a weak equivalence in MU[A ]
R
inj if and only if – by definition
– the map m −→ Π0(F) is a weak equivalence in M . This is true in particular if [F] is fibrant
and if m is cofibrant, which proves that the adjunction F+ ⊣ Π0 is a Quillen equivalence, and
that Π0 is a right Quillen equivalence. It also proves automatically that the other adjunction
Π0 ⊣ R0 is a Quillen equivalence where Π0 is a left Quillen functor. This gives Assertions
(1). For any right injective (trivial) cofibration σ, Π1(σ) = σ1 is a (trivial) cofibration in A ,
thus Π1 is left Quillen and Assertion (2) follows. Assertion (3) is obvious. Assertion (4) will
follow if we show that the map η : [F] −→ R0 ◦ Π0(F) is a weak equivalence for any fibrant
object [F] ∈ MU[A ]
R
inj . By definition we have R
0 ◦ Π0([F]) = [F0, ∗A ,F
0 !−→
∗M︷ ︸︸ ︷
U(∗A )]. The
map η is given by the couple [IdF0 ,G
1 !−→ ∗A ]. As IdF0 is a weak equivalence, it follows that
η is a weak equivalence in MU[A ]
R
inj. 
3.2.2. Right projective model structure.
Definition 3.32. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a map in MU[A ]. We will say that:
(1) σ is a right projective cofibration if:
• σ0 is a cofibration in M and if
• the induced map F1 ∪F(F
0)
F(G0) −→ G1 is a trivial cofibration in A .
(2) σ is a right weak equivalence if σ0 is a weak equivalence in M , that is if Π0(σ) is a
weak equivalence in M .
(3) σ is a right projective fibration if it is a level-wise fibration.
Theorem 3.33. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]:
• a weak equivalence if and only if it is a right weak equivalence.
• a cofibration if it is a right projective cofibration.
• a fibration if it is a right projective fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
R
proj.
Proof. We dualize the left injective model structure on (A op ↓ Fop) under the isomorphism
(M ↓ U) ∼= (A op ↓ Fop)op:
MU[A ]
R
proj
∼= ((Uop ↓ M op)Linj)
op ∼= ((A op ↓ Fop)Linj)
op.

The projective version of Theorem 3.31 is:
Theorem 3.34. Let U : A −→ M be a right Quillen functor. Then the following statements
are true.
(1) We have two Quillen equivalences:
F
+ : M ⇄MU[A ]
R
proj : Π
0 Π0 : MU[A ]
R
proj ⇄M : R
0
(2) We have a Quillen adjunction Π1 : MU[A ]
R
proj ⇆ A : ι.
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(3) We have a factorization U = Π0 ◦ι: A
ι
−֒→ MU[A ]
R
proj
Π0
−→
∼
M .
(4) We have a IdM = R
0 ◦ Π0 and the unit η : Id
MU[A ]
R
proj
−→ R0 ◦ Π0 is a homotopy.
Proof. The proof is exactly the same as that of Theorem 3.31. 
3.3. Proof of the main theorem.
Lemma 3.35. Consider the following diagrams.
A
A
′
H

M
M ′
U′ //
K

U //
⇒
A
A
′
M ′
M
H

K

MU[A ]
M
′
U
′ [A
′
]
ι // Π
0
//
E(H,K)

Π0 //ι //
For ms ∈ {‘inj’, ‘proj’}, the following hold.
(1) We have a Quillen adjunction E(H,K)∗ : M
′
U
′ [A
′
]
L
ms
⇄MU[A ]
L
ms : E(H,K)
(2) We have a Quillen adjunction E(H,K)∗ : M
′
U
′ [A
′
]
R
ms
⇄MU[A ]
R
ms : E(H,K)
Proof. To prove Assertion (1) we will show that the left adjoint E(H,K)∗ preserves the cofi-
bration and the trivial cofibrations. By definition we have cof(M
′
U
′ [A
′
]
L
ms
) = cof(M
′
U
′ [A
′
]
ms
)
and cof(MU[A ]
L
ms) = cof(MU[A ]ms). By Theorem 3.10, E(H,K)∗ is left Quillen functor
therefore we have an inclusion: E(H,K)∗[cof(M
′
U
′ [A
′
]
ms
)] ⊆ cof(MU[A ]ms). This inclu-
sion can also be written as: E(H,K)∗[cof(M
′
U
′ [A
′
]
L
ms
)] ⊆ cof(MU[A ]
L
ms), which means that
E(H,K)∗ preserves the cofibrations. Recall that a map θ = [θ
0, θ1] in M
′
U
′ [A
′
] is a trivial
cofibration M
′
U
′ [A
′
]
L
ms
if and only if it is a cofibration in M
′
U
′ [A
′
]
ms
such that θ1 is a trivial
cofibration in A ′. The same description holds in M
′
U
′ [A
′
]
L
ms
. Furthermore, as H∗ is a left
Quillen functor, it is clear that in the formula E(H,K)∗(θ) = [K∗(θ
0), H∗(θ
1)], the map
H∗(θ
1) is a trivial cofibration if θ1 is. In other words, E(H,K)∗(θ) is a trivial cofibration in
MU[A ]
L
ms if θ is trivial cofibration in M
′
U
′ [A
′
]
L
ms
, whence the assertion.
We will prove Assertion (2) by showing that E(H,K) preserves the fibrations and the triv-
ial fibrations. By definition, we have fib(M
′
U
′ [A
′
]
R
ms
) = fib(M
′
U
′ [A
′
]
ms
) and fib(MU[A ]
R
ms) =
fib(MU[A ]ms), therefore E(H,K)[fib(M
′
U
′ [A
′
]
R
ms
)] ⊆ fib(MU[A ]
R
ms) since we have a right
Quillen functor: E(H,K) : MU[A ]ms −→ M
′
U
′ [A
′
]
ms
. Moreover, a map σ = [σ0, σ1] is a
trivial fibration in M
′
U
′ [A
′
]
R
ms
if and only if it is a fibration such that σ0 is a trivial fibration.
We have the same characterization for the trivial fibration in M
′
U
′ [A
′
]
R
ms
. Since K preserves
the trivial fibrations, it is clear that in the formula E(H,K)(σ) = [K(σ0), H(σ1)], the map
K(σ0) is a trivial fibration if σ0 is. It follows that E(H,K)(σ) is a trivial fibration M
′
U
′ [A
′
]
R
ms
if σ is a trivial fibration in MU[A ]
R
ms and the assertion follows. 
With the material of the previous section, we can now prove Theorem 3.8.
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Proof of Theorem 3.8.
We will show that any morphism in Modr has two “injective factorizations” and two “pro-
jective factorizations”. We will give a proof for the injective factorizations, the projective
factorization are treated the same way. With the same notation as in the proof of Theorem
3.10, given a Quillen adjunction (F,U, ϕ) we consider the morphisms below:
• G1 = (G
l
1, G
r
1, ϕ) = (Π
1, ι, ϕ) = ι(Π1,ϕ) ∈ Hom(A ,MU[A ]
L
inj)
• G2 = (G
l
2, G
r
2, ϕ) = (F
+,Π0, ϕ) = Π0(F+,ϕ) ∈ Hom(MU[A ]
L
inj,M )
By Theorem 3.14, we have G1 ∈ LIw(Modr)∩Morinjob(Modr) and by Proposition 2.3 we have
G2 ∈ Morifib(Modr). Clearly, we have U(F,ϕ) = G2 ◦ G1 and the factorization is functorial
by Lemma 3.35. This proves Assertion (1).
To prove Assertion (2) we consider the two maps below:
• G1 = (G
l
1, G
r
1, ϕ) = (Π
1, ι, ϕ) = ι(Π1,ϕ) ∈ Hom(A ,MU[A ]
R
inj)
• G2 = (G
l
2, G
r
2, ϕ) = (F
+,Π0, ϕ) = Π0(F+,ϕ) ∈ Hom(MU[A ]
R
inj,M )
By Proposition 2.3 we have G1 ∈ Morinjob(Modr) and with Theorem 3.31 we have G2 ∈
RIw(Modr) ∩Morifib(Modr). We have U(F,ϕ) = G2 ◦G1 with the functoriality of the factor-
ization also given by Lemma 3.35. With the same reasoning we get the projective factoriza-
tions with MU[A ]
L
proj, MU[A ]
R
proj using Theorem 3.21 and Theorem 3.34 instead of Theorem
3.14 and Theorem 3.31, respectively. 
4. Homotopy extension and lifting problem
Lemma 4.1. Consider a lifting problem of solid arrows in Modr as follows.
C
D B
A
Φ1 //
G

Φ0 //
K

99r
r
r
r
r
r
r
r
(1) If G ∈ LIw(Modr) and K ∈ Mor(Modr) there is a solution T : D −→ A up-to-
homotopy, in that we have T ◦G = Φ0 and there is a homotopy h : Φ1
∼
−→ K ◦ T .
(2) If G ∈ Mor(Modr) and K ∈ RIw(Modr) there is a solution T : D −→ A up-to-
homotopy, in that we have K ◦ T = Φ1 and there is a homotopy h : Φ0
∼
−→ T ◦G.
Proof. By assumption there is a retraction H : D −→ C of G ∈ LIw(Modr) equipped with a
homotopy τ : IdD
∼
−→ G ◦H . We shall prove that T = Φ0 ◦H is a solution up-to-homotopy.
Using the fact H is a retraction of G one clearly has: T ◦ G = Φ0. By inspection, the
horizontal composite IdΦ1 ⊗τ is a right homotopy whose domain is Φ
1 ◦ IdD = Φ
1 and whose
codomain is Φ1 ◦G ◦H = K ◦ Φ0 ◦H = K ◦ T . In other words, we have found a homotopy
h = IdΦ1 ⊗τ between Φ
1 and K ◦ T which proves Assertion (1). To prove Assertion (2),
consider a weakly invertible section H of K equipped with a homotopy τ : IdA −→ H ◦K.
Then we claim that T = H ◦ Φ1 is a solution up-to-homotopy. To see this, first observe
that H being a section of K implies that K ◦ T = K ◦ H ◦ Φ1 = Φ1. Moreover, it can be
easily checked that the homotopy h = τ ⊗ IdΦ0 is a homotopy whose domain is Φ
0 and whose
codomain is T ◦G. 
Lemma 4.2. With the same notation, the following hold.
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(1) If G ∈ LIwrel(Modr) and K ∈ Mor(Modr) there is a solution T : D −→ A up-to-
homotopy, in that we have T ◦ G = Φ0 and there is a homotopy h : Φ1
∼
−→ K ◦ T
relative to G.
(2) If G ∈ Mor(Modr) and K ∈ RIwcor(Modr) there is a solution T : D −→ A up-to-
homotopy, in that we have K ◦ T = Φ1 and there is a homotopy h : Φ0
∼
−→ T ◦ G
co-relative to K.
Proof. In the proof of Lemma 4.1, if τ is homotopy relative to G then so is h◦G by inspection.
This gives Assertion (1). Dually, K ◦ τ is a homotopy co-relative to K if τ is, which gives
Assertion (2). 
Definition 4.3. In the diagram of Lemma 4.1, when a solution up-to-homotopy exists we
will say that the map G has the h-LLP against K and that K has the h-RLP against G.
Proposition 4.4. In the category Modr, the following hold.
(1) Any map K : A −→ B that posses the h-RLP against every map G = (Gl, Gr, ϕ)
such that Gr is injective on objects, is a Quillen equivalence.
(2) Any map G : C −→ D that posses the h-LLP against every map in G = (Gl, Gr, ϕ)
such that Gr is an isofibration, is a Quillen equivalence.
Proof. We use the retract argument for (right) Quillen functors to prove this. We will only
give the proof of Assertion (1), the argument is the same for Assertion (2). Assume that
K : A −→ B posses the h-RLP against every map in LI(Modr). By Theorem 3.8, there is
a factorization K = G2 ◦ G1 such that G1 ∈ LI(Modr) and G2 ∈ RIw(Modr). Consider the
commutative square of solid arrows as follows.
A
D B
A
G2 //
G1

Id //
K

99r
r
r
r
r
r
r
r
There is a solution T : D −→ A up-to-homotopy such that G2 = K ◦ T and a homotopy
τ : IdA −→ T ◦ G1. We now use the same diagram as in the retract argument, except that
the top horizontal composite is not the identity but homotopic to the identity:
A
B B
A
K

K

D
B
Id // Id //
G2

T //G1 //
We have an explicit weak inverse of K using the existing weak inverse H2 of G2. Indeed the
composite T ◦H2 is a weak inverse as we are going to explain. Clearly, we have an equality
K ◦ (T ◦H2) = G2 ◦H2 = IdB. There is a homotopy IdA −→ (T ◦H2) ◦K obtained as the
composite:
IdA
τ
−→ T ◦G1︸ ︷︷ ︸
=T◦IdD ◦G1
Id⊗τ(G2)⊗Id
−−−−−−−−→ T ◦H2 ◦G2 ◦G1 = (T ◦H2) ◦K.
This proves that K ∈ RIw(Modr) which implies that K is a Quillen equivalence by Propo-
sition 3.7. 
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5. Homotopy theory of Quillen-Segal algebras
In this section we assume that M is a (monoidal) model category that is also cofibrantly
generated. We let A = O-Alg(M ) be the category of O-algebras, where O is an operad,
monad, properad or a PROP. We denote by U : O-Alg(M ) −→ M the forgetful functor and
by MU[O-Alg(M )] = (M ↓ U). We remind the reader that the adjunction F ⊣ U gives an
adjunction Γ : Arr(M )⇆MU[O-Alg(M )] : Π
Arr (see [1]). Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G]
of MU[O-Alg(M )]:
• a ΠArr-injective fibration if ΠArr(σ) = [σ0,U(σ1)] is a fibration in Arr(M )inj.
• a ΠArr-projective fibration if ΠArr(σ) is a fibration in Arr(M )proj
• a ΠArr-weak equivalence if ΠArr(σ) is a level-wise weak equivalence in Arr(M ).
• a ΠArr-injective (resp. ΠArr-projective) cofibration it possesses the LLP against any
map that is simultaneously a ΠArr-injective (resp. a ΠArr-projective) fibration and a
ΠArr-weak equivalence.
If the ΠArr-injective data determine a model structure, we will say that the right induced in-
jective model structure on MU[O-Alg(M )] exists. Similarly, if the Π
Arr-projective data define
a model structure we will say that the right induced projective model structure exists. We
generalize a result in [1] that was established under the hypothesis that M is combinatorial.
Theorem 5.1. The following are equivalent.
(1) The right induced model structure on O-Alg(M ) exists.
(2) The right induced injective model structure on MU[O-Alg(M )] exists.
(3) The right induced projective model structure on MU[O-Alg(M )] exists.
Proof.
(1) =⇒ (2): this is given by Theorem 3.9. Indeed, the weak equivalences and the fibrations
in MU[O-Alg(M )]inj coincide with the Π
Arr-weak equivalences and the ΠArr-fibrations re-
spectively. Therefore the right induced injective model structure coincide with the (simply)
injective model structure of Theorem 3.9 applied to U : O-Alg(M ) −→ M .
(2) =⇒ (3): we create the projective model structure through the adjunction Γ ⊣ ΠArr. By
the classical argument of right induced model structure it suffices to show that for any ele-
ment j ∈ Mor(Arr(M )proj) of the generating set for the projective trivial cofibrations, then
any cobase change of Γ(j) is a weak equivalence in MU[O-Alg(M )]. We note that j is also an
injective trivial cofibration since the identity Id : Arr(M )proj −→ Arr(M )inj is a left Quillen
functor. With the Quillen adjunction Γ : Arr(M )inj ⇆MU[O-Alg(M )]inj : Π
Arr , Γ(j) is an
injective trivial cofibration in MU[O-Alg(M )]inj whose cobase change is necessarily a weak
equivalence in MU[O-Alg(M )]inj, hence in MU[O-Alg(M )]proj as desired.
(3) =⇒ (1): this is also easy, it suffices to show that if f is an element of the generating
set of the trivial cofibration in M , then the cobase change of F(f) along any attaching
map u is a weak equivalence. We use the same argument as in [1, Theorem 6.1]. With
the adjunctions (L1 ⊣ Π1) and (F ⊣ U), it can be easily seen that the map L1(F(f)) has
the LLP against any ΠArr-projective fibration, thus L1(F(f)) is a ΠArr-projective trivial
cofibration. Given a pushout diagram in O-Alg(M ), its image under L1 is also a pushout
diagram in MU[O-Alg(M )] since L
1 preserves colimits (as does any left adjoint). We note
that Π1 ◦L1 = IdO-Alg(M ) and colimits are computed level-wise, then the cobase change of
F(f) along u is the image under Π1 of the cobase change of L1(F(f)) along the attaching
map L1(u). Since L1(F(f)) is a ΠArr-projective trivial cofibration, the cobase change of it
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along any map is a ΠArr-weak equivalence, which implies that the cobase change of F(f)
along the attaching map u is also a weak equivalence as desired. 
Say that a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] is:
• a new injective (resp. projective) fibration if it is a left injective fibration in the sense
of Definition 3.11 (resp. Definition 3.18).
• a new weak equivalence if U(σ1) is a weak equivalence in M
• a new injective (resp. projective) cofibration if it has the LLP against any map
that is simultaneously a new injective (resp. projective) fibration and a new weak
equivalence.
If the new injective data (resp. projective data) determine a model structure on MU[O-Alg(M )],
we will say that the Π1-localized injective (resp. projective) model structure exists.
Corollary 5.2. The following are equivalent.
(1) The right induced model structure on O-Alg(M ) exists.
(2) The Π1-localized injective model structure on MU[O-Alg(M )] exists.
(3) The Π1-localized projective model structure on MU[O-Alg(M )] exists.
Proof. We will show directly that (1)⇐⇒ (2) and that (1)⇐⇒ (3).
(1) =⇒ (2): From the right induced model structure on O-Alg(M ) we build successively the
model categories MU[O-Alg(M )]inj (Theorem 3.9) then MU[O-Alg(M )]
L
inj (Theorem 3.13).
The new injective fibrations and the new weak equivalences are precisely the left injective
fibrations and the left injective weak equivalences, therefore the left injective model structure
coincides with the Π1-localized model structure.
(1) =⇒ (3): Same proof using MU[O-Alg(M )]proj (Theorem 3.9) and MU[O-Alg(M )]
L
proj
(Theorem 3.20) instead of MU[O-Alg(M )]inj and MU[O-Alg(M )]
L
inj (Theorem 3.13) respec-
tively.
(2) =⇒ (1) and (3) =⇒ (1): We reuse the argument in Theorem 5.1. We must show that if f
is an element of the generating set for the trivial cofibrations in M , then the cobase change
of F(f) along any attaching map u is a weak equivalence. First observe that a lifting problem
in MU[O-Alg(M )] defined by L
1(F(f)) and σ = [σ0, σ1] is equivalent, by (L1 ⊣ Π
1), to a
lifting problem in O-Alg(M ) defined by F(f) and σ1. The later problem is equivalent, by
(F ⊣ U), to a lifting problem in M defined by f and U(σ1). Therefore if U(σ1) is a fibration
in M , then there is a solution to the aforementioned lifting problems. By definition, the
map U(σ1) is a fibration for any new injective (resp. projective) fibration in MU[O-Alg(M )],
thus L1(F(f)) has the LLP against any new injective (resp. projective) fibration. In other
words, L1(F(f)) is a trivial cofibration in the Π1-localized injective (resp. projective) model
structure. In particular, the cobase change of L1(F(f)) along L1(u) is - necessarily - a Π1-
equivalence. As observed earlier, pushouts are computed level-wise, L1 preserves pushouts
and we have Π1 ◦L1 = IdO-Alg(M ). By definition of a Π
1-equivalence, we see that the cobase
change of F(f) must be a weak equivalence of O-algebras, whence Assertion (1). 
Corollary 5.3. There is a Quillen model structure for O-algebras if and only if there is
Quillen model structure for Quillen-Segal O-algebras. Moreover, the homotopy theory of
O-algebras is Quillen equivalent to that of Quillen-Segal O-algebras.
Proof. By the previous results, the right induced model structure on O-Alg(M ) exists (if
and only) if any (hence all) of the following model categories exists:
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MU[O-Alg(M )]ms, MU[O-Alg(M )]
L
ms, for ms ∈ {‘inj’, ‘proj’}.
By Theorem 3.14 and Theorem 3.21 the functor ι : O-Alg(M )
∼
−֒→ MU[O-Alg(M )]
L
ms is a
right Quillen equivalence for ms ∈ {‘inj’, ‘proj’}. Corollary 3.16 and Corollary 3.26 assert
that the fibrant objects in MU[O-Alg(M )]
L
ms are Quillen-Segal algebras. 
6. Factorization of a lax monoidal functor
In this section we show that the factorization A
ι
−֒→ (M ↓ U)
Π0
−→ M holds naturally if U is
a lax monoidal functor. The material of this section will be needed for our upcoming work
on monoidal Quillen adjunction and related topics. The laxity map for U will be denoted by
ψ : U(a)⊗ U(b) −→ U(a⊗ b). The unit objects will be denoted respectively by IA and IM ,
and if there is no potential confusion we will simply write I for both. We remind the reader
that the data of a lax functor include a laxity map ψI : IM −→ U(IA ) which is furthermore
subjected to the unit axioms (see [12]). We will prove in the first place the following:
Proposition 6.1. Assume that U : A −→ M is a lax functor between monoidal categories.
Then there is a monoidal structure on the category (M ↓ U) such that:
(1) The functor ι : A →֒ (M ↓ U) is a lax monoidal functor
(2) The functor Π0 : (M ↓ U) −→ M and Π1 : (M ↓ U) −→ A are strong monoidal
functors.
(3) If in addition A and M are closed monoidal , then so is (M ↓ U).
If U = IdM , then (M ↓ U) is simply the arrow-category Arr(M ). For this case Hovey
[7] defined two monoidal (closed) structures on Arr(M ): the point-wise product and the
pushout-product. In what follows we will consider for the moment the point-wise product.
Proposition 6.2. Let U : A −→ M be a lax monoidal functor. The category (M ↓ U)
has a monoidal structure. The tensor product of [F] and [G] is the object [F]⊗ [G] = [F0 ⊗
G0,F1 ⊗ G1, π[F]⊗ [G]] where π[F]⊗ [G] is the composite of the path:
F0 ⊗ G0
piF ⊗piG
−−−−→ U(F1)⊗ U(G1)
ψ
−→ U(F1 ⊗ G1)
The unit object is I = [IM , IA , IM
ψI−→ U(IA )].
Proof. The proof is tedious but straightforward. For the associativity of this product, one
simply uses the coherence axioms of for the laxity maps of U along with the associativity
of the respective products in A and M . Given [F], [G] and [H] in MU[A ], the two paths
going from [U(F1)⊗ U(G1)]⊗ U(H1) to U([F1 ⊗ G1]⊗H1) which utilize ψ are equal. After
this it suffices to precompose with [πF⊗ πG]⊗ πH and use the isomorphism [πF⊗ πG]⊗ πH ∼=
πF⊗[πG⊗πH] in Arr(M ). This will give the isomorphism ([F]⊗ [G])⊗ [H] ∼= [F]⊗([G]⊗[H]).
The isomorphism [F]⊗I
r
−→
∼=
[F] is given by pasting vertically the two commutative diagrams:
F0 ⊗ I
U(F1)⊗ I U(F1)
F0
r
∼=
//
piF ⊗ IdI

r
∼=
//
piF

U(F1)⊗ I
U(F1)⊗ U(I) U(F1 ⊗ I)
U(F1)
U(F1)
ψ
//
Id⊗ψI

r
∼=
//
U(r−1)∼=

U(r)
∼=
//
Id
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
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The diagram on the left commutes by naturality of r : − ⊗ I
∼=
−→ Id while the one the
right commutes by the coherence axiom of the lax functor U with respect to ψI and U(F
1).
Explicitly, the map [F]⊗I
r
−→
∼=
[F] is given component-wise the isomorphism in ‘r’ in A and
M . With the same argument we also have the isomorphism I ⊗ [F]
l
−→
∼=
[F]. 
Remark 6.3. This monoidal structure is not necessarily symmetric unless U is a symmetric
lax monoidal functor.
Lemma 6.4. With the notation above, the following statement are true.
(1) The functor ι : A →֒ MU[A ] is a lax monoidal functor with laxity map ψ : ι(P) ⊗
ι(Q) −→ ι(P⊗ Q) given by the couple [ψ0, ψ1], where:
• ψ0 = ψ is the laxity map: U(P)⊗ U(Q) −→ U(P⊗Q).
• ψ1 = IdP⊗Q
(2) The functor Π0 : (M ↓ U) −→ M is a strong monoidal functor.
(3) The functor Π1 : (M ↓ U) −→ A is a strong monoidal functor.
Proof. Assertion (2) and (3) are obvious by inspection. For Assertion (1) it boils down to
checking that the couple [ψ0, ψ1] defines a map ι(P)⊗ ι(Q) −→ ι(P⊗Q). This simply follows
from the fact that we have commutative diagram:
U(P)⊗ U(Q)
U(P)⊗ U(Q) U(P⊗ Q)
U(P⊗Q)
ψ
//
Id⊗ Id

ψ
//
U(Id)=piP⊗Q

piι(P)⊗ι(Q)
%%

Hypothesis. We assume that A and M have a closed monoidal structure in the sense
of Hovey [8], in that we have two adjunctions with two variables ⊗ : A ×A −→ A ,
⊗ : M × M −→ M with left and right internal hom Homl(∗,−) and Homr(∗,−). Our
goal is to show that we have a closed monoidal structure on (M ↓ U). We will focus on the
construction of Homr(∗,−), the same method applies for Homl(∗,−).
Recall that we have - by definition - the adjunctions (−⊗ a ⊣ Homr(a,−)) and (−⊗m ⊣
Homr(m,−)). If we unravel each adjunction then:
• any map (f : b ⊗ a −→ c) ∈ Mor(A ) has an adjoint-transpose map f : b −→
Homr(a, c), such that f is the composition: b⊗ a
f⊗Ida
−−−→ Homr(a, c)⊗ a
ev
−→ c;
• any map (g : n ⊗ m −→ m′) ∈ Mor(M ) has an adjoint-transpose map g : n −→
Homr(m,m
′), such that g is the composition: n⊗ a
g⊗Idm
−−−−→ Homr(m,m
′)⊗m
ev
−→ m′.
Let [F] and [G] be objects in MU[A ]. Consider the composition in M :
δ : U(Homr(F
1,G1))⊗U(F1)
ψ
−→ U(Homr(F
1,G1)⊗F1)
U(ev)
−−−→ U(G1).(6.0.1)
This map has a unique adjoint-transpose map δ : U(Homr(F
1,G1)) −→ Homr(U(F
1),U(G1))
such that:
δ = evU(F1) ◦ (δ⊗ IdU(F1)).(6.0.2)
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Moreover, the map πF : F
0 −→ U(F1) induces a map
Homr(πF,U(G
1)) : Homr(U(F
1),U(G1)) −→ Homr(F
0,U(G1)).
The composition of δ followed by the last map gives new map with codomain Homr(F
0,U(G1):
Homr(πF,U(G
1)) ◦ δ : U(Homr(F
1,G1)) −→ Homr(F
0,U(G1).(6.0.3)
We also have a map Homr(F
0, πG) : Homr(F
0,G0) −→ Homr(F
0,U(F1)). The last two maps
have a common codomain Homr(F
0,U(G1)) and we can form the pullback square in M :
Homr(F
0,G0)×Homr(F0,U(G1)) U(Homr(F
1,G1))
Homr(F
0,G0) Homr(F
0,U(G1))
U(Homr(F
1,G1))
Homr(F
0,piG)
//
p0

p1
//
Homr(piF,U(G
1))◦δ

Definition 6.5. Define Homr([F], [G]) = [Homr([F], [G])
0,Homr([F], [G])
1, πHomr ] by:
• Homr([F], [G])
0 := Homr(F
0,G0)×Homr(F0,U(G1)) U(Homr(F
1,G1)) ∈ M
• Homr([F], [G])
1 := Homr(F
1,G1) ∈ A
• πHomr = (Homr(F
0,G0)×Homr(F0,U(G1)) U(Homr(F
1,G1))
p1
−→ U(Homr(F
1,G1))).
Lemma 6.6. Let [E], [F] and [G] be objects in MU[A ]. Then we have a functorial isomor-
phism of hom-sets: Hom([E]⊗ [F], [G])
∼=
−→ Hom(E,Homr([F], [G])).
Proof. We will construct the isomorphism between the hom-sets, leaving the functoriality to
the reader. A map [σ0, σ1] : [E]⊗ [F] −→ [G] satisfies the equation: πG ◦ σ
0 = U(σ1) ◦ πE⊗F.
The map σi : Ei⊗Fi −→ Gi has a unique adjoint-transpose map σi : Ei −→ Homr(F
i,Gi),
such that for i ∈ {0; 1}:
σi = evFi ◦ (σi⊗ IdFi).(6.0.4)
We claim that the two maps:
U(σ1) ◦ πE ∈ Hom(E
0,U(Homr(F
1,G1))) and σ0 ∈ Hom(E0,Homr(F
0,G0))
complete the pullback data hereafter - defining Homr([F], [G]) - into a commutative square:
Homr(F
0,G0)
Homr(F
0,piG)
−−−−−−−→ Homr(F
0,U(G1))
Homr(piF,U(G
1))◦δ
←−−−−−−−−−− U(Homr(F
1,G1))).(6.0.5)
To prove this, first observe that the map πG ◦ σ
0 ∈ Hom(E0⊗F0,U(G1)) has a unique adjoint-
transpose πG ◦ σ0 : E
0 −→ Homr(F
0,U(G1)) satisfying the equation:
πG ◦ σ
0 = evF0 ◦ (πG ◦ σ0⊗ IdF0).(6.0.6)
Recall that the evaluation (ev : Hom(F0, ∗)⊗F0 −→ ∗) is simply the counit of the adjunction
−⊗F0 ⊣ Hom(F0, ∗). Then the naturality of the counit with respect to πG gives the equality:
πG ◦evF0 = evF0 ◦ (Homr(F
0, πG)⊗ IdF0).(6.0.7)
If we precompose the last equality with σ0⊗ IdF0 and use (6.0.4) for i = 0 we get:
πG ◦evF0 ◦ (σ0⊗ IdF0)
︸ ︷︷ ︸
=piG ◦σ0
= evF0 ◦ (Homr(F
0, πG)⊗ IdF0) ◦ (σ0⊗ IdF0)(6.0.8)
= evF0 ◦ ((Homr(F
0, πG) ◦ σ0)⊗ IdF0)(6.0.9)
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With (6.0.6) and (6.0.8), we have by uniqueness of the adjoint-transpose map the equality:
Homr(F
0, πG) ◦ σ0 = πG ◦ σ0.(6.0.10)
The remainder of the proof is to establish that πG ◦ σ0 = Homr(πF,U(G
1)) ◦ (δ ◦U(σ1) ◦ πE).
By adjointness, this boils down to showing that:
πG ◦ σ
0 = evF0 ◦ (πG ◦ σ0⊗ IdF0) = evF0 ◦ [(Homr(πF,U(G
1)) ◦ (δ ◦ U(σ1) ◦ πE))⊗ IdF0 ].
(6.0.11)
With the various maps considered previously, we get a commutative diagram below by puz-
zling smaller commutative squares. We’ve included a number inside each small square for
explanation.
E0⊗F0
Homr(F
0,U(G1))⊗F0
G0
U(G1)
Homr(U(F
1),U(G1))⊗F0
U(E1)⊗U(F1)
U(Homr(F
1,G1))⊗U(F1) U(Homr(F
1,G1)⊗F1)
U(E1⊗F1)
E0⊗F0
piE⊗piF

U(σ1)⊗U(Id)

U(σ1 ⊗ Id)

Homr(U(F
1),U(G1))⊗U(F1) U(G1)
ψ
//
ψ
//
U(ev
F1 )
ev
U(F1)
//
Homr(piF,U(G
1))⊗ Id

(δ◦U(σ1)◦piE)⊗ IdF0

Id
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
ev
F0 //
Id σ0 //
U(G1)
Id

piG

Id⊗piF//
U(σ1)
//
δ⊗ Id

1©
2©
3©
4©
5©
6©
(6.0.12)
• 1© commutes by inspection.
• 2© represents the given map [σ0, σ1] : [E]⊗ [F] −→ [G].
• 3© commutes by functoriality of the laxity map ψ.
• 4© is commutative by definition of δ (6.0.2).
• 5© commutes by definition of Homr(πF,U(G1)).
• 6© is given by applying U to the equality (6.0.4).
The perimeter of the above diagram along with (6.0.10) give:
evF0 ◦ [(Homr(πF,U(G
1)) ◦ (δ ◦ U(σ1) ◦ πE))⊗ IdF0 ]
= πG ◦ σ
0
= evF0 ◦ ( πG ◦ σ0
︸ ︷︷ ︸
=Homr(F
0,piG)◦σ0
⊗ IdF0)
= evF0 ◦ [(Homr(F
0, πG) ◦ σ0)⊗ IdF0 ].
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The uniqueness of the adjoint-transpose map yields:
Homr(πF,U(G
1)) ◦ (δ ◦ U(σ1) ◦ πE) = Homr(F
0, πG) ◦ σ0.(6.0.13)
The last equality implies that we’ve completed the aforementioned pullback data (6.0.5) into
a commutative square. Using the universal property of the pullback Homr(F
0,G0)×Homr(F0,U(G1))
U(Homr(F
1,G1)) = Homr([F], [G])
0, there is a unique map
θ : E0 −→ Homr(F
0,G0)×Homr(F0,U(G1)) U(Homr(F
1,G1)),
such that:
σ0 = p0 ◦ θ(6.0.14)
U(σ1) ◦ πE =
piHomr︷︸︸︷
p1 ◦θ.(6.0.15)
The last equality is equivalent to saying that the couple [θ, σ1] defines a unique map [E] −→
Homr([F], [G]). This process clearly defines a one-one function:
φ : Hom([E]⊗ [F], [G]) −→ Hom([E],Homr([F], [G])).
If we reverse the argument we see that this function has an inverse that takes [θ, σ1] 7→
[ϕ−1(p0◦θ), ϕ−1(σ1)], where ϕ = (−) is the isomorphism Hom(−⊗Fi, ∗)
∼=
−→ Hom(−,Homr(F
i, ∗)).

Definition 6.7. Define Homl([F], [G]) = [Homl([F], [G])
0,Homl([F], [G])
1, πHoml] ∈ MU[A ]
by:
• Homl([F], [G])
0 := Homl(F
0,G0)×Homl(F0,U(G1)) U(Homl(F
1,G1)) ∈ M
• Homl([F], [G])
1 := Homl(F
1,G1) ∈ A
• πHoml = (Homl(F
0,G0)×Homl(F0,U(G1)) U(Homl(F
1,G1))
p1
−→ U(Homl(F
1,G1))).
Lemma 6.8. We have a functorial isomorphism of hom-sets:
Hom([F]⊗ [E], [G]) ∼= Hom([E],Homl([F], [G])).
Proof. The proof is the same as that of Lemma 6.6. 
With the previous material we can now prove Proposition 6.1.
Proof of Proposition 6.1.
Assertion (1) and (2) are the content of Lemma 6.4. Assertion (3) is given by Lemma 6.6
and Lemma 6.8. 
6.1. Factorization of a monoidal Quillen adjunction. We assume that A and M are
closed monoidal model categories as in [8] except that we chose the simplified version for the
Unit axiom of Schwede-Shipley [17]:
Unit axiom: Let q : Ic
∼
−→ I be a cofibrant replacement of the unit object. Then for every
cofibrant object A the map q ⊗ IdA : I
c⊗A −→ I ⊗A ∼= A is a weak equivalence.
Lemma 6.9. The pushout product σθ of two maps in MU[A ] is given by the couple of
pushout products [σ0θ0, σ1θ1].
Proof. This is obvious by inspection, considering that pushouts are computed level-wise. 
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Theorem 6.10. Assume that U : A −→ M is a right Quillen functor which is a lax
monoidal functor between monoidal model categories.
Then the model category MU[A ]inj with the point-wise product, is a monoidal model category.
Proof. We simply need to verify the Pushout product axiom and the Unit axiom. In the
model category MU[A ]inj the weak equivalences and the (trivial) cofibrations are precisely
the level-wise weak equivalences and the level-wise (trivial) cofibrations respectively. With
Lemma 6.9, the pushout product axiom in A and M give the result. For the Unit axiom,
we note that a cofibrant replacements [Ic
M
, Ic
A
, πc]
∼
−→ [IM , IA , ψI ] induces two cofibrant
replacement Ic
M
∼
−→ IM , I
c
A
∼
−→ IA . The Unit axiom in A and M implies that the map
[Ic
M
, Ic
A
, πc]⊗ [F] −→ [IM , IA , ψI ]⊗ [F] is a level-wise weak equivalence for every (level-wise)
cofibrant object [F] ∈ MU[A ]inj. 
Theorem 6.11. Under the same hypothesis, the model category MU[A ]
L
inj with the point-
wise product, is a monoidal model category.
Proof. A trivial cofibration [σ0, σ1] in MU[A ]
L
inj is a level-wise cofibration such that σ
1 is a
trivial cofibration. The pushout product axiom of the monoidal model category A implies
that if σ = [σ0, σ1] or θ = [θ0, θ1] is a (trivial) cofibration in MU[A ]
L
inj, then so is the
map [σ0θ0, σ1θ1]. A cofibrant replacement [Ic
M
, Ic
A
, πc]
∼
−→ [IM , IA , ψI ] yields a cofibrant
replacement Ic
A
∼
−→ IA . Therefore, by the Unit axiom of the monoidal model category A , the
map [Ic
M
, Ic
A
, πc]⊗ [F] −→ [IM , IA , ψI ]⊗ [F] is a weak equivalence in MU[A ]
L
inj , for every
cofibrant [F] ∈ MU[A ]
L
inj. 
We remind the reader that in an adjunction F ⊣ U, if U is a lax monoidal then F is
necessarily a colax monoidal functor by doctrinal adjunction (see [10]).
Definition 6.12. A Quillen adjunction F ⊣ U is a a weak monoidal adjunction if U is lax
monoidal and F is colax monoidal such that the following two conditions hold:
(1) for all cofibrant objects P and Q in M , the colaxity map F(P⊗Q)
ψ˜
−→ F(P)⊗F(Q)
is a weak equivalence and
(2) for some (hence any) cofibrant replacement q : Ic
M
∼
−→ IM of the unit object, the
composite map F(Ic
M
)
F(q)
−−→ F(Ic
M
)
ψ˜
−→ IA is a weak equivalence.
This definition appears in [17]. If in addition F a strong monoidal colax functor, we will
say that (F ⊣ U) is a strong monoidal Quillen adjunction. The later notion is the one
appearing in Hovey’s book [8]. For simplicity, we will say that U is a lax monoidal right
Quillen functor if U is part of weak (or strong) monoidal Quillen adjunction (F ⊣ U).
Theorem 6.13. Assume that F : M ⇆ A : U is a weak (resp. strong) monoidal Quillen
adjunction. Then the following hold.
(1) The adjunctions F+ : M ⇆ MU[A ]inj : Π
0 and F+ : M ⇆ MU[A ]
L
inj : Π
0 are both
weak (resp. strong) monoidal Quillen adjunctions.
(2) The adjunction Π1 : MU[A ]inj ⇆ A : ι is a strong monoidal Quillen adjunction.
(3) The adjunction Π1 : MU[A ]
L
inj ⇆ A : ι is a strong monoidal Quillen equivalence.
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Proof. Letm,m′ be cofibrant objects in M . The colaxity map F+(m⊗m′) −→ F+(m)⊗F+(m′)
is given by the couple [Idm⊗m′ , ψ˜] as illustrated in this diagram:
m⊗m′
U(F(m⊗m′))
U(F(m))⊗ U(F(m′))
U(F(m)⊗F(m′))
m⊗m′
U(ψ˜)
//
ηm⊗m′

Idm⊗m′
//
ηm ⊗ ηm′

ψ

By assumption, F(m⊗m′)
ψ˜
−→ F(m)⊗F(m′) is weak equivalence, therefore [Idm⊗m′ , ψ˜] is a
weak equivalence in MU[A ]inj, hence in MU[A ]
L
inj. Moreover, if q : I
c
M
∼
−→ IM is a cofibrant
replacement, the composite F+(Ic
M
)
F+(q)
−−−→ F+(IM )
ψ˜
−→ [IM , IA , ψI ] is given by the couple
[q, ψ˜ ◦ F(q)]:
Ic
M
U(F(Ic
M
)) U(IA )
IM
ηIc
M

ψ

IM
U(F(IM ))
U(F(q))
//
U(ψ˜)
//
ηIM

Id //q //
By assumption the composition ψ˜ ◦ F(q) is a weak equivalence in A which implies that
[q, ψ˜ ◦ F(q)] is a weak equivalence in MU[A ]inj , hence in MU[A ]
L
inj. This gives Assertion
(1).
The other assertions are easily checked considering that Π1 is a strong monoidal functor
that creates the weak equivalences in MU[A ]
L
inj and that in MU[A ]inj everything is level-
wise. The Quillen equivalence Π1 : MU[A ]
L
inj ⇆ A : ι is given by Theorem 3.14. 
Corollary 6.14.
(1) Any lax monoidal right Quillen functor can be factored as a lax monoidal functor
which is part of a strong monoidal adjunction, followed by strong monoidal right
Quillen functor.
(2) Any lax monoidal right Quillen functor can be factored as a lax monoidal right Quillen
equivalence, followed by a strong monoidal right Quillen functor.
Remark 6.15. The category MU[A ]
R
inj appearing in the other factorization is a right (Bous-
field) localization and we have a very little control on the new cofibrations. Without any
further hypothesis it is difficult to check the pushout product axiom if F is colax monoidal
functor that is not a strong monoidal functor. However, if M and A are cofibrantly gener-
ated and if F is a strong monoidal functor, then we can endow MU[A ]
R
inj with the structure
of a monoidal model structure such that Π0 becomes a monoidal Quillen equivalence.
Appendix A. Other factorizations
In this section we show that there are alternative factorizations for a (right) Quillen
functor.
Say that a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] is:
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• a Π0-fibration (resp. Π0-equivalence) if σ0 : F0 −→ G0 is a fibration in M (resp.
weak equivalence in M ).
• a strong (trivial) cofibration if:
– σ0 : F0 −→ G0 is a (trivial) cofibration in M and if
– the equivalent diagram representing σ is a pushout square:
F(F0)
F1 G1
F(G0)
σ1 //
ϕ(piF)

F(σ0)
//
ϕ(piG)

• a trivial Π0-fibration is it is simultaneously a Π0-fibration and a Π0-equivalence, i.e,
if σ0 is a trivial fibration in M .
We note that the above definition doesn’t use the model structure on A . When A has
a model structure such that U is right Quillen, then a strong cofibration is in particular a
projective cofibration since σ0 is a cofibration and F1∪F(F
0)
F(m0) −→ G1 is an isomorphism.
Lemma A.1.
(1) Any map σ : [F]
[σ0,σ1]
−−−−→ [G] can be factored as a strong cofibration followed by a trivial
Π0-fibration.
(2) Any map σ : [F]
[σ0,σ1]
−−−−→ [G] can be factored as a strong trivial cofibration followed by
a Π0-fibration.
Proof. We will follow the same idea as in the proofs of the injective and projective model
structures in [1]. However, the argument here only uses the model structure of M , that
is, we do not require A to be a model category for the lemma to be true. Let (LM ,RM )
be one of the factorization systems (cof(M ), fib(M )∩W(M )), (cof(M )∩W(M ), fib(M )).
The axiom of the model category M gives a factorization σ0 = r(σ0) ◦ l(σ0):
F0
σ0
−→ G0 = F0
l(σ0)
−֒−→ m0
r(σ0)
−−−−−։ G0,
with r(σ0) ∈ RM and l(σ
0) ∈ LM . The image under F of this factorization, gives a
factorization F(σ0) = F(r(σ0))◦F(l(σ0)). Consider the pushout data F0
ϕ(piF)
←−−− F(F0)
F(l(σ0))
−−−−→
F(m0) and let i1 : F(m
0) −→ E1, i2 : F
1 −→ F1 ∪F(F
0)
F(G0) be the canonical maps. The
universal property of the pushout square gives a unique map ζ : F1 ∪F(F
0)
F(m0) −→ G1,
such that everything below commutes.
F(F0)
F1 G
1
F(G0)
ϕ(piF)

σ1 //
ϕ(piG)

F1 ∪F(F
0)
F(m0)
F(m0)
F(l(σ0))
//
F(r(σ0))
//
i2 44❥❥❥❥❥❥❥❥❥❥
i1

ζ
**❚❚❚
❚❚❚
❚❚❚
❚
Let [E] = [E0,E1, πE] be the object of MU[A ] defined by
E0 = m0, E1 = F1 ∪F(F
0)
F(m0), πE = ϕ
−1(i1) ∈ HomM (m
0,U(F1 ∪F(F
0)
F(m0))).
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The couple [l(σ0), i2] defines a morphism l(σ) : [F] −→ [E] and the couple [r(σ
0), ζ ] defines a
morphism r(σ) : [E] −→ [G]. Clearly, the factorization σ = r(σ) ◦ l(σ) gives both assertions.

Lemma A.2. Consider a lifting problem in MU[A ] as follows.
[F]
[G] [Q]
[P]
[γ0,γ1]
//
[σ0,σ1]

[θ0,θ1]
//
[β0,β1]

(1) If σ = [σ0, σ1] is a strong cofibration and β = [β0, β1] a trivial Π0-fibration, then a
solution s : [G]
[s0,s1]
−−−→ [P] exists.
(2) If σ = [σ0, σ1] is a strong trivial cofibration and β = [β0, β1] a Π0-fibration, then a
solution s : [G]
[s0,s1]
−−−→ [P] exists.
Proof. Let (LM ,RM ) be one of the aforementioned factorization systems of the model cat-
egory M . Applying the functor Π0 to the commutative square of the lemma gives a lifting
problem defined by σ0 and β0. The latter problem admits a solution solution s0 : G0 −→ P0
if (σ0, β0) ∈ LM ×RM . We note that the lifting problem of the lemma is represented
by a commutative cube in A which is adjoint to another commutative cube in M . By
inspection, the co-pushout data F1
θ1
−→ P1
ϕ(piP)◦F(s
0)
←−−−−−−− F(G0) completes the pushout data
F1
ϕ(piF)
←−−− F(F0)
F(σ0)
−−−→ F(G0) into a commutative square. Moreover, by assumption, the com-
mutative square in A that represents σ is a pushout square, therefore there is a unique map
s1 : G1 −→ P1 satisfying the obvious equations. The uniqueness of a map out of a pushout
object implies that the couple [s0, s1] defines a morphism s : [G] −→ [P] which is a solution
to our lifting problem. The commutative cube below helps in visualizing the situation.
F(F0)
F(P0)
F(G0)
F(Q0)
F(θ0)
11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
F(σ0)
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
F(s0)
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
F(β0)
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
❖❖
11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
F1
P1
G1
Q1
θ1
11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
ϕ(piF)
 β1
''❖❖
❖❖❖
❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
❖❖❖
❖
ϕ(piG)


ϕ(piQ)

σ1
''❖❖
❖❖
❖❖
❖❖❖
❖❖❖
❖❖
❖❖❖
❖❖
❖❖❖
γ1
11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
s1
??

Theorem A.3. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]:
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• a weak equivalence if it is a Π0-equivalence
• a cofibration if it is a strong cofibration.
• a fibration if it is a Π0-fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
0.
Proof. Limits and colimits are computed level-wise. The three classes of maps are clearly
closed under retracts and composition. Lemma A.1 and Lemma A.2 provide the other axioms
of a model structure. 
Corollary A.4. For any right Quillen functor U : A −→ M , the following hold.
(1) We have two Quillen equivalences:
F
+ : M ⇆MU[A ]
0 : Π0 Π0 : MU[A ]
0
⇆M : R0
(2) We have a Quillen adjunction: Π1 : MU[A ]
0
⇆ A : ι.
(3) The identity induces a left Quillen functor MU[A ]
0 −→ MU[A ]
R
proj which is a Quillen
equivalence.
(4) The functor U is the composite: A
ι
−֒→ MU[A ]
0 Π0−→
∼
M .
Proof. Assertion (1) is proved the same way as in Theorem 3.31 and Theorem 3.34. If
[F] ∈ MU[A ]
0 is cofibrant and m ∈ M is fibrant, then a map [F] −→ R0(m) is a Π0-
equivalence in MU[A ]
0 if and only if the adjoint-transpose map (F0 −→ m) = (Π0([F]) −→ m)
is a weak equivalence in M , whence the assertion. Given a map j : P −→ Q in A , then the
map ι(j) is given by the couple [U(j), j]. Since U is a right Quillen, the map ι(j) is clearly a
Π0-fibration (resp. trivial Π0-fibration) if j is, which proves that ι is a right Quillen functor,
thus Assertion (2). As observed earlier, a strong (trivial) cofibration is a projective (trivial)
cofibration. Moreover, we have the same weak equivalences in MU[A ]
0 and MU[A ]
R
inj which
proves Assertion (3). Assertion (4) is obvious. 
We can dualize the previous results using the isomorphisms of Proposition 3.28:
MU[A ] := (M ↓ U) ∼= (U
op ↓ M op)op ∼= (A op ↓ Fop)op.
Say that a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] is:
• a Π1-cofibration (resp. Π1-equivalence) if σ1 : F1 −→ G1 is a cofibration in A (resp.
weak equivalence in A ).
• a strong (trivial) fibration if:
– σ1 : F1 −→ G1 is a (trivial) fibration in A and if
– the equivalent diagram representing σ is a pullback square in M :
F0
U(F1) U(G1)
G0
U(σ1)
//
piF

σ0 //
piG

• a trivial Π1-cofibration is it is simultaneously a Π1-cofibration and a Π1-equivalence,
i.e, if σ0 is a trivial cofibration in M .
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Theorem A.5. Call a morphism σ : [F]
[σ0,σ1]
−−−−→ [G] in MU[A ]:
• a weak equivalence if it is a Π1-equivalence
• a cofibration if it is a Π1-cofibration.
• a fibration if it is a strong fibration.
Then these choices provide MU[A ] with the structure of a model category that will be denoted
by MU[A ]
1.
Proof. Apply Theorem A.3 to the right Quillen functor Fop : M op −→ A op to get the model
category A op
Fop
[M op]0. Then dualize it with the isomorphism MU[A ] ∼= (A
op
Fop
[M op])op. 
We also have:
Corollary A.6. For any right Quillen functor U : A −→ M , the following hold.
(1) We have two Quillen equivalences:
L1 : A ⇆MU[A ]
1 : Π1 Π1 : MU[A ]
1
⇆ A : ι
(2) We have a Quillen adjunction: F+ : M ⇆MU[A ]
1 : Π0.
(3) The identity induces a right Quillen functor MU[A ]
1 −→ MU[A ]
R
inj which is a
Quillen equivalence.
(4) The functor U is the composite: A
ι
−֒→
∼
MU[A ]
1 Π0−→ M .
Proof. Left to the reader. 
Corollary A.7. With the notation above, we have two commutative diagrams of right Quillen
functors:
A
MU[A ]
R
proj M
MU[A ]
0
Π0
∼
//
ι

ι //
Π0∼

Id
∼
99
A
MU[A ]
1
M
MU[A ]
R
inj
Π0 //
ι∼

ι
∼
//
Π0

Id
∼
99
Proof. Clear. 
A.1. Cofibrantly generation and monoidal model categories. If M is cofibrantly
generated we will denote by IM and JM the respective generating sets of cofibrations and of
trivial cofibrations. In the sequel we are interested in the model category MU[A ]
0 with the
adjunction F+ ⊣ Π0.
Lemma A.8. Assume that M is a cofibrantly generated model category. Then for any
Quillen adjunction F ⊣ U the following hold.
(1) The set F+(IM ) is a generating set for the cofibrations in MU[A ]
0
(2) The set F+(JM ) is a generating set for the trivial cofibrations in MU[A ]
0
Proof. A map σ in MU[A ]
0 has the RLP against all elements in F+(IM ) if and only if, by
F
+ ⊣ Π0, the map Π0(σ) has the RLP against all elements in IM , if and only if, Π
0(σ) is a
trivial fibration , if and only if σ is a trivial fibration in MU[A ]
0. This gives Assertion (1).
The other assertion is proved the same way. 
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Lemma A.9. Let K : (C,⊗, IC) −→ (D,⊗, ID) be strong monoidal functor that preserves
pushout squares. Then for any maps f, g in C we have an isomorphismK(fg) ∼= K(f)K(g)
in Arr(D).
Proof. Let I = [0 −→ 1] be the walking-morphism category and let f : X0 −→ X1 and
g : Y 0 −→ Y 1 be maps in C. The map f ⊗ g has two presentations that allows us to define
a diagram I2(f ⊗ g) : I2 −→ C that maps (i, j) 7→ X i⊗Y j . Consider the punctured square
I
2,∗ := I2 \ {(1, 1)}. Then the inclusion I2,∗ →֒ I2 gives a diagram I2,∗(f ⊗ g) : I
2,∗ −→ C.
By definition, the map fg is simply the induced map colim I2,∗(f ⊗ g) −→ colim I2(f ⊗ g).
The colimit on the left hand side is a pushout while the colimit on the right hand side is
simply the evaluation at (1, 1) since (1, 1) is a terminal object in I2. AsK is a strong monoidal
functor, we have these isomorphisms of diagrams: K(I2,∗(f ⊗ g)) ∼= I2,∗(K(f)⊗K(g)) and
K(I2(f ⊗ g)) ∼= I2(K(f)⊗K(g)). Finally, since K preserves pushouts, we get:
colim I2,∗(K(f)⊗K(g)) ∼= colimK(I2,∗(f ⊗ g)) ∼= K(colim I2,∗(f ⊗ g))
The uniqueness of the map of out of the colimit implies that K(f)K(g) is the composite
of the path below which gives the result.
colim I2,∗(K(f)⊗K(g)) ∼= K(colim I2,∗(f ⊗ g))
K(fg)
−−−−→ K(X1⊗Y 1) ∼= K(X1)⊗K(Y 1).

Since a left adjoint preserves all kind of colimits, the previous lemma applies if F is part
of strong monoidal Quillen adjunction.
Lemma A.10. If F ⊣ U is a strong monoidal Quillen adjunction, then the Pushout product
axiom and the Unit axiom hold in MU[A ]
0 with the point-wise tensor product.
Proof. Following [8, Corollary 4.2.5], it suffices to have the pushout product axiom for
u ∈ F+(IM ) v ∈ F
+(IM ) and also consider the case u ∈ F
+(JM ) and/or v ∈ F
+(JM ). Set
u = F+(f) and v = F+(g). Then by the previous lemma we have uv = F+(f)F+(g) ∼=
F
+(fg), since F+ is strong monoidal. By assumption the map fg is a cofibration in M
whose image under the left Quillen functor F+ is also cofibration in MU[A ]
0. Furthermore,
if either f ∈ JM or g ∈ JM , fg and F
+(fg) are trivial cofibrations. This gives the
Pushout product axiom. A cofibrant replacement [Ic
M
, Ic
A
, πc]
∼
−→ [IM , IA , ψI ] yields a cofi-
brant replacement Ic
M
∼
−→ IM . Therefore, by the Unit axiom of the monoidal model category
M , the map [Ic
M
, Ic
A
, πc]⊗ [F] −→ [IM , IA , ψI ]⊗ [F] is a weak equivalence in MU[A ]
0, for
every cofibrant [F] ∈ MU[A ]
0. 
Theorem A.11. For any strong monoidal Quillen adjunction F ⊣ U, the following state-
ments are true.
(1) The model category MU[A ]
0 is also a monoidal model category with the point-wise
tensor product.
(2) We have a strong monoidal Quillen equivalence F+ : M ⇆MU[A ]
0 : Π0
(3) We have a strong monoidal Quillen adjunction Π1 : MU[A ]
0
⇆ A : ι.
Proof. We will only prove Assertion (1), the others ones are straightforward. The underlying
category MU[A ] is closed by Proposition 6.1. Lemma A.10 gives the remaining axioms of a
monoidal model category. 
Remark A.12. It can be easily shown that the two factorizations of U obtained above are
also functorial.
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Appendix B. Remarks on Abelian categories and Grothendieck topologies
We show that the factorization A
ι
−→ (M ↓ U)
Π0
−→ M can be made for abelian categories
and Grothendieck sites.
Theorem B.1. Let U : A −→ M be a functor with the factorization A
ι
−→ (M ↓ U)
Π0
−→ M .
Then the following hold.
(1) If U is a left exact functor between abelian categories that possesses a left adjoint,
then (M ↓ U) is an abelian category and the functors ι and Π0 are also left exact.
(2) If U is a morphisms of sites, then (M ↓ U) is a Grothendieck site and the functors ι
and Π0 are also morphisms of sites.
The proof of the theorem is not hard but long winded, so we divide it into small inter-
mediate lemmas. The definition of Grothendieck topologies is to be found for example in
[13, 20].
Proposition B.2. For any (finite) limit preserving functor U : A −→ M between (finitely)
complete categories, the following hold.
(1) The category MU[A ] is (finitely) complete and limits are computed level-wise.
(2) The functors ι and Π0 preserve also (finite) limits.
(3) Any epimorphism in MU[A ] is a level-wise epimorphism.
Proof. Assertion (1) and Assertion (2) can be found in [1]. For Assertion (3) we proceed
as follows. Since A and M are finitely complete, there are terminal objects ∗A and ∗M ,
which give the adjunction Π0 ⊣ R0. This adjunction induces an equivalence of commutative
diagrams:
(F0
σ0
−→ G0 ⇒ m) = (Π0([F])
Π0(σ)
−−−→ Π0([G])⇒ m)⇐⇒ ([F]
σ
−→ [G]⇒ R0(m)).
If σ is an epimorphism, then the two maps [G] ⇒ R0(m) are equal which implies that their
adjoint-transpose maps G0 ⇒ m are also equal, whence σ0 is an epimorphism. Similarly,
using the adjunction Π1 ⊣ ι, one has an equivalence of commutative diagrams:
(F1
σ1
−→ G1 ⇒ a) = (Π1([F])
Π1(σ)
−−−→ Π1([G])⇒ a)⇐⇒ ([F]
σ
−→ [G]⇒ ι(a)).
Therefore if σ is an epimorphism, the parallel maps [G] ⇒ ι(a) must be equal which means
that the adjoint-transpose maps G1 ⇒ a are also equal, proving that σ1 is an epimorphism.

Lemma B.3. Given an adjunction F ⊣ U with U : A −→ M , the following hold.
(1) A commutative diagram D = ([E]
σ
−→ [F]⇒ [G]) is an equalizer diagram in MU[A ] if
and only if Π0(D) and Π1(D) are equalizer diagrams in M and A respectively.
(2) Dually, a commutative diagram D = ([F] ⇒ [G]
p
−→ [Q]) is a coequalizer diagram
in MU[A ] if and only if Π
0(D) and Π1(D) are coequalizer diagrams in M and A
respectively.
Proof. This is easy considering the fact that the functor MU[A ]
Π0×Π1
−−−−→ M×A creates limits
and colimits (see [1]). However, for completeness and for the reader’s convenience, we give
a detailed explanation for Assertion (1). The same argument applies for Assertion (2), with
the difference that U needs not be a right adjoint. Consider the equalizer ([X]
θ
−→ [F]⇒ [G])
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diagram in MU[A ]. Then there is a unique map γ : [E] −→ [X] such that σ = θ ◦ γ. We
shall see that the map γ is an isomorphism: this will prove that σ is the equalizer of the
two maps ([F] ⇒ [G]). The map γ will be an isomorphism if we can show that γ0 and γ1
are isomorphisms. We give the argument for γ0, leaving γ1 to the reader. We note that
σ0 = θ0 ◦ γ0. By assumption the two diagrams (E0
σ0
−→ F0 ⇒ G0), (X0
θ0
−→ F0 ⇒ G0) are
equalizer diagrams, therefore an application of the universal property of the equalizer gives
a unique map j0 : X0 −→ E0, such that θ0 = σ0 ◦j0. If we put the last two equalities together
we have on the one hand:
σ0 = θ0 ◦ γ0 = σ0 ◦j0 ◦ γ0 ⇐⇒ σ0 ◦ IdF0 = σ
0 ◦(j0 ◦ γ0).
Since σ0 is a monomorphism - like any equalizer -, the last equality gives IdF0 = j
0 ◦ γ0. On
the other hand, we also have:
θ0 = σ0 ◦j0 = θ0 ◦ γ0 ◦ j0 ⇐⇒ θ0 ◦ IdX0 = θ
0 ◦ (γ0 ◦ j0).
As θ0 is also a monomorphism, the last equality gives IdX0 = γ
0 ◦ j0. It follows that j0 and
γ0 are inverses to each other which means that γ0 is an isomorphism as desired. This proves
Assertion (1) which completes the proof the lemma. 
With the functors Π0 and Π1, it can be easily seen that any level-wise monomorphism
is a monomorphism, i.e., if σ0 and σ1 are monomorphisms, then so is σ = [σ0, σ1]. The
proposition hereafter gives the converse statement under some hypotheses.
Proposition B.4. Given an adjunction F ⊣ U with U : A −→ M , the following hold.
(1) If there is an initial object ∅A ∈ A , then any monomorphism in MU[A ] is a level-
wise monomorphism.
(2) Moreover, if the monomorphisms in A and M are effective monomorphisms, then
so are the monomorphisms of MU[A ].
Proof. For Assertion (1), we shall proceed as follows. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a monomor-
phism. The existence of an initial object ∅A gives the adjunction L
1 ⊣ Π1, thus any map
a −→ F1 is uniquely equivalent to a map L1(a) −→ [F]. Given two parallel morphisms
j, j′ : a⇒ F1, we have by adjointness, an equivalence of commutative diagrams:
(a⇒ F1
σ1
−→ G1) = (a⇒ Π1([F])
Π1(σ)
−−−→ Π1([G]))⇐⇒ (L1(a)⇒ [F]
σ
−→ [G]).
It follows that if σ is a monomorphism then the two parallel maps L1(a)⇒ [F] are equal, and
so are their adjoint-transpose maps j, j′ : a⇒ F1, which proves that σ1 is a monomorphism.
To show that σ0 is also a monomorphism, the existence of a left adjoint is essential. First
note that the adjunction F ⊣ U gives another adjunction F+ ⊣ Π0. As in the first case, given
two parallel maps m⇒ F0 we have an equivalence of commutative diagrams:
(m⇒ F0
σ0
−→ G0) = (m⇒ Π0([F])
Π0(σ)
−−−→ Π0([G]))⇐⇒ (F+(m)⇒ [F]
σ
−→ [G]).
σ being a monomorphism gives an equality between the parallel maps F+(m)⇒ [F], which
gives by adjointness, an equality of the parallel adjoint-transposes m⇒ F0, proving that σ0
is a monomorphism. This gives Assertion (1).
With Assertion (1) at hand, if σ = [σ0, σ1] is a monomorphism , then σ0 and σ1 are
monomorphisms which are effective monomorphisms by assumption. Recall that colimits
and limits, thus pushouts and equalizers, are computed level-wise in MU[A ]. Consider the
diagram ([G]⇒ [G]∪[F] [G]) given by the two parallel maps obtained by forming the pushout
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of σ : [F] −→ [G] along itself and let D = ([F]
σ
−→ [G] ⇒ [G]∪[F] [G]). Note that since σ0
and σ1 are effective monomorphisms, the diagrams Π0(D) = (F0
σ0
−→ G0 ⇒ G0 ∪F
0
G0) and
Π1(D) = (F1
σ1
−→ G1 ⇒ G1 ∪F
1
G1) are equalizer diagrams. By Lemma B.3 D is an equalizer
diagram which means that σ is an effective monomorphism, whence the assertion. 
B.1. Left exact functors between abelian categories.
Proposition B.5. If U : A −→ M is a left exact functor between abelian categories that
posses a left adjoint, then (M ↓ U) is an abelian category and the functors ι and Π0 are also
left exact.
A typical example is the functor U = Hom(P,−) : k −Mod −→ k −Mod, where P a
left k-module for some commutative ring k. It is well known that Hom(P,−) is a left exact
endofunctor whose left adjoint is −⊗ P (see [21]).
Remark B.6. We note that the functor U sends zero object to zero object, i.e., U(0A ) = 0M ,
therefore 0 = [0M , 0A , Id0M ] is clearly a zero object in (M ↓ U). If [F] and [G] are objects
in MU[A ], we have a map [F] −→ [F]× [G] given by the identity Id[F] and the zero map
[F] −→ [G]. Similarly we have a map [G] −→ [F]× [G]. The two maps induce a unique map
[F]⊕ [G] −→ [F]× [G] satisfying the obvious equations.
We will need the following lemma which is classic in the theory of additive functors.
Lemma B.7. Any left exact functor U : A −→ M between abelian categories is additive,
i.e., the canonical map U(X)⊕U(Y ) −→ U(X⊕Y ) is an isomorphism for any (X, Y ) ∈ A 2.
Proof. By assumption, the functor U preserves all finite limits, in particular it preservers
binary products, that is, we have a canonical isomorphism U(X × Y )
β
−→
∼=
U(X)×U(Y ). The
canonical isomorphism X ⊕ Y
αA−−→
∼=
X × Y fits in the commutative diagram below.
X
Y Y
X
X × YX ⊕ Y
i2
44❥❥❥❥❥❥❥❥❥❥❥❥ p2 ))❘❘
❘❘❘
❘❘❘
❘❘
αA
∼=
//
p1
55❧❧❧❧❧❧❧❧❧❧
i1
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
Id //
Id //
The image under U of the last diagram gives a new commutative diagram in which we’ve
included the isomorphism β as well as the canonical map of the lemma:
U(X)
U(Y ) U(Y )
U(X)
U(X)⊕ U(Y ) U(X)× U(Y )U(X × Y )U(X ⊕ Y )
U(i2)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
i2
::t
t
t
t
t
t
t
can //❴❴❴
U(p2)
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
U(αA )
∼=
//
U(p1)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
U(i1)
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
i1
$$❏
❏
❏
❏
❏
❏
❏
Id //
Id //
p2
##
p1
;;
β
∼=
//
(B.1.1)
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The composite of the middle row is exactly the isomorphism αM : U(X)⊕U(Y )
∼=
−→ U(X)×
U(Y ) in the abelian category M . Since the other morphisms in this row are invertible, we
see that U(X)⊕ U(Y )
can
−−→ U(X ⊕ Y ) is also an isomorphism as claimed. 
Lemma B.8. Let [F] and [G] be objects of MU[A ], where U is a left exact functor between
abelian categories. Then the canonical map [F]⊕ [G]
α
−→ [F]× [G] in Remark B.6 is an iso-
morphism given by αM : F
0 ⊕ G0
∼=
−→ F0 × G0 and αA : F
1 ⊕ G1
∼=
−→ F1 × G1.
Proof. Since U preserves products and coproducts, then [F]⊕ [G] and [F]× [G] are computed
level-wise. By inspection we have [F]⊕ [G] = [F0⊕G0,F1⊕G1, π⊕] where π⊕ is the composite
of the path: F0 ⊕ G0
piF ⊕piG
−−−−→ U(F1) ⊕ U(G1)
can
−−→
∼=
U(F1 ⊕ G1). We also have [F]× [G] =
[F0 × G0,F1 × G1, π×], where π× is the composite of the path:
F0 × G0
piF ×piG
−−−−→ U(F1)× U(G1)
β−1
−−→
∼=
U(F1 × G1).
In the abelian category M the isomorphism αM is natural in the two variables, thus we
have a natural isomorphism in the arrow-category Arr(M ): πF⊕ πG
∼=
−→ πF× πG, given by
αM : F
0⊕G0
∼=
−→ F0×G0 and α1
M
: U(F1)⊕U(G1)
∼=
−→ U(F1)×U(G1). In other words we have
α1
M
◦ (πF⊕ πG) = (πF× πG) ◦ αM , from which we get:
β−1 ◦ α1M ◦ (πF⊕ πG) = β
−1 ◦ (πF× πG)
︸ ︷︷ ︸
pi×
◦αM .(B.1.2)
The middle row of (B.1.1) gives:
β−1 ◦ α1M = U(αA ) ◦ can.(B.1.3)
Clearly, (B.1.2) and (B.1.3) give:
U(αA ) ◦ can ◦ (πF⊕ πG) = π× ◦ αM ⇐⇒ U(αA ) ◦ π⊕ = π× ◦ αM .
The last equality implies that [αM , αA ] defines an isomorphism α ∈ Hom([F]⊕ [G], [F]× [G]).
By inspection, the map α satisfies the same equations as the canonical map in Remark B.6,
whence the equality by uniqueness. 
Lemma B.9. If U : A −→ M is a left exact functor between abelian categories that posses
a left adjoint, then the following statements are true:
(1) Every monomorphism is the kernel of some morphism.
(2) Every epimorphism is the cokernel of some morphism.
Proof. Let σ : [F]
[σ0,σ1]
−−−−→ [G] be a monomorphism and consider its cokernel p : G −→
coker(σ), obtained as the coequalizer of σ and the zero map. Since (co)equalizers are com-
puted level-wise, we have p = [p0, p1] where p0 : G0 −→ coker(σ0) and p1 : G1 −→ coker(σ1)
are the respective coequalizers of σ0 and σ1. By Proposition B.4, the map [σ0, σ1] is a level-
wise monomorphism, that is σ0 and σ1 are also monomorphism in M and A respectively.
By the axioms of the abelian categories M and A , we have: σ0 ∼= ker(coker(σ0)) and
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σ1 ∼= ker(coker(σ1)). In particular the diagram hereafter are equalizer diagrams:
F0 G
0 coker(σ0)
σ0 //
0
//
p0
//(B.1.4)
F1 G1 coker(σ1)
σ1 //
0
//
p1
//(B.1.5)
Let D be the commutative diagram: [F] [G] coker(σ)
σ //
[0]
//
[p0,p1]
//
. By the above, Π0(D)
and Π1(D) are equalizer diagrams, thus D is an equalizer diagram by Lemma B.3. It
follows that σ ∼= ker(coker(σ)), whence Assertion (1). The other assertion is proved the
same way using σ0 ∼= coker(ker(σ0)) and σ1 ∼= coker(ker(σ1)) with the dual diagram D =
( [F]ker(σ) [G]
σ //
[0]
//
[i0,i1]
//
). 
We can now prove Proposition B.5.
Proof of Proposition B.5. We note that colimits are always computed level-wise, in particu-
lar coproducts, coequalizers, whence cokernels exist in MU[A ]. Moreover, being left-exact
means that U preserves finite limits, therefore equalizers and kernels exist in MU[A ] and are
computed level-wise.
• By Remark B.6, we have a zero-object: 0 = [0M , 0A , Id0M ].
• Lemma B.8 asserts that the canonical map [F]⊕ [G] −→ [F]× [G] is an isomorphism
given by [αM , αA ]. By a classical argument MU[A ] becomes an additive category.
• Lemma B.9 shows that any monomorphism is a kernel and every epimorphism is a
cokernel.

B.2. Grothendieck topology on a comma category. It is shown for example in [20]
that if C is a Grothendieck site, then there is an induced Grothendieck topology on any
comma category C/X . It’s easy to see that CX ∼= C ↓ frm[o]−−X where frm[o]−−X :
frm[o]−− −→ C is the functor that picks out X. We show below that this result can be
generalized to other functors U : A −→ M under reasonable hypotheses. First, we recall a
definition that can be found in [13, Ch. VII].
Definition B.10. Let (C, J) and (D, K) be Grothendieck sites and suppose that C and D
are closed under finite limits. Say that a functor φ : C −→ D is a morphism of sites if the
following two conditions hold.
(1) φ preserves finite limits, i.e. φ is left exact.
(2) φ preserves covers: if S ∈ J(C) is a covering sieve for C ∈ C, then the sieve φ(S)
generated by the set {φ(u)| (u : C ′ −→ C) ∈ S} is a covering sieve for φ(C) in D.
Definition B.11. Let [G] = [G0,G1, πG] be an object of (M ↓ U), where U is a left exact
functor between finitely complete categories with a Grothendieck topology
(1) Say that a set of morphism S = {[Xi]
θi−→ [G]} is a covering family for [G] if
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(a) Π0(S) = {X0i
θ0i−→ G0} is a covering family for G0 and if
(b) Π1(S) = {X1i
θ1i−→ G1} is a covering family for G1.
(2) Denote by Bcov([G]) the collection of all covering families for [G].
Proposition B.12. With the notation above, the following statements are true.
(1) The collections Bcov([G]) determine a basis of a Grothendieck topology -generated by
Bcov- on the comma category (M ↓ U).
(2) If U is a morphism of sites, then so are ι : A −→ MU[A ] and Π
0 : (M ↓ U) −→ M .
Moreover U can be factored as a morphism of sites : (A
ι
−֒→ (M ↓ U)
Π0
−→ M )
Proof. We verify the axioms of a basis for a topology (see [13, Ch. III]). If [F]
σ
−→
∼=
[G] is
an isomorphism then - by definition - Π0(σ) and Π1(σ) are isomorphisms, thus {Π0(σ) :
F0
∼=
−→ G0} and {Π1(σ) : F1
∼=
−→ G1} are covering families in the respective sites, whence
{[F]
σ
−→
∼=
[G]} ∈ Bcov([G]). The stability axioms for a basis of topology is also straightfor-
ward. Indeed, under the hypothesis of left exactness, fiber products are computed level-wise,
therefore If S = {[Xi]
θi−→ [G]} ∈ Bcov(G) and σ : [F] −→ [G] is an arbitrary map, one has:
σ∗(S) = {[F]×[G] [Xi]
[(σ0)∗θ0i ,(σ
1)∗θ1i ]−−−−−−−−−→ [F]}. By the stability axiom of the respective topologies
on A and M , the set (σ1)∗(Π1(S)) = {(σ1)∗θ0i | θi ∈ S} is a covering family for F
1 and
(σ0)∗(Π0(S)) = {(σ0)∗θ0i | θi ∈ S} is a covering for F
0, thus σ∗(S) ∈ Bcov([F]). The transi-
tivity axiom is always true without any assumption on the functor U, since the composition of
morphisms in (M ↓ U) is defined level-wise. Put differently, if {[Xi]
θi−→ [G]} ∈ Bcov([G]), and
if for every i we have a family {[Yij ]
σij
−→ [Xi]} ∈ Bcov([Xi]), then {[Yij ]
θi◦σij
−−−→ [G]} ∈ Bcov([G]),
which proves Assertion (1).
By definition of the topology on (M ↓ U), the functor Π0 clearly preserves covers. More-
over, since limits are created along the functor Π0×Π1 : (M ↓ U) −→ M×A , it is also clear
that Π0 preserves finite limits, therefore Π0 is a morphism of sites. The functor ι is always a
right adjoint by the adjunction Π1 ⊣ ι, so it preserves any kind of limits, in particular it is
a left exact functor (= preserves finite limits). It remains to prove that ι preserves covers in
the sense of Definition B.10. If S is a covering sieve for Q ∈ A , then the sieve ι(S) generated
by the set {ι(u) = [U(u), u]| (P
u
−→ Q) ∈ S} is the family:
ι(S) = {ι(u) ◦ [σ0, σ1] |u ∈ S, cod([σ0, σ1]) = ι(P) = [U(P),P, IdU(P)]}.(B.2.1)
We note that given any map f : m −→ U(P) in M , we have an object [m,P, f ] ∈ (M ↓ U)
with a canonical map [f, IdP] : [m,P, f ] −→ ι(P). By assumption, U preserves covers,
therefore the sieve U(S) = {U(u) ◦ f | (P
u
−→ Q) ∈ S, cod(f) = U(P)} is a covering sieve
for U(Q). It follows that the family {ι(u) ◦ [f, IdP] | (P
u
−→ Q) ∈ S, cod(f) = U(P)} ∈
Bcov(ι(Q)). Clearly, we have the inclusion {ι(u) ◦ [f, IdP] | (P
u
−→ Q) ∈ S, cod(f) =
U(P)} ⊆ ι(S) which implies that ι(S) is a covering sieve for ι(Q) by definition of the topology
generated by the basis Bcov(ι(Q)). This proves Assertion (2). 
Remark B.13. For Assertion (1), one simply needs to have a functor U that preserves
pullbacks and not necessarily all finite limits.
Appendix C. Proofs
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C.1. Proof of Proposition 2.4.
Proof. We define the left adjoint E(H,K)∗ as follows. If [X ] = [X
0, X1, πX ] ∈ (M
′ ↓ U′),
then E(H,K)∗([X ]) = [K∗X
0, H∗X
1, K∗X
0 −→ U(H∗X
1)], where K∗X
0 −→ U(H∗X
1)
is obtained through the following steps. Consider the map α ∈ Hom(X0, KU(H∗(X
1)))
displayed as the composite:
α = [πX : X
0 −→ U′(X1)
U(η
X1 )−−−−→ U′H(H∗X
1)
Id
−→ K(U(H∗(X
1)))](C.1.1)
With the adjunction K∗ ⊣ K the map α : X
0 −→ K(U(H∗(X
1))) has a unique adjoint-
transpose α∗([X ]) : K∗(X
0) −→ U(H∗X
1) fitting in the equality:
α = X0
η
X0−−→ KK∗(X
0)
K(α∗)
−−−→ K(U(H∗(X
1))).(C.1.2)
If ε : K∗K −→ IdM is the counit in the adjunction (K∗ ⊣ K), we have an explicit formula
α∗([X ]) = εU(H∗(X1)) ◦K∗(α), i.e, α∗([X ]) is the composite of the path:
K∗(X0)
K∗(α)
−−−→ K∗K(U(H∗(X
1)))
ε
U(H∗(X1))
−−−−−−→ U(H∗(X
1))(C.1.3)
Then we have E(H,K)∗([X ]) = [K∗X
0, H∗X
1, α∗([X ])]. By construction, we have a com-
mutative diagram:
X0
U′(X1) U′(HH∗(X
1))
KK∗(X
0)
K(UH∗(X
1))
U′(η
X1 )//
piX

η
X0 //
K(α∗([X]))

Id //
K(α∗([X]))
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
(C.1.4)
Moreover, if θ : [X ]
[θ0,θ1]
−−−→ [Y ] is a morphism in (M ′ ↓ U′) the map E∗(H,K)(θ) :
E∗(H,K)([X ]) −→ E∗(H,K)([Y ]) is given by the couple [K∗(θ
0), H∗(θ
1)] as displayed by
the commutative diagram on the right:
X0
KU(H∗(X
1)) KU(H∗(Y
1))
Y0
KUH∗(θ1)
//
α

θ0 //
α

K∗(−) and ε
+3
K∗X
0
K∗KU(H∗(X
1)) K∗KU(H∗(Y
1))
Y0
K∗KU(H∗(θ1))
//
K∗(α)

K∗(θ0)
//
K∗(α)

U(H∗(X
1)) U(H∗(Y
1))
ε
U(H∗(X1))

ε
U(H∗(Y 1))

U(H∗(θ1))
//
We leave the reader to check that these data define a functor E(H,K)∗ : (M
′ ↓ U′) −→
(M ↓ U). It remains to prove that we have some functorial isomorphisms of hom-sets:
Hom[E(H,K)∗([X ]), [F]] ∼= Hom[[X ], E(H,K)([F])].
To prove this, assume that we have two maps σ0 : K∗(X
0) −→ F0 and σ1 : H∗(X
1) −→ F1
defining a morphism σ : E(H,K)∗([X ])
[σ0,σ1]
−−−−→ [F]. By definition, we have a commutative
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diagram:
K∗(X
0)
U(H∗(X
1)) U(F1)
F0
U(σ1)
//
α∗([X])

σ0 //
piG

(C.1.5)
If we apply the functor K to the last diagram, we get a commutative diagram to which we’ve
concatenated the diagram (C.1.4):
X0
U′(X1)
K(K∗(X
0))
K(U(H∗(X
1))) K(U(F1))
K(F0)
K(U(σ1))
//
K(α∗([X]))

K(σ0)
//
K(piF)

U′H(H∗(X
1)) U′H((F1))
Id Id
U′H(σ1)
//
piX

U′(η
X1 )//
η
X0 //
(C.1.6)
Clearly, the last diagram defines a map [X ] −→ E(H,K)([F]) whose components are [K(σ0)◦
ηX0 , H(σ
1) ◦ ηX1 ] = [ϕ0(σ
0), ϕ1(σ
1)], where ϕ0 and ϕ1 are the isomorphism of hom-sets:
ϕ0 : Hom(K∗(X
0),F0)
∼=
−→ Hom(X0, K(F0))
ϕ1 : Hom(H∗(X
1),F1)
∼=
−→ Hom(X1, H(F1)).
Conversely, assume that we are given a morphism θ : [X ]
[θ0,θ1]
−−−→ E(H,K)([F]) where θ0 ∈
Hom(X0, K(F0)) and θ1 ∈ Hom(X1, H(F1)). If we set σ0 = ϕ−10 (θ
0) and σ1 = ϕ−11 (θ
1),
then the map θ is displayed as a commutative diagram identical to the perimeter of(C.1.6).
However, the upper inner square involving K(α∗[X ]) and K(πF) does not commutes yet.
Using the uniqueness of the adjoint-transpose map in the adjunction K∗ ⊣ K with respect
to the diagonal map X0 −→ K(U(F1)), we see that this square does commute and is equal
to the image under K of the commutative square hereafter:
K∗(X
0)
U(H∗(X
1)) U(F1)
F0
U(σ1)
//
α∗([X])

σ0 //
piG

(C.1.7)
The last diagram defines a map E(H,K)∗([X ]) −→ [F] given by [ϕ
−1
0 (θ
0), ϕ−11 (θ
1)]. By
the above, the function [σ0, σ1] 7→ [ϕ1(σ
0), ϕ2(σ
1)] provides the required isomorphisms of
hom-sets. 
C.2. Proof of Proposition 3.7 .
Proof. Let RG and RH be the respective right derived functors, where H is a weakly invert-
ible retraction of G . The right homotopy IdD
∼
−→ G ◦H gives a natural isomorphism after
deriving it Idho(D)
∼=
−→ RG ◦RH (see [8]). Moreover, from the equality H ◦G = IdC, one has
RG ◦ RH ∼= Idho(C), which proves that RG and RH are inverses to each other. It follows
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that RG and RH are equivalences of categories. This gives Assertion (1). To prove the
second assertion, consider a commutative diagram in Modr where the horizontal composites
are identities:
A
B B
A
K

K

C
D
α1 // β
1
//
G

β0
//α
0
//
If H : D −→ C is a retraction of G, i.e., H ◦ G = IdC then T = β
0 ◦H ◦ α1 is a retraction
of K. Moreover, if there is a homotopy τ : IdD −→ G ◦ H , then the horizontal composite
of 2-morphisms Idβ1 ⊗τ ⊗ Idα1 is a homotopy whose domain and codomain are respectively
β1 ◦ IdD ◦α
1 = IdB and β
1 ◦G◦H ◦α1. A direct checking shows that β1 ◦G◦H ◦α1 = K ◦T ,
which proves that Idβ1 ⊗τ ⊗ Idα1 is a right homotopy IdB −→ K ◦ T . It follows that
the class LIw(Modr) is closed under retracts. It can be easily seen that LIw(Modr) is also
closed under composition. Let Gi be composable maps in LIw(Modr), with weakly invertible
retraction Hi and right homotopies τ1 : Id −→ Gi ◦Hi, i ∈ {1, 2}. Then H1 ◦H2 is a weakly
invertible retractions of G2 ◦G1 with a right homotopy Id −→ (G2 ◦G1)◦ (H1 ◦H2) obtained
as the vertical composite: Id
τ2−→ G2 ◦H2︸ ︷︷ ︸
G2◦Id ◦H2
IdG2 ⊗τ1⊗IdH2−−−−−−−−−→ G2 ◦ G1 ◦ H1 ◦ H2. If moreover
τ : IdD −→ G ◦ H is a homotopy relative to G, then it can be easily shown by inspection
that Idβ1 ⊗τ ⊗ Idα1 : IdB −→ K ◦T is a homotopy relative to K. The same conclusion holds
for the homotopy Id
(IdG2 ⊗τ1⊗IdH2)◦τ2−−−−−−−−−−−→ G2 ◦G1 ◦H1 ◦H2 if we assume that τi is a homotopy
relative to Gi, i ∈ {1, 2}. The proof of the assertions involving the classes RIw(Modr) and
RIwcor(Modr) goes the same way. 
C.3. Proof of Lemma 3.15.
Proof of Lemma 3.15. We will follow the same argument as in [1] to prove the lemma. For
Assertion (1) we start by projecting the lifting problem in A using the functor Π1. This
gives a lifting problem defined by σ1 and β1. The assumption that σ ∈ cofL(MU[A ]inj) ∩
WL(MU[A ]inj) implies that σ
1 is a trivial cofibration and similarly since β ∈ fibL(MU[A ]inj)
then β1 is a fibration. The axiom of the model category A gives a solution s1 : G1 −→ P1
to this lifting problem. Part of s1 being a solution gives an equality U(γ1) = U(β1) ◦ U(s1).
Moreover, [γ] = [γ0, γ1] being a morphism in MU[A ] implies that πQ ◦ γ
0 = U(γ1) ◦ πG.
Now consider the map U(s1) ◦ πG ∈ HomM (G
0,U(P1)) and the map γ0 ∈ HomM (G
0,Q0).
Then by the above, it is not hard to see that these maps complete the pullback data
U(P1)
U(β1)
−−−→ U(Q1)
piQ←− Q0,
into a commutative square (πQ◦γ
0 = U(β1)◦U(s1)◦πG). Therefore, by the universal property
of the pullback square there is a unique map: ζ : G0 −→ U(P1)×U(Q1) Q
0, making everything
compatible. In particular γ0 and U(s1) ◦ πG factor through ζ .
Our original lifting problem in MU[A ] defined by [σ] and [β] is represented by a com-
mutative cube in M . If we unfold it, we find that everything commutes in the diagram
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hereafter:
F0
P0
G0
Q0
θ0
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
σ0
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
● β0
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
γ0
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
U(F1)
U(P1)
U(G1)
U(Q1)
θ1
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
piF

U(β1)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
piG


piQ

U(σ1)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
γ1
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
U(P1)×U(Q1) Q
0
δ
 ✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
,,

ζ
44
U(s1)
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
Thus we get a commutative square that corresponds to a lifting problem defined by the map
σ0 : F0 −→ G0 and the map δ : P0 −→ U(P1)×U(Q1) Q
0:
F0
G0 U(P1)×U(Q1) Q
0
P0
ζ
//
σ0

θ0 //
δ

Now it suffices to observe that a solution to this lifting problem gives a solution to the
original lifting problem. Indeed, if s0 : G0 −→ P0 is a solution to the last lifting problem,
then [s] = [s0, s1] : [G] −→ [P] is a solution to the original lifting problem. Finally, it is clear
that the last lifting problem defined by σ0 and δ has a solution s0 ∈ HomM (G
0,P0) since σ0
is a cofibration and δ is a trivial fibration. This gives Assertion (1).
For Assertion (2) we proceed as follows. Let σ = [σ0, σ1] : [F] −→ [G] be a map in MU[A ].
Use the axiom of the model category A to factor σ1 as trivial cofibration followed by a
fibration, i.e., σ1 = r(σ1) ◦ l(σ1):
F1
σ1
−→ G1 = F1
l(σ1)
−֒−→
∼
E1
r(σ1)
−−−−−։ G1.
The image under U of this factorization, gives a factorization U(σ1) = U(r(σ1)) ◦ U(l(σ1)).
Moreover the map U(r(σ1)) is a fibration in M since U preserves the fibrations. Form the
pullback square in M defined by the pullback data:
U(E1)
U(r(σ1))
−−−−−→ U(G1)
piG
←− G0,
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and let p1 : U(E1) ×U(G1) G
0 −→ G0 and p2 : U(E
1) ×U(G1) G
0 −→ U(E1) be the canonical
maps. Then p1 is a fibration in M since the class of fibrations is closed under pullbacks. The
universal property of the pullback square gives a unique map δ : F0 −→ U(E1) ×U(G1) G
0,
such that everything below commutes.
F0
U(F1) U(G1)
G0
piF

σ0 //
piG

U(E1)×U(G1) G
0
U(E1)
U(l(σ1))
//
U(r(σ1))
// //
p2

p1 44 44❥❥❥❥❥❥❥❥❥❥
δ
**❚❚❚
❚❚❚
❚❚❚
❚
We can factor the map δ as cofibration followed by a trivial fibration:
δ : F0 −→ U(E1)×U(G1) G
0 = F0
a(δ)
−֒−→ m0
b(δ)
−−−−։
∼
U(E1)×U(G1) G
0.
Let [E] = [E0,E1, πE] be the object of MU[A ] defined by
E0 = m0, E1 = E1, πE = p2 ◦ b(δ).
We have a map (i : [F] −→ [E]) ∈ cofL(MU[A ]inj) ∩WL(MU[A ]inj) given by the couple
[a(δ), l(σ1)] and a map (p : [E] −→ [G]) ∈ fibL(MU[A ]inj) given by the couple [p
1◦b(δ), r(σ1)].
Clearly, we have σ = p ◦ i, which gives Assertion (2).

C.4. Proof of Lemma 3.22. To prove the lemma we will need the following result which
is well known in the theory of model categories. We shall refer the reader to Hirschhorn [6,
Ch. 7].
Lemma C.1. Let D be a model category.
If g : X −→ Y is a weak equivalence between fibrant objects in D and C is a cofibrant
object of D, then g induces an isomorphisms of the sets of homotopy classes of maps: g∗ :
π(C,X) −→ π(C, Y ).
In particular there is a map C −→ X in D if and only if there is a map C −→ Y in D.
Proof of Lemma 3.22. The proof of this lemma is inspired from the work of Renaudin [15].
Given a lifting problem as in the lemma, the commutative square defines a morphism τ ∈
Hom([F], [Q]) with τ = β ◦ θ = γ ◦ σ. Let MU[A ]/ [Q] be the over category whose objects
consists of pairs ([E], α), where α : [E] −→ [Q] is a morphism in MU[A ]. The morphisms are
the obvious ones. This category inherits a model structure called the “over model structure”
from the projective model structure on MU[A ] (see [8]). The object ([Q], Id[Q]) is the terminal
object. From the commutative square defining the lifting problem we have:
• an object ([G], γ) ∈ MU[A ]/ [Q],
• an object ([P], β) ∈ MU[A ]/ [Q],
• an object ([F], τ) ∈ MU[A ]/ [Q],
• a map θ : ([F], τ) −→ ([P], β) in MU[A ]/ [Q],
• a map σ : ([F], τ) −→ ([G], γ) in MU[A ]/ [Q].
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With the category MU[A ]/ [Q], introduce the under category:
([F], τ)/MU[A ]/ [Q] = ([F], τ) ↓ MU[A ]/ [Q] .
In simple terms, this is the category of factorizations of the morphism τ : [F] −→ [Q]. By
the above observations, we have two objects of this under category ([F], τ)/MU[A ]/ [Q]:
• [([P], β), θ], where θ : ([F], τ) −→ ([P], β),
• [([G], γ), σ], where σ : ([F], τ) −→ ([G], γ).
It’s important to observe that a solution to the original lifting problem is equivalent to a
morphism [([G], γ), σ] −→ [([P], β), θ] in ([F], τ)/MU[A ]/ [Q]. We are therefore reduced to
show that some hom-set is nonempty, namely: Hom([([G], γ), σ], [([P], β), θ]) 6= ∅. To prove
this, we will work in the model category ([F], τ)/MU[A ]/ [Q] and use an abstract argument,
which is well known in the theory of model categories as explained below. Recall that the
under category ([F], τ)/MU[A ]/ [Q] inherits also a model structure - the under model structure
- from the previous model structure on the over category MU[A ]/ [Q]. For the rest of the
argument we need to have a precise description of the cofibrant and the fibrant objects in
the model category ([F], τ)/MU[A ]/ [Q].
(1) A fibrant object in ([F], τ)/MU[A ]/ [Q] is an object [([E], p), r] where p : [E] −→ [Q]
is a level-wise fibration (=projective fibration), r : [F] −→ [E] is any map, such that
we have a factorization of τ : [F] −→ [Q]: τ = [F]
r
−→ [E]
p
−−։ [Q] .
(2) A cofibrant object in ([F], τ)/MU[A ]/ [Q] is an object [([B], q), i] where q : [B] −→ [Q]
is any map and i : [F] →֒ [B] is a projective cofibration such that τ = q ◦ i.
Then by assumption on the lifting problem, the object [([P], β), θ] is fibrant because θ is in
particular a level-wise fibration, while [([G], γ), σ] is cofibrant since σ is a projective fibration.
With these observations, we can build our lift as follows. Like in the injective case, if we
project the lifting problem using the functor Π1 we get a lifting problem defined by σ1 and
β1. The later problem admits a solution s1 : G1 −→ P1 since σ1 is a trivial cofibration and
β1 is a fibration. With the same reasoning as in proof of Lemma 3.15, keeping the same
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notation, we find that everything below commutes.
F0
P0
G0
Q0
θ0
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
σ0
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
● β0
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
γ0
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
U(F1)
U(P1)
U(G1)
U(Q1)
θ1
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
piF

U(β1)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
piG


piQ

U(σ1)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
γ1
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
U(P1)×U(Q1) Q
0
δ
 ✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
✲
,,

ζ
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U(s1)
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Let [E] = [E0,E1, πE] be the object defined within the pullback square, where E
0 = U(P1)×U(Q1)
Q0 is the pullback object, E1 = P1 and πE = U(β
1)∗(πQ) is the base change of πQ:
U(P1)×U(Q1) Q
0 −→ U(P1).
As everything commutes in the above cube we get the following.
• The pullback square defines a map χ : [E] −→ [Q] given by the pullback of U(β1)
and β1. Since β1 is a fibration and U is right Quillen, then U(β1) and its pullback
are fibrations in M . Thus χ : [E] −→ [Q] is a level-wise fibration. Consequently the
object ([E], χ) is fibrant in over category MU[A ]/ [Q].
• There is a map ξ : [P] −→ [E] given by δ and IdP1. By assumption δ is a weak
equivalence, therefore ξ : [P]
∼
−→ [E] is a level-wise weak equivalence in MU[A ]proj.
• There is also a map s˜ : [G] −→ [E] defined by ζ : G0 −→ U(P1) ×U(Q1) Q
0 and the
previous solution s1 : G1 −→ P1, i.e, s˜ = [ζ, s1].
A key observation is that these various maps fit in two factorizations of τ : [F] −→ [Q]:
(τ : [F] −→ [Q]) = [F]
θ
−→ [P]
ξ
−→
∼
[E]
χ
−−։ [Q],
(τ : [F] −→ [Q]) = [F]
σ
−֒→ [G]
s˜
−→ [E]
χ
−−։ [Q] .
These factorizations determine two maps in the under category ([F], τ)/MU[A ]/ [Q]:
• ξ : [([P], β), θ]
∼
−→ [([E], χ), ξ ◦ θ]. This map is a weak equivalence between fibrant
objects in the under model category ([F], τ)/MU[A ]/ [Q].
• s˜ : [([G], γ), σ] −→ [([E], χ), ξ ◦ θ]. The source of this map is a cofibrant object in the
under model category ([F], τ)/MU[A ]/ [Q].
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Given the cofibrant object [([G], γ), σ] and the weak equivalence ξ between fibrant objects,
we know from Lemma C.1 that there is a map [([G], γ), σ] −→ [([E], χ), ξ ◦ θ] if and only if
there is a map [([G], γ), σ] −→ [([P], β), θ], that is:
Hom([([G], γ), σ], [([E], χ), ξ ◦ θ]) 6= ∅ ⇐⇒ Hom([([G], γ), σ], [([P], β), θ]) 6= ∅.
The hom-set Hom([([G], γ), σ], [([E], χ), ξ ◦ θ]) is nonempty since it contains s˜, therefore the
other hom-set is nonempty and there exists an element s ∈ Hom([([G], γ), σ], [([P], β), θ])
which is automatically a solution to our lifting problem.

C.5. Proof of Lemma 3.23. For a matter of clarity we will put “p.b” inside a commutative
square for a pull-back square and “p.o” for a pushout square.
Proof of Lemma 3.23. Let σ = [σ0, σ1] : [F] −→ [G] be a map in MU[A ]. Use the axiom
of the model category A to factor σ1 as trivial cofibration followed by a fibration, i.e.,
σ1 = r(σ1) ◦ l(σ1):
F1
σ1
−→ G1 = F1
l(σ1)
−֒−→
∼
E1
r(σ1)
−−−−−։ G1.
The image under U of this factorization gives a factorization:
U(σ1) = U(r(σ1)) ◦ U(l(σ1)).
Moreover, the map U(r(σ1)) is a fibration in M since U preserves the fibrations. Let Q0 =
U(E1) ×U(G1) G
0 be the pullback-object obtained from the pullback square defined by the
data: U(E1)
U(r(σ1))
−−−−−→ U(G1)
piG
←− G0. Denote by p1 : Q0 −→ G0 and p2 : Q
0 −→ U(E1) the
canonical maps. Then p1 is a fibration in M since the class of fibrations is closed under
pullbacks. The universal property of the pullback square gives a unique map δ : F0 −→ Q0
such that everything below commutes.
F0
U(F1) U(G1)
G0
p.bpiF

σ0 //
piG

Q0
U(E1)
U(l(σ1))
//
U(r(σ1))
// //
p2

p1
44 44❥❥❥❥❥❥❥❥❥❥❥❥❥❥
δ
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
Now we can factor the map δ as cofibration followed by a trivial fibration:
δ : F0 −→ Q0 = F0
aδ
−֒→ m0
bδ
−−−։
∼
Q0.
The map πF ∈ HomM (F
0,U(F1)) is equivalent to a morphism ϕ(πF) ∈ HomA (Fm
0,F1),
where ϕ : HomM (x,U(y))
∼=
−→ HomA (Fx, y) is the isomorphism of the adjunction F ⊣ U.
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The previous commutative diagram in M corresponds by adjunction to the following com-
mutative diagram in A :
FF0
F1 G1
FG0
ϕ(piF)

Fσ0 //
ϕ(piG)

FQ0
Fm0
E1

 l(σ1)
∼
//
r(σ1)
// //
ϕ(p2)

Fp1
66 66♠♠♠♠♠♠♠♠♠♠♠♠♠
 u
((PP
**❯❯❯
❯❯❯❯
❯
Since F is a left Quillen functor, it preserves the (trivial) cofibrations, therefore F(aδ) is a
cofibration in A . Let R1 = F1 ∪FF
0
Fm0 be the pushout-object obtained from the pushout
data: F1
ϕ(piF)
←−−− FF0
F(aδ)
−֒−−→ Fm0. The canonical map F1 →֒ R1 is also a cofibration as the
cobase change of the cofibration F(aδ). Moreover, the universal property of the pushout
square gives a unique map R1 −→ E1 that we can factor as a cofibration followed by a
trivial fibration: R −֒→ E1
′ ∼
−−−։ E1. Putting all together we get a diagram in A in which
everything commutes.
FF0
F1 G
1
FG0
ϕ(piF)

Fσ0 //
ϕ(piG)

FQ0
Fm0
R1
E1
′
E1

 l(σ1)
∼
//
r(σ1)
// //
ϕ(p2)

Fp1
66 66♠♠♠♠♠♠♠♠♠♠♠♠♠
 u
((PP
**❯❯❯
❯❯❯❯
❯
p.o
.

==③③③③③

 t
''❖
∼
(( ((PPP
P
A key observation is that the composite of cofibrations (F1 →֒ R1 →֒ E1
′
) is a weak equiva-
lence by 3-for-2 since both l(σ1) : F1
∼
−→ E1 and E1
′ ∼
−−−։ E1 are weak equivalences. It follows
that the composite F1 →֒ E1
′
is in fact a trivial cofibration that will be denoted henceforth
as i1. Moreover, since U is a right Quillen functor, the image under U of the trivial fibration
(E1
′ ∼
−−−։ E1) is a trivial fibration U(E1
′
)
∼
−−−։ U(E1) in M . Let Q0
′
= U(E1
′
) ×U(E1) Q
0
be the pullback-object obtained from the pullback data: U(E1
′
)
∼
−−−։ U(E1)
p2
←− Q0. The
canonical map Q0
′ ∼
−−−։ Q0 is a trivial fibration as the base change of the trivial fibration
U(E1
′
)
∼
−−−։ U(E1). From the last diagram displayed in the category A , if we go back to
the category M by adjunction, we find a commutative diagram where everything commutes
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and where we have omitted the object U(R1) for simplicity:
F0
U(F1) U(G1)
G0
piF

σ0 //
piG

Q0
m0
U(E1
′
)
Q0
′
p.b
p.b
U(E1)
U(l(σ1))
//
U(r(σ1))
// //
p2

p1
66 66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
 w
**❚❚❚
❚❚❚
❚
∼
** **❯❯❯
❯❯❯❯
❯❯❯
U(i1) 99sssss

∼
'' ''PP
PPP
P
∼ 33 33❢❢❢

}}⑤⑤
In this last diagram, the map m0 −→ U(E1
′
) is adjoint to the composite (Fm0 −→ R1 −→
E1
′
). The universal property of the pullback gives a unique (dotted) map τ : m0 −→ Q0
′
. It’s
important to notice that τ is a weak equivalence by 3-for-2 with respect to the commutative
triangle above involving m0, Q0 and Q0
′
. Another important aspect is that “the pullback
of the pullback is a pullback”, therefore the map Q0
′
−→ U(E1
′
) is a base change of πG
along the composite U(E1
′
) −→ U(E1) −→ U(G1). Put differently, the commutative square
bounded by the object Q0
′
,G0,U(G1) and U(E1
′
) is a pullback square. Let j1 : E1
′
−→ G1
be the composite fibration (E1
′ ∼
−−−։ E1
r(σ1)
−−−−−։ G1) and let [E] = [E0,E1, πE] be the object
of MU[A ] defined by:
E0 = m0, E1 = E1
′
, πE = (m
0 −→ U(E1
′
)).
• We have a map i : [F] −→ [E] given by the couple [aδ, i
1]. By construction i is a
projective cofibration in MU[A ]. Moreover, i
1 is a weak equivalence in A which
means that i is a left weak equivalence. Thus i ∈ cofL(MU[A ]proj)∩WL(MU[A ]proj).
• We also have a map j : [E] −→ [G] given by the couple [p1 ◦ bδ, j
1]. By construction j
is level-wise fibration such that the universal map (E0 −→ U(E1)×U(G1)G
0) = (m0 −→
Q0
′
) is a weak equivalence. Thus j ∈ fibL(MU[A ]proj).
Clearly, one has σ = j ◦ i and the lemma follows. 
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