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Application of sufficiently strong electric fields to insulators induces finite currents and then the
insulators become metallic. This phenomenon is called dielectric breakdown and known as a funda-
mental nonequilibrium and nonlinear transport phenomenon in solids. Here, we study the dielectric
breakdown of generic strongly correlated insulators in one dimension. Combining bosonization tech-
niques with a theory of quantum tunneling, we develop an effective field-theoretical description of
dielectric breakdown with a non-Hermitian sine-Gordon theory. Then, we derive an analytic formula
of the threshold field which is a many-body generalization of the Landau-Zener formula. Impor-
tantly, we point out that the threshold field contains a previously overlooked factor originating from
charges of elementary excitations, which should be significant when a system has fractionalized exci-
tations. We apply our results to integrable lattice models and confirm that our formula is valid in a
broad range including the weak coupling regime, indicating its wide and potential applicability. Our
results unveil universal aspects in nonlinear and nonequilibrium transport phenomena for various
strongly correlated insulators.
Introduction.— It is an important subject in condensed
matter physics and statistical physics to understand non-
linear quantum transport phenomena that cannot be de-
scribed by linear response theory [1, 2]. One of the typ-
ical nonlinear transport phenomena is dielectric break-
down. Applying sufficiently strong electric fields makes
insulators conductive and induces finite currents. For
band insulators, it is known as Zener breakdown and
well-understood [3]. In contrast, the investigation of
the dielectric breakdown in strongly correlated insula-
tors has been started in relatively recent years [4, 5] and
gathering great attention [6–12]. However, most of the
previous studies are limited to specific examples, mainly
fermionic Mott insulators. While dielectric breakdowns
of other strongly correlated insulators, such as charge-
density-wave (CDW) insulators, bosonic Mott insulators,
and Kondo insulators, have been also experimentally rel-
evant, universal properties common in the breakdown
phenomena have not been understood [13–17]. This is
because it is hard to treat nonequilibrium dynamics and
many-body problems simultaneously and thus theoretical
approaches are mostly limited to numerical calculations.
In this Letter, we present an analytic approach to
resolve this problem. We investigate the dielectric
breakdown of generic strongly correlated insulators in
one dimension. The setup is schematically shown in
Fig. 1 (a). Utilizing a quantum tunneling theory [18, 19]
and bosonization techniques [20], we derive an effec-
tive field theory which describes the dielectric breakdown
phenomena in strongly correlated insulators. This effec-
tive field theory is a non-Hermitian sine-Gordon theory
including an imaginary vector potential. On the basis of
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FIG. 1. (a) Our setup of a strongly correlated one-
dimensional insulator under a DC electric field E. (b) A
typical current-voltage relation (I-V characteristic) of dielec-
tric breakdown phenomena. At the threshold voltage Vth, the
nonequilibrium insulator-metal transition occurs.
this theory, we derive an analytic formula of the thresh-
old electric field, which is the most important quantity
characterizing the dielectric breakdown. This formula
can be interpreted as a many-body generalization of the
famous Landau-Zener formula [3, 21, 22]. Remarkably,
our formula suggests that fractionalization in elemen-
tary excitations has significant effects on the threshold
field, which cannot be captured by the original Landau-
Zener formula. Since the derivation is based on an ef-
fective field theory, our formula is universally applicable
to generic one-dimensional insulators. Furthermore, to
clarify the validity of our effective field theory, we ap-
ply the results to several solvable lattice models. We find
that our formula shows good agreement with microscopic
calculations in a wide range including the weak coupling
regime, indicating its wide and potential applicability.
This study establishes a field-theoretical description
and reveals the universal properties of the dielectric
breakdown phenomena in one-dimensional strongly cor-
related insulators. In addition, our formula should be
useful for understanding experiments related to the di-
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2electric breakdown in strongly correlated insulators be-
yond simple fermionic Mott insulators.
Dielectric breakdown and a threshold field.— The most
important signature of dielectric breakdown is a thresh-
old behavior that appears in the current-voltage rela-
tion (I-V characteristic) shown in Fig. 1 (b). Above the
threshold electric field Eth = Vth/L (L is the length of
an insulator), a finite current I appears and then the
system becomes metallic. This phenomenon is charac-
terized by the threshold field Eth. Indeed, the non-
linear component of the current can be described as
I ∼ E exp(−piEth/E) [11]. In this study, we focus on
the threshold strength of applied fields Fth = eEth where
e(> 0) is the elementary charge. Our main result is a uni-
versal formula of this threshold field Fth [Eq.(7)] which
is applicable to generic one-dimensional insulators.
Model and methods.— To investigate strongly-
correlated insulators, we start from a generic one-
dimensional lattice model subject to a DC electric field,
H(t) = −
∑
iα
(
eiaA(t)c†iαci+1α + h.c.
)
+ Vint. (1)
Here the electric field E is included in the time-dependent
vector potential A(t) = −Ft with F = eE and a denotes
a lattice constant. c†iα (ciα) denotes a creation (annihi-
lation) operator of a particle at the i-th site with some
internal degrees of freedom, e.g. spins or orbitals, de-
noted by α. For later convenience, we introduce a time-
dependent basis |φn(t)〉 which satisfies H(t) |φn(t)〉 =
En(t) |φn(t)〉 (n = 0, 1, 2, · · · ), where |φ0(n)(t)〉 corre-
sponds to the ground (n-th excited) state [23]. We as-
sume that the interaction term Vint makes the system
fully gapped, i.e. ∆¯(t) ≡ E1(t)− E0(t) > 0 for all t ∈ R,
and insulating at zero temperature.
The real-time dynamics in this model is described by
the Schro¨dinger equation i ddt |ψ(t)〉 = H(t) |ψ(t)〉 with
the initial state |ψ(0)〉 = |φ0(0)〉. In this time evolu-
tion, the strong electric field induces excitations from
the ground state |φ0(t)〉 to the excited states |φn(t)〉
(n > 0) which can carry finite currents. This transition
occurs repeatedly with the time period T = 2pi/(FL) and
thus the survival probability of the ground state P0 =
| 〈φ0(mT )|ψ(mT )〉 |2 is approximately given as (1 − p)m
where p is a transition probability from the ground state
to the first excited state since this process is most dom-
inant [24]. With increasing the field strength F , the
probability p starts growing up abruptly at the thresh-
old field Fth like the current I shown in the Fig. 1 (b)
and the system is easily driven to the current-carrying
states. This behavior corresponds to the breakdown phe-
nomena. For convenience, we rewrite the probability as
p = exp(−piFth/F ). This formula gives the definition of
the threshold field Fth which has been already adopted
in the previous studies for fermionic Mott insulators [6–
8, 11]. To calculate the probability p, we use Dykhne-
Davis-Pechukas (DDP) formula [18, 19], which gives non-
adiabatic tunneling probability approximately for generic
two-level quantum systems [25, 26]. It has been already
applied to breakdown phenomena in several quantum
many-body systems [8, 11, 27–29] in good agreement
with other numerical approaches [8, 11]. Based on the
DDP formula, the tunneling probability to the first ex-
cited state is given as p = exp
(
−2Im ∫ tc
0
∆¯(t)dt
)
, where
tc is a critical time, defined by ∆¯(tc) = 0, which takes
a complex value since ∆¯(t) > 0 for any real t. Chang-
ing the variable from the time t to the vector potential
A = −Ft, we obtain Fth = (2/pi)Im
∫ Ac
0
∆(A)dA, where
∆(A) ≡ ∆¯(t = A/F ) and Ac = −Ftc. Since tc is com-
plex, Ac also becomes complex, i.e. Ac = ihc + c (hc and
c are real). In a sufficiently large system with an energy
gap, the dependence of the energy on the real part of a
vector potential is negligible [8, 30] and thus the thresh-
old field is rewritten as
Fth =
2
pi
∫ hc
0
Re∆(ih)dh. (2)
Below we evaluate this formula (2) for generic one-
dimensional systems (1).
For this purpose, we need to analyze the model with an
imaginary vector potential A = ih. After plugging A =
ih into Eq. (1) [i.e. e±iaA → e∓ah], the model becomes
non-Hermitian due to the asymmetry of the hopping.
Similar models were considered in studies of Anderson
localization [31, 32] and also studied in the context of
the breakdown of Mott insulators [4] and non-Hermitian
topological phases [33].
Effective field theory for dielectric breakdown.— To ob-
tain the threshold field, we must calculate the energy
gap of the non-Hermitian model. However, except for
integrable models, it is difficult to analyze generic inter-
acting models. To overcome this difficulty, we derive an
effective field theory that describes the low-energy be-
havior of the non-Hermitian system. Although the full
nonequilibrium dynamics may not be described with the
effective field theory, the threshold field (2) is determined
from the low-energy part of the system and thus allows
a field-theoretical description, as shown below. In one-
dimensional systems, bosonization techniques provide a
systematic framework for the derivation of effective field
theories [20, 34]. Following the standard procedure of
the bosonization [35], we obtain an action S[φ] of the
effective field theory as
S[φ] =
1
2piK
∫
dτdx
{
1
v
(∂τφ)
2 + v(∂xφ)
2
}
+
h
pi
∫
dτdx(∂τφ) + g
∫
dτdx cos(βφ), (3)
which is a non-Hermitian sine-Gordon theory. Here, φ is
a bosonic field which describes the density fluctuations,
related to the density of electrons as ρ = −(1/pi)∂xφ.
v is the velocity of collective charge excitations, and K
is the Luttinger parameter. In this theory, the hopping
term in Eq. (1) is represented by the free-boson part with
an imaginary vector potential. The interaction term in
3Eq. (1) leads to the cosine term in Eq. (3), which pins the
bosonic field to its potential minimum and opens an en-
ergy gap of the insulator. The parameters v,K, g are gen-
erally renormalized due to the interaction effect, whereas
β is fixed in each lattice model (1). The partition function
at zero temperature is defined as Z =
∫
Dφe−S[φ] using
the above action, where the integral over the imaginary
time τ is performed from 0 to ∞. Since we consider a
sufficiently large system, the integration range along the
x-direction is taken from 0 to ∞ in the thermodynamic
limit.
Derivation of the formula.— From Eq. (2), we can see
that there are two tasks for deriving the threshold field:
(i) One is to find the critical value hc and (ii) the other is
to find Re∆(ih) which is the change in the real part of the
energy gap as a function of imaginary vector potential.
After completing them, we can obtain the analytic form
of the threshold field following from the formula (2).
First, we calculate the critical value hc. To this end,
we perform a space-(imaginary-)time transposition, i.e.
(x˜, τ˜) = (vτ, x/v), on the action (3). Introducing a new
field as φ˜(x˜, τ˜) ≡ φ(vτ˜ , x˜/v), we obtain the action for
φ˜(x˜, τ˜). With redefining φ(x, τ) = φ˜(x˜, τ˜), this action
takes the same form as the original action with the fol-
lowing replacement
h
pi
∫
dτdx(∂τφ)→ vh
pi
∫
dxdτ(∂xφ). (4)
Remarkably, this model is regarded as a model of static
insulators with doping represented by the chemical po-
tential µ = vh because the bosonized form of the
chemical potential term is given as −µ ∫ dxdτρ(x, τ) =
µ
pi
∫
dxdτ∂xφ(x, τ) [20]. Since the space-time transposi-
tion does not change the partition function Z, the models
before and after the transformation exhibit common crit-
ical properties and show the same metal-insulator tran-
sitions with changing h or µ respectively. To obtain
the critical value, we rewrite the term −(vh/pi) ∫ dx∂xφ
as −(2vh/β)Qtop where Qtop ≡ β/(2pi)
∫
dx∂xφ is the
topological charge of the excitations in the sine-Gordon
theory. Because the elementary excitation in the sine-
Gordon theory is given by a (anti-)soliton with mass M
and topological charge +1 (−1) [36], the excitation be-
comes gapless when 2vh/β reaches M . Thus, the critical
point is given as hc = βM/(2v). Using the energy gap
∆0 = 2M which is an energy cost to create a pair of
soliton and anti-soliton, we obtain
hc =
e
e∗
· ∆0
2v
, (5)
where −e∗ ≡ −2e/β is the elementary physical (not topo-
logical) charge of a soliton excitation [37]. We give two
remarks on this result. One is that, when φ is a field for
the charge sector in a spinful model (e.g. Fermi-Hubbard
model), the formula (5) is still hold, but the definition of
e∗ is modified as e∗ = 2
√
2e/β [37] because the vector
potential is introduced as
√
2h/pi
∫
dτdx(∂τφ) in Eq. (3)
in the case of the charge sector. The second is that this
result gives a proof of a conjecture proposed by Naka-
mura and Hatano [38], which states that the correlation
length ξ in a gapped many-body quantum system is re-
lated to hc as hc = n/ξ where n is a constant [39]. Since
the correlation length is given by 1/ξ = ∆0/(2v), we read
off n = e/e∗ from Eq. (5).
Before proceeding to the next task, we comment on
this mapping from the asymmetric hopping model to the
doped static insulator. This suggests that the dielec-
tric breakdown has a dual theoretical description with
an insulator-to-metal transition induced by doping. This
is quite nontrivial because this mapping relates seem-
ingly different kinds of metal-insulator transitions, one
of which occurs in nonequilibrium, and the other oc-
curs in equilibrium. Furthermore, it is also surprising
that this mapping reduces the non-Hermitian problem
to the Hermitian one. This reduction is closely related
to the time-reversal symmetry of the original Hamilto-
nian [Eq. (1) with e±iaA → e∓ah]. This Hamiltonian is
a non-Hermitian but real matrix and thus its eigenval-
ues must appear as complex-conjugate pairs. Therefore,
the partition function Z is real and the existence of the
corresponding Hermitian model is allowed.
Next, we work on the second task (ii). As we men-
tioned, elementary excitations in the sine-Gordon the-
ory are a soliton and an anti-soliton and the dielec-
tric breakdown in the sine-Gordon model corresponds to
a pair creation of soliton and anti-soliton. Therefore,
the energy gap between the ground state and the first-
excited state is written as ∆(θ) = Es(θ) + Es¯(θ) where
Es(s¯)(θ) is the energy dispersion of soliton (anti-soliton)
with its rapidity θ and already known in integrable field
theories [36]. This energy dispersion Es(s¯)(p) is a rel-
ativistic one given as the energy Es(s¯)(θ) = M cosh θ
and the momentum p(θ) = (M/v) sinh θ. Therefore,
we reach ∆(ih) = 2M cosh θ(h) and then we need the
rapidity of the soliton under an imaginary vector po-
tential A = ih. For this purpose, we consider a wave
function of a single soliton ϕθ(x) ∝ exp[−ip(θ)x]. Be-
cause the vector potential can be rewritten as the twisted
boundary condition with an imaginary twist angle, the
effect of the imaginary vector potential is represented
as ϕθ(L) = exp[−e∗Lh/e]ϕθ(0). Therefore, we obtain
p(θ) = ie∗h/e, and then θ = sinh−1[ive∗h/(eM)]. Using
the energy gap ∆0 = 2M , we arrive at
∆(ih) = ∆0
√
1−
(
e∗2vh
e∆0
)2
= ∆0
√
1−
(
h
hc
)2
. (6)
This form reflects the relativistic dispersion of solitons in
the sine-Gordon theory.
Universal formula of the threshold field. — Finally, we
combine the above results to obtain the threshold field
Fth. We can perform the integral in Eq. (2) with Eq. (6)
as Fth = (2∆0hc/pi)
∫ 1
0
√
1− x2dx = ∆0hc/2. Substitut-
4ing Eq. (5), we obtain the threshold field as
Fth =
e
e∗
· (∆0/2)
2
v
. (7)
This is one of our main results in this study. Eq. (7) gives
a universal formula applicable to any one-dimensional
strongly correlated insulators described by the sine-
Gordon model. This formula also extends the field-
theoretical description of the equilibrium universality
class of one-dimensional insulators to the dielectric break-
down, which is a typical nonequilibrium phenomenon.
Furthermore, this formula can be regarded as a many-
body generalization of that for band insulators obtained
by Zener [3]. Indeed, our formula has a similar form
as the threshold field of Landau-Zener formula FLZth =
(∆LZ/2)
2/v0 where a time-dependent two-level system
H(t) =
(
v0t ∆LZ/2
∆LZ/2 −v0t
)
and the non-adiabatic transi-
tion probability is given by p = exp(−piFLZth /F ) [21, 22].
However, our formula contains remarkable features be-
yond Landau-Zener formula, reflecting many-body ef-
fects. One is that the quantities ∆0 and v, which are the
many-body energy gap and the velocity of the collective
excitations, fully include the many-body effect [40]. The
other is the factor e/e∗, which corresponds to the inverse
of the physical charge of elementary excitations. This in-
dicates that insulators hosting fractional excitations (i.e.
e∗ < e) have a larger threshold field. For example, this
effect should appear in CDW insulators hosting domain-
wall-type excitations with fractional charges [41–43].
Applications to integrable lattice models.— Our deriva-
tion is based on the low-energy effective field theory and
the important relations Eqs. (5) and (6) are closely re-
lated to the emergent Lorentz invariance. Therefore, it is
unclear whether or not our formula is valid in the origi-
nal lattice model where the Lorentz invariance is violated.
To clarify to what extent the formula is valid, we apply
it to integrable lattice models. We calculate the criti-
cal value hc, the energy gap ∆0, the velocity v, and the
energy gap under an imaginary vector potential ∆(ih),
and then check Eq. (5) and Eq. (6) respectively [44]. We
study the Su-Schrieffer-Heeger model, HSSH = −
∑
i(t+
(−1)iδ){c†i ci+1 + h.c.}, spinless fermions with a near-
est neighbor interaction, HSLF = −t
∑
i(c
†
i+1ci + h.c.) +
V
∑
i(c
†
i+1ci+1−1/2)(c†i ci−1/2), and the Fermi-Hubbard
model, HHub = −t
∑
iσ(c
†
iσci+iσ+h.c.)+U
∑
i c
†
i↑ci↑c
†
i↓ci↓
where ci (ciσ) denotes an annihilation operator of spin-
less fermions (fermions with spin σ =↑, ↓) at the i-th site.
These models are integrable lattice models and their low-
energy properties are described with the sine-Gordon the-
ory. Each model examplifies a band insulator, a CDW in-
sulator, and a fermionic Mott insulator respectively. The
results are shown in Fig. 2 and it is clearly seen that both
Eq. (5) and Eq. (6) are valid in a broad range including
the weak coupling regime. In the strong coupling regime,
the lattice effect becomes significant and the threshold
field deviates from our field-theoretical prediction. This
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FIG. 2. Comparison between the predictions [Eqs. (5) and (6)]
based on the effective field theory and the exact results calcu-
lated from integrable lattice models. (a) is for a band insula-
tor (Su-Schrieffer-Heeger model), (b) is for a CDW insulator
(spinless fermions with nearest neighbor interaction), and (c)
is for a Mott insulator (Fermi-Hubbard model). The critical
value hc together with the right hand side of Eq. (5) and the
change of energy gap ∆(ih)/∆0 together with
√
1− (h/hc)2
are shown in (X-1) and (X-2) respectively (X = a, b, c).
implies that the naive application of the Landau-Zener
formula to strong coupling regimes gives incorrect pre-
dictions.
Discussion.— We have derived an analytic formula of
the threshold field of dielectric breakdown in generic one-
dimensional insulators. While most of previous stud-
ies have focused on integrable lattice models (e.g. the
Fermi-Hubbard model [4, 8, 11, 27]]) to obtain an ana-
lytic result, our approach does not rely on the integra-
bility, which can be easily broken in realistic situations.
Indeed, there are various insulators which cannot be de-
scribed by an integrable model. One example is a Kondo
insulator which is a strongly correlated insulator realized
in heavy fermion systems [45]. This insulator is known to
be described with a Kondo lattice model which is consid-
ered to be non-integrable but described with bosonization
techniques [46–49]. Another example is a bosonic Mott
insulator which is realized with ultracold bosonic atoms
in optical lattices [50]. Such bosons are described with
a Bose-Hubbard model which is also non-integrable but
described with the sine-Gordon model via phenomeno-
logical bosonization [20, 34]. We note that studies of di-
electric breakdown in bosonic Mott insulators based on
specific models have been reported [15, 16], and we would
like to stress that our results can potentially explain these
results in a unified way.
Summary. — We have investigated the dielectric
5breakdown in generic strongly correlated insulators. For
this purpose, we have constructed an effective field theory
based on a theory of quantum tunneling and bosonization
techniques and derived the universal formula of threshold
fields which is widely applicable to strongly correlated in-
sulators in one dimension. Our important finding is that
the formula contains a charge of elementary excitations,
which suggests that the dielectric breakdown may pro-
vide useful information of fractionalized quasiparticles in
interacting systems. Furthermore, to clarify the range
where our theory works, we have applied our formula
to integrable lattice models and found good agreement
with their exact solutions. This supports the validity of
our field-theoretical description. We hope that this study
provides a step toward understanding universal aspects
of nonequilibrium phenomena and nonlinear transport in
quantum many-body systems.
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7Supplemental Material
S1. DERIVATION OF THE EFFECTIVE ACTION
In this section, we outline the derivation of the effective action (3) in the main text.
Bosonization formula and sine-Gordon model
There is a powerful theoretical tool called bosonization for one-dimensional quantum systems. This enables us to
systematically derive low-energy effective field theories and has provided a lot of successful results in one-dimensional
quantum many-body problems [20]. Here we use the bosonization techniques to derive an effective field theory from
the lattice model (1) in the main text.
The most important relation in bosonization is bosonization formula, which allows us to represent any operators
in one-dimensional models with bosonic field operators corresponding to the low-energy excitations. We write down
this formula below, following the notation in Giamarchi’s textbook [20]. The operator of a spinless fermion ci in a
one-dimensional chain with the lattice constant a is written with bosonic fields φ(x) and θ(x) as
ci√
a
= c(x) = ψR(x) + ψL(x), (S1)
ψr(x) = e
irkF xψ˜r(x)
=
Ur√
2piα
eirkF xe−i(rφ(x)−θ(x)), (S2)
where r = R(+1), L(−1) represents a right-mover and a left-mover, Ur is a Klein factor expressed in terms of Majorana
fermions {Ur, Ur′} = 2δrr′ and α denotes a short-range cutoff. For fermions with spins s (=↑, ↓), a fermion operator
cis in a one-dimensional chain with the lattice constant a reads
cis√
a
= cs(x) = ψRs(x) + ψLs(x), (S3)
ψrs(x) = e
irkF xψ˜rs(x)
=
Urs√
2piα
eirkF xe−i(rφs(x)−θs(x)). (S4)
For convenience, we define the charge sector (ρ) and the spin sector (σ) as
φρ(x) =
φ↑(x) + φ↓(x)√
2
, φσ(x) =
φ↑(x)− φ↓(x)√
2
, (S5)
θρ(x) =
θ↑(x) + θ↓(x)√
2
, θσ(x) =
θ↑(x)− θ↓(x)√
2
. (S6)
It is also possible to obtain a bosonization formula for bosonic systems using phenomenological bosonization [20]. The
density operator ρ(x) and an annihilation operator of a boson bi are represented with bosonic fields φ(x) and θ(x) as
ρ(x) = ρ0 − 1
pi
∇φ(x) + ρ0
∑
p 6=0
ei2p(piρ0x−φ(x)), (S7)
bi√
a
= ρ
1/2
0
∑
p
e−i2p(piρ0x−φ(x))eiθ(x). (S8)
Applying the above formulae to the lattice model (1) in the main text with A(t) = 0 and taking a continuum limit
(a→ 0), we obtain the low-energy effective theory of the lattice model. As mentioned in the main text, the hopping
part in Eq. (1) gives a gapless free boson theory and the interaction term in Eq. (1) is typically recast to a cosine term.
While it is possible that multiple cosine terms appear depending on the detail of the interaction term, we consider a
single cosine term for simplicity. Then, we obtain the following Hamiltonian, called sine-Gordon model,
H =
v
2pi
∫
dx
{
K(piΠ)2 +
1
K
(∇φ)2
}
+ g
∫
dx cos(βφ). (S9)
8Here we have defined the conjugate momentum Π = ∇θ(x)/pi which satisfies [φ(x),Π(y)] = iδ(x − y). K, v, g and β
are model parameters. K is called the Luttinger parameter and v corresponds to the velocity of bosonic excitations.
g represents the strength of the interaction inducing the energy gap. Due to the interaction effect represented by the
cosine term, K, v and g take renormalized values, whereas β is fixed in each lattice model (1).
Sine-Gordon model with a real/imaginary vector potential
Next, we introduce the vector potential to the sine-Gordon model. The vector potential provides a shift of the
momentum Π as
Π→ Π− A
pi
. (S10)
Indeed, using the bosonization formula [Eq. (S2), (S4), or (S8)], this substitution corresponds to the insertion of the
U(1) gauge flux Φ = AL to the system whose size is L, i.e. the twisted boundary condition with the twist angle Φ [20].
Note that, when φ represents the charge sector φρ(x), A is replaced by
√
2A due to the factor 1/
√
2 appearing in the
definition of the charge sector [Eq. (S5)]. Introducing the vector potential in this way, the Hamiltonian becomes
H =
v
2pi
∫
dx
{
K(piΠ−A)2 + 1
K
(∇φ)2
}
+ g
∫
dx cos(βφ), (S11)
where the integration is performed from 0 to L and we consider the thermodynamic limit L→∞ in the main text.
We use the space-time transposition to derive Eq. (5) in the main text. For this purpose, we move to the Lagrangian
formulation via the Legendre transformation. Using the Hamiltonian densityH defined from H = ∫ dxH, the partition
function at zero temperature is defined as Z =
∫ DφDΠe−S˜[φ,Π] with the action S˜[φ,Π] = ∫ dxdτ L˜[φ,Π], where the
integral along the τ -direction is performed from 0 to∞, and the Lagrangian density L˜ = −iΠ∂τφ+H. The Lagrangian
density is rewritten as
L˜[φ,Π] = −iΠ∂τφ+ uK
2pi
(piΠ−A)2 + u
2piK
(∂xφ)
2 + g cos(βφ)
=
uKpi
2
{
Π2 − 2
(
i
uKpi
(∂τφ) +
A
pi
)
Π
}
+
uK
2pi
A2 +
u
2piK
(∂xφ)
2 + g cos(βφ). (S12)
Performing the Gaussian integral for the momentum Π, we obtain the new action S satisfying Z =
∫ Dφe−S[φ] with
S =
∫
dxdτL[φ] and the new Lagrangian density L is written as
L[φ] = −uKpi
2
(
i
uKpi
(∂τφ) +
A
pi
)2
+
uK
2pi
A2 +
u
2piK
(∂xφ)
2 + g cos(βφ)
=
1
2piK
{
1
u
(∂τφ− iuKA)2 + u(∂xφ)2
}
+ g cos(βφ) +
uK
2pi
A2
=
1
2piK
{
1
u
(∂τφ)
2 + u(∂xφ)
2
}
− iA
pi
(∂τφ) + g cos(βφ). (S13)
Using this Lagrangian density, we obtain the action
S[φ] =
1
2piK
∫
dτdx
{
1
u
(∂τφ)
2 + u(∂xφ)
2
}
− iA
pi
∫
dτdx(∂τφ) + g
∫
dτdx cos(βφ). (S14)
Substituting the imaginary vector potential A = ih into this action, we reach the action (3) in the main text.
9S2. DETAILS OF THE ANALYSIS OF INTEGRABLE LATTICE MODELS
To show the validity of our formula [Eqs. (5) and (6)] based on the effective field theory, we confirm these equations
in the specific integrable lattice models. We treat three models below: 1. Su-Schrieffer-Heeger model, 2. Spinless
fermions with nearest-neighbor interaction (equivalent to an XXZ spin chain), 3. Fermi-Hubbard chain.
1. Su-Schrieffer-Heeger model
Su-Schrieffer-Heeger model is defined as
HSSH =
∑
i
(−t+ (−1)iδ)
{
c†i ci+1 + h.c.
}
. (S15)
Using bosonization techniques [20], we can obtain the bosonized form of the above Hamiltonian
HSSH =
v
2pi
∫
dx
{
(piΠ)2 + (∇φ)2}+ g ∫ dx cos(2φ), (S16)
with v = 2at and g = 2δ/α. Examining the cosine term of the model (S16), we find that the parameter β appearing
in the main text is equal to 2 and thus −e∗ = −e, which corresponds to a usual electron excitation.
To confirm Eqs. (5) and (6), we calculate the energy gap ∆0, the critical value hc, the velocity v, and the change
of the energy gap ∆(ih). Since this model is a model of free fermions, we can easily diagonalize the Hamiltonian and
obtain the above quantities.
To obtain the energy gap ∆0, we rewrite the Hamiltonian (S15) in the momentum representation as HSSH(k) =
(−2t cos ak)σx + (2δ sin ak)σy and diagonalize it. Then, we obtain the energy eigenvalues as E±(k, δ) =
±t
√
2(1 + δ¯2) + 2(1− δ¯2) cos 2ak where we define δ¯ = δ/t. Using these eigenvalues, the energy gap is calculated
as ∆0 = E+(±pi/(2a), δ)− E−(±pi/(2a), δ) = 4δ. Thus, the quantity (e/e∗)∆0/(2v) is calculated as
e
e∗
· ∆0
2v
=
δ¯
a
. (S17)
Next, to obtain the critical imaginary vector potential hc and the change of the energy gap ∆(ih), we introduce the
imaginary vector potential as k → k − ih and then the energy eigenvalues become
E±(k, δ, h) = ±t
√
2(1 + δ¯2) + 2(1− δ¯2)(cosh 2ah cos 2ak + i sinh 2ah sin 2ak). (S18)
The critical value is obtained from the condition of E+(±pi/(2a), δ, hc)− E−(±pi/(2a), δ, hc) = 0 and then we obtain
the critical value hc as
hc =
1
2a
arcosh
(
1 + δ¯2
1− δ¯2
)
. (S19)
∆(ih) = E+(±pi/2, δ, h)− E−(±pi/2, δ, h) is obtained as
∆(ih) = 4t
√
1 + δ¯2
2
− 1− δ¯
2
2
cosh 2ah. (S20)
As shown in Figs. 2 (a-1) and (a-2) in the main text, the above quantities show a good agreement with Eqs. (5)
and (6) in a broad range from the weak coupling regime where δ¯ is small. Furthermore, it can be checked analytically
within the weak coupling approximation (δ¯  1). For Eq. (5), using the relation
1
2
arcosh
(
1 + x2
1− x2
)
= x+
x3
3
+O(x5), (S21)
we take terms up to the first order in δ¯ and then arrive at hc = δ¯/a = (e/e
∗)∆0/(2v). This is nothing
but Eq. (5). As for Eq. (6), focusing on the small-h regime and using cosh 2ah ∼ 1 + 2(ah)2, we can obtain
∆(ih) ∼ 4t
√
δ¯2 − (ah)2 + δ¯2(ah)2 ∼ 4t
√
δ¯2 − (ah)2 = ∆0
√
1− (ah/δ¯)2 ∼ ∆0
√
1− (h/hc)2. Then, we analytically
derive Eq. (6) within the weak-coupling approximation.
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2. Spinless fermions with a nearest-neighbor interaction (XXZ spin chain)
The model Hamiltonian is
HSLF = −t
∑
i
(
c†i+1ci + h.c.
)
+ V
∑
i
(
c†i+1ci+1 −
1
2
)(
c†i ci −
1
2
)
. (S22)
This model describes fermions with a nearest-neighbor interaction. Here we consider the strong repulsive interaction
V > 2t and the half-filled case. Under these conditions, the ground state shows charge-density wave (CDW) and
becomes gapped. This model is mapped to an XXZ spin chain by means of Jordan-Wigner transformation S+i =
c†i exp
(
ipi
∑i−1
j=−∞ c
†
jcj
)
and Szi = c
†
i ci − 1/2 with a canonical transformation ci → (−1)ici as
HXXZ = J
∑
i
{
Sxi+1S
x
i + S
y
i+1S
y
i + ∆S
z
i+1S
z
i
}
= J
∑
i
{
1
2
(S+i+1S
−
i + S
−
i+1S
+
i ) + ∆S
z
i+1S
z
i
}
. (S23)
Here J = 2t and ∆ = V/2t. The XXZ spin chain exhibits an antiferromagnetic order for ∆ > 1, which corresponds to
the CDW order of the original fermionic model (S22). With bosonization techniques, the low-energy effective theory
of this model is given as
HXXZ =
v
2pi
∫
dx
{
K(piΠ)2 +
1
K
(∇φ)2
}
+ g
∫
dx cos(4φ(x)). (S24)
Here, v, K, and g take renormalized values due to the cosine term. We find that the parameter β appearing in the
main text is equal to 4 and thus the elementary excitation has a fractional charge −e∗ = −e/2, which corresponds to
a spinon excitation in the XXZ model.
To confirm Eqs. (5) and (6), we calculate the energy gap ∆0, the velocity v, the critical value hc, and the change
of the energy gap ∆(ih). This model is known to be exactly solvable with Bethe ansatz [51] and thus we can obtain
the above quantities.
First, we consider the energy gap ∆0. The dielectric breakdown in the sine-Gordon model corresponds to the
soliton-antisoliton pair creation and thus it corresponds to spinon-antispinon excitation. The energy spectrum of the
spinon excitation is given as
E(p) = JK(u) sinh γ
pi
√
1− u2 sin2(ap), (S25)
where γ = arcosh∆, K(u) is the complete elliptic integral of the first kind and u is its modulus defined as
K(
√
1− u2)/K(u) = γ/pi [51]. This spectrum takes the lowest value at p = ±pi/(2a). Since the energy spectrum of
the antispinon takes the same form, the energy gap of the spinon-antispinon excitation is
∆0 =
2JK(u) sinh γ
pi
√
1− u2. (S26)
Next, we derive the velocity v which appears in the sine-Gordon theory (3). We can obtain the velocity v from
the above energy spectrum (S25). We expand the energy spectrum around p = pi/(2a) where the excitation energy
takes the minimum value. Then we obtain E(p) = (JK(u) sinh γ/pi){√1− u2 + [a2u2/(2√1− u2)](p − pi/(2a))2} +
O[(p − pi/(2a))4]. Comparing this result with a relativistic energy spectrum E0(p, 0) =
√
m2 + v2(p− pi/(2a))2 =
m+ [v2/2m](p− pi/(2a))2 +O[(p− pi/(2a))4], we obtain the mass and the velocity as m = (JK(u) sinh γ/pi)√1− u2
and
v =
JaK(u)u sinh γ
pi
. (S27)
From this, we can confirm that the mass m corresponds to a half of the energy gap ∆0 and the velocity approaches
the value of the spinon velocity in a Heisenberg spin chain, vs = piJa/2 when taking the limit of ∆→ 1.
As shown in previous studies [52], the model is still solvable with an imaginary vector potential and thus we can
also calculate the critical value of the imaginary vector potential hc and the energy gap with the imaginary vector
potential ∆(ih) analytically. Following Refs. [38, 52], the critical value is given as
hc =
2
a
arcosh
(
1
u
)
, (S28)
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and the energy gap is written as
∆(ih) =
2JK(u) sinh γ
pi
√
1− u2 cosh2
(
ah
2
)
. (S29)
As shown in Figs. 2 (b-1) and (b-2) in the main text, these quantities ∆0, v, hc, and ∆(ih) satisfy the relations (5)
and (6) in a broad range including the weak coupling regime around the isotropic point ∆ = 1. Furthermore, Eq. (5)
in the weak coupling regime can be analytically confirmed as follows. Using Eqs. (S26) and β = 4, (S27) and (S28),
it is shown that [(e/e∗)∆0/(2v)]/hc = [∆0/v]/hc = [
√
1− u2/u]/arcosh(1/u)→ 1 with u→ 0.
3. Fermi-Hubbard chain
The one-dimensional fermionic Hubbard model is written as
HHub = −t
∑
iσ
(c†iσci+iσ + h.c.) + U
∑
i
ni↑ni↓. (S30)
The ground state at half-filling is a Mott insulator for U > 0. Let us apply bosonization techniques to this model.
This is a model of fermions with spins and thus the effective theory has the charge sector and the spin sector. Since
we are interested in the breakdown phenomena due to the electric field, we focus only on the charge sector and omit
the subscript for the charge sector ρ below. The Hamiltonian of the charge sector is written as
HHub =
v
2pi
∫
dx
{
K(piΠ)2 +
1
K
(∇φ)2
}
+ g
∫
dx cos(2
√
2φ(x)). (S31)
Here, v, K, and g take renormalized values due to the cosine term. The cosine term represents the umklapp process
and makes the system gapped. The parameter β is 2
√
2 for this model. Since φ is a field for the charge sector
and thus the definition of e∗ is modified as e∗ = 2
√
2e/β, the elementary excitation corresponding to the soliton in
the sine-Gordon model has a charge −e∗ = −e which represents a doublon excitation (a double occupancy) in the
Hubbard model.
To confirm Eqs. (5) and (6), we calculate the energy gap ∆0, the velocity v, the critical value hc, and the change
of the energy gap ∆(ih). This model is also known to be exactly solvable with Bethe ansatz [53, 54] and thus we can
obtain the above quantities.
The energy (charge) gap is calculated using Bethe ansatz as
∆0
4t
= u−
[
1− 2
∫ ∞
0
dω
J1(ω)
ω(1 + e2u|ω|)
]
, (S32)
with u = U/4t where the Jn(x) is the n-th Bessel function [53]. The velocity of the charge mode v is also calculated
based on the Bethe ansatz in the same way as in the XXZ model as discussed in the previous subsection [54]. The
result is
v
4ta
=
[
−1 + u+ 2 ∫∞
0
J1(ω)
ω(1+e2uω)
] 1
2
[
1− 2 ∫∞
0
ωJ1(ω)
1+e2uω
] 1
2
2
[
1− 2 ∫∞
0
J0(ω)
1+e2uω
] . (S33)
As shown in a previous study [4], the model is still solvable with an imaginary vector potential and thus we can
also calculate the critical value of the imaginary vector potential hc and the energy gap with the imaginary vector
potential ∆(ih) analytically. Following Refs. [4, 8, 38, 55], the critical value is
hc =
1
a
[
bc − i
∫ ∞
−∞
dλθ(λ+ i sinh bc)σ0(λ)
]
, (S34)
where bc = arsinh(u), θ(x) = −2 arctan (x/u), and σ0(λ) = (1/2pi)
∫∞
0
dω [J0(ω) cos(ωλ)/ cosh(2uω)]. The change of
the energy gap ∆(ih) is
∆(ih)
4t
= u− cosh(aκ(h)) + 2
∫ ∞
0
dω
cosh(ω sinh(aκ(h)))J1(ω)
ω(1 + e2uω)
, (S35)
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where κ(h) is defined from the following relation:
h(κ) = κ− 2
a
∫ ∞
0
dω
sinh(ω sinh(aκ))J0(ω)
ω(1 + e2uω)
(S36)
As shown in Figs. 2 (c-1) and (c-2) in the main text, these quantities ∆0, v, hc, and ∆(ih) satisfy the relations (5)
and (6) in a broad range including the weak coupling regime (i.e. small U/t).
