In this paper we focus on nonparametric estimation of a monotone regression function using general spline smoothing techniques. We propose to construct a new class of monotone splines by using some tools that have been recently developed in the context of image warping to compute smooth and bijective deformations. Our idea is to adapt these tools to construct a monotone spline that can be used to monotonize any unconstrained estimator of a regression function. We show that under mild conditions, this monotone smoother inherits the convergence properties of the unconstrained estimator.
Introduction
In many fields of interest, including physical and medical sciences, one is often interested in investigating an assumed monotonic relationship between a response variable Y and an independent variable X. Typical examples include the analysis of doseresponse curves in pharmakinetics, growth curves in biology and many specific practical problems discussed in the literature cited below. Linear regression (which yields a monotone estimator) is usually too restrictive in these situations, and incorporating more flexible monotonicity constraints into the estimation of regression functions is thus natural. The first approach dates back to the literature on isotonic regression. An early exposition of this literature appears in Barlow, Bartholomew, Bremner & Brunk [3] and later in Robertson, Wright & Dykstra [26] . Consistency of monotonic regression is proved in Hanson, Pledger & Wright [16] .
Smoother estimators for monotone regression (based on spline, kernel or wavelets methods) can be found in Ramsay [24] , Kelly and Rice [18] , Mammen [19] , Mammen and Thomas-Agnan [21] , Hall and Huang [15] , Mammen, Marron, Turlach and Wand [20] , Dette, Neumeyer and Pilz [8] and Antoniadis, Bigot and Gijbels [2] . Note that without lost of generality, monotone regression is considered in this paper as the problem of estimating an increasing function. For estimating a decreasing function one can simply reverse the time axis and then apply the same methodology.
A possible approach in monotone regression is based on determining the fitted values of the estimator on a finite set of points (usually the observed covariates) and uses a set of inequality constraints to impose restrictions on the value of the regression function at these points (see e.g. He and Ng [17] , Antoniadis, Bigot and Gijbels [2] ) .
However, the algorithms used to compute these estimators can be computationally intensive since they involve a large set of inequality restrictions. Another approach is the general smoothing method under shape constraints that has been proposed by Mammen, Marron, Turlach and Wand [20] (see also Mammen and Thomas-Agnan [21] ). It consists of first using an unconstrained estimator (such as a spline, wavelets or kernel smoother) and then projecting the resulting curve estimate onto a constrained subspace of regression functions which is usually a convex set. For the problem of monotone regression, this approach can be viewed as a smooth and then monotonize approach.
However, as pointed out by Gijbels [14] many of these monotone estimates appear less smooth as the unconstrained estimates and often have jump discontinuities. Moreover, it is not clear how one can compute numerically the projection of a curve estimate onto a constrained subspace for any unconstrained estimator. Dette, Neumeyer and Pilz [8] have recently proposed another type of smooth and then monotonize method which combines density and regression estimation with kernel smoothers. This approach has been shown to be very successful on many simulated and real data sets (see Dette and Pilz [10] ) and we shall therefore use it as a benchmark to assess the quality of the monotone estimator that we propose hereafter.
In this paper, we consider a general spline smoothing problem under monotonicity constraints that is based on this idea of smooth and then monotonize. Our approach is computationally simple and can be used to project any estimator into a set of monotone regression functions. We propose to build a new class of monotone splines by using some tools that have been recently developed in the context of image warping (see e.g. Trouvé [27] , Miller and Younes [23] , Miller, Trouvé and Younes [22] , Camion and Younes [5] , Glauns [13] , the book of Younes [31] , the tutorials by Younes [30] , [32] and the references therein). To compare similar objects (such as curves or images), it is generally necessary to find a common referential to represent them. The purpose of image warping is to find smooth deformations to synchronize a set of images so that the main features of the warped images are at the same locations. Computing smooth and bijective deformations is not an easy task. Recently, Trouvé, Younes and their collaborators have proposed to compute smooth diffeomorphisms as the solutions of a new class of ordinary differential equation governed by a time-dependent velocity field. In a one-dimensional (1D) setting, it is easy to see that a diffeomorphism is a smooth and monotone function. Our idea is then to adapt these tools developed for two or three-dimensional image warping to solve a problem of monotone regression in a 1D setting. To the best of our knowledge, these tools developed for image warping have not been used so far to solve regression problems under shape constraints, and there is not so much work in the estimation of deformations when the observed images are corrupted by noise. Hence, we believe that our approach could also be adapted to the problem of estimating smooth deformations between noisy images. Moreover, our method is very general in the sense that the computation of our monotone estimator does not depend on the form of the unconstrained estimator. Contrary to some smooth and then monotonize approaches, the constrained subspace onto which we "project" the unconstrained estimator does not depend on the method that has been used to produce it. Hence, one can use any of his favorite nonparametric estimator (e.g. based on splines, kernel or wavelets), and our main result states that the asymptotic properties of the resulting monotone estimate (in terms of empirical mean square error) are the same as the unconstrained estimator.
The remainder of the paper is structured as follows: in section 2 we give a brief overview of the general spline smoothing problem and we recall its connection with the theory of Reproducing Kernel Hilbert Spaces (RKHS). In section 3, we detail the approach of Trouvé [27] and Younes [31] , [32] (see also Glauns [13] ), and we show how one can generate a strictly monotone function as the solution of an ordinary differential equation. In section 4, we formulate a problem of spline smoothing under monotonicity constraints, and we propose a new class of monotone smoothers that we call homeomorphic smoothing splines. We show that these monotone estimates can be easily computed using classical smoothing spline techniques. Unlike some estimators under shape constraints, our method does not require the use of quadratic programming techniques under linear constraints and has therefore a very low computational cost. Then, under the condition that the function to be estimated can be represented as the solution of an ordinary differential equation, we study the asymptotic behavior of our estimator and we discuss the optimal choice of the smoothing parameter. Note that this is not a restrictive condition, since we prove that for some classes of functions, any monotone function has such a representation. Section 5 presents an application to a real example, and a short Monte Carlo study on the efficiency of our approach and a comparison with the monotone regression estimate recently developed by Dette, Neumeyer and Pilz [8] and Dette and Pilz [10] . Some concluding remarks are given in Section 6. The Appendix provides the proofs of the main results.
The general spline smoothing problem
In this section, we recall the general spline smoothing problem as formulated e.g. in Wahba [29] and its connection with the theory of RKHS. Let L 2 (R) be the space of square integrable functions on R. In a 1D setting, a RKHS is a real Hilbert space H K of functions in L 2 (R) such that for all x ∈ R there exists an element K x (.) in H K called the representer of evaluation at x, such that for all g in H K (with g = 0 a.s.), we have g(x) = K x (.), g K where ., . K denotes the scalar product on H K . The reproducing kernel of H K is then defined as the function K : R × R → R such that
The kernel K is said to be positive definite if for any g ∈ L 2 (R) with g = 0, then
Note that in this case, for any set of distinct points x 1 , . . . , x n in R the n × n Gram matrix Σ whose entries are given by Σ i,j = K(x i , x j ) is positive definite. Throughout the rest of this paper, we shall assume that K is positive definite. For a detailed overview of the theory of RKHS and their applications in probability and statistics, we refer to the book of Berlinet and Thomas-Agnan [4] .
Let ψ 1 , . . . , ψ M be functions (not necessarily in L 2 (R)) such that for any set of dis- 
where ǫ i are i.i.d. variables with zero mean and variance 1, and σ is an unknown noise level parameter. Then the general spline smoothing problem is to find the minimizer
, where h ∈ H K and · K denotes the norm in H K . Then, the solution of this smoothing problem is unique and of the form (see e.g. Wahba [29] )
for any x ∈ R where the coefficients α = (α 1 , . . . , α M ) ′ and β = (β 1 , . . . , β n ) ′ are the solutions of the following n + M linear system of equations:
with y = (y 1 , . . . , y n ) ′ , Σ λ = Σ + nλI n where I n is the identity and Σ is the n × n matrix with elements Σ i,j = K(x i , x j ). One can remark that the smoothing splineĝ n,λ evaluated at the design points x 1 , . . . , x n is a linear function of the observations y 1 , . . . , y n and can therefore be written aŝ
where A λ is a n × n matrix which depends only on x 1 , . . . , x n , λ and the kernel K. A fundamental issue is then the choice of the smoothing parameter λ. One of the most popular method for choosing λ is the generalized cross-validation (GCV) criterion proposed by Craven and Wahba [6] which consists in finding the parameter λ which minimizes the quantity
where Tr(A) denotes the trace of a matrix A. However, the smoothing splineĝ n,λ is not necessarily a monotone function. In the next section, we propose to use the connection between monotone functions and time-dependent vector fields to incorporate monotonicity constraints into the estimation of g.
Throughout this paper, we shall assume that M = 2 with ψ 1 (x) = 1 and
This choice is justified by the fact that we have to impose that the functions inH satisfy the uniform Lipschitz conditions (with Lipschitz exponent equal to one) of Lemma 3.2.
We will also consider the following illustrative example which will be referred to as the Sobolev case of order m: H K = H m (R) the Sobolev space of order m ∈ N * endowed with the norm
which is a RKHS with reproducing kernel (see Berlinet and Thomas-Agnan [4] ):
Note that in Section 4 we consider the problem of estimating a function f defined only on the interval [0, 1]. However, we have presented the general spline smoothing problem on the whole real line R since we will have to solve smoothing problems of the form (2.2) to compute the time-dependent vector field used to obtain a monotone estimator (see Proposition 4.1 below).
3 Monotone functions as solutions of an ordinary differential equation
Computing a smooth deformation between two images
Let Ω be an open set of R 2 . Given two images I 1 , I 2 : Ω → R that one wishes to compare, the purpose of image warping is, roughly speaking, to find a transformation φ : Ω → Ω such that φ is sufficiently smooth, and
The first constraint aims at finding a warping function φ which does not deform too much the image I 2 , while the second constraint consists in synchronizing the two images. Since these two constraints may drag the solution to opposite directions, they must be balanced. Many image registration methods can therefore be formulated as a variational problem: find a mapping φ which minimizes the following functional:
where S is a measure of smoothness or "energy" of φ, D quantifies the quality of the alignment of the two images, while λ is a parameter that balances between a smooth deformation and one that achieves a good match. D may be a distance between structural points (landmarks) of I 1 and I 2 to be put into correspondence, a local measure of correlation between images or a metric between I 1 and I 2 • φ. Various choices for S can be made to impose specific smoothness conditions on u. For further references on image matching we refer to the paper by Glasbey and Mardia [12] (see also the discussions therein) and to Younes [30] , [31] , [32] . However the main difficulty in this problem is to compute a deformation φ that is a smooth bijection from Ω to Ω in order to preserve the geometric properties of the image I 2 after its deformation by the warping function φ.
The composition rule for small deformations
In this section, we explain the basic ideas (as described e.g. in Younes [31] ) to compute a smooth bijection in any dimension, and we show how this approach can be used to compute a smooth monotone function in a 1D setting. Let Ω 1 and Ω 2 be two finite intervals of R. We recall that a homeomorphism is a continuous bijection φ :
such that its inverse φ −1 : Ω 2 → Ω 1 is continuous, and that a diffeomorphism is a con-
and strictly increasing, then it is invertible and its inverse f −1 is a continuous function, thus f is a homeomorphism. If we further assume that f ′ (x) > 0 for all x → x + ǫv k (x) are homeomorphisms on R, then by the composition rule, we can construct the following sequence of homeomorphisms
Then, note that
which can also be written as
By letting ǫ → 0, expression (3.2) looks like a discretized version of an ordinary differential equation of the following form (by introducing a continuous time variable
In what follows, we study the solutions of such ordinary differential equations (ODE)
in a 1D setting, and explain how they can be used for the construction of smooth and increasing functions.
An ordinary differential equation to compute homeomorphisms
To study the solutions of such ODE we shall assume that the time-dependent vector field v t belongs toH for all t ∈ [0, 1]. First, we introduce some smoothness assumptions for functions inH.
Assumption 3.1 There exists a constant C
The following lemma proves that in the Sobolev case, the uniformly Lipschitz property Proof: by Morrey's theorem (see e.g. Riesz and S Nagy [25] ) and since m ≥ 2 we have that there exists a constant C 1 > 0 such that for any h ∈ H m (R) and for all x, y ∈ R
Then, using the fact that h H m ∼ h K m the results follows.
Throughout the rest of this paper, we shall assume that the kernel K is chosen such that Assumption 3.1 is satisfied. Any function g ∈H is of the form g(
where a 1 , a 2 ∈ R and h ∈ H K . Hence, one can define a norm inH by setting
Note thatH is a Banach space for this norm. In the rest of the paper, to simplify the notations we will omit the superscriptH and write g H = g for g ∈H. Then, the following lemma holds:
Lemma 3.2 Assume that the kernel K is bounded on R 2 and that Assumption 3.1 is satisfied.
Then, for any g ∈H, there exists a constant C 2 (not depending on g) such that for all x, y ∈ R
where a 1 , a 2 ∈ R and h ∈ H K . From Assumption 3.1 we have that there exists a constant C 1 > 0 such that for all
Hence,
and from Cauchy-Schwarz inequality (in H K ) and the reproducing kernel property of
which implies finally that
where
Hence, the results follows with
Throughout the rest of this paper, we shall assume that the kernel K is bounded on 
where . is the norm inH defined by equation (3.4) . We also define the set X 2 of time-dependent vector field (v t , t ∈ [0, 1]) such that for each t, v t is inH and
Note that by Cauchy-Schwarz inequality v X 1 ≤ v X 2 , and the set X 2 is therefore included in X 1 . Finally, to simplify the notations, we also define X as the set of time-
. Thus, we have the following inclusions:
For v ∈ X 1 , we formally denote an ODE governed by the time-dependent vector field
Let Ω = [0, 1]. A function t → φ t is called a solution of the equation (3.7) with initial condition the identity if
• for all t ∈ [0, 1] and all x ∈ Ω,
The following theorem, whose proof is deferred to the appendix, shows that the solution of the equation (3.7) is unique and is a homeomorphism for all time t ∈ [0, 1]. 
Homeomorphic smoothing splines
In this section, we analyze the relationship between strictly increasing functions inH and the elements of the set X 1 . Then, we define the homeomorphic smoothing spline as a new method for nonparametric monotone regression.
A non-parametric regression problem under monotonicity constraint
We consider the standard nonparametric regression problem on a bounded interval.
We assume that we have noisy observations of an unknown function f :
where ǫ i are i.i.d. variables with zero mean and variance 1, and σ is an unknown noise level parameter. The regression function f is assumed to belong to a class of functions F that satisfy some smoothness conditions to be defined later. In what follows, we shall assume that the regression function f is strictly increasing, and our goal is to construct a monotone estimatorf c n which inherits the asymptotic properties of an unconstrained estimatorf n in terms of rate of convergence for the empirical mean-square error:
We will show that under mild conditions, our monotone estimator inherits the asymptotic properties of the unconstrained estimatorf n , in the sense that with probability tending to one as n → +∞ (we shall give a precise meaning of this later on)
As we shall see, the unconstrained estimatorf n needs to satisfy only very weak conditions and its choice is left to the statistician (of course the computation off c n depends onf n ). In our simulations, we shall present various choices forf n including spline, kernel and wavelet-based estimators.
A connection between monotone functions and time-dependent vector fields
Our main assumption on f is that it can be written as the solution of an ODE governed by a time-dependent vector field. More precisely, we will require the following smoothness assumption for the function f : 
Under Assumption 4.1, we see that the function φ t (x) = t f (x) + (1 − t)x is the solution of the ODE
In this case, we have that for all
The formulation (4.2) is useful in the sense that if one observes estimated valuesf (
. . , n are not necessarily on the interval [0, 1] and this is why we have introduced the general smoothing problem on the whole real line R in section 2. Then, a monotone estimator of f is simply obtained by calculating the solution at time t = 1 of the ODE governed by the time-dependent vector field v f . Note that the computation of the estimators v f t is an unconstrained smoothing problem since no particular shape is required for these estimates. So, in this way, we finally obtain a constrained estimator which combines an unconstrained smoothing method with the computation of the solution of an ODE. 
A new monotone smoothing spline
Letf n be an unconstrained estimator of the regression function f based on the data from the regression model (4.1). Then, under Assumption 4.1, we propose to formulate a new smoothing spline problem under monotonicity constraints in the following way: find a time-dependent vector field v ∈ X which minimizes the "energy"
where 6) which proves that v n,λ is a minimum of E λ (v). Then, the uniqueness of v n,λ follows from the strict convexity of E λ . 
Remark 4.2 Obviously the conditions of Proposition 4.2 are not satisfied if the unconstrained estimate is such that tf n (x
i ) + (1 − t)x i = tf n (x j ) + (1 − t)x
.1).
Letf c n,λ be the solution at time t = 1 of the ODE governed by the time-dependent vector field v n,λ . Our main result is then the following theorem which shows that under mild conditions on the design and the unconstrained estimator, one can construct a monotone estimatorf c n,λ which inherits the asymptotic properties off n in term of rate of convergence. The proof is deferred to the appendix. 
A2 for all t ∈ [0, 1] and all
1 ≤ i, j ≤ n with i = j, tf n (x i ) + (1 − t)x i = tf n (x j ) + (1 − t)x j a.s.
A3 there exists a weight function
Then, for any sequence λ = λ n → 0, we have that with probability tending to one as n → +∞, the time-dependent vector field v n,λ belongs to X 2 , and there exists a constant C 4 (depending only on the kernel K, f and the bound C 3 forf n ) such that:
The assumption A3 means that in some sense the design points are sampled according to the density ω(x). The assumption A4 is satisfied whenever the expected empirical mean-square error ER n (f n , f ) converges to zero as n → +∞. The fact that v n,λ belongs to X 2 with probability tending to one guarantees that the estimatorf n is a monotone function with large probability as n tends to infinity. Moreover, one can see that if λ n decays as fast as the empirical error R n (f n , f ) then the estimatorf c n,λ n has the same asymptotic convergence rate than the unconstrained estimatorf n .
Computational aspects and the choice of λ
The optimization problem (4.4) amounts to solve, at each time t ∈ [0, 1], a simple finitedimensional least-square problem which yields a very simple algorithm to compute a smooth increasing function:
• choose a sufficiently fine discretization t k = k T , k = 0, . . . , T of the time-interval [0, 1]. In practice, we found that the choice T = 20 gives satisfactory results.
• initialization: set φ 0 n,λ (x) = x for x ∈ [0, 1]
• repeat: for k = 1, . . . , T,
-find the solution v n,λ t k of the unconstrained smoothing problem (4.6) for t = [5] [5] suggest to minimize the following energy
Remark 4.4 The formulation (4.4) is somewhat similar to the geodesic smoothing spline problem proposed by Camion and Younes
over all time-dependent vector fields and all landmark trajectories q i (t) 
. , n. This leads to an optimization problem which can be solved by a gradient-descent algorithm. In our formulation, the landmarks trajectories are fixed. They correspond to linear paths q i (t) = ty i + (1 − t)x i between x i and y i . This makes the optimization problem (4.7) easier to solve.
If the regularity of the regression function f is s ∈ R + (measured e.g. in a Sobolev or a Besov space) then typically, for a kernel, spline or wavelet unconstrained estimator the expected empirical mean square error decays asymptotically as n − 2s 2s+1 (up to a logarithmic factor for wavelet methods) which is known to be the minimax rate for many smoothness classes (see e.g. Donoho et al [7] ). Hence, by choosing λ n = n one would obtain a monotone estimator having optimal properties in terms of rate of convergence. However, this is not a realistic choice since the smoothness of f is generally unknown in practice, and this gives a non-adaptive estimator. To obtain an adaptive estimator, one can choose λ n = 1 n to have a monotone estimator whose empirical mean-square error decays as fast as R n (f n , f ). This choice can give satisfactory estimates but in our simulations we have found that a data-based choice of λ gives much better results. In what follows, we therefore suggest an empirical choice of λ inspired by the GCV of Craven and Wahba [6] . 8) with Y = (Ŷ 1 , . . . ,Ŷ n ) ′ . Therefore, to choose the smoothing parameter λ, we simply propose to minimize the following empirical GCV-type criterion :
In the equation above, the quantity 
Monte Carlo simulations and a real example

Simulation study
We have designed a small scale simulation study for illustrating the performances of our homeomorphic spline smoother and for comparing it with another simple monotone density regression estimate based on kernel smoothing developed recently by Dette, Neumeyer and Pilz [8] . The main idea of this monotone density regression estimate is to combine density and regression estimation. Similarly to our approach, it requires a preliminary nonparametric estimator (unconstrained)f n of the unknown regression function f . This estimator is then use to estimate the inverse f −1 of the regression function. For this Dette, Neumeyer and Pilz [8] propose to use the following estimatorm −1
where K d is a positive kernel function with compact support, h d a bandwidth that controls the smoothness ofm −1 n and N is an integer not necessarily equal to the sample size n which controls the numerical precision of the procedure. A monotone estimatorm n is then obtained by reflection of the functionm −1 n at the line y = x (see Dette, Neumeyer and Pilz [8] for further details). In Dette and Pilz [8] it is proposed to use a local linear estimate (see Fan and Gijbels [11] ) with Epanechnikov kernel for the unconstrained estimatorf n . The bandwidth h r of this unconstrained estimate is chosen asĥ r = σ 2 n 1/5 , whereσ 2 denotes the following variance estimator
For some results on the asymptotic properties of this approach we refer the reader to Dette, Neumeyer and Pilz [8] . The choice of the bandwidth h d for the monotone estimator is less critical compared to the choice of the bandwidth h r for the unconstrained estimator. In Dette and Pilz [8] it is recommended to choose h d = h 3 r , but we found that choosing h d = h 1.5 r gives estimators that are visually smoother while showing similar properties in terms of empirical mean square error.
We investigate the regression model with a uniform design i.e. 
These functions correspond to, respectively, a function with a continuous "jump", a strictly increasing curve with a plateau, a convex function and a function which changes several times from a strongly increasing part to a flat part. The different functions are displayed in Figures 1-4 .
In Figures 1-4 , we present some curves for the estimates of these four test functions with a signal to noise ratio of 5. For the homeomorphic spline we have considered two unconstrained estimators: the same local linear estimate used to compute the monotone density regression estimatorm n , and a wavelet-based estimator using the approach of Amato, Antoniadis and Pensky [1] that is adapted to an irregular design.
Note that any other nonparametric estimator with good finite sample properties could be used. For simplicity, we have used a Gaussian kernel to compute the homeomorphic smoothing spline. In our simulations, we have found that using other kernels gives similar results. For the choice of the regularization parameter λ for the homeomorphic smoothing spline, we have used the GCV method described in the previous section. As one can see in Figures 1-4 , the homeomorphic smoothing spline based either on the local linear estimator or the wavelet estimator gives much better results than the monotone density regression estimator. Our approach yields a monotone estimator that is visually very smooth and close to the true regression in all cases. The homeomorphic smoothing spline also seems to give very nice results even if the unconstrained estimatorf n is very oscillating as it is the case for the local linear estimator in Figure 2 and Figure 3 .
To compare the homeomorphic smoothing spline with the monotone density regression estimatorm n , we have used 100 simulations runs, for each regression function and each signal to noise ratio. For both methods, we have used the same unconstrained estimator (a local linear estimate with Epanechnikov kernel). For the 100 simulations and each setting of the simulation design we have calculated the pointwise mean squared error (MSE) for the two estimatesf c n andm n , evaluated on an equidistant grid of size 2n. For reasons of space, we only report results for a signal-to-noise ratio of 3 and 7. In the following, we present curves for the MSE of the two estimate.
In Figure 5 and Figure 6 , the dotted curves in the figures correspond to the monotone density regression estimator, whereas our homeomorphic smoothing spline estimator is plotted as a solid curve. Note that to avoid a domination by boundary effects, the MSE is only plotted on the interval [0.1, 0.9]. Again, these simulations clearly show that our approach outperforms the monotone estimatorm n . Note that the regression function m 4 is the most difficult curve to estimate with our method since it has a succession of flat parts onto which the curve m 4 is close to a constant function which is not invertible. Thus, in many cases our method yields an affine function which is close to the linear regression of the data as it is the case Figure 1e . This explains the oscillations of the pointwise MSE curves for the function m 4 .
A real example
We also apply our methodology to a real example concerning monotone regression namely the classical car data set that relates the speed of cars to the distances taken to stop (see Ezekiel [9] ). A scatter plot of the data is given in Figure 7 . These data have also been used by other authors to illustrate monotone smoothing procedures (see e.g. Mammen et al. [20] ). In Figure 7 (a) we display an unconstrained fitf n with a Nadaraya-Watson estimator (with a Gaussian kernel and bandwidth h d = 2) evaluated on an equidistant grid t 1 , . . . , t N of N = 100 points (twice the number of data points).
In Figure 7 (b) we display a monotone fit (based on this unconstrained estimator) with the method of Dette, Neumeyer and Pilz [8] with an Epanechnikov kernel and a bandwidth h d = 0.7. To compute the homeomorphic spline, we have used as "data" points the Nadaraya-Watson estimatorf n evaluated at the equidistant grid t i , i = 1, . . . , N rather than this estimator evaluated at the original data points since the number of distinct x-coordinates is only 19. The empirical error for the GCV criterion has been computed with the values y i =f n (t i ), i = 1, . . . , N. The resulting monotone fit is displayed in Figure 7 (c). One can see that the homeomorphic smoothing spline appears to be smoother that the monotone density regression estimator which is less smooth than the Nadaraya-Watson estimator, but the overall difference between the two fits is small.
Concluding remarks
In this paper monotone regression has been considered as the problem of estimating a smooth and bijective function in a real 1D set-up. Using the representation of a monotone function as the solution of an ordinary equation governed by an appropriate timedependent vector field, we have shown how one can estimate this vector field based on noisy data and have studied some asymptotic properties of the resulting monotone estimator. As already explained, the construction of smooth and bijective deformations that are solution of an appropriate ODE can be done in any dimension. Since our methodology is fully applicable to a 2D or 3D set-up, we believe that our approach could be used for the estimation of deformations in landmark-based matching or dense matching problems for noisy images. In particular, it would be interesting to investigate the problem of transforming a non-invertible deformation into a bijective one while preserving good estimation properties. In the proof, C will denote a constant whose value may change from line to line.
Existence and uniqueness of the solution of the ODE : fix x ∈ Ω, t ∈ [0, 1] and δ > 0.
For all s, s ′ ∈ I by Lemma 3.2 we have that
where C 2 is the constant defined in Lemma 3.2, and φ ∞ = sup u∈I |φ(u)|. By assumption 1 0 v u du < +∞, which implies that s → Γ(φ)(s) is a continuous function from I to R such that Γ(φ)(t) = x. Now, remark that for any continuous functions φ and φ ′ from I to R, we have that (by Lemma 3.2)
Then, we can remark that I v u du can be made arbitrarily small by reducing δ which implies that there exists a constant κ < 1 such that
Since the space of continuous functions from the interval I to R endowed with the supremum norm is a Banach space, the fixed point theorem implies that there exists a unique function φ such that Γ(φ) = φ i.e. s → φ s is a solution of the ODE (3.7) on the interval I.
As remarked in Younes [32] , the parameter δ can be chosen independent of t be- Proof of Theorem 4.1: in the proof, C will denote a constant whose value may change from line to line. Moreover, recall that the regularization parameter λ is a sequence λ = λ n → 0 as n → +∞, but to simplify the notations we will sometimes omit the reference to the dependency on n. Finally, although not always stated, all the inequalities in the proof must be understood in the almost surely (a.s.) sense.
First we introduce some notations. For a vector x ∈ R n we denote its Euclidean norm by · 2 . By assumption, the kernel K and the function f are bounded and we let Since we have assumed that a.s.X t i =X t j if i = j, this implies that the n × 2 matrix T t has a.s. full rank 2 < n, which implies that the matrix nλΣ −1 λ,t P t is of rank 2 and that its eigenvalues are positive and smaller than one (see e.g. Craven and Wahba [6] 
