Reference intervals that incorporate genetic information could reduce the misidentification of unusual test results caused by non-diseaseassociated genetic variation and increase the detection of results indicating underlying pathology. Subdividing reference groups by genetic effects, however, may lead to increased uncertainty around reference interval endpoints (because of the smaller subgroup sample sizes), thus offsetting any benefits.
The most common statistical tool used by clinicians to evaluate between-patient variation is the populationbased reference value. Ideally, reference values are determined by individual laboratories measuring the analyte levels in a group of reference individuals who are healthy and representative of the population the laboratory serves (1 ) . Reference values are often partitioned on the basis of demographic variables that are known to influence analyte levels, such as sex and age. Partitioning can reduce variance and improve the predictive utility of the reference intervals. Similarly, reducing variance by partitioning based on genetic differences could potentially reduce between-person variation and improve the quality of laboratory information in clinical diagnosis. The current cost of clinical genotyping is generally prohibitive; however, the cost of genotyping is rapidly dropping. As whole-genome data becomes clinically available and more associations between genetic polymorphisms and laboratory test results are discovered, clinical chemists may begin to search for ways of integrating genetic information with laboratory information to improve the performance characteristics of laboratory tests.
Integrating genetic and laboratory information, where appropriate, would increase the accuracy of reference intervals by eliminating extreme results related to genetic variation, thereby increasing the percentage of extreme results that reflect underlying pathology. Unfortunately, if the difference between groups is small, the benefit of subdividing may be offset by the increased uncertainty around endpoint estimates caused by the decrease in sample size. Although more personalized medicine has become a goal of many public health and research organizations, generating and partitioning reference intervals is a labor-and costintensive exercise. Before going to the effort of collecting extra data for partitioning based on genetic information, laboratory directors will wish to know if including additional variables would improve the performance characteristics of reference intervals.
Our goal was to investigate issues that may arise if laboratories wish to use genetic information to partition reference intervals and to provide a framework that, for simple situations, allows an estimate to be made about the utility of partitioning before beginning sample recruitment for reference studies. We used standard guidelines for partitioning reference intervals to determine if these suggest a method to determine when it might make sense for a clinical laboratory to generate genotype-specific reference intervals. We evaluate a statistical framework for use of a single dominant or recessive genetic variant to partition a sample into 2 groups using standard information likely to be reported in the scientific literature or available to a laboratory director, such as the difference in mean level of the analyte, the SD of the analyte, and the percentage of population variance attributed to a genetic variant. Although developed for genetic factors, this method could also be used to evaluate a priori decisions on partitioning based on other factors, such as race (which has genetic components), smoking status, or other specific environmental exposures. Our method highlights some of the limitations of standard statistical practices for evaluating the utility of integrating genetic and clinical tests, which we will discuss. We discuss the example of Gilbert syndrome to illustrate the partitioning decision process.
Statistical Background on the Decision to Partition
Accepted methods for determining reference intervals are outlined in CLSI documents (1 ) , which are based on the work of Harris and Boyd (2 ) . To understand the rationale behind the Harris and Boyd approach, consider a situation in which a laboratory partitions a reference interval for a particular analyte by patient sex. To do this, the laboratory might recruit 120 men and 120 women and then determine the central 95% interval for each group. But now consider the situation of an analyte that has only a very small difference between men and women. In such a case, combining all the volunteers into a larger group of 240 individuals would produce a more statistically defensible central 95% such that it might end up being more accurate overall than the separate male and female reference intervals. It may even be the case that fewer than 240 reference individuals will produce a common reference interval that is more accurate than the partitioned intervals. Thus, partitioning is useful only when underlying factors, such as sex or genotype, are responsible for a difference in analyte levels that is large enough to generate more precise intervals given the reference sample size. It can be important to know before recruiting volunteers whether partitioning will likely be useful, because this can influence the size of the desired sample, as suggested sizes for partitioned samples are often much larger than those for unpartitioned samples (1 ) . If estimates of expected difference between subsample means and subsample SDs are available, the Harris and Boyd method makes it possible to evaluate if partitioning is warranted before recruiting volunteers.
Briefly, CLSI guidelines strongly recommend direct sampling, where reference individuals represent the population a laboratory serves based on specific, well-defined criteria for appropriate health (1 ) . For partitioning, if subsample SDs are similar, a z-statistic is calculated for the difference between distribution means:
where x 1 and x 2 are the subpopulation means, n 1 and n 2 are the number of individuals in each subgroup, and 1 2 and 2 2 are the subpopulation variances (3 ). A z-statistic that is above a given cutoff suggests that the groups should be partitioned. The suggested cutoff for z-statistics formulated by Harris and Boyd (2 ) and reiterated in more general form by CLSI guidelines (1 ) is:
This z-statistic cutoff was set such that partitioning will be recommended when the proportions of individuals above or below the expected lower and upper (2.5% or 97.5%) cutoffs for subpopulations will be substantially different from those expected by clinicians (e.g., Ͼ4% rather than 2.5%). Although the method was developed to partition reference ranges for which the subgroups are approximately equal in size and follow a gaussian distribution, others have suggested that the method is reasonable for samples of unequal size as long as the SDs are similar, and that the z-statistic may also be appropriate for nongaussian distributions when there are at least 60 individuals in each subgroup (1, 3, 4 ) . Where there are extreme deviations from normality or large differences in subgroup prevalence, other methods-such as those proposed by Lahti and colleagues (4, 5 )-may be more appropriate. Inconsistencies between the Harris and Boyd method and other partitioning methods have been noted, particularly for large reference samples, in which the Harris and Boyd method may fail to partition even when there are substantial differences between reference populations (6 ).
On the other hand, we have found that Lahti's methods often inappropriately stratify groups randomly selected from the same population if the reference sample is Ͻ1000 individuals (data not shown).
Partitioning Cutoffs in Relation to Proportion of Variance
For 2 subgroups with equal variance, the total population variance is a function of the subgroup variance, means of the subgroups, and the relative frequencies of the populations:
where t 2 is the total variance, g 2 ϭ 1 2 ϭ 2 2 is variance of the subgroups, x 1 and x 2 are subgroup means, and a 1 and a 2 are the relative proportions of the total group made up by each subgroup such that n 1 ϭ a 1 N, n 2 ϭ n 2 N, and a 1 ϩ a 2 ϭ 1, where N is the total sample size.
If the variance attributable to the factor that distinguishes a 1 and a 2 is represented by , then t 2 ϭ g 2 ϩ and the proportion of the total variance attributable to the factor is / t 2 . In this situation, the numerator of the z-statistic (Eq. 1) can be expressed in terms of :
If z is set to be equal to Harris and Boyd's recommended cutoff for z* (Eq. 2), then cutoff values can be expressed as a function of proportion of total variance attributable to a polymorphism () and the sample proportions a 1 and a 2 :
which simplifies (see Supplemental Appendix I, which accompanies the online version of this article at www.clinchem.org/content/vol57/issue3, for a more detailed derivation):
Thus, a proportion of the total variance of 4% or greater would justify partitioning into 2 groups if subsamples have equal SDs. This partitioning cutoff does not change for large or small relative sample proportions because the calculation of variance already accounts for the influence of sample proportion. We assume that the subsample proportions in the reference sample are approximately equal to the subsample proportions in the population, which should be a reasonable assumption if the reference sample has been recruited randomly or been selected to appropriately represent the population the laboratory serves and if the sample is of reasonable size. If the sample proportion (a 1 ), difference between subpopulation means (x 1 Ϫ x 2 ), and total sample variance ( t 2 ) or SD ( t ) are known, it is straightforward to calculate a similar cutoff. This expression of the cutoff, while more complicated, may be useful for a priori partitioning decisions, as these values are often more easily obtained than the proportion of total variance attributed to a partitioning factor. As sample proportion and ratio of difference in mean between subsamples to total sample SD (x 1 Ϫ x 2 )/ t , changes, so does the proportion of total variance attributable to the partitioning factor:
This relationship is plotted in Fig. 1 . If a population was equally subdivided, a 1 ϭ 0.5, then a difference in means greater than approximately 40% of the SD: Fig. 1 ).
Partitioning by a Genetic Variant with Dominant or Recessive Effects by Use of Minor Allele Frequency
Partitioning where a genetic polymorphism has dominant or recessive effects with attributable variance of 4% or greater would be practical, as illustrated above. However, genetic studies often report minor allele frequencies (MAFs) rather than population proportions. If MAF is reported with difference in mean between 2 alleles and the total sample variance is available, then one can evaluate Eq. 7 by representing population proportions in terms of genetic alleles. In standard genetic nomenclature, MAF is q, and the frequency of the common or major allele is p, such that p ϩ q ϭ1. It is often the case that subpopulations are in Hardy-Weinberg equilibrium represented by the equation: p 2 ϩ 2pq ϩ q 2 ϭ 1. Most genetic polymorphisms that influence quantitatively measured analyte levels do not influence variance of subpopulations, so the assumption that subgroups defined by genetic polymorphisms have equal variance is almost always true.
A genetic variant with recessive effects divides the population into 2 subpopulations with proportions a 1 ϭ p 2 and a 2 ϭ 2pq ϩ q 2 , which can be substituted into Eq. 7:
The equation for dominant effects is generated by simply reversing proportions of a 1 and a 2 :
These equations can be used to generate the decision curves presented in Fig. 2 , which are mirror images of each other. As above, these equations are based on the assumption that the subsample proportions of the reference sample-genetic allele frequencies, in this case-are approximately equal to the frequencies in the reference population.
Discussion

PRACTICAL INTERPRETATION OF PARTITIONING CUTOFFS
Laboratories that conduct reference value studies ideally define selection criteria and potential partitioning parameters before recruiting reference individuals (1 ). Our analysis suggests 3 situations that laboratories may encounter when considering partitioning by use of a single dominant or recessive genetic trait:
1. The genetic effect is not large enough to justify partitioning; if the difference between subpopulation means is Ͻ40% of the subsample SDs, the genetic effect would not justify partitioning (the area below the lowest point of either curve in Fig. 2 ). 2. The genetic effect is large enough to justify partitioning and the genetic polymorphism is common enough to justify population-based recruitment, if Ն4% of total variance is attributable to the genetic polymorphism, as represented by the area above the appropriate curves in Fig. 2. 3. The genetic effect may be large enough to justify partitioning, but the polymorphism is not common enough to make population-based recruitment effective. If the difference between subpopulation means is Ͼ40% of subsample SDs, but 1 population is defined by a rare variant, population-based recruitment would result in reference intervals for that subsample that are unlikely to produce a more statistically defensible cen- When (x 1 Ϫ x 2 )/ t and a 1 fall in the area above the curve, partitioning using a sample recruited randomly from the population will be reasonable, and when (x 1 Ϫ x 2 )/ t and a 1 fall in the area below the lowest point on the curve, no benefit to partitioning is likely. When these parameters fall below the line but above 0.4 (the lowest point on the curve), there may be benefit to partitioning, but that population-based recruitment would result in reference intervals for that subsample that are unlikely to produce a more statistically defensible central 95% for this group than the cutoffs defined by the larger sample.
tral 95% for this group than the cutoffs defined by the larger sample. In this situation, appropriate transference and validation of reference values established by other laboratories may be more appropriate [see CLSI guidelines for a discussion of transference and validation of reference intervals (1 )]. In this situation, if a laboratory wishes to establish laboratory-specific reference intervals, it could specifically recruit additional individuals with the rare polymorphism. For this approach to be feasible, genotype information should be available a priori, and appropriate institutional review and approval for using this information for recruitment of reference individuals may be necessary.
LIMITATIONS TO INTEGRATION OF GENETICS AND LABORATORY
MEDICINE
Our method, based on the Harris and Boyd method, is simple and makes partitioning decisions before recruitment of reference individuals possible, but has limitations similar to those for Harris and Boyd. We rely on the assumptions that reference subsamples follow gaussian distributions and have equal SDs and that traits that define subsamples are proportionate to population traits. Extreme deviations from any of these assumptions will skew partitioning decisions. The Harris and Boyd method has been noted to be overconservative when very large reference samples are available (6 ), so in a situation in which large numbers of reference individuals (Ͼ1000) are used, our cutoff may fail to partition when partitioning is appropriate. In these cases, other methods, such as that of Lahti and colleagues (4, 5 ) , may be more appropriate. Decision points presented here are not ideal for situations of additive allelic effects, where each copy of a polymorphism causes a change in analyte levels, separating the population into 3 groups. There are no standard statistical methods to partition laboratory reference intervals into more than 2 groups (6, 7 ) ; ANOVA or other methods based on comparisons between group means may be useful, but may also be When (x 1 Ϫ x 2 )/ t and q fall in the area above the curve, partitioning using a sample recruited randomly from the population will be reasonable, and area below the lowest point on the curve suggests no benefit to partitioning. When (x 1 Ϫ x 2 )/ t and q fall in the area below the curve but above 0.4 (the lowest point on the curve), there may be benefit to partitioning, but that population-based recruitment would result in reference intervals for that subsample that are unlikely to produce a more statistically defensible central 95% for this group than the cutoffs defined by the larger sample.
misleading when comparing group tails for partitioning purposes (1, 6 ) . In this situation, however, we can surmise that if the total population variance attributable to the genetic polymorphism is Ͻ4% it would not be statistically defensible to partition, because partitioning into 3 groups leads to larger uncertainty around cutoffs than seen with 2 groups. Also, in some situations, the rare allele is extremely infrequent, i.e., q 2 Ͻ Ͻ 2pq Ͻ p 2 , so planning reference studies and establishing reference values based on the largest 2 subpopulations may be reasonable, because they represent the vast majority of the total population.
We acknowledge that our decision points may be applicable only in very limited situations with simple genetic effects and are inadequate for more complex situations. Additional advancements are needed to integrate complex genetic information with laboratory results and clinical information. Most analyte levels are influenced by multiple genes and environmental factors, which each contribute small amounts to the total variance. For example, a recent genomewide association study identified 17 genetic loci associated with HDL levels, which together explained 9.3% of population variance (8 ) . Although the combined effect of these loci is substantial, it would not make sense to partition based on any single variant, and partitioning into hundreds of subgroups defined by 17 loci each with a different effect is not plausible.
Models have been developed to use continuous variables, such as age, to partition population reference intervals (9 -11 ) , and similar methods could possibly be extended to models with multiple genes of small effect if the effect size of each of the variants is similar. Modeling reference intervals based on a combination of multiple factors, such as age, genetic polymorphisms, and smoking status, may eventually be practical; however, the statistical and potential diagnostic implications of multivariate stratification have not been well studied. Furthermore, most clinical decisionmaking algorithms are not well suited to the adaptation of novel, computationally intensive diagnostic technology. We hope that our research will prompt and enable further developments in this area. Until there are improvements in clinical decision-making tools, we suggest that if Ͻ4% of variance can be attributed to a genetic polymorphism or other independent factor, partitioning is unlikely to be clinically useful.
EXAMPLE: PARTITIONING BILIRUBIN BY USE OF PROPORTION OF VARIANCE DUE TO UGT1A1 POLYMORPHISMS, GILBERT SYNDROME
Under a future scenario in which Gilbert syndrome genotypes are known before bilirubin testing (e.g., if full genome sequencing becomes commonplace), then a laboratory could consider whether to provide genotype-specific reference intervals for bilirubin. Gilbert syndrome is characterized by increased serum unconjugated bilirubin concentrations caused by changes in UGT1A1 (UDP-glucuronosyltransferase 1 family, polypeptide A1), which is responsible for glucuronidation of bilirubin. Increased serum bilirubin is most often considered a recessive trait, although other modes of inheritance have been noted (12) (13) (14) . A variable TA repeat in the UGT1A1 promoter (rs34815109) is by far the most common variant associated with Gilbert syndrome. Individuals with 2 copies of the TA7 allele have higher bilirubin concentrations than individuals with the TA6 allele (15 ) . Although interactions with other genes and additive components of the genetic effect are likely present (15, 16 ) , we will consider only the recessive model for this illustration.
In populations of Western European descent, the TA7 variant has a MAF of approximately 0. 4 (15-17 ) . The difference in means between TA7/TA7 individuals and the rest of the population is approximately 2 mg/L, and the SD is approximately 2.3 mg/L (15 ). So, (x 1 Ϫ x 2 )/ t is about 0.85, and it could make sense to partition by use of laboratory-specific reference intervals generated from population-based sampling (see Fig.  2 ). This is consistent with Hong et al. (16 ) , who reported the variability in bilirubin attributable to the TA repeat to be 27%, which is much greater than the 4% cutoff.
The TA7 allele frequency is between 0.35 and 0.45 in African Americans and approximately 0.16 in Asians (16, 17 ) . If the effect of the promoter variant relative to SD is similar in these populations, it would make sense for a laboratory that serves mostly African Americans to generate allele-specific reference intervals by use of population-based sampling. However, it would not make sense for a laboratory that serves an Asian population to generate allele-specific reference intervals from a reference sample randomly selected from the population, because too few homozygotes for the TA7 would be expected in the reference group to generate meaningful reference intervals. A laboratory serving an Asian population would likely produce more accurate reference intervals by validating reference intervals defined by a study specifically aimed at the UGT1A1 in Asian populations or by designing a reference study that specifically recruits a sufficient number of UGT1A1 homozygotes. If we assume that the effect of the promoter variant relative to SD is similar for all populations, then for any new population we would need to know only if the minor allele frequency was above or below 0.24 to decide whether a populationbased or focused reference study would be ideal.
