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CHARACTERIZATIONS OF OPERATOR-VALUED HARDY SPACES AND
APPLICATIONS TO HARMONIC ANALYSIS ON QUANTUM TORI
RUNLIAN XIA, XIAO XIONG, AND QUANHUA XU
Abstract. This paper studies the operator-valued Hardy spaces introduced and studied by Tao
Mei. Our principal result shows that the Poisson kernel in Mei’s definition of these spaces can be
replaced by any reasonable test function. As an application, we get a general characterization of
Hardy spaces on quantum tori. The latter characterization plays a key role in our recent study
of Triebel-Lizorkin spaces on quantum tori.
1. Introduction and main results
This paper is devoted to the study of operator-valued Hardy spaces introduced by Mei [14].
Motivated by the development of noncommutative martingale inequalities (see, for instance, [4,
11, 12, 13, 17, 19, 21, 22]) and the Littlewood-Paley-Stein theory of quantum Markov semigroups
(cf. [6, 7, 8]), Mei developed a remarkable theory of operator-valued Hardy spaces on Rd. These
spaces are shown to be very useful for many aspects of noncommutative harmonic analysis (cf.
e.g. [9, 10]). They are defined by the Littlewood-Paley g-function or Lusin area integral function
associated to the Poisson kernel. However, it is a classical result in the scalar case that the
Poisson kernel does not play any special role and can be replaced by any (reasonable) test function
with mild conditions. This extension is not only interesting of its own right but also crucial for
applications; for instance, it plays an important role in the part of harmonic analysis related to
the Littlewood-Paley decomposition as well as in the applications of harmonic analysis to PDE.
Recently, we were led to extending this classical result to the noncommutative setting in our
study of Triebel-Lizorkin spaces on quantum tori in [29] (see also the announcement [28]). This
noncommutative extension is a key ingredient for the part of [29] on Triebel-Lizorkin spaces. To our
best knowledge, all existing proofs of this result use maximal functions in a crucial way. Because
of the lack of the noncommutative analogue of the pointwise maximal function, they do not extend
to the operator-valued setting. We will investigate the problem via duality as in Mei’s work [14],
combined with the operator-valued Caldero´n-Zygmund theory. We show that the main arguments
of [14] can be adapted to general test functions in place of the Poisson kernel. This adaptation
sometimes is quite straightforward, sometimes requires significantly extra efforts. One of the major
differences is the lack of harmonicity of the convolution function by a general test kernel. This
harmonicity is useful for some arguments in [14]; for example, it permits one to easily see the
majoration of the Littlewood-Paley (radial) square function by the Lusin (conic) square function.
In the general case, we have a variant of this result whose proof is, however, more elaborated.
It should be also pointed out that both radial and conic square functions are important for the
theory: the former is simpler and readily extends to the setting of semigroups; because of the
non-tangential nature of the cone used, the latter controls other related functions and is required
for the H1-BMO duality and atomic decomposition.
We would like to emphasize that the approach developed here seems new even in the scalar case.
However, it presents a drawback: due to its duality nature, it does not allow us to handle Hardy
spaces Hp for p < 1, in contrast with the classical approach by maximal functions.
The results proved and techniques developed in this paper are crucial tools in a forthcoming
work [27] of the first named author on the localization of operator-valued Hardy spaces on Rd and
their applications to pseudo-differential operators. They will also play an important role in our
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ongoing project on operator-valued Triebel-Lizorkin spaces on Rd. Like in the classical case, the
latter spaces, together with the accompanying classes of Sobolev and Besov spaces, will be central
objects in the study of pseudo-differential operators in the noncommutative setting. In the same
spirit, one might naturally expect that the outcome of the present investigation would be useful in
the very fresh but promising direction of noncommutative PDEs.
To state our main results, we require some preliminaries on the noncommutative Lp spaces and
operator-valued Hardy spaces.
1.1. Noncommutative Lp-spaces. Let M be a von Neumann algebra equipped with a normal
semifinite faithful trace τ ; for 1 ≤ p ≤ ∞, let Lp(M) be the noncommutative Lp-space associated
to (M, τ). The norm of Lp(M) will be often denoted simply by ‖ ‖p. But if different Lp-spaces
appear in a same context, we will sometimes precise the respective Lp-norms in order to avoid
possible ambiguity. The reader is referred to [20] and [30] for more information on noncommutative
Lp-spaces. Like the classical Lp-spaces, noncommutative Lp-spaces behave well with respect to
interpolation. For instance, for 1 ≤ p0 < p1 ≤ ∞ and 0 < η < 1, we have(
Lp0(M), Lp1(M)
)
η
= Lp(M) with equal norms,
where 1
p
= 1−η
p0
+ η
p1
and (· , ·)η denotes the complex interpolation method (see [1] for interpolation
theory).
We will need Hilbert space-valued noncommutative Lp-spaces. Let H be a Hilbert space and
v ∈ H with ‖v‖ = 1. Let pv be the orthogonal projection onto the one-dimensional subspace
generated by v. Define
Lp(M;Hr) = (pv ⊗ 1M)Lp(B(H)⊗M) and Lp(M;Hc) = Lp(B(H)⊗M)(pv ⊗ 1M),
where the tensor product B(H)⊗M is equipped with the tensor trace while B(H) is equipped with
the usual trace. These are the row and column noncommutative Lp-spaces. For f ∈ Lp(M;Hc),
‖f‖Lp(M;Hc) = ‖(f∗f)
1
2 ‖Lp(M).
We have a similar formula for the row space by passing to adjoints: f ∈ Lp(M;Hr) iff f∗ ∈
Lp(M;Hc); and ‖f‖Lp(M;Hr) = ‖f∗‖Lp(M;Hc). It is clear that Lp(M;Hc) and Lp(M;Hr) are
1-complemented subspaces of Lp(B(H)⊗M) for any p. Thus they also form an interpolation scale
with respect to the complex interpolation method: For 1 ≤ p0, p1 ≤ ∞ and 0 < η < 1, we have(
Lp0(M;Hc), Lp1(M;Hc)
)
η
= Lp(M;Hc) with equal norms,
where 1
p
= 1−η
p0
+ η
p1
. The same formula holds for row spaces too.
1.2. Operator-valued Hardy spaces. Throughout the remainder of the paper, unless explicitly
stated otherwise, (M, τ) will be fixed as before and N = L∞(Rd)⊗M, equipped with the tensor
trace. In this subsection, we introduce Mei’s operator-valued Hardy spaces. Contrary to the
custom, we will use letters s, t to denote variables of Rd since letters x, y are reserved to operators
in noncommutative Lp-spaces. Accordingly, a generic element of the upper half-space R
d+1
+ will be
denoted by (s, ε) with ε > 0: Rd+1+ = {(s, ε) : s ∈ Rd, ε > 0}.
Let P be the Poisson kernel of Rd:
P(s) = cd
1
(|s|2 + 1) d+12
with cd the usual normalizing constant and |s| the Euclidean norm of s. Let
Pε(s) =
1
εd
P(
s
ε
) = cd
ε
(|s|2 + ε2) d+12
.
For any function f on Rd with values in L1(M) + L∞(M), its Poisson integral, whenever exists,
will be denoted by Pε(f):
Pε(f)(s) =
∫
Rd
Pε(s− t)f(t)dt, (s, ε) ∈ Rd+1+ .
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Note that the Poisson integral of f exists if
f ∈ L1(M;Lc2(Rd,
dt
1 + |t|d+1 )) + L∞(M;L
c
2(R
d,
dt
1 + |t|d+1 )).
This space is the right space in which all functions considered in this paper live as far as only column
spaces are concerned. As it will appear frequently later, to simplify notation we will denote the
Hilbert space L2(R
d, dt
1+|t|d+1 ) by Rd:
(1.1) Rd = L2(R
d,
dt
1 + |t|d+1 ).
The Lusin area square function of f is defined by
(1.2) Sc(f)(s) =
(∫
Γ
∣∣ ∂
∂ε
Pε(f)(s+ t)
∣∣2 dt dε
εd−1
) 1
2
, s ∈ Rd,
where Γ is the cone {(t, ε) ∈ Rd+1+ : |t| < ε}. For 1 ≤ p < ∞ define the column Hardy space
Hcp(Rd,M) to be
Hcp(Rd,M) =
{
f : ‖f‖Hcp =
∥∥Sc(f)‖Lp(N ) <∞}.
Note that [14] uses the gradient of Pε(f) instead of the sole radial derivative in the definition of
Sc above, but this does not affect Hcp(Rd,M) (up to equivalent norms). On the other hand, it is
proved in [14] that Hcp(Rd,M) can be equally defined by the Littlewood-Paley g-function:
(1.3) sc(f)(s) =
( ∫ ∞
0
ε
∣∣ ∂
∂ε
Pε(f)(s)
∣∣2 dε) 12 , s ∈ Rd.
Thus
‖f‖Hcp ≈
∥∥sc(f)‖Lp(N ), f ∈ Hcp(Rd,M).
The row Hardy space Hrp(Rd,M) is the space of all f such that f∗ ∈ Hcp(Rd,M), equipped with
the norm ‖f‖Hrp = ‖f∗‖Hcp . Finally, we define the mixture space Hp(Rd,M) as
Hp(Rd,M) = Hcp(Rd,M) +Hrp(Rd,M) for 1 ≤ p ≤ 2
equipped with the sum norm
‖f‖Hp = inf
{‖f1‖Hcp + ‖f2‖Hrp : f = f1 + f2},
and
Hp(Rd,M) = Hcp(Rd,M) ∩Hrp(Rd,M) for 2 < p <∞
equipped with the intersection norm
‖f‖Hp = max
(‖f‖Hcp , ‖f‖Hrp).
Observe that
Hc2(Rd,M) = Hr2(Rd,M) = L2(N ) with equivalent norms.
It is proved in [14] that for 1 < p <∞
Hp(Rd,M) = Lp(N ) with equivalent norms.
The operator-valued BMO spaces are also studied in [14]. Let Q be a cube in Rd (with sides
parallel to the axes) and |Q| its volume. For a function f with values in M, fQ denotes its mean
over Q:
fQ =
1
|Q|
∫
Q
f(t)dt.
The column BMO norm of f is defined to be
(1.4) ‖f‖BMOc = sup
Q⊂Rd
∥∥∥ 1|Q|
∫
Q
∣∣f(t)− fQ∣∣2dt∥∥∥ 12M.
Then
BMOc(Rd,M) = {f : f ∈ L∞(M; Rcd), ‖f‖BMOc <∞}.
Similarly, we define the row space BMOr(Rd,M) as the space of f such that f∗ ∈ BMOc(Rd,M),
and BMO(Rd,M) = BMOc(Rd,M) ∩ BMOr(Rd,M) with the intersection norm.
4 R. Xia , X. Xiong, Q. Xu
Remark 1.1. It is easy to see that in the above definition of BMOc, cubes Q can be replaced by
balls B without changing BMOc (up to equivalent norms). In the sequel, we will use cubes or balls
according to problems in consideration.
One of the main results of [14] asserts that the dual of Hc1(Rd,M) can be naturally identified
with BMOc(Rd,M). This is the operator-valued analogue of the celebrated Fefferman H1-BMO
duality theorem. The following interpolation result is also taken from [14].
Lemma 1.2. Let 1 < p <∞. Then(
BMOc(Rd,M), Hc1(Rd,M)
)
1
p
= Hcp(Rd,M) with equivalent norms.
Similar statements hold for the row and mixture spaces too.
1.3. Main results. We now announce the main results of the paper. They assert that the Poisson
kernel in the definition of Hardy spaces introduced in the previous subsection can be replaced by
more general test functions. Most of the time, our test functions belong to the Schwartz class S of
Rd. Given a function Φ on Rd, we set Φε(s) = ε
−dΦ( s
ε
) for ε > 0. Now let Φ ∈ S be of vanishing
mean. We will assume that Φ is nondegenerate in the following sense:
(1.5) ∀ ξ ∈ Rd \ {0} ∃ ε > 0 such that Φ̂(εξ) 6= 0.
Then there exists Ψ ∈ S of vanishing mean such that
(1.6)
∫ ∞
0
Φ̂(εξ) Ψ̂(εξ)
dε
ε
= 1, ∀ξ ∈ Rd \ {0}.
This is a well-known elementary fact (cf. e.g., [23, p. 186]). Indeed, choose a nonnegative infinitely
differentiable function η, compactly supported and vanishing near the origin, such that |Φ̂|2η does
not vanish identically on any ray emanating from the origin. Let
h(ξ) =
∫ ∞
0
|Φ̂(εξ)|2η(εξ) dε
ε
.
Then the function Ψ determined by
Ψ̂(ξ) =
Φ̂(ξ)η(ξ)
h(ξ)
does the job.
Let f be a function in L1(M; Rcd) + L∞(M; Rcd) (recalling that the Hilbert space Rd is defined
by (1.1)). Then the convolution Φε ∗ f is well-defined and takes values in L1(M) + L∞(M). The
radial and conic square functions of f associated to Φ are defined as sc(f) in (1.3) and Sc(f) in
(1.2) with Φ in place of the radial partial derivative of the Poisson kernel P:
scΦ(f)(s) =
( ∫ ∞
0
|Φε ∗ f(s)|2 dε
ε
) 1
2
,
ScΦ(f)(s) =
( ∫
Γ
|Φε ∗ f(s+ t)|2 dtdε
εd+1
) 1
2
, s ∈ Rd.
Unless explicitly stated otherwise, f will be always assumed to belong to L1(M; Rcd)+L∞(M; Rcd)
in the sequel, whenever Φε ∗ f is considered; sometimes, we need to impose more regularity to f
in order to legitimate the relevant calculations.
Throughout the paper, we will frequently use the notation A . B, which is an inequality up
to a constant: A ≤ cB for some constant c > 0. The relevant constants in all such inequalities
may depend on the dimension d, the test function Φ or p, etc. but never on the functions f in
consideration. An equivalence A ≈ B will mean A . B and B . A.
The following is one of the main results of this paper.
Theorem 1.3. Let 1 ≤ p < ∞ and f ∈ L1(M; Rcd) + L∞(M; Rcd). Then f ∈ Hcp(Rd,M) iff
scΦ(f) ∈ Lp(N ) iff ScΦ(f) ∈ Lp(N ). If this is the case, then
‖scΦ(f)‖Lp(N ) ≈ ‖ScΦ(f)‖Lp(N ) ≈ ‖f‖Hcp
with relevant constants depending only on p, d and Φ.
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The above square functions scΦ and S
c
Φ can be discretized as follows:
s
c,D
Φ (f)(s) =
( ∞∑
j=−∞
|Φ2j ∗ f(s)|2
) 1
2
,
S
c,D
Φ (f)(s) =
( ∞∑
j=−∞
2−dj
∫
B(s,2j)
|Φ2j ∗ f(t)|2dt
) 1
2
.
Here B(s, r) denotes the ball of Rd with center s and radius r. To prove that these discrete square
functions also describe our Hardy spaces, we need to impose the following condition to the previous
Schwartz function Φ of vanishing mean, which is stronger than (1.5):
(1.7) ∀ ξ ∈ Rd \ {0} ∃ 0 < 2a ≤ b <∞ such that Φ̂(εξ) 6= 0, ∀ ε ∈ (a, b].
Then adapting the proof of [25, Lemma V.6] , we can find another Schwartz function Ψ such that
(1.8)
∞∑
j=−∞
Φ̂(2jξ) Ψ̂(2jξ) = 1, ∀ξ ∈ Rd \ {0}.
The following discrete version of Theorem 1.3 plays a crucial role in the study [29] of Triebel-
Lizorkin spaces on quantum tori.
Theorem 1.4. Let 1 ≤ p < ∞ and f ∈ L1(M; Rcd) + L∞(M; Rcd). Then f ∈ Hcp(Rd,M) iff
s
c,D
Φ (f) ∈ Lp(N ) iff Sc,DΦ (f) ∈ Lp(N ). Moreover,
‖sc,DΦ (f)‖Lp(N ) ≈ ‖Sc,DΦ (f)‖Lp(N ) ≈ ‖f‖Hcp
with relevant constants depending only on p, d and Φ.
The requirement that Φ ∈ S can be considerably relaxed in the preceding two theorems. Here,
we consider only one example: Φ = Iα(P) with α > 0, where Iα is the Riesz potential of order
α. Recall that Iα = (−(2π)−2∆)α2 is a Fourier multiplier on Rd with symbol Iα defined by
Iα(ξ) = |ξ|α. Thus Îα(P)(ξ) = |ξ|αP̂(ξ) = |ξ|αe−2π|ξ|. Then the preceding two theorems continue
to hold for this choice of Φ. We only state the following radial version which is used in the proof
of the Poisson semigroup characterization of noncommutative Triebel-Lizorkin spaces in [29].
Theorem 1.5. Let Φ = Iα(P) with α > 0. Then for any 1 ≤ p <∞, we have
(1.9) ‖f‖Hcp ≈
∥∥∥(∫ ∞
0
∣∣Φε ∗ f ∣∣2 dε
ε
) 1
2
∥∥∥
Lp(N )
with relevant constants depending only on p, d and α. Consequently, for any integer k ≥ 1
(1.10) ‖f‖Hcp ≈
∥∥∥( ∫ ∞
0
ε2k
∣∣ ∂k
∂εk
Pε(f)
∣∣∣2 dε
ε
) 1
2
∥∥∥
Lp(N )
.
Remark 1.6. Note that letting k = 1 in (1.10), we return back to the original definition of
Hardy spaces in Mei [14]. We also would like to point out that the above theorem seems new
even in the scaler case; compare it with the characterization of Triebel-Lizorkin spaces Fαp,q(R
d)
(F 0p,2(R
d) = Hp(Rd)) in [26, Theorem 2.6.4].
Remark 1.7. As mentioned before, the preceding three theorems play an important role in the
proof of the general characterization of noncommutative Triebel-Lizorkin spaces in [29]. Conversely,
the latter can be used to characterize Hcp(Rd,M) by test functions much more general than Φ in
the preceding theorems. This will be pursued elsewhere.
The paper is organized as follows. The next section contains some elementary results on
Caldero´n-Zygmund operators in the noncommutative setting. In section 3, we establish the link
between Carleson measures and BMO spaces. Sections 4, 5 and 6 are devoted, respectively, to
the proofs of Theorems 1.3, 1.4 and 1.5. Sections 7 and 8 present applications to the usual and
quantum tori.
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2. Caldero´n-Zygmund operators and square functions
Let K be an L1(M) + L∞(M)-valued distribution on Rd. We will assume that K coincides on
Rd \ {0} with a locally integrable L1(M)+L∞(M)-valued function. Then the convolution K ∗ f is
defined for sufficiently nice function f with values in L1(M) ∩ L∞(M). This is the (left) singular
integral operator Kc associated to K:
Kc(f)(s) = K ∗ f(s) =
∫
Rd
K(s− t)f(t)dt, s ∈ Rd.
For instance, Kc(f) is well defined for any f ∈ S ⊗ (L1(M) ∩ L∞(M)) (recalling that S is the
Schwartz class on Rd). Note that Kc is right M-modular.
Similarly, we define the right singular integral operator Kr:
Kr(f)(s) = f ∗K(s) =
∫
Rd
f(t)K(s− t)dt.
We will frequently use the following Cauchy-Schwarz type inequality for the operator square
function. Let (Ω, µ) be a measure space. Then
(2.1)
∣∣∣ ∫
Ω
φfdµ
∣∣∣2 ≤ ∫
Ω
|φ|2dµ
∫
Ω
|f |2dµ,
where φ : Ω→ C and f : Ω→ L1(M) + L∞(M) are functions such that all members of the above
inequality make sense. We will also require the operator-valued version of the Plancherel formula.
For sufficiently nice functions f, g : Rd → L1(M)+L∞(M), for instance, for f, g ∈ L2(Rd)⊗L2(M),
we have
(2.2)
∫
Rd
g∗(s)f(s)ds =
∫
Rd
(ĝ(ξ))∗f̂(ξ)dξ as measurable operators.
The following result must be known to experts. It is closely related to similar results of [3, 9,
15, 16]. We include a proof by standard arguments for completeness. Let BMOc0(R
d,M) denote
the subspace of BMOc(Rd,M) consisting of compactly supported functions.
Lemma 2.1. Assume that
a) the Fourier transform of K is bounded: sup
ξ∈Rd
‖K̂(ξ)‖M <∞;
b) K has the Lipschitz regularity: there exists a positive constant C such that
‖K(s− t)−K(s)‖M ≤ C |t||s− t|d+1 , ∀|s| > 2|t|.
Then Kc is bounded on Hcp(Rd,M) for 1 ≤ p <∞ and from BMOc0(Rd,M) to BMOc(Rd,M).
A similar statement also holds for Kr and the corresponding row spaces.
Proof. First suppose that Kc maps constant functions to zero. This amounts to requiring that
Kc(1Rd) = 0. Let f ∈ BMOc0(Rd,M) and Q be a cube with center c. Let Q˜ = 2Q be the cube
with center c and twice the side length of Q. Decompose f as f = f1+f2+fQ˜ with f1 = (f−fQ˜)1Q˜.
Then Kc(f) = Kc(f1) +K
c(f2). Letting
α =
∫
Rd\Q˜
K(c− t)(f(t)− f
Q˜
)
dt,
we have
Kc(f)(s)− α = Kc(f1)(s) +
∫
Rd
(K(s− t)−K(c− t))f2(t)dt.
Thus by (2.1),
1
|Q|
∫
Q
|Kc(f)(s)− α|2ds ≤ 2(A+B),
where
A =
1
|Q|
∫
Q
|Kc(f1)(s)|2ds,
B =
1
|Q|
∫
Q
∣∣∣ ∫
Rd
(K(s− t)−K(c− t))f2(t)dt
∣∣∣2ds.
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The first term A is easy to estimate. Indeed, by (2.2),
|Q|A ≤
∫
Rd
|Kc(f1)(s)|2ds =
∫
Rd
|K̂(ξ)f̂1(ξ)|2dξ
=
∫
Rd
f̂1(ξ)
∗K̂(ξ)∗K̂(ξ)f̂1(ξ)dξ ≤
∫
Rd
‖K̂(ξ)‖2M|f̂1(ξ)|2dξ
.
∫
Rd
|f1(s)|2ds =
∫
Q˜
|f(s)− f
Q˜
|2ds . |Q˜| ‖f‖2BMOc ,
so ‖A‖M . ‖f‖2BMOc .
To estimate B, using (2.1) and the Lipschitz regularity (l denoting the side length of Q), for
any s ∈ Q, we have∣∣∣ ∫
Rd
(K(s− t)−K(c− t))f2(t)dt
∣∣∣2
≤
∫
Rd\Q˜
‖K(s− t)−K(c− t))‖Mdt
·
∫
Rd\Q˜
‖K(s− t)−K(c− t))‖−1M
∣∣(K(s− t)−K(c− t))f2(t)∣∣2dt
.
∫
Rd\Q˜
‖K(s− t)−K(c− t))‖M |f2(t)|2dt
. l
∫
Rd\Q˜
1
|t− c|d+1 |f2(t)|
2d
.
∑
k≥0
2−k
1
|2k+1Q˜|
∫
2k+1Q˜\2kQ˜
|f(t)− f
Q˜
|2dt
.
∑
k≥0
2−k
1
|2k+1Q˜|
∫
2k+1Q˜
|f(t)− f2k+1Q˜|2dt+
∑
k≥0
2−k|f2k+1Q˜ − fQ˜|2
.
∑
k≥0
2−k ‖f‖2BMOc +
∑
k≥0
2−k|f2k+1Q˜ − fQ˜|2
However, by (2.1) once more,
∣∣f2k+1Q˜ − fQ˜∣∣2 ≤ (k + 1) k∑
j=0
∣∣f2j+1Q˜ − f2jQ˜∣∣2
≤ k + 1
2d
k∑
j=0
1
|2j+1Q˜|
∫
2j+1Q˜
∣∣f(t)− f2j+1Q˜∣∣2dt
≤ (k + 1)
2
2d
‖f‖2BMOc .
Combining the previous inequalities, we then deduce ‖B‖M . ‖f‖2BMOc . Therefore, Kc is bounded
on BMOc(Rd,M).
Now it is easy to get rid of the additional requirement that Kc(1Rd) = 0. Indeed, combining
the preceding argument and the proof of [5, Proposition II.5.15], we can show that Kc(1Rd) can
be naturally defined as a function in BMOc(Rd,M). Then for f and Q as above, we have Kc(f) =
Kc(f1) +K
c(f2) +K
c(1Rd)fQ˜, so
‖Kc(f)‖BMOc ≤ ‖Kc(f1)‖BMOc + ‖Kc(f2)‖BMOc + ‖Kc(1Rd)‖BMOc ‖fQ˜‖M
. ‖f‖BMOc + ‖fQ˜‖M . ‖f‖BMOc .
Thus we have proved the BMOc-boundedness of Kc in the general case.
By duality, the boundedness of Kc on Hc1(Rd,M) is equivalent to that of its adjoint map (Kc)′
on BMOc0(R
d,M). However, it is easy to see that (Kc)′ is also a singular integral operator:
(Kc)′(g) =
∫
Rd
K˜(s− t)g(t)dt,
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where K˜(s) = K(−s)∗. Clearly, K˜ satisfies the same assumption as K, thus (Kc)′ is bounded on
BMOc0(R
d,M), so is Kc on Hc1(Rd,M).
It remains to interpolate the previous two cases by means of Lemma 1.2. We need, however,
to note that Lemma 1.2 still holds with BMOc0(R
d,M) in place of BMOc(Rd,M). Thus Kc is
bounded on Hcp(Rd,M) for any 1 < p <∞, so the assertion is proved. 
A special case of Lemma 2.1 concerns Hilbert-valued kernels. Let H be a Hilbert space, and let
k : Rd → H be a H-valued kernel. We view the vectors of H as column matrices in B(H) in a
fixed orthonormal basis. Put K(s) = k(s) ⊗ 1M ∈ B(H)⊗M. We consider the restriction of the
associated singular integral operator Kc to L2(N ), still denoted by the same symbol:
Kc(f)(s) = K ∗ f(s) =
∫
Rd
K(s− t)f(t)dt
for nice functions f : Rd → L1(M) + L∞(M). So Kc maps functions with values in L1(M) +
L∞(M) to those with values in the column subspace of L1(B(H)⊗M) + L∞(B(H)⊗M). Conse-
quently,
‖Kc(f)‖Lp(B(H)⊗N ) = ‖Kc(f)‖Lp(N ;Hc) .
Since k(s) ⊗ 1M commutes with M, Kc(f) = Kr(f) for f ∈ L2(N ). Let us denote this common
operator by kc. Here the superscript c refers to the previous convention that the vectors of H are
identified with column matrices in B(H). Thus Lemma 2.1 implies the following
Corollary 2.2. Assume that
a) sup
ξ∈Rd
‖k̂(ξ)‖H <∞;
b) ‖k(s− t)− k(s)‖H . |t||s− t|d+1 , ∀|s| > 2|t| > 0.
Then the operator kc is bounded
i) from BMOc0(R
d,M) to BMOc(Rd, B(H)⊗M), and from Hcp(Rd,M) to Hcp(Rd, B(H)⊗M) for
1 ≤ p <∞;
ii) from BMOr0(R
d,M) to BMOr(Rd, B(H)⊗M), and from Hrp(Rd,M) to Hrp(Rd, B(H)⊗M) for
2 ≤ p <∞;
iii) from Lp(N ) to Lp(N ;Hc) for 2 ≤ p <∞.
Proof. Part i) follows immediately from Lemma 2.1. Since Kc(f) = Kr(f) on the subspace
Lp(N ) ⊂ Lp(B(H)⊗N ), the same lemma implies the BMOr part of ii). Interpolating this with
the obvious Hr2-boundedness of kc via Lemma 1.2, we deduce that kc is bounded from Hrp(Rd,M)
to Hrp(Rd, B(H)⊗M) for 2 ≤ p < ∞. Combining i) and ii), we see that kc is bounded from
Hp(Rd,M) to Hp(Rd, B(H)⊗M) for 2 ≤ p < ∞. Using the equality Hp = Lp for 2 ≤ p <∞, we
get iii). 
The column subspace of BMOc(Rd, B(H)⊗M) (resp. Hcp(Rd, B(H)⊗M)) will be denoted by
BMOc(Rd, Hc⊗M) (resp. Hcp(Rd, Hc⊗M)). BMOc(Rd, Hc⊗M) and Hcp(Rd, Hc⊗M) are clearly
complemented in BMOc(Rd, B(H)⊗M) and Hcp(Rd, B(H)⊗M), respectively. Similarly, we intro-
duce the corresponding subspaces BMOr(Rd, Hc⊗M) and Hrp(Rd, Hc⊗M).
Considered as an operator with values in these subspaces, kc admits as adjoint the following
operator:
(kc)′(F )(s) =
∫
Rd
( k˜(s)⊗ 1M)F (t)dt,
where k˜(s) = k(−s)∗ (so it is a row matrix). The preceding corollary can be reformulated as
Corollary 2.3. Under the same assumption, the operator (kc)′ is bounded
i) from BMOc0(R
d, Hc⊗M) to BMOc(Rd,M), and from Hcp(Rd, Hc⊗M) to Hcp(Rd,M) for 1 ≤
p <∞;
ii) from Hrp(Rd, Hc⊗M) to Hrp(Rd,M) for 1 ≤ p ≤ 2;
iii) from Lp(N ;Hc) to Lp(N ) for 1 < p ≤ 2.
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Remark 2.4. Since Hcp(Rd,M) ⊂ Lp(N ) for 1 ≤ p ≤ 2, Lemma 2.1 implies
‖Kc(f)‖Lp(N ) . ‖f‖Hcp , ∀f ∈ Hcp(Rd,M).
In the same way, Corollary 2.2 yields
‖kc(f)‖Lp(N ;Hc) . ‖f‖Hcp , ∀f ∈ Hcp(Rd,M).
We now apply the above theory to the square function operators scΦ and S
c
Φ. It is well known
that these operators can be expressed as Caldero´n-Zygmund operators with Hilbert-valued kernels.
Let us explain this for scΦ. Let H = L2((0,∞), dεε ) and define the kernel k : Rd → H by k(s) = Φ·(s)
(Φ·(s) being the function ε 7→ Φε(s)). Then one easily checks that
sup
ξ∈Rd
‖k̂(ξ)‖H <∞ and ‖∇k(s)‖H ≤ c|s|d+1 , ∀s ∈ R
d \ {0}.
Thus k satisfies the assumption of Corollary 2.2. It is clear that
scΦ(f)(s) = ‖kc(f)(s)‖H .
The treatment of ScΦ is similar; this time, the Hilbert space H is L2(Γ,
dtdε
εd+1
). Moreover, using the
Plancherel formula and (1.6), one easily sees that
‖scΦ(f)‖L2(N ) ≈ ‖f‖L2(N ) ≈ ‖ScΦ(f)‖L2(N ) , ∀f ∈ L2(N ),
where the equivalence constants depend only on Φ. Thus by Remark 2.4, we get
Lemma 2.5. Let 1 ≤ p ≤ 2. Then
max
(‖scΦ(f)‖Lp(N ), ‖ScΦ(f)‖Lp(N )) . ‖f‖Hcp , ∀f ∈ Hcp(Rd,M).
Note that in the scalar case (i.e., M = C), Corollary 2.2 implies that the above lemma holds for
2 < p <∞ too. Then one easily deduces the reverse inequality by duality for 1 < p <∞. Indeed,
for f ∈ Hp(Rd) (with M = C) choose g ∈ Hq(Rd) such that∫
Rd
f(s)g¯(s)ds ≈ ‖f‖Hp and ‖g‖Hq ≤ 1,
where q is the conjugate index of p. Then by (1.6) and the Ho¨lder inequality∫
Rd
f(s)g(s)ds =
∫
R
d+1
+
Φε ∗ f(s)Ψε ∗ g(s)ds dε
ε
≤ ‖sΦ(f)‖p ‖sΨ(g)‖q . ‖sΦ(f)‖p ‖g‖Hq . ‖sΦ(f)‖p .
This simple argument does not, unfortunately, apply to the case p = 1 which is much subtler.
However, in the operator-valued setting, the case 1 < p < 2 seems hard too.
3. Carleson measures
A duality argument on H1 involves unavoidably BMO. Thus we need a square function charac-
terization of BMO by general test functions. This is done by means of Carleson measures. In this
section, Φ is a Schwartz function of vanishing mean and satisfies (1.5).
Lemma 3.1. Let f ∈ BMOc(Rd,M) and
dµ(f) = |Φε ∗ f(s)|2 dsdε
ε
.
Then dµ is an M-valued Carleson measure on Rd+1+ in the sense that
‖dµ(f))‖C def= sup
B
∥∥∥ 1|B|
∫
T (B)
|Φε ∗ f(s)|2 dsdε
ε
∥∥∥
M
<∞,
where the supremum runs over all balls B ⊂ Rd, and where T (B) = B × (0, r] with r the radius of
B. Moreover,
‖dµ(f)‖C . ‖f‖2BMOc .
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Proof. Given a ball B, we decompose f = f1 + f2 + f3, where f1 = (f − f2B)12B and f2 =
(f − f2B)1R\2B. Since Φ is of vanishing mean, we have Φε ∗ f = Φε ∗ f1+Φε ∗ f2. Let dµ = dµ(f),
dµ1 = dµ(f1) and dµ1 = dµ(f2). Then by (2.1),
dµ ≤ 2(dµ1 + dµ2).
We first deal with dµ1. By (2.2) , we have∫
B
scΦ(f1)(s)
2ds ≤
∫ ∞
0
∫
Rd
|Φε ∗ f1(s)|2 dsdε
ε
=
∫ ∞
0
∫
Rd
|Φ̂(εξ)|2|f̂1(ξ)|2dξ dε
ε
.
∫
Rd
|f1(s)|2ds .
∫
2B
|f − f2B|2ds . |B| · ‖f‖2BMOc .
However, ∫
T (B)
|Φε ∗ f1(s)|2 dsdε
ε
≤
∫
B
∫ ∞
0
|Φε ∗ f1(s)|2 dε
ε
ds =
∫
B
scΦ(f1)(s)
2ds.
It then follows that ‖dµ1‖C . ‖f‖2BMOc .
On the other hand, let s0 be the center of B and r its radius. Then for (s, ε) ∈ T (B), by (2.1)
|Φε ∗ f2(s)|2 .
∫
Rd\2B
ε |f(t)− f2B|2
(ε+ |t− s0|)d+1 dt . ε
∫
Rd\2B
|f(t)− f2B|2
|t− s0|d+1 dt.
The last integral can be estimated by standard arguments as follows (see also the proof of Lemma 2.1):∫
Rd\2B
|f(t)− f2B|2
|t− s0|d+1 dt =
∑
k≥1
∫
2k+1B\2kB
|f(t)− f2B|2
|t− s0|d+1 dt
.
1
r
∑
k≥1
2−k
1∣∣2k+1B∣∣
∫
2k+1B
|f(t)− f2B|2dt . 1
r
‖f‖2BMOc .
Thus
1
|B|
∫
T (B)
|Φε ∗ f2(s)|2 dεds
ε
. ‖f‖2BMOc .
Namely, ‖dµ2‖C . ‖f‖2BMOc . 
The above argument is modeled on the classical pattern; see, for instance, the proof of [23,
Theorem IV.4.3]. In fact, our operator-valued case can be easily deduced from the classical one.
By definition, we see that
‖dµ(f)‖C = sup
v∈H, ‖v‖H=1
sup
B
1
|B|
∫
T (B)
∥∥Φε ∗ fv(s)∥∥2H ds dεε ,
where H is the Hilbert space on which M acts and fv(s) = f(s)v. On the other hand, we also
have
‖f‖BMOc = sup
v∈H, ‖v‖H=1
‖fv‖BMO(Rd;H) ,
where BMO(Rd;H) is the H-valued BMO-space on Rd. It is well known and easy to check that [23,
Theorem IV.4.3] holds equally for the Hilbert-valued case. We then deduce the previous lemma,
plus its reciprocal. Let us record this explicitly as follows (recalling that Rd is the Hilbert space
defined by (1.1)):
Theorem 3.2. Let f ∈ L∞(M; Rcd). Then f ∈ BMOc(Rd,M) iff dµ(f) is an M-valued Carleson
measure on Rd+1+ . Moreover, if this is the case, then ‖dµ(f)‖C ≈ ‖f‖2BMOc .
We will also need the dual description of Hcp for 1 < p < 2 as a BMO type space. This is the
so-called BMOcq-space studied in [14], which is the function analogue of the martingale BMO
c
q of
[11]. Let 2 < q ≤ ∞. Define BMOcq(Rd,M) to be the space of all f ∈ Lq(M; Rcd) such that
‖f‖BMOcq =
∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
B
|f(t)− fB|2dt
∥∥∥ 12
L q
2
(N )
<∞.
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Note that the norm ‖sup+i ai‖ q2 is just an intuitive notation since the pointwise supremum does not
make any sense in the noncommutative setting. This is the norm of the Banach space L q
2
(N ; ℓ∞);
we refer to [18, 4, 12] for more information. Here we need only the following fact (which can be
taken as definition): f ∈ BMOcq(Rd,M) iff
(3.1) ∃ a ∈ L q
2
(N ) s.t. 1|B|
∫
B
|f(t)− fB|2dt ≤ a(s) for all s ∈ B and for all balls B ⊂ Rd;
if this is the case, then
‖f‖2BMOcq = inf
{‖a‖L q
2
(N ) : a as above
}
.
With this in mind, one immediately sees that Lemma 3.1 transfers to the present setting with
almost the same proof. Thus we have the following result whose proof is left to the reader.
Lemma 3.3. Let f ∈ BMOcq(Rd,M) and a satisfy (3.1). Then dµ(f) is a q-Carleson measure in
the following sense:
1
|B|
∫
T (B)
|Φε ∗ f(t)|2 dtdε
ε
≤ a for all s ∈ B and for all balls B ⊂ Rd.
Like in the BMO case, the converse inequality holds too. We state this as the following theorem
and postpone its proof to the next section.
Theorem 3.4. Let 2 < q ≤ ∞ and f ∈ Lq(M; Rcd). Then f ∈ BMOcq(Rd,M) iff dµ(f) is a
q-Carleson measure: ∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
T (B)
|Φε ∗ f(t)|2 dtdε
ε
∥∥∥ 12
L q
2
(N )
<∞.
4. Proof of Theorem 1.3
This section is mainly devoted to the proof of Theorem 1.3, which is the crucial part of the
whole paper. We will prove Theorem 3.4 too. Recall that Φ is of vanishing mean and satisfies the
condition (1.5), and that the pair (Φ,Ψ) is fixed as in (1.6).
The proof of Theorem 1.3 is long and technical. We will divide its main steps into several
lemmas.
Lemma 4.1. Let 1 ≤ p < 2 and q be its conjugate index. Then for f ∈ Hcp(Rd,M) ∩ L2(N ) and
g ∈ BMOcq(Rd,M) ∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣ . ‖ScΦ(f)‖p‖g‖BMOcq .
Proof. Let f ∈ Hcp(Rd,M) with compact support (relative to the variable of Rd). We assume that
f is sufficiently nice so that all calculations below are legitimate. Given s ∈ Rd and r > 0, let
B(s, r) denote the ball with center s and radius r. We require two auxiliary square functions:
(4.1)

ScΦ(f)(s, ε) =
(∫ ∞
ε
∫
B(s,r− ε
2
)
|Φr ∗ f(t)|2 dtdr
rd+1
) 1
2
S
c
Φ(f)(s, ε) =
(∫ ∞
ε
∫
B(s, r
2
)
|Φr ∗ f(t)|2 dtdr
rd+1
) 1
2
for s ∈ Rd and ε > 0. Both ScΦ(f)(s, ε) and S
c
Φ(f)(s, ε) are decreasing in ε, S
c
Φ(f)(s, 0) = S
c
Φ(f)(s)
and ScΦ(f)(s,+∞) = 0. On the other hand, it is clear that S
c
Φ(f)(s, ε)
2 ≤ ScΦ(f)(s, ε)2. For
notational simplicity, we will denote ScΦ(f)(s, ε) and S
c
Φ(f)(s, ε) simply by S(s, ε) and S(s, ε),
respectively. By approximation, we can assume that S(s, ε) and S(s, ε) are invertible for every
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(s, ε) ∈ Rd+1+ . By (1.6), (2.2) and the Fubini theorem, we have
τ
∫
Rd
f(s)g∗(s)ds = τ
∫
R
d+1
+
Φε ∗ f(s) ·
(
Ψε ∗ g(s)
)∗ dsdε
ε
=
2d
cd
τ
∫
R
d+1
+
∫
B(s, ε
2
)
Φε ∗ f(t) ·
(
Ψε ∗ g(t)
)∗ dtdε
εd+1
ds
=
2d
cd
τ
∫
R
d+1
+
∫
B(s, ε
2
)
Φε ∗ f(t)S(s, ε)
p−2
2 · S(s, ε) 2−p2 (Ψε ∗ g(t))∗ dtdε
εd+1
ds,
where cd is the volume of the unit ball of R
d. Then by the Cauchy-Schwarz inequality,
c2d
4d
∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣2
. τ
∫
Rd
∫ ∞
0
S(s, ε)p−2
(∫
B(s, ε
2
)
|Φε ∗ f(t)|2 dt
εd+1
)
dεds
· τ
∫
Rd
∫ ∞
0
S(s, ε)2−p
( ∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds
def
= A · B.
To estimate the term A, using S(s, ε)2 ≤ S(s, ε)2 and 1 ≤ p < 2, we get
S(s, ε)
p−2
2 ≤ S(s, ε) p−22 .
Therefore,
A ≤ τ
∫
Rd
∫ ∞
0
S(s, ε)p−2
( ∫
B(s, ε
2
)
|Φε ∗ f(t)|2 dt
εd+1
)
dεds
= −τ
∫
Rd
∫ ∞
0
S(s, ε)p−2
∂
∂ε
S(s, ε)2dεds
= −2τ
∫
Rd
∫ ∞
0
S(s, ε)p−1
∂
∂ε
S(s, ε)dεds.
Since 1 ≤ p < 2 and S(s, ε) is decreasing in ε, S(s, ε)p−1 ≤ S(s, 0)p−1. On the other hand,
− ∂
∂ε
S(s, ε) ≥ 0. Thus
A ≤ −2τ
∫
Rd
S(s, 0)p−1
∫ ∞
0
∂
∂ε
S(s, ε)dεds = 2τ
∫
Rd
S(s, 0)pds ≤ 2‖ScΦ(f)‖pp .
The estimate of B is harder. For j ∈ Z we use the partition of Rd into dyadic cubes with side
length 2j. Each such cube is of the form Qm,j = ((m1 − 1)2j, m12j] × · · · × ((md − 1)2j, md2j]
with m = (m1, · · · ,md) ∈ Zd. Let cm,j be its center. Define
(4.2) S(s, j) =
( ∫ ∞
√
d 2j
∫
B(cm,j ,r)
|Φr ∗ f(t)|2 dtdr
rd+1
) 1
2
if s ∈ Qm,j ,
Since B(s, r − ε2 ) ⊂ B(cm,j , r) whenever s ∈ Qm,j and r ≥ ε ≥
√
d 2j, we have
S(s, ε)2 ≤ S(s, j)2 for s ∈ Qm,j and ε ≥
√
d 2j .
Consequently,
S(s, ε)2−p ≤ S(s, j)2−p for s ∈ Qm,j and ε ≥
√
d 2j.
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Therefore,
B = τ
∑
m
∑
j
∫
Qm,j
∫ √d 2j+1
√
d 2j
S(s, ε)2−p
(∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds
≤ τ
∑
m
∑
j
∫
Qm,j
∫ √d 2j+1
√
d 2j
S(s, j)2−p
( ∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds
= τ
∫
Rd
∑
j
S(s, j)2−p
∫ √d 2j+1
√
d 2j
(∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds
= τ
∫
Rd
∑
j
∑
k≥j
d(s, k)
∫ √d 2j+1
√
d 2j
( ∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds,
where d(s, k) = S(s, k)2−p − S(s, k + 1)2−p. Since S(s, k) is decreasing in k and 0 < 2 − p ≤ 1,
d(s, k) ≥ 0. On the other hand, d(·, k) is constant on Qm,k for all m ∈ Zd. Then we get
B ≤ τ
∫
Rd
∑
k
d(s, k)
∑
j≤k
∫ √d 2j+1
√
d 2j
(∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds
≤ τ
∑
m
∑
k
d(s, k)
∫
Qm,k
∫ √d 2k+1
0
(∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds.
Since g ∈ BMOcq(Rd,M), Lemma 3.3 ensures the existence of a positive operator a ∈ L q2 (N ) such
that ‖a‖ q
2
. ‖g‖2BMOcq and
1
|B|
∫
T (B)
|Ψε ∗ g(t)|2 dtdε
ε
≤ a(s) for all s ∈ B and for all balls B.
Let Bm,k be the ball with center cm,k and radius
√
d 2k+1. Thus by the Fubini theorem,∫
Qm,k
∫ √d 2k+1
0
(∫
B(s, ε
2
)
|Ψε ∗ g(t)|2 dt
εd+1
)
dεds .
∫
T (Bm,k)
|Ψε ∗ g(t)|2 dtdε
ε
≤
∫
Qm,k
a(s)ds.
Therefore, by the Ho¨lder inequality,
B . τ
∑
m
∑
k
d(s, k)
∫
Qm,k
a(s)ds = τ
∑
m
∑
k
∫
Qm,k
d(s, k)a(s)ds
= τ
∫
Rd
∑
k
d(s, k)a(s)ds = τ
∫
Rd
S(s,−∞)2−pa(s)ds
= τ
∫
Rd
ScΦ(f)(s)
2−pa(s)ds ≤ ‖ScΦ(f)‖2−pp ‖a‖ q2
. ‖ScΦ(f)‖2−pp ‖g‖2BMOcq .
Combining the estimates of A and B, we finally get the desired inequality of the lemma. 
We will need a variant of the previous lemma. For any function f defined on Rd+1+ with values
in L1(M) + L∞(M), define (recalling that Γ = {(t, ε) ∈ Rd+1+ : |t| < ε})
(4.3) Sc(f)(s) =
(∫
Γ
|f(t+ s, ε)|2 dtdε
εd+1
) 1
2
, s ∈ Rd.
Lemma 4.2. Let 1 ≤ p < 2 and q be its conjugate index. Then for any compactly supported
function f on Rd+1+ with values in L1(M) ∩ L∞(M) and g ∈ BMOcq(Rd,M)∣∣∣τ ∫
R
d+1
+
f(s, ε) · (Ψε ∗ g(s))∗ dsdε
ε
∣∣∣ . ‖Sc(f)‖p ‖g‖BMOcq .
Proof. This proof is exactly the same as that of the previous lemma, just by replacing the function
(s, ε) 7→ Φε ∗ f(s) in that proof by f in the present lemma. 
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We will also need the radial version of Lemma 4.1. To this end, we have to control the radial
square function by the conic one. For the classical Littlewood-Paley g-function and Lusin area
integral, this fact follows simply from the harmonicity of the Poisson integral. Since the harmonicity
is no longer available, the proof of our inequality is more elaborated. Compared with [14], this
is a new phenomenon which seems new even going back to the commutative case. We will use
multi-index notation. For m = (m1, · · · ,md) ∈ Nd0 (N0 being the set of nonnegative integers) and
s = (s1, · · · , sd) ∈ Rd, we set sm = sm11 · · · smdd . Let |m|1 = m1 + · · ·+md and
Dm =
∂m1
∂sm11
· · · ∂
md
∂smdd
.
Lemma 4.3. Let f ∈ L1(M; Rcd) + L∞(M; Rcd). Then
scΦ(f)(s)
2 .
∑
|m|1≤d
ScDmΦ(f)(s)
2, ∀s ∈ Rd.
Proof. Without loss of generality, we assume that f is selfadjoint and Φ is real-valued. Fix a point
s0, say s0 = 0. For any t ∈ Γ, successive applications of integration by parts yield (with ∂r = ∂∂r )
|Φε ∗ f(t)|2 − |Φε ∗ f(0)|2 =
∫ 1
0
(r)′∂r(|Φε ∗ f(rt)|2)dr
= ∂r(|(Φε) ∗ f(rt)|2)
∣∣∣∣
r=1
−
∫ 1
0
r∂2r (|(Φε) ∗ f(rt)|2)dr
...
=
k∑
j=1
(−1)j−1
j!
∂jr(|Φε ∗ f(rt)|2)
∣∣∣∣
r=1
+
(−1)k
k!
∫ 1
0
rk∂k+1r (|Φε ∗ f(rt)|2)dr.
For each derivative of order less than or equal to k on the right-hand side, we have
∂jr(|(Φε) ∗ f(rt)|2) =
j∑
i=0
(
j
i
)
∂ir[Φε ∗ f(rt)] · ∂j−ir [Φε ∗ f(rt)]
=
j∑
i=0
(
j
i
) ∑
|m|1=i
tm
ε|m|1
(DmΦ)ε ∗ f(rt) ·
∑
|n|1=j−i
tn
ε|n|1
(DnΦ)ε ∗ f(rt).
Since |tm| ≤ |t||m|1 ≤ ε|m|1 whenever |t| ≤ ε, using the inequality ab+ ba ≤ a2 + b2 for selfadjoint
operators a and b, we get
∂jr(|(Φε) ∗ f(rt)|2)
∣∣∣∣
r=1
≤
j∑
i=0
(
j
i
) ∑
|m|1=i
∑
|n|1=j−i
1
2
[∣∣(DmΦ)ε ∗ f(t)∣∣2 + ∣∣(DnΦ)ε ∗ f(t)∣∣2].
On the other hand, to deal with the last derivative of order k + 1, we use the following similar
estimate:
∂k+1r (|(Φε) ∗ f(rt)|2)
≤ |t|
k+1
εk+1
k+1∑
i=0
(
k + 1
i
) ∑
|m|1=i
∑
|n|1=k+1−i
1
2
[∣∣(DmΦ)ε ∗ f(rt)∣∣2 + ∣∣(DnΦ)ε ∗ f(rt)∣∣2].
Thus for |t| ≤ ε, we have∫ 1
0
rk∂k+1r (|Φε ∗ f(rt)|2)dr
≤
∫ ε
0
rk
εk+1
k+1∑
i=0
(
k + 1
i
) ∑
|m|1=i
∑
|n|1=k+1−i
1
2
[∣∣(DmΦ)ε ∗ f( rt|t| )∣∣2 + ∣∣(DnΦ)ε ∗ f( rt|t| )∣∣2] dr.
Letting k = d− 1 and combining the previous inequalities, we get
|Φε ∗ f(0)|2 .
∑
|m|1<d
∣∣(DmΦ)ε ∗ f(t)∣∣2 + ∑
|m|1≤d
∫ ε
0
rd−1
εd
∑
|m|1≤d
∣∣(DmΦ)ε ∗ f( rt|t| )∣∣2 dr.
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Now divide by εd+1 both sides of the above inequality, then take integration in (t, ε) on Γ. The
result for the left hand side is∫
Γ
|f ∗ Φε(0)|2 dtdε
εd+1
= cd
∫ ∞
0
|f ∗Φε(0)|2 dε
ε
= cd s
c
Φ(f)(0)
2.
The one for the first sum on the right hand side is equal to the sum of
(
ScDmΦ(f)(0)
)2
for all
multi-indices m with |m|1 < d. As far as for the second sum, an easy calculation yields∫
Γ
∫ ε
0
rd−1
εd
∣∣(DmΦ)ε ∗ f( rt|t| )∣∣2dr dtdεεd+1 = 1d
∫
Γ
∣∣(DmΦ)ε ∗ f(t)∣∣2 dtdε
εd+1
=
1
d
ScDmΦ(f)(0)
2.
Therefore, we have proved the announced assertion. 
Lemma 4.4. Keep the assumption of Lemma 4.1. Then∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣ . ‖scΦ(f)‖ p2p ‖f‖1−p2Hcp ‖g‖BMOcq .
Proof. This proof is similar to that of Lemma 4.1. Now consider the truncated version of scΦ(f):
scΦ(s, ε) =
( ∫ ∞
ε
|Φr ∗ f(s)|2 dr
r
) 1
2
.
As in the previous proof, we have∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣2
≤ τ
∫
Rd
∫ ∞
0
scΦ(s, ε)
p−2|Φε ∗ f(s)|2 dεds
ε
· τ
∫
Rd
∫ ∞
0
scΦ(s, ε)
2−p|Ψε ∗ g(s)|2 dεds
ε
def
= A′ · B′.
The term A′ is estimated exactly as before, so A′ ≤ 2‖scΦ(f)‖pp .
To estimate B′, we note that the proof of Lemma 4.3 also gives
scΦ(f)(s, ε)
2 .
∑
|m|1≤d
ScDmΦ(f)(s, ε)
2,
where ScDmΦ(f)(s, ε) is the truncation of S
c
DmΦ(f)(s) as defined in (4.1) with D
mΦ instead of Φ.
Then
B′ .
∑
|m|1≤d
τ
∫
Rd
∫ ∞
0
ScDmΦ(f)(s, ε)
2−p|Ψε ∗ g(s)|2 dsdε
ε
.
All terms on ScDmΦ are handled in the same way, so it suffices to consider S
c
Φ (i.e., without deriva-
tion). Starting from this point, the reasoning becomes the same as for B before, except that in the
final step, we invoke lemma 2.5. Thus we conclude that
B′ .
∑
|m|1≤d
‖ScDmΦ(f)‖2−pp ‖g‖2BMOcq . ‖f‖
2−p
Hcp ‖g‖
2
BMOcq
.
This finishes the proof of the lemma. 
Another lemma will be needed for the proof of Theorem 1.3. Recall that for f : Rd+1+ →
L1(M) + L∞(M), the square function Sc(f) is defined by (4.3). Now define
T cp =
{
f : Sc(f) ∈ Lp(N )
}
, equipped with ‖f‖T cp = ‖Sc(f)‖p .
This is the column tent space already considered in [14]. T cp is viewed as a subspace of the column
space Lp(N ;Lc2(Γ)) by the injection f 7→ f˜ , where f˜(s, t, ε) = f(s + t, ε). Note that the elements
of Lp(N ;Lc2(Γ)) are considered as functions of three variables (s, t, ε) with s ∈ Rd and (t, ε) ∈ Γ.
Then it is easy to show that the orthogonal projection from L2(N ;Lc2(Γ)) onto T c2 is given by the
following
P (F )(s, ε) =
1
|B(0, ε)|
∫
B(0,ε)
F (s− u, u, ε)du.
Lemma 4.5. The above projection P extends to a bounded projection from Lp(N ;Lc2(Γ)) onto T cp
for any 1 < p <∞.
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Proof. We need only to consider the case p > 2. Fix F ∈ Lp(N ;Lc2(Γ)). Denote r the conjugate
number of p2 , and choose a function g ∈ Lr(N ) with norm one such that
‖P (F )‖2T cp = τ
∫
Rd
Sc(P (F ))(s)2g(s)ds = τ
∫
Rd
∫ ∞
0
∫
B(0,ε)
|P (F )(s+ t, ε)|2 dtdε
εd+1
g(s)ds.
Then by (2.1), two changes of variables and the Fubini theorem, we get
‖P (F )‖2T cp ≤ τ
∫
Rd
∫ ∞
0
∫
|t|<ε
1
|B(0, ε)|
∫
|u|<ε
|F (s+ t− u, u, ε)|2du dtdε
εd+1
|g(s)| ds
= τ
∫
Rd
∫ ∞
0
1
|B(0, ε)|
∫
|s+t−u|<ε
∫
|t|<ε
|F (u, t, ε)|2du dtdε
εd+1
|g(s)| ds
≤ τ
∫
Rd
∫ ∞
0
∫
|t|<ε
|F (u, t, ε)|2 dtdε
εd+1
1
|B(0, ε)|
∫
|s−u|<2ε
|g(s)| ds du
= 2dτ
∫
Rd
∫
Γ
|F (u, t, ε)|2 dtdε
εd+1
1
|B(0, 2ε)|
∫
|s−u|<2ε
|g(s)| ds du.
By Mei’s noncommutative Hardy-Littlewood maximal inequality (see [14, Theorem 3.3]), we find
a positive operator a ∈ Lr(N ) such that
‖a‖r . ‖g‖r . 1 and 1|B(0, 2ε)|
∫
|s−u|<2ε
|g(s)| ds ≤ a(u), ∀u ∈ Rd, ∀ε > 0.
Thus by the Ho¨lder inequality,
‖P (F )‖2T cp ≤ 2dτ
∫
Rd
∫
Γ
|F (u, t, ε)|2 dtdε
εd+1
a(u) du . ‖F‖2Lp(N ;Lc2(Γ)) ,
which finishes the proof of the lemma. 
Remark 4.6. The previous lemma shows the duality equality
(
T cp
)∗
= T cq for any 1 < p < ∞ (q
being conjugate to p). This result was already observed in [14](see the remark following Theorem 4.7
there).
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. The case p = 2 is trivial. Consider now the case 1 ≤ p < 2. Both majo-
rations are contained in Lemma 2.5. On the other hand, taking the supremum on the left hand
side of the inequality in Lemma 4.1 over g in the unit ball of BMOcq(R
d,M) and involving Mei’s
duality theorem (see [14, Theorem 4.4]), we get
‖f‖Hcp . ‖ScΦ(f)‖p
for f ∈ Hcp(Rd,M) ∩ L2(L∞(Rd)⊗M). Then a density argument shows that the same inequality
also holds for all f ∈ Hcp(Rd,M). The inequality ‖f‖Hcp . ‖scΦ(f)‖Lp is proved in the same way
by virtue of Lemma 4.4.
Pass to the case 2 < p <∞. Let q be the conjugate index of p. Let f ∈ Hcp(Rd,M) and choose
g ∈ Hcq(Rd,M) such that ‖g‖Hcq = 1 and
‖f‖Hcp ≈ τ
∫
Rd
f(s)g(s)∗ds = τ
∫
R
d+1
+
Φε ∗ f(s) ·
(
Ψε ∗ g(s)
)∗ dsdε
ε
.
Then by the Ho¨lder inequality and Lemma 2.5 (applied to g, Ψ and q),
‖f‖Hcp . ‖scΦ(f)‖p ‖scΨ(g)‖q . ‖scΦ(f)‖p ‖g‖Hcq ≤ ‖scΦ(f)‖p .
Similarly,
‖f‖Hcp . ‖ScΦ(f)‖p .
It remains to show the two reverse inequalities. It suffices to show the reverse inequality for the
conic square function since the one for the radial square function will then follow from Lemma 4.3.
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Let f ∈ Hcp(Rd,M) and choose G ∈ Lq(N ;Lc2(Γ)) with norm one such that
‖ScΦ(f)‖p = τ
∫
Rd
∫
Γ
Φε ∗ f(s+ t, ε)G(s, t, ε)∗ dtdε
εd+1
ds
= τ
∫
Rd
∫ ∞
0
Φε ∗ f(s, ε)g(s, ε)∗ dsdε
ε
,
where g = P (G). Now by Lemma 4.2 with f and g exchanged (as well as p and q), we deduce that
‖ScΦ(f)‖p . ‖g‖T cq ‖f‖BMOcp . ‖G‖Lq(N ;Lc2(Γ))‖f‖BMOcp . ‖f‖Hcp ,
where we have used Lemma 4.5 and the equality BMOcp(R
d,M) = Hcp(Rd,M) for 2 < p <∞ (see
[14, Theorem 4.7]). Therefore, the proof of the theorem is complete. 
Proof of Theorem 3.4. Reexamining the proof of Lemma 4.1, we realize that ‖g‖BMOcq in the in-
equality there can be replaced by the q-Carleson measure norm of g associated to Ψ. Namely, we
have ∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣ . ‖ScΦ(f)‖p ∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
T (B)
|Ψε ∗ f(t)|2 dtdε
ε
∥∥∥ 12
L q
2
(N )
. ‖f‖Hcp
∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
T (B)
|Ψε ∗ f(t)|2 dtdε
ε
∥∥∥ 12
L q
2
(N )
.
Now taking the supremum over f in the unit ball of Hcp(Rd,M) yields
‖f‖BMOcq .
∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
T (B)
|Ψε ∗ f(t)|2 dtdε
ε
∥∥∥ 12
L q
2
(N )
.
This is the desired reverse inequality (with Ψ instead of Φ). 
We conclude this section with a result in the spirit of Lemma 4.5 which is of independent interest.
Let H = L2((0,∞), dεε ) and consider the space Lp(N ;Hc). The elements of the latter space are
viewed as functions defined on Rd+1+ with values in Lp(M). Let Tp be its closed subspace spanned
by all functions of the form (s, ε) 7→ Φε ∗ f(s) with f ∈ Lp(N ) such that scΦ(f) ∈ Lp(N ). We now
calculate the orthogonal projection T from L2(N ;Hc) onto T2. Let F ∈ L2(N ;Hc) and g ∈ L2(N ).
Then (with Φ˜(s) = Φ(−s))
〈T(F ), Φ· ∗ g〉 = τ
∫
R
d+1
+
F (s, ε)(Φε ∗ g(s))∗ dsdε
ε
= τ
∫
Rd
f(s) g(s)∗ds,
where
f(s) =
∫ ∞
0
Φ˜ε ∗ F (·, ε)(s) dε
ε
.
Let kcΦ be the operator introduced before Lemma 2.5 and (k
c
Φ)
′ its adjoint. Then clearly, f =
(kcΦ)
′(F ). On the other hand,
〈T(F ), Φ· ∗ g〉 = τ
∫
R
d+1
+
Ψε ∗ f(s) (Φε ∗ g(s))∗ dsdε
ε
= 〈kcΨ(f), kcΦ(g)〉.
Note that kcΨ(f) belongs to T2 since by the choice of Ψ just after (1.6): kcΨ(f) = kcΦ(ζ ∗ f) with ζ
given by ζ̂ = η
h
. Thus
T(F ) = kcΨ ◦ (kcΦ)′(F ).
Proposition 4.7. The orthogonal projection T is bounded on Lp(N ;Hc) for 1 < p <∞. A similar
statement also holds for H = L2(Γ,
dtdε
εd+1
) which corresponds to the conic square function.
Proof. It suffices to consider the case p > 2. Let F ∈ Lp(N ;Hc). Then by Theorem 1.3 and
Corollary 2.3, we have∥∥T(F )∥∥
Lp(N ;Hc) =
∥∥scΨ((kcΦ)′(F ))∥∥Lp(N ) . ∥∥(kcΦ)′(F )∥∥Hcp(Rd,M) . ∥∥F∥∥Hcp(Rd,Hc⊗M) .
However, ∥∥F∥∥Hcp(Rd,Hc⊗M) . ∥∥F∥∥Lp(N ;Hc) for 2 ≤ p <∞.
18 R. Xia , X. Xiong, Q. Xu
Therefore, ∥∥T(F )∥∥
Lp(N ;Hc) .
∥∥F∥∥
Lp(N ;Hc) ,
as desired. 
5. Proof of Theorem 1.4
In this section, the pair (Φ,Ψ) will be fixed as in (1.8). The proof of Theorem 1.4 is similar to
that of Theorem 1.3. We will be brief by indicating the necessary modifications. We first prove the
discrete counterparts of Lemmas 4.1, 4.2 and 4.4. For any function F : Rd×Z→ L1(M)+L∞(M)
define
Sc,D(F ) =
(∑
k∈Z
2−dj
∫
B(s,2j)
|F (t, j)|2dt
) 1
2
.
Note that if F (s, j) = Φ2j ∗ f(s) for some f : Rd → L1(M) + L∞(M), then Sc,D(F ) = Sc,DΦ (f),
the latter being the discrete square function introduced after Theorem 1.4. The following is the
discrete analogue of Lemma 4.2.
Lemma 5.1. Let 1 ≤ p < 2 and q be its conjugate index. Then for any compactly supported
function f : Rd × Z→ L1(M) ∩ L∞(M) and g ∈ BMOcq(Rd,M)∣∣∣τ ∫
Rd
∑
j
f(s, j) · (Ψ2j ∗ g(s))∗ ds∣∣∣ . ‖Sc,D(f)‖Lp(N ) ‖g‖BMOcq .
Proof. As in the continuous case, we require the truncated version of Sc,DΦ : For j ∈ Z let
Sc,D(f)(s, j) =
(∑
k≥j
2−dk
∫
B(s,2k−2j−1)
|f(t, k)|2dt
) 1
2
,
Sc,D(f)(s, j) =
(∑
k≥j
2−dk
∫
B(s,2k−1)
|f(t, k)|2dt
) 1
2
.
Denote Sc,DΦ (f)(s, j) and S
c,D
Φ (f)(s, j) simply by S(s, j) and S(s, j), respectively. By approxima-
tion, we may assume that S(s, j) and S(s, j) are invertible for every s ∈ Rd and j ∈ Z. By (1.8)
and the Cauchy-Schwarz inequality,∣∣∣τ ∫
Rd
∑
j
f(s, j) · (Ψ2j ∗ g(s))∗ ds∣∣∣2
=
∣∣∣2d
cd
τ
∫
Rd
∑
j
2−dj
∫
B(s,2j−1)
f(s, j) · (Ψ2j ∗ g(t))∗ dt ds∣∣∣2
. τ
∫
Rd
∑
j
S(s, j)p−2
(
2−dj
∫
B(s,2j−1))
|f(s, j)|2 dt
)
ds
· τ
∫
Rd
∑
j
S(s, j)2−p
(
2−dj
∫
B(s,2j−1)
|Ψ2j ∗ g(t)|2 dt
)
ds
def
= I · II.
The term I is less easy to estimate than the corresponding term A in the proof of Lemma 4.1. To
deal with it we simply set Sj = S(s, j) and S = S(s,−∞) ≤ Sc,D(f)(s). Then
I ≤ τ
∫
Rd
∑
j
Sp−2j (S
2
j − S
2
j+1)ds
= τ
∫
Rd
∑
j
[Sp−1j (Sj − Sj+1) + Sp−2j Sj+1(Sj − Sj+1)]ds.
Since 1 ≤ p < 2, Sp−1j ≤ S
p−1
. So
τ
∫
Rd
∑
j
Sp−1j (Sj − Sj+1)ds ≤ τ
∫
Rd
Sp−1
∑
j
(Sj − Sj+1)ds = τ
∫
Rd
Sp.
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On the other hand,
τ
∫
Rd
∑
j
Sp−2j Sj+1(Sj − Sj+1)ds = τ
∫
Rd
∑
j
S
1−p
2 Sp−2j Sj+1S
1−p
2 · S
p−1
2 (Sj − Sj+1)S
p−1
2 ds.
However,
S
1−p
2 Sp−2j Sj+1S
1−p
2 = S
1−p
2 S
p−1
2
j · S
p−3
2
j S
3−p
2
j+1 · S
p−1
2
j+1S
1−p
2 .
Note that each of the three factors on the right-hand side is a contraction. Consider, for instance,
the first one:
S
1−p
2 S
p−1
2
j
[S 1−p2 S p−12j ]∗ = S 1−p2 Sp−1j S 1−p2 ≤ S 1−p2 Sp−1S 1−p2 = 1.
Therefore, by the Ho¨lder inequality,
τ
∫
Rd
∑
j
Sp−2j Sj+1(Sj − Sj+1)ds ≤ τ
∫
Rd
∑
j
S
p−1
2 (Sj − Sj+1)S
p−1
2 ds = τ
∫
Rd
Sp.
Combining the preceding inequalities, we get the desired estimate of I:
I ≤ 2τ
∫
Rd
Sp ≤ 2‖Sc,D(f)‖pp .
The estimate of the term II is, however, almost identical to that of B in the proof of Lemma
4.1. There exist only two minor differences. The first one concerns the square function S(s, j) in
(4.2): it is now replaced by
S(s, j) =
( ∑
k≥j+j0
2−dk
∫
B(cm,j ,2k)
|f(t, k)|2 dt
) 1
2
if s ∈ Qm,j ,
where j0 is the smallest integer such that 2
j0 ≥ √d. Then we have S(s, j) ≤ S(s, j). The second
difference is about the Carleson characterization of BMOcq in Lemma 3.3: we now use its discrete
analogue. Namely, for g ∈ BMOcq(Rd,M) define
dµD(g) =
∞∑
j=−∞
|Ψ2j ∗ g(s)|2ds× dδ2j (ε),
where δ2j (ε) is the unit Dirac mass at the point 2
j, considered as a measure on R+. Then dµD(g)
is a q-Carleson measure on Rd+1+ and∥∥∥ sup+
s∈B⊂Rd
1
|B|
∫
T (B)
∞∑
j=−∞
|Ψ2j ∗ g(s)|2ds× dδ2j (ε)
∥∥∥
L q
2
(N )
. ‖g‖2BMOcq .
The proof of this property is the same as that of Lemma 3.3. Except these two differences, the
remainder of the argument for II is identical with that for B in the proof of Lemma 4.3. Thus we
conclude that
II . ‖Sc,D(f)‖2−pp ‖g‖2BMOcq .
Hence the lemma is proved. 
Lemma 5.2. Let f ∈ Hcp(Rd,M) ∩ L2(N ) and g ∈ BMOcq(Rd,M). Then∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣ . ‖sc,DΦ (f)‖ p2p ‖f‖1−p2Hcp ‖g‖BMOcq .
Proof. We use the truncated version of sc,DΦ (f):
s
c,D
Φ (f)(s, j) =
( ∞∑
k=j
|Φ2k ∗ f(s)|2
) 1
2
.
The proof of Lemma 4.3 is easily adapted to the present setting to ensure
s
c,D
Φ (f)(s, j)
2 .
∑
m∈Nd
0
,|m|1≤d
S
c,D
DmΦ(f)(s, j)
2 .
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Then ∣∣∣τ ∫
Rd
f(s)g∗(s)ds
∣∣∣2 ≤ I′ · II′,
where
I′ = τ
∫
Rd
∑
j
s
c,D
Φ (f)(s, j)
p−2|Φ2j ∗ f(s)|2ds ,
II′ = τ
∫
Rd
∑
j
s
c,D
Φ (f)(s, j)
2−p|Ψ2j ∗ g(s)|2ds .
Both terms I′ and II′ are estimated exactly as before, so we have
I′ ≤ 2‖scΦ(f)‖pp and II′ . ‖f‖2−pHcp ‖g‖
2
BMOcq
.
This gives the announced assertion. 
Proof of Theorem 1.4. Armed with the preceding two lemmas and noting that Lemmas 2.5 and
4.5 also transfer to the discrete case with the same arguments, we prove Theorem 1.4 exactly in
the same way as Theorem 1.3. 
Remark 5.3. The proof of Theorem 1.4 also yields the discrete version of Theorem 3.4.
6. Proof of Theorem 1.5
We prove Theorem 1.5 in this section. First note that (1.10) is a particular case of (1.9). Indeed,
by the inverse Fourier transform formula, we have
f ∗ Ik(P)ε(t) =
∫
ei2πt·ξf̂(ξ)|εξ|ke−ε2π|ξ|dξ
= εk
∫
ei2πt·ξf̂(ξ)|ξ|ke−ε2π|ξ|dξ
= (− 1
2π
)kεk
∂k
∂εk
∫
ei2πt·ξf̂(ξ)e−ε2π|ξ|dξ
= (− 1
2π
)kεk
∂k
∂εk
(
Pε(f)(t)
)
.
Thus it remains to prove (1.9). Before proceed further, let us note that (1.9) is the radial part of
Theorem 1.3 with Φ = Iα(P). The problem now is that this function Φ does not belong to the
Schwartz class, so we cannot apply directly Theorem 1.3. However, we will show that the proof of
that theorem works for this Φ too.
Reexamining the conditions of Φ that we have used in the proof of Theorem 1.3, we find that
Φ ∈ S is not necessary. Specifically, we collect all properties of Φ used there:
i) Every DmΦ with 0 ≤ |m|1 ≤ d makes f 7→ scDmΦf and f 7→ ScDmΦf Caldero´n-Zygmund
singular integral operators.
ii) There exists a function Ψ such that (1.6) holds.
iii) The above Ψ makes dµ(f) = |Ψε ∗ f(s)|2 dεdsε a Carleson (or q-Carleson) measure, satisfying
Theorem 3.4.
Since Iα(P) is radial, one can always choose a radial Schwartz function Ψ such that (1.6) holds for
Φ = Iα(P). Thus ii) and iii) above are fulfilled for Φ = Iα(P).
It remains to show that scDmΦ and S
c
DmΦ are Caldero´n-Zygmund singular integral operators. To
this end, we require a lemma. For α ∈ R, let Jα be the function on Rd defined by Jα(s) = (1+|s|2)α2 ,
and let Jα be the Fourier multiplier of symbol Jα. J
α is the Bessel potential of order α and
Jα = (1− (2π)−2∆)α2 . The potential Sobolev space Hαp (Rd) of order α consists of distributions f
such that Jα(f) ∈ Lp(Rd). It is clear that if α is a positive even integer, then the Sobolev space
Wαp (R
d) is contained in Hαp (R
d).
Lemma 6.1. If α > 0, then Jd+σI
α(P) ∈ L∞(Rd) for some σ > 0.
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Proof. First, consider the case α > 1. Then choose σ = 1. We must show that
[
Jd+1I
α(P)]2 is a
bounded function. By the Hausdorff-Young inequality, it suffices to prove that
J2(d+1)
[
Îα(P) ∗ Îα(P)] ∈ L1(Rd), or equivalently, Îα(P) ∗ Îα(P) ∈ H2(d+1)1 (Rd).
SinceW
2(d+1)
1 (R
d) ⊂ H2(d+1)1 (Rd), we are further reduced to showing Îα(P)∗Îα(P) ∈W 2(d+1)1 (Rd).
By easy calculations, for any m = (m1, ...,md) ∈ Nd0, we have (recalling that Dm is the partial
derivation associated to m)
Dm
(|ξ|αe−2π|ξ|) ≈ |ξ|α−|m|1 for ξ ∈ Rd close to 0.
It follows that Îα(P) ∈W d+11 (Rd). Now any m ∈ Nd0 with |m|1 ≤ 2(d+1) can be decomposed into
a sum ℓ+ n with |ℓ|1 ≤ d+ 1 and |n|1 ≤ d+ 1. Then
Dm
[
Îα(P) ∗ Îα(P)] = Dℓ[Îα(P)] ∗Dn[Îα(P)].
Both partial derivatives on the right-hand side belong to L1(R
d), so does the one on the left-hand
side. We then deduce that Îα(P) ∗ Îα(P) ∈W 2(d+1)1 (Rd), as desired.
Next, note that the above reasoning also shows that
[
JdI
α(P)]2 ∈ L∞(Rd) for all α > 0, so
JdI
α(P) ∈ L∞(Rd) .
Finally, we use the three lines lemma to handle the case 0 < α ≤ 1; then σ can be any number
in (0, α). We will need to allow α to take complex values in the preceding two parts which
remain valid if Re(α) > 1, respectively, if Re(α) > 0. Now for any complex number z in the strip
{z ∈ C : 0 ≤ Re(z) ≤ 1} define
F (z) = e(z−σ)
2
Jd+z I
α−σ+z(P) .
Then
sup
b∈R
∥∥F (ib)∥∥
L∞(Rd)
<∞ and sup
b∈R
∥∥F (1 + ib)∥∥
L∞(Rd)
<∞.
It thus follows that
Jd+σ I
α(P) = F (σ) ∈ L∞(Rd).
This completes the proof of the lemma. 
To finish the proof of Theorem 1.5, we are left to check that both square function operators scΦ
and ScΦ are Caldero´n-Zygmund singular integral operators for Φ = I
α(P). Take scΦ as example.
Since Φ ∈ L∞(Rd), we have
|Φε(s)| = 1
εd
∣∣Φ(s
ε
)
∣∣ . 1
εd
, ∀s ∈ Rd, |s| ≤ ε.
On the other hand, Lemma 6.1 ensures that
|Φε(s)| = 1
εd
∣∣Φ(s
ε
)
∣∣ . εσ|s|d+σ , ∀s ∈ Rd, |s| ≥ ε.
The above two inequalities imply( ∫ ∞
0
∣∣Φε(s)∣∣2 dε
ε
) 1
2
.
1
|s|d , ∀s ∈ R
d \ {0}.
Moreover, a similar argument yields(∫ ∞
0
∣∣∇[Φε(s)]∣∣2 dε
ε
) 1
2
.
1
|s|d+1 , ∀s ∈ R
d \ {0}.
Therefore, the map s 7→ Φ·(s) is a H-valued Caldero´n-Zygmund kernel, where H = L2((0, ∞), dεε ).
Thus, scΦ can be expressed as a singular integral operator.
In the same way, we show that scDmΦ and S
c
DmΦ are Caldero´n-Zygmund operators too for all
m ∈ Nd0. Hence, (1.9) is proved.
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7. Applications to tori
Mei’s work [14] has been extended to the torus case in [2] with a view to applications to the
quantum setting. Note, however, that this extension is not straightforward. The main idea is to
reduce the torus case to the Euclidean one in order to use Mei’s arguments. We now recall the
relevant definitions and results. Let Td denote the d-torus with normalized Haar measure dz, and
let N = L∞(Td)⊗M throughout this section.
A cube of Td is a product Q = I1× · · · × Id, where each Ij is an interval (= arc) of T. As in the
Euclidean case, we use |Q| to denote the normalized volume (= measure) of Q. The whole Td is
now a cube too (of volume 1). We then define BMOc(Td,M) as the space of all f ∈ L2(N ) such
that
‖f‖BMOc = max
{∥∥fTd∥∥M, sup
Q⊂Tdcube
∥∥∥ 1|Q|
∫
Q
∣∣f(z)− fQ∣∣2dz∥∥∥ 12M} <∞.
This is a Banach space. The row and mixture spaces BMOr(Td,M) and BMO(Td,M) are defined
by taking adjoints and intersection like in the Euclidean case.
A very useful property of BMOc(Td,M) is its embedding into BMOc(Rd,M) via periodization.
To state this property, we will identify Td with the unit cube Id = [0, 1)d via (e2πis1 , · · · , e2πisd)↔
(s1, · · · , sd). Under this identification, the addition in Id is the usual addition modulo 1 coordi-
natewise; an interval of I is either a subinterval of I or a union [b, 1] ∪ [0, a] with 0 < a < b < 1,
the latter union being the interval [b− 1, a] of I (modulo 1). So the cubes of Id are exactly those of
Td. Accordingly, functions on Td and Id are identified too. Thus N = L∞(Td)⊗M = L∞(Id)⊗M.
Functions on Td are 1-periodic functions on Rd, or equivalently, functions on Id can be extended
to 1-periodic functions on Rd. We will identify functions on Td or Id as 1-periodic functions on
Rd. However, for clarity and if necessary, we will write fpe when f is considered as a 1-periodic
function on Rd for f on Td. It is proved in [2] that modulo constant functions, BMOc(Td,M)
embeds into BMOc(Rd,M) via the map f 7→ fpe. More precisely, for any f ∈ L2(N ) we have
sup
Q⊂Td cube
∥∥∥ 1|Q|
∫
Q
∣∣f(z)− fQ∣∣2dz∥∥∥ 12M = supQ⊂Id cube
∥∥∥ 1|Q|
∫
Q
∣∣f(s)− fQ∣∣2ds∥∥∥ 12M
≈ ‖fpe‖BMOc(Rd,M)
(7.1)
with relevant constants depending only on d. This property enables us to reduce the treatment of
BMOc(Td,M) to the Euclidean setting.
In order to give an intrinsic definition of BMO in the quantum case, we will need another
characterization of BMOc(Td,M) by the circular Poisson semigroup. Let Pr denote the circular
Poisson kernel of Td:
(7.2) Pr(z) =
∑
m∈Zd
r|m|zm, z ∈ Td, 0 ≤ r < 1.
Then for any f ∈ L1(N ), its Poisson integral is
Pr(f)(z) =
∫
Td
Pr(zw
−1)f(w)dw =
∑
m∈Zd
f̂(m)r|m|zm.
Here f̂ denotes, of course, the Fourier transform of f :
f̂(m) =
∫
Td
f(z) z−mdz.
It is proved in [2] that
(7.3) sup
Q⊂Td cube
∥∥∥ 1|Q|
∫
Q
∣∣f(z)− fQ∣∣2dz∥∥∥M ≈ sup0≤r<1∥∥Pr(|f − Pr(f)|2)∥∥N
with relevant constants depending only on d. Thus
‖f‖BMOc ≈ max
{‖f̂(0)‖∞, sup
0≤r<1
∥∥Pr(|f − Pr(f)|2)∥∥ 12N}.
Now we turn to the operator-valued Hardy spaces on Td which are defined by the Littlewood-
Paley or Lusin square functions associated to the circular Poisson kernel. We will use the same
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notation sc and Sc to denote these square functions. This should not cause any confusion in
concrete contexts. For f ∈ L1(N ) + L∞(N ) define
(7.4) sc(f)(z) =
( ∫ 1
0
∣∣ ∂
∂r
Pr(f)(z)
∣∣2(1 − r)dr) 12 , z ∈ Td.
This is the torus analogue of the radial square function defined by (1.3). For 1 ≤ p <∞, let
Hcp(Td,M) = {f ∈ L1(N ) + L∞(N ) : ‖f‖Hcp <∞},
where
‖f‖Hcp = ‖f̂(0)‖Lp(M) + ‖sc(f)‖Lp(N ).
The row Hardy space Hrp(Td,M) is defined to be the space of all f such that f∗ ∈ Hcp(Td,M),
equipped with the natural norm. Then we define
Hp(Td,M) =
{Hcp(Td,M) +Hrp(Td,M) if 1 ≤ p < 2,
Hcp(Td,M) ∩Hrp(Td,M) if 2 ≤ p <∞,
equipped with the sum and intersection norms, respectively.
Like in the Euclidean case, the Littlewood-Paley g-function above can be replaced by the Lusin
area integral function. For z ∈ Td let ∆(z) be the Stoltz domain with vertex z and aperture 2:
∆(z) = {w ∈ Cd : |z − w| ≤ 2(1− |w|)}.
For f ∈ L1(N ) + L∞(N ) define the torus counterpart of (1.2) by
(7.5) Sc(f)(z) =
(∫
∆(z)
∣∣ ∂
∂r
Pr(f)(rw)
∣∣2 dwdr
(1− r)d−1
) 1
2
, z ∈ Td,
where the integral is taken on ∆(z) with respect to rw ∈ ∆(z) with 0 ≤ r < 1 and w ∈ Td.
Like for BMO spaces, we use periodization to deal with Hardy spaces on Td too. Following
the discussion and convention before (7.1), considered as a 1-periodic function on Rd, the Poisson
integral Pr(f) of f on T
d coincides with the Poisson integral Pε(f) on R
d (the latter f being viewed
as a 1-periodic function on Rd). More precisely,
Pr(f)(z) = Pε(fpe)(s) with z = (e
2πis1 , · · · , e2πisd) and r = e−2πε .
This is an immediate consequence of the classical Poisson summation formula (see [24, Corol-
lary VII.2.6]):
(7.6) Pr(z) =
∑
m∈Zd
Pε(s+m) with z = (e
2πis1 , · · · , e2πisd) and r = e−2πε .
In what follows, we will always assume that z and s, r and ε are related as above.
The preceding periodization property of the Poisson integrals can be reformulated on Id. Let
P˜ε(s) denote the right-hand side of (7.6), that is, P˜ε is the 1-periodization of Pε. With the
identification between functions on Td and Id, we have P˜ε = Pr with r = e
−2πε. Thus
Pr(f)(z) = P˜ε(f)(s) = P˜ε ∗ f(s) =
∫
Id
P˜ε(s− t)f(t)dt.
It then follows that
(7.7) sc(fpe)(s) =
(∫ ∞
0
∣∣ ∂
∂ε
P˜ε(f)(s)
∣∣2εdε) 12 , s ∈ Id.
Note that here sc(fpe) is the radial square function on R
d defined by (1.3) since fpe is a function
on Rd. Similarly,
(7.8) Sc(fpe)(s) =
(∫
Γ
∣∣ ∂
∂ε
P˜ε(f)(s+ t)
∣∣2 dtdε
εd−1
) 1
2
, s ∈ Id.
The two equalities above, together with (7.6), establish the link between the square functions on
Td and Rd. More precisely, for 1 ≤ p <∞ and any function f on Td we have
(7.9) ‖sc(f)‖Lp(N ) ≈ ‖sc(fpe)‖Lp(Id;Lp(M)) and ‖Sc(f)‖Lp(N ) ≈ ‖Sc(fpe)‖Lp(Id;Lp(M)) .
Recall that Lp(N ) = Lp(Td;Lp(M)). So with the identification Td ≈ Id, the norms above in
both sides coincide. Here, we have written explicitly ‖ ‖Lp(Id;Lp(M)) in order to emphasize the fact
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that although sc(fpe) and S
c(fpe) are defined on R
d, the two norms on the right-hand sides are
restricted only to Id.
The equivalence relations (7.1) and (7.9) allow us to reduce the treatment of Td to that of Rd,
so to follow the arguments of [14]. A major difference compared with [14] is that all considerations
are now restricted to the cube Id instead of the whole Rd. In this way, we proved in [2] the following
result which is the torus counterpart of the main result of [14].
Theorem 7.1. (i) The dual space of Hc1(Td,M) coincides isomorphically with BMOc(Td,M).
(ii) Let 1 ≤ p <∞. Then for any f ∈ L1(N ) + L∞(N )∥∥sc(f)∥∥
p
≈ ∥∥Sc(f)∥∥
p
with relevant constants depending only on d and p.
(iii) Let 1 < p <∞. Then Hp(Td,M) = Lp(N ) with equivalent norms.
(iv) Let 1 < p <∞. Then
(BMOc(Td,M), Hc1(Td,M)) 1
p
= Hcp(Td,M) with equivalent norms.
Like in the previous sections we wish to characterize the Hardy spaces on Td by square functions
defined by any Schwartz function instead of the Poisson kernel. Let Φ be a Schwartz function of
vanishing mean and satisfying the following condition:
(7.10) ∀ ξ ∈ Rd with |ξ| ≥ 1 ∃ ε ∈ (0, 1) s.t. Φ̂(εξ) 6= 0.
Then there exists another Schwartz function Ψ of vanishing mean such that∫ 1
0
Φ̂(εξ) Ψ̂(εξ)
dε
ε
= 1, ξ ∈ Rd with |ξ| ≥ 1.
Let Φ˜ε be the periodization of Φε:
Φ˜ε(s) =
∑
m∈Zd
Φε(s+m).
Then for f ∈ L1(N ) + L∞(N ),
Φ˜ε(f)(s) =
∫
Id
Φ˜ε(s− t)f(t)dt =
∑
m∈Zd
Φ̂(εm)f̂(m)zm , z = (e2πis1 , · · · , e2πisd).
The radial and conic square functions of f associated to Φ are defined by
scΦ(f)(s)
2 =
∫ ∞
0
∣∣Φ˜ε(f)(s)∣∣2 dε
ε
, ScΦ(f)(s)
2 =
∫
Γ
∣∣Φ˜ε(f)(s+ t)∣∣2 dtdε
εd+1
, s ∈ Id.
In the present case of Td, the first integral above can now be restricted to the unit interval (0, 1)
without changing the norm of scΦ(f) in Lp(N ). More precisely, we have the following:
Proposition 7.2. Let
s˜c(f)(s)2 =
∫ 1
0
∣∣Φ˜ε(f)(s)∣∣2 dε
ε
, S˜cΦ(f)(s)
2 =
∫
Γ˜
∣∣Φ˜ε(f)(s+ t)∣∣2 dtdε
εd+1
,
where Γ˜ is the truncated cone: Γ˜ = Γ ∩ (Rd × (0, 1)). Then for any 1 ≤ p <∞,
‖sc(f)‖Lp(N ) ≈ ‖s˜c(f)‖Lp(N ) , ‖Sc(f)‖Lp(N ) ≈ ‖S˜c(f)‖Lp(N ) ,
where the equivalence constants depend only on d and Φ.
Proof. The proof is elementary. We consider only the radial square function, the conic one being
treated similarly. Fix an f ∈ L1(N ) with f̂(0) = 0. For any m ∈ Zd \ {0}, we have
‖s˜c(f)‖Lp(N ) ≥ ‖f̂(m)‖Lp(M)
( ∫ 1
0
∣∣Φ̂(εm)∣∣2 dε
ε
) 1
2
≥ ‖f̂(m)‖Lp(M)
( ∫ |m|
0
∣∣Φ̂(ε m|m| )∣∣2 dεε )
1
2
≥ a ‖f̂(m)‖Lp(M) ,
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where
a = inf
ξ∈Rd, |ξ|=1
( ∫ 1
0
∣∣Φ̂(εξ)∣∣2 dε
ε
) 1
2
.
The assumption (7.10) ensures that the above integral is positive for every ξ in the unit sphere of
Rd; so by continuity and compactness, a > 0. Thus
sup
m∈Zd\{0}
‖f̂(m)‖Lp(M) ≤
1
a
‖s˜c(f)‖Lp(N ) .
On the other hand, for sufficiently large σ,∥∥∥( ∫ ∞
1
∣∣Φ˜ε(f)(s)∣∣2 dε
ε
) 1
2
∥∥∥
Lp(N )
≤
∑
m∈Zd\{0}
‖f̂(m)‖Lp(M)
(∫ ∞
1
∣∣Φ̂(εm)∣∣2 dε
ε
) 1
2
.
∑
m∈Zd\{0}
‖f̂(m)‖Lp(M)
(∫ ∞
1
1
|εm|2σ
dε
ε
) 1
2
. sup
m∈Zd\{0}
‖f̂(m)‖Lp(M)
∑
m∈Zd\{0}
1
|m|σ
. sup
m∈Zd\{0}
‖f̂(m)‖Lp(M) ,
We then deduce the desired assertion. 
Combining the preceding periodization argument and those of section 4, we obtain the following
characterization of Hcp(Td,M) by scΦ and ScΦ, which is the main result of this section.
Theorem 7.3. Let 1 ≤ p <∞ and f ∈ L1(N ) + L∞(N ). Then
‖f‖Hcp ≈ ‖f̂(0)‖Lp(M) + ‖scΦ(f)‖Lp(N ) ≈ ‖f̂(0)‖Lp(M) + ‖ScΦ(f)‖Lp(N ) .
We can also prove the discrete version of the above theorem. Define the following discrete
analogue of scΦ on T
d (leaving that of ScΦ to the reader):
s
c,D
Φ (f)(s) =
(∑
j≥0
∣∣Φ˜2−j (f)(s)∣∣2) 12 , s ∈ Id.
Like for Theorem 1.4, we now need to reinforce the assumption on Φ that is now supposed to
satisfy
(7.11) Φ̂ 6= 0 on {ξ ∈ Rd : 1 ≤ |ξ| < 2}.
Then there exists a Schwartz function Ψ of vanishing mean such that∑
j≥0
Φ̂(2−jξ) Ψ̂(2−jξ) = 1, ξ ∈ Rd with |ξ| ≥ 1.
Using the arguments of section 5 and periodization, we obtain
Theorem 7.4. Let 1 ≤ p <∞ and f ∈ L1(N ) + L∞(N ). Then
‖f‖Hcp ≈ ‖f̂(0)‖Lp(M) + ‖sc,DΦ (f)‖Lp(N ) .
Like for Theorem 1.5, the function Φ can be taken to be Iα(P) with α > 0:
Theorem 7.5. Both Theorems 7.3 and 7.4 hold for Φ = Iα(P) with α > 0.
8. Applications to quantum tori
We now apply the results of the previous section to the quantum case. To this end, we first
recall the relevant definitions. Let d ≥ 2 and θ = (θkj) be a real skew symmetric d × d-matrix.
The associated d-dimensional noncommutative torus Aθ is the universal C*-algebra generated by
d unitary operators U1, . . . , Ud satisfying the following commutation relation
UkUj = e
2πiθkjUjUk, j, k = 1, . . . , d.
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We will use standard notation from multiple Fourier series. Let U = (U1, · · · , Ud). For m =
(m1, · · · ,md) ∈ Zd define
Um = Um11 · · ·Umdd .
A polynomial in U is a finite sum
x =
∑
m∈Zd
αmU
m with αm ∈ C.
The involution algebra Pθ of all such polynomials is dense in Aθ. The functional x 7→ α0 on Pθ
extends to a faithful tracial state τ on Aθ. Let Tdθ be the w*-closure ofAθ in the GNS representation
of τ . This is our d-dimensional quantum torus. The state τ extends to a normal faithful tracial
state on Tdθ that will be denoted again by τ . Note that if θ = 0, then T
d
θ = L∞(T
d) and τ coincides
with the integral on Td against normalized Haar measure dz.
Any x ∈ L1(Tdθ) admits a formal Fourier series:
x ∼
∑
m∈Zd
x̂(m)Um with x̂(m) = τ((Um)∗x).
We introduced in [2] a transference method to overcome the full noncommutativity of quantum
tori and use methods of operator-valued harmonic analysis. Let Nθ = L∞(Td)⊗Tdθ , equipped with
the tensor trace ν =
∫
dz ⊗ τ . For each z ∈ Td, define πz to be the isomorphism of Tdθ determined
by
πz(U
m) = zmUm = zm11 · · · zmdd Um11 · · ·Umdd .
This isomorphism preserves the trace τ. Thus for every 1 ≤ p <∞,
‖πz(x)‖p = ‖x‖p, ∀x ∈ Lp(Tdθ).
The main points of the transference method are contained in the following lemma from [2].
Lemma 8.1. i) For any x ∈ Lp(Tdθ), the function x˜ : z 7→ πz(x) is continuous from Td to
Lp(T
d
θ) (with respect to the w*-topology for p =∞).
ii) Let 1 ≤ p ≤ ∞. If x ∈ Lp(Tdθ), then x˜ ∈ Lp(Nθ) and ‖x˜‖p = ‖x‖p, that is, x 7→ x˜ is an
isometric embedding from Lp(T
d
θ) into Lp(Nθ).
iii) Let T˜dθ = {x˜ : x ∈ Tdθ}. Then T˜dθ is a von Neumann subalgebra of Nθ and the associated
conditional expectation is given by
E(f)(z) = πz
(∫
Td
πw
[
f(w)
]
dw
)
, z ∈ Td, f ∈ Nθ.
Moreover, E extends to a contractive projection from Lp(Nθ) onto Lp(T˜dθ) for 1 ≤ p ≤ ∞.
The transference method consists in the following procedure:
x ∈ Lp(Tdθ) 7→ x˜ ∈ Lp(T˜dθ) ⊂ Lp(Nθ).
This allows us to work in Lp(Nθ). Then using the conditional expectation E to return back to
Lp(T˜dθ)
∼= Lp(Tdθ).
We will use the same symbol Pr to denote the circular Poisson kernel on the quantum torus T
d
θ
too. Thus for any x ∈ L1(Tdθ)
Pr(x) =
∑
m∈Zd
x̂(m)r|m|Um, 0 ≤ r < 1.
The associated Littlewood-Paley g-function is
sc(x) =
(∫ 1
0
∣∣ ∂
∂r
Pr(x)
∣∣2(1− r)dr) 12 .
We leave to the reader to formulate the analogue of the Lusin square function. For 1 ≤ p <∞ let
‖x‖Hcp = |x̂(0)|+ ‖sc(x)‖Lp(Tdθ).
The column Hardy space Hcp(Tdθ) is defined to be
Hcp(Tdθ) =
{
x ∈ L1(Tdθ) : ‖x‖Hcp <∞
}
.
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On the other hand, inspired by (7.3), we define
BMOc(Tdθ) =
{
x ∈ L2(Tdθ) : sup
0≤r<1
∥∥Pr(|x− Pr(x)|2)∥∥
T
d
θ
<∞},
equipped with the norm
‖x‖BMOc = max
{|x̂(0)|, sup
0≤r<1
∥∥Pr(|x− Pr(x)|2)∥∥ 12
Td
θ
}
.
The corresponding row and mixture spaces are defined similarly.
Using transference, we can easily show that the map x 7→ x˜ in Lemma 8.1 extends to an
isometric embedding from Hcp(Tdθ) into Hcp(Td,Tdθ) for any 1 ≤ p < ∞ and from BMOc(Tdθ) into
BMOc(Td,Tdθ). Moreover, the ranges of these embeddings are 1-complemented in their respective
spaces (see [2]). This transference result immediately implies that Theorem 7.1 remains valid in
the quantum setting. In particular, Hp(Tdθ) = Lp(Tdθ) with equivalent norms for 1 < p <∞.
The same argument allows us to show that the circular Poisson kernel can be replaced by a
Schwartz function Φ of vanishing mean satisfying (7.10). Like in the previous section, for x ∈
L1(T
d
θ) define
Φ˜ε(x) =
∑
m∈Zd
Φ̂(εm)x̂(m)Um
and
scΦ(x)
2 =
∫ 1
0
∣∣Φ˜ε(x)∣∣2 dε
ε
, s
c,D
Φ (x)
2 =
∑
j≥1
Φ˜2−j (x).
Together with the transference, Theorems 7.3, 7.4 and 7.5 imply the following
Theorem 8.2. Let 1 ≤ p <∞.
i) Assume that Φ ∈ S is of zero mean and satisfies (7.10). Then for any x ∈ L1(Tdθ),
‖x‖Hcp ≈ |x̂(0)|+ ‖scΦ(x)‖Lp(Tdθ)
with relevant constants depending only on d, p and Φ.
ii) If additionally Φ satisfies (7.11), then scΦ can be replaced by s
c,D
Φ in the above assertion.
iii) Both assertions i) and ii) continue to hold for Φ = Iα(P) with α > 0.
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