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Introduction
This thesis relates to the theory of face enumeration of simplicial com-
plexes. To any simplicial complex Θ that is a homology sphere there is an
associated polynomial called the γ-polynomial, denoted γ(Θ), which is de-
fined in Section 1.1. It is derived from the well known f -polynomial (face
polynomial) and h-polynomial of any simplicial complex. Many studies
have been done on upper and lower bounds of γ-polynomials, and we sum-
marize some of these results in this introduction. This has been the area
of study of this thesis. The γ-polynomial was first defined by Gal in [17],
where he conjectured:
Conjecture 0.0.1. [17, Conjecture 2.1.7]. If Θ is a flag homology sphere,
then γ(Θ) ≥ 0.
The notation γ(Θ) ≥ 0 means that every coefficient of γ(Θ) is non-
negative. We refer to this well known conjecture as Gal’s conjecture. This
has been proven to be true for the following classes of flag homology spheres:
• Flag homology spheres of dimension < 5, (see [10] and [17]).
• The order complexes of Gorenstein* posets (see [20]).
• Coxeter complexes (see [30]).
• Simplicial complexes obtained by stellar subdivisions in edges of
the boundary of the d-dimensional cross polytope (see [31]). This
set of simplicial complexes is denoted sd(Σd−1), and is defined in
Section 1.6.
Previous to the result in [31], Gal’s conjecture was shown to hold for
the dual simplicial complexes to chordal nestohedra, which are a subset of
sd(Σd−1) in [26]. The work by Athanasiadis in [4] shows that Gal’s con-
jecture holds for any homology sphere obtained by edge subdivisons of a
homology sphere Θ, such that γ(lkΘ(F )) ≥ 0 for all F ∈ Θ, where lkΘ(F )
denotes the link of the face F in Θ. This result is discussed, and examples
are given, in Chapter 5.
In [23], Nevo and Petersen conjectured the following strengthening of
Gal’s conjecture on the γ-polynomial of flag homology spheres:
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Conjecture 0.0.2. [23, Conjecture 6.3]. If Θ is a flag homology sphere then
γ(Θ) satisfies the Frankl-Füredi-Kalai inequalities.
The Frankl-Füredi-Kalai inequalities characterize the f -vectors of bal-
anced simplicial complexes (see [14]). Conjecture 0.0.2 is proven for the
following list of flag homology spheres; the first four cases were proven by
Nevo and Petersen in [23], and the fifth was proven by Nevo, Petersen and
Tenner in [24]:
• Θ is a Coxeter complex (including the simplicial complex dual to
PB(Kn)),
• Θ is the simplicial complex dual to the associahedron (PB(Pathn)),
• Θ is the simplicial complex dual to the cyclohedron (PB(Cycn)),
• Θ has γ1(Θ) ≤ 3,
• Θ is the barycentric subdivision of a homology sphere.
Here Kn denotes the complete graph with n vertices, Pathn denotes the
graph that is a path with n vertices, and Cycn denotes the cycle graph with
n vertices. The notation B(G) denotes the graphical building set for the
graph G, and PB(G) denotes the corresponding graph-associahedron.
Nevo and Petersen prove the above result in [23] by showing that their
γ-vector is the f -vector of a flag simplicial complex. This suffices because
Frohmader [15, Theorem 1.1] showed that the f -vector of any flag simpli-
cial complex satisfies the Frankl-Füredi-Kalai inequalities. This naturally
leads to the following strengthening of 0.0.2, which Nevo and Petersen sug-
gest in [23]:
Conjecture 0.0.3. [23, Problem 6.4]. If Θ is a flag homology sphere then
γ(Θ) is the f -polynomial of a flag simplicial complex.
We will refer to this conjecture as the Nevo and Petersen conjecture. We
have shown in [1] that the Nevo and Petersen conjecture holds for the dual
simplicial complexes of all flag nestohedra. This result was then extended
to all simplicial complexes that can be obtained by edge subdivisions of the
boundary of the cross polytope in [2]. This result was also proven indepen-
dently by Volodin in [32]. We summarise the results of [2] in Chapter 2,
and then the more specific case of the dual simplicial complexes to nesto-
hedra is discussed in Chapter 3. Given any Θ ∈ sd(Σd−1), we construct
a flag simplicial complex Γ(Θ) such that f(Γ(Θ)) = γ(Θ) (see Theorem
2.0.6). This contruction is dependent on the sequence of edge subdivisions
performed on Σd−1 to obtain Θ. When Θ is the dual simplicial complex to
a flag nestohedron, this sequence of subdivisions corresponds to a ‘flag or-
dering’ of the flag building set, which we define in Chapter 3. In Chapter 3,
we give combinatorial descriptions for Γ(Θ) for particular flag orderings,
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and we give a recurrence for the γ-polynomial of the stellohedron, as an
example of what one can deduce from the construction in Chapter 3. The
contruction of Γ(Θ) when Θ is the dual simplicial complex of a nestohe-
dron is easier to work with than the more general construction in Chapter 2,
and so is worth including in this thesis.
In [26], Postnikov, Reiner and Williams conjectured the following mono-
tonicity property of the γ-polynomials of the graph-associahedra of trees.
Conjecture 0.0.4. [26, Conjecture 14.1]. There exists a (nontrivial) partial
order ≤ on the set of (unlabelled, isomorphism classes of) trees with n
vertices, with the following properties:
• Pathn is the unique ≤-minimal element,
• K1,n−1 is the unique ≤-maximal element,
• T ≤ T ′ implies γ(B(T )) ≤ γ(B(T ′)).
Here K1,n−1 denotes the graph with n vertices with exactly one vertex of
degree n−1 and n−1 vertices of degree 1.The author has shown in [3] that
Conjecture 0.0.4 holds for a partial order defined using transformations of
the graph called tree shifts, and that the γ-polynomial lowers under trans-
formations called flossing moves which was predicted in [6]. We discuss
this work in Chapter 4.
Here is a summary of the contents of this thesis, with references to those
parts that have already been published or submitted. Chapter 1 contains
the main definitions used in this thesis. It also includes some basic the-
ory relating to these fundamental concepts, along with examples. Chap-
ter 1 includes an original result, Theorem 1.5.4, answering a question of
Postnikov-Reiner-Williams, which characterises the normal fans of nesto-
hedra. Chapter 2 contains the content of the paper [2], of which Theorem
2.0.6 is the main result. As mentioned, [2] shows that the Nevo and Pe-
tersen conjecture holds for simplicial complexes in sd(Σd−1). Chapter 3
includes the content of the paper [1], where we show that the Nevo and Pe-
tersen conjecture holds for the dual simplicial complexes to nestohedra in
Theorem 3.0.4. Chapter 4 contains the content of the paper [3] in which we
prove Conjecture 0.0.4 in Theorem 4.1.2 by showing that tree shifts lower
the γ-polynomial of graph-associahedra. Chapter 4 also includes Theo-
rem 4.2.1, which shows that flossing moves also lower the γ-polynomial
of graph-associahedra. In Chapter 5 we include smaller results that have
been made. This chapter includes a result proving Gal’s conjecture for edge
subdivisions of the order complexes of Gorenstein* complexes, and shows
that this result can be attributed to the work of Athanasiadis in [4]. Chapter
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5 also includes some work we have done towards answering Question 14.3
of [26] for interval building sets.
CHAPTER 1
Preliminary definitions and examples
For further reading on the topics in this chapter the reader is advised to
see [26] or [35].
1.1. Simplicial complexes
A simplicial complex Θ with vertex set VΘ is a set of subsets of VΘ such
that every singleton {v} ∈ VΘ belongs to Θ, and if S ∈ Θ and I ⊆ S
then I ∈ Θ. Elements in Θ are called faces, and the dimension of a face
S (denoted dim(S)) is equal to |S| − 1. Note that ∅ is a face of dimension
−1. An edge of Θ is a face of dimension one, and two distinct vertices are
adjacent if they are contained in the same edge. The dimension of a simpli-
cial complex Θ, denoted dim(Θ), is the maximal dimension of a face in Θ.
The (d − 1)-dimensional simplex, denoted ∆d−1 is the set of all subsets of
[d] := {1, 2, ..., d}.
If Θ1 and Θ2 are simplicial complexes, then the join of Θ1 and Θ2,
denoted Θ1 ∗ Θ2, is the simplicial complex on the vertex set VΘ1 ∪ VΘ2 ,
defined by
Θ1 ∗Θ2 := {F1 ∪ F2 | F1 ∈ Θ1, F2 ∈ Θ2}.
Simplicial complexes Θ1 and Θ2, are equivalent, denoted Θ1 ∼= Θ2, if
there is a bijection between their vertices that induces a bijection between
their faces.
The underlying graph of a simplical complex Θ is the 1-dimensional
simplicial complex with vertices VΘ and 1-dimensional faces those of Θ.
A simplicial complex is flag if for every set S ⊆ VΘ such that any two
vertices of S are adjacent, we have S ∈ Θ. A flag simplicial complex is
determined by its underlying graph, since the faces are the cliques in this
graph.
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Example 1.1.1. The simplicial complex
Θ = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}}
is not flag since its vertex set {a, b, c} is a set of vertices such that any pair
is an edge, however {a, b, c} is itself not a face of Θ. The simplicial complex
Θ′ = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}}
obtained from Θ by adding the set {a, b, c} is flag.
The link of a face F in a simplicial complex Θ, denoted lkΘ(F ), is the
following subcomplex of Θ:
lkΘ(F ) := {G ∈ Θ | G ∪ F ∈ Θ, G ∩ F = ∅}.
If the simplicial complex is flag then the link of a face is the induced sub-
complex on the set of vertices that are adjacent to every vertex in F .
The reader is advised to see [28], and Section 1.3 for the definitions and
background theory on posets. If Θ is a simplicial complex there is an as-
sociated face poset ΠΘ on the set of faces of Θ such that G ≤ F in ΠΘ if
and only if G ⊆ F in Θ. If F ∈ Θ then ΠlkΘ(F ) is isomorphic to the poset
(ΠΘ)≥F .
We will now recall the defintion of the reduced simplicial homology on
a simplicial complex Θ, with coefficients in a field k (see [19]). We label
the vertices of Θ by {1, 2, ..., n}. Consider the chain complex
0
δn−→
⊕
dim(F )=n−1
kF
δn−1
−−→ · · ·
δ2−→
⊕
dim(F )=1
kF
δ1−→
⊕
dim(F )=0
kF
δ0−→ k
δ−1
−−→ 0.
The maps δn and δ−1 are the zero maps. The map δ0 is the augmentation
map, that is, the linear extension of the map
kF 7→ k, k ∈ k.
For 1 ≤ i ≤ n− 1 the map δi is the linear extension of the map⊕
dim(F )=i
kH −→
⊕
dim(F )=i−1
kF ,
sending the simplex
F = {ǫ0, ǫ1, ..., ǫi−1}, where ǫ0 < ǫ1 < · · · < ǫi−1,
to ∑
0≤j≤i−1
(−1)j({ǫ0, ǫ1, ..., ǫi−1} − {ǫj}).
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Then the ith reduced simplicial homology of Θ, denoted H˜i(Θ,k) is
equal to
H˜i(Θ,k) :=
Ker(δi)
Im(δi+1)
.
Suppose Θ is a flag simplicial complex, and F is a face in Θ, such that
dim(F ) = l. The reduced simplicial homology of lkΘ(F ) (over a field k)
can be computed from the chain complex
0
δn−→
⊕
dim(H)=n−1
F⊆H
kH
δn−1
−−→ · · ·
δl+2
−−→
⊕
dim(H)=l+1
F⊆H
kH
δl+1
−−→ kF
δl−→ 0.
A simplicial complex Θ is a homology sphere (over a field k) if for every
F ∈ Θ (including F = ∅) the reduced simplicial homology of lkΘ(F ) is:
H˜i(lkΘ(F ),k) =
{
k, if i = dim (lkΘ(F )),
0 otherwise.
Example 1.1.2. Any simplicial complex whose topological realisation is
homeomorphic to a sphere is a homology sphere. An example is the simpli-
cial complex Θ of Example 1.1.1.
Example 1.1.3. The Poincaré homology sphere is an example of a manifold
with the homology of a sphere that is not homeomorphic to a sphere. It can
be constructed as the space
SO(3)
I
,
where SO(3) is the group of all rotations about the origin in R3, and I is
the icosohedral group (which gives the rotational symmetries of the icoso-
hedron), with presentation I = 〈s, t | s2, t3, (st)5〉. Any triangulation of the
Poincaré homology sphere gives a simplicial complex that is a homology
sphere.
1.1.1. The f -, h- and γ-polynomials.
For a (d − 1)-dimensional simplicial complex Θ, the f -polynomial is a
polynomial in Z[t] defined as follows:
f(Θ)(t) := f0 + f1t+ · · ·+ fdt
d,
where fi = fi(Θ) is the number of (i − 1)-dimensional faces of Θ, (so
f0(Θ) = 1). The h-polynomial (with the coefficient of ti denoted hi) is
given by
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h(Θ)(t) := (1− t)df(Θ)
(
t
1− t
)
.
When Θ is a homology sphere h(Θ) is symmetric (this famous result known
as the Dehn-Sommerville relations can be found in [22]) hence it can be
written uniquely in the form
h(Θ)(t) =
⌊ d
2
⌋∑
i=0
γit
i(1 + t)d−2i,
for some γi ∈ Z. Then the γ-polynomial is given by
γ(Θ)(t) := γ0 + γ1t+ · · ·+ γ⌊ d
2
⌋t
⌊ d
2
⌋.
The vectors of coefficients of the f -polynomial, h-polynomial and the γ-
polynomial of a simplicial complex are known respectively as the f -vector,
h-vector and γ-vector. If A1, ..., An are a set of simplicial complexes, then
f(A1∗· · ·∗An) = f(A1)f(A2)...f(An), and consequently γ(A1∗· · ·∗An) =
γ(A1)γ(A2)...γ(An). The notation γ(Θ) ≥ 0 implies that the coefficients
of γ(Θ) are all non-negative, and we say that γ(Θ) is non-negative.
Now that we have learnt the definition of the γ-polynomial we recall
Conjecture 0.0.1 (Gal’s conjecture) from the introduction [17, Conjecture
2.1.7]:
If Θ is a flag homology sphere, then γ(Θ) ≥ 0.
We also recall Conjecture 0.0.3 (the Nevo and Petersen conjecture) [23,
Problem 6.4]:
If Θ is a flag homology sphere then γ(Θ) is the f -polynomial of a flag
simplicial complex.
Example 1.1.4. The boundary of the (d− 1)-dimensional simplex, denoted
δ(∆d−1), consists of all proper subsets of the set [d]. It is a homology sphere
that is not flag, and it has f -polynomial
f(δ(∆d−1)) =
d−1∑
i=0
(
d
i
)
ti,
and h-polynomial
h(δ(∆d−1)) = 1 + t+ t2 + · · ·+ td−1.
Hence, when d ≥ 3, its γ-polynomial is not non-negative.
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1.2. Polytopes
A convex polytope, or polytope for short, is the convex hull of a finite
set of points in Rn. The dimension of a polytope P , denoted dim(P ), is the
dimension of its affine span. A face F of a convex polytope P is a set of
points in Rn of the form
F = {x ∈ P | λ(x) = max{λ(y) | y ∈ P}},
where λ is a linear functional in (Rn)∗. Every face of a polytope is itself a
polytope. Zero dimensional faces are called vertices, one dimensional faces
are called edges, and d − 1 dimensional faces of a d-dimensional polytope
are called facets.
A d-dimensional polytope is simple if every vertex is contained in ex-
actly d facets. If P is a simple polytope, the dual simplicial complex ΘP
is the simplicial complex whose vertices are the facets of P , where a set
of facets forms a face of ΘP if their intersection is non-empty. Note that
dim(ΘP ) = dim(P ) − 1, and that maximal faces of ΘP correspond to
vertices of P . More generally, i-dimensional faces of ΘP correspond to
(d− i− 1)-dimensional faces of P .
Example 1.2.1. Suppose that P is the n-dimensional cube (the convex hull
of the set of all points (x1, ..., xn) ∈ Rn such that xi ∈ {−1, 1}). Then
ΘP is the boundary of the n-dimensional cross polytope, denoted Σn−1.
The n-dimensional cross polytope is the convex hull of the set of all points
in Rn with exactly one non-zero coordinate equal to 1 or −1. The sim-
plicial complex Σn−1 is a flag simplicial complex, with underlying graph
described as follows: It has vertices {±ǫ1, ...,±ǫn}, and ǫi is adjacent to
all vertices other than −ǫi, whilst −ǫi is adjacent to all vertices except for
ǫi, for i = 1, ..., n. For all n, γ(Σn−1) = 1, (see [26, Section 7.2]).
FIGURE 1. The one skeleton of Σ2.
ǫ1
ǫ2
−ǫ1−ǫ2
ǫ3
−ǫ3
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A polytope is flag if any set of facets with pairwise non-empty intersec-
tion has non-empty intersection. Note that a simple polytope is flag if and
only if its dual simplicial complex is flag.
Two polytopes are combinatorially equivalent if there is an inclusion
preserving bijection between their faces. The boundary of an n-dimensional
polytope is its boundary as a subset of Rn with the usual topology.
If P1 is a polytope in Rn and P2 is a polytope in Rm, then the product of
P1 and P2, denoted P1×P2, is the polytope in Rn+m that is the set of points
{(x1, .., xn, y1, ..., ym) ∈ R
n+m | (x1, ..., xn) ∈ P1, and (y1, ..., ym) ∈ P2}.
Then dim(P1 × P2) = dim(P1) + dim(P2) and the non-empty faces of
P1 × P2 are the products of the non-empty faces of P1 and the non-empty
faces of P2.
A polyhedral cone in Rn is a subspace defined by a set of weak inequal-
ities λ(x) ≥ 0, for linear forms in (Rn)∗. A face of a polyhedral cone C,
is a subset of C defined by replacing some of the linear inequalities with
the equalities λ(x) = 0. A cone in Rn is simplicial if it can be defined by
n inequalities λi(x) ≥ 0, i = 1, .., n, such that {λ1, ..., λn} is a basis for
(Rn)∗. Two polyhedral cones intersect properly if their intersection is a
face of each. A complete fan of cones F in Rn, is a collection of distinct
polyhedral cones that pairwise interesect properly, that cover Rn, and such
that if F is a face of a cone C ∈ F then F ∈ F . If F and F ′ are complete
fans of cones such that every cone in F is the union of cones in F ′, then we
say that F ′ refines F .
Example 1.2.2. The braid arrangement fan is a complete fan of cones in
Rn, in which the top dimensional cones are {Cσ | σ ∈ Sn}, where
Cσ := {(x1, x2, ..., xn) ∈ R
n | xσ(1) ≤ xσ(2) ≤ · · · ≤ xσ(n)}.
Since each cone is closed with respect to translation by R(1, 1, ..., 1), we of-
ten take the braid arrangement fan to be its image in the quotient Rn
R(1,1,...,1)
.
Let P be a convex polytope in Rn and suppose that F is a face of P .
The normal cone to P at F is the set
CF := {λ ∈ (R
n)∗ | λ(x) = max{λ(y) | y ∈ P}, for all x ∈ F}.
For any polytope P , the set of normal cones for all faces of P form a com-
plete fan of cones, denoted N (P ). The cones in N (P ) are all simplicial
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if and only if P is simple. When P is simple, the intersection of the unit
sphere with N (P ) gives a geometric realisation of the dual simplicial com-
plex ΘP . Hence any dual simplicial complex ΘP is a homology sphere.
1.2.1. The f -, h- and γ-polynomials of polytopes.
For a d-dimensional polytope P the f -polynomial is a polynomial in Z[t]
defined as follows:
f(P )(t) := f0 + f1t+ · · ·+ fdt
d,
where fi = fi(P ) is the number of i-dimensional faces of P (so that
fd(P ) = 1). The h-polynomial (with coefficient of ti denoted hi) is given
by
h(P )(t) = f(P )(t− 1).
When P is a simple polytope, the Dehn-Sommerville relations guarantee
that h(P ) is symmetric (the Dehn-Sommerville relations can be found in
[22]), so that it can be written
h(P )(t) =
⌊ d
2
⌋∑
i=0
γit
i(1 + t)d−2i,
for some γi ∈ Z. Then the γ-polynomial is given by
γ(P )(t) := γ0 + γ1t+ · · ·+ γ⌊ d
2
⌋t
⌊ d
2
⌋.
The vectors of coefficients of the f -polynomial, h-polynomial and the γ-
polynomial of a polytope are known respectively as the f -vector, h-vector
and γ-vector. If P1, ..., Pn are a set of polytopes, then by the definition of
the product of polytopes we have f(P1× · · · ×Pn) = f(P1)f(P2)...f(Pn),
and consequently γ(P1×· · ·×Pn) = γ(P1)γ(P2)...γ(Pn). It is not too hard
to see that for any simple d-dimensional polytope P we have tdf(P )(t−1) =
f(ΘP ), h(P ) = h(ΘP ) and γ(P ) = γ(ΘP ). The γ-polynomials of some
well known polytopes are given in [26].
1.3. Generalized permutohedra and their vertex posets
For further reading on the material in this section we advise the reader to
see [26, Section 3]. A poset P on a finite set S is a binary relation P ⊆ S×S
on the set S that is reflexive ((x, x) ∈ P for all x ∈ S), antisymmetric (if
(x, y) ∈ P and (y, x) ∈ P then x = y) and transitive (if (x, y) ∈ P and
(y, z) ∈ P then (x, z) ∈ P ). We use the notation x ≤P y, or y ≥P x to
denote that (x, y) ∈ P . If x ≤P y in P , and there is no z ∈ S such that
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x ≤P z ≤P y then y covers x and we denote this by x⋖P y, or y ⋗P x.
If Q ⊆ S × S is a binary relation on S, then the opposite relation de-
noted Qop is the binary relation on S such that (x, y) ∈ Qop if and only if
(y, x) ∈ Q. If Q ⊆ S × S is a binary relation on S, then the transitive
closure of Q, denoted Q, is the smallest transitive binary relation on S that
contains the relations of Q. Suppose that Q ⊆ S × S is a reflexive and
transitive binary relation. Then Q∼ is the poset (on a quotient of S) that is
obtained from Q by identifying any x, y ∈ S such that (x, y) and (y, x) are
in Q.
If P is a poset, and Q ⊆ P ⊆ S × S is a binary relation, then the poset
(P ∪Qop)∼ is a contraction of P . Note that if a poset C is a contraction
of a poset P , then C = (P ∪Rop)∼ where R ⊆ P ⊆ S × S is a subset
of the covering relations in P . In this case, we say that C is obtained by
contracting P along the relations (a, b) ∈ R.
A complete fan of posets P on S is a set of posets on S such that:
(1) if P,Q ∈ P then (P ∪Q)∼ is a contraction of P and of Q,
(2) the linear extensions of every P ∈ P disjointly cover all total orders
of S.
A poset P on S can be represented by its Hasse diagram, which is a
directed graph on S, with an edge from vertex x to y whenever x ⋖P y. A
tree poset P on S is a poset on S whose Hasse diagram is a directed tree
graph on S. A rooted tree poset P is a tree poset on S such that there is
a unique element r ∈ S such that r ≥P x for all x ∈ S. The vertex r is
known as the root of P . Note that a contraction of a post corresponds to a
contraction of its Hasse diagram.
A generalized permutohedron is a polytope whose normal fan is refined
by the braid arrangement fan (see Example 1.2.2). Suppose that P is a
generalized permutohedron of dimension n− 1 with normal fan N (P ). To
every maximal cone C{v} ∈ N (P ) (which corresponds to the vertex {v})
there is an associated poset Qv on [n] where i ≤Qv j when xi ≤ xj holds
for all (x1, ..., xn) ∈ C{v}. The set of posets {Qv | v is a vertex of P} form
a complete fan of posets on [n]. The posets are tree posets exactly when P
is simple.
Example 1.3.1. The (n − 1)-dimensional permutohedron is a well known
polytope, see [18], [25], [26] and [35]. It is defined by taking a point
(a1, ..., an) ∈ R
n such that a1 < a2 < · · · < an, and taking the convex
hull of all points in its orbit under the action of the symmetric group Sn
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where σ.(a1, ..., an) = (aσ(1), ..., aσ(n)) for σ ∈ Sn. It is the polytope whose
normal fan is the braid arrangement fan, hence it is a generalized permu-
tohedron.
Example 1.3.2. The d-dimensional cube is a generalized permutohedron,
and is described in more detail in Example 1.4.9. A description of its normal
fan can be found using the theory in Section 1.4.
Suppose that Q is a tree poset on [n]. Then des(Q) denotes the number
of descents in Q, which is defined to be the number of pairs i, j ∈ [n] such
that i < j in [n], but i⋗Q j.
The following interesting Theorem appears in [26] :
Theorem 1.3.3. [26, Theorem 4.2]. Let P be a simple generalized permu-
tohedron, with vertex posets {Qv}v∈VP , where VP denote the set of vertices
of P . Then one has the following expression for its h-polynomial:
hP (t) =
∑
v∈VP
tdes(Qv).
1.4. Building sets and nestohedra
In this section we describe nestohedra, an interesting class of simple
generalized permutohedra with good combinatorial properties. Nestohedra
were first defined in [25], and they are part of a more general theory devel-
oped in [12]. Further information on the theory in this section can be found
in [25, Section 7] and [26, Sections 3, 4 and 6].
A building set B on a finite set S is a set of non-empty subsets of S such
that
• For any I, J ∈ B such that I ∩ J 6= ∅, I ∪ J ∈ B.
• B contains the singletons {i}, for all i ∈ S.
B is connected if it contains S. For any building set B, Bmax denotes the
set of maximal elements of B with respect to inclusion. The elements of
Bmax form a disjoint union of S, and if B is connected then Bmax = {S}.
Building sets B1, B2 on S are equivalent, denoted B1 ∼= B2, if there is a
permutation σ : S → S that induces a one to one correspondence B1 → B2.
Example 1.4.1. Let G be a graph with no loops or multiple edges, with n
vertices labelled distinctly from [n]. Then the graphical building set B(G)
is the set of subsets of [n] such that the induced subgraph of G is connected
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(see [8], [11], [26, Sections 7 and 12] and [31]). B(G)max is the set of
connected components of G.
Let B be a building set on S and I ⊆ S. The restriction of B to I is the
building set
B|I := {J | J ⊆ I, and J ∈ B} on I.
The contraction of B by I is the building set
B/I := {J − (J ∩ I) | J ∈ B, J 6⊆ I} on S − I .
Example 1.4.2. If G is a graph on [n], and I ∈ B(G), then B(G)/I =
B(G′) where G′ is the graph on [n] − I such that any two vertices i, j ∈
[n] − I are adjacent if they are adjacent in G, or both i and j are adjacent
to vertices in I in the full graph G.
Given a building set B, a subset N ⊆ B − Bmax is a nested set if it
satisfies
• For any I, J ∈ N , either I ⊆ J , J ⊆ I , or I ∩ J = ∅.
• For any collection of k ≥ 2 disjoint subsets J1, ...., Jk ∈ N , the
union J1 ∪ · · · ∪ Jk 6∈ B.
The nested set complex ∆B is the simplicial complex on B − Bmax whose
faces are the nested sets.
We will now use the term simplicial complex to describe the geometric
realisation of a simplicial complex, and we will use the term simplex to de-
scribe the geometric realisation of a simplex.
We associate a polytope to a building set as follows. Let e1, ...., en de-
note the endpoints of the coordinate vectors in Rn. Given I ⊆ [n], define
the simplex ∆I := ConvexHull(ei | i ∈ I). Let B be a building set on
[n]. The nestohedron PB is a polytope given by the Minkowski sum of the
simplices ∆I for all I ∈ B, i.e.
PB :=
∑
I∈B
∆I .
The term nestohedra is used for the plural of nestohedron. If B(G) is
a graphical building set for a graph G, then PB(G) is known as a graph-
associahedron. Nestohedra are all simple polytopes (see Theorem 1.4.10)
and so each has a dual simplicial complex.
For any building set B, we denote the γ-polynomial of PB by γ(B). If B
and B′ are building sets, the notation γ(B) ≤ γ(B′) implies that for all i the
coefficient of ti in γ(B) is less than or equal to the coefficient of ti in γ(B′).
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Example 1.4.3. The (n−1)-dimensional permutohedron of Example 1.3.1,
with ai = 2i−1, is the nestohedron for the building set consisting of every
subset of [n]. Equivalently, it is the graph-associahedron corresponding to
the complete graph on n vertices Kn, hence it is denoted PB(Kn).
Example 1.4.4. Pathn denotes the graph that is a path with n vertices. The
graph-associahedron PB(Pathn) is known as the associahedron. This well
known polytope has a combinatorial description in terms of bracketings of
a string of n letters (see [35]). The h-polynomial has been calculated (see
[29], [25, Section 8.2] and [26, Sections 10.2 and 11.3]) to be
hk(B(Pathn)) = N(n, k + 1),
for k = 0, ..., n− 1, where
N(n, k) =
1
n
(
n
k
)(
n
k − 1
)
is the Narayana number. The γ-polynomial has been calculated to be
γ(B(Pathn))(t) =
⌊n−1
2
⌋∑
r=0
Cr
(
n− 1
2r
)
tr,
where Cr is the rth Catalan number.
Example 1.4.5. Cycn denotes the graph that is a cycle with n vertices.
The graph-associahedron PB(Cycn) is the well known cyclohedron (see [29],
[25, Section 8.3] and [26, Sections 10.3 and 11.3]). The h-polynomial and
γ-polynomial have been calculated to be
h(B(Cycn))(t) =
n∑
k=0
(
n
k
)2
tk,
and
γ(B(Cycn))(t) =
⌊n
2
⌋∑
r=0
(
n
r, r, n− 2r
)
tr.
Example 1.4.6. K1,n−1 is the graph with n vertices with exactly one vertex
of degree n − 1 and n − 1 vertices of degree 1. The graph-associahedron
PB(K1,n−1) is known as the stellohedron, see [26, Section 10.4]. The h-
polynomial has been caculated to be
h(B(K1,n−1))(t) = 1 +
m∑
r=1
(
m
r
) r∑
k=1
A(r, k)tk,
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where A(r, k) denotes the number of permutations of [r] with k descents. If
w = w(1)w(2)...w(n) is a permutation of [r], then the number of descents
of w, is the number of positions i (for 1 ≤ i ≤ r − 1) such that w(i) >
w(i+ 1).
A building set B is flag if PB is flag. Proposition 1.4.7 below, which
is proven using Lemma 3.1.3, determines whether a building set is flag. It
follows from this that a graphical building set is flag.
Proposition 1.4.7. A building set B is flag if and only if for every non-
singleton I ∈ B, there exist two elements D1, D2 ∈ B such that D1∩D2 =
∅ and D1 ∪D2 = I.
Proof. The proof is immediate from Lemma 3.1.3, and its following dis-
cussion. 
Example 1.4.8. The nestohedron for the minimal connected building set on
[n], i.e. B = {{1}, {2}, ..., {n}, [n]}, is ∆n−1.
Example 1.4.9. LetD be the building set {{1}, {2}, ..., {n}, [2], [3], ..., [n]}.
Then PD is combinatorially equivalent to an (n − 1)-dimensional cube. D
is an example of a connected minimal flag building set on [n]. Minimal con-
nected flag building sets are described in more detail in Section 3.1, and
all their nestohedra are combinatorially equivalent to cubes. As mentioned
in Example 1.2.1, for any minimal connected flag building set D on [n],
γ(D) = 1.
For any building set B, the nestohedron PB is related to the nested sets
of B as described in the following theorem.
Theorem 1.4.10. [25, Theorem 7.4], [12, Theorem 3.14]. Let B be a build-
ing set on [n]. The nestohedron PB is a simple polytope of dimension
n − |Bmax|. Also, the dual simplicial complex ΘPB is equivalent to ∆B.
The following construction is due to Erokhovets [11]. Let [i, j] denote
the interval {i, i+1, ..., j}. Let B,B1,B2, ...,Bn be connected building sets
on [n], [k1], ..., [kn] respectively, and let [ki] denote the interval [
∑i−1
j=1 kj +
1,
∑i
j=1 kj ]. Define the connected building set B[B1,B2, ...,Bn] on [k1 +
k2 + · · ·+ kn], where B|[ki] is equivalent to Bi, and add the elements [ki1 ]∪
[ki2 ] ∪ · · · ∪ [kim ] for every {i1, i2, ...., im} ∈ B.
Lemma 1.4.11. [11, Erokhovets]. Let B,B1, ...,Bn be connected building
sets on [n], [k1], ..., [kn] respectively. Let B′ = B[B1, ...,Bn]. Then PB′ is
combinatorially equivalent to PB × PB1 × · · · × PBn .
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Example 1.4.12. Let B be the building set {{1}, {2}, {3}, {1, 2}, [3]} and
let B1 = {{1}}, B2 = {{1}, {2}, [2]} and
B3 = {{1}, {2}, {3}, {4}, {2, 4}, {3, 4}, {2, 3, 4}, [4]}.
Then
B[B1,B2,B3]
is the building set on [7] given by
{{1}, ..., {7}, {2, 3}, {1, 2, 3}, {5, 7}, {6, 7}, {5, 6, 7}, {4, 5, 6, 7}, [7]}.
1.5. Normal fans of nestohedra
We will now describe the normal fan N (PB) of a nestohedron in more
detail. First we require some background defintions from [26, Section 8.1].
Suppose that T is a rooted tree poset on [n]. For any i ∈ [n] we let T≤i
denote the set of all elements of [n] that are less than or equal to i in T . Let
B be a connected building set on [n]. Then a rooted tree poset T on [n] is a
B-tree if:
a) For any i ∈ [n] we have T≤i ∈ B,
b) For k ≥ 2 pairwise incomparable vertices i1, ..., ik of T , we have⋃k
j=1 T≤ij 6∈ B.
If T is a B-tree, then {I ⊆ [n] | I = T≤i for some i ∈ [n]} is a maxi-
mal nested set in B. The set of B-trees biject to maximal nested sets of B
via this correspondence. The set of B-trees for any connected building set
B form the complete fan of tree posets corresponding to the complete fan
of cones N (PB) (see Section 1.3). This correspondence defines the equiv-
alence of ΘPB and ∆B mentioned in Theorem 1.4.10. Hence the normal
fan of a nestohedron is a complete fan of rooted tree posets. The following
propositions give an interesting relation between the contraction of a build-
ing set B and the the set of B-trees.
Proposition 1.5.1. Suppose B is a connected building set on [n], and i ∈
[n]. Then the set of B/{i}-trees is the set of trees obtainable by contracting
a B-tree along an edge (i, j) such that j is a child vertex of i, and labelling
the identified vertices as j, or obtainable by removing the vertex i of a B-
tree for which i is a leaf.
Proof. Suppose that T is a B-tree. If the vertex i has a child vertex j and we
contract along the relation (i, j), or the vertex i is a leaf and we remove i,
then the resulting tree, which we denote by T¯ , is a B/{i}-tree. This is true
since the set {T¯≤k | k ∈ [n]−{i}} is equal to the set S = {I−(I∩{i}) | I =
T≤k for some k ∈ [n]}. The set S is a maximal nested set in B/{i}. To see
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this, note that it has cardinality n − 1, hence is maximal. It is straighfor-
ward to show that the first property for nested sets is satisfied. To show that
the second property for nested sets holds, suppose for a contradiction that
S1, ..., Sk (k ≥ 2) are a set of pairwise disjoint elements in S, whose union
is in B/{i}, such that no proper subset of size two or more of S1, ..., Sk has
union in B/{i}. Note that there can be at most one element Sm in this set
such that Sm ∪ {i} ∈ B. Suppose that for some m, Sm ∪ {i} = T≤l for
some l. Then we must have S1 ∪ · · · ∪ Sk ∪ {i} ∈ B. This contradicts that
S1, ..., Sm ∪ {i}, ..., Sk is a nested set in B. If there is no index m such that
Sm ∪ {i} = T≤l for some l, then S1, ..., Sk are not a nested set in B (since
their union is in B), a contradiction.
It is also true that any B/{i}-tree can be obtained this way. For suppose
that N is a maximal nested set in B/{i}. Then the set P = {J ∈ B | J ∈
N, or J − {i} ∈ N} ∪ {i} is a maximal nested set in B. To show the first
condition of a nested set is satisfied, suppose for a contradiction that P1 and
P2 are sets in P such that P1 ∩ P2 6= ∅, P1 6⊆ P2, and P2 6⊆ P1. Then
P1 ∪ P2 ∈ B, which implies that P1 ∪ P2 − {i} ∈ B/{i}. This implies that
P1 − {i} and P2 − {i} which are both elements of N , are disjoint, but their
union is in B/{i}, a contradiction. To show that the second condition for a
nested set is satisfied, suppose for a contradiction that P1, .., Pk (k ≥ 2) are
disjoint subsets of P such that P1∪· · ·∪Pk ∈ B. Then P1−{i}, ..., Pk−{i}
are a disjoint set of subsets of N whose union is in B/{i}, a contradiction.
The set P must be a maximal nested set since it contains at least n elements.
The B/{i}-tree that corresponds to N can be obtained from the B-tree that
corresponds to P by the moves described in this proposition. 
Proposition 1.5.2. Suppose B is a connected building set on [n], and that
I ⊆ [n]. Then the set of B/I-trees is the set of trees obtainable from a
B-tree T by sequentially doing the following for each i ∈ I:
• contract T along an edge (i, j) such that j is a child vertex of i, and
labelling the identified vertices by j, or
• removing the vertex i, if i is a leaf of T .
Proof. This follows easily from Proposition 1.5.1. For suppose that I =
{i1, ..., is}. Then if we let Bi1 denote the building set B/{i1}, and for each
j ∈ {2, ..., s} let Bij denote Bij−1/{ij}, then B/I = Bis . Since B can be
obtained by these sequential contractions, this is clearly how one obtains
B/I-trees. 
Postnikov, Reiner and Williams pose the following interesting question
in [26]:
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Question 1.5.3. [26, Question 8.3]. Does a simple (indecomposable) gen-
eralized permutohedron P come from a (connected) building set if and only
if every poset Qv is a rooted tree, i.e. has a unique maximal element?
We answer this by proving a more general statement:
Theorem 1.5.4. Suppose P is a complete fan of rooted tree posets. Then
for some connected building set B on [n], P is the complete fan of posets
corresponding to the complete fan of cones N (PB).
To prove this we first we give some new definitions. Let T be a rooted
tree poset. A lower ideal of T is the union
⋃k
j=1 T≤ij where i1, ..., ik are a set
of pairwise incomparable vertices in T . A lower ideal I of T is connected
if it is equal to T≤i for some i ∈ [n]. An upper ideal of T is the complement
(as a subset of [n]) of a lower ideal of T . If P is a complete fan of tree
posets on [n], let SP denote the following set
SP := {I ⊆ [n] | I = T≤i for some T ∈ P and some i ∈ [n]}.
Suppose that P is a poset on S, R is a binary relation on S, and α ∈ S, then
we let α¯ denote the image of α in the poset (P ∪R)∼
Proposition 1.5.5. Suppose that P is a complete fan of rooted tree posets
on [n], and that I ∈ SP . Then there is no tree T ∈ P such that I is a lower
ideal of T that is not connected.
Proof. Let TI ∈ P be a tree such that I = (TI)≤i for some i ∈ [n]. Suppose
for a contradiction that T ∈ P is a tree that contains I as a lower ideal that
is not connected. Since (TI ∪ T )∼ is a contraction of TI , the set {α¯ | α ∈ I}
is a connected lower ideal of (TI ∪ T )∼. So there exist α and β in I such
that
• there is no γ ∈ I , such that both γ ≥T α and γ ≥T β,
• α¯ ≥(TI∪T )∼ β¯.
The relation α¯ ≥(TI∪T )∼ β¯ can only be obtained if there is some µ ∈ [n]− I
and ν ∈ I such that µ ⋗T ν and T is contracted along (ν, µ) to obtain
(TI ∪ T )∼. This is a contradiction since in both T and TI the elements of
[n]− I are either incomparable to, or greater than elements in I .

Proposition 1.5.6. Suppose that P is a complete fan of rooted tree posets
on [n]. Then SP is a connected building set on [n].
Proof. The set SP clearly contains [n] and the singletons {i} for all i ∈ [n].
Suppose that I, J ∈ SP and that I ∩ J 6= ∅. We will show that I ∪ J ∈ SP .
16 1. PRELIMINARY DEFINITIONS AND EXAMPLES
We let TI denote a tree in P that contains both I and I ∪ J as lower
ideals. Such a tree must exist in P since P is a complete fan of tree posets
and so requires an element with a linear extension that begins with the ele-
ments of I , followed by the elements of J−I . By Proposition 1.5.5, I must
be a connected lower ideal in TI . Similarly we have a tree TJ in P that has
I ∪ J as a lower ideal and has J as a connected lower ideal. Suppose for
a contradiction that I ∪ J is not a connected lower ideal of TJ (or equiv-
alently of TI). We suppose that the root of the subtree of TI consisting of
the vertices in I is labelled by γ. Since (TI ∪ TJ)∼ is a contraction of TI ,
γ¯ is greater than or equal to all vertices in I in (TI ∪ TJ)∼. Now there are
vertices α ∈ I and β ∈ I of TJ such that
• one of α¯ or β¯ is equal to γ¯ in the tree (TI ∪ TJ)∼,
• there is no element i ∈ I such that i ≥TJ α and i ≥TJ β, (i.e. α and
β are in two disjoint lower ideals of TJ that each consist of elements
of I).
Then we must have either α¯ ≥(TI∪TJ )∼ β¯ or β¯ ≥(TI∪TJ )∼ α¯. This can
only be obtained by contracting TJ along a relation ν ⋖TJ µ for some ν ∈
I ∪ J and some µ ∈ [n] − (I ∪ J) (since contractions can be obtained by
contracting along covering relations). This is a contradiction since in both
TI and TJ the elements of [n]− (I ∪ J) are greater than or incomparable to
the elements in I ∪ J . 
Corollary 1.5.7. Suppose that P is a complete fan of rooted tree posets,
and T ∈ P . Then T is an SP-tree for the building set SP .
Proof. By definition, for any i ∈ [n] we have T≤i ∈ SP , so that the first
condition for T to be an SP-tree is satisfied. By Proposition 1.5.5 the second
condition for T to be an SP-tree is satisfied. 
Theorem 1.5.4 clearly follows from Corollary 1.5.7.
1.6. Stellar subdivisions of simplicial complexes
The stellar subdivision, or subdivision, of a simplicial complex Θ in the
face F is the simplicial complex Θ′ given by:
• Θ′ has vertices VΘ′ = VΘ ∪ {s} where s 6∈ VΘ,
• Θ′ contains all sets in Θ that do not include F , and does not contain
any set K ∈ Θ such that F ⊆ K,
• Θ′ contains sets τ ∪{s} for all τ ∈ Θ such that F 6⊆ τ , and τ ∪F ∈
Θ.
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If F is a simplex, we denote by F ◦ the stellar subdivision of F in the
face F . If Θ is a simplicial complex, then we denote by sd(Θ) the set of
simplicial complexes that can be obtained from Θ, by a sequence of edge
subdivisions. Note that at each step the edge subdivided need not be an
edge of the original simplicial complex Θ.
If P is a d-dimensional polytope with face F then the face shaving of P
in F is an operation which produces a new polytope P ′ defined as follows:
Let λ ∈ (Rd)∗ be a linear functional such that λ(x) > 0 for every vertex x
of F , and λ(y) < 0 for every vertex y of P not in F . Then P ′ is the set
P ′ := {x ∈ Rd | x ∈ P and λ(x) ≤ 0}.
To understand more about the definition of polytopes by linear functionals
see [35]. If P is a simple polytope, then shaving a face F of codimension
k + 1 is equivalent to stellar subdividing the corresponding face of dimen-
sion k in the dual simplicial complex.
Claim 1.6.1. (See [9, Section 5.3.2] and [17, Proposition 2.4.6]). Suppose
Θ is a flag simplicial complex, and Θ′ is obtained from Θ by subdivision in
an edge S. Then Θ′ is a flag simplicial complex.
Proof. Consider a set L of vertices of Θ′ such that any pair of vertices in L
is in Θ′. We will show that L ∈ Θ′.
If s 6∈ L then every two element subset of L does not include s, and
so they were all in Θ. This implies that L was in Θ and since S 6⊆ L this
implies that L ∈ Θ′.
Suppose that s ∈ L. Let τ denote L/{s}. Then all two element sets in
τ are all in Θ so that τ ∈ Θ. Since {s}∪{v} ∈ Θ′ for all v ∈ τ this implies
that {v} ∪ S ∈ Θ for all v ∈ τ . This implies that τ ∪ S ∈ Θ since Θ is flag,
and hence that L ∈ Θ′. 
Example 1.6.2. The set of simplicial complexes that can be obtained by
stellar subdivisons of the boundary of the (d−1)-simplex δ(∆d−1), denoted
sd(δ(∆d−1)), includes the dual simplicial complexes to all d-dimensional
nestohedra (see [13, Theorem 4]). The set of simplicial complexes that can
be obtained by stellar subdivisions in edges of Σd−1, denoted sd(Σd−1),
includes all flag nestohedra (see [31, Lemma 6]).
Corollary 1.6.3. The simplicial complexes in the set sd(Σd−1) are flag ho-
mology spheres.
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Proof. The simplicial complexes in sd(Σd−1) are flag by Claim 1.6.1. They
are homology spheres since stellar subdivisions do not change the topology
of the simplicial complex. 
Lemma 1.6.4. [17, Proposition 2.4.3]. Suppose Θ′ is a flag homology
sphere obtained from a flag homology sphere Θ (of dimension d − 1) by
stellar subdividing an edge S. Then
γ(Θ′)− γ(Θ) = tγ(lkΘ(S)).
Proof. If we stellar subdivide a face F in a simplicial complex Θ to obtain
Θ′, the change in the f -polynomial is
f(Θ′)− f(Θ) = f(F ◦ ∗ lkΘ(F ))− f(F ∗ lkΘ(F )),
since the set of faces in Θ−Θ′ is F ∗ lkΘ(F ) and the set of faces in Θ′−Θ
is F ◦ ∗ lkΘ(F ).
In general for simplicial complexes A and B we have
f(A ∗B) = f(A)f(B).
Hence
f(Θ′)− f(Θ) = f(lkΘ(S))[f(S
◦)− f(S)]
= f(lkΘ(S))[1 + 3t+ 2t
2 − (1 + 2t+ t2)] = f(lkΘ(S))[t(1 + t)].
Then
h(Θ′)− h(Θ) =(1− t)df(lkΘ(S))(
t
1− t
)[
t
1− t
(1 +
t
1− t
)]
=(1− t)df(lkΘ(S))(
t
1− t
)[
t
(1− t)2
]
=t(1− t)d−2f(lkΘ(S))(
t
1− t
)
=th(lkΘ(S)).
So
γ(Θ′)
(
t
(1 + t)2
)
− γ(Θ)
(
t
(1 + t)2
)
=
t
(1 + t)2
γ(lkΘ(S))
(
t
(1 + t)2
)
.
The result follows. 
Suppose that a flag homology sphere Θ˜ is obtained from a flag homol-
ogy sphere Θ by stellar subdivision in the edge S = {sa, sb} and that the
vertex in VΘ˜ − VΘ is labelled w. Then the faces of Θ˜ are in one of the
following five sets:
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F1 : = {F ∈ Θ˜ | sa or sb ∈ F, and w 6∈ F},
F2 : = {F ∈ Θ˜ | sa or sb ∈ F, and w ∈ F},
F3 : = {F ∈ Θ˜ | sa, sb 6∈ F, and w ∈ F},
F4 : = {F ∈ Θ˜ | sa, sb, w 6∈ F, and {w} ∈ lkΘ˜(F )},
F5 : = {F ∈ Θ˜ | sa, sb, w 6∈ F, and {w} 6∈ lkΘ˜(F )}.
Then it is not too hard to show the following:
(1) If F ∈ F1 then
lkΘ˜(F )
∼= lkΘ(F ).
If sa ∈ F then the vertex w in lkΘ˜(F ) replaces the vertex sb in
lkΘ(F ), and if sb ∈ F then the vertex w in lkΘ˜(F ) replaces the ver-
tex sa in lkΘ(F ). Otherwise the links are identical.
(2) If F ∈ F2, then
lkΘ˜(F ) = lkΘ(F − {w} ∪ {sb})
if sa ∈ F , or
lkΘ˜(F ) = lkΘ(F − {w} ∪ {sa})
if sb ∈ F .
(3) If F ∈ F3 then
lkΘ˜(F ) = lkΘ(F − {w} ∪ S) ∗ Σ0,
with sa, sb being the vertices of Σ0 (recall that Σ0 denotes a 0-
sphere, or the boundary of a 1-dimensional cross polytope).
(4) If F ∈ F4 then lkΘ˜(F ) is the stellar subdivision of lkΘ(F ) in S.
(5) If F ∈ F5 then lkΘ˜(F ) = lkΘ(F ).
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We have mentioned these five sets because they are frequently referred to
thoughout the thesis. The following Corollary follows from these observa-
tions:
Corollary 1.6.5. Suppose that F ∈ Θ for some Θ ∈ sd(Σd−1). Then
lkΘ(F ) ∈ sd(Σd−1−|F |).
CHAPTER 2
The gamma-vector of edge subdivisions of the boundary of
the cross polytope
In this chapter we present the work in [2]. This paper gives a partial
solution to the Nevo Petersen conjecture (Conjecture 0.0.3), given here as
Theorem 2.0.6. The conjecture is proven for a sub class of flag homology
spheres, namely those that can be obtained by subdividing the boundary of
the cross polytope in edges (the set sd(Σd−1)). For any flag simplicial com-
plex Θ in sd(Σd−1), we define a flag simplicial complex Γ(Θ) (dependent
on the sequence of subdivisions) whose f -vector is the γ-vector of Θ. In
particular, this partially proves the weaker Conjecture 0.0.2, as it shows that
the γ-vector of any Θ ∈ sd(Σd−1) satisfies the Frankl-Füredi-Kalai inequal-
ities.
Here is a summary of the contents of this Chapter. Section 2.1 contains
specific definitions used in the paper [2], as well as some propositions relat-
ing to them. Section 2.2 contains the proof of Theorem 2.0.6, which is the
main theorem in [2]:
Theorem 2.0.6. Suppose that Θ ∈ sd(Σd−1). Then there is a flag simplicial
complex Γ(Θ) such that f(Γ(Θ)) = γ(Θ).
In addition to proving this theorem, we show in Section 2.3 that the
Nevo and Petersen conjecture holds for simple graphic zonotopes. How-
ever this section is short since this result is fairly trivial.
After this work was completed I learnt that V.D. Volodin has indepen-
dently proved Theorem 2.0.6. His proof was announced in [33] and ap-
peared in [32].
2.1. Subdivision sequences
For the purposes of this argument, say that a subdivision sequence is a
sequence of simplicial complexes
(Θ0,Θ1, ...,Θk)
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where Θ0 is equivalent to Σd−1 for some d and each Θi (i = 1, ..., k) is
obtained from Θi−1 by subdividing an edge. (Not up to equivalence, but
literally, so the set of vertices of Θi consists of the set of vertices of Θi−1
together with one new vertex). Note that the edge that gets subdivided is
determined by the sequence. Call Θk the result of the subdivision sequence.
For i = 1, 2, ..., k we label the unique vertex of Θi that is not contained in
Θi−1 by wi, so that VΘk − VΘ0 = {w1, w2, ..., wk}.
Given a subdivision sequence (Θ0, ...,Θk), and a face F of Θk, there is
an induced subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
where lF ≤ k that we describe next, whose result ΦlF (F ) is the simplicial
complex lkΘk(F ). If the subdivision sequence (Θ0, ...,Θk) is clear we ab-
breviate this to the notation (Φ0(F ), ...,ΦlF (F )).
The definition of the induced subdivision sequence is inductive on k. If
k = 0 the subdivision sequence (Θ0) consists of a single simplicial com-
plex equivalent to Σd−1, so that for all F ∈ Σd−1, lkΘ0(F ) is equivalent to
Σd−1−|F |. Hence we define the induced sequence to have no subdivisions
and set Φ0(F ) = lkΘ0(F ).
If k ≥ 1, we assume by induction on k that there is an induced subdivi-
sion sequence
(Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1)
for all faces F ∈ Θk−1 whose result is lkΘk−1(F ). Then for any face F ∈ Θk
we consider which of the five sets F lies in (again we suppose the last edge
to be subdivided is S = {sa, sb}). Then the subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
is defined to be (note that the sets F1, ...,F5 that we refer to are defined in
Section 1.6):
(1) If F ∈ F1 then lF = jF and the simplicial complexes of the induced
subdivision sequence (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk) are equivalent to
the simplicial complexes of (Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1). The
map on the vertices is the identity, except that wk replaces sa or sb
if either is contained in the sequence. In this case, since F ∈ Θk−1,
we are giving lkΘk(F ) (up to equivalence) the subdivision sequence
that is given for lkΘk−1(F ).
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(2) If F ∈ F2 and sa ∈ F then lF = jF−{wk}∪{sb} and the subdivision
sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
is equal to the subdivision sequence
(Φ0(F − {wk} ∪ {sb}), ...,Φ
jF−{wk}∪{sb}(F − {wk} ∪ {sb}))(Θ0,...,Θk−1).
If sb ∈ F then the same statements hold with sa in place of sb. Re-
calling that lkΘk(F ) = lkΘk−1(F − {wk} ∪ {sb}), we see that we
are adopting the subdivision sequence of lkΘk−1(F −{wk} ∪ {sb}).
(3) If F ∈ F3 then lF = jF−{wk}∪S , and (Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
is the suspension of the subdivision sequence
(Φ0(F − {wk} ∪ S), ...,Φ
jF−{wk}∪S(F − {wk} ∪ S))(Θ0,...,Θk−1),
meaning that Φi(F ) = Φi(F − {wk} ∪ S) ∗ Σ0. The vertices of Σ0
are labelled sa and sb.
(4) If F ∈ F4, then lF = jF+1, and the first lF−1 simplicial complexes
of (Φ0(F ), ...,Φl(F ))(Θ0,...,Θk) are equal to the simplicial complexes
of the induced subdivision sequence (Φ0(F ), ...,ΦjF (F ))(Θ0,...,Θk−1),
and ΦlF (F ) is the subdivision of ΦlF−1(F ) in the edge S. Recall that
in this case lkΘk(F ) is the subdivision of lkΘk−1(F ) in the edge S.
(5) If F ∈ F5, then lF = jF and (Φ0(F ), ...,ΦlF (F ))(Θ0,..,Θk) is equal
to the subdivision sequence (Φ0(F ), ...,ΦjF (F ))(Θ0,..,Θk−1).
Example 2.1.1. Let the subdivision sequence (Σ3,Θ1,Θ2,Θ3) be obtained
by:
Step 1: subdivide the edge {ǫ1, ǫ2}, to obtain the new vertex w1.
Step 2: subdivide the edge {ǫ3, ǫ4}, to obtain the new vertex w2.
Step 3: subdivide the edge {ǫ1, w2} to obtain the new vertex w3.
We denote the face {ǫ1,−ǫ2} by F . Then lkΘ3(F ) is a cycle with five
vertices as illustrated in Figure 1 (a). The induced subdivision sequence
(Φ0(F ), ..., lkΘ3(F ))(Σ3,Θ1,Θ2,Θ3)
is given by replacing the vertex w2 by w3 in the subdivision sequence
(Φ0(F ), ..., lkΘ2(F ))(Σ3,Θ1,Θ2).
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lkΘ2(F ) is the cycle illustrated in Figure 1 (b). The subdivision sequence
(Φ0(F ), ..., lkΘ2(F ))(Σ3,Θ1,Θ2) is equal to (Σ1, lkΘ2(F ))(Σ3,Θ1,Θ2) in which
Σ1 is illustrated in Figure 1 (c). Hence the subdivision sequence
(Φ0(F ), ..., lkΘ3(F ))(Σ3,Θ1,Θ2,Θ3)
is equal to (Σ1, lkΘ3(F ))(Σ3,Θ1,Θ2,Θ3).
FIGURE 1. (a) : lkΘ3(F ), (b) : lkΘ2(F ), (c) : Σ1.
ǫ4 ǫ3
−ǫ3 −ǫ4
w3 ǫ4 ǫ3
−ǫ3 −ǫ4
w2 ǫ4 ǫ3
−ǫ3 −ǫ4
(a) (b) (c)
When F = ∅ it is obvious by induction on k that the induced subdi-
vision sequence (Φ0(∅), ...,Φk(∅)) coincides with the subdivision sequence
(Θ0, ...,Θk), since ∅ is a face in F4.
Given the above induced subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
define the sets
W(Θ0,...,Θk)(F ) := VΦlF (F ) − VΦ0(F ).
When the subdivision sequence is clear from the contex we denote this set
byWΘk(F ). We label byw1,F , w2,F , ..., wlF ,F the vertices ofWΘk(F )where
wi,F for i = 1, ..., l is the unique vertex in Φi(F ) that is not contained in
Φi−1(F ). With this notation we have wj,∅ = wj for j = 1, 2, ..., k. We order
the sets WΘk(F ), F ∈ Θk, by stipulating that if i < j then wi,F < wj,F .
Proposition 2.1.2. Suppose (Θ0, ...,Θk) is a subdivision sequence. For any
face F ∈ Θk, the set WΘk(F ) satisfies one of the following relations:
(1) If F ∈ F1 and sa ∈ F then WΘk(F ) is equal to WΘk−1(F ) except
sb is replaced by wk if sb ∈ WΘk−1(F ). The ordering of the set
WΘk(F ) is the same as the ordering of the set WΘk−1(F ) however
the vertex wk takes the position of sb if sb ∈ WΘk−1(F ). If sb ∈ F
then the same statements hold with sa in place of sb.
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(2) If F ∈ F2 and F contains sa, then WΘk(F ) = WΘk−1(F − {wk} ∪
{sb}), and the ordering of the sets coincide.
(3) If F ∈ F3 then WΘk(F ) = WΘk−1(F −{wk}∪S), and the ordering
of the sets coincide.
(4) If F ∈ F4 then WΘk(F ) = WΘk−1(F ) ∪ {wk}, and the ordering of
WΘk(F )− {wk} coincides with the ordering of WΘk−1(F ), and wk
is last in the ordering.
(5) If F ∈ F5 then WΘk(F ) = WΘk−1(F ), and the ordering of the sets
coincide.
Proof. This can be proven easily by induction on k, using the definition of
the induced subdivision sequence. 
Let (Θ0, ...,Θk) be a subdivision sequence where Θ0 = Σd−1. For any
face F ∈ Θk we define a set of vertices
K(Θ0,...Θk)(F ).
This is abbreviated to KΘk(F ) when the subdivision sequence is clear from
the context. We let
KΘk(F ) :=
⋂
v∈F
KΘk({v}),
and for any vertex v ∈ Θk we define KΘk({v}) inductively as follows:
If k = 0 so that {v} ∈ Σd−1, then KΣd−1({v}) = ∅ for all {v} ∈ Σd−1. If
k ≥ 1 then KΘk({v}) is given by:
(1) If {v} ∈ F1 (i.e. v = sa or sb) or if {v} ∈ F5 (i.e. v 6∈ {sa, sb, wk}
and {v} 6∈ lkΘk({wk})) then KΘk({v}) = KΘk−1({v}).
(2) If {v} ∈ F3 (i.e. v = wk) then KΘk({wk}) = KΘk−1({sa}) ∩
KΘk−1({sb}).
(3) If {v} ∈ F4 (i.e. v 6∈ {sa, sb, wk} and {v} ∈ lkΘk({wk})) then
KΘk({v}) = KΘk−1({v}) ∪ {wk}.
We can also give an inductive definition of KΘk(F ).
Proposition 2.1.3. For any face F ∈ Θk we have
(1) If F ∈ F1 then KΘk(F ) = KΘk−1(F ).
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(2) If F ∈ F2 and sa ∈ F then KΘk(F ) = KΘk−1(F − {wk} ∪ {sb})
(by symmetry the same statement hold with sa and sb swapped).
(3) If F ∈ F3 then KΘk(F ) = KΘk−1(F − {wk} ∪ S).
(4) If F ∈ F4 then KΘk(F ) = KΘk−1(F ) ∪ {wk}.
(5) If F ∈ F5 then KΘk(F ) = KΘk−1(F ).
Proof. We show that the claim holds in each of the five cases for F ∈ Θk.
(1) If F ∈ F1 and sa ∈ F then for any w ∈ F either KΘk({w}) =
KΘk−1({w}) or KΘk({w}) = KΘk−1({w}) ∪ {wk}. Also, wk 6∈
KΘk({sa}). Therefore KΘk(F ) = KΘk−1(F ). By symmetry the
claim holds in this case when sb ∈ F .
(2) If F ∈ F2 and sa ∈ F then
KΘk(F ) =

 ⋂
w∈F−{sa,wk}
KΘk({w})

 ∩KΘk({wk}) ∩KΘk({sa})
=

 ⋂
w∈F−{sa,wk}
KΘk−1({w})

 ∩KΘk−1({sa}) ∩KΘk−1({sb})
=
⋂
w∈F−{wk}∪{sb}
KΘk−1({w}).
The second equality uses the fact that for any w ∈ F − {sa, wk}
we have KΘk({w}) = KΘk−1({w}) or KΘk({w}) = KΘk−1({w})∪
{wk} yet wk 6∈ KΘk({wk}). By symmetry the claim holds when
sb ∈ F .
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(3) If F ∈ F3 then
KΘk(F ) =

 ⋂
w∈F−{wk}
KΘk({w})

 ∩KΘk({wk})
=

 ⋂
w∈F−{wk}
KΘk−1({w})

 ∩KΘk−1({sa}) ∩KΘk−1({sb})
=
⋂
w∈F−{wk}∪S
KΘk−1({w})
= KΘk−1(F − {wk} ∪ S).
The second equality uses the fact that for all w ∈ F − {wk} we
have KΘk({w}) = KΘk−1({w})∪{wk}, and that wk 6∈ KΘk({wk}).
(4) If F ∈ F4 then every vertex w ∈ F is adjacent to wk and not equal
to sa or sb, so KΘk({w}) is the union of KΘk−1({w}) and {wk}.
Taking the intersection over all vertices w of F gives the claim im-
mediately.
(5) If F ∈ F5 then there is some vertex w ∈ F that is not adjacent to
both sa and sb so that wk 6∈ KΘk(F ). Since for every vertex w ∈ F
either KΘk({w}) = KΘk−1({w}) or KΘk({w}) = KΘk−1({w}) ∪
{wk} the claim clearly holds in this case.

Claim 2.1.4. Given a subdivision sequence (Θ0, ...,Θk), for any face F ∈
Θk we have
|KΘk(F )| = |WΘk(F )|.
Proof. The statement is clear by induction, noting that in the recursive rules
of Propositions 2.1.2 and 2.1.3 this property is maintained, and that for
k = 0, both sets are empty, so the two sides of the inequality vanish.

Given a subdivision sequence (Θ0, ...,Θk), for any F ∈ Θk, the set
KΘk(F ) is a subset of WΘk(∅) = VΘk − VΘ0 = {w1, ..., wk}. We define an
ordering on the set KΘk(F ) where for any wi, wj ∈ KΘk(F ) we stipulate
that if i < j then wi < wj . Since Claim 2.1.4 holds, for any face F ∈ Θk
we define the following order preserving bijection
φΘk,F : KΘk(F )→ WΘk(F ).
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In the case where F = ∅ this is the identity map wi 7→ wi,∅.
Definition 2.1.5. Given a subdivision sequence (Θ0, ...,Θk) define a flag
simplicial complex
Γ(Θ0, ...,Θk)
on the vertex set {w1, ..., wk}, where the condition for wa to be adjacent to
wb (for a < b) is that wa belongs to K(Θ0,...,Θb)({wb}). (When the subdivi-
sion sequence is clear we abbreviate this to Γ(Θk)).
Example 2.1.6. Let (Σ3,Θ1,Θ2,Θ3) be the subdivision sequence of Exam-
ple 2.1.1.
Then KΘ1({±ǫ3}) = KΘ1({±ǫ4}) = {w1}, and in the other cases we have
KΘ1({v}) = ∅.
KΘ2({±ǫ1}) = KΘ2({±ǫ2}) = KΘ2({w1}) = {w2}, and KΘ2({±ǫ3}) =
KΘ2({±ǫ4}) = KΘ2(w2) = {w1}.
Finally, KΘ3({−ǫ3}) = KΘ3({−ǫ4}) = KΘ3({w2}) = {w1},
KΘ3({±ǫ1}) = {w2}, KΘ3({ǫ3}) = KΘ3({ǫ4}) = {w1, w3},
KΘ3({±ǫ2}) = KΘ3({w1}) = {w2, w3}, and KΘ3({w3}) = ∅.
Hence Γ(Σ3,Θ1,Θ2,Θ3) is the simplicial complex illustrated in Figure
2.
FIGURE 2. The simplicial complex Γ(Σ3,Θ1,Θ2,Θ3).
w1 w2 w3
Note that in this example KΘ3({ǫ1}) = {w2}, whereas WΘ3({ǫ1}) =
{w3}.
2.2. The main theorem
The goal of this section is to prove:
Theorem 2.2.1. For any subdivision sequence (Θ0, ...,Θk),
f(Γ(Θ0, ...,Θk)) = γ(Θk).
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In order to prove this theorem we first need to prove Propositions 2.2.2
and 2.2.3.
Proposition 2.2.2. Given a subdivision sequence (Θ0, ...,Θk) and faces
F, G ∈ Θk such that G ∈ lkΘk(F ), we have that KΘk(F ∪G) = KΘk(F )∩
KΘk(G) maps to KlkΘk (F )(G) under φΘk,F (the set KlkΘk (F )(G) is defined
using the induced subdivision sequence with result lkΘk(F )).
Proof. This is a proof by induction on k. If k = 0 then for any face
F ∈ Θ0 = Σd−1 we have WΣd−1(F ) = ∅ and KΣd−1(F ) = ∅ so that
the proposition holds. If k ≥ 1 then will consider all five cases for faces in
Θk and show that the proposition holds in each case. For each case, it is suf-
ficient to assume that G is a vertex {g}. This is sufficient since if this holds
then φΘk,F being a bijection implies that the image of KΘk(F )∩KΘk(G) =⋂
w∈GKΘk({w}) ∩KΘk(F ) is equal to
⋂
w∈GKlkΘk (F )(w) = KlkΘk (F )(G).
(1) Suppose that F ∈ F1, and we may suppose that sa ∈ F . Recall
that KΘk(F ) = KΘk−1(F ), and that either WΘk(F ) = WΘk−1(F ) or
WΘk(F ) = (WΘk−1(F )−{sb})∪{wk} where wk takes the position
of sb in the order. Then φΘk,F is the same as φΘk−1,F except for the
possible replacement of sb by wk in the codomain.
FIGURE 3. The sets described in the case that g 6= wk. Note
that wk and sb might not be contained in the sets, and they
may be contained in Klk
Θk
(F )({g}) and Klk
Θk−1
(F )({g}).
WΘk(F )
wk
WΘk−1(F )
sb
KΘk(F ) KΘk−1(F )
φΘk,F φΘk−1,F
KΘk(F ∪ {g}) KΘk−1(F ∪ {g})
Klk
Θk−1
(F )({g})Klk
Θk
(F )({g})
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Assume that g 6= wk. Then KΘk(F ∪ {g}) = KΘk−1(F ∪
{g}) (since F ∪ {g} ∈ F1). By the inductive hypothesis we have
φΘk−1,F (KΘk−1(F ∪ {g})) = KlkΘk−1(F )({g}). By the definition
of the induced subdivision sequence we have that Klk
Θk
(F )({g}) is
equal to Klk
Θk−1
(F )({g}) except for the possible replacement of sb
by wk. Hence the proposition holds in this case (see figure 3).
Assume that g = wk. Then KΘk(F ∪ {g}) = KΘk−1(F ∪
{sb}). By the inductive hypothesis φΘk−1,F (KΘk−1(F ∪ {sb})) =
Klk
Θk−1
(F )({sb}). So φΘk,F (KΘk(F ∪ {g})) = KlkΘk (F )({wk}).
(2) Assume that F ∈ F2, and we may assume that sa ∈ F . In this case
lkΘk(F ) does not contain any of sa, sb or wk so that g is not equal
to any of these vertices. Here KΘk(F ) = KΘk−1(F − {wk} ∪ {sb})
and WΘk(F ) = WΘk−1(F −{wk} ∪ {sb}), and φΘk,F is the same as
φΘk−1,F−{wk}∪{sb}. Now KΘk(F ∪{g}) = KΘk−1(F−{wk}∪{sb}∪
{g}) maps under φΘk−1,F−{wk}∪{sb} to KlkΘk−1(F−{wk}∪{sb})({g}),
which equals Klk
Θk
(F )({g}) by the definition of the induced sub-
division sequence.
(3) Assume that F ∈ F3. In this case both sa and sb are in lkΘk(F ),
KΘk(F ) = KΘk−1(F−{wk}∪S),WΘk(F ) = WΘk−1(F−{wk}∪S),
and φΘk,F is the same as φΘk−1,F−{wk}∪S .
If g is not equal to either sa or sb thenKΘk(F∪{g}) = KΘk−1(F−
{wk} ∪ S ∪ {g}), which is mapped to Klk
Θk−1
(F−{wk}∪S)({g}) by
φΘk−1,F−{wk}∪S , and this is equal to KlkΘk (F )({g}) by the definition
of the induced subdivision sequence.
If g = sa then KΘk(F ∪ {sa}) = KΘk−1(F − {wk} ∪ S), and
this maps under φΘk−1,F−{wk}∪S to the set KlkΘk−1(F−{wk}∪S)(∅) =
WΘk−1(F−{wk}∪S) which is the set KlkΘk (F )(∅) = WΘk(F ). This
is the same set as Klk
Θk
(F )({sa}) since lkΘk(F ) is the suspension of
lkΘk−1(F−{wk}∪S) in the two additional vertices sa and sb, which
are in Σd−1−|F | in the induced subdivision sequence. By symmetry
the result also holds when g = sb.
(4) Suppose that F ∈ F4. Then lkΘk(F ) is the stellar subdivision
of lkΘk−1(F ) in S and WΘk(F ) = WΘk−1(F ) ∪ {wk}. We have
KΘk(F ) = KΘk−1(F ) ∪ {wk} and φΘk,F restricts to φΘk−1,F on
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KΘk−1(F ) and maps wk to wk. We now have to consider the dif-
ferent possibilities for g.
Suppose that {g} ∈ F1. We may suppose that g = sa. Then
KΘk(F ∪{g}) = KΘk−1(F ∪{g}). Under φΘk−1,F , KΘk−1(F ∪{g})
maps to the set Klk
Θk−1
(F )({g}), and this is equal to Klk
Θk
(F )({g})
since {g} ∈ F1 in lkΘk(F ).
We cannot have {g} in F2 since this implies that |{g}| ≥ 2.
Suppose that {g} ∈ F3, i.e. that g = wk. In this case KΘk(F ∪
{wk}) = KΘk−1(F ∪S). Under φΘk−1,F this maps to KlkΘk−1(F )(S),
and this is equal to Klk
Θk
(F )({wk}) since {wk} ∈ F3 in lkΘk(F ).
Suppose that {g} ∈ F4. Then KΘk(F ∪ {g}) = KΘk−1(F ∪
{g})∪{wk}. Now φΘk−1F (KΘk−1(F ∪{g})) = KlkΘk−1(F )({g}), so
φΘk,F (KΘk(F ∪{g})) = KlkΘk−1(F )({g})∪{wk} = KlkΘk (F )({g}),
since {g} is in F4 in lkΘk(F ).
Suppose that {g} ∈ F5. Then KΘk(F ∪{g}) = KΘk−1(F ∪{g})
and this maps under φΘk−1,F to KlkΘk−1(F )({g}) which is equal to
Klk
Θk
(F )({g}).
(5) Suppose that F ∈ F5. Then KΘk(F ) = KΘk−1(F ), WΘk(F ) =
WΘk−1(F ), KΘk(F ∪{g}) = KΘk−1(F ∪{g}), φΘk,F = φΘk−1,F and
Klk
Θk
(F )({g}) = Klk
Θk−1
(F )({g}) so that the proposition clearly
holds in this case.

Proposition 2.2.3. Suppose (Θ0, ...,Θk) is a subdivision sequence. Then
for any face F ∈ Θk the restriction of Γ(Θ0, ...,Θk) to the vertices in
KΘk(F ) is equivalent to Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)). The map on the
vertices is φΘk,F .
Proof. We show that the proposition holds by induction on the number of
subdivisions. The proposition is clearly true when no subdivisions have
been performed. We suppose that the proposition holds for any Θ in the set
sd(Σd−1), that is obtained by k − 1 subdivisions. We let Θk ∈ sd(Σd−1)
be obtained by subdividing Θk−1 in the edge S = {sa, sb} to give the new
vertex wk, and show that the proposition holds for Θk. We consider all five
cases for a face F ∈ Θk.
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(1) Suppose that F ∈ F1, and we may suppose that sa ∈ F . Then
KΘk(F ) = KΘk−1(F ), and by the definition of the induced subdivi-
sion sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)
we have that
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)) ∼= Γ((Φ
0(F ), ...,ΦlF (F ))(Θ0,...,Θk−1)),
where the map on all vertices is the identity except that sb 7→ wk if
sb ∈ WΘk−1(F ). By induction the restriction of Γ(Θk−1) toKΘk−1 is
equivalent to Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk−1)). Hence the propo-
sition holds in this case since φΘk,F is the same as φΘk−1,F except
for the possible replacement of sb by wk in the codomain.
(2) Suppose that F ∈ F2. ThenKΘk(F ) = KΘk−1(F−{wk}∪{sb}) and
by induction, the restriction of Γ(Θk) to KΘk−1(F − {wk} ∪ {sb})
is equivalent to
Γ((Φ0(F −{wk} ∪ {wb}), ...,Φ
lF−{wk}∪{sb}(F −{wk} ∪ {sb}))(Θ0,...,Θk−1)).
By the definition of the induced subdivision sequences we have that
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk))
is equal to
Γ((Φ0(F − {wk} ∪ {sb}), ...,Φ
lF−{wk}∪{sb}(F − {wk} ∪ {sb}))(Θ0,...,Θk−1)).
Hence the proposition holds in this case.
(3) Suppose that F ∈ F3. Then KΘk(F ) = KΘk−1(F − {wk} ∪ S) and
by the definition of the induced subdivision sequences we have that
Γ((Φ0(F − {wk} ∪ S), ...,Φ
lF−{wk}∪S(F − {wk} ∪ S))(Θ0,...,Θk−1))
is equal to
Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)).
Hence the desired condition holds in this case.
(4) Suppose that F ∈ F4. Then KΘk(F ) = KΘk−1(F ) ∪ {wk}, and by
the inductive hypothesis the restriction of Γ(Θ0, ...,Θk) toKΘk−1(F )
is equivalent to Γ(Φ0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1). By the defini-
tion of the induced subdivision sequence
(Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk),
ΦlF (F ) is the subdivision of ΦlF−1(F ) in the edge S. Hence the
flag simplicial complex Γ((Φ0(F ), ...,ΦlF (F ))(Θ0,...,Θk)) is obtained
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from Γ((Φ0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1)) by attaching the vertex
wk to the vertices in
K(Φ0(F ),...,ΦlF (F ))({wk}) = K(Φ0(F ),...,ΦlF−1(F ))(S).
The vertex wk attaches to KΘk−1(S) in the 1-skeleton of Γ(Θk), and
so attaches to the vertices KΘk−1(F ) ∩ KΘk−1(S) in the 1-skeleton
of
Γ((Φ0(F ), ...,ΦlF−1(F ))(Θ0,...,Θk−1)).
By Proposition 2.2.2, φΘk−1,F maps KΘk−1(F ) ∩ KΘk−1(S) to the
set Klk
Θk−1
(F )(S) in WΘk−1(F ), so that the proposition holds in this
case.
(5) Suppose that F ∈ F5. Then KΘk(F ) = KΘk−1(F ), hence it is
clear by the definition of the induced subdivision sequences and the
relevant sets that the proposition holds in this case.

Proof of Theorem 2.2.1. We assume by induction that the theorem holds
for any simplicial complex in sd(Σi) where i < d − 1. For the base case,
when i = 0, Σ0 is a point, and sd(Σ0) contains Σ0 only. Γ(Σ0) is empty,
and so f(Γ(Σ0)) = γ(Σ0) = 1. Suppose a subdivision is made on Θ ∈
sd(Σd−1) in an edge S to obtain Θ′, and w is the unique vertex in VΘ′ −VΘ.
Then by the construction of Γ(Θ′), and by Proposition 2.2.3, the faces of
Γ(Θ′)− Γ(Θ) are F ∪ {w} for all F ∈ lkΘ(S). Therefore,
f(Γ(Θ′))− f(Γ(Θ)) = tf(Γ(lkΘ(S))),
and by the inductive hypothesis we have
f(Γ(lkΘ(S))) = γ(lkΘ(S)).
Also, by Proposition 1.6.4
γ(Θ′)− γ(Θ) = tγ(lkΘ(S)),
so that
f(Γ(Θ′))− f(Γ(Θ)) = γ(Θ′)− γ(Θ).
Since f(Γ(Σd−1)) = 1 and γ(Σd−1) = 1, by induction on the number
of subdivisions performed, the theorem holds.

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2.3. Simple graphic zonotopes
In this section we show that the Nevo and Petersen conjecture holds for
graphic zonotopes. Graphic zonotopes are defined in [25, Section 8.6] and
[26, Section 5], to which the reader is referred for further details.
A zonotope Z is the Minkowski sum of one-dimensional polytopes.
Given a graph G = (V,E) with no loops or multiple edges, with vertex
set V = [n] and edge set E, the graphic zonotpe ZG is the Minkowski sum
of the line segments {ei−ej | {i, j} ∈ E}, where e1, ..., en are the endpoints
of the coordinate vectors in Rn. A biconnected component of a graph G is
a maximal (with respect to number of vertices) induced subgraph BG of G
such that the removal of any vertex of BG results in a connected graph. The
following proposition and corollary are taken from [26, Section 5]:
Proposition 2.3.1. [21, Remark 5.2],[26, Proposition 5.2]. The graphic
zonotope corresponding to a graph G = (V,E) is a simple polytope if
and only if every biconnected component of G is a complete subgraph.
If V1, ..., Vr are the vertex sets for these complete subgraphs, then ZG is
isomorphic to the Cartesian product of usual permutohedra of dimensions
|Vj| − 1 for j = 1, ..., r.
Corollary 2.3.2. [26, Corollary 5.4]. Let ZG be a simple graphic zonotope.
Then ZG is flag, and its f -, h- and γ-polynomial respectively are equal to
the products of the f -, h- and γ-polynomial of the (|Vj| − 1)-dimensional
permutohedra, for j = 1, ..., r, where the Vj are as mentioned in Proposi-
tion 2.3.1.
The following corollary is a simple consequence of this:
Corollary 2.3.3. Let ZG be a simple graphic zonotope. Then ZG satisfies
the Nevo and Petersen conjecture, that is, Conjecture 0.0.3.
Proof. Recall from Example 1.6.2 that the dual simplicial complex of the
(d− 1)-dimensional permutohedron, which is denoted ΘPB(Kd) , is in the set
sd(Σd−2). Hence there exists a subdivision sequence
(Σd−2, ...,ΘPB(Kd)),
which we will denote by Sd such that
f(Γ(Σd−2, ...,ΘPB(Kd))) = γ(ΘPB(Kd)).
Therefore if ZG is a graphic zonotope, and V1, ..., Vr are the vertex sets of
the biconnected componenets of G, then
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γ(ZG) = f(Γ(S|V1|) ∗ · · · ∗ Γ(S|Vr |)).
Since the join of flag simplicial complexes is flag, the proposition holds.

CHAPTER 3
The Nevo and Petersen conjecture for nestohedra
In this Chapter we discuss the work in [3], in which we prove the Nevo
Petersen conjecture for flag nestohedra. Specifically, we prove the follow-
ing theorem:
Theorem 3.0.4. If PB is a flag nestohedron, there is a flag simplicial com-
plex Γ(B) such that f(Γ(B)) = γ(PB). In particular γ(PB) satisfies the
Frankl-Füredi-Kalai inequalities.
This Theorem is implied by the more general Theorem 2.0.6 in Chapter
2, since nestohedra are included in the class of polytopes sd(Σd−1). The
work in this chapter is included in this thesis since it was completed before
[2], the proofs are simpler than those that lead to Theorem 2.0.6, and they
provide insight into the reason Theorem 3.0.4 holds true.
In Section 3.1 we include some background theory on nestohedra that
is required in this Chapter. In Section 3.2 we include some theory on face
shavings of nestohedra. In Section 3.3 we define the construction Γ(B) and
include the theory up to and including the proof of Theorem 3.0.4. Our con-
struction of Γ(B) depends on the choice of a flag ordering for B, which we
define in Section 3.3. The flag ordering we define corresponds to a subdivi-
sion sequence as defined in Chapter 2. In Section 3.4 we show in Corollary
3.4.2 that the flag simplicial complexes defined in this chapter are equiva-
lent those those defined in Chapter 2. In Section 3.5 we compare the flag
simplicial complexes Γ(B) to those defined by Nevo and Petersen in [23] for
particular flag nestohedra. In the special cases considered by [23] our Γ(B)
does not always coincide with the complex they construct. We also give
combinatorial defintions for Γ(B) when B = B(Kn) and B = B(K1,n−1).
This yields a recurrence formula for γ(B(K1,n−1)) which appears in Sec-
tion 3.5.4.
3.1. Building sets and nestohedra
This section requires knowledge of the material in Chapter 1; the most
relevant sections are Section 1.4 and 1.6. Here we discuss definitions and
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results on building sets that are used to prove Theorem 3.0.4.
The conditions in Proposition 3.1.1 determine whether a building set is
flag, and are the original conditions given in [26].
Proposition 3.1.1. [26, Proposition 7.1]. For a building set B, the following
are equivalent:
(1) PB is flag.
(2) If J1, ...., Jm, m ≥ 2, are disjoint and J1 ∪ · · · ∪ Jm ∈ B, then the
sets can be reindexed so that for some k such that 1 ≤ k ≤ m − 1,
J1 ∪ · · · ∪ Jk ∈ B and Jk+1 ∪ · · · ∪ Jm ∈ B.
(3) If N ⊆ B\Bmax such that
– for any I, J ∈ N either I ⊆ J , J ⊆ I or I ∩ J = ∅,
– for any I, J ∈ N such that I ∩ J = ∅, one has I ∪ J 6∈ B,
then N is a nested set.
A minimal flag building setD on a set S is a connected building set on S
that is flag, such that that no proper subset of its elements form a connected
flag building set on S. Minimal flag building sets are described in detail in
[26, Section 7.2]. They take the form of a binary tree, where the vertices
biject to elements of D, and the direct descendants of any non-leaf vertex
that represents an element I ∈ D are the two elements in D whose disjoint
union is I . For any minimal flag building set D, γ(D) = 1 (see [26, Section
7.2]).
Example 3.1.2. Let D be the minimal flag building set on [4] given by
{{1}, {2}, {3}, {4}, {1, 2}, {3, 4}, [4]}.
The binary tree that corresponds to D is illustrated in Figure 3.1.2 below.
[4]
{1,2} {3,4}
{1} {2} {3} {4}
Let B be a building set. A binary decomposition or decomposition of
a non-singleton element I ∈ B is a set D ⊆ B that forms a minimal flag
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building set on I . Suppose that I ∈ B has a binary decomposition D. The
two maximal elements D1, D2 ∈ D − {I} with respect to inclusion are
the maximal components of I in D. The following lemma gives another
definition of when a building set is flag.
Lemma 3.1.3. A building set B is flag if and only if every non-singleton
I ∈ B has a binary decomposition.
Proof. The only if part follows immediately from [26, Proposition 7.3].
For the if part, suppose that B is a building set and every element has a
binary decomposition. We show that B is flag by showing that part (3) of
Proposition 3.1.1 holds. Suppose by contradiction that (3) does not hold so
that there exists a set S = {S1, ..., Sk} ⊂ B, k ≥ 3, such that Si ∩ Sj = ∅,
Si ∪ Sj 6∈ B for all i 6= j, and S1 ∪ · · · ∪ Sk = I ∈ B. Fix a decomposition
D of I . Now consider all one element sets of D (the set of all {i} such
that i ∈ I). They are each a subset of one element of S . Suppose by
induction that all elements in D that are sets with ≤ i elements are a subset
of one element of S . Then any i + 1 element subset of D must also be
contained in one element of S . This is true since each i+ 1 element subset
of D is the union of two elements of D each with less than i + 1 elements.
These two subsets must be contained in the same element of S since if they
were contained in two distinct elements then their union would intersect
two elements Si and Sj of S which implies Si ∪ Sj ∈ B. As the size of
the elements of the decomposition increase, they are eventually equal to I ,
which implies that k = 1, a contradiction since k ≥ 3. 
The previously mentioned criterion for a building set to be flag, Proposi-
tion 1.4.7, is a consequence of Lemma 3.1.3. It is clear that if every element
in a building set has a decomposition, then every element in the building set
is a disjoint union of two elements in the building set. Suppose that B is a
building set in which every element is the disjoint union of two elements in
the building set. Then for any element I ∈ B, we may form a subset I of
B, such that I ∈ I, and for any J ∈ I, there are elements J1, J2 ∈ I such
that J1 ∩ J2 = ∅ and J1 ∪ J2 = J . The set I contains a decomposition of I .
Hence every element in B has a binary decomposition.
Lemma 3.1.4. Suppose B is a flag building set. If I, J ∈ B and J ( I ,
then there is a decomposition of I in B that contains J .
Proof. Consider the set {J, {i1}, ..., {ik}} where {i1, ..., ik} = I − J . This
is a set of disjoint elements whose union is in B. Therefore, by Proposition
3.1.1 part (2) we can reindex these sets until we obtain two disjoint sets each
in B whose union is I . We can repeatedly perform this same procedure on
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the elements in {J, {i1}, {i2}, ..., {ik}} that are subsets of each of the new
sets obtained at each step. All of the new sets obtained with reindexing,
together with a decomposition of J and the element I , are a decomposition
of I that contains J . 
3.2. Face shavings of flag nestohedra
The following Theorem is proven by Volodin [31].
Theorem 3.2.1. [31, Lemma 6]. Let B and B′ be connected flag building
sets on [n] such that B ⊆ B′. Then B′ can be obtained from B by succes-
sively adding elements so that at each step the set is a flag building set.
Suppose that a connected flag building set B′ on [n] is obtained from
a flag building set B on [n] by adding an element I . Then I has a binary
decomposition in B′ with two maximal components D1, D2. This implies
that PB′ can be obtained by shaving the codimension 2 face of PB that cor-
responds to the nested set {D1, D2}.
Lemma 3.2.2. Let B be a building set with nestohedron PB. Suppose that
F0 is a facet of PB corresponding to a (non-maximal) building set element I .
Then the face poset of F0 is isomorphic to the poset of faces of PB|I ×PB/I .
Proof. The poset of faces of F0 is the subposet of the faces of P , consisting
of faces that are contained in F0. Since the facet F0 corresponds to the
nested set {I}, the set of faces of P that are contained in F0 correspond to
nested sets that contain I . The simplicial complex of nested sets of B that
contain I is isomorphic to ∆B|I ∗∆B/I . The isomorphism is given by
(N1, N2) ∈ ∆B|I ∗∆B/I 7→ N1 ∪N
′
2 ∪ {I},
where N ′2 := {D |D ∈ N2 and D∪I 6∈ B}∪{D∪I |D ∈ N2, D∪I ∈ B}.
It is not too hard to see that this is a map to nested sets that contain I , that
preserves the inclusion relation, and that is injective and surjective.

[31, Proposition 5] states that if a polytope Q can be obtained from
a simple n-dimensional polytope P by shaving a face G of dimension k
to obtain a new facet F0, then F0 is combinatorially equivalent to G ×
∆n−k−1, where ∆d denotes the d-dimensional simplex. If G is of dimen-
sion n−2 then F0 is combinatorially equivalent to G×∆1, so that γ(F0) =
γ(G)γ(∆1) = γ(G). Hence, in the case that the polytopes are flag nestohe-
dra, using Lemma 3.2.2, we can rewrite [17, Proposition 2.4.3] as:
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Lemma 3.2.3. IfB′ is a flag building set on [n] obtained from a flag building
set B on [n] by adding an element I then
γ(B′) =γ(B) + tγ(B′|I)γ(B
′/I)
=γ(B) + tγ(B|I)γ(B/I).
Proof. The first identity is a direct consequence of the preceding discus-
sion. From the definition of the contraction of a building set we have that
B′/I = B/I so that γ(B′/I) = γ(B/I). Let D1, D2 be the maximal com-
ponents of I in the decomposition of I in B′. They are unique since I 6∈ B.
Using Lemma 1.4.11 below we have that B′|I = D[B|D1 ,B|D2 ] where D is
the building set {{1}, {2}, [2]}. Hence
γ(B′|I) = γ(D)γ(B|D1)γ(B|D2) = γ(D)γ(B|I) = γ(B|I).

Note that if B is a flag building set on [n] and I ∈ B, then B/I and B|I
are flag building sets. This is obvious for B|I . For the claim about B/I ,
we let D ∈ B/I . Then if D ∈ B there exist two elements D1, D2 in B/I
such that D1 ∩D2 = ∅ and D1 ∪D2 = I . If D 6∈ B then D ∪ I ∈ B, and
since I ⊆ I ∪D, by Lemma 3.1.4, I is in a decomposition D of I ∪D and
this implies there are two elements D1, D2 ∈ D such that D1 ∩ D2 = ∅,
D1∪D2 = D∪I , and I is a proper subset of either D1 or D2. Let Di denote
the image of Di in the contraction. Then D1 ∩D2 = ∅ and D1 ∪D2 = D.
Using Theorem 3.2.1 and Lemma 3.2.3, [31] shows the following two
Theorems. Their proof uses the inductive hypothesis that both γ(B′|I) and
γ(B′/I) of Lemma 3.2.3 are such that γ(B′|I) ≥ 0 and γ(B′/I) ≥ 0.
Theorem 3.2.4. [31, Theorem 2]. For any flag nestohedron PB we have
γ(B) ≥ 0.
Theorem 3.2.5. [31, Theorem 3] [8, Theorem 1.1]. If B and B′ are con-
nected flag building sets on [n] and B ⊆ B′, then γ(B) ≤ γ(B′).
3.3. The flag simplicial complex Γ(O) for a flag ordering O of B
For a building set B with maximal elements Bmax = {J1, ..., Jα}, let
Bi = B|Ji for i = 1, .., α. Then we have
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PB = PB1 × PB2 × · · · × PBα
which implies that if γ(Bi) = f(Γ(Bi)) for some flag simplicial complex
Γ(Bi), then
γ(B) = γ(B1)γ(B2) · · · γ(Bα) = f(Γ(B1) ∗ Γ(B2) ∗ · · · ∗ Γ(Bα)).
Hence to prove Theorem 3.0.4 we need only consider connected flag build-
ing sets.
Suppose that B is a connected flag building set on [n], D is a decom-
position of [n] in B, and I1, I2, ..., Ik is an ordering of B − D, such that
Bj = D ∪ {I1, I2, ..., Ij} is a flag building set for all j. (Such an ordering
exists by Theorem 3.2.1). We call the pair consisting of such a decompo-
sition D and the ordering on B − D a flag ordering of B, denoted O, or
(D, I1, ...., Ik). For any Ij ∈ B − D, we say an element in Bj−1 is earlier
in the flag ordering than Ij , and an element in B − Bj is later in the flag
ordering than Ij .
Example 3.3.1. Consider the building set B := B(Path4). Then a possible
flag ordering of B is
(D, {1, 2, 3}, {2, 3, 4}, {2, 3}),
where
D = {{1}, {2}, {3}, {4}, {1, 2}, {3, 4}, [4]}.
The ordering of B −D given by
{1, 2, 3}, {2, 3}, {2, 3, 4}
does not give a flag ordering since D ∪ {1, 2, 3} ∪ {2, 3} is not a building
set.
For any j ∈ [k] define
Uj := {i | i < j, Ii 6⊆ Ij, there is no J ∈ Bi−1 such that J\Ij = Ii\Ij},
and
Vj := {i | i < j, Ii ⊆ Ij, ∃ J ∈ Bi−1 such that Ii ( J ( Ij}.
If i ∈ Uj ∪ Vj then we say that Ii is non-degenerate with respect to Ij . If
Ii ∈ Bj−1 and i 6∈ Uj ∪Vj then Ii is degenerate with respect to Ij . Degener-
ate elements with respect to Ij that are not contained in Ij are elements that
we need not consider as contributing to the building set Bj/Ij . The set of
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degenerate elements with respect to Ij that are subsets of Ij , together with
Ij , forms a decomposition of Ij in Bj|Ij .
Given a flag building set B with flag ordering O = (D, I1, ..., Ik) define
a graph on the vertex set
VO = {v(I1), ..., v(Ik)},
where for any i < j, v(Ii) is adjacent to v(Ij) if and only if i ∈ Uj ∪ Vj .
Then define a flag simplicial complex Γ(O) whose faces are the cliques in
this graph. If the flag ordering is clear then we denote Γ(O) by Γ(B). For
any I ⊆ [k], we let Γ(O)|I denote the induced subcomplex of Γ(O) on the
vertices v(Ii) for all i ∈ I .
Example 3.3.2. Consider the flag building set B(Path5) on [5]. It has a
flag ordering O given by
D = {{1}, {2}, {3}, {4}, {5}, [2], [3], [4], [5]},
and
I1 = {3, 4}, I2 = {2, 3, 4}, I3 = {2, 3}, I4 = {2, 3, 4, 5}, I5 = {3, 4, 5},
I6 = {4, 5}. Then Γ(O) has only two edges, namely
{v(I2), v(I6)} and {v(I3), v(I4)}.
These are edges because I2 = {2, 3, 4} is the earliest element which has
image {2, 3} in the contraction by I6, and the element I3 = {2, 3} is a sub-
set of I2 = {2, 3, 4} which is in turn a subset of I4.
Now D/Ik is a decomposition of [n] − Ik, and we have an induced
ordering of (B/Ik) − (D/Ik), where the ith element is I ′ui := Iui\Ik if
ui is the ith element of Uk (listed in increasing order). Then for all i,
D/Ik ∪ {I
′
u1
, ..., I ′ui} is a flag building set. Hence we can also define a
flag simplicial complex Γ(B/Ik). We label the vertices of Γ(B/Ik) by
v(I ′u1), v(I
′
u2
), ..., v(I ′u|Uk|
).
Claim 3.3.3. Let B be a connected flag building set with flag ordering given
by (D, I1, ..., Ik). For all J ∈ B let J ′ = J\Ik. If J ′ 6= ∅, j ∈ Uk, and
J ∈ Bj−1 then J ⊆ Ij if and only if J ′ ⊆ I ′j .
Proof. ⇒: It is clear that J ⊆ Ij implies J ′ ⊆ I ′j .
⇐: Suppose for a contradiction that J ′ ⊆ I ′j and J 6⊆ Ij . Then J∩Ij 6= ∅
and J∪Ij 6= Ij , which implies that (since Bj is a building set) J∪Ij ∈ Bj−1.
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We also have that (J ∪ Ij)′ = I ′j , which implies that Ij is degenerate with
respect to Ik, a contradiction. 
Proposition 3.3.4. Let B be a connected flag building set with flag ordering
given by (D, I1, ..., Ik). Then Γ(B/Ik) ∼= Γ(B)|Uk . The map on the vertices
is given by v(I ′i) 7→ v(Ii).
Proof. Γ(B)|Uk is a flag simplicial complex with vertex set
v(Iu1), v(Iu2), ..., v(Iu|Uk|)
and Γ(B/Ik) is a flag simplicial complex with vertex set
v(I ′u1), v(I
′
u2
), ..., v(I ′u|Uk|
).
Suppose that i < j where i, j ∈ Uk. We need to show that {v(I ′j), v(I ′i)} ∈
Γ(B/Ik) if and only if {v(Ij), v(Ii)} ∈ Γ(B)|Uk . We will show the follow-
ing:
a) If Ii ⊆ Ij (by Claim 3.3.3, equivalently I ′i ⊆ I ′j) then {v(I ′j), v(I ′i)} ∈
Γ(B/Ik) if and only if {v(Ij), v(Ii)} ∈ Γ(B)|Uk .
b) If Ii 6⊆ Ij (by Claim 3.3.3, equivalently I ′i 6⊆ I ′j) then {v(I ′j), v(I ′i)} ∈
Γ(B/Ik) if and only if {v(Ij), v(Ii)} ∈ Γ(B)|Uk .
(1) ⇒: Suppose that {v(I ′j), v(I ′i)} ∈ Γ(B/Ik), so that there exists
J ∈ Bi−1 such that I ′i ( J ′ ( I ′j . By Claim 3.3.3, J ⊆ Ij and since
Ii ⊆ Ij this implies J ∪ Ii ⊆ Ij . Since J ∩ Ii 6= ∅ we have J ∪ Ii ∈ Bi−1.
Hence Ii ( J ∪ Ii ( Ij which implies {v(Ii), v(Ij)} ∈ Γ(B)|Uk .
⇐: Suppose {v(Ii), v(Ij)} ∈ Γ(B)|Uk , so that there exists J ∈ Bi−1
such that Ii ( J ( Ij . Then I ′i ⊆ J ′ ⊆ I ′j , and J ′ 6= I ′i or I ′j since i, j ∈ Uk,
so that I ′i ( J ′ ( I ′j . Hence {v(I ′i), v(I ′j)} ∈ Γ(B/Ik).
(2) ⇒: Suppose that {v(I ′i), v(I ′j)} ∈ Γ(B/Ik), and suppose for a con-
tradiction that {v(Ii), v(Ij)} 6∈ Γ(B)|Uk . Then there exists J ∈ Bi−1 such
that J\Ij = Ii\Ij . Then J ′\I ′j = I ′i\I ′j which implies the contradiction that
{v(I ′i), v(I
′
j)} 6∈ Γ(B/Ik).
⇐: We will prove the contrapositive that {v(I ′i), v(I ′j)} 6∈ Γ(B/Ik) im-
plies that {v(Ii), v(Ij)} 6∈ Γ(B)|Uk . Now {v(I ′i), v(I ′j)} 6∈ Γ(B/Ik) implies
there exists M ∈ Bi−1 such that M ′\I ′j = I ′i\I ′j .
• Assume that M ⊆ Ii, and for this case refer to Figure 1. Let
R := Ik ∩ (Ii\(M ∪ Ij)), and let J := Ii\(M ∪ Ik). Since M ⊆ Ii,
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by Lemma 3.1.4 there exists a decomposition of Ii in Bi that con-
tains M . Hence M is contained in a maximal component D of
this decomposition. Let D′ be the other maximal component. If
D′ ∩ R = ∅ then {v(Ii), v(Ij)} 6∈ Γ(B)|Uk since D\Ij = Ii\Ij ,
hence the desired condition holds. If D′∩J = ∅ then Ii\Ik = D\Ik
which contradicts i ∈ Vk. If D′ ∩ J 6= ∅ and D′ ∩ R 6= ∅ then
(D′ ∪ Ij)\Ik = Ij\Ik which contradicts j ∈ Vk.
FIGURE 1. A picture of the sets in case (2), assuming M ⊆
Ii. Note that Ii\(M ∪ Ij ∪ Ik) = ∅ by the definition of M .
Ii
M
Ij
Ik
∅
J
R
• Assume that M 6⊆ Ii. For this case refer to Figure 2. Let H :=
Ii\(Ij ∪ Ik). In (Bj/Ik)/I ′j both I ′i and M ′ have the same image that
is given by H , and H 6= ∅ since H = ∅ implies I ′i ⊆ I ′j . Let K :=
M\(Ik ∪ Ii). Then K 6= ∅ since K = ∅ implies Ii\Ik = M\Ik,
which contradicts i ∈ Vk. Let L := M\(Ii ∪ Ij). Now if L = ∅,
then {v(Ii), v(Ij)} 6∈ Γ(B)|Uk since M\Ij = Ii\Ij , so the desired
condition holds. Suppose now L 6= ∅. Then M intersects each of
H,K and L. Let J be a minimal (for inclusion) element in in Bi−1
that intersects H,K and L. Then |J | ≥ 3 and at least one of the
elements in the decomposition of J (in Bi−1) must intersect exactly
two of K,H and L. Denote such an element by Dˆ. If Dˆ intersects
K and L then (Ij ∪ Dˆ)\Ik = Ij\Ik which contradicts j ∈ Vk. If
Dˆ intersects both K and H then {v(Ii), v(Ij)} 6∈ Γ(B)|Uk since
(Ii ∪ Dˆ)\Ij = Ii\Ij , so the desired condition holds. If Dˆ intersects
L and H then (Ii ∪ Dˆ)\Ik = Ii\Ik, which contradicts i ∈ Vk.
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FIGURE 2. A picture of the sets in case (2), assuming M 6⊆
Ii. Note that Ii\(M ∪ Ij ∪ Ik) = ∅ by the definition of M .
Ii
M H
L K
Ij
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∅

We now consider the flag building set B|Ik . It is not necessarily true that
D|Ik is a decomposition of Ik. Let
Dk := D|Ik ∪ {Ij | Ij ⊆ Ik, j 6∈ Vk}.
Then Dk is a decomposition of Ik in B, and for any j we have that Dk ∪
{Ii | i ≤ j and i ∈ Vk} is a connected flag building set on Ik. We define
Γ(B|Ik) to be the flag simplicial complex Γ(O) with respect to the flag or-
dering O of B|Ik with decomposition Dk and ordering of B|Ik − Dk given
by Iv1 , Iv2 , ..., Iu|Vk| where vj is the jth element of Vk listed in increasing
order. We label the vertices of Γ(B|Ik) by v(Iv1), ..., v(Iu|Vk|) rather than by
their index in Vk. In keeping with the notation that Bj is the flag building
set obtained after adding elements indexed up to j, we let (B|Ik)j denote the
flag building set Dk ∪ {Ii | i ≤ j and i ∈ Vk}, so that Γ((B|Ik)j) is defined.
Note then that for any j, Bj|Ik ⊆ (B|Ik)j .
Proposition 3.3.5. Let B be a connected flag building set with flag ordering
given by (D, I1, ..., Ik). Then Γ(B|Ik) = Γ(B)|Vk .
Proof. Both Γ(B|Ik) and Γ(B)|Vk are both flag simplicial complexes with
the vertex set v(Iv1), v(Iv2), ..., v(Iu|Vk|). We need to show that for any i, j ∈
Vk where i < j, {v(Ii), v(Ij)} ∈ Γ(B)|Vk if and only if {v(Ii), v(Ij)} ∈
Γ(B|Ik).
⇒: Suppose that {v(Ii), v(Ij)} ∈ Γ(B)|Vk . First assume that Ii ⊆ Ij .
Then there is some J ∈ Bi−1 such that Ii ( b ( Ij . Since J ∈ Bi−1|Ik and
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Bi−1|Ik ⊆ (B|Ik)i−1 this implies that {v(Ii), v(Ij)} ∈ Γ(B|Ik).
Now suppose that Ii 6⊆ Ij . Suppose for a contradiction that {v(Ii), v(Ij)}
is not in Γ(B|Ik). Then there exists some D ∈ Dk − D|Ik , D 6∈ Bi−1, such
that D ∪ Ij = Ii ∪ Ij . Since i ∈ Vk there exists some J ∈ Bi−1 such that
Ii ( J ( Ik. Since {v(Ii), v(Ij)} ∈ Γ(B)|Vk we have that J\(Ii ∪ Ij) 6= ∅.
Since the index of D is not in Vk, every element in the restriction to Ik that
is earlier than D in the flag ordering is a subset of it or does not intersect it.
This implies J ⊆ D, so D\(Ii∪Ij) 6= ∅, which contradicts D∪Ij 6= Ii∪Ij .
⇐: Suppose that {v(Ii), v(Ij)} ∈ Γ(B|Ik). First assume that Ii ⊆ Ij ,
so that there is some D ∈ (B|Ik)i−1 such that Ii ( d ( Ij . If D ∈ Bi−1|Ik
then clearly {v(Ii), v(Ij)} ∈ Γ(B)|Vk as desired. If D 6∈ Bi−1|Ik then D ∈
Dk −D|Ik . Since i ∈ Vk there exists some J ∈ Bi−1 such that Ii ( J ( Ik.
Since the index of D is not in Vk we have that Ii ( J ( J . This is because
J either contains or does not intersect elements that are earlier in the flag
ordering and contained in Ik. Then since D ( Ij this implies J ( Ij and
since J ∈ Bi−1 and Ii ( J ( Ij this implies {v(Ii), v(Ij)} ∈ Γ(B)|Vk .
Now assume that Ii 6⊆ Ij . Suppose for a contradiction that {v(Ii), v(Ij)}
is not in Γ(B)|Vk . Then there exists J ∈ Bi−1|Ik such that J ∪ Ij = Ii ∪ Ij .
Since Bi−1|Ik ⊆ (B|Ik)i−1 this contradicts {v(Ii), v(Ij)} ∈ Γ(B|Ik).

Theorem 3.3.6. Let B be a connected flag building set with flag ordering
O. Then γ(B) = f(Γ(O)).
Proof. This is a proof by induction on the number of elements of B − D.
The result holds for k = 0 since f(Γ(D)) = 1 = γ(D). So we assume
k ≥ 1 and that the result holds for all connected flag building sets with a
smaller value of k.
By Propositions 3.3.4 and 3.3.5 and the inductive hypothesis we have
that
f(Γ(B)|Uk) = f(Γ(B/Ik)) = γ(B/Ik),
and
f(Γ(B)|Vk) = f(Γ(B|Ik)) = γ(B|Ik).
Suppose that u ∈ Uk and w ∈ Vk. Then {v(Iu), v(Iw)} ∈ Γ(B), for sup-
pose for a contradiction that {v(Iu), v(Iw)} 6∈ Γ(B). Suppose that u < w.
Then there is some element J ∈ Bu−1 such that J ∪ Iw = Iu ∪ Iw. This
implies that J ∪ Ik = Iu ∪ Ik which contradicts u ∈ Uk. Suppose that
w < u. Then either Iu ∩ Iw = ∅ or Iw ⊆ Iu (otherwise Iu ∪ Iw makes
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Iu degenerate with respect to Ik). Suppose that Iw ∩ Iu = ∅. Then since
{v(Iu), v(Iw)} 6∈ Γ(B), there exists J ∈ Bw−1 such that J ∪ Iu = Iw ∪ Iu,
and J ∩ Iu 6= ∅. Then J ∪ Iu makes Iu degenerate with respect to Ik, a
contradiction. Suppose that Iw ⊆ Iu. Now w ∈ Vk implies there is some
J ∈ Bw−1 such that Iw ( J ( Ik. Also, J ⊆ Iu else J ∪ Iu makes Iu
degenerate with respect to Ik. However, this implies the contradiction that
{v(Iu), v(Iw)} ∈ Γ(B) since Iw ( J ( Iu.
Hence
Γ(B)|Uk∪Vk = Γ(B)|Uk ∗ Γ(B)|Vk ,
and therefore
f(Γ(B)|Uk∪Vk) = f(Γ(B)|Uk)f(Γ(B)|Vk) = γ(B/Ik)γ(B|Ik).
Since the vertex v(Ik) is adjacent to the vertices indexed by elements in
Uk ∪ Vk we have
f(Γ(B)) = f(Γ(Bk−1)) + tγ(B/Ik)γ(B|Ik).
By the induction hypothesis this implies that
f(Γ(B)) = γ(Bk−1) + tγ(B|Ik)γ(B/Ik),
which implies that f(Γ(B)) = γ(B) by Theorem 3.2.3. 
For two flag orderings O1, O2 of a connected flag building set B, it is
not necessarily true that the flag simplicial complexes Γ(O1), Γ(O2) are
equivalent (up to change of labels on the vertices) even if they have the
same decomposition. The following example provides a counterexample.
Example 3.3.7. Let B = B(Cyc5), and let
D = {{1}, {2}, {3}, {4}, {5}, [2], [3], [4], [5]}.
Let O1 be the flag ordering with decomposition D and the following order-
ing of B −D:
{2, 3}, {2, 3, 4}, {2, 3, 4, 5}, {4, 5}, {3, 4, 5}, {3, 4},
{3, 4, 5, 1}, {4, 5, 1, 2}, {5, 1, 2, 3}, {4, 5, 1}, {5, 1, 2}, {1, 5}.
Let O2 be the flag ordering with decomposition D and the following order-
ing of B −D:
{2, 3}, {2, 3, 4}, {2, 3, 4, 5}, {3, 4}, {3, 4, 5}, {4, 5}, {3, 4, 5}, {3, 4},
{3, 4, 5, 1}, {4, 5, 1, 2}, {5, 1, 2, 3}, {4, 5, 1}, {5, 1, 2}, {1, 5}.
Then Γ(O1) and Γ(O2) are depicted in Figure 3.
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FIGURE 3. Γ(O1) is on the left, and Γ(O2) is on the right.
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3.4. The dual simplicial complex of nestohedra
Adding building set elements in a flag ordering is equivalent to per-
forming edge subdivisions on the dual simplicial complex (see Section 3.2).
Suppose O is a flag ordering that corresponds to a subdivision sequence
(Σd−1, ...,Θ
k). In this section we show that Γ(O) is equivalent to the flag
simplicial complex Γ(Σd−1, ...,Θk) that we defined in Chapter 2.
Suppose that ΘPB ∈ sd(Σd−1) is the dual simplical complex to a flag
nestohedron PB. Suppose also that ΘPB is the result of the subdivision se-
quence (Θ0, ...,Θk), (so Θk = ΘPB), that corresponds to a flag ordering
O = (D, I1, ..., Ik) of B. This implies that the vertex wi ∈ Θk corresponds
to the building set element Ii (this is also the label of the corresponding face
of PB). Again we assume that the last edge to be subdivided is S = {sa, sb}.
Thus, if Ja is the building set element corresponding to sa and Jb corre-
sponds to sb then Ja ∩ Jb = ∅ and Ja ∪ Jb = Ik.
Proposition 3.4.1. Let Θk be given as above. Then h ∈ Uk ∪ Vk if and only
if wh ∈ KΘk({wk}).
Proof. Let {Jm1 , ..., Jmn} be the maximal elements of the restriction to Ik
in Bh, and let Jh1, Jh2 denote the (unique) two elements in Bh−1 such that
Jh1 ∩ Jh2 = ∅ and Jh1 ∪ Jh2 = Ih. First we note that wh ∈ KΘk({wk})
is equivalent to wh ∈ KΘh({wml}) for 1 ≤ l ≤ n. This is true since
wh ∈ KΘh({wml}) for 1 ≤ l ≤ n implies that for all of the elements
Iβ ∈ Bk, β > h that are subsets of Ik, and such that Iβ is a maximal subset
of Ik inBβ , we also havewh ∈ KΘβ({wβ}). Conversely,wh 6∈ KΘh({wml})
for some l ∈ {1, ..., n} implies that wh 6∈ KΘβ(wβ) for all β > h such that
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Iml ⊆ Iβ ⊆ Ik and Iβ is a maximal subset of Ik in Bβ .
• First we suppose that Ih ⊆ Ik. We show that h ∈ Vk if and only if
wh ∈ KΘk({wk}).
Suppose that h ∈ Vk, i.e. Ih ⊆ Ik and there exists a building
set element Jml that is earlier than Ih in the flag ordering such that
Ih ( Jml ( Ik (note that it is possible that Jml = Ja or Jb). Then
each of the vertices in the set {wm1 , ..., wmn} are adjacent to both of
the vertices wh1 and wh2, since any pair are a nested set. Thus we
have wh ∈ KΘk({wml}) for 1 ≤ l ≤ n, so that wh ∈ KΘk({wk}).
To show that wh ∈ KΘk({wk}) implies h ∈ Vk, we show the
contrapositive, that h 6∈ Vk implies that wh 6∈ KΘk({wk}). Now
h 6∈ Vk implies that Ih = Jml for some 1 ≤ l ≤ n, so that
wh = wml 6∈ KΘh({wml}) and (by the reasoning given above) this
implies that wh 6∈ KΘk({wk}).
• Now suppose that Ih 6⊆ Ik. We show that h ∈ Uk if and only if
wh ∈ KΘk({wk}).
Suppose that h ∈ Uk. Then Ih ∩ Ik is a union of maximal el-
ements in the set Jm1 , .., Jmn . Also, each of the maximal elements
Jm1 , ..., Jmn can intersect at most one of Ih1 or Ih2, and cannot be
equal to one of Ih1 or Ih2 since this implies that h 6∈ Uk. We there-
fore have that every Jml , 1 ≤ l ≤ n is a nested set with either of
Ih1 and Ih2 since they are a subset of it, or if not a subset of it and
their union was in Bh−1 then we would not have h ∈ Uk. Hence wh1
and wh2 are adjacent to all of the vertices wm1 , ..., wmn in Θh−1, and
therefore wh ∈ KΘk({wk}).
Suppose that wh ∈ KΘk({wk}). Then this implies wh is in
KΘh({wml}) for all 1 ≤ l ≤ n, i.e. that wh1 and wh2 are adja-
cent to each of wml in Θh. This implies that neither Ih1 or Ih2 are in
{Jm1 , ..., Jmn} and neither Ih1 or Ih2 can be a union of elements in
{Jm1 , ..., Jmn} (since these are the maximal elements). Since each
of Ih, Ih1, Ih2 are a nested set with each of Jm1 , ..., Jml we have
that each of Ih ∩ Ik, Ih1 ∩ Ik and Ih2 ∩ Ik is a union of elements of
Jm1 , ..., Jml . This implies that neither Ih1 nor Ih2 is contained in Ik.
Suppose for a contradiction that h 6∈ Uk, so that there is an element
Iα that is earlier than Ih in the flag ordering that has the same image
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in the contraction by Ik as Ih. We suppose that Iα is maximal with
respect to this property and will consider the following three cases
for Iα.
– Suppose that neither Iα ⊆ Ih nor Ih ⊆ Iα. Then (using the
building set axioms) this implies the contradiction that Iα is
not maximal with this property.
– If Iα ⊆ Ih then we have the contradiction that there is an el-
ement that is a subset of Ih earlier in the flag ordering that
intersects both Ih1 and Ih2.
– If Ih ⊆ Iα then consider a decomposition of Iα in Bα. Note
that since Iα is maximal with this property that Iα is the dis-
joint union of three sections: Ih1, Ih2 andG := Iα−(Ih1∪Ih2),
where G =
⋃s
j=1 Jij is a union of elements in Jm1 , ..., Jmn .
Fix a decompositon D˜ of Iα in Bα. There must be an ele-
ment J ∈ D˜ that intersects exactly two elements of the set
Ih1, Ih2, Ji1, ..., Jis. To find such an element take the set of all
elements that intersect more than one of these sets, and from
this set choose an element of minimal cardinality. J cannot
intersect a pair from Ji1, ..., Jis since Jm1 , ..., Jmn are maxi-
mal subsets of Ik in Bh. J cannot intersect Ih1 and Ih2 since
this implies that Ih ∈ Bh−1. We cannot have J intersect one
of Ji1, ..., Jis and one of Ih1 and Ih2 since this contradicts the
nested set property. Hence we have a contradiction in this case
too.

Corollary 3.4.2. Suppose ΘPB is the dual simplicial complex to a flag
nestohedron PB, and that the subdivision sequence (Θ0, ...,ΘPB) is equiva-
lent to a flag ordering O of the nestohedron. Then
Γ(Θ0, ...,ΘPB)
∼= Γ(O),
where wj 7→ v(Ij).
Proof. Since Proposition 3.4.1 holds for all k, we have, for any i, j ∈
1, ..., k such that i < j that wi is adjacent to wj in Γ(ΘPB) if and only if
v(Ii) is adjacent to v(Ij) in Γ(O). 
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3.5. The flag simplicial complexes of Nevo and Petersen
In this section we compare the flag simplicial complexes that we have
defined to those defined for certain graph-associahedra by Nevo and Pe-
tersen [23]. They define flag simplicial complexes Γ(Ŝn), Γ(Ŝn(312)) and
Γ(Pn) such that
• γ(B(Kn)) = f(Γ(Ŝn)),
• γ(B(Pathn)) = f(Γ(Ŝn(312))),
• γ(B(Cycn)) = f(Γ(Pn)).
We show that there is a flag ordering for B(Pathn) so that
Γ(B(Pathn)) ∼= Γ(Ŝn(312)),
and that the analogous statement is not true for B(Kn) and B(Cycn).
We also give combinatorial descriptions for particular flag simplicial
complexes when B is the building set B(Kn) or B(K1,n−1). The best com-
binatorial description of B(Pathn) we have found matches the description
for the flag simplicial complex Γ(Ŝn(312)).
3.5.1. The flag simplicial complexes Γ(B(Kn)) and Γ(Ŝn).
The permutohedron is the nestohedron PB(Kn). Note that B(Kn) consists of
all non-empty subsets of [n]. Throughout this thesis, Sn denotes the set of
permutations of the set [n]. A descent of a permutation w = w(1)...w(n) ∈
Sn is a position i ∈ [n − 1] such that w(i) > w(i + 1). A double descent
is a position i ∈ [n− 2] such that w(i) > w(i + 1) > w(i + 2), and a final
descent is a descent at position n − 1. Ŝn denotes the set of permutations
in Sn with no double descent or final descent. The γ-polynomial of PB(Kn)
is the descent generating function of Ŝn, (see [26, Section 11]).
We will now recall the definition of Γ(Ŝn) given by Nevo and Petersen
[23, Section 4.1]. A peak of a permutation w = w1....wn in Sn is a position
i ∈ [n − 1] such that wi−1 < wi > wi+1, (where w0 := 0). We denote a
peak at position i with a bar w1..wi|wi+1...wn. Let S˜n denote the set of per-
mutations in Sn with one peak. Then Ŝn ∩ S˜n consists of all permutations
of the form
w1...wi|wi+1...wn
where 1 ≤ i ≤ n− 2, w1 < · · · < wi, wi > wi+1, wi+1 < · · · < wn.
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Define the flag simplicial complex Γ(Ŝn) on the vertex set Ŝn ∩ S˜n
where two vertices
u = u1|u2
and
v = v1|v2
with |u1| < |v1| are adjacent if there is a permutation w ∈ Sn of the form
w = u1|a|v2.
Equivalently, if v2 ⊆ u2, |u2 − v2| ≥ 2, min(u2 − v2) < max(u1) and
max(u2 − v2) > min(v2). (Since there must be two peaks in w this implies
|a| ≥ 2). The faces of Γ(Ŝn) are the cliques in this graph.
Example 3.5.1. Taking only the part after the peak, Ŝ5 ∩ S˜5 can be iden-
tified with the set of subsets of [5] of sizes 2,3 and 4 which are not {4, 5},
{3, 4, 5}, or {2, 3, 4, 5}. Then the edges of Γ(Ŝ5) are given by:
{1, 2, 3, 4} is adjacent to each of {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4},
{1, 2, 3, 5} is adjacent to each of {1, 2}, {1, 3}, {1, 5}, {2, 3}, {2, 5},
{1, 2, 4, 5} is adjacent to each of {1, 4}, {1, 5}, {2, 4}, {2, 5}, and
{1, 3, 4, 5} is adjacent to each of {3, 4}, {3, 5}.
Proposition 3.5.2. There is no flag ordering of B(K5) so that
Γ(B(K5)) ∼= Γ(Ŝ5).
Proof. Suppose for a contradiction that there is some flag ordering ofB(K5)
with decomposition D such that Γ(B(K5)) ∼= Γ(Ŝ5). Then there is some
vertex v(Ij) ∈ Γ(B(K5)) of degree 5. We consider the following three
cases:
a) |Ij| = 2,
b) |Ij| = 3,
c) |Ij| = 4.
Note that D can only be one of the following three building sets (up to
permutation of [5]):
{{1}, ..., {5}, [2], [3], [4], [5]},
{{1}, ..., {5}, {1, 2}, {3, 4}, [4], [5]},
{{1}, ..., {5}, [2], [3], {4, 5}, [5]}.
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(1) Suppose that |Ij| = 2. Then Vj = ∅ and |Uj| ≤ 2 (using the fact that
D/Ij includes at least one 2-element subset). So there are ≥ 3 Ik’s
with k > j and j ∈ Uk ∪ Vk (i.e. v(Ij) is adjacent to v(Ik)). Such
Ik’s must be two element sets not intersecting Ij or four element
sets that contain Ij . Without loss of generality (WLOG for short),
let Ij = {4, 5}.
(1a) Suppose that no three element set containing Ij occurs ear-
lier than Ij . Then the case of 4-element Ik’s cannot occur, so
{1, 2}, {1, 3}, {2, 3} are the Ik’s. Since there is a 2-element
set in D, we have WLOG {3, 5} ∈ D, implying that {3, 4, 5}
is earlier than {4, 5}, a contradiction.
(1b) Suppose that exactly one 3-element set containing Ij , WLOG
{3, 4, 5}, occurs earlier than Ij . Then {1, 3}, {2, 3}, {1, 2, 4, 5}
can’t occur among the Ik’s, so {1, 2}, {1, 3, 4, 5}, {2, 3, 4, 5}
are the Ik’s. Hence |Uj| = 2, so Bj−1/Ij consists of all
non-empty subsets of {1, 2, 3}. So ∃ J ∈ Bj−1 such that
J\Ij = {2, 3}. But then J ∈ Bj−1, {3, 4, 5} ∈ Bj−1 implies
J ∪ {2, 3, 4} = {2, 3, 4, 5} ∈ Bj−1, a contradiction.
(1c) Suppose that there are at least two 3-element sets contain-
ing Ij , WLOG {2, 4, 5} and {3, 4, 5}, that occur earlier than
Ij . Then the set {2, 3, 4, 5} occurs earlier than Ij and {1, 2},
{1, 3}, {2, 3} can’t occur among the Ik’s, so we have a con-
tradiction.
(2) Suppose that |Ij| = 3. It is easy to see that v(Ij) is not adjacent to
any vertices v(Ii) where i < j, i.e. Uj = Vj = ∅. Hence there must
be 5 elements Ik, k > j, such that j ∈ Vk ∪ Uk, and these elements
must be of size 2. Suppose WLOG that Ij = {1, 2, 3}, and that the
five elements Ik are
{1, 4}, {2, 4}, {3, 4}, {1, 5}, {2, 5}.
There is one two element subset of Ij that is earlier than Ij in the flag
ordering since Ij requires a decomposition, and this element must
have the same image in the contraction by one of {1, 4}, {2, 4},
{3, 4}, {1, 5}, {2, 5} as {1, 2, 3}, hence this case cannot occur.
(3) Suppose that |Ij| = 4. Note that Uj = ∅.
(3a) Suppose that no three element subset of Ij occurs earlier than
Ij . Then Vj = ∅, so there are at least five Ik k > j such that
j ∈ Uk ∪ Vk. These Ik’s are clearly 2-element subsets of Ij ,
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but for Ij to have a decomposition in Bj , two of the 2-element
subsets of Ij must occur earlier than Ij , a contradiction.
(3b) Suppose WLOG that Ij = {1, 2, 3, 4} and that {1, 2, 3} occurs
earlier than Ij . Since Bj−1 is a building set no other 3-element
subset of Ij occurs before Ij . If v(Ij) is adjacent to v(Ik)
then either k < j which forces Ik to be a 2-element subset of
{1, 2, 3}, or k > j which also forces Ik to be a two element
subset of {1, 2, 3} (so that {1, 2, 3}\Ik 6= {1, 2, 3, 4}\Ik and
{1, 2, 3, 4, 5}\Ik 6= {1, 2, 3, 4}\Ik). So v(Ij) is adjacent to at
most three vertices, a contradiction.
Since we have shown that none of the cases (1), (2) or (3) can occur we
have a contradiction, as desired. 
We will now give a combinatorial description of Γ(B(Kn)) for a partic-
ular flag ordering. Let O be the flag ordering of B = B(Kn) with decom-
position
D = {{1}, {2}, ..., {n}, [2], [3], ..., [n]}
where elements A,B ∈ B −D are ordered so that A is earlier than B if:
• max(A) < max(B), or
• max(A) = max(B) and |A| > |B|, or
• max(A) = max(B), |A| = |B| and min(A⊖B) ∈ A
where ⊖ denotes the symmetric difference between two sets.
Then in Γ(O), vertices corresponding to elements A,B ∈ B − D are
adjacent if either:
• A ⊆ B, max(A) < max(B) and |B − A| ≥ 2,
• max(A) 6∈ B, max(A) < max(B) and B ∩ [1,max(A)] ⊆ A.
Example 3.5.3. The edges of Γ(B(K5)) are between the consecutive ver-
tices in the following three sequences, which form cycles:
v({1, 4}), v({1, 2, 4, 5}), v({2, 4}), v({2, 3, 4, 5}), v({3, 4}), v({1, 3, 4, 5}),
v({1, 4}), and
v({1, 3}), v({1, 2, 3, 5}), v({2, 3}), v({4, 5}), v({1, 3}), and
v({1, 2, 4}), v({1, 5}), v({1, 3, 4}), v({3, 5}), v({2, 3, 4}), v({2, 5}),
v({1, 2, 4}).
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3.5.2. The flag simplicial complexes Γ(B(Pathn)) and Γ(Ŝn(312)).
The associahedron is the nestohedron PB(Pathn). Note that B(Pathn) con-
sists of all intervals [j, k] with 1 ≤ j ≤ k ≤ n. The γ-polynomial of
the associahedron is the descent generating function of Ŝn(312), which
denotes the set of 312-avoiding permutations with no double or final de-
scents (see [26, Section 10.2]). We now describe the flag simplicial com-
plex Γ(Ŝn(312)) defined by Nevo and Petersen [23, Section 4.2].
Given distinct integers a, b, c, d such that a < b and c < d, the pairs
(a, b), (c, d) are non-crossing if either
• a < c < d < b (or c < a < b < d), or
• a < b < c < d (or c < d < a < b).
Define Γ(Ŝn(312)) to be the flag simplicial complex on the vertex set
Vn := {(a, b) | 1 ≤ a < b ≤ n− 1},
with faces the sets S of Vn such that if (a, b) ∈ S and (c, d) ∈ S then (a, b)
and (c, d) are non-crossing.
Let O denote the flag ordering of B = B(Pathn) with decomposition
D = {{1}, {2}, · · · , {n}, [2], [3], · · · , [n]}, where elements A, B ∈ B −D
are ordered so that A is earlier than B if:
• max(A) < max(B), or
• max(A) = max(B) and |A| > |B|.
Proposition 3.5.4. For the flag ordering O of B = B(Pathn) described
above, Γ(O) ∼= Γ(Ŝn(312)) where the bijection on the vertices is given by
v([a+ 1, b+ 1]) 7→ (a, b).
Proof. Since B − D = {[j, k] | 2 ≤ j < k ≤ n}, it is clear that the
stated map on vertices is a bijection. Let [l,m], [j, k] be distinct elements of
B − D with [l,m] occurring before [j, k]. Then m ≤ k, and if m = k we
have l < j. If [l,m] 6⊆ [j, k] then v([l,m]) is adjacent to v([j, k]) if and only
if m < j. If [l,m] ⊆ [j, k] (which entails m < k), then v([l,m]) is adjacent
to v([j, k]) if and only if j < l. So in either case v([l,m]) is adjacent to
v([j, k]) if and only if (l − 1,m− 1) and (j − 1, k − 1) are non-crossing.

3.5.3. The flag simplicial complexes Γ(B(Cycn)) and Γ(Pn).
The cyclohedron is the nestohedron PB(Cycn). Note that B(Cycn) consists of
all sets {i, i + 1, i + 2, ..., i + s} where i ∈ [n], s ∈ {0, 1, ..., n − 1}, and
the elements are taken mod n. By [26, Proposition 11.15] γr(B(Cycn)) =(
n
r,r,n−2r
)
. We now describe the flag simplicial complex Γ(Pn) defined by
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Nevo and Petersen [23, Section 4.3].
Define the vertex set
VPn := {(l, r) ∈ [n− 1]× [n− 1] | l 6= r}.
Γ(Pn) is the flag simplicial complex on the vertex set VPn where vertices
(l1, r1), (l2, r2) are adjacent in Γ(Pn) if and only if l1, l2, r1, r2 are all distinct
and either l1 < l2 and r1 < r2, or l2 < l1 and r2 < r1.
Example 3.5.5. Γ(P5) is the flag simplicial complex on vertices
VP5 ={(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4),
(2, 1), (3, 1), (4, 1), (3, 2), (4, 2), (4, 3)}
with edges
{(1, 3), (2, 4)}, {(3, 1), (4, 2)}, {(1, 2), (3, 4)},
{(1, 2), (4, 3)}, {(2, 1), (4, 3)}, {(2, 1), (3, 4)}.
Note that Γ(P5) has exactly two vertices of degree two, and has six
connected components, four of which contain more than one vertex.
Proposition 3.5.6. There is no flag ordering of B(Cyc5) such that
Γ(B(Cyc5)) ∼= Γ(P5).
Proof. Suppose for a contradiction that there is some flag ordering of B =
B(Cyc5) with decomposition D such that Γ(B(Cyc5)) ∼= Γ(P5). It is not
too hard to show that if vertices v(A) and v(B) are adjacent then at least
one of A or B is a 2-element set. Therefore there must be at least one ver-
tex that corresponds to a building set element of size two in each of the four
non-singleton connected components of Γ(B(Cyc5)). Since there must be
one two element subset in D this implies that there is exactly one vertex
corresponding to a two element set in each non-singleton connected com-
ponent, and these include the vertices of degree two.
The possibilities for D (up to a cyclic permutation of [5]) are
D1 = {[5], [4], [3], [2], {1}, ..., {5}},
D2 = {[5], [2], {5, 1, 2}, {5, 1, 2, 3}, {1}, ..., {5}},
D3 = {[5], [4], {1, 2}, {3, 4}, {1}, ..., {5}},
D4 = {[5], [3], {4, 5}, {1, 2}, {1}, ..., {5}}.
3.5. THE FLAG SIMPLICIAL COMPLEXES OF NEVO AND PETERSEN 57
The flag ordering must have decomposition D1 or D2 since there are
four elements of size two in B(Cyc5) − D. We will show that if D is D1
or D2 then there must be two vertices in Γ(B(Cyc5)) that are adjacent that
correspond to building set elements of size two, a contradiction.
The size two elements in B −D1 and B −D2 are {2, 3}, {3, 4}, {4, 5},
{5, 1}. If Ij ∈ B − Di is earlier in the flag ordering than every one of these
size two elements, then Ij must contain {1, 2} since otherwise it would not
have a decomposition in Bj . So the only elements of B − D1 that can be
earlier in the flag ordering than every element of size two are
S1 = {{5, 1, 2, 3}, {5, 1, 2}, {4, 5, 1, 2}}.
Similarly, the elements of B − D2 that can be earlier in the flag ordering
than every element of size two are
S2 = {{1, 2, 3}, {4, 5, 1, 2}, {1, 2, 3, 4}}.
Consider which of the size two elements in B − Di is earliest. Sup-
pose that {1, 5} is earliest in the flag order. Then v({3, 4}) is adjacent to
v({1, 5}) since {1, 5} 6∈ (D1 ∪ S1)/{3, 4} = (D2 ∪ S2)/{3, 4}.
Suppose that {2, 3} is earliest in the flag order. Then v({4, 5}) is adja-
cent to v({2, 3}) since {2, 3} 6∈ (D1 ∪ S1)/{4, 5} = (D2 ∪ S2)/{4, 5}.
Suppose that {3, 4} is earliest in the flag order. Then v({1, 5}) is adja-
cent to v({3, 4}) since {3, 4} 6∈ (D1 ∪ S1)/{1, 5} = (D2 ∪ S2)/{1, 5}.
Suppose that {4, 5} is earliest in the flag order. Then v({2, 3}) is adja-
cent to v({4, 5}) since {4, 5} 6∈ (D1 ∪ S1)/{2, 3} = (D2 ∪ S2)/{2, 3}.

3.5.4. The flag simplicial complex Γ(B(K1,n−1)).
Here we give a combinatorial description of Γ(B(K1,n−1)) for a particu-
lar flag ordering. B = B(K1,n−1) is the graphical building set for the
graph K1,n−1 where we assume the vertex of degree n − 1 is labelled 1.
Then B(K1,n−1) consists of all subsets of [n] containing 1, together with
{2}, {3}, ..., {n}. Let O be the flag ordering with decomposition
D = {{1}, {2}, ..., {n}, [2], [3], ..., [n]},
where A, B ∈ B −D are ordered so that A is earlier than B if:
• max(A) < max(B), or
• max(A) = max(B) and |A| > |B|, or
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• max(A) = max(B), |A| = |B| and min(A⊖B) ∈ A.
Then in Γ(O), vertices corresponding to elements A,B ∈ B − D are
adjacent if either:
• A ⊆ B, max(A) < max(B) and |B − A| ≥ 2,
• max(A) 6∈ B, max(A) < max(B) and B ∩ [1,max(A)] ⊆ A.
In fact, for this flag ordering, the restriction of Γ(K1,n−1) to the vertices
corresponding to sets of size ≥ 3 is equivalent to Γ(Kn−1) for the flag
ordering defined in Section 3.5.1.
Example 3.5.7. The edges of Γ(B(K1,4)) are:
{v({1, 3}), v({1, 2, 3, 5})}, {v({1, 5}), v({1, 2, 4})},
{v({1, 5}), v({1, 3, 4})}, {v({1, 3, 4, 5}), v({1, 4})},
{v({1, 2, 4, 5}), v({1, 4})}.
Proposition 3.5.8. The following recurrence holds for the γ-polynomial of
the (n− 1)-dimensional stellohedron:
γ(B(K1,n−1)) = γ(B(K1,n−2)) + t
n−3∑
i=0
(
n− 2
i
)
γ(B(K1,i))γ(B(Kn−2−i)).
Proof. We use the flag ordering of B(K1,n−1) defined in this section. Con-
sider an element in B(K1,n−1)− D that does not include n. Such elements
are added before those elements that do include n. They are also added
in the order that corresponds to the same flag ordering for B(K1,n−2), and
therefore contribute the γ(B(K1,n−2)) term.
Now consider an element Ik ∈ B(K1,n−1)−D that contains n. Suppose
that |Ik| = i + 2. There are
(
n−2
i
)
such elements, and i ranges from 0 to
n− 3. Then B(K1,n−1)k−1|Ik = B[B(K1,i), [1]], where B = {{1}, {2}, [2]}.
Hence
γ(B(K1,n−1)k−1|Ik) = γ(B(K1,i)).
Also
B(K1,n−1)k−1/Ik = B(Kn−2−i)
so that
γ(B(K1,n−1)k−1/Ik) = γ(B(Kn−2−i)).
The result follows. 
Note that Proposition 3.5.8 is useful for computing γ(B(K1,i)) since
γ(B(Kn)) is easy to compute, for example, it has a descent interpretation
mentioned in Section 3.5.1.
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3.5.5. Table of values ofγ-polynomials.
In this section we include a table to values for the γ-polynomials for some
graph-associahedra. The values of γ(B(K1,i)) are calculated using Recur-
rence of Proposition 3.5.8.
TABLE 1. γ-polynomials of graph-associahedra.
Graph γ-polynomial
K1 1
K2 1
K3 1 + 2t
K4 1 + 8t
K5 1 + 22t+ 16t
2
K6 1 + 52t+ 136t
2
K1,2 1 + t
K1,3 1 + 4t
K1,4 1 + 11t+ 5t
2
K1,5 1 + 26t+ 43t
2
CHAPTER 4
Inequalities between gamma-polynomials of
graph-associahedra
In this section we present the work in the paper [3], in which we prove
Conjecture 0.0.4 of Postnikov, Reiner and Williams:
There exists a (nontrivial) partial order≤ on the set of (unlabelled, isomor-
phism classes of) trees with n vertices, with the following properties:
• Pathn is the unique ≤-minimal element,
• K1,n−1 is the unique ≤-maximal element,
• T ≤ T ′ implies γ(B(T )) ≤ γ(B(T ′)).
This conjecture implies the following lower and upper bounds for the
γ-polynomial of a tree T with n vertices
(4.1) γ(B(Pathn)) ≤ γ(B(T )) ≤ γ(B(K1,n−1)).
These upper and lower bound theorems have been proven by Buchstaber
and Volodin [8, Theorem 9.4]. Moreover, they show that the lower bound
is attained only for Pathn and the upper bound is attained only for K1,n−1.
Their proof relies on some general results about γ-polynomials of flag nesto-
hedra which were announced in [31] and whose proofs are included in [8];
see lemmas 3.2.2, 3.2.3, 1.4.11 and theorems 3.2.1, 3.2.4 and 3.2.5. Note
that the methods of Buchstaber and Volodin require one to work with the
more general class of flag nestohedra in order to deduce the results about
graph-associahedra. We use the above listed theorems of [31] to prove
Conjecture 0.0.4. Note that Buchstaber and Volodin had proven Conjec-
ture 0.0.4 for the trivial partial order, that consists only of the relations
Pathn ≤ T ≤ K1,n−1 for all trees T with n vertices.
We prove Conjecture 0.0.4 by defining a partial order on the set of tree
graphs with n vertices that induces inequalities between the γ-polynomials
of their associated graph-associahedra. The partial order is given by relating
trees that can be obtained from one another by operations called tree shifts.
We also show that tree shifts lower the γ-polynomials of graphs that are
not trees, as do the flossing moves of Babson and Reiner originally defined
in [6, Section 4.2]. It was suggested that flossing moves might lower the
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γ-polynomial in [26, Section 14]. Our definition of flossing move is more
general than that in [6] as it can be applied to any pair of leaves that floss a
vertex, and it does not have to be applied to a tree graph.
In this chapter Section 4.1 introduces tree shifts and in Theorem 4.1.1
we show that they lower the γ-polynomial of the graph-associahedra. We
then prove Conjecture 0.0.4, in Theorem 4.1.2. Section 4.2 introduces floss-
ing moves and Theorem 4.2.1 shows that they lower the γ-polynomials.
4.1. Tree shifts
Let G be a connected graph with n vertices labelled 1 to n, with the
following properties and extra data (for a vertex v we also denote the set
{v} by v):
a) G has a leaf l and the nearest vertex to l of degree greater than
2 is labelled c. The vertices in the path from c to l are labelled
c, c1, c2, ..., ck, l.
b) There exists a set of vertices F of G − {c, c1, ..., l} such that F ∪ c
is a subgraph of G that forms a tree, and such that there is no vertex
of G− (c ∪ F ) that is connected to a vertex in F .
c) G− (F ∪ {c, c1, c2, ..., ck, l}) 6= ∅, and is denoted E.
A tree shift is the following move applied to a graph with the properties
described. Informally, we remove F and reattach F to l. More formally, we
remove any edge (v, c) where v ∈ F , and replace it with the edge (v, l) (see
Figure 1).
FIGURE 1. A graph G followed by the tree shift of G.
E
c c1 c2 ck l
F
E
c c1 c2 ck l
F
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Theorem 4.1.1. Let G be a connected graph, and let G′ be a resulting tree
shift of G. Then γ(B(G′)) ≤ γ(B(G)).
Proof. We suppose that G has n vertices, and we label G as in the definition
of a tree shift. We assume by induction that for any connected graph H with
less than n vertices, if H ′ is a tree shift of H , then γ(B(H ′)) ≤ γ(B(H)).
When n < 4 no tree shift is possible so the result is vacuously true. Let v
be a leaf of G (and G′) contained in F . The set B := B(G− v)∪{{v}, [n]}
is a flag building set contained in B(G) and B′ = B(G′ − v) ∪ {{v}, [n]} is
a flag building set contained in B(G′), hence, by Theorem 3.2.1 we can add
elements to B to obtain B(G) so that at each step the set obtained is a flag
building set. Similarly, we can add elements to B′ to obtain B(G′) so that
at each step the set we obtain is a flag building set. By Lemma 3.2.3 and
Theorem 3.2.4 each time an element is added to these flag building sets the
γ-polynomial of the resulting building set increases. We will construct an
injection
B(G′)− B
′
→ B(G)− B
I ′ 7→ I,
and show that the increase in the γ-polynomial when adding I ′ is less than
or equal to the increase when adding I . This shows that
(4.2) γ(B(G′))− γ(B′) ≤ γ(B(G))− γ(B).
By Lemma 1.4.11, since B = D2[B({v}),B(G− v)], where D2 is the con-
nected building set on {1, 2}, we have
γ(B) = γ(B(G− v)),
and similarly
γ(B′) = γ(B(G′ − v)),
so that Equation 4.2 becomes
γ(B(G′))− γ(B(G′ − v)) ≤ γ(B(G))− γ(B(G− v)).
By induction, since G′ − v is a tree shift of G− v, or is equal to G− v, we
have
γ(B(G′ − v)) ≤ γ(B(G− v))
so that
γ(B(G′)) ≤ γ(B(G)).
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We will now construct the injection. Suppose that I ′1, I ′2, ..., I ′k are the
building set elements that are added to B′ to obtain B(G′) (in order) and
I ′j ⊆ I
′
i. Then j > i, since I ′j ∩ (I ′i − {v}) 6= ∅ and I ′j ∪ (I ′i − {v}) = I ′i
which implies that when I ′j is in the building set I ′i must be too. Similarly,
no subset of an element is added before it when we are adding sets to obtain
B(G).
Let B′m be the building set B
′
∪ {I ′1, I
′
2, ..., I
′
m}. By Lemma 3.2.3 we
have that
γ(B′m)− γ(B
′
m−1) = tγ(B
′
m−1|I′m)γ(B
′
m−1/I
′
m).
Suppose that I ′m ∩ E = ∅, so that I ′m = D ∪ {l, ck, ..., ck−α+1} for some
D ⊆ F and let Im = D∪{c, c1, ..., cα}, one of the elements that is added to
B to obtain B(G). Note that we may have ck−α+1 = c and cα = l. Note also
that Im is not necessarily the mth element that is added to B (see Figure 2).
FIGURE 2. The set Im followed by the set I ′m.
E
c cα ck l
v
E
c ck−α−1 ck l
v
We let Bm denote the building set obtained after adding the elements up to
and including Im to B. Let B˜m−1 denote the building set Bm − {Im} (note
that B˜m−1 is not necessarily equal to Bm−1 since Im−1 is not necessarily
added directly before Im). Then by Lemma 3.2.3
γ(Bm)− γ(B˜m−1) = tγ(B˜m−1|Im)γ(B˜m−1/Im).
Since we do not add a subset of a set before adding the set, we have that
B˜m−1|Im = B(G)|Im−{v} ∪ {{v}}
∼= B(G′)|I′m−{v} ∪ {{v}} = B
′
m−1|I′m .
We let K ′ denote the set of vertices in G′ − I ′m that are adjacent in G′ to
a vertex in I ′m, and we let K denote the set of vertices in G − Im that are
adjacent in G to a vertex in Im. Then B′m−1/I ′m = B(G′)/I ′m. This is
true since we know that B′m−1/I ′m ⊆ B(G′)/I ′m since B′m−1 ⊆ B(G′). To
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show that B′m−1/I ′m ⊇ B(G′)/I ′m, note that B(G′)/I ′m = B(Gˆ′) where Gˆ′
is the graph G′ − I ′m with additional edges so that the restriction to K ′ is
a complete graph. The elements of B(Gˆ′) that are the edges between ele-
ments in K ′ are in B′m−1/I ′m because any two vertices in K ′ are linked by
a path of vertices contained in I ′m − v. By a similar argument we have that
B˜m−1/Im = B(G)/Im. Note that B(G)/Im = B(Gˆ) where Gˆ denotes the
graph G−Im with additional edges so that the restriction to K is a complete
graph, (see Figure 3).
FIGURE 3. The graph Gˆ for the contraction Bm−1/Im =
B(Gˆ) followed by the graph Gˆ′ for the contraction
B′m−1/I
′
m = B(Gˆ
′). The vertices K and K ′ are drawn with
an additional ring around them.
E
cα+1 ck l
E
c ck−α
We also have that γ(B′m−1/I ′m) ≤ γ(B˜m−1/Im) because Gˆ′ can be obtained
from Gˆ by first removing edges (which lowers the γ-polynomial of the cor-
responding graphical building set by Theorem 3.2.5) and then performing
a tree shift on a graph with fewer than n vertices (or doing no tree shift in
the case that cα = ck or cα = l), which we assume lowers the γ-polynomial
(see Figure 4). Hence
γ(B′m)− γ(B
′
m−1) = tγ(B
′
m−1|I′m)γ(B
′
m−1/I
′
m)
≤ tγ(B˜m−1|Im)γ(B˜m−1/Im)
= γ(Bm)− γ(B˜m−1).
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FIGURE 4. The graph that is obtained after removing edges
from Gˆ in Figure 3. The tree shift of this graph gives the
graph Gˆ′ of Figure 3.
E
cα+1 ck l
Now suppose that I ′m ∩ E 6= ∅, so that {c, c1, ..., ck, l} ⊆ I ′m. Let Im
denote I ′m, which is a set that is also added to B to obtain B(G) (see Figure
5). Define B′m−1, B˜m−1 as in the previous case.
FIGURE 5. The set Im followed by the set I ′m.
e
c ck l
v
e
c ck l
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Then we have that B˜m−1|Im = B′m−1|I′m and B˜m−1/Im = B′m−1/I ′m (which
is equal to B(G)/Im). This can be shown by arguments similar to those
used in the case where I ′m ∩ E = ∅. Hence in this case we also have
γ(B′m)− γ(B
′
m−1) = tγ(B
′
m−1|I′m)γ(B
′
m−1/I
′
m)
= tγ(B˜m−1|Im)γ(B˜m−1/Im)
= γ(Bm)− γ(B˜m−1).
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Since for every element I ′m that is added to B′ to obtain B(G′) there is a
corresponding element Im that is added to B to obtain B(G) that increases
the γ-polynomial by at least as much as I ′m we have that
γ(B(G′))− γ(B′) ≤ γ(B(G))− γ(B)
as desired.

By applying Theorem 4.1.1 to the case where the graph is a tree we ob-
tain the following Theorem, which was predicted by [26, Conjecture 14.1].
Theorem 4.1.2. Let S be the set of all tree graphs on n nodes. Define the
relation T ′ ≤ T if T ′ can be obtained by applying any number of tree shifts
to T . Then ≤ defines a partial order on S with the following properties.
• Pathn is the unique ≤-minimum element.
• K1,n−1 is the unique ≤-maximum element.
• T ′ ≤ T implies γ(B(T ′)) ≤ γ(B(T )).
Proof. This relation is a partial order on S, since given any a, b ∈ S we
have that if a ≤ b and b ≤ a then a = b because any tree shift decreases the
number of leaves by one.
Pathn is ≤-minimal since no tree has fewer leaves than Pathn. Let T
be a tree that is not Pathn. We can apply a tree shift to T since given any
leaf l, there must exist a sequence l = a1, ..., ak of vertices such that ai is
adjacent to ai+1 for all i = 1, .., k − 1, and such that ak is of degree 3 or
more. Hence T is not ≤-minimal, so that Pathn is the unique ≤-minimum
element.
K1,n−1 is ≤-maximal because no tree has more leaves than K1,n−1. If
T ′ 6= K1,n−1, then T ′ must contain two adjacent vertices c and l, neither of
which is a leaf. Let C be the component of T ′ − {c, l} that was attached
to l in T ′. Let T be the tree obtained from T ′ by attaching C to c, so that
the vertices that were adjacent to l in T ′ are adjacent to c in T . Then T ′ is
obtained from T by a tree shift. Hence T ′ is not ≤-maximal, so that K1,n−1
is the unique ≤-maximum element.
By Theorem 4.1.1, if T ′ ≤ T then γ(B(T ′)) ≤ γ(B(T )). 
Theorem 4.1.1 provides a new (arguably more explicit) proof of the
bounds on the γ-polynomial of trees (Equation 4.1) than that provided in
[8, Theorem 9.4, (1)].
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The following proposition shows that any tree shift that does not fix the
underlying graph will decrease the γ-polynomial.
Proposition 4.1.3. Suppose that T is a graph on [n], and T ′ is a tree shift
of T . If T ′ is not the same graph as T (without considering labels), then
γ(B(T ′)) < γ(B(T )).
Proof. We recall the proof of Theorem 4.1.1, in which an injection is con-
structed from B(G′) − B′ to B(G) − B. We will show that this injec-
tion is not onto, by describing an element I that is not in its image. By
Lemma 3.2.3, when I is added to B to obtain B(G), there is a strict in-
crease in the γ-polynomial of B(T ). The proof of Theorem 4.1.1 shows
that γ(B(T ′)) ≤ γ(B(T )), without considering the contribution of adding
I . Thus, by considering the element I , we have that γ(B(T ′)) < γ(B(T )).
Since T ′ is not the same graph as T , this implies that (in the notation
of Theorem 4.1.1) the set E is non empty, and that the vertex l is not equal
to the vertex c. Let e be a vertex in E that is adjacent to c. Let I be the
element in B(G) that is the unique path of minimal length in G from e to v.
By considering the cases listed in the proof of Theorem 4.1.1, we see that I
is not in the image of the map. 
4.2. Flossing moves
Let G be a graph with n vertices labelled 1 to n. A pair of leaves l, lˆ in
G floss a vertex v ∈ G if there is a unique path in G from l to lˆ of minimal
length, and v is the unique branched vertex (having degree ≥ 3) on this
path. [6, Proposition 4.8] shows that for any tree graph T that is not Pathn,
there exists a triple of vertices (l, lˆ, v) in which the vertices l, lˆ floss the
vertex v. When l, lˆ floss a vertex v, relabel so that
distG(l, v) ≤ distG(lˆ, v),
where distG(v1, v2) denotes the number of edges in a minimal path in G be-
tween vertices v1 and v2. Flossing moves are defined in [6], and it was
suggested in [26] that they might lower the γ-polynomial of the graph-
associahedra. We show that this is true for flossing moves that are a gen-
eralisation of those given in [6]. Let G be a graph with a triple of vertices
(l, lˆ, v) such that l, lˆ are leaves that floss the vertex v (and distG(l, v) ≤
distG(lˆ, v)). A flossing move on G is obtained by removing the edge (l, w)
and adding an edge (lˆ, l) where w is the nearest vertex (possibly v) to l. We
let r := distG(l, v)+1 (the number of vertices in the chain from l to v), and
rˆ := distG(lˆ, v) + 1 (see Figure 6).
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FIGURE 6. A graph G followed by a flossing move applied
to G. In this example we have r = 4 and rˆ = 7. The
loop represents G minus the path of vertices from l to lˆ that
contains v.
vwl lˆ
vw
lˆ l
Theorem 4.2.1. Let G be a connected graph, and let G′ be the resulting
flossing move of G. Then γ(B(G′)) ≤ γ(B(G)).
Proof. We suppose that G has n vertices, and we label G by l, lˆ, r, rˆ, v and
w, as in the definition of flossing move. We assume by induction that for
any graph with < n vertices, that a flossing move lowers the γ-polynomial.
When n < 4 no flossing move is possible so the result is vacuously true.
B(G) is a flag building set on [n], and the building set Bˆ that is obtained
from B(G) by removing all building set elements that contain {l, w} apart
from [n] is also a flag building set on [n]. Hence by Theorem 3.2.1, B(G)
can be obtained from Bˆ by successively adding building set elements so that
at each step the set is a flag building set. Similarly, B(G′) can be obtained
from Bˆ by successively adding building set elements so that at each step
the set is a flag building set. Similar to the arguments used in the proof of
Theorem 4.1.1, we construct an injection
B(G′)− Bˆ → B(G)− Bˆ
I ′ 7→ I.
We then show that the increase in the γ-polynomial when adding the ele-
ment in B(G′) − Bˆ is less than or equal to the increase when adding the
corresponding element in B(G)− Bˆ which proves the Theorem.
Let I1, I2, ..., Ik be the building set elements of B(G′) − Bˆ. Suppose
for some i 6= j that Ij ⊆ Ii. Then j > i, since Ij ∩ (Ii − {l}) 6= ∅ and
Ij ∪ (Ii−{l}) = Ii which implies that when Ij is in the building set Ii must
be too.
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Let P be the set of vertices in the minimal path from l to lˆ. Let I ′ be an
element that is added to Bˆ to obtain B(G′). There are three cases for I ′ that
we will consider.
• |I ′| ≤ rˆ,
• |I ′| ≥ rˆ + 1, and I ′ does not contain all of G− P ,
• |I ′| ≥ rˆ + 1, and I ′ contains all of G− P .
Suppose that |I ′| ≤ rˆ, and let I be the element of B(G′) − Bˆ such that
|I ∩ P | = r + rˆ − |I ′|, and I contains all of G− P . In each case we let B1
(respectively B2) denote the building sets we have before adding I (respec-
tively I ′). Then B1|I = B2/I ′ ∪ {{l}}, so that γ(B1|I) = γ(B2/I ′). Also,
B1/I ∪ {{l}} = B2|I′ , so that γ(B1/I) = γ(B2|I′) (see Figure 7).
FIGURE 7. The graph G followed by G′. Keeping with the
values of Figure 6, we have |I ′| = 5 and |I ∩ P | = 6.
vwl
lˆ
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I ′
Suppose that |I ′| ≥ rˆ + 1, and suppose that I ′ does not contain all of
G − P . Let I be the element of B(G) − Bˆ such that |I ∩ P | = |I ′ ∩ P |,
and I ∩ (G − P ) = I ′ ∩ (G − P ). Then we have that B1/I ∼= B2/I ′, and
B1|I = B(G1)∪{{l}}, and B2|I′ = B(G2)∪{{l}} where G2 is a graph ob-
tained from a graph G1 by a flossing move (or if distG(l, v) = 1, G2 = G1).
By induction on the number of vertices of the graphs involved we have that
γ(B(G2)) ≤ γ(B(G1)) so that γ(B2|I′) ≤ γ(B1|I) (see Figure 8).
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FIGURE 8. The graph B1 followed by B2. We have |I ′| ≥ 7.
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Suppose that |I ′| ≥ rˆ+1 and I ′ contains all of G−P . Let I be the ele-
ment ofB(G)−Bˆ such that |I| = r+rˆ−|I ′∩P |. ThenB1/I∪{{l}} = B2|I′ ,
and B1|I = B2/I ′ ∪ {{l}}. Hence γ(B1/I) = γ(B2|I′) and γ(B1|I) =
γ(B2/I
′) (see Figure 9).
FIGURE 9. The graph B1 followed by B2. We have |I| = 2
and |I ′ ∩ P | = 9.
v
wl lˆ
I
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Note that no element I ∈ B(G)−Bˆ is used more than once, since in the
first case we have that |I| ≥ r and I contains all of G − P . In the second
case we have that |I| ≥ rˆ + 1 > r and I does not contain all of G − P .
In the third case we have that |I| = r+ rˆ−|I ′∩P | ≤ r+ rˆ−(rˆ+1) = r−1.
By Lemma 3.2.3 the change in the γ-polynomial when adding I ′ is given
by
γ(B2 ∪ {I
′})− γ(B2) = tγ(B2/I
′)γ(B2|I′),
and when adding I it is given by
γ(B1 ∪ {I})− γ(B1) = tγ(B1/I)γ(B1|I).
4.2. FLOSSING MOVES 71
Since for every element I ′ that is added to Bˆ to obtain B(G′), there is an
element I that is added to Bˆ to obtain B(G) such that γ(B2/I ′)γ(B2|I′) ≤
γ(B1/I)γ(B1|I) we have that γ(B(G′)) ≤ γ(B(G)).

The following proposition shows that any flossing move will strictly de-
crease the γ-polynomial. This is a possibility since by definition a flossing
move cannot be applied to Pathn.
Proposition 4.2.2. Suppose that G is a graph on [n], and G′ is obtained
from G by a flossing move. Then γ(B(G′)) < γ(B(G)).
Proof. We recall the proof of Theorem 4.2.1, in which an injection is con-
structed from B(G′) − Bˆ′ to B(G) − Bˆ. We will show that this injec-
tion is not onto, by describing an element I that is not in its image. By
Lemma 3.2.3, when I is added to Bˆ to obtain B(G), there is a strict in-
crease in the γ-polynomial of B(G). The proof of Theorem 4.2.1 shows
that γ(B(G′)) ≤ γ(B(G)), without considering the contribution of adding
I . Thus, by considering the element I , we have that γ(B(G′)) < γ(B(G)).
Let I be the element in B(G) that consists of the elements in the unique
minimal path from l to v (so that {l, v} ⊆ I). By considering the cases
listed in the proof of Theorem 4.2.1, we see that I is not in the image of the
map. 
It is exactly when distG(l, v) = 1 that a flossing move is a kind of tree
shift. This is exactly when a flossing move reduces the number of leaves.
If we partition the set S of all tree graphs with n vertices by their number
of leaves, then tree shifts send graphs between the parts, whilst flossing
moves such that distT (l, v) 6= 1 give relations between graphs with the
same number of leaves. This is illustrated in the following example for tree
graphs with seven vertices.
Example 4.2.3. Figure 10 shows all tree graphs with 7 vertices and their
tree shift and flossing move relations. Arrows are drawn between pairs
of graphs with the same number of leaves when one (at the head) can be
obtained from the other (at the tail) by a flossing move. Arrows are drawn
from a graph with i + 1 leaves to one with i leaves when the graph at
the head can be obtained from the graph at the tail by a tree shift. Table
1 gives the γ-polynomials of the graph-associahedra corresponding to the
tree graphs with 7 vertices. The graphs in Table 1 are identified by labels
G1, ...., G11 specified in Figure 10.
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FIGURE 10. Tree graphs with seven vertices.
6 leaves
G1
5 leaves
G2 G3
4 leaves
G4 G5 G6 G7
3 leaves
G8 G9 G10
2 leaves
G11
TABLE 1. Tree graphs with seven vertices.
Graph γ-polynomial of graph-associahedra
G1 1 + 57t+ 230t
2 + 61t3
G2 1 + 42t+ 142t
2 + 33t3
G3 1 + 36t+ 117t
2 + 27t3
G4 1 + 31t+ 88t
2 + 18t3
G5 1 + 28t+ 77t
2 + 16t3
G6 1 + 27t+ 74t
2 + 15t3
G7 1 + 24t+ 65t
2 + 13t3
G8 1 + 23t+ 55t
2 + 10t3
G9 1 + 21t+ 49t
2 + 9t3
G10 1 + 19t+ 44t
2 + 8t3
G11 1 + 15t+ 30t
2 + 5t3
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The Wiener index of a tree graph G, denoted W (G), is the sum of the
distances distG(i, j) for all unordered pairs of vertices i, j in G. The Wiener
index was first defined in [34], and it was suggested in [26] that a move on
a tree graph that increases the Wiener index might approximately lower the
γ-polynomial. The only moves that we have found that increase the Wiener
index and lower the γ-polynomial are tree shifts and flossing moves.
CHAPTER 5
Further research
In this section we summarize some results we obtained towards further
areas of research. In Section 5.1 we prove Proposition 5.1.1 which shows
that Gal’s conjecture holds for all homology spheres in sd(Θ), where Θ is
such that for all faces F ∈ Θ, we have γ(lkΘ(F )) ≥ 0. Note that this
result can be easily deduced from the work by Athanasiadis in [4], which
we explain in Section 5.1.1. The results in [20] show that Gal’s conjecture
holds for the order complex of a Gorenstein* complex, which we show are
examples of homology spheres satisfying the condition of Proposition 5.1.1.
We also include work done towards answering Question 14.3 in [26].
We answer this question in part for interval building sets that we define in
Subsection 5.2.1.
5.1. Gal’s conjecture for edge subdivisions
In this section we prove and discuss the following proposition.
Proposition 5.1.1. Suppose Θ is a flag homology sphere such that
γ(lkΘ(F )) ≥ 0
for all faces F ∈ Θ. If Θ˜ ∈ sd(Θ), then γ(lkΘ˜(G)) ≥ 0 for all G ∈ Θ˜. In
particular Θ˜ satisfies Gal’s conjecture.
Proof. We suppose that a sequence of k subdivisions have been done to
obtain Θ˜ from Θ. We suppose that Θ′ is obtained after the (k − 1)th sub-
division, that the edge {sa, sb} ∈ Θ′ is subdivided to obtain Θ˜, and that
the unique vertex in VΘ˜ − VΘ′ is labelled w. We suppose by induction that
after performing k − 1 or less edge subdivisions that the proposition holds,
so that γ(lkΘ′(G)) ≥ 0 for all G ∈ Θ′. We also suppose by induction the
proposition holds for all flag homology spheres of smaller dimension than
Θ. We consider all five cases listed in Section 1.6 for a face F ∈ Θ˜.
If F is in any of F1, F2 or F5 then lkΘ˜(F ) is isomorphic to lkΘ′(G) for
some G ∈ Θ′. Hence γ(lkΘ˜(F )) ≥ 0.
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If F ∈ F3 then lkΘ˜(F ) = lkΘ′(F − {w} ∪ {sa, sb}) ∗ Σ0 so that
γ(lkΘ˜(F )) = γ(lkΘ′(F − {w} ∪ {sa, sb})) ≥ 0.
If F ∈ F4 then lkΘ˜(F ) is the subdivison of lkΘ′(F ) in the edge S. Now
if F 6= ∅ then lkΘ′(F ) is a flag homology sphere of smaller dimension than
Θ and for any faceG ∈ lkΘ′(F ), we have lklkΘ′ (F )(G) = lkΘ′(F∪G) so that
γ(lklkΘ′ (F )(G)) ≥ 0. Hence, by induction on the dimension, γ(lkΘ˜(F )) ≥
0. If F = ∅, then γ(lkΘ˜(F )) = γ(Θ˜) which is non-negative by Lemma
1.6.4.
Since γ(lkΘ˜(F )) ≥ 0 for all F ∈ Θ˜ the proposition holds by induction.

A corollary of this is the result of Volodin [31, Theorem 2] that the γ-
vector of any homology sphere obtained by stellar subdividing edges of the
boundary of the cross polytope (i.e. sd(Σd−1)) is non-negative. This is true
since for any F ∈ Σd−1, we have lkΣd−1(F ) ∼= Σd−1−F , and γ(Σd−1) ≥ 0
for all d. We will now consider some other classes of flag homology spheres
such that the link of every face has non-negative γ-polynomial.
Background reading on this paragaph can be found in [17, Section 2.3].
Let P be a poset on S such that 0ˆ ∈ S and 1ˆ ∈ S (0ˆ is an element such
that 0ˆ ≤P s for all s ∈ S, and 1ˆ is an element such that 1ˆ ≥P s for all
s ∈ S). The order complex N(P ) is the simplicial complex with vertex
set S − {0ˆ, 1ˆ}, such that C ⊆ S − {0ˆ, 1ˆ} is in N(P ) if and only if C is
a chain in P . The poset P is Gorenstein* if N(P ) is a homology sphere.
Note that N(P ) is always flag. Gal’s conjecture has already been proven in
[20] for order complexes of Gorenstein* posets. Note that the barycentric
subdivision of any homology sphere is the order complex of a Gorenstein*
poset.
Example 5.1.2. Consider the poset P on the set {±ǫ1, ...,±ǫn, 0ˆ, 1ˆ} with
covering relations
{ǫi ⋗P ±ǫi+1,−ǫi ⋗P ±ǫi+1 1ˆ⋗P ±ǫ1,±ǫn ⋗P 0ˆ | i = 1, ..., n− 1}.
Then N(P ) = Σn−1.
In general, if we perform an edge subdivision on the order complex of
a Gorenstein* poset, the resulting simplicial complex is not necessarly the
order complex of a Gorenstein* poset, as demonstrated by the following
propositon.
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Proposition 5.1.3. Consider the simplicial complex Θ obtained by sub-
dividing Σ2 in the edge {ǫ1, ǫ2}. Then Θ is not the order complex of a
Gorentein* poset.
Proof. Suppose for a contradiction that Θ is the order complex of a Goren-
stein* poset P ′. Let w be the vertex added in the edge subdivision. In Θ, the
vertices ±ǫ1,±ǫ2, w form a cycle with five vertices, and no three of these
vertices are a face of Θ. This implies that any vertex in this cycle is either
greater than both, or less than both of its adjacent vertices (with respect to
the relation on P ′). This is not possible for a cycle with five vertices. Hence
Θ cannot be the order complex of a Gorenstein* complex. 
Suppose that P is a poset on the set S, and that Q ⊆ S. Then P |Q
denotes the restriction of P to Q, which is the poset on the set Q such that
for any x, y ∈ Q, we have x ≤P |Q y, if and only if x ≤P y.
Proposition 5.1.4. Suppose that N(P ) is the order complex of a Goren-
stein* poset. Then lkN(P )(F ) is the order complex of a Gorenstein* poset
for all faces F ∈ N(P ).
Proof. Suppose that P is a poset with underlying set S. Let SQ denote
the vertex set of lkN(P )(F ). Then lkN(P )(F ) is the order complex of the
restriction of P to elements in SQ, i.e. lkN(P )(F ) = N(P |SQ). 
Proposition 5.1.3 shows that the following result is not trivially true:
Corollary 5.1.5. Suppose that N(P ) is the order complex of a Gorenstein*
poset, and that Θ ∈ sd(N(P )). Then γ(Θ) ≥ 0.
Proof. Karu shows in [20] that ifN(P ) is the order complex of a Gornestein*
poset P , then γ(N(P )) ≥ 0. Hence, by Proposition 5.1.4, γ(lkN(P )(F )) ≥
0 for any face F ∈ N(P ). Therefore, by Proposition 5.1.1, for any Θ ∈
sd(N(P )), we have γ(Θ) ≥ 0. 
5.1.1. The work of Athanasiadis on γ-vectors.
We will now show that Proposition 5.1.1 is a consequence of the work in [4].
This work extends the work of Stanley in [29], who defines a local h-vector
for any simplicial subdivision, which he uses to show that the h-vector
increases under quasi-geometric subdivisions. Since the local h-vector is
symmetric, there is an associated local γ-vector introduced by Athanasiadis
in [4]. He also defines homology subdivisions in [4].
We will now give the main definitions and relevant material used in [4].
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A (d − 1)-dimensional simplicial complex Θ is a homology ball (over a
field k), if there exists a subcomplex ∂Θ of Θ, called the boundary of Θ
such that:
• ∂Θ is a (d− 2)-dimensional homology sphere over k,
• For every F ∈ Θ (including F = ∅) we have
H˜i(lkΘ(F ),k) =
{
k, if F 6∈ ∂Θ, and i = dim (lkΘ(F )),
0 otherwise.
Suppose Θ is a simplicial complex. A homology subdivision of Θ (over
a field k), is a simplicial complex Θ′, and a map σ : Θ′ → Θ such that for
every face F ∈ Θ:
• the set Θ′F := σ−1(2F ) is a subcomplex of Θ′ which is a homology
ball (over k) of dimension dim(F ), and
• σ−1(F ) consists of the interior faces of Θ′F .
Here 2F denotes the power set of F , and the definition of a homology ball
can be found in [4]. Note that if Θ′ is a homology subdivision of a simpli-
cial complex Θ, with map σ, then the restriction of σ to Θ′F for any face
F ∈ Θ is a homology subdivision of the simplex F .
Suppose that V is a set with d elements in it, and that χ is a homology
subdivision of the simplex 2V . The local h-polynomial of χ with respect to
the subdivision is given by
lV (χ)(t) :=
∑
F⊆V
(−1)d−|F |h(χF )(t) = l0 + l1t+ · · ·+ ldt
d.
The vector of coefficients of the local h-polynomial is the local h-vector of
χ with respect to the subdivision. The local h-vector is symmetric (meaning
li = ld−i for all i = 0, ..., d) for any homology subdivision of a simplex (see
[4, Theorem 3.3], and [29, Corollary 7.7 and Theorem 7.8]), hence it can be
written
lV (χ)(t) = (1 + t)
dξV (χ)
(
t
(1 + t)2
)
=
⌊ d
2
⌋∑
i=0
ξit
i(1 + t)d−2i.
The polynomial ξ(χ)(t) is called the local γ-polynomial with respect to the
subdivision, and its vector of coefficients is called the local γ-vector with
respect to the subdivision.
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Homology spheres are examples of Eulerian simplicial complexes, which
are defined in [4]. Therefore the following proposition may be used for
proving Gal’s conjecture for edge subdivisions.
Proposition 5.1.6. [4, Proposition 5.3]. Let Θ be an Eulerian simplicial
complex. For every homology subdivision Θ′ of Θ we have
(5.1) γ(Θ′) =
∑
F∈Θ
ξF (Θ
′
F )γ(lkΘ(F )).
Suppose a simplicial complex Θ′ is obtained from a simplicial complex
Θ by subdivision in an edge {a, b}, and that the new vertex is labelled w.
Then Θ′ is a homology subdivision of Θ with map σ : Θ′ → Θ mapping
any face F ∪ {w} to F ∪ {a, b}, and any face F such that w 6∈ F maps to
itself. Athanasiadis shows the following.
Proposition 5.1.7. [4, Proposition 6.1]. For every subdivision χ of the sim-
plex 2V that can be obtained from the trivial subdivison by successive edge
subdivisions, we have ξV (χ) ≥ 0.
Then Theorem 5.1.1 is a result of Proposition 5.1.7, with the following
alternative proof.
Proof of Theorem 5.1.1. Suppose that Θ˜ ∈ sd(Θ) for some homology
sphere Θ such that γ(lkΘ(F )) ≥ 0 for all faces F ∈ Θ. Then Θ˜ is a
homology subdivision of Θ with subdivision map the composition of the
subdivision maps for the individual edge subdivisions (described above).
Now for any edge subdivision σ : Φ′ → Φ of a simplicial complex Φ,
the restriction of σ to the preimage of any subcomplex of Φ is an edge sub-
division of this subcomplex. Therefore, for any face F ∈ Θ, Θ˜F is obtained
from F by successive edge subdivisions. Therefore, by Proposition 5.1.7,
ξF (Θ˜F ) ≥ 0 for every face F ∈ Θ. Since γ(lkΘ(F )) ≥ 0 for all faces
F ∈ Θ, this implies that γ(Θ˜) ≥ 0, by Equation 5.1.

It would be useful to prove the Nevo and Petersen Conjecture for certain
families sd(Θ), in which Θ is not in the family sd(Σd−1). The author has
spent some time trying to prove this for particular families sd(N(P )) in
which P is a Gorenstein* poset (for example when N(P ) is the barycentric
subdivision of a homology sphere).
5.2. Question 14.3 of Postnikov, Reiner and Williams
In this section we present some work done towards the following ques-
tion posed by Postnikov, Reiner and Williams:
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Question 5.2.1. [26, Question 14.3 ]. Given a (non-chordal) building set
B, is there a way to define two sets of permutations S′n(B) and Ŝ′n(B) such
that:
• the h-polynomial of the nestohedron PB is given by the descent gen-
erating function for S′n(B), and
• the γ-polynomial is given by the peak generating function for Ŝ′n(B)?
A summary of the result of Shapiro, Woan and Getu [27] is presented
in [26], in which they solve Question 5.2.1 for the building set B(Kn). In
[26], this result is generalized to include all chordal building sets. We first
summarize these results, and then present our work on interval building sets.
We now recall the theory in Section 1.3 on the complete fans of cones,
N (P ), associated to any generalised permutoherda P , and the associated
complete fan of posets {Qv | v ∈ VP}. We recall its description as a
complete fan of rooted tree posets in Section 1.4 when P is a nestohe-
dron, and we recall Theorem 1.3.3. Since the permutohedron’s normal fan
N (PB(Kn)) is the braid arrangement fan, so that the complete fan of posets
{Qv | v ∈ VPB(Kn)} is the set of all linear orders on [n], we have
h(PB(Kn)) =
∑
w∈Sn
tdes(w).
Recall from Chapter 3 that Sn denotes the set of permutations of [n]. The
polynomial hPB(Kn) is known as the Eulerian polynomial. Shapiro, Woan
and Getu show:
Theorem 5.2.2. [27, Proposition 4]. We have
γ(PB(Kn)) =
∑
w∈Ŝn
tdes(w) =
∑
w∈Ŝn
tpeak(w)−1.
Recall from Chapter 3 that Ŝn denotes the set of permutations in Sn
with no double descent of final descent. Note that peak(w) − 1 = des(w)
for all w ∈ Ŝn. Theorem 5.2.2 is proven by grouping permutations into
equivalence classes such that each class contains exactly one permutation
from Ŝn. Permutations in Sn are equivalent if one can be obtained from
another by hop operations, which are described in [26, Section 11].
For any building set B on [n] define the set Sn(B) ⊆ Sn of permuta-
tions called B-permutations. A permutation w ∈ Sn is a B-permutation if
for any i ∈ [n], w(i) is contained in the component of
B|[n]−{w(n),w(n−1),...,w(i+1)}
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that contains the maximal element of [n]− {w(n), w(n− 1), .., w(i + 1)}.
Let Ŝn(B) denote Sn(B) ∩ Ŝn, i.e, the set of B-permutations that contain
no double descent or final descent.
A building set B on [n] is chordal if for any I := {i1, i2, ..., is} ∈ B
such that i1 < i2 < · · · < is, and for any ij ∈ I the set {ij, ij+1, ..., is} ⊆ I
is an element in B. It follows from Proposition 1.4.7 that chordal building
sets are flag. A graph G is chordal if any cycle in G with four or more
vertices has a chord, which is an edge between two non adjacent vertices in
the cycle. A perfect elimination ordering of a graph G is an labelling of the
vertices of G by [n] such that for any vertex i, the vertices adjacent i with
a higher label form a clique. Chordal graphs are exactly the graphs that
can can be labelled with a perfect elimination ordering. By [26, Proposition
9.4], a graphical building set B(G) is chordal exactly whenG is chordal (see
[16]). By proving theorem 5.2.3 below, Postnikov, Reiner and Williams an-
swer Question 5.2.1 for chordal building sets. This result is also the original
proof of Gal’s conjecture for chordal building sets.
Theorem 5.2.3. ([26, Corollary 9, Theorem 11.6]). Suppose B is a con-
nected chordal building set on [n]. Then
hB(t) =
∑
w∈Sn(B)
tdes(w),
and
γB(t) =
∑
w∈Ŝn(B)
tdes(w) =
∑
w∈Ŝn(B)
tpeak(w)−1.
Note that peak(w) − 1 = des(w) for all w ∈ Ŝn(B). This is proven
by grouping permutations in Sn(B) into equivalence classes such that each
class contains exactly one permutation from Ŝn(B). Permutations in Sn(B)
are equivalent if one can be obtained from another by B-hop operations,
which are described in [26, Section 11].
5.2.1. Interval building sets.
In this section we answer the first part of Question 5.2.1 for interval build-
ing sets, which are defined in this section.
Suppose I ⊆ [n]. An interval J of I is a subset of I such that if
j1, j2 ∈ J , with j1 < j2, then for any i ∈ I such that j1 < i < j2, we
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have i ∈ J . A building set B on [n] is interval, if for all S ⊆ [n], the max-
imal elements of B|S are all intervals of S. We will now describe a family
of interval building sets.
A poset P on [n] is natural if for any x, y ∈ [n] such that x ≤P y,
we have x ≤ y in [n]. Note that all posets on [n] are, up to permutation,
natural posets. For suppose P is a poset on [n], then P may be extended
to a linear order by the order-extension principle. We can then permute the
labels on the vertices so that the total order is natural. This permutation on
the original poset yields a natural poset. Suppose P is a poset on [n]. The
incomparability graph of P , denoted inc(P ), is the graph with vertices la-
belled by [n], such that vertices i, j are adjacent in inc(P ) when i and j are
incomparable in P .
Claim 5.2.4. A graph G on [n] is the incomparability graph of a natural
poset P on [n] if and only if for all i < j < k, {i, k} ∈ B(G) implies
{i, j} ∈ B(G) or {j, k} ∈ B(G).
Proof. =⇒: Suppose G = inc(P ) where P is a natural poset on [n]. If
{i, k} ∈ B(G), and {i, j} 6∈ B(G) and {j, k} 6∈ B(G) then j ≥P i and
k ≥P j which implies that k ≥P i, a contradiction.
⇐=: Suppose G is a graph on [n]. Suppose that for all i < j < k,
{i, k} ∈ B(G) =⇒ {i, j} ∈ B(G) or {j, k} ∈ B(G). Let P be the natural
poset defined by i ≤P j, for some i ≤ j, if i = j or {i, j} 6∈ B(G). This
defines a poset since for any i < j < k, i ≤P j and j ≤P k implies i ≤P k.
G is clearly the incomparability graph of P .

Claim 5.2.5. Suppose P is a natural poset on [n]. Then the elements of
B(inc(P ))max are intervals of [n].
Proof. Suppose that i, k ∈ [n] with i < k, are in the same connected com-
ponent of inc(P ). We will show that any j such that i < j < k is also in
this connected component of inc(P ).
Since i and k are in the same connected component H of inc(P ), there
exists a sequence of vertices i = a0, a1, ..., al−1, al = k such that for all
α ∈ {0, ..., l − 1}, aα is adjacent to aα+1. By Claim 5.2.4 this implies
that, if aα < aα+1, all elements in the interval [aα, aα+1] are in H , or if
aα+1 < aα, all elements in the interval [aα+1, aα] are in H . Any j such that
i < j < k must be in one such interval, and so is in H . 
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Claim 5.2.6. Suppose P is a natural poset on [n]. Then for any S ⊆ [n],
the induced subgraph of inc(P ) on the vertices in S, is the incomparability
graph for the poset P |S .
Proof. Clear from the definiton of P |S . 
Corollary 5.2.7. Suppose P is a natural poset on [n]. Then B(inc(P )) is
an interval building set on [n].
Proof. By Claim 5.2.6, for any S ⊆ [n], B(inc(P ))|S is the graphical build-
ing set for the incomparability graph of P |S , which is a natural poset on S.
Therefore, by Claim 5.2.5, (B(inc(P ))|S)max is a set of intervals on S, so
that B(inc(P )) is interval. 
Proposition 5.2.8. A graph G on [n] is the incomparability graph of a nat-
ural poset on [n] if and only if B(G) is interval.
Proof. =⇒: The only if part was proved in Corollary 5.2.7.
⇐=: Suppose that G is a graph on [n] such that B(G) is interval. Con-
sider an arbitrary triple i < j < k such that {i, k} ∈ B(G). Consider
B(G)|{i,j,k}. Since B(G) is interval, we have either {i, j} ∈ B(G) or
{j, k} ∈ B(G). Hence by Claim 5.2.4, G is the incomparability graph
of a natural poset on [n]. 
Example 5.2.9. Let G be a complete k-partite graph with vertices parti-
tioned into the the sets G1, ..., Gk, so that each vertex w ∈ Gi is adjacent to
a vertex v if and only if v ∈ Gj for some j 6= i. Suppose that the vertices
of G are numbered so that for all i, the vertices in Gi are labelled by the
interval [
∑i−1
m=1 |Gm|+ 1,
∑i
m=1 |Gm|]. Then G = inc(P ) for the poset P ,
(on the set of vertices of G) with the relation x ≤P y if and only if x ≤ y (in
Z) and x and y are both vertices of Gi for some i. Note that G is chordal if
and only if at least k− 1 of the sets G1, ..., Gk consist of exactly one vertex.
For any building set B on [n] define the set In(B) ⊆ Sn of permu-
tations called B-interval-permutations. A permutation w ∈ Sn is a B-
interval-permutation if for any i ∈ [n], w(i) is contained in the component
of B|[n]−{w(n),w(n−1),...,w(i+1)} that contains the minimal vertex (with respect
to the ordering on [n]) that is greater than w(i + 1), or if there is no such
vertex, then the component of B|[n]−{w(n),w(n−1),...,w(i+1)} that contains the
maximal remaining vertex.
Theorem 5.2.10. Suppose B is a connected interval building set on [n].
Then
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h(PB)(t) =
∑
w∈In(B)
tdes(w).
Proof. Suppose that B is an interval building set, and that T is a B-tree.
Note that permutations in In(B) biject to B-trees, where a permutation
w = w(1), ..., w(n) ∈ In(B) corresponds to the unique B-tree Tw, such
that for all i, {w(n), w(n − 1), ..., w(i)} is an upper ideal of Tw. Note that
for any i, the poset Tw|{w(1),...,w(i)} consists of disjoint tree posets, whose
vertices are intervals of [n] − {w(n), ..., w(i + 1)}. We will show that
des(Tw) = des(w), which by Theorem 1.3.3, proves this theorem.
Suppose that for some i, w(i) is a direct descendant of w(i + 1) in Tw.
Then w(i)w(i + 1) is a descent in w exactly when the pair w(i), w(i + 1)
contributes a descent to des(Tw).
Suppose that for some i, w(i) is not a direct descendant of w(i + 1).
Note that this implies w(i+ 1) is maximal in Tw≤w(i+1). There are two cases
to consider:
(1) We havew(i) < w(i+1). Note that this occurs if and only ifw(i+1)
is maximal in [n]−{w(n), ..., w(i+2)}, and Tw≤w(i+1) = {w(i+1)}.
In this case w(i)w(i+ 1) does not contribute a descent to des(Tw).
We claim that p(w(i)) > w(i) where p(w(i)) is the parent vertex to
w(i) in Tw, so that the pair w(i), p(w(i)) does not contribute a de-
scent to des(w). Suppose for a contradiction that p(w(i)) < w(i).
Then the sequence of vertices p(w(i)), ..., w(i + 2), w(i + 1), w(i)
must be an incresing sequence, which contradicts w(i) < w(i+ 1).
(2) We have w(i) > w(i+1). In this case w(i)w(i+1) contributes a de-
scent to des(w). We claim that p(w(i)) < w(i) where p(w(i)) is the
parent vertex tow(i) in Tw, so that the pairw(i), p(w(i)) contributes
a descent to des(Tw). Suppose for a contradiction that p(w(i)) >
w(i). Then no element in the sequence of vertices p(w(i)), ..., w(i+
2), w(i + 1), w(i) can be less than w(i), which contradicts w(i) >
w(i+ 1).

Example 5.2.11. This example shows that not every interval building set
is equivalent to a chordal building set. Let G be the graph illustrated in
Figure 1 with six vertices.
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FIGURE 1. The graph G.
1 2 3
4 5 6
It is not too hard to see that G is the incomparability graph of the natural
poset
{1 ≤ 5, 1 ≤ 6, 2 ≤ 4, 2 ≤ 6, 3 ≤ 4, 3 ≤ 6, and i ≤ i for all i ∈ [6]},
and that G is not chordal.
Example 5.2.12. This example shows that not every tree graph is the in-
comparability graph of a natural poset. Let G be the graph illustrated in
Figure 2 with seven vertices.
FIGURE 2.
The graph G cannot be the incomparability graph of a natural poset on [7].
For suppose by way of contradiction that G = inc(P ) for a natural poset P
on [7]. Then by Corollary 5.2.7, B(G) is an interval building set. Then the
graph obtained from G by removing the vertex of degree three consists of
three connected components, one with vertices labelled {a1, a2}, one with
vertices labelled {a3, a4}, and one with vertices labelled {a5, a6}, such that
a1 < a2 < a3 < a4 < a5 < a6. Therefore, the graph obtained from G by
removing the vertices a3 and a4 contains 5 vertices, and is either labelled
with both 1 and 6, or with both 2 and 7, which is not possible if B(G) is an
interval building set.
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Note that if a graph G is both the incomparability graph of a natural
poset, and chordal, then it is not the case that Sn(B) and In(B) coincide.
The graph of Example 5.2.9 when k = 2 was studied by Erokhovets in
[11]. The interval permutations are in fact a generalisation of the permuta-
tions that he defines for complete 2-partite graphs.
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