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Abstract
Given a sequence of n arbitrary events in a probability space, we assume that the individual probabilities as well as
some or all joint probabilities of up to m events are known, where m¡n. Using this information we give lower and upper
bounds for the probability of the union. The bounds are obtained as optimum values of linear programming problems or
objective function values corresponding to feasible solutions of the dual problems. If all joint probabilities of the k-tuples
of events are known, for k not exceeding m, then the LP is the large-scale Boolean probability bounding problem. Another
type of LP is the binomial moment problem, where we assume the knowledge of some of the binomial moments of the
number of events which occur. The two LPs can be obtained from each other by aggregation/disaggregation procedures.
In this paper, we de6ne LPs which are obtained by partial aggregation/disaggregation from these two LPs. This way we
can keep the size of the problem low but can produce very good bounds in many cases. The obtained lower bounds
generalize the bounds of de Caen (Discrete Math. 169 (1997) 217) and Kuai, Alajaji and Takahara (Discrete Appl. Math.
215 (2000) 147). Practical applications are mentioned and numerical examples are presented.
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1. Introduction
The problem to compute or approximate the probability of the union of events, i.e. the event that at least one of them
occurs, frequently comes up in applications of probability theory, statistics, reliability theory, stochastic programming,
and other stochastic sciences. A typical example is the reliability problem of communication networks, where the arcs
randomly work or fail and we want to compute or approximate the node-to-node or the all-terminal reliability of the
system. The former one means the probability that there exists at least one path connecting two designated nodes, such
that all arcs in it are working. The latter one means the probability of the existence of at least one spanning tree consisting
of all working arcs.
A classical formula, that gives the probability of the union of events A1; : : : ; An in terms of the intersection probabilities
of the same events, is the inclusion–exclusion formula:
P(A1 ∪ · · · ∪ An) = S1 − S2 + · · ·+ (−1)n−1Sn;
where
Sk =
∑
16i1¡···¡ik6n
P(Ai1 ∩ · · · ∩ Aik ):
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The possibility of the use of this formula in practice is limited, however, if the number of events is large. In this case
the calculation of S1; S2; : : : breaks down at some point, leaving us with the task to create lower and upper bounds for
P(A1 ∪ · · · ∪ An), based on S1; : : : ; Sm, for some m  n. If m is small, then the individual and intersection probabilities,
that appear in sums S1; : : : ; Sm, can frequently be obtained in a relatively simple way.
The well-known Bonferroni [1] bounds, stating that
P(A1 ∪ · · · ∪ An)¿ S1 − S2 + · · ·+ (−1)m−1Sm;
if m is even, and
P(A1 ∪ · · · ∪ An)6 S1 − S2 + · · ·+ (−1)m−1Sm;
if m is odd, are, on the other hand, weak, in general.
To obtain the best possible, or sharp lower and upper bounds in terms of S1; : : : ; Sm, Pr$ekopa [12] has formulated linear
programming problems with objective function to be minimized or maximized, respectively. These yield lower and upper
bounds of the form
m∑
i=1
xiSi6P(A1 ∪ · · · ∪ An)6
m∑
i=1
yiSi;
where x = (x1; : : : ; xm)T and y = (y1; : : : ; ym)T are optimal solutions to the minimization and maximization problems,
respectively. We also know (see [3,12]) that the components of x and y have alternating signs, starting with +, and
|x1|¿ · · ·¿ |xm|, |y1|¿ · · ·¿ |ym|.
The bounds for the probability of the union can be better, if we use the available information in more detailed form,
i.e. we use individually the probabilities in the sums Sk , k = 1; : : : ; m. A classical result in this respect is Hunter’s
upper bound [7] which states that if we create the n-node complete graph and assign the weight P(Ai ∩ Aj) to the arc
{i; j}, then
P(A1 ∪ · · · ∪ An)6 S1 −
∑
{i; j}∈T
P(Ai ∩ Aj);
where T is the heaviest spanning tree in the graph.
Bounding problems, where we use S1; : : : ; Sm, will be called aggregated problems and those, where we use the individual
probabilities in the sums, will be called disaggregated problems. The purpose of this paper is to improve on existing bounds
for the probability of the union of the events by the use of partial aggregation/disaggregation.
Let A1; : : : ; An be arbitrary events in some probability space, and introduce the notations
P(Ai1 ∩ · · · ∩ Aik ) = pi1···ik ; 16 i1 ¡ · · ·¡ik6 n
then we have
Sk =
∑
16i1¡···¡ik6n
pi1···ik ; k = 1; : : : ; n:
Let S0 = 1, by de6nition. If  designates the number of those events (among A1; : : : ; An) which occur, then we have the
relations (see, e.g. Pr$ekopa [14]):
E
[(

k
)]
= Sk ; k = 0; : : : ; n: (1)
Eq. (1) can be written in the more detailed form
n∑
i=0
(
i
k
)
vi = Sk ; k = 0; : : : ; n;
where vi = P(= i); i = 0; : : : ; n.
The values Sk are called the binomial moments of . If we know all binomial moments of , then the probabilities
v0; : : : ; vn, and also P(A1∪· · ·∪An)=v1 + · · ·+vn can be determined. If, however, we only know S1; : : : ; Sm, where m n,
then the most what we can do is to look for lower and upper bounds on the probability of the union. To obtain them we
formulate two closely related types of linear programming problems (see [12–14]):
min(max)
n∑
i=0
xi
s:t:
n∑
i=0
(
i
k
)
xi = Sk ; k = 0; : : : ; m; xi¿ 0; i = 0; : : : ; n (2)
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and
min(max)
n∑
i=1
xi
s:t:
n∑
i=1
(
i
k
)
xi = Sk ; k = 1; : : : ; m; xi¿ 0; i = 1; : : : ; n: (3)
Problem (3) can be obtained from problem (2) by removing the constraint corresponding to k=0 and the variable x0. The
optimal values of problem (2) will be called the sharp lower and upper bounds for the probability of the union. The optimal
values of problems (2) and (3) are in the following simple relationship. The optimum values of the two minimization
problems coincide. If however, Vmax is the optimum value of the maximization problem (3), then the optimum value of
the maximization problem (2) is min(Vmax ; 1).
In what follows, we will use problem (3), rather than problem (2) to generate the bounds. The values Vmin and
min(Vmax ; 1) will be called the sharp bounds for the probability of the union.
Not only the optimal basis but any dual feasible basis of any of the minimization (maximization) problems provides us
with a lower (upper) bound for the probability of the union. Any bound that uses S1; : : : ; Sm as input data can either be
recovered as the value of the objective function, corresponding to the binomial moment (minimization or maximization)
problem, or can be improved on. A basis in a linear program is called dual feasible if the optimality condition, written up
with that basis, is satis6ed. In fact, the value of the objective function, corresponding to a minimization (maximization)
problem, is smaller (greater) than or equal to the probability of the union. For a brief presentation of the main concepts
and algorithms of linear programming the reader is referred to Pr$ekopa [15].
The above-mentioned Bonferroni bounds for the probability of the union are based on the knowledge of S1; : : : ; Sm.
These bounds are not sharp. For the case of m = 2, a sharp lower bound for this probability was proposed by Dawson
and SankoL [4]. By the use of linear programming, Kwerel [10,11] derived sharp bounds for the case of m6 3. For a
general m, the linear program (2) and (3) have been formulated and analyzed by Pr$ekopa [12,13]. He also presented
simple dual type algorithms to solve the problems. Boros and Pr$ekopa [3] utilized these results and presented closed form
sharp bounds, for the case of m6 4, and other closed form bounds. The closed form bounds for m6 4 are the following.
Lower bound, using S1; S2 [4]:
P(A1 ∪ · · · ∪ An)¿ 2h+ 1 S1 −
2
h(h+ 1)
S2; (4)
where
h= 1 +
⌊
2S2
S1
⌋
:
Upper bound, using S1; S2 [10,16]:
P(A1 ∪ · · · ∪ An)6min
{
S1 − 2nS2; 1
}
: (5)
Lower bound, using S1; S2; S3 [3,11]:
P(A1 ∪ · · · ∪ An)¿ h+ 2n− 1(h+ 1)n S1 −
2(2h+ n− 2)
h(h+ 1)n
S2 +
6
h(h+ 1)n
S3;
where
h= 1 +
⌊−6S3 + 2(n− 2)S2
−2S2 + (n− 1)S1
⌋
: (6)
Upper bound, using S1; S2; S3 [3,11]:
P(A1 ∪ · · · ∪ An)6min
(
S1 − 2(2h− 1)h(h+ 1) S2 +
6
h(h+ 1)
S3; 1
)
; (7)
where
h= 2 +
⌊
3S3
S2
⌋
:
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Upper bound, using S1; S2; S3; S4 [3]:
P(A1 ∪ · · · ∪ An)6min
(
S1 − 2((h− 1)(h− 2) + (2h− 1)n)h(h+ 1)n S2 +
6(2h+ n− 4)
h(h+ 1)n
S3 − 24h(h+ 1)n S4; 1
)
; (8)
where
h= 1 +
⌊
(n− 2)S2 + 3(n− 4)S3 − 12S4
(n− 2)S2 − 3S3
⌋
:
A closed-form lower bound for the last case also exists, but it is too complicated, therefore we omit its presentation.
Problems (2) and (3) use the probabilities pi1···ik in aggregated forms, i.e., S1; : : : ; Sm are used rather than the probabilities
in these sums. This way we trade information for simplicity and size reduction in the problems. We call (2) and (3)
aggregated problems.
The linear programs which make us possible to use the probabilities pi1···ik , 16 i1 ¡ · · ·¡ik6 n individually, will be
called disaggregated, and can be formulated as follows. De6ne
aIJ =
{
1 if I ⊂ J;
0 if I ⊂ J;
vJ = P

( ⋂
j∈J
Aj
)
∩

⋂
j∈ MJ
MAj



 ;
pI = P
(⋂
j∈I
Aj
)
for any I; J ⊂ {1; : : : ; n}. Then we have the equation∑
J⊂{1;:::; n}
aIJ vJ = pI ; I ⊂ {1; : : : ; n}:
We formulate two linear programming problems
min(max)
∑
J⊂{1;:::; n}
xJ
s:t:
∑
J⊂{1;:::; n}
aIJ xJ = pI ; |I |6m; xJ ¿ 0; J ⊂ {1; : : : ; n} (9)
and
min(max)
∑
∅=J⊂{1;:::; n}
xJ
s:t:
∑
∅=J⊂{1;:::; n}
aIJ xJ = pI ; |I |6m; xJ ¿ 0; J ⊂ {1; : : : ; n}: (10)
The optimal values of problems (9) and (10) are in a similar relationship as those of problems (2) and (3). Thus, the
sharp lower bound for the probability of the union is the optimal value of the minimization problem (9), while the sharp
upper bound is the minimum of the optimal value of the maximization problem (10) and 1.
The probability bounding schemes (9)–(10) can be attributed to George Boole [2]. A detailed account on it was
presented by Hailperin [6]. Kounias and Marin [8] made use of problem (9) to generate bounds for the case of m = 2.
Any bound that uses pI ; |I |6m as input data can either be recovered as the value of the objective function, corresponding
to the Boolean (minimization or maximization) problem, or can be improved on. Hunter’s upper bound is an example. It
is shown in [15] that it corresponds to a dual feasible basis of problem (10).
In this paper, we de6ne a third type of LP by the use of partial aggregation/disaggregation of the LPs (3) and (10)
and present new bounds for the union of events based on the new type LP. Our new bounds are presented in Section 2.
In Section 3 we show, on a number of numerical examples, that the new bounds are eOcient and easy to obtain. The
new bounds are better than those corresponding to the aggregated problems.
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2. Bounds, using partial aggregation and disaggregation
Let Xi = 1, if Ai occurs and Xi = 0, otherwise, i = 1; : : : ; n. Then we have
= X1 + · · ·+ Xn
and (see e.g. [14]):(

k
)
=
∑
16i1¡···¡ik6n
Xi1 · · ·Xik (11)
which implies Eq. (1). A simple consequence of Eq. (11) is
Theorem 1. For k¿ 1 we have
Xi
(
− 1
k − 1
)
=
∑
16i1¡···¡ik6n
i∈{i1 ;:::; ik}
Xi1 · · ·Xik (12)
and
E
[
Xi
(
− 1
k − 1
)]
=
∑
16i1¡···¡ik6n
i∈{i1 ;:::; ik}
pi1···ik : (13)
Let us introduce the relation
xij = P(Xi = 1; = j):
In view of (13) we have the equations
n∑
j=1
(
j − 1
k − 1
)
xij =
∑
16i1¡···¡ik6n
i∈{i1 ;:::; ik}
pi1···ik : (14)
If we introduce the new variables yij = xij=j, then (14) can be rewritten as
n∑
j=1
(
j
k
)
yij =
1
k
∑
16i1¡···¡ik6n
i∈{i1 ;:::; ik}
pi1···ik : (15)
In addition, we have the following simple theorem (mentioned also in [9]):
Theorem 2. The following equation holds:
n∑
i=1
n∑
j=1
yij = P(A1 ∪ · · · ∪ An): (16)
We omit the proof.
By the use of (15) and (16) we formulate linear programming problems for bounding the probability P(A1 ∪ · · · ∪ An)
min(max)
n∑
i=1
n∑
j=1
yij
s:t:
n∑
j=1
(
j
k
)
yij = S
′
ik ; k = 1; : : : ; mi; yij¿ 0; i; j = 1; : : : ; n; (17)
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where 16mi6 n, i = 1; : : : ; n and
S′ik =
1
k
∑
16i1¡···¡ik6n
i∈{i1 ;:::; ik}
pi1···ik ; i; k = 1; : : : ; n:
Let L(U ) designate the optimum value of the minimization (maximization) problem (17). Also, let Li(Ui) designate the
optimum value of the minimization (maximization) problem:
min(max)
n∑
j=1
yij
s:t:
n∑
j=1
(
j
k
)
yij = S
′
ik ; k = 1; : : : ; mi; yij¿ 0; j = 1; : : : ; n: (18)
The minimization (maximization) problem (17) splits into the n minimization (maximization) problems (18). The matrix
of the equality constraints in (17) has the matrices of problems (18) in its main diagonal and the objective function in
(17) is the sum of the objective functions in (18). This implies that
L= L1 + · · ·+ Ln;
U = U1 + · · ·+ Un; (19)
L6P(A1 ∪ · · · ∪ An)6U: (20)
In addition, if Li(Ui) is de6ned as the objective function value corresponding to any dual feasible basis in the minimization
(maximization) problem (18), 16 i6 n, then with the L and U , de6ned by (19), the relations (20) hold true as well
(but may not be as good as those, corresponding to the optimum values).
Problem (17) can be obtained from problem (9) by aggregation (of variables and constraints).
Each problem (18) can be obtained from problem (2) by disaggregation. This implies that both bounds in (20) are at
least as good as the corresponding binomial moment bounds.
The following examples are based on known binomial moment bounds (see [14, Section 6.2.1–6.2.5]).
Example 1. We mentioned in Section 1 the binomial moment lower bound for the case of m=2 (Dawson–SankoL bound).
If we use this and (20), then we obtain
P(A1 ∪ · · · ∪ An)¿
n∑
i=1
(
2
hi + 1
S′i1 − 2hi(hi + 1) S
′
i2
)
; (21)
where
hi = 1 +
⌊
2S′i2
S′i1
⌋
; i = 1; : : : ; n:
This is the lower bound obtained by Kuai et al. [9] which generalizes de Caen’s [5] lower bound. De Caen’s bound is
very simple but it does not give us a close approximation for the probability of the union in most cases. The bound of
Kuai, Alajaji and Takahara is eOcient. The authors have obtained it without the use of linear programming. They applied
direct reasoning to some equations, similar to those in (17), to derive the result and to show that the bound is better than
de Caen’s. In our linear programming framework all these, as well as more general bounds, can be produced in a very
simple way.
Example 2. If m= 2, then the optimum value of the maximization problem (2) equals
min
{
S1 − 2nS2; 1
}
:
This implies that
P(A1 ∪ · · · ∪ An)6min
(
n∑
i=1
(
S′i1 − 2n S
′
i2
)
; 1
)
: (22)
The upper bound in (22) is the same as that in (5).
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Example 3. If m= 3, then the optimum value of the minimization problem (2) equals
h+ 2n− 1
(h+ 1)n
S1 − 2(2h+ n− 2)h(h+ 1)n S2 +
6
h(h+ 1)n
S3; (23)
where
h= 1 +
⌊−6S3 + 2(n− 2)S2
−2S2 + (n− 1)S1
⌋
:
Thus, we have the lower bound
P(A1 ∪ · · · ∪ An)¿
n∑
i=1
(
hi + 2n− 1
(hi + 1)n
S′i1 − 2(2hi + n− 2)hi(hi + 1)n S
′
i2 +
6
hi(hi + 1)n
S′i3
)
; (24)
where
hi = 1 +
⌊−6S′i3 + 2(n− 2)S′i2
−2S′i2 + (n− 1)S′i1
⌋
; i = 1; : : : ; n:
Example 4. By the use of the optimum value of the maximization problem (2), for the case of m=3, we obtain the new
bound:
P(A1 ∪ · · · ∪ An)6min
(
n∑
i=1
(
S′i1 − 2(2hi − 1)hi(hi + 1) S
′
i2 +
6
hi(hi + 1)
S′i3
)
; 1
)
; (25)
where
hi = 2 +
⌊
3S′i3
S′i2
⌋
; i = 1; : : : ; n:
Example 5. If we use the optimum value of the maximization problem (2), for the case of m=4, then the new bound is
P(A1 ∪ · · · ∪An)6min
(
n∑
i=1
(
S′i1 − 2 (hi − 1)(hi − 2) + (2hi − 1)nhi(hi + 1)n S
′
i2 + 6
2hi + n− 4
hi(hi + 1)n
S′i3 − 24hi(hi + 1)n S
′
i4
)
; 1
)
;
(26)
where
hi = 1 +
⌊−12S′i4 + 3(n− 4)S′i3 + (n− 2)S′i2
(n− 2)S′i2 − 3S′i3
⌋
; i = 1; : : : ; n:
3. Numerical examples for Section 2
In this section, we present two examples to show how the new method improves on the bounds. In both examples
we subdivide the collection of events A1; : : : ; An into two groups. For those events Ai which belong to the 6rst group we
create lower and upper bounds based on S′i1; S
′
i2; S
′
i3 and the linear program (18). For those events Aj which are in the
second group we use S′j1; S
′
j2 and the linear programs (18) to create the bounds. Values (19) and (20) provide us with the
overall bounds. If we apply suitable subdivision of the collection of events, we may be able to save a lot of computing
time. Below we discuss and present numerical results in connection with three subdividing strategies that we call order,
greedy and passive. The order method means that we enlist each event that belongs to the 6rst half of the sequence,
written up in the original order, into the 6rst group and all other events go to the second group. To describe the other
two methods 6rst we arrange the events in such a way that their probabilities form a decreasing sequence. The greedy
method means that the 6rst (second) half of the events belongs to the 6rst (second) group. The passive method does just
the opposite. The 6rst (second) half of the events belongs to the second (6rst) group.
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Table 1
Results for Example 1
Bound S1; S2 S′i1; S
′
i2 Mixture (passive) Mixture (order) Mixture (greedy) S
′
i1; S
′
i2; S
′
i3
Lower 0.6933333 0.7221667 0.7221667 0.7314500 0.7314500 0.7314500
Upper 1.0000000 1.0000000 1.0000000 0.8038333 0.8038333 0.8038333
Example 1. First, we look at one of the examples presented in [9, p. 157]. There are 6 events in the example: A1; : : : ; A6.
The sample space has 15 elements: 1; 2; : : : ; 15 with probabilities x1; x2; : : : ; x15, respectively. The events are de6ned by the
matrix R= (rij) in (27), where rij =1, if i∈Aj , otherwise rij =0. We have x1 = 0:012, x2 = 0:022, x3 = 0:023, x4 = 0:033,
x5 = 0:034, x6 = 0:044, x7 = 0:045, x8 = 0:055, x9 = 0:056, x10 = 0:066, x11 = 0:067, x12 = 0:077, x13 = 0:078, x14 = 0:088,
x15 = 0:089.
The lower and upper bounds for the system are presented in Table 1.
Column 1 in Table 1 contains the bounds obtained by (4) and (5). Column 2 contains the bounds presented in (21)
and (22). Columns 3–5 contain the bounds obtained by the passive, order and greedy subdivisions of the events into two
groups. The word “Mixture” refers to the fact that in each of these bounds two and three binomial moments are used in
a mixed manner, computed by (21), (22), (24) and (25). Column 6 contains the bounds where in case of each Ai three
binomial moments are used. We use the same notations in other tables in this section.
R=


1 0 1 0 1 0
0 1 0 1 0 0
1 0 1 0 1 0
0 1 0 0 0 0
1 0 0 0 1 1
0 1 1 0 1 0
0 1 0 0 1 1
0 0 1 1 0 1
1 0 1 0 0 0
0 0 0 1 1 0
0 1 0 1 1 0
0 1 0 0 0 0
1 0 0 1 0 1
0 1 0 0 0 0
1 0 1 0 1 1


: (27)
Table 1 shows that the passive method does not prove to be a good strategy. More information is used to compute
the bounds in column 3, but there is no increase in them as compared to those in column 2. On the other hand both the
order and the greedy methods produce the same bounds as what are contained in the last column.
Example 2. This is an extension of Example 1. We de6ne three event sequences Akj; j = 1; : : : ; 20; k = 1; 2; 3: The
elementary events are again 1; : : : ; 15 and x1; : : : ; x15 are the corresponding probabilities, respectively. We randomly generate
the matrices Rk = (rk; ij), where rk; ij = 1 if i∈Akj and rk; ij = 0 if i ∈ Akj; k = 1; 2; 3.
System 1: x1 = 0:01221377, x2 = 0:02223128, x3 = 0:02328652, x4 = 0:03397571, x5 = 0:03476138, x6 = 0:04458161,
x7 =0:04594259, x8 =0:05518453, x9 =0:0564044, x10 =0:06631682, x11 =0:06768523, x12 =0:07737555, x13 =0:07864836,
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x14 = 0:08887805, x15 = 0:2925142.
R1 =


1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 1 0 1
0 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0
1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0
0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0
1 0 1 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0
0 1 0 0 1 0 1 0 1 0 1 1 0 0 1 0 1 0 0 1
1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 1 0 1
1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0 0 1 0 1
1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0
0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1
0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0
1 0 0 1 0 1 0 0 0 1 0 0 1 0 1 0 0 1 0 1
0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1


: (28)
System 2: x1 = 0:008964634, x2 = 0:02492217, x3 = 0:02109813, x4 = 0:03779353, x5 = 0:0463261, x6 = 0:04284324,
x7 =0:07804262, x8 =0:02536991, x9 =0:01916672, x10 =0:06340085, x11 =0:07315289, x12 =0:07732742, x13 =0:0224802,
x14 = 0:09164494, x15 = 0:3674566.
R2 =


0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0
1 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1
1 0 1 1 1 0 0 1 0 1 0 0 1 0 0 0 0 0 1 0
0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 0 0 1 0 0
0 1 1 1 1 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0
1 0 0 0 0 0 1 0 1 1 1 1 1 0 1 0 0 0 0 1
1 1 0 0 0 0 1 1 0 1 0 0 1 0 0 1 0 0 0 0
1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1
0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 1
1 1 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0
0 1 0 1 1 0 0 0 1 1 0 1 0 0 1 1 0 0 0 1
1 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 1
0 1 0 0 1 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0
0 1 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0


: (29)
System 3: x1 = 0:1017688, x2 = 0:112992, x3 = 0:01514044, x4 = 0:05684733, x5 = 0:03270125, x6 = 0:1005075,
x7 = 0:07306695, x8 = 0:01743922, x9 = 0:06284498, x10 = 0:05830101, x11 = 0:06833096, x12 = 0:07153743,
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Table 2
Results for Example 2
System S1; S2 S′i1; S
′
i2 Mixture (passive) Mixture (order) Mixture (greedy) S
′
i1; S
′
i2; S
′
i3
1 0.8275266 0.8580833 0.86123 0.8698107 0.8832994 0.886446
2 0.8658182 0.9100646 0.9111695 0.9264307 0.9343052 0.93541
3 0.8985498 0.9435812 0.9446198 0.9537189 0.9577441 0.9587778
Table 3
Comparison of the results obtained by S1, S2, S3 and mixture methods
System Bound S1; S2; S3 Mixture (passive) Mixture (order) Mixture (greedy)
Example 1 Lower 0.7025667 0.7221667 0.73145 0.73145
Example 1 Upper 0.8130000 1.0000000 0.8038333 0.8038333
Example 2(1) Lower 0.8553803 0.8612300 0.8698107 0.8832994
Example 2(2) Lower 0.8944319 0.9111695 0.9264307 0.9343052
Example 2(3) Lower 0.930407 0.9446149 0.9537189 0.9577441
x13 = 0:04503293, x14 = 0:03487869, x15 = 0:1486024.
R3 =


0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0
0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0
1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1
0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1
0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1
0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 1 0 0
1 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 1 0 0 1
0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0
0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0


: (30)
The upper bounds in all cases are equal to 1, while the lower bounds for the diLerent systems are presented in Table 2.
In Table 2, we can see that the bounds obtained by the use of S′i1; S
′
i2 are much better than those obtained by the use
of S1; S2. We also observe that the bounds obtained by the greedy method are much better than those obtained by the
use of S′i1; S
′
i2. The greedy method outperformed the other two mixture methods. Furthermore, if we compare the bounds
in columns 5 and 6, we see that the bounds obtained by the use of S′i1; S
′
i2; S
′
i3 are only a little better than those obtained
by the greedy method.
Finally, let us compare the results obtained by S1; S2; S3 and the mixture methods. The results are presented in
Table 3.
We notice in Table 3 that we have obtained better bounds (at least in most cases), by any of the order and greedy
mixture methods, than what we have obtained by the use of the binomial moments S1; S2; S3.
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4. Conclusions
In order to create lower and upper bounds for the probability of the union of events, arranged in a 6nite sequence,
a simple and frequently eOcient method is the one provided by the discrete binomial moment problem. This problem
is an LP, where the right-hand side numbers are some of the binomial moments S1; S2; : : : : Since Sk is the sum of the
joint probabilities of all k-tuples of events, this LP is called aggregated problem. Better bounds can be obtained if we
write up an LP that uses the individual probabilities in the sums of the binomial moments Sk . The obtained problem is
called the Boolean probability bounding scheme. However, this LP, that we call the disaggregated problem, has huge size,
in general, and we may not be able to solve it or it is computationally intensive. In the present paper we have shown
that third types of problems, which can be placed in between the aggregated and disaggregated problems, can combine
solvability and very good bounding performance, at least in many cases.
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