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INTRODUCCIÓN 
 
“Cuando algo es lo suficientemente importante, haces lo que sea 
necesario incluso cuando las probabilidades no están a tu favor” 
ELON MUSK 
 
En términos generales, prueba es sinónimo de información relevante. 
Hablar de derecho probatorio es de reglas de exclusión de la prueba, las 
cuales limitan la información que será presentada en un proceso judicial 
para que sea tenida en cuenta por el juzgador de los hechos, y tome una 
decisión correcta  que resuelva el objeto de litigio. Para tal fin, uno de los 
principales planteamientos es cómo categorizar como verdadera un 
proposición que trata de representar un hecho,  objeto central de estudio 
de la epistemología jurídica, y lograr con ella un argumento contundente 
a través de una providencia. Un medio de prueba, estrictamente 
hablando, tiene como objeto categorizar una proposición fáctica como 
verdadera siempre y cuando se tenga la creencia justificada de que 
representa lo realmente ocurrido en el mundo.  
 
Es común tomar decisiones basadas en comparaciones, y la 
cuantificación es una forma de comparar con una medida de referencia. 
Se han establecido umbrales cuantitativos que permiten categorizar una 
proposición fáctica como verdadera bajo la égida de explicaciones que 
no son matemáticas, y la posibilidad de establecer lineamientos 
cuantitativos racionales que permitan categorizar las proposiciones 
fácticas de un proceso judicial, ha sido objeto de arduas discusiones 
entre varios autores. Haack sostiene que el cálculo de las probabilidades 
no puede ser la columna vertebral de una teoría epistemológica porque 
no arroja luz sobre el concepto crucial denominado por Russell 
credibilidad racional, y ella simplemente aval, destacando que el grado 
de aval no puede identificarse con las matemáticas; según, “las 
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matemáticas, cuando no son francamente engañosas, son en gran parte 
decorativas”. En contraposición, Schum está convencido de que “el 
razonamiento probabilístico es una actividad intelectual de enorme 
riqueza”, útil para hacer inferencias desde la prueba en cualquier 
contexto. No ha habido un criterio unificado al respecto de ambas 
posturas. Incluso, entre quienes creen que la probabilidad puede hacer 
parte del procedimiento de la valoración de la prueba, mayoritariamente 
se inclinan por la probabilidad lógica, el resto por la probabilidad 
bayesiana; esta última, de tipo cuantitativo,  asigna un valor entre cero 
(0) y uno (1) al grado de creencia justificada. Se cuestiona, ¿qué valor 
entre cero y uno permitirá categorizar una proposición fáctica como 
verdadera? ¿Qué tanto depende este valor del riesgo del bien 
jurídicamente tutelable? ¿Qué tanto del sujeto? Aunque la epistemología 
jurídica no ha determinado estándares de prueba, no ha sido óbice para 
que los sistemas jurídicos, en aras de encontrar “verdades” que soporten 
una decisión, establezcan tales lineamientos. En consecuencia, las 
pruebas aportadas en un proceso suministran una información sesgada 
al juzgador de los hechos, desembocando en el hallazgo de una verdad 
contextual que inadvertidamente podría debilitar la justificación de una 
decisión, añadiéndose el papel pasivo del juzgador en cuanto al acceso 
a la información. Esto abre campo para explorar otras alternativas que 
posibilitan dotar  de racionalidad la determinación de tales umbrales, 
como lo son el empleo de las estadísticas y probabilidades. La estadística 
es una herramienta matemática que ayuda a recolectar, resumir y a 
analizar un conjunto de datos; su importancia radica en ser una buena 
alternativa para apoyar la toma de una decisión racional, considerando 
que podría usarse de manera complementaria para ayudar a justificar 
una creencia respecto de una proposición fáctica en cuanto a su valor de 
verdad. No se descarta la posibilidad de que en algunos casos se use no 
como criterio auxiliar sino vertebral. 
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Durante el desarrollo de esta investigación se expondrán ejemplos, 
algunos reales, para mostrar el empleo de las matemáticas en la toma de 
decisiones; otros serán aplicados en el área jurídica con el fin de 
encontrar un punto de encuentro entre aquella y una decisión racional en 
la rama del derecho, señalando el contexto de la verdad según el caso.  
Se pretende familiarizar un poco al lector con el mundo de la probabilidad 
y la estadística mediante un texto agradable, resaltando su utilidad en el 
Derecho. Se ha escrito poco al respecto, y la literatura a favor del uso de 
las matemáticas en las decisiones judiciales es escasa, lo cual amerita 
una mayor investigación para el fortalecimiento de la misma; esta es una 
de las dificultades presentadas durante este proceso investigativo, pues, 
en Colombia, prácticamente esto no se ha tratado. Por esta razón, aquí 
se han tocado estos temas de forma general; no se hace un estudio del 
Código General del Proceso porque en nuestra jurisdicción no opera el 
estándar de prueba como fuerza probatoria sino las reglas de experiencia 
y la sana crítica; excepcionalmente, la probabilidad prevaleciente en 
materia de derechos colectivos, lo cual no es óbice para futuras 
investigaciones en ello.  
 
El trabajo se ha dividido esencialmente en cuatro (4) capítulos. Puesto 
que de los propósitos del proceso es establecer la verdad a través de los 
medios de prueba, siendo los hechos la motivación del demandante para 
iniciar un proceso judicial, en el primer capítulo, Verdad, medida y prueba, 
se pretende familiarizar al lector con unos conceptos  referentes a la 
epistemología jurídica, enfatizando a lo largo del mismo en lo esencial 
que es categorizar correctamente como falso o cierto una proposición 
fáctica, semilla que posibilita una debida motivación y en consecuencia 
un debido proceso. Se finaliza este capítulo con los títulos i) Cultura 
jurídica y extrajurídica del juez e ii) Importancia de la medida y la toma de 
decisiones, pues en el capítulo seguido se tocan tópicos relacionados 
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con la probabilidad cuantitativa, e involucra el término de medición 
numérica [de una posibilidad]; esto es básico, y lo debería manejar quien 
día a día se enfrenta a información presentada en forma de gráficos y 
porcentajes, como sucede en la prensa o en las noticias televisivas.  
En el segundo capítulo, Probabilidad y estadística: la época madura de 
Bentham, se dan nociones de probabilidad y de estadística, y otras 
palabras relacionadas con estas áreas de las matemáticas, de uso 
frecuente pero usualmente tratadas indistintamente sin tener claridad de 
las mismas. Se dan algunas ideas de cómo la estadística y la relevancia 
de una prueba tiene relación, así mismo la probabilidad empírica y las 
reglas de la experiencia. Se procura con esto, generar en el lector la 
sensación de que la probabilidad siempre está inmersa, al menos 
implícitamente, en la toma de decisión en un proceso judicial que,  para 
ser justa, ha de fundarse en la verdad de los hechos y la correcta 
aplicación e interpretación de las normas. En el título Probabilidad lógica 
vs. Probabilidad cuantitativa, se plantea cuán útil puede ser cuantificar la 
probabilidad y, en consecuencia, el grado de creencia, en el sentido que 
tiene la capacidad de aumentar nuestra confianza en la toma de decisión, 
si es el caso. Finalmente se cuestiona si es la estadística un medio de 
prueba.  
 
En el tercer capítulo, Decisión y estándar de prueba, se da una noción de 
estándar de prueba. Se cuestiona si los jueces son bayesianos por 
naturaleza. Si bien en ese título, ¿Son los jueces bayesianos por 
naturaleza? Bayes y su condición, se pretende exponer en general que 
no somos tan bayesianos, en una parte de este título se plantea una serie 
de ejercicios que involucran procedimientos matemáticos, con el objeto 
de mostrar las diferencias entre los resultados arrojados por la intuición 
y aquellos por las técnicas matemáticas. Es casi inevitable hablar de 
aplicaciones de las matemáticas sin mostrar procedimientos que 
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corroboren su utilidad; a diferencia de otras áreas del conocimiento, estas 
se sustentan con demostraciones y pruebas. Sin embargo, esta parte no 
es obligatoria para entender el resto de la lectura, máxime si no se tiene 
conocimiento especializado al respecto; no pretende mostrarse que los 
resultados numéricos obtenidos han de tomarse de forma inmediata 
como prueba para juzgar, sino indicar situaciones en las que 
razonamientos desprovistos de procedimientos matemáticos pueden 
llevarnos a respuestas equivocadas.  
 
Finalmente, en el capítulo cuatro (4), se muestran unos casos tomados 
del artículo escrito por el profesor Laurence Trebi, motivos de debates 
para establecer si los resultados numéricos obtenidos por medio de las 
probabilidades y las estadísticas pueden ser utilizados para permitirlos 
como prueba. Se finaliza con el caso de Sally Clarck, considerado uno 
de los errores judiciales más grande de la historia. 
 
A lo largo de este trabajo doy mi punto de vista acerca de ciertos temas, 
producto de mi experiencia como docente en áreas como “Probabilidad 
y Estadística”, “Física”, y otras relacionadas con el área de las 
matemáticas e ingenierías. 
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1 CAPÍTULO: VERDAD, MEDIDA Y PRUEBA 
 
 
 
 INTRODUCCIÓN 
 
Las brechas del conocimiento entre un observador y otro es lo que 
diferencia cuán objetivo podría ser el juicio acerca de un suceso. 
Determinan, en cierto grado, la búsqueda de la verdad respecto de un 
asunto de interés. Este conocimiento está sujeto a las condiciones del 
entorno, es circunstancial, o en otras palabras, es contextual. Por ello se 
ha establecido que no hay verdades absolutas sino restringidas a ciertos 
parámetros; ¿son estas verdades contextuales suficientes para llegar a 
una conclusión que permita dirimir un conflicto en un proceso jurídico? 
¿Existen estas mismas inquietudes en otras áreas del conocimiento? En 
matemáticas se ha establecido que los modelos o funciones predicen 
resultados aplicables a ciertos contextos, como ocurre con los modelos 
matemáticos de la mecánica clásica y la física cuántica. Se justifica este 
capítulo porque es importante establecer si basta una información 
relevante (la cual depende del contexto) para llegar a una realidad que 
deje resolver un objeto de litigio, en tratándose de procesos judiciales.  
 
 
 LA VERDAD Y EL MARCO DE REFERENCIA. RELACIÓN CON 
EL DERECHO 
 
Cuando en una clase de Física en el séptimo piso de un edificio pregunto 
cuál es la posición de un bolígrafo que sostengo con mi mano,  los 
estudiantes suelen dar diferentes respuestas. Unos tratan de aproximar 
mi altura para determinar cuán elevada está mi mano del suelo, y 
consideran que la posición del objeto es de metro y medio; otros se 
levantan del asiento y alzan su mano; suman o restan la diferencia de 
nuestras alturas y aproximan una medida. Un estudiante avezado sabe 
7 
 
que no debe aproximarse intuitivamente una medida sino usarse un 
patrón o referencia que permita comparar directamente, como una cinta 
métrica, y decir cuántas veces cabe ese patrón en la distancia a medir; 
el estudiante toma la cinta y responde “un metro con treinta y dos 
centímetros… en últimas, la medida es una comparación”. Sigo 
preguntando hasta que otro estudiante señala que la posición del 
bolígrafo son siete pisos, para él es claro porque nos encontramos en el 
piso siete. Y otro dice “siete pisos más la altura de la mano”. Después de 
discusiones acerca de la posición del objeto digo: “todas las medidas que 
ustedes me han dado pueden ser las correctas”. Algunos parecieran 
entender, otros quedan confundidos. Generalmente pide la palabra el 
estudiante avezado y dice: “¿¡cómo va a ser correcto la medida intuitiva 
de un metro y medio, si tomé la cinta métrica y obtuve un metro con treinta 
y dos centímetros!?” Para aclarar un poco la situación le pregunto la 
ubicación de su casa. El estudiante me dice algo como esto: “Pues bien, 
yo vivo por aquí, cerca de la universidad; saliendo de la portería principal, 
como a tres cuadras a la derecha” Y le digo: “¿podrías darme alguna otra 
guía que me ayude a llegar?”, y responde: “Claro profesor, como le dije, 
saliendo de la universidad por la portería principal como a tres cuadras a 
la derecha, en la esquina hay una tienda pintada de azul. Se ubica en la 
tienda, y por la misma calle, dos casas más arriba queda la mía”. En ese 
momento le hago ver que para poder darme la ubicación de su casa debió 
indicar unos puntos de referencia, sin los cuales no habría sido posible 
dar la ubicación: la universidad, la portería principal, la esquina, la tienda 
azul y la calle. Le digo al estudiante que trate de ubicar su casa sin esos 
puntos de referencia, y queda algo como esto: “Pues bien, yo vivo por 
aquí cerca de la universidad; saliendo de la portería principal, como a tres 
cuadras a la derecha”. Y la segunda descripción quedaría así: “Claro 
profesor, como le dije, saliendo de la universidad por la portería principal 
como a tres cuadras a la derecha;  en la esquina hay una tienda pintada 
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de azul. Se ubica en la tienda, y por la misma calle,  dos casas más arriba 
queda la mía”. Después del ejercicio empiezan a comprender lo 
importante de los puntos de referencia para establecer cuán ciertas son 
sus descripciones, pues el estudiante pudo no tomar como tal la tienda 
azul sino una casa de dos pisos ubicada en la misma calle pero cuatro 
casas antes de la suya. Así mismo les digo: “Como pueden advertir, quien 
tomó la cinta métrica y midió un metro con treinta y dos centímetros, 
debió indicar que la medida es respecto al suelo del salón, porque así lo 
hizo. De esta manera, quien “al ojo” dijo un metro y medio, debió indicar 
el punto de referencia; si tal fue el suelo del salón, es claro que su 
respuesta es incorrecta; pero si toma como referencia un punto ubicado 
a dieciocho centímetros (18 cm) más abajo del suelo, entonces su 
repuesta también es correcta. Similarmente, quien dijo ‘siete pisos más 
la altura de la mano’, debió señalar que el punto de referencia de los siete 
pisos es el suelo del primero y, el de la mano, el suelo del salón. Si en 
esta clase hubiese un estudiante viviendo  en la tienda azul, y le 
preguntásemos por la dirección del compañero, podría decirnos que 
habita dos casas más arriba de la suya. Y así, cualquier medida puede 
ser la correcta si establecemos claramente cuál es el punto de 
referencia”. 
 
Entrando en detalles, es consabido por los laboratoristas que toda 
medida está cargada de incertidumbre, que es una aproximación al valor 
real o teórico(*); la medida está sujeta o condicionada al instrumento de 
medida y sus características, como la precisión, exactitud, confiabilidad, 
calibración, entre otras. Por tal razón se recomienda medir con el mismo 
instrumento y bajo las mismas condiciones; no es igual medir la 
                                                          
(*)En capítulos posteriores se indicarán unas técnicas usadas en laboratorio para determinar el 
“valor teórico” a partir de varias medidas, que, por supuesto, están cargadas de incertidumbres.  
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temperatura de un salón con las ventanas abiertas que cerradas; con 
pocas personas dentro que con muchas, pues la temperatura varía según 
su número. La ciencia clasifica los errores posibles en un laboratorio, 
como los anteriores, llamados errores instrumentales. Otro tipo son los 
llamados errores personales. Estos dependen del sujeto, del 
laboratorista, del observador; no es igual la medida obtenida por alguien 
con dificultades visuales sin el uso de sus lentes, a otro con visión 20:20. 
O si medir en estado de embriaguez o de mucha fatiga y sueño que 
después de un relajado fin de semana. Y simplemente por mencionarlos, 
entre otros, también se encuentran los errores accidentales, el cual se 
presenta cuando, verbigracia, hacemos una medida y ocurre un pequeño 
sismo. Llegar a una verdad absoluta como tal es prácticamente 
imposible; podemos aproximarnos a un valor teórico o al valor real, pero 
esa inexactitud puede carecer de importancia acorde las exigencias de 
la medida. Y es cuando entra en juego el error absoluto y el error relativo. 
Por ejemplo: si nos piden determinar cuánto mide el frente de una casa, 
que se sabe mide 10 metros (10m), y como resultado entregamos once 
(11 m), podemos afirmar que existe un error de un metro por encima del 
valor real; a este error se le conoce como error absoluto. Si nos piden 
hallar la distancia existente entre una ciudad A y otra B, que se sabe es 
de diez kilómetros (10 km), y arrojamos diez kilómetros y un metro 
(10.001 km), decimos que el error absoluto es de un metro (1m), el mismo 
de la medida de la casa. Pese a la igualdad de estos errores absolutos, 
un metro (1m), notamos que significa poco para la distancia entre las dos 
ciudades y  mucho para la medida correspondiente de la casa. A esto se 
refiere el error relativo; un metro (1m) es mucho para  diez (10 m) pero 
poco para diez kilómetros (10 km). ¿Y cómo se determina el error 
relativo? Para ello se calcula cuántas veces cabe el error absoluto en el 
valor real. Se divide el error absoluto entre el valor real y se multiplica por 
cien. Así, para la casa el error relativo es del 10% y para la distancia entre 
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las dos ciudades es de 0.01%. Definir qué estándar es bueno o es malo 
es otra cuestión; para el caso, podemos afirmar que 10% es alto y se 
rechaza el error; 0.01% es bajo, por tanto un error aceptable. 
 
¿Qué relación tiene lo anteriormente expuesto con el Derecho? En un 
proceso judicial es fundamental la averiguación de la verdad de los 
hechos ocurridos en el caso para llegar a una decisión justa, condición 
necesaria mas no suficiente. Mínimamente se quiere establecer la verdad 
de los hechos, componente que cointegra una decisión justa. Pero, 
jurídicamente, ¿qué es verdad? Bradley afirma: “La verdad para ser 
verdad debe ser verdadera de algo y este algo no es en sí mismo 
verdad”1. Taruffo2, que el problema de la verdad se relaciona con todos 
los hechos que resulten ser jurídicamente relevantes, pues no puede 
hacerse justicia sin este requisito; la averiguación de la verdad de los 
hechos es preexistente para que pueda elegirse y aplicarse la norma 
correspondiente de forma correcta. Tal como la verdad es relativa en el 
ejemplo expuesto en el laboratorio de Física, igualmente ocurre en los 
procesos jurídicos: la verdad es contextual. Puede hablarse de errores 
en la toma de decisiones judiciales, los cuales dependerán del 
instrumento usado para verificar la verdad, del observador y del punto de 
referencia. De acuerdo a las exigencias del caso, podrán ser grandes o 
pequeños,  aceptados o rechazados. Se concluye que la justicia es 
relativa mas no absoluta; simplemente una aproximación a un ideal 
regulativo de justicia, lo suficientemente relevante como para rechazarla. 
Esta idea de justicia va asociada a lo que es bueno para la armoniosa 
preservación de la especie humana; así, estos puntos de referencia están 
anclados a los ideales de una convivencia pacífica, luego, no pueden 
                                                          
1 BRADLEY, F. H. Essays on Truth and Reality. Citado por HAACK, Susan. Filosofía de las 
lógicas. Madrid: Cátedra, 1978. p. 110.   
2 TARUFFO, M. Verdad, prueba y motivación en la decisión sobre los hechos. México: 
Cuadernos de Divulgación de la Justicia Electoral, 2013. p. 17  
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mirarse de forma individual sino colectiva, considerando que cada caso 
en particular de un litigio, por regla general, ha de hallar solución en las 
normas en abstracto. No se insinúa aquí que cada individuo tiene una 
verdad acerca de las cosas, aunque pareciese inferirse esto en el caso 
del laboratorio de Física, donde cada estudiante establece un  punto de 
referencia para tomar su medida; es claro que para llegar a un acuerdo 
acerca de lo que es verdad, todos debemos convenir dicho punto para 
poder contextualizar la verdad a un mismo marco referencial, no sin 
previa aceptación o convenio del error en la medida. No existe, y la Física 
lo tiene por principio, un marco de referencia absoluto. Sin embargo, 
entre más observadores tengan un mismo punto de referencia, más 
universal es la verdad, y se tiene que cualquier especificidad ha de 
resolverse en la generalidad. ¿Acaso Albert Einstein con su teoría 
general de la relatividad no resuelve los problemas específicos de la 
mecánica clásica de Isaac Newton? ¿Acaso no transmuta esa inerte 
máquina de relojería, monótona y predecible, en un mundo de 
incertidumbres y probabilidades? Desde esta perspectiva tenemos que 
estos puntos de referencia van cambiando conforme evoluciona la 
sociedad según la conducta, costumbre, tecnología, etc… de sus 
integrantes, por supuesto, sujetos de derecho. Por razones como esta en 
algunos países es legítima la pena de muerte y en otros no; en Holanda, 
país de carácter liberal, se ha legalizado el consumo de la marihuana, 
pese a que en la actualidad se ha puesto en marcha una nueva normativa 
tras numerosas quejas por el olor y el ruido provocado por  los 
consumidores. Se advierte que estos referentes no siempre se fundan en 
el bienestar general; algunos de estos parámetros reguladores de la 
conducta humana están basados en políticas públicas. 
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 EPISTEMOLOGÍA JURÍDICA 
 
La falsedad es la sirvienta de la injusticia(*). En mi opinión, una verdad 
injustificada tampoco estaría dotada de una justicia satisfactoria; sería 
una justicia imperfecta, que se perfecciona con su debida motivación. En 
este sentido, la epistemología procura establecer las condiciones bajo las 
cuales puede considerarse una creencia como verdadera y justificada; 
esta justificación es resultado de un proceso confiable en la averiguación 
de la verdad, orientado por criterios racionales. Afirma Ferrer 3 que para 
lograr un derecho sea exitoso, en cuanto a mecanismo pensado a dirigirla 
conducta de sus destinatarios, dentro del proceso judicial ha de cumplirse 
la función de determinar la verdad de las proposiciones fácticas referidas 
a los hechos probados. Sólo podrá influirse en la conducta de los 
hombres y mujeres para que no maten si, efectivamente, el proceso 
cumple la función de averiguar quién mató y se le impone la sanción 
correspondiente a tal delito. Para cumplir este objetivo institucional se 
acude a la epistemología jurídica, pues el hallazgo de la verdad 
constituye un requisito esencial para una adecuada administración de 
justicia. En estos procesos, la averiguación de la verdad está sujeta a un 
número de reglas acerca de la admisión de la prueba, según Ferrer, “a) 
reglas sobre las actividad probatoria; b) reglas sobre los medios de 
prueba y c) reglas sobre el resultado probatorio”4, las cuales, según, no 
inciden del mismo modo en las posibilidades de determinar los hechos 
probados de forma que coincidan con la verdad. Entonces, por ser 
fundamento de una decisión justa la verificación de los hechos, puede 
considerarse el proceso judicial como una actividad epistémica que se 
manifiesta específicamente durante la actividad probatoria, siendo la 
                                                          
(*) Bentham, Jeremy 
3 FERRER, Jordy. La valoración racional de la prueba. Madrid: Marcial Pons, 2007. p. 30 
4 Ibid. p. 35 
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averiguación de la verdad el objetivo principal de esta. Esta actividad 
probatoria no tiene solo esta función, sino la de crear reglas que limitan 
esta búsqueda de la verdad en aras de proteger otros valores. Por lo 
anterior puede entenderse epistemología jurídica como un área de la 
filosofía que procura establecer las condiciones bajo las cuales puede 
categorizarse una proposición fáctica como verdadera, y cuya 
justificación es el resultado de un proceso confiable dotado de reglas 
jurídicas para la averiguación de la verdad, orientado por criterios 
racionales. Así, atendiendo a que existe un conjunto de reglas referente 
a la admisión y relevancia de la prueba, cuyo objeto son los hechos, y a 
través de la cual se provee al juzgador de conocimiento para que tome 
una decisión, se afirma que la verdad está sujeta a una información 
incompleta. Por ello la verdad es relativa, o contextual, y depende de las 
reglas de exclusión pertenecientes al sistema jurídico regulador del caso 
objeto de litigio; aunque deben contribuir a la averiguación de la verdad, 
algunas de estas reglas están sujetas a decisiones de tipo político. 
Laudan ha planteado la relación entre el derecho y la epistemología así:  
 
[…] un juicio penal es, primaria y esencialmente, un motor 
epistémico, una herramienta utilizada para extraer la verdad de lo 
que inicialmente será una colección de claves e indicadores. Decir 
que estamos comprometidos con la reducción de errores en los 
juicios es otra forma de decir que somos serios acerca de la 
búsqueda de la verdad5. 
 
Sin embargo, la existencia de reglas en materia probatoria no es razón 
para pensar que existen diferentes tipos de verdades, como lo han 
manifestado distintos autores; si unas reglas de exclusión no son 
eficaces ni eficientes para la averiguación de la verdad, son de mala 
calidad y habría que revisar los criterios que justifican su implementación; 
                                                          
5 LAUDAN, L. Truth, error and criminal law: An essay in legal epistemology. Citado por PÁEZ, 
A. Introducción. La epistemología y el derecho. En: Hechos, evidencia y estándares de prueba. 
Ensayos de epistemología jurídica. Bogotá: Uniandes. 2015. p. 2. 
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también porque, incluso, si contásemos con la plena libertad para valorar 
y admitir una prueba, carecemos de la capacidad de describir todos esos 
pequeños sucesos o detalles que cointegran un hecho; más bien 
percibimos algunas de las circunstancias que a nuestro sentir son 
relevantes e inmediatas y, esa selección automática hecha por el 
cerebro, está condicionada a nuestra profesión, cultura, desarrollo de 
cada uno de nuestros sentidos, condiciones físicas, anímicas, etc. Luego, 
por muy conscientes y minuciosos que pretendamos ser en nuestra 
descripción, en el mejor de los casos, nuestros enunciados solo 
representan de forma parcial un evento pasado. Carnelutti ha sido uno 
de los principales opositores de esta bifurcación de la verdad: verdad 
formal y verdad material. Al respecto dijo que “(…) no es más que una 
metáfora, sin lugar a dudas; en realidad, es fácil observar que la verdad 
no puede ser más que una, de forma que la verdad formal o jurídica o 
bien coincide con la verdad material, y no es más que la verdad, o diverge 
de ella, y no es más que una no verdad (…)”6. 
  
Contrario sensu a decir que existen verdades jurídicas y verdades reales 
como si fueran distintas, parece razonable afirmar que la epistemología 
jurídica es una especificidad de la epistemología general. Así, esta 
resuelve a aquella, por lo que dichas verdades averiguadas bajo el 
proceso de cualquiera de estas dos actividades epistémicas deben 
coincidir, a no ser que el sistema jurídico que regula el objeto de litigio 
esté implementado por normas de derecho probatorio de mala calidad. 
En este sentido lo entiende Marrero, quien ubica la epistemología jurídica 
en la intersección de tres áreas del pensamiento: la epistemología, la 
filosofía del derecho y el derecho probatorio; y define la epistemología 
jurídica como “una parte de la filosofía del derecho que aplica los 
                                                          
6 CARNELUTTI, F. La prova civile, 2a ed. Citado por FERRER, J. Motivación y racionalidad de 
la prueba. Lima: Geijley E.I.R.L, 2016. p. 190. 
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métodos e ideas de la epistemología general al estudio de los procesos 
cognitivos en el campo del derecho”7. En cambio Haack afirma: “En mi 
boca se refiere no a un género especializado o peculiar de epistemología, 
sino simplemente a un trabajo epistemológico relevante aplicado a 
cuestiones que se presentan en el derecho”8. 
 
 
 NOCIÓN DE PRUEBA Y MEDIOS DE PRUEBA 
 
Me agrada la rigurosidad que hace Taruffo9 del lenguaje cuando aclara 
que los hechos jamás pueden incorporarse en un proceso  judicial  
porque pertenecen al pasado, luego, no pueden ser percibidos por el 
juez, exceptuando algunos elementos de prueba circunstanciales; se 
incorporan enunciados o proposiciones que procuran representar hechos 
pertenecientes a lo ocurrido en el mundo, si bien no es imaginación o 
manifestación de un convencimiento distinto de la realidad. Cuando una 
proposición fáctica es considerada verdadera, se dice que ese hecho 
está probado; llegar a este punto requiere de un medio que permita 
concluir si el enunciado fáctico incorporado en el proceso es verdadero. 
Es el llamado medio de prueba. En términos de Taruffo, “es cualquier 
elemento que pueda ser usado para establecer la verdad acerca de los 
hechos de la causa”10; “(…) constituyen datos cognitivos e información a 
partir de los cuales se puede derivar la verdad de los hechos en litigio, si 
se sacan las inferencias apropiadas a partir de ellos y tales inferencias 
conducen a la verdad de los hechos motivo de la disputa”11; “(…) es todo 
                                                          
7MARRERO, Danny. Lineamientos generales para una epistemología jurídica. En: Hechos, 
evidencia y estándares de prueba. Ensayos de epistemología jurídica, 2015. Bogotá: Uniandes. p. 
17. 
8 HAACK, Susan. Risky Business. Citado por VÁSQUEZ, Carmen. De la prueba científica al a 
prueba pericial. Madrid: Marcial Pons, 2015. p. 69.  
9 TARUFFO, Michel. La prueba. Madrid: Marcial Pons, 2008. p. 19. 
10 Ibid. p. 15 
11 Ibid. p. 34 
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lo que pueda ser usado significativamente para apoyar la prueba de un 
hecho”12. En otras palabras, los medios de prueba son aquellos canales 
de comunicación a través de los cuales transita una información capaz 
de permitirnos inferir si lo aseverado  de un hecho corresponde o no con 
lo ocurrido en el mundo; cuando esta afirmación se categoriza como 
verdadera se obtiene un resultado positivo, y se dice que tal hecho está 
probado. Por consiguiente, la prueba hace referencia a los resultados 
positivos de aquellas inferencias basadas en los medios de prueba que 
dan sustento a la verdad de las proposiciones fácticas de un litigio; una 
inferencia justa se hace manera correcta para que el convencimiento del 
juez con la realidad de los hechos. Se resalta que la verdad de la 
proposición fáctica considerada probada, es independiente de los 
elementos de juicios disponibles, pues depende de su correspondencia 
con el mundo.  
 
Según Ferrer13, suele asimilarse prueba con el convencimiento 
psicológico del juez acerca de lo verdaderamente ocurrió, luego, se 
vincula conceptualmente prueba de un hecho con la adquisición por parte 
del juez del estado mental consistente en creer que tal hecho sí ocurrió. 
Ferrer14 disiente de esta concepción porque supone la imposibilidad 
conceptual de considerar que el juez, sujeto dotado de autoridad, pueda 
equivocarse, teniendo en cuenta además que algunas veces decide aun 
en contra de sus propias creencias; lo que el juez crea, es independiente 
de lo ya pasado y del contexto. Por ello se habla de justificación de la 
decisión judicial sobre los hechos. Esta es relativa a la información 
aportada al proceso, por tanto, contextual. Entonces, ¿cuándo se justifica 
                                                          
12 Ibid. p. 34 
13 FERRER. Op. Cit ., pp. 57-58 
14 Ibid. pp. 59-60 
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la creencia del juez a partir de una proposición fáctica en un proceso 
judicial? 
 
 
 LA IMPARCIALIDAD COMO CRITERIO PARA LA BÚSQUEDA 
DE LA VERDAD. PRUEBA Y MOTIVACIÓN DE LA SENTENCIA 
 
Dentro del proceso epistémico jurídico el juez se dirige hacia la búsqueda 
de la verdad, y para encontrarla es importante su imparcialidad. Una 
persona parcial sesga sus juicios a intereses propios o de terceros; esta 
parcialidad se presente incluso de forma inconsciente, y quien emite el 
juicio no advierte la inclinación de la balanza; se deja influenciar en la 
toma de decisiones por factores diferentes y ajenos a la averiguación de 
la verdad, como los prejuicios, cercanía con las partes, compasión por 
asociar el caso con una situación privada del juzgador…. Por ello 
sostiene Taruffo que “un juez parcial no puede alcanzar ese resultado [la 
verdad]”15. Me parece esta una postura exagerada, asumiendo incluso 
que una proposición fáctica es verdadera si solo está debidamente 
justificada. En mi opinión, puede existir una coincidencia entre el juicio 
parcial de un juez y la realidad; un razonamiento utilizado en el proceso 
de una toma de decisión desprovisto de imparcialidad, por consiguiente 
de un procedimiento adecuado, no imposibilita alcanzar un acierto ni la 
existencia de un procedimiento coincidente con el debido proceso. Lo  
pasado es inmodificable, y es independiente de lo que se piense al 
respecto. Creer un padre en la inocencia de su hijo de  la comisión de un 
delito, no descarta que en realidad sea otra persona la responsable. Que 
seas un paranoico no quiere decir que no te persigan(*). 
 
                                                          
15 TARUFFO, Michel. Simplemente la verdad. El juez y la construcción de los hechos. Madrid: 
Marcial Pons, 2010. p. 138. 
(*) Frase atribuida a Kurt Cobain 
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 ADMISIBILIDAD Y RELEVANCIA DE LA PRUEBA. REGLAS DE 
EXCLUSIÓN 
 
Los sistemas jurídicos están provistos de reglas que determinan la 
admisión y valoración de una prueba, términos estos que, aunque 
relacionados, tienen una clara distinción. Varias las razones justifican la 
implementación de estas reglas de exclusión en materia probatoria, 
ejemplo, el común deseo de obtener la victoria en un proceso, por la cual 
las partes podrían cometer actos ilícitos; intereses de tipo político y 
económico a favor de la economía procesal, lo que involucra los factores 
tiempo y costo al momento de sopesarlos con actividades tendientes a la 
averiguación de la verdad. Estas reglas son productos del hallazgo de un 
punto de equilibrio en el ejercicio de pesos y contrapesos entre la 
averiguación de la verdad y otros valores; la práctica de estas reglas 
comporta a veces un sacrificio epistemológico, y para que sean 
favorables en la actividad epistémica jurídica, Laudan establece que esta 
actividad debe incluir dos partes: “1) Una descriptiva de las reglas 
probatorias existentes en un sistema jurídico concreto, a fin de identificar 
aquellas que promueven la búsqueda de la verdad pero, sobre todo, 
aquellas que la impiden. 2) Una normativa que proponga cambios en 
esas reglas para eliminar o modificar aquellas que sean obstáculos 
graves para encontrar la verdad”16.  
 
En general, cuando una proposición fáctica es categorizada como 
verdadera, es porque el juez tiene la convicción de que describe lo 
ocurrido en el mundo, razón para considerar el hecho probado; es la 
relevancia el criterio básico utilizado para valorar dicha proposición. Por 
ello, para esta determinación de los hechos se toma en cuenta solo un 
conjunto de medios de pruebas relevantes admitidas y practicadas en el 
                                                          
16 LAUDAN, Larry. Strange Bedfellows. Citado por VÁSQUEZ (2015) Op. Cit ., p. 63 
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juicio. En palabras de Twining, “Un medio de prueba es relevante si 
aporta apoyo o refutación de alguna de las hipótesis fácticas del caso a 
la luz de los principios generales de la lógica y de la ciencia”17. Según 
Stephen: 
 
 Un hecho es relevante para otro hecho cuando se puede demostrar 
que la existencia de uno es la causa o una de las causas, el efecto 
o uno de los efectos, de la existencia del otro, o cuando la existencia 
de uno, ya sea por sí solo o con otros hechos, hace más probable 
o improbable la existencia del otro, de acuerdo al común devenir de 
los eventos18.  
 
 
De qué tan relevante sea un medio de prueba para resolver el litigio 
dependerá del juez, y deriva de la conexión lógica que encuentre entre 
los hechos a determinar y el mismo. Un buen juicio acerca de dicha 
relevancia, aumenta la probabilidad de que las premisas fácticas sean 
categorizadas correctamente como falsas o verdaderas, en 
consecuencia, de la adecuada elección de las premisas normativas y, 
finalmente, de una decisión seguida inevitablemente de tales premisas. 
Esto implica el aumento de la probabilidad de obtener una sentencia 
sólida, siempre y cuando tales medios de pruebas sean admitidos; de 
poco sirven acertados juicios de relevancia acerca de un medio de 
prueba si las reglas de exclusión no permiten su admisión dentro del 
proceso para la toma de una posterior decisión, lo que podría ir en contra 
de la actividad epistemológica jurídica si estas reglas son de mala 
calidad.  
 
En síntesis, la relevancia se refiere a cuán importante puede ser un medio 
probatorio en la contribución de la solución un litigio; la admisibilidad, a 
                                                          
17 TWINING, W. Rethinking Evidence. Exploratory Essays, 2a ed. Citado por FERRER. Op. Cit 
., p.34 
18 STEPHEN, J. A Digest of the Law of Evidence. Citado por VÁSQUEZ (2015) Op. Cit ., pp. 
28-29 
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las condiciones que ha de cumplir tal medio para su inclusión en el 
proceso. La relevancia es condición necesaria mas no suficiente para la 
incluir un medio de prueba en la actividad epistémica, pues está 
subsumida en la admisibilidad. Así, todo medio de prueba admisible debe 
ser relevante, pero no todo medio de prueba relevante es admisible. 
 
 
1.6.1 Principio de contradicción y prueba admitida 
 
Los principales contribuyentes en la averiguación de la verdad son las 
partes, protagonistas de la actividad epistémica en un proceso judicial. El 
juzgador, por su lado, tiene un rol normalmente pasivo; eventualmente 
interviene en ese proceso de conocimiento cuando, de oficio, se le 
permita solicitar pruebas  que ayuden a aclarar dudas. Sin embargo, una 
vez admitidos las medios de prueba, existe un principio que si bien 
garantiza el derecho a las partes a presentarlos y a ser escuchadas bajo 
las mismas condiciones, posibilita al juzgador agudizar su valoración y 
por ende la calidad de las mismas; esto se logra gracias al mutuo 
cuestionamiento que se hacen las partes en relación a las pruebas. Se 
concibe luego el principio de contradicción como una herramienta de 
doble dimensión: 1) como herramienta de control de las partes y 2) como 
herramienta cognoscitiva del juez. De esta manera se fortalece la función 
epistémica del proceso, siempre y cuando las partes estén más 
interesadas en hacer justicia  que obtener una victoria.  
 
 
 VALORACIÓN DEL MEDIO DE PRUEBA 
 
Después del juicio de relevancia y la admisión del medio de prueba en el 
proceso sigue su valoración, definida como la “actividad de percepción 
por parte del juez de los resultados de la actividad probatoria que se 
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realiza en un proceso”19, para lo cual se hace uso de los estándares de 
prueba (véase infra § 3.2); estas herramientas permitirán al juez 
considerar como probado un hecho, siempre y cuando se supere el grado 
de confirmación exigido por el bien tutelar en juego entre la información 
suministrada por este medio de prueba y la descripción planteada en la 
hipótesis fáctica. Gascón entiende esta valoración como:  
 
(…) el juicio de aceptabilidad de los resultados producidos por los 
medios de prueba. Consiste, más propiamente, en la verificación de 
los enunciados fácticos introducidos en el proceso a través de los 
medios de prueba, así como el reconocimiento a los mismos de un 
determinado valor o peso en la formación de la convicción del 
juzgador sobre los hechos que se juzgan20, 
 
El resultado de esta valoración dependerá del conjunto de medios de 
prueba incluidos en el proceso, y está sujeto a cambios bien sea por 
adición o sustracción de elementos de este conjunto. Por consiguiente el 
resultado de dicha valoración es contextual, condicionado a los 
elementos de juicio, y está relacionado con la probabilidad condicional y 
teorema de Bayes (véase infra § 2.2.2.3.3 y  § 3.3). Que la conclusión 
jamás sea segura, imposibilita llegar a un resultado concluyente;  siempre 
estará cargada de incertidumbre, sin importar cuán fuerte sea la 
convicción o certeza del juez acerca de la ocurrencia de un hecho.  
 
 
 PRUEBA Y MOTIVACIÓN DE LA SENTENCIA 
 
Cuando el alcance de una formulación normativa no es patente ha de 
proponerse un enunciado que exprese mejor su sentido, en 
consecuencia, interpretarse. La interpretación de un texto jurídico 
involucra tanto el conjunto de razonamientos elaborados  para entender 
                                                          
19 NIEVA, Jordi. La valoración de la prueba. Madrid: Marcial Pons, 2010. p. 34. 
20 GASCÓN, Marina. Los hechos en el derecho. Madrid: Marcial Pons, 2004. p. 157. 
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su sentido como el producto de este ejercicio mental, reflejado en la 
creación de un nuevo texto que idealmente conserva el sentido del 
original. En otras palabras, el conjunto de proposiciones pertenecientes 
al nuevo texto debe ser igual al original, aunque mejor expresado. A este 
nuevo texto se le llama enunciado interpretativo. Fijado su significado, si 
es el caso, se determina si un supuesto particular se encuentra 
comprendido en el nuevo enunciado, y se identifica la titularidad de un 
derecho y su consecuencia jurídica. ¿Es esta interpretación 
necesariamente unívoca? Según Mazzarese21, una formulación 
normativa puede tener varias interpretaciones. En virtud de esto, afirma 
que no habría una interpretación correcta o verdadera, pues una 
formulación normativa podría expresar más de una norma, por 
consiguiente, no le es atribuible un valor de verdad. Pintore22 sostiene 
que la verdad como correspondencia parece inadecuada para los 
discursos de la ciencia jurídica por dos razones principales: 1) porque 
tales discursos tienen por objeto normas, producto de una construcción 
social, no hechos; y 2) porque no existe una única respuesta justa a las 
cuestiones interpretativas que surgen de las normas. En lógica, la validez 
y contundencia se predica solo de argumentos deductivos y no de 
proposiciones; un argumento es válido cuando es exitoso en su calidad 
y forma(*), y contundente cuando todas sus premisas son verdaderas. 
                                                          
21 MAZZARESE, T. Norm proposition: Epistemic and Semantic Queries. Citado por SÚCAR, 
Germán. Concepciones del derecho y de la verdad jurídica. Madrid: Marcial Pons, 2008. pp. 371-
372. 
22 PINTORE, Anna. Consenso y verdad en la jurisprudencia. En: Cuadernos de Filosofía del 
Derecho. Verona. 1997. Vol. 20. No 1, p. 285. Recuperado el 12 de enero de 2019, de  
http://www.cervantesvirtual.com/nd/ark:/59851/bmcmc988. 
(*) “Un argumento deductivo es aquel que establece que su conclusión se sigue de sus premisas 
con absoluta necesidad, esta necesidad no es cuestión de grado  y no depende de ninguna manera 
de cualquier otra cosa que sea el caso. Su validez consiste en la relación entre proposiciones, 
entre el conjunto de proposiciones que sirven como premisas y la proposición que sirve como 
conclusión del argumento en cuestión. Si la conclusión se sigue de las premisas con necesidad 
lógica, se dice que el argumento es válido. Por lo tanto, la validez nunca puede aplicarse para una 
solo proposición para sí misma. Un argumento puede ser válido aun cuando su conclusión  y una 
o más de sus premisas sean falsas; si además de ser válido y todas sus premisas son verdaderas, 
entonces el argumento es contundente. En agudo contraste, un argumento inductivo es aquel que 
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Considerando que una sentencia tiene la misma estructura de un 
argumento, conformada por una premisa fáctica, una premisa normativa 
y una decisión, y que una norma jurídica carece de valores de verdad, 
¿cómo establecer las condiciones para determinar si una sentencia es 
contundente o sólida? Una sentencia válida es aquella cuya decisión 
deriva lógicamente de las premisas fácticas y las normativas; se 
garantiza su calidad y forma, no una decisión justa. A este tipo de 
justificación se le denomina justificación interna. Si las premisas fácticas 
y normativas  han sido seleccionadas correctamente, el razonamiento 
goza de justificación externa. Una sentencia contundente implica el 
contenido de una decisión justa, siempre y cuando esta se siga 
inevitablemente de las premisas fácticas, que han de ser verdaderas, y 
.de las normativas, que al carecer de valor de verdad, deben ser 
aplicables al caso; luego, una sentencia es sólida o contundente si goza 
de ambos tipos de justificaciones. Afirma Ferrer23 que, al no exigírsele 
atributo de verdad a una premisa normativa, se resuelve este 
inconveniente acudiendo a la noción de validez(**); se exige entonces del 
razonamiento judicial, la incorporación de normas válidas en el sistema 
jurídico de referencia, es decir, que pertenezcan a él, pues todos los 
sistemas jurídicos contienen normas válidas. Sin embargo, reconoce que 
es un requisito a veces insuficientes y en ocasiones exagerada; hay 
normas no válidas en el sistema porque han sido derogadas, o porque 
no lo han sido nunca, como las normas de derecho extranjero; así, la 
solución es tener en cuenta que las premisas normativas del 
razonamiento están correctamente seleccionadas si las normas 
                                                          
establece que su conclusión se sigue de la premisa solo con cierta probabilidad, esta probabilidad 
es cuestión de grado y depende de cualquier otra cosa que sea el caso”. Copi, I., & Cohen, C. 
Introducción a la lógica. México: Limusa, 2013, pp. 16-18. 
23 FERRER. Op. Cit ., pp. 46-47. 
(**) No en el sentido que se usa en lógica para determinar si un argumento es exitoso o no, sino el 
valor legal que tiene una norma para producir un efecto. 
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incorporadas en ellas son aplicables al caso según el ordenamiento de 
referencia,  independientes de su validez. Al respecto, afirma Súcar: 
 
Dicho esquema es sencillo e intuitivo y, en tal sentido, su adopción 
resulta atractiva. No obstante, considerar la verdad  de un 
enunciado jurídico es una función exclusiva de la pertenencia de 
una norma a un sistema jurídico (y que, por ende, sus condiciones 
de verdad son equivalentes a la de un enunciado de pertenencia) 
parece resultar excesivo, toda vez que la calificación jurídica de una 
acción puede depender de otras circunstancias. Así, puede ocurrir 
que una norma imponga sobre los jueces la obligación de aplicar 
otra norma a ciertos casos aunque esta última no pertenezca al 
sistema jurídico en cuestión. Esto es lo que parece ocurrir, por 
ejemplo, en los supuestos de conflicto internacional privado. De ser 
ello correcto, la equiparación entre enunciados de pertenencias y 
enunciados jurídicos quedaría puesta en entredicho24. 
 
 
Taruffo25, para la existencia de una decisión justa, además de considerar 
que debe fundarse en una verdadera causa de los hechos, y en una 
correcta interpretación y aplicación de las normas, establece como 
condición conjunta y necesaria, el respeto de las garantías 
fundamentales. Estas tres  condiciones se subsumen en el ejercicio del 
debido proceso, y no solo la tercera como podría creerse, porque desde 
esta perspectiva la verdad es irrelevante, pues no se toma en cuenta la 
naturaleza ni la calidad de la decisión concluida en el procedimiento, 
incurriendo en una injusticia; verbigracia, cuando se aplica una norma 
sustantiva que regula el caso objeto de litigio. Entonces el cumplimiento 
de estas tres condiciones es esencial para alcanzar la verdad y hacer 
justicia, y justificar un convencimiento de forma correcta; porque una 
convencimiento puede ser justificado por una argumento válido, incluso 
inválido, pero poco sirve una sentencia válida si hay falsedad en su 
premisa fáctica o la norma aplicada es la incorrecta, porque habría 
                                                          
24 SÚCAR. Op. Cit ., p. 424. 
25 TARUFFO (2010). Op. Cit ., pp. 133-137 
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desviación de la función principal de un proceso: disuadir a los asociados 
de tener comportamientos indeseados. Por ello se necesita de 
sentencias contundentes o sólidas, cuya decisión judicial ostenta de 
calidad. El cumplimiento de tales condiciones implica una debida 
motivación y, en consecuencia, el respeto a un debido proceso.  
 
 
1.8.1 REQUISITOS DE UNA CREENCIA JUSTIFICADA 
 
Un criterio usual para introducir una noción de prueba es el 
convencimiento del juzgador de los hechos acerca de la ocurrencia de 
algo. Si hay tal convencimiento, el hecho se considera probado, y aquello 
que suscita tal convicción se le denomina prueba. Ello genera la idea 
común de que el fin principal de la actividad probatoria es convencer al 
juez de lo aseverado en las proposiciones fácticas, sin importar si estas 
descripciones coinciden o no con una realidad pasada. Pero  no siempre 
el juez da por probado algo fundado en su convencimiento de la 
existencia de un hecho; a veces sus decisiones  se apartan de la verdad 
y la justicia, y se mueven por intereses propios; incluso, es posible uso 
de un criterio racional cuyo resultado dé por probado un hecho pese a 
que desafíe su intuición, como lo es la estadística y la probabilidad, o 
porque tal procedimiento  matemático o científico usado para obtener tal 
resultado está por fuera de su comprensión. En algunos sistemas 
jurídicos no se permite el careo de peritos. Prefieren acudir a la 
intervención de un tercer perito para aclaración de dudas, protegiendo 
quizá al juez de que se revele su poca formación en el área específica o 
sea confundido en su criterio y lo lleve a la toma de una injusta decisión. 
 
Lo probado se convierte en información, en conocimiento base para la 
decisión a tomar.  Entre más pruebas haya, menos incompleta es la 
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información. No implica esto el aumento  de la probabilidad de que una 
hipótesis planteada sea verdadera; podría disminuir o no variar. La nueva 
información  tiene la capacidad de cambiar la creencia o convicción  del 
juez respecto a una hipótesis en la medida que pueda alterar, 
cuantitativamente, su probabilidad de ocurrencia entre un valor de 0 y 1; 
o, cualitativamente, entre lo imposible y lo seguro. Las teorías 
individuales de la epistemología jurídica se esmeran por determinar 
cuáles son las condiciones bajo las cuales puede afirmarse que un 
tribunal funda su decisión en su creencia justificada de las proposiciones 
fácticas. Esta creencia es variable. Las proposiciones pueden ser 
categóricamente falsas o verdaderas, y dependerá de las circunstancias 
en que se desarrollen los hechos. El atributo de sus aseveraciones es 
contextual: unas mismas palabras pueden aseverar distintas 
proposiciones en diferentes momentos, condicionados a la información 
parcial (medio de prueba) que pueda tenerse de un hecho, capaces de 
alterar la creencia  justificada del mismo; sin embargo, los hechos 
probados podrían o no corresponder con lo realmente ocurrido en el 
mundo.  Por esta razón la epistemología individual no depende de 
diseños institucionales; más que por la verdad, se interesa por un 
adecuado proceso inferencial: la validez de la sentencia. Así, en una 
sentencia, lo más importante es una conclusión seguida inevitablemente 
de los enunciados fácticos probados, para extraer la consecuencia 
jurídica de los fundamentos de derecho predicables de los hechos; esto, 
porque la conclusión es una proposición fáctica que ha de regularse por 
el derecho, luego, tiene su correspondiente consecuencia jurídica. 
 
Taruffo26 señala la combinación de tres requisitos necesarios para 
considerar justa una sentencia: a) la elección correcta y la interpretación 
                                                          
26 TARUFFO (2008). Op. Cit ., p. 19. 
27 
 
de la regla jurídica aplicable al caso; b) la comprobación fiable de los 
hechos relevantes del caso, y c) el empleo de un procedimiento válido y 
justo para llegar a la decisión. Por otro lado, Ferrer acude a los 
delineamientos de Wróbleski, sobre justificación externa y justificación 
interna, para hablar de una creencia justificada desde el punto de vista 
normativo; afirma que una decisión judicial está justificada si la 
conclusión deriva inevitablemente de la premisa normativa(*) y la premisa 
fáctica (justificación interna), y si también, estas premisas son verdaderas 
(justificación externa). Según, la decisión judicial, como acto, está 
justificada si su realización es permitida o es obligatoria según las normas 
que regulan esa actuación. Concluye que la decisión acerca de los 
hechos probados estará justificada si la proposición fáctica está probada, 
y esto ocurre si resulta aceptable racionalmente, es decir, si existen en el 
expediente judicial elementos de juicio suficientes a su favor. Finalmente, 
que el derecho a la prueba estará satisfecho si, y solo si, “i) todas las 
pruebas relevantes aportadas por las partes han sido admitidas y 
practicadas y;  ii) si éstas han sido valoradas de acuerdo con las reglas 
de la lógica y la racionalidad, de modo que la declaración de hechos 
probados que se realice puede ser considerada aceptable racionalmente 
a la luz de esos elementos de juicios”.27 Considerar racionalmente una 
hipótesis fáctica como la próxima a la verdad dependerá del conjunto de 
elementos de juicio aportados al proceso. 
 
Los requisitos planteados por ambos autores tienen elementos 
transversales, están altamente correlacionados con la motivación de la 
sentencia. Una sentencia debidamente motivada es justa, y una 
                                                          
(*) “Una norma jurídica es un enunciado que correlaciona casos con soluciones”, según BULYNG, 
E. Dogmática jurídica y sistematización del Derecho. Citado por EZQUIAGA, Francisco. La 
argumentación e interpretación. La motivación de las decisiones judiciales. Perú: Grijley, 2017, 
p.146. 
27FERRER, Jordy. Motivación y racionalidad de la prueba. Lima: Geijley E.I.R.L, 2016. pp. 65-
69.  
28 
 
sentencia justa es correcta siempre y cuando las premisas fácticas 
categorizadas como verdaderas coincidan con lo ocurrido en el mundo; 
esto no solo haría de la providencia un argumento válido sino 
contundente. Adviértase que en su tercer requisito, Taruffo habla de un 
procedimiento válido, lo cual no excluye el empleo de las matemáticas 
para tal fin. 
 
 
 CULTURA JURÍDICA Y EXTRAJURÍDICA DEL JUEZ 
 
Se presume que el juez está dotado, y se le exige, de una vasta cultura 
jurídica, en atención al principio iuri novit curia. Lo que aún no le es 
exigible, es un profundo conocimiento en áreas distintas a las jurídicas. 
Estas deficiencias generan desconfianza en tratándose de la admisión 
de una prueba pericial, la cual suministra un conocimiento especializado 
que podría contribuir a la correcta decisión sobre las proposiciones 
fácticas en un proceso judicial, pues como afirma Taruffo28, el juez-
científico no existe; no está obligado a repetir lo que ya hizo el asesor 
sino a velar por un debido proceso científico. El juzgador no sustituye al 
perito ni tampoco puede delegar al científico la decisión sobre los hechos 
de la causa, es él quien formula autónomamente la decisión final. Esta 
delegación ocurre si el juzgador  no evalúa la validez de los criterios 
usados para la peritación previa admisión de la prueba.  Afirma 
Hernández: 
 
Ante la prueba pericial científica el juez no puede mostrarse pasivo 
cuando, por ejemplo, no alcanza a entender las conclusiones o 
bases metodológicas de las mismas (…) En estos casos, la 
intervención aclaratoria del juez deviene obligada. El juez no puede 
permitir que la ciencia transite sin control cognitivo alguno por el 
proceso (…) La indagación formativa del tribunal, sobre todo en 
                                                          
28 TARUFFO, Michel. Verdad, prueba y motivación en la decisión sobre los hechos. México: 
Cuadernos de Divulgación de la Justicia Electoral, 2013. p. 79.  
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relación a la prueba científica, siempre que no comprometa las 
cargas de aportación probatoria que incumbe a las acusaciones, 
constituye una exigencia del modelo de adquisición que dejar 
incólume el principio-deber de imparcialidad29  
 
La idea de que el juez no sustituye al perito va cambiando gradualmente. 
El Tribunal Supremo español expresó en sentencia:   
 
El juez puede sustituir al perito cuando se considera 
suficientemente informado por si según su preparación para 
conocer y apreciar el objeto o la cuestión litigiosa que hubiera 
necesitado la intervención de otra persona que tenga los 
conocimientos científicos, artísticos o prácticos requeridos por las 
circunstancias del caso30 
 
 
Taruffo31 no señala precisamente tal posibilidad,  pero advierte que cada 
vez más el juzgador de los hechos está llamado a desempeñar la función 
de control de validez científica del procedimiento empleado por el 
experto, por lo que el juez del futuro, incluso el de hoy, ha de poseer una 
cultura extrajurídica de profundización no inferior a la de su cultura 
jurídica. Sugiere lo anterior que no solo la cultura extrajurídica del 
juzgador puede ser equiparable con su cultura jurídica sino también otra 
cultura especializada, como la matemática o la ingeniería. Similarmente, 
siendo las matemáticas aplicables a cualquier área del conocimiento, es 
conveniente que el especialista posea una cultura extra a su cultura 
matemática. 
 
 
                                                          
29 HERNÁNDEZ, Javier. Conocimiento científico y decisión judicial. ¿Cómo accede la ciencia 
al proceso y cómo puede valorarse por los jueces? Citado por Citado por VÁSQUEZ (2015) Op. 
Cit ., p. 176. 
30 Ibid. p. 163.  
31 TARUFFO (2013). Op. Cit ., p. 80 
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 IMPORTANCIA DE LA MEDIDA Y LA TOMA DE DECISIONES 
 
En gran parte nos rige es la medida. En general, estamos resumidos a 
números: cuánto mides, cuánto calzas, cuánto ganas, cuánto pesas, qué 
edad tienes, en qué estrato vives… los cuáles nos son útiles para  la toma 
de decisiones. Si en un almacén vemos unos zapatos de nuestro entero 
gusto, por su color y diseño,  seguramente no lo compraremos si es 
número 37 a sabiendas de que calzamos 39; y si no estamos convencido 
de ello porque así lo indican nuestros ojos, trataremos de introducir el pie 
en el zapato para confirmar. Si hablamos de una persona cuya masa de 
90kg, decidir si debería o no tomar una dieta a base de ejercicio y comida 
balanceada para mejorar su salud a causa de un sobrepeso, no tendría 
sentido sin un punto de referencia. Y si le dicen en que su examen obtuvo 
un coeficiente intelectual (CI) de 132 puntos, no sabría si sentirse 
orgulloso o no; este indicador tampoco tienen sentido si carece de un 
grupo de referencia con el que pueda compararse. Para el primer caso, 
resolvemos el interrogante acudiendo a un baremo de IMC (Índice de 
Masa Corporal), que para la estatura y el peso mencionado corresponde 
a un IMC de 32.66kg/m, lo cual indica un sobrepeso “grado tipo I”, 
atentando contra nuestra salud. Con esta información decidimos si 
mejorar nuestra salud tomando una dieta a base de ejercicios y comida 
balanceada, o simplemente ignorar el suceso.  Pero, ¿qué umbrales 
definir para tomar una decisión o no al respecto? Para tenemos en cuenta 
que en estadísticas existen diversas curvas de distribución de 
probabilidad, y a ellas se ajustan las variables dependiendo del tipo. 
Ejemplo, muchas de las variables de interés en la investigación de las 
ciencias del  comportamiento humano se ajustan a distribuciones muy 
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semejantes a una curva normal(*), como lo es el peso, la estatura, el 
rendimiento, el ingreso salarial, el CI, etc. De esta manera tenemos un 
grupo de referencia con el cual se puede comparar una medida, y decir 
si mi CI es alto, bajo o está dentro de lo normal. Estos parámetros son 
relativos, varían de acuerdo al grupo de estudio;  luego, el juicio de valor 
acerca de un cuantificador arrojará una “verdad contextual”. Entonces, 
¿cuáles son esos parámetros comparables con el CI? Para el caso de 
una curva normal, verbigracia, nos dan dos parámetros importantes: miu 
(µ)  y sigma (σ). µ es la media (promedio)  y σ es la desviación típica 
estándar. Si µ = 100, el CI promedio del grupo de personas examinadas 
es de 100, y puede concluirse que CI = 132 está por encima de la media. 
Igualmente otras variables pueden encajar en ciertas distribuciones de 
probabilidad, provistas de una media y una desviación típica estándar, 
parámetros determinantes para tomar una decisión al respecto. Esto 
lleva a pensar que la probabilidad de ocurrencia de un hecho, tomando 
en cuenta la función de distribución a la que pertenece, la media y 
desviación estándar, podría entregar cierto grado de confiabilidad para 
categorizarlo como probado (verdadero).  Probar un hecho es primordial 
para que el juzgador emita una providencia contundente, justa y en pro 
del orden público mediante el uso de las normas procesales. 
 
  
                                                          
(*) Este tipo de distribución también es conocida como “Campana de Gauss”. Consiste en una 
distribución de probabilidad de una variable continua, como el tiempo, el peso, la estatura, la 
temperatura, etc., que describe los datos agrupados en torno a un valor central. 
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2 CAPÍTULO II. PROBABILIDAD Y ESTADÍSTICA: LA ÉPOCA 
MADURA DE BENTHAM  
 
 
 INTRODUCCIÓN 
 
Si bien la probabilidad y la estadística son ramas de las matemáticas, en 
los últimos años estas han tenido una alta aplicabilidad en otras áreas 
del saber, y las ciencias jurídicas no escapan a ello. Si se tiene poca 
experiencia en esta parte de las matemáticas, se corre el riesgo de 
emplear indistintamente los términos probabilidad y estadística, como si 
fueran sinónimos; asimismo otros como media, esperanza, moda, 
muestra, población…. En Derecho se habla de probabilismo jurídico, 
probabilidad prevalente y estándares de prueba. Sin embargo, no se 
indican nociones previas de estos temas, y podría incurrirse en errores 
de tipo conceptual y prácticos en ciertas lecturas de Derecho en los que 
estén inmerso estos tópicos. Es importante establecer estas diferencias 
y tener claridad en conceptos relacionados, para así establecer con 
mayor objetividad si la estadística y la probabilidad pueden ser usadas 
como criterios racionales para la toma de decisiones en los procesos 
jurídicos. También, emplearse como herramientas para determinar los 
estándares de prueba. 
 
 
 UN ACERCAMIENTO AL CONCEPTO DE ESTADÍSTICA Y DE 
PROBABILIDAD 
 
“Sacar el asunto de las manos del instinto, sujetarlo a reglas, es una 
tarea que, si está dentro del alcance de las facultades humanas, 
debe ser de todas formas reservada, pienso, a los poderes 
mejorados de alguna época madura”   
Jeremy Benthman 
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Es innegable la tremenda evolución de la estadística en este último siglo. 
Su aplicabilidad se extiende a todas las áreas del conocimiento y se ha 
convertido en un criterio normativo o bien sea racional para la toma de 
decisiones, que en el campo jurídico son juicios que aspiran a un ideal 
regulativo: hacer justicia. Podría hablarse de la época madura de 
Benthman, en la que previó un conjunto de reglas  racionales para  la 
toma de decisiones, que para el caso, ha desembocado en reglas 
matemáticas. 
 
 
2.2.1 Noción de estadística 
 
Aunque la palabra Estadística(*) es relativamente nueva, es interesante 
el hecho que su aplicación no lo es. En un principio nuestros antecesores 
eran nómadas. Una vez conocida la agricultura y la domesticación de 
animales, se abandona tal estilo de vida y se adopta el sedentarismo. 
Surge la necesidad de saber  las condiciones de un grupo de personas, 
la cantidad que lo conforma, de conocer cuántos animales poseían… de 
tener un control sobre sus pertenencias, y acorde a ello decidir qué 
acciones tomar para su supervivencia. Asimismo avanzaban las 
civilizaciones, este tipo de control se hacía posteriormente con el fin de 
conocer cuántos hombres podrían batallar y formar los ejércitos, saber 
las finanzas de un Estado y generar políticas públicas. De ahí la palabra 
estadística. Estos procesos no surgieron repentinamente. Se conoce que 
los babilonios, 3000 A.C, tenían unas tablillas donde registraban 
información elemental, como la producción agrícola o cuántos productos 
fueron intercambiados o vendidos. En la misma época los egipcios 
efectuaban censos; tenían datos de su población y rentas del país, 
                                                          
(*) Esta palabra fue empleada por alemán Godofredo Achenwall (1719 -1772). Del italiano statista 
(estadista), proveniente del latín status (estado o situación). 
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evidenciando organización y administración.  Los griegos también 
hicieron estadística para una adecuada distribución de terreno y 
prestación de un servicio militar, y tasación del impuesto que debían 
pagar los ciudadanos. Incentivaron el estudio de las estadísticas, entre 
ellos Sócrates y Aristóteles, quienes la consideran importante para el 
buen funcionamiento del Estado. Los romanos, preocupados por su 
organización política, fueron los mejores en emplear las estadísticas en 
la optimización de sus recursos, y muchos de los resultados obtenidos 
fueron fundamentales en la elaboración de leyes y políticas públicas. 
Realizaban censos cada lustro, y registraban los nacimientos, 
defunciones, matrimonios, riquezas obtenidas en saqueos de tierras 
conquistadas, entre otros. En Israel, como puede constatarse en la Biblia 
en el Antiguo Testamento, en su primer canon, el Pentateuco, del cual se 
afirma que tiene la “Ley de Dios”, en su libro Números, también hicieron 
uso de las estadísticas:  
 
“Tomad el censo de toda la congregación de los hijos de Israel por 
sus familias, por las casas de sus padres, con la cuenta de los 
nombres, todos los varones por sus cabezas. De 20 años arriba, 
todos los que pueden salir a la guerra en Israel, los contaréis tú y 
Aarón por sus ejércitos(*)”  
 
Lo anterior da una noción cuán útiles las estadísticas. De su relación con 
la información y la  toma de decisiones en la resolución de interrogantes 
como: ¿hay suficiente alimento para sostener  determinada población?, 
¿hay suficientes hombres para enfrentarse en una guerra y vencer?, 
¿cuánta riqueza se ha obtenido en los saqueos?, ¿cuántos han muerto 
este último año?, ¿cuáles son las enfermedades mortales? Las 
estadísticas son empleadas para recabar, resumir y analizar datos, 
información útil en la toma de decisiones.  
                                                          
(*) Números 1:2-3 Versión Reina Valera 1960. 
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2.2.2 Noción de probabilidad 
 
La noción de probabilidad tampoco es nueva aunque, relativamente, sí 
su formalización matemática, aquella que permite cuantificarla en valores 
entre 0 y 1. Esta noción se tiene desde el momento en que nuestros 
antecesores durante la noche se protegían en las cuevas para reducir el 
riesgo de ser devorados por una bestia, porque, por reglas de la 
experiencia, sabía de esa posibilidad. Esta inferencia era consecuencia 
de un razonamiento inductivo. Así supo que si tenía una mejor arma y  
mayores habilidades, aumentaría la probabilidad de éxito al momento de 
la caza.  Por consiguiente se afirma que el principal concepto evaluativo 
en toda inducción es la probabilidad, y todo argumento inductivo tiene 
una conclusión inevitablemente cargada de incertidumbre, pues su 
contundencia no es viable. No es posible asignar a la conclusión de una 
inferencia inductiva un valor de verdad. Pero no todo razonamiento, como 
se explicará, cuya conclusión esté expresada en términos de 
probabilidad, implica un argumento inductivo. Es posible que las reglas 
empleadas para expresar una probabilidad nos lleven a la cuantificación 
de la misma y llegar siempre al mismo resultado después de la inferencia, 
propio de un razonamiento deductivo (véase infra § 2.4).  
 
Por lo anterior se vislumbra una probabilidad no cuantificada, 
primeramente utilizada por la humanidad para anticiparse a posibles 
resultados lógicos; y otra cuantificada, empleada posteriormente. A la 
primera se le denomina probabilidad lógica, y a la segunda, probabilidad 
cuantitativa; a esta pertenece la probabilidad clásica o laplaciana, 
enfoque conocida como “Teoría a priori de la probabilidad”, porque no se 
necesitan hacer ensayos antes de asignar la probabilidad. No solo la 
probabilidad clásica pertenece a este tipo de probabilidad cuantificada, a 
cuyo valor está entre 0 y 1; también está la probabilidad frecuentista o a 
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posteriori, la cual asigna un grado de probabilidad después de dividir el 
número de casos favorables de un experimento entre el número total de 
observaciones. Finalmente, la probabilidad bayesiana. 
 
 
2.2.2.1 Evento 
 
Un evento es un suceso de interés, y corresponde a una posibilidad (o 
conjunto de posibilidades) del total de resultados que podrían derivar de 
un experimento. Si se tiene en una urna 10 pelotas, 3 blancas y 7 negras, 
un evento puede ser “A: sacar al azar una pelota negra” y determinar la 
probabilidad de A,  simbolizado p(A), la probabilidad de sacar una pelota 
negra. Hay eventos imposibles y eventos seguros. Un evento imposible 
es sacar de la urna una pelota azul, pues no hay pelotas azules en la 
urna; pero, si las 10 pelotas de la urna fueran todas azules, un evento 
seguro es sacar una pelota azul. Así, el evento imposible nos sumerge 
en la ignorancia acerca del caso, y el seguro, una información completa.  
 
 
 
2.2.2.2 Probabilidad lógica   
 
También llamada probabilidad baconiana. Tiene en cuenta las teorías 
lógicas de la probabilidad. Consiste en: 
 
(…) tomar los modelos lógicos de razonamiento que pueden ser 
usados como medios para racionalizar las inferencias en 
situaciones en las cuales la fiabilidad de una hipótesis fáctica 
necesita ser comprobada sobre la base de algunos medios de 
prueba32”  
 
“Se refiere específicamente al grado de confirmación que un 
enunciado recibe de las inferencias fundadas en las premisas 
que lo justifican33  
                                                          
32 TARUFFO (2008). Op. Cit ., p. 32.  
33 TARUFFO (2013). Op. Cit ., p. 57. 
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Se pretende principalmente determinar inferencias posibles a partir de 
los medios de pruebas relevantes y cómo estas apoyan la conclusión, 
que ha de seguirse inevitablemente de la premisa normativa. En 
contraposición a la probabilidad cuantitativa, su inferencia se basa en 
patrones lógicos de razonamiento.  
La probabilidad lógica o inductiva expresa cuan fuerte es nuestra 
percepción lógica acerca de una causa y su efecto. Establece 
lineamientos que posibilitan asignar valores de verdad a proposiciones 
fácticas, resultado de una valoración que no está exenta de 
incertidumbre. Entre más fuerte sea la conexión lógica, mayor confianza 
se tiene en la convicción de categorización  producto de una inferencia 
adecuada. Cuán fuerte es esta confianza, depende de los elementos de 
juicio a los cuales se refiere la inferencia inductiva, o si se quiere, la 
probabilidad lógica. Se exige este atributo de valor en las proposiciones 
porque una decisión judicial no puede expresarse en términos de 
probabilidad: o es o no es el caso; o es falsa o es verdadera. Emplear el 
término probabilidad (lógica) en una expresión, nada diría de la falsedad 
o verdad de un enunciado; entonces se categoriza una proposición 
fáctica acorde al grado de confirmación entre lo que procura representar 
y la realidad de los hechos. 
 
La probabilidad lógica, por regla general, se usa en el campo del de 
derecho en tratándose de estándares de prueba, aunque con frecuencia, 
en forma numérica. Se enfatiza que estos valores se emplean de forma 
comparativa. No se da con exactitud un valor. Ejemplo: decir “tiene una 
probabilidad del más del 50% de ser verdadera”, equivale a decir “es más 
probable SÍ a que NO”; obsérvese que no se emplean expresiones como: 
“con una probabilidad del 70%”, o del 54,3%, o del 82,7%… Expresarlo 
en estos términos precisos corresponde a una probabilidad cuantitativa.  
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Las probabilidades lógicas más empleadas en Derecho son: probabilidad 
prevaleciente, más allá de toda duda razonable, prueba clara y 
convincente. 
 
 
2.2.2.2.1 Probabilidad prevalente 
 
Este tipo de probabilidad lógica, basada en un conjunto de inferencias en 
las cuales se determina el nivel de confirmación entre los medios de 
prueba y los enunciados fácticos, se usa en procesos civiles. La 
distribución de riesgos se hace de forma equitativa, de manera tal que 
una hipótesis se considera probada o verdadera si supera a su hipótesis 
contraria. A su negación. Luego, la probabilidad prevalente se encuentra 
a medio camino entre la intensidad de la probabilidad de un evento 
imposible y la intensidad de un evento inseguro. 
 
En el caso de existir varias hipótesis acerca de un mismo hecho, 
primeramente, de entre todas, se elige la que tenga mayor probabilidad 
de ser la correcta; seguidamente, a esta hipótesis se le aplica el criterio 
de probabilidad prevalente para categorizarla como falsa o verdadera. 
 
En Colombia34, cuando se trata de derechos colectivos, en materia de 
régimen probatorio, el juez puede condenar con base en la probabilidad 
(superior al 50%) de que la conducta de varios demandados como 
agresores del grupo haya ocasionado el hecho, o la probabilidad de 
establecer estadísticamente los daños que deben ser reparados 
                                                          
34 GUAYACÁN, Juan. Las acciones populares y de grupo frente a las acciones colectivas. 
Elementos para la integración del derecho latinoamericano. Bogotá: Universidad Externado de 
Colombia, 2013. p. 499. 
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individualmente a los miembros del grupo. La probabilidad referida es la 
prevalente.  
  
 
2.2.2.2.2 Prueba clara y convincente 
 
Esta probabilidad es más exigente. Para categorizar una proposición 
fáctica como verdadera, debe superarse un nivel de probabilidad o 
conexión lógica mayor que la prevalente. El error no se distribuye 
uniformemente, está sesgado hacia la falsedad, y su punto de equilibrio 
es el nivel de probabilidad ubicado a mitad de camino entre la 
probabilidad prevalente y la probabilidad de un evento seguro. Esta 
probabilidad se utiliza para juzgar actuaciones dolosas. 
 
 
2.2.2.2.3  Más allá de toda duda razonable 
 
Suele emplearse en procesos penales, para determinar la 
responsabilidad del imputado. Como el bien jurídico en juego es la 
libertad, las exigencias son altísimas. Se categoriza una proposición 
fáctica como verdadera, cuando el medio de prueba provea una 
información capaz de indicar con un alto nivel de probabilidad tal atributo. 
Corresponde casi a la probabilidad de un evento seguro. El error está 
muy sesgado hacia la falsedad de la proposición fáctica, y para superar 
ese atributo, el juez debe estar muy convencido de la ocurrencia del 
hecho. La información extraída no puede dejar ninguna duda razonable 
acerca de ello. Se tiene esta consideración porque se dice que es mejor 
liberar a un culpable que condenar a un inocente.  
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2.2.2.3 Probabilidad cuantitativa 
 
Asigna un valor entre 0 y 1 a la creencia de que un evento pasó o un 
evento futuro pasará. Puede expresarse en términos porcentuales, de 0 
a 100%. Muchos teóricos de la prueba disienten que la probabilidad 
cuantitativa(*) sea adecuada para emplearla en una toma de decisión que 
involucre la valoración de un medio de prueba; rechazan, algunos con 
vehemencia, la factibilidad  de ser aplicada confiablemente en la correcta 
asignación de un valor de verdad. 
 
 
2.2.2.3.1 Probabilidad clásica 
 
Supone que la probabilidad de cualquiera de cada uno de los resultados 
de un experimento es igual. Se determina dividiendo el número de 
resultados favorables entre el número posible de resultados. Ejemplo: al 
lanzar una moneda corriente(*) al aire (experimento) solo son posibles dos 
resultados: cara o sello. Si se pide determinar la probabilidad de obtener 
cara (resultado de interés o caso favorable), solo hay una posibilidad de 
dos. La probabilidad es  𝑝(𝑐𝑎𝑟𝑎) =  1 2⁄ = 0.5. Entiéndase, que esta 
probabilidad es la que se obtendría si realizamos el experimento infinitas 
veces. Se comprenderá un poco más cuando se defina la probabilidad 
empírica. 
 
El cálculo de la probabilidad clásica está desprovisto de la realización de 
experimentos; basta con saber el número de resultados favorables y el 
total de posibles resultados para determinarla, valores que previamente 
pueden abstraerse.  
                                                          
(*)  En vez de cuantitativa le llaman frecuentista. Esta una categoría de la probabilidad cuantitativa, 
así como la clásica y la bayesiana. Por eso es más apropiado decir probabilidad cuantitativa. 
(*) Que no esté cargada. 
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2.2.2.3.2 Probabilidad empírica o frecuentista 
 
Relación entre el número de veces que ocurre el evento de interés y el 
total de observaciones(**). A diferencia de la clásica, esta probabilidad se 
calcula con base al número de veces que se realiza el experimento. En 
el caso de la moneda, si se hace un solo lanzamiento y se obtiene cara, 
sería muy apresurado decir que la probabilidad de cara es 1 y  la de sello 
es 0. Esta probabilidad es fiable si el número de repeticiones no es una 
cantidad pequeña; entre más grande es el número de observaciones, 
mejor es la probabilidad calculada: más se acerca al valor real. Así, si se 
lanza una moneda corriente 1000 veces, y se obtiene 495 caras, su 
probabilidad es 𝑝 (𝑐𝑎𝑟𝑎) =
495
1000
= 0.495, cercano a 0.5. Se resalta que 
esta probabilidad se aproxima a la clásica cuando el número de 
observaciones es muy grande (lo cual da la idea de infinitud).   
 
 
2.2.2.3.3 Probabilidad bayesiana 
 
También llamada probabilidad a posteriori o probabilidad subjetiva. Es 
una probabilidad no de causa-efecto sino de efecto-causa. Se mira qué 
probabilidad hay de que, conocido un en efecto, pueda determinarse su 
causa. Es una especie de probabilidad inversa. El razonamiento 
empleado no es inductivo ni deductivo sino abductivo. En un juicio, la 
probabilidad bayesiana se relaciona con el proceso de abducción 
realizado por el juez en el planteamiento de hipótesis que pueden 
derivarse de la información proveída por un medio de prueba (véase infra 
§ 3.3).  
 
                                                          
(**) Se refiere al número de veces que se realiza el experimento. Es por ello que se llama empírica. 
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2.2.3  Población 
 
Este término tiene varias acepciones. En Derecho se define población 
como el conjunto de habitantes de un país o estado. En estadística, como 
el conjunto de individuos u objeto de interés, el cual será observado para 
determinar sus características. En ambas definiciones el concepto de 
población alude a un “todo”. En el enunciado “la mayoría de los 
colombianos se inclina por estudiar Derecho”, la expresión “los 
colombianos” se refiere al total de colombianos; similarmente en “los 
matemáticos son los profesionales que sufren menos de estrés”, “los 
matemáticos” es el conjunto de todas las personas del mundo de 
profesión matemático; sucede igual en “los árboles rugosos son los más 
susceptibles de que los atraviese un rayo”. Entonces, en estadística, el 
término población no se relaciona exclusivamente con un conjunto de 
personas, sino con la totalidad de cualquier cosa de nuestro interés. 
¿Cómo llegar a esas expresiones entregadas en forma de conclusión? 
Es donde entre en juego la probabilidad y la estadística. Puede llegarse 
a esas conclusiones por medio de encuestas a los individuos de 
determinada población o haciendo pruebas a los objetos que la integran. 
Recordemos que el observador es quien determina la población. Si el 
interés es saber qué porcentaje de procesos ejecutivos hay en 
determinado juzgado civil, la población corresponde a todos los procesos 
que reposan en ese juzgado: declarativos, ejecutivos, monitorios. Si el 
interés es conocer el porcentaje de estudiantes pertenecientes a la 
facultad de Derecho en la universidad X, la población será todos los 
estudiantes de la universidad: Ingeniería, Derecho, Medicina, 
Comunicaciones, etc.  
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2.2.4 Muestra 
 
Es posible que no podamos hacer observaciones en cada uno de los 
elementos o individuos de una población. Encuestar a la población 
colombiana acerca de cuál es su plato favorito, seguramente es 
imposible. ¿Cómo encuestar a aquellos grupos al margen de la ley? Este 
inconveniente se resuelve no estudiando a la población sino a una parte. 
A este subconjunto o porción de la población se le denomina muestra. Si 
se quiere hacer un análisis de sangre, no se extrae toda.  A partir de una 
muestra puede generalizarse y extenderse un elemento característico 
observado al resto de la sangre (población). Igual sucede con una 
biopsia, no se extrae el órgano completo sino una pequeña porción.  
 
Es importante saber elegir la muestra. Debe cumplir con un requisito 
esencial para que su estudio pueda arrojar información veraz de la 
población. En ciertos casos esto no es problemático. Cuando se toma 
una muestra de sangre, se da por sentado que tiene exactamente la 
mismas características que el resto: la su población. Esto sucede porque 
la sangre es homogénea. En consecuencia, el análisis de cualquier 
muestra del torrente sanguíneo bastará para darnos información acerca 
de las características de la población. ¿Qué sucede si se quiere 
determinar el porcentaje de estudiantes  pertenecientes a la facultad de 
Derecho en una universidad X? Se puede solicitarse esta información en 
la base de datos de la universidad. Si es negada, podría encuestarse 
personalmente a la totalidad de estudiantes, digamos una población de 
4000, tarea difícil. Una tercera opción es elegir una muestra de esa 
población y hacerles la encuesta, supongamos 300. ¿Cómo garantizar 
que esos 300 estudiantes tengan características que representen a la 
población? Si en el auditorio de la universidad X hay una conferencia 
relacionada con temas de derecho procesal, no sería inteligente elegir la 
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muestra en ese lugar,  porque claramente la mayoría de espectadores, 
por no decir todos, son de la facultad de Derecho. Esto llevaría a una 
conclusión errada acerca de qué parte de la población universitaria 
estudia Derecho. Apropiado es buscar un lugar en donde concurran 
estudiantes de todas las carreras, lo cual garantizará una muestra dotada 
de características similares a la de la población, ejemplo, la cafetería. El 
hambre es una necesidad. Embarga a todas las personas, independiente 
de su raza, profesión, religión… Al hacer un estudio de una muestra 
representativa, podemos inferir características de la población.  
 
Una muestra es correcta si es representativa de su población, porque 
posee todas las características de la misma, convirtiéndose en un 
requisito fundamental para su selección. 
 
 
2.2.5 Medidas de tendencia central 
 
Cuando tenemos un conjunto de datos, empleamos medidas de 
tendencia  central para saber en torno a qué valor están girando o se 
encuentran los datos recabados. Por ello la expresión “de tendencia 
central”. Este valor no coincide necesariamente con alguno de los datos 
objeto de análisis.  Son medidas de tendencia centra: la media, mediana 
y moda. 
 
 
2.2.5.1 Media (una aproximación a la idea de estándar) 
 
Es por excelencia la medida de tendencia central. Su valor es el punto de 
equilibrio entre los pesos y contrapesos de datos que están por debajo y 
por encima. La media es el punto en que la balanza no se inclina para 
ningún lado, el punto justo. Que la media sea por excelencia la medida 
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de tendencia central, no siempre la hace el mejor indicador, pues está 
sujeta a la variabilidad de los datos. En estadística, la idea de media viene 
del concepto de centro de masa, empleado en la Física, definida como el 
promedio de la posición de todas las partes del sistema, ponderadas de 
acuerdo a sus masas. Supóngase que un estudiante será evaluado y se 
le dan dos opciones: i) un examen de validación en el cual se le toma una 
única nota o ii) cuatro exámenes con iguales pesos35 realizados durante 
todo el semestre. En cualquier caso, el estudiante aprueba con 3.0 en 
una escala de calificación de 0 a 5. Si el estudiante elige i) la validación, 
superará el estándar exigido y aprobará la asignatura si en esa nota única 
obtiene un valor mayor o igual a 3.0. Si elige la opción ii) realizar 4 
exámenes,  considérese las siguientes notas del estudiante: N1 = 1.7, N2 
= 4.5, N3 = 2.3, N4 = 3.5. ¿Cómo saber si supera el estándar exigido? No 
es fácil saber con esas notas tan variadas si el estudiante aprueba o no 
la asignatura; podría el lector afirmar que sí porque 4.5 y 3.5 compensan 
a 1.7 y 2.3. ¿Está seguro de eso? Plantéese lo siguiente: se quiere 
determinar el promedio global de las notas definitivas de todos los 
estudiantes de la universidad, que aproximadamente son unos 3000, con 
el fin de averiguar si en general los estudiantes superan el estándar. ¿Lo 
estaría si la información recabada consta ahora de 3000 datos? ¿Con 
qué argumentos afirmar que ese numeroso conjunto de datos se 
compensan entre sí para finalmente superar el umbral? Imagine una 
tabla recta, homogénea y simétrica, de 5 unidades de longitud. Su punto 
de equilibrio está justo en la mitad, en la posición 2.5. Ahí la tabla queda 
completamente horizontal, no se inclina ni a hacia la izquierda ni a la 
derecha. Para el caso nos compete un estándar es 3.0. Luego, se ubica 
la cuña en la posición 3.0. Téngase en cuenta que el número que 
                                                          
35 En el contexto, entiéndase peso como la ponderación o la valoración que se le da a cada nota. 
Ejemplo, como son 4 notas, cada una tiene un peso del 25%. Bien podríamos decir que cada nota 
tiene un peso de 1kgf.  
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representa a cada una de las notas corresponde a una posición en la 
tabla en donde debe ubicarse cada peso. Lógicamente, si ponemos la 
cuña en la posición 3, la tabla se desequilibra y se inclina hacia la 
izquierda. ¿Qué sucede si ponemos los pesos (notas) en sus respectivas 
posiciones? Si al poner todos los pesos en las posiciones de la tabla y 
esta se inclina hacia la izquierda, el estudiante pierde; si se inclina hacia 
a la derecha el estudiante supera el estándar (punto de equilibrio) y 
aprueba. Si la tabla queda completamente horizontal, el estudiante 
obtuvo lo justo; la tabla no se inclina ni hacia la izquierda (pierde) ni a 
hacia la derecha (gana), pero como 3.0 es el estándar, aprueba la 
asignatura. En matemáticas suele decirse que las cosas más 
interesantes suceden en la frontera.  
 
En el caso de las 4 notas, si se ubican los pesos en las posiciones 
correspondientes, la tabla queda completamente horizontal(*); esto 
equivale a decir que las 4 notas pueden reemplazarse por una sola, 
ubicada en el punto de equilibrio; esto es, 3.0.  
 
 
 
Si se intenta el mismo procedimiento para determinar el punto de 
equilibrio en el caso de los 3000 datos, sería muy tedioso. Se evita esta 
                                                          
(*)No es objeto de este trabajo demostrar la manera en cómo se llega a esa conclusión, ni la 
demostración de la fórmula para hallar le media de un conjunto de datos. 
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tarea, sumando los datos(*) y dividiéndose por la cantidad de los mismos. 
La media (o promedio) se denota por una letra testada. 
 
?̅? =  
1.7 + 2.3 + 3.5 + 4.5
4
=
12
4
= 3.0 
 
Si el resultado hubiese dado 3.7, indicaría que este es el punto de 
equilibrio, luego, que el estudiante podría superar hasta un estándar 
exigido de 3.7; como el estándar es 3.0, con 3.7 estaría sin duda alguna 
por encima del mínimo exigido. De esta manera, para el segundo caso, 
se suman los valores de los 3000 datos y el resultado se divide entre 
3000. 
 
No siempre la media es el mejor indicador para resumir un conjunto de 
datos. Si se quiere hallar el promedio de ingresos mensuales de 100 
personas, y la mayoría oscila entre 6 y 7 puntos, pero hay uno cuyo 
puntaje es de un  millón (1’000.000), al hallar el promedio, el punto de 
equilibrio estaría alterado por este valor extremo. No sería razonable 
afirmar que la mayoría de ingresos giran en torno al dato calculado, por 
lo cual se dice que la media es sensible a los datos extremos. Por ello, al 
analizar un conjunto de datos no ha de mirarse una sola arista; debe 
tenerse en cuenta otros indicadores, como la mediana y la moda, para 
encontrar apoyo en la toma de una decisión. Por no tener estas 
consideraciones, han surgido frases como la atribuida a Bernard Shaw36, 
en la cual se refiere a la estadística como la ciencia que explica que si 
como dos pollos y mi vecino ninguno, entonces, en promedio, hemos 
comido un pollo cada uno. Sería como afirmar que, en promedio, nadie 
                                                          
(*) Que han de tener pesos iguales, si no se emplea un procedimiento llamado media ponderada. 
No es el caso. 
36 AMSTER, Pablo & PINASCO, Juan. Teoría de juegos. Una introducción matemática a la toma 
de decisiones. México: Fondo de cultura económica, 2014. p. 55. 
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sufre de hambre;  o la mejor manera de bajar los impuestos en Colombia 
consiste en bajárselos al sector más rico. 
Otra medida de tendencia central, que podría resolver el problema de la 
existencia de datos atípicos, es la mediana. 
 
 
2.2.5.2 Mediana 
 
Consiste en organizar todos los datos de menor a mayor y tomar el dato 
central. Ese dato central corresponde a la mediana, el cual no es afectado 
por los valores extremos. Así, para el ejemplo del magnate de un millón 
de puntos (1’000.000), si organizamos los valores de menor a menor en 
una línea horizontal, este valor quedaría en el extremo derecho, de 
manera que los datos centrales quedarían entre el 6 y 7, lo cuales no 
serían afectados por ese dato atípico. 
 
 
2.2.5.3 Moda 
 
Es el valor que más se repite en un conjunto de datos. Ejemplo: 1, 7, 2, 
7, 9, 3, 5. En este caso la moda es el 7. 
 
 
 PROBABILIDAD LÓGICA VS PROBABILIDAD CUANTITATIVA 
 
La probabilidad cuantitativa no es bien recibida por algunos teóricos en 
el campo del derecho como herramienta para valorar un medio de 
prueba. Taruffo afirma que “las probabilidades estadísticas pueden ser 
usadas como elementos de prueba en algunos casos, pero la prueba 
estadística no puede ser adoptada como modelo general de la prueba 
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judicial37” porque no son suficientes para establecer la probabilidad de 
ocurrencia de un hecho específico; que pese a los argumentos aducidos 
a su favor no pueden ofrecer un apoyo probatorio válido a un enunciado 
sobre un hecho específico, pues éstas solo determinan la frecuencia 
relativa de clases de sucesos; que por tal motivo debe tenerse cautela y 
un entrenamiento especial en el uso del cálculo de las estadísticas, 
porque de otro modo sería extremadamente difícil y arriesgado el empleo 
de tales pruebas estadísticas38. En un texto de fecha posterior, respecto 
a la probabilidad cuantitativa dice: 
 
El problema es mucho más complejo y no puede discutirse en este 
trabajo con la profundidad que merece, pero puedo desarrollar dos 
observaciones sintéticas. La primera es que, como ha sido 
demostrado, con excepción de unas rarísimas situaciones 
extraordinarias (relacionadas con el posible uso probatorio de 
cuantificaciones estadísticas), el cálculo de la probabilidad 
cuantitativa no es aplicable a la evaluación de las pruebas, 
entonces, no es traducible numéricamente el grado de 
aproximación que caracteriza la verdad procesal. La segunda 
observación es que con respecto a esta verdad es muy posible 
hablar de probabilidad, pero solamente de la probabilidad lógica, es 
decir, del resultado de las inferencias lógicas mediante las cuales 
se formulan conclusiones acerca de la confianza de los enunciados 
relativos a los hechos de la causa a partir de las informaciones 
provistas por las pruebas. En este sentido, la verdad procesal es 
probable en función de la cantidad y la calidad de las informaciones 
probatorias en las que se funda, y en función del razonamiento 
mediante el cual de las pruebas se obtiene la justificación de una 
conclusión acerca de estos enunciados39. 
 
 
Por su parte Susan Haack, en su artículo “El probabilismo jurídico: una 
disensión epistemológica”, inicia con un texto de Russell(*), y reafirma: 
                                                          
37 TARUFFO (2008). Op. Cit ., p. 33.  
38 Ibid. pp. 100-101. 
39 TARUFFO (2013). Op. Cit ., p. 27. 
(*)[E]s claro que algunas cosas son más ciertas, mientras que otras son objeto de conjeturas 
azarosas. Para un hombre racional, hay una escala de [grados de dubitabilidad], desde las 
proposiciones lógicas y aritméticas simples y los juicios de percepción, en un extremo, hasta 
cuestiones como la de la lengua que hablan los micénicos o <<qué canción cantaban las 
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Russel está en lo correcto. El cálculo matemático de probabilidades 
está perfectamente bien en su lugar; pero ese lugar tiene límites. 
En particular, dicho cálculo matemático no puede ser la columna 
vertebral de una teoría epistemológica seria, dado que no arroja 
luz sobre el concepto crucial que Russel llama <<credibilidad 
racional>> y yo <<aval>40. (Resaltado mío) 
 
(…)             
 
Debería estar ya claro que si los conceptos de calidad de las 
pruebas y de grado de aval son tan complejos, tan sutiles, tan 
multidimensionales y tan mundanos como esta concepción sugiere, 
la teoría matemática de las probabilidades no puede de ninguna 
manera constituir, por si misma, una teoría de aval41. (Haack, pág. 
80) 
 
(…) 
 
 
Hace una crítica a las muchas páginas de cálculo de Kadane y Schum, y 
en su opinión, tales cálculos solo tienen apariencia de un trabajo 
epistemológico muy serio, que ello es una ilusión: “Las matemáticas, 
cuando no son francamente engañosas, son en gran parte decorativas”42  
 
Por no tener claro cómo debe aplicarse la estadística sobre un conjunto 
de datos recabados para su posterior interpretación, frases similares a la 
anterior han sido empleadas por ilustres personajes. Alguna vez el 
escritor Mark Twain afirmó: existen tres clases de mentira: la mentira, la 
mentira maldita y las estadísticas. Retomando, Haack denomina aval a 
lo que otros autores llaman credibilidad. Reconoce que cuando se habla 
de aval de una afirmación, incluida ella, usualmente se emplea el 
                                                          
sirenas>>, en el otro […] [E]l hombre racional que asigna a cada proposición el grado correcto 
de credibilidad, se guiará por la teoría matemática de las probabilidades cuando ella es aplicable 
[…] Sin embargo, el concepto de <<grados de credibilidad>> es mucho más ampliamente 
aplicable que el de probabilidad matemática. 
40 HAACK, Susan. El probabilismo jurídico: una disensión epistemológica. En: VÁSQUEZ, 
Carmen. Estándares de prueba y prueba científica. Ensayos de epistemología jurídica. Madrid: 
Marcial Pons, 2013. pp. 65-66 
41 Ibid. p. 80 
42 Ibid. p. 86 
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lenguaje de las probabilidades, pero aclara que los grados de aval no son 
probabilidades matemáticas. Por lo interpretado en su artículo, lo que 
Haack denomina grados de aval corresponde a la probabilidad lógica, 
pues, como dice a modo de ejemplo, ella se pregunta “qué tan probable 
es, dadas la pruebas que actualmente tenemos, que exista un nexo 
causal entre las vacunas y el autismo”43.  
 
En mi opinión, serio es hacer afirmaciones acerca de un tema del cual 
poco uno conoce o ha investigado, tomando el riesgo de ser refutado por 
quien, al menos, medianamente conoce del mismo. No cabe duda que 
las llamadas ciencias duras, como las matemáticas o físicas, han 
repercutido en muchas áreas del conocimiento, incluidas las 
denominadas ciencias blandas. El empleo de estas ciencias duras ha 
ayudado a la humanidad en su evolución y progreso, cristalizando ideas 
que otrora se creían imposibles; ejemplo, la novela “Viaje a la luna” de 
Julio Verne, fue promocionada como una obra de ciencia ficción (o lo que 
Haack llamaría una obra ilusoria), se creía imposible poder llegar a la 
luna. Sucedió gracias al empleo de modelos matemáticos y aplicación de 
la física, cristalizar lo que entonces parecía una situación ilusoria. Y así 
ha sido posible viajar por los aires de una ciudad a otra, comunicarnos 
inalámbricamente por teléfonos celulares, enviándonos imágenes al 
instante del lugar donde nos encontramos a un receptor ubicado al lado 
opuesto del mundo. De alguna forma la labor de los matemáticos, físicos 
e ingenieros han hecho posible realidades, antes impensables. Luego, 
¿es descabellado tratar de cuantificar una creencia? ¿Hallar el 
equivalente numérico de una probabilidad lógica? ¿Y emplear este 
resultado para categorizar una proposición fáctica como verdadera o 
                                                          
43 Ibid. p. 75 
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falsa? Schum44 está convencido de que “el razonamiento probabilístico 
es una actividad intelectual de enorme riqueza”, útil para hacer 
inferencias desde la prueba en cualquier contexto; se muestra tolerante 
ante ambas posiciones entre los puntos de vista pascaliano y no 
pascaliano (cuantitativo), y cree que no podamos ser capaces de amarrar 
todo el razonamiento probabilístico humano en un solo paquete. 
 
En mi opinión la probabilidad cuantitativa procura medir ese grado de 
conexión entre una causa y su efecto (o viceversa), de esa creencia o 
aval, o como quiera llamarse. Si se representa esta probabilidad con una 
recta de valor  uno (1) y la comparamos con la probabilidad lógica, podría 
asignarse valores proporcionales a esta y afirmar que esta probabilidad 
cuantitativa es una medición numérica de la probabilidad lógica. Así, la 
probabilidad de un evento imposible sería cero (0), y la probabilidad de 
un evento seguro sería uno (1). De la misma forma se tiene que a la 
probabilidad prevalente le corresponde un valor de 0.5, y a la prueba 
clara y convincente un valor de 0.75; por otra parte, un medio de 
información que deje poca duda (más allá de toda duda razonable) se le 
asignaría una probabilidad muy alta, sea 0.99. A continuación puede 
visualizarse lo expresado anteriormente: 
 
                                                          
44 SCHUM, David. Los fundamentos probatorios del razonamiento probabilístico. Medellín: 
Orión Vargas, 2016. p. 83. 
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Para determinar la relación existente entre la probabilidad cuantitativa y 
la probabilidad lógica imagine tres (3) urnas, A, B y C, y que en cada una 
de ellas tenemos 10 pelotas entre blancas y azules, como se muestra a 
continuación: 
 
 
 
Se tiene a un habitante de la tribu Warlpiri(*) y otro de la ciudad de Sidney. 
Si se les dice que ganará un premio quien de un solo intento saque al 
                                                          
(*)Sorprendentemente hasta hace poco los antropólogos descubrieron que esta tribu no conoce el 
número. Está ubicada en un Territorio al Norte de Australia, y solo conocen expresiones como 
“mucho” o “poco” para representar una cantidad. Dado que no conocen la medida, solo los 
habitantes más ancianos pueden tener noción del tiempo tomando como referencia la posición 
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azar una pelota azul de cualquiera de las urnas, seguramente ambos 
participantes elegirán la urna C. El warlpiri elige la C porque la lógica le 
indica que al haber más azules en la urna C, tiene mayor posibilidad 
(probabilidad lógica) de genar. El otro participante, además de aplicar la 
misma lógica del warlpiri, puede medir esa creencia y diría algo como 
esto: “En la urna A existe una probabilidad del 20% de elegir la pelota 
azul; en la B una probabilidad del 10%, y en la C del 30%. Elijo introducir 
la mano en la urna C porque la probabilidad (cuantitativa) es mayor que 
en las demás urnas”. Se aclara que el razonamiento cuantitativo no 
garantiza no garantía el éxito; si el warlpiri elige la urna B (10%) pueda 
que su suerte le ayude ante las bajas posibilidades, mientras que el otro 
participante al elegir la C (30%) finalmente obtenga una pelota blanca. 
Pero si realizan el experimento unas mil veces, el warlpiri obtendrá 
aproximadamente unos 100 aciertos y el otro unos 300. 
 
Por las anteriores razones me parece muy viable, y no descabellado, el 
uso de la probabilidad cuantitativa al momento de valorar un medio de 
prueba que permitirá categorizar su hipótesis relacionada como falsa o 
verdadera, o como un criterio útil para confirmar la creencia  generada 
por un razonamiento lógico. Esto en el mejor de los casos; no siempre la 
probabilidad lógica va de la mano con la probabilidad cuantitativa. 
Sucede cuando la lógica escapa a los verdaderos criterios razonables 
para el cálculo de una probabilidad; porque nuestras decisiones no son 
tan lógicas como pensamos, y muchas veces el método intuitivo de 
determinar una probabilidad difiere significativamente de los empleados 
por los procedimientos matemáticos. Si bien, cuando se trata de probar 
                                                          
del sol. Como no tienen distancias establecidas, para desplazarse de un lugar a otro que esté 
retirado, como recurso acuden a unas canciones propias de la tribu (de diferente duración), las 
cuales empiezan a cantar cuando parten. Entienden que llegan a su destino cuando estas 
canciones acaban. 
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una proposición sencilla, podría no haber mucha diferencia entre aplicar 
la probabilidad lógica y la probabilidad cuantitativa, no ocurre lo mismo 
cuando la proposición es compleja porque sería muy difícil asignarle un 
número a tal probabilidad; si se da esto último, es porque no se tiene la 
información suficiente; o los procedimientos matemáticos aplicados no 
son los correctos o porque quien hace la valoración no cuenta con las 
técnicas y habilidades necesarias, pues entre más compleja es una 
proposición a probar, más riguroso ha de ser el procedimiento 
matemático que se emplee en la prueba estadística. Esto en cuanto a la 
probabilidad cuantitativa, pero ¿qué garantiza que la probabilidad lógica 
sea el medio más adecuado para probar una proposición fáctica 
compleja? ¿Cómo detectar el suficiente grado de conexión entre causa y 
efecto (o viceversa) para categorizar como verdadera tal proposición? O, 
en palabras de Haack, ¿cómo saber si se obtiene el aval indicado? Al 
momento de valorar un medio de prueba que nos conduzca a probar un 
hecho, la complicación parece surgir tanto al aplicar la probabilidad lógica 
como la cuantitativa. Sugiere lo anterior que la cautela y entrenamiento 
especial al que alude Taruffo para el uso del cálculo de las estadísticas, 
también debe considerarse al emplearse la probabilidad lógica; si no se 
tiene precisión en algunos conceptos lógicos, en ciertas situaciones la 
intuición no será suficiente para acertar en la decisión debido a la 
comisión de falacias muy comunes en ambos tipos de probabilidades.  
 
 
2.3.1 Apostando a la verdad ¿y si me equivoco? 
 
El nacimiento formal de cálculos estadísticos y probabilísticos obedece 
al interés de ciertos jugadores por determinar a qué apostar en los juegos 
de azar. ¿Sabía usted que si lanza dos dados regulares de 6 caras el  
número más probable es el 7? Con 7 quiere decirse que la suma de las 
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dos números resultantes en el lanzamiento es 7: (1 y 6), (2 y 5), (3 y 4), 
(4 y 3), (5 y 2) y (6 y 1). La probabilidad calculada es 
1
6
= 0.1666, y en 
términos porcentuales equivale a  16,66%. Si usted sabe lo anterior, y 
decide apostar, ¿acaso no le apostaría al 7? Seguramente sí, porque los 
otros números son menos probables que el 7. En este caso nos estamos 
anticipando a qué número podría salir.  
 
Ahora suponga que le han vendado los ojos. Alguien lanza el par de 
dados de 6 caras y dice “el número que salió fue el 7”. Ante la afirmación 
de ese hecho, ¿diría usted FALSO o VERDADERO? Seguramente 
apostaría a que esa afirmación es verdadera.  
 
Es posible equivocarse con ambas respuestas. Recordemos que esta 
probabilidad calculada indica que a largo plazo, después de numerosos 
intentos, casi 17 de 100 lanzamientos saldrá el 7, pues el resto de 
posibilidades son para las restantes sumas: 2, 3, 4, 5, 6, 8, 9, 10, 11 y 
12. Lo interesante de esto es que si usted se equivoca puede no 
lamentarlo, porque actuó basado en un criterio racional para la toma de 
decisiones quizá mucho más efectivo que la intuición.  Por algo se dice 
que estadística es el arte de equivocarse confiadamente.  
 
 
 
 SEMEJANZAS Y DIFERENCIAS ENTRE ESTADÍSTICA Y 
PROBABILIDAD(*) 
 
En este capítulo se ha hablado de probabilidad y estadística, pero no 
significa que de manera indistinta. Una característica común es que tanto 
la estadística como la probabilidad se relacionan con cuestiones en 
                                                          
(*) Cuantitativa 
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donde intervienen poblaciones y muestras; la diferencia es la forma en 
que lo hacen: a la inversa.  
 
En un problema de probabilidad las características de la población en 
estudio se suponen conocidas, y se formulan preguntas y responden 
respuestas con base a una muestra tomada de esa población; finalmente 
se aplican reglas y se pasa de lo general a lo particular (o al caso).  
Ejemplo: se tienen 10 pelotas en una urna, 6 amarillas y 4 azules 
(características de la población). La probabilidad de sacar al azar una 
pelota amarilla (caso particular) es del 60%. Este valor siempre será el 
mismo si se conservan las mismas pelotas en la urna bajo las mismas 
condiciones.  En un problema estadístico lo conocido son las 
características de la muestra, la cual debe ser representativa (véase 
supra § 2.2.4), en consecuencia puede inferirse conclusiones acerca de 
la población. Lo anterior indica que el razonamiento empleado en un 
problema de probabilidad es el deductivo(*), mientras que un problema 
estadístico es el inductivo. Luego, el argumento obtenido en un problema 
de probabilidad con la correcta aplicación de las reglas matemáticas 
puede llegar a ser contundente, en tanto que el problema estadístico, a 
lo sumo, un argumento válido, pues la conclusión obtenida es una 
estimación de las características de la población, resultado de no poder 
atribuirle un valor de verdad(**). En ambos procesos inferenciales las 
conclusiones están en términos de probabilidades numéricas.  
 
La diferencia estriba en que el valor calculado en el problema 
probabilístico no genera incertidumbre respecto de la muestra; en el 
problema estadístico sí respecto de la población, pues no se tiene 
                                                          
(*)En la probabilidad bayesiana, realmente se emplea el razonamiento abductivo. Es un tipo de 
razonamiento que tardó en ser reconocido.  
(**) La imposibilidad de asignar valores de verdad a una conclusión es propio de los razonamientos 
inductivos. 
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seguridad de que esa sea la probabilidad. Esto obedece a que en un 
problema de probabilidad las características de la población no varían, 
pero en un problema estadístico la muestra que se tome de la población 
puede variar cada vez que se repita el experimento. Por ello, en 
tratándose de población, la característica medible se llama parámetro; en 
una muestra, se denomina estadístico. 
 
 
 
 
 ¿QUÉ ES RESUMIR EN ESTADÍSTICA? RELACIÓN CON LA 
RELEVANCIA DE UNA PRUEBA 
 
Carecemos de la capacidad de describir un hecho con todos los detalles. 
La verdad está destinada a ser contextual, igualmente la justicia. Nuestra 
mente graba momentos que consideramos relevantes, por consiguiente 
almacena una información parcial. Es más fácil identificar a un 
sospechoso de asesinato si su rostro tiene una cicatriz o un tatuaje, un 
tic o rasgo de su personalidad que nos resulta significativo o relevante. 
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Igual pasa con las proposiciones fácticas en un proceso judicial, solo se 
narra lo que a nuestro juicio es importante.  
 
En una recolección de datos es posible obtener  una cantidad copiosa de 
información, y nuestro cerebro no ha desarrollado habilidades suficientes 
para analizarla de forma inmediata. Esto exige la necesidad de 
representar esos datos en una forma gráfica con el mismo peso visual, o 
reducirlos a unos pocos valores que puedan ser analizados de forma 
directa. A esto se le llama resumir información, considerar solo valores 
relevantes. Para tal fin empleamos la estadística descriptiva, uno de los 
tipos de estadística; dichos valores pueden presentarse en tres grupos: 
i) medidas de tendencia central, ii) medidas de dispersión y iii) medidas 
de posición. La ventaja de resumir información es que se obtiene unas 
pocas medidas, pueden ser 5 o 6, las cuales concentran la máxima 
información,  más fáciles de entender y asimilar; una vez analizadas, 
concluirse una idea bastante fiel del comportamiento de los datos en 
general. Estas pocas medidas guardan la esencia de todos los datos 
recabados.  
 
Se ha descrito las etapas de un procedimiento estadístico, por eso se 
dice que la estadística se emplea para recabar, resumir y analizar datos, 
a partir de la cual se hace una inferencia, útil en la toma de decisiones.  
Este ejercicio no dista mucho de lo que se realiza en un proceso judicial; 
un medio de prueba es admitido solo si es relevante. Así como la 
estadística descriptiva captura la esencia de los datos en general, los 
medios de prueba relevantes guardan (si es el caso) la esencia de los 
hechos descritos en el proceso que pretenden confirmarse; ambos 
“resúmenes”, o informaciones parciales, guardan una conexión lógica 
con la totalidad de los datos recabados o con la información que 
idealmente podría describir en su totalidad un hecho. Respecto a la 
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admisión de la prueba, es interesante la opinión de algunos autores como 
Nance45; argumentan que debe incentivarse al juzgador de los hechos 
para que dedique sus recursos cognitivos a las pruebas periciales de 
mayor calidad, excluyendo las de menor calidad; es decir, el juez ha de 
prestar mayor atención a los medios de prueba relevantes y de mayor 
calidad, fundado en que, en algunas circunstancias, menos información 
es mejor cognitivamente, en contra de la tesis que sostiene que disponer 
de más información relevante es siempre mejor.  En estadística se parte 
de que esos pocos valores obtenidos después del resumen, ostentan de 
calidad y relevancia.  
 
 
 PROBABILIDAD EMPÍRICA Y REGLA DE LA EXPERIECIA(*). LA 
LEY DE LOS GRANDES NÚMEROS 
 
Este movimiento dialéctico que ejerce la conciencia sobre sí 
misma, tanto en su saber cómo en su objeto, en la medida en 
que de él surge para ella su nuevo y verdadero objeto es 
propiamente aquello que denominamos experiencia.(**) 
 
La expresión “reglas de experiencia” o “máximas de experiencia” o 
“reglas de la vida”, de algún modo suscita la idea de que dado un 
fenómeno podría esperarse que suceda otro, porque así  lo indica el 
pretérito; porque en repetidas situaciones similares se ha  observado, y 
es lo que a veces indica la intuición. Está relacionada con la cotidianidad 
y el aprendizaje de una acción y una reacción. Las reglas de experiencia 
no son solo producto de un aprendizaje individual de la observación de 
fenómenos repetitivos sino de la colectividad o  experiencias de otras 
                                                          
45 NANCE, D. Reliability and the Admissibility of Experts. Citado por VÁSQUEZ (2015) Op. 
Cit ., pp. 165-166. 
(*) En inglés, conocida como Background knowledges 
(**) (Fenomenología del espíritu, Hegel, 1807) 
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personas, de un cúmulo de conocimientos depositado con el pasar de los 
años en nuestra sociedad, y se transmiten de persona a persona, de 
generación en generación. No se tiene que experimentar directamente 
una situación para saber qué puede esperarse de ella. Hacen parte de lo 
denominada sociología del conocimiento, pues según Schmitt46, está 
constituida por estudios empíricos de las condiciones o causas sociales 
contingentes del conocimiento, o lo que se tiene por conocimiento en una 
sociedad determinada. 
 
Estas reglas de experiencias son las primeras que empezamos a aplicar 
en nuestras vidas; suelen regir en nuestro núcleo familiar, y traducirse en 
refranes como “nadie aprende por su propio escarmiento”, “el que no 
escucha consejo no llega a viejo”, “el flojo trabaja doble”; o advertencias 
en una noche fría como “ponte la chaqueta porque te resfrías”. Este 
conocimiento, en ocasiones intuitivo, en principio no tienen ningún tipo 
de soporte científico, pero no implica la imposibilidad de ser verificable a 
través de la ciencia. Como es producto de la mera observación reiterada 
de fenómenos por medio de nuestros sentidos a través de un 
razonamiento inductivo, incorrecto sería extraer estas reglas de la 
observación de fenómenos poco frecuentes o esporádicos, o aunque 
frecuentes, poco observados; sin la observación y la repetitividad de un 
fenómeno, se corre un alto riesgo de llegar a una regla equivocada o con 
mucha incertidumbre, error que se transmitiría en la conclusión de un 
argumento cuyas premisas son la regla de experiencia y una situación en 
particular, que se supone, es semejante a aquellos fenómenos repetitivos 
y observables de donde se extrajo. Inferir una máxima de experiencia a 
partir de poca información corresponde a un inadecuado proceso 
inductivo. En cambio, la repetición y observación de un fenómeno hace 
                                                          
46SCMITT, F. Socializing Epistemology: An Introduction Through Two Sample Issues. Citado 
por VÁSQUEZ (2015) Op. Cit ., p. 66 
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que esta regla inferida se fortalezca, y así mismo cualquier estructura 
argumentativa conformada por tal regla y tal fenómeno. El uso de esta 
regla cargada de incertidumbre en un argumento, entregará una 
conclusión de características similares. Se realizan dos razonamientos 
inductivos: uno para determinar la regla de experiencia a partir de la 
observación de fenómenos, y otro segundo para determinar qué es lo 
que se espera un fenómeno similar según la regla de experiencia, ambos 
reflejados en la conclusión de argumentos inductivos. Stein, a quien se 
debe la introducción en el derecho procesal del concepto de máximas de 
experiencia, afirma: 
 
[Las máximas de experiencia] son definiciones o juicios hipotéticos 
de contenido general, desligados de los hechos concretos que se 
juzgan en el proceso, procedentes de la experiencia, pero 
independientes de los casos particulares de cuya observación se 
han inducido y que, por encima de esos casos, pretenden tener 
validez para otros nuevos47. 
 
Según Devis, máximas de experiencia se refiere a “un criterio objetivo, 
interpersonal o social […] que son patrimonio del grupo social […] de la 
psicología, de la física y de otras ciencias experimentales”48. 
 
Por otro lado, la Corte Suprema de Justicia Colombiana, estableció unos 
parámetros para la construcción de reglas de experiencia. Define la 
experiencia como: 
 
(…) una forma de conocimiento que se origina por la recepción 
inmediata de una impresión percibida por los sentidos, esta supone 
que lo experimentado no sea un fenómeno transitorio, sino que 
                                                          
47 STEIN, Friedrich. El conocimiento privado del juez. Citado por CASTILLO, Joel. La 
fundamentación de las sentencias y la sana crítica. En: Revista Chilena de Derecho. Chile. 2006. 
Vol. 33. No. 1. p. 97.  
48 DEVIS ECHANDÍA, Hernando. Teoría General de la Prueba Judicial. Citado por HUNTER, 
Iván. Control judicial de las reglas de la sana crítica (Corte Suprema). En: Revista de Derecho. 
Chile. 2012. Vol. 25. No. 1. p. 247. 
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amplía y enriquece el pensamiento de manera estable, y permite 
elaborar enunciados que impliquen generalizaciones. Tales 
generalizaciones surgen a partir del cumplimiento estable e 
histórico de ciertas conductas similares, las cuales sirven como 
enlace lógico o parte del razonamiento que vincula esos datos 
indicadores (conocidos) que conducen a hechos desconocidos. 
De ese modo, las reglas de la experiencia se construyen sobre 
hechos, cuya cualidad es su repetición frente a los mismos 
fenómenos bajo determinadas condiciones, para que así puedan 
ser tenidas como el resultado de prácticas colectivas sociales que 
por lo consuetudinario se repiten dadas las mismas causas y 
condiciones y producen con regularidad los mismos efectos y 
resultados 
A partir de ellas, se pueden explicar de una manera lógica y causal 
acontecimientos o formas de actuar que en principio puedan tener 
apariencia de extrañas o delictuosas49.  
 
Mediante el uso de reglas de experiencia se condenó penalmente a un 
médico patólogo colombiano. Dio un diagnóstico inicial de cáncer de 
mama a una paciente y no lo confirmó, a sabiendas de que la lex artis(*) 
indica la posibilidad de que la lesión maligna en realidad no lo sea. Como 
consecuencia de ese diagnóstico inicial se le practicó mastectomía a la 
paciente, y resultó ser un tumor benigno. En estos casos la lex artis no 
ampara el riego que se toma por una decisión equivocada50.  Para el 
caso, la conducta del médico superó el riego permitido.  
 
¿Cómo se relaciona lo anterior con la probabilidad? Según Schauer, la 
concepción tradicional establece que las reglas de experiencia identifican 
de manera fructífera la decisión que con mayor probabilidad resultaría de 
                                                          
49 Colombia. Corte Suprema de Justicia, Sala Penal. Sentencia 73262016 (45585) de Jun. 01/1. 
Magistrado ponente: BARCELÓ, José Luis. Bogotá: Ámbito Jurídico. Consultado el 22/01/2019 
en https://www.ambitojuridico.com/noticias/general/penal/como-se-construyen-las-reglas-de-la-
experiencia   
(*) Conjunto de reglas científicas o de la experiencia, verificables y actuales, que integran el 
conocimiento aprobado por la comunidad científica. 
50 Colombia. Corte Suprema de Justicia, Sala Penal. Sentencia SP-87592016 (41245), Jun. 29/16. 
Magistrado ponente: BARCELÓ, José Luis. Bogotá: Ámbito Jurídico. Consultado el 22/01/19 en 
https://www.ambitojuridico.com/noticias/penal/laboral-y-seguridad-social/medico-patologo-
fue-condenado-penalmente-por-no-confirmar 
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la aplicación directa de una justificación o conjunto de justificaciones, y 
nada más. Cuando se afirma que, por regla de la experiencia muere 
quien cae sobre el pavimento desde un apartamento ubicado en el tercer 
piso de un edificio, no siempre será así. Esta regla se ha entregado con 
cierto grado de probabilidad lógica, luego, podría usarse proposiciones 
equivalente como “la mayoría de las veces muere quien cae de un tercer 
piso sobre el pavimento”, “casi siempre muere quien cae de un tercer 
piso sobre el pavimento”, “es muy probable que muera quien caiga desde 
un tercer piso sobre el pavimento”, entre otras. Similarmente sucede 
cuando en el cielo vemos unas nubes negras, y por reglas de la 
experiencia esperamos la lluvia; no hay seguridad en ello sino un grado 
de probabilidad, luego, el argumento que involucra tal regla ha de ser 
inductivo. Cosa distinta es que El Instituto de Hidrología, Meteorología y 
Estudios Ambientales (IDEAM) anuncie tiempos de lluvia con una 
probabilidad del 75%(*); aquí se nos está entregando un valor, una 
medida. Esta es una probabilidad cuantificada distinta de la probabilidad 
lógica que se tiene cuando usamos una regla de la experiencia. No por 
ello esta probabilidad cuantificada es conclusión de un argumento 
inductivo, pues no todo argumento cuya conclusión se exprese con cierto 
grado de probabilidad lo es. Esto obedece a que si la probabilidad 
cuantificada corresponde al resultado de un problema probabilístico y no 
estadístico, es producto de un conjunto de operaciones regidas por unos 
principios matemáticos en un razonamiento deductivo, luego, este 
resultado debe ser único, y para el caso, no puede existir sino una solo 
probabilidad correcta de un evento de interés. Si por alguna razón esa 
                                                          
(*) Esta probabilidad se determina haciendo uso de la estadística a través de muestreos. La estación 
mide y registra datos de las distintas variables metereológicas, los resume y analiza. A partir de 
ahí hace una inferencia y entrega una probabilidad, consecuencia de un procedimiento inductivo. 
Por esta razón es posible que otra estación metereológica determine una probabilidad diferente a 
partir de su muestra. 
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probabilidad no es la correcta entonces tenemos un argumento válido(**), 
y no contundente. Si después de un cálculo correcto se afirma que el 
30% de las pelotas en una urna son blancas, no se discute que si 
contiene 100 pelotas, 30 son blancas. Esto no puede cambiarse, es un 
razonamiento deductivo; y ese 30% fue determinado bajo lineamientos 
de unos procedimientos matemáticos que siempre arrojarán el mismo 
resultado, por tanto, un argumento contundente (véase supra § 2.4).  
 
Así como en las Ciencias Jurídicas se asocia “reglas de experiencias” 
con la probabilidad lógica, en Matemáticas se asocia “probabilidad 
empírica” con una probabilidad numérica producto de un experimento. 
También es conocida como frecuencia relativa(***), y se obtiene de dividir 
el número de veces que ocurre un evento de interés entre el número total 
de observaciones. Es interesante que ambos resultados, “reglas de 
experiencias” y “probabilidad empírica”, tengan en común que la primera 
se fortalece en la medida que el fenómeno observado sea frecuente, y la 
segunda entre más experimentos se observen. Esta probabilidad 
empírica tiene su fundamento en la ley de los grandes números. 
Establece que entre más experimentos se haga, la probabilidad empírica 
de un evento de interés se aproxima al real; entre mayor sea la cantidad 
de observaciones más preciso es el cálculo de la probabilidad. No es 
fiable una probabilidad de este tipo obtenida de la observación de pocos 
experimentos. Ejemplo: la probabilidad de obtener CARA en el 
lanzamiento de una moneda justa es igual 0.5 (o ½ o 50%), y un 
lanzamiento no basta para concluirla. Si lanzamos la moneda y de una 
nos sale CARA, no es correcto afirmar que su probabilidad es del 100%. 
Debe realizarse varios lanzamientos, supóngase 50, y contar el número 
                                                          
(**) Recordemos que la validez y contundencia se predican solo de argumentos deductivos.  
(***) El término frecuencia relativa alude a la relación (o proporción) existente entre un número de 
repeticiones de un evento deseado y el número total de observaciones en un experimento. 
66 
 
de veces que salió CARA, supóngase 23. Se calcula esta probabilidad 
dividiendo 23 entre 50, lo que arroja 46%. Si lanzamos la moneda unas 
100 veces, o unas 1000 veces, así mismo aumentará el número de 
CARAS y cada vez se aproxima más a la probabilidad real: 50%.  Por lo 
anterior, la certeza o confianza que da una regla de experiencia también 
está sujeta a la ley de los grandes números: a mayor sean el número de 
observaciones realizadas de un fenómeno de interés, mayor será la 
experiencia relacionada del observador. Luego, más fuerte es le regla 
extraída de esa experiencia.  
 
 
2.6.1 ¿Puede la regla de la experiencia coincidir con la probabilidad 
clásica? Cuando la intuición acierta. 
 
En ocasiones algunas reglas obtenidas de la experiencia son dictadas 
por la intuición(*), y si bien no tiene ningún tipo de soporte científico, no 
significa que no pueda ser verificable. Aproximadamente en el año 1620, 
un aristócrata acudió a Galileo Galilei(*) para que le dijera el valor más 
probable al sumar los resultados del lanzamiento simultáneo de 3 dados. 
Los jugadores más experimentados, según una regla de experiencia,  
creían que los más probables eran 10 y 11 pero no estaban muy seguros. 
Galileo primero empleó la probabilidad clásica y determinó el resultado 
más probable del lanzamiento de 2 dados; su conclusión fue el número 
7. Para el lanzamiento de 3 dados  obtuvo el 10 y el 11 como los más 
probables, con un mismo valor de 0.125. Determinar por regla de la 
experiencia que 7 es el valor más probable del lanzamiento de 2 dados 
                                                          
(*) Término distinto al “sentido común”. 
(*) Conocido por haber comprobado que los cuerpos en caída libre soltados desde la misma altura 
caen al mismo tiempo. Para ello dejó caer ante un público dos objetos desde la torre Pisa: uno 
liviano y otro pesado. Los cuerpos cayeron al mismo tiempo, desafiando el sentido común. Para 
la época se creía que los objetos más pesados caían primero. 
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puede no ser tan sorprendente, pero intuirlo para 3 dados  da mucho que 
decir de la aguda percepción de aquellos jugadores. También calculó los 
siguientes resultados más probables, y correspondieron al 9 y 12, con 
probabilidad de 0.116; se observa que esta probabilidad es ligeramente 
menor que la de obtener 10 y 11, pero esto también lo habían intuido los 
jugadores de la época. El cálculo de Galileo permitía apostar con mayor 
tranquilidad a quien tuviera esta información. 
 
La diferencia entonces entre una regla proporcionada por la mera 
experiencia, y la probabilidad clásica y la empírica, es que estas últimas 
entregan un indicador numérico, y aumentan nuestra confianza al tomar 
una decisión relacionada con dicha regla.  
 
 
2.6.2 Ley de los grandes números y la imposibilidad de repetir un 
experimento un millón de veces 
 
La verdad está condicionada al marco de referencia, a las reglas de 
inclusión o exclusión de la información que regulan su acceso; a las 
pruebas de un hecho, a los supuestos previos. Así mismo los juicios de 
probabilidad que naturalmente realizamos; están “condicionados” a la 
formación de cada individuo, a su experiencia, al conocimiento básico 
subyacente (CBS) aprendido del rol que desempeña y el entorno que lo 
rodea. Dependerá de su bagaje de conocimientos previos y de las 
creencias adquiridas durante su vida; de su capacidad de memoria, de 
su forma de concebir el mundo, de sus supersticiones, de su moral y su 
religión; de la “realidad construida” por un grupo social.  Similarmente, la 
probabilidad bayesiana está sujeta a algunos supuestos previos; es una 
probabilidad contextual, igual que su “verdad”; depende de una 
información previa y de cualquier otra que en un futuro se obtenga con 
capacidad de alterarla. 
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El concepto probabilidad tiene un sentido amplio en el sudo cotidiano. Lo 
usamos para expresar un evento del cual se duda si ocurrió o pasará: 
“probablemente apruebe el examen”, “probablemente en esta zona se 
encuentre petróleo”, pero en matemáticas el concepto de probabilidad 
tiene un sentido más estricto. La escuela bayesiana (también llamada 
probabilidad subjetiva) considera que la probabilidad es el grado de 
confirmación de una creencia,  y la corriente frecuentista (probabilidad 
bernoulliana u objetiva) que es una medida de la frecuencia relativa de 
un evento. ¿Podría hablarse de probabilidad de un hecho irrepetible? No, 
según la corriente frecuentista, considera que en tales circunstancias no 
puede hablarse de frecuencia relativa. Aunque una señal de lluvia son 
las nubes negras, esto no garantiza que sucederá el evento; sin embargo, 
los campesinos podrían indicar con mayor confianza este tipo de 
situaciones que un citadino por su necesidad de observación, pues en el 
campo esta información es importante para el manejo de cultivos. Una 
vez conocí a alguien con problemas de rinitis; según, sabía cuándo 
llovería en días nublados: si empezaba a estornudar con seguridad 
ocurría. Asumiendo que sea cierto, esa persona es poseedora de un 
sensor (la nariz, su medio de prueba) que le suministra la información 
necesaria (estornudo, la prueba) para concluir que lloverá. De esto se dio 
cuenta a lo largo de su experiencia; cuando estornudó por primera vez 
en un día gris, seguro que no advirtió tal correlación. 
 
 
 ¿ES LA ESTADÍSTICA UN MEDIO DE PRUEBA? 
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Sostiene Taruffo51 que las estadísticas pueden  ser usadas como medios 
de pruebas; que si el hecho a probar es simplemente la frecuencia 
relativa de dos clases de sucesos, las estadísticas pueden ser medios de 
prueba adecuados para ese hecho. Por mi parte, disiento que las 
estadísticas puedan ostentar la calidad de medio de prueba. Los medios 
de prueba son aquellos elementos por los cuales procuramos reconstruir 
lo ocurrido en el mundo a través de inferencias lógicas. Las decisiones 
no son medios de pruebas, ni tampoco los mecanismos utilizados para 
llegar a ellas; las decisiones solo son el resultado de hacer una inferencia 
con base a una información, y la estadística permite recabar, resumir, 
analizar datos y con base en ello decidir. Si el juzgador de los hechos 
emplea la estadística como criterio racional para soportar sus juicios, no 
implica ello que la estadística en sí sea un medio de prueba, ni tampoco 
su decisión. El medio de prueba es el punto de partida que permite 
reconstruir una verdad relevante de un acontecimiento pasado. Así 
mismo, si el juzgador de los hechos desestima la estadística, no indica 
que su decisión esté desprovista de criterios racionales; el empleo o no 
de la estadística, no convierte su criterio en un medio de prueba. Es decir, 
la estadística es una herramienta útil para analizar un medio de prueba y 
categorizarla como prueba o no con base al grado de correspondencia 
con lo ocurrido en el mundo. Y posteriormente, acorde a lo que es 
probado, tomar decisiones que se reflejan en el fallo del asunto litigioso. 
Sintetizando: en un proceso jurídico la estadística podría ser un criterio 
racional útil para analizar información; bien sea la proporcionada por un 
medio de prueba, o la proporcionada por una prueba. La estadística no 
es un medio de prueba, sino un mecanismo para valorar un medio de 
prueba. 
  
                                                          
51 TARUFFO (2008). Op. Cit ., p. 101 
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3 CAPÍTULO III.  DECISIÓN Y ESTÁNDAR DE PRUEBA 
 
 
 INTRODUCCIÓN 
 
A diario se está en función de la toma de decisiones previa evaluación de 
la situación encontrada, de modo tal que se categorizan los diversos 
acontecimientos según experiencias entre lo que conviene y no. Algunos 
factores pueden separar una decisión de un criterio racional ante distintas 
alternativas. Se extienden a cualquier tipo de decisiones, sean o no 
judiciales, desprovistas de procesos memorísticos útiles para la 
categorización de información, tendentes a sesgar la objetividad. Así, un 
juez debe tomar la decisión correcta de entre las distintas hipótesis que 
pueden validar un argumento, la verdadera. En este sentido, los jueces 
son susceptibles de encontrar razones que expliquen una decisión en 
lugar de justificarla, máxime que, por naturaleza, el ser humano apela a 
su ego para aferrarse a ideas que si bien le entrega sólo una victoria 
personal, iría en contra de los intereses del Estado. Es importante elegir 
confiadamente la hipótesis correcta, determinando el grado de 
probabilidad de causa de un hecho observado, basado en unos 
estándares o lineamientos. Finalmente, una hipótesis no tiene matices; 
no existe una zona gris para su categorización que sea de utilidad, salvo 
su atributo de verdad o falsedad.  
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 ¿QUÉ ES UN ESTÁNDAR DE PRUEBA? 
 
Larroucau52 afirma que el estándar de prueba es el umbral que permite 
saber si un relato puede considerarse probado dentro de un proceso. Es 
un lineamiento empleado para decidir si una hipótesis “h” puede o no 
declararse verdadera  según el grado de correspondencia con la realidad 
y la información de que disponga, otorgada por su previa valoración. 
 
Los estándares de prueba son importantes al momento acreditar un 
relato durante la valoración de los elementos de juicio, permiten al  
juzgador de los hechos categorizarlo como falso o verdadero, en pro de 
una decisión ajustada a las pretensiones o excepciones en un proceso 
judicial. Dos vertientes de estándares probatorios encaminan una 
decisión judicial: i) uno basado en la fuerza probatoria y ii) otro en la 
convicción o creencia justificada del juzgador de los hechos. El primero, 
estándar de probabilidad prevaleciente, utilizado dentro del common law 
en la justicia civil, y el segundo en el civil law. Sin embargo, pese a que 
en diversos sistemas jurídicos las normas hablan de la carga probatoria, 
no establecen lineamientos racionales para ponderarla. Hablar de 
estándares de prueba es de decisiones cargadas de incertidumbre, pues 
jamás hay seguridad de si la determinación del juzgador de los hechos 
fue justa, o si los relatos acreditados correspondan con la realidad del 
mundo. Esto ocurre porque la información que se surte en un proceso 
judicial es parcial. Su totalidad es prácticamente imposible.  
 
El umbral de la fuerza probatoria dependerá del bien jurídico tutelado. En 
el common law, los procesos civiles tienen una distribución de riesgo es 
50% - 50% para las partes; se considera como estándar de prueba p(x) 
                                                          
52 LARROUCAU, Jorge. Hacia un estándar civil de prueba civil. En: Revista Chilena de 
Derecho. Chile. 2012. Vol. 39. No. 3. p. 783. 
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> 0.5 suficiente para dotar de racionalidad la toma una decisión, bajo el 
razonamiento de que los intereses protegidos por ambas partes son 
iguales de valiosos. Si el proceso judicial es de tipo penal, el estándar de 
prueba exige la acreditación de los hechos más allá de la duda razonable. 
¿Es válido el argumento del umbral 0.5? ¿Qué se entiende por más allá 
de la duda razonable? ¿Existe algún umbral? 
Como bien dice Ferrer53, cuando en un proceso se incluye una prueba 
científica, una cosa es el estándar de prueba científico y otro es el 
estándar de prueba jurídico; el primero, dentro del campo de la ciencia, 
podría decidir si científicamente está probada o determinada una 
hipótesis, y si bien no prueba la hipótesis, es posible que este mismo 
estándar científico, en materia jurídica, podría ser suficiente para 
considerar probada una hipótesis fáctica dado que supera el estándar 
jurídico; esto ocurre mucho en materia civil, donde se emplea la prueba 
prevalente y la exigencia es baja; en cambio, en materia penal no sucede 
lo mismo, porque el estándar “más allá de toda duda razonable” suele ser 
tan exigente como los estándares científicos. En síntesis, en materia civil 
no suelen ser coincidentes los grados de confirmación obtenidos por los 
estándares de prueba científico y los jurídicos, pero sí en materia penal.  
 
Por otra parte, la convicción del juez se relaciona mucho con su fuero 
interno, lo que inevitablemente le imprime un carácter subjetivo a la 
decisión. Es el punto de encuentro entre la normatividad aplicable al juicio 
de hecho y la intuición del juzgador,  lo que exige preguntar: ¿puede ser 
cuantificable esa creencia? ¿Podría hablarse de un umbral para este 
estándar?  
 
 
                                                          
53 FERRER. Op. Cit ., pp. 48 
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 BAYES Y SU CONDICIÓN 
 
 
La tarea del poeta es describir no lo que ha acontecido, sino lo 
que podría haber ocurrido, esto es, tanto lo que es posible como 
probable o necesario. La distinción entre el historiador y el poeta 
no consiste en que uno escriba en prosa y el otro en verso; se 
podrá trasladar al verso la obra de Heródoto, y ella seguiría siendo 
una clase de historia. La diferencia reside en que uno relata lo que 
ha sucedido, y el otro lo que podría haber acontecido.  
Platón 
 
 
En sus principios, la probabilidad se manifestaba solo en las 
conclusiones de dos tipos de razonamientos: inductivos y deductivos. 
Pero fue Thomas Bayes quien con su teorema le dio otro tipo de 
aplicación a las probabilidades en el que, posteriormente, fue llamado 
razonamiento abductivo(*), utilizándolas de forma inversa. Empero, el 
razonamiento inferencial, sea deductivo, inductivo, o abductivo, conecta 
el conocimiento subyacente(**) con la realidad observable, por lo que esta 
“realidad observable” está sujeta a la información que poseamos al 
momento de percibirla y de emitir un juicio. Es una verdad contextual. 
                                                          
(*) Anteriormente se creía que este método inverso hacía referencia a la inferencia inductiva pero 
en realidad es la inferencia abductiva. Charles Pierce (1939-1914) habló por primera vez de 
razonamiento abductivo en 1878, lo cual está estrechamente relacionado con el razonamiento 
inductivo y el deductivo. Por varios siglos se asumió que la generación de hipótesis e ideas nuevas 
involucraba algunas formas de razonamiento inductivo. Una cosa es justificar algunas hipótesis 
inductivamente a partir de la prueba disponible, y otra es explicar cómo emergen estas hipótesis 
por primera vez. 
(**) SUPUESTOS BÁSICOS SUBYACENTES (S.B.S). Son determinadas concepciones respecto 
de lo que es el ser humano y su función en la sociedad. Su lugar en el mundo, y sobre la realidad 
misma en última instancia.  Se forman a través de las experiencias, la sociabilización primaria, 
secundaria, el trabajo, la formación académica,  la pertenencia a una determinada clase social y 
la adhesión a una particular ideología. Como creencias, prejuicios, perspectivas, como forma de 
ver el mundo, determinan nuestro modo de comprender la realidad, de ver, de clasificar, de pensar 
y de nombrar los fenómenos que estamos observando. Ningún trabajo científico ético puede ser 
posible sin que no pensemos antes como sujetos portadores del S.B.S. Son supuestos porque en 
realidad no son demostrables  ni falseables, ni tampoco nos interesa intentarlo. Son básicos 
porque muchas teorías científicas y no científicas se apoyan en ellos como la base de la estructura. 
Y son subyacentes porque en realidad no son explícitos, a veces ni siquiera los pensamos o lo 
decimos conscientes, sino que operan o trabajan más bien como subconsciente o inconsciente. 
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La estadística y la probabilidad son consideradas un “criterio normativo 
racional” para la toma de decisiones. Sin embargo, ¿cuándo podemos 
afirmar que una hipótesis (causa) que se desprende de un hecho  (efecto) 
le da o no contundencia a un argumento?  O de otra manera: ¿cuándo la 
hipótesis más probable de las múltiples que se soportan de los hechos 
observados, puede categorizarse como cierta o como falsa? Las 
hipótesis derivadas de un hecho bajo el criterio de relevancia de la prueba 
validan el argumento (deductivo), pues de cualquiera de ellas se entraña 
la inexorable necesidad de un efecto (hecho), pero solo la más probable 
le da contundencia. La probabilidad clásica aplica un método deductivo, 
deduce un resultado (efecto) a partir de una regla y un caso (hecho). En 
cambio, la filosofía de Bayes se basa en determinar la probabilidad de 
una causa (hipótesis) a partir de su efecto, para lo cual aplica una 
inferencia abductiva. Su probabilidad está sujeta a algunos supuestos 
previos, a una probabilidad contextual, por tanto su “verdad” también lo 
es. Depende de una información previa y de cualquier otra con la 
capacidad de alterar la probabilidad. En síntesis, la ideología de Bayes 
considera todas las alternativas que podrían dar causa a un resultado 
específico, y determinar cuál con mayor probabilidad dio ocasión a tal 
evento. Paralelamente, el método abductivo aplicado al derecho consiste 
en, a partir de un medio de prueba (efecto), desprender todas las posibles 
narraciones (hipótesis) que darían lugar a ese  hecho, para finalmente 
elegir la que mejor lo explique. En términos bayesianos, la mejor 
narración que explica determinado hecho es, de todas las hipótesis 
contempladas, la cuantitativamente más probable. En estadística esto es 
llamado probabilidad a posteriori. Determinar cuál de varias hipótesis es 
más probable sobre la base de información constituye un problema de 
probabilidad inversa, lo que hace referencia al a abducción.  
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El razonamiento abductivo es un razonamiento inverso al deductivo; 
contempla todas las posibles causas de un acontecimiento observado y 
determinar cuál de ellas da mejor soporte a la conclusión de su 
argumento dual, entendido este como el argumento deductivo que se 
obtiene de hacer una inferencia a partir de las hipótesis (causas)  como 
si fuesen verdaderas, y cuya conclusión se sigue con absoluta necesidad 
de sus premisas. Podrá haber múltiples hipótesis que siendo verdaderas 
validen el argumento deductivo, pero solo algunas son relevantes, y la 
más probable será la única que se categorice como verdadera y le dé 
contundencia al argumento, obteniendo así la inferencia [mejor 
soportada] a la mejor explicación. ¿Qué sucede si una hipótesis fáctica 
no es relevante? La relevancia es fundamental para establecer una 
adecuada inferencia. Sin relevancia en las hipótesis, no se hallaría una 
forma lógica de relacionar las proposiciones que dan soporte a la 
conclusión, de la cual se exige que sea verdadera. El lógico se interesa 
solo por la calidad y forma del argumento, por su validez, pero en el área 
del derecho el fin es hacer justicia, y para ello no basta su validez, que 
podría tener premisas o conclusiones falsas, sino que todas sus 
proposiciones sean verdaderas. 
 
El inconveniente podría surgir al momento de decidir cuál de todas las 
hipótesis planteadas es la verdadera, pues antes de darle tal atributo, 
necesario para darle contundencia al argumento deductivo, primero debe 
saberse si es la hipótesis más probable, y esto no sería confiable si no 
se hace a través de un procedimiento matemático que funja como criterio 
racional. Gracias al Teorema de Bayes puede determinarse tal 
“probabilidad inversa”, permitiendo saber cuál es la hipótesis más 
probable de entre todas aquellas que validen al que sería el argumento 
deductivo y, efectuado este procedimiento, elegirla con la confianza de 
que es la verdadera. Hasta entonces, no se había diferenciado el proceso 
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requerido para justificar algunas hipótesis inductivamente a partir de la 
prueba disponible, y del utilizado para explicar [justificar] cómo emergen 
estas hipótesis por primera vez. La teoría frecuentista es hipotético 
deductiva. Considera verdaderas todas las hipótesis que dan soporte a 
los hechos observados (efectos) y determina la probabilidad de 
ocurrencia de dicha observación, dada una hipótesis. En cambio, el 
razonamiento abductivo opera de forma inversa: determinada las 
hipótesis que, consideradas verdaderas, podrían dar soporte a los 
hechos observados, determinando cuál con mayor grado (probabilidad) 
lo hace.  
 
Así, el teorema de Bayes permite calcular qué tanto cambia el grado de 
creencia de una hipótesis cuando se adquiere nueva información. ¿Qué 
tanto se acerca los cálculos de probabilidades que normalmente 
hacemos las personas a los reglados por criterios bayesianos? En otras 
palabras, ¿comúnmente nuestros juicios son bayesianos por naturaleza? 
Muy seguramente la respuesta dependerá de la experiencia que 
tengamos respecto de la variable de interés.  
 
La probabilidad de causa (la bayesiana) está escondida, y está sujeta a 
la información previa que se tiene. En palabras de Thomas Hobbes: 
“Harán mejores conjeturas los que tengan más experiencia, porque 
tienen la mayoría de las señales con las cuales hacer conjeturas”.  Para 
diferenciar estos tipos de razonamiento, traigamos a colación al 
legendario Sherlock Holmes, en Estrella de Plata. En el relato refiere que 
había sucedido algo extraño durante el robo del caballo porque el perro 
no ladró, luego, infirió que el perro conocía al ladrón. Esta inferencia no 
es ni deductiva ni inductiva sino abductiva. Desglosemos el argumento, 
tanto de forma deductiva como de forma abductiva.  
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ARGUMENTO DEDUCTIVO 
Los perros no ladran a los conocidos (Regla) 
El ladrón es un conocido (caso) 
El perro no ladró (resultado deducido) 
 
Si tenemos conocimiento del caso, de que el ladrón es conocido, y como 
regla que los perros no ladran a los conocidos, entonces es inevitable 
inferir que el perro no ladró. Este es un caso típico de razonamiento 
deductivo.  
 
ARGUMENDO ABDUCTIVO 
Los perros no ladran a los conocidos (Regla) 
El perro no ladró (resultado) 
El ladrón es un conocido (caso abducido) 
 
Sherlock planteó como hipótesis más probable “el ladrón es un 
conocido”. Sin embargo, contemplemos otras hipótesis: 
 
H1: El ladrón es un conocido 
H2: El perro fue dormido 
H3: El perro estaba muerto 
H4: El perro se asustó tanto que entró en schock, y no fue capaz de 
reaccionar. 
 
Puede advertirse que la cuarta hipótesis sería muy poco probable, así 
que no sería relevante considerarla. 
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 ¿SON LOS JUECES BAYESIANOS POR NATURALEZA? BAYES 
Y LA INTUICIÓN DEL JUEZ 
 
Kahneman y Tversky, después de varios experimentos, encontraron que 
las personas no somos bayesianas por naturaleza; que cuando nos 
encontramos ante un cálculo de probabilidad para la toma de una 
decisión, acudimos a reglas no estadísticas, generando ciertos sesgos 
conforme a los cálculos obtenidos por el teorema de Bayes. 
La probabilidad  y la estadística son un criterio racional para la toma de 
decisiones. Así, la probabilidad obtenida a través de principios 
matemáticos sirve como punto de comparación con las probabilidades 
emitidas de forma intuitiva al momento de hacer un juicio. Kahneman y 
Tversky54, después de varios experimentos, dieron como resultado que 
nuestras decisiones no suelen ser tan racionales como pensamos, lo cual 
explica por qué las decisiones consideradas correctas varían de un sujeto 
a otro; concluyeron que no somos bayesianos en absoluto, pues nuestras 
inferencias probabilísticas no siguen el teorema de Bayes. Que cuando 
nos encontramos ante un cálculo de probabilidad para la toma de una 
decisión acudimos a reglas no estadísticas, generando ciertos sesgos 
conforme a los cálculos obtenidos por el teorema de Bayes, pues las 
decisiones están condicionadas a la información previa de cada quien 
(inferencia bayesiana), y funcionaría como una especie de filtro entre lo 
que creemos relevante  y no relevante, dependiendo nuestra estimación 
del grado de similitud entre observado y lo sabido. Esta relevancia hace 
referencia a la inevitable existencia de la prueba para que, en conjunto 
con las hipótesis, otorgue contundencia al argumento. A este proceso de 
asimilación se le conoce como heurísticos, y es a lo que comúnmente se 
acude al momento de tomar una decisión. Si bien este proceso es 
                                                          
54 KAHNEMAN, A. & TVERSKY, D. Subjective probability: A judgement of 
representativeness. Citado por ALONSO, Diego & TUBAU, Elisabet. Inferencias bayesianas: 
una revisión teórica. En: Anuario de Psicología. Barcelona. 2002. Vol. 33. No. 1. p. 26  
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eficiente, generalmente no es eficaz, y en consecuencia carga de error 
nuestra decisión, alejándose de lo que debería ser la decisión racional. 
Estos errores, llamados errores sistemáticos o sesgos(*), son  originados 
durante el proceso de elaboración del lote de hipótesis, no de las 
hipótesis mismas, pues como se dijo, la asimilación del acontecimiento 
observado a determinadas categorías está condiciona a la experiencia 
del observador, conocimiento básico subyacente, información previa, o 
como se le llame. Cuando se contempla un lote de hipótesis de entre 
todas las que validen un argumento, este lote equivale a la muestra de la 
población (todas las hipótesis), el cual debe cumplir con una 
característica: representatividad, relevancia (véase supra § 2.2.4). Si no 
lo hace, se incurre en un sesgo (error sistemático) de selección.  ¿Qué 
sucede si no es representativa? Podría no estar la hipótesis verdadera 
que coadyuve a la contundencia del argumento. 
 
Kahneman y Tversky descubrieron que este error se debe a la falta de 
atención a las probabilidades previas, pues no son fáciles de advertir de 
manera natural por su difícil representación mental, porque están ocultas 
o, en cierta forma, implícitas en la información. Sostienen que las reglas 
de juicios de probabilidad racional no sean las mismas al momento de 
decidir, pues estas son reglas no estadísticas, como el heurístico de 
representatividad  y la falacia de la conjunción. Esta particularidad se 
extiende incluso a mentes entrenadas en el campo de la probabilidad, 
adquirir habilidades para inferir conclusiones aplicando “intuitivamente” 
el teorema de Bayes requiere de experiencia y de concienciación de la 
información para evitar sesgos en la inferencia. Por ejemplo, cuando a 
una persona se le pide adivinar la edad de un desconocido, recurre a la 
información recolectada durante su vida; seguramente tratará de encajar 
                                                          
(*) Diferencia entre el verdadero valor y el valor obtenido debido a cualquier causa que no sea la 
variabilidad de la muestra Mausner & Bahn, 1974 
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sus faces y postura con las de alguien conocido para así categorizarlo. 
Igualmente buscará referentes si se le pregunta por la estatura, pero, ¿si 
se le pide adivinar el mes en que ese desconocido nació? Quizá 
pretenderá categorizar su conducta o físico en un signo zodiacal, 
acudiendo a la astrología y comparando con amigos y familiares con 
conductas similares y de los cuales sepa su signo. ¿Y si se pide adivinar 
en qué fecha del mes nació? ¿O adivinar en qué día nació? ¿Un lunes? 
¿Un martes? ¿A qué horas nació? Sin experiencia y sin referencia sería 
imposible responder confiadamente. Entonces hay respuestas a las que 
podemos acertar si encontramos formas de categorizarlas, de otro modo 
estarán cargadas de mucha incertidumbre. Imagine que a un juez de la 
república se le lleve una foto de un presunto asesino: ¿podrá el juez con 
la simple foto determinar si es culpable o inocente? Necesita información 
para poder justificar su creencia al respecto. Así sucede con las 
probabilidades, sean bayesianas o no bayesianas(*). Cuando se ha tenido 
la experiencia de calcular probabilidades aplicando reglas matemáticas, 
se es más fácil llegar a un resultado que se acerque al teórico 
(verdadero). 
 
Una regla no estadística en el cálculo de probabilidades es el heurístico 
de representatividad(**), proceso consistente en asignar, 
probabilísticamente, el grado de pertenencia que tiene un elemento 
respecto de determinado conjunto. Es una forma intuitiva de 
categorización según las semejanzas o coincidencias que se hallen entre 
el caso y determinada categoría. El grado de pertenencia está 
determinado por la fuerza o grado de intersección entre el dato y el 
                                                          
(*) No bayesianas o equiprobables. Es decir, eventos que tengan igual probabilidad 
(**) ”Procedimiento que nos permite hacer juicios de probabilidad de acuerdo con el grado de 
semejanza o correspondencia que haya entre un objeto o individuo con una categoría, entre una 
acción o entre un dato y un modelo” TVERSKY, D. & KAHNEMAN, A. Judgment under 
uncertainty: Heuristics and biases Citado por TUBAU, Elisabet.  Juicios de probabilidad y toma 
de decisiones. En: Psicología del pensamiento. España: UOC. 2005. p. 200 
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modelo, el elemento y el conjunto. Esta probabilidad tiene una relación 
creciente: entre más representativo sea el elemento de la categoría, 
mayor es la probabilidad. Este tipo de razonamiento corresponde al 
abductivo, pues se plantea una hipótesis de pertenencia a una categoría 
según las características del individuo. Si, por ejemplo, en una urna 
tenemos 50 pelotas, 40 azules y 10 blancas, y si a alguien  se le pide 
sacar una pelota al azar, una persona del común, sin previos 
conocimientos de probabilidad, podría asegurar que lo más probable es 
obtener una de color azul (véase ejemplo del warlpiri, supra § 2.3). Esto 
es porque consideramos que la pelota más representativa de la urna es 
la pelota azul, mientras alguien con conocimientos básicos de 
probabilidad, afirmaría que saldría la de color azul con una probabilidad 
del 80%. Esto no siempre es así de simple, y es lo que resuelve Bayes 
con su probabilidad inversa; no siempre hacemos un adecuado manejo 
de la información o de probabilidades previas, por tanto esta probabilidad 
se oculta más a nuestra intuición.  
 
La falacia de la conjunción es otro de los métodos no estadísticos usados 
para la persona en el cálculo de probabilidades al momento de decidir, 
dicen Kahneman y Tversky. A modo de ejemplo, qué respondería usted 
al siguiente problema: 
 
De una muestra  escogida al azar, conformada por 100 abogados, 
qué probabilidad es mayor: 
a) Seleccionar un abogado que haya perdido al menos tres casos 
b) Seleccionar a un abogado que haya perdido al menos tres casos 
y tenga poco tiempo de graduado. 
 
Este método no estadístico está asociado al cálculo de probabilidades 
conjuntivas; determinar la probabilidad (p) de que ocurra un evento E1 y 
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de que también ocurra un evento E2, simbólicamente se expresa p (E1 ∩ 
E2). Si en el problema planteado anteriormente usted eligió la opción b) 
entonces está cometiendo la falacia de la conjunción. Ahora planteemos 
el mismo problema, pero cambiemos un poco las opciones sin alterar su 
significado: 
 
De una muestra  escogida al azar, conformada por 100 abogados, 
qué probabilidad es mayor: 
a)  Seleccionar un abogado que haya perdido al menos tres 
casos 
b)  Seleccionar un abogado que haya perdido al menos tres 
casos. Además de que haya perdido al menos tres casos, que 
tenga poco tiempo de graduado. 
 
Es muy probable que haya cambiado de respuesta, aunque, en esencia, 
las opciones son las mismas. El error que suele cometerse en el 
problema planteado inicialmente consiste en ignorar o pasar por 
inadvertido las implicaciones que tiene la conjunción o el símbolo 
intersección (∩) en lógica matemática, lo cual acarrea un sesgo al 
momento de estimar la probabilidad de forma intuitiva. Se ignora que la 
conjunción “y” o el símbolo “∩” implica la simultaneidad de eventos.  Si 
se presta la debida atención, puede observarse que la opción b) está 
contenida en la opción a). Esto porque la opción b), además de cumplir 
con la condición de que haya perdido tres casos, debe cumplir también 
la condición de que tenga poco tiempo de graduado. Otra razón, es que 
tendemos a asociar pérdida de casos con abogados neófitos, pues no se 
espera esto de un abogado altamente experimentado. Esto es un rezago 
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del heurístico de representatividad, explicado anteriormente. Para 
facilitar la comprensión, hagamos uso de los Diagramas de Venn(*): 
 
 
 
Hay 23 elementos dentro del círculo. Cada elemento corresponde a un 
abogado. Ahora identifiquemos cada uno de estos elementos: “x” 
(minúscula), “X” (mayúscula) y “y”. 
 
X: abogado experimentado que al menos ha perdido 3 casos. Total: 4. 
x: abogado junior ( poco tiempo de graduado) que al menos ha perdido 3 
casos. Total: 7 
y: abogado que no ha fallado ningún caso, o un caso o dos. Es decir, 
abogados que han fallado menos de 3 casos. Total: 12. 
 
4 + 7 + 12 = 23 Esta suma nos arroja el total de abogados de la 
muestra.  
 
Representamos cada subconjunto de abogados en diagramas de Venn: 
 
                                                          
(*) Un diagrama de Venn, en honor al matemático Venn Euler, es un circuito cerrado utilizado 
normalmente para representar conjuntos.  Este circuito cerrado puede ser un círculo, cuadrado, 
triángulo o cualquier otra forma así no esté definida. Estos diagramas organizan la información 
visualmente; en ellos se encierran elementos con ciertas características y se comparan con otros 
conjuntos, estableciendo con mayor facilidad sus similitudes y diferencias.  
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El anterior diagrama podemos aún subdividirlo en otros conjuntos: 
 
 
 
La unión de estos tres diagramas, representan el diagrama inicial 
correspondiente a la muestra de los 23 abogados. También representa 
los 2 diagramas anteriores.  
 
Se visualiza que la probabilidad de elegir un abogado que haya fallado al 
menos 3 casos corresponde a 11 de 23, y la de sacar un abogado que 
haya fallado al menos 3 casos y sea junior es 7 de 23. Los abogados 
junior que han fallado al menos 3 casos pertenecen al conjunto de 
abogados que ha fallado al menos 3 casos. Esto porque el conjunto de 
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abogados que han fallado al menos 3 casos está compuesto tanto por 
abogados junior como abogados experimentados.  
 
EJEMPLO 1. Dos bandas criminales, X y Y,  son los responsables de 
todos los robos ocurridos en el barrio Pasadena. Se tienen cinco (5) 
mujeres sospechosas de robo en dicho barrio, y se sabe que una de ellas 
es la responsable: Alexa (A), Blanca (B), Celia (C), Donna (D) y Emma 
(E). Dos (2) de ellas, Alexa y Blanca, pertenecen a la banda X;  las tres 
(3) restantes a la banda Y. Qué es más probable:  
 
a) La responsable pertenece a la banda X  
b) La responsable pertenece a la banda Y 
 
INFERENCIA ABDUCTIVA: la realidad es que hubo un robo y fue 
cometido por una mujer. Esta es la información, la prueba. A partir de 
esta prueba vamos a generar hipótesis que, considerándose ciertas, de 
ellas inevitablemente se sigue una conclusión, dando validez al 
argumento. Recordemos que nos interesa la contundencia, no la validez. 
Como se sabe que dos bandas, X y Y, son las responsables de todos los 
robos en el barrio (regla), de esta realidad (hecho) puede hacerse una 
inferencia abductiva y concluirse dos hipótesis que perfectamente dan 
validez al argumento y son; 1) que el robo fue cometido por una mujer 
que pertenece a la banda X y 2) el robo fue cometido por una mujer que 
pertenece a la banda Y. Sin embargo, solo una de esas dos (2) hipótesis 
es la verdadera, y por tanto solo una de ellas le da contundencia al 
argumento. Entonces, ¿cuál de esas dos hipótesis es la más probable? 
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SOLUCIÓN 1. 
Intentemos resolver este problema de forma  intuitiva aplicando métodos 
no estadísticos.  
Basándonos en el heurístico de representatividad, tenemos que, según 
la información dada (prueba), más son las mujeres sospechosas de la 
banda Y que de la banda X, luego hay más “representantes” de la banda 
X que de la banda Y sospechas de robo.  
 
Regla: Los robos son cometidos por la banda X y la banda Y 
Caso: El robo lo cometió una mujer 
Hipótesis 1 (𝑯𝟏): El robo lo cometió una mujer de la banda X 
Hipótesis 2 (𝑯𝟐): El robo cometió una mujer de la banda Y 
 
Intuitivamente le apostaríamos a H2, luego escogeríamos la opción b) del 
problema propuesto: la responsable del robo pertenece a la banda Y. 
Para el caso, nuestra intuición puede ser asertiva. No implica esto que el 
argumento construido a partir de las pruebas quede dotado de 
contundencia, pues en tratándose de probabilidades diferentes a 
“seguro” y a “imposible” siempre hay incertidumbre, así que con la 
información que se tiene no es posible saber si la opción elegida 
corresponde a lo verdaderamente ocurrido. Es posible que estemos 
equivocados, para lo cual no tendríamos una sentencia contundente sino 
válida.  
 
SOLUCIÓN 2.  
Ahora resolvamos el problema planteado mediante la aplicación de 
principios matemáticos.  
 
Regla: Los robos son cometidos por la banda X y la banda Y 
Caso: El robo lo cometió una mujer 
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Hipótesis 1 (𝑯𝟏): El robo lo cometió una mujer de la banda X 
Hipótesis 2 (𝑯𝟐): El robo cometió una mujer de la banda Y 
 
P (M): Probabilidad de que el robo lo haya cometido una mujer 
P (M/X): Probabilidad de que, siendo el la banda X responsable 
del robo, lo cometa una mujer 
P (M/Y): Probabilidad de que, siendo el la banda Y responsable 
del robo, lo cometa una mujer 
P(X/M): Probabilidad de que siendo el robo cometido por una 
mujer, pertenezca a la banda X. 
 
Asumiendo que los eventos son equiprobables, existen dos chaces de 
cinco posibilidades (2/5) que la mujer que cometió el robo pertenezca a 
la banda X (Alexa y Blanca) contra 3 chances de cinco posibilidades (3/5) 
de que pertenezca a la banda Y (Celia, Donna y Emma).  
 
𝑝(𝑀) = 1.0   Esto es un evento seguro, la probabilidad de que el robo 
lo haya hecho una mujer.  
 
𝑝(𝑋|𝑀) = 
2
5
= 0.4 
𝑝(𝑌|𝑀) = 
3
5
= 0.6 
 
La probabilidad más alta la tiene 𝑝(𝑌|𝑀) = 0.6; entonces, al igual que en 
la solución anterior, se le apostaría a la opción b): la mujer responsable 
del delito pertenece al a banda Y. Aquí sucede lo mismo, no hay 
seguridad máxime que la probabilidad no es ni cero (evento imposible) ni 
uno (evento seguro), luego hay incertidumbre. Que sea b) la hipótesis 
más probable no indica que sea la verdadera, pero como se acepta la 
estadística como un criterio racional para la toma de decisiones, 
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presumimos que lo es. Por tanto, se presume que la sentencia obtenida 
está dotada de contundencia.  
No siempre es eficaz el uso de la intuición en el método heurístico de 
representatividad puesto que hay información que no es evidente. 
Incluso, en su momento, para la gente experimentada en el área de las 
probabilidades no lo era. Esto lo resolvió Bayes con su teorema, 
aplicando una especie de probabilidad inversa, la cual deriva de lo ahora 
se conocido como inferencia abductiva. Veamos el planteamiento del 
siguiente problema.  
 
EJEMPLO 2. Existen dos bandas criminales, X y Y. Sus actividades 
delictivas son independientes entre sí. La probabilidad de que la banda 
X cometa un delito en su zona después de media noche es del 60%. 
La probabilidad de que la banda Y cometa un delito en su zona en el 
mismo horario es del 20%. ¿Cuál es la probabilidad de que ambas 
bandas cometan un crimen después de media noche? 
 
SOLUCIÓN 1 
Alguien poco entrenado sumaría las probabilidades: 80%. De esta 
manera estaríamos incurriendo en la falacia de la conjunción. No es 
lógico que esta probabilidad conjunta sea mayor que las 
probabilidades individuales de cada banda; es más probable que en 
ese horario determinado delinca solamente la banda X (o solamente la 
banda Y) a que ambas bandas simultáneamente. Es menos probable 
que usted sea solamente atracado por la banda X (o solamente por la 
banda Y) a que sea atracado primero por la banda X y después por la 
banda Y ene se mismo horario, de otro modo sería su día de la mala 
suerte. 
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SOLUCIÓN 2 
La probabilidad resuelve esto considerando que los delitos de la banda 
X son independientes de los delitos de la banda Y; luego, sus 
probabilidades se multiplican, obteniendo como resultado P(X y Y) = 
1,6%. La probabilidad encontrada mediante el procedimiento 
adecuado es muchísimo menor de lo que la intuición nos hubiese 
arrojado. 
 
EJEMPLO 3. Dos bandas criminales, X y Y,  son los responsables de 
todos los robos ocurridos en determinado barrio. Cada banda está 
compuesta por hombres (H) y mujeres (M). Se sabe que el 70% de los 
robos se debe a la banda X y el resto a la banda Y. El 20% de los robos 
debidos a la banda X son realizados por mujeres; así mismo, el 40% de 
los robos debidos a la banda Y. Si se sabe que en dicho barrio el último 
robo lo cometió una mujer, es más probable que: 
 
a) La responsable pertenece a la banda X  
b) La responsable pertenece a la banda Y 
 
INFERENCIA ABDUCTIVA: la realidad que se tiene es que hubo un robo 
y fue cometido por una mujer. Esta es la información: la prueba. A partir 
de esta prueba vamos a generar hipótesis que, considerándose ciertas, 
de ellas inevitablemente se sigue una conclusión, dando validez al 
argumento. Como se sabe que dos bandas, X y Y, son las responsables 
de todos los robos en el barrio, de esta realidad (hecho) puede hacerse 
una inferencia abductiva y concluirse dos hipótesis que perfectamente 
dan validez al argumento y son; 1) que el robo fue cometido por una mujer 
que pertenece a la banda X y 2) el robo fue cometido por una mujer que 
pertenece a la banda Y. Sin embargo, solo una de esas dos (2) hipótesis 
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es verdadera, y por tanto solo una le da contundencia al argumento. 
Entonces, ¿cuál de esas dos hipótesis es la más probable? 
 
SOLUCIÓN 1. 
Intentemos resolver este problema de forma  intuitiva aplicando métodos 
no estadísticos. Basándonos en el heurístico de representatividad, 
tenemos que, según la información dada (prueba), tenemos que P(X) = 
0.6. Esto podría sugerirnos que lo más probable es que la mujer que 
cometió el crimen pertenezca a la banda X y no a la Y porque P (Y) = 0.4. 
Seguramente elegiríamos la opción a) del problema planteado. 
 
SOLUCIÓN 2.  
Ahora resolvamos el problema planteado mediante la aplicación de 
principios matemáticos.  
 
Regla: Los robos son cometidos por la banda X y la banda Y. 
Caso: El robo lo cometió una mujer 
Hipótesis 1: El robo lo cometió una mujer de la banda X 
Hipótesis 2: El robo cometió una mujer de la banda Y 
 
Como podemos observar, según la información, los chances 
(posibilidades) no son equiprobables. La probabilidad de que el delito lo 
haya cometido una mujer y que pertenezca a la banda X es distinta a la 
probabilidad de que el delito lo haya cometido una mujer que pertenezca  
a la banda Y. Tienen distintos pesos, y es aquí donde adquiere relevancia 
el Teorema de Bayes. 
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Teorema de Bayes: 
 
𝑝(𝐻|𝐷) =  
𝑝(𝐻)𝑝(𝐷|𝐻)
𝑝(𝐷)
      𝑝(𝐷) ≠ 0 
 
𝑝(𝐷) = ∑ 𝑝(𝐻𝑖)𝑝(𝐷|𝐻𝑖)
𝑖=𝑛
𝑖=1  
 
P (X): Probabilidad de que el robo lo haya cometido un miembro de la banda 
X 
P (Y): Probabilidad de que el robo lo haya cometido un miembro de la banda 
Y 
P (M): Probabilidad de que el robo lo cometa una mujer 
P (M/X): Probabilidad de que, siendo el la banda X responsable del robo, lo 
cometa una mujer 
P (M/Y): Probabilidad de que, siendo el la banda Y responsable del robo, lo 
cometa una mujer 
P(X/M): Probabilidad de que siendo el robo cometido por una mujer, 
pertenezca a la banda X. 
 
𝑃(𝑋) = 0.6 
𝑃(𝑌) = 0.4 
𝑃(𝑀|𝑋) = 0.2 
𝑃(𝑀|𝑌) = 0.5 
 
Primero hallemos la probabilidad de que el robo lo haya cometido una mujer: 
𝑝(𝐷) = ∑ 𝑝(𝐻𝑖)𝑝(𝐷|𝐻𝑖)
𝑖=𝑛
𝑖=1             Fórmula general 
 
Para el caso: 
𝑝(𝑀) = ∑ 𝑝(𝐻𝑖)𝑝(𝑀|𝐻𝑖)  = 𝑝(𝐻1)𝑝(𝑀|𝐻1) +
𝑖=2
𝑖=1  𝑝(𝐻1)𝑝(𝑀|𝐻1) 
𝑝(𝑀) = 𝑝(𝑋)𝑝(𝑀|𝑋) +  𝑝(𝑌)𝑝(𝑀|𝑌)  
𝑝(𝑀) =0.6*0.2 + 0.4*0.5 
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𝑝(𝑀) =0.32 
 
Ahora hallemos la probabilidad de que la mujer que cometió el robo 
pertenezca a la banda X 
𝑃(𝐻|𝐷) =  
𝑃(𝐻)𝑃(𝐷|𝐻)
𝑃(𝐷)
            Fórmula general 
 
Para el caso: 
𝑃(𝑋|𝑀) =  
𝑃(𝑋)𝑃(𝑀|𝑋)
𝑃(𝑀)
 
𝑃(𝑋|𝑀) =  
0.6 ∗ 0.2
0.32
 
𝑃(𝑋|𝑀) = 0.375 
 
Se obtiene entonces que 𝑃(𝑋|𝑀) = 0.375, por tanto, la probabilidad de  
que siendo el robo cometido por una mujer pertenezca a la banda X es 
de 0.375. Por un procedimiento similar al anterior puede obtenerse que 
𝑃(𝑀|𝑋) = 0.625. O aún más sencillo, hallando el complemento de la 
siguiente manera: 𝑃(𝑀|𝑋) = 1 − 𝑃(𝑋|𝑀) = 1 − 0.375 = 0.625  
 
Puede concluirse que: 
 
1) La probabilidad de  que siendo el robo cometido por una mujer 
pertenezca a la banda X es de 0.375 
2) La probabilidad de  que siendo el robo cometido por una mujer 
pertenezca a la banda Y es de 0.625 
 
Por lo anterior, la respuesta correcta es la opción b) del problema 
planteado: “La responsable pertenece a la banda Y”. Esta respuesta 
desafía un poco nuestra intuición, pues basándonos en el heurístico de 
representatividad, nos indica que “la responsable pertenece a la banda 
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X”. Se insiste en que cualquiera de estas dos hipótesis validan la 
sentencia, pero se quiere dotarla de contundencia, para lo cual debe 
determinarse cuál es la hipótesis verdadera. Y se insiste en que la 
hipótesis más probable no implica que sea la verdadera, pero dado que 
la probabilidad se ha tomado como un criterio racional para decidir, nos 
permite categorizarla como cierta y presumir que dota de contundencia a 
la sentencia.  
Kahneman y Tversky mencionaron como reglas no estadísticas para el 
cálculo de probabilidades el heurístico de representatividad y la falacia 
de la conjunción. Considero que también podríamos hablar de la falacia 
de la disyunción. Vamos el siguiente problema: 
 
EJEMPLO 4 
Se sabe que el 30% de los integrantes de una banda criminal usa arma 
blanca para cometer sus robos. También que el 40% de los integrantes 
se drogan ante de cometer un robo. Finalmente, que la probabilidad de 
que un integrante de la banda criminal robe con arma blanca en estado 
de drogadicción, es del 15%. Se pregunta, ¿cuál es la probabilidad de 
que un integrante de la banda cometa el robo usando una arma blanca o 
en estado de drogadicción? 
 
SOLUCIÓN 
Generalmente cuando se hace esta pregunta, las personas no 
experimentadas en el tema de las probabilidades dan como respuesta el 
70%, resultado obtenido de sumar 30% y 40%.  Definamos los eventos: 
 
𝐵: el integrante de la banda usa arma blanca para cometer un robo 
𝐴: el integrante de la banda se droga antes de cometer un robo 
𝐴 𝑜 𝐵 = el integrante de la banda usa arma blanca para cometer un robo 
o se droga antes de cometerlo.  
94 
 
𝐴 𝑦 𝐵 = el integrante de la banda usa arma blanca para cometer un robo 
y se droga antes de cometerlo.  
 
Entonces: 
 
𝑃(𝐴 ) = 0.4 
𝑃(𝐵 ) = 0.3 
𝑃(𝐴 𝑜 𝐵) = probabilidad de que ocurra A ó B. También puede expresarse 
como 𝑃(𝐴 ∪ 𝐵), donde el símbolo ∪ significa unión. Así, A∪B se lee “A 
unión B”. También se le llama probabilidad disyuntiva.  
𝑃(𝐴 𝑦 𝐵) = probabilidad de que ocurra A ó B. También puede expresarse 
como 𝑃(𝐴 ∩ 𝐵), donde el símbolo ∩ significa intersección. Así, 𝐴 ∩ 𝐵 se 
lee “A intersección B”. También se le llama probabilidad conjuntiva.  
Una persona común suele concluir que la probabilidad de que ocurra A o 
B se resuelve de la siguiente manera: 
 
𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) 
 
Esto es lo que llamaría la falacia de la disyunción. Suele ignorarse la 
información referente a la probabilidad conjuntiva 𝑃(𝐴 ∩ 𝐵) = 0.15. La 
probabilidad de la unión de dos eventos puede sumarse siempre y 
cuando los eventos son mutuamente excluyentes, es decir, cuando 
𝑃(𝐴 ∩ 𝐵) = 0. La probabilidad 𝑃(𝐴 ∪ 𝐵) se determina de la siguiente 
manera: 
 
𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
 
No suele entenderse por un principiante en probabilidades, el por qué se 
le sustrae la probabilidad conjuntiva. Ilustremos gráficamente para 
facilitar su comprensión.  
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Observemos que 𝑃(𝐴) = 0.30. Luego, todas las probabilidades 
contenidas en la circunferencia “A” debe dar 0.30. Es así como P (A) = 
0.15 + P (A∩B) = 0.15 + 0.15 = 0.30. Similarmente, P (B) = 0.40, luego 
todas las probabilidades contenidas en la circunferencia B debe dar 0.40.  
Es así como P (B) = 0.25 + P (A∩B) = 0.25 + 0.15 = 0.40.   
 
¿Cómo hallamos 𝑝(𝐴 ∪ 𝐵)? Simplemente sumamos cada una de las 
probabilidades contenidas en cada sector de los dos círculos 
traslapados. Esto es: 
 
𝑝(𝐴 ∪ 𝐵) = 0.15 + 𝑝(𝐴 ∩ 𝐵) + 0.25 = 0.15 + 0.15 + 0.25 = 0.55 
 
Observamos que al sumar 𝑝(𝐴) 𝑦 𝑝(𝐵) estamos sumando dos veces la 
intersección. Por esta razón debemos sustraerlo una vez, para así 
obtener el resultado correcto. 
 
𝑝(𝐴 ∪ 𝐵) = 𝑝(𝐴) + 𝑝(𝐵) − 𝑝(𝐴 ∩ 𝐵) = 0.30 + 0.4 − 0.15 = 0.55 
 
Hemos obtenemos el mismo resultado. 
 
Supongamos ahora que 𝑝(𝐴) = 07, 𝑝(𝐵) = 0.6  𝑦  𝑃(𝐴 ∩ 𝐵) = 0.15. Si 
incurrimos en la falacia de la disyunción, diríamos que  𝑝(𝐴 ∪ 𝐵) = 0.7 +
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0.6 = 1.1. Evidentemente este es un resultado imposible, suceso que 
algunos principiantes ignoran, porque no tienen en cuenta que la 
probabilidad siempre es un valor entre 0 y 1, inclusive. No existen 
probabilidades negativas ni superiores a uno. 
 
 
 
 INCONVENIENTES EN LA APLICACIÓN DE LOS ESTÁNDARES 
DE PRUEBA 
 
En el ámbito civil del common law se aplica el estándar de prueba 
prevaleciente: “una hipótesis está probada si su grado de información es 
superior al de la hipótesis contraria”55. Larroucau56 resalta el 
inconveniente que podría presentarse en los fallos, y es que se 
distribuyan riesgos en procesos civiles como si se tratara de un proceso 
penal, donde su estándar de prueba ha de ser más exigente puesto que 
está en juego la libertad, resultando menor para el sindicado que para su 
contraparte. Como consecuencia, en ciertos procesos civiles se generen 
más falsos negativos que falsos positivos, lo que está arraigado a un 
mayor número de sentencias válidas pero injustas o, en otras palabras, 
argumentos no contundentes. 
 
Por otra parte, en Colombia se utiliza como estándar de prueba la regla 
de la experiencia y la sana crítica, salvo que se trate de acciones de 
grupo y de acciones populares, donde se aplica la probabilidad 
prevaleciente, ya que el modelo de estas acciones colectivas es de origen 
angloamericano.  
                                                          
55 FERRER, Jordy. La prueba es libertad, pero no tanto: una teoría de la prueba cuasibenthamiana. 
En: VÁSQUEZ, Carmen. Estándares de prueba y prueba científica. Ensayos de epistemología 
jurídica. Madrid: Marcial Pons, 2013. p. 27 
56 LARROUCAU. Op. Cit ., p, 787 
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 PROBABILIDAD Y ESTÁNDARES DE PRUEBA 
 
La probabilidad cuantitativa es una un indicador entre 0 y 1. Según la 
probabilidad clásica es una proporción entre el número de eventos de 
interés y el número de casos posibles en un experimento. Y siendo un 
poco más precisos, la frecuencia relativa que se obtiene al comparar el 
número de eventos de interés y el número de veces que se realizó un 
experimento. Este último corresponde a la probabilidad empírica, el 
equivalente en la rama del derecho a “reglas de la experiencia” pero 
desprovisto un procedimiento matemático para la determinación del 
indicador numérico; es resultado de una observación intuitiva, de un 
fenómeno a lo largo del tiempo (véase supra § 2.6). En procesos civiles 
del sistema angloamericano, el estándar de prueba 𝑝(𝑥) > 0.5 es 
suficiente para dotar de racionalidad un decisión, donde p significa 
probabilidad y “x”, entre paréntesis, el medio probatorio de interés a 
través del cual se pretende categorizar un hecho como acreditado o no. 
He cuestionado si el argumento bajo el que se determinó ese umbral es 
el correcto y,  en casos de procesos penales, si habría un indicador 
numérico establecido para el estándar más allá de la duda razonable.  
Sin embargo, no es el objeto de este trabajo. 
 
𝑝(𝑥) > 0.5 es un estándar de prueba prevaleciente, como afirma 
Larroucau57, porque minimiza el número de veredictos erróneos de 
manera igualitaria entre las partes: los falsos positivos  y los falsos 
negativos son igualmente indeseables. Esta distribución de riesgos está 
desprovista de razonamientos matemáticos, máxime que en 
matemáticas se ha advertido que las cosas más interesantes suceden en 
la frontera. Pensemos qué ocurriría cuando la probabilidad sea 𝑝(𝑥) =
0.5; ¿se inhibiría el juzgador de los hechos al tomar una decisión? O bien 
                                                          
57LARROUCAU. Op. Cit ., p, 789 
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podría lanzar una moneda corriente al aire y poner fin al pleito. Igual 
sucedería si 𝑝(𝑥) = 0.6, por esto los indicadores numéricos, incluidas las 
probabilidades, no pueden mirarse desde una sola arista. Al decir que 
𝑝(𝑥) > 0.5 es suficiente para imprimir contundencia a la decisión, se 
desestiman otras variables que significativamente podrían alterar la 
creencia de ese indicador pese a que supere el 0.5. En estadística se 
habla de intervalos de confianza y pruebas de hipótesis58, un mecanismo 
que  permite aceptar cierto tipo de error al tomar una decisión. En las 
decisiones jurídicas no se predica este tipo práctica, máxime que “los 
jueces no son razonadores bayesianos por naturaleza”59. Pero el 
estándar civil no solo se ha determinado en 0.5, sino que se ha 
intensificado para casos especiales, en donde las consecuencias del 
daño son  “ruinosas para el individuo”60,  ubicándose  en un punto 
intermedio entre el estándar de prueba prevaleciente y el máximo grado 
de conocimiento que corresponde a “1”, en otras palabras, un estándar 
de prueba 𝑝(𝑥) > 0.75. Si bien la tendencia del hombre por encontrar 
ciertos patrones, simetrías y puntos intermedios, esta conducta no es 
apropiada si se funda solo en la intuición; es menester estudios más 
objetivos para la determinación de dicho umbral, cuya explicación tenga 
mayor fundamento que el estándar de prueba prevaleciente. 
Ejemplifiquemos a partir de la siguiente advertencia: “No tocar los bienes 
ajenos porque los hombres olvidan más fácilmente la muerte del propio 
padre que la pérdida del patrimonio”61, por la que una de las técnicas 
para conquistar tierras era incendiar las poblaciones de las que se 
pretendía apropiar, y llevar a sus habitantes a un alto grado de 
vulnerabilidad. Si el individuo damnificado perdió totalmente su 
patrimonio, hasta no poder restaurarse y quitarse la vida, ¿por qué no 
                                                          
58 Distinto a peso probatorio, que en sentido estricto, se refiere a la confiabilidad de la prueba. 
59 MARRERO. Op. Cit ., p. 20 
60 LARROUCAU. Op. Cit ., p, 792 
61 MAQUIAVELO, Nicolás. El príncipe. China: Clásicos Universales. p. 94 
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trasladar el estándar de prueba del ámbito penal (más allá de toda duda 
razonable) a favor del lesionado, considerando que para el caso el bien 
jurídico tutelable es la vida?  ¿O por qué no trasladar el estándar de 
prueba civil intensificado 𝑝(𝑥) > 0.75 al ámbito penal? Estas inquietudes 
llevan a pensar acerca de las explicaciones (estrictamente hablando no 
son argumentos) que describen las determinaciones de ciertos umbrales, 
y hace sospechar que los umbrales son variables y deben condicionarse 
a cada caso en particular. Sería como graduar una ducha: giramos la 
perilla entre la mínima y máxima temperatura para llegar a un punto de 
equilibrio deseado por nuestro cuerpo. Categorizar 𝑝(𝑥) > 0.5 y 𝑝(𝑥) >
0.75 como estándares verdaderos y suficientes para la posterior toma de 
una decisión racional, bajo el análisis anteriormente expuesto, permite 
cuestionar: ¿los medios empleados para tomar tales decisiones también 
fueron racionales? Las flores de un jardín sólo embellecen bajo el 
cuidado y perfección de las semillas.  
 
 
 VERDAD, CRITERIOS DE VERDAD Y PROBABILIDAD 
 
Cabe establecer distinciones entre estos tres términos, que a menudo 
suelen identificarse. No ha sido posible llegar a un concepto unificado de 
lo que es verdad, pero el intento de definirla nos ha entregado al menos 
nociones. No sucede igual con el término criterios de verdad. Criterio, del 
griego krisis, que significa combate, esfuerzo, juicio, separación, 
decisión, nos entrega que criterios de verdad son reglas conforme a las 
cuales se establece si una proposición fáctica es verdadera. Esto trae 
como consecuencia el término estándar de prueba, entendido como una 
“medida de la prueba”.  
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Cuando se emplea el término probabilidad en un enunciado acarrea 
incertidumbre; no se asegura que este sea verdadero o sea falso, indica 
que puede ser verdadero o puede ser falso, bien sea con igual 
distribución de error o un error sesgado hacia una atribución de verdad o 
de falsedad.  Arthur Pap, afirma que es fácil establecer la diferencia entre 
probabilidad y verdad; que podría explicarse utilizando el principio de 
tercero excluido: “de toda frase puede decirse que ella misma o su 
negación, no-p, es verdadera”62. Que, en cambio: 
 
Hay frases que ni son probables ellas mismas ni tienen una 
negación probable, por la sencilla razón de que no conocemos 
ciertos datos relevantes (…) Mientras que la oración de la forma 
<<verdadero p>> ya es completa, las frases de probabilidad tienen 
la forma <<la probabilidad de p en virtud de la evidencia q es x>> 
(donde x es cualquier valor entre 0 y 1).  
 
Se entiende aquí que  Arthur Pap habla particularmente de probabilidad 
cuantitativa, aunque  su observación se extiende a la probabilidad lógica 
o baconiana. Para clarificar un poco su observación, ejemplifiquemos. Si 
afirma que “X es el homicida de Y”, este enunciado o es falso o es 
verdadero, pero no ambos, pues los valores de verdad son mutuamente 
excluyentes; si “X es el homicida de Y” es verdadero, y negamos esta 
proposición, entonces “X no es el homicida de Y” sería falso. En cambio, 
si se afirma que “probablemente X es el homicida de Y”, nada nos dice 
de su verdad o falsedad; si lo negamos, quedamos en una misma 
situación de incertidumbre: “probablemente X no es el homicida de Y”. 
Oportuno sea aclarar lo siguiente: la probabilidad cuantitativa es un valor 
entre 0 y 1; si la probabilidad de ocurrencia de un evento es 0 o es 1, 
excepcionalmente en estos casos no hay incertidumbre, por lo que 
perfectamente le es atribuible un valor de verdad, luego le es aplicable el 
                                                          
62 PAP, Arthur. Analytische Erkenntnistheorie, Kritische Ubersich uber die neueste Enwicklung 
in USA and England, Viena: Springer. Citado por SÚCAR. Op. Cit ., p. 130 
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principio de tercero excluido. Así, afirmar que “X es el homicida de Y con 
una probabilidad de 1”, equivale a decir que “X es el homicida de Y”. 
Ambas expresiones admiten negaciones y cambios en el valor de 
verdad(*).  
  
                                                          
(*) De hecho, en lógica clásica bivalente, llamado así porque los valores de verdad solo son dos, 
suele representarse estos valores como (V, F) o (1,0)  
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4 CAPÍTULO: CASOS DE APLICACIÓN  
 
A continuación se expondrán cuatro casos escogidos del artículo “Trial 
by mathematics: precision and ritual in the legal process”, escrito por el 
profesor Laurence H. Tribe(*), donde advierte los riesgos del empleo de 
las estadísticas y probabilidades cuantitativas. Estos casos fueron y han 
sido motivo de discusión acerca del uso o no de estas herramientas 
matemáticas en los casos jurídicos. Finalmente se tomará el caso de 
Sally Clark, considerado uno de los errores judiciales más grandes de la 
historia.  
De mi parte, daré algunas opiniones al respecto. 
 
 
 EL CASO DEL BARRIL 
 
“A barrel falls from the defendant’s window onto the plaintiff’s head. The 
question is whether some negligent act or omission by defendant caused 
the fall. Proof is available to support a finding that, in over sixty percent of 
all such barrel falling incidents, a negligent act or omission was the cause. 
Should such proof be allowed and, if so, to what effect?63 [Un barril cae de 
la ventana del acusado sobre la cabeza del demandante. La pregunta es 
si algún acto negligente u omisión del acusado causó la caída. La prueba 
está disponible para respaldar un hallazgo de que, en más del sesenta 
por ciento de todos los incidentes de caída de barril, la causa fue un acto 
negligente u omisión. ¿Debería permitirse tal prueba y, en caso afirmativo, 
a qué efecto?]  
 
 
 CASO DE LA AMANTE HOMICIDA 
 
A man is found shot to death in the apartment occupied by his mistress. 
The question is whether she shot him. Evidence is available to the effect 
that, in ninety-five percent of all known cases in which a man was killed in 
                                                          
(*) El profesor Laurence Tribe recibió su AB de Harvard summa cum laude en Matemáticas en 
1962 y su JD de Facultad de Derecho de Harvard magna cum laude. Doctor en Derecho y Doctor 
en Letras Humanas. 
63 TRIBE, Laurence. Trial by mathematics: precision and ritual in the legal process. En: Harvard 
Law Review. EE.UU. 1971. Vol. 84. No. 6. p. 1339 
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his mistress’ apartment, the mistress was the killer. How, if at all, may such 
evidence be used?64 [Un hombre es encontrado muerto a tiros en el 
apartamento ocupado por su amante. La pregunta es si ella le disparó. La 
evidencia está disponible para el efecto de que, en el noventa y cinco por 
ciento (95%) de todos los casos conocidos en los que un hombre fue 
asesinado en el apartamento de su amante, la amante fue la asesina. 
¿Cómo, en todo caso, se puede utilizar dicha evidencia?]  
 
 
 EL CASO DEL BUS AZUL(*) 
 
Plaintiff is negligently run down by a blue bus. The question is whether the 
bus belonged to the defendant. Plaintiff is prepared to prove that defendant 
operates four-fifths of all the blue buses in town. What effect, if any, should 
such proof be given?65 [El demandante es atropellado por un autobús azul. 
La pregunta es si el autobús pertenecía al acusado. El demandante está 
preparado para probar que el demandado opera cuatro quintas partes de 
todos los autobuses azules en la ciudad. ¿Qué efecto, si lo hay, se debe 
dar a tal prueba?  
  
   
 
 EL CASO DEL PARQUEDERO 
 
“A man is charged with overtime parking in a one-hour zone. The question 
is whether his car had remained in the parking space beyond the time 
limit.to prove that it had not been moved, the government calls an officer 
to testify that he recorded the positions of the tire air-valves on one side of 
the car. Both before and after a period in excess on one hour, the front-
wheel valve was pointing at one o’clock; the rear-wheel valve, at eight 
o’clock. The driver’s defense is that he had driven away during the period 
in question and just happened to return to the same parking place with his 
tires in approximately the same position. The probability of such a 
                                                          
64 Ibid. p. 1341 
 
(*) Este caso ocurrió en Suecia, en Smith vs. Rapid Transit. En realidad no se presentaron datos 
estadísticos, pero el demandante presentó pruebas suficientes para demostrar que la empresa de 
buses azules era la única autorizada para operar en la calle donde sucedió el accidente. El tribunal 
dijo que las probabilidades matemáticas, si bien de alguna manera son favorables al demandante, 
esto no es suficiente.  
65 Ibid. pp. 1340-1341 
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fortunate accident is somewhere between one in twelve and one in one 
hundred forty-four. Should proof of that fact be allowed and, if so, to what 
end?”66 [Un hombre está acusado por sobrepasar el tiempo de parqueo 
en una zona de una hora. La pregunta es si su automóvil permaneció en 
el parqueadero más allá del límite de tiempo. Para probar que no se había 
movido, el gobierno llama a un oficial para declarar que registró las 
posiciones de las válvulas de aire de los neumáticos en un lado del 
automóvil. Tanto antes como después de un período de más de una hora, 
la válvula de la rueda delantera apuntaba a la una; La válvula de la rueda 
trasera, a las ocho en punto. La defensa del conductor es que se alejó 
durante el período en cuestión y que, por casualidad, regresó al mismo 
lugar de estacionamiento con sus neumáticos en aproximadamente la 
misma posición. La probabilidad de un accidente tan afortunado es de uno 
entre doce y uno entre ciento cuarenta y cuatro. ¿Debería permitirse la 
prueba de ese hecho y, en caso afirmativo, con qué fin?]  
 
 
 
 ANÁLISIS DE LOS CASOS 
 
Todos los tres (3) primeros casos tienen en común que sus cálculos 
probabilísticos fueron hallados con base a la frecuencia relativa; es decir, 
los valores fueron producto de la denominada probabilidad empírica 
(véase supra §2.2.2.3.2). Sin embargo, la forma en que han tratarse las 
respuestas a los cuestionamientos podrían variar.  
 
En el caso del barril, tenemos conocimiento de que más del 60% de los 
incidentes en caídas de barril la causa fue por un acto negligente u 
omisión. Cuanto tenemos este tipo de indicadores, estamos partiendo del 
hecho de que en la proposición “más del sesenta por ciento de todos los 
incidentes de caída de barril, la causa fue un acto negligente u omisión” 
es verdadera. Entonces cabe preguntarse, ¿es verdadera esta 
proposición? Para que sea verdadera, ha de tenerse la seguridad de que, 
por ejemplo, de 100 casos sucedidos al menos 60 caídas de barril sean 
por acto negligente u omisivo; es claro que no todos los casos de caídas 
                                                          
66 Ibid. p. 1340 
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de barril han sido sometidos a juicio, luego el porcentaje obtenido fue de 
una muestra que se supone refleja todas las características de la 
población(*). Aquí no se hizo empleo de las probabilidades como tal sino 
de la estadística, pues a partir de la muestra se han determinado 
características de la población.  
 
Como se dijo, se parte del hecho de que el 60% de los casos ocurrieron 
por actos negligentes o actos omisivos, ¿pero que garantiza que los 
casos en que se “probaron los actos negligentes u omisivos”, las 
premisas normativas, premisas fácticas y su conclusión configuren un 
argumento sólido? Es posible la existencia de falsos positivos, lo que 
afectaría la estimación. Suponga que ese 60% del que se habla al menos 
se aproxima mucho a la realidad. ¿Debería permitirse tal prueba? Pues 
bien, consideremos lo siguiente antes de responder: la estabilización de 
la frecuencia relativa es lo que se conoce como “regularidad 
estadística”67; permite hacer predicciones que eliminan, aunque sea 
parcialmente, la incertidumbre presente en los fenómenos impredecibles 
por ser producto del azar; lo anterior es lo que se tiene en cuenta al 
momento de aplicar la probabilidad empírica en la ocurrencia de una 
variable de interés, además el hecho de que estos experimentos 
aleatorios son los más fáciles de analizar, pues se asumen eventos 
equiprobables. Las anteriores consideraciones se hacen cuando no se 
tiene información alguna del experimento; ejemplo, la probabilidad de 
que al lanzar una moneda al aire obtengamos una cara es ½; podemos 
afirmar esto porque nada nos ha dicho de la moneda, entonces 
suponemos que la probabilidad de obtener cara o sello son iguales. ¿Y 
                                                          
(*) Recordemos que la muestra ha de ser representativa; que la población, para el caso, serían 
todas los incidentes de caídas de barril, tantos los que han sido sometido a juico como los que 
no. 
67 BLANCO, Liliana. Probabilidad. Bogotá: Universidad Nacional de Colombia, 2004. p. 11. 
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si nos dicen que la moneda está cargada? Entonces la probabilidad de 
obtener cara varía, pues ya los resultados estarían sesgados, luego no 
son equiprobables. ¿Cómo relacionar esto con el caso del barril? Permitir 
esta prueba sin tener en cuenta otra información, es asumir que la 
probabilidad de que un sujeto cualquiera deje caer un barril  sea por 
negligencia o por omisión es del 60%, igual para cada sujeto; esto sería 
asumir que todos los sujetos tienen exactamente la mismas 
características, como las caras de un dado que no está cargado, donde 
las probabilidad de obtener salga el 1, 2, 3,… o 6 es la misma. Para el 
caso, sería considerar que cada individuo pertenece al mismo sexo, 
misma edad, mismo estrato, al mismo nivel cultural, a la misma actividad 
laboral, misma profesión, mismas costumbres, etc… que, si bien podrían 
no estar relacionados, no suele ocurrir en la práctica. Ejemplifico: es 
posible que las mujeres sean más cuidadosas que los hombres en ciertas 
actividades; que la edad influya en la falta de atención, o los problemas 
económicos, o la falta de previsión, entre otros. Así, el análisis e 
interpretación de las probabilidades y estadísticas no deben verse desde 
una sola arista; ha de tenerse otro tipo de información previa puesto que 
podría aumentar o disminuir la probabilidad; esto se conoce como 
probabilidad bayesiana (véase supra § 2.2.2.3.3, § 3.3), lo cual permite 
responder a planteamientos como: ¿Cuál es la probabilidad de que la 
caída del barril sea por negligencia dado que la demandada sea una 
mujer de 78 años? ¿Cuál es la probabilidad de que la caída del barril sea 
por negligencia dado que el demandado sea un adolescente? Nótese que 
el 60% que nos ha suministrado el cálculo estadístico es en última un 
promedio que, como se dijo (véase supra § 2.2.5.1), no puede solo 
tomarse esta medida de tendencia central sino que deben determinase 
otras para elegir la mejor opción. Permitir esta prueba de la manera como 
lo plantea el problema no sería lo más prudente; pero sí sería apropiado  
tenerla como una pista que puede orientar al juez en cómo dirigir su 
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investigación para generar otras pruebas (de oficio) que puedan 
fortalecer la información y así considerarla como elemento de juicio; 
incluso, las mismas partes contribuyen al juez a orientar el proceso 
gracias al principio de contradicción (véase supra § 1.6.1).  Se destaca 
que por tratarse de un caso en materia civil, el estándar que aquí se 
aplicaría sería probabilidad prevaleciente, p(x) > 0.5; pese a que p(x) = 
0.6, se observa del inconveniente que es permitir la prueba, pero 
haciendo las investigaciones pertinente en el proceso, se puede valorar 
en conjunto los elementos de juicios y así superar y permitir con 
confianza el estándar 0.5, fundados en una mayor información.  
En el caso de la amante homicida tendríamos que hacer consideraciones 
similares que en el caso anterior: nivel cultural, estrato, formación 
profesional etc… El Derecho es de casos, y las estadísticas también; lo 
prudente es no admitir la prueba de salto y, durante el proceso, 
establecer si la información adicional que se obtenga, aumenta o 
disminuye tal probabilidad, de manera que pueda superarse el estándar 
“más allá de toda duda razonable”. Suponga que, basado en tal 
probabilidad, p(x) = 0.95, se acepte ese dato como prueba y se condene 
a la presunta homicida, convirtiéndose en el primer caso donde se 
permita tal prueba; a partir de ese primer caso, los siguientes casos 
similares habrían de tratarse igual, y entonces a partir de ese momento 
la probabilidad de que la asesina sea la amante será siempre p(x) = 1, 
convirtiéndose en un evento seguro; así, no sería necesario iniciar un 
proceso judicial: ¿para qué si será condenada? Esto sería ilógico. 
 
Para el caso del bus azul deberíamos aplicar las mismas directrices que 
en los dos casos anteriores. Como sabemos que el demandado es dueño 
de las 4/5 partes (80%) de la totalidad de buses que prestan el servicio 
público, y el 20% restante de otra empresa, a partir de esto podría 
solicitarse información del siguiente tipo a ambas empresas: las edades 
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de los conductores del bus azul, cuántos accidentes de tránsito ha tenido 
la empresa de los buses azules, cuántas infracciones han tenido, cuáles 
son las rutas y las horas de los buses… A partir de esa información puede 
obtenerse probabilidades, y restringir los posibles sospechosos a ciertos 
conductores de ambas empresas; de esta manera se refuerza o debilita 
la idea de si fue la empresa de buses azules la responsable. Insisto, el 
derecho es de casos particulares; así mismo las probabilidades están 
condicionadas.  
 
En el caso del parqueadero la solución es más sencilla. La información 
aportada por el oficial acerca de las posiciones de las llantas delanteras, 
era suficiente para determinar qué tan alta o qué tan baja podría ser la 
probabilidad de que el automóvil se estacionara justo en el mismo lugar 
y con las llantas en las mismas posiciones, y así mismo indicar si fue 
coincidencia o no. A diferencia de los tres (3) casos anteriores, cuya 
probabilidad es empírica, la probabilidad aquí empleada es la clásica  
(véase supra § 2.2.2.3.1); además no se hizo necesario el empleo de las 
estadísticas para luego determinar su probabilidad (véase supra § 2.4). 
Lo se sabía que existen 12 posiciones posibles para cada una de las 
válvulas, tanto la trasera como la delantera, que, según la probabilidad 
clásica, nos entrega una probabilidad de 
1
12
 ;   también que las posiciones 
que dio el agente fueron 1 para la válvula delantera y posición 6 para la 
válvula trasera. Suponiendo que las llantas sean independientes y 
usando la regla del producto (véase ejemplo 2, supra § 3.4), obtenemos 
que: 
 
𝑝(𝑥) =  
1
12
∗
1
12
=  
1
144
= 0.006944 
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Lo anterior equivale a decir que la probabilidad es de casi 7 entre 1000 
de que sea coincidencia (0.6944%), por lo tanto inocente; o lo que es 
igual, 99.30% de ser culpable. El juicio se llevó a cabo en Suecia. La 
prueba debió ser permitida, pero sorprendentemente el juez desestimó la 
información y absolvió al acusado, diciendo que si las cuatro ruedas 
hubieran sido verificadas y sus resultados apuntaban a la misma 
dirección, habría rechazado la afirmación de coincidencia, pues la 
probabilidad sería: 
 
𝑝(𝑥) =  
1
12
∗
1
12
∗
1
12
∗
1
12
=  
1
20736
= 0.000048 
 
Significa 48 entre un millón de ser inocente, es decir, 99.9951% culpable, 
probabilidad muy cercana a 1 (evento seguro). ¿No sería este un 
estándar de prueba muy alto?  
 
 
 UN CASO MÁS: EL CASO DE SALLY CLARK 
 
El caso que se expondrá a continuación ocurrió en el Reino Unido. Fue 
motivo de mucha publicidad en la época. Esta información fue consultada 
en http://errorjurado.blogspot.com/2013/03/caso-sally-clark.html el 
28/03/2019. Aunque es un blog, investigué en varias noticias y la historia 
ha resultado cierta. Elijo este enlace porque resume el documento que la 
Royal Statistical Society envía al Ministro de Justicia, con severas 
advertencias sobre el caso de Sally. Esta parte es sumamente 
interesante dado que apoya las razones que he dado en el análisis de los 
casos anteriores, acerca de cómo debe valorarse una información 
producto de tratamientos estadísticos y probabilísticos, pues para el 
caso, fueron aplicados a los datos recabados referentes a la muerte 
súbita en el Reino Unido.  
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“ 
Reino Unido: Caso Sally Clark 
El juzgamiento, con un jurado, es pura lotería 
 
Tal vez el más famoso de los casos de ciudadanos afectados por 
la mala aplicación de las fórmulas matemáticas sea el de Sally 
Clark, una mujer condenada en el año 1999 en Inglaterra a cadena 
perpetua por el asesinato de sus dos hijos. 
La cuestión es que el primer hijo de Sally murió repentinamente 
pocas semanas después de su nacimiento. Poco tiempo después 
dio a luz a su segundo hijo, que murió de la misma manera. 
El meollo de la cuestión fue la evidencia estadística presentada por 
el pediatra Sir Roy Meadow, quien era famoso en Inglaterra por sus 
estudios acerca del Síndrome de Muerte Súbita (SMIS) en los 
recién nacidos. 
Meadow había acuñado su famosa y estúpida frase: “La muerte 
súbita de un niño es una tragedia. De dos niños es sospechosa. De 
tres es asesinato, a menos que se pruebe lo contrario”. Y aquí es 
donde empieza a entrar en juego la estadística. 
En los periódicos ingleses de la época se empezó a discutir 
públicamente la capacidad de los integrantes del sistema judicial 
para realizar cálculos estadísticos correctos: 
Tanto empezó a tomarse en cuenta este concepto que la famosa 
frase empezó a ser conocida como la Ley de Meadow. Justamente, 
Meadow es quien aportó su “conocimiento” al caso de Sally Clark. 
Su cálculo “experto” fue el siguiente: por evidencias históricas, 
según dijo, la probabilidad de que un niño muera por el síndrome 
es de uno en 8.543, por lo tanto, el cálculo de probabilidad de que 
dos niños mueran de la misma manera en la misma familia es tan 
sencillo como dividir uno por 8.543 x 8.543, algo así como 1 en 73 
millones. Incluso, el simpático Meadow aprovechó para comparar 
tan baja probabilidad con ganar varios años seguidos las apuestas 
en carreras ecuestres inglesas, lo que definitivamente terminó de 
convencer al jurado. 
La cuestión es que Sally fue condenada a cadena perpetua, siendo 
lapidada por la prensa amarilla desde el comienzo del juicio (una 
madre asesina de sus hijos es algo que da para vender muchos 
ejemplares). Esto ayudó a que el fallo fuera en su contra. El perfil 
de madre asesina, sumado a que Sally era abogada y que, además, 
era hermana de un oficial de policía, hicieron que, en la cárcel, fuera 
uno de los blancos preferidos a ser castigada por las demás´| 
convictas. 
La gravedad de los errores de cálculo estadístico era tan evidente 
que, en 2001, la Royal Statistical Society se expresó públicamente 
ante las fallas en el uso de los cálculos estadísticos en las cortes. 
Para esto, recurrieron al clásico Teorema de Bayes, que vincula 
probabilidades entre sí. 
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La misma sociedad emitió en 2002 un documento dirigido al 
Ministro de Justicia, con severas advertencias sobre el caso de 
Sally. En resumen, le decían que: 
 
- Es flagrantemente inválido decir que los eventos (las dos 
muertes en la misma familia) son independientes. ¿Cómo puede 
saberse si no hay factores genéticos o ambientales que 
predispongan a la enfermedad? De hecho, estudios posteriores 
indicaron que, después de una primera muerte, en la misma 
familia aumentan de 5 a 10 veces las chances de una segunda 
muerte. 
 
- En segundo lugar, se produjo la clásica “Falacia del fiscal”. 
La probabilidad de que dos niños mueran en esas 
condiciones se calculó en 1 en 73 millones, pero fue 
automáticamente traducido en que: “La probabilidad de 
inocencia es de 1 en 73 millones”, lo cual no es cierto. El 
jurado debió haber ponderado las probabilidades relativas de 
las dos explicaciones de las muertes (enfermedad o 
asesinato): la probabilidad de muerte de dos niños por SMIS 
es muy baja, pero la probabilidad de que dos niños sean 
asesinados de esa manera es menor aun. De hecho, con 
posterioridad al fallo, se estimó que la probabilidad de muerte 
por SMIS era el doble que la del asesinato. 
 
- Finalmente, y lo más grave, es que el valor de probabilidad 
de “1 en 8.543” tomado por Meadows para el caso, fue 
tomado de estadísticas históricas generales sin evaluar casos 
en particular. Para muestra, un solo ejemplo: los hijos de Sally 
eran varones, en donde la proporción de muertes por SMIS 
es mucho mayor. Después de ponderar correctamente las 
variables, resultó que la probabilidad en realidad era de 
aproximandamente 1 en 1.300. 
 
Con todo esto, la probabilidad bajó de 1 en 73 millones a 1 en 
850.000. Si bien el caso se reabrió y Sally fue liberada, la historia 
termina mal. Debido a la experiencia traumática, Sally se convirtió 
en alcohólica y finalmente murió por intoxicación alcohólica aguda. 
A partir de esto se reabrieron cientos de casos y se recalcularon las 
probabilidades. Esto llevó a revertir las sentencias de otras tres 
personas por casos similares, curiosamente en todas Meadow fue 
testigo en los juicios. 
Para terminar con el caso, una curiosidad: unos años antes, Sir 
Meadow había sido nombrado Caballero Real por los Reyes de 
Inglaterra. 
En cualquiera de estos casos, vemos que la ignorancia en temas 
estadísticos por parte de los involucrados causó de la muerte de 
una persona 
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Muchos se preguntan cómo puede ser que en las carreras de 
abogacía no se profundice en los estudios de estadística y 
probabilidades. Porque, al fin y al cabo, ¿qué es administrar justicia 
sino un gran cálculo de probabilidades entre una gran cantidad de 
variables?” 
                  “ 
 
En resumen, el error del médico pediatra Sir Roy Meadow, fue tratar los 
eventos de muerte súbita como eventos independientes, así como se 
trató el caso del parqueadero. Apreciación incorrecta, porque son 
eventos dependientes, así que el tratamiento probabilístico que se le da 
es distinto, y corresponde al bayesiano. Su mal razonamiento fue 
producto de su poca claridad en los conceptos empleados en las 
estadísticas y probabilidades, y por supuesto, de su poca habilidad en un 
conocimiento específico para el que no ha sido entrenado. Como 
consecuencia de su razonamiento erróneo, Roy Meadow fue eliminado 
del registro británico de médicos. 
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CONCLUSIONES 
 
1. La probabilidad lógica no es algo nuevo en la toma de decisiones. 
Todo el tiempo ha estado implícita en ellas. Desde el momento en 
que hemos hecho observaciones acerca de fenómenos similares, 
hemos tenido la capacidad de anticiparnos a lo que más 
probablemente puede suceder o lo que pudo haber sucedido. Esta 
conclusión está desprovista de número, pero no indica que sea 
inapropiada usarla. 
 
2. La verdad, prueba, probabilidad y estadísticas, no son términos 
ajenos entre sí. Tienen una alta correlación, principalmente porque 
las estadísticas y probabilidades están inmersas en todos los 
procesos judiciales, pues de una u otra manera, los fallos que el 
juez emite están cargados de incertidumbre, producto de una 
inferencia de la cual no se tiene seguridad, típico de un 
razonamiento inductivo. 
 
3. Saber con seguridad si un estándar de prueba es superado por la 
información que aporte un medio de prueba, es una tarea dura que 
la epistemología no ha podido establecer. Sin embargo, es 
importante acudir a diversos criterios que permitan darle un 
atributo de valor de verdad a las proposiciones fácticas en pro de 
la justicia. Taruffo y Ferrer coinciden  en que para hacerse justicia, 
no basta con encontrar la verdad, sino también una correcta 
aplicación e interpretación de la norma. Esto no descarta el 
empleo de principios de la probabilidad y la estadística para tales 
fines, máxime que estas han sido consideradas criterios 
racionales para la toma de decisiones.  
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4. Algunos teóricos, entre esos Taruffo, sostienen que ha de tenerse 
cautela y entrenamiento especial en la aplicación la estadística y 
la probabilidad. Sin embargo, según lo descubierto por Kahneman 
y Tversky, el hecho de que no seamos tan buenos en el cálculo de 
probabilidades de forma intuitiva, sugiere esto que también debe 
tenerse cautela y entrenamiento especial en tratándose de 
razonamientos lógicos, pues de lo contrario podría incurrirse en 
falacias como la del jugador y falacia de la conjunción, muy 
comunes en la aplicación de probabilidad lógica.  
 
5. Haack afirma que las matemáticas cuando no son francamente  
engañosas, son en gran parte decorativas. Considera que el grado 
de creencia, llamado por ella aval, no puede asimilarse a una 
probabilidad matemática. Sin embargo, no advierte que la 
probabilidad cuantitativa procura asignar un valor a la probabilidad 
lógica, y que esta, según lo descubierto por Kahneman y Tversky, 
en el mejor de los casos pueden coincidir al momento de decidir, 
pues, de otro modo, tal como se muestra en los ejemplos 
planteados, los resultados obtenidos de estos cálculos 
matemáticos pueden desafiar la intuición.  
 
6. La estadística no es un medio de prueba sino un mecanismo para 
valorar un medio de prueba. De otra manera, sería como 
considerar la argumentación jurídica como un medio de prueba. 
 
7. Los datos estadísticos que se aportan en un proceso judicial no 
han de permitirse como medios de prueba sin otra información que 
fortalezca las razones para hacerlo. Ha de considerarse los casos 
en particular y analizar cómo puede variar este dato estadístico a 
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causa de nueva información relacionada, tal como se mostró en el 
caso del bus azul y el caso de la amante homicida.  
 
8. Según lo descubierto por Kahneman y Tversky, se concluye que 
el entendimiento del Teorema de Bayes puede ser de mucha 
utilidad para resolver situaciones en donde, por naturaleza, 
estamos acostumbrados a desestimar informaciones previas, 
razón por la que falla nuestra intuición, pues nuestro cálculo 
intuitivo de la probabilidad está más ligado al heurístico de 
representatividad.  
 
9. No fue objeto de estudio de esta investigación determinar qué 
valores son los apropiados asignarles a los estándares 
probatorios, sino mostrar cuán importantes podrían ser las 
estadísticas y probabilidades para decidir si un estándar es 
superado o no. Sin embargo, se cuestiona la forma en 
determinaron el valor esos estándares68, y se concluye que no 
fueron bajo los lineamientos de criterios racionales. Por esto creo 
que los estándares podrían variar de acuerdo al  bien jurídico 
tutelable en juego y al sujeto, estableciendo estándares para cada 
caso en particular.  
 
10. Las estadísticas y probabilidades, si bien no son la columna 
vertebral en la toma de fallos judiciales, pueden tomarse como un 
criterio auxiliar. Considero que tanto la probabilidad lógica como la 
cuantitativa pueden coadyuvar mutuamente a la toma de 
decisiones, si no se cuenta con las herramientas matemáticas y 
                                                          
68 Como en el estándar de probabilidad prevalente, que simplemente decidieron que era prudente 
distribuir los riesgos de forma equitativa. Pero, ¿por qué? 
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entrenamiento especial para cuantificar la probabilidad lógica, la 
cual se espera que sea correcta.   
 
11. Finalmente se concluye por todo lo anterior, que el aprendizaje 
básico de las probabilidades y las estadísticas son necesarias 
para cualquier persona, ya que nos pueden ayudar a tomar 
decisiones en situaciones complejas que involucren datos 
numéricos. Con mayor razón el juez, que como bien se ha dicho, 
ha de tener una cultura extrajurídica tan amplia como la jurídica. 
Carecer de estos conocimientos básicos podrían llevar al juzgador 
de los hechos a crasos errores, como el sucedido con Sally Clark. 
 
¿Aún cree que las matemáticas no son importantes para el 
ejercicio del derecho? 
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