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All pairs suffice ✩
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Abstract
A P-set of a symmetric matrix A is a set α of indices such that the nullity of
the matrix obtained from A by removing rows and columns indexed by α is
|α| more than that of A. It is known that each subset of a P-set is a P-set. It
is also known that a set of indices such that each singleton subset is a P-set
need not be a P-set. This note shows that if all pairs of vertices of a set with
at least two elements are P-sets, then the set is a P-set.
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1. Introduction
Throughout this note, all matrices are real. Let A = [aij ] be an n × n
symmetric matrix. The graph, G(A), of A has vertices 1, 2, . . . , n where
{i, j} is an edge in the graph if and only if aij 6= 0. Let τ and α be subsets
of {1, 2, . . . , n}. Then A[τ, α] denotes the submatrix of A consisting of the
rows indexed by τ and the columns indexed by α. When τ = α, A[α] is
used in place of A[α, α]. Similarly, A(α) denotes the principal submatrix
of A obtained by deleting the rows and columns indexed by α. Also, ν(A)
denotes the nullity of A and RS(A) denotes the row space of A.
Vertex i is a downer vertex of A if ν(A) − 1 = ν(A(i)). Vertex i is a
P-vertex of A if ν(A) + 1 = ν(A(i)). A set of vertices indexed by a set α is
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a P-set of A if ν(A) + |α| = ν(A(α)). In this case, we also say that α is a
P-set of A. It is known that every non-empty subset of a P-set is a P-set [5,
Proposition 5]. It is also known that a set of P-vertices is not necessarily a
P-set [2, Example 2.4], [4, Example 4.6]. In [6], we studied the maximal P-
sets of matrices whose graphs are trees and also proved that for a symmetric
matrix A whose graph is a tree, a set of indices is a P-set of A if and only if
every subset of cardinality two (i.e. each pair) is a P-set of A. This conclusion
came as a corollary of a complicated, technical theorem that identifies the
maximal P-sets of A. In this note, we show that the previous result holds
for all symmetric matrices A, regardless of the graph of A; i.e. we show that
that if A is a symmetric matrix, a set α of at least two indices is a P-set of
A if and only if each pair of α is a P-set of A.
2. All pairs suffice
We first recall the following known result, Jacobi’s Determinant Identity
[1, p. 24].
Theorem 1. Let A be an invertible n × n matrix and let α be a subset of
{1, 2, . . . , n}. Then det(A[α]) = det(A−1(α)) det(A).
We next prove a result that shows useful relationships between the linear
dependencies among the rows of a matrix and the downer vertices and P-
vertices of the matrix.
Proposition 2. Let A be a symmetric matrix. Then
(a) i is a downer vertex if and only if row i is a linear combination of other
rows of A.
(b) If α is a set of P-vertices, then the rows of A indexed by α are linearly
independent.
Proof. Vertex i is a downer vertex of A if and only if rank(A) = rank(A(i)).
This occurs if and only if row i is a linear combination of other rows of A.
For (b), we prove the contrapositive. Assume that the rows of A indexed
by α are linearly dependent. Then there is an i ∈ α such that row i is a
linear combination of rows of A indexed by α \ {i}. By (a), i is a downer
vertex of A and hence is not a P-vertex.
The following gives useful characterizations of a P-set.
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Theorem 3. Let
A =
[
B C
CT D
]
be a symmetric n × n matrix where B is k × k. Then the following are
equivalent:
(a) {1, 2, . . . , k} is a P-set
(b) rank(A) = rank(D) + 2k
(c) {x : xTC ∈ RS(D)} = {0}
Proof. Note that {1, 2, . . . , k} is a P-set of A
⇔ ν(D) = ν(A) + k
⇔ n− ν(D) = n− ν(A)− k
⇔ rank(D) + k = rank(A)− k
⇔ rank(A) = rank(D) + 2k
Thus (a) and (b) are equivalent.
Now note
rank(A) ≤ k + rank
([
C
D
])
≤ k + k + rank(D) = 2k + rank(D)
with equality if and only if (b) holds. Hence (b) and (c) are equivalent.
We use Theorem 3 to give sufficent conditions for a P-set of a principal
submatrix to be a P-set of the entire matrx.
Corollary 4. Let A be an n× n symmetric matrix, α be a set of P-vertices
of A, and β be a subset of {1, 2, . . . , n} such that α ⊆ β and the rows of A
indexed by β are a basis of RS(A). If α is a P-set of A[β], then α is a P-set
of A.
Proof. Assume α is a P-set of A[β]. Without loss of generality,
A =

 B C ECT D F
ET F T G

 , A[α] = B and A[β] =
[
B C
CT D
]
.
Since α is a P-set of A[β], by Theorem 3, {x : xTC ∈ RS(D)} = {0}. Hence
{x : xT
[
C E
]
∈ RS(
[
D F
]
)} = {0}.
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We now show that
RS(
[
D F
]
) = RS
([
D F
F T G
])
.
Since the rows of A indexed by β are a basis of RS(A),
RS(
[
ET F T G
]
) ⊆ RS
([
B C E
CT D F
])
.
Since α is a set of P-vertices of A, by Proposition 2, no row of
[
B C E
]
is a
linear combinatation of other rows of A. It follows that RS(
[
ET F T G
]
) ⊆
RS
([
CT D F
])
. In particular, each row of
[
F T G
]
is in RS(
[
D F
]
) and
hence
RS(
[
D F
]
) = RS
([
D F
F T G
])
.
Therefore {
x : xT
[
C E
]
∈ RS
([
D F
F T G
])}
= {0}
and thus, by Theorem 3, α is a P-set of A.
We now show that all pairs suffice in the case the matrix is nonsingular.
Theorem 5. Let M be a nonsingular, symmetric n × n matrix and α be a
set of cardinality at least two such that each pair of α is a P-set of M . Then
α is a P-set of M .
Proof. Let N = M−1. Since each non-empty subset of a P-set is a P-set,
the hypotheses imply that detM(i) = 0 for each i ∈ α. By Theorem 1,
detN [i] = 0 for each i ∈ α. Thus nii = 0 for each i ∈ α. Also, for each
subset γ of α of cardinality 2, we know that detM(γ) = 0. Thus detN [γ] = 0.
Since the diagonal entries of the 2×2, symmetric matrix N [γ] are 0, N [γ] = 0
for each such γ. Hence N [α] = 0.
Now consider a subset τ of {1, 2, . . . , n} \α of cardinality at most |α|−1.
It is easy to verify that the columns of N [τ, α] are linearly dependent, and
hence the columns of N [τ ∪ α] indexed by τ are linearly dependent. We
conclude that detN [τ ∪ α] = 0. Thus, by Theorem 1, every principal minor
ofM(α) of order at least n−2|α|+1 is 0. Since M(α) is a symmetric matrix
of order n − |α|, the nullity of M(α) is greater than |α| − 1. We conclude
that α is a P-set of M .
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Lastly, we prove the main result of the note.
Theorem 6. Let A be an n× n symmetric matrix and α a set of indices of
cardinality at least two. Then α is a P-set of A if and only if every pair of
α is a P-set of A.
Proof. First assume α is a P-set of A. Since every subset of a P-set is a P-set,
each pair is a P-set of A.
Conversely, assume each pair of α is a P-set of A. By Proposition 2, the
rows of A indexed by α are linearly independent. Thus there exists a set β
such that α ⊆ β, |β| = n− ν(A), and A[β] is nonsingular. It follows that the
rows of A indexed by β are a basis of the row space of A.
Consider a subset γ of α of cardinality 2. By assumption, A(γ) has nullity
ν(A) + 2. Thus A[β \ γ], which is obtained from A(γ) by deleting ν(A) rows
and columns, has nullity at least ν(A) + 2 − ν(A) = 2. Hence for each pair
γ of α, γ is a P-set of A[β]. By Theorem 5, α is a P-set of the nonsingular
A[β]. By Corollary 4, α is a P-set of A.
Thus if A is a symmetric matrix and α is a set of indices of cardinality
at least two, then the condition that ν(A) + 2 = ν(A{i, j}) for each subset
{i, j} of α implies α is a P-set of A. We note that if α is a set of P-vertices
of A, then in order to show α is a P-set of A, it suffices to show the weaker
condition that ν(A) < ν(A({i, j}) for every subset {i, j} of α. This is seen
as follows. In [3, Proposition 4.7], it is shown that if i and j are P-vertices
of A, then ν(A) − ν(A({i, j}) ∈ {−2, 0}. Combining this with Theorem 6
shows that if α is a set of P-vertices of A, then α is a P-set of A if and only
if ν(A) < ν(A({i, j})) for every subset {i, j} of α.
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