This paper presents the SCvx algorithm, a successive convexification algorithm designed to solve non-convex optimal control problems with global convergence and superlinear convergence-rate guarantees. The proposed algorithm handles nonlinear dynamics and non-convex state and control constraints by linearizing them about the solution of the previous iterate, and solving the resulting convex subproblem to obtain a solution for the current iterate. Additionally, the algorithm incorporates several safe-guarding techniques into each convex subproblem, employing virtual controls and virtual buffer zones to avoid artificial infeasibility, and a trust region to avoid artificial unboundedness. The procedure is repeated in succession, thus turning a difficult non-convex optimal control problem into a sequence of numerically tractable convex subproblems. Using fast and reliable Interior Point Method (IPM) solvers, the convex subproblems can be computed quickly, making the SCvx algorithm well suited for real-time applications. Analysis is presented to show that the algorithm converges both globally and superlinearly, guaranteeing that if the converged solution is feasible with respect to the original problem, then it is also a local optimum of the problem. The superlinear convergence is obtained by exploiting the structure of optimal control problems, showcasing the superior convergence rate that can be obtained by leveraging specific problem properties when compared to generic nonlinear programming methods. Numerical simulations are performed for an illustrative non-convex quad-rotor motion planning example problem, and corresponding results obtained using Sequential Quadratic Programming (SQP) solver are provided for comparison. Our results show that the convergence rate of the SCvx algorithm is indeed superlinear, and surpasses that of the SQP-based method by converging in less than half the number of iterations.
Introduction
The SCvx algorithm was proposed in [32] to solve nonconvex optimal control problems with nonlinear system dynamics. This paper extends the SCvx algorithm to include non-convex state and control constraints, and more importantly, proves that the algorithm converges not only globally, but also superlinearly. This algorithm places minimal requirements on the underlying dynamical system, and applies to a multitude of real-world optimal control problems, such as autonomous precision landing of rockets [8] , drone path planning with obstacle avoidance [43] , spacecraft atmospheric entry guidance [30] , and determining the optimal power flow for smart grids [13] .
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Methods to compute the solution to such non-convex optimal control problems have been the subject of much interest in recent years, and with the proliferation of selfdriving cars, reusable rockets, and autonomous drone delivery systems, interest will only intensify. Finding global solutions to such problems is generally considered NP-hard. Heuristics like simulated annealing [6] , or combinatorial approaches like mixed-integer programming [37] , can compute globally optimal solutions for special classes of problems. However, these methods do not scale well with problem size due to their exponential time complexity, and their performance is not always deterministic. Therefore, they are usually not well suited for real-time autonomous applications.
Often, finding a locally optimum solution, or even a dynamically feasible solution, quickly and reliably is preferable to finding the globally optimum solution slowly and non-deterministically. This is particularly true for real-time control systems, where safety, stability, and determinism are typically prioritized over arXiv:1804.06539v1 [math.OC] 18 Apr 2018 optimality. A common way to find locally optimal solutions is through nonlinear programming [26, 10, 31] , for which there exist a number of readily available offthe-shelf software packages, including the Interior Point Method (IPM)-based solver IPOPT [46] , the GPOPS optimal control problem interface (which interfaces with IPOPT) [36] , and the Sequential Quadratic Programming (SQP)-based ACADO Toolkit [25] . However, the convergence behavior of generic nonlinear programming algorithms are often highly dependent on the initial guess provided to the solver. Furthermore, provided that convergence is achieved, generic nonlinear programming techniques offer few bounds, if any, on the computational effort required to achieve convergence. Like their aforementioned globally-optimal counterparts, these techniques are typically not always applicable for real-time autonomous applications.
Convex optimization problems, on the other hand, can be reliably solved in polynomial time to global optimality [35] . More importantly, recent advances have shown that these problems can be solved in real-time by both generic Second-Order Cone Programming (SOCP) solvers [14] , and customized solvers that exploit the specific structure of the problem [34, 16] . To leverage the power of convex programming in solving non-convex optimal control problems, the non-convex problems must be convexified, transformed into a convex optimization problem, which is the focus of this paper.
Recent results on a technique known as lossless convexification proved that optimal control problems with a general; class of non-convex control constraints can be posed equivalently as relaxed convex optimal control problems [1, 2, 24, 7] . However, lossless convexification cannot handle more general optimal control problems with nonconvex state constraints.
Sequential Convex Programming (SCP) offers a way to handle more generic nonlinear dynamics and non-convex state constraints, and has been applied to quad-rotor motion planning problems [4, 41] . However, while SCP usually performs well in practice, no general convergence results have been reported.
To address the topic of convergence rigorously, [32] proposed the SCvx algorithm, which utilizes a successive convexification framework to handle nonlinear dynamics with safe-guarding features like virtual control and trust regions. More importantly, [32] gave a proof of global convergence for the SCvx algorithm. In this paper, we use the SCP and successive convexification synonymously, but prefer the latter name as it suggests a complimentary approach to lossless convexification.
Building on these previous results, this paper presents two main contributions. First, it develops a framework that extends the results from [32] to include non-convex state and control constraints. Unlike algorithms specialized to handle specific types of non-convex constraints (for instance, some SCP-like methods [29, 33] are able to handle problems where every constraint function itself is convex, e.g. the union of convex keep-out zones), the framework in this paper is more general, and applies to a larger class of non-convex constraints. Moreover, state and control constraints are handled using the same mechanism used to handle the nonlinear dynamics, thus reducing the implementation complexity of the algorithm. Second, under minimal assumptions, we prove that the SCvx algorithm converges globally and superlinearly, markedly faster than most nonlinear programming methods. Our global convergence result guarantees that if the solution the algorithm converges to is feasible with respect to the original non-convex problem, then it is also a local optimum of said problem. In contrast to generic nonlinear programming methods that are largely problem agnostic, our algorithm leverages the structure of optimal control problems to obtain its superlinear convergence rate. The SCvx algorithm presented in this paper has already been showcased in an agile quad-rotor obstacle avoidance flight demonstration, where it was executed on an onboard embedded processor in real time [43] .
The remainder of this paper is organized as follows. In Section 2, we outline the problem formulation and the SCvx algorithm. In Section 3, we provide proofs of global convergence and superlinear convergence rate. In Section 4, we present simulation results of a non-convex quadrotor motion planning example problem, and compare our results to those produced by an SQP-based method. Lastly, in Section 5 we end with concluding remarks.
Successive Convexification

Problem Formulation
A continuous-time optimal control problem has to be discretized before it can be solved using optimization methods on a digital computer [26] . One may use, for instance, Gauss Collocation Method [20] to achieve that. Therefore, in this paper, we consider the following discretetime finite-horizon optimal control problem: In Problem 1, x i and u i represent the state and control vectors at the i th discrete temporal point, X i and U i are assumed to be convex and compact sets, and N denotes the final time. For simplicity, and without loss of generality, we assume that the final time is a fixed integer (see [44] for a treatment of free-final-time). More concisely, these variables can be written as
We assume that the function φ : R nx × R nu → R in (1a) is convex and continuously differentiable. This is a rea-
subject to:
sonable assumption for many real-world optimal control problems. For example, the minimum-fuel problem has φ(x i , u i ) = u i 2 . The system dynamics are represented by (1b), where f : R nx × R nu → R nx is assumed to be a continuously differentiable nonlinear function. The state constraints are represented by (1c), where s : R nx ×R nu → R ns is assumed to be a continuously differentiable non-convex function. Often, lossless convexification can be leveraged to handle the non-convex control constraints (see e.g. [1, 2, 24] ). This should be done whenever possible.
In summary, the non-convexity of the optimal control problem stated above is due to (1b) and (1c).
The SCvx Algorithm
The basic operating principle of the SCvx algorithm involves linearizing the non-convex parts of Problem 1 about the solution of the k th iterate. This results in a convex subproblem that is solved to full optimality (which makes this different than standard trust-region based methods), resulting in a new solution for the (k + 1) th iterate. This process is repeated in succession until convergence is achieved. In practice, the SCvx algorithm is simple to initialize, as will be demonstrated in Section 4. In this paper, we will sometimes use the term succession to refer to an iteration of the SCvx algorithm.
In general, the solution to the convex subproblem will not be optimal with respect to the original non-convex problem. To recover optimality, the algorithm must eventually converge to a solution that satisfies the firstorder optimality conditions of Problem 1.
To achieve this, we begin by denoting the solution to the k th iterate as (x k , u k ). At each time step i, let
, and w i := u i − u k i in terms of the solution to the current iterate, (x, u). At the i th time step, the first-order approximation of (1b) and (1c) 
which is a linear system with respect to the incremental state and control variables, d i and w i , of the convex subproblem. The linearization procedure affords the benefit of convexity, but introduces two issues that obstruct the convergence process: artificial infeasibility and artificial unboundedness.
The first issue is encountered when a feasible non-convex problem is linearized about a point (x, u) and it results in an infeasible convex subproblem. This undesirable phenomenon is often encountered during the early iterations of the process, and we refer to it as artificial infeasibility. To mitigate the effects of artificial infeasibility resulting from the linearization of nonlinear dynamics, we augment the linearized dynamics in (2a) with an unconstrained virtual control term,
where E i ∈ R nx×nv is selected such that the pair (A k i , E i ) is controllable. Since v i is left unconstrained, any state in the feasible region of the convex subproblem is reachable in finite time. For example, for a mass-spring-damper system, the virtual control can be interpreted as a synthetic force to ensure feasibility with respect to state and control constraints. Consequently, the resulting augmented convex subproblem is no longer vulnerable to artificial infeasibility arising from the linearization of (1b).
While the virtual control term makes any state reachable in finite time, it does not allow the problem to retain feasibility when the state and control constraints in (2b) define an empty feasible set (e.g. consider the union of the state constraints [ 
To mitigate artificial infeasibility caused by the linearization of non-convex state and control constraints, we introduce an unconstrained virtual buffer zone term, s i ∈ R ns + to (1c):
s i can be understood as a relaxation term that allows the non-convex state and control constraints in (2b) to be violated. In an obstacle avoidance example, s i can be interpreted as a measure of the obstacle constraint violation necessary to retain feasibility at the i th time step.
To ensure that v i and s i are used only when necessary, we define
and augment the linear cost function with the term
where the λ i 's are sufficiently large positive penalty weights, and P : R nx × R ns → R is an exact penalty function. Thus, to obtain the solution for the (k +1) th iteration, we use the penalized cost given by
. (5) and its corresponding nonlinear penalized cost given by
The second adverse effect of linearization is artificial unboundedness. This phenomenon occurs when the local properties of the non-convex problems are extrapolated well beyond the neighborhood of the linearization point. To mitigate the risk of artificial unboundedness, we impose the following trust region constraint to ensure that u does not deviate significantly from the control input obtained in the previous iterate, u k :
By selecting r k appropriately, this constraint, in conjunction with (3), ensures that x remains sufficiently close to the state vector obtained in the previous iterate, x k , thus keeping the solution within the region where the linearization is accurate.
We now present the final problem formulation and a summary of the SCvx algorithm. At the (k + 1)
th iteration, we solve the convex optimal control problem, Problem 2. The SCvx algorithm solves Problem 2 according to the steps outlined in Algorithm 1. SCvx can be considered a trust-region-type algorithm, and follows standard trust region radius update rules with some modifications, as described below.
The quality of the linear approximation used in Problem 2 can be understood by inspecting the ratio ρ k , which compares the realized (nonlinear) cost reduction, ∆J k , to the predicted (linear) cost reduction, ∆L k , with respect to the previous (i.e. k th ) iteration. When ρ k is small (i.e. when ρ k < ρ 0 1), the approximation is considered inaccurate, since the linear cost reduction overpredicts the realized nonlinear cost reduction. Consequently, the solution (d, w) is rejected, the trust region is contracted by a factor of α < 1, and the step is repeated. As will be shown in Section 3, the contraction of the trust region ensures that this condition can occur only a finite number of times, thus guaranteeing that the algorithm will not remain in this state indefinitely.
If ρ k is such that the linearization accuracy is deficient, yet acceptable (i.e. when ρ 0 ≤ ρ k < ρ 1 ), then the solution (d, w) is accepted, but the trust region is contracted. The former is done to avoid unnecessarily discarding the solution that has already been computed, while the latter is done to improve the linearization accuracy of the next succession.
When ρ k is sufficiently large, yet significantly less than unity (i.e. when ρ 1 ≤ ρ k < ρ 2 ), the linearization is deemed sufficiently accurate. Consequently, the solution (d, w) is accepted, and the trust region size is retained.
Lastly, when ρ k is close to unity, the linear cost reduction accurately predicts the realized nonlinear cost reduction. Moreover, if ρ k is greater than unity, then the linear approximation under-predicts the cost reduction, and is thus conservative. These conditions indicate that the linearization is accurate or conservative enough to enlarge the trust region. Hence, when ρ k ≥ ρ 2 , the solution (d, w) is accepted, and the trust region size is increased by a factor of β > 1 to allow for larger w's, and therefore d's, in the next succession.
One important distinction between SCvx and typical trust-region-type algorithms lies in the subproblem solved at each iteration. Conventional trust region algorithms usually perform a line search along the Cauchy arc to achieve a sufficient reduction [12] . However, in the SCvx algorithm, each convex subproblem is solved to full optimality, thus increasing the number of inner solver iterations (e.g. IPM iterations) at each succession, while decreasing the number of SCvx iterations. Qualitatively speaking, the number of successions is
input Select initial state x 1 ∈ X and control u 1 ∈ U . Initialize trust region radius r 1 > 0. Select penalty weight λ > 0, and parameters 0 < ρ 0 < ρ 1 < ρ 2 < 1, r l > 0 and α > 1, β > 1.
3:
while not converged do 4:
th succession, solve Problem 2 at (x k , u k , r k ) to get an optimal solution (d, w).
5:
step 2 Compute the actual change in the penalty cost (6):
and the predicted change by the convex cost (5):
6:
stop, and return (x k , u k );
8:
compute the ratio
10:
end if 11:
reject this step, contract the trust region radius, i.e. r k ← r k /α and go back to step 1;
14:
accept this step, i.e.
end if 17:
, and go back to step 1.
18:
end while 19: return (x k+1 , u k+1 ).
20: end procedure
reduced by achieving a greater cost reduction at each succession. Thanks to the capabilities of existing IPM algorithms, and due to recent advancements in IPM customization techniques (e.g. [14, 16] ), each convex subproblem can be solved quickly enough to outweigh the negative impacts of solving it to full optimality.
Here it is useful to point out some key differences between the SCvx algorithm and SQP-based methods (e.g. [9] ). SQP-based methods typically make use of second-order information when approximating the Hessian of the cost function (and in some cases, of the constraints). This requires techniques like the BroydenFletcher-Goldfarb-Shanno (BFGS) update, which can be computationally expensive. Furthermore, additional conditions must be satisfied in order to ensure that the computed Hessian is positive-definite, and therefore, to guarantee that the resulting subproblem is convex [17] . For these two reasons, SQP-based methods are not well suited for real-time autonomous applications. On the other hand, the SCvx algorithm relies only on first-order information obtained through linearization.
While the first-order approximation may be less accurate than its second-order counterpart, the resulting error is properly regulated by the trust region updating mechanism outlined in Algorithm 1. Furthermore, since the Jacobian matrices can be determined analytically, very little computational effort is expended in setting up each succession. Most importantly, as a consequence of linearization, the resulting subproblems are automatically guaranteed to be convex, thus further ensuring the robustness of the convergence process.
assume that g i (z) and h j (z) are continuously differentiable for all i ∈ I e ∪ I i and j ∈ J i , respectively. To simplify the analysis that follows, we assume that g 0 (z) ∈ C 1 , but note that g 0 (z) can be an element of C 0 in practice.
Since we are restricting our analysis to discrete-time systems, z is a finite-dimensional vector. Consequently, the 1-norm used in [32] manifests itself as a finite sum of absolute values. Therefore, to incorporate state and control inequality constraints, the exact penalty function used in [32] can be extended as follows
where λ i ≥ 0 and τ j ≥ 0 are scalars, and λ := [λ 1 , λ 2 , . . . , λ p ] and τ := [τ 1 , τ 2 , . . . , τ q ] represent the penalty weights. To facilitate subsequent proofs, we include the convex constraints, h j (z), in J(z). However, in practice, these constraints can be excluded from the cost function and included as explicit convex constraints. Next, we can now express the corresponding penalized problem as follows:
Note that J(z) is non-convex, and thus needs to be convexified. According to the SCvx algorithm, at (k + 1) th succession, we linearize g 0 (z), g i (z) = 0 for all i ∈ I e ∪ I i , and h j (z) for all j ∈ J i about z k . This procedure is repeated until convergence, and produces a sequence of (linearized) convex penalty functions given by
is then incorporated into the following linearized penalty problem:
Again, we remind the reader that the convex constraints are linearized only to simplify the notations in the analysis that follows, and that, in practice, they are handled
explicitly (in their original form) by the convex optimization solver. To proceed with convergence analysis, we now introduce some preliminary results and assumptions.
Theorem 1 (Local Optimum, Theorem 4.1 in [21] ) Let N (z) denote an open neighborhood ofz that contains feasible point of Problem 3. Then, if there exist λ ≥ 0,τ ≥ 0, andz ∈ R nz such that J(z) ≤ J(z) for all λ ≥λ and τ ≥τ , and for all z ∈ N (z), thenz is a local optimum of Problem 3.
Assumption 2 (LICQ)
Define the following sets of indices corresponding to the active inequality constraints:
Furthermore, define G eq (z) as a matrix whose columns comprise of ∇g i (z) for all i ∈ I e , G ac,g (z) as a matrix whose columns comprise of ∇g i (z) for all i ∈ I ac (z), and G ac,h (z) as a matrix whose columns comprise of ∇h i (z) for all j ∈ J ac (z). Then, the Linear Independence Constraint Qualification (LICQ) is satisfied atz if the columns of the following matrix are linearly independent:
The following theorem states the first-order necessary conditions (i.e. the KKT conditions) for a pointz to be a local optimum of Problem 3 (in the same sense as in Theorem 1).
Theorem 3 (Karush-Kuhn-Tucker (KKT)) If the constraints of Problem 3 satisfy the LICQ assumption (Assumption 2), andz is a local optimum of Problem 3, then there exist Lagrange multipliersμ i for all i ∈ I e , µ i ≥ 0 for all i ∈ I i , andσ j ≥ 0 for all j ∈ J i such that
We refer to a point that satisfies the above conditions as a KKT point.
We say a penalty function is exact if there exists finite penalty weightsμ i andσ j such that Problems 3 and 4 produce equivalent optimality conditions. Since Theorem 3 already gives the optimality condition for Problem 3, we now examine the first-order conditions for Problem 4.
For fixed λ, the cost J(z) is not differentiable everywhere due to the non-smoothness of |·| and max(0, ·). However, since g i (·) and h j (·) are both continuously differentiable, J(z) is locally Lipschitz continuous. Hence we need the following definition:
is locally Lipschitz continuous, then the Generalized Directional Derivative (GDD) of J(z) at somez in any direction s exists, and is defined as follows:
Hence, dJ also satisfies the following implicit relationship by using similar reasoning to that used in Lemma 14.2.5 of [17] ,
where ∂J(z) is the generalized differential, defined as
Applying Theorem 1 from [11] with the above definitions, we have the following necessary local optimality condition.
Lemma 5 Ifz is a locally optimal solution of Problem 4, then 0 ∈ ∂J(z).
Next, define the set of stationary points of Problem 4 as
Then, Lemma 5 states that ifz solves Problem 4, then z ∈ S.
We now present the exactness result. Note that this theorem is fairly well-known, and its proof can be found in, for example, [17, 21] .
Theorem 6 (Exactness of the Penalty Function)
Ifz is a KKT point of Problem 3 with multipliersμ i for all i ∈ I e ∪ I i andσ j for all j ∈ J i , and if the penalty weights λ and τ satisfy
thenz ∈ S, and thereforez satisfies the stationarity condition 0 ∈ ∂J(z) for Problem 4.
Conversely, if a stationary pointz ∈ S of Problem 4 is feasible for Problem 3, then it is also a KKT point of Problem 3, and therefore, (14) holds atz.
Remark 7 Although Theorem 6 does not suggest a way to find such λ and τ , it nevertheless has important theoretical implications. In our current implementation, we select "sufficiently" large constant λ's and τ 's, a strategy that has been shown to work well in practice. Alternatively, the values of λ and τ can be adjusted after each succession, based on the value of the dual solution obtained in the previously solved subproblem.
However, it is the second (i.e. "converse") part of Theorem 6 that is particularly important to our subsequent convergence analysis. Specifically, it guarantees that as long as we can find a stationary point for Problem 4 that is also feasible for Problem 3, then that point also satisfies the KKT conditions for Problem 3.
Now, two important convergence results will be stated.
The first one deals with the case of finite convergence, while the second handles situation where an infinite sequence {z k } is generated by the SCvx algorithm.
Theorem 8 Given Assumption 2, the predicted cost reductions ∆L k defined in (8) are nonnegative for all k. Furthermore, ∆L k = 0 implies that z k ∈ S, and therefore that z k is a stationary point of Problem 4.
PROOF. Denote d k as the solution to the convex subproblem (i.e. Problem 5), and note that d = 0 is always a feasible solution to said problem. Hence we have When ∆L k = 0, one can directly apply Lemma 5 to get z k ∈ S (see [32] for the full proof). 2
The case when {z k } is an infinite sequence represents a greater challenge. The analysis of this limit process is made more difficult due to the non-differentiability of the penalty function J(z). To facilitate further analysis, we first note that for any z,
where o( d ) denotes higher order terms of d , i.e.,
and is independent of z. This can be verified by writing out the Taylor expansion of J(z), and using the fact that both | · | and max(0, · ) are linear operators.
The next lemma is a key preliminary result, and its proof also provides some geometric insights into the SCvx algorithm. The proof is similar to that of Lemma 3 in [32] .
Lemma 9 Letz ∈ R nz be a feasible point, but not a stationary point, of Problem 4. Use N (z,
PROOF. Sincez is feasible but not stationary, we know that 0 / ∈ ∂J(z) according to Lemma 5.
From (17), it follows that the generalized differential ∂J(z) is the intersection of half spaces, and hence is a closed convex set that does not include the vector 0. Hence, using Corollary 11.4.2 of [38] (a strong form of the separation theorem of two closed convex sets, i.e. 0 and ∂J(z)), there exists a unit vector s ∈ R nz and a scalar κ > 0 such that for all ν ∈ ∂J(z), ν, s ≤ −κ < 0.
Therefore, it follows that max{ ν, s | ν ∈ ∂J(z)} ≤ −κ.
The left hand side is exactly the expression for the GDD, as defined in (16) . Therefore, we have dJ(z, s) := lim sup z→z r→0
This implies that there exist positiver and¯ such that for all z ∈ N (z,¯ ) and r ∈ (0,r ],
Now, assume Problem 5 is solved with z ∈ N (z,¯ ) and r ∈ (0,r ], producing an optimal solution d * . By using (18), the (nonlinear) change realized in J is
Thus, the ratio ρ(z, r) is given by
.
Next, let d = rs ∈ R nz . From the definition of s, it follows that d = r, and therefore that d is within the thrust region of radiusr. Since d * is the optimal solution, we have
Now, as r → 0, we will have r ∈ (0,r ], and from (21) we have
Replacing d * with d in (22) and substituting into (24),
Combining this with (23), we get
Thus ∆L(d * ) > (κ/2)r > 0, and the ratio
Therefore, as r → 0, ρ(z, r) → 1, and thus for any c ∈ (0, 1), there existsr > 0 such that for all r ∈ (0,r ], ρ(z, r) ≥ c holds. 2
Remark 10 An undesirable situation is one where steps are rejected indefinitely (i.e. by producing solutions that result in ρ(z, r) < ρ 0 ). Lemma 9 provides an assurance that the SCvx algorithm will not produce such behavior. By contracting r k sufficiently, Lemma 9 guarantees that the ratio ρ k will eventually exceed ρ 0 , and the algorithm will cease rejecting steps.
We are now ready to present our main result. The proof of this theorem is based on Theorem 4 in [32] .
Theorem 11 Given Assumption 2, if the SCvx algorithm generates an infinite sequence {z k }, then {z k } is guaranteed to have limit points. Furthermore, any such limit point,z, is a stationary point of Problem 4.
PROOF. The proof is by contradiction. Since we have assumed the feasible region to be convex and compact, by the Bolzano-Weierstrass theorem (see e.g. [40] ), there is at least one subsequence {z ki } →z, wherez is not a stationary point. From Lemma 9, there exist positiver and¯ such that ρ(z, r) ≥ ρ 0 ∀ z ∈ N (z,¯ ) and r ∈ (0,r ].
Without loss of generality, we can suppose the whole subsequence {z ki } is in N (z,¯ ), so that
If the initial trust region radius is less thanr, then (25) will be trivially satisfied. On the other hand, if the initial radius is greater thanr, then the trust region radius may need to be reduced several times by the rejection step in line 13 of Algorithm 1 before condition (25) is satisfied. Letr denote the last radius that needs to be reduced, and note thatr >r. Additionally, for each k i , let r ki be the trust region radius selected after the last reject step. Thus, we have Problem 5, which was obtained by linearizing about z ki , and which is subject to the trust region constraint z − z ki ≤ r ki . Then
Since there is also a lower bound r l on r, we have
Note that condition (25) can be expressed as
By Theorem 8, we have ∆L ki ≥ 0. Thus, (27) implies that the penalized cost will never increase.
Our next goal is to find a lower bound for ∆L ki . Let d * be the solution of Problem 5, linearized aboutz, and with trust region radius δ/2 (i.e.
Sincez is not a stationary point, Theorem 8 implies
Consequently, by continuity of J and L, there exists an
From (28) and (30), for all i ≥ i 0 , we have
where the last inequality comes from (26) . 
The last inequality is due to (29) . Combining (27) and (32), we obtain the following for all i ≥ i 0 :
However, since k i + 1 ≤ k (i+1) , and the penalized cost is not increasing due to (27) , we have
, and thus
Therefore, the series is convergent, and necessarily
which contradicts (33) . This contradiction implies that every limit pointz is a stationary point of Problem 4. 2
Now, combining Theorem 8 and Theorem 11 and using the "converse" part of Theorem 6, we can give the final result as follows.
Theorem 12 (Global Convergence) Given Assumption 2, regardless of initial conditions, the SCvx algorithm (Algorithm 1) always converges to a stationary pointz ∈ R nz of Problem 4. Furthermore, ifz is feasible for Problem 3, then it is a KKT point of Problem 3.
Superlinear Convergence
In this section, we will show that the SCvx algorithm converges not only globally, but also superlinearly under a mild assumption. Moreover, we will see that the superlinear rate of convergence is enabled by the structure of the underlying optimal control problem. In other words, the SCvx algorithm is specifically tailored to solve non-convex optimal control problems, and thus enjoys a faster convergence rate when compared to generic nonlinear programming methods, which often converge linearly (assuming they converge at all).
First we note that at each succession of Algorithm 1, we are solving a convex programming problem, which is best solved using IPMs that employ self-dual embedding technique introduced by [18] . A particular advantage of this approach is that it always produces a strictly complementary solution, thus satisfying the following assumption:
Assumption 13 (Strict Complementary Slackness)
In addition to the KKT conditions in Theorem 3, we assume that the following conditions are satisfied at the local optimumz,μ
The next assumption leverages the structure of optimal control problems, and is crucial in subsequent analysis.
Optimal control problems often observes the bang-bang principle, provided that the Hamiltonian is affine in controls, the control set is a convex polyhedron, and there are no singular arcs [42] . Linear systems with these properties are referred as normal (see Corollary 7.3 of [5] ). For nonlinear systems, the non-singular condition can be checked by sequentially examine the Lie bracket of the system dynamics (see Section 4.4.3 of [28] ). If the optimal control is indeed bang-bang, then Assumption 14 is obviously satisfied. Once such case is the classic example of the bang-bang solution obtained by solving a minimum time optimal control problem [27] . The method proposed in [23] can be used to obtain such bang-bang solutions.
Note that even if some control constraints are inactive at the optimal solution, as long as there are an equal or greater number of active state constraints, then Assumption 14 still holds true. An interesting example of such a case is that of the maximum-divert planetary landing problem [22] containing both control constraints and velocity constraints. In this example, the control constraints are inactive only when the velocity constraints are activated.
In addition, from the formulation of the original optimal control problem, we know that there are at least n x N equality constraints due to the system dynamics. Therefore, we have the following lemma:
Lemma 15 The gradient set of active constraints G ac (z) defined in (13) contains a basis of R nz , where n z = n x N + n u (N − 1) . In other words, there are at least n z linearly independent vectors in G ac (z).
PROOF. This directly follows from Assumption 2, Assumption 14 and the analysis above. 2 Next, we prove several technical lemmas that are instrumental in obtaining the final convergence rate result.
Lemma 16 Let {y
k } be a sequence in R nz such that {y k } =z and {y k } →z, k = 1, 2, . . . . Then, there exists ξ ∈ R nz , ξ = 1, such that for any function g(·) ∈ C 1 :
PROOF. First, let y k =z +ω k ν k , where ω k ∈ R + , and
is bounded, and by Bolzano-Weierstrass theorem (see e.g. [40] ), this sequence has a convergent subsequence. Denote that subsequence by ν k , and let
Since g(·) ∈ C 1 , we may apply the mean value theorem, such that the first term becomes
whereθ denotes a point that lies on the line segment between 0 and ω k θ k . Therefore, equation (34) becomes
by definition of the directional derivative. 2
Lemma 17 Let z k →z, and assumez is feasible. Then there exist β > 0 and δ > 0 such that
PROOF. We will prove by contradiction. Assume the statement is false. That means that for any diminishing sequence {ε k } → 0, k = 1, 2, . . . , there exists sequence {y k } =z and {y k } →z, k = 1, 2, . . . , such that
Sincez is assumed to be feasible, we have J(z) = g 0 (z). Therefore, the above equation becomes
which can be rewritten as
Dividing both sides by y k −z , we have
Let ξ ∈ R nz , and ξ = 1. Then let k → ∞, and by Lemma 16 and the fact that | · | and max(·) are both continuous functions, we have
Subtracting the product of (14) and ξ from the above equation, we have
Due to the exactness property in Theorem 6, these three terms are all nonnegative, and by the strict complementary slackness property in Assumption 13, we have
and therefore,
However, by Lemma 15 we know that the column space of
nz , this implies that ξ = 0, which contradicts the fact that ξ = 1, and thus (35) holds true. 2
Lemma 17 provides an important condition that is satisfied by optimal control problems. Next, we only need to show that given this condition, the SCvx procedure will indeed converge superlinearly. To proceed, let us first denote the stack of g 0 (·), g i (·), and h j (·) as G(·) ∈ C 1 , and represent J(·) by a function composition ψ(G(·)), where ψ(·) is convex.
Lemma 18 There exists
PROOF. First we show that the statement is true for d δ ≤ δ. We have
The first inequality is due to Lemma 17 and the fact that G(·) ∈ C 1 . Now to generalize this result to any d ∈ R nz , d = 0, we first define
and let z ζ :=z + ζd. Denoting (z ζ −z) as d ζ , we have
With this definition of ζ, one can verify that d ζ ≤ δ. Hence, (36) holds true for d ζ . Therefore, we have
The second inequality is due to the convexity of ψ. Dividing both sides by ζ, we obtain (36). 2
Theorem 19 (Superlinear Convergence) Given the sequence z k →z generated by the SCvx algorithm (Algorithm 1) and suppose that Assumptions 2, 13 and 14 are satisfied, then
PROOF. First consider the case without trust region constraints. Since d k := z k+1 − z k is the unconstrained optimal solution to the convex subproblem, we have
Together with (36), we have
Since ψ is convex and has a compact domain, it is (locally) Lipschitz continuous (see e.g. [39] ). Therefore, we have
Combining the two parts, we obtain
Since G(·) ∈ C 1 , we have
Given the fact that as k → ∞, (∇G(z) − ∇G(z k )) → 0, we have
Combining these two results, we obtain that
Now, consider the SCvx algorithm with trust region constraints. From Lemma 9, we know that there exists k large enough such that ρ k > ρ 2 , where ρ k is the ratio defined in (9) . This means there must be some trust region radius r > 0 so that r k ≥ r for all k. Similarly,
implying that the trust region constraints will eventually become inactive. Therefore, the above conclusion about the unconstrained problem holds for the trust region constrained case as well. 2
Numerical Results
In this section, we present a non-convex quad-rotor motion planning example problem to demonstrate the convergence rate of the SCvx algorithm. The problem was posed as a fixed-final-time minimum-fuel optimal control problem, and included non-convexities such as obstacle keep-out zones and nonlinear aerodynamic drag.
Our algorithm was implemented in MATLAB using CVX [19] and SDPT3 [45] . For comparison, we also implemented the problem using MATLAB's fmincon function, which we configured with the non-legacy SQP solver option. Specifically, for each method we compared the converged solutions, and the convergence rate attained in computing said solutions.
We intentionally did not compare the computation time of the algorithms, since we lacked sufficient insight into the internal implementation of the underlying algorithms (i.e. CVX, SDPT3, and fmincon). However, on numerous occasions, we have implemented the SCvx algorithm using our in-house generic IPM solver [16] , whose customized variant was used in recent autonomous rocket landing experiments [15] . For example, we used the SCvx algorithm in conjunction with our in-house IPM to solve real-time onboard quad-rotor motion planning problems (similar to the example problem presented here) at rates greater than 8 Hz [43] .
For tractability, we model the system using three degreeof-freedom translational dynamics, as in [43] , and assume that feedback controllers provide sufficiently fast attitude tracking. Unless otherwise stated, assume that the notation defined in this section supersedes the notation defined in Sections 2 and 3. The position, velocity, and thrust vectors of the vehicle at time t are given by p(t) ∈ R 3 , v(t) ∈ R 3 , and T (t) ∈ R 3 , respectively. We use g ∈ R 3 to denote the gravity vector. Additionally, m ∈ R ++ and k D ∈ R + are used to denote the vehicle's mass and drag constant, respectively. In defining k D , we combine the effects of air density, drag reference area, and coefficient of drag, and assume that all are constant. The continuous-time dynamics of the system are thus given by:ṗ
To implement this problem numerically, we discretize the fixed-final-time problem of duration t f into N − 1 evenly spaced temporal intervals of duration ∆t. To achieve this, the system is linearized about a trajectory, and then the corresponding discrete-time A-and B-matrices are computed accordingly. To linearize, we define the state and control vectors as
Using this notation, the original nonlinear dynamics are expressed asẋ(t) = f x(t), u(t) , and the linearized system can be written aṡ
where
For the first succession, we evaluate this linearization about an initialization trajectory, and for all subsequent successions we evaluate it about the previous iterate.
To complete the discretization process, we assume a firstorder-hold on u(t) over t ∈ [t i , t i+1 ] for each i ∈ I − , where I − := {1, 2, . . . , N − 1}. That is we define the control input u(t) as
Noting that the state transition matrix (i.e. the discretetime A-matrix) associated with the linearized system is governed byΦ
we perform numerical integration to obtain the following matrices for all i ∈ I − :
We impose initial and final position, velocity, and thrust constraints, minimum and maximum thrust magnitude constraints, and thrust tilt constraints. The non-convex minimum thrust magnitude constraint can be imposed by introducing the relaxation variable Γ(t) ∈ R, and applying the lossless convexification technique introduced in [3] and employed in [43] . Additionally, to simplify the presentation of the results, we add constraints that artificially restrict the motion of the vehicle to the horizontal plane. However, we emphasize that the algorithms are solving a three-dimensional problem, not a two-dimensional one.
We assume that n obs cylindrical obstacles are present. Defining the sets I := {1, 2, . . . , N }, J := {1, 2, . . . , n obs }, the obstacle avoidance constraint for the j th obstacle at the i th time instance is given by ∆p j,i 2 ≥ R obs,j ∆p j,i := p i − p obs,j ∀i ∈ I, ∀j ∈ J .
Since these constraints are non-convex, we linearize them about a trajectoryp(t), and define ∆p j,i := p i − p obs,j .
Additionally, for notational convenience, we define the concatenated solution vector 
and use r 0 and r k to denote the initial and current (i.e. at the (k + 1) th iterate) size of the trust region, respectively. As outlined in Section 3, we enforce the trust region on the entire solution vector, X, and do so using the 1-norm, since it tends to be more computationally efficient for vectors of large dimensions. A summary of the convex subproblem solved at each succession is provided in Problem 6. Table 1 provides the SCvx algorithm parameters, the problem parameters, and the boundary conditions used to obtain our results. Note that the parameters and results are presented assuming an UpEast-North reference frame. 
n obs 2 - tude rides the maximum thrust constraint through most of the trajectory. The constant altitude constraint thus translates to a tilt angle that provides enough vertical thrust to balance out the force of gravity. The trajectory terminates with a quick reversal in thrust direction to bring the vehicle to the prescribed final velocity. Figure 4 shows the differences in position, velocity, and thrust between the SCvx and SQP solutions. Evidently, the solutions are effectively identical.
Lastly, Figure 5 shows a comparison between the convergence rates of the SCvx and SQP algorithms, using the definition of X given in (38) . The same initial guess was used to initialize both methods. This result shows that the SCvx algorithm initially converged at a slower rate than that of the SQP algorithm, but that after a few iterations, the SCvx algorithm attains a far faster convergence rate, which is the typical fashion of superlinear convergence. Specifically, the SCvx algorithm converged to a tolerance of ∆L tol (see Table 1 ) in 16 iterations, whereas the SQP algorithm obtained about the same level of convergence in approximately 36 iterations. It is worthwhile mentioning that the first few iterations of the SCvx convergence process were spent decreasing the virtual control, ν i , and virtual buffer zone, η j,i , terms (see Problem 6), effectively avoiding artificial infeasibility, and recovering physical feasibility. The remaining iterations refined the physically feasible trajectory to the specified tolerance.
Conclusion
In this paper, we have proposed an enhanced version of the SCvx algorithm, which is able to solve optimal control problems with nonlinear dynamics and nonconvex state and control constraints. The algorithm computes solutions by solving a sequence of convex optimization subproblems, each obtained by linearizing the non-convexities about the solution of the previous iterate. Each subproblem employs virtual controls, virtual buffer zones, and a trust region as safe-guarding mechanisms against artificial infeasibility and artificial unboundedness. Although the linearization acts as an approximation during the convergence process, the converged solution solves the original non-convex optimal control problem exactly and with local optimality.
Further, to set the SCvx algorithm apart from existing SCP-like methods, we have given a thorough analysis of the convergence properties of the SCvx algorithm, providing proofs of both global convergence and superlinear convergence rate. These theoretical results were further validated by numerical simulations of a non-convex quad-rotor motion planning example problem. Notably, our simulation results showed that while the SCvx algorithm made slower progress early in the convergence process, it ultimately converged to the specified tolerance in approximately half the number of iterations executed by MATLAB's fmincon SQP solver.
In summary, the main technical result of this paper is twofold: (1) every limit point generated by the SCvx algorithm is guaranteed to be a local optimum of the original non-convex optimal control problem (assuming it contains zero virtual control and virtual buffer zone terms), and (2) the SCvx algorithm converges superlinearly. Since the solution process is distilled into a sequence of subproblems that are guaranteed to be convex, the SCvx algorithm is well suited for real-time autonomous applications, as demonstrated in [43] .
