INTRODUCTION
Corrosion is one of the main sources of component degradation. Recent estimates put its cost to the US petroleum industry at around $8 billion [1] . Detection and tracking of component degradation is an important part of ensuring safe operation and mitigating the risk of unexpected losses due to component failure.
The progress of component degradation is tracked with the use of regular inspections performed by independent contractors. Typically, inspections are performed during plant shut down periods to allow access to dangerous or hard to access areas of the plant. Production outages lead to a loss of revenue to the plant operator in addition to the cost of the inspection. Consequently inspections are limited by budgetary requirements in addition to the restricted time window available to the inspectors. Furthermore, despite the best efforts of the inspectors, access to the entire component can be unfeasible. For example, inspection areas can be concealed by other components making access impossible. In these situations, a contractor could use partial coverage inspection (PCI) to assess the condition of the uninspected areas of the component. PCI is the use of inspection data from an inspection of a fraction of the component of interest to build a statistical model of the uninspected area of the component. In a typical application of PCI a contractor would perform an inspection of a small area of a component with an ultrasonic C-scan. Inspection data from an ultrasonic C-scan is usually presented in the form of a thickness map, an example of which is shown in fig 1a.
Thickness maps provide a good qualitative overview of the damage in the inspected area. Quantitative conclusions can be drawn from a thickness map by using it to calculate the empirical cumulative distribution function (ECDF) of the thickness measurements. The ECDF is calculated by ranking the thickness measurements in ascending order and dividing by the total number of thickness measurements: (1) where F(x) is the probability of measuring a thickness less than x, i is the rank of the thickness measurement and N is the total number of thickness measurements. An example of an ECDF calculated from the thickness map in fig. 1a  is shown in fig 1b. Readers interested in examples of ECDFs calculated from real inspection data are referred to Stone [2] .
The ECDF is an estimate of the probability of measuring a thickness of a given value. For the purposes of PCI this is interpreted as the percentage of the area with a thickness of less than a given value. For example, if an ECDF provided an estimate of probability of 0.1 for a thickness measurement, then an inspector would conclude that 10% of the entire component area would have a thickness less than this value.
Stone showed that the estimates of probabilities of the thickness measurements calculated from different inspections of the same area can be very different [2] . These variations lead to different estimates of the fraction of the area of the component covered by the smallest thickness measurements. In order to build an accurate picture of the condition of the uninspected area one needs to take into account the variation which arises from sampling the smallest thickness measurements. The smallest thickness measurements can be sampled by partitioning the thickness map into a number of equally sized blocks and selecting the minimum thickness measurement from each block. This sample can be used to build a model which accounts for the variations of the smallest thickness measurements. Extreme value analysis (EVA) provides a limiting form for this model. It states that, if the underlying thickness measurements in each block are taken from independent and identical distributions, then the sample of minimum thickness measurements will follow a generalized extreme value distribution (GEVD).
The problem with existing applications of EVA to corrosion data is that the block size selection is dependent on the judgment of the analyst and does not necessarily check that the data is suitable for EVA (i.e. they do not check that there is evidence the assumptions made by EVA are fulfilled). Existing methods for selecting a suitable block size have focused on examining the fit of the GEVD to the set of minima selected using that block size [3] or by selecting a block size such that the minimum thickness measurements are weakly correlated [4] . This paper introduces a data analysis procedure that selects a set of minima by checking EVA's assumptions are met by the thickness measurements and to which an analyst can refer when developing extreme value PCI models. It
begins with a discussion of extreme value theory in relation to inspection data, progressing to a description of the procedure, the results of a large number of simulated test cases and the conclusions we have drawn from this work.
EXTREME VALUE ANALYSIS
Extreme value analysis (EVA) can be used to develop models for the thinnest areas of the component. Extreme value theory states that, if the underlying thickness measurements are from independent and identical distributions, the minimum values of thickness can be modeled using the generalized extreme value distribution (GEVD): (2) where is the location parameter, is the scale parameter, k is the shape parameter and is the probability of measuring a minimum thickness (in a block) of less than x. In an application of EVA to a thickness map an inspector will extract a sample of minimum thicknesses by partitioning it into a number of equally sized blocks and selecting the minimum thickness in each block. Parameter estimates for the GEVD are calculated from the sample using maximum likelihood estimation [5] .
Once an extreme value model has been constructed for the data, EVA can be used for direct extrapolation to a much larger area using the return period. The return period of a surface is the average number of blocks that would require inspection to measure a minimum thickness of less than a given value, x. It can be shown that the return period for a thickness measurement t can be calculated as [6] ( 3) where R(t) is the average number of blocks one would need to inspect to measure a minimum thickness of less than t and is the probability of measuring a minimum thickness of less than t. For example, if the GEVD model gives the probability of measuring a thickness, t, is 0.01, the corresponding return period would be 100. This can be written in terms of the average number of scans we would expect to measure to find a thickness measurement of less than t: (4) where N is the number of blocks in a scan and SRP(x) is the scan return period of x i.e. the number of scans on average one would need to take to measure a minimum thickness of less than x. For example, the SRP for the smallest thickness measurement in the inspection data should be around 1, if the model is providing a good description of the data.
BLOCK SIZE SELECTION METHOD
Schemes to partition thickness maps must ensure there are a enough sample minima to allow for parameter extraction and that the thickness minima selected are examples of the smallest thickness measurements in the inspection area. Too large a block size lead to an insufficient number of minima; too small and the sample minima will not be the extremes of the thickness distribution. An efficient scheme will balance these requirements, whilst ensuring that there is evidence that the assumptions made by EVA are met by the inspection data.
The framework described in this paper checks that EVA's assumptions are met prior to building a model. EVA makes two assumptions, that the thickness measurements are independent and from the same thickness distributions. To begin, the method checks the independence of the underlying thickness measurements using the autocorrelation function (ACF) of the thickness map: (5) where C(x',y') is the correlation between a thickness measurement T(x',y') and T(x,y). C(x',y') is a two-dimensional surface reflecting that the thickness map spans two horizontal dimensions, described by the x and y coordinates. For the purposes of this paper we restrict ourselves to isotropic surfaces and as a consequence all the information about the correlation structure of the surface can be obtained from C(x',y'=0). The ACF can be used to define a correlation length c for a surface, which is defined as c)=exp (-1) . This can be used to define the distance at which two measurements are uncorrelated and highly likely to be independent. Figure  2 shows that the ACF of the surface drops to zero at a distance of c, therefore measurements must be at least c to guarantee that they are uncorrelated.
After the calculation of the correlation length, the surface is partitioned into equally sized blocks. Starting with the smallest block size, a random sample of thickness measurements, including the minimum thickness measurement, is selected from every block. The sample is chosen to ensure that every thickness measurement is separated by c which ensures the independence of the thickness measurements in the sample.
The algorithm tests that these random samples are from identical thickness measurement distributions. The two sample Kolmogorov-Smirnov (KS) test tests whether two samples come from the same distribution. For a pair of blocks, the algorithm calculates the ECDFs for the corresponding random samples of thickness measurements. An example of which is shown in figure 3(a) . The distance marked by D is the largest vertical distance between the two ECDFs. Kolmogorov derived a probability density function for D by assuming the differences in the distributions arise from sampling variability (1) (a) (b) This curve gives the probability of measuring a value of D greater than d. If the probability is high then the thickness measurements are from the same distribution, if it is low it's unlikely the samples are from the same distribution. This is formalized with a null and alternative hypothesis: H0: The thickness distributions are the same. Ha: The thickness distributions are not the same. along with a user specified significance level, which is the probability at which the user deems it unlikely that the differences due to sampling variability (p in Fig. 3b) . If a deviation lies in the red region of Fig. 3b then the test rejects H0 and the measurements are deemed to be from different distributions.
The algorithm performs a two-sample KS test on the random samples from every pair of blocks. If a single pair of blocks fails the two sample KS test, then the algorithm increases the block size and repeats the blocking process. Otherwise, if every pair of blocks does not fail the two sample KS test, the algorithm has found a block size for which there is evidence that the distribution in each block is identical. The sample of thickness minima extracted using this block size can then be used to build an extreme value model for the thickness map. The parameters for the GEVD are then extracted from the sample of minima selected by the algorithm using maximum likelihood estimation (MLE) [5] . The algorithm is summarized in Fig. 4 . 
SIMULATION SET-UP
The algorithm was tested on 1000 exponentially correlated Gaussian surfaces with RMS heights of 0.1, 0.2 and c=2.4mm. The surfaces were generated using the algorithm after Ogilvy [7] , which consists of generating a set of uncorrelated set of uniformly distributed random numbers and performing a moving average to produce a Gaussian rough surface. The vertical extent of the surface, h, has a probability distribution, p(h): (6) where is the root mean squared height of the surface, which controls the vertical extent of the roughness. The three surfaces were chosen to have root mean squared heights of 0.1mm, 0.2mm and 0.3mm.
The heights of points x and x0 on the surface are correlated with the correlation function, C(x):
where c is the correlation length, which controls the horizontal extent of the roughness. For all of the surfaces generated, the correlation length was chosen to be 2.4mm as this was found to be representative a real surface undergoing general corrosion, experimentally measured on a sample (2) . Gaussian surfaces can be representative of the height profiles of real components which have undergone general corrosion over a prolonged period of time [2, 8] .
RESULTS
The statistics of the block sizes and scan return periods were used to examine the performance of the procedure. Figure 5 (a) and Figure 5(b) show histograms of the block sizes selected for each surface. Histograms are a tool for visualizing the block size distribution. A bar represents the number of surfaces for which each block size was selected. The bar's height is the number of surfaces for which that block size was selected.
(a) (b) FIGURE 5. Histograms of the number of surfaces as a function of block size at different significance levels, showing the number of surfaces for which the algorithm has selected each block size. With a significance level of 1%, the algorithm did not find a suitable block size for 1% of the surfaces, which increased to 20% at a 5% significance level. Figure 5 (a) shows a histogram of the block sizes selected using a significance level of 0.01. The red, blue and green bars show the results from surfaces with RMS=0.1, 0.2 and 0.3mm. The mode block size selected is 40mm. This block size corresponds to a thickness minima sample size of 25. For the most part this was a sufficient number of minima to be confident about the fit of the generated extreme value model.
However, there are a fraction of the surfaces for which a block size of greater than 50mm has been selected. These block sizes correspond to smaller samples of minima (16 for 50mm and 9 for 60mm). The resulting models generated using these block sizes produce poor descriptions of the surface, as there is less information from which to estimate the model parameters.
The consequences of this are present in the SRP histograms in Fig. Figure 6 (a) and Figure 6 (b), which show the distribution of the SRPs for each significance level. The mode SRPs are 1 and 1.2 for the 0.01 and 0.05 significance levels respectively, which is expected from our definition of SRP. However, for the 0.01 significance level, some models have very large SRPs. These models were generated with the larger block sizes. In these cases the algorithm has required a much larger block size in order to find a sufficient level of evidence that the thickness measurements come from identical distributions. This level of evidence required is set by the significance level of the KS test. Lower significance levels mean that the algorithm requires less evidence that the distributions are identical; higher levels require more evidence. When the blocking algorithm fails to find a suitable block size we conclude that there is insufficient evidence that the assumptions made by EVA are met by that surface. As with any method, there are circumstances in which EVA is suitable and those in which it is not. Although the assumptions made to generate the surfaces are congruent with those of EVA, each surface is a random process. Consequently, it will not necessarily show evidence that the assumptions of EVA are met. Figure 5 (b) shows the distribution of block sizes using a significance level of 0.05 for the surfaces. The mode block sizes remain the same, however, there are no longer any surfaces for which a block size of greater than 50mm has been selected. In fact, the algorithm has failed to find a suitable block size for around 20\% of the Gaussian surfaces, compared to 1\% at a significance level of 0.01. These surfaces mostly correspond to the larger block sizes in Figure 5 (a) As a result the distributions of SRPs at a significance level of 0.05 ( Figure 6(b) ) do not show SRPs greater than 5. This suggests that a higher significance level leads to models which more accurately describe the surface. Figure 7 (a-c) are the box plots for the surfaces at a significance level of 0.01. The black dashed line on the figures indicates a scan return period of 1. The majority of models have an SRP close to 1, with the exception of the block sizes of 55 and 60mm, where the median scan return period deviates significantly from 1. There are also a number of large outliers for some of the smaller block sizes. Increasing the significance level decreases the number of outliers, as shown in Figure 7(d-f) . The average deviation of the median from the black dashed line is also reduced. This is a consequence of the more stringent requirements for surfaces deemed suitable for EVA.
CONCLUSIONS
Extreme value analysis is a tool for modeling the thinnest areas of a component and can be used to extrapolate to the condition of much larger areas that are exposed to the same degradation mechanism. Shortcomings in the standard methodology to sample the minimum thickness from an ultrasonic inspection thickness map has led to the development of the approach described in this paper. The procedure described in this paper selects a block size by checking that the assumptions made by EVA are reasonable for the inspection data. It was applied to a large number of Gaussian surfaces, successfully selecting a block size for the majority. The generated extreme value models provided good descriptions of the data.
It was found, for Gaussian surfaces, the mode block size selected was 40mm, which corresponds to a sample size of 25 minima. The majority of the models had a SRP of around 1, indicating that most of the models provided a good description of the inspection data. In general, larger block sizes lead to a smaller spread in the scan return period and models, which provide better descriptions of the inspection data.
