Abstract: This paper presents novel feature descriptors and classification algorithms for 
Introduction

27
The most commonly used method for breast cancer grading is the ImmunoHistoChemistry
28
(IHC) test which is a staining process performed on biopsy samples of breast cancer tissues [1] . The Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 31 October 2017 doi:10.20944/preprints201710.0187.v1
In [8] , the authors used adaptive thresholding and watershed algorithm for cell segmentation.
would adequately represent the staining pattern and the percentage of staining. This paper presents 
75
The paper is organized as follows: The next section gives a description of the dataset used, an 76 outline of HER2 assessment scheme and an overview of the stages of the processing pipeline.
77
Section 3 provides an introduction to a novel set of features called characteristic curves and 78 discusses their computational aspects and properties. 
96
A few sample tiles from WSI images of IHC stained slides are given in Figure. 
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Dataset
102
The dataset used in this research work was provided by the University of Warwick as part of
103
the online HER2 scoring contest [9] . Permission was granted by the contest organizers to
104
participating teams for the use of the dataset for research and academic purposes. The dataset
105
consisted of a total of 172 whole slide images in Nano-zoomer Digital Pathology (NDPI) format.
106
These WSIs were extracted from 86 cases of patients with invasive breast carcinomas [11] . For each case, WSIs of both Hematoxylin and Eosin (H&E) stained and IHC stained slides were provided.
108
There were two HER2 scoring contests, and the number of WSIs provided for training and testing
109
the classification algorithm is given in Table 2 . 
113
Various stages of the processing pipeline are shown in Figure 2 . We used the OpenSlide API
114
[13] to read WSIs of IHC stained slides, and a region of interest (ROI) containing a significant portion six tiles at randomly selected locations within the ROI are generated for each WSI. 
then, the variation of p(slow) plotted against slow gives the characteristic curve (or the 
151
have the property that they are always monotonically decreasing smooth curves. They allow 152 accurate polynomial approximations using cubic curves. The shape of the curve can be directly 153 matched with the staining patterns given in the HER2 assessment guidelines (Table 1) always lies below the 10% threshold when the score is 0, and only a small initial segment of the curve 156 lies above the 10% mark when the score is 1. If the score is 3+, the curve lies completely above the 
188
As an example, an input image and its LBP image are shown in Figure 6 . 
213
The values of the LBP feature curves are normalized to remove any variations due to changes in 214 image size as follows: Figure 8 .
218
The LBP feature curves bear similarity with characteristic curves in that they do not contain 
222
HER2 Classification and Scoring
223
In this section, we outline a 'one-vs-all' multi-class classification algorithm using logistic re- 
230
Here, class-1 corresponds to the set of training examples with HER2 score 1+, class-2 with HER2 231 score 2+, class-3 with HER2 score 3+ and class-4 with HER2 score 0. We then have the following 232 equations for the hypothesis functions H, the cost function and the gradient functions:
where, H∈ℜ m×1 , and g() denotes the sigmoid function. The cost function J(θk) is then given by 234 ( )
and the gradient function vector J′(θk) is defined as
For prediction, the points xi on the characteristic curve or the LBP feature curve of a given 
247
The gradient descent algorithm used 100 iterations to converge to the solution with a learning rate of Table 3 summarizes the results for each class and gives the overall accuracy 254 achieved. 
257
The smoothness and monotonically decreasing properties of the characteristic curve can be ef-
258
fectively made use of in reducing the dimensionality of the features in the logistic regression algo- Table 4 . 
265
268
As seen in Table 4 , reducing the dimensionality of the feature set from 20 to 8 only affected the 269 recall rates of classes 1 and 2.
270
Experimental analysis using LBP feature curves also gave reasonably good levels of accuracy.
271
Only one LBP feature curve selected from the set in Equation 2 was used in our analysis, and the 272 feature vector consisted of 20 sample points along the curve. We give below the results for the fea- 
278
The texture characteristics represented by LBP features were useful in resolving some of the 279 ambiguous cases for scores 0 and 3+ where the texture features are highly distinguishable, providing 280 higher recall rates for those two scores. The LBP features also gave higher false positives for score 2+.
281
Overall, logistic regression with 20 feature points computed from the characteristic curves gave the 282 highest accuracy of 88.5%.
283
Analysing the staining patterns in tiles that were wrongly classified revealed a common prob- 
291
In Figure 10 , the tile on the top did not contain any stained membrane regions and was assigned 292 a ground truth value of 2+ at the training stage, and a predicted value of 0 at the cross-validation
293
stage. This tile could have been a valid part of any WSI with a score 0, and therefore there is no way
294
by which such tiles can be identified and discarded by the automatic tile extraction method.
295
Manually identifying such tiles from the training and cross-validation sets significantly improved 
