ABSTRACT Motivation: Sequencing of complete eukaryotic genomes and large syntenic fragments of genomes makes it possible to apply genomic comparison for gene recognition. Results: This paper describes a spliced alignment algorithm that aligns candidate exon chains of two homologous genomic sequence fragments from different species. The algorithm is implemented in Pro-Gen software. Unlike other algorithms, Pro-Gen does not assume conservation of the exon-intron structure. Amino acid sequences obtained by the formal translation of candidate exons are aligned instead of nucleotide sequences, which allows for distant comparisons. The algorithm was tested on a sample of human-mammal (mouse), human-vertebrate (Xenopus) and human-invertebrate (Drosophila) gene pairs. Surprisingly, the best results, 97-98% correlation between the actual and predicted genes, were obtained for more distant comparisons, whereas the correlation on the human-mouse sample was only 93%. The latter value increases to 95% if conservation of the exon-intron structure is assumed. This is caused by a large amount of sequence conservation in non-coding regions of the human and mouse genes probably due to regulatory elements.
INTRODUCTION
Three main approaches to gene recognition exist. Statistical algorithms use local (splicing signals, promoters, polyadenylation sites) and global (e.g. codon usage) compositional features to find the optimal parse of a genomic fragment into protein-coding and non-coding regions (Gelfand, 1995; Burset and Guigo, 1996; Burge and Karlin, 1998) . Similarity-based methods find regions similar (after translation) to already known proteins (Gish and States, 1993; Gelfand et al., 1996; Birney and Durbin, 1997; Laub and Smith, 1998; Mironov et al., 1998 ; * To whom correspondence should be addressed. Pachter et al., 1999; Gotoh, 2000; . The third approach is to align genomic sequences to ESTs in order to infer the exon-intron structure (Mott, 1997; Florea et al., 1998; Jiang and Jacob, 1998; Mironov et al., 1999; .
These methods are useful, but each of them has its limitations. Although the specificity and sensitivity of individual predictions by statistical methods has increased since the benchmark study (Burset and Guigo, 1996) , especially due to the appearance of hidden Markov model algorithms such as GenScan (Burge and Karlin, 1997) , their reliability still is insufficient, especially in the context of genome projects generating long multigene fragments (Burge and Karlin, 1998) . Similarity-based methods are the most reliable if a sufficiently close protein is available (Mironov et al., 1998) , but they cannot be used for genes encoding new proteins. EST-based algorithms have problems with artifactual ESTs (Tsai et al., 1994; Wolfsberg and Landsman, 1997; Bouck et al., 1999) and besides they cannot help in analysis of genes not represented in clone libraries because of narrow stage and tissue specificity of these genes.
Sequencing of large fragments of genomic DNA, and even complete eukaryotic chromosomes, makes it possible to apply comparison of genomic sequences for identification of protein-coding regions. This approach is based on the fact that protein-coding regions evolve much slower than non-coding regions. Thus candidate exons are seen as islands of similarity in alignment of genomic sequences harboring homologous genes. In particular, this approach has been successfully used to find new genes in syntenic regions of the human and mouse genomes (Ansari-Lari et al., 1998) and in the genomes of nematodes Caenorhabditis elegans and Caenorhabditis briggsae (Thacker et al., 1999; Kent and Zahler, 2000) . However, both studies relied on visual inspection of nucleotide sequence alignments (Ansari-Lari et al., 1998) or dot plots (Thacker et al., 1999) .
Recently several algorithms have been described for automated gene recognition by genomic comparison. The ROSETTA algorithm (Batzoglou et al., 2000a,b) first performs alignment of nucleotide sequences using the GLASS system, then identifies candidate exons (more exactly, exon pairs) within conserved regions, and then finds the optimal pair of candidate exon chains using the dynamic programming to maximize the score dependent on a set of statistical and similarity parameters.
The Conserved Exon Method (CEM; Bafna and Huson, 2000) identifies the candidate exon pairs using alignment of amino acid sequences derived by formal translation of genomic sequences. The exon-intron structure is constructed by dynamic programming as a chain of conserved exons maximizing the alignment score.
Thus both ROSETTA and CEM start with identification of conserved exon pairs. CEM seems to be more robust, since it relies on protein, and not nucleotide, alignment and thus it should be able to handle more distant comparisons. One more recently announced method, SGP (Wiehe et al., 2000) , starts with nucleotide alignment and then restricts it to a chain of segments bounded by potential splicing sites in both sequences. All these methods imply conservation of exon-intron structure and thus are intended for analysis of human-mouse (or, more generally, vertebrate) gene pairs.
We have developed an algorithm for automated gene recognition by comparison of genomic sequences, implemented in program Pro-Gen. In each sequence, it finds a chain of exons most similar to each other on the protein level. Unlike other programs, Pro-Gen does not assume conservation of the exon-intron structure and thus can be applied to analysis of relatively distant homologs, provided the amino acid sequence is conserved. In a preliminary study of simulated sequences Pro-Gen was shown to successfully predict genes at the 50% identity level with different exon-intron structure (Novichkov et al., 2000a) . Similar ideas in a simpler situation were implemented in the spliced alignment algorithm (Gelfand et al., 1996) . We present results of Pro-Gen testing on close (human-mouse), intermediate (human-Xenopus), and distant (human-Drosophila) gene pairs. In the humanmouse case, the results with and without assumption of conservation of the exon-intron structure are presented. All results are also compared with the theoretical upper limit as estimated by assuming one of the genes to be known.
Preliminary results of this study were reported in Novichkov et al. (2000b) .
ALGORITHM
Pro-Gen accepts as input two genomic sequences S and T containing homologous genes. Initial identification of such gene pairs can be done using already existing programs such as TBLASTX (Altschul et al., 1994) .
The aim is to find the optimal alignment of exon chains (spliced alignment). For simplicity the exposition below skips technical details such as accounting for different reading frames. These details are trivial, although cumbersome. We also follow the computational biology tradition of using the term 'exon' to mean 'translated part of exon'. All alignments are performed over amino acid sequences obtained by formal translation, whereas signals (start and stop codons and candidate splicing sites) are analyzed on the nucleotide level. However, we will allow ourselves some liberty of speech using phrases like 'alignment ending at stop codon' when it does not create confusion. Similarly, 'matching of codons' means 'matching of amino acids encoded by these codons'.
At the first step, start and stop codon positions are determined and candidate donor and acceptor sites are predicted in both sequences. In the present version, candidate sites are defined using a positional weight matrix, although a more sophisticated procedure based on site statistics is possible (cf. . The optimal spliced alignment is constructed using dynamic programming (Roytberg et al., 1997) . The main recurrency for computing the spliced alignment score σ is ( Figure 1 )
if m, n are acceptor positions (introns in S and T ) (
( 1) where = gap is the penalty for the first deleted symbol (gap initialization) and = del is the penalty for gap extension; is the intron penalty; (A, B) is the weight for matching codons A and B. The variables µ, ν and λ keep the scores of best current alignments ending at donor sites respectively in S, T , or both sequences:
The number of candidate sites is linear with respect to the sequence length. Thus the straightforward implementation of the above recurrency needs a quadratic number of comparisons in each cell. The number of cells is the product of the sequence lengths and thus the total time is proportional to the fourth power of the sequence length. However, note that the variables µ, ν and λ need to be re-computed only once each time the current position is a candidate donor site, since it is clear that these values are constant within rectangles bounded by candidate donor sites (the rectangle that covers the current position is shaded at Figure 1 ). Thus the computation time is proportional to the product of the sequence lengths. Start and stop codons are treated in a specific manner. Paired ATG codons not only can be aligned as methionines, but may initialize an alignment. In-frame stop codons necessarily terminate exon chains. Any chain of exons must begin at a start codon and end at a stop codon. Split codons at exon boundaries are ignored.
To implement restrictions on the intron length, it is sufficient to modify the subscripts of µ, ν and λ in formula (1), using µ m−MIL , ν n−MIL and λ m−MIL , n−MIL in lines (d-h), where MIL is the minimum intron length. To take into account the similar restriction on the exon length, one can require in formula (2) that the chains end at exons exceeding the minimum allowed exon length. In the present version this is implemented by forcing the alignment to be extended if the last exon is too short. This is a non-optimal solution that may cause problems with weakly similar exons containing conserved cores. However, in practice this solution proved to be sufficient.
In the tests, the following values of the parameters were used: gap = 11, del = 4, = 6, = PAM120−1 (each element of the standard PAM120 matrix is decreased by 1), the minimum intron length is 70 for vertebrates and 55 for Drosophila, the minimum exon length is 25. These parameters and the positional weight matrices for the recognition of splicing sites were taken from Mironov et al. (1998) . The thresholds were set so as not to lose any true sites (thus roughly 50% of GT and AG sites are retained). Eliminating the threshold leads to increase of the run time and decrease of specificity of predictions due to additional false exons in conserved non-coding regions (data not shown). Note that the intron penalty is less than the gap penalty, although the double intron penalty exceeds the gap penalty. This balance of penalties ensures against addition of spurious tiny exons, although even modest similarity between correct exons is sufficient to incorporate them into the predictions. Short initial and terminal exons are not affected by the intron penalty, since only complete structures are considered, and thus the presence of such exons is forced. As expected from the theoretical analysis, the run time depends linearly on the product of sequence lengths (data not shown). The average time for comparison of two 10 kb sequences, each containing one gene, is 7 min on Pentium II/400 MHz.
DATA Pro-Gen was tested on a sample of human-mouse, human-Xenopus and human-Drosophila gene pairs. The vertebrate gene pairs were taken from the HOVERGEN database (Duret et al., 1994) . The human-Drosophila gene pairs were taken from the Berkeley Drosophila Project sample (Reese et al., 2000) . The non-coding margins were trimmed not to exceed 1000 nucleotides at both ends. Only protein pairs with identity exceeding 50% were considered. This is motivated by the observation that lower identity usually corresponds to homologous domains rather than orthologous genes (all known pairs of human-mouse orthologs are more than 50% identical; Makalowski and Boguski, 1998) and the fact that in a pilot experiment with simulated sequences we have observed that performance of the algorithm worsens sharply if the identity of the proteins is less than 50% (Novichkov et al., 2000a,b) .
Additionally, we have observed that the protein lengths in pairs with lower identity were very different. This provides additional motivation to the above criterion, since the domain organization of orthologous genes of higher eukaryotes is usually conserved (Mushegian et al., 1997) .
The characteristics of the samples (number of exons, protein and DNA fragment lengths) are given in Table 1 . In particular, Table 1 provides information about the number of exons in the human-Drosophila pairs.
RESULTS
We denote by TP the number of correctly predicted coding nucleotides; TN, the number of correctly predicted non-coding nucleotides; FP, the number of non-coding nucleotides predicted to be coding; FN, the number of missed coding nucleotides. Specificity Sp = TP /(TP + FP) is the fraction of true coding nucleotides among all predicted coding nucleotides. Sensitivity Sn = TP /(TP + FN) is the fraction of correctly predicted coding nucleotides among all coding nucleotides. The correlation between the predicted and correct structures is defined as
For good predictions Sp, Sn, and CC are close to 1 (Burset and Guigo, 1996) . The scatterplots showing the dependence of the correlation coefficient on the identity level of considered genes are presented in Figure 2 . The average values of CC, Sp and Sn and other general characteristics of the prediction quality are given in Table 2 . The results of predictions on the exons level are given in Table 3 . It is clear that the quality of predictions sharply depends on the evolutionary distance between the analyzed genes. Thus, most humanmouse comparisons lead to overpredictions, with the average correlation not much better than that of the best statistical methods (Burge and Karlin, 1997) . On the other hand, more distant comparisons (human-Xenopus and humanDrosophila) lead to much better predictions.
In order to determine the upper boundary of the correlation coefficient, we have analyzed the same samples using Procrustes (Mironov et al., 1998) . The latter algorithm performs spliced alignment of a genomic sequence with a related (target) protein. We have predicted each gene of a pair using the protein encoded by the second gene as a target. The results are presented in Table 4 . It is clear that in the human-Xenopus and human-Drosophila cases the predictions by Pro-Gen are almost as good as the predictions by Procrustes. Thus there is no considerable drop of reliability when two genomic sequences are used instead of a genomic sequence and a protein sequence, at least at the considered similarity level.
The main types of errors for the human-mouse sample are overpredictions caused by conservation of non-coding regions. This leads either to generation of spurious exons, especially upstream of the actual genes, or to extension of exons. We have applied the same analysis using fragments starting at the correct ATG and ending at the correct stop codon (although knowledge of the correct start and stop codons was not assumed). In this case the quality of predictions in the human-mouse pairs was much higher (data are not shown).
DISCUSSION
Most errors, especially at close comparison, seem to concentrate upstream of the actual genes. Although some of these cases may in fact be caused by alternative splicing (Mironov et al., 1999; Hanke et al., 1999) , the majority of errors is probably due to conservation of non-coding regions (Duret et al., 1994; Lipman, 1997) . Indeed, more than half of 5 -untranslated regions are covered by regions conserved between human and mouse (Jareborg et al., 1999) . Although some conservation can be seen at larger evolutionary distance (Gellner and Brenner, 1999) , it is confined to relatively short regions comprising the binding sites of transcription factors (Duret and Bucher, 1997) , and thus does not lead to creation of spurious exons. Another source of errors is due to very short initial and terminal exons (that can be as short as three nucleotides). This leads both to overprediction (if stronger extensions are found) and underprediction (if neither the correct exons, nor positive-scoring alternatives can be found).
The results on the human-mouse data are worse than those demonstrated by three recently published programs, ROSETTA (Batzoglou et al., 2000a,b) , CEM (Bafna and Huson, 2000) , and SGP (Wiehe et al., 2000) . However, if conservation of the exon-intron structure is assumed, the results of Pro-Gen on this sample are very close to those demonstrated by the three programs above. ROSETTA and SGP are described as specifically intended for analysis of the human-mouse gene pairs, and applying them to the human-Xenopus and human-Drosophila samples would mean putting them to a predictable disadvantage. In particular, these programs assume conservation of the exon-intron structure, which is usually correct for comparison of the vertebrate genes, but not for more distant gene pairs. Table 1 demonstrates that the number of introns in the Drosophila genes from the humanDrosophila pairs is much lower than in the human genes (the total numer of introns is 66 and 172 respectively). Indeed, positions of only 44 introns coincide up to three codons, thus at most two thirds of the Drosophila introns and one quarter of the human introns are conserved between the two genomes. Anectodal evidence shows that the exon-intron structure may differ between orthologous insect genes (Novichkov et al., 2000a) , although we are not aware of any systematic studies in this area. Scattered as they are, in our opinion these observations are sufficient to warrant development of algorithms insensitive to changes in the exon-intron structure. CEM is more general than ROSETTA and SGP, but it does not seem to be available in the public domain. Thus we did not perform detailed comparison of Pro-Gen with these programs. On the other hand, the DNA-protein spliced alignment program Procrustes sets the upper threshold on the correlation coefficient. Table 4 demonstrates that the Pro-Gen performance is very close to this threshold. One possible difficulty not addressed in this study, but important in practical applications, is analysis of multigene genomic fragments. In the human-mouse case, where the order of orthologous genes is conserved in syntenic regions, this can lead to creation of chimeric exon chains due to merging of adjacent genes. None of the current genome-comparison programs seem to address this problem directly. However, this should not be a problem for analysis of more distant genomes. Recent analyses demonstrate that although some synteny is conserved in all vertebrate comparisons (in particular, between human and fugu fish; Gellner and Brenner, 1999; Brunner et al., 1999) , it is not conserved in more distant pairs from various taxonomic groups. For instance, it has been reported that there are little collinear gene chains in rice and Arabidopsis (Devos et al., 1999) . There is no observable synteny between the human and Drosophila genomes. Even in the fugu-human case the syntenic gene chains are often interrupted by insertion of nonhomologous genes (Gellner and Brenner, 1999) .
Thus the optimal distance between the genomes for the Pro-Gen analyses is determined by a tradeoff between two requirements: the entire protein has to be conserved, as opposed to domain conservation, but the conservation of non-coding regions and the level of synteny should be low. Probably the best counterparts for analyses of the human genome are cold-blooded vertebrates for fine mapping of the exon boundaries and invertebrates for identification of boundaries between genes. Of course, in all cases it makes sense to use as many pairs as possible for analysis of a single gene: coincidence of predictions in different pairs will be a strong identification of the prediction validity. If only a close (e.g. mouse) genome fragment is available for comparative analysis, it will make sense to use Pro-Gen in combination with a statistical algorithm that can eliminate spurious similarities in non-coding regions. Although the existing methods for prediction of functional sites, in particular, promoters of transcription, are not sufficiently reliable yet (Fickett and Hatzigeorgiou, 1997) , a combination of a promoter recognition program and a similarity-based gene recognition program may prove more successful than independent application of these approaches.
