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Introduction
Let F 1 , F 2 , . . . , F t be multivariate polynomials (with complex coefficients) in the variables z 1 , z 2 , . . . , z n . The common zero locus of these polynomials determines a geometric object, V (F 1 , F 2 , . . . , F t ) = {p ∈ C n |F i (p) = 0 for 1 ≤ i ≤ t}. An object defined in such a way as the zero locus of a set of polynomials is called an affine algebraic set. An affine algebraic set which cannot be decomposed as the union of two affine algebraic sets (neither of which is contained in the other) is called an affine variety. Let R = C[z 1 , z 2 , . . . , z n ] denote the ring of polynomials in the variables z 1 , z 2 , . . . , z n . Given the set of polynomials {F 1 , F 2 , . . . , F t } ⊆ R, there is a set I ⊆ R defined by the rule: H ∈ I if and only if there exist multivariate polynomials G 1 , G 2 , . . . , G t such that H = F 1 G 1 +F 2 G 2 +· · ·+F t G t . A set generated in such a way is called a finitely generated ideal. We will use the notation I = (F 1 , F 2 , . . . , F t ) to denote the ideal generated by F 1 , F 2 , . . . , F t .
Every polynomial in I vanishes along the common zero locus of F 1 , F 2 , . . . , F t . In other words, if H ∈ I then H(p) = 0 for every p ∈ V (F 1 , F 2 , . . . , F t ). This establishes that V (F 1 , F 2 , . . . , F t ) ⊆ V (I). Since {F 1 , F 2 , . . . , F t } ⊆ I, it is an easy exercise to show that V (I) ⊆ V (F 1 , F 2 , . . . , F t ). We have thus established that V (I) = V (F 1 , F 2 , . . . , F t ). In other words, the affine algebraic set determined by a set of polynomials is the same as the affine algebraic set determined by the ideal generated by the polynomials.
By definition, we have that if H ∈ I then H(p) = 0 for every p ∈ V (I). However, if H is a general polynomial with H(p) = 0 for every p ∈ V (I) then it may well occur that H / ∈ I. A simple example that illustrates this phenomenon is provided by considering the single polynomial F (z) = z 2 (viewed as an element of C[z]). It is clear that V (F ) consists solely of the origin in C 1 . The ideal I = (z 2 ) consists of all polynomials which have z 2 as a factor. The function G(z) = z vanishes at every point of V (I) but is not an element of I. In this particular case, membership in I is determined by the conditions: H ∈ I ⇐⇒ H(0) = 0 and H (0) = 0. In general, ideal membership requires that conditions are placed on both the zeroes of a function and on the zeroes of various partial derivatives of the function.
To account for the restrictions that ideal membership places on both the zeroes of a polynomial as well as the zeroes of various partial derivatives of a polynomial, it is useful to consider a larger class of geometric objects than determined by affine algebraic sets. This new class of geometric objects, from a practical point of view, is rich enough to capture the common features of a set of functions with respect to vanishing of the functions and with respect to vanishing of partial derivatives of the functions. Elements of this enlarged class of geometric objects are called affine schemes. Given any set of polynomials, we can construct an ideal I, an affine algebraic set V (I) and an affine scheme S(I). Varieties capture information about the zero set of a collection of polynomials. Schemes capture information about the zero set of a collection of polynomials as well as information about the zero sets of partial derivatives of the polynomials. An important property of a scheme is that H ∈ I if and only if it H satisfies all of the conditions imposed by S(I).
Schemes play a role in a number of practical applications. Unfortunately, numerical methods have difficulty in this arena and more research must be done to better understand their intricacies from a numerical point of view. For many applications and numerical computations, the most useful information that is contained in a set of polynomials can be extracted from the associated affine algebraic set. However, certain key applications and numerical computations are better understood from the point of view of affine schemes than from the point of view of affine algebraic sets.
One particular piece of information that we will focus on in this paper is the multiplicity of a component of an algebraic set imposed by a set of defining equations. Essentially, to each irreducible component of an affine algebraic set, one uses the defining set of polynomials to attach a positive integer that determines roughly "how many times the component should be counted in a computation." For instance, the ideal I = (z 2 ) imposes a multiplicity of 2 on the zero locus of I. From the viewpoint of numerical computation, multiplicity is well understood in the case of ideals defined by a single polynomial.
The situation changes dramatically when considering systems of polynomial equations. Numerical methods tend to throw away much of the additional structure inherent in a polynomial system. This approach makes certain "algebraic" information numerically unstable. By combining numerical methods with ideas from symbolic computation, algebraic structures become stable under small perturbations and can be computed. The main goal of this paper is to demonstrate this phenomenon in a combined numerical-symbolic technique for determining the multiplicity of a component of an algebraic set as imposed by a system of defining equations. This new method relies on known theory, so the main contribution is the application of that theory, not the theory itself.
Such a computation of the multiplicity is particularly useful when using homotopy methods to solve polynomial systems coming from applications. In that situation, the only multiplicity information available is the number of paths going to a solution, which is only an upper bound on the true multiplicity of the solution. The present method gives the user the ability to compute the true multiplicity.
The following section is included for the benefit of nonexperts who are interested in computing the multiplicity of an algebraic component. The section contains many of the basic definitions and concepts that are needed to understand the algorithm. §3 is provided for the benefit of experts. It contains statements and references for the theory underlying the algorithm. For those nonexperts interested in understanding §3, we suggest consulting the references provided in that section, particularly [4] . The final three sections contain the algorithm along with several implementation details, several examples, and a discussion of potential future directions, respectively.
In [5] , Dayton and Zeng study the multiplicity structures of polynomial systems. They provide an algorithm which yields as output the multiplicity of isolated solutions. This is done by counting how many partial derivatives of the polynomials are forced to be zero. Both their algorithm and the algorithm presented in the present paper yield multiplicity information (in addition to other invariants). However, the two techniques are different both in the specific calculations involved and in the nature of the calculations. The present paper is inspired, to a large degree, by certain Grobner basis calculations coupled with a fundamental result of Bayer and Stillman on regularity [2] . The paper of Dayton and Zeng is inspired, to a large degree, by Macaulay's inverse systems approach. We would like to thank the authors of [5] for providing us with an early copy of their excellent paper.
Background
The following paragraphs give a brief outline of the vocabulary and tools we will be using throughout the paper. All definitions, propositions and theorems can be found in expanded detail in [4, 7, 8, 9] .
Let C denote the field of complex numbers. Consider the ring of polynomials R = C[z 1 , z 2 , . . . , z n ]. As a set, R consists of all polynomials in the variables z 1 , z 2 , . . . , z n with complex coefficients.
• I is primary if F G ∈ I =⇒ F ∈ I or G m ∈ I for some m.
•
• The radical of I is the set √ I = {F ∈ R|F m ∈ I for some m}.
• I is a radical ideal if I = √ I. 
We will denote this by I = (F 1 , F 2 , . . . , F r ). A fundamental theorem concerning Noetherian rings has the following consequence in the setting of polynomial rings:
Projective n-space over C, written P n , is defined to be the set of lines through the origin in
. Thus x and y are equivalent if and only if there exists a λ ∈ C * such that x = λy. With this definition of equivalence of points, we obtain an equivalence relation on the points in C n+1 \ (0, 0, . . . , 0). Points in P n are in one to one correspondence with the equivalence classes of points in
]. An element F ∈ R is said to be homogeneous if every term of F has the same degree. An ideal is said to homogeneous if it has a set of generators all of which are homogeneous. Let z ∈ C n+1 . If F ∈ R is a homogeneous polynomial and F (z) = 0 then F (λz) = 0 for every λ ∈ C thus F vanishes on the equivalence class of z. In other words, F vanishes on a point in P n . Thus, to say that F (z) = 0 when z is a point in P n means that F (p) = 0 for every p in the equivalence class of z. We will frequently use the notation [z 1 : z 2 : · · · : z n+1 ] to denote the point in P n corresponding to the equivalence class of (
• Define
• Define I(T ) = {F ∈ R|F (z) = 0 for every z ∈ T }.
With these definitions we have operations that associate geometric objects to algebraic objects and operations that associate algebraic objects to geometric objects. In particular, the operation I(−) (resp. I h (−)) takes as input a subset of C n+1 (resp. P n ) and produces a subset of R. The operation V (−) (resp. V h (−)) takes as input a subset of R and produces a subset of C n+1 (resp. P n ).
We summarize some of the basic properties of the tools introduced thus far in the following proposition:
(i) I(T ) is a radical ideal. I h (T ) is a homogeneous radical ideal. (ii) T ⊆ V (I(T )) with equality if and only if T is an affine algebraic set. T ⊆ V h (I h (T )) with equality if and only if T is a projective algebraic set. (iii) U ⊆ I(V (U )) with equality if and only if U is a radical ideal. U ⊆ I h (V h (U )) with equality if and only if U is a homogeneous radical ideal. (iv) If U is an ideal then I(V (U )) = √ U . If U is a homogeneous ideal then
We will use the word algebraic set to refer to both affine algebraic sets and projective algebraic sets. An algebraic set, V , is said to be reducible if it is possible to write V = V 1 ∪ V 2 with V 1 , V 2 algebraic sets and with V = V 1 and with V = V 2 . Algebraic sets which are not reducible are called irreducible. Irreducible algebraic sets are called varieties. Algebraic sets, varieties, ideals and radical ideals have nice decomposition properties and relationships that are summarized as follows:
Proposition 7. Decomposition properties:
• Every algebraic set can be written uniquely as the union of a finite number of varieties, none of which are a subset of another.
• Every (homogeneous) radical ideal can be written uniquely as the intersection of a finite number of (homogeneous) prime ideals none of which are contained in another.
• Every (homogeneous) ideal can be written as the intersection of a finite number of (homogeneous) primary ideals.
• If V is an affine variety then I(V ) is a prime ideal. If V is a projective variety then I h (V ) is a homogeneous prime ideal.
If I is a primary ideal then V (I) is an affine variety. If I is a homogeneous primary ideal then V h (I) is a projective variety.
In the proposition above, we see that every ideal can be written as the intersection of a finite number of primary ideals. Something much stronger can be said.
Definition 8. Let I be an ideal and let
The prime ideals p 1 , p 2 , . . . , p t are called associated primes. As defined, they depend on the choice of primary decomposition. However, the following proposition simplifies the situation and demonstrates that the set of associated primes play a more central role than it first appears.
Proposition 9. (Primary decompositions)
• Every ideal has a reduced primary decomposition.
• Any reduced primary decomposition of a given ideal has the same set of associated primes.
• A radical ideal has a unique reduced primary decomposition.
• The associated primes of the radical of an ideal are a subset of the associated primes of the ideal.
As a consequence of the proposition above, it makes sense to talk about the associated primes of an ideal (rather than the associated primes of a primary decomposition of an ideal). The associated primes of an ideal that are not associated primes of the radical of the ideal are called embedded primes. It should be emphasized that the proposition does not claim there is a unique reduced primary decomposition for a general ideal, it only claims that the associated primes are uniquely determined. To each ideal, I, we can associate a degree and a dimension, denoted deg(I) and dim(I) respectively. The degree and dimension of an ideal can be defined in terms of the Hilbert Polynomial of R/I. Precise definitions of these terms can be found in [4, 7, 8, 9] . The book by Cox, Little and O'Shea provides an especially elementary introduction at a level suitable for an undergraduate audience.
The degree function allows one to define the multiplicity of a primary ideal.
Definition 10. Let I be a p-primary ideal. The multiplicity of I at p is defined to be µ(I) = deg(I)/deg(p).
Since multiplicity is defined as a fraction, it may at first seem a bit surprising that the following proposition is true.
Proposition 11. The multiplicity of any p-primary ideal is a positive integer.
The next proposition makes the definition that follows seem very natural. Multiplicity arises very naturally in polynomial factorization. By the fundamental theorem of algebra, every univariate polynomial factors into a product of linear polynomials over C. That is to say, if F (z) is a polynomial in the single variable, z, then we can write is a non zero complex number, c 1 , c 2 , . . . , c t are distinct complex numbers and d 1 , d 2 , . . . , d t are positive integers. Let I = (F ). Then V (I) will be the set of points in C corresponding to the roots of F (i.e. V (I) = {c 1 , c 2 , . . . , c t }) . The radical of I will be the ideal
The reduced primary decomposition of
. The associated primes of √ I yield the same list, thus (F ) has no embedded primes.
By the previous definitions, (F ) has multiplicity d i at the prime ideal (z − c i ) for each i.
In general, if F is a multivariate polynomial then F can be written as
with A a nonzero constant, with each F i an irreducible polynomial and with each d i a positive integer. Furthermore, the factorization can be made so that F i is not a multiple of F j whenever i = j. The (unique) reduced primary decomposition of (F ) is (F ) = (F
To each irreducible factor, F i , there is associated a variety, V (F i ). V (F ) is the union of these varieties. (F d i i ) is a primary ideal with multiplicity d i at (F i ). (F ) has multiplicity d i at (F i ) for each i. If F itself is irreducible then the ideal I = (F ) is a prime ideal. In general, for ideals with more than one generator, the multiplicity of the ideal at a given prime ideal is rather subtle and requires a more thorough understanding of the degree function. Nevertheless, it arises naturally in a number of engineering problems, poses significant challenges to numerical computation and is often associated with slow convergence rates. For a large collection of examples of polynomial systems arising in a variety of situations, the reader is refered to the website of Jan Verschelde http://www.math.uic.edu/ jan.
The next section presents a few standard theorems from commutative algebra that will aid in the development of a numerical-symbolic algorithm to compute multiplicity. An overview of the main algorithm is also presented.
Theory for Algorithm
In the previous section, we saw that it makes sense to talk about the multiplicity of an ideal I at a prime ideal p provided p is not an embedded prime of I. Let I i be a p i -primary ideal appearing in a reduced primary decomposition of I where p i is not an embedded prime of I. Let V be the variety associated to I i . Let q be a generic (or general) point on V . In this section we give an overview of an algorithm that takes as input the point q and the dimension, d of the variety V and produces as output the multiplicity of I at p i . Let I q be the prime ideal corresponding to the point, q. We reduce the problem to the computation of the multiplicity of an I q -primary ideal. In order to do this, we first form the ideal,
. . , L d are general linear forms in I q . We show that J has an I q -primary component, that I q is not an embedded prime, and that the multiplicity of the I q -primary component of J is the same as the multiplicity of the p i -primary component of I. We then compute this multiplicity by a numerical-symbolic method. Throughout this section we will assume that all ideals are homogeneous. In order to make use of this simplifying assumption, we need a homogenization procedure for non-homogeneous polynomials and we need to understand the effect that this procedure has on multiplicity. All of the theorems and propositions found in this section are well known to experts. The proofs of these theorems go well beyond the scope of this paper. Most of the theorems, together with their proofs, can be found in [4, 7, 8, 9] . The presentation given in the following pages hopefully will aid the reader in understanding how these well known theorems can be used to produce the algorithm given in the next section.
The homogenization of F with respect to z n+1 is defined to be the element
The homogenization of F with respect to z is
Proposition 16. (Multiplicity unaffected by homogenization
A property, P , is said to hold generically on an irreducible algebraic set, X, if the locus of points where the property fails to hold is contained in a proper algebraic subset Y of X. Points in the complement of Y in X are called generic points with respect to property P . Given any finite list of properties P 1 , P 2 , . . . , P n each of which hold generically on X, then with probability one, a point chosen at random on X will be a generic point with respect to each of the properties P 1 , P 2 , . . . , P n (see [16] , pg. 45). The next theorem (see [9] , pg. 53) allows us to reduce a general multiplicity computation to the multiplicity of a zero-dimensional object. 
(ii) I q is not an embedded prime of J.
(iii) The multiplicity of J at I q is equal to the multiplicity of I at p.
It should be noted that if I is an m-primary ideal then V (I) is the origin while V h (I) is the empty set! If I is a homogeneous ideal whose associated projective variety is a single point, q, then I q is a non-embedded, associated prime of I. It does not necessarily follow that I is I q primary. A reduced primary decomposition of I may still contain an m-primary component. In other words, m may be an embedded prime. In any case, the computation of the multiplicity of I at I q is aided by the following theorem (see [4] , §9.3) but first we need to define some notation. The next proposition relates the multiplicity of a homogeneous ideal supported at a point to the regularity of the ideal. For the definition and some of the basic theorems concerning regularity, see [2, 6, 12] . For the purposes of this paper, it suffices to make the following connection between regularity and multiplicity (see [4] , pg. 449).
Proposition 21. (Regularity and multiplicity)
Let q be a point in P n . Let I be a homogeneous ideal with
The dimension of (R/I) d as a C-vector space is equal to the dimension of (R/I) d+1 as a C-vector space for all d greater than or equal to the regularity of I.
The algorithm that we develop utilizes the previous theorem and proposition. In order to use these tools, we need a method for computing the regularity of an ideal. This will provide us with a stopping criterion in the computation of the dimension of (R/I) d . See [8] , pg. 81 for statements about saturation. 
(i) I sat is independent of the choice of reduced primary decomposition of I.
(ii) I is saturated if and only if
I = I sat . Definition 24. Let R = k[x 1 , x 2 , . . . , x n ]. An element h ∈ R is generic for I if h is not a zero-divisor on R/I sat . If dim(R/I) = 0 then every h ∈ R is generic for I. For j > 0, define U j (I) to be the subset {(h 1 , h 2 , . . . , h j ) ∈ R j 1 |h i is generic for (I, h 1 , h 2 , . . . , h i−1 ), 1 ≤ i ≤ j}.
Definition 25. Let I be an ideal and let F be an element of
The ideal quotient of I by F is defined to be (I : F ) = ({G ∈ R|GF ∈ I}).
With these definitions in place, we can now state the following crucial theorem of Bayer and Stillman [2] .
Theorem 26. (Criterion for m-regularity)
Let k be an infinite field and let R = k[x 1 , x 2 , . . . , x n ]. Let I ⊂ R be a homogeneous ideal generated in degree at most m. The following conditions are equivalent:
1. I is m-regular. 1 , h 2 , . . . , h j ∈ R 1 for some j ≥ 0 such that 1 , h 2 , . . . , h r ) ∈ U r (I), and all p ≥ m,
There exists h
((I, h 1 , h 2 , . . . , h i−1 ) : h i ) m = (I, h 1 , h 2 , . . . , h i−1 ) m for i = 1, 2, . . . , j and (I, h 1 , h 2 , . . . , h j ) m = R m .
Let r = dim(R/I). For all (h
((I, h 1 , h 2 , . . . , h i−1 ) : h i ) p = (I, h 1 , h 2 , . . . , h i−1 ) p for i = 1, 2, . . . , r and (I, h 1 , h 2 , . . . , h r ) p = R p . Furthermore, if h 1 , h 2 , . . . , h j satisfy condition 2 then (h 1 , h 2 , . . . , h j ) ∈ U j (I).
Corollary 27. (Stopping Criterion for regularity computation)
Let I be a homogeneous ideal which is generated in degree at most k. Suppose V h (I) is a single point q ∈ P n . Let L be a linear form which is not contained in I q . The regularity of I is less than or equal to k if and only if (I :
Proof. The corollary follows immediately from the theorem of Bayer and Stillman under the assumption that I defines a zero dimensional scheme.
Theorem 28. (Convergence of multiplicity at an isolated point)
Let p be a point in P n . Suppose I p is an associated, non embedded prime of an ideal I. Let J k = (I, I k p ). Then the multiplicity of I at I p is equal to the multiplicity of J k at I p for k 0.
Proposition 29. (Persistence of multiplicity in neighborhood of a point)
If the multiplicity of J k at I p is equal to the multiplicity of J k+1 at I p then the multiplicity of I at I p is equal to the multiplicity of J k at I p , See [8] , §A.8 for statements related to the previous two results. With the theorems in this section in place, it is now easy to describe the algorithm. This is done in the following section.
Algorithm and implementation details
In this section, the complete multiplicity algorithm is presented and several details of an implementation are discussed. By Theorem 17, the determination of the multiplicity of an ideal at a positive dimensional component can be reduced to the determination of the multiplicity of an ideal at a point, p. Suppose
n . Since every point in P n has at least one non-zero coordinate, by a reordering of the variables, we can guarantee that p does not lie on the hyperplane defined by z n = 0.
The algorithm
Recall that if I is a homogeneous ideal, if p is a point in P n and if V h (I) = p then the multiplicity of I at I p is the same as the dimension of (R/I) k as a C-vector space for sufficiently large k. Note that the dimension of (R/I) k is equal to dim(R) k − dim(I) k . When this is combined with the stopping criterion given in Corollary 27 we obtain:
Output: µ = the multiplicity of the ideal, (F 1 , F 2 , . . . , F r ), at I p .
Algorithm:
Form 
Two steps of this algorithm are of particular interest, so they have been marked with the symbols (*) and (**). Those two steps will be discussed in detail in the following section.
Details of the implementation
The algorithm, find mult, has been implemented as a module of the Bertini software package, which is under development by the first and third authors and Charles Wampler of GM Research and Development. The Bertini package is written in C and allows for the use of arbitrarily high precision by making use of the MPFR multiprecision floating point library, although regular (16 digit) precision suffices for the examples described in the subsequent section.
The basic data structure used in the implementation is the one-dimensional array. Fixing a term order, every polynomial may be represented uniquely as a vector. Operations such as polynomial multiplication or the expansion of a homogeneous polynomial into a fixed degree via multiplication by an appropriate monomial basis is then a combinatorial manipulation.
The Bertini implementation of find mult accepts as input a file containing the ideal with one polynomial per line, written in a format similar to that used by the Maple computer algebra system. A parser making use of the C libraries flex and bison is used to parse the ideal from the input file into a set of vectors. Most steps of find mult are then straightforward, although the computation of the singular value decomposition of a matrix and steps (*) and (**) deserve some extra attention.
The singular value decomposition (SVD) algorithm is implemented as described in [18] , and singular values of absolute value less than 10 −8 are considered to be 0. In particular, a general complex matrix may be reduced to a bidiagonal complex matrix by left and right multiplication by unitary matrices formed from Householder reflectors. It is trivial to convert a complex bidiagonal matrix into a real bidiagonal matrix by multiplying by unitary matrices. Finally, an iterative method may be applied to any real bidiagonal matrix to produce a real diagonal matrix with the singular values on the diagonal, again using unitary matrices. Combining the left and right unitary matrices then yields the singular value decomposition. The rank of a matrix is then the number of its singular values that are nonzero. To check that such small singular values are actually 0, the SVD may again be computed, but at a higher level of precision. Then, those singular values which approach 0 at the higher precision may more safely be considered to be 0. Naturally, this checking procedure may continue ad infinitum for singular values that are exactly 0, so a threshold must ultimately be chosen. We have found that the threshold 10 −8 was sufficient for the examples that follow in §5.
Step (*) of find mult involves the intersection of the degree k + 1 component of two graded ideals, a procedure that deserves some explanation. Since the degree k + 1 component of the each of the two ideals is represented as a vector space (with the generators representing bases), the intersection of the degree k + 1 component of the two graded ideals is equivalent to the intersection of two vector spaces, say V and W . Briefly, the left singular vectors of V and W corresponding to zero singular values form bases for V ⊥ and W ⊥ , respectively.
Conclusions
A combined numerical-symbolic algorithm has been presented which allows multiplicity computations to be made in a numerical setting. Numerical stability issues have made the computation of multiplicity difficult in the past. The algorithm find mult has been implemented as a module of the Bertini software package and several examples were presented to demonstrate the algorithm's stability under small perturbations. In computing the multiplicity of an ideal at a point, we ended up also computing the regularity. One can use a bound on the regularity of an ideal to provide a stopping criterion for the computation of more subtle invariants of the ideal. For example, the regularity places an upper bound on the types of syzygies that may occur in a free resolution of the ideal and one may use this to produce the free resolution of the ideal. This leads to the ability to compute numerical cohomology as well as carry out other computations that depend on the matrices appearing in a free resolution.
One could improve find mult by developing a more secure technique for determining how many singular values are zero. When determining which singular values of a matrix are zero via numerical methods, one is forced to choose a threshold below which a singular value is deemed to be zero. If one is dealing with inexact equations then there is a limit on the accuracy of the information obtained. If one can quantify the inaccuracy then reasonable thresholds can be determined. However, if one is dealing with exact equations, it is certainly possible that some singular values are very small but non-zero. One way to improve confidence is to compute the singular values at two levels of precision and then observe which move towards zero under higher precision. This is an approach which is satisfactory in many situations. However, there will always be problems that can be made which will fool the system. By starting with exact equations and then using numerical methods one is necessarily losing information. It will be important to quantify this in such a way as to improve confidence levels.
