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Kurzfassung
Magnetic Particle Imaging (MPI) ist eine medizinische bildgebende Methode, die
sich aktuell (Stand: 2017) im pra¨klinischen Stadium befindet. Die Bildgebung
basiert auf der ortsaufgelo¨sten Detektion magnetischer Nanopartikel, die in einem
magnetischen Wechselfeld periodisch magnetisiert werden. Mittels Gradientenfel-
dern, die eine Ortsauflo¨sung ermo¨glichen, sowie Detektionsspulen, die die Magneti-
sierungsvorga¨nge erfassen, kann die Partikelverteilung aus dem Messsignal rekon-
struiert werden. Dabei wird Ko¨rpergewebe von der Bildgebung ignoriert. Auf-
grund des Verzichts auf Radiopharmazeutika sowie ionisierender Strahlung hat MPI
gegenu¨ber seinen potenzielle Konkurrenten CT-Angiographie und Bildgebungsmeth-
oden der Nuklearmedizin wie SPECT und PET einen inha¨renten Vorteil. Aufgrund
dieses Vorteils sowie der hohen ra¨umlicher als auch zeitlichen Auflo¨sung ist MPI ein
weltweites Forschungsthema.
Parallel zum MPI hat sich die Magnetic Particle Spectroscopy (MPS) als Meth-
ode zur Charakterisierung des Verhaltens magnetischer Nanopartikel unter MPI-
Bedingungen etabliert. Mit Ausnahme der Gradientenfelder und somit ohne Orts-
codierung werden die potentiellen Tracer der typischen MPI-Umgebung ausgesetzt
und die Antwort auf das Anregungsfeld gemessen. Diese Antwort gilt als Indika-
tor einer guten oder schlechten Eignung der magnetischen Nanopartikel als Tracer
fu¨r MPI. Da diese Methode jedoch nur relative Aussagen u¨ber die Bildqualita¨t
zula¨sst und quantitative Abscha¨tzungen u¨ber eine erreichbare ra¨umliche Auflo¨sung
unter Beru¨cksichtigung des Signal-zu-Rausch-Verha¨ltnisses nur in Phantomstudien
im MPI-Scanner mo¨glich sind, besteht hier Optimierungspotential.
Der erste Teil der Arbeit beschreibt den Einfluss des Messsignals im MPI auf die
ra¨umliche Auflo¨sung. Basierend auf klassischen Theorien der Signalverarbeitung
und der Bildgebung wird das MPI-Signal bezu¨glich des Nyquist-Shannon-Sampling-
Theorems und der Ortsfrequenzen analysiert und auf einen direkten Zusammenhang
zwischen Harmonischen und den Ortsfrequenzen hingewiesen. Auf Basis eines je
nach Tracermenge und -eigenschaften variierenden Signal-zu-Rausch-Verha¨ltnisses
wird die ra¨umliche Auflo¨sung in einen Zusammenhang mit den u¨ber dem Rauschlevel
liegenden Harmonischen des MPI-Signals gebracht.
Im zweiten Teil wird anhand einer Simulation pra¨sentiert, wie die Tracereigen-
schaften fu¨r MPI-Bedingungen optimiert werden ko¨nnen, um dadurch die ra¨umliche
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Auflo¨sung zu maximieren. Es wird dabei gezeigt, dass die Optimierung der Tracer
fu¨r MPI aufgrund dynamischer Effekte nur u¨ber die Abstimmung mehrerer Para-
meter geschehen kann und dass die Partikel mitunter bei nur leichter Abweichung
von dieser Abstimmung bedeutend schwa¨chere Signale im MPI erzeugen ko¨nnen.
Final wird ein Faktor pra¨sentiert, der sich in den Simulationen als weitestgehend
unabha¨ngig von den externen Parametern Feldsta¨rke und Frequenz zeigt und sich
somit als allgemeiner Fixpunkt fu¨r optimierte MPI Tracer zu eignen scheint.
Im dritten und letzten Teil der Arbeit wird eine Erweiterung der MPS vorgestellt, die
im Gegensatz zur ga¨ngigen Methode eine Abscha¨tzung der erreichbaren ra¨umlichen
Auflo¨sung des Tracers in Abha¨ngigkeit von Tracermenge und -eigenschaften ermo¨g-
licht. Neben der Charakterisierung mehrerer kommerziell erha¨ltlicher Tracer wird
daru¨ber hinaus die im ersten Teil vorgestellte Theorie erfolgreich verifiziert. Verglei-
chend wird zudem eine Studie vorgestellt, in der mehrere Auflo¨sungsphantome eines
Tracers in einem kommerziellen MPI-Scanner gemessen wurden. Auch hier stellte
sich heraus, dass die Ergebnisse aus der vorgestellten Methode und den Phantom-
Experimenten sehr a¨hnlich sind. Es wird daraus geschlossen, dass die Methode sich
gut zur Charakterisierung der erreichbaren ra¨umlichen Auflo¨sung in MPI eignet.
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Abstract
Magnetic Particle Imaging (MPI) is a medical imaging modality, that is (in the
current state in 2017) in the preclinical stage. It is based on the spatially encoded
detection of magnetic nanoparticles that are magnetized by an external magnetic
field. Employing gradient fields for spatial encoding and pickup coils to measure
the overall magnetization, the particle distribution can be reconstructed from the
measurement signal. Body tissue is ignored with this technology. Due to the non-
usage of radiopharmaceuticals or ionizing radiation, MPI has an inherent advantage
over its potential competitors CT-angiography and the methods of nuclear medicine
imaging like SPECT and PET. Based on this advantage and the potential high
spatial and temporal resolution, MPI is a worldwide topic of research.
Besides MPI, the Magnetic Particle Spectroscopy (MPS) has been established for
the characterization of magnetic nanoparticles under MPI conditions. Except for the
gradient field and therefore the spatial encoding, the potential tracers are exposed to
the typical MPI environment and their response to the excitation field is measured.
This response is taken as an indicator of the suitability of the magnetic nanoparticles
as a tracer for MPI. Since this method only yields relative information, an MPI
scanner is still needed for quantitative estimations regarding the spatial resolution
under consideration of the signal-to-noise ratio. This leaves room for optimization.
The first part of the thesis describes the influence of the measurement signal on the
spatial resolution in MPI. Based on classic theories of signal-processing and imaging,
the MPI signal is analyzed regarding the Nyquist-Shannon-Sampling-Theorem and
the spatial frequencies and a direct relationship between spatial frequencies and
harmonic structure is indicated. Depending on the amount of tracers and their
properties, the signal-to-noise ratio varies and the spatial resolution is related to the
harmonics above noise level.
In the second part, it is presented based on simulation results how the tracer prop-
erties may be optimized for MPI to maximize the spatial resolution. It is shown,
that due to dynamic effects, tracers need to be attuned specifically for MPI via
several parameters and sometimes even slight deviations from this may diminish the
corresponding MPI signal. Finally, a parameter is presented that was mostly inde-
pendent of the applied field strength and frequency. This parameter may therefore
be suitable as a general criterion for optimized MPI tracers.
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In the third and last part of the thesis, an enhancement of the standard MPS
characterization is presented. In contrast to the established method, an estimation
of the spatial resolution of the tracer is possible with this new method in dependence
on the amount of the tracer and its properties. Besides the characterization of
several commercially available tracers, the theory from the first part of the thesis
is successfully verified. Moreover, a study is presented in which several resolution
phantoms were imaged in a commercial MPI-scanner and compared to the previous
resolution characterization of the tracer. It turned out, that the results of both
phantom study and the method presented here were very similar. It is therefore
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Magnetic Particle Imaging (MPI) is a medical imaging modality used to detect
Magnetic Nanoparticles (MNP) that serve as tracers in the imaging process [39]. It is
based on the nonlinear response of MNP to the excitation with alternating magnetic
fields and is therefore not based on ionizing radiation or radioactive tracers. With
fast repetition times [142], it qualifies as a potential alternative to CT angiography
[112] [103] and due to the ability to target cancerous tissue [68] [134], it might also
become an alternative for nuclear medicine imaging [44] [64]. Current modalities
for angiography and nuclear medicine imaging potentially pose risks for the patient,
which makes an alternative method a desirable goal. The CT angiography has a high
radiation dose of up to 12 mSv [54]. Moreover, studies have shown that 25% of all
patients undergoing CT angiography suffer from chronic kidney disease [110] [58] and
should avoid iodine or gadolinium contrast agents [40], which are usually employed
for CT angiography. Regarding nuclear medicine imaging, the PET and SPECT
imaging currently being used both rely on the application of radiopharmaceuticals,
resulting in the emission of weak radiation.
To become an alternative to these methods and gain acceptance among physicians
as well as among patients, three prerequisites need to be satisfied:
• The scanner geometry must be suitable for humans;
• The method must be safe for the patient;
• The image quality must be superior to comparable imaging methods.
To address the third item on the list, it is necessary to develop methods to evaluate
quantitatively potential MPI tracers in terms of image quality, especially the spatial
resolution, as it reflects the ability to image small details. The resolution depends
on the scanner as well as on the tracer and can be improved, for example, by
increasing the applied magnetic field strength as well as by using better suited MNP
as tracers. This thesis focuses mainly on the influence of MNP on the resolution,
but also addresses scanner parameters.
To characterize the potential resolution of different MNP, there are currently two
established procedures, corresponding to the two reconstruction principles in MPI:
1 INTRODUCTION
the spatial domain based Point Spread Function (PSF) and the frequency domain
based spectroscopic MPI, called Magnetic Particle Spectroscopy (MPS).
The PSF is the response of an imaging system to a point-like input and is one
of the most basic measures of the image quality of medical imaging systems [15]
with applications, among others, in CT [60] and MRI [111] and is consequently also
applied in MPI [45] [117]. The advantage of the PSF is its intuitive evaluation. A
narrow system response in spatial domain to the point-like input is considered to
yield a high resolution, whereas a highly broadened system response is considered
to yield a low resolution. However, the resolution characterization via the PSF
only depends on the width of the system response and is independent of the Signal
to Noise Ratio (SNR), which has been shown to heavily influence the achievable
resolution in MPI [70].
The characterization via MPS has been established as the most basic characteriza-
tion technique for potential MPI tracers [8] [98] [52] [90] [4]. The MPS spectrum is
the equivalent of the PSF in frequency domain and a relative measure for the image
quality. Based on the spectral amplitudes and their decay, whether or not a tracer
is suitable for MPI is evaluated without yielding quantitative information regard-
ing the resolution. Sometimes, also single parameters, such as the third harmonic
amplitude, are taken as a measure for suitability as an MPI tracer [92] [127] [55].
The magnetic properties of MNP vary greatly in dependence on the employed mag-
netic core material, the shape and structural composition of the core, the effective
anisotropy constant, the nonmagnetic shell, and the size distribution of the tracers
(which will be explained in detail later). Due to this variety of influences of MNP
properties, a vast amount of literature exists on the synthesis of suitable MPI tracers
with several different approaches [35] [38] [74] [65]. The investigation of the influence
of different MNP properties on the PSF as well as on the MPS spectrum is not an
easy task. A classic approach of modeling the magnetic behavior on a micromag-
netic scale is the Landau-Lifshitz-Gilbert equation. It has already been employed
to investigate MNP behavior, resulting in several important implications concerning
MNP for MPI [141]. However, this method is highly CPU-intensive [80] and there-
fore impractical to use for large parameter studies. On a macroscopic scale, the
so-called Langevin function was employed for several years to simulate the behavior
of particle ensembles in MPI [140] [71]. However, the Langevin function ignores
dynamic effects that play an important role for the particle behavior at frequencies
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employed in MPI [143] [90]. Recently, this issue was addressed by different groups,
resulting in several publications on this topic (e.g., [87] [146] [21] [23]).
Despite the importance of the resolution for medical applications and the high num-
ber of MNP properties influencing it, there is currently no established method to
characterize the resolution of newly synthesized tracers that also considers the SNR
apart from phantom experiments. Furthermore, the influence of structural param-




• Core Size 
• Hydrodynamic shell       
thickness 
MPS spectrum: 
• Third harmonic amplitude 
• Harmonic decay 
Image quality: 
• Resolution 
• Quantitative results 
Figure 1: Focus of the PhD Thesis. It is to be investigated how the
MPS spectrum is influenced by structural parameters of
the MNP and how image quality is related to the MPS
spectrum.
Based on the state-of-the-art information outlined above, the focus of this thesis is
summarized in Fig. 1. Specifically, this thesis investigates how structural param-
eters of MNP influence the MPS (and therefore MPI) signal and how the spatial
resolution is determined based on this signal. To that end, a simulation environment
is developed to perform a comprehensive parameter study with phenomenological
expressions of the particle dynamics in a high-frequency magnetic field to better
understand the influence of structural parameters.
- 3 -
1 INTRODUCTION
Furthermore, a method is developed and applied to characterize the achievable res-
olution of tracers under consideration of the noise level to provide a practical tool
to characterize the potential resolution before performing MPI measurements.
The thesis is structured as follows: In Chapter 2, the necessary fundamentals will
be explained. To understand the behavior of MNP in an MPI setup, the particle
physics are covered first. Since the thesis aims to investigate the influence of MNP on
the spatial resolution, general means of quantifying the spatial resolution are intro-
duced afterwards, followed by an explanation of the experimental system, especially
MPI, but also the characterization techniques MPS and the static magnetization
measurements.
In Chapter 3, the MNP employed for this thesis are introduced and characterized
with the techniques, that were introduced in Chapter 2.
Chapter 4 covers the techniques to quantify the spatial resolution that were intro-
duced in Chapter 2 and sets them in the context of MPI. Furthermore, the influence
of the SNR on the spatial resolution in MPI is discussed and an expression for the
resolution in MPI in dependence on the available harmonics is introduced.
To find physical properties of the MNP that maximize the resolution, a simula-
tion of the particle behavior in the characterization technique MPS is performed in
Chapter 5.
Lastly, in Chapter 6 a new characterization technique that enhances the MPS
characterization is introduced to quantify the achievable spatial resolution in MPI.
Here, the MNP introduced in Chapter 3 as well as simulated MNP are characterized
with the new technique. At the same time, the results obtained here are compared
to the theoretical relationship between spatial resolution and available harmonics as




Since the aim of this thesis is the evaluation of the resolution in MPI, a fundamen-
tal understanding of the physics of MNP is just as important as the established
methods to describe the image quality in medical imaging and the basics of MPI it-
self. Firstly, this chapter covers the physics of MNP, beginning with their magnetic
structure, followed by a description of the characteristic behavior of superparamag-
netic particles and the influence of the entire complex in which the particle core is
embedded. Secondly, this chapter covers the abstract term image quality including
well-established methods for its characterization. Lastly, MPI as well as the spec-
troscopic MPS and the static magnetization measurement that are employed for the
tracer characterization are discussed.
2.1. Magnetic Nanoparticles
MNP are a widely used type of nanoparticles given the possibility of manipulating
their behavior with magnetic fields. When discussing MNP, especially in medicine,
nano means a range of approximately 1 nm to 100 nm in diameter. Applications
for larger nanoparticles, or sometimes microparticles, can also be found but are not










Figure 2: Dimension of magnetic nanoparticles in comparison to
biological entities.
As can be seen in Fig. 2, MNP that are subject to research for medical applications
are smaller than erythrocytes (red blood cells), leucocytes (white blood cells), and
even smaller than some viruses. The possibility of external manipulation as well
as its small size make MNP a relevant research tool in medicine with applications
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ranging from immunoassays [14] [41] [82] over gene transfer [24] [126] [95], drug
delivery [25] [133] [3], magnetic hyperthermia [59] [130] [79] to angiography [39] [42],
i.e., MPI.
2.1.1. Single domain particles
Usually, ferromagnetic and ferrimagnetic materials consist of several domains sepa-
rated by domain walls [84], where each domain has its own net magnetic moment.
Those domain walls are formed in a bulk material by the tendency to minimize the
internal magnetic energy via the compensation of magnetostatic energy and domain
wall energy [102]. Due to the minimization effects, the probability for domain walls
decreases with decreasing volume. By reducing the size, at some point a critical
volume is reached where it is more energy efficient for all spins to align in the same
direction than to build a domain wall. This critical diameter for single domain
particles was first derived by Frenkel and Dorfman [36] and was later published in
an improved version by Kittel [69], which he proclaimed to be between of dc = 10
nm to dc = 100 nm. The particles considered in this work are all single domain
particles and the implications for particle behavior will be described in the following
sections.
2.1.2. Magnetic Anisotropy
In the single domain state, all spins of a particle are coupled and the ensemble of
spins can be described by one magnetic moment m. The direction of the moment is
determined by several energetic influences. Besides the magnetic field strength H,
the magnetic anisotropy is a major influence on the direction (Fig. 3).
Under the assumption of uniaxial anisotropy (meaning that there is only one anisotropy
axis, i.e., the easy axis) and in the absence of an external magnetic field, the total
energy of the particle Etotal is given by the anisotropy energy EA:







Figure 3: Single domain particle with uniaxial anisotropy. The mo-
ment direction and the anisotropy axis form an angle θ.
The magnetic field and the anisotropy axis form the angle
ϕ.
with Vc as the particle core volume, K as the effective anisotropy constant and θ as
the angle between the magnetically easy axis or anisotropy axis and the magnetic
moment [5]. Since the particle tends to minimize its internal energy, there are two
stable configurations without an applied external field: At θ = 0◦ and θ = 180◦
(Fig. 4 middle). In thermal equilibrium, both states are energetically equivalent
and therefore equally probable.
Figure 4: Energy barrier of magnetic nanoparticles with applied
magnetic field parallel to the anisotropy axis (left), with-
out applied magnetic field (middle), and with an applied
magnetic field antiparallel to the anisotropy axis (right).
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When applying an external magnetic field, the energy of the particle not only consists
of the anisotropy energy but also of the energy EH induced by the magnetic field [16],
resulting in:
Etotal = EA + EH = −KVcsin2(θ)−mµ0H(ϕ− θ) (2.2)
where µ0 is the vacuum permeability. Now, the energy landscape of the particle is
shifted out of balance and, depending on the direction of the magnetic field, either
the direction parallel (Fig. 4 left) or antiparallel (Fig. 4 right) to the anisotropy
axis becomes an energetically preferable and more probable state.
2.1.3. Superparamagnetic Behavior of Magnetic Nanoparticles
Another influence on the particle besides the anisotropy and the external magnetic
field is the thermal energy kBT [84], consisting of the Boltzmann-constant kB and
the temperature T . For magnetic particles much larger than the nanometer regime,
the anisotropy energy is larger than the thermal energy, making the anisotropy axis
the energetically preferred orientation. Below a certain particle size, the magnetic
moment becomes susceptible to stochastic thermal processes leading to random re-
orientations of the magnetic moment [5]. Therefore, even though the bulk material
of the nanoparticle is still ferromagnetic or ferrimagnetic, it behaves like a para-
magnet. Bean and Livingston coined the term superparamagnetism for this behavior
and postulated a definition containing two conditions [5]:
• The ensemble of magnetic particles shows no hysteresis effects;
• Magnetization curves superimpose when the x-axis is normalized to tempera-
ture T .
Under the assumption of a slowly varying magnetic field and neglectable anisotropy,
ensembles of superparamagnetic particles aligned with the magnetic field can be



















with dc as the core diameter of spherical particles and Msat as the saturation magne-
tization. In Fig. 5 the temperature normalized magnetization of particles according
to Bean & Livingstons definition with a core size of dc = 10 nm is depicted.
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Figure 5: Left: Normalized magnetization curves according to the
Langevin function for magnetic nanoparticles with dc =
10 nm at two different temperatures; Right: The same
magnetization curves plotted over the temperature nor-
malized magnetic field H/T .
.
Since the assumption of an ensemble of particles all with an identical diameter is
not realistic, the multidispersity of MNP will be presented next.
2.1.4. Multidispersity of Magnetic Nanoparticles
So far, it was assumed that all particles of the ensemble have an identical diameter
(monodisperse). A more realistic assumption is a size distribution consisting of
several different diameters (polydisperse). As shown by Chantrell, the magnetic
moments of MNP in an ensemble can be superposed to one total moment (Mo-
ment Superposition Model) [16]. The overall magnetic moment of an ensemble of






with f(dc) being the distribution function and L being the Langevin function (2.3)
in dependence on ξ(dc, H) (2.4). Following the proposition of Chantrell [16], the
particle distribution is often described via a log-normal distribution [28] [143]:










where µ is the median diameter of the distribution (not to be confused with the
magnetic permeability) and σ is the standard deviation. The size distribution may
also be bimodal when it is composed of two separate modes [28]. It then denotes:
P (dc, µ1, σ1, µ2, σ2, β) = (1− β)P1(dc, µ1, σ1) + βP2(dc, µ2, σ2) (2.7)
where β is the fraction of the second mode [28].
The following sections will explain how different particle sizes influence the rotation
times in an alternating field and the derived implications concerning the ability to
model the particle behavior.
2.1.5. Brownian and Ne´el relaxation
Up to this point, the change in magnetization due to the excitation with an ex-
ternal magnetic field was considered in the steady state. When operating with
(quasi)static magnetic fields, this simplification is absolutely valid. Nevertheless,
for quickly changing fields, like the AC fields used in MPI, the time needed for the
magnetic moments to align to it has to be taken into account. This reorientation
to a field change can be achieved via two principles: The internal reorientation of
the magnetic moment or Ne´el relaxation [99] (Fig. 6 left) and the rotation of the




Figure 6: Left: Ne´el relaxation via rotation of the magnetic mo-
ment; Right: Brownian relaxation via rotation of the
whole particle.
.
between anisotropy energy EA = KVc and thermal energy kBT , Ne´el proposed an
expression for the thermally excited mean rotation time τN of an ensemble of spins
with uniaxial anisotropy:






where τ0 is the attempt time and Vc is the particle volume. The attempt time is
a material dependent constant and is given by several authors as a factor varying
between 10−8 and 10−13 (among others [63], [102], [105]). A mathematical expression






with α as the Gilbert damping factor and γ as the gyromagnetic ratio [94].
As the influence of the anisotropy energy grows stronger, for example, as a result
of a nonspherical particle shape or generally larger particles, τN will reach a point
where the particles are no longer agitated by the thermal excitation and are there-




At this point, only a full rotation of the particle is possible due to their rotational






where VH is the hydrodynamic volume and η is the viscosity of the suspension. In
a medium that allows rotation of the whole particle, MNP realign to an external
magnetic field via a combination of those two mechanisms whereby one of them may
be the dominating effect. The superposed effective relaxation time τeff is given by:
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Both relaxation mechanisms as well as the effective relaxation time are visualized
in Fig. 7 for an anisotropy constant K = 10000 J/m3, a temperature of T = 293.15
K, the viscosity of water η = 10−3 Pa·s, a hydrodynamic shell thickness dh = 10 nm,
and therefore a hydrodynamic diameter Dh = dc + 20 nm.
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It can be seen that Ne´el relaxation is most prominent in smaller nanoparticles while
Brownian relaxation can mostly be observed in larger particles, given they can rotate
freely. Next, how the relaxation mechanisms influence the particle magnetization
will be presented.
2.1.6. Susceptibility and complex susceptibility
The magnetization of every magnetic material is described by the susceptibility χ
via:
M = χH. (2.12)
To take the relaxation dynamics and the resulting time lag between excitation and
particle response into account, the Debye Model [20] can be used to split χ into a
real part χ′ and an imaginary part χ′′, yielding [86]:
Mdyn(t) = (χ

















where n is the number of particles.
Employing the parameters used in (2.11) and a magnetic core diameter dc = 20 nm,
the complex susceptibility can be calculated via (2.14) to (2.16) (see Fig. 8).
It can be seen in this example, that for lower frequencies, the susceptibility solely
consists of the real part since the particles still follow H nearly instantaneously.
At some point, the imaginary part becomes more prominent indicating a time lag
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Figure 8: Complex susceptibility χ’ and χ” for dc = 20 nm.
between magnetization and magnetic field strength. Here, the imaginary part of
the susceptibility χ” reaches its maximum at f ≈ 65 kHz, corresponding to the
relaxation time τ(dc = 20 nm) = 1/f = 15 µs in Fig. 7. This frequency is called the
characteristic frequency fchar of the particle. At higher frequencies, the particles in
this example are not able to follow the field and the real and imaginary part of the
susceptibility both drop to zero.
2.1.7. Field dependent relaxation
So far, the relaxation times, and thus the complex susceptibility, were treated as
independent of the external magnetic field strength. Yet, it seems obvious that
the influence of the external field on the magnetic moment influences the Brownian
motion of the whole particle as well as the reorientation of the magnetic moment
via Ne´el [21]. When both expressions were first derived by Brown and Ne´el, the
behavior of single domain particles was to be explained without or with only a
weak external field, i.e., the influence of thermal fluctuation and anisotropy on an
ensemble of single domain particles. Hence, the term relaxation makes sense as both
mechanisms explain how single domain particles relax from a state of order into a
random chaotic state. However, the term no longer fits when particle behavior with
applied magnetic fields is described. In this context, the term rotational dynamics
seems to fit better.
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Among others, the field dependency of the Brownian reorientation has been demon-
strated by Chemla et al. [17]. Based on the Fokker-Planck-Equation, Yoshida and
Enpuku performed numerical simulations to derive a phenomenological term for the





which only depends on the zero field relaxation time and the argument of the
Langevin Function ξ and thus makes this expression easily usable for simulations in
AC fields.
First indications regarding the field dependency of the Ne´el time are given by
Chantrell et al. [16] and was further developed by Ludwig et al. [87]. Here, the
shift in the energy landscape induced by the external magnetic field is taken into











where ψ = ϕ−θ is the angle between external field and magnetic moment and HA is
the anisotropy field. Based on these insights, a phenomenological expression similar





The two expressions for Brownian and Ne´el rotational dynamics are visualized in
Fig. 9. It can be seen that the Ne´el rotation drops much faster than the Brownian
rotation. This indicates that even particles that mainly follow the Brownian rota-
tional mechanics might switch to primarily Ne´el rotation at higher excitation fields,
which is an important insight for the research on medical applications of particles
that are to be used in highly viscous environments like blood.
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Figure 9: Normalized rotational dynamics for Brownian and Ne´el
rotational dynamics. Ne´el rotation tends to drop much
faster than Brownian rotation.
The final section of the introduction into MNP will cover the influence of the whole
suspension on particle behavior.
2.1.8. Composition of Magnetic Nanoparticles
For the characterization of MNP as MPI tracers, it is important to not only con-
sider the magnetism of the particle core but to consider the whole system, consisting
of core, hydrodynamic shell, and the suspension medium. This becomes apparent
considering the respective influences on the magnetic behavior. While the magnetic
moment and the anisotropy axis of the particle depend on the size and structure of
the core, the behavior of relaxation dynamics also strongly depends on the hydro-
dynamic shell and the suspension medium.
The coating of magnetic cores with a hydrodynamic shell is an important step in
the synthesis process of MNP to prevent agglomeration and eventual sedimentation.
A second reason for the coating of MNP is their susceptibility to oxidation and
therefore instability in their properties as well as biocompatibility [129]. This process
is especially important for pure metals like iron, cobalt, and nickel [84]. The coating
not only keeps the particles in a colloidally stable state, it also opens up possibilities
to functionalize the particles [105] [96] by attaching therapeutic agents or additional
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imaging markers [133]. Biocompatible coatings include monolayer ligands, polymers
like dextran, and silica coatings [100].
The hydrodynamic shell of the particles influences their behavior, especially in the
regime of Brownian relaxation, as can be seen in (2.10). Particles, whose moments
are blocked, rotate via the Brownian mechanism. This mechanism also includes the
shell, which rotates together with the particle core. Therefore, a large hydrodynamic
diameter may significantly slow τB but may be necessary to keep the MNP colloidally






Figure 10: MNP are composited of the particle core and the hydro-
dynamic shell. The core may be composited of several
small crystallites to form a multicore particle (left) or
one large crystallite to form a single core particle (right)
according to [10].
.
cores inside hydrodynamic shells (Fig. 10 right). Assuming uniaxial anisotropy, this
single core particle consists of one so-called crystallite [10], which is the ensemble of
aligned magnetic moments. Besides these single core particles, so-called multicore
particles are a widely used particle type [147] [77]. Here, the particle core consists
of several crystallites that are clustered in one hydrodynamic shell (Fig. 10 left).
Consequently, this composition influences the time scales of the Ne´el rotational
behavior since the reorientation of the particles magnetic moment occurs separately
for each crystallite. As the reorientation time for smaller particles is faster than
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for larger particles (see Fig. 7), it is suspected that multicore particles with large
net magnetic moments composed of several smaller crystallites might be a suitable
particle type for high-frequency applications like MPI [27].
Still, it has to be considered that closely packed crystallites are strongly affected by
dipolar interaction [114], so that in addition to the anisotropy (2.2) and magnetic
energy, the energy of the dipole-dipole interaction strongly affects these particles.
The third influencing factor on the magnetic behavior of MNP is the suspension. A
suitable suspension medium is not only crucial for the stability and biocompatibility
of MNP, the viscosity in which the particles are suspended directly influences the
Brownian motion as can be seen in (2.10). This should be kept in mind, especially
when Brownian particles are used in blood.
It can be concluded that the behavior of MNP in a magnetic field depends on
several different aspects ranging from internal structure to external influences, like
suspension medium or magnetic field strength. All of these influences will eventually
more or less affect the image quality in a medical setup. However, before it can be
further discussed how MNP affect the image quality, the term itself and means to
measure need to be introduced.
2.2. Image quality
Many diagnoses and medical decisions depend upon the results of medical imaging.
The accuracy of anatomical or functional information is roughly condensed under
the term image quality. This represents a general judgment about the quality of a
medical image and is often associated with contrast and spatial resolution [125] [15]
[18].
The aim of this thesis is to investigate the relationship between image quality in
the sense of spatial resolution and tracers in MPI. In this chapter, the term image




2.2.1. Point Spread Function
The generally accepted definition of spatial resolution is the minimum size of an
object that can still be imaged or the minimum distance between two lines that can
still be resolved in an imaging system [15]. Following this concept, the fundamental
limit of the resolution in every digital imaging system is the pixel size (Fig. 11).
Even though it may still be possible to detect and image an object smaller than
this limit, it will only be imaged by filling out the whole pixel. Yet, this concept is
just the technical limit of imaging systems, presuming that the object is not located
between two pixels and that the system is capable of perfectly imaging the object
without any loss of information.
Figure 11: The pixel size as the fundamental resolution limit. Left:
The center pixel is completely filled and is therefore the
smallest resolvable unit of the imaging system. Right:
Two lines are one pixel apart from each other and have
the minimum resolvable distance from each other.
In reality, medical imaging systems often suffer from a blurring effect in the acquired
image compared with the imaged object. The reason is the PSF or impulse response,
which describes the relationship between a point-like object in the center of the Field
of View (FOV) and the corresponding image. It is mathematically described by the






h(x)g(x− x′)dx′ = (h ∗ g)(x) (2.20)
with the imaged object g, the PSF h, and the final image k. The convolution can be
understood as the superposed blurring or smearing effects for all imaged objects in
the FOV. A symmetric PSF is depicted in Fig. 12. In the top row it can be seen how
the PSF widens a point-like input directly in the center of the image. The output
in this case is equivalent to the PSF. Correspondingly, Fig. 12 (bottom) depicts
the effect of the PSF on two point-like inputs next to each other. It is noticeable
that the signal between the inputs in the image k is not fully reduced to zero. The
PSF of this example would therefore slightly reduce the contrast between the two
inputs.
Figure 12: The image k is the convolution of the input g and the
convolution kernel or Point Spread Function h.
This effect limits the achievable spatial resolution as two point-like sources can only
be resolved if their superposed signals still exhibit two separate peaks. This principle
is visualized in Fig. 13. Here, the dashed lines depict the point-like objects, the red
and blue lines are the corresponding PSFs and the black line is the output signal,
consisting of the superposed PSFs. In Fig. 13 (left), the distance between the two
objects is large enough so that they can easily be resolved. In Fig. 13 (middle),
the objects are getting closer and the single peaks begin two merge. Here, the
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output signal is barely recognizable as being composed of two separate peaks. At
this point, the distance between the objects corresponds to the width of the PSF at
50% of its height and is recognized as a typical measure for the spatial resolution
of imaging systems, called Full Width at Half Maximum (FWHM) [125] [15]. For
objects closer than the FWHM like in Fig. 13 (right), the system responses of
the objects superpose each other to a signal with only one major peak, making it












Figure 13: Two point-like objects can still be distinguished if their
distance is at least the width of the Point Spread Func-
tion at 50% of its height. Left: Point-like objects that
can easily be resolved. Middle: Objects at the resolution
threshold that can barely be resolved with the object
distance corresponding to the Full Width at Half Maxi-
mum. Right: The Objects can no longer be resolved.
2.2.2. Modular Transfer Function
An equivalent to the convolution can be found in the frequency domain, where it is
described as a multiplication:
K(f) = H(f)G(f) (2.21)
where H(f) and G(f) are the Fourier transforms of a convolution kernel h, an input
g and the spatial frequency f = 1/lfov with lfov as the length of the FOV. The






s(x)exp (−2piifx) dx (2.22)
where i = (−1)1/2. The Fourier transformation is employed to describe any periodic




ansin(2pinxf + ϕn) (2.23)
where an is a vector of Fourier coefficients (which is usually called the harmonic
spectrum) and ϕn is the vector of phase shifts for the sine component. The principle
is visualized in Fig. 14 with N = 7.
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Figure 14: A signal s(x) (red) can be decomposed into a sum of
sine functions. The amplitudes of the sine functions
correspond to the Fourier coefficients an and form the
harmonic spectrum.
Spatial frequencies are usually expressed in line pairs or cycles per millimeter [12]
[125] [15] and describe the number of periods of a frequency per length. The nor-
malized Fourier coefficients an/a0 of the Fourier transformed PSF H(f) plotted over
the spatial frequencies is called the Modulation Transfer Function (MTF).
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The name of the MTF is derived from the way it modulates the frequencies of
an input G(f). As per equation (2.21), the MTF is multiplied with the input
distribution of objects in frequency domain where the spatial frequencies of the
input are modulated accordingly. Thus, an amplitude in the MTF of 0.4 means a
reduction of the input amplitude of the respective spatial frequency in the output
to 40%.
Just like the PSF, the MTF can also be used as a measure for the maximum achiev-
able spatial resolution [12]. While the PSF describes the relationship between imag-
ing input and output in the spatial domain, the MTF describes this relationship in
the frequency domain.
Typically, a coefficient is defined when the signal damping becomes too strong to
resolve a sinusoidal input of the given spatial frequency (see Fig. 15). This may be
10% [15], but also other values like 3% or 5% have been proposed [125]. The corre-
sponding value on the x-axis then defines the maximum resolvable spatial frequency,
which is the inversion of the highest achievable spatial resolution.
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Figure 15: The MTF describes the signal damping over the spatial
frequency. A typical measure for the spatial resolution
is to set a maximum damping coefficient that still allows
two objects of the corresponding distance to be resolved.
In this case, the coefficient is 0.1.
Two criterions for the resolution, one in the spatial and one in the frequency domain
have been presented in the previous section. The next section will introduce a




The Nyquist frequency, based on the Nyquist-Shannon sampling theorem, is a fun-
damental law in the field of signal processing [122]. While the MTF describes the
loss in contrast for higher spatial frequencies depending on the transfer function,
the Nyquist frequency describes the number of sampling points needed to measure
a certain frequency in time or space and is given by:
fsample > 2fsignal. (2.24)
Thus, the frequency of the discrete number of sample points (or sample rate) must
be greater than twice as high as the frequency of the measured signal. Depending
on the imaging system, fsample may refer to the bandwidth of the detector or to the
density of detector elements. The latter applies to Charge-Coupled Device (CCD)









 I n p u t  s i g n a l S a m p l e d  s i g n a l
Figure 16: Top: Sampled signal with six detector elements. The
signal is undersampled resulting in an underestimated
frequency, called aliasing. Bottom: Sampled signal with




Here, an input signal of 4.5 periods is sampled with a detector consisting of 6 (top)
and 17 (bottom) detector elements. The latter satisfies the Nyquist criterion, while
the former violates it. Consequently, the input signal is undersampled and seems
to have a much lower spatial frequency, a so called aliasing effect. By contrast,
17 detector elements satisfy the Nyquist criterion (2.24) and the input signal is
sampled with the same spatial frequency. This principle can also be interpreted
from an imaging point of view. When treating the input signal as a sinusoidal
distribution that is to be imaged, a spatial frequency that meets the requirements
of the Nyquist frequency is necessary. If the bandwidth of the detector is somehow
limited and incapable of providing the needed spatial frequency (here given by the
number of detector elements), this distribution cannot be imaged without a loss in
resolution.
The Nyquist criterion is therefore only an indirect measure for the resolution; how-
ever, as discussed later in this thesis, it highly influences the image quality in MPI.





In this chapter, the fundamentals of MPI as well as the MNP characterization tech-
niques MPS and Magnetic Properties Measurement System (MPMS) will be intro-
duced. As the main topic of the thesis is MPI, it will comprise the largest part of
this chapter. The section regarding MPI will first cover the basic principle of signal
generation and spatial encoding. It will then be followed by an overview of the
two main reconstruction principles in the time and frequency domains and end with
additional implications for the imaging process in 2D and 3D. Since the principle of
signal generation in MPS is very similar to MPI, the section about MPS will cover
primarily, how it is employed as a technique to characterize the tracer performance
for MPI. In the section about MPMS, it will be described how it is employed to
measure MNP in a field regime of up to several Tesla and how the measurements
are employed to reconstruct the size distribution of the measured tracer.
2.3.1. Magnetic Particle Imaging
MPI is an imaging modality that enables the quantitative detection of MNP that
are employed as tracer material. It was developed at Philips Research Hamburg
and first published in Nature in 2005 [39]. The next milestone in the development
of MPI was the first report of three dimensional, real time in vivo imaging of a
beating mouse heart in 2009 [142]. At this time, the image reconstruction in MPI
was only possible in frequency space. This changed in 2010 and 2011, when the
X-Space formulation of MPI was published, first for 1D [42] and later for 2D and
3D images [43]. This formulation enabled the direct image reconstruction in space
based on the PSF. The latest significant step in the development process of MPI
was the multi-color MPI to distinguish different binding states of one tracer or of
different tracers from each other in the reconstruction process in 2015 [107].
To date, MPI has been used for monitoring MNP based hyperthermia [97], imaging
of sentinel lymph node biopsy [50], and in-vivo vascular imaging [142].
In the following chapter, the fundamentals of this imaging technology will be re-




































Figure 17: Signal generation in MPI according to Rahmer et al.
[108]. Clockwise from bottom left to bottom right: The
oscillating magnetic field periodically magnetizes the
particles that exhibit a nonlinear dynamic susceptibil-
ity, yielding a distorted oscillating magnetic moment.
From the measurement signal s(t), the characteristic
harmonic spectrum is derived and the fundamental fre-
quency (blue) is filtered out.
2.3.1.1. Basic principle Fig. 17 illustrates the fundamental principle of MPI.
When MNP are exposed to an oscillating external magnetic field H(t) (the drive
field, which operates at up to 25 mT) with a frequency f , the particles are peri-
odically magnetized (left) yielding an oscillating net magnetic moment m(t) of the
ensemble (top right). Due to the nonlinear shape of the dynamic susceptibility, the
oscillating magnetic moment is distorted compared with the sinusoidal excitation.
This particle induced distortion results in a moment that now not only oscillates
with f , but also with a set of higher harmonics. Induction coils are employed to
measure the magnetic moment, so the total MPI signal can be derived according to
Knopp [72]: The induced voltage due to Faradays law is based on the time derivative
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In MPI, the total magnetic flux density inside the pickup coil comprises not only
the magnetic field generated by the magnetized tracers, but also the drive field.
Since the drive field is harmonic over the whole FOV including the pickup coils, its
contribution to the overall induced voltage can easily be calculated using (2.25) and
B = µ0HDrivesin(ωt).
To describe the voltage induced by the field that is generated by the magnetized
tracers, the law of reciprocity is applied, stating that the receive properties of a
coil are the same as their field generating properties. The induced voltage is then







with ~M being the particle magnetization and p(~r) being the coil sensitivity as a
function of the location in the FOV (A detailed derivation of the coil sensitivity via
the Biot-Savart Law can be found in [72]). Hence, in MPI the differential of the
particle magnetization as well as the differential of the drive field are measured (Fig.
17 right).
Since the drive field is approximately five decimal powers higher than the system
response of the MNP, the first harmonic is filtered using highpass filters. This leads
not only to the suppression of the voltage fraction induced by the drive field, but also
to the suppression of the first harmonic of the particle response. The measurement
signal can therefore be expressed as:





( ~M(~r, t)− ~M1(~r)sin(ωt))p(~r)d3~r (2.27)
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with ~M1(~r)sin(ωt) as the suppressed first harmonic of the magnetization. For the
imaging process, usually the harmonic spectrum beginning with the third harmonic
(Fig. 17 bottom right) is employed.
2.3.1.2. Spatial encoding The spectrum alone does not yield a spatial resolution,
as there needs to be a way to distinguish the superposed signals from each other
that are generated by tracers at different locations. Therefore, an additional field
is introduced (selection field) generated by two Maxwell coils. These Maxwell coils
generate a linear field gradient G between each other, resulting in a distinct offset
field Hoff(x) = −G/µ0x in the field of view depending on the location x.
t  =  t 3t  =  t 1
H dri
ve
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Figure 18: Signal superposition of drive field H(t) (top) and selec-
tion field Hoff(x) over the field of view (bottom) at dif-
ferent times t. The field superposition generates a field
free point (FFP) moving through the field of view.
Fig. 18 depicts the superposition of both drive field and selection field over the
FOV at three different times t = ti. This superposition yields the resulting magnetic
field:
Hexc(x, t) = HDrive(t)−Gx/µ0 = HDrive(t) +Hoff(x) (2.28)
and therefore a different alternating excitation field at every location in the FOV.
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This results in the movement of a Field Free Point (FFP) through the FOV, whose
position is varied via the time dependent drive field. Consequently, tracers at dif-
ferent locations in the FOV are influenced by different magnetic fields.
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Figure 19: MPI signal generation. (a) The scanned regime of the
dynamic susceptibility; (b) The resulting magnetic mo-
ment of tracers at different locations in the FOV; (d)
Fourier spectrum of the measurement signal.
The effect on the signal generation of different magnetic fields at every location
can be seen in Fig. 19. The colored area in (a) depicts the covered excitation
field regime Bexc(x, t) of the magnetization curve without offset field Boff (left), the
situation usually at the center of the FOV, and with an applied negative offset field
(right), respectively. Fig. 19 (b) depicts the resulting net magnetic moment m(t) of
the tracer as a consequence of the excitation Bexc(x, t). To suppress spurious signals
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of the drive field in the detector, the fundamental frequency f1 is filtered out, also
removing the first harmonic of the magnetic moment. Lacking the full information
on the measured magnetic moment, a Fourier Transformation is performed and
the magnetic is evaluated in frequency domain (c) without f1. It can be seen,
that for field offset Boff = 0 mT, the even harmonics vanish due to the symmetry
of the magnetization curve, whereas additional even harmonics occur for nonzero
field offsets (green dots in (c)). These different spectra at different offset fields
are exploited to reconstruct the particle distribution from the overall measurement
signal. This reconstruction process will be explained in more detail in the next
sections.
2.3.1.3. Frequency domain reconstruction The reconstruction in the frequency
domain is called the system matrix reconstruction. The name is derived from the
system matrix (or transfer function) A that describes the response of the system in
frequency domain to a point source (a zero dimensional particle distribution, i.e.,
delta distribution) for every discrete spatial position ~r in the FOV. This leads to a
matrix with the size n × m with n as the number of voxels in the FOV and m as
the number of harmonics. In vector form, the overall relationship between system
function and measurement signal s can be written as:
ANp(~r) = s (2.29)
with Np(~r) as the amount of particles as a function of the location, also called the
spatial tracer distribution. The signal of a point-like source of MNP at the given
location ~r = ~r ′ in the FOV can be written according to (2.27) and the relationship:∫ ∞
−∞
f(~r)δ(~r − ~r ′)dx = f(~r ′) (2.30)
as:




with ~Mfilter = ~M− ~M1sin(ωt) and δ as a delta distribution. Thus, the corresponding
row of the system matrix can be obtained by the Fourier transformation F of the
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signal and normalization to the particle amount:




Inserting the Langevin function (2.3) into (2.31), a system function can be modeled
for demonstration purposes (Fig. 20).
Figure 20: System matrix modeled via Langevin function. The de-
picted waves correspond to the harmonic amplitudes at
each location in the normalized FOV. The harmonic
spectra seen earlier are therefore orthogonal to x and m.
The color map only indicates the strength of the har-
monic amplitude and is used to distinguish the values
from one another.
Here, the harmonic amplitudes are depicted for the 1D case over the normalized
FOV. The harmonic axis in this picture is orthogonal to the x- and y-axis and not
visible. The depicted waves are the absolute harmonic amplitudes beginning with
the first harmonic f1 in the background (which is usually filtered out) to the higher
harmonics in the foreground. The color map only indicates the strength of the
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harmonic amplitude and is used to distinguish the values from each other. These
spectra form the set of base functions out of which s is composed. In the ideal
case of particles behaving purely according to the Langevin function, the distinct
form of the curve shape of each harmonic amplitude over the FOV can be modeled
using Chebyshev polynomials of the second kind [108] [85], which will be further
elucidated in section 4.3.




where I is the identity matrix that is derived from the multiplication of A⊕A with
A⊕ as the Moore-Penrose pseudoinverse of A.
It should be mentioned here that the solution of the least squares problem does
not usually lead to a satisfying result. Not only is the inverse problem highly ill-
conditioned, the measurement vector is also composed not only of the particle signal,
but also of a significant noise contribution s = sparticle + snoise. This gives rise to the
need of regularization [76].
The most common approaches for regularization are based on the manipulation
of the singular values (the square root of the eigenvalues) of the system function,
thereby suppressing signal components that are too heavily contaminated by noise.
Such approaches are mostly based on the Singular Value Decomposition (SVD), like
the truncated SVD or the Tikhonov regularization. The SVD is given by:
A = UΣV∗ (2.34)
where A is the system function with n × m entries and rank l, U is an m × m
unitary matrix, Σ is a sparse m × n matrix with the only non zero entries being the
singular values of A on the main diagonal and V∗ is the conjugate transpose of the
unitary matrix V. The Singular Value Decomposition enables a simple inversion of
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the system function by inverting the singular values σi of Σ:
Σ⊕n,m =
 1σi , for i = j ≤ l0, else (2.35)
and reconstructing the inverse system function A⊕ via matrix multiplication. Since
the truncated SVD as well as the Tikhonov regularization are based on a weighting
function applied on the singular values, the SVD is a commonly used approach in
solving inverse problems [7]. The difference between the truncated SVD and the
Tikhonov regularization is the weighting function applied on the singular values
before inversion. While a cutoff value k < l is set for the truncated SVD, where the







with λ as a regularization factor. The resulting curve form of the weighting factors
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Figure 21: Singular value weighting factors of truncated Singular
Value Decomposition compared with Tikhonov regular-
ization.
algorithm [61] is a regularization approach commonly used in MPI (often in combi-
nation with the Tikhonov regularization) [142] [70] [106]. As the name suggests, the
Kaczmarz algorithm is an iterative solver, following the relationship (for an n × m
matrix with m ≥ n and m as the number of harmonics employed in reconstruction
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and n as the number of voxels):
~Np,k+1 = ~Np,k + λ
si − 〈~ai, ~Np,k〉
||~ai||2 ~ai,with i = (k mod m) + 1 (2.37)
where k is the iterative step, si is the i-th measured harmonic of the MPI signal and
ai is a row from the system function, consisting of the responses of i-th harmonic
over the FOV. The Kaczmarz regularization iteratively solves each equation of
the linear system, which are interpreted as hyperplanes of the solution space [53].
Thus, every iteration consists of as many subiterations as there are harmonics in
the reconstruction process and with every subiteration, the particle distribution is
solved employing the i-th harmonic. Therefore, the total number of calculations is
K iterations times m harmonics or subiterations.
The main advantage of the Kaczmarz algorithm is the reconstruction speed and its
memory usage. While the complete system function has to be stored in memory for
direct reconstruction methods, iterative methods consume much less memory due
to the separate calculations for each row. Furthermore, iterative methods tend to
be faster than direct methods. In this work, the Kaczmarz algorithm is used when
reconstructing the particle distribution.
2.3.1.4. Time domain reconstruction The time domain reconstruction of MPI
is based on the work of Goodwell and Conolly [42] [43] and was proposed under the
term X-Space MPI. As the name suggests, it was derived to describe the theory of
MPI and the reconstruction of the particle distribution in the time domain instead
of the frequency domain to avoid the time consuming measurement of the system
function. This is done via the description of the movement of the FFP that was
visualized in Fig. 18 according to Goodwell. Based on the superposition of the time













Given the relationship Φ =
∫
BdA and assuming tracers only in x-direction, the
magnetic flux inside the pickup coil generated by the magnetic field of sinusoidally










with cFe(x) as the location dependent concentration or particle density distribution.
Using the convolution theorem (2.20) and Faraday’s law of induction, equation (2.40)
can be rewritten as:























= (h ∗ g)(x).
(2.42)
As can be seen in (2.42), the image equation is expressed as the convolution of the
particle distribution and the derivative of the Langevin function, which serves as the
PSF h(x) (see also section 2.2.1). The particle distribution can then be calculated
by performing a deconvolution.
In the multidimensional case, the PSF must also be expressed as a two- or three-


























































with ||ξ|| = µ0m
kBT
√
(Gxx)2 + (Gyx)2 + (Gzx)2. The PSF in a two-dimensional image
is depicted in Fig. 22. The specifics of the multidimensional X-Space MPI will not
be elaborated any further at this point. A more detailed derivation can be found
in [43].
Figure 22: 2D Point Spread Function simulated for sequential ac-
quisition for every single row.
2.3.1.5. Multidimensional MPI To understand the signal generation in MPI and,
later on, the achievable resolution, it is of high importance to review the specifics
of two- and three-dimensional MPI in the frequency domain. As shown in Fig. 19,
the 1D encoding is achieved via a superposition of the time dependent drive field
and location dependent field offset. To extend the spatial encoding from a line to a
volume, it is necessary to introduce a second and a third drive field HDrive,y(t) and
HDrive,z(t) as well as corresponding gradient fields Hoff,y(x) and Hoff,z(x). To move
the FFP over the full FOV, the three drive fields are operated at different frequencies,
for example, fx,y,z = (24.51, 25.25, 26.04) kHz [106]. While the movement of the FFP
was just a movement along the FOV in 1D (Fig. 18), in 2D and 3D the FFP moves
along a Lissajous trajectory based on the slightly different FFP velocities in each









Figure 23: Left: Two-dimensional Lissajous trajectory pattern of
the FFP; Right: Three-dimensional Lissajous trajectory
pattern of the FFP.
This mechanism of simultaneous excitation with three different frequencies heavily
influences the signal generation in MPI. While harmonics in 1D MPI occur at integer
multiples of the excitation frequency, e.g., fi = (25.25, 50.50, 75.75, 101.00, ...) kHz
for fDrive = 25.25 kHz, mixed frequencies given by:
f = |nxfx + nyfy + nzfz| (2.44)
must be taken into account for multidimensional MPI [109], where nx,y,z ∈ Z is
the n-th harmonic of the respective excitation frequency fx,y,z. This is exploited
in the reconstruction process as these mixed frequencies yield valuable additional
information about the tracer distribution in the FOV.
In the following section, the zero dimensional MPI or MPS that serves as one of
the most important devices for the characterization of MNP regarding their MPI
performance will be addressed.
2.3.2. Magnetic Particle Spectroscopy
This section addresses the characterization of magnetic nanoparticles with MPS.
MPS is widely regarded as one of the most established modalities for the characteri-
zation of MPI tracers [8] [91] [86] [127]. Since the basic principle of signal generation
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is equivalent to MPI, the section concerning the principle of MPS will be kept short.
More importantly, it will explain how MPS is typically used to characterize tracers
in terms of their MPI performance.
2.3.2.1. Basic principle Lacking the gradient field and therefore the spatial res-
olution, MPS is the zero dimensional and thus, spectroscopic version of MPI. This
makes it a very valuable tool to explore the spectral response of MNP in the en-
vironment found in MPI. Just as in MPI, the tracers are excited by a drive field
HDrive at a frequency f that corresponds to the parameters at which an MPI scanner
is typically operated. The drive field periodically magnetizes the tracers, yielding
a magnetic moment in the temporal characteristic of a distorted sinusoidal signal.
Since inductive coils are used for signal acquisition, the time derivative of the parti-
cle moment dm/dt is measured. To suppress signals of the drive field in the detector,
the fundamental frequency f1 is filtered out, which leaves the harmonic spectrum
beginning with the third harmonic.
Due to the same signal generation principle, the amplitudes of the MPS signal are
regarded as an indicator of the suitability of MPI tracers [8].
2.3.2.2. Characterization of MPI tracers Lacking the spatial information, MPS
yields the harmonic spectrum corresponding to the center of a 1D FOV where Boff =
0 mT. Since the gradient field only produces local offsets to scan different ranges of
the respective dynamic magnetization curve, relatively high MPS spectra also yield
relatively high MPI signals. This can be easily proven via (2.41) and (2.42), which
state that the MPI signal in time domain can be written as the convolution of the
tracer distribution in the FOV and the PSF. Written in frequency domain, (2.42)
yields:









where F (IMG(xs(t))) is the MPI signal divided by a constant factor and the velocity




is the MPS spectrum,
all in frequency domain. The MPI signal outside of the center of the FOV therefore
directly depends on the MPS spectrum.
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The lack of a gradient field, and therefore lack of a FOV, gives MPS the significant
advantage in the characterization of MNP that it is considerably easier and less ex-
pensive to build than an MPI system. Additionally, it has a much higher sensitivity
since the pickup coils are closer to the sample.
Typically, MPS measurements are performed at a drive field frequency of f = 25
kHz at field strengths between BDrive = 5 mT and BDrive = 25 mT as MPI is
typically operated in this regime [8] [28]. Yet, since safety limits in MPI are still
debated [113] [116], MPS has also been established as a valid tool to investigate the
dynamic behavior of MNP at other frequencies [138] [75].
As the maximum dose of MNP that may be injected into the body is limited [142],
it is not possible to just increase the particle concentration to maximize the signal
indefinite. The aim is therefore to produce particles with large amplitudes of the
MPS spectrum normalized to the iron content of the particles. The typical procedure
of particle characterization in MPS is the comparison of the examined tracer with
the established tracer Resovist, normalized to the iron content in Am2/mol(Fe) or
Am2/mg(Fe). The tracer Resovist, as a clinically approved contrast agent, has been
used for several studies since the beginning of the research on MPI [39] [142] and has
been established as a gold standard for tracer characterization in MPI [1] [33] [92]. A
tracer with an iron normalized harmonic spectrum larger than Resovist is considered
a potentially suitable tracer. For an intuitive comparison of several spectra, often
only the amplitude of the third harmonic is used [92] [127], enabling the comparison
of tracers via a single parameter. The drawback of this comparison is the omission
of the harmonic decay.
2.3.3. Magnetic Property Measurement System
The SQUID based MPMS is a well-established technique for the characterization of
magnetic materials [29] [144] [136] under the exposure of a static magnetic field. This
technique dates back to 1967 [19], shortly after the development of the Josephson
junctions that are employed for the measurements.
2.3.3.1. Measurement principle The MPMS enables quasi-static measurements
of MNP (or any other magnetic material) in a wide variety of temperatures and
magnetic fields. The parameter space comprises a variable temperature between 2
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K and 400 K at field strengths up to 7 T [9], enabling both m(H) and m(T ) mea-
surements that can be converted to M(H) and M(T ) measurements by normalizing
m to the volume of the material.
Contrary to the signal generation in MPI in section 2.3.1 or MPS in section 2.3.2,
the static magnetic field of M(H) measurements allows the particles to reach static
equilibrium. Given a certain waiting time between applying the magnetic field and
measuring the particle magnetization, MPMS measurements enable the acquisition
of the steady state magnetization.
2.3.3.2. Tracer characterization In consequence to the static character of the
method, dynamic influences can be ignored (at least for MNP in liquid suspensions)
and the measured magnetization of MNP can be modeled as a superposition of
magnetization curves given by the saturation magnetization Msat and the Langevin
function (2.3) and (2.4):
M(H) = Msat
∫
P (dc)L(H, dc)ddc (2.46)
where P (dc) is the size distribution of magnetic core diameters. There are currently
two established fit procedures to reconstruct P (dc) from magnetization measure-
ments, both employing the Moment Superposition Model by Chantrell [16]: A fit
with a fixed curve form, described by the mean (or median) core diameter µ and
standard deviation σ on the one hand and a completely free reconstruction in a
certain range of diameters on the other hand.
For the fixed curve fit, a log-normal distribution is usually presumed (among others
in [28] and [92]), given by (2.6) and (2.7), which, for example, can be solved by
employing the Levenberg-Marquardt algorithm [93]. Assuming that the saturation
magnetization is reached, the inverse problem consists of five unknown variables for a
bimodal distribution (µ1,σ1,µ2,σ2,β) and two variables for a monomodal distribution
(µ1,σ1).
The free reconstruction describes the size distribution as a classic inverse problem
with the measured magnetization M , a system function A and the unknown solution
P (dc):
M(H) = A(H, dc)P (dc) (2.47)
- 41 -
2 FUNDAMENTALS
The system function A is a matrix with i rows and j columns, where i is the number
of data points of the magnetization measurements and j is the number of core sizes.
This inverse problem can be treated, for example, with the SVD approach, as first
done by Berkov [6]. In comparison, both approaches have advantages and disad-
vantages. The advantage of predefined distribution functions is the reduction of the
solution space to the variables of the function. The disadvantage of this approach
is the fixed curve form that might lead to inaccurate results, if the a priori assump-
tions are incorrect. For free reconstructions, the advantages and disadvantages are
interchanged. They may have a large solution space and, in case of magnetization
measurements, are ill-conditioned, giving rise to the need of heavy regularization
of the singular values. On the other hand, it is possible to reconstruct the size
distribution without a priori assumptions on the particles.
After having laid the foundations necessary for this thesis, the MNP used for all
experiments will be presented and characterized via MPS and MPMS. Moreover, a
reconstruction procedure will be presented to obtain the size distribution of particle
cores without a priori assumptions or singular value regularization.
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3. Magnetic characterization of tracers used in the
thesis
For several years, the tracer Resovist R© was a gold standard for MPI. At the time
of the introduction of MPI by Gleich and Weizenecker [39], it was a commercially
available and clinically approved contrast agent for Magnetic Resonance Imaging
and also showed promising results in MPI. Since then, Resovist has been taken off
the market in Europe, making it difficult to acquire Resovist R© for experiments. An
alternative is the tracer FeraSpin R by the Berlin based company nanoPET Pharma
GmbH. This tracer has been shown to have nearly the same magnetic properties
as Resovist R© [37]. Additionally, differently sized fractions of FeraSpin R, named
FeraSpin XS, S, M, L, XL and XXL, are available. These separated fractions of
FeraSpin R have the same chemical composition as Resovist R© and differ in their
mean hydrodynamic diameter ranging between 20 nm and 70 nm [92]. Due to
the commercial availability, the same chemical composition and the broad range of
particle sizes, FeraSpin R and its 6 fractions have been chosen for all experiments
in this thesis.
In the following chapters, the tracers will be characterized regarding their magnetic
properties. Here, a characterization of their magnetic core sizes will be performed
based on static magnetization measurements. Furthermore, the MPS will be used
for the dynamic tracer characterization, yielding a first indication of the potential
tracer performance in MPI.
3.1. Static magnetic characterization
The static M(H) measurements were performed according to chapter 2.3.3, employ-
ing a commercial MPMS system from Quantum Design (USA). All measurements
were performed at room temperature with applied fields between 0 T and 5 T. All
samples were diluted to an iron concentration of cFe = 5 mmol/L. To obtain the
magnetic core size distribution, a fit procedure based on the iterative Kaczmarz
algorithm, that will briefly be described here, was used.
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3.1.1. Measurements
The results of the static M(H) measurements can be seen in Fig. 24 and 25. Here,
the results for the entire magnetization curve up to 5 T, as well as a limited magne-
tization curve up to ±25 mT, are depicted. The M(H) measurement up to 5 T is
the basis for the fit of the magnetic core size distribution, whereas the limited M(H)
measurements yields the static behavior in the field regime typical for MPI.
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Figure 24: Magnetization curves of FeraSpin series.
It can be seen in Fig. 24 as well as in Fig. 25 how the differently sized particles
have very different magnetization behaviors. While small particles, like FeraSpin
XS and S, exhibit a very slow increase in magnetization that grows stronger for
larger field strengths, the magnetization of large fractions, like FeraSpin L, XL and
XXL, already exhibit a strong increase in magnetization at low field strengths. Some
particles even show intersecting magnetization curves, like FeraSpin M and R. It has
been demonstrated by Eberbeck et al. that this phenomenon may be attributed to
the different mode sizes in a bimodal distribution of magnetic core sizes [28].
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Figure 25: Limited magnetization curve in the boundaries
[−25mT,+25mT].
3.1.2. Fit procedure
In chapter 2.3.3, the current methods for a fit of the magnetic core size distribution
were presented.
In general, the size distribution is reconstructed by solving the inverse problem in
(2.47) for P (dc) with A as the system function of the magnetization measurement.
Here, a free reconstruction will be presented that is based on the iterative Kacz-
marz algorithm, which is also employed for MPI. This fitting procedure combines
advantages of free estimations and fits based on a fixed curve form. It neither relies
on predefined curve forms nor on singular value based regularization. Instead, the
iteration number plays the role of the regularization parameter [53].
Corresponding to the system function in MPI, A describes the response of every
particle core size to the applied magnetic field strength Hi (see Fig. 26).
The particle distribution in the FOV in (2.37), the size distribution is reconstructed
via:
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Figure 26: System function of the magnetic core size distribution
fit employing magnetization measurements.
Pn = Pn−1 +
Mi − ATi Pn−1
||Ai||22
Ai, i = 1...m (3.1)
with m as the number of measured data points. Every iteration n therefore con-
sists of a sweep through all measurement values, resulting in m subiterations. In
each subiteration, the size distribution is reconstructed with the row of the system
function Ai and the measurement point Mi. In accordance to results based on ex-
periments and simulations [118], the reconstruction of P (dc) will be performed with
n = 1000 iterations.
3.1.3. Fit results
The obtained size distributions are depicted in Fig. 27. FeraSpin R as the basis
suspension has a large mode at core diameters around 7 nm and a small mode at
core diameters around 25 nm. FeraSpin XS and S are the only suspensions with
only one mode of particle diameters, both in the regime of the small particle mode
of FeraSpin R. While FeraSpin S still consists of particle sizes up to 17 nm, FeraSpin
XS solely consists of very small particles up to 12 nm. In the size distribution of
FeraSpin M, two modes are evident, even though they are already very close to each
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other and can nearly be treated as one very broad mode around 10 to 15 nm. The
fractions FeraSpin L to XXL consist mainly of the larger mode of around 25 nm and
only have very few small particles contributing to the magnetization curve.
FeraSpin R and its three large fractions all exhibit particle sizes of up to 34 nm.
This result is in contradiction to earlier size fits where a slow decay of particles sizes
up to 50 nm was found [92]. Still, those large particle sizes could not be observed via
transmission emission microscopy, so this might be a more realistic representation.
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Figure 27: Magnetic core size distribution of FeraSpin Series.
In the following section, the results of the dynamic magnetic characterization are
presented.
3.2. Dynamic magnetic characterization
The MPS characterization of the FeraSpin Series was performed with an iron con-
centration cFe = 50 mmol/L, frequency f = 25.25 kHz, measurement time t = 10 s,
and the drive fields BDrive = [12, 25] mT.
The resulting spectra for both field strengths are in accordance to the static magne-
tization curves at M(25mT ) and their corresponding magnetic size distributions, as
it is assumed that particles of dc > 20 nm produce the strongest MPS signal [39] [33].
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While the smallest fraction FeraSpin XS and S exhibit only a very weak spectrum
that at some point drop below noise level, the harmonic amplitudes are much larger
for bigger particles. While FeraSpin M already exhibits a similar spectrum like
FeraSpin R at lower harmonics (especially for BDrive = 25 mT), its harmonic am-
plitudes drop much faster than for unfractioned FeraSpin R. For the weaker drive
field BDrive = 12 mT, it nearly drops to the level of FeraSpin S of around the 31st
harmonic. A similar behavior can be observed for FeraSpin L which drops to the
level of FeraSpin R for BDrive = 12 mT at higher harmonics and nearly reaches the
level of FeraSpin XL and XXL at BDrive = 25 mT at low harmonics. FeraSpin XL
and XXL perform very similar at all applied drive fields.
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Figure 28: MPS characterization at Bdrive = 12 mT.
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Figure 29: MPS characterization at Bdrive = 25 mT.
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Figure 30: MPS characterization at Bdrive = 12 mT of immobilized
particles.
Furthermore, all particles were immobilized via freeze-drying to evaluate the ratio
of Ne´el rotation and combined rotation via Ne´el and Brown for each suspension.
The results are depicted in Fig. 30 and Table 1. In the latter, the ratio of the
third harmonic amplitudes |m˜3| as well as the |m˜5|/|m˜3| ratios for mobile and im-
mobile particles are depicted. In accordance to section 2.1.5, the attenuation of
harmonic amplitudes grows stronger with increasing particle sizes. The value of
1.03 for FeraSpin M can likely be attributed to agglomerations in the freeze-drying






FeraSpin XS 1.00 1.00
FeraSpin S 0.92 0.90
FeraSpin M 0.94 1.03
FeraSpin R 0.77 0.90
FeraSpin L 0.70 0.91
FeraSpin XL 0.67 0.88
FeraSpin XXL 0.62 0.88
Table 1: Ratio of |m˜3| and |m˜5|/|m˜3| of pure Ne´el rotation and com-
bined rotation via Ne´el and Brown.
Based on these measurements, it can be assumed that FeraSpin L to XXL with
comparably large core sizes will exhibit the most promising MPI performance, even
though it can be observed that the harmonic amplitudes strongly decrease when
Brownian rotation is supressed.
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What these measurements cannot reveal is their quantitative performance. There-
fore, two essential questions about the tracer performance arise that cannot be
answered by MPS measurements alone:
• What is the achievable resolution under different noise conditions?
• What does an increase of the harmonic amplitudes quantitatively mean for
the resolution improvement?
Before answering these questions, how the harmonics in general are related to the
achievable spatial resolution in MPI will first be investigated.
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4. Influence of the available harmonics on the
achievable resolution
In this chapter, the concepts of PSF and MTF to evaluate the imaging performance
as they were introduced in a general sense in section 2.2 are set in the context of
MPI. Furthermore, a relation will be presented to calculate the achievable resolution
in dependence on the SNR.
4.1. Spatial frequencies in MPI
It has been pointed out in chapter 2.2.2, that the MTF is the Fourier Transform
of the PSF. Here, the PSF corresponds to the convolution kernel of X-Space MPI
(2.42) and the MTF corresponds to the MPS spectrum. Their relation is depicted
in Fig. 31, where both are given for lfov = 2 cm.
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Figure 31: The MTF in MPI corresponds to the MPS spectrum. It
is related to the PSF via a Fourier Transform (FT) and
vice versa.
In consequence, MPS spectra may be plotted not only over the harmonic number
but also over the cycles/mm of the spatial frequencies. As there is no FOV in MPS
due to the missing field gradient, a hypothetical field gradient has to be presumed.
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where HppDrive is the peak to peak amplitude of the drive field. Given the theoretical
FOV, the spatial frequency fspatial in cycles per mm of the j-th harmonic can be










This can be proven in spatial- as well as in frequency domain. It can be seen in Fig.
32, that one period of the drive field with frequency f corresponds to one forward
and backward scan of the FOV, hence 2lfov. Since the harmonics of the PSF (the
MPS spectrum) are multiples of the fundamental frequency j · f , the j-th harmonic
also has j periods over the course of two scans of the FOV. This principle is depicted
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Figure 32: Spatial frequencies in time domain. The harmonic num-
ber j corresponds to the number of periods to scan the
FOV twice.
Corresponding to the first harmonic, that has one period over the course of a forward
and backwards scan, higher harmonics (here: the third and fifth harmonic) have
three and five periods in two scans of the FOV, confirming the statement in equation
(4.2).
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In frequency domain, where the system function is employed for reconstruction (see
section 2.3.1.3), the spatial frequencies can be derived from a measured as well as
from a modeled system function. A modeled system function, split into odd and




































off/ Bdrive  Boff/ Bdrive
Figure 33: The row wise normalized amplitudes of odd (left) and
even harmonics (right) in a Langevin modeled system
function, mapped over the FOV. The spatial frequencies
correspond to half of the harmonic number.
Here, the row wise normalized harmonic amplitudes up to the 49th harmonic are
depicted over a normalized FOV and the corresponding offset fields Boff/BDrive =
[−1, ..., 1]. It can be seen, that due to the characteristic field offset over the FOV, a
different harmonic spectrum is generated at each location. The maxima and minima
of the harmonic amplitudes of each harmonic over the FOV are clearly visible as the
yellow and blue areas. Moreover, it can be seen that the density of the maxima and
minima over the FOV increases with every harmonic. The spatial frequencies can
be derived in the same manner as they were from the PSF. The amplitudes of the
first harmonic in Fig. 33 (left) span a half wave over one FOV, while the amplitudes
of the third harmonic span 1.5 waves over the same distance. The same applies for
the even harmonics in Fig. 33 (right), where the amplitudes of the second harmonic
span exactly one period over the FOV. Therefore, the harmonic number can be
directly attributed to the spatial frequencies according to (4.2) in the same manner
as it was in spatial domain.
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4.2. Intrinsic and extrinsic resolution
Having established the relation between spatial frequencies and the harmonic num-
ber in (4.2) as well as the relation between MPS spectrum and MTF, one can plot
the MTF and set a factor marking the spatial frequency corresponding to the max-
imum loss in contrast, where two objects can barely be resolved as it was presented
in section 2.2.2. This procedure is an absolutely valid approach and once having
found a reliable threshold, it will be a trustworthy measure for the highest resolu-
tion achievable by the tracer. However, it is important to keep in mind that the safe
maximum dose for the tracer Resovist was reported to be 2.2 mg Fe/kg [121]. Given
the blood volume of about 77 mL/kg for men and about 65 ml/kg for women [120],
one can calculate the maximum iron concentration in blood in the steady state
for men to cFe, max =
2.2 mg/kg
77 mL/kg
= 0.029 mg/mL = 0.5 mmol/L and for women to
cFe, max = 0.034 mg/mL = 0.6 mmol/L, respectively. For an application in humans,
it will therefore not be possible to increase the dose indefinite to improve the SNR,
so one will need to include the noise level into considerations regarding the resolu-
tion.
The principle is visualized in Fig. 34. The MTF is the normalized MPS spectrum
(in [70] the, MPS sprectrum is normalized to the maximum of the PSF) and due to
this normalization, its shape and amplitude are independent from the iron concen-
tration (assuming no particle interaction at higher concentrations). This does not
apply for the noise level in the MTF. Depending on the iron content, the noise floor
might reach completely different levels in the otherwise unchanged MTF. For low
iron concentrations like the safe medical dose in the steady state, it is possible that
a significant part of the harmonics (and therefore spatial frequencies) drops below
the noise floor, including the resolution threshold, which makes these harmonics
unusable for reconstruction. The SNR is therefore directly related to the achievable
resolution, which makes the resolution a dynamic parameter depending on the par-
ticle properties and the iron amount per voxel in the FOV. Hence, two resolution
definitions are presented here:
• Intrinsic resolution: Maximum achievable resolution depending on the shape
of the MTF or PSF.
• Extrinsic resolution: Achievable Resolution under given noise conditions and
iron concentration in dependence on the SNR.
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Figure 34: The Modular Transfer Function as a measure for the
maximum resolution. The intrinsic resolution, derived
from a defined contrast loss in the MTF, might differ
significantly from the extrinsic resolution determined by
the SNR.
To resolve two objects at a certain distance from each other in the reconstructed
image, at least the corresponding spatial frequency (i.e. harmonic) is needed. A
visualization of the influence of the available harmonic on the resolution is depicted
in Fig. 35. Here, a simple tracer distribution consisting of two square objects next
to each other is shown in comparison to the spatial frequencies of the 3rd and 9th
harmonics. To image both objects, so that they can be distinguished from each other
in the reconstructed image, the highest spatial frequency has to be close-meshed
enough to resolve the objects. This principle is comparable to a spatial version of
the Nyquist-Frequency (see section 2.2.3) with the extrema density of the highest
available spatial frequency as the sample rate. Whether a harmonic is available for
reconstruction mainly depends on the SNR, which is determined by the magnetic
properties of the tracer, the tracer amount and the level of background noise. It
is therefore not enough to consult the MTF for an estimation of the resolution, it
is important to know the MPI signal and the harmonics above noise that can be
employed for reconstruction. Using (4.2) with fspatial,j(jmax) with jmax as the highest
harmonic employed in reconstruction one can calculate its inverse R to obtain the
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Figure 35: Spatial frequencies of the 3rd and 9th harmonic with a
simple theoretical tracer distribution. The spatial fre-
quency of the 3rd harmonic is too coarse-meshed to im-
age the given tracer distribution. The spatial frequency
of the 9th is close-meshed enough to distinguish between
the two tracer clusters after reconstruction.













In the example above, the SNR must therefore be sufficiently high, so that the
9th harmonic can be employed for reconstruction. For the normalized FOV, the
resolution is then calculated to R = 2lfov/9 = 0.22lfov, which is just the distance
between the two object centers in Fig. 35.
4.3. Influence of the harmonic structure in spatial domain
So far, it has been presumed, that the extrema of the spatial frequencies in frequency
domain, which determine the achievable spatial resolution, are equally distributed
over the FOV. This would be correct, if the spatial frequencies were based on
a simple trigonometric function sin(jx). Yet it has been proven in [108], that the
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harmonic amplitudes in MPI over a 1D FOV are based on Chebyshev polynomials of
the second kind and the amplitudes of the j-th harmonic are based on the j−1-th
Chebyshev polynomial. Furthermore, the harmonics are modulated with the velocity
of the FFP, as was proven in [42]. This yields for the modulated j-th Chebyshev













Exemplary modulated Chebyshev polynomials according to (4.4) are depicted in
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Figure 36: Modulated Chebyshev polynomials of the second kind.
Clockwise from top left to bottom left: U˜2, U˜5, U˜19, U˜12,
which corresponds to j = 3, 6, 20, 13.
Fig. 36. Here, an issue can be seen that so far has not been addressed. In the
equation for the achievable spatial resolution in dependence on the highest available
harmonic number, the density of extrema over the FOV was presumed to be equally
distributed. Here, it can be seen that the distance between extrema ∆ = j − j−1
actually varies over the FOV. This becomes even clearer in Fig. 37. Here, the
distance of all extrema ∆ are depicted for the same Chebyshev polynomials as in
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Figure 37: Extrema distance of Chebyshev polynomials in compari-
son to mean distance. Clockwise from top left to bottom
left: U˜2, U˜5, U˜19, U˜12.
Fig. 36. So even though the mean value (i.e. the extrema density) is employed
for the resolution, it should be kept in mind, that the extrema density is higher at
the edges of the FOV. Yet at the same time, due to the modulation with the FFP
velocity, the amplitude at the edges of the FOV is highly diminished. This reduces
the number of measurable harmonics at the edges of the FOV in comparison to
its center, compensating this effect. In order to have an easy-to-apply relation
between maximum harmonic and achievable resolution, this effect will be neglected
in following calculations.
After the influence of the harmonics on the achievable resolution was investigated
in this chapter, the next chapter focuses on the question which parameters are best
suited for MNP to yield the highest possible MPS spectrum.
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5. Simulation of the optimum magnetic core size for
MPI
The aim of the simulation is the description of the dynamic magnetic moment of
magnetite MNP (Fe3O4) in a fast simulation environment, enabling the investigation
of the influences of external parameters like the drive field BDrive, frequency f ,
viscosity η and temperature T as well as the internal parameters magnetic core size
distribution P (dc), saturation magnetization Msat, effective anisotropy constant K
and hydrodynamic shell thickness dh.
5.1. Simulation method
The dynamic reaction of the total magnetic moment to an external magnetic field
H(t) of an ensemble of MNP can be described via a first order linear differential
equation, based on the works of Shliomis [123] and Martsenyuk [94]. The differential
equation denotes:
~m(t) = χV ~H(t)− τ d~m(t)
dt
(5.1)
with the magnetic moment m, magnetic field strength H, susceptibility χ, sample
volume V and measurement time t. According to later reports regarding the field
dependency of the relaxation time (then called rotational dynamics, as explained in
section 2.1.7), the equation has to be extended accordingly and therefore reads:
~m(t) = V ~M( ~H(t))− τ( ~H(t))d~m(t)
dt
. (5.2)
The numerical discretization for just one cartesian direction of (5.2) yields:








wheremeq is the equilibrium magnetic moment without dynamic influences, ∆t is the
time increment and τ(H) is the timescale of the rotational dynamics in dependence
on H as described in [119]. The principle is also visualized in Fig. 38 for the first
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three discrete steps and shows how the dynamic magnetic moment is treated as the
static equilibrium moment delayed by a damping parameter given by the rotational
dynamics. In the discretized approach, the steady state moment is updated every
∆t s, causing the dynamic moment to exponentially approach the new value of meq,
which is updated every ∆t s. The damping parameter τ(H), that is also updated







Figure 38: Visualization of the simulation principle. The dynamic
magnetic moment (green) is expressed as the equilib-
rium moment (red), delayed by a time lag. The crosses
represent the discrete values with the dashed lines being
linear interpolations between them.
Using (5.3), the dynamic magnetic moment of a single particle can be calculated.
For the calculation of the total magnetic moment of an ensemble of MNP with
a volume weighted size distribution and a certain iron concentration and sample
volume, the number of particles of each core size in the presumed range has to be
calculated first. This becomes necessary as 1 mol iron of 5 nm particles corresponds
to another total number of particles than 1 mol iron of 25 nm particles.
Given a certain sample volume V and an iron concentration cFe, one can easily
calculate the amount of particles in mol iron via:
Nmol = V cFe. (5.4)
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Based on the iron densitiy ρ = 7874 · 103 g/m3 and the particle volume Vc, the mass
of one particle is calculated via:
mmass = ρVc (5.5)
to obtain the number of particles per mol iron Np employing the molar mass of iron





With the number of particles per mol iron, the absolute number of particles in mol
and the size distribution P (dc), the number of particles for each core diameter NP
can be obtained (see Fig. 39 for the normalized number of magnetite particles)
via:






where three is the number of iron atoms in one magnetite molecule (Fe3O4).
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Figure 39: The number of magnetite particles per mol Fe.
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In the next sections, first the particle behavior in equilibrium state meq will be
simulated, followed by the dynamic magnetic moment.
The following simulations will all be performed using the following parameters:
• c = 5 mmol/L
• V = 30 µL
• BDrive = [5, 12, 25] mT
• f = [25, 125] kHz
• T = 300 K
• τ0 = 1 · 10−10 s
• Msat = 4 · 105 A/m
• ∆t = 1
400f
5.2. Calculation of the static moment
In this chapter, the magnetic moment will be calculated according to the Langevin
function, that was introduced in section 2.1.3. This will not reflect a realistic dy-
namic behavior (at least in the core size regime important for MPI), but it will
yield the static magnetic moment meq that is needed for the simulation of mdyn via
(5.8). The static magnetic moment is simulated for core sizes dc = 1...35 nm and
the mentioned core parameters via:























































Figure 40: Static magnetic moment of an ensemble of monodisperse
particles with V = 30 µL and cFe = 5 mmol/L. Left: The
static magnetic moment for four different core diameters;
Right: Surface plot of the static magnetic moment for
all core diameters between 1 and 35 nm.
Ignoring all dynamic effects, the steepness of the magnetization curve increases with
the core size of the MNP. While small particles of up to dc = 10 nm still behave
nearly linearly up to BDrive = 25 mT, the magnetic moment increases rapidly for
larger particles until it is nearly in saturation at BDrive = 25 mT for dc = 30 nm
(Fig. 40). As it has already been clarified, this is not the behavior of MNP at
quickly changing magnetic fields, where the rotation time due to Ne´el and Brownian
movement have to be taken into account. This will be simulated in the following
chapter via a magnetic moment lagging behind the steady state moment that was
calculated here.
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5.3. Simulation including rotational dynamics
In this simulation of the dynamic magnetic behavior of MNP under MPS conditions,
single core particles (see section 2.1.8) are being modeled with the aim of finding a
core diameter to maximize the amplitudes of the harmonic spectrum, which would
increase the SNR and, hence, improve the MPI resolution. To that end, spher-
ical monodisperse particles are modeled under the influence of different effective
anisotropy constants K and shell thicknesses dh. The zero field Ne´el relaxation time
τN is varied via dc and K. The zero field Brownian relaxation time is varied via
dc and dh, whereby it depends on the hydrodynamic volume VH = pi/6(dc + 2dh)
3.
Employing the zero field relaxation times, the rotational dynamics for Ne´el and
Brownian rotation can be obtained in dependence on the Langevin argument ξ ac-


















































Figure 41: Field dependent rotational dynamics of Brownian (left)
and Ne´el (right) rotation with Dh = dc + 2dh.
Before simulating MNP to find the optimum core sizes for MPI, it will first be at-
tempted to reproduce the MPS spectra of the FeraSpin series with Ne´el and Brow-
nian rotation (see section 3.2 for MPS characterization of the tracers) to test the
suitability of the simulation method. Hence, the obtained volume weighted size
distribution from section 3.1 (Fig. 27) is converted to a number weighted size distri-
bution via (5.7). By the right choice of K and dh, the corresponding MPS spectra
are fitted so that the deviation between simulation and measurement is minimized.
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The result can be seen in Fig. 42 and Tab. 2 for all seven tracers from the FeraSpin
series in absolute values, normalized to the iron content. It can be seen, that for
all seven tracers, it was possible to find a [K, dh] combination that fits well with at
least the first odd harmonics, often even with higher harmonics that contribute little
to the overall signal and are therefore especially difficult to reproduce. A limiting
factor is the missing possibility to simulate distributions of the effective anisotropy
constants and the hydrodynamic shell thickness as well as the option to simulate
particles not only as single core but also as multi core particles which might be
necessary for the FeraSpin series [92].
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Figure 42: Comparison of measured and simulated MPS spectra of
the FeraSpin series. Top row: FeraSpin XS and S; Mid-
dle row: FeraSpin M, R and L; Bottom row: FeraSpin
XL and XXL.
After having confirmed the ability to reproduce actual MPS spectra, the parame-
ter space for the simulation study will be defined next. In the early stage of the
development of MPI, the optimum particle size was estimated in the regime of 30
nm [39]. Later on, it was suspected to be in the regime of about 25 nm, depending
on the excitation frequency [34] [131] [31]. To cover this range of potentially suitable
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particle sizes, core diameters up to 35 nm will be considered.
Tracer K(J/m3) dh (nm)
FeraSpin XS 15000 5
FeraSpin S 7000 15
FeraSpin M 8500 15
FeraSpin R 6500 20
FeraSpin L 6500 20
FeraSpin XL 5000 30
FeraSpin XXL 5500 30
Table 2: Fit parameters for FeraSpin series.
Regarding the effective anisotropy, a wide range is taken into account. Besides the
effective anisotropy of bulk magnetite of about K = 10000 J/m3 to K = 13000
J/m3 [22] [46] [2], there have also been reports about the effective anisotropy of uni-
axial MNP to be much larger with values of up to nearly 50000 J/m3 [22] [46] [26].
Regarding MNP specially designed for MPI, there have been reports about effective
anisotropies smaller than bulk [91]. Due to these many different reports of effective
anisotropy constants the parameter space comprises K = 3000...35000 J/m3.
For the hydrodynamic shell thickness there have been reports of thicknesses of about
dh = 20 nm for particles, that seem very suitable for MPI [91] [86] [131]. A report
of Ferguson claims that the hydrodynamic diameter is typically 10 to 20 nm greater
than the magnetic core size [31], so in this simulation the hydrodynamic shell thick-
ness will be defined between 5 nm and 30 nm. There were also reports of even
thinner shells of 2.5 nm [81]. However, these particles had core diameters of the
same size, so shell thicknesses this small are not taken into account. Given these
considerations, the parameter space for the simulation reads as follows:
• dc = 1...35 nm (index i)
• K = 3000...35000 J/m3 (index j)
• dh = 5...30 nm (index p)
The principle of this parameter study is depicted in Fig. 43. For all [dc,K] and
[dc,dh] combinations, the matrices of Ne´el and Brownian zero field relaxation times
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Figure 43: Principle of the parameter study for an optimized core
size: Each [dc,K] and [dc,dh] combination yields a spe-
cific Ne´el or Brownian relaxation time (left). For every
[dc,dh,K] combination the dynamic magnetic moment
can be calculated, yielding a certain |m˜3| for every com-
bination (middle). Picking the highest |m˜3| for each row,
one obtains the optimum core diameter for every [dh,K]
combination (right).
are calculated, yielding a J × I and a P × I matrix of relaxation times. Then, the
dynamic magnetic moment is simulated for all parameter combinations (J · P )× I,
given by the J · P effective relaxation times and I core diameters (Fig. 43 middle).
Afterwards, a Fourier transformation is performed to obtain the harmonic spectra.
The third harmonic amplitude |m˜3| was chosen as an indicator for a high harmonic
spectrum. Thus, the core diameter that maximizes the third harmonic for each
[dh,K] combination is found (right).
The simulation was performed for f = 25 kHz and f = 125 kHz, as well as for
BDrive = 5 mT, BDrive = 12 mT and BDrive = 25 mT. The results of the simulations
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for BDrive = 25 mT are depicted in Fig. 44 and Fig. 45 (the other results can be
found in Appendix A) in maps of the potential [dh,K] combinations in the boundaries
given earlier with the color maps indicating the optimum core size in nm (left) and
their respective |m˜3| in Am2 (right). It can be seen, that the resulting core size
maps are split in two parts: The major part of the maps is independent of dh and
is only influenced by the effective anisotropy constant K. The second part is the
area with high effective anisotropies and thin shell thicknesses. This area is largest
at low frequencies and low drive fields (see Appendix A) and consists solely of the
largest particle cores that were simulated. Those two areas represent the Ne´el and
Brownian rotation.
 dh (nm)







































Figure 44: Optimum tracers for f = 25 kHz and BDrive = 25
mT. Left: Core sizes with the highest third har-
monic amplitude |m˜3| for every combination of effective
anisotropy constant and hydrodynamic shell thickness;
Right: Third harmonic amplitude |m˜3| of respective op-
timum particle core sizes.
The particles with the largest |m˜3| are located in the area that rotates via the
Ne´el mechanism and depend on the effective anisotropy constant. At an effective
anisotropy constant of bulk magnetite K = 10000 J/m3, particles of the size of
about dc = 21 nm performed best, while for K = 6000 J/m
3 core sizes of about
dc = 25 nm for f = 25 kHz and dc = 24 nm for f = 125 kHz are found to yield
the highest |m˜3|. Should it be possible to synthesize MNP with even lower effective
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Figure 45: Optimum tracers for f = 125 kHz and BDrive =
25 mT. Left: Core size with the highest third har-
monic amplitude |m˜3| for every combination of effective
anisotropy constant and hydrodynamic shell thickness;
Right: Third harmonic amplitude |m˜3| of respective op-
timum particle core size.
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Figure 46: Difference in the optimum particle size for f = 25 kHz
at different drive fields.
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Figure 47: Difference in the optimum particle size for f = 125 kHz
at different drive fields.
In direct comparison between the different drive field strengths and frequencies of
the particles purely rotating via Ne´el (Fig. 46 and Fig. 47) it can be seen that
the optimum particle size decreases for smaller drive fields as well as for larger
frequencies. This should not come as a surprise as it was shown in (2.17) to (2.19)
that the rotation time for Ne´el as well as for Brown decreases with stronger drive
fields, therefore enabling larger particles to follow a strong field faster than a weak
field. Simultaneously, a higher frequency means less available time for the rotation,
making slightly smaller particle sizes preferable.
Given the reported effective anisotropy constant of K = 6000 J/m3 of suitable
MPI tracers [91], this seems like a realistic value to exemplarily investigate the
full harmonic spectrum of monodisperse particles as well as of narrowly distributed
monomodal particles with a small standard deviation σ = 0.1. This was done for
f = 25 kHz, BDrive = 25 mT and dh = 20 nm. It was first investigated, how the
spectrum in general and the |m˜3| in particular change over the core diameter for
this comparably low, but still accessible, effective anisotropy constant. In Fig. 48,
the absolute amplitudes of the third harmonic are plotted over dc. It is conspicuous,
that the |m˜3| slowly increases to a maximum at 25 nm and then suddenly drops by
a factor of about 10 at 30 nm. This can be attributed to the exponential increase of
the Ne´el relaxation time over Vc which results in a small regime of high particle per-
formance where the magnetic moment on the one hand is large enough to generate
a considerable signal but on the other hand the Ne´el reversal of the moment is still
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fast enough to follow the drive field. In Fig. 49, it can be seen how the harmonic
amplitudes of the whole spectrum, normalized to the respective maximum of each
harmonic, change over the diameter. In the case of K = 6000 J/m3, there is a fairly
broad peak for lower harmonics, which gets sharper for higher harmonics. Further-
more, a shift in the maximum amplitude to smaller particles for higher harmonics
can be observed. This indicates that core diameters slightly below the one yielding
the highest |m˜3| may generate the shallowest decay of harmonic amplitudes and
would therefore be better suited for MPI.
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Figure 48: |m˜3| over the core diameter at K = 6000 J/m3, f = 25
kHz, and BDrive = 25 mT.
Since the core sizes with the largest lower harmonics do not necessarily yield the
largest higher harmonics, the complete harmonic spectra around the optimum core
diameter for |m˜3,max| were also investigated. The spectra of particles around this
core size are depicted in Fig. 50 with monodisperse particles (left) and narrowly
distributed monomodal particles (right). The spectra of 24 nm, 25 nm and 26 nm
particles, all very similar in their |m˜3|, have completely different harmonic decays
with the 24 nm particles being the most shallow. For monomodal distributions of
particle cores with a standard deviation of σ = 0.1, the distribution with a median
of µ = 25 nm does neither yield the shallowest spectrum nor the highest |m˜3|, even
though at this particle size it was largest for monodisperse particles. This is due
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Figure 49: Normalized harmonic amplitude at K = 6000 J/m3 and
BDrive = 25 mT for dc = [1...35] nm.
to the sudden drop in amplitude visualized in Fig. 48 and the general decay of
the harmonic amplitudes at this size. For the given parameters K = 6000 J/m3,
BDrive = 25 mT, f = 25 kHz dh = 20 nm and σ = 0.1, a median diameter of µc = 23
nm yields the highest |m˜3| and shallowest spectrum.
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Figure 50: Simulated spectra in the optimum size range. Left:
Monodisperse particles; Right: Narrowly distributed
particles.
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Since the assumption of narrowly distributed particles is far more realistic [56] [128],
it was investigated how the |m˜3| and the |m˜5|/|m˜3| ratio (as a measure for the har-
monic decay) are influenced by the median core diameter for σ = 0.1. Furthermore,
to better estimate the maximum MPS signal possible for the given parameters, the
|m˜3| is normalized to the amount of iron. The result for BDrive = 25 mT can be seen
in Fig. 51.
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Figure 51: Left: Third harmonic amplitude over median diameter
for narrowly distributed particle core sizes; Right: Ra-
tio of fifth and third harmonic amplitude over median
diameter for narrowly sized particle distributions
Maxima can be found between µ = 22 nm and µ = 23 nm for |m˜3| as well as for
the |m˜5|/|m˜3|-ratio. The largest values that were reached for K = 6000 J/m3 and
dh = 20 nm were |m˜3,max| = 2.25 Am2/mol(Fe) and |m˜5|/|m˜3|max=0.42. This third
harmonic amplitude corresponds to the 4.7 fold of FeraSpin R at BDrive = 25 mT or
the 5.7 fold at BDrive = 12 mT. Given an MNP system with a so far unprecedented
effective anisotropy constant K = 1000 J/m3, a median diameter dc = 39 nm and a
standard deviation σ = 0.1, the |m˜3| could be increased by a factor of 15.8 for 10
mT and 7.1 for 25 mT.
5.4. Extraction of parameter set for optimized MPI particles
The simulation of the dynamic magnetic moment to optimize particles for MPI
has shown that the by far best performing particles can be found in the regime
of Ne´el rotation. Depending on the external parameters frequency and drive field
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as well as structural parameters, especially the effective anisotropy constant, the
best results were obtained with particle cores around 25 nm. Given the values of
K = 6000 J/m3, f = 25 kHz and BDrive = 25 mT, the core diameter dc = 25 nm
was made out to yield the largest third harmonic amplitude whereas dc = 24 nm
yielded the shallowest harmonic decay.
It could also be observed that the harmonic spectrum dropped rapidly for particles
slightly larger than the optimum diameter which is caused by the exponential in-
crease of the Ne´el rotation time over the core volume. This is important for the
more realistic assumption of at least narrowly distributed particle sizes rather than
a perfectly homogeneous, monodisperse particle ensemble. Here, better results were
obtained for distributions with a median diameter slightly below the optimum. The
obvious reason is that a distribution of particle core sizes around the optimum di-
ameter would also include particle cores above the optimum diameter, which have



































































Figure 52: Maps of the third harmonic amplitude and effective
anisotropy constant for BDrive = 25 mT and f = 25
kHz. Left: Third harmonic amplitude in dependence on
core diameter and effective anisotropy constant. Along
the black line are the largest third harmonic amplitudes
for the respective value of K. Right: Anisotropy en-
ergy in dependence on the core diameter and effective
anisotropy constant. The marked largest third harmonic
amplitudes correspond to a nearly constant value of EA.
.
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Since the best results were obtained with particles following the Ne´el rotation, a
strong dependency on the effective anisotropy constant was found. Given the equa-
tion for the zero field Ne´el relaxation time (2.8), the numerator of the expression,
i.e. the anisotropy energy EA = KVc, needs to be minimized for the moments to
quickly realign to the external field while simultaneously having a large core volume
Vc to maximize the magnetic moment. This trade-off is visualized in Fig. 52. Here,
the |m˜3| (left) and EA (right) are depicted for a parameter set of core sizes and
effective anisotropy constants up to K = 13000 J/m3. The black line in both graphs
represents the maximum achievable third harmonic amplitude for each value of K.
Right, it can be observed that this value |m˜3,max(K)| is always based on nearly
the same anisotropy energy EA ≈ 5 · 10−20 J , which is therefore named the opti-
mum anisotropy energy and the starting point of an analysis to obtain a generalized
parameter set for optimized MPI particles.
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Figure 53: Mean optimum anisotropy energy and its standard de-
viation of ideal particle diameters to maximize |m˜3| at
different drive fields amplitudes.
Of all the anisotropy energies along the black line in Fig. 53, a mean value and
a standard deviation can be calculated. This procedure was repeated for applied
drive field amplitudes BDrive = 5...30 mT and frequencies f = [25, 125] kHz. For
all [BDrive, f ] combinations, the mean value and standard deviations of the optimum
anisotropy energy values were calculated and depicted in Fig. 53. In this depiction,
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it can be observed that the respective mean values of EA remain nearly constant
over the drive field for each frequency and stay in very close boundaries of ±5% of
its mean value.
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Figure 54: Zero field Ne´el relaxation times of optimum particles in
dependence on the drive field amplitudes.
Based on these insights, all obtained values of the optimum anisotropy energy can
be used to calculate the mean values and standard deviations of the respective zero
field Ne´el relaxation times in dependence on the drive field (Fig. 54). Obviously, the
relaxation times for higher frequencies need to be lower than for low frequencies as
they have less time to realign to the external field. Therefore, the relaxation times
for f = 125 kHz vary between 1 µs and 5 µs whereas they vary between 5 µs and 20
µs for f = 25 kHz. Again, the relaxation times remain in very close boundaries and
except for τN(f = 125 kHz, BDrive = 5 mT) remain nearly constant over BDrive.
The zero field relaxation times were employed to calculate the ratio between the
characteristic frequency fchar = 1/(τN(H = 0)) and the excitation frequency f (Fig.
55). Now the resulting values for fchar/f superpose each other for the two tested
frequencies for BDrive > 5 mT, yielding a general frequency independent parameter
for the optimum MPI particles. The mean value of the necessary ratio remains
nearly constant between 2 and 3 with decreasing standard deviations for larger
drive fields.
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Figure 55: Ratio between characteristic frequency and excitation
frequency.
Overall, this factor emerged as frequency- and mostly drive field independent param-
eter, that should be aimed for to maximize the particle performance in MPI. Ideally,
this is achieved by minimizing the effective anisotropy constant and maximizing the
particle diameter and thus, the magnetic moment.
5.5. Comparison with literature/Discussion of the results
This work was not the first to investigative the optimum size of MNP for MPI which
is why it is crucial to compare these results to the ones in literature.
The most prominent works in literature concerning optimum particle sizes for MPI
are done by Ferguson et al. [31] [32] [33] [34] [35] , mainly in terms of synthesis but
also in terms of simulations. A consistency check with those works is therefore of
utter importance to substantiate the results obtained here.
In one of their earlier works they predicted an optimum core size of dc = 15 nm for
K = 25000 J/m3, f = 50 kHz and BDrive = 10 mT [35]. This frequency was not
subject to this simulation study but when applying the mentioned parameters, the
|m˜3| over dc shows a clear peak at dc = 15 nm exactly like predicted in literature.
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In [34], they simulated the particle response for different effective anisotropy con-
stants. For K = 20000 J/m3, they found a maximum in the particle signal at a
core size of around dc = 15 nm, followed by a minimum and another increase of the
signal. The same behavior was found in this work, where |m˜3| exhibits two maxima
for large effective anisotropy constants, one for Ne´el rotation and one for Brownian
rotation.
Since this group is very active in the field of particle synthesis [66] [65] [67], findings
from this simulation are also compared to their experimental findings concerning
optimum particle performance. In [31], they compared narrowly distributed (σ =
0.2) particles to each other to experimentally find the optimum particle size. Here
they found optimum particle sizes at dc =∼ 25 nm for f = 25 kHz, which they
could confirm in [32]. Assuming an effective anisotropy constant that was found
in [91] for particles that were synthesized by this group, this corresponds very well
with the findings in this work as it was shown in Fig. 48. Another finding of their
work in [31] indicated a negligibility of the Brownian rotation which was confirmed
here, at least for particle configurations that are of interest for MPI. Overall, their
findings in experiment and simulation match very well with this simulation.
When simulating the behavior of MNP (especially under the influence of quickly
alternating fields) it should be kept in mind what the simulation method is capable
of and which parameters and effects are ignored or simplified via effective values.
In the case of this simulation, the shell thickness and the anisotropy, but also the
composition of particle cores, were simplified. In chapter 2.1.8, the composition of
particles as either single core or multi core particles, was introduced. Here, only
non-interacting single core particles were simulated, but it was shown in [89] that
single and multi core particles may exhibit different behaviors. This should be kept
in mind, given that multi core particles may also be used as MPI tracers [27].
In terms of the hydrodynamic shell, a fixed thickness was presumed to limit the
number of potential parameter combinations. However, the hydrodynamic shell
thickness was often found to be a distribution of shell thicknesses just like the
particle core size distribution [143] [101] [92] [86]. Still it should be kept in mind that
the findings in this simulation, as well as the findings of Ferguson et al., indicate,
that particles that are suitable for MPI primarily rotate via internal reversal of
the magnetic moment and the Brownian rotation (which is directly affected by the
hydrodynamic diameter) is mostly negligible.
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The anisotropy directly influences the reversal of the magnetic moment via Ne´el
rotation. For this simulation, an effective value of the anisotropy has been presumed
like it is typically done for the characterization of for MPI tracers [92] [88]. Due to
this simplification an effect can not be reproduced that was simulated by Weizenecker
[141]: He showed that not only can a small anisotropy increase the MPI signal,
the signal is also influenced by the ratio between easy and hard anisotropy axis.
Furthermore was the possibility of a distribution of effective anisotropy constants a
priori excluded and replaced by a fixed value.
These simplifications on the other hand enable a nearly instantaneous calculation
of several periods of the magnetic moment, whereas a more sophisticated approach
like the Landau-Lifshitz-Gilbert-Equation is far more CPU-intensive [80], making a
parameter study like this very difficult.
In the next chapter, a method will be proposed that enables the characterization
of MPI tracers regarding their potential spatial resolution without time consuming
MPI phantom experiments. It will therefore now be investigated how the zero
offset MPS spectrum, that was simulated in this chapter, influences the resolution
quantitatively.
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6. Resolution characterization of MPI tracers
employing offset field supported MPS
In the last chapters, the roles of the MPS spectrum and the MTF were examined,
leading to the conclusion that in MPI, a direct relationship between achievable reso-
lution and SNR is present. Furthermore, the dynamic behavior of single-core MNP
was simulated to find a particle size that yields the highest possible MPS spectrum
dependent on the effective anisotropy constant and hydrodynamic shell thickness
and therefore maximizes the SNR. In this chapter, a method will be presented for
a quantitative characterization of MPI tracers regarding the line resolution depen-
dent on the SNR, which will be applied on the tracers characterized in Chapter
3. To that end, the basic concept of the imaging characterization method will be
presented, followed by the development of suitable software phantoms. Besides the
characterization, the method will further be applied on an imaging setup where the
system function differs from the MPI signal due to changes of the tracer behavior.
Lastly, the principle will be applied on a 2D setup and a comparison to actual MPI
phantom experiments will be performed to validate this method.
6.1. Development of an offset field supported imaging
characterization
It has been shown in the last chapters that the MPI imaging performance and the
MPS spectrum are correlated, meaning that a shallow MPS spectrum with large am-
plitudes (normalized to the iron content) indicates a potentially suitable MPI tracer.
However, lacking the field gradient of MPI, it is not possible to make quantitative
predictions about the potential resolution just based on MPS measurements. In the
measurement technique presented here, the lack of the field gradient is compensated
with the application of static offset fields, mimicking the field gradient employed
in 1D MPI imaging. This approach corresponds to the Hybrid System Function
approach [49], which has already been used to reconstruct 1D MPI data [51].
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6.1.1. Concept
The fundamental idea of the offset field supported MPS measurements is visualized
in Fig. 56. The magnetic field gradient G in an MPI setup describing the continuous
location dependent offset field Boff(x) = −Gx (left) can be approximated by a series
of step functions with the center of each step plateau being located at the center of












Figure 56: Discretization approach for sequential system function
measurement. A sequence of step functions mimics the
gradient field by forming a quasi-continuous gradient
field.








a 1D system function may also be compiled from a series of MPS measurements
in the presence of static magnetic offset fields covering this field range. System
functions obtained by MPS will exhibit a much better signal to noise ratio (SNR)
due to the lower background noise level W of the MPS device, which in this case is
about W = 2 · 10−12Am2.
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With the characteristic response at every location in the FOV, the spectra can
further be employed to simulate 1D MPI signals of synthetic particle distributions.
In Fig. 57, the principle is depicted for a simple particle distribution consisting
of a broad dot with decreasing particle density at the edges (top left). In this
example, the gradient field is discretized into 31 step functions of different offset
fields (bottom left). Therefore, the artificial MPI signal can be described by the
superposition of 31 measured spectra at the respective offset fields, weighted with
the iron amounts Nmol,1...Nmol,31, corresponding to the amount of particles at every
discretized location (right).




































Figure 57: Generation of the synthetic MPI signal. A defined par-
ticle distribution (top left) is discretized according to
the discretization mesh of the gradient field (bottom
left). The synthetic MPI signal is generated by sum-
ming up the measured spectra at the respective offset
fields, weighted with the corresponding particle amount
Nmol (right).
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with Nmol,i as the iron content at the location i of the virtual particle distribution,
Ai as the corresponding row of the MPS measured system function, V and cFe as
volume and iron concentration of the measured reference sample, and W as the
artificially amplified noise if the MPI signal is to be simulated under certain noise
conditions.
For this method, a close-meshed system function is ideal to also be able to generate
MPI software phantoms of small details and to ensure a smooth tracer distribution
without sharp edges. However, the reconstruction should not be performed using the
same system function to avoid an inverse crime [62]. Therefore, a second, reduced
system function is measured to reconstruct the tracer distribution. The number
of spectra in this reduced system function corresponds to the number of voxels of
the reconstructed image. Henceforth, the two system functions will be called signal
generation system function A1 and reconstruction system function A2.
Having established a principle to generate synthetic MPI signals of defined particle
distributions based on MPS measurements under influence of an adjustable offset
field, next, how the principle may be used to obtain imaging parameters will be
discussed.
6.1.2. Phantom development
Having established the basic method of measuring the 1D system function with an
MPS that is equipped with an offset magnet and generating synthetic MPI sig-
nals based on these measurements, it is also important to define phantoms and a
simulation procedure to characterize the imaging performance of a tracer.
A simple phantom to test the resolution consists of two separate objects with a
gap in between. The objects are then moved towards each other and the resolu-
tion is defined as the gap that barely allows the objects to be distinguished in the
reconstructed image. This procedure may be done at different SNRs to identify
its relationship with to resolution. However, if the feasibility to reconstruct fine
structures is to be tested, it may be necessary to vary the tested object sizes not
only to investigate smaller structures, but also to take the lower iron content into
account. A phantom that incorporates both methods is the Line Pair Gauge in
Fig. 58, a resolution phantom that is well-established in medical imaging, includ-
ing Magnetic Resonance Imaging [57], X-Ray [124], or Fluoroscopy [132]. The two
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Figure 58: Line Pair Gauge resolution phantom without (left) and
with (right) variable object diameter.
possible phantom types depicted here are: 1) a phantom with a constant object size
independent of their distance (Fig. 58, left); and 2) a phantom with variable object
size equivalent to the gap width (Fig. 58, right).
In the 1D case, the full 2D Line Pair gauge obviously cannot be imaged at once. It
is therefore necessary to split the phantom into several 1D cross-sections of the Line
Pair Gauge that are successively reconstructed to obtain the line resolution. This
raises the question of how to handle the 1D character of the sequences in terms of
a virtual volume.
According to (6.2), each measured spectrum is weighted with the corresponding iron
content at the FOV location. Hence, a virtual height and depth of each cross-section
will be presumed to take the iron content of the virtual distribution into account.
This is visualized in Fig. 59. The particle filled parts of each cross-section have
a certain width a along the FOV. This width is also assumed for a virtual depth
and height, yielding two cubic objects with an edge length a as well as distance
between each other for each cross-section. The virtual volume of each simulated
particle cube is therefore a3. The iron amounts Nmol,i, with which each spectrum
is weighted, depend on the volume of each slab, indicated via the dashed lines.
When a decreases with each cross-section like in Fig. 58 (right), the respective iron
content per line pair decreases with Nmol,i as well as with the number of slabs per
cross-section, decreasing the SNR in the process.
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Figure 59: Simulation of a single 1D sequence. Left: Magnification
of the first sequences of the Line Pair Gauge with the
first one being selected. Middle: Selected cross-section
in 1D side view. The virtual height corresponds to the
width a which, in turn, depends on the sequence of the
Line Pair Gauge. Right: The 1D sequence is treated as
a 3D sequence with a virtual depth and height a. The
virtual volume of each simulated particle filled object is
therefore a3.
Employing this volume, the iron amount Nmol,i for each discrete location can be
calculated under the assumption of a location dependent dimensionless filling factor
Fi that is varied between 0 and 1 and an iron concentration cFe,i that is to be assumed
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The total synthetic MPI signal is therefore composed of the summed up measure-
ment spectra, each weighted with a prefactor κi which depends on the filling factor
Fi of the FOV segment in the virtual volume, as well as the volume and concen-
tration ratio between FOV segment and MPS reference measurement. For practical
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0 , 0 0 , 2 0 , 4 0 , 6 0 , 8 1 , 0
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Figure 60: Top: Sinusoidally-shaped distribution in comparison to
square-shaped distribution. The edge length (or width
at half the maximum in case of the sinusoidally-shaped
phantoms) always corresponds to the gap between the
objects. The resolution R corresponds to the distance
between the object centers or twice the gap length lG.
Bottom: Phantom with constant edge length. The dis-
tance between the object centers is R = a+ lG.
reasons, the Line Pair Gauge usually consists of square waves when used as a phys-
ical phantom. However, the Line Pair Gauge is used here as a software phantom
and the shapes can be changed at will. Since it has been reported in [125] that
the square wave Line Pair Gauge slightly overestimates the resolution, the charac-
terization with variable object size will also be performed using sinusoidally-shaped
distributions (see Fig. 60 top). The resolution R is defined as the distance between
the centers of the two virtual objects, corresponding to the length of one line pair
(one full positive and one full negative contrast) or twice the length of the gap lG
between the objects. The characterization with phantoms with constant object sizes
will be performed with square-shaped phantoms only. Contrary to the phantoms
with variable object size, the gap width lG is not scaled with the phantom width a
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(Fig. 60 bottom). Here, a definition of the resolution as the distance between the
object centers does not seem appropriate. To keep the definitions consistent, it will
still be called R, but the characterization will additionally include lG.
The virtual depth and height of sinusoidally-shaped phantoms is defined as the width
at half the maximum that corresponds to the width of the cubic objects. Using this
definition for the phantom volumes, the volumes of the cubic and sinusoidal waves
are nearly identical (Fig. 61).





S e q u e n c e
 C u b i c  p h a n t o m s S i n u s o i d a l  p h a n t o m s
Figure 61: Comparison of tracer volume per sequence of the Line
Pair Gauge for cubic and sinusoidal phantoms.
6.1.3. Characterization procedure
Of these particle distributions, synthetic MPI signals of tracers with a given concen-
tration are generated. The signals are then artificially contaminated with Gaussian
noise and the harmonics of the MPI signal that dropped below noise level are cut
off. See Fig. 62 for an exemplary MPI signal: In this case, the spectrum drops at
approximately the 22nd harmonic below noise and only harmonics lower than that
are included in the reconstruction. Then, the resolution limit for this noise level is
investigated by analyzing all reconstructed sequences of the Line Pair Gauge. By
gradually raising the noise level, different resolution limits for different SNRs are ob-
tained, yielding a characteristic resolution in dependence on the noise for a certain
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tracer concentration. The final result of the characterization procedure may then be
plotted as the mentioned resolution over noise or as the reconstructed image of the
full Line Pair Gauge to obtain an optical impression of the achievable image quality
at a given noise level.
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Figure 62: Choice of the number of harmonics in the reconstruction
process. Harmonics that drop below noise level are not
considered for reconstruction (red).
To reconstruct the particle distribution from MPI signals that contain noise, a cri-
terion was defined to select harmonics to be employed for reconstruction by eval-
uating the SNR in the reconstructed images. Thus, a ratio is calculated between
the maximum nominal particle content ρmax (dashed line in Fig. 63) and the mean
reconstructed particle content at the edges of the FOV that are known to nominally
be particle free. For this ratio, a threshold was set to ϑ > 10, which is arbitrary
but seemed reasonable, and had to be satisfied by the reconstructed particle distri-
bution at the resolution limit. If this threshold was violated (Fig. 63 top) and the
reconstructed image exhibits several artifacts, the highest harmonic of the noise con-
taminated signal were truncated until the threshold was satisfied (Fig. 63 bottom).
As a summary of this section, a block diagram of the procedure is depicted in Fig.
64.
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Figure 63: Two reconstructions with different noise contamina-
tions. Top: High noise contamination with clearly visi-
ble artifacts. This reconstruction would not be consid-
ered for the evaluation. Bottom: Low noise contamina-
tion with slightly lower resolution. This reconstruction
would be considered for evaluation.
Choose the       
maximum harmonic 





Exclude highest harmonic 
from reconstruction 
Set initial noise level W 
Achievable resolution at given 
noise level sw 
Increase noise level 
Further 
characterization? 
No Yes Characterization 
finished 
Figure 64: Block diagram of the characterization procedure.
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6.2. 1D tracer characterization
In this section, the seven tracers of the FeraSpin series will be characterized regarding
their potential resolution with the characterization method described above. The
MPS measurements are performed using the following parameters:
• cFe = cFe,i = 50 mmol/L
• V = 30 µL
• BDrive = 12 mT
• f = 25.25 kHz
• T = 310 K
For the characterization, a gradient strength of G = 1.25 T/m is assumed. Employ-




19.2 mm. The reconstruction is performed employing the nonnegative Kaczmarz al-
gorithm (2.37) with 20 iteration steps. The system functions for signal generation
Figure 65: Measured 1D system function of FeraSpin R. The color
map is used to better distinguish the harmonics from
each other.
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A1 and for reconstruction A2 are discretized with increments of Bincr,1 = 0.25 mT
and Bincr,2 = 1.00 mT and measured separately, corresponding to 97 spectra and
25 voxels. Thus, structures as small as 19.2 mm/25 = 0.768 mm could theoretically
be reconstructed, which corresponds to three signal generating spectra.
In Fig. 65, the system function A1 of FeraSpin R, consisting of 97 spectra, can
be seen. In this depiction, the magnitude of each harmonic is plotted over the
offset field. In comparison with the simulated system function in Fig. 20, a strong
agreement of the general curve shape can be observed. The color map is used to
better distinguish the harmonics from each other.
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Figure 66: Real and imaginary part of 3rd, 6th, 13th, and 20th
harmonic, measured at different offset fields.
In Fig. 66, the real and imaginary values of single harmonics from the measured
system function of the tracer FeraSpin R are depicted. These measured harmonics
are plotted over the offset field, but may as well be projected on a FOV. From
the number of extrema (or corresponding to that: the harmonic number) of the
highest harmonic included in the reconstruction, the extrinsic resolution can be
calculated using the principle described in section 4.2. To validate this theory, the
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following characterizations will be compared with predictions based on the spatial
frequencies.
Before beginning with the characterization of different tracers, the prediction of the
resolution based on spatial frequencies is performed without added Gaussian noise
by generating synthetic MPI signals according to (6.2) and removing one harmonic
at a time. FeraSpin R and the sinusoidal shapes with variable sizes were used as a
phantom.











j m a x
 P r e d i c t e d  r e s o l u t i o n R e s o l u t i o n  a f t e r  r e c o n s t r u c t i o n
Figure 67: Achievable resolution in dependence on the number of
employed harmonics. The Line Pair Gauge procedure is
applied without addition of noise. Instead, the achiev-
able resolution was evaluated by repeatedly removing
harmonics from the signal prior to reconstruction.
The result can be seen in Fig. 67. By repeatedly removing the highest harmonic
of the MPI signal, the achievable resolution was found to decrease with each re-
construction and fits very well with the theoretical prediction according to (4.3).
The mean deviation between reconstructed and predicted resolution was found to
be 4%.
6.2.1. Characterization results for phantoms with variable object sizes
The results of the resolution characterization of FeraSpin R of both sinusoidal and
cubic phantoms are depicted in Fig. 68. The results for the other six tracers
can be found in Appendix B. Here, the predicted resolution based on the highest
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harmonic included in the reconstruction (under the condition of ϑ > 10 for the SNR
in the reconstructed images between maximum nominal iron amount and mean
reconstructed iron amount at the edges of the FOV) can be seen in comparison
with the experimentally derived resolution for the sinusoidal and square phantoms.
In comparison with the noiseless case, the deviations between reconstruction and
prediction when subjected to Gaussian noise were only very slightly higher than
in the noise-free case. For the sinusoidally-shaped distributions, a mean deviation
of 5% was found, whereas the mean deviation for square phantoms was found to
be approximately 6.4%. The deviations grew larger with a higher noise level at
approximately W = 1 · 10−8 Am2 (best seen in the results in the appendix). A
tendency that the square Line Pair Gauge overestimates the resolution, as reported
in [125], could not be reproduced and sinusoidal as well as square phantoms resulted
in similar resolutions.
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 P r e d i c t i o n S i n u s o i d a l  p h a n t o m C u b i c  p h a n t o m
Figure 68: Resolution characterization of FeraSpin R.
To explore the limits of the resolution for a realistic set of parameters at the given
field and gradient strength, the measured resolutions obtained here are further com-
pared with simulated particles based on the results from section 5.3. Here, the log-
normally distributed particles were simulated with the following parameter set:
• K = 6000 J/Am3
• dh = 20 nm
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• µ = 23 nm
• σ = 0.1
The result can be seen in Fig. 69. In comparison with the other characterized par-
ticles, the improvement in the resolution is not as large as one might have expected
since the |m˜3| is nearly three times as high as the one of FeraSpin XL and nearly six
times higher than the one of FeraSpin R. Still, it should kept in mind that harmonic
amplitudes six times higher means they tolerate a noise level six times higher for
the same SNR. Given a drop of harmonic amplitudes over several decades over the
course of the first 20 harmonics, a factor of six might only result in a few additional
harmonics in the reconstruction process for a given noise level and therefore only a
slight improvement of the resolution.
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 P r e d i c t i o n C u b i c  p h a n t o m
Figure 69: Resolution characterization for simulated particles.
An overview of the highest tolerated noise level as well as the results for chosen noise
levels of the sinusoidal phantoms can be found in Tab. 3, where it should again be
noted that the given resolutions describe the distance between the centers of two
objects. The achievable resolution improved from FeraSpin XS to FeraSpin L, XL,
and XXL. FeraSpin XS reached the maximum noise level to be able to resolve at
least the most distant objects of the Line Pair Gauge at W = 1 · 10−10 Am2. For
FeraSpin S, this limit was reached at W = 1 · 10−9 Am2 and for FeraSpin M, no
phantom was resolvable at W = 1 · 10−8 Am2. With FeraSpin L to XXL, it was
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possible to resolve at least the most distant objects for the entire range of tested




1 · 10−11) (Am2)
(mm)
R(W =
1 · 10−9) (Am2)
(mm)
FeraSpin XS 1 · 10−10 4.4 -
FeraSpin S 1 · 10−9 2.6 7.6
FeraSpin M 1 · 10−8 1.9 4.2
FeraSpin R 5 · 10−8 1.8 3.8
FeraSpin L 1 · 10−7 1.4 3
FeraSpin XL 1 · 10−7 1.4 3
FeraSpin XXL 1 · 10−7 1.4 3
Simulation 1 · 10−7 1.2 2.8
Table 3: Characterization results for sinusoidally-shaped phantoms
for chosen noise levels.
A way to evaluate the image quality at a given noise level directly in the image is
shown in Fig. 70. Here, the whole Line Pair Gauge, composed of all reconstructed
sequences, is depicted for a noise level of W = 1 · 10−10 Am2. When only very
large objects of several mm edge length are reconstructed, there is already a very
strong influence of the noise on the reconstruction with FeraSpin XS; whereas there
is nearly no difference in the reconstruction for S to XXL at this particular noise
level. However, for smaller details, beginning at about sequence number 60, the
results begin to differ and FeraSpin S and M reach their respective resolution limit
at about sequence 65. While FeraSpin R reaches its resolution limit at sequence 80,
the Line Pair Gauges of FeraSpin L to XXL can be nearly completely reconstructed
at this noise level.
In the next section, a general evaluation of the results obtained here will be per-
formed.
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Figure 70: Comparison of the row-wise normalized reconstructed
Line Pair Gauge with the FeraSpin series at W = 1 ·
10−10 Am2. Top row: FeraSpin XS and S; Middle row:
FeraSpin M, R, and L; Bottom row: FeraSpin XL and
XXL.
6.2.2. Evaluation of phantoms with variable object sizes
In general, the results correspond well with the third harmonic amplitude |m˜3| of
the tracers with FeraSpin XS having the lowest and FeraSpin L to XXL having the
largest |m˜3|. However, contrary to the standard MPS measurements, the offset field
supported MPS also yields quantitative values of the achievable resolution.
So far, the characterizations were performed with a concentration of cFe = 50
mmol/L and a variable noise level. To generalize these results, Fig. 71 shows
the comparison of the predicted resolutions (that were shown to correspond very
well with experimental results in the last section) over the ratio between noise level
and iron concentration cFe,i = 50 mmol/L.
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Figure 71: Predicted resolution in dependence on the ratio W/cFe.
Now, the achievable resolution can be obtained for each respective tracer at BDrive =
12 mT and G = 1.25 T/m in dependence on the ratio W/cFe. From this plot,
several ways can be derived to achieve a certain resolution. When a resolution
of R = 3 mm should be achieved, one way might be to use FeraSpin S and an
iron concentration that satisfies cFe ≥ W · 1 · 109 mol(Fe)/(Am2L), which results
in a necessary iron concentration of cFe = 100 mmol/L for a background noise of
W = 1 · 10−10 Am2. On the other hand, when switching the tracer to FeraSpin
XL only cFe ≥ W · 5 · 107 mol(Fe)/(Am2L) would need to be satisfied, reducing the
necessary iron concentration for W = 1 · 10−10 Am2 to cFe = 5 mmol/L.
Another possibility to generalize the experimental result is depicted in Fig. 72
and 73. Here, the obtained resolutions of a tracer at every tested noise level Wn
are normalized to the corresponding achievable resolution of FeraSpin R at the
same noise level. Of these relative improvements or deterioration, the mean value
R/RFeraSpin R was calculated for all tracers, yielding one value describing the mean
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Figure 72: Mean resolution relative to FeraSpin R dependent on the
third harmonic amplitude.
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Figure 73: Mean resolution relative to FeraSpin R dependent on the
ratio of fifth and third harmonic amplitude.
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While no linear relationship could be found between the relative resolution and the
|m˜3|, the relationship between the relative resolution and |m˜5|/|m˜3| appears to be
very linear, at least in the regime of values tested here. Obviously, the relative resol-
ution cannot reach negative values and at some point, a saturation effect will set in.
Still, this relationship indicates that a shallow decay of the harmonic spectrum (here
represented via the |m˜5|/|m˜3|) is more important for the resolution than just a large
|m˜3|. The reason for this behavior is most likely that tracers with a large |m˜5|/|m˜3|-
ratio also exhibit large amplitudes at higher harmonics, which remain usable for
reconstruction at higher noise levels. This would not apply to MNP that exhibit a
very large |m˜5|/|m˜3|-ratio but a very low |m˜3|. However, as no such particles have
been observed so far, this relationship seems like a valid rough indication for the
necessary values of the |m˜5|/|m˜3|-ratio to reach certain improvements in the relative
resolution.
In the following chapter, the results of resolution tests with constant object sizes
will be presented.
6.2.3. Characterization results for phantoms with constant object sizes
The main difference between this phantom type and the one used in the last section
is the constant iron amount in all sequences. Consequently, phantoms with a small
gap still have a strong synthetic MPI signal, as the size of the objects does not
decrease with the gap in between. Therefore, the sequences of the phantom at a
certain noise level are more comparable to each other. This improved comparability
is at the expense of characterizing the ability to image small details. Moreover,
characterizations at different object sizes a obviously also yield different results.
The result for FeraSpin R of this characterization with a = 3 mm can be seen in
Fig. 74. Further results of this characterization are depicted in Appendix C. The
reconstructed resolution R corresponds to the distance between the object centers
and the reconstructed gap lG corresponds to the space in between.
Besides the general trend of the improving resolution from FeraSpin XS to L, XL,
and XXL that could already be observed in section 6.2.1, it is conspicuous that for
all tracers except FeraSpin XS, the reconstructed resolution remains constant over
the course of several different noise levels. This is because for all of these noise
levels, the closest objects of the Line Pair Gauge could still be reconstructed with a
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Figure 74: Resolution characterization of FeraSpin R with constant
object size of a = 3 mm.
visible reduction in contrast in between. At the point where the predicted resolution
exceeds the distance between the closest object centers in the Line Pair Gauge, the
reconstructed resolution corresponds well with the prediction.




































Figure 75: Line Pair Gauge of FeraSpin M (left), R (middle), and
L (right) in comparison at W = 1 · 10−8 Am2.
Fig. 75 depicts the reconstructed Line Pair Gauge at W = 1 ·10−8 Am2 for FeraSpin
M, R, and L. It can be seen that it is possible to reconstruct most of the sequences
with all three tracers, with FeraSpin L yielding the clearest image with nearly no
artifacts. Here, another effect can be observed that so far has been ignored: The
signal strength of the harmonics decreases at the edges of the FOV, which can also
be observed in the system function of FerasSpin R in Fig. 65. This explains why
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the image quality tends to decrease when the objects are close to the edges of the
FOV. This is most prominent in the image based on FeraSpin M, which had the
lowest harmonic amplitudes in the general MPS characterization of the three tracers
depicted here. In the image based on FeraSpin L, which had the highest harmonic
amplitudes of the three tracers, the effect is weakest with only slight blurring effects
at the edges of the FOV.
6.2.4. Evaluation of phantoms with constant object size
In direct comparison to the phantoms with variable object sizes, it is remarkable that
the sequence of the Line Pair Gauge with the closest objects can be reconstructed
for a wide range of applied noise levels. The explanation for this observation is
visualized in Fig. 76. To reconstruct a tracer distribution and resolve the two
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Figure 76: Reconstructed phantom with constant object sizes in
comparison to the real part of the highest harmonic em-
ployed for reconstruction.
simulated objects from each other, it is necessary to have a spatial frequency that is
sufficiently close-meshed. This is the case when two neighboring maxima of a spatial
frequency superpose the centers of two objects that are to be reconstructed. In the
case outlined here, the highest spatial frequency that just satisfies this criterion
was given by the 11th harmonic. In comparison to the phantoms with a variable
object diameter and gap width, the distance between the centers is much higher,
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which enables the reconstruction with lower harmonics. Apart from the harmonic
structure, the resolution of small gaps is also limited by the widening effect of the
PSF as well as by the voxel size. Here, the reconstructed gap was even smaller than
the voxel size. As a result, it is easily visible but appears to be much wider than it
actually is.
Apart from this behavior, the results are similar to the ones of section 6.2.1 with
FeraSpin L to XXL being able to tolerate the full tested range of noise levels up
to W = 1 · 10−7 Am2, where they reach a distance between the object centers of
approximately 7.7 mm.
After the characterization of the FeraSpin series employing two different phantom
types, in the following sections, potential (advanced) applications for the offset field
supported MPS characterization will be introduced.
6.2.5. Advanced 1D characterizations
To this point, the focus of the imaging characterization has been on the influence
of the SNR on the resolution. Another possible application for the offset field sup-
ported MPS, that shall briefly be introduced here, is the investigation of the in-
fluence of MPI signals that do not ideally correspond to the system function. For
the characterizations performed in the previous sections, the MPI signals and the
reconstruction matrix were based on the same particle suspension, differing only in
the offset increment Bincr. However, should the tracers differ in their present state
from the reference suspension, for example due to immobilization or precipitation,
the image quality would supposedly be influenced. As examples for advanced appli-
cations of this method, the influence of different immobilized or precipitated tracers
on the image quality will be presented in this section. As this is only a brief intro-
duction into the possibilities of advanced applications with this method, the results
obtained here will be kept short.
6.2.5.1. Immobilized particles So far, the signal generation system matrix A1
and the reconstruction system matrix A2 were obtained from the same sample, a
particle suspension in deionized water. Here, A1 consists of spectra obtained from
the offset field supported MPS measurement of particles that were immobilized by
freeze-drying, whereas A2 consists of the spectra obtained from the standard particle
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suspension. While it has been shown in Chapter 5 that MNP with the strongest
signal align their magnetic moment via Ne´el, currently many of the best performing
tracers still have a notable amount of particles with Brownian rotation due to the
broad distribution of particle sizes, which is inhibited by the freeze-drying.
The Line Pair Gauge with square objects and variable object diameters was used
as a phantom. The parameters lfov, f , BDrive and G were equivalent to the regu-
lar resolution characterization. To suppress any potential influence of the noise, the
reconstruction was performed without additional Gaussian noise and only by includ-
ing the first 10 or 15 harmonics, respectively, in the reconstruction. This was done
for FeraSpin S, R, and XXL as examples of different Brownian contributions to the
particle rotation. In Fig. 30 and Tab. 1, it was shown that the spectrum of freeze-
dried FeraSpin S remains nearly unchanged whereas the spectrum of freeze-dried
FeraSpin R and XXL show stronger deviations from the spectrum of the suspension
due to the larger particles and therefore stronger influence of Brownian rotation.
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Figure 77: Influence of the mobility of MPI tracers on the resolu-
tion. The achievable resolution decreases dependent on
the fraction of Brownian particles.
This consequently results in the reconstructions depicted in Fig. 77. Here, re-
constructions with 10 and 15 harmonics are presented. For FeraSpin S, nearly no
influence can be observed. This was expected since those particles have very small
core sizes (see Fig. 27) and therefore primarily rotate via Ne´el. Accordingly, only
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very small changes were observed in comparison between suspension and immobi-
lization. This effect becomes stronger with FeraSpin R, where the two objects can
still be separated from each other, but with a clearly weaker contrast. FeraSpin
XXL, which had the largest fraction of Brownian particles, reveals the strongest
influence of the immobilization. Here, it is not possible to resolve the two objects
from each other when using 10 harmonics and only with a very weak contrast for
15 harmonics.
How precipitation of tracers can influence the image quality will be presented in the
next section.
6.2.5.2. Precipitated particles MNP begin to precipitate when the salt concen-
tration in the suspension is high enough to remove the repulsion barrier between
the particles, which may lead to irreversible coagulation (see [78] for further details
on that topic).
To investigate the influence of precipitated particles, the system functions A1 and A2
were measured employing MPS with additional offset fields. While the MPI signal
generation system matrix A1 was based on the measured spectra of precipitated
particles, the reconstruction system matrix A2 was based on the standard tracers
in a deionized suspension.
Here, Sodium Chloride (NaCl) was used to cause precipitation of FeraSpin R. The
NaCl concentration in the human blood of healthy adults is 136−145 mmol/L [104].
To ensure precipitation, an NaCl concentration of cNaCl = 250 mmol/L was used.
The effect on the MPS spectrum can be seen in Fig. 78 and corresponds with the
effects of attenuation and amplification of certain harmonics observed in differently
concentrated particle suspensions [83]. It can be seen that up to the 9th harmonic,
the harmonic decay steepens, while beginning with the 11th harmonic, the decay
becomes highly nonlinear with a wavelike form. Since only one tracer type was
analyzed, the comparability between the sequences of the Line Pair Gauge was
important. Therefore, a constant object size of a = 3 mm was presumed.
In Fig. 79, the entire reconstructed Line Pair Gauge is plotted for four different
cases: In the horizontal direction, A1 is varied between FeraSpin R in a deionized
suspension and FeraSpin R with NaCl. In the vertical direction, the reconstruction
is varied between 10 and 20 harmonics.
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Figure 78: MPS spectra of FeraSpin R and FeraSpin R + NaCl of
cNaCl = 250 mmol/L.
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10 Harmonics
20 Harmonics
Figure 79: Influence of NaCl on the image quality of FeraSpin R.
Left: Regular reconstruction of all sequences of the Line
Pair Gauge with FeraSpin R. Right: Reconstruction
when A1 is based on FeraSpin R with NaCl concentra-
tion cNaCl = 250 mmol/L.
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It is evident that the effects observed here differ depending on the number of har-
monics used in the reconstruction. When 10 harmonics were used, a blurring effect
could be observed, effectively leading to a decreasing resolution. When 20 harmonics
were used, this effect is much less pronounced. Instead, emerging artifacts can be
observed.
6.2.5.3. Evaluation It was presented here how the offset field supported MPS
characterization may also be used to investigate the influence of changes in the
particle behavior on the image quality. This was done via immobilized as well as
precipitated particles. It could be observed in both cases that the image quality
may be influenced drastically via decreasing resolution and contrast as well as by
artifacts in the reconstruction.
This method may therefore also be a valuable tool to investigate the influence of
signal altering effects in MPI, as in [73], or even investigate advanced MPI meth-
ods like mobility MPI [137] or multi-color MPI [135], when no suitable scanner is
available.
6.3. 2D tracer characterization
To this point, the characterization procedure was done in 1D due to the limitation
of the MPS setup, consisting only of one excitation and receive coil. The approach
therefore lacked the mixed frequencies occurring in multidimensional MPI as de-
scribed in section 2.3.1.5. To overcome this limitation, the characterization was also
performed with measurement data of FeraSpin R obtained with a 2D MPS, built at
the Institute of Medical Engineering, Universita¨t zu Lu¨beck [47]. This MPS consists
of two perpendicular excitation and receive coils and was operated at two frequen-
cies fx = 25.25 kHz and fy = 26.04 kHz with drive field strengths BDrivex,y = 12
mT. By sweeping through the offset fields in x- and y- directions between 0 mT
and 12 mT with an increment of Bincr = 0.25 mT, a total of 49 x 49 spectra were
measured (Fig. 80). To obtain the spectra for all four quadrants, the measured
spectra of the system function were mirrored according to [139], yielding a total of
97 × 97 = 9409 spectra. The same procedure was applied to obtain the reconstruc-
tion system function with Bincr = 1.00 mT, yielding 25 × 25 voxels after mirroring.
- 106 -
6 RESOLUTION CHARACTERIZATION OF MPI TRACERS EMPLOYING
OFFSET FIELD SUPPORTED MPS
Figure 80: Division of the offset field in 0.25 mT increments. Large
image: The frame depicts the measured quadrant with
offset fields between 0 mT and 12 mT in x- and y-
direction. Small image: Magnification of the measure-
ment grid. Each cross represents an offset field combi-
nation where an MPS spectrum was obtained.
Fig. 81 shows the relationship between the measured spectra for three exemplary
offset combinations (left) and frequency components (right) mapped over the offset
fields. The harmonic amplitudes at a certain frequency of all offset combinations
can be combined to one characteristic image of the frequency component. Here, the
relationship is visualized for the frequencies marked 1, 2, and 3 at the field offsets
a, b, and c.
Before a characterization using the 2D MPS can be performed, the zero offset MPS
spectra of both devices should be compared to evaluate, if the spectra change when
the tracers are excited by two instead of one drive field. Since it was shown that the
ability to resolve small details in the FOV depends on the availability of suitable
spatial frequencies, a change in the harmonic amplitude of higher harmonics would
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Figure 81: Principle of MPS employing two excitation and receive
coils. Left: Spectra of the x-axis receive coil at x-
y-offset combinations Boff,a = [−6,−2] mT, Boff,b =
[0, 0] mT and Boff,c = [8, 8] mT; Right: Exemplary
frequency components of all offset combinations for
Boff,x,y = [−12, ...,+12] mT, obtained with the x-axis re-
ceive coil. The three frequency components correspond
to the marked frequencies 1, 2, and 3 on the left.
also influence the achievable resolution.
This comparison is depicted in Fig. 82. The harmonic spectrum of the 2D MPS
with two-coil excitation exhibits a steeper decay than the single-coil excitation MPS.
This might be due to differences in the calibration of the device, but might also be
caused by the influence of the 2D excitation that effectively distributes the particle
energy on more frequencies. This decay of higher harmonics will most likely result
in decreased resolutions compared to the 1D case.
In Fig. 83, the software phantom for the 2D experiments is depicted. It corresponds
to the 1D experiments with an edge length a of each phantom block that is equivalent
to the gap between the blocks. In 1D, only distinct spectra in y-direction were
available and the virtual phantom extent in x- and z-direction was achieved by
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Figure 82: Comparison of FeraSpin R measurement employing a
standard and a 2D MPS.
Figure 83: Phantom for the 2D resolution estimation.
scaling the corresponding y-spectrum according to the virtual volume. In 2D, there
are distinct spectra in x- and y-direction and only the virtual extent of the phantom
in z-direction is achieved via scaling the corresponding (x,y)-spectrum.
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The experiments were performed with an assumed gradient strength of Gx,y = 1.25
T/m and therefore with a FOV lfov,x,y = 19.2 mm. The phantom edge length (as
well as the gap) was defined as a1 = 2.4 mm, a2 = 3.2 mm, and a3 = 4.0 mm. The
signal generation was equivalent to the 1D experiments, only with I = 972 = 9409
instead of I = 97 spectra. The artificial MPI signal was generated according to
(6.2) and the noise level W was raised until the resolution limit of each phantom
was reached. At the noise level, where the two blocks were barely resolvable, the
frequency components that were included in the reconstruction process were ana-
lyzed for the highest spatial frequency. In contrast to the 1D experiments, now not
only pure harmonics j, but also the mixed frequencies (see (2.44)) were taken into
account. Therefore, the spatial frequency as well as the resolution were not derived
from the harmonic number j, but from the highest number of spatial periods f˜max








This was compared to the actual distance between particle blocks.
The result can be seen in Fig. 84. Here, the phantoms (left), the reconstruction at
the highest tolerated noise level (middle), and the spatially resolved frequency com-
ponent with the highest spatial frequencies at this noise level (right) are depicted.
In contrast to the resolution estimation in 1D, each frequency component enables
a certain resolution in x- and y-direction, depending on the number of extrema in
each direction. In the case of the phantoms evaluated here, the spatial frequency in
y-direction is therefore the one that determines the resolution. For example, the pre-
dicted resolution of the 2.4 mm phantom can be calculated via R = 19.2/3.5 = 5.5
mm, since the seven white dots indicate seven extrema and therefore 3.5 spatial
periods.
The results for the three phantom sizes are summarized in Tab. 4. It seems that
the prediction based on the spatial frequency slightly underestimates the actual
achievable resolution with deviations between 6% and 17%. This is less accurate
than it was observed in the 1D characterization, but still in good agreement with
the predictions based on the frequency components.
It is conspicuous that the achievable resolution is decreased in comparison to the
1D characterization. This was expected due to the steeper harmonic decay that
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ReconstructionPhantom Maximum spatial frequency
Figure 84: Reconstructed phantoms and the frequency component
with the highest spatial frequency. Left: Cubic phantom
of the sizes 2.4 mm, 3.2 mm, and 4.0 mm; Middle: Re-
constructed image at highest tolerated noise level; Right:
Absolute values of the spatially resolved amplitude of the
frequency component with highest spatial frequency in
a vertical direction.
was observed at 2D excitation in comparison with the 1D excitation. Whether this
phenomenon is based on the spectrometer calibration or on particle physics is yet
to be investigated.
In the following section, the results obtained so far will be compared to actual MPI
phantom experiments.
Center distance Prediction Tolerated noise level
4.8 mm 5.5 mm 3 · 10−10 Am2
6.4 mm 7.7 mm 1 · 10−9 Am2
8.0 mm 8.5 mm 6 · 10−9 Am2
Table 4: Distance between square phantom centers and resolution
prediction based on the highest spatial frequency
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6.4. MPI phantom experiments
In the last sections, the resolution estimation of the FeraSpin series was performed
with an MPS employing single-coil excitation as well as with a 2D MPS with x-
and y-directional excitation. Here, the results of MPI phantom experiments will
be presented and compared with the 1D experiments. Moreover, challenges of the
resolution characterization in MPI and their comparison to the results obtained here
will be discussed.
6.4.1. Phantom preparation
The MPI phantom experiments were all performed with the tracer FeraSpin R,
which was also employed for the 1D and 2D characterization. To cover a broad
range of different iron contents, the experiments were performed with diameters
of a = [2, 3, 4, 5] cm and iron concentrations of cFe = [1, 10, 25, 50] mmol/L. The
phantoms were made of acrylic glass with cylindrical bores, as cubic bores were not
feasible. In contrast to the offset MPS experiments, where the simulated objects were
cubic, the volume of the MPI phantoms are thus not V = a3 but V = pi
4
d2h = 0.79a3
with d = h = a. All phantoms were sealed with oil to prevent evaporation of the
suspension medium.
6.4.2. Phantom experiment results
The phantom experiments were performed at the Universita¨tsklinikum Eppendorf
(Hamburg) with a commercial preclinical MPI scanner (Bruker/Philips). The image
acquisition was performed with a drive field BDrive,x,y,z = 14 mT and gradient fields
Gx,y = 0.75 T/m and Gz = 1.5 T/m.
Fig. 85 shows the results of the phantom experiments in the x-y plane. Every
image depicts a combination of phantom diameter and concentration. It can be
seen that the phantoms with cFe = 1 mmol/L are all nearly indistinguishable from
the background noise, whereas all phantoms with cFe = 50 mmol/L showed a very
clear image, only with the smallest 2 mm phantom slowly beginning to become
blurred. A combination that strongly suggests being close to the resolution limit
is the phantom with a = 2 mm (and distance between the objects) and cFe = 25
mmol/L. It can further be observed that the combination of a = 2 mm and cFe =
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10 mmol/L is below the resolution limit whereas a = 3 mm and cFe = 10 mmol/L
still allows a clear distinction of the two objects. The resolution limit for cFe = 10
mmol/L is therefore suspected to be located somewhere between 4 mm and 6 mm
distance between object centers. For larger objects, the resolution limit seems to be




























































































































































Figure 85: MPI phantom experiment results. The images are sorted
by phantom diameter and concentration.
The following comparison between offset MPS and MPI phantoms will therefore
focus on the 2 mm / 25 mmol/L phantom as well as the resolution limit for an iron
concentration of cFe = 10 mmol/L.
6.4.3. Comparison of offset MPS and MPI
To compare the offset field supported MPS characterization with the MPI phan-
tom experiment at BDrive = 14 mT, a new 1D system function of FeraSpin R was
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measured with MPS in an offset field. Furthermore, the volume of the virtual cubic
phantom with an iron amount corresponding to the bore volume was calculated,
since projecting a cylinder on a 1D phantom did not seem feasible. The cylindrical
phantom with a diameter and height of a = 2 mm has a volume of V = 6.28 µL,
which corresponds to a cube with an edge length of a = 1.84 mm.
An essential challenge in the validation of the offset MPS method is the noise level
W present in an MPI scanner. As the scanner used for the experiments does not
yield the measured magnetic moment but only a signal in arbitrary units, other
ways have to be found to establish a comparable noise level to apply on the offset
MPS characterization. An indicator to estimate the noise level is the detectability
of a tracer sample in the FOV. In earlier experiments with the scanner, it was
determined that a Resovist sample (that magnetically behaves like FeraSpin R [37])
with a volume V = 20 µL and an iron concentration cFe = 1 mmol/L was not
detectable whereas a sample of the same volume and cFe = 2 mmol/L could still
be localized. Based on these findings, the noise level at the detection limit for said
parameters was investigated with the MPS setup. A first rough approximation based
on a zero offset MPS measurement can be made using the third harmonic amplitude
|m˜3|. A tracer volume V = 30 µL and concentration cFe = 50 mmol/L yields a third
harmonic amplitude |m˜3| = 4.55 · 10−7 Am2 at BDrive = 14 mT. Assuming perfectly
linear scalability, the third harmonic of V = 20 µL and cFe = [1, 2] mmol/L can be
calculated to |m˜3| = 6.07 · 10−9 Am2 and |m˜3| = 1.21 · 10−8 Am2, respectively. It
was therefore assumed, that the noise level is located somewhere in this area. To
find an estimation for the noise level in the MPI scanner, the sample localization
described for MPI was repeated with a software phantom and spectra measured with
the MPS setup. The tracer volume was placed in the center of the virtual FOV and
the artificial MPI signal was constructed. After addition of gaussian background
noise, the particle distribution was reconstructed. This procedure was repeated ten
times per noise level and for each noise level, the correlation coefficients between
input distribution and reconstruction were calculated from the ten reconstructions.
The results are visualized in Fig. 86 via the mean values and standard deviations
of the 10 correlation coefficients per noise level. It can be seen that the resolution
limit can be clearly attributed to W = 1 · 10−9 Am2, which was therefore applied for
the experiment.
With the noise level being set to W = 1 · 10−9 Am2, the comparison between MPI
and offset field supported MPS was performed. This was done with a threshold
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Figure 86: Mean correlation and standard deviation of 10 recon-
structions per noise level when localizing a central par-
ticle volume with cFe = 2 mmol/L and V = 20 µL.
ratio between maximum nominal iron amount and mean reconstructed iron amount
at the edges of the FOV ϑ > 10 and the Line Pair Gauge sequence with decreasing
object sizes. The latter prevents the exact reproduction of the combination of iron
amount NP and gap length lG since the cylindrical volume corresponds to a cube
with a = 1.84 mm and the bore had a gap length lG = 2 mm. On the other hand
did this ensure particle distributions where the lG always corresponds to the object
diameter.
Simulating a particle concentration of cFe = 25 mmol/L, the resulting reconstruc-
tions around the resolution limit are depicted in Fig. 87. The distributions are
sorted from top to bottom from largest to smallest gap or highest to lowest iron
content. Moreover, the ratios between iron content of the software phantom and the
MPI phantom NMPS/NMPI are depicted. It can be seen that the two top particle
distributions can still be reconstructed, while the three distributions at the bottom
have a gap and an iron content that does not allow a distinction between the two
objects in the reconstruction.
The closest objects that were still resolvable have a distance of lG = 1.94 mm and
92% of the iron content that was present in the MPI experiment. It can also be seen
that an iron content that is only slightly lower already inhibits the reconstruction
of both objects.
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Figure 87: Reconstructed 1D particle distributions around the res-
olution limit. The objects in the top two distributions
are resolvable, the bottom three distributions are not
resolvable. The closest objects that were still resolvable
have a distance of 1.94 mm and 92% of the iron content
present in the MPI experiment.
A second [lG, cFe] combination that was noteworthy is the [3 mm, 10 mmol/L] com-
bination, that was the closest tested distance to be resolvable at this concentration.
A resolution limit would therefore be expected between 4 mm and 6 mm center
distance.
To that end, the offset field supported MPS was employed to simulate the resolution
dependent on the noise with the field parameters of this study and cFe = 10 mmol/L
as it was done in sections 6.2.1 and 6.2.3. The results of this simulation as shown
in Fig. 88 indicate that the resolution limit at W = 1 · 10−9 Am2 was made out to
be 5.83 mm between the phantom centers and thus, lies in the regime in which it
was expected due to the phantom experiments. In conclusion, the resolution limits
that were found in this MPI phantom study could be reproduced in an MPS setup
for an approximated noise level of the MPI setup.
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Figure 88: Achievable resolution dependent on noise level as ac-
quired by offset field supported MPS in comparison to
MPI phantom experiments.
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Figure 89: Empty signal of an MPI scanner.
An issue that has not been addressed yet is the noise level over the frequency range
of the bandwidth. In the simulations performed here, the noise level was assumed
to be constant over the whole spectrum. This needs to be treated as a rough
approximation as can be seen in Fig. 89. This nonlinear shape shows that unlike in
the simulation of this thesis, different frequency components are affected by different
noise levels.
Two aspects are conspicuous here and might be a topic of further research. First,
there are very distinct spurious signals around the pure harmonics. Second, the noise
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level itself is not constant but has maxima at 50 kHz and 600 kHz. Given this be-
havior, further developments of a resolution prediction based on simulations should
include this behavior of the background signal. Still, this requires the investigation
of the sources of these interferences first.
6.5. Discussion of the offset field supported MPS
characterization
With the offset field supported MPS characterization of MNP as tracers for MPI,
a new method was developed to access relevant imaging parameters, such as the
resolution without an otherwise necessary MPI scanner.
The proposed method includes the usage of measurement based software phantoms
to obtain general expressions for the respective resolution dependent on the noise
level. In a characterization of several tracers, the proposed theory of a resolution that
depends on the available spatial frequencies and thus the available harmonics (see
Chapter 4) could be confirmed and a generalized expression was found describing the
resolution over a ratio between the noise level and the concentration W/cFe. Based
on these results, the mean resolution relative to Feraspin R was found to improve
linearly over the ratio between the fifth and third harmonic amplitude.
The same procedure was repeated for fixed object sizes that were moved towards each
other until the gap between the objects closed. In contrast to the first experiment,
where the object sizes decreased according to the gap width, it could be seen that
imaging both objects with only a small gap in between was possible over a wider
range of noise levels. This was attributed to the fact that the distance between the
centers of the objects was still comparably large even though the gap in between
was only very small. Therefore, the reconstruction of these particle distributions
was also possible with lower spatial frequencies.
This method was also applied on virtual MPI signals based on immobilized and
precipitated particles to introduce the possibility to test the influence of non-ideal
system functions or changes in the particle state on the image. It is suggested that
it might also be suited to investigate new MPI related applications like multi-color
MPI or mobility MPI.
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In the current approach, a single measurement takes 45 minutes and enables the
generation of every possible 1D phantom. With a more elaborate setup, including
an automatized sweep of the offset fields using coils, this time could be reduced dras-
tically. In comparison with this, an MPI measurement is far more time consuming
due to the long system function acquisition, which still does not include the actual
phantom measurements.
In a comparison with actual MPI phantom experiments, a general agreement be-
tween simulations and experiments was found with the simulations being able to
predict a distance-concentration combination directly at the resolution limit cor-
rectly. Moreover, it was possible to simulate the resolution limit of a certain iron
concentration in accordance to the phantom experiments. It is therefore concluded
that the offset field supported MPS characterization is indeed able to correctly pre-
dict the MPI resolution, regardless of the missing mixed frequencies in the 1D setup.
In an MPS comparison between single-coil excitation and double-coil excitation, dif-
ference in the steepness of the harmonic decay was still observed. It is not clear yet
whether these deviations occur from differences in the calibration or if there are
other reasons for this behavior.
Even though the results have been very promising and implications from the offset
field supported MPS could be confirmed with MPI experiments, the method still
has to face some challenges. First, the relationship between spectral amplitudes
of single- and multiple-coil excitation and the influence of the generation of mixed
frequencies on the amplitude of pure harmonics still needs further investigation.
Second, it will still be necessary to better understand the nonlinear background
noise and interference signals (as it was already begun by Schmale et al. [115]).
Last, the MPI trajectory on the resolution has not been taken into account, which
has been shown to have an influence on the particle behavior and hence, the MPI
signal [48]. All these challenges will need to be addressed on several fronts from
tracer characterization and simulation to signal analysis at the MPI scanner to
understand how and why MPI signals and reconstructed images look the way they
do. This method is a contribution to this joint effort by showing the comparability
of 1D and 3D sequences as well as the predictability of the achievable resolution




The focus of this thesis is the relationship between the essential structural parame-
ters of MNP and the MPS spectrum, as well as between the MPS spectrum and the
achievable spatial resolution in MPI.
To that end, a general relationship between spatial frequencies and harmonics of the
MPI signal is presented. Moreover, it is explained how the reduction of the available
harmonics due to noise contamination influences the resolution. It was concluded
that the achievable resolution in the image is not only influenced by the width of
the PSF or a limiting contrast loss in the MTF, but also by the concentration, noise
level, and the iron amount; in short: the SNR.
To find a set of structural MNP parameters that maximize the SNR in MPI, a sim-
ulation environment was developed that employs the effective field method, which
was originally developed to describe the dynamic magnetic moment in a low field
environment. To also be able to describe the magnetic moment at field strengths
applied in MPS and MPI, phenomenological descriptions of the field dependent
Brownian and Ne´el rotational dynamics from literature were included in the sim-
ulation. With this tool, a large parameter study was performed to find the most
suitable magnetic core sizes for given combinations of effective anisotropy constants
and hydrodynamic shell thicknesses. Based on these insights, the highest possible
third harmonic amplitude and ratio between fifth and third harmonic were found for
log-normally distributed particle suspensions with realistic combinations of struc-
tural parameters. A general frequency independent parameter for particles suited
for MPI was found in the ratio between characteristic frequency and excitation fre-
quency, which ideally lies between two and three.
Since it is very time consuming to perform phantom experiments in MPI for many
different tracers to obtain quantitative information about the potential resolution,
a new characterization technique was developed that employs MPS measurements
at different static offset fields. Using this data, synthetic 1D MPI signals of virtual
resolution phantoms for the commercially available FeraSpin series were generated
and the resolution was found to be dependent on the noise level. Based on the char-
acterization results, a general expression was found for the resolution. Moreover,
the relationship between the maximum available spatial frequency and resolution
could experimentally be confirmed. The implication of these observations is that
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a shallow harmonic decay is more important than just a high third harmonic am-
plitude, which is often taken as an indicator for suitable MPI tracers. This was
confirmed by characterizing a simulated particle suspension that exhibited a very
large third harmonic amplitude and whose decay was comparable to FeraSpin XL.
Here, only slight improvements in the resolution could be observed for the simulated
suspension in comparison to FeraSpin XL.
It was furthermore introduced that the offset field supported MPS characterization
could also be used to perform experiments regarding the influence of precipitated
or immobilized particles on the image quality when a system function of colloidally
stable suspended particles is used for reconstruction. This method might also be ap-
plied for experiments regarding mobility MPI or multi-color MPI if an MPI scanner
is not available.
Besides the 1D characterization, a similar approach in 2D was presented, where
not only the pure harmonics, but also mixed frequencies were considered regarding
the prediction of the achievable resolution. Here, the deviations between predic-
tion and reconstruction were slightly higher, but still in good agreement with the
reconstruction results.
To test the comparability of the 1D offset MPS and 3D MPI sequences, experiments
with phantoms consisting of two particle filled bores and a distance in between
corresponding to the bore diameter were performed with different combinations of
bore diameters and particle concentrations. Based on three phantoms that were
close to the experimental resolution limit and an estimated noise level, the results
of the three phantoms could be reproduced via the offset MPS method, confirming
a general comparability between 1D and 3D sequences.
Overall, a link between elemental structural parameters of the particles and the
MPS signal, as well as a link between MPS signal and spatial resolution could be
established. This essentially enables the parameters, such as the magnetic core size
or the effective anisotropy constant, to be linked to the potential resolution that may
be achieved with a tracer. This may be used to perform more application oriented
tracer characterizations, which will be important for preclinical MPI experiments
where only the potential imaging performance is important, as well as for estimations
regarding the theoretically achievable resolution in MPI.
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The results in this thesis yield several implications regarding image quality. It was
shown that the spatial frequencies in 1D that correspond to the pure harmonics,
and in 2D and 3D that are also based on the mixed frequencies, directly influence
the achievable spatial resolution. This implies that frequency components with high
spatial frequencies above noise are necessary to achieve a high resolution. The
particles with the highest harmonic amplitude and therefore spatial frequencies can
mostly be found in the regime of Ne´el rotation and ideally have very low effective
anisotropy constants.
Therefore, the SNR, especially in the regime of higher harmonics, is the crucial fac-
tor for the achievable spatial resolution. The improvement of the SNR can naturally
be achieved via increasing the signal strength or decreasing the noise. Increasing
the signal strength can be achieved by increasing the magnetic field strength, ap-
plying more MNP, or improving the tracer. Besides general limitations like energy
consumption and heating of the excitation coils, the field parameters frequency and
magnetic field strength are also limited by the patient health, specifically the pe-
ripheral nerve stimulation and the specific absorption rate [11] [116]. Due to safety
regulations, it is not possible to increase the amount of particles indefinite. The in-
crease of the signal therefore needs to be achieved by improving the tracer. Due to
the high-frequency excitation at f = 25 kHz or more, increasing the signal strength
is a difficult trade-off between the magnetic moment and the rotational dynamics of
the tracer. On the one hand, a large magnetic moment is necessary to generate a
large signal. On the other hand, the moment depends on the core size of the tracer,
which, together with the effective anisotropy constant, determines the time neces-
sary for the internal reversal of the moment to align to the external field. Depending
on the size of the effective anisotropy constant, there may be a small regime of core
sizes, in which the spectral amplitudes are maximized. The optimization of MNP
in terms of their performance in MPI is therefore physically limited and cannot be
improved indefinitely.
The improvement of tracers within its physical limits alone might be not enough
for MPI when thinking about upscaling the principle to a human-sized scanner. To
improve the SNR, it will also be necessary to work on techniques to improve signal
purity and decrease the noise level. Given the relationship between resolution and
SNR and the effort that is put into finding tracers with spectral amplitudes several
times larger than current MNP, it is also noteworthy that a decrease of the noise
level has the same impact as an improvement of the spectral amplitudes by the
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same factor. The optimization of colloidally stable, high performant tracers as well
as building an imaging system with the lowest possible background noise will be
a difficult task as MPI is a very complex imaging technique. Yet, for MPI to find
application in hospitals as an alternative imaging device for angiography and nuclear
medicine imaging, it will be crucial to improve the SNR in both aspects.
- 123 -
A SIMULATION OF THE THIRD HARMONIC AMPLITUDE AT 5 MT AND
12 MT DRIVE FIELD
Appendices
A. Simulation of the third harmonic amplitude at 5
mT and 12 mT drive field








































Figure 90: Optimum tracers for f = 25 kHz and Bdrive = 5 mT.
Left: Core size with the highest third harmonic ampli-
tude |m˜3| for every combination of effective anisotropy
constant and hydrodynamic shell thickness; Right:
Third harmonic amplitude |m˜3| of respective optimum
particle core size.
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Figure 91: Optimum tracers for f = 125 kHz and Bdrive =
5 mT. Left: Core size with the highest third har-
monic amplitude |m˜3| for every combination of effective
anisotropy constant and hydrodynamic shell thickness;
Right: Third harmonic amplitude |m˜3| of respective op-
timum particle core size.
 dh (nm)










































Figure 92: Optimum tracers for f = 25 kHz and BDrive =
12 mT. Left: Core size with the highest third har-
monic amplitude |m˜3| for every combination of effective
anisotropy constant and hydrodynamic shell thickness;
Right: Third harmonic amplitude |m˜3| of respective op-
timum particle core size.
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Figure 93: Optimum tracers for f = 125 kHz and Bdrive =
12 mT. Left: Core size with the highest third har-
monic amplitude |m˜3| for every combination of effective
anisotropy constant and hydrodynamic shell thickness;
Right: Third harmonic amplitude |m˜3| of respective op-
timum particle core size.
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B. Further characterization results of the FeraSpin
Series with variable object size
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Figure 94: Resolution characterization of FeraSpin XS.
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Figure 95: Resolution characterization of FeraSpin S.
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Figure 96: Resolution characterization of FeraSpin M.
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Figure 97: Resolution characterization of FeraSpin L.
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Figure 98: Resolution characterization of FeraSpin XL.
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Figure 99: Resolution characterization of FeraSpin XXL.
- 129 -
C FURTHER CHARACTERIZATION RESULTS OF THE FERASPIN SERIES
WITH CONSTANT OBJECT SIZE
C. Further characterization results of the FeraSpin
Series with constant object size
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Figure 100: Resolution characterization of FeraSpin XS with con-
stant object sizes.
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Figure 101: Resolution characterization of FeraSpin S with constant
object sizes.
- 130 -
C FURTHER CHARACTERIZATION RESULTS OF THE FERASPIN SERIES
WITH CONSTANT OBJECT SIZE











W  ( A m 2 )
 P r e d i c t i o n R e c o n s t r u c t e d  R G a p  w i d t h  l G
Figure 102: Resolution characterization of FeraSpin M with con-
stant object sizes.
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Figure 103: Resolution characterization of FeraSpin L with con-
stant object sizes.
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Figure 104: Resolution characterization of FeraSpin XL with con-
stant object sizes.
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Figure 105: Resolution characterization of FeraSpin XXL with con-
stant object sizes.
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