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Abstract 
The paper describes the development of a Smart Home control system that employs data on the man’s position. It describes a 
basic model of this event and action based system, simulating a bedroom to exemplify Smart Home operations. The researchers 
have developed a simulated model for system tests, test results provided. 
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1. Introduction 
Modern man uses a lot of devices that simplify the processes of life, making them more comfortable, as well as 
save time. According to research the person spends 1 hour per day on the average in the fulfilment of everyday 
operations, such as turning on lights, opening the curtains and so on. Home automation system will save time [9, 10]. 
One of the most promising directions of development of system "smart home" is the introduction of vision system 
[3, 8]. This technology has great potential for the development of cooperation of all possible systems with the person 
[5, 7]. One of the promising areas of automation system "smart home" is the recognition of human postures using 
vision systems. 
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According to the definitions of Labunskaya [13] and Ushakov [13], "pose" is a static position of the human body, 
the basic unit of the spatial behaviour of the person, characterized by a certain position of the body, head and limbs 
toward each other [6, 11, 12]. So determining the spatial characteristics of the body and limbs of the body, you can 
interact with the system "smart house", as well as to conclude the findings of his needs and even the mental state of 
the person [2]. Extracting this information automatically and objective description of it in the form that is accessible 
to automation system "smart home" is an urgent research topic [1, 4]. The solution to this problem is to create an 
automated system for the registration and description of the person posing for the recognition of known positions 
and reactions of the necessary systems to them. 
2. Functionality of the system "smart house" 
Most systems "Smart House" are based on an event-efficient model, which includes things such as rules, events 
and actions. 
In the given diagram the rule establishes the connection between the events and actions of the system. For 
example, the action of turning on the light in the room is caused by response of motion sensor. One event may be 
connected with several actions. Also there can be several events, if it’s dark and cold outside, floor heating should 
be turned on and window-blinds should be drawn [8].  
There is a need to determine the position of man in space, namely three states: sitting, standing, lying. This 
additional information will help the system to make decision. Even if the system is not an expert, the number of call 
options for action increased 3 times, allowing to control and make a decision and as a result to save energy. Table 1 
shows a simple example of event processing logic. 5 buildings are reviewed with a focus on actions related to power 
consumption, the actions of turn-on are given, the actions of shutting down are not shown, but implied. 
Table 1. An example of a table 
3. Research 
Simulation model, showing the operation of the home control system in real time, was developed to confirm the 
assumption that the energy efficiency of a system using human posture recognition. 
 Bedroom Sitting room Hallway 
Movement Time 6:30 Presence Presence  Time 6:15 Movement 
lying sitting standing lying sitting standing  
Switch on floor 
heating
+ - - + + - + + + n\a 
Switch on 
lightening
+ + - - + - - + - + 
Switch on soft 
lightening
- - + + - + + - + - 
Switch on 
multimedia 
- + + + - - + + - n\a 
Switch on 
kitchen hood 
n\a n\a n\a n\a n\a n\a n\a n\a n\a n\a 
Turn the water 
off 
n\a n\a n\a n\a n\a n\a n\a n\a n\a n\a 
Switch on tea-
kettle or 
coffeemaker   
n\a n\a n\a n\a n\a n\a n\a n\a n\a n\a 
Water heating n\a n\a n\a n\a n\a n\a n\a n\a n\a n\a 
Open window-
blinds 
- + - - - - - - + n\a 
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The model allows doing research of the dependence of energy consumption (Watts), elapsed time (second) of the 
number of people in the system. The following entities were used: the switch, floor heating, lighting, man, 
checkpoint, room. Man moves between the control points arbitrarily. In the process of moving a man can take three 
possible postures: standing, sitting, lying, depending on these conditions in an automatic mode may turn on \ off the 
device. Testing was conducted in three possible modes: 
x automation is shut down; 
x automation detects the presence of a man; 
x automation defines human’s posture. 
In the first mode the user has to approach the switch to enable\disable the devices, so it also takes time. 
The second mode detects the presence of a person and turns on\off the devices in one mode of consumption. 
The third mode turns on\off the devices in different modes of consumption. 
Testing was conducted at 1500, 3000 and 4500 model minutes. The test results on the 4500 model minutes 
clearly shown in the charts below. 
Fig. 1 The energy consumption depending on the number of people. 
Fig. 2 The average power consumption per person. 
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Fig. 3 Time spent in the system depending on the number of people in seconds. 
Fig. 4 Average time in seconds spent per person in the system. 
Charts of economy are presented only for the mode with disabled automation, because only this mode implies the 
need for time-consuming for turning the devices on / off. Fig. 3, Fig 4 clearly show the superiority of the proposed 
mode. 
4. Summary 
The control system "smart house" on the basis of data on the position of man is the subject of this article. 
Simulation model was built for testing. The advantage of the mode with the definition of man postures was shown 
by such parameters as power consumption and flow of time. Mode with the definition of human posture showed 
results of more than 3 times superior to other modes of energy saving. It is also shown that the mode with the 
switched on automation saves time for turning on \ off the devices. 
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