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Abstract
In this paper we discuss some topics related to the general theory of frames. In
particular we focus our attention to the existence of different ’reconstruction for-
mulas’ for a given vector of a certain Hilbert space and to some refinement of the
perturbative approach for the computation of the dual frame.
1 Introduction
Whenever we deal with a (separable) Hilbert space H the first problem we face with is
the way in which an arbitrary element f ∈ H can be conveniently expressed. As we know
the usual choice is to expand f in terms of an orthonormal basis {en} of H: in this way
the expansion is particularly simple, f =
∑
n < en, f > en, and the Parseval equality is
satisfied,
∑
n | < en, f > |2 = ‖f‖. It is also well known that in any Hilbert space we can
build up different orthonormal bases, for instance using unitary transformations starting
with one of such basis.
Sometimes, however, the conditions of our (physical) problem force us to consider a set
of vectors {Φn} which is no longer orthonormal but is still a basis of H. We have a typical
example of this situation when the set {Φn} forms what is known as Riesz basis, see [1]
and references therein. One possible characterization of a Riesz basis is the following:
The set {Φn} is a Riesz basis if and only if
- all the Φn are independent, that is no Φno lies within the closure of the finite linear
span of the other Φn, and
- ∃A > 0, B <∞ so that, for any f ∈ H,
A‖f‖2 ≤∑
n
| < Φn, f > |2 ≤ B‖f‖2. (1.1)
This last property implies that the vectors of the set {Φn} generates the whole Hilbert
space, while the first condition says that these vectors are linearly independent: therefore
they form a typical basis of H.
We know many examples of sets of vectors which are not a Riesz basis but still have a
relevant role in the description of vectors of H. For instance, if we consider any overcom-
plete set of coherent states, [2], this set satisfies a relation similar to the one in (1.1), but
the vectors are not linearly independent. Equation (1.1) is also satisfied by some sets of
wavelets, [3]. Sets of vectors of this kind are known as frames. In other words, we can say
that a frame is a set of generators of H, but, since the vectors are not independent, the
way in which a vector f ∈ H can be expanded by means of these vectors is not unique.
Many properties of the frames have been discussed in the literature. In particular the
interest of the researchers has been focused mainly on the reconstruction formula: given
a frame {ϕn} in which way the sequence {< ϕn, f >} is linked to the function f? What
does the Parseval equality become for frames? It is possible to operate in such a way to
optimize the numerical procedure?
All these questions have already an answer in the literature. In this paper we will
show that many other relevant questions are still to be raised and can be solved: it is
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possible to find different reconstruction formulas, maybe more convenient than the usual
one? It is possible to build up a perturbation scheme which works in conditions in which
the usual one, [3], has difficulties?
The paper is organized as follows:
in Section 2 we introduce a bit of notation and, in order to keep the paper self con-
tained, we quickly recall the main known results about frames.
In Section 3 we show how, starting from a given frame, it is always possible to define
a tight frame with frame bound equal to one, as well as many other frames which give
different reconstruction formulas. We will discuss many examples of this procedure and
we will also show how the usual perturbation scheme works in this case.
In Section 4 we discuss a different perturbation approach which may be useful whenever
the frame constants are not close to each other.
In Section 5 we discuss some analogies between frames and orthonormal bases.
2 Notation and Known Results
Most of the results we are going to summarize in this Section can be found in [3] and [4].
We also like to cite [5] which is an useful review on wavelets with a long Section on frames
and where it is contained an excellent bibliography.
Let H be an Hilbert space and J a given set of indexes. Let also I ≡ {ϕn(x)}, n ∈ J ,
be a set of vectors of H. We say that I is an (A,B)-frame of H if there exist two positive
constants, called frame bounds, A > 0 and B <∞, such that the inequalities
A‖f‖2 ≤∑
n
| < ϕn, f > |2 ≤ B‖f‖2 (2.1)
hold for any f ∈ H.
To any such set I can be associated a bounded operator F : H → l2(J) = {{cn}n∈J :∑
n∈J |cn|2} <∞ defined by the formula
∀f ∈ H (Ff)j =< ϕj, f > . (2.2)
We will omit the dependence on I of F whenever this does not cause confusion. Due to
equation (2.1) we see that ‖F‖ ≤ √B. The adjoint of the operator F , F ∗, which maps
l2(J) into H, is such that
∀{c} ∈ l2(J) F ∗c ≡∑
i∈J
ciϕi (2.3)
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Of course, also F ∗ depends on the family I we are considering. Again, we will omit this
dependence whenever it will not cause confusion.
By means of these operators condition (2.1) can be rewritten in the following equivalent
way: I is an (A,B)-frame of H if there exist two positive constants, A > 0 and B < ∞,
such that the inequalities
A1 ≤ F ∗F ≤ B1 (2.4)
hold in the sense of the operators, [6]. We have used 1 to identify the identity operator
in B(H).
Condition (2.4) implies that the operator F ∗F , which maps H into itself, can be
inverted and that its inverse, (F ∗F )−1 is still bounded in H. In other terms, we have that
both F ∗F and (F ∗F )−1 belong to B(H).
Following the literature, see [3] for instance, one define the dual frame of I, I˜, the set
of vectors ϕ˜i defined by
ϕ˜i ≡ (F ∗F )−1ϕi ∀i ∈ J. (2.5)
We have called I˜ the dual frame since, as a matter of fact, it is really a frame, and, in
particular, it is a ( 1
B
, 1
A
)-frame, see [3]. Defining now a new operator between H and l2(J)
as F˜ ≡ F (F ∗F )−1, it is easy to prove that F˜ is such that (F˜ f)i =< ϕ˜i, f >, for all f ∈ H.
Moreover, the following relations hold: F˜ ∗F = F ∗F˜ = 1 . By means of these equalities it
is proved that any vector of the Hilbert space can be expanded as linear combinations of
the vectors of the set I or of the set I˜. We have the following reconstruction formulas:
f =
∑
i∈J
< ϕi, f > ϕ˜i =
∑
i∈J
< ϕ˜i, f > ϕi (2.6)
for all f ∈ H. In [3] it is also discussed that, since ϕi = ˜˜ϕi for all i ∈ J , then the dual
frame of the set I˜ is nothing but the set I itself.
As it is clear from equation (2.6), a crucial role in the reconstruction procedure is the
knowledge of the set I˜. In order to obtain the explicit expression for ϕ˜i, we first have to
know how the operator (F ∗F )−1 acts on the vectors of H. This is, in general, a difficult
problem to solve. Only in a single situation we can give an easy answer, namely when
our frame is tight. This means that the frame bounds A and B coincide, A = B, so that
equation (2.4) reduces to
F ∗F = A1 , (2.7)
which implies also that (F ∗F )−1 = 1
A
1 . Therefore ϕ˜i =
1
A
ϕi, for all i ∈ J . In this case
the reconstruction formulas above coincide and they look like
f =
1
A
∑
i∈J
< ϕi, f > ϕi,
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for all f ∈ H. In particular, moreover, if A = 1 and if all the vectors ϕi are normalized,
it follows that this frame forms an orthonormal basis of the Hilbert space, see [3]. Of
course, also the vice-versa holds true: if I is an orthonormal set in H, then I is a (1, 1)-
frame of normalized vectors. This is an obvious consequence of the Parceval equality∑
n | < ϕn, f > |2 = ‖f‖2, which holds for all f ∈ H.
How far can we go if the frame we are dealing with is not tight? In [3] and in the
references therein, it is proposed a perturbative approach to this problem, which works
well whenever A ≈ B. We will discuss in Section 4 a different approximation approach
which can be used even when the frame bounds A and B are not very close. In the final
part of this Section we summarize the standard procedure. We start defining a bounded
self-adjoint operator R by
R = 1 − 2
A+B
F ∗F. (2.8)
Using inequality (2.4) we find that
− B − A
B + A
≤ R ≤ B − A
B + A
, (2.9)
which implies that
‖R‖ ≤ B − A
B + A
. (2.10)
Inverting definition (2.8) we obtain F ∗F = A+B
2
(1−R), which also implies that (F ∗F )−1 =
2
A+B
(1 − R)−1. Since certainly ‖R‖ < 1 we can expand the operator (1 − R)−1 into a
norm-convergent series,
∑∞
k=0R
k. Therefore
ϕ˜j =
2
A+B
∞∑
k=0
Rkϕj. (2.11)
The N − th approximation is obtained considering only the first N − th contributions in
the above infinite sum:
ϕ˜Nj =
2
A+B
N∑
k=0
Rkϕj. (2.12)
In [3] it is shown that, for all f ∈ H, the following estimate holds:∥∥∥∥∥∥f −
∑
j∈J
< ϕj, f > ϕ˜
N
j
∥∥∥∥∥∥ ≤ ‖R‖N+1‖f‖, (2.13)
which says that the above quantity converges to zero when N → ∞. Of course, due to
(2.10), this convergence is fast when A ≈ B, while it is rather slow if B−A is big, so that
we cannot approximate ϕ˜j keeping only few contributions in the expansion (2.11). We
need to consider N big enough: this is the only way in which the error on the right hand
side of (2.13) can be made as small as we like. A possibility to overcome this problem
will be proposed in Section 4.
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3 More Reconstruction Formulas
We have seen in the previous Section that, given an (A,B)-frame I ≡ {ϕn}, it is possible
to associate to it an unique dual ( 1
B
, 1
A
)-frame I˜ ≡ {ϕ˜n} and to use this two frames together
to expand any vector of the Hilbert space. As it is well known, this is only one of infinite
equivalent possibilities: in fact, since the sets I and I˜ are not made up of independent
vectors, in general, we cannot invoke any unicity of the coefficients of the expansion of
a given vector. In other words: given a vector f ∈ H and a frame I, in general there
exist infinitely many way to expand f in terms of ϕj . Of course the possibilities given
by (2.6) are particularly simple and elegant, so that they are considered of a particular
interest. Moreover, these expansions solve the problem raised in the Introduction about
the relation between the sequence {< ϕn, f >} and the vector f , {ϕn} being a frame.
The problem we want to deal with in this Section is the following: does a given frame
suggests other resolutions of the identity or, which is the same, other reconstruction
formulas?
The answer to this question is yes, and we will show how these different reconstruction
formulas can be obtained and which techniques must be used. In particular we will show
that the procedure discussed in the previous Section is only a particular case of this more
general approach.
Our first step consists in defining the operator
F1 ≡ F ∗F. (3.1)
The norm of this operator is bounded from above and from below, A ≤ ‖F1‖ ≤ B, it is
positive, F1 ≥ 0, self adjoint, F1 = F∗1 , and its action on a given vector of H is given by
F1f = ∑i∈J < ϕi, f > ϕi.
Let Eλ be the family of spectral operators of F1. We can write, making use of the
spectral theorem,
< F1Φ,Ψ >=
∫ B
A
λ d < EλΦ,Ψ >, ∀Φ,Ψ ∈ H. (3.2)
Due to the fact that 0 < A ≤ B < ∞, we can define arbitrary powers, positive and
negative, of the operator F1:
< FαΦ,Ψ >≡< (F ∗F )αΦ,Ψ >=
∫ B
A
λα d < EλΦ,Ψ >, (3.3)
for all Φ,Ψ ∈ H, and ∀α ∈ R .
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Following [7] we see that Fα, which of course still maps H into itself, is self adjoint
and bounded for any α ∈ R . Moreover we have:
(Fα)β = Fαβ , FαFβ = Fα+β. (3.4)
Using the spectral theorem it is an easy exercise to compute the bounds for the operator
Fα. We find that
Aγ1 ≤ Fγ ≤ Bγ1 ∀γ ≥ 0 (3.5)
Bγ1 ≤ Fγ ≤ Aγ1 ∀γ < 0. (3.6)
Given an arbitrary real number α let us define the following vectors:
ϕ
(α)
i ≡ Fαϕi ∀i ∈ J, (3.7)
and let us call I(α) the set of these vectors. We can prove that all these sets are frames
in H. We have indeed the following
Proposition 1.
Each I(α) is a frame. In particular I(α) is an (A2α+1, B2α+1)-frame if α > −1
2
, is a
(1, 1)-frame if α = −1
2
, and is a (B2α+1, A2α+1)-frame if α < −1
2
.
Proof
This result easily follows from inequalities (3.5) and (3.6) and by the following equal-
ities:
∑
i∈J
| < ϕ(α)i , f > |2 =
∑
i∈J
| < Fαϕi, f > |2 =
∑
i∈J
| < ϕi,Fαf > |2 =
= ‖F (Fαf)‖2 =< FαF1Fαf, f >=< F2α+1f, f >,
which hold for all vectors f ∈ H. ✷
Remark.– The above procedure teaches, in particular, how to get a tight frame with
frame bound equal to 1 starting from a generic frame. Of course this does not imply that
the vectors ϕ
(−1/2)
i form an orthonormal basis since normalization of these vectors is not
ensured.
We now define an operator F (α) ’associated’ to the frame I(α), operator which plays
the same role of F˜ in the standard case.
Let F (α) be an operator from H into l2(J) defined by the formula
∀f ∈ H (F (α)f)j =< ϕ(α)j , f > . (3.8)
7
Since we have also < ϕ
(α)
j , f >=< Fαϕj, f >=< ϕj,Fαf >= (F (Fαf))j, it follows that
F (α) = FFα. (3.9)
Using now the equalities in (3.4) we see that, if we define the operator
F˜ (α) ≡ F−1−αF ∗, (3.10)
then
F˜ (α)F (α) = (F (α))∗(F˜ (α))∗ = 1 , (3.11)
for all α ∈ R . These equalities can now be used to built up different reconstruction
formulas, one for each value of α. First of all we observe that definition (3.8) implies that
(F (α))∗c =∑
i∈J
ciϕ
(α)
i , (3.12)
for all c ∈ l2(J). From (3.10) we have that, given f ∈ H,
(F˜ (α))∗f = F (F−1−αf) = {< ϕj ,F−1−αf >}j∈J =
= {< F−1−αϕj, f >}j∈J =
{
< ϕ
(−1−α)
j , f >
}
j∈J .
Therefore, given c ∈ l2(J), we have
F˜ (α)c =∑
i∈J
ciϕ
(−1−α)
i . (3.13)
All these results can be collected to show that, for any f ∈ H, we can write the following
expansions:
f =
∑
i∈J
< ϕ
(α)
i , f > ϕ
(−1−α)
i =
∑
i∈J
< ϕ
(−1−α)
i , f > ϕ
(α)
i , (3.14)
equalities which hold for all choices of the real α (Of course the second expansion is
redundant since it can be obtained from the first one putting α→ −1 − α).
The proof is very easy: using formulas (3.8), (3.11) and (3.13) we see that for any
f ∈ H, f = F˜ (α)F (α)f = F˜ (α)(F (α)f) = ∑i∈J < ϕ(α)i , f > ϕ(−1−α)i . The other equality is
proved in the same way, by considering the second equality in (3.11).
Let us now summarize our procedure:
(a) the starting point is a given frame I = {ϕj} and the related frame operators F ,
F ∗ and F1 = F ∗F ;
(b) we construct the operator Fα for a given real α as in (3.3);
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(c) we define a new frame whose vectors are ϕ
(α)
i = Fαϕi;
(d) we also define its dual frame: ϕ
(−1−α)
i = F−1−αϕi;
(e) we can now finally expand any f ∈ H as in (3.14).
Remarks.–
(a) It is interesting to notice that repeating twice the operation of taking the dual of
a given frame we come back to the original frame. This result generalizes the analogous
result for the standard procedure, ϕj = ˜˜ϕj, [3]. More in details: if we take a frame {ϕj}
and then we consider the new frame {ϕ(α)j } and its frame operator F (α), it follows that
the vectors constructed as in (2.5), (F (α)∗F (α))−1ϕ(α)j , coincide with ϕ(−1−α)j . In this sense
we say that {ϕ(−1−α)j } is the dual set of {ϕ(α)j }. Moreover, if we consider the ”bi-dual” of
{ϕ(α)j }, then we obtain {ϕ(α)j } itself.
(b) The method proposed here looks as a concrete version of a more abstract approach
discussed in [8] where the attention was focused mainly on coherent states.
(c) We observe that the approach we have followed here can be seen as a special case
of a much more general one which is the following: given a frame {ϕj} and its frame
operators F and F1, considering the spectral decomposition (3.2), we can define new
operators Ff ≡
∫ B
A f(λ) dEλ, to be intended weakly, where f is any real bounded function
with inverse bounded in [A,B]. In this way we could define a new frame {ϕ(f)j } = {Ffϕj}
and work on analogous computations as the ones we have just discussed here, where we
have always chosen f(λ) = λα, for some real α.
Before discussing some examples of this procedure let us now consider some limiting
case. We begin with the simplest one, α = 0.
In this case we have ϕ
(α)
i = F0ϕi = ϕi and ϕ(−1−α)i = ϕ(−1)i = F−1ϕi = ϕ˜i, for all
i ∈ J . In this case the reconstruction formulas (3.14) collapse to the standard ones, (2.6).
Moreover the operators defined in this Section become: F (α) = F , F˜ (α) = (F ∗F )−1F ∗ =
F˜ ∗, and so on. The equalities in (3.11) coincide now with the analogous ones F˜ ∗F =
F ∗F˜ = 1 , discussed in the previous Section in the standard setting.
The situation is completely specular for α = −1. In this case each ϕ(α)i coincides with
ϕ˜i while ϕ
(−1−α)
i is nothing but ϕi itself. Again the operators F (α) and F˜ (α) coincide with
the ones widely discussed in the literature and in Section 2.
Another limiting case is suggested by the Proposition 1 which assigns a particular
importance to the choice α = −1
2
. In this case we get a frame I(−1/2) = {ϕ(−1/2)i } which
is tight with frame bound equal to 1. In fact, if α = −1
2
, then −1 − α = −1
2
. For any
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vector f ∈ H the following equalities can be written
f =
∑
i∈J
< ϕ
(−1/2)
i , f > ϕ
(−1/2)
i ,
and ∑
i∈J
| < ϕ(−1/2)i , f > |2 = ‖f‖2.
For what concerns the expressions of the operators we have, for instance, F (−1/2) =
F (F ∗F )(−1/2) and F˜ (−1/2) = (F ∗F )(−1/2)F ∗ = (F (−1/2))∗.
This last result is general: it is easy to show that for all α ∈ R we have
F (α) = (F˜ (−1−α))∗. (3.15)
Let us now consider some examples. Of course, the situation is much simpler for finite
dimensional Hilbert spaces and it is just this situation that we start to consider.
Example 1
Let us take H = R2, and let us consider the three vectors ϕ1 = (1, 0), ϕ2 = (0, 1) and
ϕ3 =
1√
2
(1, 1). It is easy to show that these vectors satisfy the following relation
‖f‖2 ≤
3∑
i=1
| < ϕi, f > |2 ≤ 2‖f‖2,
for all f ∈ H, so that I is a (1, 2)-frame (the values of the bounds may be optimized,
but we don’t care about this point here). In the perspective of showing in which way
our procedure works, it is convenient to start with frames which are not tight. This is
because we just want to show how a (1,1)-tight frame can be obtained starting with an
arbitrary other frame. It is obvious that I cannot be a Riesz basis, since its three vectors
are necessarily linearly dependent.
For any f = (fx, fy) we get F1f = ∑3i=1 < ϕi, f > ϕi = 12(3fx+fy, fx+3fy). Therefore,
the operator F1 can be identified with the 2× 2 matrix
F1 ≡ 1
2

 3 1
1 3

 .
Using a standard procedure we can write F1 in the more convenient form obtained by its
spectral decomposition:
F1 = E1 + 2E2, (3.16)
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where λ1 = 1 and λ2 = 2 are the eigenvalues of F1, the Ek’s are the projection operators
defined by Ekg =< ηk, g > ηk, k = 1, 2, ∀g ∈ H, and η1 = 1√2(1,−1) and η2 = 1√2(1, 1)
are the eigenstates of F1 which correspond to λ1 and λ2.
We are now ready to build up different pairs of dual frames, each for any given value
of α. Let us start with α = −1.
We have F−1 = E1 + 12E2 and the set I(−1) = {F−1ϕi} is formed by the following
vectors: ϕ
(−1)
1 =
1
4
(3,−1), ϕ(−1)2 = 14(−1, 3) and ϕ(−1)3 = 12√2(1, 1). As we have already
discussed, I(−1) is the dual frame of the original one I. In the standard language we
would have written ϕ
(−1)
i = ϕ˜i. It is straightforward to verify that, given f ∈ H, we
can write f =
∑3
i=1 < ϕi, f > ϕ
(−1)
i =
∑3
i=1 < ϕ
(−1)
i , f > ϕi. Moreover we see that
1
2
‖f‖2 ≤ ∑3i=1 | < ϕ(−1)i , f > |2 ≤ ‖f‖2, estimate which does agree with the statement of
Proposition 1.
Of course the same results are obtained, mutatis mutandis, if we take α = 0.
Let us now choose α = −1
2
.
The operator F− 1
2
can be simply deduced by (3.16): F− 1
2
= E1 +
1√
2
E2, so that
we get the following vectors for the frame: ϕ
(−1/2)
1 =
1
2
(1 + 1√
2
,−1 + 1√
2
), ϕ
(−1/2)
2 =
1
2
(−1 + 1√
2
, 1 + 1√
2
) and ϕ
(−1/2)
3 =
1
2
(1, 1). It is a simple calculation to verify that these
vectors form a (1, 1)-frame. They are not, however, an orthonormal basis of H since none
of these vectors is normalized. This, of course, is what we must have since the three
vectors are necessarily linearly dependent in H.
We conclude this example considering the case α = −1
3
.
The expression of the operator F− 1
3
is again deduced by (3.16): F− 1
3
= E1 +
1
21/3
E2,
and the vectors of the set I(−1/3) are: ϕ(−1/3)1 = 12(1 + 121/3 ,−1 + 121/3 ), ϕ
(−1/3)
2 =
1
2
(−1 +
1
21/3
, 1 + 1
21/3
) and ϕ
(−1/3)
3 =
1
25/6
(1, 1). The dual vectors are the ones corresponding to
−1−α = −1+ 1
3
= −2
3
, that is ϕ
(−2/3)
1 =
1
2
(1+ 1
22/3
,−1+ 1
22/3
), ϕ
(−2/3)
2 =
1
2
(−1+ 1
22/3
, 1+ 1
22/3
)
and ϕ
(−2/3)
3 =
1
27/6
(1, 1). Again, it is straightforward to verify that the expansions in
(3.14) hold true, that is that, for any f ∈ H, f = ∑3i=1 < ϕ(−1/3)i , f > ϕ(−2/3)i = ∑3i=1 <
ϕ
(−2/3)
i , f > ϕ
(−1/3)
i . Moreover, we can also check successfully the estimates given in
Proposition 1: ‖f‖2 ≤ ∑3i=1 | < ϕ(−1/3)i , f > |2 ≤ 21/3‖f‖2 and 121/3‖f‖2 ≤ ∑3i=1 | <
ϕ
(−2/3)
i , f > |2 ≤ ‖f‖2.
Example 2
We consider now another finite dimensional example a little bit more complicated. Let
us take H = R3, and let us consider the four (linearly dependent) vectors ϕ1 = (1, 0, 0),
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ϕ2 = (0, 1, 0), ϕ3 = (0, 0, 1) and ϕ4 =
1√
3
(1, 1, 1). These vectors are a (1, 2)-frame:
‖f‖2 ≤
3∑
i=1
| < ϕi, f > |2 ≤ 2‖f‖2.
(Again, the frame bounds may be optimized). For any f = (fx, fy, fz) ∈ H we get now
F1f = 13(4fx + fy + fz, fx + 4fy + fz, fx + fy + 4fz), so that
F1 ≡1
3


4 1 1
1 4 1
1 1 4

 .
Using the spectral decomposition of F1 we can write
F1 = E1 + E2 + 2E3, (3.17)
where λ1 = λ2 = 1 and λ3 = 2 are the eigenvalues of F1, η1 = 1√2(−1, 0, 1), η2 =
1√
6
(1,−2, 1) and η3 = 1√3(1, 1, 1) are the corresponding orthonormal eigenvectors and Ek
are the projectors on these vectors. We consider here only the case α = −1
2
.
In this case F− 1
2
= E1+E2+
1√
2
E3, and the (1, 1)-frame is obtained as usual: ϕ
(−1/2)
i =
F− 1
2
ϕi, for i = 1, 2, 3, 4. We get ϕ
(−1/2)
1 =
1
3
(2 + 1√
2
,−1 + 1√
2
,−1 + 1√
2
), ϕ
(−1/2)
2 =
1
3
(−1+ 1√
2
, 2+ 1√
2
,−1+ 1√
2
), ϕ
(−1/2)
3 =
1
3
(−1+ 1√
2
,−1+ 1√
2
, 2+ 1√
2
) and ϕ
(−1/2)
4 =
1√
6
(1, 1, 1).
It is easy to verify that, for any f ∈ H, f = ∑4i=1 < ϕ(−1/2)i , f > ϕ(−1/2)i and that∑4
i=1 | < ϕ(−1/2)i , f > |2 = ‖f‖2.
Again, we observe that the various vectors are not normalized. Of course any attempt
of normalizing these vectors would imply the loosing of their nature of (1,1)-tight-frame.
Example 3
We now consider an infinite dimensional example, previously discussed in [4]. Let
us consider two real numbers p0, q0 ∈ [pi, 2pi[. Let us then introduce λ = 2pip0−q0 and a
C∞-function ν(x) which is zero if x ≤ 0 and 1 if x ≥ 1. In [4] it is discussed that the
function
g(x) = q
−1/2
0


0 x ≤ − pi
p0
, x ≥ pi
p0
sin
[
pi
2
ν
(
1
λ
( pi
p0
+ x)
)]
− pi
p0
≤ x ≤ − pi
p0
+ λ
1 − pi
p0
+ λ ≤ x ≤ pi
p0
− λ
cos
[
pi
2
ν
(
1
λ
(x− pi
p0
+ λ)
)]
pi
p0
− λ ≤ x ≤ pi
p0
,
satisfies the following relations:
(a) |supp g| = 2pi
p0
;
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(b)
∑
k∈Z |g(x− kq0)|2 = 1q0 .
Let now W (p, q) be the Weyl-Heisenberg operator defined by
[W (p, q)f ](x) ≡ eipxf(x− q),
for any square integrable function f(x). Given a function g(x) ∈ H = L2(R) in reference
[4] it is shown that, by means of the above properties of the function g(x), the set {gmn} =
{[W (mp0, nq0)g](x)}, for m and n both belonging to Z, is a tight frame: ∑m,n∈Z | <
gmn, f > |2 = 2pip0q0‖f‖2 for all f ∈ H. In this case it is particularly simple to write down
the operator F1, which is simply F1 = 2pip0q01 . Therefore, as it is obvious, the (1, 1)-frame
is formed by the vectors g(−1/2)mn = F− 1
2
gmn =
√
p0q0
2pi
gmn.
Other non-tight frames can be obtained considering different values of α.
A brief remark is in order: as it is clear from the above examples our procedure, which
is quite general, can be easily implemented whenever we deal with finite dimensional
Hilbert spaces or, when the original frame is tight. In both these situations, in fact, the
operator F1 can be written in an easily handled form. On the contrary, for general frames
in an infinite dimensional space, the situation, thought being clear from the theoretical
point of view, is not as much easy to be implemented: the spectral projections must be
replaced by the spectral measure and the finite sum which defines F1 with an integral
over a finite interval. Fα is defined easily but, in general, it is not so clear which should
be the explicit expressions of the vectors of the new frames, ϕ
(α)
i = Fαϕi.
There is a particular situation, which however is rather rare, in which the computations
are easily done even in the infinite dimensional situation, namely when F1 is a finite-rank
operator. In this case, in fact, the operator F1 can still be written as F1 = ∑Nk=1 λkEk,
where λk is the k-th eigenvalue of F1 and Ek the related projection operator. Of course,
it would be interesting to obtain a condition on the original frame which ensures that
the related operator F1 is of finite-rank. For instance it is clear that to any tight frame,
and in particular to any orthonormal basis, it cannot correspond a finite-rank operator
F1 since, being in this case F1 a multiple of the identity in H, its rank is necessarily the
whole H.
In any case, this kind of problem is not new. It is just the same problem which we
have to face with when we try to obtain F−1 = (F ∗F )−1 using the standard approach,
[3]: except that in very few situations one has to proceed perturbatively, following, for
instance, the procedure discussed in the Section 2.
We will now show how this perturbation approach can be used for the computation of
Fα, at least when the frame bounds A and B do not differ too much. In the next Section
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we will discuss a different perturbative approach which relaxes this condition.
The problem we want to discuss is the way in which the dual operators Fα and F−1−α
can be computed perturbatively. We will restrict to some choices of α which have a
particular interest.
Let α ∈ N . Using (2.8) we have Fα =
(
A+B
2
)α
(1 − R)α, which is already given as
a (finite) sum of positive powers of the operator R = 1 − 2
A+B
F ∗F . More involved is
the computation of F−1−α. Introducing the natural number Mα = 1 + α, we see that
F−1−α = (F−1)Mα. Therefore, the problem of getting an expansion for F−1−α, is reduced
to the analogous problem for F−1, which has been already discussed in Section 2.
The situation is specular if we take α such that −α ∈ N : in this case F−1−α can be
found exactly, while the computation of Fα is again reduced to the computation of F−1.
Moreover, when α = 0, we go back to the standard procedure.
For what concerns other values of α, we discuss here only the case of particular interest
α = −1
2
, which, as we have seen, gives rise to a (1,1)-tight-frame.
Since ‖R‖ ≤ 1, we can expand the operator F− 1
2
as
F− 1
2
=
√
2
A+B
∞∑
k=0

 −1/2
k

 (−R)k.
Therefore we have, for any i ∈ J ,
ϕ
(− 1
2
)
i = F− 1
2
ϕi =
√
2
A+B
(1 −R)−1/2ϕi =
√
2
A+B
∞∑
k=0

 −1/2
k

 (−R)kϕi.
We define now an approximation of ϕ
(− 1
2
)
i of degree N :
ϕ
(− 1
2
),N
i ≡
√
2
A+B
N∑
k=0

 −1/2
k

 (−R)kϕi.
Given f ∈ H, how large is the error that we do when we substitute ϕ(−
1
2
)
i with ϕ
(− 1
2
),N
i in
the exact expansion f =
∑
i∈J < ϕ
(− 1
2
)
i , f > ϕ
(− 1
2
)
i ? In other words, if we define the vector
f (N) ≡∑
i∈J
< ϕ
(− 1
2
),N
i , f > ϕ
(− 1
2
),N
i ,
how big is the norm ‖f − f (N)‖? This norm can be estimated telescoping it twice. Let us
start introducing the self-adjoint operator
TN ≡ (1 −R)−1/2 −
N∑
k=0

 −1/2
k

 (−R)k.
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Therefore,
√
2
A+B
TNϕi = ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i , for all i ∈ J . It is easy to see that
‖f − f (N)‖ ≤ ‖∑
i∈J
< (ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i ), f > ϕ
(− 1
2
)
i ‖+
+‖∑
i∈J
< (ϕ
(− 1
2
),N
i − ϕ(−
1
2
)
i ), f > (ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i )‖+
+‖∑
i∈J
< ϕ
(− 1
2
)
i , f > (ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i )‖,
which shows that the operator TN plays a relevant role in the estimate of this norm.
Let us consider in some details, for instance, the computation of the first contribution
above. We first notice that < (ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i ), f >=
√
2
A+B
< TNϕi, f >=
√
2
A+B
<
ϕi, TNf >. Moreover, using the notation of Section 2, we also deduce that < g, ϕ
(− 1
2
)
i >=<
g,F1/2ϕ˜i >=< F1/2g, ϕ˜i >. Therefore, this contribution can be estimated in the following
fashion:
‖∑
i∈J
< (ϕ
(− 1
2
)
i − ϕ(−
1
2
),N
i ), f > ϕ
(− 1
2
)
i ‖ = sup
‖g‖≤1
∣∣∣∣∣∣
√
2
A+B
∑
i∈J
< ϕi, TNf >< F1/2g, ϕ˜i >
∣∣∣∣∣∣ =
=
√
2
A +B
sup
‖g‖≤1
∣∣∣< F1/2g, TNf >∣∣∣ =
√
2
A+B
‖F1/2TNf‖ ≤
√
2B
A+B
‖TN‖ ‖f‖.
Here we have used, among the other things, the fact that: ‖F1/2‖ ≤
√
B, which directly
follows from (3.5). The other contributions above can be estimated in analogous way.
The final result is the following:
‖f − f (N)‖ ≤

2
√
2B
A +B
+
2B
A+B
‖TN‖

 ‖TN‖ ‖f‖.
We see here the necessity of estimating ‖TN‖. The details of this computation are given
in the Appendix, and the result is in formula (A.2). Here we give only the result:
‖TN‖ ≤
(
B − A
2A
)N+1√A+B
2A
.
The conclusion is therefore the following inequality:
‖f − f (N)‖ ≤
√
B
A
(
B − A
2A
)N+12 +
√
B
A
(
B − A
2A
)N+1 ,
which converges to zero in the same fashion of the analogous estimates given in [4], at
least if B < 3A. Obviously the speed of this convergence increases as much as A becomes
closer to B.
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We want to end this long Section with some reversibility remarks. The first question
is the following: given a frame, it gives rise to a single operator F1 = F ∗F . Is this
correspondence a bijection? That is, given a self-adjoint operator F1 which satisfies the
properties discussed at the beginning of this Section, is it possible to associate to this
operator a single frame?
It is easy to find counterexamples which show that in general this is not so. The
first trivial case is the following: if the set {ϕi} is a frame then also {eiαiϕi} is a frame
for any choice of the real constants αi, and both the frames correspond to the same
F1 operator. Therefore it is not possible, given F1, to fix a single ’generating frame’.
However, it could happen, in principle, that F1 fixes only a frame of rays in the Hilbert
space, and not a frame of vectors. This cannot happen, in general, for finite dimensional
Hilbert spaces as we can show with a very easy example: let us suppose that dim(H) = 2
and that H is a real Hilbert space. Then F1 is a 2 × 2 real and symmetric matrix with
three independent entries. Let us now consider a frame of H of four vectors. Condition
F1f = ∑4i=1 < ϕi, f > ϕi for any f ∈ H gives three independent equations which become
seven if we also consider the normalization conditions of the vectors. They are not enough
to fix all the vectors of the frame!
The question is still open for infinite dimensional Hilbert spaces.
The second remark is very much related to the previous one: given an (A,B)-frame
{ϕi} and its related operator F1, we find an unique (1, 1)-frame {ϕ(−1/2)i }. The question
is again a problem of reversibility: given now an (1, 1)-frame {φi}, is it possible to find an
unique (A,B)-frame {Ψi} such that φi = Ψ(−1/2)i ? Again, the answer is in general negative
and it can be shown simply by giving examples of (1, 1)-frames each of which can be
obtained by different non-tight frames. Before discussing these examples we remind that
normalization of the vectors of the frame is very important: it is enough to think to the
examples of (1, 1)-frames discussed in this Section, which are certainly not orthonormal
bases due to the lack of normalization of their vectors. It is well known, in fact, that such
a frame turns out to be an orthonormal basis if its vectors are all normalized, [3].
We start observing the following property:
- If {ϕi} is a frame then also {Φi = αϕi} is a frame and we have ϕ(−1/2)i = Φ(−1/2)i for
all i ∈ J and ∀α > 0.
The proof of this statement is a straightforward computation. With obvious notation
we call FΦ and Fϕ the frame operators related to the two different frames. By the definition
we have, for any f ∈ H:
F ∗ΦFΦf =
∑
i∈J
< Φi, f > Φi = α
2
∑
i∈J
< ϕi, f > ϕi = α
2F ∗ϕFϕf,
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so that F ∗ΦFΦ = α
2F ∗ϕFϕ. Therefore we have
Φ
(−1/2)
i = (F
∗
ΦFΦ)
−1/2Φi =
1
α
(F ∗ϕFϕ)
−1/2αϕi = ϕ
(−1/2)
i .
This is a particular case of a more general situation which is easily considered if dim
H < ∞. Let {ϕi} be a given frame, with i = 1, ..., N , and let Fϕ be its frame operator.
Let us suppose that it exists a self-adjoint operator A ∈ B(H) which commutes with
F ∗ϕFϕ and for which there exist two positive real numbers 0 < A− ≤ A+ < ∞ such that
A−1 ≤ A ≤ A+1 . In general any operator of the form α1 satisfies these conditions for
any strictly positive α, independently of the form of Fϕ, and this is the case we have
considered above, as we will see in a moment. In general such an operator, if it exists,
must be related to the frame operator. Let us now define Φi = A
1/2ϕi for all i = 1, ..., N .
The set of these new vectors is a frame whose related frame operator is FΦ = FϕA
1/2. We
have:
Φ
(−1/2)
i = (F
∗
ΦFΦ)
(−1/2)Φi = (F ∗ϕFϕ)
(−1/2)A−1/2A1/2ϕi = (F ∗ϕFϕ)
(−1/2)ϕi = ϕ
(−1/2)
i ,
as it was to be shown. The extension to the case dim H =∞ contains some subtle points
and it will not be considered here.
4 A Perturbation Approach
We have discussed in the previous Sections the difficulties of finding the operator F−1 =
(F ∗F )−1 for a given frame, in general. The way in which this problem is overcame in the
literature is to consider a perturbative approach whose speed of convergence, however,
depends strongly on the difference of the frame bounds, B−A: the smaller this quantity
the more rapid the convergence of the procedure. In this Section we will propose a different
perturbation approach which relax this condition, so that it can be also used when B−A
is not so small.
The idea is very simple and it is strongly related to the fact that the operatorF1 = F ∗F
is strictly positive. Let {ϕi} be a frame and F its associated frame operator. We know
that
A1 ≤ F ∗F ≡ F1 ≤ B1 . (4.1)
In all this Section we will not assume that B−A
B+A
is much smaller than 1. On the contrary,
the procedure we are going to discuss is particularly useful in the case in which this ratio
approaches the unity, that is in the case in which B is much larger than A. How can we
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construct a perturbative approach to get the operator F−1 = (F ∗F )−1? We will propose
a procedure which depends on the values of the frame bounds.
Let us first assume that
1 < A ≤ B <∞. (4.2)
As it was discussed in the previous Section, due to the nature of the operator F1 it is
possible to find a spectral decomposition for this operator and we can build up functions
of this operator. For instance, recalling equation (3.1)
< F1Φ,Ψ >=
∫ B
A
λ d < EλΦ,Ψ >, ∀Φ,Ψ ∈ H, (4.3)
we see that the operator LogB(F1) is defined by
< LogB(F1)Φ,Ψ >=
∫ B
A
LogB(λ) d < EλΦ,Ψ >, ∀Φ,Ψ ∈ H. (4.4)
The integral above is surely well behaved since λ ≥ A > 1. Using functional calculus it is
easy to verify that inequality (4.1) gives rise to
α1 ≤ LogB(F1) ≤ 1 . (4.5)
This result is, of course, a consequence of the fact that A1 and B1 both commute with
F1. In (4.5) we have defined α = LogB(A). Of course 0 < α ≤ 1. The relevant difference
with respect to the original double inequality (4.1) is that the two new bounds α and 1,
are necessarily near to each other. We define, in analogy with the standard approach, an
operator R via
R = 1 − 2
1 + α
LogB(F1). (4.6)
Using the bounds (4.5) we find that the operator R satisfies the following double inequal-
ity:
− 1− α
1 + α
1 ≤ R ≤ 1− α
1 + α
1 . (4.7)
Equation (4.6) can now be inverted and it gives, after some minor calculation,
F−1 = (F ∗F )−1 = 1√
AB
B
1+α
2
R =
1√
AB
elnB
1+α
2
R. (4.8)
Let us now see how the perturbative approach works. We call, as usual, ϕ˜j = F−1ϕj,
which is the exact dual frame, and we define its N-th approximation by
ϕ˜Nj ≡
1√
AB
N∑
k=0
1
k!
(
lnB
1 + α
2
R
)k
ϕj, ∀j ∈ J. (4.9)
18
We are interested in computing which error do we do if, instead of
∑
i∈J < ϕi, f > ϕ˜i = f ,
we compute f (N) ≡ ∑i∈J < ϕi, f > ϕ˜Ni . In other words, we want to estimate ‖f − f (N)‖.
The procedure is similar to the one we have discussed in the previous Section. Let us
define the self-adjoint operator ZN ,
ZN ≡ elnB 1+α2 R −
N∑
k=0
1
k!
(
lnB
1 + α
2
R
)k
.
Using the definitions and the following equality
< ϕ˜j − ϕ˜Nj , g >=
1√
AB
< ZNF1ϕ˜j, g >= 1√
AB
< ϕ˜j,F1ZNg >
where, as usual, ϕ˜j = F−1ϕj , we have
‖f − f (N)‖ = sup
‖g‖≤1
∣∣∣∣∣∣
∑
j∈J
< f, ϕj >< ϕ˜j − ϕ˜Nj , g >
∣∣∣∣∣∣ =
=
1√
AB
sup
‖g‖≤1
|< f,F1ZNg >| ≤
√
B
A
‖f‖ ‖ZN‖.
The problem is, therefore, to evaluate ‖ZN‖. In the Appendix we will deduce that
‖ZN‖ ≤
√
B
A
1
(N + 1)!
(
1− α
2
lnB
)N+1
,
so that
‖f − f (N)‖ ≤ B
A
‖f‖
(
1−α
2
lnB
)N+1
(N + 1)!
, (4.10)
which shows that ‖f − f (N)‖ is exponentially convergent to zero when N →∞, indepen-
dently of the values of A and B, which can also be very different from each other.
Let us now assume that
0 < A ≤ B < 1. (4.11)
In this case the inequality (4.1) can be rewritten as
β1 ≤ LogA(F1) ≤ 1 , (4.12)
where β ≡ LogAB is strictly positive and β ≤ 1. We define the operator R in a way which
is similar to what we have done in (4.6):
R = 1 − 2
1− βLogA(F1). (4.13)
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The operator R is bounded, ‖R‖ ≤ 1−β
1+β
, and the operator F−1 differs from the one given
in (4.8) and turns out to be
F−1 = 1√
AB
A
1+β
2
R =
1√
AB
elnA
1+β
2
R. (4.14)
Again, if we define f (N) in the usual way, we get for ‖f − f (N)‖ an analogous estimate
as the one we have obtained before, showing its exponential convergence to zero for N
diverging.
The last condition on the frame bounds A and B is
0 < A ≤ 1, B ≥ 1, (4.15)
which can be reconduced to the first situation simply by multiplying (4.15) for, say, 2
A
.
In this way this inequality can be rewritten as
21 ≤ 2
A
F1 ≤ b1 , (4.16)
where b ≡ 2B
A
. At this point we call δ ≡ Logb2, so that (4.16) becomes
δ1 ≤ Logb(
2
A
F1) ≤ 1 , (4.17)
and we can proceed exactly as we have done before. We obtain, after some minor com-
putation,
F−1 = 1√
AB
b
1+δ
2
R =
1√
AB
eln b
1+δ
2
R. (4.18)
The estimate of ‖f − f (N)‖ goes through as usual. Again, this quantity converges to zero
exponentially with N .
The following remark is in order: while in the standard approach the zero approxima-
tion of ϕ˜j, ϕ˜
0
j , is nothing but
2
A+B
ϕ˜j , with this approach the zero-th approximation turns
out to be 1√
AB
ϕ˜j. The arithmetic mean is replaced with the geometric one.
Of course the standard perturbative approach we have used in the previous Section in
order to discuss how to obtain Fα could be replaced with the different approach we have
just developed. However, we will not consider this analysis here.
5 Frames Versus Orthonormal Bases: Some Remarks
This Section, which concludes the paper, is devoted to discuss some differences between
a set of orthonormal vectors and a frame.
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As we know, [7], a set {ϕj}, j ∈ J , is an orthonormal basis of a given Hilbert space
H, if and only if one of the following equivalent conditions is satisfied:
(i) for all f ∈ H then ‖f‖2 = ∑j∈J | < f, ϕj > |2;
(ii) for all f ∈ H then f = ∑j∈J < ϕj, f > ϕj;
(iii) for all f, g ∈ H then < f, g >= ∑j∈J < f, ϕj >< ϕj, g >;
(iv) if f ∈ H is such that < f, ϕj >= 0 for all j ∈ J , then f = 0.
Similar conditions can also be restated for an (A,B)-frame {φj} with frame operator
F . Introducing the dual frame of vectors φ˜j = (F
∗F )−1φj , the above conditions become:
(i′) for all f ∈ H then A‖f‖2 ≤ ∑j∈J | < f, φj > |2 ≤ B‖f‖2;
(ii′) for all f ∈ H then f = ∑j∈J < φj, f > φ˜j;
(iii′) for all f, g ∈ H then < f, g >= ∑j∈J < f, φj >< φ˜j, g >;
(iv′) if f ∈ H is such that < f, φj >= 0 for all j ∈ J , then f = 0.
These conditions can also be rewritten in terms of the frame operator F . In this way
conditions ii′) and iii′) collapse and the conditions are:
(a) A1 ≤ F ∗F ≤ B1 ;
(b) the operator (F ∗F ) can be inverted and its inverse (F ∗F )−1 is bounded in H;
(c) ker F = {0}.
The equivalence between (a) and (i′) is well established in the literature. For what
concerns the equivalence of condition (b) with the conditions (ii′) and (iii′), this is easy
to be deduced: since the operator (F ∗F )−1 belongs to B(H), we can define a new op-
erator F˜ = F (F ∗F )−1 which maps H into l2(J) such that F˜ ∗F = F ∗F˜ = 1 . Defining
φ˜j ≡ (F ∗F )−1φj one direction of the equivalence is proved. The converse implication is
immediate, since the existence of the dual frame already implies the existence of (F ∗F )−1
and its boundedness. Finally, if ker F = {0}, then the operator F is injective, so that
Ff = 0 only if f = 0. Vice-versa, if Ff = 0 implies that f = 0, then F is injective as an
operator from H into l2(J), so that its kernel contains only the zero vector.
It is widely discussed in the literature that condition (a) implies condition (b), or, in
other terms, that (i′) implies (ii′) and (iii′), essentially as a consequence of the inequality
F ∗F ≥ A1 . It is also very easy to see that condition (i′) implies condition (iv′) or that (a)
implies (c): let us suppose that f ∈ H is orthogonal to all the frame vectors. If condition
(i′) holds it is obvious that ‖f‖ = 0, so that f = 0.
The main point is now to show that, contrarily to what happens for orthonormal bases,
the converse implications are not all true. In particular, we will show that condition (b)
implies condition (a), while condition (c) is not equivalent to the other two conditions.
In order to show the implication (b)⇒ (a) we observe first that the operator (F ∗F )−1 is
positive as its inverse. Therefore, using the fact that if the bounded operator T is positive
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then T‖T‖ ≥ T 2, [9], we deduce that the operator F ∗F satisfies the following inequalities:
1
‖(F ∗F )−1‖1 ≤ F ∗F ≤ ‖F ∗F‖1 . Therefore F is a frame operator.
The fact that the last condition does not imply, say, the first one, follows from the
fact that the condition of F being injective cannot of course imply also its surjectivity.
Therefore the set of vectors related to this F in general does not generate the whole
Hilbert space, so that it is not a frame, in general. On the other hand, if we also require
to F of being surjective, then it would be invertible, condition which we know is not
required at all to any frame operator. This is what happens for Riesz bases which, as
we have discussed in the Introduction, generate the whole Hilbert space and contain only
linearly independent vectors, [1].
We conclude, therefore, noticing that, even if the conditions which define an orthonor-
mal basis can be easily extended to general frames, these new conditions are not in general
all equivalent. This difference is essentially due to the linear dependence of the vectors of
the frame.
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Appendix : Norm Estimates
This Appendix is devoted to show the details of the estimate of the norms of a couple of
operators which are used in the paper.
Let us start with the first operator,
TN ≡ (1 −R)−1/2 −
N∑
k=0

 −1/2
k

 (−R)k,
which appears in Section 3 in the computation of ‖f − f (N)‖. The estimate proceeds
using the functional calculus in the following way: let us introduce the spectral family Eλ
of the bounded and self-adjoint operator R. Of course this spectral family coincides with
the one of the operator F1 = F ∗F , see equality (2.8). As in equation (3.2), we can write
< RΦ,Ψ >=
∫ γ
−γ
λ d < EλΦ,Ψ >, ∀Φ,Ψ ∈ H, (A.1)
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where γ ≡ B−A
B+A
. Being (1 − R) a positive operator bounded from below from a strictly
positive constant, we can consider the self adjoint operator (1 −R)−1/2, [7], which can be
written, in terms of the spectral family Eλ, as
< (1 −R)−1/2Φ,Ψ >=
∫ γ
−γ
(1− λ)−1/2 d < EλΦ,Ψ >, ∀Φ,Ψ ∈ H.
Obviously we have also
<
N∑
k=0

 −1/2
k

 (−R)kΦ,Ψ >= ∫ γ
−γ
N∑
k=0

 −1/2
k

 (−λ)k d < EλΦ,Ψ > .
Therefore, for any f ∈ H, we get
‖TNf‖2 =
∫ γ
−γ
∣∣∣∣∣∣(1− λ)−1/2 −
N∑
k=0

 −1/2
k

 (−λ)k
∣∣∣∣∣∣
2
d < Eλf, f > .
The problem is now reduced to estimate the following function:
ρ(λ) = (1− λ)−1/2 −
N∑
k=0

 −1/2
k

 (−λ)k.
The idea is to observe that ρ(λ) is nothing but the N-th (Lagrange) remainder of the
Maclaurin approximation of the function Ψ(λ) = (1 − λ)−1/2, so that we can estimate
ρ(λ) in the usual way: ρ(λ) = Ψ
N+1(ξ)
(N+1)!
λN+1. Here ξ is a suitable real belonging to [0, λ] if
λ > 0 or to [λ, 0] if λ < 0.
With some easy estimates we see that Ψ(N)(ξ) ≤ N !
(
1
1−γ
) 2N+1
2 , which implies that
|ρ(λ)| ≤
(
1
1−γ
) 2N+3
2 γ(N+1). Therefore we get
‖TNf‖2 ≤
(
1
1− γ
)2N+3
γ2(N+1)
∫ γ
−γ
d < Eλf, f >=
(
1
1− γ
)2N+3
γ2(N+1)‖f‖2,
and, finally,
‖TN‖ ≤ 1√
1− γ
(
γ
1− γ
)N+1
=
(
B − A
2A
)N+1√B + A
2A
. (A.2)
The second quantity we want to estimate in this Appendix is the norm of the operator
ZN introduced in Section 4,
ZN ≡ elnB 1+α2 R −
N∑
k=0
1
k!
(
lnB
1 + α
2
R
)k
.
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The approach is exactly the same as for the previous norm: we use functional calculus,
Maclaurin expansion and the Lagrange formula for the remainder. We do not give all the
details here, but only the result which is the following:
‖ZN‖ ≤ 1
(N + 1)!
elnB
1+α
2
‖R‖
(
1 + α
2
‖R‖ lnB
)N+1
≤ 1
(N + 1)!
√
B
A
(
1− α
2
lnB
)N+1
,
(A.3)
where α = LogBA and, due to (4.7), ‖R‖ ≤ 1−α1+α .
24
References
[1] A. Cohen, I. Daubechies and J.-C. Feauveau, Biorthogonal Bases of Compactly Sup-
ported Wavelets, Comm. Pure Appl. Math.,XLV, 485-560 (1992).
[2] J. R. Klauder, R.F. Streater, Coherent States - Applications in Physics and Mathe-
matical Physics, World Scientific, (1985).
[3] I. Daubechies, Ten Lectures on Wavelets, Society for Industrial and Applied Mathe-
matics, Philadelphia (1992).
[4] I. Daubechies, The Wavelet Transform, Time-Frequency Localization and Signal
Analysis, IEEE Trans. Inform. Theory, 36, No. 5, 961-1004 (1990).
[5] D. Ko¨lzow, Wavelets, A Tutorial and a Bibliography, in Proc. Third Conf. on Measure
Th. and Real Anal., Grado, May 10-22, 1992.
[6] M.Reed and B.Simon, Methods of Modern Mathematical Physics,I, Academic Press,
New York (1980).
[7] R.D. Richtmyer, Principles of Advanced Mathematical Physics, Springer-Verlag, New
York (1978).
[8] S. T. Ali, J.-P. Antoine, J.-P. Gazeau, Square integrability of group representations
on homogeneous spaces. I. Reproducing triples and frames, Ann. Inst. Henri Poincare´,
55 No. 4, 829-855 (1991).
[9] O.Bratteli and D.W.Robinson, Operator Algebras and Quantum Statistical Mechan-
ics, I ,Springer Verlag, New York, (1979).
25
