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Abstract
We investigate quantum annealing with antiferromagnetic transverse interactions for the
generalized Hopfield model with k-body interactions. The goal is to study the effectiveness
of antiferromagnetic interactions, which were shown to help us avoid problematic first-order
quantum phase transitions in pure ferromagnetic systems, in random systems. We estimate the
efficiency of quantum annealing by analyzing phase diagrams for two cases where the number
of embedded patterns is finite or extensively large. The phase diagrams of the model with
finite patterns show that there exist annealing paths that avoid first-order transitions at least
for 5 ≤ k ≤ 21. The same is true for the extensive case with k = 4 and 5. In contrast, it
is impossible to avoid first-order transitions for the case of finite patterns with k = 3 and the
case of extensive number of patterns with k = 2 and 3. The spin-glass phase hampers the
quantum annealing process in the case of k = 2 and extensive patterns. These results indicate
that quantum annealing with antiferromagnetic transverse interactions is efficient also for certain
random spin systems.
1 Introduction
Quantum annealing (QA) [1–7] is a model of quantum computation designed for combinatorial op-
timization problems. In particular, adiabatic quantum computation [8] is for the exact solutions
of combinatorial optimization problems. From the physics point of view, some combinatorial op-
timization problems can be reduced to finding the ground states of Ising spin systems, which is
very difficult when the system has a huge number of spin configurations, and the energy landscape
is complicated. A typical example is the ground state search of the three-dimensional spin-glass
model. For this type of problems, QA is known to reach the solution faster than simulated anneal-
ing, the classical counterpart, according to numerical [1, 2, 5] and analytical [6] studies although a
guaranteed exponential speedup is known only in a single case [9].
Quantum annealing finds the ground state of an Ising spin system according to the following
procedure. First, the Hamiltonian of the Ising model is appended by a term representing quantum
fluctuations, typically as a transverse field. The system is first subjected to a strong transverse
field, and the wave function is spread over the whole configuration space under strong quantum
fluctuations. We then reduce quantum fluctuations by controlling the strength of the transverse
field, and let the system evolve according to the time-dependent Schro¨dinger equation. It turns out
that an ingenious control of quantum fluctuations drives the wave function toward the ground state
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of the system. According to the adiabatic theorem of quantum mechanics [10], the system stays in
the instantaneous ground state during the time evolution if the total time from the initial state, the
ground state of the transverse-field only, to the final state, the ground state of the Ising model, is
proportional to the inverse square of the minimum energy gap between the instantaneous ground
state and the first excited state. This means that the total computational time grows exponentially
fast as a function of the system size if the gap closes exponentially. It is therefore important to
investigate the behavior of the minimum energy gap.
The efficiency of QA in the sense described above is related to statistical-mechanical properties
of the system. According to the finite-size scaling theory, a system with a second-order quantum
phase transition has the minimum gap decreasing polynomially with an increasing system size. This
implies that QA can follow the instantaneous ground state and find the desired ground state in a
polynomial time. In contrast, if a system undergoes a first-order quantum phase transition, the
gap often decays exponentially at the transition point [11–13], and QA cannot solve the problem
efficiently although an anomalous exception is known to exist [14]. Thus, we can estimate the
efficiency of QA by analyzing the existence and order of quantum phase transitions, which is reflected
in the phase diagram. The phase diagram analysis is more convenient than the energy gap analysis
because the phase analysis is not affected by finite-size effects.
The minimum gap may decrease exponentially even without a first-order quantum phase tran-
sition. For example, it has been shown that the minimum gap of the quantum random subcubes
model is exponentially small in the system size due to a continuum of level crossing [15]. Although
such an exceptional case exists, we focus on the typical case where a first-order quantum phase
transition is closely related with difficulties in QA.
Conventional quantum annealing using a transverse field has the following difficulties. Jo¨rg et al.
have shown that QA using a transverse field cannot efficiently solve the problem of the simple model
with many-body ferromagnetic interactions, whose ground state is the trivial perfect ferromagnet,
by showing the existence of a first-order quantum phase transition [13]. Similar arguments have
been given in Refs. [11, 12,16].
To solve this problem, we have introduced QA using two types of quantum fluctuations induced
by a transverse field and antiferromagnetic transverse interactions [17] (see also [18]). We showed
that first-order phase transitions in the ferromagnetic model with many-body interactions can be
avoided by using antiferromagnetic transverse interactions. It is interesting to study whether this
effectiveness of antiferromagnetic transverse interactions is specific to the ferromagnetic Ising model
or it is more generically useful for wider class of models including random cases. For this purpose,
we investigate the Hopfield model with many-body interactions as a typical example of random-spin
systems.
The Hopfield model was proposed as a model for associative memory [19]. Memories expressed by
spin configurations are embedded in the quenched random couplings. The Hopfield model exhibits
different behaviors depending on the number of embedded memory patterns. If only a single pattern
is embedded, the Hopfield model is equivalent to the Mattis model, in which there is no frustration.
This means that the Hopfield model has the same statistical-mechanical properties as the fully
connected ferromagnetic model. In the other extreme limit where the number of embedded patterns
is very large, the coupling constants tend to Gaussian variables with zero mean. This is very similar
to the Sherrington-Kirkpatrick (SK) model, although there are still correlations among coupling
constants. We expect that the case with finite patterns greater than one to be an interpolation
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between the Mattis model and the SK model. The statistical-mechanical property of the Hopfield
model with finite patterns has been investigated by Amit et al. [20]. The case of many patterns
has been studied in Ref. [21]. Nishimori and Nonomura have developed a full statistical-mechanical
analysis of the quantum Hopfield model, i.e., the Hopfield model in a transverse field [22]. The
statistical-mechanical property of the Hopfield model with many-body interactions has been studied
by Gardner [23]. Ma and Gong have shown the phase diagram of the Hopfield model with many-
body interactions in a transverse field in the limit of infinite degree of interactions [24].
The present paper is organized as follows. Section 2 explains QA with antiferromagnetic trans-
verse interactions. We apply QA with antiferromagnetic transverse interactions to the Hopfield
model in Sec. 3. We first show the self-consistent equations, then give the result. The detailed cal-
culation to derive the self-consistent equations is described in the appendices. Finally, we conclude
in Sec. 4.
2 Quantum annealing and antiferromagnetic transverse interac-
tions
We first formulate the procedure of conventional QA. The system is described by the following
time-dependent Hamiltonian:
Hˆ(t) = s(t)Hˆ0 + [1− s(t)]Vˆ , (1)
where Hˆ0 is the target Hamiltonian whose ground state is to be found. Considering that Hˆ0 is the
Hamiltonian of an Ising spin system, we represent Hˆ0 in terms of the z component of Pauli matrices
σˆzi (i = 1, . . . , N), where N is the number of spins. The other operator Vˆ is the driver Hamiltonian,
e.g., the transverse-field operator VˆTF ≡ −
∑N
i=1 σˆ
x
i , that induces quantum fluctuations. The driver
Hamiltonian must not commute with Hˆ0 to induce quantum fluctuations. We can control quantum
fluctuations through s(t). Since quantum fluctuation is strong at the beginning, we set s(0) = 0,
and fluctuations must eventually vanish, s(τ) = 1. Here, τ is the running time of QA.
Let us next consider quantum annealing with antiferromagnetic transverse interactions. This
method uses two driver Hamiltonians: One is the following antiferromagnetic interaction
VˆAFF = +N
( 1
N
N∑
i=1
σˆxi
)2
, (2)
and the other is the conventional transverse-field term VˆTF. The total Hamiltonian is
Hˆ(s, λ) = s[λHˆ0 + (1− λ)VˆAFF] + (1− s)VˆTF, (3)
where the control parameters s and λ should be changed appropriately as functions of time. The
initial Hamiltonian has s = 0 and any λ, and the final Hamiltonian has s = λ = 1. Intermediate
values of (s, λ) should be chosen according to the prescription given in the subsequent sections. It
is convenient to consider the quantum annealing procedure on the s-λ plane. A line {(s(t), λ(t)) |
0 ≤ t ≤ τ} is called an annealing path. For example, the line λ = 1 corresponds to the conventional
QA since the antiferromagnetic term VˆAFF completely vanishes. Note that we must keep λ strictly
positive, however small it is, since quantum fluctuations completely disappear on this line, and the
system does not perform quantum annealing processes.
3
3 Application to the models
This section shows the phase diagrams of the Hamiltonian (3). We first discuss the Hopfield model
with k-body interactions and finite patterns embedded. Next, we study the case with many patterns.
3.1 Hopfield model with finite patterns
We give self-consistent equations for the Hopfield model with finite patterns embedded. It is known
that the quantum Hopfield model that has two-body interactions exhibits a second-order transi-
tion [22]. We deal with the case of k > 2 to check whether antiferromagnetic transverse interactions
enable us to avoid a first-order transition. Furthermore, we restrict the values of k to odd integers
in 3 ≤ k ≤ 21 to compare the results with those for the simple ferromagnetic model [17]. Comparing
the free energies of symmetric solutions, we show that the phase diagrams are identical with those
of the ferromagnetic model with many-body interactions.
3.1.1 Self-consistent equations
The Hamiltonian of the Hopfield model with many-body interactions is given as
Hˆ0 = −
∑
i1<···<ik
Ji1,...,ik σˆ
z
i1 · · · σˆzik (4)
with
Ji1,...,ik =
1
Nk−1
p∑
µ=1
ξµi1 · · · ξ
µ
ik
. (5)
Here, k is an integer denoting the degree of interactions, and ξµi takes ±1 at random. The number
of embedded patterns p is a finite integer independent of N . The total Hamiltonian is given as
Hˆ(s, λ) = −sλN
p∑
µ=1
( 1
N
N∑
i=1
ξµi σˆ
z
i
)k
+ s(1− λ)N
( 1
N
N∑
i=1
σˆxi
)2
− (1− s)
N∑
i=1
σˆxi . (6)
We use the mean-field analysis to investigate the phase diagram (see Appendix A for detailed
calculations), which gives exact results for the present infinite-range model in the thermodynamic
limit. The order parameters of the Hopfield model are the overlaps with embedded patterns mµ
(µ = 1, . . . p). In the low-temperature limit β →∞, the pseudo free energy and the self-consistent
equations are
f(s, λ; {mµ},mx) = (k − 1)sλ
∑
µ
(mµ)
k − s(1− λ)(mx)2
−
[√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
]
, (7)
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and
(mµ)
k−1 =

 ksλ(∑µ(mµ)k−1ξµ)(mµ)k−2ξµ√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2

 , (8)
mx =

 1− s− 2s(1 − λ)mx√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2

 . (9)
Here, mx denotes the magnetization along the x direction, and the brackets [. . .] are for the average
over the randomness of the embedded patterns.
The self-consistent equations (8) and (9) have the quantum paramagnetic (QP) solution in the
region 0 ≤ s ≤ 1/(3 − 2λ). The order parameters in the QP phase satisfy mµ = 0 for all µ and
mx = 1. The free energy in the QP phase is
fQP(s, λ) = −sλ+ 2s− 1. (10)
Let us consider the solutions for nonzero mµ’s. According to the experience in the classical
case [20], we expect that the overlaps that give the lowest value of the free energy are symmetric,
i.e., mµ = m for µ ≤ l with a given integer l, and the others are zero. The pseudo free energy and
self-consistent equations for such symmetric solutions are
fl(s, λ;m,m
x) = (k − 1)sλlmk − s(1− λ)(mx)2
−
[√
{ksλmk−1zl}2 + {1− s− 2s(1− λ)mx}2
]
, (11)
and
m =
[
ksλmk−1(zl)
2/l√
{ksλmk−1zl}2 + {1 − s− 2s(1− λ)mx}2
]
, (12)
mx =
[
1− s− 2s(1− λ)mx√
{ksλmk−1zl}2 + {1 − s− 2s(1− λ)mx}2
]
, (13)
where we defined the random variable zl ≡
∑l
µ=1 ξ
µ. In particular, for l = 1, the pseudo free
energy f1 and the self-consistent equations are identical with those of the many-body interacting
ferromagnetic model in the ferromagnetic phase. This assures us that the phase diagram of the
Hopfield model with finite patterns is the same as that of the many-body interacting ferromagnetic
model if f1 has the lowest value in the symmetric solutions. The phase for l = 1 is referred to as
the retrieval (R) phase. The state in the R phase correlates with one of the embedded patterns.
3.1.2 Numerical results
We compared the free energies for symmetric order parameters (11), finding that the free energy for
the R phase has the lowest value in the free energies among f1, f2, f3, and f4, at least for 3 ≤ k ≤ 21
and odd k. We show an example for k = 5 in Fig. 1. From this result, we conclude that the R phase
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Figure 1: (color online) The free energies for symmetric order parameters with k = 5, f1, f2, f3,
and f4, for λ = 0.2 (top left), 0.5 (top right), 0.8 (bottom left), and 1 (bottom right). The free
energy f1 always has the lowest value among the free energies compared.
is the most stable one among the phases having a symmetric order parameter.
This result indicates that antiferromagnetic transverse interactions greatly improve the process
of QA for the generalized Hopfield model with finite patterns. Since the pseudo free energy and
the self-consistent equations for l = 1 are identical with those of the ferromagnetic model with
many-body interactions, the phase diagrams for the generalized Hopfield model with finite patterns
are the same as those of the many-body interacting ferromagnetic model shown in Ref. [17] except
that the ferromagnetic phase is replaced by the R phase. We have shown in Ref. [17] that, whereas
the phase transition from the QP phase to the ferromagnetic phase is of first order in the case of
three-body interactions, the first-order transition disappears in a range of low λ for 5 ≤ k ≤ 21
and odd k. The conventional QA with a transverse field undergoes a first-order quantum phase
transition from the QP phase to the R phase. Antiferromagnetic transverse interactions have thus
shown to enable us to avoid the difficulty of QA coming from the first-order phase transitions for
5 ≤ k ≤ 21 and odd k, even in the presence of randomness.
3.2 Hopfield model with many patterns
Let us next consider the case of many patterns, i.e., the number of patterns increases as N increases.
Unlike the case of finite patterns, the quantum Hopfield model with k = 2 exhibits a first-order
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phase transition between the spin-glass (SG) phase and the R phase. Hence, we also deal with the
k = 2 case. First, we analyze the k = 2 case, and next the case of k > 2.
3.2.1 Self-consistent equations for the case of k = 2
The target Hamiltonian is
Hˆ0 = −1
2
∑
ij
Jij σˆ
z
i σˆ
z
j , (14)
where Jij is given as
Jij =
1
N
p∑
µ=1
ξµi ξ
µ
j . (15)
The number of patterns must be proportional to the number of spins p = αN so that the free energy
is extensive, as explained in Appendix B.
To obtain the self-consistent equations, we closely follow Chap. 10 of Ref. [25]. Detailed calcula-
tions are described in Appendix B. We assume that the system has a non-vanishing overlap with only
one embedded pattern. Then we have the following self-consistent equations in the low-temperature
limit:
m =
∫
Dz
sλm+
√
αq˜z√
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2
, (16)
mx =
∫
Dz
1− s− 2s(1− λ)mx√
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2
, (17)
q =
∫
Dz
(sλm+
√
αq˜z)2
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2 , (18)
wherem denotes the overlap, mx the magnetization along the x direction, and q the spin-glass order
parameter. We defined the Gaussian measure as Dz ≡ dz exp(−z2/2)/√2π. The variable q˜ satisfies
q˜ =
(sλ)2q
(1− sλC)2 (19)
with
C =
∫
Dz
{1− s− 2s(1− λ)mx}2
{(sλm+√αq˜z)2 + (1− s− 2s(1− λ)mx)2}3/2 . (20)
The pseudo free energy is written as
f =
1
2
sλm2 − s(1− λ)(mx)2 − α
2
sλ+
α
2
q˜C
−
∫
Dz
√
(sλm+
√
αq˜)2 + (1− s− 2s(1− λ)mx)2. (21)
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Figure 2: (color online) The phase diagram of the Hopfield model with k = 2 and with many
patterns p = 0.04N . The red solid line represents the first-order phase boundary, and the blue
dashed line the second-order boundary. The first-order phase transition is inevitable for the QA
process.
3.2.2 Phase diagram for the case of k = 2
We compared the free energies for three phases: The first is the R phase, m > 0, the second is the
SG phase, m = 0 and q > 0, and the last is the QP phase, m = q = 0. The phase diagram for
the case of p = 0.04N is given in Fig. 2. Although the phase transition from the QP phase to the
SG phase is of second order, the phase transition from the SG phase to the R phase is always of
first order. Therefore, even the method using antiferromagnetic transverse interactions requires an
exponentially long time to find the ground state.
The second-order boundary can be obtained analytically. Expanding Eq. (18) in powers of q,
we have
q = α
( sλ
1− s(3− λ)
)2
q +O(q2). (22)
Hence, the phase boundary is
s =
1
3− λ(1−√α) (23)
or
s =
1
3− λ(1 +√α) . (24)
Since the boundary (23) lies below the other (24), Eq. (23) gives the true thermodynamic phase
boundary between the QP phase and the SG phase.
8
3.2.3 Self-consistent equations for the case of k > 2
Let us next consider the case of k > 2. The Hamiltonian is given by Eqs. (4) and (5). The number
of patterns must be p = αNk−1 so that the free energy is extensive. We consider the case where
the system has a non-zero overlap with a single pattern only. We closely follow the calculation in
Ref. [23] to derive the self-consistent equations (see Appendix C for detailed calculations). The
self-consistent equations in the low-temperature limit are
m =
∫
Dz
sλ(kmk−1 +
√
αkqk−1z)√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
, (25)
mx =
∫
Dz
1− s− 2s(1− λ)mx√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
, (26)
q =
∫
Dz
(sλ[kmk−1 +
√
αkqk−1z])2
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
. (27)
The pseudo free energy is
f = sλ(k − 1)mk − s(1− λ)(mx)2 + α
2
k(k − 1)(sλ)2Cqk−1
−
∫
Dz
√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2, (28)
where
C =
∫
Dz
{1− s− 2s(1− λ)mx}2
{(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2}3/2
. (29)
3.2.4 Phase diagram for the case of k > 2
We now show the phase diagram of the generalized Hopfield model with k = 3, 4, and 5 and many
patterns p = 0.04Nk−1. In the same way as in Sec. 3.2.2, the free energies for the three phases were
compared. We show the resulting phase diagram in Fig. 3. The SG phase does not appear: The
free energy for the SG phase has a higher value than the other free energies for the R phase and
the QP phase. The first-order boundary vanishes for k = 4 and 5, and there exist annealing paths
to avoid the first-order transition.
4 Conclusion
We have studied the effectiveness of antiferromagnetic transverse interactions in QA of the Hopfield
model to determine whether or not the success of the application of antiferromagnetic transverse
interactions in the ferromagnetic model with many-body interactions is specific to that model. The
analysis of the model is divided into three cases.
First, we have considered the generalized Hopfield model with k-body interactions and a finite
number of patterns embedded. The Suzuki-Trotter decomposition and the mean-field analysis have
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Figure 3: (color online) The phase diagram of the generalized Hopfield model with many patterns
p = 0.04Nk−1 for k = 3 (left), k = 4 (center), k = 5 (right). The red solid line represents the
first-order phase boundary, and the blue dashed line the second-order boundary. In contrast to
the previous case of k = 2, the SG phase does not appear. Whereas the first-order transition is
inevitable for k = 3, we can avoid the first-order transition for k = 4 and 5.
given the self-consistent equations and the pseudo free energy. We have concluded that the phase
diagram is the same as the many-body interacting ferromagnetic model at least for 3 ≤ k ≤ 21 and
odd k. Considering the result in Refs. [17, 18], the present result indicates that antiferromagnetic
transverse interactions greatly improve the QA process for the model except for the case of k = 3.
We conclude that antiferromagnetic transverse interactions are effective also for the random spin
system.
Second, the Hopfield model with two-body interactions and extensively many patterns is an-
alyzed. The difference from the previous case is that the SG phase appears owing to the many
unretrieved patterns. The spins in the SG phase tend to align in the ±z direction, but do not corre-
late with any embedded patterns. We have used the Suzuki-Trotter decomposition, the mean-field
analysis, the replica trick, and the static ansatz to study the phase diagram. The analysis within the
RS solution has derived the phase diagram including three phases: the QP phase, the SG phase,
and the R phase. Although the phase boundary between the QP phase and the SG phase is of
second order, the boundary between the SG phase and the R phase stays always of first order. This
result indicates difficulties for QA with antiferromagnetic transverse interactions. Once the system
is trapped in a basin in the SG phase, it is hard to escape there to reach the true ground state.
Finally, we have investigated the generalized Hopfield model with many-body interactions and
extensively many patterns. The resulting phase diagram consists of the QP and R phases. Although
the SG solution exists, it has a higher free energy than the other states. We have confirmed that the
first-order phase boundary vanishes at certain values of λ for k = 4 and k = 5. Hence, it is possible
to avoid the difficulty of exponentially long running time of QA that results from a first-order phase
transition.
In conclusion, we have revealed that antiferromagnetic transverse interactions improve the effi-
ciency of QA for some random spin systems. Using quantum fluctuations other than those induced
by a transverse field is helpful for solving combinatorial optimization problems with QA. In the
10
present paper, we have investigated the efficiency of QA only for the Hopfield model. It is an inter-
esting problem to identify the class of problems that can be solved by QA with antiferromagnetic
transverse interactions.
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A Self-consistent equations for the Hopfield model with many-
body interactions and finite patterns embedded
We derive the self-consistent equations (8) and (9) by mean-field analyses. The Suzuki-Trotter
formula and the static ansatz enable us to obtain the partition function. Then, using a saddle-point
condition, we obtain the self-consistent equations.
Let us calculate the partition function. We first translate the quantum system into a classical
system using the Suzuki-Trotter formula [26]. The Hamiltonian is given as
Hˆ(s, λ) = s{λHˆ0 + (1− λ)VˆAFF}+ (1− s)VˆTF
= −sλN
p∑
µ=1
( 1
N
N∑
i=1
ξµi σˆ
z
i
)k
+ s(1− λ)N
( 1
N
N∑
i=1
σˆxi
)2
− (1− s)
N∑
i=1
σˆxi , (30)
where k denotes an integer for the degree of interactions, and ξ’s the random variables. The variable
p is an integer independent of N . Using the Trotter decomposition, and introducing M closure
relations, we have the following expression of the partition function for a finite Trotter number M ,
ZM = Tr
M∏
α=1
exp
{
βsλN
M
p∑
µ=1
( 1
N
N∑
i=1
ξµi σ
z
i (α)
)k
− βs(1− λ)N
M
( 1
N
N∑
i=1
σxi (α)
)2
+
β(1− s)
M
N∑
i=1
σxi (α)
} N∏
i=1
M∏
α=1
〈σzi (α)|σxi (α)〉〈σxi (α)|σzi (α+ 1)〉. (31)
Here, Tr denotes the summation over all possible spin configurations of {σzi } and {σxi } satisfying
periodic boundary conditions, σzi (1) = σ
z
i (M+1) for all i. We next linearize the spin-product terms
by using delta functions,
δ
(
Nmµ(α)−
∑
i
ξµi σ
z
i
)
=
∫
dm˜µ(α) exp
{
−m˜µ(α) β
M
(
Nmµ(α) −
∑
i
ξµi σ
z
i (α)
)}
, (32)
and
δ
(
Nmx(α)−
∑
i
σxi
)
=
∫
dm˜x(α) exp
{
−m˜x(α) β
M
(
Nmx(α)−
∑
i
σxi (α)
)}
. (33)
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Then, Eq. (31) reads
ZM =
∫ ∏
α,µ
dmµ(α) dm˜µ(α) dm
x(α) dm˜x(α)
× exp
{
N
β
M
∑
α
(
sλ
∑
µ
(
mµ(α)
)k −∑
µ
m˜µ(α)mµ(α)
− s(1− λ)(mx(α))2 + (1− s)mx(α)− m˜x(α)mx(α))}
× exp
{∑
i
ln
(
Tr exp
β
M
{∑
α,µ
m˜µ(α)ξ
µ
i σ
z
i (α) +
∑
α
m˜x(α)σxi (α)
}
×
∏
α
〈σzi (α)|σxi (α)〉〈σxi (α)|σzi (α+ 1)〉
)}
. (34)
In the thermodynamic limit N →∞, according to the law of large numbers, the summation over the
site index i becomes the average over the randomness of the embedded patterns. We refer to this
average as the configurational average. Furthermore, the integrals are evaluated by the saddle-point
method. The saddle-point conditions for mµ(α) and m
x(α) lead to
m˜µ(α) = sλk
(
mµ(α)
)k−1
(35)
and
m˜x(α) = 1− s− 2s(1− λ)mx(α), (36)
respectively. Using the static ansatz, i.e., neglecting the α-dependence of the order parameters, we
can take the trace in Eq. (34) with the inverse operation of the Trotter decomposition. We thus
obtain the following partition function:
Z =
∫
· · ·
∫ ∏
µ
dmµ dm
x exp
{
−Nβ
(
(k − 1)sλ
∑
µ
(mµ)
k − s(1− λ)(mx)2
− 1
β
[
ln 2 cosh β
√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
])}
, (37)
where the brackets [. . .] denote the configurational average. Therefore the pseudo free energy is
f(β, s, λ; {mµ},mx)
= (k − 1)sλ
∑
µ
(mµ)
k − s(1− λ)(mx)2
− 1
β
[
ln 2 cosh β
√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
]
, (38)
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and the self-consistent equations are
(mµ)
k−1 =

 ksλ(∑µ(mµ)k−1ξµ)(mµ)k−2ξµ√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
× tanh β
√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1 − λ)mx}2

 , (39)
and
mx =

 1− s− 2s(1− λ)mx√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
× tanh β
√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2

 . (40)
In the low-temperature limit β → ∞, the pseudo free energy and the self-consistent equations
become
f(s, λ; {mµ},mx) = (k − 1)sλ
∑
µ
(mµ)
k − s(1− λ)(mx)2
−
[√
{ksλ
∑
µ
(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2
]
(41)
and
(mµ)
k−1 =

 ksλ(∑µ(mµ)k−1ξµ)(mµ)k−2ξµ√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2

 , (42)
mx =

 1− s− 2s(1 − λ)mx√
{ksλ∑µ(mµ)k−1ξµ}2 + {1− s− 2s(1− λ)mx}2

 . (43)
B Self-consistent equations for the Hopfield model with many pat-
terns
We derive the self-consistent equations for the Hopfield model with an extensive number of patterns
embedded (16)–(20). We closely follow Chap. 10 of Ref. [25] in the calculation. The calculation
uses the replica trick for configurational average.
Let us calculate the partition function. In a similar way to the derivation of Eq. (34), the
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replicated partition function for a Trotter number M is written as
[ZnM ] =
∫ ∏
α,µ,ρ
dmµρ(α) dm
x
ρ(α) dm˜
x
ρ(α)
× Tr exp− β
M
∑
α,ρ
m˜xρ(α)
{
Nmxρ(α)−
∑
i
σxiρ(α)
}
× exp−βsλN
2M
∑
α,µ,ρ
(
mµρ(α)
)2 × [exp βsλ
M
∑
α,µ,ρ,i
mµρ(α)ξ
µ
i σ
z
iρ(α)
]
× exp βN
M
∑
α,ρ
{
−s(1− λ)(mxρ(α))2 + (1− s)mxρ(α)}
×
∏
α,ρ,i
〈σziρ(α)|σxiρ(α)〉〈σxiρ(α)|σziρ(α+ 1)〉, (44)
where α (= 1, . . . ,M) represents the Trotter index, and ρ (= 1, . . . , n) the replica index. We have
used a Gaussian integral, instead of the delta function, to linearize the spin-product term regarding
σziρ(α).
We consider the case where only a single pattern has a non-vanishing overlap with the state of the
system: m1ρ(α) ≡ mρ(α) = O(N0). The overlap with the other patterns results from coincidental
contributions, hence mµρ(α) = O(1/
√
N) for µ ≥ 2. Expanding the configurational average for
µ ≥ 2 in 1/√N , we have
[
exp
βsλ
M
∑
α,ρ,i
mµρ(α)ξ
µ
i σ
z
iρ(α)
]
≃ exp β
2s2λ2
2M2
∑
i
∑
αρ,α′ρ′
mµρ(α)mµρ′(α)σ
z
iρ(α)σ
z
iρ′(α
′). (45)
Consequently, the term involving mµρ(α) for µ ≥ 2 in Eq. (44) is expressed as a quadratic form:
∏
µ≥2
exp−Nβsλ
2M
∑
αρ,α′ρ′
Λ˜αρ,α′ρ′mµρ(α)mµρ′(α
′), (46)
with a matrix Λ˜ = (Λ˜αρ,α′ρ′),
Λ˜αρ,α′ρ′ ≡ δαρ,α′ρ′ − βsλ
MN
∑
i
σziρ(α)σ
z
iρ′(α
′). (47)
The integral with regard to mµρ(α) for µ ≥ 2 yields
(det Λ˜)−(p−1)/2 ≃ (det Λ˜)−αN/2 = exp−αN
2
ln det Λ˜ = exp−αN
2
∑
λ∈σ(Λ˜)
lnλ, (48)
where we have defined the set of eigenvalues of Λ˜ as σ(Λ˜). To linearize the spin-product term in Λ˜,
we replace the matrix by
Λαρ,α′ρ′ ≡ δαρ,α′ρ′ − βsλ
M
qρρ′(α,α
′)− δρρ′ βsλ
M
Rρ(α,α
′) (49)
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with the constraint
qρρ′(α,α
′) =


1
N
∑
i
σziρ(α)σ
z
iρ′(α
′) (ρ 6= ρ′)
0 (ρ = ρ)
, (50)
Rρ(α,α
′) =
1
N
∑
i
σziρ(α)σ
z
iρ(α
′), (51)
introduced by delta functions:
δ
(
Nqρρ′(α,α
′)−
∑
i
σziρ(α)σ
z
iρ′(α
′)
)
=
∫
dq˜ρρ′(α,α
′) exp
{
− αβ
2
2M2
q˜ρρ′(α,α
′)
(
Nqρρ′(α,α
′)−
∑
i
σziρ(α)σ
z
iρ′(α
′)
)}
, (52)
δ
(
NRρ(α,α
′)−
∑
i
σziρ(α)σ
z
iρ(α
′)
)
=
∫
dR˜ρ(α,α
′) exp
{
− αβ
2
2M2
R˜ρ(α,α
′)
(
NRρ(α,α
′)−
∑
i
σziρ(α)σ
z
iρ(α
′)
)}
. (53)
Thus, we can rewrite Eq. (44) as
[ZnM ]
=
∫ ∏
αρ
dmρ(α) dm
x
ρ(α) dm˜
x
ρ(α)
∏
(αρ,α′ρ′)
dqρρ′(α,α
′) dq˜ρρ′(α,α
′)
∏
αα′ρ
dRρ(α,α
′) dR˜ρ(α,α
′)
× exp
{
−Nβsλ
2M
∑
αρ
(
mρ(α)
)2 − αN
2
∑
λ∈σ(Λ)
lnλ
− Nβs(1− λ)
M
∑
αρ
(
mxρ(α)
)2
+
Nβ(1− s)
M
∑
αρ
mxρ(α) −
Nβ
M
∑
αρ
m˜xρ(α)m
x
ρ(α)
− Nαβ
2
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)qρρ′(α,α
′)− Nαβ
2
2M2
∑
αα′ρ
R˜ρ(α,α
′)Rρ(α,α
′)
}
×
[
Tr exp
{
βsλ
M
∑
αρ
∑
i
mρ(α)ξiσ
z
iρ(α) +
β
M
∑
αρ
∑
i
m˜xρ(α)σ
x
iρ(α)
+
αβ2
2M2
∑
(αρ,α′ρ′)
∑
i
q˜ρρ′(α,α
′)σziρ(α)σ
z
iρ′(α
′) +
αβ2
2M2
∑
αα′ρ
∑
i
R˜ρ(α,α
′)σziρ(α)σ
z
iρ(α
′)
}
×
∏
αρi
〈σziρ(α)|σxiρ(α)〉〈σxiρ(α)|σziρ(α+ 1)〉
]
. (54)
Here, ξi denotes ξ
1
i , and (αρ, α
′ρ′) all the possible combinations of α, α′, ρ, and ρ′ except for the
case of ρ = ρ′.
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We can take the trace in (54) independent of i. As a result, Eq. (54) reads [ZnM ] =
∫ ∏
dm . . . exp(−Nβf˜),
where
f˜ =
sλ
2M
∑
αρ
(
mρ(α)
)2
+
α
2β
∑
λ∈σ(Λ)
lnλ
+
s(1− λ)
M
∑
αρ
(
mxρ(α)
)2 − 1− s
M
∑
αρ
mxρ(α) +
1
M
∑
αρ
m˜xρ(α)m
x
ρ(α)
+
αβ
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)qρρ′(α,α
′) +
αβ
2M2
∑
αα′ρ
R˜ρ(α,α
′)Rρ(α,α
′)
− 1
β
[
ln Tr exp
{βsλ
M
∑
αρ
mρ(α)σ
z
ρ(α)ξ +
β
M
∑
αρ
m˜xρ(α)σ
x
ρ (α)
+
αβ2
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)σzρ(α)σ
z
ρ′(α
′) +
αβ2
2M2
∑
αα′ρ
R˜ρ(α,α
′)σzρ(α)σ
z
ρ(α
′)
}
×
∏
αρ
〈σzρ(α)|σxρ (α)〉〈σxρ (α)|σzρ(α+ 1)〉
]
. (55)
The saddle-point conditions for mρ(α), m˜
x
ρ(α), q˜ρρ′(α,α
′), and R˜ρ(α,α
′) lead to the following self-
consistent equations:
mρ(α) = [ξ〈σzρ(α)〉], (56)
mxρ(α) = [〈σxρ (α)〉], (57)
qρρ′(α,α
′) = [〈σzρ(α)σzρ′(α′)〉], (58)
Rρ(α,α
′) = [〈σzρ(α)σzρ(α′)〉], (59)
where the brackets 〈. . .〉 mean the average with respect to the weight
exp
{βsλ
M
∑
αρ
mρ(α)σ
z
ρ(α)ξ +
β
M
∑
αρ
m˜xρ(α)σ
x
ρ (α)
+
αβ2
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)σzρ(α)σ
z
ρ′(α
′) +
αβ2
2M2
∑
αα′ρ
R˜ρ(α,α
′)σzρ(α)σ
z
ρ(α
′)
}
×
∏
αρ
〈σzρ(α)|σxρ (α)〉〈σxρ (α)|σzρ(α+ 1)〉. (60)
We look for the replica symmetric (RS) solution of Eqs. (56)–(59). Furthermore, we use the
static ansatz, that is, we neglect the dependence of the order parameters on the Trotter number:
mρ(α) = m, m
x
ρ(α) = m
x, m˜xρ(α) = m˜
x,
qρρ′(α,α
′) = q, Rρ(α,α
′) =
{
R (α 6= α′)
1 (α = α)
,
q˜ρρ′(α,α
′) = q˜, R˜ρ(α,α
′) = R˜.
(61)
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First, we evaluate the trace in Eq. (55). Linearizing the spin-product term by using a Gaussian
integral, we can rewrite the term including trace as
n
[∫
Dz ln Tr
∫
Dw
∏
α
exp
{ β
M
(
sλξm+
√
αq˜z +
√
α(R˜− q˜)w
)
σz(α)
}
× exp
{ β
M
m˜xσx(α)
}
〈σz(α)|σx(α)〉〈σx(α)|σz(α + 1)〉
]
+O(n2), (62)
where Dz denotes the Gaussian measure Dz ≡ dz exp(−z2/2)/√2π, and Dw is defined similarly.
Let us take the limit M →∞. Using the inverse operation of the Trotter decomposition, we have
n
[∫
Dz ln
∫
Dw 2 cosh β
√(
sλmξ +
√
αq˜z +
√
α(R˜− q˜)w)2 + (m˜x)2]+O(n2). (63)
The values of the integral are the same for both cases ξ = 1 and ξ = −1, since the value is invariant
under the variable transformation z → −z and w→ −w . Hence, Eq. (63) reads
n
∫
Dz ln
∫
Dw 2 cosh β
√(
sλmξ +
√
αq˜z +
√
α(R˜ − q˜)w)2 + (m˜x)2 +O(n2). (64)
Next, we study the eigenvalues of Λ. The matrix has three types of elements:
Λαρ,α′,ρ′ =


− βsλ
M
q if ρ 6= ρ′
− βsλ
M
R if ρ = ρ′ and α 6= α′
1− βsλ
M
if ρ = ρ′ and α = α′
. (65)
We can easily find that the matrix has the eigenvalues:
λ1 = 1− βsλ
( 1
M
+
M − 1
M
R+ (n − 1)q
)
(66)
with degeneracy 1, and
λ2 = 1− βsλ
( 1
M
+
M − 1
M
R− q
)
(67)
with degeneracy n− 1, and
λ3 = 1− βsλ
M
(1−R) (68)
with degeneracy n(M − 1). Hence, the eigenvalue sum in Eq. (55) reads
n
{
ln(1− βsλR+ βsλq)− βsλq
1− βsλR+ βsλq − βsλ(1−R)
}
+O(n2) (69)
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The pseudo free energy is given by using the replica trick:
f = − 1
Nβ
[logZ] = − 1
Nβ
lim
n→0
[Zn]− 1
n
= lim
n→0
f˜
n
. (70)
From the above results, we obtain
f =
sλ
2
m2 + s(1− λ)(mx)2 − (1− s)mx + m˜xmx − αβ
2
q˜q +
αβ
2
R˜R
+
α
2β
{
ln(1− βsλR+ βsλq)− βsλq
1− βsλR+ βsλq − βsλ(1−R)
}
− 1
β
∫
Dz ln
∫
Dw 2 cosh β
√(
sλm+
√
αq˜z +
√
α(R˜ − q˜)w)2 + (m˜x)2. (71)
In what follows, we will derive self-consistent equations in the low-temperature limit. To simplify
expressions shown later, we define the followings:
g ≡ sλm+
√
αq˜z +
√
α(R˜ − q˜)w, (72)
u ≡
√
g2 + (m˜x)2, (73)
Y ≡
∫
Dw cosh βu. (74)
The saddle-point conditions for the pseudo free energy (71) leads to the self-consistent equations
m =
∫
Dz Y −1
∫
Dw
g
u
sinhβu, (75)
mx =
∫
Dz Y −1
∫
Dw
m˜x
u
sinhβu, (76)
q =
∫
Dz
(
Y −1
∫
Dw
g
u
sinhβu
)2
, (77)
R =
∫
Dz Y −1
(∫
Dw
(g
u
)2
cosh βu+
(m˜x)2
β
∫
Dw
1
u3
sinhβu
)2
, (78)
m˜x = 1− s− 2s(1− λ)mx, (79)
q˜ =
(sλ)2q
{1− βsλ(R− q)}2 , (80)
R˜ = q˜ +
(sλ)2(R− q)
1− βsλ(R− q) . (81)
18
The order parameter R is greater than or equal to q, since
R ≥
∫
Dz Y −1
∫
Dw
(g
u
)2
cosh βu
=
∫
Dz
Y −2
2π
∫
dw e−w
2/2 cosh βu
∫
dw e−w
2/2
(g
u
)2
cosh βu
≥
∫
Dz
Y −2
2π
{∫
dw(e−w
2/2 cosh βu)1/2
(
e−w
2/2
(g
u
)2
cosh βu
)1/2}2
=
∫
Dz
{
Y −1
∫
Dw
g
u
cosh βu
}2
≥
∫
Dz
{
Y −1
∫
Dw
g
u
sinhβu
}2
= q. (82)
In particular, q is equal to R in the limit β → ∞ as shown below. Assuming that R > q, we have
q˜ = R˜ = 0 from Eqs. (80) and (81). Then, Eqs. (77) and (78) read
q =
{g
u
tanh βu
}2
→
(g
u
)2
, (83)
R =
(g
u
)2
+
(m˜x)2 tanh βu
βu3
→
(g
u
)2
, (84)
which is in conflict with the assumption. Hence, the relation q = R holds in the low-temperature
limit. From Eq. (81), we have q˜ = R˜. It follows that the integrands in the self-consistent equations
are independent of w; the integrals with respect to w are taken easily. Consequently, the self-
consistent equations in the low-temperature limit are
m =
∫
Dz
sλm+
√
αq˜z√
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2
, (85)
mx =
∫
Dz
1− s− 2s(1− λ)mx√
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2
, (86)
q =
∫
Dz
(sλm+
√
αq˜z)2
(sλm+
√
αq˜z)2 + (1− s− 2s(1− λ)mx)2 . (87)
Although q is equal to R, the factor β(R− q) converges to
lim
β→∞
β(R − q) =
∫
Dz
{1− s− 2s(1− λ)mx}2
{(sλm+√αq˜z)2 + (1− s− 2s(1− λ)mx)2}3/2 ≡ C. (88)
For this reason, we obtain
q˜ =
(sλ)2q
(1− sλC)2 . (89)
The pseudo free energy is written as
f =
1
2
sλm2 − s(1− λ)(mx)2 − α
2
sλ+
α
2
q˜C
−
∫
Dz
√
(sλm+
√
αq˜)2 + (1− s− 2s(1− λ)mx)2. (90)
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C Self-consistent equations for the Hopfield model with many-
body interactions and with many patterns
We derive Eqs. (25)–(27) in this Appendix. We closely follow the calculation in Ref. [23]. The
target Hamiltonian is given by Eq. (4) and (5). The number of patterns must be p = αNk−1 so
that the free energy is extensive. We consider the case where the system has a single non-vanishing
overlap again.
The replicated partition function for a Trotter numberM is calculated in the same way as in the
case of k = 2 except that the spin-product term for σziρ(α) is linearized by using the delta function:
[ZnM ] =
∫ ∏
α,µ,ρ
dmρ(α) dm˜ρ(α) dm
x
ρ(α) dm˜
x
ρ(α)
× Tr
[
exp− β
M
∑
α,ρ
m˜ρ(α)
(
Nmρ(α)−
∑
i
ξ1i σ
z
iρ(α)
)]
× exp− β
M
∑
α,ρ
m˜xρ(α)
(
Nmxρ(α) −
∑
i
σxiρ(α)
)
× exp βsλN
M
∑
α,ρ
(
mρ(α)
)k ∏
µ≥2
[
exp
βsλ
MNk−1
∑
α,ρ
∑
i1<···<ik
ξµi1σ
z
i1ρ(α) · · · ξµikσzikρ(α)
]
× exp βN
M
∑
α,ρ
{
−s(1− λ)(mxρ(α))2 + (1− s)mxρ(α)}
×
∏
α,ρ,i
〈σziρ(α)|σxiρ(α)〉〈σxiρ(α)|σziρ(α+ 1)〉. (91)
Note that only the spin-product term for the pattern with non-vanishing overlap is linearized. The
other spin-product term is evaluated as follows. Expanding the exponential, we find that the linear
term in the series vanishes. The contribution from the second term is
1
2
( βsλ
MNk−1
)2 ∑
α,ρ,α′,ρ′
∑
i1<···<ik
σzi1ρ(α)σ
z
i1ρ′(α
′) · · · σzikρ(α)σzikρ′(α′)
=
1
2
( βsλ
MNk−1
)2 ∑
α,ρ,α′,ρ′
{(∑
i
σziρ(α)σ
z
iρ′(α
′)
)k
+O(Nk−1)
}
=
1
2
(βsλ
M
)2 ∑
α,ρ,α′,ρ′
1
Nk−2
( 1
N
∑
i
σziρ(α)σ
z
iρ′(α
′)
)k
+O
( 1
Nk−1
)
. (92)
Since the contribution from the lth term is of the order of N l(1−k/2), the correction to the O(N2−k)
term in the series, ǫk, is the greater one of O(N
1−k) and O(N3(1−k/2)): For k = 3, ǫ3 = O(N
−3/2),
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and for k > 3, ǫk = O(N
1−k). Thus, the series reads
∏
µ≥2
{
1 +
1
2
(βsλ
M
)2 1
Nk−2
∑
α,ρ,α′,ρ′
( 1
N
∑
i
σziρ(α)σ
z
iρ′(α
′)
)k
+ ǫk
}
= exp
∑
µ≥2
{1
2
(βsλ
M
)2 1
Nk−2
∑
α,ρ,α′,ρ′
( 1
N
∑
i
σziρ(α)σ
z
iρ′(α
′)
)k
+ ǫk
}
= exp
{αN
2
(βsλ
M
)2 ∑
α,ρ,α′,ρ′
( 1
N
∑
i
σziρ(α)σ
z
iρ′(α
′)
)k
+ αNk−1ǫk
}
. (93)
Here, we have used p = αNk−1. The correction term is O(N1/2) for k = 3, and O(N0) for
k > 3; hence, this term is negligible in the thermodynamic limit. Linearizing the spin-product
term in Eq. (93) by using the delta functions (52) and (53), we can write the integrand in [ZnM ] as
exp(−Nβf˜) with
f˜ = −sλ
M
∑
αρ
(
mρ(α)
)k
+
s(1− λ)
M
∑
αρ
(
mxρ(α)
)2 − 1− s
M
∑
αρ
mxρ(α)
+
1
M
∑
αρ
m˜ρ(α)mρ(α) +
1
M
∑
αρ
m˜xρ(α)m
x
ρ(α)
− αβ
2M2
(sλ)2
∑
(αρ,α′ρ′)
(
qρρ′(α,α
′)
)k − αβ
2M2
(sλ)2
∑
αα′ρ
(
Rρ(α,α
′)
)k
+
αβ
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)qρρ′(α,α
′) +
αβ
2M2
∑
αα′ρ
R˜ρ(α,α
′)Rρ(α,α
′)
− 1
β
[
ln Tr exp
{ β
M
∑
αρ
ξm˜ρ(α)σ
z
ρ(α) +
β
M
∑
αρ
m˜xρ(α)σ
x
ρ (α)
+
αβ2
2M2
∑
(αρ,α′ρ′)
q˜ρρ′(α,α
′)σzρ(α)σ
z
ρ′(α
′) +
αβ2
2M2
∑
(αα′ρ)
R˜ρ(α,α
′)σzρ(α)σ
z
ρ(α
′)
}
×
∏
αρ
〈σzρ(α)|σxρ (α)〉〈σxρ (α)|σzρ(α+ 1)〉
]
. (94)
In a similar manner to the case of k = 2, we look for the RS solution, and use the static
ansatz. The spin-product term in Eq. (94) is linearized by using a Gaussian integral. Expanding
the configurational term in Eq. (94) in powers of n, we have,
n
[∫
Dz ln
∫
DwTr exp
{ β
M
∑
α
ξm˜σz(α) +
β
M
∑
α
m˜xσx(α)
+
√
αq˜
β
M
∑
α
σz(α)z +
√
α(R˜− q˜) β
M
∑
α
σx(α)w
}
×
∏
α
〈σz(α)|σx(α)〉〈σx(α)|σz(α+ 1)〉
]
+O(n2). (95)
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The inverse operation of the Trotter decomposition leads to
n
∫
Dz ln
∫
Dw 2 cosh β
√(
m˜+
√
αq˜z +
√
α(R˜ − q˜)w
)2
+ (m˜x)2 +O(n2). (96)
Using the replica trick, we finally obtain the following pseudo free energy:
f = −sλmk + s(1− λ)(mx)2 − (1− s)mx + m˜m+ m˜xmx
+
α
2
β(sλ)2qk − α
2
β(sλ)2Rk − α
2
βq˜q +
α
2
βR˜R
− 1
β
∫
Dz ln
∫
Dw 2 cosh β
√(
m˜+
√
αq˜z +
√
α(R˜ − q˜)w
)2
+ (m˜x)2. (97)
The saddle-point conditions for the pseudo free energy (97) yield the self-consistent equations.
Let
g ≡ sλkmk−1 +
√
αq˜z +
√
α(R˜ − q˜)w, (98)
and u in the same way as in Eq. (73), and Y as in Eq. (74). Then the self-consistent equations are
given by Eqs. (75)–(79) with Eq. (98) and
q˜ = (sλ)2kqk−1, (99)
R˜ = (sλ)2kRk−1. (100)
In the same way as the case of k = 2, we find R ≥ q. If R > q, the free energy diverges in the
limit β → ∞. Accordingly, R must be equal to q. It follows that R˜ = q˜, so that the integrands
in the self-consistent equations are independent of w. Hence, the self-consistent equations in the
low-temperature limit are
m =
∫
Dz
sλ(kmk−1 +
√
αkqk−1z)√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
, (101)
mx =
∫
Dz
1− s− 2s(1− λ)mx√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
, (102)
q =
∫
Dz
(sλ[kmk−1 +
√
αkqk−1z])2
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2
. (103)
The factor β(R− q) converges to
C ≡ lim
β→∞
β(R − q) =
∫
Dz
{1− s− 2s(1− λ)mx}2
{(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2}3/2
. (104)
Since the factor β(Rk − qk) converges to Ckqk−1, the pseudo free energy in the low-temperature
limit is
f = sλ(k − 1)mk − s(1− λ)(mx)2 + α
2
k(k − 1)(sλ)2Cqk−1
−
∫
Dz
√
(sλ[kmk−1 +
√
αkqk−1z])2 + (1− s− 2s(1− λ)mx)2. (105)
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