An algorithm, referred to as the initial value adjusting method with discontinuities, is presented for the numerical solution of multipoint boundary value problems arising from systems of ordinary differential equations in which jump discontinuities are permitted and for which both the dynamics and boundary conditions may be nonlinear. Numerical results are given for several examples and the algorithm is also applied to a noisy dynamical system in which the states are estimated by using a variational technique.
INTRODUCTION
Multipoint boundary value problems (MPBVP's) for ordinary differential equations have been studied as early as 1897 by Niccoletti [1] , and later by Wilder, [2] , Polya [3] , Bocher [4] , and Whyburn [5] , and recently by many authors (see the bibliographies in Bellman and Kalaba [6] , Brown [7] , and Agarwal [8] . In MPBVP's considered here the dynamics of a system are described by a first order differential equation of dimension n /c= f(x,t), ag t<b, ( 
3) correspond to the measurement or observation of a system at m different times so the description (1.1)-(1. 2) includes problems that arise naturally in many different fields. Boundary value problems for partial differential equations can often be reduced to this description also [9] . While initial value and two point problems are included, we are concerned mainly with problems for which m > 2. Discontinuities in the solutions at interior boundary points occur in many applications [9] [10] [11] [12] [13] [14] , and several theoretical results concerning existence and uniqueness of solutions have been given, especially for linear and separated boundary conditions corresponding to (1.2), [7, 15] . For continuous problems some numerical methods, including quasilinearization [6] , invariant imbedding [16] , finite differences [17] , collocation [18] , and the method of adjoints [8] , have been proposed and recently an initial value adjusting method, extending quasilinearization techniques and multiph shooting techniques for TPBVP's has also been proposed [19] . For this htter method the functions for the dynamics and boundary conditions, while being required to be sufficiently smooth, may both be nonlinear.
In this paper we further extend this method by giving an algorithm to solve nonlinear MPBVP's in which discontinuities are permitted. The boundary conditions for such problems can be described by equations of the form h Ix (t~), x(t 2), x(t~) ..... x(t+_ 1), X(tm)] = 0 (1.4) where x(t~) means the usual right or left limit at t = t i. The algorithm proposed for such problems is an iterative method that adjusts initial values at each boundary point except the last, so is a kind of parallel shooting method. It is possible to extend the method given in [19] , so that only initial values at one point (usually t = a) are adjusted, along the lines proposed here, but such an algorithm will contain a large number of transitional matrices, so will have numerical drawbacks. In addition, the present method can be used over longer intervals and for stiff problems by introducing more boundary points with corresponding continuity conditions. The algorithm also contains features similar to those in [19] and [20] which overcome some difficulties of quasilinearization, namely, the equations are dealt with directly, the partial derivatives Llacobians) need not be calculated analytically, only initial approximations at boundary points, rather than initial functions, need be prescribed, and storage requirements from previous iterations are greatly reduced. In part II [21] a quadratic convergence proof is given for the method. In the next section the notation and many of the definitions are given as well as the details for an extended quasilinearization algorithm. The main method and its computational algorithm, together with the theoretical relationships between the two algorithms are given in section 3, and several numerical examples are presented in the following section. The first few examphs represent a variety of conditions and analytical solutions are given for comparative purposes. In the last example the states of a dynamical system with given noisy measurements are estimated, using a leastsquares estimator. Such problems occur in optimal control and many areas of engineering [22] [23] [24] , and we use a simple example considered in [22] , where invariant imbedding was used, to illustrate the method. The Euler-Lagrange conditions applied to the problem give rise to a nonlinear system with boundary conditions containing discontinuities and the algorithm proposed here is applied to obtain numerical results. The application of the algorithm to compartment models from pharmacokinetics in which discontinuities in the solution arise from bolus inputs will appear later.
QUASILINEARIZATION
We suppose that the dynamics of the problem under consideration are governed by the first order system of differential equations written as :
i=f(x,t), a,~t,~b, (2.1)
where t is the independent variable and x is an n-dimensional vector. We also assume that the boundary conditions for the problem are prescribed at several points, and it is convenient to use two vector equations to describe them : If kg and kv are sufficiently small, then kx(r) is the required approximate solution to (2.1), (2.2), otherwise the initial approximations are adjusted, the index k is replaced by k + 1 and the procedure is repeated. The algorithms proposed to adjust the initial approximations are given in (2.10) and (3.6) below. The first one (2.10) corresponds to a quasilinearization technique and the second one (3.6) is the extended initial value adjusting method with discontinuities, that is used for the computing. In order to derive the algorithm, we first define k~ (~., r+) to be the n x n transitional matrix satisfying ~i' (r, r +) = fx (kx' r) q' (r, r+), r i and the adjusting matrix ks contains matrices Sij, of the form
(2.13b) and sky + bkv kg,(rf+
Thus new initial conditions are determined from (2.10) if ks is nonsingular, and this algorithm corresponds to the quasilinearization technique.
INITIAL VALUE ADJUSTING METHOD
In order to make the above method more practical numerically, we now approximate the partial derivatives and transitional matrices in ks by introducing perturbed initial value problems at each boundary point and in each direction. Again, consider the k-th step with initial approximation kx(r+) at the i-th boundary point. Let ~y (i)(r) denote the solution to the problem ~¢= f(x,r), ri• rg ri+ 1, (3.1a)
where ej is the unit vector in the j-th direction and e is a small positive number called the perturbation parameter. Define an n x n dimensional matrix k~I' (r, rT;e ) having j-th column, kg,j (r, r+; e), at r= r~+ 1 (i= 1 ..... ml+ m2-1 ) given by
2) where kx(i)(r) solves the original initial value problems (2.4) . For the boundary conditions corresponding to (2.2a) we now define n dimensional vectors for j = 1,..., n as follows : These vectors are then used to de£me n x n dimensional matrices kQ(i)(e) having j-th columns given by 4) j=l,...,n; i=1 ..... m1+m2-1; k=0,1 .... Similarly, for the boundary conditions corresponding to (2.2b), we de£me n(m I + m 2 -2) x n dimensional matrices kv(i)(e) having j-th columns given by 1
where again ~y(i)(r) solves (3.1). Analogous to (2.10),
we now let ks (e) (k + I x _ kx) =. kl~ (3.6) where the n (m I + m 2 -1) x n(m I + m 2 -1) adjusting matrix is given by ks(e) = [ kQ(X)(e) "'" kQ(ml + m2-1)(e) ] (3.7)
[kv(1)(e) ... kv(mx+m 2-1)(e)]
If ks (e) is nonsingular, a new initial value is obtained from (3.6). In the adjusting matrix, kQ(i)(e) will be the zero matrix if r = r i corresponds to a point of discontinuity; ff there are no points of discontinuity, then the above algorithm reduces to one proposed in [20] . The relationship between (2.10) and (3.6) is given by the following theorem.
Theorem
Let the matrices kql(r, r+), k~(r71+ 1' r+; e), kQ(i)(e), kv(i)(e), ks and ks(e) (i=1 ..... m l+m 2-1; k=0,1 .... ) be defined by (2.6), (3.2), (3.4), (3.5), (2.13) and (3.7) respectively. Then ,r+ 1 + m 2 -1) for i = m 1 + m 2-1, (3.9b) ~kv akv lira kv(i)(e) -+--e-~ 0 8x(r +) ax(r~+l) kxt'(ri'+l'r+) (3.10) for i= 1,...,m 1 + m2-1, and (iv) lira ks(e)= ks.
(3.
11) e~0
Vroof Relationships (i) and (ii) are proved similarly to those for the continuity case [20] , and (iv) follows immediately from (ii) and (iii). In order to prove (iii), we fix i,k, andj (lgigml+m2-1, k~, 0, l<jgn). By expanding in a Taylor's series about [kx(r~) ..... kx(rml + m2)] and using (3.1) and (3. i.e. the j-th columns of (3.10) are true, and thus (3.10) is valid. If the adjusting matrix, ks, from the quasilinearization technique has an inverse, then it can be shown that ks (e) will also have an inverse for sufficiently small e. As seen above, the elements of ks(e) can be obtained from (3.4) and (3.5), so that partial derivatives need not be calculated analytically for the algorithm (3.6), and only initial values from a previous iteration need be stored. Quasilinearization techniques and the initial value adjusting method possess a quadratic convergence property (cf. [6] , [25] ) and details concerning such a property for this method will appear later. The examples provided in the next section also indicate this property. The computational algorithm is summarized as follows. 
NUMERICAL EXAMPLES
Several examples are presented to show the effectiveness and scope of the above method. The first three deal with the same system having linear dynamics and various types of boundary conditions, and for which actual solutions are known; the second deals with a system having nonlinear dynamics, and corresponds to a well-known problem in science. The tables contain a few of the calculated values, initial approximations, 0x(t), the number of grid points, p, the number of iterations, k, and the error, G. A few of the exact values are also included for the first three examples. All calculations were done in double precision on an IBM 370/158.
Example 1
We For discontinuities we assume that x 1 has a jump decrease of size I and x 2 is continuous at t = lr/6, x 2 has a jump increase of size 1 and x I is continuous at t = ~r/3, x I and x 2 have jump decreases of size 1 and 31/2 -1 respectively at t = lr/2 and both are continuous at t = 21r/3. The unique solution to this problem is 
Example 2
We again consider the system (4.1) but with nonlinear boundary conditions given by Table 2 contains resuks for both solutions. For the second one the convergence criterion was decreased to 5 x 10 -14, but the number of grid points was maintained at 100.
Example 3
For the last example of this type, we again use system (4.1) and boundary conditions (4.2) but with highly nonlinear boundary conditions corresponding to (2.2b) using all boundary points, given by Xl (1r/4+)2 x2 (1r/4 + )3 and its approximations are listed in table 3. Again the convergence criterion was set at 5 x 10 -14, but the initial approximations were very inaccurate for this example.
The number of iterations k, and corresponding error criteria Gi, are listed for the above three examples in table 4. The convergence rates appear to be quadratic when the initial approximations are sufficiently close to the exact values.
Example 4
For the last example we apply the algorithm in order to estimate the states of a dynamical system when noisy measurements are given. For this problem a standard variational technique is used to optimize a least squares criterion. When many measurements are used, this technique produces a multipoint boundary value problem with discontinuities at the points where measurements are taken, as discussed theoretically in [26] . As an illustration, we consider the problem of estimating the three angular velocities about the principal body axes of a rotating body, given noisy measurements on only one angular velocity [22] . Suppose the equations of motion are given as 
with boundary conditions
where f (x, t) represents the given dynamics and fx (x, t)" is the transpose of the usual Jacobian. In with the remaining v-components corresponding to missing continuity conditions for xi(t ), i = 1,2, 3, and )`2 (t) and )`3 (t) at t = 1, 2 ..... 9 being provided automatically by the algorithm.
When the exact measurements were used, the algorithm applied to (4.9) and (4.11) produced the actual solutions to an accuracy of I x 10 -8 or better. The measurement noise, which should turn out to be zero in this case, was 1 x .1.0 -10 or better. In this, and the other runs as well, the convergence criterion was set at 1 × 10 -8.
When noisy measurements (4.10) were used, several values for 0x were tested, and the results for two of these are listed in table 4. As expected, the results are more accurate when 0x is closer to the actual initial values. The results here agree with those in [22] , where invariant imbedding was used with the same estimator. Some remarks indicating feasibility of the estimator are given there. Finally, in table 7 error criteria is given for the iterates for all three trials reported. The initial approximations for x i and )`i used in all three cases were Xl(0 ) = 1, x2(0 ) = x3(0 ) = 0.2, and xi(tj) = )`i(tj) = 1 x 10 -4 for all other points, tj = 1 ..... 10. As indicated in this table, the rate of convergence appears to be quadratic for the last few iterates in each case.
CONCLUSION
A numerical algorithm has been given for the solution of very general multipoint problems involving ordinary differential equations, and for which jump discontinuities are allowed. In order to use the code that was developed for the algorithm, only the differential equations (1.1), the boundary conditions (1.2), and initial approximations at boundary points need be prescribed, in addition to the usual computing parameters. Thus it can be applied to a wide variety of problems with very little preliminary work. It appears to be relatively insensitive to the accuracy of the initial guesses, and quadratic convergence is proved in part II [21 ] .
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