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Spin Glasses (SG) are paradigmatic models for physical, computer science, biological and social
systems. The problem of studying the dynamics for SG models is NP-hard, i.e., no algorithm solves
the problem in polynomial time. Here we implement the optical simulation of a SG, exploiting
the N segments of a wavefront shaping device to play the role of the spin variables, combining the
interference at downstream of a scattering material to implement the random couplings between the
spins (the Jij matrix), measuring the light intensity on a number P of targets to retrieve the energy
of the system. By implementing a plain Metropolis algorithm, we are able to simulate the spin
model dynamics, while the degree of complexity of the potential energy landscape and the region of
phase diagram explored is user-defined acting on the ratio the P/N = α. We study experimentally,
numerically and analytically this peculiar system displaying a paramagnetic, a ferromagnetic and
a SG phase, and we demonstrate that the transition temperature Tg to the glassy phase from the
paramagnetic phase grows with α. With respect to standard “in-silico” approach, in the optical
SG interaction terms are realized simultaneously when the independent light rays interferes at the
target screen, enabling inherently parallel measurements of the energy, rather than computations
scaling with N as in purely in − silico simulations.
The solution of large combinatorial problems demands for novel hardware architectures enabling for faster and
inherently parallel calculation. An emerging trend is that of pairing an optical layer into a specific digital or analog
computation scheme, in order to improve performance while reducing computational costs and processing times.
Optical computing promises parallel processing and high bandwidth which may be eventually performed in free space,
with limited power consumption (e.g., Fourier transform performed by a lens). Optical computation is an emerging
scheme in quantum transport [1], quantum simulation [2], and machine learning [3], and can be implemented on
different platforms including free space, from photonic chips [4] to optical fibers [5]. One of the advantages brought
by optics is that certain operations can be performed at the “speed of light”. Indeed, the evaluation of a matrix
product can be estimated in the time needed for a properly shaped light beam to pass through a diffractive pattern
opportunely tailored to mimic the requested transfer matrix [6]. By exploiting last generation optical modulation
devices, millions of light beams can be controlled simultaneously within a microsecond time frame, thus potentially
providing a scalable optical platform that only need to be properly projected on to the relevant and computational
hard problem.
Spin glasses [7] serve as prototype models, capable to provide nontrivial equilibrium and off-equilibrium phenomenol-
ogy [8, 9]. In particular, the dynamics in an energy landscape with many equilibrium states and the origin of (multiple)
relaxation times in finite dimensional systems, are open questions in modern statistical mechanics [10–13]. Complex
systems from diverse fields fall into the spin-glass universality class, like, e.g., brain functions [14], random lasers
[15, 16], and quantum chromo-dynamics [17]. Indeed, novel methods for the calculation of the equilibrium states and
of the dynamics of a spin glass system are highly desiderate.
Here we propose an optical system able to compute the energy of a given spin-glass state. We integrated such
optical layer onto a standard digital computation layer to realize an optical spin-glass (OSG) dynamics simulation.
Our idea stems from the observation that the overall intensity I =
∑P
ν=1 I
(ν) at P given points (ν) on a screen placed
at the downstream of a strongly scattering medium shone with N coherent light rays from a single laser, can be
formally written as a spin glass Hamiltonian. As a starting point it is easy to observe that, in the simplified case in
which the ith light ray field has a complex amplitude ai = Aie
ıφi , the single target contribution I(ν) reads
I(ν) = E(ν)E(ν)† =
∣∣∣∣∣
N∑
i=1
ξνi ai
∣∣∣∣∣
2
=
N∑
i,j
ξ
(ν)
i ξ¯
(ν)
j aia¯j (1)
=
N∑
i,j
|ξ(ν)i ||ξ(ν)j |AiAjeı(arg ξ
(ν)
i −arg ξ
(ν)
j +φi−φj)
where ξ
(ν)
i = |ξνi |eı arg ξ
(ν)
i are the complex transmission matrix elements from the ith incoming beam to the target ν.
2FIG. 1: A sketch of the experimental setup. Laser light (Azure Light 532 nm), reflected by the de DMD, is then scattered
by an opaque medium. The far facet of the scattering medium, is then imaged on a camera, after passing on a linear
polarizer. The metropolis algorithm is then implemented thanks a standard digital layer performed by a standard CPU-
based workstation. The inset shows the measured P (Ioff diag) and P (Idiag). They have bene fitted with the function P (I∗) =
A∗ exp(−I∗/B∗). We retrieve Bdiag = 0.08 and Boff diag = 0.04. The values of the B∗ are consistent with the predicted behavior
of Idiag = v11 = |ξ1|2 and Ioff diag = v12 + v21 = 2vR12 = 2ℜ[ξ1 ξ¯2] (see methods), that is : P (vRij) = 1/(2σ2) exp−|v
R
ij |/σ
2
and
P (vii) = 1/(2σ
2) exp−vii/(2σ
2).
Input illumination is controlled by a DMD with the superpixel method (see methods). This approach enables to
separate the input laser wavefront in many segments (up to 504) each one affected by the state of the corresponding
DMD mirrors. An user may then program the DMD to apply a controlled phase delay to the light rays reflected by a
single segment. Our optical setup is in a configuration enabling a phase factor φi = ±π, equivalent to an amplitude
factor of Si ∈ {−1, 1}, so that the single target intensity (1) can be rewritten as
I(ν) =
1,N∑
ij
vνi,jSiSj , (2)
where all transmission matrix elements and input field amplitudes have been included in the coefficient
v
(ν)
ij ≡ AiAjξ(ν)i ξ¯(ν)j . (3)
Let us stress that though v
(ν)
ij are complex-valued, the intensity I
(ν) is always a real number because v
(ν)
ij = v¯
(ν)
ji and
the sum in Eq. (2) runs on all i, j = 1, . . . , N . Amplitudes Ai are defined by the laser intensity. By using a laser with
a Gaussian beam and expanding in order to have a homogeneous distribution of the intensity on the active DMD
area, it is possible to approximate all the Ai, for any i, to a constant over the DMD segments. Maximizing the overall
intensity with respect to DMD spin S configurations, finally corresponds to minimize the following Hamitonian
H[S] = −1
2
1,N∑
ij
JijSiSj , (4)
where we have introduced the interaction matrix
Jij ≡ 1
N
P∑
ν=1
v
(ν)
ij , (5)
3properly rescaled with N in order to provide thermodynamic convergence in the large N limit also when the number
of targets grows like the number of spins: P = αN , with α = O(1). Note that the matrix J is a Hermitian matrix,
Jij = J
†
ji, and H[S] is, therefore, real.
Equation 4 is, by all means, a spin glass Hamiltonian, more precisely it is a generalization to complex continuous
valued patterns ξ of the Hopfield model [18, 19], for which the study of Amit, Gutfreund and Sompolinsky [20–22]
predicts the existence of a low temperature/large P spin-glass phase. That is, a phase with multiple degenerate
frustrated thermodynamic states, and critical slowing down dynamics approaching the glassy transition from the
paramagnetic phase. To check this, we realized experimentally our optical simulation of a spin glass. As shown in
Fig. 1 we exploited laser light form a stabilized Nd-YAG laser (Azure light 0.5 W), to shine a Digital Micromirror
Device (DMD) controlled by a CPU based workstation.
The same computer simultaneously monitors the Camera (Basler acA3088-57um) which collects light at the downhill
of a scattering medium (Thorlabs ground glass diffuser, Thorlabs DG05-220). A two lens system, enables to monitor
in the camera plane the intensity corresponding to the output facet of the diffuser with a factor 8 magnification (Focal
of Lens1 is 25, 4 mm and focal of Lens2 is 200 mm). To simulate the system dynamics we implemented an opto/digital
Monte Carlo Metropolis algorithm[23], by flipping a random mirror and accepting the change with a probability that
depends on how intensity changes. If the overall intensity increases at the targets, the change is accepted, otherwise
the change is accepted only with a probability p = e∆I/T where ∆I is the measured variation in intensity following the
spin/micromirror flip and T is an user defined system temperature. The spin flipping is performed mechanically on
the DMD, while the spin coupling is realized optically thanks to the nearly instantaneous light propagation into the
disordered medium, the intensity reading is performed through the camera, while the move acceptance is performed
digitally by the computer.
By storing spin configurations S(t) at each time step t we are able to extract the temporal behavior of the connected
autocorrelation function:
Fself(τ) =
1
N
N∑
i
〈Si(t)Si(t+ τ)〉c; (6)
where 〈. . .〉 indicates the averaging over Monte Carlo steps t. As an instance, we show the case of an optical spin
model with N = 225 spins whose dynamics we simulated for tmax = 2× 105 Monte Carlo steps (each step consists of
N micromirror flips, with micromirrors selected uniformly and in random fashion) from which we extract the behavior
of the correlation Fself(τ) on a more limited temporal window for τ in order to perform a proper temporal averaging.
The results for a single target (number of targets P = 1) is reported in Fig. 2a, displaying Fself(τ). In this case,
the correlation function decays rapidly to zero at high temperature and lowering the temperature its behavior crosses
over to a power-law decay. This slowing down of the dynamics is called critical relaxation[24–28]. Eventually, at low
enough T , Fself(τ) tends towards a non-zero plateau. To check further the nature of the energy landscape, we run 80
(p1 = 1, . . . , 80 ) very short simulations (τmax ≃ 30) with fixed target ν at zero T . In Fig. 2b, we report the final states
Sfinal (the DMD square matrix has been reshaped to a 1D array and visualized as black or white squares respectively
representing S = −1 and S = 1) for each one of the simulations. We notice that, apart for a small fluctuation due
to measurement noise on a limited set of i’s, only two configurations Sfinal are appearing. One, ↑ S, with an overall
positive magnetization 1/N
∑
i Si, and one, ↓ S, with negative magnetization, as graphically reported reported in
Fig. 2e ). They are strongly anti correlated as shown by the q parameter reported in Fig. 2c and 2d, for all the
Sfinal(p) obtained from 80 replicas of the dynamics at T = 0. The parameter q(p1, p2) shown there, represents the
degree of similarity between the Sfinal of two replicas of the system and is calculated as the normalized scalar product:
q(p1, p2) = Sfinal(p1) · Sfinal(p2)/N . The q(p1, p2) matrix, appearing symmetric and with ones on the diagonal, has
been visualized with sorted p to highlight the presence of two clusters in order to visualize that only two states exist
and one is the spin-reversed of the other. This is the case P = 1 of a transition to a ferromagnetic phase.
Indeed, the occurrence of only a pair of opposite states may be explained if we go back to the formal description of
the Jij in Eqs. 3, 4, 5, with P = ν = 1 target:
H[S] = − 1
2N
∣∣∣∣∣
N∑
i=1
ξ
(1)
i Si
∣∣∣∣∣
2
= −|ξ
(1) · S|2
2N
(7)
in which we exploited the approximation of constant amplitudes for all the incoming light rays and we rescaled
Aiξ
(ν)
i ≃ Aξ(ν)i → ξ(ν)i . The Hamiltonian is just proportional to the scalar product of the spin configuration array
and the array of the transmission matrix elements ξ
(1)
i from the micromirror-created spins (i) to the target (1). This
4is maximum for two configurations: the one maximizing the field along the transmission vector (↑, see Fig. 1) and
the other maximizing the field along the opposite direction. It is in fact well known that, given a certain transmission
matrix, it is possible to find the best input configuration producing maximum intensity [29] and that this configuration
is “unique”.
The interaction matrix Jij = ξ
(1)
i ξ¯
(1)
j /N is a diadic matrix constructed on a single vector ξ
(1) with the Hebb rule
[30]. Resulting from a diadic matrix, our scattering system is, thus, behaving as a sort of trained optical memory in
which the pattern ξ(1) is the memory learned by the network. In this neural network contest “learning” means varying
the couplings. The network is designed in such a way that the learnt patterns ξ are retrieved as stable configurations,
that is, in this example, the spin configurations ↑ S and ↓ S. In optical words, instead, when P = 1 the experiment is
identical to a standard wavefront shaping experiment [31] in which there exist a single spin configuration maximizing
intensity [32]. The case where the ξ are Boolean, rather than complex and Gaussian distributed, is also called the
Mattis model [33].
If P is larger and, in particular, if it is so large to scale with the number of variables N , the situation is similar to
the Hopfield model of Amit, Gutfreund and Sompolinksy [20]. In that seminal paper the authors demonstrate that
FIG. 2: Experimental results for the 1-target Regime. a) Fself as a function of τ , that is, the number of Metropolis sweeps.
The inset shows the first steps in logarithmic τ scale. b) Final states obtained after a series of repeated zero temperature
simulations with the same disorder realization. The degree of complexity is low (just two opposite states are present). In c)
and d) we report the overlap q(p1, p2) – defined in equation (8) – between the configurations S
(p1) and S(p2) of two replicated
systems and sorted by a k-means algorithm in order to be organized into two clusters. Replicas are labeled by the indeces p1 and
p2 running on all the simulated systems. The appearance of only two different yellow squares indicates that the configurations
of the replicas thermalize into states that can be grouped in two clusters of very similar states one opposite to the other. d) is
the same of c) for a different realization of disorder. In e) we report the two (opposite) states found in c).
5FIG. 3: Results for P = 36, N = 225. In a) the Fself as a function of τ indicating the sweeps. In b) we report the degree of
similarity obtained for clusterized states resulting many optimizations at zero temperature. The phase space results clusterized
in many states. In c) d) and e) we report respectively A, τ1 and a as a function fo 1/T, comparing the results form the digital
simulation (red full dots) with that of the optical simulation (open blue symbols) (see methods).
it is possible to store states into a neural network memory by exploiting a sum of diadic matrices generated from
that many different vectors. However, there is a limit to the number of independent states that can be stored in
such a kind of memory[34], and this number, in absence of thermal fluctuations (T = 0) is Pc ≃ 0.28N in our system
with complex, Gaussian distributed, transmission matrix elements. When this limit is overcome, the multiple states
start to combine, thus generating additional states to those related to the transmission patterns. All these states
are minima of a complex energy landscape displaying a spin-glass phase in a given region of the phase diagram. To
experimentally engineer the complexity of the spin-glass phase in our optical system, then, the only thing that we
need to do is to increment the number of targets. We, therefore, perform optical Montecarlo simulation with the
Hamiltonian (4) and increasing P .
We perform a OSG simulations with N = 225 and P = 4, 9, 16, 25, 36 targets, corresponding to α ≃ 0.018, 0.04,
0.071, 0.11, 0.16. We report the results for P = 36 in Fig. 3. In panel 3a we show the autocorrelation functions of the
σ’s as a function of τ . It is readily noticed that the Fself moves from an exponential to a non-exponential relaxation
in time as temperature decreases, that is a typical aspect of many complex systems [25, 26, 35]. In particular the
Fself of the OSG with many targets can be typically described by the generic interpolating function approaching the
critical point from high temperature:
Fself(τ) = (1−A)e−
τ
τ1 +A
C
ta
in which the first term represent the exponential relaxation time while the second term the power law decay appearing
approaching the glassy phase, i. e., crossing over for large τ . The A parameter represents the relative weight of the
two terms: the larger it is, the more the power-law-like is relevant. The behavior of the fitting parameters is reported
in Fig. 3, estimated both by means of the data obtained in standard “digital” numerical simulations and with
the optical Monte Carlo methods introduced in the present work. As expected, as temperature is decreased from the
paramagnetic phase, we observe (i) an increase of the correlation time τ1, Fig. 3d, as far as the exponential contribution
is a reasonable interpolation, (ii) a very sharp increase of the weight A of the power-law decay contribution in the
critical region, see Fig. 3c, and (iii) a lowering of the power-law decay exponent a in the critical region, see Fig. 3e.
The critical slowing down of the relaxation is a signature of a multi-state (free-)energy landscape. Further evidence
6FIG. 4: FSelf (τ ) for various values of N , P and α. From a
′ to a′′′′: each panel has a value of α (the same ) four temperatures.
Panels from b′ to b′′′′ report the same data organized with a single temperature and four values of α per panel. Panels from
c′ to c′′′′ instead report α fixed while N (number of spins) is varied.
of complexity is also shown in an experiment in which multiple short relaxation dynamics at T = 0 have been
retrieved. In Fig.3b) we report the parameter q(p1, p2) for a thousands different simulations. Here the pattern shows
many different clusters indicating that many equilibrium states are populating the potential energy landscape. We
have been using k-means to organize data into 36 clusters.
In Fig. 4 we compare the Fself(τ) for various values of N , the ratio α = P/N between the number of spins (Degrees
of freedom) and the number of targets (Constraints) and the inverse temperature β = 1/T . In the first set of panels,
from a′ to a′′′′, a different value of α for each panel, we report the Fself(τ) for four values of β at fixed N = 256. It
is possible to note that at high α, the decorrelation at any given temperature is strongly hindered, if not avoided at
all, at the time-scales considered.
Panels from b′ to b′′′′ report the same data (fixed N = 225) organized at a single temperature in each panel and
four values of α per panel. In panels from c′ to c′′′′, instead, we show the correlation function at fixed α and varying
N in each panel, demonstrating that the behavior of Fself(τ), for the time window considered, has no strong finite
size effects already at N = 256 spins (c′′′ and c′′′′).
As we already mentioned, in Eqs. (4-5) the number of targets P plays the same role of the number of memories
to be stored into a Hebbian matrix in the AGS theory [20, 22] predicting the impossibility of memory retrieval, i. e.,
the inability to retrieve the encoded ξ states, for α larger than a given critical value αc. This qualitative change in
the degree of complexity of our system can be demonstrated in Fig. 5, where we report the temperature behavior of
7FIG. 5: Probability distribution of the Parisi parameter q as a function of β, for N=225. Optical simulations have been
performed for few values of P . a):P = 4; α=0.02 b): P = 9; α=0.04 c):P = 16; α=0.07 d):P = 25; α=0.11. P (q) in a given
β , α configuration, has been obtained by performing 50 fast (25 sweeps) simulations (replicas starting from a random initial
configuration) and calculating a value of q as the scalar product between the final states for each pair of replicas. Even if
this approach provides states not completely thermalized comparison with longer numerical simulations demonstrate a good
agreement regarding expected TG. In panel e) we report numerically estimated TG together with the curve TG = A(1 +
√
2α)
predicted from Replica theory for N → ∞. While the numerical data are in good qualitative agreement with theory (A = 1),
finite size effects are still strong and the TG(α) curve, while tending towards the analytical one, is still far from it: we retrieve
A ≃ 4.8 for N = 64 and A ≃ 2.8 for N = 225.
the probability density function P (q) of the overlap
qab ≡ 1
N
N∑
k=1
S
(a)
k S
(b)
k (8)
between couples of replicas S(a) and S(b). At high temperature each equilibrium configuration, will be uncorrelated
from the others, because of strong thermal fluctuations. For low T , at α ≃ 0, that is P/N → 0 as N →∞, the model
dynamics will tend to align, or counter-align, to the ξ patterns, as mentioned in Eq. 7 for the generalized Mattis
model. The values of the overlap between such states will, then, converge to only two possible values as N increases,
one the inverse of the other, and the distribution will display two distinct symmetric peaks. As the number of patterns
to be satisfied increases with the number of micromirrors, though, frustration arises as it becomes more and more
unfeasible to satisfy any of them with a configurations of S minimizing the Hamiltonian H[S], cf. Eq. (4). The
8change of the P (q) from a low temperature two peak distribution into a multi peaks distribution is a clear evidence
of the onset of such frustration and the relative complexity in the equilibrium state organization. We stress that in
Fig. 5 the overlap distributions displayed are for a single realization of the random couplings. Moreover, from the
numerically calculated overlap distributions, we extracted the values of the TG (see methods), and these are reported
in Fig. 5e as a function of α and for two different N : N = 64 (yellow dots/curve) and N = 225 (blue dots/curve). The
curves represent the fit with the model from phase transition equation from replica symmetry breaking calculation (
eq. 37) leaving A as a free parameters. The data for TG show a very good agreement with the model, while constant
A results higher than expected. We can see however that rising N the value of A approaches to one, suggesting that
the discrepancy could be originated form the finite size of the optical simulation.
In order to test our optical procedure we performed numerical experiments with a few spins, from N = 16 to
N = 225: the real advantage of the proposed method comes about when the sample size and the number of targets is
large. In Fig. 6 we report a measurement with a large fully connected spin glass (N = 12100 micromirror-combined
spins organized into a 110 × 110 2D square lattice) with α = 0.113. We retrieve a time per step (TPS) of ≃ 10−4
s/step for this large optical experiment. This TPS turns out to be only barely dependent on N , as we show in the
inset of Fig. 6 in which we report the TPS for the Optical simulation as red circles. The time per step for the
digital simulation is, instead, growing with N as expected (inset of Fig. 6 blue circles). The optical simulation is thus
outperforming the digital one at N ∼ 12000. We note that this configuration is exploiting only a small portion of
the full DMD size (48400 mirrors out of 786432, i.e., one over 16), thus potentially still providing a further advantage
with respect to the fully digital approach for simulations with larger N .
In conclusion, we demonstrate the possibility to simulate the dynamics of a system with N spins and N2 couplings
with random couplings and a low temperature spin-glass phase. Our approach has the advantage of (i) being scalable:
the possibility to simulate very large systems without affecting the calculation speed, because the instantaneous
interference enables to access the energy difference without requiring to individually calculate all the coupling terms.
(ii) varying the constraints density so as to survey both a ferromagnetic-like ordering, retrieving the transmission
matrix patterns, and a spin-glass freezing, i.e., loss of memory, by playing with the number of optical targets in
which the intensity is monitored, (iii) vary the dynamic variables of the system, for Ising spins, needing each one
four micro-mirrors to be constructed, both to multiple discrete states variables and to complex continuous phasors.
(iiii)The same approach may be employed with multi state spins, employing higher dimensional superpixel capable
to generate many different phase and amplitude values. In this configuration, as far as the number of targets per
spin is below the critical αc(T ) value of memory retrieval, the analysis of the ferromagnetic Mattis-like states allows
to reconstruct the transmission matrix elements of the random opaque medium through the states S visited in the
optical simulation, as memories learned in a neural network.
FIG. 6: Self-correlation function for a system with N = 12100 = 110×110 spins and P = 1369 targets. This has been obtained
with a total of 0.7 billions flipping individual mirror flipping operations, performed in 20 hours. The inset shows the timing
behavior (Time Per Step TPS) as function of N for the optical (red dots) and digital (blue dots) simulations.
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Random couplings and transmission matrix
In Eq. (5) the couplings have been defined as
Jij =
1
N
P∑
ν=1
v
(ν)
ij ; v
(ν)
ij ≡ ξ(ν)i ξ¯(ν)j ; ξ(ν)i = ρ(ν)i + ıυ(ν)i ∈ C (9)
where the transmission matrix properties [36] show that real and imaginary parts of ξ are both Gaussian distributed
as (x = ρ, υ),
P (x) =
1√
2πσ2
e−
x2
2σ2 . (10)
The Jij matrix is Hermitian because ξ
(ν)
i ξ¯
(ν)
j = ξ
(ν)
j ξ¯
(ν)
i . The intensity per mirror I/N is then, expressed as:
I
N
=
N∑
ij
JijSiSj =
N∑
j>i
(Jij + Jji)SiSj +
N∑
i
Jii =
N∑
i6=j
JRijSiSj + const . (11)
Note that even if Jij , i 6= j, is in general complex valued, each term of the sum Jij + Jji = 2JRij is real and symmetric
in i↔ j because it results form ξiξ¯j+ ξj ξ¯i. For a large number of targets P , as in the case P = αN with an α = O(1),
the Jij element is the sum of many random numbers (each one the product of two Gaussian random numbers) and,
for the central limit theorem, will be Gaussian distributed.
For a single target P = 1 to derive the probability distribution of the values of Jij = ξiξ¯j/N we can, instead,
integrate the expression (we discard the index ν)
P (Jii) =
∫
dρ dυ
2πσ2
e−
ρ2+υ2
2σ2 δ
(
JiiN − ρ2 − υ2
)
=
N
2σ2
e−
JiiN
2σ2 , (12)
for the diagonal entries Jii = |ξi|2, while for i 6= j the distribution of JRij = ρiρj + υiυj reads
P (JRij ) =
∫
dρi dυi
2πσ2
dρj dυj
2πσ2
e−
ρ2i+υ
2
i+ρ
2
j+υ
2
j
2σ2 δ
(
JRijN − ρiρj − υiυj
)
=
N√
4πσ4
∫
dz√
z
exp
{
−z − N
2
(
JRij
)2
4σ4
1
z
}
=
N
2σ2
e−
|JRij|N
σ2 , (13)
where we have used the relationship
I(γ) ≡
∫ ∞
0
dz√
z
e−z−
γ2
z =
√
π
e2|γ|
.
To verify that the distributions are, indeed, exponential, thus indirectly confirming the Gaussian distribution of
the transmission matrix elements ξ, and to estimate their variance by interpolation, we can experimentally measure
the distribution of the J ′s, or, equivalently, of the vij = JijN , cf. Eq. (5) with P = 1. We resorted to a pair of
measurements of the propagation of the signal from two superpixels S1, S2 on a single target. In a first run we turn
on a single superpixel and measure the diagonal contributions independently: the intensity at the target k = 1, 2 is
the squared modulus of the amplitude transmitted by the superpixel, thus,
Idiag,k ≡ vkk = ξk ξ¯k = ρ2k + υ2k, (14)
In the second run we turn on the couple of superpixels S1 = S2 = 1 and measure the overall intensity at the target 1
I12[S1 = 1, S2 = 1] = v11 + v12 + v21 + v22 = ξ1ξ¯1 + ξ1ξ¯2 + ξ2ξ¯1 + ξ2ξ¯2
= ρ21 + υ
2
1 + ρ
2
2 + υ
2
2 + 2ρ1ρ2 + 2υ1υ2
whose extra, off-diagonal contribution, is
Ioff diag ≡ I12 − Idiag,1 − Idiag,2 = ξ1ξ¯2 + ξ¯1ξ2 = 2ρ1ρ2 + 2υ1υ2 = v12 + v21 = 2vR12 = 2NJR12 . (15)
Measuring several values of I12 and Idiag,k we find that both Ioff diag and Idiag,k have an exponential distribution as
shown in the inset of Fig. 1. Looking in semi-log scale and fitting with the interpolating function A e−BJ the slope
of the distribution P (JRij ) turns out to be twice the slope of P (Jii), as predicted by Eqs. (12,13).
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Superpixel method
Light reflected by the DMD produces a diffraction pattern composed by a square array of intensity maxima. These
maxima correspond to maxima of interference due to in-phase summation of all the contribution from the each light
ray reflected by pixels. By placing a lens (L1 with focal lenght f = 200 mm) to collect DMD light we have the zeroth
order fringe appears at coordinates [xf , yf ] = [0, 0] and the first order at coordinates [xf , yf ] = [a, a] with a the lattice
primitive vector a = λfd , where λ is the wavelength of light (0.532 nm), and d is the DMD pixel Pitch ( 13.68 µm).
As shown in [Opt Expr 22 1364] it is possible to exploit a DMD device to control both amplitude and phase of
coherent light beam. This technique is based on the phase delays accumulated by light rays corresponding to different
pixels, if light is collected only from special positions in Fourier space. The first step is to collect light thought a
spatial filter (iris I) which is placed off at coordinates [xf , yf ] = [a/2, a/2] in the Fourier space. In such case each
DMD pixel acquires a relative phase delay wick depends on its position in the real space: in particular, if pixel are
identified by a couple of integers [xi, yi], pixels with even T = xi+yi contribute with a +1 pre-fator, while , pixels with
odd T contribute with a -1 pre-factor. The we organize the DMD into superpixels composed by 2x2 DMD pixels. In
order to merge each pixel into a single contribution we reduce the optical resolution in order to “blur them together”
this is performed thanks to the iris I which is tuned on a diameter of 2.66 mm. This diameter produces an optical
resolution of 32 µm thus blurring together four pixels.
In order to ensure the validity of the proposed model we also realized a system in which the size of the superpixel
matches the size of the disorder grain in the scattering medium. This is obtained employing a ground glass diffuser
(“DG10-220” thorlabs with grain size of 63 µm) and an optical system with magnification 2, producing a superpixel
image of 64 µm side.
Extraction of the TG from experimental and numerical data
TG has been extracted by calculating at the normalized Kurtosis K˜(β) of the P (q) distribution for various values
of α:
K˜(β) =
P (q)IV
2(P (q)II − 1) (16)
where the superscripts indicate the function moment degree. Then we fitted K˜(T ) with an sigmoid function: TG is
the value of T for which this fitted function equals 0.5.
Numerical simulations
The implemented dynamics is a standard Metropolis Monte Carlo (Glauber dynamics), while we have custom built
the generator for the coupling factors, in order to ensure correspondence with the optical simulations. generating M
N -components complex vectors ξ(1), ξ(2), . . . , ξ(M), which represent the transmission on the targets in the the optical
setup, and the fundamental memories in the Hebbian framework. Subsequently,the Jij element of the coupling matrix
is calculated from those vectors as follows:
Jij =
M∑
h=0
R
(
ξ
(h)
i
)
R
(
ξ
(h)
j
)
+ I
(
ξ
(h)
i
)
I
(
ξ
(h)
j
)
(17)
Afterwards, during the dynamics, a well-known shortcut to reduce computational cost was also introduced. For the
energy difference at each step, we only perform the sum over the couples which include the spin that have been flipped
at that step; in such a way that we only need to sum O(N) terms instead of all possible O(N2) terms. The final
formula for the energy difference is therefore, assuming the flipped spin to be the i¯-th one:
∆H = σ i¯
∑
j
J i¯,j σj . (18)
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Replica theory of the complex Gaussian Hopfield model
Defining the extensive “energy” of a superpixel configuration s as H[s] = −I/2/N = O(N), the statistical mechan-
ical model for our optical system displays the Hopfield-like Hamioltonian
H[s] = −1
2
∑
i6=j
1
N
p∑
µ=1
ξ
(µ)
i ξ¯
(µ)
j sisj −
N∑
i=1
siHi (19)
= −1
2
∑
i6=j
1
N
p∑
µ=1
ℜ[ξ(µ)i ξ¯(µ)j ]sisj −
N∑
i=1
siHi
Hi ≡
p∑
µ=1
ℜ[h¯(µ)ξ(µ)i ] =
p∑
µ=1
ℜ



h(µ)0 + 1N
N∑
j=1
ξ¯
(µ)
j

 ξ(µ)i

 (20)
where the local fields 1/N
∑N
j=1 ξ¯
(µ)
j arise in the superpixel composition but their overall contribution to the Hamilto-
nian is, actually, of O(1) and, thus negligible with respect to the extensive contribution of the pairwise spin-interaction.
The fields h
(µ)
0 are introduced to identify the Mattis states, i.e., those states most aligned along a given transmission
pattern ξ(µ), and are to be sent to zero eventually, in order to be able to study also the ferromagnetic transition at
low enough α.
To compute the average of the free energy over the distribution of the transmission matrix complex-valued elements
we need to replicate the system, i. e.,
βΦ = − lim
N→∞
1
N
E [lnZ]ξ (21)
lim
n→0
lim
N→∞
E [Zn]ξ − 1
nN
where the replicated partition function for a given random transmission (given transmission matrix) reads
Zn = (Nβ)p/2
∫ ∏
µa
drµa√
2π
dtµa√
2π
e
−Nβ2
∑
µa
[
(r(µ)a )
2
+(t(µ)a )
2
]∑
{s}
eF({ξ},{~s}, ~m)
with
F ≡ β
∑
aµ
[
r(µ)a
∑
i
ξ
(µ)
R,is
(a)
i + t
(µ)
a
∑
i
ξ
(µ)
I,i s
(a)
i
]
+O(1) . (22)
After having averaged over the transmission matrix elements distribution, one obtains
E [Zn]ξ = (Nβ)
p/2
∫ ∏
µa
drµa√
2π
dtµa√
2π
e
−Nβ2
∑
µa
[
(r(µ)a )
2
+(t(µ)a )
2
]∑
{~s}
E
[
eF({ξ},{~s}, ~m)
]
ξ
with
E
[
eF
]
ξ
=
∏
µi
e
β2σ2
2
∑
ab
(
r(µ)a r
(µ)
b
+t(µ)a t
(µ)
b
)
s
(a)
i s
(b)
i .
Let us now define the vector of the spin state through the n replicas with an arrow ~s ≡ {s1, . . . , sn}, to distinguish
it from the configuration of all spins in a replica that we represent by a bold s. Properly rescaling some integration
variables, defining the replica overlap
qab ≡ 1
N
∑
i
s
(a)
i s
(b)
i , (23)
introducing the matrix
Mab ≡ δab(1− γ)− γqab (24)
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and defining the rescaled inverse temperature γ ≡ βσ2 we obtain the average replicated partition function
E [Zn]ξ = (βN)
p(1−n)
∫ ∏
a<b
dqab
dλab
2πı
e−nNS[q,λ] (25)
S[q, λ] ≡ 1
n
∑
a<b
qabλab − 1
n
lnZ[λ] + α
n
ln detM[q]
Z[λ] ≡
∑
~s
eH[λ,~s]
H [λ,~s] ≡
∑
a<b
λabsasb
The free energy is obtained by computing the saddle point of the integral (25) for N ≫ 1, yielding
E [Zn]ξ ≃ enNS[qsp,λsp] +O
(
1
N
)
βΦ = − lim
N→∞
1
N
E [lnZ]ξ ≃ limn→0 limN→∞
E [Zn]ξ − 1
nN
= S[qsp, λsp] (26)
The saddle point equations, i. e., the self-consistency equations for the matrix order parameters qab and λab, read
λab = 2αγ
(M−1)
ab
(27)
qab =
∑
{~s} sasb e
H[λ,~s]∑
{~s} e
H[λ,~s]
= 〈sasb〉 (28)
Replica Symmetry
A first solution, certainly valid in the paramagnetic phase, can be put forward assuming replica symmetry, that is,
assuming the overlap matrix form
qab = (1 − δab)q (29)
and, consequently,
Mab = (1 − γ + γq)δab − γq, a 6= b (30)
The saddle point equations of the RS solution read
λ =
2αγ2q
(1 − γχ)2 (31)
q =
∫
dz√
2π
e−z
2/2 tanh2
(√
λz
)
(32)
with χ ≡ 1− q, the replica symmetric free energy is
βΦ =
λ
2
(1 − q)−
∫
dz√
2π
e−z
2/2 ln 2 cosh
(√
λz
)
+ α ln(1− γχ)− αγ q
1− γχ (33)
In particular, the paramagnetic free energy will be (q = 0)
βΦPM = − ln 2 + α ln(1 − γ) (34)
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Stability and phase transition
The stability eigenvalues of the replicated free energy in the RS Ansatz are three: the so-called replicon eigenvalue
Λ1 = =
1
2α
(
1− γχ
γ
)2
−
∫
dz√
2π
e−z
2/2
[
1− tanh2
(√
λz
)]2
(35)
and the longitudinal and the anomalous eigenvalues, that coincide for n→ 0:
Λ2,3 =
1
2αγ2
[
(1− γ)2 + 4qγ(1− γ) + 3q2γ2
]
− (1− 4q + 3r) (36)
On the paramagnetic phase (q = 0) the stability conditions become one Λ1 = Λ2,3 ≥ 0:
T
σ2
> 1 +
√
2α. (37)
that is the critical temperature of the transition from the paramagnetic to the spin-glass phase, that depends on the
ratio α between targets and spins. The phase transition turns out to be continuous in the order paramater q.
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