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DISCLAIMER
The findings of this report are not to be construed as an official Department of the Army position unless so designated by other authorized documents. Patterns of service and/or arrival rates are, under certain assumptions, susceptible to approximation by mathematically defined frequency distributions. On this basis, mathematical models have been formulated which can be used to determine, on a probabilistic basis, the behavior characteristics of arrival-departure systems that meet the required conditions and assumptions. Repeated execution of the models, varying the number of service facilities or stations, and, if feasible, the mean (average) service time, provides the behavior pattern of the system being analyzed. These data can be used to indicate those actions management can take to minimize the total time customers spend in the system, and/or the total cost of waiting.
The simplest kind of waiting line system are those in which customers arrive at a single service facility, occasionally have to wait for service, and are serviced according to some priority rule such as "first-come, first-served". This type of system can be called a single-station, single-stage system. More complex kinds of system can exist, such as single-station, multiple-stage; multiple-station, single-stage; and multiple-station, multiple-stage, or series parallel.
The models formulated for queueing analysis vary depending on the type of system, although each has its basis in the type of arrivalrate and service-rate frequency distributions assumed for waiting lines. The type of model and the input parameters which are applicable to the analysis of FMS cases are described in paragraph C3.
C.
Application to FMS Cases
Purpose of the Analysis
Queueing theory has been applied to the review and validation of FMS cases by DRSAR-CPE-D to provide management with the behavior characteristics of the review and validation process so that action could be taken to reduce the total expected time an individual case spends in the system from receipt to completion, i.e., the expected turnaround time. The relevant characteristics are the average time in the system and the number of reviewers required to reduce or minimize the average time.
2.
Type of System
Cases arrive randomly from the HQ, ARMCOM International Logistics Directorate (DRSAR-IL). Following receipt, they are logged in and assigned to one of several analysts. A case may or may not have to wait, depending on when it arrives relative to the backlog and cases in process in the Branch at the time. In general, FMS cases are reviewed and validated to ensure compliance with pricing regulations and policy, verify the correct application of inflation indices, guarantee full cost recovery, assure fair prices to both parties, ensure proper calculation of unfunded costs, and to reduce the number of amendments necessary because of price fluctuations. The same basic process is followed in the review and validation of each case, although they differ in scope and hence vary randomly in the processing time required. In actual practice, a case may be started and later delayed pending receipt of essential information; hence, an analyst may have more than one case under review at any one time. Following the review and validation process, formulation of the analyst's initial recommendation, and Branch Chief review and recommendation, decision for formal action is made by the Division Chief, Comptroller, or Deputy Comptroller, depending on the dollar value of the case and whether concurrence or non-concurrence is indicated. The case is then released for return to DRSAR-IL.
The purpose of the analysis is to determine the characteristics of the analyst's review and validation process, not the approval process. This restricts the definition of the system to the latter, and simplifies the analysis, since a separate approval/decision step creates a multiple-stage system. As a result, the output of the analysis can only guide management actions to reduce turnaround time through completion by the analyst. The contribution to total elapsed time through release to DRSAR-IL created by the approval stage is subject to separate analysis. The review and validation system thus described is a multiple-station, single-stage system, as shown in Figure 1 . The elapsed time from receipt by the Branch to the start of processing, and from receipt by the Branch to completion by the analyst, constitutes the waiting time and turnaround time, respectively. The service time consists of the actual time the analyst spends processing an individual case.
3.
Applicable Model
In the model described in this paper for a multiplestation, single-stage system, each station, k, is an individual analyst where k>l, and each case is processed by a single station or analyst. Queueing models for this type of system involve consideration of the mean arrival rate (\) and the mean service or processing rate (fd) to determine the expected waiting time which, when added to the mean service time, provides the total expected time in the system. The model assumes:
Arrivals are random and are Poisson distributed with a mean number of arrivals, \ , per unit of time.
b.
Service times are constant or exponentially distributed with a mean service time, 1/jJL ; i.e., the reciprocal of the mean service rate.
c.
The service priority is first come, first served.
d. The number of service stations (analysts) is known, and all stations have the same service capacity.
e.
The mean service time (processing speed) is unaffected by the length of the queue; i.e., service times are statistically independent.
f.
There is an infinite source of inputs.
Given that these assumptions are true, the queueing models will provide, on a probabilistic basis, measures of the system characteristics that are suitable for management analysis and decision.
The utilization parameter of the system is defined as the proportion of time that all k analysts are being utilized, and assumes that kjLl> X . Note that if this assumption is incorrect that the k analysts will be theoretically busy more than 100 percent of the time, and an infinite queue will build up. The parameter, denoted by the Greek letter rho, is expressed as The probability that all k analysts are idle, i.e., the probability that there is no case in the system, is defined as
The probability that a randomly arriving case has to wait for processing, i.e., the probability that there are k or more cases in the system, is
The mean (expected) length of the queue, i.e., the number of cases waiting for processing is
The mean (expected) number of cases in the system is
The average (expected) waiting time of an arriving case in the queue, expressed in the same time units as \ and jJL , is
X
The average (expected) time a case spends in the system, i.e., the expected turnaround time, expressed in the same time units as \ andfj. , becomes
E(t) = E(w) + -jj-

Data Collection and Analysis
To provide inputs to the models, the arrival and processing distributions were analyzed as follows:
a.
Data for numbers of arrivals per day were collected for the period 2 Jan through 14 Apr 76, and are shown in Table 1 by month. The distribution of observed frequencies of arrival determined from the data is also shown in Table 2 . The cumulative mean arrival rate Reliable observed or estimated processing time per case data were not available. It is known that processing times are not uniformly distributed; therefore, an exponential distribution was assumed. Since arrivals fit the model assumption, this assumption of service time distribution was considered reasonable. The single parameter required to describe an exponential distribution is the mean processing time, 1/fJL. An estimate of fj. was obtained by dividing the total hours expended on FMS cases during the period January 1976 through March 1976 by the total number of cases reviewed during the same period. These data are shown in Table 3 . Estimates of jU are also shown by month, and cumulatively through the period analyzed (see paragraph C4c). Conversion to a mean processing rate, in cases per day per person, was necessary to provide input to the model to match the mean arrival rate parameter in cases per day. The processing times and rates obtained are gross values in that all times expended in both direct and indirect support of case reviews, including resolution of policy, meetings, and administrative activities, is included.
c.
The arrival and processing data were analyzed to determine the stability of the derived parameters over the period covered by the data. Both monthly and cumulative mean arrival and processing rates were calculated as shown in Table 4 and 3, respectively. These analyses show that, over the periods covered, the mean arrival rate increased while the mean processing time decreased. These trends are plotted in Figure 3 . It would be expected that further investigation would indicate the reasons for these trends. For example, training of analysts over the period studied, with attendant learning, might explain the downward trend of mean processing time.
Solution of the Model
The model for multiple-station, single-stage waiting line systems has been programmed on the WANG 700 Series programmable calculator located in the Cost Analysis Division. The inputs are k, the number of stations (analysts), in whole integers; \ (lambda), the mean arrival rate, in cases per day; and jd (mu), the mean processing rate per person, in cases per day. When k^Li < \ , the program will not execute. 
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The outputs are the system characteristics defined in paragraph C3. The program facilitates iterative solution of the model for various values of the inputs, and is expecially useful when trends exist as discussed in paragraph C4c. In this situation, management must decide if the system parameters have stabilized or if further analysis is necessary. As an interim solution, the model has been solved using values of \ and (JL for both the entire period covered by the data and for the month of March only, and increasing values of k. Printouts of both solutions are included as Appendix B.
Analysis of the Solution
Since the mean arrival rate is independent of what happens in the processing system itself, queueing analysis can only indicate how waiting time, E(w), and total time in the system, E(t), is affected by changes in the number of analysts, k, and/or in the mean processing rate,JJ.. Given a stable value of the latter as well as the arrival rate, adding resources can only reduce the total expected (turnaround) time to that of the mean processing time, 1//J.. The solutions of Appendix B show this to occur at k = 10 and k = 11, when the input parameters are for March and the total period studied, respectively, reading E(t) to three decimal places. These values are obviously unrealistic, if only because utilizations are less than 40 percent at these staffing levels. It is then helpful to management decision-making to plot expected turnaround time as a function of k. These are shown in Figure 4 . Both plots show graphically that turnaround time drops rapidly from the lowest value of k at which kjU>\as analysts are added. Once management has determined stable values of the input parameters, this type of analysis is very helpful in determining the staffing level required to achieve the desired turnaround time, and the cost penalties of achieving small additional increments of reduced time.
Solution of the model also shows significant changes in turnaround time achievable by reduction in the mean processing time, when such reductions are possible. For example, using the March arrival rate for FMS cases, if the mean processing rate can be increased from 1.46 cases per day per person to 2.00 cases per day per person, the calculated turnaround time at k =4 is reduced by 71 percent. 
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CHI-SQUARE TEST OF GOODNESS OF FIT
In testing for goodness of fit, it is necessary to compare the distribution of observed samples with the theoretical distribution that is assumed to be the population from which the sample was drawn. If there is a high degree of conformity, any small differences between the observed and theoretical distributions are assumed to be the result of sampling variation. If there are large differences, the conclusion may be made that the observed sample data was drawn from a population distribution other than that assumed in the test.
In the case of queueing models, arrivals are assumed to be Poisson distributed. For FMS cases, goodness of fit of the observed arrival data to the theoretical distribution was determined graphically by the plot of Figure 2 . However, if it is desired to test the goodness of fit statistically, the chi-square test may be used. The chi-square distribution is expressed as
where f = an observed frequency, and f = a theoretical (expected) frequency. The distribution characteristics are completely defined by the number of degrees of freedom (d.f.), which can be defined as the number of frequency classes, or groupings of data, being compared, minus one d.f. for each restriction placed on the expected distribution. In the case of the Poisson distribution, since it can be completely determined by \ and the total frequency, there will be two restrictions.
Four conditions should be met in order to apply a valid chi-square test. The first two state that the sample observations should be independent of one another and drawn from the population being analyzed, and that the data are usually of some nominal, or moderate, measurement. The remaining two place some quantitative restrictions on the data and resulting frequency classes, in that the sample should contain no fewer than fifty observations and grouped with at least five observations in each frequency class. Statisticians differ on the exact numbers in the latter two conditions. However, fifty or more observations should be possible for most waiting line systems, and grouping of observed data into classes of five or more should normally present no problem. Information obtained by discussion with Mr. Harold Gehle of the US Army Management Engineering Training Agency indicates that the test may be considered valid with as few as three observations in any expected class.
The chi-square test, as with other tests of significance, is set up by establishing a null hypothesis, H , that the sample is drawn from the theoretical population distribution, and an alternate hypothesis, H , that it is not. The value of chi-square is calculated from the sample data using the formula on the previous page. A test criterion is then established upon which to base acceptance of either hypothesis. The criterion is based on the value taken from a table of values of chi-square of the type found in most basic statistics texts. The table value is selected on the basis of both the number of degrees of freedom and the degree of risk, called Q. , that management is willing to take that the test statistic will exceed the table value strictly by chance, thus leading to a rejection of H (acceptance of H ) when it is true. If H is not rejected, we can conclude that a o J the difference between the observed and theoretical distributions is due to sampling error, since we did not observe the population.
The test procedure is best illustrated by application to the FMS case distribution, at an a of 0.05:
1.
H : The population distribution of arriving cases is Poisson distributed.
2.
H : The population distribution of arriving cases is not 3.
Poisson distributed.
3.
The number of degrees of freedom is the number of frequency classes minus the number of requirements of the Poisson distribution (\ and total frequency = 2). In order to meet the condition of five or more observations per class, the data of Table 2 must be reorganized as shown in 
