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Scoring rules are an important disputable subject in data envelopment analysis (DEA). Var-
ious organizations use voting systems whose main object is to rank alternatives. In these
methods, the ranks of alternatives are obtained by their associated weights. The method
for determining the ranks of alternatives by their weights is an important issue. This prob-
lem has been the subject at hand of some authors. We suggest a three-stage method for the
ranking of alternatives. In the ﬁrst stage, the rank position of each alternative is computed
based on the best and worst weights in the optimistic and pessimistic cases, respectively.
The vector of weights obtained in the ﬁrst stage is not a singleton. Hence, to deal with this
problem, a secondary goal is used in the second stage. In the third stage of our method, the
ranks of the alternatives approach the optimistic or pessimistic case. It is mentionable that
the model proposed in the third stage is a multi-criteria decision making (MCDM) model
and there are several methods for solving it; we use the weighted sum method in this
paper. The model is solved by mixed integer programming. Also, we obtain an interval
for the rank of each alternative. We present two models on the basis of the average of ranks
in the optimistic and pessimistic cases. The aim of these models is to compute the rank by
common weights.
 2012 Published by Elsevier Inc.1. Introduction
In preferential voting systems, each voter selects k candidates from among n alternatives (k 6 n) and ranks them from the
most to the least preferred. Each candidate may receive some votes in different ranking places. The total score of each can-
didate is the weighted sum of the votes he or she receives in different places. The value 1 is assigned to the most important
alternative and n to the least important. Cook and Kress [1] used DEA to determine the most appropriate weights for each
candidate. Their method is proved to be effective in voting systems. Green et al. [2] modiﬁed Cook and Kress’s approach.
Noguchi et al. [3] used the cross-efﬁciency assessment to obtain the best candidate and gave a strong ordering constraint
condition on weights. Wang and Chin [4] distinguished efﬁcient candidates by considering their least relative total scores.
But the least relative total scores and the most relative total scores are not measured within the same range in [4]. Obata
and Ishii [5] proposed non-DEA efﬁcient candidates and discriminated between the DEA efﬁcient candidates with normal-
ized weights. Their method was subsequently extended to rank non-DEA efﬁcient candidates in [6]. Wang et al. [7] proposed
three new models for preference voting and aggregation. Wanga et al. [8] suggested a method for ranking efﬁcient alterna-
tives by comparing the most and least relative total scores of each efﬁcient alternative. Hashimoto [9] introduced an AR/y Elsevier Inc.
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posed a new model inspired by DEA methodology. He obtained the ranks of alternatives in two stages. In the ﬁrst stage, he
applied a DEA model to characterize the ranks of alternatives in their best condition. In order to obtain a group rank, he
solved a multi-objective linear programming (MOLP) model in the second stage.
The cross-efﬁciency approach is a DEA tool that can be used to obtain best-performing DMUs and to determine the ranks
of DMUs [12]. The main aim of cross-efﬁciency is to apply DEA for peer evaluation instead of self evaluation. Note that cross
evaluation gives a unique ordering of the DMUs and can be used in many applications. Preference voting [2] is one of the
situations where cross evaluation can be utilized. It should be noted that the non-uniqueness of the optimal weights in
DEA models makes cross evaluation inapplicable. Sexton et al. [12] and Doyle and Green [13] applied secondary goals to re-
solve the non-uniqueness problem. They introduced two models, the aggressive and the benevolent models. The aggressive
model obtains weights subject to minimizing the cross-efﬁciency of those other units, whereas the benevolent model shows
the optimal weights based on maximizing the cross-efﬁciency of other units. As extension of Doyle and Green [13] model
was introduced by Lianga et al. [14]. They presented different secondary objective functions that include an efﬁciency eval-
uation criterion. Wang and Chin [15] utilized a neutral DEA model for cross evaluation to avoid the difﬁculty in choosing
between the two different formulations; a model that recognized one set of input and output weights for every DMUwithout
being aggressive or benevolent to the others. Also, they employed the neutral DEA model for obtaining a common set of
weights for DMUs.
In this paper, we introduce a three-stage method for the ranking of voting systems. In the ﬁrst stage, the rank of each
alternative is determined by its best weight. Thus, all alternatives are ranked by the best weight of the alternative under
evaluation. In fact, each alternative is evaluated not only with its optimal weights but also with the remaining alternatives’
ones. Therefore, the vector of weights derived is not a singleton. The score value is unique but not necessarily the vector that
induces this value. So, the evaluation of the remaining alternatives can vary depending on which vector is selected. To re-
solve this problem, in the second stage, we suggest a secondary goal that limits the vector of weights. The ideal rank for each
alternative is obtained from the best weights. For this purpose, we compute the average value of all ranks for each alternative
and present the average rank, so that the alternative with a lower average has a better rank. In the third stage, the alterna-
tives are ranked by common weights, as the ranks obtained have the minimum distance from the average rank. It must be
mentioned that the ranks of alternatives are integer-valued and distinct but the proposed model has alternative ranks. Also,
each alternative is evaluated with its best and worst weights. Thus, we can obtain a lower rank and an upper rank for each
alternative. This means that we obtain an interval for the rank of each alternative. We present two models on the basis of the
average of the ranks in the optimistic and pessimistic cases. The aim of these models is to compute the rank by common
weights. In the third stage, the ranks of alternatives approach the optimistic or pessimistic case. In numerous cases, we
would like the rank obtained for each alternative to have the minimum distance from the optimistic rank and the maximum
distance from the pessimistic rank. It should be stated that the model proposed in the third stage is an MCDM model and
there are several methods for solving it. We use the weighted sum method for this purpose. The model is solved by mixed
integer programming.
We proceed as follows: In Section 2, a two-stage method for the ranking of voting systems is provided. Section 3 gives an
improved method for ranking voting systems. The optimistic and pessimistic cases of group rank are presented in Section 4.
Section 5 contains a numerical example, and Section 6 draws the conclusions.
2. A two-stage method for ranking voting systems
Suppose that we have n alternatives xj : j = 1, . . . ,n with k(k 6 n) places. We use a voting system for ranking the alterna-
tives. The rank vector of alternatives is from 1 to n. The value 1 is assigned to the most important alternative and n to the
least important.
Contreras [11] introduced the two-stage model for the ranking of alternatives. In the ﬁrst stage, the rank of each alterna-
tive is evaluated separately. The aim, here, is to minimize the rank position to describe what the best situation for an alter-
native is. To determine the best rank position of o-th alternative, roo, Contreras [11] solved the following model in the ﬁrst
stage:roo ¼min roo
s:t: ðaÞ
Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj þ doihM P 0; i ¼ 1; . . . ;n; i – h;
ðbÞ doih þ dohi ¼ 1; i ¼ 1; . . . ;n; i– h;
ðcÞ doih þ dohk þ doki > 1; i ¼ 1; . . . ; n; i– h – k;
ðdÞ roi ¼ 1þ
X
h–i
doih; i ¼ 1; . . . ; n;
ðeÞ wo 2 /;
ðf Þ doih 2 f0;1g; i ¼ 1; . . . ;n; i– h;
ð1Þ
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in the evaluation of the o-th alternative and vij represents the number of the votes of the jth-rank positions obtained by alter-
native xi. The set / speciﬁes the plausible conditions for the weights that includes the minimum information in order to dis-
criminate between the components of vector wo. This set is characterized by decision makers (DMs). Indeed, / contains the
preference of the components in the weight vector that is suggested by the DMs. Each vector wo can show a different weak
order associated with alternative xi based on the aggregate value, provided that the aggregate value is obtained by the opti-
mal weighting vector of alternative xo. / ¼ wo 2 Rkj
Pk
j¼1w
o
j ¼ 1;wo1 P wo2 P   P wok P 0
o
. As was mentioned, / is consid-
ered reasonable by the DMs. Therefore, the components of vector wo can be ordered from most to least preferred such that
the difference between each component of vector wo and the next component is greater than the discrimination intensity
function and the ﬁnal component of vector wo is greater than a speciﬁc value. Consequently, / can be deﬁned as
/ ¼ wo 2 Rkjwoj wojþ1 P dðj; eÞ; j ¼ 1; . . . ; k;wok P dðk; eÞ
n o
, where P d(j,e) denotes the discrimination intensity function
and e is a non-Archimedean number. doih is a binary variable. If d
o
ih ¼ 0 then the following relation is established, derived
by constraint (a) of Model (1):Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj P 0)
Xk
j¼1
woj v ij P
Xk
j¼1
woj vhj ) voðxiÞP voðxhÞ;which indicates the rank of xi is better than that of xh and d
o
ih ¼ 1 shows that the rank of xh is better than that of xi. Constraints
(b) and (c) in Model (1) guarantee that the alternatives cannot get the same rank. The term Ro ¼ ro1; ro2; . . . ; ron
 
denotes the
priority vector obtained in the evaluation of alternative xo, where roi represents the rank position given to the ith alternative.
roo is the best rank for xo.
Contreras [11] introduced the ideal rank with RI ¼ rI1; r21; . . . ; rIn
 
; where rIi ¼ rii.
The second stage proposes a model that selects a common vector of weights that minimizes the distance from the ideal
rank of each alternative, represented by its corresponding value rIi .
In order to determine the group rank of alternatives, Contreras [11] presented the following mixed integer linear model:min
XN
i¼1
ai
s:t: ðaÞ
Xk
j¼1
wjv ij 
Xk
j¼1
wjvhj þ dihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ dih þ dhi ¼ 1; i ¼ 1; . . . ;n; i– h;
ðcÞ dih þ dhk þ dki > 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ rGi ¼ 1þ
X
h–i
dih; i ¼ 1; . . . ; n;
ðeÞ rGi  ai ¼ rii; i ¼ 1; . . . ;n;
ðf Þ w 2 /;
ðgÞ dih 2 f0;1g; i ¼ 1; . . . ; n; i– h:
ð2Þ3. An improved method for ranking voting systems
In this section, we present a third-stage approach for ranking voting system that have some advantages into the method
given in the previous section.
Constraint (c) in Model (1) is improved in the form of doih þ dohk þ doki P 1; i ¼ 1; . . . ;n; i – h– k, which guarantees that the
ranks of the alternatives are distinct. If we assume doih ¼ 1, dohk ¼ 1, and doki ¼ 0, then constraint (b) in Model (1) guarantees we
can have doih ¼ 0, dohk ¼ 0, and doki ¼ 1. It must be stated that doih ¼ 1, dohk ¼ 1, and doki ¼ 1 cannot be established. Also, the ranks
of the alternatives are integer-valued. Thus, Model (1) is converted to the following model:roo ¼min roo
s:t: ðaÞ
Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj þ doihM P 0; i ¼ 1; . . . ;n; i – h;
ðbÞ doih þ dohi ¼ 1; i ¼ 1; . . . ; n; i– h;
ðcÞ doih þ dohk þ doki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ roi ¼ 1þ
X
h–i
doih; i ¼ 1; . . . ;n;
ðeÞ wo 2 /;
ðf Þ doih 2 f0;1g; i ¼ 1; . . . ;n; i– h:
ð3Þ
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xo. roi , ði– oÞ shows the rank of alternative xi when the optimal weighting vector of alternative xo is considered. Model (3) is
run n times, each time for one different alternative. Therefore, n different rank vectors are obtained, where Ro ¼ ro1; . . . ; ron
 
is
the oth column of the rank matrix. It can be observed that Model (3) may have multiple optimal weight vectors. Conse-
quently, Ro ¼ ro1; . . . ; ron
 
obtained from the above model would not be unique. Indeed, in the rank vector Ro ¼ ro1; . . . ; ron
 
,
all components except roo may be changed. To resolve this problem, we suggest a secondary goal as follows:roo ¼min 2nroo þ
Xn
i¼1
i–o
nþ 1 rii
 
roi
s:t: ðaÞ
Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj þ doihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ doih þ dohi ¼ 1; i ¼ 1; . . . ;n; i– h;
ðcÞ doih þ dohk þ doki P 1; i ¼ 1; . . . ;n; i – h– k;
ðdÞ roi ¼ 1þ
X
h–i
doih; i ¼ 1; . . . ; n;
ðeÞ wo 2 /;
ðf Þ doih 2 f0;1g; i ¼ 1; . . . ;n; i– h:
ð4ÞIn the above model, the rank vector Ro ¼ ro1; . . . ; ron
 
for each alternative xo is computed by the ideal rank, i.e.,
RI ¼ rI1; r21; . . . ; rIn
 
obtained from Model (3). In Model (4), the coefﬁcients of the objective function are recognized based
on the preference of the ranks, provided that the alternative xo includes the highest preference and takes the coefﬁcient
2n and its previous rank position is preserved. Among other xi, i = 1, . . . ,n, i– o, the preferences are given based on their rank
position in the ideal rank by the coefﬁcient nþ 1 rii
 
. It is evident that a lower ideal rank has a higher preference for the
corresponding alternative.
RM ¼ rM1 ; rM2 ; . . . ; rMn
 
is deﬁned as the average rank that has been obtained based on the average of the row ranks of each
alternative in the rank matrix produced by Model (4) subject to a lower average value has a higher preference for the cor-
responding alternative, that is:8xk; xl k– l;
Pn
j¼1r
j
k
n
<
Pn
j¼1r
j
l
n
) rMk < rMl :This can be summarized in the following algorithm:
Algorithm.STEP 1: BEGIN
STEP 2: FOR i = 1 to n
STEP 2.1: sum ¼Pnj¼1rji
STEP 2.2: si ¼ sumn
STEP 3: B = {s1, . . . ,sn}, jBj = n
STEP 4: sk ¼ minB; rMk ¼ 1;A ¼ fskg;B ¼ B A; jBj ¼ n 1; rank ¼ 1
STEP 5: IF jBjP 1 THEN
STEP 5.1: sk =min B
STEP 5.2: rMR ¼ 1þ rank
STEP 6: rank = rank + 1
STEP 7: A = A [ {sR}
STEP 8: B = B  A, jBj = n  rank
STEP 9: IF jBj = 0 THEN STOP
STEP 10: GO TO STEP 4.
In this paper, we consider the average rank instead of the ideal rank as the target rank for the group rank of all alternatives
owing to the following advantages:
(i) rMi considers the effect of rank with different weights for each alternative.
(ii) All diagonal elements may be equal; that is, r11 ¼ r22 ¼    ¼ rnn. Thus, by Model (4), the ranks of all alternatives will
simultaneously be the same. This is not rational and it is almost impossible to have the average rank vector with equal
components.
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value or at least a group of the alternatives tie for the same rank position when the ideal rank is recognized. This situation
occurs owing to the free selection of weights. It is observed that the average value for a group of alternatives may be equal in
infrequent cases. Therefore, we suggest the variance value for the rows that have the same average value. Furthermore if
8xk; xl k – l;
Pn
j¼1r
j
k
n ¼
Pn
j¼1r
j
l
n ; then we compute the variance values of xk and xl. The alternative with the smallest variance
value has the best rank position.
In the following, we present a model that selects a common vector of weights from the set / that minimizes the distance
from the group rank of each alternative by its corresponding value rMi . So, the following mixed integer linear model is
introduced:min fa1;a2; . . . ;ang
s:t: ðaÞ
Xk
j¼1
wjv ij 
Xk
j¼1
wjvhj þ dihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ dih þ dhi ¼ 1; i ¼ 1; . . . ; n; i– h;
ðcÞ dih þ dhk þ dki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ rGi ¼ 1þ
X
h–i
dih; i ¼ 1; . . . ;n;
ðeÞ rGi  rMi
  6 ai; i ¼ 1; . . . ;n;
ðf Þ w 2 /;
ðgÞ dih 2 f0;1g; i ¼ 1; . . . ;n; i– h;
ðhÞ ai P 0:
ð5ÞIt is mentionable that constraint (e) in Model (2) is replaced by constraint (e) in Model (5) because Model (2) minimizes the
distance from the group rank of each alternative by its corresponding value rii and it is obvious that the group rank of each
alternative cannot be greater than its corresponding ideal rank. So rGi  rii ¼ ai P 0;8i; is always true. However, this is not
guaranteed in Model (5) because of the average rank. Model (5) is a multi-criteria decision making (MCDM) model. Thus,
in order to determine the group rank, the following mixed integer linear model is solved.min
Xn
i¼1
ai
s:t: ðaÞ
Xk
j¼1
wjv ij 
Xk
j¼1
wjvhj þ dihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ dih þ dhi ¼ 1; i ¼ 1; . . . ; n; i– h;
ðcÞ dih þ dhk þ dki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ rGi ¼ 1þ
X
h–i
dih; i ¼ 1; . . . ;n;
ðeÞ rGi  rMi 6 ai; i ¼ 1; . . . ; n;
ðf Þ rGi  rMi P ai; i ¼ 1; . . . ;n;
ðgÞ w 2 /;
ðhÞ dih 2 f0;1g; i ¼ 1; . . . ; n; i– h;
ðiÞ ai P 0:
ð6ÞIn the above model, RG ¼ rG1 ; rG2 ; . . . ; rGn
 
is deﬁned as the group rank that has been obtained by the common weights selected
from / provided that it has the minimum distance from the average rank. As was mentioned earlier, the aim of selecting this
model is to consider the effect of rank with different weights for each alternative. The summary of the stages is shown in
Fig. 1.
4. The optimistic and pessimistic cases of group rank
Suppose that we have n alternatives xj : j = 1, . . . ,n with k(k 6 n) places. We use a voting system for ranking alternatives.
The rank vector of alternatives is from 1 to n. The value 1 is assigned to the most important alternative and n to the least
important.
In Model (3), the best situation exists for the alternative under evaluation. In fact, the ranks of the alternatives are com-
puted with the best weights. Thus, the ideal rank is a lower bound of the group rank of each alternative. We can obtain the
ranks of the alternatives with the worst weights and deﬁne the anti-ideal rank as the upper bound of the group rank for each
alternative. Therefore, we introduce Model (7), which obtains the ranks of the alternatives when the worst situation exists
for the alternative under evaluation.
 Stage3
Obtain the group rank 
Stage 2
Apply a secondary goal and obtain the average rank
Stage1
Obtain the rank of each alternative by its best weight
Fig. 1. The proposed method.
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s:t: ðaÞ
Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj þ doihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ doih þ dohi ¼ 1; i ¼ 1; . . . ;n; i– h;
ðcÞ doih þ dohk þ doki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ roi ¼ 1þ
X
h–i
doih; i ¼ 1; . . . ;n;
ðeÞ wo 2 /;
ðf Þ doih 2 f0;1g; i ¼ 1; . . . ; n; i– h;
ð7Þwhere M is a large positive number and / speciﬁes the plausible conditions for the weights. / ¼ wo 2 Rk;Pkj¼1woj ¼ 1;
n
wo1 P w
o
2 P   P wok P 0
o
. The expression woj denotes the weight associated with the votes of the jth-rank positions in
the evaluation of the o-th alternative and vij represents the number of the votes of the jth-rank positions obtained by alter-
native xi. The term Ro ¼ ro1;ro2; . . . ;ron
 
denotes the priority vector obtained in the evaluation of alternative xo, where roi rep-
resents the rank position given to the ith alternative. roo is the worst rank for xo. The term R
I ¼ r11; . . . ;rnn
 
; where rIi ¼ rii;
denotes the anti-ideal rank or the pessimistic ranks of the alternatives.
Theorem 1. Let RI, RG, and RI be the ideal rank, group rank, and anti-ideal rank for (3), (6), and (7), respectively. Then
RI 6 RG 6 RI.Proof. Since the ideal rank is the rank with the best weight and the anti-ideal rank is the rank with the worst weight, the
proof is evident. h
As was mentioned, roo is the oth component of the anti-ideal rank that indicates the worst rank in evaluation alternative xo.
roi , ði – oÞ shows the rank of alternative xi when the optimal weighting vector of alternative xo is considered. Model (7) is
solved n times, each time for one different alternative. Therefore, n different rank vectors are obtained, where
RI ¼ r11; . . . ;rnn
 
is the oth column of the rank matrix. It should be stated that Model (7) may have multiple optimal weight
vectors. Consequently, Ro ¼ ro1; . . . ;ron
 
obtained from Model (7) would not be unique. Indeed, in the rank vector
Ro ¼ ro1; . . . ;ron
 
; all components except roo may be changed. To deal with this problem, we suggest a secondary goal as
follows:roo ¼max
1
2n
roo þ
Xn
i¼1
i–o
1
ðnþ 1 rii Þ
roi
s:t: ðaÞ
Xk
j¼1
woj v ij 
Xk
j¼1
woj vhj þ doihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ doih þ dohi ¼ 1; i ¼ 1; . . . ;n; i– h;
ðcÞ doih þ dohk þ doki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ roi ¼ 1þ
X
h–i
doih; i ¼ 1; . . . ;n;
ðeÞ wo 2 /;
ðf Þ doih 2 f0;1g; i ¼ 1; . . . ; n; i– h;
ð8Þ
F. Hosseinzadeh Lotﬁ et al. / Applied Mathematical Modelling 37 (2013) 25–33 31where the rank vector Ro ¼ ro1; . . . ;ron
 
for each alternative xo is computed by the anti-ideal rank obtained from Model (7). In
Model (8), the coefﬁcients of the objective function are recognized based on the preference of the ranks provided that the
alternative xo includes the highest preference and takes the coefﬁcient 12n and its previous rank position is preserved. Among
other xi, i = 1, . . . ,n, i– o, the preference are given based on their rank position in the anti-ideal rank by the coefﬁcient 1nþ1ri
ið Þ.It is evident that a higher anti-ideal rank has a better preference for the corresponding alternative.
The optimistic and pessimistic ranks are deﬁned by RM ¼ rM1 ; rM2 ; . . . ; rMn
 
; and RM ¼ rM1 ;rM2 ; . . . ;rMn
 
, respectively.
The third stage proposes a model that selects a common vector of weights that minimizes the distance from the optimis-
tic rank of each alternative, represented by its corresponding value rMi ; and maximizes the distance from the pessimistic rank
of each alternative, represented by its corresponding value rMi .
In order to determine the group rank of alternatives, we present Model (5) and the following MCDMmodel. If the decision
makers (DMs) intend to obtain the group rank close to the optimistic rank, we use Model (5). In case the DMs want to obtain
the group rank close to the pessimistic rank, we use Model (9).max fb1;b2; . . . ; bng
s:t: ðaÞ
Xk
j¼1
wjv ij 
Xk
j¼1
wjvhj þ dihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ dih þ dhi ¼ 1; i ¼ 1; . . . ; n; i– h;
ðcÞ dih þ dhk þ dki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ rGi ¼ 1þ
X
h–i
dih; i ¼ 1; . . . ;n;
ðeÞ rGi  rMi
 P bi; i ¼ 1; . . . ; n;
ðf Þ w 2 /; bi P 0; i ¼ 1; . . . ;n;
ðgÞ dih 2 f0;1g; i ¼ 1; . . . ;n; i– h:
ð9ÞConstraint (e) is equivalent to either one of the two constraints rMi  rGi þ bi 6 0 or rGi  rMi þ bi 6 0; i ¼ 1; . . . ;n. The above
constraints are non-linear because of ‘‘or’’. To convert these constraints to a linear form, we introduce the binary variables
gi, i = 1, . . . ,n. Thus, constraint (e) in Model (9) is rewritten as the two constraints rMi  rGi þ bi 6 Mgi and
rGi  rMi þ bi 6 Mð1 giÞ; gi 2 f0;1g; i ¼ 1; . . . ;n. M is a big number and the constraints rMi  rGi þ bi 6 Mgi are non-binding
when we have gi = 1; also the constraints rGi  rMi þ bi 6 Mð1 giÞ are non-binding when we have gi = 0 The above model
is a multi-criteria decision making (MCDM) model. So, in order to determine the group rank, the following mixed integer
linear model is solved.max
Xn
j¼1
bi
s:t: ðaÞ
Xk
j¼1
wjv ij 
Xk
j¼1
wjvhj þ dihM P 0; i ¼ 1; . . . ;n; i– h;
ðbÞ dih þ dhi ¼ 1; i ¼ 1; . . . ; n; i– h;
ðcÞ dih þ dhk þ dki P 1; i ¼ 1; . . . ;n; i– h – k;
ðdÞ rGi ¼ 1þ
X
h–i
dih; i ¼ 1; . . . ;n;
ðeÞ rMi  rGi þ bi 6 Mgi; i ¼ 1; . . . ; n;
ðf Þ rGi  rMi þ bi 6 Mð1 giÞ; i ¼ 1; . . . ; n;
ðgÞ w 2 /; bi P 0; i ¼ 1; . . . ;n;
ðhÞ gi 2 f0;1g; i ¼ 1; . . . ; n;
ðiÞ dih 2 f0;1g; i ¼ 1; . . . ;n; i– h:
ð10Þwhere the term RG ¼ rG1 ; rG2 ; . . . ; rGn
 
gives the group rank obtained by the common weights selected from / provided that it
has the maximum distance from the average rank. It was earlier mentioned that the aim of selecting this model is to consider
the effect of rank with different weights for each alternative.
5. Numerical example
We will consider the example taken from [2], in which voters are asked to rank two out of seven alternatives. The votes
each alternative receives are shown in Table 1.
Suppose that all DMs are in agreement as to represent the relative importance of the rank place by means of the set of
feasible weighting vector, / = {w1Pw2P 0.01,w1 + w2 = 1}. The set / can be interpreted as follows: the ﬁrst and second
votes have the same value and a lower bound of 0.01 is imposed onto the weight of the second position; also the normal-
Table 1
Votes received by seven alternatives.
Alternative First place Second place
x1 32 10
x2 28 20
x3 13 36
x4 20 27
x5 27 19
x6 30 8
x7 0 30
32 F. Hosseinzadeh Lotﬁ et al. / Applied Mathematical Modelling 37 (2013) 25–33ization constraint is considered for the weights of the ﬁrst- and second-position votes. In the ﬁrst stage, the aim is to
minimize the rank position to describe what the best situation for an alternative is. So, Model (3) is solved n times; the ranks
obtained in stage 1 are summarized in Table 2. Table 3 summarizes the weighting vectors used in each evaluation. Since
Model (3) may have multiple optimal weights, we introduce a secondary goal for solving the problem of non-uniqueness
of the weights. The term RI = (1,1,4,3,2,2,7) is the ideal rank. In the proposed secondary goal, the alternative xo includes
the highes preference. Among other xi, i = 1, . . . ,n, i– o, the preference are given based on their rank position in the ideal rank.
When alternative x1 is under evaluation, the preference order for the alternatives is x1 = x2 > x5 = x6 > x4 > x3 > x7,
where=shows that the alternatives have the same preference and >indicates a higher preference for an alternative. The
results of the proposed secondary goal are presented in Table 4. Contreras [11] considered the aspiration levels for the
alternatives by the ideal rank, RI. Model (2) gives the ranks of alternatives so that the distance between the rank and the ideal
rank are minimized. Since rI1 ¼ rI2 ¼ 1; and rI5 ¼ rI6 ¼ 2, by Table 4, it is not logical that all three alternatives are assigned the
same rank. Thus, we propose RM instead of RI. Hence, the target values for the alternatives in the third stage are
RM = (2,1,6,4,3,5,7), in which considered the effect of rank with different weights for each alternative is considered. TheTable 2
The ranks of alternatives in the ﬁrst stage.
Alternative r1i r
2
i r
3
i r
4
i r
5
i r
6
i r
7
i
x1 1 5 5 5 5 1 5
x2 3 1 1 1 1 3 1
x3 6 4 4 4 4 6 4
x4 5 3 3 3 3 5 3
x5 4 2 2 2 2 4 2
x6 2 6 6 6 6 2 6
x7 7 7 7 7 7 7 7
Table 3
Weighting vectors.
Alternative w1 w2
x1 0.8571 0.1429
x2 0.5778 0.4222
x3 0.5625 0.4375
x4 0.5778 0.4222
x5 0.5778 0.4222
x6 0.8571 0.1429
x7 0.5625 0.4375
Table 4
The ranks of alternatives in the second stage.
Alternative r1i r
2
i r
3
i r
4
i r
5
i r
6
i r
7
i
x1 1 2 5 5 3 1 2
x2 2 1 1 1 1 3 1
x3 6 6 4 4 6 6 6
x4 5 4 3 3 4 5 4
x5 4 3 2 2 2 4 3
x6 3 5 6 6 5 2 5
x7 7 7 7 7 7 7 7
Table 5
The group ranks of alternatives in the thirdstage.
Alternative RG
x1 2
x2 1
x3 6
x4 4
x5 3
x6 5
x7 7
F. Hosseinzadeh Lotﬁ et al. / Applied Mathematical Modelling 37 (2013) 25–33 33third stage determines the minimum distance from the aspiration level of each alternative by the common vector of weights
selected from /. So RG is deﬁned as the group rank obtained by the common weights selected from / provided that it has the
minimum distance from the average rank. The results for the group ranks are included in Table 5. The weight vector obtained
as the solution is w = (0.6552,0.3884).
6. Conclusion
Considering that the place of each alternative is of great importance from an economic and managerial point of view, var-
ious organizations use voting systems and their main objective is to rank alternatives. There are several papers on voting
systems. In this paper, we obtained an interval for the rank of each alternative. We presented two models in the optimistic
and pessimistic cases. The aim of these models is to compute the rank by common weights. The ranks of alternatives are
computed by a three-stage method. The ﬁrst stage gives the rank position of each alternative based on the best and worst
weights in the optimistic and pessimistic cases, respectively. In fact, each alternative is evaluated not only with its optimal
weights but also with the remaining alternatives’ ones. Therefore, the vector of weights derived is not a singleton. The vector
value is unique but not necessarily the vector that induces this value. So, the evaluation of the remaining alternatives can
vary depending on which vector is selected. To resolve this problem, in the second stage, we suggested a secondary goal that
limited the vector of weights. The ideal rank for each alternative is obtained from different weights. For this purpose, we
compute the average value of all ranks for each alternative and present the average rank as a lower average has a better rank.
In the third stage, the alternatives are ranked by common weights, as the ranks obtained have the minimum distance from
the average rank. It must be mentioned that the ranks of alternatives are integer-valued and distinct but the proposed model
has alternative ranks. We consider the improvement of the model with a smaller number of constraints and the development
of a model that obtains the same rank in the optimistic and pessimistic cases as an interesting challenge for future research.
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