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A NEW PROOF OF THE STABLE MANIFOLD THEOREM
FOR HYPERBOLIC FIXED POINTS ON SURFACES
MARK HOLLAND AND STEFANO LUZZATTO
ABSTRACT. We introduce a new technique for proving the classical Sta-
ble Manifold theorem for hyperbolic fixed points. This method is much
more geometrical than the standard approaches which rely on abstract
fixed point theorems. It is based on the convergence of a canonical se-
quence of “finite time local stable manifolds” which are related to the
dynamics of a finite number of iterations.
1. INTRODUCTION
1.1. Stable sets. Let M be a two-dimensional Riemannian manifold with
Riemannian metric d, and let ϕ : M → M be a C2 diffeomorphism. Sup-
pose that p ∈ M is a fixed point. A classical question concerns the effect
that the existence of such a fixed point has on the global dynamics of f . In
particular we shall concentrate here on some properties of the set of points
which are forward asymptotic to p.
Definition 1. The global stable set W s(p) of p is
W s(z) = {x ∈M : d(ϕk(x), p)→ 0 as k →∞}.
In general W s(p) can be extremely complicated, both in its intrinsic ge-
ometry [13] and/or in the way it is embedded in M [17, 18, 21] It is useful
therefore to begin with a study of that part of W s(p) which remain in a fixed
neighbourhood of p for all forward iterations. For η > 0 and k ≥ 1 let
N (k)η = {x : d(ϕ
j(x), p) ≤ η ∀ 0 ≤ j ≤ k − 1}
and
N (∞)η =
⋂
k≥1
N (k)
Definition 2. For η > 0, define the local stable set of p by
W sη (p) = W
s(p) ∩ N (∞)η (p)
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In several situation it is possible to obtain a fairly comprehensive descrip-
tion of the geometrical and dynamical properties of the local stable mani-
fold. In this paper we shall focus on the simplest setting of a hyperbolic
fixed point. We recall that the fixed point p is hyperbolic if the derivative
Dϕp has no eigenvalues on the unit circle.
Theorem. Let ϕ : M → M be a C2 diffeomorphism of a Riemannian
surface and suppose that p is a hyperbolic fixed point with eigenvalues 0 <
|λs| < 1 < |λu|. Then there exists a constant η > 0 such that the following
properties hold:
(1) W sη (p) is C1+Lip one-dimensional submanifold of M tangent to Esp;
(2) |W sη (p)| ≥ η on either side of p;
(3) W sη (p) contracts at an exponential rate.
(4)
W sη (p) =
⋂
k≥0
N (k)η (p).
Perhaps the key statement here is that the local stable set is actually a
smooth submanifold ofM . Notice that the global stable set can be written as
a union of preimages ofW sη since any point whose orbit converges to p must
eventually remain in a neighbourhood of p and therefore must eventually
belong to W sη . Thus we write
W s(p) =
⋃
n≥0
ϕ−n(W sη (p)).
The smoothness of W sη then implies that W s(p) is also a smooth submani-
fold of M . We remark that while the local stable manifold is an embedded
submanifold, i.e. a manifold in its own right in the induced topology, the
global stable manifold is in general only an immersed submanifold, i.e. a
manifold in its intrinsic topology but not in the topology induced by the
topology on M . This is because it may accumulate on itself and thus fail to
be locally connected in the induced topology.
1.2. Main ideas. The proof is based on the key notions of hyperbolic co-
ordinates and finite time local stable manifolds. These are not standard con-
cepts and therefore we describe them briefly here, leaving the details to the
main body of the paper. The standard definition of hyperbolicity involves a
decomposition of the tangent space into invariant subspaces, which coincide
with the real eigenspaces in the case of a fixed point. However this decom-
position is specifically related to the asymptotic properties of the dynamics
and is not always the most useful or the most appropriate for studying the
local geometry related to the dynamics for a finite number of iterations. In-
stead, elementary linear algebra arguments show that under extremely mild
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hyperbolicity conditions on the linear map Dϕk(z), there are well-defined
most contracted directions e(k)(z) which depend in a C1 manner on the
point z if ϕk is C2. In particular, they define a foliation of integral curves
E (k) which are most contracted curves under ϕk. They are the natural no-
tion of local stable manifold relative to a finite number of iterations.
In general, even for a hyperbolic fixed point, the finite time local stable
manifolds will not coincide with the “real” asymptotic local stable manifold
and will depend on the iterate k. It is natural to expect however that the
two concepts are related in the sense that finite time local stable manifolds
converge to the asymptotic local stable manifold. In this paper we show
that this is indeed what happens. The argument does not require previous
knowledge of the existence of the asymptotic local stable manifold, and thus
we obtain from the construction an alternative proof of the classical stable
manifold theorem.
The inspiration for this approach comes from the pioneering work of
Benedicks and Carleson on non-uniformly hyperbolic dynamics in the con-
text of the He´non map [3], the generalization of this work to He´non-like
maps by Mora and Viana [16], and the further refinement of these ideas in
[15, 25]. In these papers, a sophisticated induction argument is developed
to show that a certain non-uniformly hyperbolic structure is persistent, in
a measure-theoretic sense, in typical parametrized families of maps. The
induction necessarily requires some knowledge of geometrical structures
based only a finite number of iterations. Thus the notion of contractive
directions is very natural and very efficient for producing dynamical folia-
tions which incorporate and reflect information about the first k iterates of
the map.
We remark however that in the papers mentioned above, the construction
of these manifolds is very much embedded in the overall argument and there
is no focus on the intrinsic interest of this particular construction. Moreover,
the specific characteristics of the maps under consideration, such as the
strong dissipativity and specific distortion bounds, are used heavily in the
estimates and it is not immediately clear what precise assumptions are used
in the construction. Thus the main purpose of the present paper can be seen
as a first step in an attempt to draw on the ideas first introduced in [3] and to
formalize them and generalize them into a fully fledged theory of invariant
manifolds.
1.3. Structure of the argument. We start the proof with some relatively
standard hyperbolicity and distortion estimates in a neighbourhood of p in
Section 2. In sections 3 and 4 we address the first main issue which is the
convergence of finite time local stable manifolds. This will be addressed
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by carrying out several estimates which show that angle between succes-
sive most contracted direction e(k) and e(k+1) depends on the hyperbolicity
of Dϕk. If some hyperbolicity conditions are satisfied for all k, this se-
quence of angles forms a Cauchy sequence and therefore a limit direction
e(∞) exists. We then show that we can also control the way in which con-
tractive directions depend on the base point and eventually conclude that
the sequence of most contracted leaves E(k)(p) through the fixed point p
actually converge (to something. . . ). In Section 5 we begin to show that
this limit “object” is indeed the local stable manifold of p by showing first
of all that it has positive length. This requires a careful control of the size
and geometry of the domains in which the contracting directions e(k)(z) are
defined, to ensure that the finite time local stable manifold E (k) always have
some fixed length. In section 6 we then show that this curve is sufficiently
smooth. In section 7 we show that points converge exponentially fast to p
and, finally, in Section 8 we prove uniqueness in the sense that the curve
we have constructed is the only set of points which satisfy the properties
of a local stable manifold. To simplify the notation we shall suppose that
both eigenvalues are positive, the other cases are all dealt with in exactly
the same way.
1.4. Comparison with other approaches. The stable manifold theorem is
one of the most basic results in the geometric theory of dynamical systems
and differential equations. There exists several approaches and many gener-
alizations [1, 2, 4–12, 19, 20, 22–24, 26]. We focus here on what we believe
are the two main differences between our approach and existing ones.
As far as we know, all existing approaches rely in one way or another on
an application of the contraction mapping theorem to some suitable abstract
space of candidate local stable manifolds, formulated e.g. as the graphs or
sequences with certain properties. A suitable complete metric and an oper-
ator depending are then defined in such a way that a fixed point under the
operator corresponds to an invariant submanifold with the required proper-
ties. The existence and uniqueness of the fixed point are then a consequence
of showing that the operator is a contraction and the application of the con-
traction mapping theorem.
Our approach differs significantly from either of the approaches men-
tioned in at least two ways. First of all we do not use the contraction map-
ping Theorem, not even in disguise. We show that the sequence of finite
time local stable manifolds is Cauchy in an appropriate topology, by relat-
ing directly the distance between succesive leaves to the hyperbolicity. This
is potentially a much more flexible approach and one which may be adapt-
able to situations with less uniform and perhaps subexponential forms of
hyperbolicity, see comments in the next section. Secondly, the finite time
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local stable manifolds which approximate the real local stable manifold are
canonically defined and have an important dynamical meaning in their own
right. Again, this aspect of the construction might be useful in other situa-
tion and in applications.
1.5. Generalizations and applications. In this paper we present the con-
struction of the local stable manifold in the simplest setting of a hyperbolic
fixed point in dimension 2, in order to describe the ideas and the basic strat-
egy in the clearest possible way. However we have no doubt that with some
work, the basic argument will generalize in various directions. In work
in progress, the authors are extending the techniques to cover the higher
dimensional situation and the more general uniformly hyperbolic and pro-
jectively hyperbolic cases. The smoothness results are not yet optimal since
it is known that the stable manifold is as smooth as the map, however we
believe that the optimal estimates can be recovered with more sophisticated
higher order distortion estimates. It is also possible to study questions re-
lated to the dependence of the local stable manifolds on the base point or
on some parameter by simply including the corresponding additional deriv-
ative estimates in the calculations, as already carried out for example in the
papers mentioned above in which the original ideas of the integral curves of
the most contracting directions was first introduced.
Perhaps the most important potential of this method, however, is to situ-
ations with very weak hyperbolicity. Indeed, the convergence of the finite
time local stable leaves is given by the Cauchy property which follows es-
sentially from a summability condition on the derivative. Thus, in principle,
this may be applicable along orbits for which the derivative does not nec-
essarily admit exponential estimates. This fact is not completely explicit
in the present proof since we are dealing with very hyperbolic example,
but a future paper but the same authors will provide the minimal abstract
conditions under which the convergence argument works.
Finally we mention that there is also a vast amount of research literature
concerning the explicit, often numerical, approximation of invariant man-
ifolds. We speculate that the approach given here might be more suitable
than the classical theorems as a theoretical backdrop to these numerical
studies, , The finite time local stable manifolds for example can probably
be calculated with significant accuracy since they depend only a finite time
information on the dynamics and the derivative. Our estimates then give
conditions on how close these finite time manifolds are form the real thing.
2. LOCAL HYPERBOLICITY AND DISTORTION ESTIMATES
The first step in the proof is to use the smoothness of ϕ to show that
some hyperbolic structure exists in a neighbourhood of the point p. First of
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all we introduce some notation which we will use extensively throughout
the paper. For z ∈M and k ≥ 1 we let
Fk(z) = ‖Dϕ
k
z‖ and Ek(z) = ‖(Dϕkz)−1‖−1
denote the maximum expansion and the maximum contraction respectively
of Dϕkz . Then
Hk(z) = Ek(z)/Fk(z)
denote the hyperbolicity of Dϕkz .
If a sequence of neighbourhoods N (k) is fixed, as it will be below, we
shall often use the notation F¯k, E¯k and H¯k to denote the maximum values
of these quantities in Hk. Also, when expressing relationships between
these quantities which hold for all x in N (k) we shall often omit explicit
reference to x.
We shall also use the same convention for other functions of x to be
introduced below. We shall also use the notation
Fj,k = ‖Dϕ
k−j−1
ϕj+1(z)
‖,
for j = 0, . . . , k−1 The following Lemma follows from standard estimates
in the theory of uniform hyperbolicity. We refer to [14] for details and
proofs.
Lemma 1. ∃ K > 0 such that ∀ δ > 0, ∃ ε(δ) > 0 such that for all
k ≥ j ≥ 0 and all x ∈ N (k)ε we have:
K(λu + δ)
j ≥ Fj ≥ (λu − δ)
j ≥ (λs + δ)
j ≥ Ej ≥ K
−1(λs − δ)
j
Moreover, we also have that
k−1∑
j=0
Fj ≤ KFk; FjFj,k ≤ KFk; and
∞∑
i=j
Hi ≤ KHj
To simplify the notation below we shall generally use
λu = λ˜u − ε˜ and λs = λ˜s + ε˜.
We will also some estimates on the higher order derivatives which follow
easily from the hyperbolicity properties given above.
Lemma 2. ∃K > 0 such that ∀ x ∈ N (k) we have
‖D2ϕkx‖ ≤ KF
2
k ; and ‖D(detDϕkx)‖ ≤ KEkF 2k .
Proof. Let Aj = Dϕϕjz and let A(k) = Ak−1Ak−2 . . . A1A0. Let DAj
denote differentiation of Aj with respect to the space variables. By the
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product rule for differentiation we have
D2ϕkz = DA
(k) = D(Ak−1Ak−2 . . . A1A0)
=
k−1∑
j=0
Ak−1 . . . Aj+1(DAj)Aj−1 . . . A0.
(1)
Taking norms on both sides of (1) and using the fact that Ak−1 . . . Aj+1 =
Dϕk−j−1
ϕj+1z
, Aj−1 . . . A0 = Dϕ
j
z and, by the chain rule, DAj = D(Dϕϕjz) =
D2ϕϕjzDϕ
j
z, we get
‖D2ϕkz‖ ≤
k−1∑
j=0
‖Dϕk−j−1
ϕj+1z
‖ · ‖D2ϕϕjz‖ · ‖Dϕ
j
z‖
2
≤
k−1∑
j=0
‖D2ϕϕjz‖FˆjF
2
j
≤ K
k−1∑
j=0
FˆjF
2
j .
The last inequality follows from the fact that ‖D2ϕϕjz‖ is uniformly bounded
above. Then, by Lemma 1 we have
‖D2ϕkz‖ ≤
k−1∑
j=0
FˆjF
2
j ≤ K
k−1∑
j=0
FkFj ≤ KFk
k−1∑
j=0
Fj ≤ KF
2
k
This proves the first part of the statement. To prove the second, we argue
along similar lines, this time letting Aj = detDϕϕjz. Then we have, as in
(1) above, D(detϕkz) = DA(k) =
∑k−1
j=0 Ak−1 . . . Aj+1(DAj)Aj−1 . . . A0.
Moreover we have thatAk−1 . . . Aj+1 = detDϕk−j−1ϕj+1z ,Aj−1 . . . A0 = detDϕ
j
z
and, by the chain rule, also DAj = D(detDϕϕjz) = (D detDϕϕjz)Dϕjz.
This gives
(2) D(detϕkz) =
k−1∑
j=0
(detDϕk−j−1
ϕj+1z
)(D detDϕϕjz)(detDϕ
j
z)(Dϕ
j
z).
By the multiplicative property of the determinant we have the equality
(detDϕk−j−1
ϕj+1z
)(detDϕjz) = detDϕ
k
z/ detDϕϕjz.
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Therefore we get
‖D(detDϕkz)‖ ≤ | detDϕ
k
z |
k−1∑
j=0
‖D(detDϕϕj(z)‖
| detDϕϕj(z)|
Fj
≤ EkFk
k−1∑
j=0
Fj ≤ KEkF
2
k .
The first inequality follows by taking norms on both sides of (2), the second
inequality follows from the fact that ‖D(detDϕϕj(z)‖ and | detDϕϕj(z)| are
uniformly bounded above and below and the fact that that detDϕk = EkFk,
the third inequality follows from an application of Lemma 1. 
3. HYPERBOLIC COORDINATES
In the context of hyperbolic fixed points (or general uniformly hyperbolic
sets) we are used to thinking of the eigenspaces (or the subspaces given
by the hyperbolic decomposition) as providing the basic axes or coordi-
nate system associated to the hyperbolicity. However this is not necessarily
the most natural splitting of the space. Indeed, the hyperbolicity condition
Hk = Ek/Fk < 1 (notice that we always have Hk ≤ 1) implies that the
linear map Dϕk maps the unit circle S ⊂ TzM to an (non-circular) ellipse
Sk = Dϕkz(S) ⊂ Tϕk(z)M with well defined major and minor axes. The unit
DΦk(z)
e(k)
f(k)
f
(k)
k
e
(k)
k
z
Φkz
vectors e(k), f (k) which are mapped to the minor and major axis respectively
of the ellipse, and are thus the most contracted and most expanded vectors
respectively, are given analytically as solutions to the differential equation
d‖Dϕkz(cos θ, sin θ)‖/dθ = 0 which can be solved to give the explicit for-
mula
(3) tan 2θ = 2(∂xΦ
k
1∂yΦ
k
1 + ∂xΦ
k
2∂yΦ
k
2)
(∂xΦk1)
2 + (∂xΦk2)
2 − (∂yΦk1)
2 − (∂yΦk2)
2
.
In particular, e(k) and f (k) are always orthogonal and clearly do not in gen-
eral correspond to the stable and unstable eigenspaces of Dϕk. We shall
adopt the notation
e
(k)
j = Dϕ
j(e(k)) and f (k)j = Dϕj(e(k))
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where everything is of course relative to some given point x. Notice that
Ek = ‖(Dϕ
k
z)
−1‖−1 = ‖e(k)k (z)‖ = ‖Dϕ
k
z(e
(k)(z))‖
and
Fk(z) = ‖Dϕ
k
z‖ = ‖f
(k)
k (z)‖ = ‖Dϕ
k
z(f
(k)(z))‖.
Thus Hk is a natural way of expressing the overall hyperbolicity of ϕk at z.
We shall use K to denote a generic constant which is allowed to depend
only on the diffeomorphism ϕ. For simplicity we shall allow this to change
even within one inequality when this doe not create any ambiguities or con-
fusion. We also define angles φ(k), θ(k) by
φ(k) = ∡(e(k), e(k+1)), φ
(k)
j = ∡(e
(k)
j , e
(k+1)
j )
and
e(k) = (cos θ(k), sin θ(k)), f (k) = (− sin θ(k), cos θ(k)).
e
(k)
k = Ek(cos θ
(k)
k , sin θ
(k)
k ), f
(k)
k = Fk(− sin θ
(k)
k , cos θ
(k)
k ).
Notice that
θ(k) = θ(1) +
k−1∑
j=1
φ(j).
and
De(k) = (−Dθ(k)(sin θ(k)), Dθ(k)(cos θ(k)))
which implies in particular that
(4) ‖De(k)‖ ≤ K‖Dθ(k)‖ ≤ K‖Dθ(1)‖+K
k−1∑
j=1
‖Dφ(j)‖.
where the constant K depends only on the choice of the norms.
The notion of most contracted and most expanded directions are central
to the approach to the stable manifold theorem given here. We start with
a lemma concerning the convergence of the sequence of most contracted
direction e(k)(x) as k →∞.
Lemma 3. ∃K > 0 such that ∀ k ≥ 1 and x ∈ N (k+1) and φ(k) = φ(k)(x),
we have
|φ(k)| ≤ KHk
Proof. Write e(k) = ηe(k+1)+ϕf (k+1) where η2+ϕ2 = 1 by normalization.
Linearity implies that e(k)k+1 = ηe
(k+1)
k+1 + ϕf
(k+1)
k+1 and orthogonality implies
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that ‖e(k)k+1‖2 = η2‖e
(k+1)
k+1 ‖
2 + ϕ2‖f (k+1)k+1 ‖
2 = η2E2k+1 + ϕ
2F 2k+1 where
Ek = ‖e
(k)
k ‖, Fk = ‖f
(k)
k ‖. Since φ(k) = tan−1(ϕ/η) we get
| tanφ(k)| =
(
‖e(k)k+1‖
2 −E2k+1
F 2k+1 − ‖e
(k)
k+1‖
2
) 1
2
≤
‖e(k)k+1‖/Fk+1(
1− ‖e(k)k+1‖
2/F 2k+1
) 1
2
now notice that we can choose k0 large enough depending only on the map,
so that ‖Dϕϕk(x)‖Ek/Fk+1 < 1/2 for all k ≥ k0. Then, for k ≥ k0 we have
| tanφ(k)| =≤ K‖e(k)k+1‖/Fk+1 ≤ KHk
where we have used the boundedness of the derivative to obtain the last
equality. Since k0 depends only on ϕ, we can take care of all iterates k ≤ k0
by simply adjusting the constant K. 
The next result says gives some control over the dependence of the most
contracting directions on the base point.
Lemma 4. ∃ K > 0 such that ∀ k ≥ 1 ∀ x ∈ N (k+1) and φ(k) = φ(k)(x),
we have
‖Dφ(k)‖ ≤ KEk and ‖De(k)‖ ≤ K
The proof of Lemma 4 is relatively technical and we postpone it to the
final Section. First though we prove another estimate which will be used
below.
Lemma 5. ∃K > 0 such that ∀ x ∈ N (k) and ∀ 0 ≤ j ≤ k we have
‖e(k)j ‖ ≤ KFj
k−1∑
i=j
Hi + Ek ≤ KEj.
Proof. Using the linearity of the derivative we write
‖e(k)j ‖ = ‖Dϕ
je(k)‖ ≤ ‖Dϕj(e(k) − e(j))‖+ ‖Dϕje(j)‖.
Then we have ‖Dϕje(j)‖ = ‖e(j)j ‖ = Ej and
‖Dϕj(e(k) − e(j))‖ ≤ ‖Dϕj‖‖e(k) − e(j)‖ ≤ Fj‖e
(k) − e(j)‖.
By Lemma 3 we have
‖e(k) − e(j)‖ ≤
k−1∑
i=j
φ(i) ≤ K
k−1∑
i=j
Hi.
This give the first inequality. The second follows from Lemma 1. 
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4. FINITE TIME LOCAL STABLE MANIFOLDS
The smoothness of the field of most contracted directions implies, by
standard results on the existence of local integrals for vector fields, the
existence of most contracted and most expanded leaves. Thus for every
k ≥ 0 we consider the integral curve to the field e(k) of contractive direc-
tions which are well defined in N (k).
Definition 3. E (k)(p) is called the time k local stable manifold of of p.
These finite time local stable manifolds have not been used much in dy-
namics even though from a certain point of view they are even more natural
than the traditional local stable manifolds. Indeed, the local stable mani-
folds captures information about some local geometrical structure related
to the asymptotic nature of the dynamics, while perhaps not containing
the right kind of information regarding geometrical structures associated
to some finite number of iterations of the map. As far as the dynamics
for some finite number of iterates is concerned, the finite time local stable
manifold E (k) is the natural object to look at, since it is a canonically de-
fined submanifold which is locally most contracted under a finite number
of iterations of the map.
We shall use the notation E (k)± (p) to denote the two pieces of E (k)(p) on
either side of p. A priori we have no means of saying how successive leaves
E (k) are related nor, importantly, what their length are. Indeed, the neigh-
bourhoods N (k) are in principle shrinking in size and thus the length of
the leaves E (k) could do the same. The heart of our argument however is
precisely to show that this does not happen. First we apply the pointwise
convergence results of the previous section to show that the sequence of
curves {E (k)(p)} is a uniformly convergent Cauchy sequence of curves and
thus in particular converges pointwise to a limit curve E (∞)(p). In Section 5
we show that the arclength of the curves {E (k)(p)} on both sides of p is uni-
formly bounded below, implying that the limit curve E (∞)(p) has positive
length. Then, in the final Sections we complete the proof by showing that
E (∞)(p) is the local stable manifold of p and has the required properties.
Let z(k)t and z
(k+1)
t , be parametrizations by arclength of the two curves
E (k)(p) and E (k+1)(p) respectively, with z(k)0 = z
(k+1)
0 = p and choose t0 so
that both {z(k+1)t }t0t=−t0 and {z
(k)
t }
t0
t=−t0 are both contained in N (k+1). We
shall prove below that we can choose t0 uniformly in k. For the moment we
obtain an estimate for the distance between the two curves.
Lemma 6. ∃K > 0 such that ∀ k ≥ 1 and −t0 ≤ t ≤ t0 we have
|z(k)t − z
(k+1)
t | ≤ KtH¯ke
tK ≤ Kt0H¯ke
t0K
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Proof. Writing z(k)t = z+
∫ t
0
e(k)(zs)ds and z(k+1)t = z+
∫ t
0
e(k+1)(z
(k+1)
s )ds
we have |z(k)t − z
(k+1)
t | =
∫ t
0
‖e(k)(z(k)s ) − e(k+1)(z
(k+1)
s )‖ds. Thus, by the
triangle inequality, this gives
|z(k)t − z
(k+1)
t | ≤
∫ t
0
‖e(k)(z(k)s )− e
(k)(z(k+1)s )‖
+‖e(k)(z(k+1)s )− e
(k+1)(z(k+1)s )‖ds.
(5)
By the Mean Value Theorem and Lemma 4 we have
‖e(k)(z(k)s )− e
(k)(z(k+1)s )‖ ≤ K‖De
(k)‖ |z(k)s − z
(k+1)
s |
≤ K|z(k)s − z
(k+1)
s |
(6)
and, by Lemma 3 we have
(7) ‖e(k)(z(k+1)s )− e(k+1)(z(k+1)s )‖ = |φ(k)| ≤ KH¯k.
From (6) and (7) we get
(8) ‖e(k)(z(k)s )− e(k+1)(z(k+1)s )‖ ≤ K(|z(k)s − z(k+1)s |+Hk).
Substituting (8) into (5) and using Gronwall’s inequality gives
(9) |z(k)t − z(k+1)t | ≤ K
∫ t
0
|z(k)s − z
(k+1)
s |+ H¯kds ≤ KtH¯ke
tK

5. THE ASYMPTOTIC LOCAL STABLE MANIFOLD
Lemma 6 shows that the finite time local stable manifolds are exponen-
tially close as long as they are both of some positive length. It does not
however imply that this length can be guaranteed. To show this we fix first
of all a sequence ωk where
ωk = Ke
ηKηH¯k
where the constant K is chosen as in Lemma 6. Then we let Tωk(E (k)(p))
denote the neighbourhood of E (k)(p) of size ωk. We now set up and induc-
tive argument. First of all we define the inductive condition
(∗)k |E
(k)
± (p)| ≥ η and Tωk(E (k)(p)) ⊂ N (k+1)
Notice that the contractive directions e(1) are well defined in N (1) = Bε(p)
by Lemma 1. Therefore the time 1 local stable manifold E (1)(p) exists and,
by taking η sufficiently small, we can guarantee that condition (∗)1 is satis-
fied. Thus it just remain to prove the general inductive step
Lemma 7. ∀ η > 0 sufficiently small and k ≥ 1,
(∗)k ⇒ (∗)k+1.
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Proof. We assume condition (∗)k and start by proving that E (k+1)(p) exists
and has the required length. By the assumption that Tωk(E (k)(p)) ⊂ N (k+1),
the vector field of contractive direction e(k+1) is well defined in the whole
of Tωk(E (k)(p)). Therefore (E (k+1)(p)) certainly exists and the question is
whether it satisfies the condition on the length. The fact that is does follows
by Lemma 6 and our choice of the sequence ωk. Indeed, Lemma 6 implies
that z(k+1)t ∈ Tωk(E (k)(p)) for all t ≤ t0 where t0 can be chosen as t0 = η.
To show the second part of the statement, it is sufficient to show that
x ∈ Tωk+1(E
(k+1)(p)) implies x ∈ N (k+2) i.e.
d(p, ϕj(x)) ≤ ε ∀ j ≤ k + 1
First of all, since x ∈ Tωk+1(E (k+1)(p)), we can choose some y ∈ E (k+1)(p)
such that d(x, y) ≤ ωk+1. Then, by the triangle inequality we have
(10) d(p, ϕj(x)) ≤ d(p, ϕj(y)) + d(ϕj(y), ϕj(x)).
In the following inequalities we always assume that all values depending on
x are taken to be the maximum over all x in Tωk+1(E (k)(p)). We estimate
the quantitites on the right hand side of (10) in the following way. First of
all, since y ∈ E (k+1)(p), the distance of the iterates ϕj(y) from p can be
calculated by
d(p, ϕj(y) ≤
∫ y
p
‖e(k+1)j (s)‖ds ≤ ‖e
(k+1)
j ‖η ≤ KE¯jη
where the integral is taken along E (k+1)(p) and the last inequality follows
from Lemma 5. For the second term, the Mean Value Theorem implies
d(ϕj(y), ϕj(x)) ≤ F¯jd(y, x) ≤ F¯jωk+1.
Substituting the last two inequalities into (10), we get
(11) d(p, ϕj(x)) ≤ KE¯jη + F¯jωk+1.
We need to show that this is ≤ ε for all j ≤ k + 1. The first term on the
right hand side can be taken ≤ ε/2 by choosing η sufficiently small. So it
is enough to show that
F¯jωk+1 = Kηe
ηKH¯k+1F¯j ≤ ε/2
for all 1 ≤ j ≤ k + 1. Since we can choose η small, it is then enough to
show that there exists the product H¯k+1F¯j is uniformly bounded above for
all k ≥ 1 and all k + 1 ≥ j ≥ 1. We recall that we can choose the size
ε of the neighbourhood of p in which the entire construction takes place
arbitrarily small, in order to ensure that the constant δ is arbitrarily small,
where δ is such that
K(λu + δ)
j ≥ Fj ≥ (λu − δ)
j ≥ (λs + δ)
j ≥ Ej ≥ K
−1(λs − δ)
j
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This gives
F¯jH¯j ≤ K(λu + δ)
j (λs + δ)
k
(λs − δ)k
≤ K
[
(λu + δ)(λs + δ)
λu − δ
]k
≤ K
if δ is small enough. 
6. SMOOTHNESS
Lemma 8. E (∞)(z) is C1 with Lipschitz continuous derivative.
Proof. To see that E (∞)(z) is C1, we just substitute (9) into (8) to get
‖e(k)(z(k)t )− e
(k+1)(z
(k+1)
t )‖ ≤ tKH¯ke
tK ≤ KηeηKH¯k
for every −η ≤ t ≤ η. Since H¯k → 0 exponentially fast, this implies that
the sequence e(k)(zt) is uniformly Cauchy in t. Thus by a standard result
about the uniform convergence of derivatives, they converge to the tangent
directions of the limiting curve E (∞)(z) and this curve is C1. To prove that
the tangent direction are Lipschitz continuous functions, notice that by the
triangle inequality we have
|e∞(x)−e∞(x′)| ≤
|e∞(x)− e(k)(x)|+ |e(k)(x)− e(k)(x′)|+ |e(k)(x)− e∞(x′)|
for any two given points x, x′ ∈ E (∞)(z) and any k ≥ k0. By Lemma 3 we
have |e∞(x) − e(k)(x)| ≤ K
∑
j≥kHj , |e
∞(x′) − e(k)(x′)| ≤ K
∑
j≥kHj
and, by Lemma 4 and the Mean Value Theorem, |e(k)(x) − e(k)(x′)| ≤
‖De(k)‖ · |x− x′| ≤ K|x− x′|. This gives
|e∞(x)− e∞(x′)| ≤ K|x− x′|+K
∑
j≥k
Hj.
Since this inequality holds for any k and
∑
j≥kHk → 0 as k → ∞ it
follows that |e∞(x)− e∞(x′)| ≤ K|x− x′|. 
7. CONTRACTION
Finally we want to show that our limiting curve E∞(z) behaves like a
stable manifold in the sense that it contracts as k → ∞. Letzt denote a
parametrization by arclength of the leaf E∞(z) z0 = z.
Lemma 9. There exists a δ˜ > 0, which can be taken arbitrarily small with
δ, such that for any η ≥ t2 > t1 ≥ −η and k ≥ 1 we have
|ϕk(zt1)− ϕ
k(zt2)| ≤ K(λs + δ˜)
k|zt1 − zt2 |.
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Proof. Writing e(∞)k = e(k) + (e(∞) − e(k)) we have by the linearity of the
derivative
‖ϕk(zt1)− ϕ
k(zt2)| =
∫ t2
t1
‖e(∞)k ‖dt
=
∫ t2
t1
‖Dϕk(e(k)) +Dϕk(e(∞) − e(k))‖dt.
Since ‖Dϕk(e(k))‖ = Ek and ‖e(∞) − e(n)‖ ≤ K
∑
j≥kHj by Lemma 3,
we get
‖ϕk(zt1)− ϕ
k(zt2)| ≤ (E¯k +KF¯k
∑
j≥k
H¯j)|t2 − t1|
Now H¯j is an exponentially decreasing sequence and therefore
∑
j≥k H¯j ≤
KH¯k and thus, reasoning exactly as in the proof of Lemma 6 we have
F¯k
∑
j≥k
H¯j ≤ F¯kH¯k ≤ K
[
(λu + δ)(λs + δ)
λu − δ
]k
≤ K(λs + δ˜)
k
for some δ˜ > δ > 0 which can be chosen arbitrarily small by choosing ε
small. Moreover we also have E¯k ≤ (λs + δ)k ≤ (λs + δ˜)k. Finally, using
the fact that |zt2 − zt1 | ≈ |t2 − t1| if η is small we conclude the proof. 
8. UNIQUENESS
Finally we need to show that the local stable manifold we have con-
structed is unique in the sense that there is some neighbourhood Bη˜(p) of p
of size η˜ (perhaps smaller than η ) such that W sη (p)∩Bη˜(p) is precisely the
set of points which stay in this neighbourhood for all time., i.e. every other
point must leave this neighbourhood at some future time.
Lemma 10. The stable manifold through p is unique in the sense that for
there exists some η > η˜ > 0 for which
W sη (p) ∩Bη˜(p) =
⋂
k≥1
N kη˜ (p)
Proof. Suppose, by contradiction that there is some point x ∈ Bη˜(p) which
belongs to
⋂
k≥1N
k
η˜ (p) but not to W sη (p). We show that this point must
eventually leave Bη˜(p).
We need to use here a slightly more refined version of Lemma 1 con-
cerning the hyperbolic stucture in a neighbourhood of the point p. This is
also standard in hyperbolic dynamics and we refer the reader to [14,22] for
full details. The property we need is the existence of an invariant expand-
ing conefield in Bη˜(p). This implies that any “admissible” curve, i.e. any
curve whose tangent directions lie in this expanding conefield will remain
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admissible for as long as it remains in Bη˜(p) and will grow in length at an
exponential rate bounded below by λu − δ. Moreover the expanding cones
do not contain the direction determined by the stable eigenspace Esp at the
fixed point p. By construction the curve W sη is tangent to Esp at p and there-
fore, for η small enough, the tangent vectors to W sη are not contained in any
unstable cone at any point of W sη . Thus W sη is in some sense transversal to
the unstable conefield.
This transversality implies that for any x ∈ Bη˜(p) there exists an admis-
sible curve γ joining x to some point y ∈ W sη . The iterates of the curve
γ continue to be admissible and the length of γ grows exponentially fast.
Therefore, at least one of the endpoints of γ must eventually leave Bη˜(p)
(or even Bε(p)). By construction, the point y ∈ W s(p) never leaves this
neighbourhood and therefore the point x must at some point leave.

9. PROOF OF LEMMA 4
Since Dϕk is a linear map, we have
(12) tanφ(k) = Hk+1 tanφ(k)k+1.
Differentiating on both sides and taking norms we have
‖Dφ(k)‖ ≤ ‖Hk+1 ·D(tanφ
(k)
k+1)‖+ ‖DHk · tanφ
(k)
k+1‖
≤ ‖Hk+1(1 + tan
2 φ
(k)
k+1)Dφ
(k)
k+1‖+ ‖DHk · tanφ
(k)
k+1‖
(13)
We shall show in three separate sublemmas, that φ(k)k+1 ≤ K , Dφ
(k)
k+1 ≤
K(Fk + Ek), and DHk ≤ KEk. Using the fact that Hk/Hk+1 is also
bounded, and substituting these estimates into (13) yields the estimate in
Lemma 4.
Sublemma 10.1. |φ(k)k+1| ≤ K.
Proof. Follows immediately by substituting the results of Lemma 3 into
(12) 
Sublemma 10.2. ‖Dφ(k)k+1‖ ≤ KFk
Proof. Writing φ(k)k+1 = θ(k+1)k+1 − θ(k)k+1 we have ‖Dφ(k)k+1‖ = ‖Dθ(k+1)k+1 −
Dθ
(k)
k+1‖ ≤ ‖Dθ
(k+1)
k+1 ‖ + ‖Dθ
(k)
k+1‖ Our strategy therefore is to obtain esti-
mates for the terms on the right hand side. First of all we write
Dϕn(z) =
(
An Bn
Cn Dn
)
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where An, Bn, Cn and Dn are the matrix entries for the derivative Dϕn
evaluated at z. Since {e(n)(z), f (n)(z)} correspond to (resp.) maximal con-
tracting and expanding vectors underDϕn(z) we may obtain them precisely
by solving the differential equation d
dθ
‖Dϕnz (cos θ, sin θ)‖ = 0. By solving
this differential equation (and by solving a similar one for the inverse map
Dϕ−n) we get
tan 2θ(k) =
2(AkBk + CkDk)
A2k + C
2
k − B
2
k −D
2
k
:=
2Ak
Bk
and
tan 2θ
(k)
k =
2(BkDk + AkCk)
D2k + C
2
k − A
2
k −B
2
k
:= −
2Ck
Dk
Notice the use of Ak,Bk, Ck,Dk as a shorthand notation for the expression
in the quotients. Now e(k)k , f
(k)
k are respectively maximally expanding and
contracting for DΦ−k, and so we have the identity
DΦ−k(Φk(ξ0)) · detDΦk(ξ0) =
(
Dk −Bk
−Ck Ak
)
Then, using the quotient rule for differentiation immediately gives
(14) ‖Dθ(k)‖ =
∥∥∥∥A′kBk −AkB′k4A2k + B2k
∥∥∥∥ and ‖Dθ(k)k ‖ =
∥∥∥∥D′kCk −DkC′k4C2k +D2k
∥∥∥∥.
Claim 10.2.1.
|Ak|, |Bk|, |Ck|, |Dk| ≤ 4‖Dϕ
k‖2
and
‖A′k‖, ‖B
′
k‖, |C
′
k‖, ‖D
′
k‖ ≤ 16‖Dϕ
k‖‖D2ϕk‖
Proof. For the first set of estimates observe that each of the partial deriva-
tives Ak, Bk, Ck, Dk of Dϕk is ≤ ‖Dϕk‖. Then |Ak| = |AkBk + CkDk| ≤
2‖Dϕk‖2. The same reasoning gives the estimates in the other cases. To
estimate the derivatives, write ‖A′k‖ = |A′kBk + AkB′k + C ′kDk + CkD′k|.
Now |A′k| ≤ 2‖D2ϕk‖ and similarly for the other terms. 
Claim 10.2.2.
4C2k +D
2
k = 4A
2
k + B
2
k = (E
2
k − F
2
k )
2.
Proof. Notice first of all that E2k , F 2k are eigenvalues of
(DΦk)TDΦk =
(
Ak Bk
Ck Dk
)(
Ak Ck
Bk Dk
)
=
(
A2k +B
2
k AkCk +DkBk
AkCk +DkBk C
2
k +D
2
k
)
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In particular E2k , F 2k are the two roots of the characteristic equation λ2 −
λ(A2k + B
2
k + C
2
k + D
2
k) + (A
2
k + B
2
k)(C
2
k + D
2
k) − (AkCk + BkDk)
2 =
0 and therefore, by the general formula for quadratic equations, we have
F 2k +E
2
k = A
2
k+B
2
k+C
2
k+D
2
k andE2kF 2k = (A2k+B2k)(C2k+D2k)−(AkCk+
BkDk)
2. From this one can easily check that 4C2k + D2k = 4A2k + B2k =
(E2k − F
2
k )
2 = (E2k + F
2
k )
2 − 4E2kF
2
k . 
Substituting the estimates of Claims 10.2.1-10.2.2 into (14) and using the
fact that k ≥ k0 and Lemma 2, this gives
‖Dθ(k)‖, ‖Dθ(k)k ‖ ≤ 128
‖Dϕk‖3‖D2ϕk‖
(E2k − F
2
k )
2
≤ K
‖Dϕk‖3‖D2ϕk‖
F 4k
≤ K
‖D2ϕk‖
Fk
≤ KFk.
To estimate Dθ(k)k+1 we write e
(k)
k+1 = E˜k+1(cos θ
(k)
k+1, sin θ
(k)
k+1), so that
tan θ
(k)
k+1 =
C1(zk) cos θ
(k)
k +D1(zk) sin θ
(k)
k
A1(zk) cos θ
(k)
k +B1(zk) sin θ
(k)
k
=
Mk
Nk
.
Notice that we have
‖Mk‖ ≤ 2‖Dϕzk‖ and ‖DMk‖ ≤ 2(‖D2ϕzk‖·‖Dϕkz‖+‖Dϕzk‖·‖Dθ
(k)
k ‖)
and similarly for ‖Nk‖ and ‖DNk‖. Therefore, writing
‖Dθ(k)k+1‖ =
∥∥∥∥NkM′k −MkN ′kM2k +N 2k
∥∥∥∥
with
M2k +N
2
k =
‖e(k)k+1‖
2
‖e(k)k ‖
2
≥
1
‖DΦ−1(zk)‖2
,
and substituting the estimate obtained, we get the desired result. 
Sublemma 10.3. ‖DEk‖, ‖DFk‖ ≤ KF 2k and ‖DHk‖ ≤ KEk
Proof. We first estimate DzEk = D‖e(k)k ‖. The corresponding estimate for
DzFk is identical. First of all one has, Dze(k)k = D2ϕk(z)e(k)+Dϕk ·De(k)
and hence ‖Dze(k)k ‖ ≤ ‖D2ϕk(z)‖+‖Dϕk(z)‖·‖Dze(k)‖. SinceD‖e
(k)
k ‖ =
(e
(k)
k · De
(k)
k )‖e
(k)
k ‖
−1 one has that ‖DzEk‖ ≤ ‖De(k)k ‖. By the previous
lemma and the distortion conditions we get ‖DEk‖ ≤ KF 2k . Using the fact
that detDϕk = EkFk and the quotient rule for differentiation, we get
DHk = D
(
Ek
Fk
)
= D
(
detDϕk
F 2k
)
=
D(detDϕk)
F 2k
−
2EkDFk
F 2k
.
By the estimates above we then get ‖DHk‖ ≤ KEk. 
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This completes the proof of the first inequality in the statement of Lemma
4. The second one follows immediately from the first and the inequality in
(4).
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