Motion estimation typically consumes 50% to 70% of total power in video encode application. Optimizing the power consumption of motion estimation process is of great importance to low power video applications. Power dissipation increases with computational complexity. Reduction in motion estimation complexity is usually associated with increase in bit rate and a loss of quality. We explore a set of algorithms that reduce the complexity of motion estimation by adaptively changing the matching complexity based on macro-block features yet have only a modest cost in terms of bit rate increase and quality loss. The adaptive techniques are applied to the global elimination algorithm, which is a well known motion estimation algorithm. The global elimination algorithm uses fixed partition sizes and shapes irrespective of the nature of the macro-block. We show that by adapting the partition sizes and shapes according to the macro-block features such as variance and Hadamard coefficients, the computational complexity of global elimination algorithm can be significantly reduced with only a small increase in bit rate. We also propose a novel center-biased search order that uses early termination method designed to work with the global elimination algorithm. The adaptive match and center-biased search together result in around 57% reduction in computational complexity and 50% reduction in power dissipation compared to the original global elimination algorithm.
INTRODUCTION
Modern video coding methods use block matching technique for motion estimation. For each 16 × 16 pixel 'macro-block' (MB) in current frame a best match is found within a window (search window) in the reference frame. Matching criterion used is typically the sum of absolute difference in pixels or 'SAD. ' The complexity and associated power consumption of motion estimation varies from 50% to 70% of total encoder complexity 1 and power dissipation. To reduce the complexity of motion estimation, various algorithms have been proposed. While lossless or optimal algorithms such as successive elimination 2 and integral projection 3 achieve the same quality as the full search algorithm (FS), they tend to be expensive for real time processing in applications with high resolution video.
In order to reduce complexity, many algorithms have been proposed that restrict the number of search points to a small number. Gradient descent based search algorithms such as three Step Search (TSS), New Three Step Search (NTSS), Hexagon based search 4-6 19 etc. are some examples. Such algorithms assume 'Uni-modal Error Surface' in which the matching error would increase monotonically with the distance from the global minimum. In high resolution applications, such algorithms cause excessive quality loss compared to the full search method due to local minima in the search space. The JVT reference software for H.264 implements the Un-even cross, Multihexagon search algorithm (UMHexagonS). 15 16 18 It avoids the local minima problem in traditional gradient based search algorithms by combining multiple search strategies. For example, the UMHexagonS algorithm divides the search into multiple stagtes such as the uneven cross, multi-hexagon, and finally the hexagon based and diamond search patterns. The number of search points is significantly large compared to the traditional gradient based approaches but the local minima problem is greatly reduced. However, due to multi-step approach that uses different complex search patterns in each stage, the complexity of implementation is high, and data flow is irregular. This can be an issue in real time applications that demand regular data flow and simple control.
Apart from the search optimization, there are many algorithms that optimize the motion estimation task by reducing matching complexity at each search position. Some algorithms simplify the SAD calculation by pixel sub-sampling, exploiting spatial correlation of pixels. E.g., alternate pixel pattern, quincunx patterns etc. [7] [8] [9] [10] describe algorithms based on the idea that high gradient pixels are major contributors to distortion (i.e., mismatch between the reference and the current MBs). These algorithms prioritize high gradient pixels in distortion measurement. Both lossy and lossless algorithms are explored. In Ref. [9] , an adaptive decimation approach was used that chooses pixels based on individual pixel gradient. In Ref. [10] , attempt was made to simplify the addressing of high gradient pixels compared to Ref. [9] by limiting pixel selection to predefined patterns. Both these approaches result in lower complexity of motion estimation compared to uniform sub-sampling that do not take into account the macro-block features. However, addressing pixels in somewhat random fashion adds to the complexity of these algorithms. Further, since only a subset of pixels used for SAD calculation in sub-sampling based algorithms, the quality loss can be large for large sub-sampling ratio. Alternatively, large number of pixels would have to be selected to keep the loss in quality small. Pixel truncation approach is used in Ref. [11] to reduce complexity.
Averaging of pixels, instead of sub-sampling, is also quite commonly used. This prevents elimination of large number of pixels from distortion measurement as in case of sub-sampling although with additional complexity of calculating mean values. In the mean pyramid method, 12 a pyramid of reference frames is constructed by averaging over successively wider ranges of pixels. The motion search starts at the top of the pyramid and is refined at the lower levels. However, in this approach, it is necessary to construct a hierarchy of reference frames at different resolutions.
Successive elimination algorithm (SEA) 2 also follows averaging approach. SEA works on the principle that the SAD of sum-of-pixels cannot be larger than the SAD of pixels themselves. Complete SAD calculation can be avoided at many search points by using this method. Multilevel SEA (MSEA) 21 algorithms help in eliminating more candidates quickly by creating successively tighter bounds and hence avoiding full SAD calculation at most of the points. Ref. [22] proposes a lossy MSEA approach where the SAD values at lower levels are increased deliberately to increase the chance of early elimination. Predictive fine granularity MSEA algorithm increases 20 number of bounds and hence helps early elimination by successively refining blocks at a given SEA level based on block gradients. Modified winner update approach of Ref. [17] improves upon fine granularity approach by avoiding refinement of blocks of low gradient by thresholding. Both Refs. [20] and [17] always partition a given block into four subblocks. A limitation of all MSEA algorithms is that mean value planes have to pre-calculated at each level and stored in memory. This increases the memory requirement significantly. Also, since the algorithm applies successively tighter bounds, it results in many redundant calculations at lower levels. Ref. [20] tries to address this issue by skipping lower levels depending upon the recent history of levels used by neighboring macro-blocks.
The global elimination (GE) method 13 operates on similar principles as SEA. To simplify the hardware implementation, the algorithm uses a lossy two stage approach for integer pixel motion estimation. It also eliminates the requirement of pre-calculating reference planes at all SEA levels, which is a significant bottleneck in SEA and MSEA. Here, mean values at each reference point are calculated on the fly. In Ref. [13] current and reference 16 × 16 MBs are partitioned into 4 × 4 groups, with 4 × 4 pixels from the original MB in each partition (level 2 of MSEA). Ref. [23] uses 8 × 8 blocks (level-1) instead of 4 × 4 but achieves similar performance as original GE algorithm by increasing the number of candidate points in the 2nd stage.
In both MSEA and GE, no pixels are skipped unlike in the sub sampling approaches. Also unlike other averaging approaches such as the mean pyramid, the averages are repeatedly calculated at each search position, and no search position is skipped. This makes the algorithm less susceptible to local minima.
However the original GE algorithm always uses the same number of partitions for every macro-block. In many video sequences, there are many plain MBs-i.e., the pixel values within the macro-block are almost the same. This can happen for example for shadow regions, walls etc. For such MBs, a reduced partition count can give similar PSNR quality at a given bit rate, but with a reduced computational cost. Another drawback of the original GE algorithm is the fixed square shape of the partitions. MBs with strong features which cut across these partitions tend to get averaged out and hence can result in incorrect matches. Another significant limitation of traditional GE algorithm is that it performs matching operation at all the search points in the entire search range. Even though the cost of matching at each reference position is small, the total cost of matching all the reference points is still quite large and may not be necessary.
In this paper we propose solutions to address these drawbacks. We calculate the pixel variance of each MB to determine the right amount of partitioning to use. Lower variance MBs can do with smaller number of partitions, say 2 × 2, which results in lower complexity. MBs with higher pixel variance can use greater number of partitions, for example, 4 × 4, with an increased computational complexity. Hence the computation is adapted to the MB characteristics.
To solve the second problem of finding better partition shape, we estimate spatial frequency components using Hadamard transform. 24 By making use of both variance and spatial frequency information, we obtain more optimal macro-block partitioning to reduce complexity of SAD calculations.
Finally, we introduce a novel early termination algorithm that can be used with global elimination. The original global elimination algorithm uses raster-scan order to traverse the search window. We show that by using a center-biased approach along with early termination, one can greatly reduce the search complexity without affecting the quality significantly.
The rest of the paper is organized as follows: In the next section, we give a brief background of the global elimination method and its limitations. We also elaborate on its computation and memory access complexity as a function of partition sizes.
In Section 3 we describe our experimental setup. In Section 4, we explain the idea of adaptive partitioning based on the MB variance and show PSNR versus bit rate tradeoff. In Section 7 we describe the adaptive partitioning algorithm based on MB variance as well as MB features. In Section 6 we describe the early termination technique applicable to GE or adaptive GE (AGE) algorithm. Section 7 describes an architecture that can implement the proposed match-adaptive global elimination algorithm and also power estimation results. In Section 8 we present our conclusions.
OVERVIEW OF MOTION ESTIMATION WITH THE GLOBAL ELIMINATION (GE) ALGORITHM
Block based motion estimation involves finding, for each block (MB) within the current frame, the best matching block from the reference frame. Typically, a rectangular window in the reference frame is used as a search area for each macro-block in the current frame. The size of the search window may depend upon video resolution and amount of motion in the video etc. The best matching position for the current macro-block in the search window is identified by a 'motion vector,' which is encoded along with the residue as part of the encoded bit stream. As mentioned in the introductory section, the matching criterion typically used is sum of absolute differences or SAD. Also, since the cost of coding motion vectors can be significant in modern video standards, the modern motion estimation algorithms also include an additional term for the motion vector cost in the matching function. The overall matching function is thus the weighted sum of the SAD value and the motion vector cost. matching_cost = sad + * motion_vector_cost (1) Due to the regular data flow structure, and simple 2-stage control flow, the global elimination algorithm is of interest in VLSI implementations. The global elimination algorithm (GE) carries out motion estimation in two stages. In the first stage each current MB is divided into equal sized sub-blocks and the sub-block averages are calculated. A reference MB at each search point is also identically divided into equal number of sub-blocks. In Ref. [13] , the MBs were divided into 16 partitions of 4 × 4 pixels-which is same as level-1 of the MSEA algorithm. The SAD in sub-block averages (SADM) between current MB and reference MB is used as the matching measure rather than a complete SAD. The complexity reduction is achieved both because 'SADM' is cheaper to calculate than 'SAD' and also because the averages at successive search points can be incrementally calculated from some of the information saved from the previous reference point.
The top 'N ' MB candidates with least cost function based on SADM values are selected for the 2nd stage search. During the 2nd stage, a full search (FS) is performed on all the 'N ' candidate-MBs to find the best integer pixel motion vector.
Partitioning the MB into many small sub-blocks in first stage will result in more calculations in the matching operation compared to partitioning in few larger sub-blocks as described later in this section. Small number of partitions would greatly reduce the complexity of first stage. However, a cruder partition will also result in poorer match compared to a finer partition because a larger number of pixels are merged to find the mean values and a lot of details are lost. A larger number of top best candidates need to be then selected for the 2nd stage search. For example Ref. [23] uses only four 8×8 partitions as against sixteen 4 × 4 partitions in Ref. [13] . However, our analysis shows that, bit rate performance with top 5 candidates selected for 2nd stage with 16-partition GE is comparable to the bit rate with top 60 to 65 candidates needed with 4-partition GE at similar PSNR level. It is desirable to limit the number of top candidates in the 2nd stage because of the number of comparisons required to find the worst candidate at each reference point in the 1st stage increases with the number of top candidates. Also, calculating full SAD (in 2nd stage) on a large number of candidates located at arbitrary positions in the search window is costly.
Thus, there is a scope to reduce the computation cost by adaptively partitioning macro-blocks based on the contents of individual current macro-blocks. Plain MBs can be partitioned into smaller number of sub-blocks with not much loss in quality, but significant reduction in complexity.
EXPERIMENTAL SETUP
All the experiments are carried out using JM reference software for h.264 decoder of JVT (version 12.4). The software was modified to support the motion estimation algorithms proposed in this paper.
Bit rate and PSNR values were measured for a range of QP values. The rate distortion optimization was set to low complexity mode. IPPP coding style was used and single motion vector per MB was allowed. Intra coded blocks inside P frames were not allowed in order to isolate the relative performance of different motion estimation schemes.
A mix of high/low motion sequences were used for experiments, with varying resolutions from QCIF to HD. The intra frame period used was 30 frames. The number of best candidates chosen from the GE first stage was fixed to 5 unless specifically mentioned otherwise. Also, the search range was fixed to +/−32 pixels.
COMPLEXITY REDUCTION BY IDENTIFYING MACRO-BLOCKS WITH SMALL VARIANCE
Many video sequences contain spatial regions which are nearly plain-with nearly identical pixel values. For example, an indoor sequence with a background wall, or shadow areas with low contrast and so on. Also, high resolution video sequences have higher spatial correlation of pixels and have higher concentration of plain MBs compared to lower resolution sequences. Since plain macro-blocks are typically embedded in plain regions, if we look at the SAD values for plain MBs with different motion vectors, we would get a gradual error surface with many motion vector candidates resulting in very small and similar SAD values. The resulting bit rate due to these MBs will also be very small due to absence of high frequencies and small error in motion vector estimation will not result in large increase in bit rate. Also, since the motion estimation cost function includes the motion vector cost in addition to the SAD value (Eq. (1)), the cost function difference for nearly equal SAD cost will be dominated by motion vector cost, and this will make sure that we get correct estimation of true motion with high probability, even in presence of large number of similar SAD values. Figures 1 and 2 illustrate error surfaces of a plain macro-block and a macro-block with a large variance respectively. 'x' and 'y' axes represent motion vectors in integer pixel unit, while the 'z' axis shows the 'Error' or the SAD values. The plain macroblock has an error surface with a large flat area with small and nearly equal error (SAD) values in the center, while the macro-block with large variance has uneven surface with large number of local minima and maxima. We use this observation to adapt GE partitioning for plain regions. In the following experiment, we select from two possible partition sizes for GE algorithm. We measure the pixel variance within current MB. If the variance exceeds a certain threshold, then the MB is partitioned into 4 × 4 = 16 sub blocks, each containing 16 pixels. If the variance is smaller than the threshold value, then the MB is partitioned into 2 × 2 = 4 sub-blocks of 64 pixels each. The variance measure that is used is sum of absolute difference between pixel values and mean value of the MB. Tables II and III show the computational complexity reduction using the variance based selection method for a larger set of videos. (The complexity analysis and details of cost calculations are described in Section 7.) Bit rate values with different algorithms at a fixed QP value of 28 are also noted. It can be observed that the complexity reduction is highly dependent upon the video content. For the sequences like coastguard and football, the variance of majority of the MBs is significantly large, so 4 × 4 partitions get selected for most of the MBs, and we do not obtain much complexity reduction compared to GE4 × 4. However, for sequences like 'AKIYO,' and many of the high resolution sequences like 'viper train,' 'rush hour' etc. there is a significant percentage of MBs with small variance value. For these sequences, the savings obtained in number of computations is significant. More importantly, the bit rate loss compared to GE4 × 4 with the variance based selection is fairly small. From Section 7 we can see that GE2 × 2 computational cost is 33/67 = 49 25% that of the GE4 × 4. This cost reduction comes at the cost of significant average bit rate degradation of about 12% as can be seen in Tables II and III . The average bit rate degradation compared to GE4 × 4 for the threshold-1 case is just 0.66%, while for the threshold-2 case it is 3.62%.
Since the QP value is kept constant, the PSNR degradation between GE4 × 4 and threshold-1 or threshold-2 case is very small. An average PSNR degradation of 0.0 dB and 0.03 dB was observed. The average computation cost savings compared to GE4 × 4 is about 6.3% and 17% respectively, where as peak cost savings are about 26% and 34% respectively. Compared to full search (not shown in the tables), average GE4 × 4 bit rate loss is 1.74% and average threshold-1 bit rate loss is 2.42% on average. For the purpose of effort versus quality comparison, a hypothetical bit rate at the complexity equal to variance based selection is obtained by linear interpolation between GE4 × 4 and GE2 × 2 using following equation:
It can be clearly seen from the Tables II and III that the bit rate degradation with variance based selection is much smaller than bit rate degradation projected using linear interpolation method. It should also be noted that as we increase the variance threshold value, the effectiveness of the complexity versus bit rate trade off diminishes. Figure 3 shows this graphically for the "blue sky" HD sequence. The 2nd point from left on the dotted curve corresponds to threshold-1. The point to the right of it corresponds to threshold-2. The two extremes of the dotted curve are same as GE4 × 4 and GE2 × 2. The effort relative to GE4 × 4 falls quite sharply for the threshold-1 case compared to the linear curve. The threshold-2 point is still better than the linear curve but the drop in effort required compared to threshold-1 point is more gradual.
This can be reasoned intuitively as this: as we relax (increase) the threshold, more and more macro-blocks with larger variance values get partitioned into 2 × 2 blocks, thereby resulting in considerable quality loss. In the limit, with very large threshold value, the variance based selection performance will match GE2 × 2 performance. As shown in this section, variance based partitioning method results in cost reduction at relatively low quality loss. However, the method is more effective for low variance threshold values and hence the cost reduction that can be obtained is small in case of video sequences with small percentage of low variance regions. In subsequent sections, we look at macro-block features other than just the variance to explore further cost reduction options.
FEATURE BASED MACRO-BLOCK PARTITIONING
In Ref. [25] , we introduced feature based partitioning using Hadamard transform. In this section, we begin with explaining the motivation behind adaptive partitioning based on MB features with an example. We then briefly describe the algorithm in Ref. [25] and its limitations before proposing a new method based on hierarchical partitioning approach based on analysis of both macro-block features and variance. Figure 4 provides an illustration of the idea using macro-block containing vertical stripes. A current 16 × 16 MB is shown against a background reference region. The macro-block consists of dark and bright stripes of 16 × 4 pixels each as shown. Method 1 partitions the macro-block in vertical stripes with mean values m1 to m4, while method 2 partitions the block into horizontal stripes. Assume that all the pixels in the bright region have luminance value of 100, while those in the dark region have luminance value of 0. Then, if the macro-block is moved in the horizontal direction against the reference region by one pixel position, the resulting GE distortion using method 1 will be 100 * 16 * 4 = 6400. This is same as the full SAD distortion between the two blocks. However, if method 2 is used instead, then the resulting distortion will be zero. Any movement in vertical direction results in identical distortion using either method.
Thus, clearly, it is beneficial to partition the block as 16(vertical) × 4(horizontal) size sub-blocks as against 4 × 16 size sub-blocks since this greatly reduces the number of matching candidates compared to method 2. In real video sequences, it would be rare to find macro-block features aligned with the partitions as shown in Figure 4 . However, the fact that the vertical partitions would be more effective for blocks with intensity variation in horizontal direction would still hold true.
Refs. [7] [8] [9] [10] discussed partial distortion elimination techniques as well as lossy algorithms based on the idea that high gradient pixels contribute to most of the distortion. GE performs averaging of group of pixels within a block, which corresponds to creating a smaller resolution block with larger macro-pixels. We propose that by avoiding the averaging of pixels across the macro-block features, a smaller resolution block is created where all the macro-pixels are high gradient pixels. These high gradient macro-pixels are then used for distortion measurement. Thus, the idea described in this section of block partitioning based on macro-block features is consistent with the idea of giving higher priority to high gradient pixels for distortion measurement.
Adaptive Partitioning Based on 4 × 4 Hadamard
Transform Coefficients (HT4 × 4-AGE)
In Ref. [25] , spatial frequency components were estimated using Hadamard transform of 4 × 4 sub-block mean values and the dominant transform coefficients were used to select the partitioning for the MB. Different partitioning options were chosen based on the dominant Hadamard coefficients. The effectiveness of the algorithm was demonstrated using the inverted selection and random selection methods. E.g., if Hadamard coefficient 1 4 is a dominant coefficient in the macro-block, then partitioning as shown in method 1 of Figure 4 is performed. In reality, a macroblock may consist of more than one dominating frequency components. Partitioning should, therefore take into account all the dominant frequencies. So, if both f 1 2 and f 4 1 are dominant, then the macro-block is divided into 4 horizontal and two vertical partitions.
Hierarchical Partitioning Approach (HP-AGE)
When a pattern within a macro-block matches closely with one of the 16 Hadamard basis frequency patterns, then the partitioning as proposed in the Section 5.1 would result in averaging of pixels in ideal manner where no edges within a macro-block are averaged. However, this type of partitioning can result in excessive partitioning of the macro-block where it may not be necessary. This is illustrated in Figure 5 . The macro-block in this figure has significant features only in the bottom left region. However, the HT4 × 4-AGE would result in partitioning this block in 4 rows and two columns. The top half of the macro-block does not have any features, but is excessively partitioned, resulting in increased complexity. In order to create partitions more efficiently, it is necessary to analyze the features within a macro-block in a more localized manner.
Also, the 4 × 4 Hadamard transform based algorithm does not take into account the variance of pixels while creating partitions. We showed in Section 4 that variance based selection can yield significant complexity reduction.
In this section, we propose a new adaptive global elimination algorithm using hierarchical partitioning (referred as HP-AGE). For this, we begin with dividing the macroblock in four 8 × 8 blocks which is same as GE2 × 2. Each block of 64 pixels is analyzed using the sub-block variance as well as 2 × 2 Hadamard transform of four mean values of 4 × 4 pixels within the sub-block. Based on this analysis, the block can be further refined into 1, 2, 3, or 4 sub-blocks as dictated by the algorithm.
If the sub-block has no significant frequency coefficient and also if its variance is small, then it is not partitioned further. On the other hand if transform coefficient 1 0 is strong, while other coefficients are negligible, then the 8 × 8 sub block is partitioned into two 4 × 8 sub blocks. Similarly, we decide partitioning in favor of two 8 × 4 sub-blocks if 0 1 frequency component is large and all other frequency components are small. Further, in each of these two cases, variance of pixels in each sub-partition is separately analyzed. For example, if two 4 × 8 subpartitions were chosen, and the variance within the top sub-partition is larger than certain threshold, then that subpartition is further divided into two partitions of 4 × 4 pixels.
If both 0 1 and 1 0 frequency coefficients are large or the coefficient 1 1 is large, it leads to partitioning the block into 4 blocks of 4 × 4 pixels each. Also, a large sub-block variance at 8×8 level in absence of a single significant frequency component also leads to four partitions of 4 × 4 pixels. Figure 6 explains the pseudo-code for the algorithm. Parameters and variables in the pseudo-code are defined below:
• Frq_Thr: Frequency Threshold value. If a Hadamard transform coefficient exceeds this value, then that coefficient is considered to be a significant frequency component.
• Var_Thr: Variance threshold defined for a block of 32 pixels (4 × 8 or 8 × 4).
• HmdTr[i][j]: Hadamard transform coefficient i j
With the hierarchical partitioning method (HP-AGE), the same block shown in Figure 5 would be partitioned into 5 partitions as shown in Figure 7 as against 8 partitions that would have resulted with the 4 × 4 Hadamard coefficient based selection (HT4×4-AGE). The figure also illustrates (with dotted line) the possibility of further partitioning one of the 4 × 8 sub-blocks if the variance within that region is large. Figure 8 shows partitioning with HP-AGE algorithm in presence of diagonal edges. Table IV shows the bit rate and cost comparison between the two adaptive GE algorithms HT4 × 4-AGE and HP-AGE. The cost calculations are based on the method described in Ref. [25] . The different threshold parameters for both the algorithms were adjusted so that the average bit rate difference between the two algorithms is very small. The experiment used constant QP = 28. The PSNR difference between the two is negligible due to constant QP . As can be seen, the HP-AGE results in significantly smaller (∼15%) total cost compared to HT4× 4-AGE at relatively small degradation in bit rate (0.42%). In fact, in 7 of the sequences, the HP-AGE algorithm results in lesser bit rate (negative bit rate increase percentage) at much lower cost compared to HT4 × 4-AGE. Table V shows comparison between HP-AGE algorithm bit rate and linear interpolation between GE4 × 4 and GE2 × 2 bit rates at equivalent effort as HP-AGE. A constant QP of 28 was used. The cost calculations are based on the improved architecture described in Section 7. Savings in computational cost with HPAGE are also shown. About 16% reduction in average computation cost is obtained while the bit rate increase is only 1.23% on average. If we compare this with the variance threshold-2 based selection results (Table III) , the HP-AGE algorithm has almost equal average computational effort. However, average bit rate loss is much smaller. Further, for some of the video sequences, we can see that HP-AGE method results in lower bit rate at lower cost compared to variance threshold-2 experiment.
Figures 9-11 show PSNR versus bit rate performance of three high resolution video sequences. For these Fig. 9 . "Blue Sky." sequences, HPAGE algorithm results in significant amount of savings in computational cost compared to GE4 × 4 as seen in Table V . In all these figures, the GE4 × 4 curve tracks very closely with the full search curve, while the HPAGE curve closely tracks the GE4 × 4 curve. Thus by making use of both macro-block variance and spatial frequency coefficients, we can reduce the computational cost of the adaptive global elimination algorithm while maintaining similar bit rate at given PSNR.
It can be noted that at lower bit rate levels, the HPAGE and GE4 × 4 curves are more tightly packed with the full search curves. So, for low bit rate applications, one can potentially obtain higher computational cost savings at very low increase in bit rate at same PSNR. The PSNR for the below three sequences at QP = 28 is in the range of 38 to 40 dB. The computational cost savings shown in Table V were obtained at QP = 28. So, at lower bit rates, significantly larger cost savings can be obtained (by relaxing the thresholds in pseudo-code (Fig. 6) ).
CENTER-BIASED SEARCH ORDER AND EARLY TERMINATION
The global elimination algorithm optimizes matching phase of motion estimation compared to full search method. In earlier sections in this paper, we have demonstrated adaptive techniques to further optimize the matching operation. Despite the fact that global elimination algorithm is attractive for real time hardware implementation due to simple control and data-flow, it has a limitation that it searches all the reference positions in the search window. This may result in a large number of unwanted computations. In this section, we illustrate a simple modification to the algorithm to perform search phase optimization. In traditional global elimination, the search window is scanned in raster-scan order. However, in reality, the motion vectors are centerbiased. i.e., the distribution of motion vectors is heavily centered around the center of the search window. Several motion estimation algorithms perform search space optimization based on this fact. For example, spiral full-search algorithm that uses early termination, starts at the center of the search space and proceeds outwards so that a good initial SAD value is found early in the search phase and that helps in eliminating a lot of candidates quickly. We apply this concept to the global elimination algorithm. For this, we modify the search order in vertical direction. Horizontal search order is kept the same. So, the search starts at the row which contains the center of the search window, and then progresses outwards. The sequence of 'y' co-ordinate of the motion vectors that are searched goes like this − > '0,' '−1,' '1,' '−2,' '2,' '−3,' '3' and so on. (Search window is scanned in horizontal first-then vertical fashion.) The worst value of distortion (SADM + mvcost) among the top 'N ' stored candidates is checked against a threshold at the end of the search row. If it is smaller than the threshold, then the first stage search is terminated, assuming that a good match is already found. The search then proceeds to the 2nd stage of global elimination. Table VI shows the bit rate performance of the early termination applied to HPAGE algorithm. A constant QP of 20 was applied. The minimum computation cost reduction compared to GE4 × 4 is close to 50%, and average reduction is 58%. Bit rate increase compared to GE4 × 4 is 1.05%. Average bit rate increase and PSNR degradation in comparison with HPAGE is negligible (about 0.2% and 0.003 dB respectively). The computation cost reduction compared to the GE4 × 4 cost is significantly large compared to HPAGE alone. Also, it should be noted that the early termination algorithm reduces the computation cost significantly for all the sequences ranging from QCIF to HD resolution.
ARCHITECTURE FOR HP-AGE AND COMPUTATIONAL COST AND POWER ESTIMATION

Architecture for HP-AGE
Since the GE algorithm does matching operation at each position in the search range, it is important to minimize the number of computations at each search position. One way to reduce the number of computations is by reusing as much computations as possible. In Refs. [13, 44] , the architecture described reused the pixel additions that result in column sums of four pixels. However, at each reference position, the column sums were added together to get the sum of 4 × 4 blocks. In Ref. [14] , the same authors introduced a parallel version of GE algorithm. In this paper, they also described a modified architecture that reuses the 4 × 4 sum values of blocks rather than the 4 × 1 pixel column sums. This reduces the computational cost significantly. (from 91 per reference position to 71). In this section, we demonstrate an architecture based on Ref. [14] , that is suitable for AGE algorithm. We also reduce the number of computations further compared to Ref. [14] by calculating new block sum by subtracting first column sum and adding new column sum, rather than adding all column sums afresh. In case of 4 × 4 GE, this would reduce the number of computations from 71 to 67. In AGE, where a block-sum may be formed using 4 × 8 or 8× 8 pixels, this method gives larger benefit by reducing number of column sums from 7 to 2 for such block-sum calculations. Figure 5 shows the incremental block-sum calculation engine that processes 8 lines of pixels. Each block sum engine receives 8 incoming pixels as shown on the left hand side. Two such engines are needed to calculate block-sums with 16 new incoming pixels at each reference position. In each blocksum engine, sum1 and sum3 give 4 × 4 block sums of top 4 rows and bottom 4 rows respectively. Sum2 and sum4 give the two 4 × 8 pixel sums. Sum5 and sum6 give 8 × 4 and 8 × 8 sums respectively. Figure 13 shows the shift register implementation that stores the block-sums. A total of 12 shift registers are required to store 6 sums from top and bottom 8 pixel rows. In oringal GE implementation with 4 × 4 block-sums, only 4 shift registers were necessary.
Gupte and Bharadwaj
Only a subset of shift registers are required to be active based on macro-block partitioning. Unwanted shift registers are turned off to save power. The shift registers are implemented in circular buffer fashion. So, for every new insertion inside the shift register, only read/write pointers are incremented rather than moving all the 16 data values. This is more power efficient.
Also, some multiplexing logic is necessary to select appropriate block sum for each sub-block position as shown. A maximum of 16 sub-block sums are required for each macro-block (when all sub-blocks are 4 × 4 pixel partitions). The multiplexing is designed to minimize the multiplexing stages. For each 8 × 8 block, there are up to 4 sub-block sums and minimum 1 sub-block sum. Figure 14 shows all possible partitioning options for an 8 × 8 block and corresponding block-sum variable assignment to minimize multiplexing logic. Figure 13 shows the multiplexing necessary for the top-left 8 × 8 block. A maximum of 4:1 multiplexer is required for the sum variable m11. Sub-block sum variables m12 and m13 can be assigned from two nonzero and one zero options. The sub-block sum variable m14 reads either a single non-zero value or a '0.' Similar multiplexing exists for the remaining thress 8 × 8 blocks. The select signals for the multiplexers are determined by the partition calculator block (not shown) and are static for entire search window for a macro-block. Result of the SADM calculator in Figure 13 is fed to the SADM comparator (after adding mvcost function, which is not shown) block that maintains the top 'N ' candidates' SADM value and motion vector information in a register file. Figure 15 shows the SADM comparator. SADM values are compared using the 'max' logic tree to find the current worst SADM candidate. If the new incoming SADM value is smaller than the worst, then the worst SADM entry and corresponding motion vectors are replaced by the incoming candidate In Ref. [13] , after calculating the worst SAD value, a parallel comparator was used to find matching SADM value in the register file. This gives the candidate index to be replaced. Also, a checking hardware was necessary to break the tie when there are more than one worst candidates. In Ref. [14] , the checking hardware was avoided and also parallel comparator logic was reduced by assigning a unique tag to each SADM register. This needs propagating the tag value down the 'max' logic tree and also still needs a parallel tag comparator to identify the index to be replaced. In Figure 15 , we eliminate the requirement of tag logic. Instead, we maintain an additional bit of information that is already available in each max value finder logic labeled 'max.' The s * * output of the 'max' logic tells whether top or bottom input of the 'max' logic was chosen at the output. By tracing the s * * values backward in the 'max' logic tree, the worst SADM index is found, which becomes the write address to the register file. This way, we simplify the max logic tree by avoiding the maintenance of tag bits and also avoid the tag comparisons, which increase linearly with number of SADM candidates. A large number of SADM candidates can be maintained (for example 15 or 31) without increasing computational overhead significantly. Only log N comparisons take place for each incoming entry if the register file entries are static. If the incoming entry at cycle 'k' replaces an existing entry in the SADM register file, a maximum of 2 * log N comparisons will happen including the comparisons due to replaced entry at time 'k' and new entry coming at time 'k + 1.' The actual number of comparisons depends upon the position where the incoming and replaced SADM entries merge in the 'max' logic tree.
Computational Cost
The complexity of first stage of GE is measured in terms of number of add/sub/abs operations. The first stage of GE is most computationally intensive. For example, GE algorithm with all 4 × 4 partitions requires 67 * 4225 = 283075 computations. Since operations other than the first stage of GE are in-frequent in most cases, they are ignored in the analysis unless specifically mentioned. Specifically, following operations are ignored in the complexity analysis:
• Every current macro-block is first analyzed and its partitioning is decided. This involves (i) block-sum calculation of 16 4 × 4 sub-block, (ii) 2 × 2 Hadamard transform calculation of each of the four 8 × 8 block, (iii) variance calculation at sub-block level (iv) comparison with variance and Hadamard coefficient thresholds. All these operations together take less than 500 add/sub/abs calculations.
• At the beginning of the search row, some additional pixel sums need to take place before the first block sum is available. So, for example, to get a block sum of 4 × 4 block for the 1st block in a search row, 15 sums are required instead of 3 that are needed for subsequent positions in the same search row. For a search range of +/−32, this happens once in 65 times, and hence can be ignored.
• In our experiments, we selected only 5 best candidates from the 1st stage of GE or adaptive GE. The SADM comparator thus requires only 2 to 5 comparisons per reference point for both GE and adaptive GE and these calculations are not counted in our relative comparisons. If the number of best candidates in first stage is increased, then the number of SADM comparisons should be included in the cost analysis.
• Also, 2nd stage of GE involves full SAD calculation on top 5 candidates, amounting to 767 * 5 = 3835 calculations. This number is still small compared to total cost of GE or adaptive GE algorithm, and is ignored.
Computations that Determine the Computation Cost
Although the Figure 12 shows 8 adders in a block-sum calculator, not all 8 adders are always active. For example, if both top 8 × 8 block are partitioned into 4 × 4 sub blocks, then only sum1 and sum3 adders and corresponding shift registers are active. On the other hand, if both 8 × 8 blocks are not partitioned further, then sum2, sum4 and sum6 adders are active. In spite of the way each macro-block is partitioned, the 12 additions (adders shown on left hand side of Fig. 12) are always required to calculate the column sums from incoming pixels.
Further, the number of computations and hence power dissipated in SADM calculator in Figure 13 depends upon total number of partitions in a macro-block.
Total computational cost is calculated by adding all these computations together. When all four 8 × 8 blocks in a macro-block are partitioned as 4 × 4, it takes total 67 add/abs/sub computations for every reference position. Where as, if all 8 × 8 blocks are not partitioned further, only 33 computations are necessary. For other partitioning cases, the number of computations are between 67 and 33. Figure 16 shows an example when all the block sums are required. That means, a total of 16 additions are needed to calculate block-sums. However, total number of partitions in the macro-block are only 8. So, number of computations needed for SADM calculation are reduced. A total of 51 computations are required in this case. Cost computations based on this analysis are performed for all video sequences and these calculations are presented in Sections 4 and 5.
Comparison of Computational Cost with Sub-Sampling Techniques
Since sub-sampling approach is another method of matching optimization in motion estimation, we compare the computational cost of GE and HPAGE algorithms with some of the popular sub-sampling algorithms. As seen, the computational cost for GE4 × 4 algorithm per reference position is 67. With HPAGE, this cost is reduced further by about 20-25%. In contrast, Ref. [10] , which uses gradient based pixel sub-sampling, needed to select 40 to 44 high gradient pixels to achieve quality comparable to full search. In Ref. [7] , 64 high gradient pixels were chosen. Many other sub-sampling algorithms such as alternate pixel sub-sampling and standard sub-sampling also use 25% of pixels for SAD calculation. Thus number of computations required for SAD calculation at each reference position using sub-sampling technique can range from 119 to 191. The computational cost of adaptive global elimination algorithm, thus, can be significantly lower than the computational cost of known (adaptive and non-adaptive) sub-sampling algorithms. Further, as already explained, the global elimination algorithm has advantage of regular and optimized memory access pattern and ease of implementation.
Power Estimation
The architecture described in earlier sub-sections was implemented in RTL and the integer pixel motion estimation hardware engine consisting of the block sum calculator, the shift registers and the sadm calculator was synthesized to operate at 300 MHz in 65 nm technology. Synopsys design compiler was used for synthesis. The logic area was 56 k gates. To support HD resolution, four such engines would be required that will be run in parallel.
The power analysis was done using Synopsys PrimeTime-PX. Analysis was performed on different types of macro-block partitions and the net power saving was calculated for different video sequences based on distribution of various partition types. Table VII shows the effort (computation) reduction and power (mW) reduction comparison for some of the HD sequences. The average power dissipation with GE4 × 4 algorithm was estimated to be 63.05 mW.
We can observe that while the effort reduction is between 7% and 34%, the power savings are smaller upto 22%. In fact in one video sequence, 'RB,' the power goes up by a small amount. The main reason for this is that in the proposed scheme, we need more number of Fifos to store intermediate partition results. As many as 10 out of the 12 Fifos can be active for a given macro-block of a complex partition type in the proposed scheme, where as only 4 Fifos are needed for GE4 × 4. The additional active Fifos dissipate considerable power and offset the effect of reduction in number of computations. Hence it might be beneficial to restrict the kinds of partitions allowed in the adaptive scheme, with an eye on constraining the total number of active Fifos. However, the effort reduction due to early termination directly translates to equivalent saving in power. Table VIII shows the net projected power saving percentages with both adaptive matching and early termination optimizations, compared to GE4×4. For HD sequences the average power reduced from 63.05 mW to 30.83 mW corresponding to 51.10% power reduction compared to GE4 × 4.
CONCLUSION
We demonstrated adaptive global elimination algorithm that significantly reduces matching complexity. It was shown that by using macro-block characteristics such as variance and Hadamard transform coefficients, the macroblock partitioning can be adapted to reduce computational cost of matching operation while maintaining similar motion estimation quality. The SAD computations can be done in an incremental streaming fashion allowing easy hardware implementation. Power analysis of an RTL implementation in a 65 nm process technology indicates that the power reduction is lesser than the reduction of number of computations. This is due to the increased number of fifos required for complex partition types over the GE4 × 4 partition. Hence it will be useful to constrain the kinds of partitions used by the adaptive algorithm, by also considering the Fifo requirements along with the computation reductions. We have also proposed an early termination scheme based on center-biased search order that significantly reduced the searching complexity of global elimination algorithm. The memory access patterns for this search technique are consistent with how the frames are stored and hence allows for efficient use of memory bandwidth. The combination of the search and match optimized adaptive global elimination algorithm results in 58% savings in the computational cost and nearly 50% savings in the power dissipation for integer pixel motion estimation compared to the global elimination technique.
