Abstract-This paper proposes a method to match diffusion tensor magnetic resonance images (DT-MRIs) through the large deformation diffeomorphic metric mapping of vector fields, focusing on the fiber orientations, considered as unit vector fields on the image volume. We study a suitable action of diffeomorphisms on such vector fields, and provide an extension of the Large Deformation Diffeomorphic Metric Mapping framework to this type of dataset, resulting in optimizing for geodesics on the space of diffeomorphisms connecting two images. Existence of the minimizers under smoothness assumptions on the compared vector fields is proved, and coarse to fine hierarchical strategies are detailed, to reduce both ambiguities and computation load. This is illustrated by numerical experiments on DT-MRI heart images.
I. INTRODUCTION

D
IFFUSION tensor magnetic resonance imaging (DT-MRI) probes and quantifies the anisotropic diffusion of water molecules in biological tissues, making it possible to noninvasively infer the architecture of the underlying structures [1] - [4] . The measurement at each voxel in a DT-MRI image volume is a symmetric second-order tensor. Orientation of the principal eigenvector of the diffusion tensor is known to align with fiber tracts in brain [1] and heart [3] . Consequently, DT-MRI is becoming a routine magnetic resonance imaging technique for studying fiber orientation in biological tissue.
DT-MRI provides useful physiological information noninvasively, not only about the fiber structure of normal tissue, but also about its changes in development, aging, disease and degeneration. It has already been shown to be of value in studies of neuroanatomy, fiber connectivity, and brain development. DT-MRI has been used in the investigation of cerebral ischemia, brain maturation and traumatic brain injury. It also promises to further our understanding of brain disorders and abnormalities such as stroke, tumors and metabolic disorders, epilepsy, multiple sclerosis, schizophrenia, Alzheimer's disease and cognitive impairment [5] . DT-MRI is also useful in the study of normal and abnormal cardiac electro-mechanical properties since both geometry and fiber orientation play a critical role in the electro-mechanical behavior of the heart, such as electrical propagation [6] - [8] , mechanical properties such as stress and strain [9] , [10] . Fiber orientation is known to be altered in various cardiac diseases such as ischemic heart disease [11] and ventricular hypertrophy [12] - [14] . Detailed information of the cardiac macrostructure in normal and diseased hearts is, therefore, of fundamental importance to the understanding of electro-mechanical properties in health and disease. At the moment, the real value of DTMRI applied to analysis of cardiac structure is not clinical, but rather, as an important research tool. The imaging sessions require approximately 40-60 hours per heart and also require that the heart is in immobilized fixation. The importance of DT-MRI has to do with the fact that it provides for detailed anatomical reconstruction times that are many orders of magnitude faster than can be achieved using traditional histological approaches (manual dissection and mapping of the ventricles pioneered by the Auckland University group of P. Hunter [15] ).
Our work is motivated by the investigation of how remodeling of ventricular geometry and fiber organization influences ventricular conduction. To do this, it is necessary to develop and apply mathematical methods for identifying statistically significant changes in ventricular geometry and fiber organization that occur during remodeling. We seek to develop a transformation-based probabilistic atlas describing variation of ventricular geometry and fiber organization in normal and failing human and canine ventricles. Our approach is to apply the theory of large deformation diffeomorphic metric mapping to transform a template heart into target hearts, computing the metric distances of the transformations required for registration as a measure of the differences between template and target, and building probability distributions describing variability of geometry of target hearts in terms of the variability of these transformations. The template we consider is the anatomy which includes both the shape geometry and the fiber organization.
We hypothesize that use of DT-MRI data during registration will provide more structural information to guide the registration process. For example, DT-MRI images of brain provides structure to white matter regions while conventional MRI images describe it as a homogeneous region [16] . The cardiac ventricles are also known to have a complex fiber architecture, 0278-0062/$20.00 © 2005 IEEE with fiber orientation changing as a function of transmural location [17] , [18] . Fiber tracts in the heart are arranged as counterwound helices, with the spatial orientation of the helices varying by approximately 120 through the wall of the heart. In addition, extreme fiber rotation occurs near the apex of the heart, where the spiraling epicardial fibers plunge into the infundibulum to emerge on the endocardial surface. The helical structure of the heart is shown in the left panel of Fig. 11 , in which fiber tracing methods are applied to diffusion tensor MRI data to reconstruct fiber trajectories in the cardiac ventricles. Right panel of Fig. 11 shows the extreme fiber rotation that occurs near the apex of the heart. Strong orientation of fiber structure can be observed. Registration making use of both cardiac geometry as well as fiber orientation may be more accurate than that achieved using geometric information alone.
Image registration for quantitative analysis of tissue geometry and fiber structure based on DT-MRI data is much more complicated than that based on scalar image data since DT-MRIs contain structural information which is affected by the transformation. Though significant efforts have been directed at scalar image registration, little work has been done on matching tensor images. Alexander and Gee [16] adapted the multi-resolution elastic matching algorithm [19] , [20] for matching DT-MRIs. Different tensor similarity measures to drive the elastic matching were compared empirically. Tensor reorientation is not included in the energy function, but tensors are reoriented in each iteration according to the estimated displacement field. Ruiz-Alzola [21] proposed a unified framework for registration of medical volumetric multi-valued data by matching local areas with high structure. Local structure is detected by measuring "cornerness." Then, the Kriging estimator was used to interpolate the displacement field in the remaining areas. Tensor reorientation is performed after the registration. Guimond et al. [22] proposed a deformable registration method using tensor characteristics that are invariant to rigid transformations to avoid the complexity of tensor reorientation. The invariants used in their experiments are the tensor eigenvalues. Rohde et al. [23] proposed an intensity based registration method capable of performing affine and nonlinear registration of multichannel images. The multichannel similarity measure considered both the similarity between same-index image channels and the similarity between image channels with different index. But tensor reorientation is performed after affine registration and after the nonlinear registration is complete. All the methods above do not have tensor reorientation in the optimization, which means the measure of difference does not take all the available information into account.
This paper proposes a method to match DT-MRIs through the large deformation diffeomorphic metric mapping of vector fields, focusing on fiber orientation, considered as unit vector fields on the image volume. Following the Large Deformation Diffeomorphic Metric Mapping paradigm, we model the image space as the orbit of a template under the action of a group of diffeomorphisms. Optimal matching is computed by optimizing for the best geodesic path in connecting the template to its target. We define an action of diffeomorphisms on fiber orientation, which is notably different in nature from the usual action on scalar images. Our group action is identical to that proposed by Alexander et al. [24] , [25] restricted to the first eigenvector of the tensor. Our method includes tensor reorientation in the optimization, hence, the measure of difference is calculated correctly during the optimization. Our approach also insures the smoothness and consistency of the Jacobian which plays a fundamental role in transforming vector information under the diffeomorphisms.
Our approach is developed on the basis of the previous studies of variational problems on flows of diffeomorphism for image matching, along the lines of Grenander's deformable template theory, as developed in Dupuis et al. [26] , Trouvé [27] , [28], Miller et al. [29] and Beg et al. [30] . The transformations generated using this method are invertible and smooth. Local neighborhood anatomic structure is also preserved. More recent and related work includes Avants and Gee [31] , Joshi et al. [32] , Marsland and Twining [33] .
In our approach, anatomy is modeled as a deformable template. The images are defined on an open bounded set and are viewed as the orbit under the diffeomorphic transformations acting on a template. Here, two things are very important, the diffeomorphic transformations and the definition of the action.
Elements in are defined through the solutions of the nonlinear Eulerian transport equation (1) For each , is a vector field on which belongs to some Hilbert space . The meaning of this equation is that we have a path on the space of transformations , where is the time. Under the action of this flow, a particle which starts at a point , traces out a path , where , is the speed at time . One way to build the Hilbert space is through a differential operator, like in [26] , [30] . Another way is to construct it through kernels using the theory of reproducing kernel Hilbert space (RKHS) [34] , as in [35] . In our approach, we will build the appropriate Hilbert space through kernels.
The usual action of diffeomorphisms on scalar images is via the composition of the image with the inverse diffeomorphism. Under this definition of action, only the background coordinate space changes, with the range of image values remaining fixed. This action definition cannot be applied to DT-MRI because fiber orientation also has to be affected by the deformation. We need to extend the action to also operate on vector fields. This is detailed in the next section. and a group of diffeomorphisms on . Let the images be functions that associate to each point a vector, the principal direction of the diffusion tensor. (For outside the object, the vector will be zero. The object can be part of the image which we are interested in or the whole image.) acts on the set of all images. We may view the object as a manifold in and the fiber orientation as a vector field on the manifold. The usual action of diffeomorphisms on vector fields operates according to the Jacobian, with , here is a point on the manifold, is a tangent vector at and is the Jacobian of the transformation evaluated at . But if we apply that rule, the length of the vector also changes. That means the tissue micro-structure changes during the deformation, which is not desirable. So we renormalize the vector to the original length. The action is defined as follows, Definition: For any and when when (2) Here, is the Euclidean norm in . If the transformation is , then the action of on a vector transforms the vector to another vector which is defined in (2) . (See Fig. 1 .) To understand the definition, consider a point on the deformed grid, the corresponding point in the template image is . This point will move to the position after the mapping has been applied. The vector at this point will be transformed by the Jacobian at point , i.e., to be , and then renormalized to the original length to become the vector at point in the transformed space under . It can be shown that the action defined above is a group action using the chain rule of differentiation and the fact that a Jacobian acts linearly.
Alexander et al. [24] , [25] considered different strategies for the way a deformation field should act on a tensor-valued image. An eigenvector deformation strategy gave the best results in their experiments. Suppose the eigenvectors of the diffusion tensor are , and and the Jacobian of the deformation is . The eigenvector deformation strategy assumes that the eigenvalues of the diffusion tensor do not change, the principal eigenvector changes according to the Jacobian, but preserve the length, i.e., changes to . The plane generated by the first and the second principal vectors and changes to the plane generated by and . Our action here is the restriction of this strategy to the first eigenvector.
Proposition 2.1: Define property on . For any and Fig. 1 . Action of the transformation '. For a point y on the grid in the range of mapping, the corresponding point in the template image is x = ' (y). This point will move to the position y after the mapping has been applied. The vector at this point ' (y) will be transformed by the Jacobian D' at point ' (y) and then renormalized to the original length to become the vector at point y in the transformed space under '.
and if satisfies the property , then
In the remainder of this paper, we assume the image satisfies the property , and will not single out the case when . This property can be satisfied by smoothing the image at the boundary of the set . Let the notation denote the composition . Then, is the solution at time of the equation with initial condition . The function is called the flow associated to starting at . It is defined on . In physical terms, is the motion of a particle which starts at at time . For , we have . This equation states that the movement from to is the same as the movements from to , and then from to .
Given two elements and , we would like to find an optimal matching between and which minimizes a distance function on -dimensional vector fields, , in the space of diffeomorphisms. The mapping is generated as the end-point of the flow of smooth time-dependent vector fields via (1). In the image, if the object which we are interested in has been segmented, then all the points inside the object are represented by vectors with length greater than 0, all the background points are represented by zero vectors. If the object has not been segmented, our method can still be applied using the original vector field as long as the template and target images have similar background. Segmentation is commonly used in medical image processing.
We require that nonzero vectors prefer matching other nonzero vectors rather than zero vectors which essentially correspond to the background. This is not guaranteed by the Euclidean distance, since for any two vectors and in , if , where is the angle between and . Therefore, we define . Hence
The penalty term is added to force nonzero vectors to prefer matching nonzero vectors. If the object has been segmented, then the norm of the vector field forms a image which shows the geometry of the object. So in this case, intuitively, the first term is for matching vectors, the second the term is for matching geometric shape. We summarize the problem as follows. Problem Statement: Estimation of the optimal diffeomorphic transformation connecting two images of vector fields and is done via the variational problem shown in (4) at the bottom of the page, where is an appropriate functional norm on the velocity field . Remark 1: We would like to point out that the extension of the Alexander and Gee's work to large deformation theory is nontrivial. Our method is quite different from Alexander and Gee's. We use the same strategy to reorient the DT-MRI data and formulate the problem in a variational framework, that is all where it is in common. They adopted a scalar elastic matching algorithm to do the DT-MRI matching. Our formulation is based on diffeomorphic flows, resulting in optimizing for geodesics on the space of diffeomorphisms connecting two images. Establishing this methodology continues our efforts on establishing the construction and computation of metric spaces for studying anatomical structures.
The optimization strategies are also very different. Suppose the two DT-MRI images to be matched are and , the deformation is . We denote the deformed version of under , i.e., . Alexander and Gee's energy function to be minimized is Alexander and Gee's algorithm works as follows:
Start from and . Alternate between the two steps: 1)
2) Suppose this algorithm converges with solutions and , then
In fact, depends on , the solution above is not the solution of Our algorithm does not have this problem. We viewed the energy function as a function of , calculated the first-order variation with respect to and use a gradient descent based method to get the solution. Tensor reorientation is included in the minimization process. Convergence of the algorithm is guaranteed.
III. FIRST VARIATION OF THE ENERGY FUNCTION
To solve the variational problem (4), we need to compute the first-order variation of the energy function with respect to the vector field .
Definition: Let and be time-dependent vector fields, , such that for each , and , . For a function , we define (5) Here, is called the Gâteaux differential of at with increment and is called the Fréchet derivative of [36] . We construct the Hilbert space using the theory of RKHS [34] . RKHS has the reproducing property, that is, there exists a Kernel function such that, for any , and , we have . Some commonly used kernels include Gaussian kernels and polynomial kernels . In our case, the background space is a bounded domain in , is a vector field with zero boundary conditions. So we need the kernel function to have compact support in . The Hilbert Space is defined as (6) where is continuous, positive definite and has compact support in . The inner product on is defined as . The reproducing kernel is . The smoothness of in depends on the smoothness of the kernel function . We should choose a proper kernel, such that is embedded in , to assure that there always exists a minimizer of the energy function defined by (4) . See Appendix I for the existence theorem and proof. Let be a Hilbert space which is embedded in , then the flow associated to is for all times a diffeomorphism of [26] . The velocity vector field solving the variational problem (4) defines a "geodesic" path on the manifold of diffeomorphisms and the length of this path is a metric distance between the images connected by the diffeomorphism [27] .
Theorem 3.1: Suppose is a continuously differentiable idealized template image of vector fields and satisfies the property , is the target image, then for inexact matching of and is given by (4) and the Euler-Lagrange equation corresponding to the first-order variation of is given by (7) (shown (4) at the bottom of the page), where denotes the th column of , , , and . See Appendix II for the proof. Remark 2: We use the RKHS [34] formalism to build the Hilbert space instead of the differential operator formalism since it provide a convenient framework for efficient computations and it allows more general boundary conditions to be imposed on the velocity fields. We use the zero boundary conditions in our implementation. Other boundary conditions like natural (Neumann) boundary conditions can be imposed too. It is not natural to impose boundary conditions on the edges of the image, but as long as the object we are interested is not too close to the boundary, the effects will be very small.
The theory of RKHS was established in 1950 and has since developed into a beautiful mathematical edifice. These abstract objects have found applications in a spread of areas of mathematics as well as in some related disciplines, such as approximation theory, probability, numerical analysis, regression methods [37] , orthogonal expansions, inequalities, signal processing, functional analysis and complexity.
Remark 3: To take advantage of the Fourier transform in the calculations related to the kernel, we define , where is continuous, positive definite and translation invariant, i.e., is a function of , is a smooth function. For example, in a two-dimensional (2-D) case, we may take be a Gaussian function and be the function shown in Fig. 2 .
Defining the kernel this way has the advantage that the calculations related to the kernel can be computed efficiently by Fourier transformation. Suppose , then
Here, we use and to denote the Fourier transform and the inverse Fourier transform. 
Remark 4:
In our definition of the Hilbert space , the element is defined by means of functions . In our experiments, we find it is more efficient to work on directly. We define (8) So, for , we have
Using the same method as above we can prove (9) , shown at the bottom of the page.
IV. NUMERICAL IMPLEMENTATION
This section presents details of the numerical implementation of the estimation of the optimal vector field . Let be the 2D/3D background space. is discretized into a uniform square/cube mesh. The time space is discretized (7) (9) as , and . Let denote the value of at , in time step for iteration.
A. Gradient Descent Scheme Based Optimization
The variational optimization of the energy functional is performed in a steepest descent scheme (10) where is computed using (9) . The derivatives are calculated via central differences with enforcement that if the function involves and . The integrations are calculated by Fourier transformation since they can be viewed as convolutions. We use the Gaussian kernel functions as in our experiments. Other kernel functions can be used.
The step size is decided by a line search algorithm in the direction of steepest descent. We use the golden section search algorithm [38] . Suppose the minimum is bracketed in a triplet of points, , such that is less than both and . The next point to be tried is that which is a fraction 0.382 into the larger of the two intervals (measuring from the central point of the triplet, ). Then, we form a new bracketing triplet of points. If , then the new bracketing triplet of points is ; otherwise, if , then the new bracketing triplet is . This process is repeated until the distance between the two outer points of the triplet is tolerably small. We initially bracket a minimum by an exponential search. This equation is solved using a semi-Lagrangian scheme. Such schemes regulate the number and distribution of the fluid parcels by choosing a completely new set of parcels at every time step. The parcels making up this set are those arriving at each node on a regularly spaced grid at the end of each step. This scheme keeps the parcels evenly distributed throughout the fluid and facilitates the computation of spatial derivatives via finite difference. Semi-Lagrangian schemes avoid the primary source of nonlinear instability because the nonlinear advection terms appearing in the Eulerian form of the momentum equations are eliminated when those equations are expressed in a Lagrangian frame of reference. They are, in particular, not subject to Courant-Friedrichs-Lewy stability conditions [39] which restrict the efficiency of purely Eulerian schemes. Note that, because of the effect of space interpolation, standard numerical schemes for the solution of differential equations are not adapted to our problem.
B. Integration of Velocity Field to Generate Maps
We use a second-order semi-Lagrangian scheme [40] to solve the equation. Let and be the discretization of the time space and background space, then a semi-Lagrangian approximation to the advection equation can be written in the form , where denotes the departure point of a trajectory originating at time and arriving at . A fully second-order semi-Lagrangian scheme can be obtained by (i) using to esti-mate the midpoint of the back trajectory, (ii) computing by linearly interpolating and extrapolating the velocity field , (iii) determining the departure point from , (iv) evaluating using quadratic interpolation, (v) setting to this value.
C. Hierarchical Multiresolution Matching Strategy
A hierarchical multiresolution matching strategy is used to reduce ambiguity issues and computation load. It is employed from coarse to fine, and results achieved on one resolution are considered as approximations for the next finer level. We generate the image pyramid by reducing the resolution from one level to the next by a factor of 2. We use norm-preserving linear interpolation to convert the vector field from one level to the next finer level, i.e., both the vector and the norm of the vector are interpolated linearly and the norm of the interpolated vector is normalized to the interpolated norm.
D. Rigid Matching
We performed a rigid transformation matching before applying the gradient descent scheme. We use the second-order central moments of the objects. All these moments form a matrix, the eigenvectors of this matrix are called the principal axes. The rigid matching is performed by aligning the center of gravity and the principal axes. 
E. The Matching Algorithm
At a given resolution, perform the following steps. 1) Initialize the algorithm with , , or any initial guess. For each iteration : 2) calculate and using the semi-Lagrangian scheme.
3) Calculate the new gradient using (9). 4) Calculate the new velocity . Find the optimal step size using golden section line search algorithm in the direction of steepest descent. If , stop the iteration, otherwise, return to step 2). The multiresolution matching algorithm is as follows: 1) rigid matching; 2) generate multi-resolution image pyramid by reducing the resolution from one level to the next by a factor of 2. From the coarsest level to the finest level, do the following: a). Use the fixed resolution matching algorithm to find the optimal vector field for that level. b). Use linear interpolation to convert the optimal vector field from one level to the next finer level.
V. EXPERIMENTAL RESULTS
The algorithm is implemented in C++ for both 2-D and threedimensional (3-D) vector field images. In our experiments, the time interval of the flow is discretized into 20 steps, with step size . We use and . The parameter should be big enough such that the matching terms in the energy function are dominant. The parameter controls the balance of the two matching terms. We use 0.075 as the standard deviation of the Gaussian kernel with the grid normalized to
. If the width of the kernel is too large, the constraints on the deformation will be too strong, hence, the template may not have enough freedom to deform to the target; if the width of the kernel is too small, the deformation may not be smooth enough due to discretization errors. We choose the width experimentally.
We first provide a simple example to show the difference between matching only the shapes and matching the vector fields. See Fig. 3 . In this example, the template and the target have the same rectangular shape, but different vector fields inside. There are two major structures, one with angle 45 (with respect to -axis) vectors, another with horizontal vectors. Both the template and the target are composed with these structures, but the structures are distributed in different regions of the rectangle. We applied two matching methods to this example, shape matching and vector field matching. In the shape matching case, the energy function only contains the smoothness term and the shape difference term. We can see that the boundaries of the two rectangles match well, but the two vector fields inside the rectangles do not match at all. In the vector matching case, the energy function contains the smoothness term, the shape difference term and the vector difference term. In this case, both the geometries and the vector fields associated to them match well. Fig. 4 shows the comparison of the energy at each iteration. If matching only the shapes, the energy for vector field difference stops decreasing at some point since it is not included in the minimization.
We applied our algorithm on 3-D heart diffusion tensor MRI data from the Center for Cardiovascular Bioinformatics and Modeling, Johns Hopkins University, in which image segmentation and volumetric reconstruction of the heart have been performed [41] , [42] . DT-MRI imaging was performed with m in-plane, and m out-of-plane resolution. Epicardial and endocardial boundaries were estimated using diffusion-weighted short axis slices using a semiautomated image segmentation tool, see [41] for details. Fig. 7 shows an example of the data. For the 3-D experiments, the image is resampled to size 128 128 96 with each voxel a 0.625 0.625 0.8 mm rectangular prism and the matching is performed on 3 levels of resolutions. Fig. 5 shows the experiment results on matching two 2-D slices of normal canine hearts. They are projections of the 3-D data in plane. We show a very small example here since it is difficult to show the details of large dense vector fields on paper.
We now provide 3-D experiments on cardiac data. Fig. 6 shows the shape of the template and the targets. Fig. 8 shows the matching results for various 3-D DT-MRI data sets obtained from a set of normal canine hearts. Fig. 9 shows a detailed view of one slice.
The experimental results are very good. Most areas inside the objects align well. The zones which do not align properly are those within which the vector fields have large variations. The alignment on the boundary is not as good as inside. This is due to the noise on the boundary and the side effect of the interpolation caused by discontinuity. This may be reduced by smoothing the vector fields before matching.
This approach transfers the problem of quantifying the variation of the objects to the mathematically tractable problem of analyzing the computed transformations. An object with similar structures to the template will require transformations close to the identity (the un-deformed grid). Also, once a transformation that registers the template and target hearts is computed, it is then possible to identify the corresponding regions and compare the anatomical features. The validity of analyzing the deformations in terms of the metric on the diffeomorphism group has been shown in the experiments performed in [33] . Figs. 10, 12, and 13 shows the comparison of matching the vector field and matching only the support of the vector field (shape) with respect to one pair of normal canine hearts. Fig. 10 shows corresponding equatorial short axis cross sections. Fig. 14 shows the histogram of the absolute value of the dot product map of the corresponding vectors. Matching the whole vector field captures fiber structure information that the support shape does not have, hence, gives better result. The first row of Fig. 12 shows the displacement in millimeters, i.e., how much the grid moves at each voxel during the transformation. They are similar. The second row shows the determinant of the Jacobian matrix of the transformation. Both are homogeneous, i.e., the range of the values are small, which means there are no large compressions and expansions. The polar decomposition theorem of Cauchy [43] states that a nonsingular matrix equals an orthogonal matrix either premultiplied or postmultiplied by a positive definite symmetric matrix. If we apply this theorem to the Jacobian matrix , we get , in which is a proper orthogonal matrix and and are positive definite symmetric matrices. Note that the decomposition of the Jacobian matrix is unique in that , and are uniquely determined by . The orthogonal factor captures the rotation information in the Jacobian. The third row in Fig. 12 shows the rotation part of the Jacobian matrix, the rotation angle. Fig. 13 shows the rotation angle of several slices. We can see that the rotation angles are different in some regions which means matching the whole vector field captures fiber structure information that the support shape does not have. When the match is only based on shape, the deformation computed is whatever optimizes the energy function; when the match is based on the vector field, there are constraints on how the vector field should change, the rotation has to be coming from the data. The rotation part of the Jacobian matrix does not itself provide all the re-alignment of the vector information, since it neglects the shear component. In Fig. 12 we plot the normalized difference of the eigenvalues of the Jacobian matrix to see the shear effects. Suppose the eigenvalues of the Jacobian matrix are , and , we define the normalized difference of the eigenvalues as . The normalized difference of the eigenvalues of the Jacobian matrix are similar in matching the vector field and matching only the support of the vector field (shape). This example shows we can use the Jacobian matrix of the deformation to analysis variations of fiber orientations.
We also applied our algorithm to one pair of normal human brains. The data is from Department of Radiology, Johns Hopkins University School of Medicine. The image is resampled to size 128 128 64 with each voxel a 0.9375 0.9375 2.5 mm rectangular prism and the matching is performed on 2 levels of resolutions. Fig. 15 shows several slices of the fractional anisotropy weighted color-coded orientation map of the two brains. Figs. 16-18 shows the matching results. From the figures, we can see that matching the whole vector field gives slightly better result compared to only matching the geometric shape of the two brains.
VI. CONCLUSION
In conclusion, we have presented in this paper the large deformation diffeomorphic metric mapping of vector fields. The optimal mapping is the endpoint of a geodesic path on the manifold of diffeomorphisms connecting two vector fields. Finding the optimal mapping and the geodesic path is formulated as a variational problem over a vector field. We give existence results and a gradient descent based multi-resolution algorithm. Our method includes the vector reorientation in the optimization, hence, the measure of difference is calculated correctly during the optimization. We did the experiments on various 2-D and 3-D heart diffusion tensor MRIs and got good results. We also provide preliminary results on brain data. The framework we provide works on matching general vector fields, there is no restrictions on the norm of the vectors as long as the vectors at corresponding regions of the images have similar lengths, which is a reasonable assumption. We expect this method be a useful tool for analysis diffusion tensor MRIs and other images which have similar properties. APPENDIX I PROOF OF THE MINIMIZATION EXISTENCE THEOREM Theorem 1.1: Let be a Hilbert space which is embedded in . There always exists a minimizer of the energy function defined by (4) .
Proof: We extend the method used in [26] and [27] . Let be the set of time-dependent vector field , such that for each , , . Then, is a Hilbert space with norm . We can consider this space with the weak topology, i.e., if for all . has an infimum in since . Let be a minimizing sequence, so is bounded, hence, it has a subsequence (still denote by ) which weakly converges to .
Use the same method in [26] , we can show that converges to uniformly in as . For fixed , is the solution of the linear differential equation (11) with initial condition . From (11), we get . 
