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Materials and Methods

Temperature Data
Temperature data were collected with 55 miniature temperature loggers (MTLs): 10 TDR-2050s and 15 TR-1050s manufactured by RBR Ltd. (Canada; www.rbrglobal.com/) and 30 Antares 1357 high-pressure data loggers manufactured by Antares Datensysteme GmbH (Germany; www.antares-geo.de/). Each of the MTLs has an autonomous data logger and a temperature sensor enclosed within a titanium casing pressure rated for up to 10,000 m water depth. The TDR-2050s also have a pressure sensor that effectively records the sensor's water depth inside the cased borehole. The MTLs were attached to spectra rope and wrapped with a rubber protective covering. The sensor string was attached to a hanger and hung within 4.5" steel tube casing with a check-valve at the bottom that prohibited fluids from flowing into the casing from below. Spacing between sensors varied from 1.5 m at the bottom near the fault zone to 3 m, 6 m and greater intervals higher up. The sensors recorded every 10s, 20s or 10 minutes depending upon the model. The RBR temperature sensors have precision of <0.00005°C and the Antares 0.001°C. In addition to factory calibration constants, each temperature sensor was calibrated using a Hart Scientific water bath containing a mixture of ethylene glycol and water and an NIST reference temperature probe over 8 or more different temperatures from 0 -30 o C and spanning the range recorded during the JFAST experiment. The resulting sensor corrections permit accuracy for all temperature sensors to within ~0.001 o C. Reliable corrections could not be obtained for sensors at 744.77 and 805.17 mbsf. The absolute temperatures for these two sensors may be off by a few 10 -3 o C , although their residual temperatures appear consistent with neighboring data. Additional details regarding the sensors and observatory are described in (13) .
Thermal Properties
Knowledge of thermal-physical rock properties is important for interpreting the temperature data. Differences in thermal conductivity may lead to steady-state perturbations in the background geothermal gradient. Estimates of the thermal diffusivity are important for interpreting an observed temperature anomaly from frictional heating, and volumetric heat capacity controls the relationship between heat and temperature. We utilize thermal property measurements taken on core material from borehole C0019E that cover lithologic and depth intervals that correspond to the regions covered by sensors in the observatory. Thermal conductivity values consist of 45 shipboard measurements on split cores using a TEKA thermal conductivity half-space probe (13) . An additional 38 discrete samples were also measured using a divided bar system revealing similar results. Four large samples were also measured using the transient plane heat source method revealing very little anisotropy in thermal conductivity. Thermal diffusivity and heat capacity measurements were also determined for these four samples. The lowermost three samples are most representative of the intervals covered by sensors and the fault zone with the frictional heat signal and reveal average diffusivity and volumetric heat capacity values of 3.92 ± 0.5 x 10 -7 m 2 s -1 and 2.804 ± 0.32 MJ o C -1 m -3 . Large systematic changes in thermal conductivity are not observed over the intervals covered by temperature sensors (Fig. S2 ). There is, however, some difference in volumetric heat capacity and thermal diffusivity between the lowermost sample within subducting pelagic clays most representative of the décollement fault zone and overlying mudrocks. This variability accounts for the largest source of uncertainty in our dissipated energy estimates.
Background geotherm / vertical heat flow
The average background geothermal gradient in the area of the frictional heat anomaly is calculated using a least-squares fit to data from 650 -750 mbsf (n=18). This depth interval covers the hanging wall of the décollement where there is both abundant temperature and thermal conductivity data and above the frictional heat anomaly and areas of suspected heat advection by fluid flow. The data used for the fit are the daily average temperatures from an arbitrary day, 6 Dec 2012, that is well after drilling and installation so as to minimize any residual effects of drilling disturbance and before the nearby 7 Dec 2012 M w 7.4 earthquake which resulted in temperature perturbations. This value is relatively consistent throughout this time period, although there is a gradual steepening of the gradient due to reequilibration of the hole after drilling (Fig. S3) . Error ranges reported in the main text for the gradient are 1 standard deviation determined by bootstrapping with 1000 realizations.
Thermal conductivity and temperature measurements are from separate boreholes, and thus we calculate the vertical heat flow by multiplying the least-squares fit thermal gradient by the average thermal conductivity values corresponding to the same depth and lithologic interval. To remove the background gradient for analysis of residual temperature (i.e. temperature minus a constant average background geotherm) we also utilize a least squares fit to the 5 data representative of positions above 650 mbsf (Fig.  S1 ). Together the composite average background geotherm starts from a projected temperature at the sea floor of 2.50 o C and increases by 27.57 o C km -1 until 650 mbsf and then continues by 26.29 o C km -1 to the bottom of the sensor string. The projected seafloor temperature of 2.50 o C is larger than the observations taken at the seafloor of 1.7 o C suggesting that thermal conductivity decreases at depths shallower than those covered by the observatory sensors.
Thermal conductivity as source of anomaly
If the thermal conductivity around the bottom part of the sensor string is much lower than the rest of the measurement depth range, it can result in a higher thermal gradient and hence a positive temperature anomaly as observed. Likewise, an increase in thermal conductivity can lead to a lower thermal gradient. The thermal conductivity λ necessary for a ΔT anomaly over a depth interval Δz is 
where φ is porosity, λ m is matrix conductivity, and λ f is thermal conductivity of water which equals 0.6 W m -1 o C -1 (21) . Considering similar composition and λ m value, a bulk thermal conductivity of 0.73 W m -1 o C -1 requires porosities of 80 -88%. Such large porosities are not apparent in logging or core observations from adjacent holes, suggesting thermal conductivity variation is an unlikely source for the observed positive heat anomaly along the plate boundary.
A localized increase in porosity by just 10% over a 20 m wide zone could result in reduction in thermal conductivity to values ~ 1.01 -1.04 W m -1 o C -1 and an apparent positive temperature anomaly by 0.05 -0.07 o C. Direct measurements of thermal conductivity, including four measurements on highly sheared sections of the fault zone core itself, show no indication of such a large-scale systematic change in thermal conductivity within or around the fault zone (Fig. S2 ).
Drilling Anomaly
The perturbation due to drilling is modeled with a two-part synthetic. During drilling, seawater is circulated in the hole, and it is appropriately modeled as an isothermal line-source for the duration of drilling following reference (8) . Heat is diffused axisymmetrically around the borehole. The resultant temperature disturbance as a function of time is
where T f is the fluid temperature, T 0 (z) the rock temperature at the time of drilling, Ei is the exponential integral, r b is the borehole radius, α is the thermal diffusivity of the formation, t 1 (z) is the time since the bit first penetrated to depth z, t 2 is the time drilling ends and fluid is no longer circulated. During the casing installation, a cold pipe is lowered into the hole providing an instantaneous line sink of heat. On the center axis, the temperature disturbance is
where T c is the casing temperature, and as before, t c (z) is the time of installation of the casing at depth z (22, p. 260).
Diffusion Model
The frictional temperature anomaly is modeled by the diffusion of heat from an infinitesimally thin planar source into the surrounding media. Although the thickness of a finite shear zone (2a) is important for constraining the maximum peak temperature within the fault during the earthquake, it is not a significant parameter for calculating the residual temperature anomaly at times longer than the characteristic diffusion time across the shear layer (a 2 /4α). The maximum possible thickness of the shear layer within the décollement plate boundary fault is 4.86 m (6) and commonly faults localize slip on zones on the order of 0.1-1 cm thick (23) . The data studied here begin more than 1 year after the earthquake, so the appropriate model for the current data set is an infinitesimally thin plane:
where t EQ is the time of the earthquake, z f is the depth of the fault, and the heat source, S, is the energy per m 2 dissipated by friction, i.e., S=τ d where τ is the shear stress on the fault during the earthquake and d is the slip distance. The recorded temperature as a function of depth and time is modeled as
The most direct constraint from the data is on the dissipated energy S. Since the displacement is constrained from repeat seafloor bathymetry, the shear resistance τ is also readily interpretable. However, friction on faults is usually parameterized in terms of apparent coefficients of friction. Therefore, we take the extra step of relating the shear stresses to the equivalent apparent coefficient of friction by estimating the effective normal stress at the fault depth assuming hydrostatic pore pressure. The dip of the fault plane is low (5 o ) and for a near-horizontal fault zone the effective normal stress is equivalent to the effective overburden stress. For hydrostatic pore pressure, this is defined as,
Inversion Procedure
We inverted for the best-fit dissipated energy and depth by performing a gridsearch through apparent friction and depth and finding the combination of values that maximized the cross-correlation between the data from 800-820 mbsf and the model from 1 Aug through 6 Dec 2012 (Figs. 3 and S4-S5 ). For a given friction and depth combination, dissipated energy is uniquely determined and therefore the results can also be viewed as an optimization of dissipated energy and depth. Confidence intervals in Table S2 were computed by varying the thermal diffusivity and heat capacity with a normal distribution over their observed ranges (Table S1 ) and repeating the inversion for each realization of these thermal parameters (Fig. S6) . The depth-constrained inversion assumed that the fault lies near the observed peak in the temperature between the deepest and the 3 rd from the bottom sensor (Fig. 3) . We also calculated confidence intervals based on constant thermal parameters and bootstrapping the observed data. This procedure resulted in much smaller ranges of the inverted parameters. Therefore, the estimates based on a distribution of thermal parameters are preferred as a more accurate representation of the larger source of error.
Radiated Energy
Radiated energy estimates (11, 12) Peak Temperature During Slip Although the observed temperature anomaly more than a year after the Tohoku-Oki earthquake is insensitive to the slip zone thickness and slip duration, by assuming these two parameters, estimates of the maximum peak temperature during slip can be made.
The temperature evolution of a frictional heat anomaly T for all times during and after slip can be described by (24 adapted from 22, 25),
for distances x ≤ a, where a is the half-width of the shear zone, and
for x > a, where t* is the duration of heating (i.e. slip duration), α is the thermal diffusivity, ρ and c are the bulk density and heat capacity, respectively. The i 2 erfc(ξ)
terms represent the second integral of the complementary error function evaluated from ξ to ∞ (22) , and H(ξ) is the Heaviside function, which is evaluated for ξ = t -t * such that the multiplied terms to the right are only applied when t ≥ t * . A o is the volumetric frictional heat generation rate within the slip zone defined as
where d is the total slip distance on a particular slip zone. At times considerably greater than the characteristic diffusion time across the slip zone (t >> a 2 /4α), the results of Eq. S8 and Eq. S5 become indistinguishable.
The maximum peak temperature above the background value occurs at t = t* and x = 0. Using the estimate for the average shear stress during slip τ determined above from the observed temperature anomaly, the maximum peak temperature increase is
This equation assumes a constant slip velocity and shear stress during slip, which is a practical approximation that provides a reasonable estimate of peak temperature rise for comparison with geologic and geochemical indicators of frictional heating. Figure S7 shows results for a range of plausible slip durations and slip zone thicknesses.
Geochemical constraints on hydrogeology
Geochemical analysis of pore waters collected from Hole C0019E core samples provides insight into the hydrogeology of the JFAST site subsurface (Fig. S8) . The Cl -concentrations of pore waters are similar to seawater (SW), and a steady decrease from 800 mbsf to the bottom of the hole is observed. Such a decrease of Cl -is generally explained by contribution of deep-seated fluid, which has been diluted with fresh water derived from the breakdown of hydrous minerals, such as illitization of subducted clay minerals. However, only a slight decrease of Cl -is observed here (3% dilution) indicating limited contribution of deep-seated fluid compared to, for example, the décollement at the western Nankai trough (20% dilution; 26). A striking feature of the depth profiles in C0019E is that most of major and minor components analyzed show steady-state increase/decrease below 800 mbsf. Such steady-state characteristics can be explained by vertical diffusive flow combined with in-situ diagenetic solid-fluid reaction (26) . These observations combined with a lack of minimum or maximum around 820 mbsf suggests no significant active fluid flow along the plate boundary fault.
Other constraints on hydrogeology Annular pressure while drilling borehole C0019B showed no indication of large overpressures or substantial fluid flow through any faults or fractures, including the décollement (13) . The pressure data also show no evidence of large fluid losses into highly permeable faults or formations.
Zones of increased permeability, however, are more likely susceptible to a nearborehole infiltration of cold drilling fluids and thus a longer recovery of temperature from drilling disturbance and transient cold anomalies in early times. A depth profile of the characteristic recovery time of temperatures following drilling and observatory installation reveal two zones with anomalously long recovery times around 757 -769 mbsf and 795 -811 mbsf (Fig. S9) . Both of these zones also record disturbances following a nearby M w 7.4 20 km deep normal faulting earthquake on 7 Dec 2012. Borehole circulation resulting from strong ground motions perturbs borehole temperature in the deeper parts of the borehole before quickly re-equilibrating with the formation. In addition, a gradual increase in temperature over ~1-2 weeks after the local earthquake is seen around 763 -775 and 803 -814 mbsf which may be indicative of transient fluid flow from depth up permeable conduits (Fig. 2, S9 ).
Variability in temperature as indicator of advection
High-frequency variability in the daily-average temperature is clearly apparent at both 784 mbsf and 763 mbsf during periods when advective fluid flow in inferred within these zones (i.e. before and after the local 7 December 2012 earthquake, respectively) (Fig. S9) . This temperature variability is correlative with neighboring sensors as well, suggestive of fluctuations in the degree of advective fluid flow over time. We quantify the variability in temperature fluid flow by using a band-pass filter from 2.1 to 3.5 days and taking the standard deviation (Fig. S9D) . We analyze the data at all depths for time periods from 1 August to 5 December 2012 to represent times before the local M w 7. 
