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Re´sume´. Nous introduisons les mode`les de Markov cache´s graphiques, qui ge´ne´ralisent
les chaˆınes et arbres de Markov cache´s (CMCs et AMCs). Nous montrons comment l’in-
certitude globale sur le processus d’e´tat cache´ peut eˆtre de´compose´e en une somme d’en-
tropies conditionnelles, qui s’interpre`tent comme une contribution locale a` l’incertitude
globale. Nous donnons un algorithme efficace de calcul de ces entropies pour les CMCs et
AMCs et montrons leur apport, en comple´ment d’autres algorithmes de restauration des
e´tats, au diagnostic et a` l’interpre´tation des e´tats cache´s. Nous montrons e´galement que
les profils classiques de probabilite´s lisse´es (loi marginale de l’e´tat cache´ a` chaque instant,
sachant l’ensemble des observations), ne permet pas de conclure sur la contribution locale
a` l’incertitude globale.
Mots-cle´s. Mode`les de Markov cache´s, infe´rence des e´tats, entropie conditionnelle.
1 Introduction
Les mode`les de Markov cache´s ont e´te´ fre´quemment utilise´s en analyse de se´quences
pour mode´liser divers types de structure latente, telles que des zones homoge`nes ou des
motifs bruite´s (Ephraim & Mehrav, 2002). Ils ont e´te´ e´tendus des se´quences a` des struc-
tures graphiques plus ge´ne´rales, et notamment des arborescences. On peut distinguer
l’infe´rence sur les parame`tres du mode`le de celle sur le processus d’e´tat a` parame`tres
fixe´s ; c’est cette dernie`re qui est l’objet de ce re´sume´.
L’infe´rence du processus d’e´tat est une e´tape cle´ de l’analyse quand les e´tats ont une
interpre´tation forte, ou pour le calcul de certaines fonctions des e´tats (notamment a` des
fins de validation du mode`le, par exemple pour superposer des histogrammes a` des densite´s
conditionnelles aux e´tats). Il s’agit alors de restaurer ce processus d’e´tat, ce qui n’a de
sens que si l’incertitude sur sa valeur est mode´re´e.
Pour quantifier cette incertitude, il n’est pas suffisant de conside´rer l’incertitude globale
du processus : il est e´galement essentiel de savoir comment cette incertitude globale se
de´compose localement le long de la structure.
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Nous conside´rons ici un mode`le de Markov cache´ dont les observations X = (Xv)v∈V
sont indexe´es par un graphe oriente´ sans circuit (GOSC) fixe´ G de sommets V et d’arcs
A. On parle de mode`le de Markov cache´ graphique (MMCG). Cette famille de mode`les
contient en particulier les chaˆınes et arbres de Markov cache´s (CMCs et AMCs). Soit
S = (Sv)v∈V le processus d’e´tat cache´ associe´, Sv e´tant a` valeurs dans {0, . . . , K − 1}.
Soit x une re´alisation possible de X : on note pa(v) le parent d’un sommet v, et pour
un sous-ensemble U de V, on note XU (resp. xU) les variables ale´atoires (Xu)u∈U (resp.
les observations (xu)u∈U). Nous faisons les hypothe`ses que : S ve´rifie la proprie´te´ de
factorisation markovienne associe´e au GOSC G, en assimilant l’ensemble des sommets V
a` l’ensemble des variables ale´atoires (Sv)v∈V (Lauritzen, 1996) ; la loi de S est parame´tre´e
par les probabilite´s de transition pspa(v),k = P (Sv = k|Spa(v) = spa(v)) et, pour les
sommets sources (sans parent) u de G, par les probabilite´s initiales (P (Su = k))k ; sachant
S, les (Xv)v sont inde´pendantes, et Xu est inde´pendante des (Sv)v 6=u.
Classiquement, la quantification de l’incertitude sur la valeur des e´tats repose sur les
profils de probabilite´s lisse´es P (Sv = k|X = x)v∈V pour k = 0, . . . , K−1. Cette approche
comporte deux inconve´nients majeurs : comme nous le montrons par la suite, l’incertitude
sur les e´tats associe´e a` ces profils conduit a` une perception surestimant l’incertitude globale
sur S sachant X = x ; de plus la visualisation de ces profils est proble´matique pour des
graphes G quelconques, hormis le cas K = 2. Notre approche conside`re l’entropie H
comme la mesure canonique de l’incertitude ; ainsi H(S|X = x) quantifie l’incertitude
sur les e´tats cache´s sachant les observations. Notre approche vise a` de´composer cette
quantite´ comme une somme d’entropies dont chaque terme correspond a` un sommet de
V, et qui peut donc s’interpre´ter comme une contribution locale a` l’incertitude globale.
Du fait du caracte`re univarie´ de ces profils, ils peuvent eˆtre visualise´s sur des graphes G
quelconques.
Nous explicitons cette de´composition, puis donnons un algorithme de calcul efficace
des termes de la de´composition dans le cas des AMCs et CMCs. Nous montrons a` l’aide
d’exemples issus de donne´es re´elles et synthe´tiques comment les profils d’entropie locale
ainsi obtenus permettent le diagnostic de l’incertitude sur les e´tats et leur interpre´tation,
en comple´ment de l’algorithme d’e´nume´ration des L restaurations les plus probables du
processus d’e´tat (algorithme de Viterbi ge´ne´ralise´), et de l’algorithme de calcul de profils
d’alternatives locales a` la restauration la plus probable (algorithme de Viterbi avant–
arrie`re) qui re´soud le proble`me de maximisation suivant
(arg) max
(su)u 6=v
P ((Sv = sv)u 6=v, Sv = k|X = x)
Nous montrons e´galement en quoi les profils usuels de probabilite´s lisse´es ne permettent
pas de quantifier l’incertitude globale sur les e´tats, a` cause de la marginalisation ope´re´e.
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2 Profils d’entropies conditionnelles
Soit X un MMCG tel que de´fini en partie 1, associe´ au processus d’e´tats S ; S ve´rifie
la factorisation associe´e a` la proprie´te´ de Markov sur G :
∀s, P (S = s) =
∏
v∈V
P (Sv = sv|Spa(v) = spa(v)). (1)
La de´composition de l’entropie H(S|X = x) re´sulte du fait que conditionnellement a`
X = x, S ve´rifie e´galement la proprie´te´ de factorisation sur G :
P (S = s|X = x) =
∏
v
P (Sv = sv|Spa(v) = spa(v),X = x),
ou` P (Sv = sv|Spa(v) = spa(v),X = x) de´signe P (Ss = ss|X = x) si pa(v) = ∅.
De´monstration. Cette proprie´te´ est montre´e (de meˆme que (1)) par re´currence sur les
sommets de G. Les variables (S,X) suivent la proprie´te´ de Markov sur le graphe G ′ dont
l’ensemble des arcs A′ est de´fini par a ∈ A′ ⇔ {[a = (Su, Sv) et (u ∈ pa(v))] ou a =
(Su, Xu)}. On conside`re un sommet puits u de G (sans enfants) et en remarquant que
Su est se´pare´ des (Sv)v 6=u,v/∈pa(u) par Spa(u) dans le graphe moral de G
′, on obtient la
factorisation
P (S = s|X = x) = P (Su = su|Spa(u) = spa(u),X = x)P ((Sv)v 6=u = (sv)v 6=u|X = x).
En appliquant la re`gle de chaˆınage pour l’entropie (Cover & Thomas, 2006, chap. 2)
on obtient alors la de´composition




avec la meˆme convention que ci-dessus si pa(v) = ∅. Par conse´quent, l’entropie globale
du processus d’e´tat se de´compose comme une somme de termes correspondant au profil
d’entropies conditionnelles (H(Sv|Spa(v),X = x))v∈V . Ainsi, chaque terme s’interpre`te
comme une incertitude locale qui contribue a` l’incertitude globale de manie`re additive.
A contrario, les entropies marginales (H(Sv|X = x))v∈V quantifient l’incertitude sur
les probabilite´s lisse´es ξv(k) = P (Sv = k|X = x) pour v ∈ V et 0 ≤ k < K. D’apre`s Cover
& Thomas (2006), chap. 2, ces entropies marginales majorent les entropies conditionnelles,
si bien que




et que les profils de probabilite´s lisse´es ne repre´sentent pas l’incertitude sur la valeur de S.
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Nous montrons ci-dessous que dans le cas des AMCs, le calcul desH(Sv|Spa(v),X = x)
peut se faire en inte´grant une e´tape de complexite´ O(K2) a` l’algorithme usuel ascendant-
descendant pour le calcul les probabilite´s lisse´es. Nous conside´rons un graphe G = T
arborescent, de sommets V = {0, . . . , n − 1}, enracine´ en u = 0. En supposant le
mode`le homoge`ne, les probabilite´s de transition entre e´tats se re´sument a` la matrice
(pjk)j,k = (P (Sv = k|Spa(v) = j))j,k.
L’algorithme ascendant-descendant vise a` calculer les probabilite´s lisse´es (ξv(k))v∈V ;0≤k<K.
Une version ite´rative nume´riquement stable a e´te´ propose´e par Durand et al. (2004). Elle
repose sur une re´cursion ascendante, initialise´e en les feuilles de T et qui calcule les quan-
tite´s βv(k) = P (Sv = k|X¯v = x¯v) et βpa(v),v(k) = P (X¯v = x¯v|Spa(v) = k)/P (X¯v = x¯v),
ou` X¯v de´signe la sous-arborescence enracine´e en v. Ces quantite´s sont calcule´es en fonc-
tion des βu et βpa(u),u pour les enfants u de v. La complexite´ est en O(K
2) par ite´ration.
Les probabilite´s lisse´es sont calcule´es par une re´cursion descendante, initialise´e en la racine
de T et qui calcule ξv(k) en fonction des ξpa(v), des βv et des βpa(v),v. La complexite´ est
aussi en O(K2) par ite´ration. En ajoutant le calcul de
H(Sv|Sρ(v),X = x) = −
∑
i,j
P (Sv = j, Spa(v) = i|X = x) logP (Sv = j|Spa(v) = i,X = x)
a` la re´cursion descendante, avec
P (Sv = j|Spa(v) = i,X = x) = βv(j)pij/{P (Sv = j)βρ(v),v(i)},
on y incorpore le calcul des entropies conditionnelles en lui conservant une complexite´ en
O(K2) par ite´ration.
Ce re´sultat s’applique en particulier aux CMCs. On obtient alors





H(St|St−1,X = x) = −
∑
i,j
P (St = j, St−1 = i|X = x) logP (St = j|St−1 = i,X = x).
On obtient alors une alternative a` l’algorithme de Hernando et al. (2005) pour les CMCs,
qui permet de calculer H(S|X = x) avec une meˆme complexite´ en O(nK2) mais avec l’a-
vantage de fournir le profil d’entropies conditionnellesH(St|St−1,X = x) pour 0 ≤ t < n.
3 Applications
3.1 Donne´es synthe´tiques
On conside`re une famille de CMCs a` deux e´tats cache´s parame´tre´e par ε = P (St = 1|St−1 = 0)
= P (St = 0|St−1 = 1), ε ∈ [0, 0.5], avec pour loi initiale P (S0 = 0) = 0.5 Les observa-
tions sont a` valeurs dans {0, 1, 2} et P (Xt = 0|St = 0) = P (Xt = 1|St = 0) = 0, 5 ;
4
Journées de Statistiques. 46, 2014/06/02-06, Rennes, France. 
[2014/05/23] : http://papersjds14.sfds.asso.fr/submission_123.pdf
P (Xt = 1|St = 1) = P (Xt = 2|St = 1) = 0, 5. On conside`re la se´quence observe´e xt = 1
pour t = 0, . . . , n−1. Pour t = 0, . . . , T−1, les probabilite´s lisse´es sont ξt(0) = ξt(1) = 0.5.
Ainsi, pour tout ε, l’entropie marginale est log 2, et la somme de ces entropies n log 2.
L’entropie globale de la se´quence d’e´tats cache´s est au contraire une fonction strictement
croissante de ε, minimale et e´gale a` log 2 pour ε = 0 ; maximale, e´gale a` n log 2 pour
ε = 0.5.
Les profils d’entropies marginale et conditionnelle sont pre´sente´s figure 3.2. Pour ε = 0,
le profil d’entropies conditionnelles traduit le fait que l’incertitude globale est log 2, cor-
respondant a` l’incertitude sur l’e´tat initial, et qu’une fois cet e´tat fixe´, les observations
suivantes sont de´terministes et ne contribuent pas a` l’incertitude globale. Le profil d’en-
tropies marginales traduit le fait qu’a` chaque instant, les deux e´tats sont e´quiprobables
sachant les observations ; on obtiendrait le meˆme re´sultat sous une hypothe`se de me´lange
inde´pendant pour Xt, ce qui refle`te la prise en compte partielle de la de´pendance markovi-
enne par ce type de profil. De manie`re ge´ne´rale, l’entropie marginale re´sulte de l’incertitude
sur l’e´tat St, due a` l’observation Xt, mais aussi de la propagation de l’incertitude sur les
e´tats pre´ce´dents. Elle n’a donc pas d’interpre´tation possible en termes de contribution lo-
cale a` l’incertitude globale. Au contraire, via le conditionnement, l’entropie conditionnelle
supprime la part lie´e a` cette propagation de l’incertitude.
3.2 Structure de branches de pin d’Alep
Cette e´tude vise a` proposer un mode`le du de´veloppement architectural du pin d’Alep.
Les donne´es comportent 7 branches de pin d’Alep, provenant d’invididus diffe´rents, et
de´crites a` l’e´chelle des pousses annuelles v (portions mises en place au cours d’une anne´e).
Chaque branche est assimile´e a` une arborescence caracte´rise´e, au sommet (pousse) v, par
5 variables composant l’observation Xv : nombre de cycles de croissance de la pousse
pendant son anne´e de mise en place (de 1 a` 3), pre´sence d’organes reproducteurs maˆles
(binaire), pre´sence d’organes femelles (binaire), longueur en cm et nombre de branches
porte´es. Les parame`tres du mode`le sont estime´s par maximum de vraisemblance par
l’algorithme EM et le nombre d’e´tats est choisi par une proce´dure prenant en compte
l’entropie des e´tats sachant les observations (voir de´tails dans Durand & Gue´don, 2012).
Dans un premier temps, les sites ou` l’entropie conditionnelle est la plus forte sont
visualise´s a` l’e´chelle de niveaux de couleur (Figure 3.2). Cette e´tape met en e´vidence la
localisation des e´tats les moins ambigus le long des axes principaux de la branche. Puis
des profils d’e´tats sont visualise´s le long de chemins allant de la racine aux feuilles de
l’arborescence, en passant par des sommets d’entropie conditionnelle e´leve´e. Ces profils
proviennent d’une part de l’algorithme de Viterbi avant–arrie`re, qui permet d’identifier
les alternatives les plus probables localement a` l’arborescence d’e´tats la plus probable.
Cette approche est comple´te´e par l’algorithme de Viterbi ge´ne´ralise´ qui permet de voir
comment des sommets voisins changent simultane´ment d’e´tat dans ces configurations
alternatives. Ces re´sultats mettent en e´vidence que les chemins les plus ambigus sont
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constitue´s de succession de pousses non ramifie´es, comportant un seul cycle de croissance,
et sans organes maˆle ni femelle.
Fig 3.2 Profils d’entropie marginale et condition-
nelle pour une CMC a` deux e´tats avec probabilite´s
de transition ε = 0.0, ε = 0.05 et ε = 0.15.
Fig 3.2 Entropie conditionnelle
H(Su|Spa(u),X = x) pour les sommets
u associe´s a` une branche de pin d’Alep
donne´e. Les sommets bleus ont l’entropie la
plus faible, les rouges la plus e´leve´e.
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