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ABSTRACT
Failure Prediction for Hospitality Firms in U.S. and Korea 
Using Logit and Neural Networks Models
by
Hyewon Youn
Dr. Zheng Gu, Examination Committee Chair 
Professor of Hotel Administration 
University o f Nevada, Las Vegas
This study attempts to analyze financial conditions o f Korean and U.S. hospitality 
firms in order to identify those heading for failure. Utilizing financial data of these firms, 
this study has developed business failure prediction models for Korean and U.S. 
hospitality firms using logistic regression and artificial neural networks (ANN) 
techniques, respectively.
For Korean hospitality firms, the one-variable logit model with interest coverage ratio 
correctly classified 83.74% of in-sample firms and 76.32% of hold-out sample firms. The 
ratio’s negative coefficient suggests that low interest coverage of a firm increases its 
likelihood of failure. In a saturated market with high competition, heavy debt financing 
charges further strain the already tight profit margins, leading to poor or negative profits. 
In order to prevent the failures, Korean hospitality firms need to move away from heavily 
leveraged financial structure. The developed ANN model demonstrated an overall 
prediction accuracy rate o f 86.18% for in-sample firms and 77.63% for hold-out firms. 
Empirically, this study shows that the logit model is not inferior to the ANN model in
111
terms of prediction accuracy. In addition, the logit model has an advantage over the ANN 
model as the former allows its user to interpret the coefficient of each variable and draw 
practical implications that may have direct impact on the firm’s probability o f failure. 
Therefore, it is recommended for Korean hospitality firms to consider the logit model as 
a preferred method for predicting hospitality firm failures.
For U.S. hospitality firms, the logit model retained three ratios: earnings before 
interest, tax, depreciation and amortization (EBITDA) to current liabilities (CL), quick 
ratio, and debt ratio. These ratios imply that, to decrease the probability o f failure, U.S. 
firms need to: (I) exercise a tight control on the operating costs; (2) increase sales 
revenue by pursuing market-share gains, using the existing assets; (3) invest in operating 
assets or investment projects that produce higher returns than cash or marketable 
securities; (4) adopt a conservative financing policy with less debt use. One year prior to 
failure, the logit model correctly classified 83.33% of the in-samples firms and 77.63% of 
the hold-out firms. The estimated ANN model, on the other hand, demonstrated overall 
classification rates of 91.98% on in-sample firms and 85% on hold-out sample firms. 
While the ANN model may result in higher classification accuracy rates, the downside is 
the model’s lack of self-explanation capabilities. The decision for model selection, 
therefore, should be made based on the objective of classification. If the primary 
objective is to classify a given set of observations as accurately as possible, then the ANN 
model may be used. On the other hand, if  the researcher wishes to make a practical 
interpretation of the developed model or to understand the roles played by each retained 
variable in the prediction, then it is recommended that the logit model be considered as 
the preferred method for predicting firm failures.
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CHAPTER 1
INTRODUCTION 
Background of the Study 
Recent changes in the world economy and increasing occurrences of business firm 
failures have emphasized the importance of failure prediction studies (Neophytou & 
Molinero, 2004). During the past two decades, business failures have occurred at higher 
rates than at any other time since the early 1930s (Chariton, Neophytou, & Charalambous, 
2004). As a result, a large number o f researchers and practitioners have extensively 
studied the prediction of firms’ financial distress. Because business failure has potentially 
severe consequences for both private entities and society in general (Hamer, 1983), 
evaluation o f the failure has been a major interest of researchers and practitioners for a 
long time (Ahn, Cho, & Kim, 2000). Previous literature suggests that failure prediction is 
not only an interesting but also a challenging task that has led to numerous studies over 
the past four decades (Lin & McClean, 2001).
The number of failing firms is an important indicator for the health o f the economy 
because failure not only threatens the existence of an individual firm but also costs the 
society and the nation’s economy in terms of lost revenue, taxes, and jobs (Ahn et al., 
2000). The high individual, economic, and social costs encountered make failures a very 
important problem to all parties involved, including auditors, management, government 
policy makers, and investors (McKee, 2000). As a result, the development of reliable
models that predict business failure with an acceptable level of accuracy is imperative to 
enable the parties concerned to take preventive actions (Chariton et al., 2004). Efforts to 
predict financial distress have received considerable attention in finance, accounting, and 
auditing literature for more than half a century (Anandarajan, Lee, & Anandarajan, 2001).
Business failure is a significant problem that affects the economy of every country. 
The prediction of failure has been characterized as one of the most important concerns 
facing business and government (McKee, 2000). While the factors that cause these 
failures may vary, many economists attribute these incidents to high interest rates, 
recession-squeezed profits, and firms’ over-reliance on debts (Chariton et al., 2004). In 
addition, such industry-specific factors as government regulation and the nature of 
operations, can contribute to ultimate failure of a firm (Chariton et al.). Previous studies 
indicate that business failure is not an immediate event but is a process that evolves over 
a considerable period of time (Dimitras, Zanakis, & Zopounidis, 1996), providing a 
rationale for the attempts in predicting failures. To this date, a majority of failure 
prediction models have been developed for other industries, particularly the 
manufacturing industry, and only a handful of studies are devoted to the hospitality 
industry (Gu, 2002). Yet, it is well-known that the hospitality industry is one of the 
largest and fastest growing sectors in the world (Walker, 2006).
Korean business firms in the hospitality industry have been facing great challenges in 
recent years. During the last few years, the number of international tourists has been 
declining due to the nuclear threat from North Korea and appreciation of the Korean 
currency. In addition, the overall market saturation in the lodging sector has not only led 
to the dreadful operating performance o f individual firms (Park, Choi, & Ahn, 2008) but
also intensified the already high competition among these firms. Korean restaurant firms 
have also been vulnerable to failures, and numerous firms went out o f  business within 
their early stage o f operations (Bank of Korea, 2008). A recent study by Korean 
government reports that more than 70% of hospitality firms failed within the first five 
years of operation (Choi, 2008). For the last few years, both lodging and restaurant firms 
failed to break free of the downward trend and continued on a downward path (Bank of 
Korea, 2006).
In the U.S., the operating environment for the hospitality industry has become less 
favorable since the terrorist attack on New York’s World Trade Center on September 11, 
2001 (Kim & Gu, 2006b). The threats posed by terrorism paired with the intense 
competition among hospitality firms have made the industry even more challenging (Kim 
& Gu). This is especially true for restaurant firms and according to Ernst (2002), one out 
of three new restaurants fail within the first two years of operation. Furthermore, it has 
been reported that the U.S. lodging industry was facing another cycle of new supply and 
overbuilding starting from the late 1990’s (Rushmore, 1998).
This study attempts to analyze financial conditions of U.S. and Korean hospitality 
firms in order to identify those heading for failure. Utilizing financial data o f these firms, 
this study has developed business failure prediction models based on logistic regression 
and artificial neural networks (ANNs). Financial ratios of sample firms were used as the 
classifying variables in these models.
Purpose of the Study
For a long time, business failure prediction has been a major preoccupation of 
researchers and practitioners. Countries throughout the world are concerned with 
individual firm performance. In particular, developing countries and smaller economies 
are concerned with avoiding financial crises in the business sectors, as smaller nations are 
especially vulnerable to financial crises resulting from failures of individual entities 
(Altman, 1984). Previous research on business failure has shown that not all firms fail in 
an unforeseen manner (Altman). The crisis causing the failure seldom arises overnight. 
Warning signals of a company heading for business failure erupt much earlier than the 
actual failure, therefore these signals could be used to predict the failure in advance (Gu, 
2002).
Business firm failure is an extremely important worldwide problem that affects the 
economic well being of all countries (Lensberg, Eilifsenand, & McKee, 2006). To this 
date, most failure prediction studies have been conducted in the U.S. One main area that 
these studies have consistently focused on is the development of failure prediction 
models that can be used for prediction one or more years prior to actual failure (Lensberg 
et al.). In an extensive study of Korean bankrupt business firms, Altman, Eom, and Kim 
(1995) found that failure prediction models are, even if not perfectly accurate, of 
particular importance in the Korean business sector as it has become increasingly 
deregulated with greater individual financial institution decision making. The high 
bankruptcy rates in the U.S. hospitality sector also necessitate the development of a 
failure prediction model with superior predictive ability (Kim & Gu, 2006b).
The primary purpose of this paper is to develop reliable failure prediction models for 
hospitality firms in U.S. and Korea, respectively. The lodging firms are typically fixed- 
assets intensive (Schmidgall, 2002) and require a large amount of capital investment. 
Consequently, they tend to rely heavily on debt-financing and face high financial risk. It 
has been reported that the risk of failure is always high to firms with heavy borrowings 
(Altman et al., 1995). It is well-known that many firms in the hospitality sector are 
subject to high seasonality, facing elastic demand. In addition, the goods of the 
hospitality industry, such as hotel rooms or dining experiences, are intangible and 
perishable. In other words, these products can neither be physically possessed nor be 
saved for future consumption. Due to these unique characteristics, hospitality firms tend 
to have high business risk. The high financial and business risks make the hospitality 
firms vulnerable to business failure, especially under poor market conditions. During the 
1990-1991 economic recession, two third o f U.S. hotels went bankrupt (Romeo, 1997). 
Identifying reliable models for predicting failures would have enabled these firms to take 
measures early to prevent business failure. The introduction of such models will not only 
benefit the business sectors but also improve efficiency in the financial sectors in these 
countries.
Contribution o f the Study 
There is a long history of research attempting to develop failure prediction models 
based on financial ratios and other indicators o f financial distress. Identifying business 
failure and early warning signs of approaching financial crisis are important to both 
analysts and practitioners. Failure affects a firm’s entire existence and it has high costs to
the firm, the associates, the society and finally the country’s economy (Warner, 1977). 
Because failure has potentially severe consequences for both private individuals and 
society, the prediction o f failure is important for all those parties involved -  owners, 
shareholders, managers, employees, creditors, suppliers, clients, the community and the 
society in general (Dimitras et al., 1996). Because o f the number and variety of 
stakeholders, failure prediction is indeed a multi-disciplinary area (Ravi Kumar & Ravi, 
2007). The number o f failing firms is also an important indicator for the health o f the 
economy and it can be considered as an index of the development o f the general economy 
(Ahn et al., 2000).
Evaluation of financial condition is especially important because o f its impact on 
various stakeholders (Sexton, Sriram, & Etheridge, 2003). Both creditors and 
shareholders lose some or all of their investment if  the firm fails (Hamer, 1983).
Obtaining early warning signs o f failure will allow them to reduce their losses by either 
selling their investments or forcing the management to change operating or financing 
policies o f the company (Hamer). For the organization, corporate failure triggers both 
direct and indirect costs. Direct costs are primarily administrative, and involve attorney 
fees, accounting fees, consulting fees for investigation and discovery, as well as fees for 
services needed to obtain court approval (Dothan, 2006). Extant research estimates the 
direct costs of the failed firm in the range from 3% of liabilities for large firms that were 
reorganized to more than 20% for small firms that were liquidated (Moulton & Thomas,
1993). Indirect costs are known to be substantially more than direct costs, but they are 
much more difficult to estimate (Moulton & Thomas). Indirect costs o f failure include 
lost market share, declined productivity, reduced capital expenditures, and sale o f assets
at discounted prices (Dothan). In addition, reduced bargaining power over suppliers, 
higher interest rates for lines o f credit, and an inability to enter into long-term 
commitments of any sort are all parts of indirect costs (Moulton & Thomas). At the level 
of the individual firm, the capital markets react to information about firms’ probability of 
failure (Lensberg et al., 2006). Both Beaver (1968) and Altman (1969) showed that a 
market value o f an observed firm declined substantially prior to its ultimate failure. In 
other words, the market’s perceived risk of failure directly affected the firm’s stock prices.
The far-reaching consequence of the failure is one of the reasons why researchers 
continue to build failure prediction models and experiment with techniques that improve 
prediction (Sexton et al., 2003). For everyone involved, it is crucial that an objective 
opinion on the probability of failure be formed as early as possible (Wilson & Sharda,
1994). Identifying and understanding the causes of failure will have tremendous impacts 
on both financial and managerial aspects of a company (Zhang, Hu, Patuwo, & Indro, 
1999).
Significance of the Study
The development and use of models for predicting business failure in advance can be 
very significant for the firms in three different ways. First, as “early warning systems,” 
these models would reduce significant economic losses for the firm by providing early 
warnings to all the stakeholders (Wu, 2004). The early identification o f financial trouble 
provides the opportunity for the management to take immediate corrective actions (i.e., 
changes in operating and/or financing policies) and to prevent further losses 
(Salchenberger, Cinar, & Lash, 1992). As such, these models prevent the company from
incurring both direct and indirect costs of the failure. The amounts of these costs are 
enormous and should be avoided whenever possible. The early prediction of failure also 
has important implications for the public policies (Hamer, 1983). Since business failure 
may indicate misallocation of resources, early detection and reallocation of these 
resources would increase the general social welfare (Hamer). The early discovery of 
financial distress and the use of preventive measures are preferable to protection under 
bankruptcy law (Aziz & Dar, 2006).
Second, when failure is unavoidable, these prediction models enable the management 
to quickly take an alternative strategy (e.g., merger, liquidation, reorganization). If  the 
model indicates that failure is inevitable, the firm’s creditors and stockholders may be 
better off if  a merger with a stronger enterprise is negotiated before the ultimate failure 
(Altman, 1968). Moulton and Thomas (1993) found that when bankruptcy filing is 
necessary, accelerated filing is preferable to delayed filing for the interests of both 
debtors and creditors. These models allow firms to accelerate the timing of bankruptcy 
filing without further impairment of value (Hamer, 1983).
Third, these models can be useful in assisting loan officers of financial institutions 
and investors with evaluation of the firms (Ahn et al., 2000). For the evaluation of loan 
extensions, loan officers investigate many factors, such as past loan experience, personal 
knowledge of the client, and financial data (Ahn et al). Failure prediction models may 
assist the loan officers with decision making by providing insights into a company’s 
financial condition not directly observable from the analysis of individual financial 
variables (Theodossiou, 1991). Prior to finalizing their investment decisions, investors 
may count on these models to measure a firm’s risk of failure (Theodossiou).
It is clear that well-designed failure prediction models have important contributions. 
Practically, these models reduce economic losses to management, stockholders, 
employees, and others by providing a pre-warning to these stakeholders (Wu, 2004). An 
effective failure prediction model will allow these stakeholders to take preventive actions 
and shorten the length of time in which losses are incurred (Wu). These models also help 
the hospitality industry reduce such financial losses and lower business failure rates, thus 
lowering the perceived risk of investing in hospitality firms. As a result, potential 
investors’ required rate of return on these investments will decrease and this will 
eventually lead to increases in the value of these firms for existing shareholders.
To this date, ANNs have never been explored in hospitality research for failure 
prediction. Academically, this study will enrich the hospitality failure prediction literature 
by contributing an empirical piece of research with the latest failure prediction technique. 
By comparing the classification accuracy o f the two models, logit analysis and ANNs, 
this study will empirically test the competency of these models in predicting firm failure 
from the perspective of the hospitality industry.
Definitions of Terms
Accounts receivable turnover ratio -  An efficiency ratio that assesses how quickly a firm 
collects its accounts receivable. It is computed by dividing net credit sales by average 
accounts receivable.
Artificial Intelligence (Al) -  A set of software tools that enables computers to think like 
humans to solve problems. These tools enable computers to learn and refine knowledge 
gained from experience, and solve real-world problems following human reasoning skills.
Artificial Neural Networks (ANNs) -  Also known as Neural Networks (NNs). Networks 
o f neurons that are connected through synapses or weights. Each neuron performs a 
simple calculation that is a function of the activations of the neurons that are connected to 
it. Through feedback mechanisms, the network as a whole is capable o f performing 
extremely complicated tasks, including universal computation and universal 
approximation.
Business failure -  An inability o f a firm to meet its obligations when they are due. Based 
on its severity, it can be categorized into economic failure, insolvency, or bankruptcy. 
Convergence -  A model’s in-sample performance.
Current ratio tCR) -  A liquidity ratio that evaluates the ability of a firm in using its liquid 
assets to cover short term obligations. It can be computed by dividing current assets by 
current liabilities.
Debt ratio -  A leverage ratio that indicates what proportion of debt a company has 
relative to its assets. It can be computed by dividing total debts by total assets.
Earnings Before Interest. Taxes. Depreciation and Amortization (EBITDA) to Current 
Liabilities (CLf -  A liquidity ratio calculated by dividing EBITDA by CL.
Earnings Before Interest, Taxes. Depreciation and Amortization fEBITDAf to Total 
Liabilities (TL) -  A solvency ratio which can be obtained by dividing EBITDA by TL 
Economic failure -  Refers to a situation that a firm's costs exceed its revenues. For the 
purpose of this study, economic failure is defined as firms having negative net income for 
three consecutive years.
Efficiencv ratios -  A set o f financial ratios used to determine a firm’s productivity for a 
given level of inputs.
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Epoch -  One complete presentation of the training set to the network during training. 
Fixed assets turnover ratio - An efficiency ratio that evaluates how well the business is 
using its fixed assets to generate sales. It is obtained by dividing total sales by fixed 
assets.
Input layer -  Neurons whose inputs are fed from the outside world.
Interest coverage ratio -  A solvency ratio that determines how easily a company can pay 
interest on its outstanding debt. The ratio is obtained by dividing a company's earnings 
before interest and taxes (EBIT) by the company's interest expenses of the same period. 
Inventory turnover ratio -  An efficiency ratio that represents the number of times that the 
inventory is turned over during the period under consideration. It is calculated by 
dividing cost of sales by average inventory.
Laver -  A group of neurons that have a specific function and are processed as a whole. 
Learning algorithms -  Supervised or unsupervised. Refers to an adaptation process 
whereby weights of neural network’s, classifier strengths, or some other set of adjustable 
parameters are automatically modified so that some objective is more readily achieved. 
Leverage ratios -  A set of financial ratios used to assess the extent to which a firm is 
relying upon borrowed funds.
Liquidity ratios -  A set of financial ratios used to measure the ability o f the establishment 
to meet its current short-term obligations.
Neuron/ Node -  A simple linear or non-linear computing element that accepts one or 
more inputs, computes a function thereof, and may direct the result to one or more other 
neurons.
Pattern recognition -  The act of identifying patterns within previously learned data.
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Perceptron -  An artificial neural network that is capable of simple pattern recognition and 
classification tasks. It is composed o f three layers where signals only pass forward from 
nodes in the input layer to nodes in the hidden layer and finally out to the output layer. 
Profitability ratios -  A set of financial ratios used to reflect the overall effectiveness of 
management in producing the returns on sales and investment.
Quick ratio (OR) -  A liquidity ratio that is a more refined version of the current ratio. It is 
calculated by dividing quick assets by current liabilities.
Sigmoid fimction -  An S-shaped function that is often used as an activation function in a 
neural network.
Solvency ratios -  A set of financial ratios used to evaluate the ability o f the enterprise to 
meet its long-term debt obligations. They measure the degree of indebtedness and the 
ability of paying off debt interest and principal.
Synapses. Weights. Connectivities -  Coefficients of the neural network model.
Total assets turnover ratio -  An efficiency ratio that measures how efficiently a company 
uses its assets to generate sales. It is calculated by dividing total sales by total assets to 
determine the number o f times each dollar o f assets becomes a dollar o f sales during the 
period.
Organization of the Study 
This study empirically investigates business failures in the U.S. and Korean 
hospitality industry using logit analysis and artificial neural networks. Chapter 1 provides 
a background of the study with the purpose, contributions, and significance of the 
findings. The definitions of used terms are also summarized. Chapter 2 extensively
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reviews the literature on business failure studies and various business failure prediction 
techniques. Chapter 3 discusses the data, variables, and research methodologies used in 
this study. Chapter 4 reports findings of the empirical investigation and analyzes the 
results. Finally, Chapter 5 concludes the study, discusses the implications of the results 
and the limitations o f the study. This chapter also provides suggestions for future research.
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CHAPTER 2
LITERATURE REVIEW 
Introduction
This chapter will provide a thorough background of previous failure prediction 
studies and a variety o f techniques used in these studies. An overview o f traditional 
statistical models and artificial intelligence techniques are presented. Logit analysis and 
artificial neural network models employed in this study will be discussed individually, in 
depth. The literature review also includes a summary of financial ratios that have been 
found useful in previous business failure prediction studies.
Business Failure Definitions
A plethora o f studies investigated failures of individual firms throughout the last 40 
years. While the majority of these studies attempted to identify factors that can be used to 
predict failure with a reasonable level of accuracy, the definition o f failure differs from 
one study to another. In business failure studies, it is well-known that defining the term 
“failure” is one of the most difficult tasks.
The definition of business failure varies across different studies depending on purpose 
and scope of studies or on specific interest or condition o f the firms under examination 
(Dimitras et al., 1996; Gu, 2002). The term “business failure” is both an emotive subject 
and an ambiguous definitional problem (Storey, Keasey, Watson, & Wynarczyk, 1990).
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In general, a firm is considered to be failed if it is unable to continue its normal 
operations. Dimitras et al. (1996) insisted that a firm that cannot pay lenders, preferred 
stock shareholders, or suppliers, is unable to continue its operation and therefore should 
be classified as failed. Lensberg et al. (2006) also defined failure as the inability of a firm 
to obtain sufficient resources to continue its normal operations. They listed factors like 
high costs, low sales, and poor financial management as causes of economic distress.
A diverse set of definitions have emerged to explain “failure” from a financial 
perspective as well. These include negative net worth, non-payment of creditors, bond 
defaults, inability to pay debts, over-drawn bank accounts, omission o f preferred 
dividends, receivership, etc. (Karels & Prakash, 1987). Table 1 illustrates some of the 
failure definitions that have been used in previous U.S. business failure studies.
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Table 1
Definitions o f  Business Failure
Study Definition
Ulmer & Neilsen Failed firms are those that are disposed o f with losses, in order to
(1947) avoid further losses. This includes bankruptcies.
Beaver (1966) A business defaulting on interest payments on its debt, 
overdrawing its bank account or declaring bankruptcy.
Altman (1968) Firms that filed a bankruptcy petition under Chapter 10 of the 
National Bankruptcy Act.
Altman (1969) A firm has failed if  its return on capital is significantly and 
consistently lower than that obtainable on similar investments.
Blum (1969) Entrance into a bankruptcy proceeding or an explicit agreement 
with creditors which reduced the debts of the company.
Deakin (1972) Firms which experienced bankruptcy insolvency or were liquidated 
for the benefit of creditors.
Elam (1975) One o f the following actions: (1) filed for reorganization under 
Chapter 11 of the Federal Bankruptcy Act; (2) filed for 
reorganization under Chapter 10 of the Federal Bankruptcy Act;
(3) voted in a stockholders’ meeting to file either under Chapter 10 
or 11; (4) reached agreement with creditors to reduce firm’s 
liabilities at a loss to the creditors.
Taffler & Tisshaw Entry into receivership, creditors’ voluntary liquidation.
(1977) compulsory winding up by order o f the court, or government action 
undertaken as an alternative.
Taffler (1982) Failure was defined as receivership, voluntary liquidation, winding 
up by court order or equivalent.
Olsen, Bellas, & Firms with a cumulative negative cash flow for six consecutive
Kish (1983) months.
Storey et al. Business failure occurs when a business ceased trading and when it
(1990) has no likelihood of restarting.
Kwansa & Parsa Companies which had filed for bankruptcy under Chapter 11 of the
(1991) Bankruptcy Code.
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Table 1 (Continued).
Study Definition
Laitinen (1991)
Cho(1994)
Dim and 
Bradstreet
(1994)
Altman et al.
(1995)
Dimitras et al.
(1996)
Lussier & Pfeiffer 
(2000)
Gu (2002)
Charitou et al. 
(2004)
Bose & Pal 
(2006)
Chi & Tang 
(2006)
Lensberg et al. 
(2006)__________
The inability of the firm to pay its financial obligations when they 
come due.
Firms with 3 or more years of consecutive negative net income.
Filing for bankruptcy protection, liquidation, or other closing of a 
firm's operations that involves loss to creditors.
Technical insolvency (the credit o f a company is no longer 
accepted) or liquidation -  whichever comes first.
The situation that a firm cannot pay lenders, preferred stock 
shareholders, suppliers, etc., or a bill is overdrawn or the firm is 
bankrupt according to the law.
Not having made a profit for the previous three years.
Firms that filed for Chapter 11 o f the Bankruptcy Code.
Legalistically insolvent firms that take one of the three most 
common routes: administration, receivership and liquidation.
A firm is considered to have failed if it is currently trading at a 
price below one cent.
Bankruptcy of a firm.
Economic discontinuity of a firm.
Tavlin, Moncarz, and Dumont (1989) categorized business failure into three types 
based on its severity, namely economic failure, technical insolvency, and bankruptcy. 
The least severe one is economic failure that occurs when a firm’s expenses exceed its 
revenues or when the internal rate of return on its investments is less than the company’s
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cost of capital. Technical insolvency takes place when a company is unable to pay its 
obligations. In other words, this is a situation in which a firm does not have adequate 
liquidity to pay off its debts. The most severe type o f business failure is bankruptcy. 
Bankruptcy occurs when a firm has negative net worth and leads to the legal process of 
reorganization or dissolution.
More recent study by Bongini, Ferri, and Hahm (2000) supports the previous 
assertions that not all financially distressed firms end up in bankruptcy. They necessitate 
the distinction among economic failure, insolvency, and bankruptcy (Table 2).
Table 2
Types o f  Business Failures
Term Definition
Economic Failure Occurs when a firm’s expenses exceed its revenues or the 
realized rate o f return on invested capital is significantly 
lower than prevailing rates on similar investment.
Insolvency Occurs when a company cannot meet the legally 
enforceable demand of its creditors and fails to pay its 
obligations.
Bankruptcy Occurs when a company's liabilities are greater than the 
fair market valuation of its assets, indicating negative real 
net worth.
As shovm in Table 2, failure does not always result in the reorganization or dissolution of 
a business. Bongini et al. (2000) revealed that there exists an entire range of possibilities 
between these categories, which may be temporary and fixable if  corrective actions are 
taken in time. Johnsen and Melicher (1994) also pointed out that bankruptcy represents 
only an extreme result of business failure. They described financial distress as a
18
continuum ranging from being “financially weak” to “bankrupt,” with the possibility of 
various degree o f financial weakness. More recently, Lensberg et al. (2006) insisted that 
bankruptcy is just one of many possible outcomes from the economic distress o f a firm. 
They further stated that other outcomes of economic distress may include dissolution, 
liquidation, merger, restructuring or even continued operation.
From the previous literature, it is clear that economic failure, which is the least severe 
type of failure, occurs when a firm’s expenses exceed its revenues or when a firm ends up 
with negative net income. In this study of business failure, economic failure of hospitality 
firms was adopted as the definition of failure. Taking the cue from Cho’s study (1994), 
business failure in this study is defined as three or more years o f successive negative net 
income. In a failure prediction study of small Croatian firms, Lussier and Pfeiffer (2000) 
also defined failure as firms having loss for three consecutive years.
Previous Studies in Business Failure Prediction 
A substantial amount of effort has been devoted to the prediction o f business failure 
during the last four decades. Numerous studies developed models for classifying and 
predicting business failures. In general, these failure prediction models have progressed 
from univariate financial ratio analysis to multivariate models and from discriminant 
models to logit models that offer an opportunity to estimate the probability of failure 
under less restrictive statistical assumptions.
Several statistical classifiers have also been developed for the prediction of business 
failure. Earlier studies mainly utilized methods such as univariate statistical methods, 
discriminant analysis, linear probability models, and logit and probit analysis for failure
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classification problems (Ahn et al., 2000). Recently, a number of studies have 
demonstrated that artificial intelligence approaches such as rough sets, neural networks, 
and genetic algorithms can substitute the traditional statistical methodologies for 
classification problems (Shin & Lee, 2002). This is mainly because these newer models 
are less vulnerable to the assumptions required by traditional statistical methods. These 
models have become more and more sophisticated, requiring advanced technical 
expertise and resources in their development, understanding and implementation 
(Neophytou & Molinero, 2004).
Studies relating the behavior of financial ratios to business failures have now been 
with us for more than half a century. Most of these studies showed either a systematic 
difference between the ratios o f failed and non-failed firms or a steady deterioration over 
time in the ratios of firms that eventually failed (Dimitras et al., 1996). Probably the two 
most influential studies were conducted by Beaver (1966) and Altman (1968). Both 
developed failure prediction models that have been duplicated and improved for many 
different types o f industries in a number o f different foreign environments (Altman, 
1984).
Beaver (1966) was one of the first to point out that the financial ratio structures of 
failing companies differ from those of healthy companies, and that this information can 
be used to classify firms as being healthy or at risk. In an extensive research study, he 
used financial ratios to predict business failure. The study included a sample of 79 
relatively large firms that failed during the 1954-1964 period. He employed paired 
sample design in which for each failed firm, a healthy firm of the same industry and 
approximately same asset size was selected. These samples were used to test the
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predictive ability o f  30 financial ratios. The five most powerful predictive ratios found 
were cash flow to total debt, net income to total assets, total debt to total assets, working 
capital to total assets, and current assets to current liabilities ratio. He further found that 
the cash flow to total debt ratio was the best classifier. Beaver’s work was a type of 
univariate analysis that dealt with one ratio at a time. Observed evidence for five years 
prior to failure indicated that ratio analysis could be useful in the prediction o f failure.
Beaver’s work (1966) was extended by Altman (1968). While Beaver used a 
univariate analysis to determine the predictive ability of individual financial ratios, 
Altman employed a multivariate analysis to develop the failure prediction model. Altman 
was the first to apply the technique known as discriminant analysis to the failure 
classification problem. Discriminant analysis was used to develop a multivariate model 
that analyzes a firm’s failure potential by simultaneously combining a number of selected 
variables. Although individual financial performance indicators measure certain 
important aspects of the firm’s performance, the discriminant analysis is a means of 
capturing the information provided by individual indicators into one composite score.
Based on the assumption that failing firms exhibit financial ratios that are 
significantly different from those of healthy firms, Altman (1968) used discriminant 
scores to distinguish between failed and non-failed firms. Altman also utilized a paired 
sample design, which incorporated 33 pairs of manufacturing companies. The pairing 
criterion were size and industrial classification. Using multivariate discriminant analysis 
(MDA), Altman established his bankruptcy prediction model which incorporated five 
financial ratios from an initial list o f 22 variables. These five financial ratios were; 
working capital to total assets, retained earnings to total assets, earnings before interest
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and tax (EBIT) to total assets, market value of equity to par value of debt, and sales to 
total assets. The predictive ability of the model was 95% on the original sample and 79% 
on the hold-out sample one year prior to the respective failures. It was evident that as the 
lead time increased, the relative predictive ability o f the model decreased.
Ohlson (1980) was among the first to employ logistic regression analysis to predict 
company failure. The study sample included 105 failed U.S. companies in the 1970-1976 
periods. For the non-failed sample, each of 2,058 non-failed companies contributed one 
year of data to derive the logistic function. Three models were developed from the study. 
The first one predicted failure within one year, the second one predicted failure within 
two years if  the firm did not fail in the first year, and the third one predicted failure in one 
or two years. Classification errors were assessed using the same set o f data from which 
the models were estimated. The misclassification rates for the first model were 17.4% for 
the non-failed companies and 12.4% for the failed companies in the year prior to the 
failure. These rates were somewhat higher than those achieved by previous discriminant 
analysis studies.
Zavgren (1985) also attempted to develop a model for corporate failure using logistic 
analysis. The sample included 45 failed companies matched with 45 non-failed 
companies on the basis o f industry type and asset size. Utilizing a logit model, the total 
classification error rates for the original derivative sample were 18% prior to one year,
17% prior to two years, 28% prior to three years, and 20% prior to four years. For a hold­
out sample, 16 pairs o f failed and non-failed companies were used. The various models, 
for one to five years prior to the actual failure, achieved an average error rate o f 31%.
The study found that quick ratio is important for short-term prediction of failure, while
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efficiency ratios such as asset turnover, receivables turnover and inventory turnover, are 
important for long-term predictions.
Dimitras et al. (1996) extensively reviewed a total of 47 published journal articles that 
developed failure prediction models between 1932 and 1994. Their study revealed that a 
failure prediction is a field of worldwide interest, and compiled a comprehensive survey 
of literature on business failures. These 47 articles presented a total of 59 failure 
prediction models. Dimitras et al. found that the primarily employed methods for failure 
prediction were discriminant analysis and logit analysis. Discriminant analysis was used 
the most frequently in developing failure prediction models (used for 26 out o f 59 
models) followed by logit analysis (used for 15 out o f 59 models) and linear probability 
models (used for 6 out o f 59 models). Since the 1980’s, however, a majority of 
researchers have utilized a variety of newer methods due to the limitations of 
discriminant analysis. Their review further revealed that the most important financial 
ratios in business failure studies came from the solvency category.
While the study by Dimitras et al. (1996) provided useful insights into business 
failure studies and failure prediction models, an update was necessary with more recent 
developments in failure prediction literature. As a response to this need, Ravi Kumar and 
Ravi (2007) presented a comprehensive survey of the failure prediction studies published 
during the 1968-2005 period. These studies are published in a variety of journals 
specialized in accounting, finance, operational research, expert systems and decision 
support systems, and utilized various statistical and artificial intelligence techniques to 
solve the bankruptcy prediction problems. A major difference between the studies by 
Dimitras et al. and Ravi Kumar and Ravi was the methodologies used in developing the
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models for failure prediction. While the traditional statistical techniques, such as MDA 
and logit analysis, were the preferred methods for model development in earlier studies, 
artificial intelligence techniques, such as neural networks and rough sets, seem to 
dominate more recent studies. Ravi Kumar and Ravi further revealed that in most cases, 
neural network approach outperformed the statistical techniques whenever comparisons 
were made between these two techniques. Based on the extensive review, they concluded 
that statistical techniques in stand-alone mode are no longer employed to develop failure 
prediction models and among the stand-alone intelligence techniques, neural networks 
were the most frequently used approach.
Previous Business Failure Studies in the Hospitality Industry 
Previous failure prediction studies have developed models using combined samples of 
companies from manufacturing, wholesale, retail, banking, and other non-fmancial 
industries. Recent literature regarding failure prediction models, however, questions the 
use o f such mixed industry samples. Brigham and Gapenski (1994) questioned whether it 
was logical to assume that the financial characteristics of a failed or non-failed firm in 
one industry were the same as those of a failed or non-failed firm in another industry.
They suggested that failure prediction studies should use an industry-specific sample. 
Industry-specific failure prediction studies have been conducted in the railroad, banking, 
brokerage, and manufacturing industries. However, there are only a few industry-specific 
studies in the hospitality industry despite the recognition that this industry is highly 
vulnerable to failure.
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According to Dun and Bradstreet (1994), two-thirds of retail and service businesses in 
the United States do not remain in existence past their first five years. One o f the most 
important reasons for the high business failure in these sectors is the low barriers to entry, 
permitting inefficient operators who are lacking skill, experience and capital, to enter the 
business (McQueen, 1989). Boer (1992) mentioned that undercapitalization is an 
influential factor in business failure in the hospitality industry. Although he provides little 
analysis to validate this particular finding, it is reasonable to believe that an industry with 
comparatively high investment in fixed assets will be likely to have a high breakeven 
point and consequently a smaller margin o f safety. The persistently high bankruptcy rate 
in the hospitality industry deserves a thorough investigation, and models capable of 
predicting failure with reasonably high accuracy are needed (Gu, 2002).
For the hospitality industry, there are several published business failure prediction 
studies. Olsen et al. (1983) made the first attempt to predict business failures in the 
restaurant industry. Utilizing a univariate approach, they attempted to identify predictors 
of failure for food service operations. They used a graph analysis of financial ratios 
instead of sophisticated models. While a major benefit of their analysis is its easy 
application in a real-life situation, the key limitations are the limited sample size -  7 
failed and 12 non-failed operations -  and the lack o f sophisticated statistical analysis. The 
implication is that some ratios have better discriminating ability than others, and a 
statistical model, such as MDA, could be a good complement to an unsophisticated 
univariate ratio analysis for restaurant bankruptcy prediction.
Kwansa and Parsa (1991) also developed a failure prediction model for restaurant 
companies. Instead of using a discriminant analysis, they utilized an event approach to
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identify events in the bankruptcy process, which characterized restaurant companies that 
eventually filed for bankruptcy. Their research found a number o f events that were 
unique to the bankrupt restaurant companies:
• Net losses
• Management turnover
• Loan default
• Credit accommodation
• Royalty default
• Decline in unit sales
• Renegotiation of franchise contracts
A major limitation in this study is that the event approach to bankruptcy is an ex post 
facto research design whose purpose was not to predict bankruptcy but to determine the 
characteristics of the bankrupt firms. Although this methodology does not discriminate 
between failing and non-failing firms, it compares the two groups based on the 
characteristics common to failing firms, which are absent in the non-failing group.
Cho’s study (1994) extensively investigated business failure in the hospitality 
industry. Defining failure as a firm with three or more years of negative net income in a 
row, he developed logit models for predicting restaurant and hotel failures, respectively. 
In his study, the two-variable restaurant model achieved in-sample classification accuracy 
rate of 91% one year prior to failure while the one-variable hotel model classified 92% of
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the sample firms correctly. Most o f the sample firms used to develop the models were 
restaurants with negative net income rather than bankrupt firms.
Gu and Gao (2000) found from their study that it is possible to predict business 
failure of hospitality firms fairly accurately by using financial ratios and MDA. Defining 
failure as the bankruptcy of a firm, they attempted to develop a failure prediction model 
for hospitality firms using a combined sample of hotels and restaurants that went 
bankrupt between 1987and 1996. They initially selected 14 financial ratios representing 
liquidity, solvency, profitability, and efficiency of a sample firm, as candidate variables. 
With significance level set at 0.10, five financial ratios -  total liabilities to total assets, 
EBIT to current liabilities, gross profit margin, long-term liabilities to total assets, and 
sales to fixed assets -  were selected and incorporated into the final model. The estimated 
model achieved 93% accuracy in classifying the in-sample firms into bankrupt and non­
bankrupt firms, one year prior to bankruptcy.
Gu (2002) analyzed bankruptcy in the restaurant industry using the MDA model. He 
selected 12 financial ratios representing liquidity, solvency, profitability, and efficiency 
as candidate variables for developing a MDA model. Out of these 12 ratios, earnings 
before interest, tax, depreciation and amortization (EBITDA) to total liabilities and total 
liabilities to total assets were identified as the best classifiers and incorporated into the 
final model. One year prior to bankruptcy, the model developed in his study achieved a 
92% accuracy rate in classifying the in-sample firms into bankrupt and non-bankrupt 
groups. The results o f his study suggest that restaurant firms with low operating income 
and high debt have higher possibility of going bankrupt. The implication for restaurant
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management is that they should adopt a earefiil growth strategy along with less debt 
financing and tighter cost control in order to prevent the failure.
Kim and Gu (2006b) followed up Gu’s study (2002) that analyzed bankruptcy of 
restaurant companies. Using the same data set from Gu’s earlier study, they developed a 
logit model and compared its predictive ability with that of the MDA. Employing forward 
stepwise logistic regression, two financial ratios -  total liabilities to total assets and EBIT 
to total liabilities -  were selected as the best discriminators and incorporated into the final 
model. The findings indicated that the developed logit model achieved a prediction 
accuracy of 94% for in-sample firms and 93% for hold-out firms. Gu’s earlier MDA 
model aehieved 92% accuracy rate on in-sample firms and 93% accuracy rate on hold-out 
firms. From these results, it is clear that both models are equally effective in bankmptcy 
prediction. These findings are not surprising as it is well-knovm that MDA and logit 
models produce very similar elassification results (Lo, 1986).
Previous Business Failure Studies in South Korea
While a majority o f business failure prediction studies have been conducted on U.S. 
based firms, there have been at least a few dozens of studies performed with international 
perspectives (Altman et al., 1995). The most important requirement for any failure 
prediction study is the availability of financial data on failed firms. With the increasing 
occurrences of business failures in many parts of the world, along with a global trend of 
firms moving toward privatization, the study of business failure prediction is of 
increasing importanee (Altman et al.).
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The Korean economy has been growing at a significant rate since the aftermath of 
Korean War in the 1950s, and business failure was not considered as a major problem 
until recently. When the Asian financial crisis hit the country in 1997, the South Korean 
economy had to face severe difficulties such as the currency crisis, soaring 
unemployment rates, and bankruptcies of business firms. The fact that a majority of 
Korean firms were heavily leveraged, perhaps the most heavily leveraged in the world, 
made it harder for firms to overcome this crisis (Choi, Hino, Min, & Oh, 1983). As a 
result, numerous firms went bankrupt. According to Altman et al. (1995), there has 
always been a possibility o f increase in business failure in the Korean economy, as 
failures are always present in a country with such a huge recent growth rate and a high 
level of debts. As a means to overcome this crisis, the Korean government has focused on 
the systematic structural reform of the entire economy and tried to maintain stable growth 
rates (Bank of Korea, 2006). With the help from the International Monetary Funds (IMF) 
and individual and corporate firms, the Korean economy overcame the post-crisis 
recession and started to recover rapidly by 2002 (Bank of Korea). While the overall 
Korean economy has rebounded successfully, some industries still remain vulnerable to 
failures. The Korean hospitality industry is one of such industries.
There are only a few studies conducted on business failures o f Korean companies. In 
a study of business firm failures, Lee and Oh (1990) utilized two computerized 
procedures -  recursive partitioning analysis and analog concept learning system -  a class 
of an artificial intelligence technique. Based on a sample o f 51 failed Korean firms during 
1984-1988 periods and a paired sample of 115 non-failed firms, they found that recursive 
partitioning analysis was a superior technique. The main criterion they considered while
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evaluating the effectiveness of each technique were the prior probabilities o f bankruptcy 
and the estimates o f misclassification costs. Their study focused primarily on the 
discussion of these two techniques, rather than the financial ratios used or the explanatory 
power of the model.
Altman et al. (1995) carried out a study to test a distress classification model for 
Korean companies. Their sample consisted of 34 failed firms from 1990 to 1993 and a 
control sample of 61 non-failed firms. Two different models were developed, one was 
only for publie firms and the other was applieable to both publie and private firms. 
Following the well-established paired sample methodology, they initially attempted to 
use industry, year o f failure, and asset size of the firms as criterion for matching samples. 
During this process, however, they noticed that asset variable was extremely hard to 
control as it differed greatly between the groups. As a result, they decided to incorporate 
a larger sample of non-failed firms without stratification by asset size. Out of 20 initially- 
selected financial ratios, they included four variables -  total assets, sales to total assets, 
retained earnings to total assets, and book value o f equity to total liabilities ratio -  in the 
final models. Both models demonstrated excellent classification rates in the first two 
years prior to distress with 89.36% and 93.10% aecuracy, respeetively. They concluded 
that the use o f a failure predietion model may be more effeetive for U.S. firms than for 
Korean firms. This is because some distressed Korean firms demonstrated unexpeeted 
behaviors such as raising the equity capital and continuing to grow in size as late as a 
year or two prior to distress.
Lee (1998) attempted to address the failure of the overall business sector in South 
Korea. Based on the review of literature and seeondary data, he identified two key
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elements that have contributed to the failure of the business sector. The first one was the 
lack of effective corporate governance mechanisms that failed to prevent business firms 
from engaging in wrong investment activities. The second one was the govemment-led 
credit allocation policy that excessively encouraged business firms to make more 
investments using borrowed funds. While his study enriched the business failure 
prediction literature in Korea, his main interest focused on the causes of business failure 
from macro-perspectives.
Nam and Jinn (2000) empirically investigated the predictive ability o f a business 
failure prediction model using a sample of 46 companies that went bankrupt during the 
1997-1998 periods when the deep recession driven by the IMF crisis started in Korea. 
The companies they studied were from a variety o f industries with assets ranging from 
^3 9  billion ($32.5 million) to *6,945 billion ($4.18 billion). They used logit analysis to 
develop the business failure predictibn model. Out o f 33 candidate variables, three 
financial ratios were identified as significant predictors o f corporate bankruptcy. These 
three variables were;
• Financial expenses to sales
• (Net income + depreciation + financial expenses) to (total borrowings + bonds 
payable + financial expenses)
• Receivables turnover
The results o f this study indicated that these three variables had a high degree of 
explanatory power in identifying financially solvent or insolvent firms. The developed
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model demonstrated reasonable prediction accuracy and robustness, w ith the Type I 
accuracy at 80.4% and the Type II accuracy at 73.9%. This study further revealed that 
most of the firms that went bankrupt during the Korean economic crisis from 1997 to 
1998 had shown signs o f financial distress long before the crisis. The model developed 
on data from 1991 to 1996 showed that the prediction accuracy remained consistent as 
the time prior to bankruptcy increased. Based on the findings, it is clear that the IMF 
crisis was not just a temporary foreign exchange crisis, rather a result from poor 
performance o f Korean firms over a long period.
A more recent study by Lee, Booth, and Alam (2005) compared predictive accuracy 
and effectiveness of four different classification techniques, namely, backpropagation 
neural network (supervised), Kohonen self-organizing neural network (unsupervised), 
quadratic discriminant analysis and logistic regression analysis. Their sample included 84 
Korean firms that filed for bankruptcy during 1995-1998, matched by 84 non-failed firms. 
They tested these four techniques on four different subsets o f data, created by a four-fold 
cross validation technique, using two and three years of data prior to bankruptcy, 
respectively. Summary o f performance results indicated that the backpropagation neural 
network was the most accurate model demonstrating the best classification accuracy 
followed by logistic regression, Kohonen self-organizing neural network and 
discriminant analysis. The findings o f this study are especially meaningful because the 
neural network models consistently outperformed the logit model, even with the small 
sample size.
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Business Failure Prediction Models
Since business failure prediction became a field o f study with worldwide interest, 
researchers introduced a variety of failure prediction models based on a wide range of 
methodologies (Dimitras et al., 1996). Different assumptions, requirements, and 
reliability needs have necessitated researchers to use more sophisticated methods that are 
already applied to other scientific fields such as biology, computer science, genetics, 
linguistics and engineering.
Prior studies in the context of bankruptcy prediction evolve from the univariate linear 
model to multivariate analysis and from parametric models (conventional statistical 
models) to non-parametric models (artificial intelligence models) that are distribution- 
free techniques offering an opportunity to estimate the probability o f failure under less 
restrictive statistical assumptions. Each technique has its own assumptions and different 
contributions to the field of business failure. The basic assumption is that firms can 
generally be split into two groups, the group of failing and the group of non-failing firms. 
As a result, firms are characterized by a variable such that (Zopounidis, 1987);
Yi= 0 if  the i-th firm is non-failed, (1)
1 if  the i-th firm is failed.
Because of the general acceptance of the two group classification, the interest has been 
mainly focused on dichotomous classification methods (Dimitras et ah, 1996).
Earlier studies mainly utilized statistical methods such as MDA, linear probability 
models, and logit and probit analysis for business classification problems (Ahn et ah.
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2000). Recently, however, numerous studies have showed that artificial intelligence 
techniques such as neural networks can be an alternative model for classification 
problems to which traditional statistical methods have long been applied (Shin & Lee, 
2002).
Wu, Lee, and Tan (2006) categorized classification techniques into two types: 
statistical learning and machine learning. Machine learning is a class of non-parametric 
computational intelligence techniques, which is free from restrictive assumptions 
associated with various statistical methods. Development of methodology in business 
failure prediction displays a movement from conventional statistical models to machine 
learning techniques (Wu et al., 2006).
Conventional Statistical Models
Prediction o f business failure using historical data and statistical tools has been well 
documented. These traditional statistical methods, however, have some restrictive 
assumptions such as linearity, normality, and independence among input variables 
(Deakin, 1972). Conventional statistical methods also require certain underlying data 
distributions (Liang, Chandler, & Han, 1990) and assume that the future will be exactly 
like the past except for those variables incorporated in the final prediction model (Kuo & 
Reitsch, 1995). Considering that the violation o f these assumptions commonly occurs 
with financial data, results obtained from these methods may be questioned for 
effectiveness and validity (Lâcher, Coats, Sharma, & Pant, 1995; Shin & Lee, 2002).
The two most frequently used statistical techniques in failure prediction modeling 
studies are MDA and logit analysis. While both MDA and logit provide reliable results
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for classifying samples o f firms as failed or healthy, they suffer some limitations 
(Etheridge, Sriram, & Hsu, 2000). These traditional approaehes require the data to be 
multivariate normal and to have equal varitmce-ccvarianee matrices, or that there be a 
log-linear relationship among the independent variables (Etheridge et al., 2000). Real 
world data, however, often do not hold these assumptions. Whenever one o f these 
assumptions is violated, it degrades the performance of MDA and logit model, inereases 
the misclassifieation errors, and raises questions about their reliability (Etheridge et al.). 
Univariate Analysis
Univariate analysis was the first statistieal technique used to discriminate between 
failed and non-failed firms (Dimitras et al., 1996). Many of the early applications of 
financial ratios to the predietion of business failure were univariate in nature (Laeher et 
al., 1995). Using the univariate method, the financial ratios were eomputed for both failed 
and non-failed eompanies and a eut-off seore that maximizes the diserimination 
capability was determined for each ratio (Dimitras et al.).
Beaver (1966) was the first to introduee the univariate analysis in developing failure 
prediction models using financial ratios of sample firms. He examined the predictive 
ability of ratios one at a time. His results indicated that the ratio distribution of failed 
firms was noticeably different from that of non-failed firms. Throughout the observed 
five years, the distribution appeared to be stable for non-failed firms while for the failed 
firms, the distribution showed visible deterioration as failure approached. In his study, the 
univariate analysis demonstrated good predietive ability and opened a new venue for the 
subsequent studies.
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While the univariate analysis allows easy applieation in aetual situations without 
cumbersome statistical analysis (Olsen et al., 1983), this method has reeeived more 
eritieism than any other methods in the contemporary failure predietion literature. 
Beaver’s (1966) univariate linear model has been eriticized mainly for its total 
dependence on individual ratio and exelusion of interaetion terms between the ratios. 
Altman (1968) claimed that univariate ratio analysis may lead to wrong interpretation and 
therefore may eonfiise its users. Dimitras et al. (1996) also pointed out that the univariate 
analysis makes it difficult to obtain clear results when different ratios provide eonflieting 
predietions for a firm. The use of a single ratio eannot aceurately deseribe the financial 
status o f a whole firm as one single ratio is not a reliable instrument to detect financial 
distress in a firm (Edmister, 1972; Laeher et al., 1995). As a result, researehers began to 
use multivariate statistical methods and incorporated more than one variable to 
predietions, in attempts to improve elassifieation results (Dimitras et al.). They eonfirmed 
that ratios used in eombination seemed to work better (Laeher et ah).
Multivariate Discriminant Analysis (MDA)
MDA is a statistical technique used mainly for elassifieation problems where the 
dependent variable appears in qualitative form, e.g., failed or non-failed (Altman, 1968). 
Based on the observation’s individual eharaeteristies, MDA elassifies an observation into 
one o f several a priori groupings (Neophytou & Molinero, 2004). With an established 
history of aeeurate performanee, MDA has been the most popular teehnique used in 
failure elassifieation and predietion studies. Exeept for Beaver’s univariate study (1966), 
most of the studies on business failure predietion involve the use o f diseriminant analysis 
approach. The primary purpose o f MDA in these studies was to determine whieh ratio or
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a set o f ratios best discriminates between failed and non-failed companies. The main 
appeal of this approach is its ability to reduce a multi-dimensional problem to a single 
score (Tan & Dihardjo, 2001).
For MDA application, financial data need to be collected for each failed firm during 
several years prior to the failure and for the same period for the matching non-failed 
firms. From these data, the most commonly used ratios are computed for each company 
in each of the observed years. The ratios typically represent a firm’s liquidity, solvency, 
profitability, activity and tumover, and cash flow status (Dambolena, 1983). Models are 
then developed using MDA as it attempts to derive a linear combination of the selected 
financial ratios which best discriminates between the groups (Altman, 1968). The most 
efficient ratios are given weights used as coefficients in the models. When the models are 
applied to a company’s financial information, an overall discriminant score is obtained. 
This score is then compared to a cut-off score in order to classify the sample firms into 
groups o f expected failed companies and expected surviving companies (Zavgren, 1983).
Altman (1968) was the first to utilize MDA to develop failure prediction models. 
Using MDA, Altman attempted to determine which ratios are most important for 
bankruptcy prediction and what weights should be attached to those selected ratios.
Based on the previous literature and potential predictive ability, he initially selected 22 
financial ratios, representing liquidity, profitability, leverage, solvency, and activity 
aspects of a firm, as candidate variables. Out o f the original 22 variables, 5 ratios were 
selected as doing the best overall job together in the prediction of corporate bankruptcy. 
The rationale behind MDA approach is to identify variables that maximize between 
group differences while minimizing within group variances.
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Since Altman’s pioneering work in 1968, MDA has been the primary tool for failure 
prediction in a wide range of business areas (Laeher et al., 1995). The MDA technique 
has an advantage o f allowing its users to simultaneously analyze the entire variable 
profile of the sample firms (Altman, 1968). This is the major difference between the 
univariate analysis and the multivariate analysis. With a univariate analysis, the analyst 
can only examine the measurements used for group membership one at a time (Altman). 
Another advantage of MDA is that this method is very easy to implement and apply 
(Bose & Pal, 2006).
Although MDA has been the most frequently used method (Dimitras et al., 1996), the 
use of MDA is valid only under certain assumptions. The first assumption is that the 
financial ratios are normally distributed. MDA requires independent variables to be 
multivariate normal (Storey et ah, 1990), but this is not always the case. In a study of 
bankruptcy prediction, Deakin (1976) found that 14 out of 15 examined financial ratios 
failed to confirm to the normality assumption. Later on, Frecka and Hopwood (1983) 
examined 11 financial ratios over the 1950-1979 periods for a large population of 
manufacturing firms. Their results also indicated that 10 o f the 11 ratios significantly 
departed from normality. The second assumption is that the financial ratios of failed 
companies have the same variance-covariance structures as the financial ratios of non- 
failed companies. This is not always the case either (Richardson & Davidson, 1983). In 
failure prediction models, these two assumptions are usually not valid. The violation of 
multivariate normality may alone seriously bias the significance tests and estimated error 
rates (Laitinen, 2007).
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In summary, the MDA technique has been sharply criticized because the validity of 
its results seriously depends on the restrictive assumptions. Unfortunately, it has been 
proved that financial ratios violate most of the MDA assumptions (Laeher et al., 1995). 
When these assumptions do not hold empirically, the results obtained may be erroneous 
(Karels & Prakash, 1987). In addition, MDA does not provide any estimate of the 
associated risk of failure (Dimitras et al., 1996). The discriminant score computed by the 
model is a type of ordinal ranking and therefore interpretation of this score is o f limited 
value (Tan & Dihardjo, 2001). As a result, researchers started to reach out for models, 
such as linear probability model and logit analysis, which were able to provide a 
probability of failure.
Linear Probability Model (LPM)
Linear probability model (LPM) is a special case of regression techniques (Dimitras 
et al., 1996). LPM incorporates financial variables with explanatory power as 
independent variables and estimates regression coefficients by employing ordinary least 
squares. Once the model is developed, performance scores are computed for sample firms. 
The value of one indicates failed firms while the value of zero represents healthy firms 
(Theodossiou, 1991). These performance scores can also be interpreted as the 
probabilities of failure (Theodossiou). LPM is developed based on the assumption that 
the membership o f a sample firm can be determined by formulating a linear combination 
of the firm’s characteristics. In other words, LPM shows the probability of a firm’s 
failure as a linear function of a vector of explanatory variables (Aziz & Dar, 2006). Cut­
off values are determined to distinguish between failing and non-failing firms (Aziz & 
Dar).
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There are two major limitations in the application o f LPM (Dimitras et al., 1996). The 
first one is that the error terms are heteroskedastie and their distribution is not normal.
The second one is the difficulty of interpretation, as the predieted value o f probability ean 
lie outside the (0-1) interval. Due to these limitations, LPM is not widely used in business 
failure studies. In addition, previous studies found that the results obtained from LPM are 
identical to those from MDA (Dimitras et al.). Collins (1980) compared the effieiency of 
MDA and LPM for bankruptey predietion, and found that MDA performs just as well or 
better than LPM. Theodossiou (1991) also affirmed that it is not necessary to use both 
MDA and LPM because they are perfect substitutes for each other providing identical 
classification results.
Logit Analysis
The relaxation o f the multivariate normality assumptions and efforts to overeome the 
methodological difficulties assoeiated with MDA and LPM resulted in a shift to logistie 
regression analysis (Hamer, 1983; Wu et al., 2006). Using the maximum-likelihood 
method, logistic regression attempts to build a regression model that best describes group 
membership (Lussier, 1995). The primary advantage of the logistie regression is that it 
takes a form of a non-linear regression equation, and yet regression-type diagnosties ean 
be used to assess the quality o f the fit, the relevance of the various explanatory variables, 
and how influential individual observations are on the results (Lo, 1986).
Since the 1980’s, a number of studies developed eonditional probability models using 
logistie regression techniques in which the financial ratios o f a sample o f failed and non­
failed firms are placed in a regression formula that uses a dichotomous dependent 
variable coded either 0 (healthy) or 1 (failed) (Dimitras et al., 1996). Instead of
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classifying firms into failed or non-failed, logit analysis assigns every firm a probability 
of failure on the basis o f a linear combination of explanatory variables.
Logit analysis was first introduced for predicting bank failure (Martin, 1977) and then 
employed on business firms (Ohlson, 1980). This method provides the probability of a 
firm belonging to one o f the prescribed groups, based on the financial characteristics of 
the firm. When the model is applied to a company’s financial statements, the resulting 
dependent variable, stated between 0 and 1, represents the probability o f the company 
failing. Often a cut-off score of 0.50, halfway between the two dichotomous variables, is 
used to determine if the company should be classified as failing or non-failing (Zavgren, 
1983). The coefficient o f each variable can be interpreted as the effect o f a unit change in 
an independent variable on the probability of the group membership (Neophytou & 
Molinero, 2004). The main assumption for the logit model is that the true probabilities in 
the population are normally distributed (Neophytou & Molinero). This assumption is 
often justified by applying the central limit theorem.
Unlike MDA, logit analysis requires no assumptions about the distribution of the 
variables. While logit analysis seems preferable to MDA due to its less restrictive 
assumptions, comparative studies between the two methods have not proved significantly 
different classification accuracy for all cases and types of samples (Dimitras et al., 1996). 
For example. Press and Wilson (1978) carried out two empirical studies of classification 
problems using discriminant analysis and logistic regression. Their findings indicated that 
logistic regression outperformed discriminant analysis in both cases, but the differences 
were not statistically significant. They claimed that these two methods could be used
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interchangeably but use of logit model would be preferable whenever normality 
assumptions for discriminant analysis are violated.
A study by Hamer (1983) provided a statistically rigorous comparison of overall 
classification success using a linear discriminant model, a quadratic discriminant model, 
and a logit model. The purpose of this study was to assess the sensitivity of failure 
prediction to the use of different sets of variables and different statistical methods. The 
study included four different variable sets that were used by Altman (1968), Deakin 
(1972), Blum (1974), and Ohlson (1980), for each o f five years before bankruptcy. For 
each variable set, failure prediction models were developed using a linear discriminant 
model, a quadratic discriminant model, and a logit model. Using the chi-square statistics, 
Hamer found no statistically significant differences in overall classification accuracy 
among these methods. In conclusion, the study indicated that logit models may be 
slightly more accurate than MDA models in predicting bankruptcy. In other words, linear 
discriminant analysis and logit analysis performed comparably in the prediction of 
business failure.
Logit analysis holds a number o f advantages over MDA (Charitou et al., 2004). 
Firstly, no assumptions regarding prior probabilities o f failure and the distribution of 
financial ratios are required. Secondly, it is possible to assess the significance of the 
individual predictor variables in the model. Finally, the model computes a probability 
score, making the results more accurate and relevant. While the logit analysis appears to 
be the preferred method for failure predietion models, it has its own drawbacks as a 
probability model (Luther, 1998). First is that these probability models typically require a 
specific functional relationship between dependent variables and independent variables.
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Second, these models may compute a biased probability of failure if proportions of 
“failed” and “non-failed” firms in the sample are different from that in the actual 
population.
According to Lo (1986), discriminant analysis and logit analysis have a close 
relationship. It is, therefore, not surprising to find that the two approaches produce very 
similar classification results. A recent study also confirmed that a logit model is almost as 
efficient as a discriminant analysis model, even when all the assumptions o f MDA hold 
(Wu et al., 2006). The choice between discriminant analysis and logit analysis should 
depend mostly on the use for which the results are intended (Neophytou & Molinero, 
2004). If the decision requires only the dichotomous classification o f failing or non­
failing, then discriminant analysis may be adequate, even if the violation of statistical 
assumptions makes the evaluation of any result other than in-sample predictive accuracy 
undesirable. If the research is intended to examine the likelihood of a firm’s failure, a 
logit model would be more appropriate. Logit analysis enables its users to interpret the 
coefficient on each variable based on its importance, which is a key advantage.
Probit Analysis
Probit analysis provides classification results that are identical to those o f the logit 
analysis. Like logit, a probit model computes a score for each firm by weighting the 
independent variables and assigns every firm a probability of failure on the basis of a 
combination of these variables (Laitinen & Kankaanpaa, 1999). The primary difference 
between logit and probit analysis is that the logit model uses the logistic cumulative 
probability function while the probit model is based on the normal cumulative probability 
function (Dimitras, Slowinski, Susmaga, & Zopounidis, 1999). Previous studies preferred
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logit analysis to probit analysis because it is computationally more tractable (Dimitras et 
al., 1999).
Artificial Intelligence Models
In general, commonly used classification techniques fall into two categories: 
statistical models and artificial intelligence models (Wu et al., 2006). Despite their 
popularity due to easy applications, statistical classification methods are frequently 
limited by their two main underlying assumptions about data distribution and variable 
independence. It is well-known that the performance of these methods degrades when 
their assumptions are violated (Wu et al.). Artificial intelligence is a type of non- 
parametric computational techniques that requires no a priori assumptions regarding the 
underlying data distribution or the structure o f the relation between the variables involved 
(Wu et al.). These distribution-free techniques are also applicable under less restrictive 
conditions regarding the data measurement scales (Tam & Kiang, 1992).
Artificial intelligence models are less vulnerable to the assumptions that are required 
by traditional statistical methods. The biggest difference between these two types of 
models is that while parametric models require the researcher to specify the functional 
relationship between dependent and independent variables, non-parametric techniques 
allow the data to identify ftinctional relationships among variables in the model (Goss & 
Ramchandani, 1995). Artificial intelligence models attempt to duplicate the process of 
the human brain and nervous system with the use of a computer (Kuo & Reitsch, 1995).
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Inductive Reasoning
Inductive reasoning is a non-parametric technique that classifies observations into one 
or several groups based on one or more quantitative variables. Messier and Hansen 
(1988) extracted bankruptcy rules using a rule induction algorithm that classifies objects 
into specific groups based on observed characteristics ratios. They drew their data from 
two prior studies and began with 18 ratios. Their method correctly classified 87.5% of the 
hold-out data set.
Shaw and Gentry (1990) also applied an inductive learning method to risk 
classification applications and found that inductive learning’s classification performance 
was better than that o f probit or logit analysis. They concluded that these results are due 
to the fact that inductive learning is free from both the assumptions of parametric models 
and the structural assumptions that underlie in statistical methods. Inductive reasoning 
does not only relax the normality assumption, but also eliminates the functional form 
required in discriminant analysis and logistic regression. Despite its promising 
performance, inductive reasoning has not been very popular in failure prediction 
literature because it fails to demonstrate significantly superior performance over its 
statistical counterparts.
Genetic Algorithms (GAs)
Genetic algorithms (GAs) mimic Darwinian principles o f natural evolution to solve 
“highly non-linear and non-convex” global optimization problems (Ravi Kumar & Ravi, 
2007). In other words, GAs are stochastic search techniques used to find an optimal 
solution to a given problem from a large number o f solutions (Aziz & Dar, 2006). For a 
classification problem like bankruptcy, researchers extract a set o f measures or conditions
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associated with certain cut-off points using GAs (Aziz & Dar). Based on these measures, 
the model would evaluate the performance o f each individual firm and predict whether or 
not a firm is likely to go bankrupt (Lensberg et al., 2006).
Shin and Lee (2002) identified the main advantage of GAs as its capability of 
extracting rules that are easy for its users to understand. GAs use probabilistic rules, 
rather than deterministic rules, to develop the models (Aziz & Dar, 2006). While GAs are 
found to be excellent at finding global optimum of highly non-linear and non-convex 
problems without getting trapped in local minima, they are likely to take long time to 
converge (Ravi Kumar & Ravi, 2007). In addition, GAs may not always produce global 
optimal solution unless it is augmented by an appropriate direct search method (Ravi 
Kumar & Ravi).
Shin and Lee (2002) proposed GAs in their study and applied it to extract rules for 
bankruptcy modeling. The findings indicated that rule extraction approach using GAs for 
corporate failure prediction was promising. The financial application of GAs has been 
successful with a growing number of applications in trading system, stock selection, 
bankruptcy prediction, and budget allocation (Shin & Lee). In 2004, Metaxiotis and 
Psarras conducted a conceptual study to present a wide range o f business areas in which 
GAs can be applied in decision-making process. Their findings indicated that, however, 
neural networks have a wider range of business applications than GAs.
Rough Sets
Rough sets model is a type of intelligence technique that has recently been used for 
failure prediction model development. The main assumption of rough sets is that any 
object o f the given universe is associated with a certain amount of information and
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objects grouped by similar information cannot be differentiated (Ravi Kumar & Ravi, 
2007). This assumption indicates that it is not possible to single out an individual object 
from a group o f homogeneous objects. As a result, clusters of inseparable objects and 
their indiscemability relations are observed (Ravi Kumar & Ravi). The indiscemibility 
relation generated in this way is the mathematical basis for the rough set theory (Dimitras 
et ai., 1999). Every new object (e.g., a firm) can be classified into a group (e.g., failed or 
non-failed) by matching its characteristics with the set o f observed relations and rules of 
the groups (Aziz & Dar, 2006).
In an extensive study o f business failure prediction, Dimitras et al. (1999) tested the 
ability of the rough sets model and later compared its performance with two other 
methods, discriminant analysis and logit analysis. Their findings showed the superior 
performance o f the rough sets model compared to those obtained by the classical 
discriminant analysis and logit analysis. The superiority over logit analysis, however, was 
not so significant compared to that over discriminant analysis.
The major benefits o f using rough sets have been well documented (Dimitras et al., 
1999; McKee, 2000);
• The rough sets model reduces the information contained in a large number of 
cases to a model with a generalized description of that knowledge
• The rough sets model accepts and analyzes not only quantitative variables but also 
qualitative ones
• The results o f the rough sets model are usually easy to understand without further 
interpretation
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• The rough sets model discovers important information hidden in data and 
expresses it in the natural language of decision makers
• Each decision rule is supported by a set of real examples
Using ‘if-then’ rules involving ordinal values, rough sets can be a useful tool to solve 
classification problems. Major limitation o f rough set is its sensitivity to changes in the 
data set (Ravi Kumar & Ravi, 2007).
Artificial Neural Networks (ANNs)
Predietion o f business failure has long been an important topic in many different 
areas of business. Parametric models such as discriminant analysis, LPM, and logit 
models have been typically used for developing failure prediction models. However, the 
traditional statistical methods depend largely on some restrictive assumptions (Zhang et 
al., 1999) and violations of these assumptions can adversely affect the performance of 
these models (Jain & Nag, 1997). It is widely known that the assumptions required to 
validate statistical analysis are incompatible with the complex nature, boundaries, and 
interrelationships of financial ratios (Lâcher et al., 1995). Consequently, the results of 
parametric analysis for financial ratio analysis have been compromised (Lâcher et al.). 
Regardless of these pitfalls, parametric models had been employed to develop failure 
predietion models because no techniques were proven better, until the recent 
developments in artificial neural networks.
Neural networks (NNs), also known as artificial neural networks (ANNs), have been 
proposed as an attractive alternative model because they are robust to some of these 
assumptions and do not require a priori specification o f the functional relationship
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between variables (Jain & Nag, 1997). ANNs are adaptive in nature and rapidly react to 
changes in the data in ways that parametric models cannot (Jain & Nag). ANN models 
have performed well in recent business failure and bankruptcy prediction studies. Lee, 
Han, and Kwon (1996) attributed ANN’s generalization capability and predictive ability 
on new data to its success in business classification studies. Previous studies empirically 
show that ANN models provide higher classification accuracies than both classical 
statistical methods and other artificial intelligence approaches (Lee et al., 1996).
Applications o f  ANNs.
Recent studies demonstrate that ANNs are powerful tools for classification due to 
their non-linear and non-parametric adaptive-leaming properties (Zhang et al., 1999). 
ANNs have been applied to a diversity of complex problems across different disciplines 
such as psychology, computer science, engineering as well as marketing and forecasting 
(Metaxiotis & Psarras, 2004). While ANNs are applicable to many different areas, the 
most frequently cited applications for ANNs are found in banking and finance 
(Metaxiotis & Psarras). ANNs have demonstrated successes in areas such as bond rating, 
credit applications, risk assessment of mortgages and loans, stock-market predictions, and 
financial forecasting and analysis (Odom & Sharda, 1990). In particular, ANNs have 
been used and proved to be efficient for modeling complex classification problems such 
as insolvency prediction in the insurance industry (Goss & Ramchandani, 1995); 
predicting the future health of a firm (Lâcher et al., 1995); predicting new venture 
successes (Jain & Nag, 1997); and bankruptcy classification (Davalos, Gritta, & Chow, 
1999). ANNs are also found to be useful in non-financial parts, namely medical 
diagnostics, target marketing, and market share prediction (Kuo & Reitsch, 1995).
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In his conceptual study, Zahedi (1996) investigated the financial applications of 
ANNs. His study discovered that the most important area of finance in which ANNs have 
been compared with statistical methods was bankruptcy prediction. He further claimed 
that two of the most popular ANN applications in finance were predictions of stock 
market prices and bankruptcy. Wong and Selvi (1998) reviewed 64 journal articles, 
published between 1990 and 1996, that investigated specific ANN applications in finance. 
They found that ANNs were applied in bankruptcy prediction of firms the most 
frequently followed by stock performance prediction, bond trading, commercial loan 
application analysis, and financial distress forecasting. Ahn et al. (2000) also suggested 
the use of ANNs in classification and prediction problems, such as bankruptcy prediction, 
loan evaluation, credit scoring, and bond rating.
Comparative studies o f  ANNs in failure prediction.
A plethora of research in different industries (i.e., banking, thrift institution, retail, 
etc.) investigated the predictive ability of ANNs to discriminate between failed and non- 
failed firms, and compared it to a traditional statistical model. Most o f these studies were 
done after the 1990’s and it was hard to find any published work that investigated the 
ability of ANNs in finance applications prior to 1990 (Wong & Selvi, 1998). Only after 
the mid-1990’s, ANNs have been used as an alternative classification tool to traditional 
statistical analysis (Wu et al., 2006). ANNs have been studied extensively as a useful tool 
in many business applications including bankruptcy prediction. Many studies in the 
ANNs literature report that ANN models can produce prediction results that are 
comparable to, if  not better than, results from more traditional statistical techniques 
(Bloom, 2004; Etheridge et al., 2000; Lâcher et al., 1995; Narain & Narain, 2002; Patuwo,
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Hu, & Hung, 1993; Ravi Kumar & Ravi, 2007; Sirakaya, Delen, & Choi, 2005; Tan & 
Dihardjo, 2001; Wu et al., 2006). These studies also argue that for real world 
classification tasks, ANNs should be considered. According to Zahedi (1996), the review 
of ANN applications in failure prediction studies revealed that ANN is the model of 
choice for bankruptcy prediction and is a strong alternative to classic statistical 
techniques, particularly to discriminant analysis and logistic regression.
The primary reason for ANNs’ superiority is that the ANN model is a non-parametric 
tool that can adjust its discrimination function to fit the data (Patuwo et al., 1993). When 
the variable distributions are unknown or cannot be specified algebraically, Bayesian 
classification rule does not hold, and therefore non-parametric methods need to he used 
(Patuwo et al.). Non-parametric models are not restricted by parametric assumptions 
because they exclusively rely on sample data to derive a discriminant function assuming 
that these test data serve as surrogates for populations (Patuwo et al.). When sample data 
do not meet the parametric assumptions, ANNs are more valuable and perform better 
than the classical method (Patuwo et al.). The extant literatures agree that ANN’s 
strongest feature is its ability to learn relationships from data (Gritta, Wang, Davalos, & 
Chow, 2000).
Most studies in failure prediction using ANN methodology focus on the relative 
performance o f ANNs over other classic statistical techniques. Using a comparative 
analysis, these studies evaluated the classification accuracy of developed models. The 
first attempt to use ANNs for hankruptcy prediction was done by Odom and Sharda 
(1990). Using ANNs, they compared the predictive ability of ANNs and MDA models in 
bankruptcy prediction. Their model incorporated five financial ratios taken from the
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Altman’s study (1968), and the ANN model included one hidden layer with five nodes 
and one output layer with one node. They took a sample o f 65 bankrupt firms between 
1975 and 1982, and 64 matching non-bankrupt firms. A total o f 74 firms (38 bankrupt 
and 36 non-bankrupt firms) were used to form the training set, while the remaining 55 
firms (27 bankrupt and 28 non-bankrupt firms) were used as hold-out sample. A MDA 
was employed on the same training set as a benchmark. The results showed that the ANN 
model correctly classified 81.81% of the hold-out firms while MDA only achieved an 
aeeuracy rate of 74.28%. They coneluded that ANNs not only predicted bankruptcy more 
accurately than discriminant analysis but also were found to be more robust in both 
training and test results. They further discovered that ANNs were better in predicting the 
likelihood of a firm being bankrupted and appeared to be more consistent than the MDA 
model on reduced sample sizes.
Denton, Hung, and Osyk (1990) compared four widely used classification techniques 
-  linear discriminant analysis, quadratic discriminant analysis, LPM, and ANNs -  to 
evaluate the performance o f ANNs as a classifier in comparison to the other models. The 
four techniques were compared under a wide variety of modeling assumptions with 
varying degrees of normality, varianee-covariance matrices and overlap. Measuring each 
model’s performance as the success rates, they found that the performance of ANNs is 
comparable to the best of the other methods under different modeling assumptions. The 
implication of this study is clear. Unlike traditional classification techniques, the ANNs 
model is robust to the assumptions about the populations being classified. The use of 
ANNs as a classifier would relieve its users from meeting the restrictive assumptions 
associated with the usual parametric techniques.
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Salchenberger et al. (1992) employed ANN approach to predict the prohahility of 
failure for savings and loan institutions. They compared ANNs’ performance with a 
logistic model and found that ANNs performed at least as well as logit models across 
three different lead times of 6 ,12, and 18 months. They concluded that ANNs 
outperformed logistic regression. Using bankruptcy data o f banks, Tam and Kiang (1992) 
compared ANN models to classical statistical techniques such as discriminant analysis, 
logistic regression, and k-nearest neighbor. The findings indicated that ANNs were 
generally more accurate and robust for evaluating the financial health o f banks.
Fletcher and Goss (1993) used backpropagation NNs for predicting bemkruptcy o f 
firms and compared it with logistic regression. Their data were drawn from an earlier 
study and limited to 36 bankrupt and non-bankrupt firms. They used three financial 
variables. The results indicated that the ANN model had higher prediction rates than the 
logistic model for almost all areas. On average, the ANN model’s prediction performance 
was 78% whereas logistic regression achieved an average classification rate o f 76%.
They claimed that these two models can he viable alternatives for bankruptcy prediction 
in practical applications.
Subramanian, Hung, and Hu (1993) conducted experiments to investigate whether 
ANN models could perform as well as discriminant models when the parametric 
assumptions were met. They essentially compared the performance o f linear discriminant 
analysis, quadratic discriminant analysis and neural network models on classification 
problems. The findings indicated that all three models were comparable in their ability to 
classify objects, except when sample size was small, in which case ANNs performed the 
best. Unlike discriminant models, ANNs were robust to changes in the sample size. In
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conclusion, discriminant approach did a better job when employed on simple problems 
while ANNs worked better on more complex eases.
In a large scale study, Altman, Marco, and Varetto (1994) observed over 1,000 Italian 
industrial firms to compare the predictive ability o f ANN models with that of linear 
discriminant analysis. The data sample consisted of three types of firms, namely healthy, 
unsound and vulnerable firms. While both techniques demonstrated comparable 
classification accuracy on hold-out samples, discriminant analysis marginally 
outperformed ANNs. The study concluded that the black box approach of ANNs needs 
further investigations and suggested a combined approach for predictive reinforcement.
Wilson and Sharda (1994) developed a rigorous experimental design methodology to 
test ANNs’ effectiveness as a classification tool. They built three mixture levels of 
bankrupt and non-bankrupt firms both for training set composition and for test set 
composition, yielding nine different experimental cells. Within each cell, they applied re­
sampling technique to generate 20 different pairs of training and test samples. The 
findings show that in every instance, ANNs outperformed MDA in classification 
accuracy, especially in the prediction of bankrupt firms. Previous literature found that 
prediction of bankrupt firms is more difficult and more important classification problem 
than prediction o f healthy firms. It is well-known that the cost of not being able to predict 
a bankruptcy is much higher than that for a non-bankrupt firm (Zhang et al., 1999). In 
this study, ANNs clearly outperformed MDA for both bankrupt and non-bankrupt firms 
under different levels of training and testing conditions.
Jain and Nag (1997) initially developed ANN models to predict the success or failure 
of new ventures. Afterwards, they compared the performance of ANN models with that
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of logit models. The results of this study showed that, for two-group classification 
problems such as bankruptcy prediction, ANN models provided more generalizable 
approach than classical statistical models. Luther (1998) also compared the performanee 
of ANN model with that of a logit model for predicting bankruptcy. The study found that 
the ANN model had signifieantly higher prediction accuracy than the logit model. He 
claimed that this was due to the more versatile and robust nature of ANN approach as 
well as the faet that ANN approaeh did not require any specification of a functional 
relationship between inputs and output variables.
Koh and Tan (1999) employed a backpropagation NN to develop a going coneem 
prediction model in order to assess a firm’s continued existence. The model had an input 
layer with six nodes for the six finaneial ratios, a hidden layer with 13 hidden nodes, and 
an output layer of one node, ranging from 0 to 1. Cut-off score of 0.50 was used. An 
observation with less than 0.50 output value was classified as a going eoncem, while an 
observation with an output value of equal to or greater than 0.50 was elassified as a non­
going coneem. The model was tested on 30 hold-out test data and eorrectly classified all 
30 cases, achieving 100% overall accuracy rates.
Zhang et al. (1999) studied a sample of manufacturing firms that went bankrupt 
between 1980 and 1991. All these firms were publicly traded in the U.S. Employing 
paired-sample design methodology, they selected 110 non-bankrupt firms based on the 
industry and assets. Six finaneial ratios were computed for the year immediately before 
the filing of bankruptcy for each sample firm, and the results from ANNs were compared 
to those of logistie regression. The findings demonstrated higher overall classification 
rates o f ANNs compared to those of logistic regression. In addition, ANNs appeared to be
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as robust as logistic regression in predicting the overall classification rate. When the 
models were tested on unknown population, ANNs provided significantly better estimate 
of the classification rates. They concluded that ANN models were superior to logistic 
models in the prediction of hankruptcy for manufacturing firms.
Charalambous, Charitou, and Kaourou (2000) and Charitou et al. (2004), in two 
separate studies, compared ANN models with logistic regression models in the context of 
bankruptcy prediction and found that ANN models achieved superior classification 
results. These findings are consistent with previous studies. Charitou et al. claimed that 
these two models could be used interchangeably for bankruptcy prediction in practical 
applications.
In a more recent study, Bose and Pal (2006) developed failure prediction models for 
internet-based companies using ANNs, discriminant analysis, and support vector 
machines. In this study, the developed ANN models achieved the highest accuracy rate 
on the classification of in-sample firms. ANN models also produced the highest total 
testing accuracies, in comparison to discriminant analysis and support vector machines.
Advantages o f  the ANN model.
ANNs hold distinctive advantages over more traditional statistical models.
First of all, in addition to providing superior classification results, ANNs do not 
require any assumptions about underlying data distributions (Goss & Ramchandani,
1995; Kuo & Reitsch, 1995). In other words, ANN methodology is free from such 
assumptions as multivariate normality, equal covariance matrices, or a log-linear 
relationship among independent variables (Etheridge et al., 2000). There are also no 
rigorous restrictions on the use o f input or output functions other than that they be
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continuous and differentiable (Tam & Kiang, 1992). In addition, ANNs can be employed 
on continuous variables without the infamous multicollinearity problems (Etheridge et 
al.). As a matter o f fact, ANNs are especially valuable when variables are highly 
correlated, missing, or non-linear (Kuo & Reitsch).
Second, ANNs are good at pattern recognition. This methodology does not require the 
potential interactions among independent variables to be specified in advance. Instead, 
ANNs leam variable relationships and their associations with sample firm’s financial 
health from the data (Goss & Ramchandani, 1995; Wu et al., 2006). Through a self- 
learning process, ANNs specify relationships among variables. ANNs use these learned 
relationships to classify new firms as either failed or healthy (Etheridge et al., 2000). 
Narain and Narain (2002) also claimed that the primary strength of the ANN lies in its 
ability to leam patterns from the data.
Third, ANNs are fault-tolerant and can work with “noisy (incomplete, inconsistent 
and ambiguous)” data (Narain & Narain, 2002; Venugopal & Baets, 1994). In addition, 
ANNs are not significantly affected by any single variable. For this reason, even when 
there are missing data, the results of the NN model are not affected in a significant way 
(Venugopal & Baets). ANNs also outperform statistical models when inputs contain 
outliers (Huang & Lippmann, 1987).
Fourth, ANN models easily adjust to changes in the business environment (Gritta et 
al., 2000). The dynamic and complex nature of business environment necessitates the use 
of effective and reliable decision tool to leam and acquire knowledge (Udo, 1993). The 
effectiveness of a model depends on how accurately it reflects the operating environment 
of the business in terms of adjusting itself, as new observations become available (Wong
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& Selvi, 1998). The ability to adaptively adjust the model allows ANNs to respond 
rapidly to changes in the real world (Tam & Kiang, 1992). In addition, the ANN model, 
with its ability to predict well under continuously changing conditions, has the potential 
to handle the challenges of today’s business systems (Udo). It has been reported that the 
use o f ANN models in business resulted in more accurate decisions, flexibility, improved 
quality, and minimization o f human inconsistencies (Metaxiotis & Psarras, 2004).
Disadvantages o f  the ANN model.
While ANNs are not grounded by assumptions of traditional parametric models, 
several limitations exist that may restrict the use o f ANNs in classification and prediction.
First and most importantly, there is no formal method for determining optimal 
network topology (Goss & Ramchandani, 1995). As a result, network constructions, such 
as the appropriate number of layers, hidden layer nodes, and the appropriate learning and 
momentum rates must be determined through trial and error experiments (Tsaur, Chiu, & 
Huang, 2002). In addition, there are no formulas developed to determine the sample size 
for developing ANNs to achieve the desired accuracy (Venugopal & Baets, 1994).
Second, due to the lack of self-explanation capabilities, the interpretation o f ANN 
models requires more expertise from the user than traditional statistical models (Goss & 
Ramchandani, 1995; Metaxiotis & Psarras, 2004). While ANNs are a useful technique for 
decision support systems, the lack of transparency in their prediction and classification 
has been a major limitation (Sexton et al., 2003). ANNs function like black boxes 
(Sexton et al.). In business failure prediction problems, they do not indicate why a certain 
firm is categorized as failed, nor do they identify the financial variables that helped to
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make this decision (Sexton et al.). As a result, it is also difficult to identify the causes of 
the misclassifications (Altman et al., 1994).
Third, training of ANNs may require significant amounts o f time and computer 
resources (Etheridge et al., 2000) compared to other statistical techniques. These 
requirements increase exponentially when both input and output variables are continuous 
(Etheridge et al.). ANN model developments are also computationally intensive and the 
outcomes are sensitive to the selection of learning parameters (Salchenberger et al., 1992).
ANN applications in the hospitality industry.
Although ANN models have produced fruitful results in many other fields, the use of 
these models is still relatively new in hospitality literature. Likewise, in spite of ANN 
being a promising tool in the context of bankruptcy prediction, there have been no 
previous studies that employed ANN models to predict the failures o f hospitality firms. 
The application o f ANN models has been limited to the areas of tourism management and 
marketing, such as forecasting tourist arrivals, forecasting room occupancy rates, 
analyzing guest loyalty and tourist market segmentation (Bloom, 2004).
Within the hospitality and tourism literature, Pattie and Snyder (1996) were one o f the 
first to test the predictive ability o f ANN models. They compared the ANN techniques to 
traditional statistical prediction models in forecasting tourist behavior, and found that 
these artificial intelligence models generated the most accurate prediction results.
Law and Au (1999) compared ANN models to time-series and regression techniques 
in forecasting demand for travel to Hong Kong, and found that this newer technique 
outperformed multiple regression, naïve, moving average, and exponential smoothing 
methods. In 1998, Law developed an ANN model to forecast room occupancy rates for
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the Hong Kong hotel industry and eompared its performanee with that of more traditional 
foreeasting approaches, namely multiple regression and naïve extrapolation. In rooms 
operations, a forecasting technique with high prediction accuracy will not only facilitate 
strategic planning process but also allow the management to better prepare themselves for 
future demands (Law, 1998). The findings indicated that the ANN model significantly 
outperformed both multiple regression and naïve extrapolation models in room 
occupancy rate forecasting. Later, Law (2000) suggested the use of ANN models when 
the prediction accuracy is important. He argued that the tourism demand, by nature, 
involves a certain level of inherent complexities and these complexities degrade the value 
of traditional statistical techniques. His study showed that, for complex real world 
problems, ANN technique outperformed more traditional methods.
Tsaur et al. (2002) utilized an ANN technique to analyze the guest loyalty toward 
international tourist hotels. Incorporating guests’ assessments on eight service aspects as 
inputs, and the loyalty measures as outputs, they developed the ANN model to establish 
the functional relationship between these variables. In order to compare the performanee 
of the ANN model, logistie models were built as a benchmark using the same data set. 
The study found that the ANN model produced superior results and these were probably 
due to the ANNs’ capability in modeling non-linear interactions.
More recently, Cho (2003) attempted to use ANN models to forecast tourist arrivals 
for Hong Kong hotel industry. He found from the study that the ANN model was the best 
method for accurately forecasting visitor arrivals, outperforming the traditional 
exponential smoothing and autoregressive integrated moving average methods.
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Summary o f Financial Ratios Found Useful in Previous Studies 
Financial ratios are transformations o f financial statement data, computed by 
statement users as a means to assist decision making (Elam, 1975). In most cases, 
financial ratios are used to standardize firms’ financial information in order to compare 
the financial statements o f two firms of different sizes (Keovra, Martin, Petty, & Scott, 
2006). Financial ratios not only allow direct comparison of firms with different size but 
also express a firm’s financial position and the interrelationship of the data (Elam). In 
addition, financial ratios allow the users to make meaningful comparisons of firm’s data 
across time to compare the firm’s current and past performance and thereby identify 
underlying trends (Keown et al., 2006). Without the use o f ratio analysis, it would he 
difficult to identify these critical relationships.
The wide applications of ratio analysis to different users have been well documented. 
For internal stakeholders o f a firm, financial ratios are used to identify weaknesses in the 
firm’s performance and take corrective actions, to compare the performance of different 
divisions within a firm, to prepare financial budgets and set goals, and to observe the 
financial performance of competitors (Keown et al., 2006). For those outside the 
company, ratio analysis can he used hy; (1) lenders in deciding whether or not to make a 
loan to a company; (2) credit-rating agencies in establishing a firm’s creditworthiness; (3) 
investors in deciding whether or not to make the investment in a company; and (4) 
suppliers in negotiating the credit terms (Keown et al.).
Most published failure prediction studies use financial ratios as predicting variables. 
Altman (1983) stated that financial ratios are gaining their importance and popularity as 
simple summary measurements of complicated financial relationships. He further
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mentioned that financial ratios are very popular tools for the prediction o f corporate 
failure and financial distress. In the beginning, financial ratios were initially introduced as 
characteristics able to predict the failure of a firm (Van Home, 1998). Van Home insisted 
that the probability of a firm’s failure can be estimated through financial ratio analysis, 
and ratios are popular tools for bankruptcy prediction. In most cases, the probability of 
failure is implied in a firm’s financial statements and can be estimated through financial 
ratio analysis.
According to Whittington (1980), ratio analysis has been used widely in financial 
statement analysis for both normative and positive purposes. The normative approach 
compares a firm’s ratio to a benchmark in order to judge its performance in the industry 
while the positive approach uses ratios to predict future performance and also to gauge 
the possibility o f failure. The use of financial ratios in failure prediction is based on the 
assumption that the failure process is not an instant event but a systematic deterioration in 
the values of the ratios over time (Laitinen, 1991). In the study o f bankruptcy prediction, 
Shah and Murtaza (2000) found that the employed financial ratios were valid 
discriminators between bankmpt and healthy companies. Chi and Tang (2006) also 
verified that financial ratios have the ability to classify or to predict, and can be applied to 
either evaluate a firm’s financial condition or predict a firm’s failure.
There is no consensus on the most effective financial ratios as predictors of 
bankruptcy because the ratios found to be useful in failure prediction vary from one study 
to another (Chi & Tang, 2006; Lussier, 1995). Although a set o f universally applicable 
financial ratios has yet to be developed, Olsen et al. (1983) claimed that the financial 
ratios representing leverage, liquidity, solvency, activity and profitability are useful
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predictors of business failures. Over the years, researchers have been trying to find a set 
o f the most useful ratios from these categories (Olsen et al.). One of the relevant points 
dealing with failure prediction models is the way in which the financial ratios are selected 
for consideration. Barnes (1987) stated that the financial ratios are usually selected based 
on their popularity in the literature together with a few new ones initiated by the 
researcher.
The number o f incorporated financial ratios also varies in failure prediction studies. 
Having too many ratios in a small data set could cause redundancy while having too few 
ratios may result in low exploratory power of the developed model. It should be noted 
that the theoretical importance of the results is restricted because the ratios in the final 
model are selected purely according to their ability to improve its prediction accuracy. 
Thus the selection of financial ratios is left as an empirical question (Olsen et al., 1983).
Table 3 presents a list o f the financial ratios that have been found useful in previous 
studies. The financial ratios used in this study were selected based on the data availability 
and these studied ratios.
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Table 3
Financial Ratios Found Useful in Previous Studies
Study Financial Ratios Used in the Model
Beaver (1966) Cash flow/ total debt, net income/ TA, total debt/ TA, working 
capital/ TA, CAJ CL
Altman (1968) Working capital/ TA, retained earnings/ TA, EBIT/ TA, market 
value of equity/ par value of debt, sales/ TA
Blum (1969) Net working capital/ TA, cash flow/ total debts, trend breaks of 
net quick assets/ inventory, net quick assets/ inventory, rate of 
return/common shareholders
Deakin (1972) Cash flow/ total debt. Net income/ TA, total debt/ TA, CAJ TA, 
quick assets/ TA, working capital/ TA, cash/ TA, CAJ CL, quick 
assets/ CL, cash/ CL, CAJ sales, quick assets/ sales, working 
capital/ sales, cash/ sales
Edmister (1972) Cash flow/ CL, equity/ sales, working capital/ sales, CL/ equity, 
inventory/ sales, quick ratio/ industry average trend, quick ratio/ 
industry level
Altman, Haldeman, EBIT/ TA, EBIT/ interest expenses, CAJ CL, retained earnings/
& Narayanan (1977) TA, market value of equity/ total capital
Taffler (1982) Operating income/ TA, quick assets/ TA, return on stock, TL/ net 
capital employed, working capital/ net worth
El Hennaway & Cash flow/ TA, CAJ TA, long term debt/ net capital, quick assets/
Morris (1983) CL, quick assets/ TA
Olsen et al., (1983) CAJ CL, working capital/ TA, EBIT/ TA, EBIT/ total revenue, 
TA/ revenue, working capital/ revenue
Odom & Sharda Working capital/ TA, retained earnings/ TA, EBIT/ TA, market
(1990) value of equity/ total debt, sales/ TA
Udo (1993) Retained earnings/ TA, net worth/ TA, total debts/ net worth, 
working capital/ TA, stockholders’ equity/ TA, net income/ TA, 
sales/ CA, return on assets, cash/ TA, CAJ TA, total debts/ TA, 
cash flow/ TA, EBIT/ TA, CAJ CL, sales/ TA, CL/ TA
Cho (1994) Cash flow/ share, total debt/ total investment capital
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Table 3 (Continued).
Study Financial Ratios Used in the Model
Dimitras et al. Working capital/ TA, total debt/ TA, CAJ CL, EBIT/ TA, net
(1996) income/ TA.
Gao (1999) CAJ CL, quick assets/ CL, working capital/ TA, TL/ TA, long 
term liabilities/ TA, total equity/ total long-term liabilities, EBIT/ 
TL, net income/ TA, total equity/ TL, retained earnings/ TA, 
sales/ fixed assets, EBIT/ CL, EBIT/ TA, gross profit/ net sales, 
net profit/ net sales, EBIT/ equity plus long term liabilities, sales/ 
TA, sales/ fixed assets
Koh& Tan (1999) Quick assets/ CL, market value of equity/ TA, TL/ TA, interest 
payments/ EBIT, net income/ TA, retained earnings/ TA
Zhang et al. (1999) Working capital/ TA, retained earnings/ TA, EBIT/ TA, market 
value o f equity/ par value o f debt, sales/ TA, CAJ CL
Ahn et al. (2000) Cash flow/ TL, CAJ CL, inventories turnover, net income/ total 
sales, net income/ TA, net working capital/ TA, owners equity/ 
TA, (total borrowings + bonds payable)/ TA
Ou (2002) CAJ CL, quick assets/ CL, EBIT/ CL, TL/ TA, equity/ long term 
debt, EBIT/ TL, EBIT/ TA, gross profit/ net sales, net profit/ net 
sales, net income/ TA, sales/ TA, sales/ fixed assets
Shin & Lee (2002) Quick ratio, CL/ TA, financial expenses/ sales, liquidity ratio, net 
income/ stockholders’ equity, operating income/ operating 
expenses, retained earnings/ TA, stockholders’ equity/ TA, value 
added/ total costs
Darayseh, Waples, & Profit margin, return on investment, time interest earned, debt/
Tsoukalas (2003) equity, quick ratio, accounts receivable ratio
Lee et al. (2005) EBIT/ TA, market capitalization/ total debts, retained earnings/ 
TA, sales/ TA, working capital/ TA
Bose & Pal (2006) Total debts/ TA, operating income/ TA, cash flow/ sales, retained 
earnings/ TA, sales/ TA, gross profit/ TA, sales/ market 
capitalization, operating income/ sales, operating income/ market 
capitalization
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CHAPTER 3
METHODOLOGY AND DATA DESCRIPTION 
Introduction
The purpose o f this study is to develop failure prediction models, which would 
differentiate between firms that are likely to fail and firms that are likely to succeed, by 
using the financial ratios of the firms. These ratios are used to generate a prediction of 
failure for both logit and artificial neural network (ANN) models. The results will be 
evaluated to test the accuracy of each model. The models will also be tested on a set of 
hold-out firms in order to measure their classification accuracy for out-of-sample firms.
Data Collection and the Sample 
For the purpose of this study, business failure is defined as an economic failure o f a 
firm. Economic failure refers to firms having negative net income for three years in a row. 
For the business failure prediction in this study, the data source o f Korean hospitality 
firms is Korean financial supervisory service database, which is available in 
http://dart.fss.or.kr/.The financial statements of all available firms under both lodging and 
restaurant categories were searched. Under the lodging category, this study identified 
initial samples o f 23 firms with negative net income in 2000, 2001, and 2002; 28 firms 
with negative net income in 2001, 2002, and 2003; 32 firms with negative net income in 
2002, 2003, and 2004, and 46 firms with negative net income in 2003, 2004, and 2005.
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Discarding firms with unavailable or incomplete financial information, 16 firms from 
2000-2002 periods, 20 firms from 2001-2003 periods, 26 firms from 2002-2004 periods, 
and 40 firms from 2003-2005 periods were finally selected for the analysis. For the 
restaurant category, the number of firms with complete financial information was very 
limited. After thorough search, this study identified usable samples o f 5 firms with 
negative net incomes in 2000-2002; 3 firms with negative net incomes in 2001-2003; 6 
firms with negative net incomes in 2002-2004, and 7 firms with negative net incomes in 
2003-2005 periods. Taken together, 102 lodging firms and 21 restaurant firms or a total 
of 123 hospitality firms from the observed 2000-2005 periods were used to develop the 
models to predict failure for Korean hospitality firms. All these firms were publicly- 
traded and incurred negative net income for at least three consecutive years.
The data source for U.S. hospitality firms is Standard & Poor’s Compustat located in 
the WRDS (Wharton Research Data Services) database. First, all available companies 
with a Standardized Industrial Classification (SIC) code of 7011, which refers to “Hotels 
and Motels,” between 2000 and 2005 were searched. This search resulted in 96 
companies. Eliminating firms with missing or incomplete financial information, 6 firms 
in 2000-2002, 7 firms in 2001-2003, 8 firms in 2002-2004, and 2 firms in 2003-2005 
periods were identified as failed lodging firms with at least three years o f negative net 
income in a row. Next, all companies with SIC code of 5812, which represents “Eating 
Places” during the 2000-2005 periods were explored. The search came back with 273 
listed companies. Removing firms with insufficient financial data, 15 firms with negative 
net incomes in 2000-2002; 18 firms with negative net incomes in 2001-2003; 13 firms 
with negative net incomes in 2002-2004, and 12 firms with negative net incomes in 2003-
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2005 were singled out for this study. Through these selections, this study was able to 
obtain 23 lodging firms and 58 restaurant firms or a grand total o f 81 failed hospitality 
firms from the observed 2000-2005 periods. These sample companies were all public and 
used to develop the models for U.S. hospitality firm failures.
To match the failed Korean hospitality firms, all available non-failed hospitality 
companies were searched from the same data source. These non-failed firms were then 
stratified by the year, industry, and similar size in terms o f total assets to match the 
original sample. To identify the control sample o f U.S. hospitality firms, all available 
non-failed hospitality companies with the SIC codes of 7011 or 5812, during the same 
periods, were searched from the Standard & Poor’s Compustat. These firms were then 
matched to the original sample by the reference year, industry code, and asset size. The 
financial ratios of the non-failed firms were derived from the same source.
The use o f a one-to-one match of failed and non-failed companies is consistent with 
bankruptcy prediction studies throughout the last 40 years (e.g. Altman, 1968; Beaver, 
1966; Blum, 1974; Gu, 2002; Platt & Platt, 1990; Zavgren, 1985). This methodology has 
been challenged because o f its potential drawback due to “over sampling” of distressed 
firms, which might lead to a choice-based sample bias. However, Zmijewski’s review of 
17 financial distress studies showed that although choice-based sample biases may be 
present, these biases are not likely to significantly affect the overall classification and 
prediction (Zmijewski, 1984).
Beaver (1966) was one of the first to support the use o f paired-sample design 
claiming that this methodology provides a “control” over factors that otherwise might 
blur the relationship between ratios and failure. In a study o f bankruptcies in the
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manufacturing industry, Hamer (1983) employed paired-sample design based on industry, 
asset size and financial statement year, to control for industry- and economy-wide effects. 
Zhang et al. (1999) also insisted that many studies use matched-sample design in order to 
detect maximal differences between bankrupt and non-bankrupt firms. Typical 
characteristics used for matching include asset size, sales, industry category, geographic 
location, age, and charter status (Zhang et al.), with asset size and industry category being 
the most popular choices. Matching of sample firms on size is very important especially 
for the business failures of Korean companies because of the “too big to fail” problem 
prevalent in Korea (Nam & Jinn, 2000). Therefore, the typical procedure of one-to-one 
matching of failed and non-failed firms is used in this study.
In summary, 123 failed hospitality firms matched by 123 non-failed hospitality firms 
were selected to develop failure prediction models for the Korean hospitality industry.
For the U.S. hospitality industry, 81 failed firms paired with 81 non-failed firms were 
retained for the model development. For some financial ratios, the numbers of total 
observations were fewer than 246 for Korean firms and 162 for U.S. firms due to missing 
data. For both countries, the numbers of missing values ranged from 0 to 10% of the total 
observations, depending on the financial ratio. Missing data is a common problem in data 
analysis and as long as it does not exceed 15% o f the total observations, the problem can 
be handled using an appropriate method (Acuna & Rodriguez, 2004). This study 
employed median values o f available data to replace the missing values. This method is 
recommended when there exist outliers or when the data set does not follow normal 
distribution (Acuna & Rodriguez). It is well-known that financial ratios of business firms 
do not confirm to the normality assumption (Deakin, 1976; Frecka & Hopwood, 1983).
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Financial ratios o f the failed hospitality firms one year prior to the failure were 
calculated. Financial ratios calculated for the non-failed firms were from the same year as 
computed for the failed firms. Table 4 lists failed Korean hospitality firms included in 
this study and Table 5 presents a list of non-failed matching Korean firms. Table 6 
provides a sample of failed U.S. hospitality firms while Table 7 shows the control-sample 
o f non-failed U.S. hospitality firms.
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Table 4
The Sample o f  Failed Korean Firms
No. Failed Firms Reference Year Industry*
1 GREEN AND BLUE 1999 L
2 KAWON LEISURE 1999 L
3 NAKSAN DEVELOPMENT 1999 L
4 MIBONG 1999 L
5 CITY TOURIST HOTEL 1999 L
6 SHINHAN DEVELOPMENT 1999 L
7 ILSUNG LEISURE 1999 L
8 WOO JOO 1999 L
9 YK CONDOMINIUM 1999 L
10 CHUNJU KOA HOTEL 1999 L
11 TAEAN 1999 L
12 PARADISE JEJU 1999 L
13 PARADISE HOTEL DOGO 1999 L
14 PHIL KOREA LIMITED 1999 L
15 HOTEL SULAK PARK 1999 L
16 HANDO TOURISM 1999 L
17 MCKIM 1999 F
18 SONGOK DEVELOPMENT 1999 F
19 WOOJUNG SPORTS LEISURE 1999 F
20 INTERNATIONAL CLUB MGT 1999 F
21 COCOS 1999 F
22 GREEN AND BLUE 2000 L
23 KAWON LEISURE 2000 L
24 NAKSAN DEVELOPMENT 2000 L
25 DONBEACH TOURIST HOTEL 2000 L
26 DAEMYUNG LEISURE 2000 L
27 LAKEHILLS GOLFTEL 2000 L
28 MIBONG 2000 L
29 SAJO TOWN 2000 L
30 ANSAN TOURISM 2000 L
31 ES RESORT CLUB 2000 L
32 ILSUNG LEISURE 2000 L
33 YONGPYUNG LEISURE 2000 L
34 TOWER HOTEL 2000 L
35 TAEAN 2000 L
36 PARADISE JEJU 2000 L
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Table 4 (continued).
No. Failed Firms Reference Year Industry*
37 PARADISE HOTEL DOGO 2000 L
38 PHIL KOREA LIMITED 2000 L
39 HANMOO CONVENTION 2000 L
40 HOTEL SULAK PARK 2000 L
41 HANDO TOURISM 2000 L
42 MCKIM 2000 F
43 SONGOK DEVELOPMENT 2000 F
44 WOOJUNG SPORTS LEISURE 2000 F
45 GREEN AND BLUE 2001 L
46 KAWON LEISURE • 2001 L
47 GRAND HOTEL 2001 L
48 NAKSAN DEVELOPMENT 2001 L
49 NEW PRINCE TOURIST HOTEL 2001 L
50 DAEMYUNG LEISURE 2001 L
51 LAKEHILLS GOLFTEL 2001 L
52 MUNWHA TOURIST HOTEL 2001 L
53 MIBONG 2001 L
54 BELLUGA 2001 L
55 SAJO TOWN 2001 L
56 SAMCHUK PALACE TOWN 2001 L
57 SEOUL TOURISM 2001 L
58 SAMKWANG DEVELOPMENT 2001 L
59 SEOUL LAKESIDE 2001 L
60 ANSAN TOURISM 2001 L
61 ES RESORT CLUB 2001 L
62 ILSUNG LEISURE 2001 L
63 YONGPYUNG LEISURE 2001 L
64 ELAND LEISURE 2001 L
65 M-CASTLE 2001 L
66 TOWER HOTEL 2001 L
67 TAEAN 2001 L
68 PARADISE JEJU 2001 L
69 HANMOO CONVENTION 2001 L
70 HOTEL SULAK PARK 2001 L
71 KUKDO TOWN 2001 F
72 MCKIM 2001 F
73 BENEX INTERNATIONAL 2001 F
74 SONGOK DEVELOPMENT 2001 F
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Table 4 (continued).
No. Failed Firms Reference Year Industry*
75 ESES 2001 F
76 WOOJUNG SPORTS LEISURE 2001 F
77 GREEN AND BLUE 2002 L
78 KAWON LEISURE 2002 L
79 KYOWONNARA JEJU HOTEL 2002 L
80 GRAND HOTEL 2002 L
81 INTERNATIONAL HOTEL 2002 L
82 SOUTH JIRISAN DEVELOPMENT 2002 L
83 NAKSAN DEVELOPMENT 2002 L
84 DAERUK DEVELOPMENT 2002 L
85 DAEMYUNG LEISURE 2002 L
86 LAKEHILLS GOLFTEL 2002 L
87 LAKE INN 2002 L
88 ROYAL TOURIST HOTEL 2002 L
89 MUNWHA TOURIST HOTEL 2002 L
90 MIBONG 2002 L
91 BELLUGA 2002 L
92 BOMOON TOURISM 2002 L
93 SAJO TOWN 2002 L
94 SAMCHUK PALACE TOWN 2002 L
95 SEOUL TOURISM 2002 L
96 SAMKWANG DEVELOPMENT 2002 L
97 SUNONG 2002 L
98 SINAN TOURISM 2002 L
99 SINAN LEISURE 2002 L
100 ANSAN TOURISM 2002 L
101 OLYMPIA SUITE 2002 L
102 ES RESORT CLUB 2002 L
103 ILSUNG LEISURE 2002 L
104 YONGPYUNG LEISURE 2002 L
105 ELAND LEISURE 2002 L
106 M-CASTLE 2002 L
107 YUIL DEVELOPMENT 2002 L
108 CHANG JIN INDUSTRIAL 2002 L
109 TOWER HOTEL 2002 L
110 PARADISE JEJU 2002 L
111 HANWHA DEVELOPMENT 2002 L
112 HOTEL DAEGU 2002 L
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Table 4 (continued).
No. Failed Firms Reference Year Industry*
113 HANMOO CONVENTION 2002 L
114 HOTEL SULAK PARK 2002 L
115 HANSOL DEVELOPMENT 2002 L
116 HAEWUNDAE GRAND HOTEL 2002 L
117 KUKDO TOWN 2002 E
118 MCKIM 2002 F
119 BENEX INTERNATIONAL 2002 F
120 SONGOK DEVELOPMENT 2002 F
121 ESES 2002 F
122 WOOJUNG SPORTS LEISURE 2002 F
123 KOREAN DRIVE INN 2002 F
* L = Lodging firms, F = Foodservice operations (Restaurants)
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Table 5
The Sample o f  Non-Failed Korean Firms
No. Non-Failed Firms Reference Year Industry*
1 GUMDOLSAN DEVELOPMENT 1999 L
2 DAEGYO DEVELOPMENT 1999 L
3 ROYAL DEVELOPMENT 1999 L
4 BACKNAM TOURISM 1999 L
5 SUAM 1999 L
6 SAMWHA DEVELOPMENT 1999 L
7 SAMJUNG TOURIST HOTEL 1999 L
8 SIHEUNG TOURIST HOTEL 1999 L
9 WOOYOUNG DEVELOPMENT 1999 L
10 YOOSUNG ONCHEON 1999 L
11 JUNWON INDUSTRIAL 1999 L
12 JOONGWON MEDIA 1999 L
13 CHOSUN HOTEL 1999 L
14 JIRISAN ONCHEON 1999 L
15 KOREANA HOTEL 1999 L
16 HOTEL CAPITAL 1999 L
17 SAMWON GARDEN 1999 F
18 ASIAN STAR 1999 F
19 LX F&B 1999 F
20 ICMD 1999 F
21 HANWHA 63 CITY 1999 F
22 GUMDOLSAN DEVELOPMENT 2000 L
23 NEWGUMOSAN HOTEL 2000 L
24 DUCKGU ONCHEON 2000 L
25 DAEGYO DEVELOPMENT 2000 L
26 ROYAL KINGDOM HOTEL 2000 L
27 ROYAL DEVELOPMENT 2000 L
28 LOTTE INDUSTRIAL 2000 L
29 BACKNAM TOURISM 2000 L
30 SUAM 2000 L
31 CENTRO 2000 L
32 OIL TOURISM 2000 L
33 YONGCHANG INDUSTRIAL 2000 L
34 YOOSUNG ONCHEON 2000 L
35 ORA TOURISM 2000 L
36 CHOSUN HOTEL 2000 L
75
Table 5 (continued).
No. Non-Failed Firms Reference Year Industry*
37 JIRISAN ONCHEON 2000 L
38 TAESEUNG21 2000 L
39 HAMILTON TOURISM 2000 L
40 HOTEL SEOKYO 2000 L
41 HOTEL CAPITAL 2000 L
42 BORYUNG MULSAN 2000 F
43 SUN AT FOOD 2000 F
44 HANWHA 63 CITY 2000 F
45 NEWGUMOSAN HOTEL 2001 L
46 NAMWOO TOURISM 2001 L
47 DUCKGU ONCHEON 2001 L
48 DAEGYO DEVELOPMENT 2001 L
49 DONGKOK INDUSTRIAL 2001 L
50 ROYAL KINGDOM HOTEL 2001 L
51 ROYAL DEVELOPMENT 2001 L
52 LOTTE INDUSTRIAL 2001 L
53 BACKNAM TOURISM 2001 L
54 SUNSHINE 2001 L
55 SUAM 2001 L
56 CENTRAL TOURISM 2001 L
57 SUNSAN TERMINAL 2001 L
58 CENTRO 2001 L
59 SEUNGWHA SUNCRUISE 2001 L
60 CDL HOTEL KOREA 2001 L
61 YONGCHANG INDUSTRIAL 2001 L
62 YOOSUNG TOURISM 2001 L
63 AMBASSODORZ 2001 L
64 CHOSUN HOTEL 2001 L
65 JIRISAN ONCHEON 2001 L
66 HAMILTON TOURISM 2001 L
67 HOTEL CAPITAL 2001 L
68 HANDO 2001 L
69 HOTEL INTERNATIONAL 2001 L
70 HOTEL PRIMA 2001 L
71 DOOSUNG FOOD 2001 F
72 BORYUNG DEVELOPMENT 2001 F
73 SUN AT FOOD 2001 F
74 ARACO 2001 F
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Table 5 (continued).
No. Non-Failed Firms Reference Year Industry*
75 OUR HOME 2001 F
76 HYOJUNG DEVELOPMENT 2001 F
77 NEWGUMOSAN HOTEL 2002 L
78 NAMWOO TOURISM 2002 L
79 DUCKGU ONCHEON 2002 L
80 DONGSEOUL TOURIST HOTEL 2002 L
81 DONGSEOUL RESPIA 2002 L
82 DAEGYO DEVELOPMENT 2002 L
83 DONGKOK INDUSTRIAL 2002 L
84 ROYAL KINGDOM HOTEL 2002 L
85 REMIAN TOURISM 2002 L
86 ROYAL DEVELOPMENT 2002 L
87 LOTTE INDUSTRIAL 2002 L
88 BACKNAM TOURISM 2002 L
89 SEOJOO TOURISM 2002 L
90 SUNSHINE 2002 L
91 SUAM 2002 L
92 SUHANSA 2002 L
93 CENTRAL TOURISM 2002 L
94 SAMDOO INDUSTRIAL 2002 L
95 SUNSAN TERMINAL 2002 L
96 CENTRO 2002 L
97 SEUNGWHA SUNCRUISE 2002 L
98 CDL HOTEL KOREA 2002 L
99 OIL TOURISM 2002 L
100 YONGCHANG INDUSTRIAL 2002 L
101 WOOYOUNG DEVELOPMENT 2002 L
102 YOOSUNG TOURISM 2002 L
103 AMBASSODORZ 2002 L
104 ORA TOURISM 2002 L
105 CHOSUN HOTEL 2002 L
106 JIRISAN ONCHEON 2002 L
107 TAESEUNG21 2002 L
108 PARADISE HOTEL PUSAN 2002 L
109 HAMILTON TOURISM 2002 L
110 HOTEL CAPITAL 2002 L
111 HOTEL HYUNDAI 2002 L
112 HANDO 2002 L
11
Table 5 (continued).
No. Non-Failed Firms Reference Year Industry*
113 HOTEL PRIMA 2002 L
114 HANCHANG DEVELOPMENT 2002 L
115 WORLD-ONE 2002 L
116 PRADO TOURIST HOTEL 2002 L
117 DAEJU SANUB 2002 F
118 DOOSUNG FOOD 2002 F
119 SUN AT FOOD 2002 F
120 ARACO 2002 F
121 OUR HOME 2002 F
122 HANWOORI RESTAURANT 2002 F
123 HYOJUNG DEVELOPMENT 2002 F
' L -  Lodging firms, F = Foodservice operations (Restaurants)
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Table 6
The Sample o f  Failed U.S. Firms
No. Failed Firms Reference Year SIC*
1 CENTRAL AMERN EQUITIES CORP 1999 7011
2 HAMMONS JOHN Q HOTELS -CL A 1999 7011
3 INTERSTATE HOTELS & RESORTS 1999 7011
4 LA QUINTA CORP 1999 7011
5 RIDGEWOOD HOTELS INC 1999 7011
6 WYNDHAM INTERNATIONAL INC 1999 7011
7 AVADO BRANDS INC 1999 5812
8 BRAZIL FAST FOOD CORP 1999 5812
9 BRIAZZ INC 1999 5812
10 CKE RESTAURANTS INC 1999 5812
11 CALA CORP 1999 5812
12 EACO CORP 1999 5812
13 GRANITE CITY FOOD & BREWERY 1999 5812
14 HEALTH EXPRESS USA INC 1999 5812
15 ITEC ATTRACTIONS INC 1999 5812
16 ROADHOUSE GRILL INC 1999 5812
17 ROMACORP INC 1999 5812
18 SMITH & WOLLENSKY RSTRNT GRP 1999 5812
19 SPEEDUS CORP 1999 5812
20 STEAKHOUSE PARTNERS INC 1999 5812
21 SYNDICATED FOOD SERVICE INTL 1999 5812
22 HAMMONS JOHN Q HOTELS -CL A 2000 7011
23 HOLLYWOOD CASINO SHREVEPORT 2000 7011
24 INTERSTATE HOTELS & RESORTS 2000 7011
25 LA QUINTA CORP 2000 7011
26 SONESTA INTL HOTELS -CL A 2000 7011
27 SOUTHERN DJVT SERVICES INC 2000 7011
28 WYNDHAM INTERNATIONAL INC 2000 7011
29 AMERICAN RESTAURANT GROUP 2000 5812
30 BRAZIL FAST FOOD CORP 2000 5812
31 BRIAZZ INC 2000 5812
32 CKE RESTAURANTS INC 2000 5812
33 CALA CORP 2000 5812
34 COSI INC 2000 5812
35 EACO CORP 2000 5812
36 ELXSI CORP 2000 5812
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Table 6 (continued).
No. Failed Firms Reference Year SIC*
37 EINSTEIN NOAH RESTAURANT GRP 2000 5812
38 GRANITE CITY FOOD & BREWERY 2000 5812
39 HEALTH EXPRESS USA INC 2000 5812
40 LUBYS INC 2000 5812
41 MAIN STREET RESTAURANT GROUP 2000 5812
42 NUTRITION MGMT SVCS -CL A 2000 5812
43 ROADHOUSE GRILL INC 2000 5812
44 SMITH & WOLLENSKY RSTRNT GRP 2000 5812
45 SPEEDUS CORP 2000 5812
46 STEAKHOUSE PARTNERS INC 2000 5812
47 ARLINGTON HOSPITALITY INC 2001 7011
48 HAMMONS JOHN Q HOTELS -CL A 2001 7011
49 HOLLYWOOD CASINO SHREVEPORT 2001 7011
50 INTERSTATE HOTELS & RESORTS 2001 7011
51 LA QUINTA CORP 2001 7011
52 SONESTA INTL HOTELS -CL A 2001 7011
53 SOUTHERN INVT SERVICES INC 2001 7011
54 WYNDHAM INTERNATIONAL INC 2001 7011
55 CALA CORP 2001 5812
56 COSI INC 2001 5812
57 EACO CORP 2001 5812
58 EAT AT JOES LTD 2001 5812
59 EINSTEIN NOAH RESTAURANT GRP 2001 5812
60 GRANITE CITY FOOD 8ç BREWERY 2001 5812
61 HEALTH EXPRESS USA INC 2001 5812
62 LUBYS INC 2001 5812
63 MORGANS FOODS INC 2001 5812
64 NUTRITION MGMT SVCS -CL A 2001 5812
65 ROADHOUSE GRILL INC 2001 5812
66 SMITH & WOLLENSKY RSTRNT GRP 2001 5812
67 STEAKHOUSE PARTNERS INC 2001 5812
68 CCI GROUP INC 2002 7011
69 GREAT WOLF RESORTS INC 2002 7011
70 BUCA INC 2002 5812
71 CALA CORP 2002 5812
72 COSI INC 2002 5812
73 DENNYSCORP 2002 5812
74 EAT AT JOES LTD 2002 5812
80
Table 6 (continued).
No. Failed Firms Reference Year SIC*
75 EINSTEIN NOAH RESTAURANT GRP 2002 5812
76 FRANCHISE CAPITAL CORP 2002 5812
77 GOOD TIMES RESTAURANTS INC 2002 5812
78 GRANITE CITY FOOD & BREWERY 2002 5812
79 SHELLS SEAFOOD RESTRNTS INC 2002 5812
80 SMITH & WOLLENSKY RSTRNT GRP 2002 5812
81 STEAKHOUSE PARTNERS INC 2002 5812
♦ 7011 = Hotels and motels, 5812 = Eating places
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Table 7
The Sample ofNon-Failed U.S. Firms
No. Non-Failed Firms Reference Year SIC*
1 ELDORADO RESORTS EEC 1999 7011
2 EXTENDED STAY AMERICA INC 1999 7011
3 INTL LEISURE HOSTS 1999 7011
4 KSL RECREATION GROUP INC 1999 7011
5 MARRIOTT INTL INC 1999 7011
6 RED LION HOTELS CORP 1999 7011
7 BACK YARD BURGERS INC 1999 5812
8 BENIHANA INC -CL A 1999 5812
9 BJ'S RESTAURANTS INC 1999 5812
10 BOB EVANS FARMS 1999 5812
11 CBRL GROUP INC 1999 5812
12 CHAMPPS ENTMT INC 1999 5812
13 ELMER'S RESTAURANTS INC 1999 5812
14 FLANIGANS ENTERPRISES INC 1999 5812
15 FOX & HOUND RESTAURANT GROUP 1999 5812
16 FRISCH'S RESTAURANTS INC 1999 5812
17 J. ALEXANDER'S CORP 1999 5812
18 MEXICAN RESTAURANTS INC 1999 5812
19 PANERA BREAD CO 1999 5812
20 SIXX HOLDINGS INC 1999 5812
21 STEN CORP 1999 5812
22 CHOCTAW RESORT DEV ENTRPRISE 2000 7011
23 ELDORADO RESORTS EEC 2000 7011
24 EXTENDED STAY AMERICA INC 2000 7011
25 FOUR SEASONS HOTELS -LTD VTG 2000 7011
26 HORSESHOE GAMING HLDG CORP 2000 7011
27 MARRIOTT INTL INC 2000 7011
28 ORIENT-EXPRESS HOTELS 2000 7011
29 AMERICAN RESTAURANT PRTNS-LP 2000 5812
30 BACK YARD BURGERS INC 2000 5812
31 BENIHANA INC -CL A 2000 5812
32 BJ'S RESTAURANTS INC 2000 5812
33 BRINKER INTL INC 2000 5812
34 CEC ENTERTAINMENT INC 2000 5812
35 CALIFORNIA PIZZA KITCHEN INC 2000 5812
36 CHAMPPS ENTMT INC 2000 5812
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Table 7 (continued).
No. Non-Failed Firms Reference Year SIC*
37 CREATIVE HOST SERVICES INC 2000 5812
38 FLANIGANS ENTERPRISES PvIC 2000 5812
39 FOX & HOUND RESTAURANT GROUP 2000 5812
40 FRISCH'S RESTAURANTS INC 2000 5812
41 J. ALEXANDER'S CORP 2000 5812
42 MAX & ERMAS RESTAURANTS 2000 5812
43 PANERA BREAD CO 2000 5812
44 RED ROBIN GOURMET BURGERS 2000 5812
45 SIXX HOLDINGS INC 2000 5812
46 STEN CORP 2000 5812
47 BOCA RESORTS INC 2001 7011
48 FAIRMONT HOTELS RESORTS INC 2001 7011
49 FOUR SEASONS HOTELS -LTD VTG 2001 7011
50 HILTON HOTELS CORP 2001 7011
51 INTERCONTINENTAL HOTELS -ADR 2001 7011
52 MARRIOTT INTL INC 2001 7011
53 STARWOOD HOTELS&RESORTS WLD 2001 7011
54 ORIENT-EXPRESS HOTELS 2001 7011
55 ARK RESTAURANTS CORP 2001 5812
56 BACK YARD BURGERS INC 2001 5812
57 BJ'S RESTAURANTS PvIC 2001 5812
58 BUFFALO WILD WINGS INC 2001 5812
59 CHAMPPS ENTMT INC 2001 5812
60 CHEESECAKE FACTORY INC 2001 5812
61 FLANIGANS ENTERPRISES INC 2001 5812
62 FOX & HOUND RESTAURANT GROUP 2001 5812
63 J. ALEXANDER'S CORP 2001 5812
64 MAX & ERMAS RESTAURANTS 2001 5812
65 RARE HOSPITALITY INTL INC 2001 5812
66 SIXX HOLDINGS INC 2001 5812
67 STEN CORP 2001 5812
68 FAIRMONT HOTELS RESORTS INC 2002 7011
69 ORIENT-EXPRESS HOTELS 2002 7011
70 ARK RESTAURANTS CORP 2002 5812
71 BJ'S RESTAURANTS INC 2002 5812
72 BUFFALO WILD WINGS INC 2002 5812
73 CEC ENTERTAINMENT INC 2002 5812
74 FLANIGANS ENTERPRISES INC 2002 5812
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Table 7 (continued).
No. Non-Failed Firms Reference Year SIC*
75 J. ALEXANDER'S CORP 2002 5812
76 MORTONS RESTAURANT GROUP INC 2002 5812
77 NATHAN'S FAMOUS INC 2002 5812
78 P F CHANGS CHINA BISTRO INC 2002 5812
79 SIXX HOLDINGS INC 2002 5812
80 STEN CORP 2002 5812
81 WESTERN SIZZLIN CORP 2002 5812
* 7011 = Hotels and motels, 5812 = Eating places
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In most cases, a model will perform better on the sample from which it was estimated 
than on any other sample (Jones, 1987). In failure prediction problems, this means that a 
mere success in classifying firms as failing or healthy based on the original sample is not 
sufficient. Altman and Levallee (1981) suggested using a hold-out sample from a 
different time setting to test for over-fitting and to improve the validity o f the model.
Most reliable failure prediction studies utilize various types of hold-out samples to 
increase the developed model’s validity (Altman & Levallee).
In this study, a set of hold-out samples is obtained from the year 2003 for each 
country. These sample firms are used to test if  the developed models could correctly 
predict out-of-sample failure events with reasonable accuracy. For Korean hold-out 
sample, 38 failed hospitality firms with negative net income in 2004-2006 periods were 
selected from the Korean financial supervisory service database. Using the paired- 
sampling methods, 38 non-failed firms were obtained from the same database. Financial 
ratios were computed for the failed and non-failed hospitality firms from their financial 
statements in 2003, one year prior to failure. For U.S. hospitality firms, 10 failed firms 
with negative net income in 2004, 2005, and 2006 were obtained from the Standard & 
Poor’s Compustat. Non-failed hospitality firms were selected from the same database and 
matched to the failed firms by the year, industry code, and assets size. The financial ratios 
of the hold-out firms in the year 2003, one year prior to failure, were derived.
Tables 8 and 9 list failed and non-failed Korean hold-out firms included in this study, 
while Tables 10 and 11 present a list o f failed and non-failed U.S. hold-out firms.
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Table 8
The Hold-out Sample o f  Failed Korean Firms
No. Failed Firms Reference Year Industry*
1 GREEN AND BLUE 2003 L
2 GUMSUNG PLAZA 2003 L
3 GAWON LEISURE 2003 L
4 INTERNATIONAL HOTEL 2003 L
5 NAMJIRISAN TOURISM 2003 L
6 NAKSAN DEVELOPMENT 2003 L
7 DAMYANG ONCHEON 2003 L
8 DAEGU AMIGO HOTEL 2003 L
9 LAKEHILLS GOLFTEL 2003 L
10 MIBONG 2003 L
11 BELUGA 2003 L
12 BOMUN TOURISM 2003 L
13 SAJO TOWN 2003 L
14 SAMCHUK PALACE TOWN 2003 L
15 SONGNISAN HOTEL 2003 L
16 SAMKWANG DEVELOPMENT 2003 L
17 SOONONG 2003 L
18 SHIN AN TOURISM 2003 L
19 SHINAN LEISURE 2003 L
20 OLYMPIA SUITE 2003 L
21 ES RESORT CLUB 2003 L
22 ILSUNG LEISURE 2003 L
23 YK CONDOMINIUM 2003 L
24 WOOJOO ENTERPRISE 2003 L
25 YUIL INDUSTRIAL 2003 L
26 CHOSUN TOURIST HOTEL 2003 L
27 CHANGJIN INDUSTRIAL 2003 L
28 TOWER HOTEL 2003 L
29 PARADISE JEJU 2003 L
30 HANWHA DEVELOPMENT 2003 L
31 HOTEL SORAK PARK 2003 L
32 HANSOL DEVELOPMENT 2003 L
33 HAEWUNDAE GRAND HOTEL 2003 L
34 RISE ON 2003 R
35 MCKIM 2003 R
36 SONGOK DEVELOPMENT 2003 R
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Table 8 (continued).
No. Failed Firms Reference Year Industry*
37 FOOD STAR 2003 R
38 KOREAN DRIVE INN 2003 R
L = Lodging firms, F = Foodservice operations (Restaurants)
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Table 9
The Hold-out Sample ofNon-Failed Korean Firms
No. Non-Failed Firms Reference Year Industry*
1 DUCKOO DEVELOPMENT 2003 L
2 DAEHEUNG LEISURE 2003 L
3 DONGSEOUL LESPIA 2003 L
• 4 DAEKYO DEVELOPMENT 2003 L
5 ROYAL DEVELOPMENT 2003 L
6 LOTTE INDUSTRIAL 2003 L
7 BACKNAM TOURISM 2003 L
8 SEOJOO DEVELOPMENT 2003 L
9 SUNSHINE 2003 L
10 SUAM 2003 L
11 SAVOY HOTEL 2003 L
12 CENTRAL TOURISM 2003 L
13 SAMDOO INDUSTRIAL 2003 L
14 SUNSAN TERMINAL 2003 L
15 CENTRO 2003 L
16 SEUNGWHA SUN CRUISE 2003 L
17 SIHEUNG TOURIST HOTEL 2003 L
18 SUN AND MOON 2003 L
19 ANSAN TOURISM 2003 L
20 AMBATEL 2003 L
21 WOOYOUNG DEVELOPMENT 2003 L
22 YOOSUNG TOURISM 2003 L
23 AMBASSORDOZ 2003 L
24 YOOSUNG ONCHEON 2003 L
25 AMBASTEL 2003 L
26 ORA TOURISM 2003 L
27 JUNGWON MEDIA 2003 L
28 JUNGRIM DEVELOPMENT 2003 L
29 JIRISAN ONCHEON 2003 L
30 HOTEL CAPITAL 2003 L
31 HOTEL HYUNDAI 2003 L
32 HOTEL PRIMA 2003 L
33 HANCHANG DEVELOPMENT 2003 L
34 DAEJOO INDUSTRIAL 2003 R
35 SINSEGAE FOOD 2003 R
36 OUR HOME 2003 R
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Table 9 (continued).
No. Non-Failed Firms Reference Year Industry*
37 HANWOORI RESTAURANT 2003 R
38 HYUNDAI FOOD SYSTEM 2003 R
' L = Lodging firms, F = Foodservice operations (Restaurants)
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Table 10
The Hold-out Sample o f  Failed U.S. Firms
No. Non-Failed Firms Reference Year SIC*
1 GAYLORD ENTERTAINMENT CO 2003 7011
2 GREAT WOLF RESORTS INC 2003 7011
3 MORGANS HOTEL GROUP CO 2003 7011
4 BUCA INC 2003 5812
5 CARIBOU COFFEE CO 2003 5812
6 COSI INC 2003 5812
7 EAT AT JOES LTD 2003 5812
8 EINSTEIN NOAH RESTAURANT GRP 2003 5812
9 GRANITE CITY FOOD & BREWERY 2003 5812
10 STEAKHOUSE PARTNERS INC 2003 5812
*7011= Hotels and motels, 5812 = Eating places
Table 11
The Hold-out Sample ofNon-Failed U.S. Firms
No. Non-Failed Firms Reference Year SIC*
1 HILTON HOTELS CORP 2003 7011
2 MORGANS HOTEL GROUP CO 2003 7011
3 ORIENT-EXPRESS HOTELS 2003 7011
4 ARK RESTAURANTS CORP 2003 5812
5 BRAZIL FAST FOOD CORP 2003 5812
6 CALIFORNIA PIZZA KITCHEN INC 2003 5812
7 FAMOUS DAVES OF AMERICA INC 2003 5812
8 FLANIGANS ENTERPRISES INC 2003 5812
9 RED ROBIN GOURMET BURGERS 2003 5812
10 WESTERN SIZZLIN CORP 2003 5812
7011 = Hotels and motels, 5812 = Eating places
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Variables
Previous studies of business failure have used financial ratios representing liquidity, 
leverage, solvency, profitability, and efficiency as candidate variables in developing 
failure prediction models. Based on the ratios used by previous studies and the 
availability o f the ratios o f the sample firms, 10 financial ratios, measuring liquidity, 
leverage, solvency, and efficiency aspects of an operation were selected as potential 
predicting variables for estimating the failure prediction models in this study. The ratios 
representing profitability were excluded from the analysis, as these ratios could directly 
affect the predictive ability of the models. In other words, the inclusion o f profitability 
ratios would inflate the predictability o f models because they are mere redefinitions of 
the variable to predict (DeAndrés, Landajo, & Lorca, 2005). Previous literature also 
states that the inclusion o f too many ratios in a model does not necessarily result in higher 
classification rates. In fact, having too many ratios in a model may cause 
multicollinearity problems (Dimitras et al., 1996). Hamer (1983) claimed that the 
variables should be selected in a way that both minimize the cost of data collection and 
maximize the applicability of the model.
Liquidity ratios indicate a firm’s ability to pay its current financial obligations on 
time while leverage ratios measure the extent to which a company is relying upon debt 
financing. Solvency ratios evaluate a firm’s capability to cover all o f its financial charges. 
Solvency of a company is critical to its survival and, although long-term insolvency is 
equivalent to company failure, it is short-term insolvency which precipitates the event 
(Darayseh, et al., 2003). Efficiency ratios measure the productivity o f a firm for a given 
level of inputs. In other words, these turnover ratios assess the productivity o f a firm’s
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assets. These four groups o f ratios reflect the overall financial condition and performance 
of a firm. The 10 ratios used in this study and their derivation formulas are presented in 
Table 12.
Table 12
Summary o f  Financial Ratios Used in the Study
Category Ratio Formula
Liquidity Current ratio (CR) Current assets / Current liabilities
Quick ratio (QR) (Current assets -  inventories -  
prepaid expenses) / Current 
liabilities
Earnings before interest, tax, 
depreciation and amortization 
(EBITDA) to current liabilities (CL)
EBITDA / Current liabilities
Leverage Debt ratio Total liabilities / Total assets
Solvency Earnings before interest, tax, 
depreciation and amortization 
(EBITDA) to total liabilities (TL)
EBITDA / Total liabilities
Interest coverage ratio EBIT / Interest expense
Efficiency Accounts receivable (AR) turnover Total revenues/ Average accounts 
receivable
Inventory turnover Cost o f goods sold / Average 
inventories
Fixed assets (FA) turnover Total revenues / Average fixed 
assets
Total assets (TA) turnover Total revenues / Average total 
assets
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Failure Prediction Methods
Dimitras et al. (1996) insisted that selecting the right method for model development 
is the most important task in failure prediction studies. Despite the substantial amounts of 
work done in failure prediction areas, no single method has been developed for universal 
applications. As a result, a researcher needs to select an appropriate method based on the 
type of data and the objectives of the study (Dimitras et al.).
Both logistic regression and ANN techniques will be used in this study to develop 
failure prediction models for U.S. and Korean hospitality firms, respectively. The 
developed models will be compared to identify which method appears to be more 
accurate for predicting business failures of sample firms. In order to further examine the 
models’ predictive ability, a set o f hold-out firms from the year 2003 will be used to test 
if  the models could accurately predict out-of-sample failure events.
Logit Analysis
A logistic regression analysis or a logit analysis is a class of conditional probability 
models used to estimate a relationship between a set of variables describing an entity and 
the probability that the entity will be in a given final state (Storey et al., 1990). Perhaps, 
the primary advantage o f logit analysis is that this model is not restricted by traditional 
statistical assumptions such as multivariate normality, linearity, or independence among 
independent variables (Dimitras et al., 1996). Moreover, a logit model has the advantage 
of simplifying the interpretation of the coefficients (Dietrich & Sorensen, 1984).
The logit model with a dichotomous dependent variable (e.g., 1 for failure and 0 for 
non-failure) is expressed in terms of conditional probability forms (Liao, 1994). In this
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study, the developed logit model determines the probability o f  failure by estimating a 
linear function o f a firm’s financial ratios (Liao):
Log [P(E) / (l-P(E))] = Po+ PiXi + .........+ ppXp (2)
where:
P(E) = Probability o f failure for company i 
Po = The intercept
Pi- Pp = Coefficients of financial ratios 
Xi-Xp = Financial ratios
From the logit model, the coefficient of each classifying variable is the effect of a unit 
change in an independent variable on the probability of the dichotomous variable 
(Neophytou & Molinero, 2004). The calculated value of the dependent variable can be 
interpreted as the probability o f a firm belonging to one of the prescribed classes, given 
the financial characteristics of the firm. When expressed in logit form, the odds of failure 
is defined as “P(E)/(1-P(E)),” where P(E) is the probability o f  failure (Liao, 1994). By 
solving for P(E) through the equation (3), the probability o f failure is obtained as:
P(E) = cV(l+cQ (3)
where:
e = The base o f the natural logarithm 
y = Log [P(E) / (l-P(E))] = po + PiXi + .........+ PpXp
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When the model is applied to a company’s financial ratios, the resulting dependent 
variable, which lies between 0 and 1, represents the probability o f the company failing. 
Often the cut-off score o f 0.50, halfway between the two choices for the dependent 
variable, is used to determine if the company should be classified as failing or non-failing 
(Zavgren, 1983). Companies with P(E) values equal to or greater than 0.50 are classified 
into the failed group while companies with P(E) values less than 0.50 are classified into 
the non-failed group.
Artificial Neural Networks (ANNs)
While logistic analysis has been widely used for previous failure prediction studies, 
its reliability is questionable when the assumptions associated with probability models, 
such as a specific functional relationship between dependent variables and independent 
variables, do not hold (Luther, 1998; Zhang et al., 1999). In addition, the failure 
classification problem is inherently non-linear in nature, and therefore a tool that can 
approximate a complex non-linear function should be used (Lippermann, 1987). ANNs 
are a promising alternative tool because, in most cases, it is robust and adapts itself to 
given conditions to learn the relationships (Denton et al., 1990). ANN models are 
expected to produce higher classification rates than logit models, because the primary 
purpose o f ANNs is to provide satisfactory results in prediction tests rather than 
parameter estimation or hypotheses testing (Jain & Nag, 1997). Zhang et al. (1999) also 
posited that since logistic regression is a special case o f the ANN without hidden nodes, 
ANNs are expected to produce more accurate estimates.
An ANN model is made up of inter-connected processing units, which are also called 
nodes or neurons (Denton et al., 1990). The neurons in a typical ANN model are
95
organized into three layers, namely an input layer, one or more hidden layer(s), and an 
output layer. In standard statistical terminology, neurons in the input layer refer to the 
independent variables while neurons in the output layer represent the dependent variable 
(Goss & Ramchandani, 1995). The hidden layer(s) replicates interaction effects between 
the inputs and outputs. These hidden layer(s) are critical for ANN models for identifying 
the complex patterns in the data (Zhang et al., 1999). Each neuron in the network is 
connected to other neurons by an associated numerical value known as a “weight” 
(Palmer, José Montano, & Sesé, 2006). These weights represent the knowledge or 
information that network has about a specific problem (Palmer et al., 2006).
There have been intense debates over the optimal number o f neurons to be included in 
the hidden layers. In general, including more number of hidden neurons results in 
increased overall accuracy rates in the training sets (Zhang et al., 1999). As more hidden 
neurons are added, however, the network becomes more complex and in return, may 
learn or memorize noises in addition to the underlying patterns (Zhang et al.). This is a 
main symptom of the notorious model over-fitting problem (Zhang et al.). When the 
model is over-fitting, it will try to memorize the right answers, rather than predicting 
them. As a result, the ANN model will work very well on in-sample data, but will 
provide relatively poor classification results on hold-out data. One way to prevent this 
over-fitting problem is to test the model on a separate hold-out set.
There are many different types o f ANN models with varying network topologies. 
ANN models are characterized by the network architecture, such as the number o f layers 
and the number of nodes in each layer (Zhang et al., 1999). A multi-layer perceptron 
(MLP) NN, which is the most common type used for financial distress modeling
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(Etheridge et al., 2000), is used in this study. MLP network, also known as a feedforward 
network, is made up of an input layer, one or more hidden layer(s), and an output layer 
(Palmer et al., 2006). In MLP network, all nodes and layers are arranged in a feedforward 
manner and the network takes the form of a non-linear model (Zhang et al.);
(4)
where:
y  = Predicted output
Xi-Xn = Classifying variables or financial ratios
f i , f 2  = The transfer functions for hidden node and output node, respectively
wi,W 2 = The matrices of linking weights from input to hidden layer and from hidden
layer to output layer, respectively
For two-group classification problems like the bankruptcy prediction, three-layer 
MLP network is commonly used (Zhang et al., 1999). Previous studies show that 
networks with one hidden layer is sufficient for most classification problems (Zhang et 
al.). Lee et al. (2005) also found that as long as there are sufficient numbers o f hidden 
nodes, three-layer network is able to approximate any arbitrary function. A two-group 
classification problem requires only one output node for representing the group 
membership (Denton et al., 1990). A MLP network with one hidden layer and one output 
node is shown in Figure 1.
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Output layer 
( 1  node)
Hidden layer 
(3 nodes)
Input layer 
(5 nodes)
XI X2 X3 X4 X5
Figure 1. The Sample Architecture of ANNs (5-3-1)
As illustrated in Figure 1, information flows from the nodes in input layer through the 
hidden layer, and then to the output layer. According to Etheridge et al. (2000), the 
external information -  for example, values of financial ratios (e.g., X I, X2, X3, X4, and 
X5) -  is first fed to the input layer in the model. The neurons in input layer process this 
information, convert it to a single value, and then sum the products of the input 
multiplied by their respective weights using summation function (Etheridge et al.). The 
information is then transmitted to the hidden layer, using the transfer function, where
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most of the learnings take place (Etheridge et al.). The transfer function determines the 
output of the neurons based on the result of the summation function (Etheridge et al.).
The selection of the transfer function depends on the nature o f the output (Anandarajan & 
Anandarajan, 2001). For failure prediction studies, the output represents a probability of 
failure and lies between 0 and 1. Therefore, a logistic or sigmoid transfer function is 
appropriate for these studies (Anandarajan & Anandarajan). With the logistic function, 
the output o f node j  in the hidden layer is written as (Shmueli, Patel, & Bruce, 2007);
Output (j) = g
V '=1
(5)
where:
6j = The bias of node j
x i  X2, Xp = The set of input values
w„m = The matrices o f linking weights from input to hidden layer and from hidden 
layer to output layer, respectively
Using the summation and transfer functions, the neurons in the hidden layer transmit the 
processed information to the output layer (Etheridge et al., 2000). The processing 
elements in the output layer further process information from the hidden layer and 
produce an output (Etheridge et al.).
Learning or training in ANNs essentially means findings an appropriate set of weights 
that minimize the errors (Back, Laitinen, & Sere, 1996). The ability to learn from sample
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and to generalize this learning to new situations is the most attractive features o f the 
ANN model (Back et al., 1996). Learning in neural nets may be supervised or 
unsupervised. Supervised learning occurs when the network is presented with training 
pairs, which pair input information with correct outputs (Kuo & Reitsch, 1995). The 
leaming takes place as the network adjusts its weights to match its outputs to the target 
values (Sarle, 1997). Unsupervised leaming, on the other hand, takes place when the 
network is presented with just the input information. In this case, the network performs 
some kind of data compression, such as clustering, on the input variables to estimate the 
relationships among them (Sarle). For the classification problems, supervised leaming is 
preferred because inputs paired with a priori known correct outputs are required for 
training (Denton et al., 1990).
In most cases, MLP network employs backpropagation algorithm or gradient descent 
method as the leaming rule (Palmer et al., 2006). In particular, for the failure prediction 
studies, backpropagation network has been the most popular form of supervised networks 
(Lee et al., 2005). In backpropagation network, the actual output is compared to the 
predicted output and errors are computed. The errors, in this case, represent the difference 
between predicted result and actual result. These errors are then propagated backwards 
through the network to the preceding layers to adjust the connection weights so that the 
difference between the actual output and the predicted output is minimized (Metaxiotis & 
Psarras, 2004). The “learning” takes place by adjusting the interconnection weights 
between layers (Kuo & Reitsch, 1995) and the whole process is repeated until the overall 
error value drops below some pre-determined threshold (McCollum, 1998). During the
1 0 0
leaming or training stage, the activation level of each computational element is computed 
using the logistic function (Denton et al., 1990):
a, = [l + exp(-^, -  Y ,  J %  )]"' (6 )
where:
i = the index of the elements in the current layer 
j  = the index of the elements in the preceding layer 
a„ -  the activation level o f element n 
t„ = a leamable error associated with element n
= the weight on the connection between element n in the current layer and 
element m in the preceding layer
A logistic transfer function produces an output value that lies between 0 and 1. If  the 
output value is equal to or greater than 0.50, a firm is classified as failed. Likewise, if  the 
output value is less than 0.50, a firm is classified into non-failed group (Lee et al., 2005). 
As the network leams the relationships between input and output data, its performance is 
expected to improve (Narain & Narain, 2002). Improvements are examined by observing 
the changes in mean-squared error (MSB). The MSB function has been a popular choice 
in previous studies as it provides theoretical considerations and a consistent error function 
(Lee et al., 2005). MSB can be defied as:
1 0 1
In Equation (7), aj and yj represent the actual value and network output for the training 
pair, respectively. N is the number of training pairs. When the overall error rates of the 
model drops below some pre-determined MSB threshold, the model is considered as 
having “learned" the underlying relationships and ready to be used on hold-out data 
(Narain & Narain, 2002).
1 0 2
CHAPTER 4
RESULTS AND FINDINGS 
Introduction
The results and findings of the study will be presented in this chapter. This study 
employs both logistic regression and ANN techniques to develop failure prediction 
models for U.S. and Korean hospitality firms, respectively. The first part of this chapter 
presents failure prediction models developed for Korean hospitality firms. First, summary 
of ratio statistics for failed and non-failed Korean firms are presented and comparisons 
are made between these two groups. After that, the results of the logistic regression and 
ANN analyses for Korean hospitality firms are discussed. Prediction models are 
established on in-sample firms and their predictive abilities are tested on hold-out sample 
firms. The second part of this chapter discusses failure prediction models built for U.S. 
hospitality companies. First, the average values of each ratio are compared between failed 
and non-failed U.S. groups. Afterward, the results of the logistic regression analysis and 
ANN analysis for U.S. hospitality firms are discussed. Prediction models are developed 
and their accuracy in failure prediction is assessed using the hold-out firms. The third part 
of this chapter compares the developed failure prediction models and draws conclusions 
for each country.
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Failure Prediction for Korean Hospitality Firms 
Overview o f  the Financial Health o f  Failed and Non-Failed Groups 
Prior to applying the logistic regression and the ANNs to develop the failure 
prediction models for Korean hospitality firms, overall financial conditions o f failed and 
non-failed groups are examined. Table 13 lists the group averages for 10 financial ratios 
calculated based on the data from annual financial statement prior to failure and the 
corresponding year for the non-failed group.
The 10 financial ratios represent liquidity, solvency, leverage, and efficiency of 
sample firms and reflect these firms’ overall financial conditions and performances. The 
t-test statistics and related significance probabilities are presented in the table below.
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Table 13
Summary Ratio Statistics fo r  Korean Hospitality Firms One Year Prior to Failure
Ratios
Average of 
Failed Group
Average of 
Non-Failed Group t-value Sig.
Liquidity
CR 0.9998 9.8324 1.3580 .1770
Q R 0.8015 9.7464 1.3760 .1710
EBITDA to CL -0.1775 1.5777 2.5130 .0130*
Leverage
Debt Ratio 0.9694 0.6929 -5.3270 .0 0 0 0 **
Solvency
EBITDA to TL -0.0267 0.2114 5.2630 .0 0 0 0 **
Interest Coverage -39.5032 28.8424 4.0960 .0 0 0 0 **
Efficiency
AR turnover 43.2881 64.5732 2.6520 .0090**
Inventory turnover 37.8258 58.4578 3.1810 .0 0 2 0 **
FA turnover 0.5392 1.458 3.1100 .0 0 2 0 **
TA turnover 0.2964 0.7639 5.8380 .0 0 0 0 **
Note. * indicates p < .05,, ** indicates p < . 0 1
Table 13 presents average values of the 10 financial variables o f the 123 failed 
hospitality firms in comparison with those of the 123 non-failed hospitality firms. Based 
on this table, it is clear that there was a huge performance gap between the two groups. 
The results of t-test statistics show that at 0.01 level, the two groups are significantly 
different in seven financial ratios: debt ratio, EBITDA to total liabilities (TL), interest 
coverage, accounts receivable (AR) turnover, inventory turnover, fixed assets (FA) 
turnover, and total assets (TA) turnover ratios. If the significance level is set at 0.05,
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EBITDA to current liabilities (CL) ratio also becomes significantly different between the 
failed and non-failed groups.
The comparison indicates that the failed group, on average, had lower liquidity and 
solvency mainly due to their negative EBITDA or operating loss. EBITDA to CL, 
EBITDA to TL, and interest coverage ratios essentially measure a firm’s ability to cover 
its short-term debts, long-term debts, and interest expenses, respectively, using the 
operations generated cash flows. The higher values of these ratios for the non-failed 
group indicate that an average firm in this group is in a much better position to cover its 
liabilities and resulting interest payments using the operating cash flows.
In addition, the failed group showed significantly higher indebtedness and lower 
efficiency in asset utilization. Debt ratio was used to measure an average firm’s leverage 
position. The analysis reveals that, on average, a failed firm was financed by 97% of 
debts and 3% o f equity whereas a non-failed firm had 69% of its total assets financed by 
debts and the remaining 31% by equity. The financial structure of an average failed firm 
appears to be very risky as the risk of failure is always high to firms with heavy 
borrowings (Altman et al., 1995).
The non-failed group performed significantly better than their failed counterpart, in 
regards to all four activity ratios incorporated in this study. Efficiency ratios measure a 
firm’s productivity for a given level of inputs. Firms with higher efficiency are likely to 
have superior profitability and thus lower risk o f failure (Gu, 2002). As Table 13 shows, 
non-failed firms had significantly higher values for AR turnover and inventory turnover 
demonstrating their greater efficiency in cash and inventory management, respectively. 
FA turnover and TA turnover ratios determine the effectiveness o f management in using
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fixed assets and total assets, correspondingly, to generate sales revenue. On average, non- 
failed hospitality firms were almost three times more efficient than failed hospitality 
firms in using both the fixed assets and the total assets to generate revenues for the firm.
Based on these findings, the null hypothesis that the two group means are equal is 
rejected at 0.05 level and statistically significant differences were found for the following 
eight ratios: EBITDA to CL, debt ratio, EBITDA to TL, interest coverage, AR turnover, 
inventory turnover, FA turnover, and TA turnover ratios. While no significant differences 
were found for the remaining two liquidity ratios -  current ratio and quick ratio -  it is 
apparent that the non-failed group was in a better position than their failed counterpart;
Development o f  the Failure Prediction Model Using Logistic Regression Analysis
This study employed SPSS 16.0 package to estimate the binary logistic regression 
model based on firms’ financial ratios one year prior to failure. The forward stepwise 
logistic regression method, or logit analysis, was used to select the optimal sets of 
candidate variables. The stepwise logit analysis is especially valuable for failure 
prediction model development as it prevents the multicollinearity problems that may 
occur when a number of highly correlated financial ratios are used as input variables 
(Charitou et al., 2004).
The program first related “failure (I for failure and 0 for non-failure)’’ to the entire set 
o f 10 financial ratios. Likelihood ratio test was then performed to test for redundancy and 
re-estimated the model with only significant variables at the 0.05 level. From the 10 
candidate variables, only one variable, interest coverage ratio, was selected and retained
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in the final model. Table 14 presents the calculated test statistics for the estimated 
coefficients of the logit model.
Table 14
Estimated Logistic Regression Model fo r  Korean Hospitality Firms
Variable b SE Wald Sig.
Interest Coverage -0.4420 0.0940 21.9870 . 0 0 0 0
Constant 0.6360 0.2080 9.4020 . 0 0 2 0
The Wald statistics and associated significance values indicate that both the constant and 
the coefficient o f the independent variable are significant at least at the 0 . 0 1  level.
Based on these results, the logit model for predicting hospitality firm failures in Korea 
can be written as the following equation:
Logit (Yi) =  0.636 -  0.442Fia, (8 )
and Pi = (1 + exp {-Yj}’’) so that Y, = log [P/(1-P)J
where,
Fla = Interest coverage ratio
From the logit model, the coefficient of each independent variable represents the effect of 
a unit change in the independent variable on the probability of the dichotomous variable 
(Neophytou & Molinero, 2004). The negative coefficient for the interest coverage ratio
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indicates that the larger the value of this ratio, the smaller the probability o f a firm’s 
failure. The resulting Y value is then placed on the extreme value distribution to get the 
odds of failure, and the probability of failure (Pj) is computed. Based on a cut-off 
probability of 0.50 (Pc= 0.50), classifications are made by the following procedure:
• If probability of failure (PJ < Pc, the firm is classified to the non-failed group,
• If probability of failure (PJ > Pc, the firm is classified to the failed group.
Results o f  the Logit Model fo r  Korean Hospitality Firms
Based on the estimated logit model, the sample Korean hospitality firms were 
classified into a failed group and a non-failed group to assess the classification accuracy 
o f the model. The assigned probability o f failure for each Korean hospitality firm in the 
sample and their reclassified membership based on the ratio one year before failure are 
shown in Table 15. Table 15 also shows that among the 123 failed firms, 14 firms were 
misclassified into non-failed group. Among the 123 non-failed firms, 26 firms were 
misclassified as failed firms.
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Table 15
Classification Results fo r the Korean Hospitality Firms Using the Logit Model
Firms Yi
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
1 " 0.1233 0.5308 1 0
2 -6.0073 0.0025 0 0
3 -7.4305 0.0006 0 0
4 -1.2292 0.2263 0 0
5 -0.0270 0.4933 0 0
6 *’ 0.2912 0.5723 1 0
7 -1.2160 0.2286 0 0
8 " 1.0294 0.7368 1 0
9 -0.5707 0.3611 0 0
lO'’ 0.2205 0.5549 1 0
l l ” 0.3443 0.5852 1 0
1 2 b 0.1896 0.5473 1 0
13 -0.3939 0.4028 0 0
14 -0.9375 0.2814 0 0
15 -0.9596 0.2770 0 0
16 -78.7163 0 . 0 0 0 0 0 0
17 -0.0226 0.4944 0 0
18*’ 0.5741 0.6397 1 0
19 -0.2436 0.4394 0 0
2 0 -0.5707 0.3611 0 0
2 1 '’ 0.2691 0.5669 1 0
2 2 -14.1180 0 . 0 0 0 0 0 0
23 -0.5707 0.3611 0 0
24 -3.7310 0.0234 0 0
25 -0.2657 0.4340 0 0
26 -0.6281 0.3479 0 0
27 -2.8028 0.0572 0 0
28 -6.2680 0.0019 0 0
2 9  b 0.1586 0.5396 1 0
30 -0.4823 0.3817 0 0
31 -0.8889 0.2913 0 0
32 -0.2171 0.4459 0 0
33 -0.1861 0.4536 0 0
34 -4.7343 0.0087 0 0
3 5 '’ 0.0084 0.5021 1 0
36 -173.0479 0 . 0 0 0 0 0 0
37 -6.2062 0 . 0 0 2 0 0 0
38 -9.8571 0 . 0 0 0 1 0 0
39 -0.5707 0.3611 0 0
1 1 0
Table 15 (Continued).
Firms Yi
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
40 -0.5707 0.3611 0 0
41 -0.5707 0.3611 0 0
42*’ 0.1807 0.5451 1 0
43 -9.2560 0 . 0 0 0 1 0 0
44 -0.5707 0.3611 0 0
45 -64.2982 0 . 0 0 0 0 0 0
46 -0.6767 0.3370 0 0
47 -0.4425 0.3912 0 0
48*’ 0.5299 0.6295 1 0
4 9  b 0.0084 0.5021 1 0
50 -0.1154 0.4712 0 0
51'’ 0.0526 0.5131 1 0
52 -0.0270 0.4933 0 0
53 -7.7620 0.0004 0 0
5 4 '’ 0.0747 0.5187 1 0
55 -0.9906 0.2708 0 0
56 -0.6591 0.3410 0 0
57 -0.1817 0.4547 0 0
58 -3.9122 0.0196 0 0
59 -0.5707 0.3611 0 0
60 -0.5397 0.3683 0 0
61 -0.2436 0.4394 0 0
62 -0.5530 0.3652 0 0
63 '’ 0.1365 0.5341 1 0
64 -8.5753 0 . 0 0 0 2 0 0
65 -2.0779 0.1113 0 0
6 6 '’ 0.0614 0.5153 1 0
67'’ 0 . 1 1 0 0 0.5275 1 0
6 8 -0.5707 0.3611 0 0
69 -0.5707 0.3611 0 0
7 0 '’ 0.1807 0.5451 1 0
7 1 '’ 0.0172 0.5043 1 0
72 -26.2774 0.0000 0 0
73 -14.8384 0.0000 0 0
74 -0.5707 0.3611 0 0
75 -0.5088 0.3755 0 0
76 -0.7386 0.3233 0 0
77 -0.8403 0.3015 0 0
78 -0.8756 0.2941 0 0
7 9  b 0.0791 0.5198 1 0
80'’ 0.7332 0.6755 1 0
81 -0.4602 0.3869 0 0
I l l
Table 15 (Continued).
Firms Yi
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
82 -0.5530 0.3652 0 0
83 -0.9596 0.2770 0 0
84 -0.4690 0.3849 0 0
85 -7.9521 0.0004 0 0
8 6 -10.1488 0 . 0 0 0 0 0 0
87 -0.5707 0.3611 0 0
8 8 -0.2745 0.4318 0 0
89 -0.9596 0.2770 0 0
90 -3.1608 0.0407 0 0
91 -1.2425 0.2240 0 0
92 -0.5088 0.3755 0 0
93 -1.1585 0.2389 0 0
94 -0.0624 0.4844 0 0
95 -4.0271 0.0175 0 0
96 -3.2845 0.0361 0 0
97 -0.5707 0.3611 0 0
98 - 1 . 1 0 1 1 0.2495 0 0
99 -0.8226 0.3052 0 0
1 0 0 0.8835 0.7076 1 0
1 0 1  b 0.7509 0.6794 1 0
1 0 2 '’ 0.6316 0.6528 1 0
103 -0.6060 0.3530 0 0
104 -0.2745 0.4318 0 0
105 -7.7134 0.0004 0 0
106 -4.1774 0.0151 0 0
107 -0.5707 0.3611 0 0
108 -0.3983 0.4017 0 0
109 -0.2259 0.4438 0 0
1 1 0 -0.5707 0.3611 0 0
1 1 1 -15.0859 0 . 0 0 0 0 0 0
1 1 2 -0.7917 0.3118 0 0
113 -0.9729 0.2743 0 0
114 -0.5707 0.3611 0 0
115 -354.4138 0 . 0 0 0 0 0 0
116'’ 0.0172 0.5043 1 0
117 -0.0049 0.4988 0 0
118 -0.3541 0.4124 0 0
119 -1.5431 0.1761 0 0
1 2 0 -0.5707 0.3611 0 0
1 2 1 -401.6812 0 . 0 0 0 0 0 0
1 2 2 -8.9200 0 . 0 0 0 1 0 0
123 -3.7928 0 . 0 2 2 0 0 0
1 1 2
Table 15 (Continued).
Firms Yi
Probability o f 
Failure
Reclassified
Membership®
Original
Membership®
124 1.6128 0.8338 1 1
125 64.2133 1 . 0 0 0 0 1 1
126 9.6130 0.9999 1 1
127 89.6681 1 . 0 0 0 0 1 1
128 0.8216 0.6946 1 1
129 1.2725 0.7812 1
130 1.6924 0.8445 1 1
131 0.8172 0.6936 1 1
132 4.2869 0.9864 1 1
133 0.7023 0.6687 1 1
134 0.6758 0.6628 1 1
135 0.4150 0.6023 1 1
136 0.9410 0.7193 1 1
137” -0.6591 0.3410 1
138 191.5402 1 . 0 0 0 0 1 1
139 0.1498 0.5374 1 1
140 1.7543 0.8525 1 1
141 23.9073 1 . 0 0 0 0 1 1
142 8.0351 0.9997 1
143 0.9852 0.7281 1 1
144 0.7730 0.6842 1 1
145 10.0506 1 . 0 0 0 0 1 1
146 509.0553 1 . 0 0 0 0 1
147 0.8747 0.7057 1 1
148 0.1763 0.5440 1 1
149 2.9521 0.9504 1 1
150 48.3190 1 . 0 0 0 0 1 1
151 79.0689 1 . 0 0 0 0 1 1
152 0.6979 0.6677 1 1
153 0.6183 0.6498 1 1
154 0.4150 0.6023 1 1
155 0.6095 0.6478 1
156 0.7399 0.6770 1 1
157” -0.2126 0.4470 1
158 365.4937 1 . 0 0 0 0 1 1
159 0.8216 0.6946 1 1
160 0.3620 0.5895 1 1
161 171.3850 1 . 0 0 0 0 1 1
162 0.3133 0.5777 1 1
163 3.2217 0.9616 1 1
164 0.2117 0.5527 1 1
165 0.7156 0.6716 1 1
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Table 15 (Continued).
Firms Yi
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
166 10.0506 1 . 0 0 0 0 1 1
167 1.6880 0.8440 1 1
168 232.4429 1 . 0 0 0 0 1
169” -0.2082 0.4481 1
170 1.4051 0.8030 1 1
171 0.7399 0.6770 1
172 3.7919 0.9779 1 1
173 0.1144 0.5286 1 1
174” -0.6723 0.3380 1
175 0.3487 0.5863 1 1
176 4.8571 0.9923 1 1
177 14.7181 1 . 0 0 0 0 1 1
178 0.9145 0.7139 1 1
179 2.7090 0.9376 1
180 5.0427 0.9936 1 1
181” -3.3376 0.0343 1
182 0.6448 0.6558 1 1
183 0.4725 0.6160 1 1
184 1.1399 0.7577 1 1
185 0.7399 0.6770 1 1
186 0.3399 0.5842 1 1
187 51.5588 1 . 0 0 0 0 1 1
188 0.7399 0.6770 1 1
189 1.5598 0.8263 1 1
190” -1.0878 0.2520 1
191” -3.2359 0.0378 1
192 2.1123 0.8921 1 1
193 16.4729 1 . 0 0 0 0 1 1
194 0.4150 0.6023 1 1
195 13.4805 1 . 0 0 0 0 1 1
196 0.7399 0.6770 1 1
197 0.0879 0.5220 1 1
198 0.4990 0.6222 1 1
199 14.1789 1 . 0 0 0 0 1 1
2 0 0 0.4194 0.6033 1
2 0 1  ” -1.7375 0.1496 1
2 0 2 ” -0 . 1 0 2 1 0.4745 1
203 0.7399 0.6770 1 1
204 0.2338 0.5582 1 1
205 0.3178 0.5788 1 1
206” -6.4625 0.0016 0 1
207 0.0084 0.5021 1 1
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Table 15 (Continued).
Firms Yi
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
208 0.1675 0.5418 1 1
209 0.3001 0.5745 1 1
2 1 0 ^ -2.1044 0.1087 1
2 1 1 14.4441 1 . 0 0 0 0 1 1
2 1 2 9.3390 0.9999 1 1
213 0.7421 0.6775 1 1
214 0.7200 0.6726 1 1
215 7.1864 0.9992 1 1
216 0.8437 0.6993 1 1
217 3.9245 0.9806 1
218 0.2736 0.5680 1
219 1.4979 0.8173 1
2 2 0 ’’ -0.0491 0.4877 1
2 2 1 0.1586 0.5396 1 1
2 2 2 0.6714 0.6618 1 1
223 0.7399 0.6770 1 1
224 0.1719 0.5429 1 1
225” -0.2082 0.4481 1
226 0.1542 0.5385 1 1
227 0.4548 0.6118 1
228 0.8968 0.7103 1 1
229 1.4670 0.8126 1 1
230 0.6051 0.6468 1
231 0.4106 0.6012 1 1
232 0.4062 0.6002 1 1
233 0.7399 0.6770 1
234 1.0161 0.7342 1 1
235 0.2117 0.5527 1 1
236 0.7399 0.6770 1 1
237 0.2117 0.5527 1 1
238 0.7399 0.6770 1
239 0.7377 0.6765 1 1
240 0.5167 0.6264 1 1
241 0.9808 0.7273 1 1
242 0.7399 0.6770 1 1
243 0.7819 0.6861 1 1
244 0.7399 0.6770 1 1
245 0.7951 0.6889 1 1
246” -0.8801 0.2932 0 1
Note. The first 123 firms are non-failed and the second 123 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms.
115
The probability o f failure and reclassified membership of the sample o f 246 firms 
were observed using data from one statement prior to failure for the failed group and the 
identical years for the non-failed group. Table 16 presents the classification accuracy for 
the Korean sample firms using the estimated logit model. The classification accuracy was 
determined by comparing a firm’s actual membership with its predicted membership 
(Kim & Gu, 2006a).
Table 16
Classification Summary Matrix fo r  the Korean Hospitality Firms Using the Logit Model
Actual
Predicted
N Non-failed Failed
Non-failed 123 97 26
78.86% 21.14%
Failed 123 14 109
11.38% 88.62%
Note. Accuracy percentages in bold. Overall accuracy = 206/246 = 83.74%
Table 16 shows that the estimated logit model in this study could correctly classify 
83.74% of the sample firms, one year prior to the failure. The overall error rate was 
16.26% -  11.38% Type I and 21.14% Type II. Type I error is the probability of 
incorrectly classifying a failed firm as a non-failed whereas Type II error refers to the 
probability of incorrectly classifying a non-failed firm as a failed (Beaver, 1966). 
Discussions o f  the Variables in the Logit Model
In this study, the logit model developed for the Korean hospitality firms retained only 
one variable, interest coverage ratio, as the best predictor variable. Interest coverage ratio 
is a solvency ratio that determines a firm’s ability to pay interest on its outstanding debt.
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The negative sign o f its coefficient in the model suggests that higher interest coverage 
ratio, or higher ability o f a firm to pay its interest expenses, will lead to a smaller logit (y) 
value and decrease the probability of failure. On the other hand, lower value of the 
interest coverage ratio will result in a larger logit value and cause higher probability of a 
company’s failure.
In a study o f corporate bankruptcies in Korea, Bongini et al. (2002) found that non- 
failed firms were associated with higher returns, lower debts, and higher interest coverage 
ratios. They further revealed that high interest coverage ratios decreased the probability 
of bankruptcy for Korean firms. A firm with low interest coverage ratio is more 
vulnerable to failure especially when there are sharp increases in interest rates. In 
addition, such a firm may find it more difficult to borrow money as creditors could 
perceive the firm as having insufficient solvency based on its low ratio. This ratio allows 
creditors to measure solvency o f a business from an income perspective (Schmidgall & 
DeFranco, 2004). The inclusion of interest coverage in the logit model as the only 
variable confirms the ratio’s importance in measuring a firm’s solvency. In an extensive 
review of failure prediction models, Dimitras et al. (1996) also found that the most 
significant ratios in business failure studies came from the solvency category.
Predictive Ability o f  the Logit Model on Hold-out Firms
Since the logit model in equation (8 ) was derived from the in-sample firms, a high 
degree o f classification accuracy is expected. It is well-known that a model will generally 
fit the sample from which it was derived better than any other sample. In order to further 
examine the developed model’s predictive ability, a set o f hold-out firms from the year 
2003 were used to test if  the model could correctly predict out-of-sample failure events
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with reasonable accuracy. A hold-out sample of 38 failed firms in 2003 was selected 
from the same data source. Using the paired-sampling methods, 38 non-failed firms were 
selected from the same data source. Financial ratios were computed for the failed and 
non-failed hospitality firms from their financial statements in 2003, one year prior to the 
failure.
Based on the estimated logit model and interest coverage ratio o f each firm, the hold­
out sample firms were classified into a failed group and a non-failed group. The assigned 
probability of failure for each company in the sample and their reclassified membership 
are shown in Table 17. Table 17 also shows that among the 38 failed firms, 5 firrhs were 
incorrectly classified as non-failed firms. Out of the 38 non-failed firms, 13 firms were 
incorrectly classified as failed firms.
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Table 17
Classification Results fo r  the Korean Hold-out Firms Using the Logit Model
Firms
Interest Coverage 
ratio
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
1 3.5773 0.2799 0 0
2 ” -5.8473 0.9616 1 0
3 ” 1.0051 0.5478 1 0
4 1.7071 0.4704 0 0
5 ' 134.8179 0 . 0 0 0 0 0 0
6 1.7071 0.4704 0 0
7 1.7071 0.4704 0 0
8 2.5346 0.3812 0 0
9 2.4324 0.3920 0 0
1 0 1.8315 0.4567 0 0
1 1 7.7292 0.0584 0 0
1 2 ” 1.1455 0.5324 1 0
13 1.5529 0.4874 0 0
14 1.5826 0.4841 0 0
15 2.2697 0.4092 0 0
16 2.5634 0.3782 0 0
17” -0.6960 0.7198 1 0
18” -4.8013 0.9404 1 0
19” 0.4677 0.6057 1 0
2 0 ” 0.9837 0.5501 1 0
2 1 1.7071 0.4704 0 0
2 2 2.2550 0.4108 0 0
23” 1.4312 0.5009 1 0
2 4” 0.9190 0.5572 1 0
2 5 ” -1.4942 0.7852 1 0
26 10.3757 0.0189 0 0
2 7 ” 0.5236 0.5998 1 0
28” -0.0461 0.6584 1 0
29 2.5865 0.3758 0 0
30 1.7071 0.4704 0 0
31 1.7071 0.4704 0 0
32 4.0286 0.2415 0 0
33” 1.0113 0.5471 1 0
34 1.5036 0.4929 0 0
35 119.1188 0 . 0 0 0 0 0 0
119
Table 17 (Continued).
Firms
Interest Coverage 
ratio
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
36 38.0252 0 . 0 0 0 0 0 0
37 29.1834 0 . 0 0 0 0 0 0
38 81.7650 0 . 0 0 0 0 0 0
39 -0.8785 0.7358 1 1
4 0 ” 3.9179 0.2505 0 1
41 -81.4749 1 . 0 0 0 0 1
42 0.7917 0.5710 1 1
43 -4.2385 0.9248 1 1
44 -2.3510 0.8423 1 1
45 -13.0704 0.9984 1 1
46 -0.0376 0.6576 1 1
47 -49.7686 1 . 0 0 0 0 1 1
48 -2.4424 0.8476 1 1
49 -0.8102 0.7299 1 1
50 -1.0667 0.7517 1 1
51 -0.1515 0 . 6 6 8 8 1 1
52 -1.5816 0.7917 1 1
53 -1.3571 0.7748 1 1
54 0.0108 0.6528 1
55 -4.0582 0.9191 1 1
56 -3.6292 0.9038 1 1
57 -0.9275 0.7400 1 1
58 -0.8064 0.7296 1 1
59 -128.6064 1 . 0 0 0 0 1
60 -818.2303 1 . 0 0 0 0 1 1
61 ” 2.7729 0.3567 1
62” 2.4651 0.3885 1
63 -0.3133 0.6845 1 1
64 0.1444 0.6393 1 1
65 -7.4444 0.9807 1 1
6 6 -0.6759 0.7180 1 1
67 -5.3298 0.9522 1 1
6 8 -1.1369 0.7574 1 1
69 -5.9347 0.9630 1 1
70 0.9539 0.5534 1 1
71 -2.8580 0.8698 1 1
72 1.1520 0.5317 1 1
1 2 0
Table 17 (Continued).
Firms
Interest Coverage 
ratio
Probability of 
Failure
Reclassified
Membership®
Original
Membership®
73 -1.0632 0.7514 1 0
74 0.6481 0.5865 1 0
75” 1.9840 0.4401 1 0
76” 1.7135 0.4697 1 1
Note. The first 38 firms are non-failed and the second 38 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms.
Table 18
Classification Summary Matrix fo r  the Korean Hold-out Firms Using the Logit Model
Predicted
Actual N Non-failed Failed
Non-failed 38 25 13
65.79% 34.21%
Failed 38 5 33
13.16% 86.84%
Note. Accuracy percentages in bold. Overall accuracy = 58/76= 76.32%
Table 18 summarizes the logit model’s classification accuracy rates on the hold-out 
Korean hospitality firms. The overall accuracy was 76.32%, with 23.68% errors recorded 
-  13.16% Type I and 34.21% Type II. As expected, the model’s classification accuracy 
rate clearly decreased when it was used on the hold-out sample (76.32%) in comparison 
with that of the original sample (83.74%). For failure prediction of out-of-sample firms, 
the overall prediction accuracy of 76.32% appears to be acceptable.
1 2 1
Development o f  the Failure Prediction Model Using ANNs 
In this study, the financial variables of sample hospitality firms were used to develop 
the ANN model for predicting firm failures. A MLP backpropagation ANN model is 
developed based on these data using SPSS Neural Network 16.0 package. The 
backpropagation network is typically used for classification problems that involve 
supervised learning (Davalos et al., 1999). Supervised learning occurs when the network 
is presented with both the input (i.e. financial variables) and the correct outputs (i.e. 
correct group membership), and as the network adjusts its weights to match its outputs to 
the expected values (Kuo & Reitsch, 1995; Sarle, 1997). The SPSS Neural Network 16.0 
package provides the capabilities of building networks that implement a variety of 
training and learning methods as well as different levels of network architecture.
The development and use o f the ANN model require two distinct data sets (Zhang et 
al., 1999). One is the training set that is used for ANN model building. The other one is 
the test set, or hold-out set, that is used to test the predictive ability o f the model. There 
have been some debates over the optimal proportion of failed and non-failed firms in the 
sample for the model development (Davalos et al., 1999). In a bankruptcy prediction 
study, Wilson and Sharda (1994) compared the predictive accuracy o f ANN models using 
three data sets with different proportions (50-50, 80-20, 90-10). They found that the 50- 
50 proportion, like the one used in this study, provided the best results.
A typical ANN model has three layers -  an input layer, one or more hidden layer(s), 
and an output layer. For classification problems, the number o f input nodes is the number 
of predictor variables (Zhang et al., 1999). In this study, the networks will have 10 input 
nodes in the first layer corresponding to the 10 financial ratios (Figure 2). While there can
1 2 2
be any number of hidden layers, previous studies found that one hidden layer is sufficient 
for most classification problems (Chi & Tang, 2006; Lee et al., 2005; Zhang et al., 1999). 
Since this study attempts to develop the model for classification problems, one hidden 
layer seems to be adequate. There are no theoretical guidelines or formulas for selecting 
the optima] number of hidden layer units (Jain & Nag, 1997). Several heuristic guidelines, 
however, have been proposed. Luther (1998) insisted that the number o f nodes in the 
hidden layer should be about 75% of the number of input nodes. On the other hand,
Zhang et al. (1999) proposed the number o f hidden units to be “n/2,” “n,” “n+1,” or 
“2n+l,” where n is the number of input nodes. None of these guidelines works well for 
all situations. Based on these guidelines, this study developed the model using different 
numbers of hidden nodes, ranging from 7 to 21.
It is well-known in ANN literature that determining the adequate number of hidden 
nodes usually takes a considerable amount o f trial and error experimentation. This is 
because there exists an inverse relationship between the network’s training performance 
and the network’s generalization ability. Having a higher number o f hidden nodes may 
increase the model’ s performance on training data set, but at the expense of 
generalization as shown in the model’s deteriorated performance on test data set (Jain & 
Nag, 1997). Therefore, one should test the model’s predictive ability not only on the 
training set but also on the test set before choosing the appropriate number of hidden 
nodes. For the sample o f Korean hospitality firms, the ANN model performed the best 
with one hidden layer and seven hidden nodes (Figure 2).
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Synaptic Weight > 0 
■ Synaptic Weight « 0
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FâiCA I
Hidden laye r activa tion  function : S igm o id  
O u tpu t laye r activa tion function : S igm o id
Figure 2. The Architecture of the ANNs Developed for Korean firms (10-7-1)
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Figure 2 illustrates the network architecture developed for the Korean hospitality firms. 
Each connection between nodes, from input to hidden layer and from hidden to output 
layer, has a weight attached to it. This weight corresponds to the degree of influence of 
one node on the other node (Davalos et ah, 1999). Table 19 depicts the resulting weights 
of the input variables and hidden variables in the ANN model.
As shown in Table 19, some cormections have positive values while others have 
negative values. In ANNs, a connection can either strengthen or inhibit the link between 
two nodes based on its sign. A positive sign strengthens the link whereas a negative one 
inhibits it.
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The transfer function used for hidden layer and output layer was sigmoid function.
The learning rate was set at 0.30 and the momentum was set at 0.90. These two 
parameters influence the network’s ability to make necessary adjustments to learn (Zhang 
et al., 1999). The optimum values are determined through trial and error experiments.
The output values for each firm was either (0, 1) or (1, 0), which refers to failed group 
and non-failed group, respectively. As the output values were continuous and range 
between 0 and 1, cut-off score o f 0.50 was used to determine each firm’s membership.
An output value less than “0.50” was considered to be “0” and any value above that was 
considered to be “1” (Zhang et ah). A cut-off score of 0.50 has been useful in studies 
where the sample for which the model is being developed consists of equal proportions of 
the two groups (Luther, 1998)
Using the sigmoid functions, g{9) = (l + exp(-0))~' and the parameter estimate o f 
each connection (Table 19), this study estimated the following equations for the Korean 
hospitality firms.
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Results o f  the ANN Model fo r  Korean Hospitality Firms
After the training, the network was tested for its ability to correctly classify the in- 
sample firms. Using the financial data of sample firms and the developed ANN model, 
the assigned output values for each Korean hospitality firm in the sample and their 
reclassified memberships are shown in Table 20. Table 20 also shows that among the 123 
failed firms, 19 firms were misclassified into non-failed group. Among the 123 non-failed 
firms, 15 firms were misclassified as failed firms.
In Table 20, the last column lists the reclassified membership results from the 
previous logit model. When checked to see whether both the logit and the ANN models 
misclassified the same firms, it was found that both failure prediction models made Type 
1 error on 12 identical firms (firms 137,169, 174,181,190,191, 201,206, 210, 220, 225, 
246), and Type 11 error on eight identical firms (firms 6, 8, 48,49, 63, 71, 100, 102).
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Table 20
Classification Results fo r  the Korean Hospitality Firms Using the ANN Model
Firms
Calculation 
Group (0) Group (1)
Reclassified 
Membership from 
ANN Model®
Reclassified 
Membership from 
Logit Model®
r 0.8950 0.0875 0 1
2 0.8990 0.0784 0 0
3 0.9900 0.0076 0 0
4b 0.4326 0.4784 1 0
5 0.6328 0.3587 0 0
6 ” ' 0.3693 0.5288 1 1
7 0.9539 0.0320 0 0
gbc 0.0278 0.9659 1 1
9 b 0.2475 0.6610 1 0
10" 0.5286 0.3641 0 1
11" 0.6423 0.2728 0 1
12" 0.4343 0.4607 0 1
13 0.9830 0.0124 0 0
14 0.9293 0.0528 0 0
15 0.9955 0.0034 0 0
16 0.9995 0.0004 0 0
17 0.9626 0.0322 0 0
18" 0.8528 0.1063 0 1
19 0.8665 0.0909 0 0
20 0.8822 0.0942 0 0
21" 0.7145 0.2094 0 1
22 0.9956 0.0034 0 0
23 0.9999 0.0001 0 0
24 0.8527 0.1111 0 0
25 0.9151 0.0740 0 0
26 0.6672 0.2434 0 0
27 0.9915 0.0068 0 0
28 0.9962 0.0031 0 0
2 9 ' 0.6751 0.2423 0 1
30 0.7802 0.1651 0 0
31 0.5258 0.3814 0 0
32*’ 0.3538 0.5513 1 0
33 0.7073 0.2274 0 0
34 0.9942 0.0041 0 0
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Table 20 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model®
Membership from 
Logit Model®
3 5 ' 0.6304 0.2915 0 1
36 0.9997 0.0002 0 0
37 0.9799 0.0162 0 0
38 0.9997 0.0003 0 0
39 0.8696 0.0910 0 0
40 0.9711 0.0226 0 0
41 0.9998 0.0002 0 0
4 2 ' 0.6486 0.2650 0 1
43 0.9953 0.0037 0 0
44 0.9998 0.0002 0 0
45 0.9989 0.0008 0 0
46 0.9872 0.0100 0 0
47 0.7508 0.2142 0 0
4 8 ” ' 0.1748 0.7701 1 1
4 9 ” ' 0.4429 0.4542 1 1
50 0.8149 0.1560 0 0
5 1 ' 0.9998 0.0001 0 1
52 0.5449 0.3549 0 0
53 0.9920 0.0067 0 0
5 4 ' 0.8808 0.0875 0 1
55 0.9054 0.0669 0 0
56 0.8942 0.0777 0 0
57” 0.4033 0.5030 1 0
58 0.9902 0.0070 0 0
59 0.9989 0.0009 0 0
60 0.5778 0.3434 0 0
61 ” 0.3335 0.5607 1 0
62 0.9836 0.0121 0 0
6 3 ” ' 0.3699 0.5789 1 1
64 0.9996 0.0003 0 0
65 0.9195 0.0555 0 0
6 6 ' 0.5764 0.3191 0 1
6 7 ' 0.4882 0.4108 0 1
68 0.9510 0.0391 0 0
69 0.9998 0.0002 0 0
7 0 ' 0.6958 0.2277 0 1
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Table 20 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model®
Membership from 
Logit Model®
71 be 0.3258 0.5821 1 1
72 0.9966 0.0027 0 0
73 0.9221 0.0564 0 0
74 0.9322 0.0502 0 0
75 0.9242 0.0539 0 0
76 0.9601 0.0298 0 0
77 0.6299 0.3094 0 0
78 0.9636 0.0275 0 0
7 9 ' 0.9006 0.0753 0 1
8 0 ' 0.4893 0.4232 0 1
81 0.8515 0.1040 0 0
82 0.6052 0.3391 0 0
83 0.9988 0.0009 0 0
84 0.7202 0.2021 0 0
85 0.9930 0.0053 0 0
86 0.9996 0.0004 0 0
87 0.4930 0.4494 0 0
88 0.8550 0.1079 0 0
89 0.8924 0.0763 0 0
90 0.9883 0.0084 0 0
91 0.9243 0.0563 0 0
92 0.5206 0.3842 0 0
93 0.8685 0.0972 0 0
9 4 ” 0.3533 0.5579 1 0
95 0.7886 0.1592 0 0
96 0.9987 0.0010 0 0
97” 0.0004 0.9994 1 0
98 0.7222 0.2197 0 0
99 0.9776 0.0168 0 0
100 ”' 0.1893 0.7686 1 1
101' 0.9011 0.0693 0 1
102”' 0.3041 0.6045 1 1
103 0.9986 0.0011 0 0
104 0.9993 0.0006 0 0
105 0.9703 0.0240 0 0
106 0.9634 0.0280 0 0
133
Table 20 (Continued).
Firms
Calculation 
Group (0) Group ( 1 )
Reclassified 
Membership from 
ANN Model®
Reclassified 
Membership from 
Logit Model®
107 0.9265 0.0515 0 0
108 0.9115 0.0729 0 0
109 0.9423 0.0429 0 0
110 0.9990 0.0007 0 0
111 0.9747 0.0187 0 0
112 0.9716 0.0233 0 0
113 0.9945 0.0042 0 0
114 0.9557 0.0315 0 0
115 0.9996 0.0003 0 0
116' (F9322 0.0559 0 1
117 0.7268 0.2066 0 0
118 0.5855 0.3220 0 0
119 0.9916 0.0065 0 0
120 0.9599 0.0287 0 0
121 0.9996 0.0003 0 0
122 0.9998 0.0002 0 0
123 0.9808 0.0164 0 0
124 0.0617 0.9015 1 1
125 0.0021 0.9971 1 1
126 0.0029 0.9958 1
127 0.0341 0.9611 1 1
128 0.0791 0.9090 1 1
129 0.1376 0.8244 1 1
130 0.0408 0.9413 1 1
131 0.1337 0.8018 1 1
132 0.0407 0.9433 1 1
133 0.1167 0.8350 1
134 0.3165 0.5890 1 1
135 0.4588 0.4524 1 1
136 0.0214 0.9664 1 1
137” ' 0.9998 0 . 0 0 0 2
138 0.0006 0.9992 1 1
139 0.3962 0.5276 1 1
140 0.0328 0.9469 1 1
141 0.0299 0.9579 1 1
142 0.0030 0.9957 1 1
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Table 20 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from Membership from 
ANN Model® Logit Model®
143 0.0749 0.9147 1 1
144 0.0659 0.8961 1 1
145 0.0167 0.9762
146 0.0002 0.9998 1 1
147 0.1757 0.7551 1 1
148 0.3395 0.5607 1 1
149 0.0042 0.9939 1 1
150 0.0010 0.9986 1 1
151 0.0151 0.9797 1 1
152” 0.8438 0.1202 0 1
153 0.1985 0.7386 1 1
154 0.4588 0.4524 1 1
155 0.0468 0.9248 1 1
156 0.3194 0.6156 1 1
157' 0.1348 0.8257 1 0
158 0.0003 0.9996 1 1
159 0.1694 0.7858 1 1
160 0.0770 0.8817 1 1
161 0.0004 0.9994 1 1
162 0.2067 0.7231 1 1
163 0.0185 0.9746 1 1
164” 0.9427 0.0479 0 1
165 0.0620 0.9009 1 1
166 0.0167 0.9762 1 1
167 0.1636 0.7781 1 1
168 0.0003 0.9996 1 1
169” ' 0.8737 0.0860
170 0.0073 0.9901 1 1
171 0.0601 0.9187 1 1
172 0.0079 0.9892 1 1
173 0.4635 0.4493 1 1
174” ' 0.7897 0.1531
175 0.2720 0.6318 1 1
176 0.0081 0.9880 1 1
177 0.0210 0.9691 1 1
178 0.1167 0.8443 1 1
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Table 20 (Continued).
Firms
Calculation 
Group (0) Group (1)
Reclassified Reclassified 
Membership from Membership from 
ANN Model® Logit Model®
179 0.0163 0.9723 1 1
180 0.1051 0.8448 1 1
181” ' 0.9997 0 . 0 0 0 2
182 0.0792 0.8905 1 1
183 0.4308 0.4782 1 1
184 0.0966 0.8695 1 1
185 0.0138 0.9821 1 1
186 0.1204 0.8195 1 1
187 0.0054 0.9922 1 1
188 0.0003 0.9996 1 1
189 0.1794 0.7517
190” ' 0.9801 0.0145
191” ' 0.8785 0.0848
192 0.0592 0.9170 1 1
193 0.0518 0.9298
194 0.1046 0.8404 1 1
195 0.0043 0.9940
196” 0.6735 0.2473 0 1
197” 0.9533 0.0346 0 1
198 0.2977 0.6130 1 1
199 0.0090 0.9856 1 1
200 0.3082 0.5938 1 1
2 0 1 ” ' 0.7148 0.2145
202 ' 0.1456 0.8143 1 0
203 0.0601 0.9187 1 1
204 0.2472 0.6846 1 1
205 0.2563 0.6731 1 1
206” ' 0.6858 0.2238
207” 0.7735 0.1678 0 1
208 0.1467 0.8047 1 1
209 0.2159 0.7048 1 1
2 1 0 ” ' 0.9941 0.0041
211 0.0024 0.9965 1 1
212 0.0280 0.9586 1 1
213 0.2100 0.7227 1 1
214 0.0435 0.9277 1 1
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Table 20 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from Membership from 
ANN Model® Logit Model®
215 0.1514 0.8230 1 1
216 0.1355 0.8103 1 1
217 0.1114 0.8525 1 1
218” 0.5544 0.3572 0 1
219 0.0410 0.9422 1 1
2 2 0 ” ' 0.7200 0.2151
221 0.2291 0.7134 1 1
2 2 2 0.1859 0.7574 1 1
223 0.0336 0.9570 1 1
224 0.4239 0.4865 1 1
225” ' 0.6106 0.3028
226” 0.5517 0.3849 0 1
227 0.0995 0.8733 1 1
228 0.1057 0.8469 1 1
229 0.0119 0.9831 1 1
230 0.2539 0.6512 1 1
231 0.3659 0.5748
232 0.3048 0.6311 1 1
233 0.3449 0.5548 1 1
234 0.0931 0.8699 1 1
235 0.4170 0.5312 1 1
236 0.0696 0.9101 1 1
237 0.4851 0.4654 1 1
238 0.0973 0.8772 1 1
239 0.1074 0.8544 1 1
240 0.2216 0.7376 1 1
241 0.0755 0.8873 1 1
242 0.0003 0.9995 1 1
243 0.2866 0.6529 1 1
244 0.0137 0.9808 1 1
245 0.0441 0.9438 1 1
246” ' 0.8583 0.1083 0  0
Note. The first 123 firms are non-failed and the second 123 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms using ANN model
c. Misclassified firms using logit model
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Table 21
Classification Summary Matrix fo r the Korean Hospitality Firms Using the ANN Model
Actual
Predicted
N Non-failed Failed
Non-failed 123 108 15
87.80% 12.20%
Failed 123 19 104
15.45% 84.55%
Note. Accuracy percentages in bold. Overall accuracy = 212/246 = 86.18%
Table 21 summarizes the classification results of the estimated ANN model for the 
Korean sample firms. The ANN model in this study could accurately classify 86.18% of 
the sample firms, one year prior to the failure. The overall error rate was 13.82% -  
15.45% Type I and 12.20% Type II. The model demonstrated a slightly higher predictive 
ability in classifying non-failed firms, with 87.80% accuracy rate.
Discussions o f  the Variables in the ANN Model
A major limitation o f ANNs has been their lack o f transparency in prediction and 
classification (Sexton et al., 2003). In failure prediction studies, ANNs function just like 
black boxes. They neither indicate why a certain firm is classified as failed nor identify 
how much contribution each independent variable makes towards the classification. 
Consequently, the use o f ANN is o f a limited value if one wants to derive the relative 
importance o f an input from the weights of a neural net (Tam & Kiang, 1992; Zhang et 
ah, 1999). Unlike traditional regression analyses, higher weights of individual inputs in 
an ANN model do not mean higher importance of these variables. This is because the 
hidden nodes, which are critical components o f the neural net, separate the input units
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from the output value. In other words, all input units are indirectly connected to an output 
unit through hidden units (Zhang et al.).
While the interpretation of the weight values in an ANN model is not viable, SPSS 
Neural Network 16.0 package allows its users to perform a sensitivity analysis on the 
input values. Through the sensitivity analysis, the program ranks the input variables 
based on the importance o f each in determining the network architecture (SPSS, 2007). 
Table 22 depicts the importance o f input values.
Table 22
Independent Variable Importance for the Korean ANN Model
Independent Variables Importance Normalized Importance
EBITDA to TL 0.201 100.0%
Interest coverage ratio 0.196 97.6%
EBITDA to CL 0.138 68.6%
Quick ratio 0.089 44.4%
FA turnover 0.089 44.4%
Current ratio 0.072 3&9%
TA turnover 0.070 34.6%
AR turnover 0.057 28.4%
Inventory turnover 0.047 23.2%
Debt ratio 0.040 20.0%
EBITDA to TL or the operation generated earnings to total debt was identified as the 
most important contributor for building the network. Interest coverage ratio, which was 
the only retained variable in the Korean logit model, ranked as the second, and was 
followed by EBITDA to CL ratio. Although Table 22 provided the importance ranks of
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incorporated input variables, how each variable increases or decreases the chance of 
failure remains unknown.
Predictive Ability o f  the ANN Model on Hold-out Firms
The same set of hold-out firms, as used for testing the Korean logit model, was 
employed to test the developed ANN model’s predictive ability. Based on the estimated 
ANN model and 10 financial variables o f each firm, the hold-out sample firms were 
classified into a failed group and a non-failed group. The computed output values for 
each company in the sample and their reclassified membership are shown in Table 23.
Table 23 also shows that among the 38 failed firms, 6 firms were incorrectly 
classified as non-failed firms. Out of the 38 non-failed firms, 11 firms were incorrectly 
classified as failed firms. For the Korean hold-out sample firms, both failure prediction 
models made Type I error on three identical firms (firms 40, 62, 75), and Type II error on 
eight identical firms (firms 2 ,17, 18,19, 20,24, 25, 28).
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Table 23
Classification Results fo r  the Korean Hold-out Firms Using the AN N  Model
Firms
Calculation 
Group (0) Group (I)
Reclassified 
Membership from 
ANN Model"
Reclassified 
Membership from 
Logit Model"
1 0.0054 0.9925 0 0
2bc 0.5834 0.3132 1 1
3" 0.9617 0.0308 0 1
4 0.9990 0.0007 0 0
5 0.9999 0.0001 0 0
6 0.1348 0.8258 0 0
?b 0.9164 0.0602 1 0
8 0.8892 0.0791 0 0
9 0.7862 0.1871 0 0
10 0.9747 0.0190 0 0
11 0.8904 0.0857 0 0
12" 0.8121 0.1372 0 1
13 0.7179 0.2013 0 0
14 0.5313 0.3701 0 0
15 0.9725 0.0204 0 0
16 0.0310 0.9597 0 0
l ?bc 0.0140 0.9777 1 1
IS**" 0.3218 0.5706 1 1
19bc 0.3642 0.5641 1 1
lO**" 0.1892 0.7473 1 1
21 0.7611 0.1812 1 0
22 0.7424 0.1974 0 0
23" 0.2563 0.6762 0 1
2 4 ”" 0.0835 0.8902 1 1
2 5 ”" 0.9914 0.0062 1 1
26 0.4614 0.4320 0 0
27" 0.2005 0.7270 0 1
2 8 ”" 0.3372 0.5780 1 1
2 9 ” 0.9981 0.0015 1 0
30 0.8471 0.1381 0 0
31 0.9954 0.0036 0 0
32 0.6149 0.2986 0 0
33" 0.5853 0.3241 0 1
34 0.9995 0.0004 0 0
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Table 23 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model"
Membership from 
Logit Model"
35 0.9733 0.0199 0 0
36 0.9998 0.0002 0 0
37 0.9710 0.0212 0 0
38 0.0958 0.8531 0 0
39 0.8604 0.0961 1 1
4 0 ”" 0.0169 0.9756 0 0
41 0.2516 0.6988 1 1
42 0.6354 0.2764 1 1
43” 0.1102 0.8559 1
44 0.0760 0.8923 1 1
45 0.2466 0.6687 1 1
46 0.0035 0.9951 1 1
47 0.0537 0.9148 1 1
48 0.1427 0.7989 1 1
49 0.0855 0.8861 1 1
50 0.4241 0.5146 1 1
51 0.2106 0.7061 1 1
52 0.0234 0.9628 1 1
53 0.1244 0.8349 1 1
54 0.0618 0.9035 1 1
55 0.0035 0.9952 1 1
56 0.2835 0.6244 1 1
57 0.1168 0.8436 1 1
58 0.0012 0.9983 1 1
59 0.0002 0.9997 1 1
60 0.1624 0.7777 1 1
61" 0.9156 0.0578 1
6 2 ”" 0.2617 0.6693
63 0.6824 0.2316 1 1
64” 0.0933 0.8769 1
65 0.1903 0.7528 1 1
66 0.0023 0.9967 1 1
67 0.0391 0.9476 1 1
68 0.0806 0.8982 1
69 0.3757 0.5375 1 1
70 0.2995 0.6230 1
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Table 23 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model"
Membership from 
Logit Model"
71 0.6889 0.2288 1 1
72” 0.0485 0.9246 0 1
73 0.4993 0.4466 1 1
74 0.8149 0.1353 1 1
75”" 0.4903 0.4226 0 0
76" 0.8031 0.1431 1 0
Note. The first 38 firms are non-failed and the second 38 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms using ANN model
c. Misclassified firms using logit model
Table 24
Classification Summary Matrix fo r  the Korean Hold-out Firms Using the AN N  Model
Predicted
Actual N Non-failed Failed
Non-failed 38 27 11
71.05% 28.95%
Failed 38 6 32
15.79% 84.21%
Note. Accuracy percentages in bold. Overall accuracy = 59/76= 77.63%
Table 24 presents the classification results o f the ANN model for the hold-out Korean 
hospitality firms. The prediction accuracy of the model on the hold-out firms (77.63%) 
was clearly lower than that on the in-sample firms (86.18%). The model’s Type I error on 
the hold-out firms (15.79%) was on par with that on the in-sample firms (15.45%). The 
Type II error, however, more than doubled (28.95% for hold-out firms and 12.20% for in- 
sample firms) indicating that the developed ANN model was not very efficient in
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classifying the non-failed hold-out firms. Regardless, the overall prediction accuracy of 
77.63% appears to be reasonable.
Comparison between Logit Model and AN N  Model
Table 25
Comparison o f  Classification Results Using the Logit Model
Actual N
Original Sample Hold-out Sample
Non-failed Failed N Non-failed Failed
Non-failed 123 97 26 38 25 13
78.86% 21.14% 65.79% 34.21%
Failed 123 14 109 38 5 33
11.38% 88.62% 13.16% 86.84%
Overall accuracy 83.74% 76.32%
Table 26
Comparison o f  Classification Results Using the ANN Model
Actual N
Original Sample Hold-out Sample
Non-failed Failed N Non-failed Failed
Non-failed 123 108 15 38 27 11
87.80% 12.20% 71.05% 28.95%
Failed 123 19 104 38 6 32
15.45% 84.55% 15.79% 84.21%
Overall accuraey 86.18% 77.63%
Tables 25 and 26 summarize classifieation results for the Korean hospitality firms using 
the logit and the ANN models, respectively. As expeeted, both failure prediction models 
performed better on the original sample than on the hold-out sample. While the ANN 
model demonstrated higher predictive ability than the logit model on both sets of sample 
firms, the differences were marginal.
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Failure Prediction for U.S. Hospitality Firms 
Overview o f  the Financial Health o f  Failed and Non-Failed Groups 
An identical set o f analyses was performed for U.S. hospitality firms to develop the 
failure prediction models. First, univariate analysis was carried out to determine whether 
there exist statistically significant differences between the means o f failed and non-failed 
U.S. hospitality firms. Ten financial variables representing liquidity, solvency, leverage, 
and efficiency of a firm were computed to measure the overall financial health o f failed 
and non-failed groups. These values are computed based on the data from one statement 
prior to failure and the equivalent year for the non-failed group.
Table 27 present the group means of the 10 financial variables calculated for each 
group. The t-test statistics and related significance levels are also presented.
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Table 27
Summary Ratio Statistics fo r  U.S. Hospitality Firms One Year Prior to Failure
Ratios
Average of 
Failed Group
Average of 
Non-Failed Group t-value Sig.
Liquidity
CR 1.5494 1.1599 -0.9040 .3670
QR 1.3434 0.7869 -1.2960 .1980
EBITDA to CL -1.3292 1.0404 2.0240 .0460**
Leverage
Debt Ratio 0.7137 0.2898 -3.0910 .0030***
Solvency
EBITDA to TL -1.1427 0.3977 1.7010 .0930*
Interest Coverage -13.7445 6.4878 1.4290 .1570
Efficiency
AR turnover 58.2330 68.7550 1.0360 .3020
Inventory turnover 82.4992 73.2633 -1.2580 .2100
FA turnover 1.6139 1.8999 1.3250 .1870
TA turnover 1.3769 1.4965 0.7570 .4500
Note. ♦ indicates p < .1, ** indicates p < .05, *** indicates p < .01
Table 27 compares the average values o f the 10 financial variables between the 81 
failed hospitality firms and the 81 non-failed hospitality firms. For the U.S. hospitality 
firms, the results of the t-test statistics show that at the 0.01 significance level, the two 
groups are significantly different only in the debt ratio. At the 0.05 level, EBITDA to CL 
ratio of the two groups is also significantly different. At the 0.10 level, EBITDA to TL 
ratio becomes significantly different between the two groups. Hence, the null hypothesis 
that the two group means are equal can be rejected at least at the 0.10 significance level 
for the following three ratios: EBITDA to CL, debt ratio, and EBITDA to TL ratio.
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EBITDA to CL is a liquidity ratio that examines a firm’s ability to pay its short-term 
obligations using operation generated earnings. Similar to this ratio is EBITDA to TL 
indicating the extent to which a firm can cover its total debts, long-term and short-term 
combined, using the operating cash flows. The findings show that, on average, non-failed 
firms were in a much stronger position than their failed counterparts in terms of both 
liquidity and solvency. These non-failed firms had significantly better ability to cover 
both short-term and long-term liabilities using the operation generated cash flows. 
Operation generated cash flows are in fact profits in terms o f cash flows (Kim & Gu, 
2006a). In this regard, these two ratios can be considered as cash flow profitability ratios 
relative to short-term and total liabilities.
The debt ratio, or the ratio of total liabilities to total assets, is used to examine the 
proportion of a company’s assets that are financed through debts. Higher debt ratio refers 
to a firm’s greater reliance on debts. A comparison of the two groups’ average debt ratio 
indicates that a failed firm’s debt ratio (0.71) was more than two times higher than that of 
a non-failed firm (0.29). On average, a failed firm was financed by 71% of debts while a 
non-failed firm had a financial structure with just 29% of debts.
When these findings were compared to the summary ratio statistics for Korean 
hospitality firms (Table 13), it became obvious that hospitality firms in Korea had more 
distinct characteristics pertaining to each group, i.e. failed vs. non-failed, compared to 
U.S. hospitality firms. The failed and non-failed Korean groups demonstrated statistically 
significant differences in 8 out of the 10 financial ratios, indicating that these groups were 
clearly differentiable. On the other hand, only three ratios were significantly different
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between the failed and non-failed U.S. groups, demonstrating that compared to Korean 
hospitality firms, U.S. firms appeared to be more homogeneous.
At the 0.10 significance level, the non-failed groups in both Korea and U.S. 
outperformed their failed counterparts in three identical ratios, namely EBITDA to CL, 
debt ratio, and EBITDA to TL ratio. In other words, the non-failed firms in both countries 
had significantly lower reliance on debt-financing and at the same time, generated higher 
EBITDA or operating cash flows to cover both short-term and long-term debts, compared 
to failed firms. Previous study claims that the ratios for failed firms should indicate lower 
liquidity and solvency, but higher leverage compared to those of non-failed firms 
(Altman, 1968). Based on these findings, it is clear that a firm that relies heavily on debts 
and generates relatively lower operating income is more prone to failure, regardless of its 
country of origin.
Development o f  the Failure Prediction Model Using Logistic Regression Analysis
Using SPSS 16.0 package, logistic regression method was applied on the sample 
firms’ 10 financial ratios, one year prior to failure, to analyze and predict failure for the 
U.S. hospitality firms. At the 0.05 significance level, the stepwise regression method 
retained three financial variables in the final model: EBITDA to CL, quick ratio, and debt 
ratio. Stepwise method minimizes multicollinearity problems that are prevalent in failure 
prediction studies incorporating highly correlated financial ratios (Charitou et al., 2004). 
Table 28 presents the estimated coefficients o f the U.S. logit model.
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Table 28
Estimated Logistic Regression Model fo r  U.S. Hospitality Firms
Variable b SE Wald Sig.
EBITDA to CL -2.0120 0.3990 25.4800 .0000
Quick ratio 0.7500 0.1630 21.1370 .0000
Debt ratio 5.5350 1.0890 25.8170 .0000
Constant -1.6280 0.4690 12.0460 .0010
The Wald statistics and associated P  values indicate that all predictors, including the 
constant and variable coefficients, are significant at least at the 0.01 level. The negative 
coefficient for EBITDA to CL ratio indicates that the larger the values o f this ratio, the 
smaller the probability o f a firm’s failure. On the other hand, the positive coefficients for 
quick ratio and debt ratio show that increases in the values o f these ratios will lead to 
higher probability o f a firm’s failure. From these findings, the logit model for predicting 
hospitality firm failures in U.S. can be written as the following equation.
Logit (Yi) = -1.628 -  2.012Fia+ O.VSFz, + S.SSSFja, (9)
and Pi = (1 + exp so that Y, -  log [P/(l-P)]
where,
Fla -  EBITDA to CL ratio 
F2 a -  Quick ratio 
Fsa = Debt ratio
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Results o f  the Logit Model fo r  U.S. Hospitality Firms
Based on the eut-off probability o f 0.50 (Pc= 0.50), a firm is elassified into a failed 
group if Pi > Pc, and into a non-failed group if Pi < Pc, The assigned probabilities of 
failure for each sample firm along with their reelassified membership based on the ratios 
one year before failure are shown in Table 29. Table 29 also shows that among the 81 
failed firms, 15 firms were miselassified into non-failed group. Among the 81 non-failed 
firms, 12 firms were misclassified as failed firms.
150
Table 29
Classification Results fo r  the U.S. Hospitality Firms Using the Logit Model
Firms Yi Probability of 
Failure
Reclassified
Membership"
Original
Membership"
1 -3.3017 0.0355 0 0
2 -4.1524 0.0155 0 0
3 -1.3392 0.2076 0 0
4 -1.8778 0.1326 0 0
5 -0.8461 0.3003 0 0
6 -0.5225 0.3723 0 0
7 -1.9587 0.1236 0 0
8 -1.7212 0.1517 0 0
9 -5.0941 0.0061 0 0
10 -1.9373 0.1259 0 0
11 -0.1899 0.4527 0 0
12 -0.9916 0.2706 0 0
13 -0.5587 0.3639 0 0
14 -1.1946 0.2324 0 0
15 -12.1618 0.0000 0 0
16 -2.1646 0.1030 0 0
17 -0.0196 0.4951 0 0
18 -1.5649 0.1729 0 0
19 -0.1494 0.4627 0 0
20 -0.1491 0.4628 0 0
21 b 0.3353 0.5830 1 0
22 -2.1008 0.1090 0 0
2 3 ” 0.5563 0.6356 1 0
2 4 ” 0.0416 0.5104 1 0
25 -2.5133 0.0749 0 0
26 -1.9777 0.1216 0 0
27 -2.0608 0.1130 0 0
28 -2.6168 0.0681 0 0
2 9 ” 1.9762 0.8783 1 0
30 -1.0523 0.2588 0 0
31 -2.5491 0.0725 0 0
32 -1.5644 0.1730 0 0
33 -2.2717 0.0935 0 0
34 -1.1602 0.2386 0 0
35 -1.5862 0.1699 0 0
36 -1.4630 0.1880 0 0
37 -2.4161 0.0820 0 0
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Table 29 (Continued).
Firms Yi Probability of 
Failure
Reclassified
Membership"
Original
Membership"
38” 2.2221 0.9022 1 0
39” 6.1430 0.9979 1 0
40 -1.6601 0.1597 0 0
41 -2.6818 0.0641 0 0
42 -1.1356 0.2431 0 0
43 -3.4090 0.0320 0 0
44 -6.9524 0.0010 0 0
45 -2.5880 0.0699 0 0
46 -0.5856 0.3576 0 0
47 -0.9715 0.2746 0 0
48 -2.7547 0.0598 0 0
49 -1.3923 0.1990 0 0
50 -2.5182 0.0746 0 0
51 -1.3362 0.2081 0 0
52” 0.3889 0.5960 1 0
53 -3.3087 0.0353 0 0
54” 0.3751 0.5927 1 0
55” 0.0384 0.5096 1 0
56 -2.2620 0.0943 0 0
57” 1.2766 0.7819 1 0
58 -1.7389 0.1495 0 0
59 -2.1363 0.1056 0 0
60 -1.3495 0.2059 0 0
61 -1.8553 0.1353 0 0
62 -2.7979 0.0574 0 0
63 -2.7121 0.0623 0 0
64 -2.5538 0.0722 0 0
65 -0.9840 0.2721 0 0
66 -0.3653 0.4097 0 0
67 -2.6540 0.0657 0 0
68 -1.5883 0.1696 0 0
69 -0.1364 0.4660 0 0
70 -1.1230 0.2455 0 0
71 -0.1668 0.4584 0 0
72 -1.6611 0.1596 0 0
73 -7.7618 0.0004 0 0
74 -3.1057 0.0429 0 0
75 -0.0682 0.4830 0 0
76 -0.1819 0.4547 0 0
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Table 29 (Continued).
Firms Yi Probability o f 
Failure
Reclassified
Membership"
Original
Membership"
77 b 3.4339 0.9687 1 0
78 -3.2314 0.0380 0 0
79 -0.9172 0.2855 0 0
80 -0.5108 0.3750 0 0
81 ” 0.0531 0.5133 1 0
82 2.9951 0.9524 1 1
83 0.9718 0.7255 1 1
8 4 ” -0.4408 0.3916 1
85 0.8033 0.6907 1
86 2.7204 0.9382 1 1
87 1.2466 0.7767 1 1
88 1.3626 0.7962 1 1
89 2.9890 0.9521 1 1
90 0.4422 0.6088 1 1
91 0.4066 0.6003 1 1
92 1.0995 0.7502 1 1
93 7.7641 0.9996 1 1
94 0.9596 0.7230 1 1
95 0.9871 0.7285 1 1
96 0.8120 0.6925 1 1
97 4.2902 0.9865 1 1
98 1.3432 0.7930 1 1
99 0.1560 0.5389 1 1
100 1.1756 0.7642 1 1
101 8.5165 0.9998 1 1
102 0.6782 0.6633 1 1
103 33.7802 1.0000 1 1
104 1.7062 0.8463 1 1
105 0.9578 0.7227 1 1
106 0.2578 0.5641 1 1
107 2.4144 0.9179 1 1
108 1.9195 0.8721 1 1
109 1.9777 0.8784 1
110 1.0581 0.7423 1 1
111 2.1198 0.8928 1 1
112 184.4884 1.0000 1 1
1 1 3 ” -0.1755 0.4562 0 1
114” -1.1623 0.2382 0 1
115 1.3031 0.7864 1 1
116” -0.3969 0.4021 0 1
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Table 29 (Continued).
Firms Yi Probability of Reelassified 
Failure Membership"
Original
Membership"
117 1.3331 0.7914 1 1
118 1.4988 0.8174 1 1
119 3.1843 0.9602 1 1
120 2.3924 0.9162 1 1
121” -0.3787 0.4064 0 1
122 0.8057 0.6912 1 1
123 0.4291 0.6056 1 1
124 4.4624 0.9886 1 1
125 2j%99 0.9328 1 1
126 0.4365 0.6074 1 1
127” -0.2774 0.4311 0 1
128” -2.0417 0.1149 0 1
129 1.5940 0.8312 1 1
130 18.9216 1.0000 1
131” -1.8865 0.1316 0 1
132” -0.4072 0.3996 0 1
133 1.2275 0.7734 1 1
134 1.0963 0.7496 1 1
135 0.3862 0.5954 1 1
136 15.7707 1.0000 1 1
137 0.7489 0.6789 1 1
138 2.0153 0.8824 1 1
139 4.8392 0.9921 1
140 1.0011 0.7313 1 1
141 25.6016 1.0000 1 1
142 1.6095 0.8333 1 1
143 1.0633 0.7433 1 1
144 33.9369 1.0000 1 1
145 1.3780 0.7987 1 1
146 1.7252 0.8488 1 1
147 1.0102 0.7331 1 1
148 4.6998 0.9910 1 1
149” -0.4948 0.3788 0 1
150 3.1943 0.9606 1 1
151” -2.2547 0.0949 0 1
152 18.3409 1.0000 1 1
153 0.6971 0.6675 1 1
154 1.5879 0.8303 1 1
155 51.8248 1.0000 1 1
156 2.3393 0.9121 1 1
157 4.7490 0.9914 1 1
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Table 29 (Continued).
Firms Y, Probability of Reclassified Original
 Failure  Membership"_____ Membership"
158” -1.2999 0.2142 0
159 0.9402 0.7191 1
160” -0.1454 0.4637 0
161 ” -0.5357 0.3692 0
162” -0.7389 0.3232 0
Note. The first 81 firms are non-failed and the second 81 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms
The probability of failure was computed for each of the 162 sample firms based on the 
data from one statement prior to failure for the failed group and the identieal years for the 
non-failed group. The classifieation results for the sample one year prior to failure are 
given in Table 30.
Table 30
Classification Summary Matrix fo r  the U.S. Hospitality Firms Using the Logit Model
Actual
Predicted
N Non-failed Failed
Non-failed 81 69 12
85.19% 14.81%
Failed 81 15 66
18.52% 81.48%
Note. Accuracy percentages in bold. Overall accuracy = 135/162 = 83.33%
The estimated U.S. logit model in this study achieved an overall accuracy rate of 83.33% 
with 16.64% errors reeorded -  18.52% Type I and 14.81% Type II. The overall accuracy 
rate of the U.S. logit model is almost identieal to that of the Korean logit model (83.74%) 
as shown in Table 16.
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Discussions o f  the Variables in the Logit Model
A major benefit o f a logit model is that as a conditional probability model, it 
facilitates an interpretation of the significance of individual variable eoeffieients 
(Zavgren, 1985). In this study, the logit model developed for the U.S. hospitality firms 
retained three fmaneial variables -  EBITDA to CL ratio, quick ratio, and debt ratio -  as 
the best predictor variables. EBITDA to CL is a liquidity ratio that measures how much 
of cash flow is being generated from operations to cover the current liabilities 
(Schmidgall & DeFranco, 2004). A higher value of this ratio implies that the firm has 
more EBITDA or operation generated cash flows to cover the short-term obligations and/ 
or relatively lower short-term debts (Gu, 2002). The negative coefficient o f this ratio 
indicates that the higher the operation generated earnings to current debts, the lower the 
probability o f a firm failure.
Quick ratio is a liquidity ratio that evaluates a company’s ability to pay its short-term 
debts using the assets that are easily convertible into cash (Schwei, 1996). According to 
Darayseh et al. (2003), quick ratio is an important indicator o f a firm’s default risk as the 
lack o f sufficient quick assets can precipitate bankruptcy. Borde (1998), on the other 
hand, claimed that a firm’s level of liquidity is positively related to its systematic and 
total risk. This is because high liquidity may imply a firm’s inefficient use o f its current 
assets. Instead o f investing in high-earning operating assets, a firm may invest the 
available resources in marketable securities. Doing so may have an adverse effect on the 
firm’s cost o f capital and as a result can increase the firm’s failure risk (Borde). The 
positive coefficient o f the quick ratio in the model implies that for the U.S. hospitality 
firms in this study, higher liquidity leads to higher probability o f failure. While it is
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important to maintain an adequate level of liquidity, having too much liquidity tied up in 
an operation may suggest an inefficient use of firm assets (Borde). This may, in turn, 
negatively affect the firm value and increase the probability of a firm’s failure.
Debt ratio is a leverage ratio that assesses a firm’s indebtedness by expressing the 
proportion of the company’s assets that are supported by debt (Kim & Ayoun, 2005). 
Higher total liabilities to total assets or a higher debt ratio implies that a firm relies 
heavily on debt financing. The positive sign o f its coefficient in the model suggests that 
higher debt ratio will lead to a higher logit (y) value and increase the probability of 
failure. For the restaurant industry, Gu (2002) pointed out that, due to the high-cost 
nature of the restaurant operation, companies relying heavily on debt financing are 
burdened with high interest expenses and are more likely to default on the short-term 
payments. According to Kim (2003), if  a primary source of financing for a hotel firm is 
debt, the firm is likely to suffer for a considerable period of time as it is burdened by high 
interest expenses.
Predictive Ability o f  the Logit Model on Hold-out Firms
The predictive ability of the developed logit model was tested on a set o f U.S. hold­
out firms from the year 2003. A hold-out sample consists of 20 hospitality firms, 10 
failed firms paired with 10 non-failed firms, selected from the same data source and 
matched by the assets size.
Based on the estimated logit model, the hold-out sample firms were elassified into a 
failed group and a non-failed group. The assigned probability of failure for U.S. 
hospitality firms and their reclassified membership based on the ratios one year before 
failure are shown in Table 31. Table 31 also shows that among the 10 failed firms, 4
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firms were classified as non-failed firms. Among the 10 non-failed firms, only 2 firms 
were miselassified as failed firms. The overall accuraey was 70% (Table 32).
Table 31
Classification Results fo r  the U.S. Hold-out Firms Using the Logit Model
Firms EBITDA to 
CL ratio
Quiek
ratio
Debt
ratio
Probability 
o f Failure
Reclassified
Membership"
Original
Membership"
1 0.95 0.77 0.51 0.4584 0 0
2 0.43 0.52 0.18 0.2478 0 0
3 ” 0.49 0.82 0.49 0.6714 1 0
4 0.89 0.25 0.17 0.0939 0 0
5 0.15 0.41 0.19 0.3642 0 0
6 0.77 1.07 0.21 0.2309 0 0
7 ” 0.27 1.59 0.24 0.5882 1 0
8 0.96 0.88 0.09 0.0806 0 0
9 1.23 0.2 0.18 0.0489 0 0
10 0.74 0.74 0.24 0.2253 0 0
11” 0.59 1.15 0.21 0.3158 0 1
12” 0.25 1.08 0.23 0.4868 0 1
13 0.28 0.58 0.89 0.9597 1 1
14” 0.06 0.13 0.18 0.3459 0 1
15” 0.8 0.47 0.1 0.0867 0 1
16 -1.27 0.58 0.01 0.8026 1 1
17 -0.01 0.67 1.17 0.9953 1
18 -0.09 0.36 1.13 0.9939 1 1
19 -0.06 0.64 0.53 0.8733
20 -0.02 0.14 0.36 0.6293 1 1
Note. The first 10 firms are non-failed and the second 10 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms
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Table 32
Classification Summary Matrix fo r the U.S. Hold-out Firms Using the Logit Model
Actual
Predicted
N Non-failed Failed
Non-failed 1 0 8 2
80% 20%
Failed 1 0 4 6
40% 60%
Note. Accuracy percentages in bold. Overall accuracy = 14/20= 70%
Table 32 summarizes the U.S. logit model’s classification accuracy rates on the hold-out 
hospitality firms. The overall accuracy was 70%, with 30% errors recorded -  40% Type I 
and 20% Type II. When the model’s correct classification rates between in-sample and 
out-of-sample firms were compared, it was obvious that the model’s performance on in- 
sample firm was superior (83.33%). While both Type I and Type II error rates were a lot 
higher on hold-out sample firms, the increase in Type I error rate was more significant.
Development o f  the Failure Prediction Model Using ANNs 
The ANN model for U.S. hospitality firms was trained by presenting the 10 financial 
ratios and the correct output for each of the sample firms. A MLP backpropagation ANN 
model was developed based on these data using SPSS Neural Network 16.0 package. As 
suggested earlier two distinct data sets, training set and test set, were used to train and 
develop the ANN model. Utilizing two different data sets is important because otherwise, 
it will not be possible to know if the developed ANN model learned to ‘predict’ or to 
‘memorize’ the patterns (Kuo & Reitsch, 1995). Developing a NN model that fits the 
training sample very well is fairly easy if the number of hidden nodes in the model is 
increased as it is the number o f hidden nodes that determines the network’s capacity to
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learn (Palmer et al., 2006; Zhang et al., 1999). Having excessive hidden nodes, however, 
will lead to poor generalization capability as the model may respond incorrectly to other 
patterns not used in the training process (Palmer et al.). In other words, a model with 
many hidden nodes is more likely to memorize the patterns rather than to learn them. One 
practical way to check if the model has memorized the patterns is to test the model on a 
separate hold-out set.
Based on the previous guidelines, this study developed the ANN model using 
different numbers of hidden nodes, ranging from 7 to 21. For the U.S. hospitality firms in 
this study, the model performed the best on the hold-out set with 11 hidden nodes (Figure 
3). Palmer et al. (2006) recommended selecting the network structure that performs the 
best on the hold-out set, using the least possible hidden nodes.
Figure 3 presents the network architecture developed for the U.S. hospitality firms. 
Each connection between nodes, from input nodes to hidden nodes and from hidden to 
output nodes, has a weight associated with it. This weight represents the degree of 
influence on one another. Table 33 illustrates the resulting weights o f the input variables 
and hidden variables in the ANN model.
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Figure 3. The Architecture of the ANNs Developed for U.S. firms (10-11-1)
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The learning rate value plays an important role in network training process as it 
controls the size of the changes in weights in each iteration (Palmer et al., 2006). As a 
mle of thumb, a learning rate between 0.05 and 0.50 provides good results in most cases. 
The momentum factor controls the effect o f past changes in weights on current changes 
in weights and usually has a value of close to 1. For the U.S. ANN model in this study, 
the learning rate and the momentum were adjusted to 0.40 and 0.90, respectively, to 
improve the performance.
The output value of (0, 1) refers to a failed firm whereas (1 ,0) indicates a non-failed 
firm. As the actual output value ranges from 0 to 1, cut-off score of 0.50 was used to 
determine each firm’s membership. An output value less than “ 0.50” was considered to 
be “0” and any value above that was considered to be “1” (Zhang et al., 1999). Using the 
sigmoid functions g (^) = (l + exp(-^))~’ and the parameter estimate o f each connection 
(Table 33), this study estimated the following equations for the U.S. hospitality firms.
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Results o f  the ANN Model for U.S. Hospitality Firms
Ajfter the training, the developed ANN model was tested for its ability to correctly 
classify the training sample firms. The computed output values for each U.S. hospitality 
firm in the sample and their reelassified membership are shown in Table 34. Table 34 
also shows that among the 81 failed firms, 5 firms were misclassified into non-failed 
group. Among the 81 non-failed firms, 8  firms were miselassified as failed firms.
In Table 34, the last eolumn shows the reclassified membership results from the logit 
model. When checked to see whether both the logit and the ANN models misclassified 
the same firms, it was found that they made Type I error on three identical firms (firms 
121,131, 151), and Type II error on six identical firms (firms 24, 39, 52, 54, 55, 57).
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Table 34
Classification Results fo r  the U.S. Hospitality Firms Using the ANN Model
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model"
Membership from 
Logit Model"
1 0.9100 0.0939 0 0
2 0.9963 0.0041 0 0
3 0.9782 0.0293 0 0
4 0.8282 0.1773 0 0
5 0.8664 0.1228 0 0
6 0.6092 0.4025 0 0
7 0.9278 0.0597 0 0
8 0.9468 0.0679 0 0
9 0.9984 0.0017 0 0
1 0 0.7915 0.1445 0 0
1 1 0.5970 0.4042 0 0
1 2 0.8660 0.1347 0 0
13 0.8874 0.1203 0 0
14 0.8247 0.1576 0 0
15 1 . 0 0 0 0 0 . 0 0 0 0 0 0
16 0.4583 0.4024 0 0
17 0.5272 0.4821 0 0
18 0.9836 0.0189 0 0
19 0.7689 0.2234 0 0
2 0 0.8440 0.1692 0 0
2 1 " 0.7578 0.2500 0 1
2 2 0.9623 0.0404 0 0
23" 0.7073 0.3065 0 1
2 4 ”" 0.2344 0.6918 1 1
25 0.9815 0.0129 0 0
26 0.9643 0.0260 0 0
27 0.9485 0.0464 0 0
28 0.9600 0.0376 0 0
29" 0.4359 0.5985 0 1
30 0.8140 0.1702 0 0
31 0.9990 0.0009 0 0
32 0.5818 0.4228 0 0
33 0.9933 0.0054 0 0
34 0.7501 0.2895 0 0
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Table 34 (Continued).
Firms
Calculation 
Group (0) Group (1)
Reclassified 
Membership from 
ANN Model"
Reclassified 
Membership from 
Logit Model"
35 0.7115 0.2527 0 0
36 0.9919 0.0048 0 0
37 0.7456 0.2806 0 0
38" 0.9897 0.0073 0 1
3 9 ”" 0.0001 1.0000 1 1
40 0.7715 0.1455 0 0
41 0.9855 0.0109 0 0
42 0.9357 0.0449 0 0
43 0.9700 0.0164 0 0
44 0.9934 0.0035 0 0
45 0.9986 0.0009 0 0
46 0.7094 0.2890 0 0
47 0.5814 0.4365 0 0
48 0.9970 0.0029 0 0
49 0.5736 0.4562 0 0
50 0.9703 0.0267 0 0
51 0.7875 0.2192 0 0
5 2 ”" 0.0331 0.9710 1 1
53 0.9993 0.0004 0 0
5 4 ”" 0.0382 0.9731 1 1
5 5 ”" 0.2722 0.7625 1 1
56 0 . 8 8 8 8 0.0466 0 0
5 7 ”" 0.0763 0.9427 1 1
58 0.8904 0.0649 0 0
59 0.9972 0.0014 0 0
60 0.9871 0.0087 0 0
61 0.9558 0.0391 0 0
62 0.9604 0.0329 0 0
63 0.9981 0.0015 0 0
64 0.8985 0.0956 0 0
65 0.5694 0.4802 0 0
6 6 ” 0.0123 0.9895 1 0
67 0.9841 0.0141 0 0
6 8 0.8367 0.1657 0 0
69 0.8997 0.0414 0 0
70 0.6788 0.3549 0 0
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Table 34 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model"
Membership from 
Logit Model"
71 0.8074 0.0962 0 0
72 0.8579 0.0874 0 0
73 0.9984 0 . 0 0 1 1 0 0
74 0.9981 0.0016 0 0
75 0.6047 0.4113 0 0
76” 0.2457 0.8175 1 0
77" 0.4556 0.4515 0 1
78 0.9917 0.0032 0 0
79 0.9186 0.0781 0 0
80 0.8497 0.0877 0 0
81" 0.9650 0.0273 0 1
82 0.0234 0.9752 1 1
83 0.0228 0.9777 1
84" 0.1694 0 . 8 6 8 8 1
85 0.0825 0.9107 1 1
8 6 0.0172 0.9852 1 1
87 0.1005 0.8940 1 1
8 8 0.0349 0.9709 1 1
89 0.0956 0.9231 1 1
90 0.1194 0.9100 1 1
91 0.1710 0.8325 1 1
92 0.0694 0.9394 1 1
93 0 . 0 0 0 0 1 . 0 0 0 0 1 1
94” 0.4041 0.5306 1
95 0.0595 0.9548 1 1
96 0.2092 0.8015 1 1
97 0 . 0 0 0 1 0.9999 1 1
98 0.1003 0.9444 1 1
99 0.2801 0.7274 1 1
1 0 0 0.0350 0.9690 1 1
1 0 1 0 . 0 0 0 0 1 . 0 0 0 0 1 1
1 0 2 0.1801 0.7927 1 1
103 0.0046 0.9921 1 1
104 0.0625 0.9510 1 1
105 0.0459 0.9756 1 1
106 0.3357 0.7114
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Table 34 (Continued).
Calculation Reclassified Reclassified
Firms Group (0) Group (1)
Membership from 
ANN Model"
Membership from 
Logit Model"
107 0.0196 0.9865 1 1
108 0.0026 0.9990 1 1
109 0.0043 0.9978 1 1
1 1 0 0.0017 0.9987 1 1
1 1 1 0.0404 0.9761 1 1
1 1 2 0 . 0 0 0 0 1 . 0 0 0 0 1 1
113" 0.2952 0.6553 1 0
114" 0.3965 0.5704 1 0
115 0.0024 0.9990 1 1
116" 0.1501 0.8715 1 0
117 0.0160 0.9701 1
118 0.0508 0.9687 1 1
119 0.0521 0.9668 1 1
1 2 0 0.0008 0.9994 1 1
121”" 0.5241 0. 4961 0
1 2 2 0.0518 0.9655 1 1
123 0.0372 0.9766 1 1
124 0 . 0 0 0 0 1 . 0 0 0 0 1 1
125 0 . 0 0 0 2 0.9999 1 1
126 0.0033 0.9971 1 1
127" 0.1475 0.7912 1 0
128" 0.2814 0.7026 1 0
129 0.0566 0.9467 1 1
130 0 . 0 0 0 0 1 . 0 0 0 0 1 1
131”" 0.9021 0.0972 0
132" 0.1266 0.8648 1 0
133 0.3849 0.5346 1 1
134 0 . 0 0 2 2 0.9985 1 1
135 0.0719 0.9505 1 1
136 0 . 0 0 0 0 1 . 0 0 0 0 1
137 0.1563 0.8952 1 1
138 0 . 0 0 0 1 1 . 0 0 0 0 1 1
139 0.0003 0.9999 1 1
140 0.0015 0.9989 1 1
141 0 . 0 0 0 0 1 . 0 0 0 0 1 1
142 0.0142 0.9914 1 1
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Table 34 (Continued).
Firms
Calculation 
Group (0) Group (1)
Reclassified 
Membership from 
ANN Model"
Reclassified 
Membership from 
Logit Model"
143 0.0659 0.9620 1 1
144 0 . 0 0 0 0 1 . 0 0 0 0 1 1
145 0.0312 0.9652 1 1
146 0.1138 0.9121 1 1
147 0.1781 0.7375 1
148 0 . 0 0 0 1 0.9999 1 1
149" 0.0577 0.9259 1
150 0.0106 0.9937 1 1
151”" 0.7195 0.3065
152 0 . 0 0 0 0 1 . 0 0 0 0 1 1
153” 0.4546 0.5502 1
154 0.0015 0.9992 1
155 0 . 0 0 0 0 1 . 0 0 0 0 1 1
156 0 . 0 0 1 0 0.9995 1 1
157 0 . 0 0 0 0 1 . 0 0 0 0 1 1
158" 0 . 2 2 0 0 0.6786 1 0
159 0 . 1 2 2 1 0.7940 1 1
160" 0.1321 0.8797 1 0
161" 0.0949 0.8913 1 0
162" 0.4134 0.6695 1 0
Note. The first 81 firms are non-failed and the second 81 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms using ANN model
c. Misclassified firms using logit model
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Table 35
Classification Summary Matrix fo r  the U.S. Hospitality Firms Using the ANN Model
Actual
Predicted
N Non-failed Failed
Non-failed 81 73 8
90.12% 9.88%
Failed 81 5 76
6.17% 93.83%
Note. Accuracy percentages in bold. Overall accuracy = 149/162 = 91.98%
Table 35 summarizes the classification results of the estimated ANN model for the U.S. 
sample firms. The ANN model in this study correctly classified 91.98% o f the sample 
firms, one year prior to the failure. The overall error rate was 8.02% -  6.17% Type I and 
9.88% Type II. With a classification accuracy rate close to 92%, the developed ANN 
model clearly outperformed the earlier logit model (Table 30).
Discussions o f  the Variables in the ANN Model
It is well-know in failure prediction studies that ANN models function like black 
boxes, making it very difficult, if  not impossible, to interpret or explain the resulting 
weight values (Trigueiros & Taffler, 1996). As a result, the use o f ANN should be limited 
if a researcher wants to derive the relative importance of independent variables from the 
ANN model coefficients (Tam & Kiang, 1992; Zhang et al., 1999).
Employing SPSS Neural Network 16.0 package, a sensitivity analysis was performed 
on the 10 input variables. Through the analysis, the input variables are ranked based on 
the importance of each in determining the network architecture (SPSS, 2007). Table 36 
presents the results.
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Table 36
Independent Variable Importance fo r  the U.S. ANN Model
Independent Variables Importance Normalized Importance
Current ratio .142 1 0 0 .0 %
EBITDA to TL .140 98.9%
FA turnover .124 87.2%
Interest coverage ratio .113 79.4%
AR turnover . 1 1 2 78.8%
Debt ratio .092 64.8%
Quick ratio .081 57.0%
EBITDA to CL .077 54.0%
TA turnover .069 48.3%
Inventory turnover .051 35.9%
Current ratio was identified as the most important contributor for building the network. 
EBITDA to TL or the operation generated earnings to total debt was ranked as the second, 
and was followed by FA turnover ratio. Interest coverage ratio and AR turnover ratio also 
appeared to be important contributors. While the Table 36 provided the importance ranks 
for all the input variables, the contribution o f each variable to the actual classification 
remains unknown. Here, the specific effect of each variable on the classification status of 
being failed or non-failed cannot be determined.
Predictive Ability o f  the ANN Model on Hold-out Firms
The same set o f hold-out firms, as used for testing the U.S. logit model, was used to 
test the ANN model’s predictive ability. Based on the estimated ANN model and 10 
financial variables o f each firm, the hold-out sample firms were classified into a failed 
group and a non-failed group. Table 37 shows the respective output values and their
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reclassified membership for each company in the sample. Table 37 also shows that 
among the 10 failed firms, 3 firms were incorrectly classified as non-failed firms. For the 
1 0  non-failed firms, the model correctly classified all o f them.
Table 37
Classification Results fo r  the U.S. Hold-out Firms Using the ANN Model
Calculation Reclassified Reclassified
Membership from Membership from
Firms Group (0) Group (1) ANN Model" Logit Model"
1 0.6812 0.3262 0 0
2 0.9172 0.0904 0 0
3" 0.6873 0.3215 0 1
4 0.9155 0.0886 0 0
5 0.7661 0.2584 0 0
6 0.7436 0.1891 0 0
7" 0.4458 0.4166 0 1
8 0.9973 0.0024 0 0
9 0.9947 0.0036 0 0
1 0 0.9965 0 . 0 0 2 2 0 0
11”" 0.6455 0.2984 0 0
12”" 0.7537 0.2451 0 0
13 0.0006 0.9996 1 1
14" 0.3233 0.7296 1 0
15”" 0.9801 0.0212 0
16 0.0040 0.9975 1 1
17 0.0043 0.9954 1 1
18 0 . 0 0 0 0 1 . 0 0 0 0 1 1
19 0.0409 0.9726 1 1
2 0 0.2165 0.8296 1
Note. The first 10 firms are non-failed and the second 10 firms are failed hospitality firms in the sample.
a. Membership 0 is non-failed group and Membership 1 is failed group.
b. Misclassified firms using ANN model
c. Misclassified firms using logit model
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Table 38
Classification Summary Matrix fo r the U.S. Hold-out Firms Using the ANN Model
Actual
Predicted
N Non-failed Failed
Non-failed 1 0 1 0 0
1 0 0 % 0 %
Failed 1 0 3 7
30% 70%
Note. Accuracy percentages in bold. Overall accuracy = 17/20= 85%
Table 38 summarizes the classification results of the ANN model for the hold-out U.S. 
hospitality firms. As expected, the model’s classification accuracy rate decreased 
moderately when it was used on the hold-out sample (85%) in comparison with that on 
the original sample (91.98%). The model’s Type I error on the hold-out firms (30%), 
however, was considerably higher than the Type I error on the in-sample firms (6.17%). 
The estimated ANN model correctly classified all non-failed firms in the hold-out sample. 
For failure prediction o f hold-out firms, the overall prediction accuracy o f 85% appears to 
be excellent.
Comparison between Logit Model and ANN Model 
Tables 39 and 40 summarize classification results for the U.S. hospitality firms using 
the logit and the ANN models, respectively. Both failure prediction models demonstrated 
higher overall classification abilities on the original sample than on the hold-out sample. 
The developed ANN model showed superior performances on both sets of sample firms. 
While the ANN model’s ability to correctly classify hold-out sample firms appears to be 
a lot better than that o f the logit model (85% vs. 70%), the difference in the number of
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misclassified firms between the two models is only three. This is because the limited size 
of U.S. hold-out sample used in this study.
Table 39
Comparison o f  Classification Results Using the Logit Model
Actual N
Original Sample Hold-out Sample
Non-failed Failed N Non-failed Failed
Non-failed 81 69 1 2 1 0 8 2
85.19% 14.81% 80% 2 0 %
Failed 81 15 6 6 1 0 4 6
18.52% 81.48% 40% 60%
Overall accuracy 83.33% 70%
Table 40
Comparison o f  Classification Results Using the ANN Model
Actual N
Original Sample Hold-out Sample
Non-failed Failed N Non-failed Failed
Non-failed 81 73 8 1 0 1 0 0
90.12% 9.88% 1 0 0 % 0 %
Failed 81 5 76 1 0 3 7
6.17% 93.83% 30% 70%
Overall accuracy 91.98% 85%
Comparison between the Failure Prediction Models in Each Country 
The primary objective of this study was to compare the performances of the two 
failure prediction models based on the samples of Korean and U.S. hospitality firms, 
respectively. In most cases, the performance of failure prediction models is measured 
based on their overall error rates and/ or Type I and Type II error rates. Type I error 
refers to the probability o f incorrectly classifying a failed firm as a non-failed and Type II
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error is defined as the probability o f incorrectly classifying a non-failed firm as a failed. 
Etheridge et al. (2000) claimed that failure prediction models should be evaluated based 
on the rates o f Type I and Type II errors, rather than on the overall error rates. This is 
because most decision makers perceive the costs o f a Type I error as much costlier than 
the costs associated with a Type II error. The costs of a Type I error may include 
principal, interest, collection fees, and legal fees, while the costs associated with a Type 
II error may be the costs of foregone business sales (Chi & Tang, 2006). Since Type I 
error is associated with higher costs, a failure prediction model with a smaller Type I 
error is considered as more valuable (Chi & Tang; Etheridge et al.). In this study, the 
failure prediction models for each country are evaluated based both on their overall error 
rates and on Type I error rates. Suggestions are made for each country based on these 
findings.
For the Korean hospitality firms, both failure prediction models demonstrated 
comparable performances (Table 25 and Table 26). As expected, both the models 
performed better on in-sample firms than on hold-out sample firms. While the ANN 
model showed a slightly higher overall accuracy rates for both sets of sample, the 
differences in the predictive abilities between the logit and the ANN models appeared to 
be marginal. Most studies in failure prediction literature using ANN methodology 
examine the relative performance of ANNs over other classical statistical techniques 
(Zhang et al., 1999). While many o f them report that ANN models can produce 
prediction results that are better than results from more traditional statistical techniques, 
ANNs do not always result in superior performance (Bell, Ribar, & Verchio, 1990; Boritz, 
Kennedy, & Albuquerque, 1995). The findings in this study indicate that while the
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developed ANN model performed reasonably well in predicting the Korean firm failures, 
its performance did not appear to be superior to the logit model, a conventional statistical 
technique also used in this study. When compared on the Type I error rates, the logit 
model produced slightly lower Type I errors for both sets o f sample, indicating its higher 
prediction ability for failed firms.
For the U.S. hospitality firms, the ANN model demonstrated superior failure 
prediction performances for both in-sample and hold-out sample firms (Table 39 and 
Table 40). These findings are in line with earlier studies that emphasized ANN model’s 
higher prediction ability over the logit model, its more traditional alternative technique 
(Charalambous et al., 2000 ; Charitou et al., 2004; Fletcher & Goss, 1993; Jain & Nag, 
1997; Lee et al., 2005; Luther, 1998; Salchenberger et al., 1992; Tam & Kiang, 1992; 
Zhang et al., 1999). Considering that it is more costly to classify a failed firm as a non- 
failed (Type I error) than to classify a non-failed firm as a failed (Type II error), the ANN 
model predicted the likelihood of a firm failure better for the U.S. hospitality firms and is 
therefore more beneficial to the users. The results from this study show promise in using 
ANN models for predicting U.S. hospitality firm failures.
Cross-country comparisons were made on the findings from each country using the 
two different failure prediction models. While the logit model developed for each country 
produced similar classification rates, the ANN model developed for the U.S. firms 
performed a lot better than the Korean ANN model for both in-sample and hold-out 
classifications. A plausible explanation could be that there exists a complex non-linear 
structural relationship between the input and the output values of the U.S. hospitality 
firms, which is absent in Korean firms. Or it could be that the U.S. sample firms are more
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homogenous in terms of their mean ratios and perhaps, ANN model can perform better 
when dealing with homogeneous samples.
In summary, it is recommended that Korean firms use the logit model, instead of the 
ANN model, to predict the firm failures. For the sample of Korean hospitality firms, the 
developed logit model was as efficient as the ANN model and in addition, its variable 
coefficient helps interpret the individual variable’s effect on classification. DeAndrés et 
al. (2005) also suggested using non-parametric techniques, such as the ANNs, only when 
simpler and more user-friendly parametric alternatives are unavailable.
For the U.S. hospitality firms, it is recommended that they develop a failure 
prediction model using a technique that best satisfy their needs. If the primary purpose of 
developing a failure prediction model is to obtain as accurate classification results as 
possible, they may use the ANN methodology. This study found that for the U.S. 
hospitality firms, ANN model is a more effective and efficient failure prediction tool than 
the logit model. In addition to providing superior classification results, the ANN 
methodology does not require the researcher to make assumptions about the underlying 
data distributions nor the potential interactions among independent variables (Goss & 
Ramchandani, 1995). On the other hand, if  the researcher wishes to study the effects or 
significance o f the independent variables on the classification results or to make a 
practical interpretation on the developed model, then it is recommended to use the 
logistic regression methodology. ANN models have been known to function as ‘black 
box’ and using this methodology, it is not possible to analyze the role played by each 
input variable in the prediction carried out (Lee et al., 2005).
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Potential Utility for Bankruptcy Prediction 
This study further investigated the developed models’ potential utility for bankruptcy 
prediction by obtaining a list of bankrupt firms during the last five years. For the sample 
of Korean hospitality firms, two firms went bankrupt (Table 41). Both firms were in the 
lodging sector and classified as failed firms by both the logit and the ANN models. For 
the U.S. hospitality firms included in this study, three lodging firms and seven restaurant 
firms filed for bankruptcy (Table 42). Out o f these 10 bankrupt firms, the developed logit 
model classified eight firms as failed whereas the ANN model correctly classified all of 
them as failed firms. These findings suggest that a strong link may exist between the 
economic failure found in this study and the bankruptcy.
Table 41
List o f  Korean Firms that Filedfor Bankruptcy
Reclassified Membership
Firms Industry
Bankruptcy
Filing Logit Model * ANN Model
Changjin Industrial Lodging N/A Failed 0.9807 Failed
YK Condominium Lodging N/A Failed 0.9864 Failed
* Probability of failure estimated by the logit model
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Table 42
List o f  U.S. Firms that F iledfor Bankruptcy
Reclassified Membership
SIC*
Bankruptcy
Filing Logit Model ** ANN Model
CCI group 70II Sep 2007 Non-failed 0.3788 Failed
Arlington Hospitality 7011 Aug 2005 Non-failed 0.1149 Failed
Hollywood casino 7011 Oct 2004 Failed 1.0000 Failed
Steakhouse partners 5812 May 2008 Failed 0.6293 Failed
Roadhouse grill 5812 Sep 2007 Failed 0.8488 Failed
Syndicated food service 5812 Dec 2005 Failed 0.6633 Failed
Roma Corp. 5812 Oct 2005 Failed 0.7930 Failed
American restaurant 5812 Sep 2004 Failed 0.7423 Failed
Briazz 5812 May 2004 Failed 1.0000 Failed
Avado brands 5812 Jan 2004 Failed 0.7962 Failed
* 7011 = Hotels and motels, 5812 = Eating places 
** Probability of failure estimated by the logit model
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CHAPTER 5
CONCLUSIONS AND RECOMMENDATIONS 
Summary of the Study 
This study attempts to analyze financial conditions of Korean and U.S. hospitality 
firms in order to identify those heading for failures. Utilizing financial data of these firms, 
this study has developed business failure prediction models for Korean and U.S. 
hospitality firms using logistic regression and ANNs techniques, respectively.
For Korean hospitality firms, the study first identified a sample o f 123 failed firms 
and a control sample o f 123 non-failed firms for the development of failure prediction 
models. Ten financial variables representing liquidity, leverage, solvency, and efficiency 
of a firm were calculated for the sample firms one year prior to failure. The descriptive 
statistics of the 10 variables revealed that for the financial performance of average firms, 
non-failed hospitality firms were significantly better than failed hospitality firms in terms 
of liquidity, leverage, solvency, and efficiency. The findings demonstrated the potential 
classifying ability o f the financial ratios between failed and non-failed groups.
A logit model and an ANN model were then developed based on the sample firms’ 
financial ratios one year prior to failure. For the logit model, a stepwise procedure was 
used and the established model contained only one variable: interest coverage ratio. The 
classification results indicated that the logit model could correctly classify in-sample
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firms with 83.74% accuracy, one year prior to failure. The model was also tested on a 
hold-out sample -  38 failed firms and 38 non-failed firms -  and achieved 76.32% 
accuracy rate. Using the ANN technique, a multi-layer perceptron backpropagation 
model was developed. The classification results of the ANN model showed that it had an 
overall prediction accuracy rate of 86.18% for in-sample firms and 77.63% for out-of- 
sample firms. Overall, the differences between these two models appeared to he marginal.
For U.S. hospitality firms, the failure prediction models were developed using 
financial data from a sample of 81 failed firms and a control sample of 81 non-failed 
firms. The 10 identical financial variables were computed for each firm one year prior to 
failure. At the 0.10 significance level, non-failed hospitality firms performed significantly 
better than failed hospitality firms in terms o f liquidity, leverage, and solvency, providing 
a rationale for using the financial ratios for classifying candidates.
A logit model and an ANN model were estimated using the financial data o f in- 
sample firms one year prior to failure. For the logit model, a forward stepwise procedure 
was used and a model with three ratios was established. These three ratios were EBITDA 
to CL, quick ratio, and debt ratio. One year prior to failure, the developed logit model 
could correctly classify 83.33% of the in-samples firms. When tested on 10 pairs of hold­
out firms for its accuracy, the model achieved an overall prediction accuracy rate of 
77.63%. For the U.S. hospitality firms, the ANN model showed superior predictive 
ability to the logit model. The ANN model correctly classified 91.98% of in-sample firms 
and 85% of hold-out sample firms using financial data one year prior to failure.
In business failure studies, a majority o f failure prediction models were developed 
using traditional statistical analyses such as MDA or logistic regression. Recently,
183
researchers have introduced artificial intelligence models for failure prediction, claiming 
that these newer models better represent the complex nature, boundaries, and 
interrelationships o f financial ratios (Lâcher et al., 1995). The ANN model is the most 
widely used artificial intelligence technique for studies that employ financial ratios of a 
firm to predict its failure. Since its introduction in the 1990’s, a plethora of studies 
investigated the relative performance of ANNs over other classic statistical techniques 
using a comparative analysis. Most o f these studies verified that ANN models produce 
classification results that are comparable to, if  not better than, classic statistical 
techniques, namely the logit models (Charalambous et al., 2000; Charitou et al., 2004;
Lee et al., 1996; Zahedi, 1996).
Despite its promising performance as a failure prediction model in other industries, 
ANNs have never been explored in hospitality research for failure prediction. This study 
fills this gap by developing an ANN model on hospitality firms and comparing its 
classification performance with that of the logit model. For Korean hospitality firms, both 
models produced comparable classification results. Empirically, this study shows that the 
logit model is not inferior to the ANN model in terms of prediction accuracy. Previous 
studies also found that these two models could be used interchangeably (Charitou et al., 
2004). In addition, the logit model has an advantage over the ANN model as the former 
allows its user to interpret the coefficient of each variable based on the importance and 
thereby draw practical implications that may have direct impact on the firm ’s probability 
of failure. Therefore, it is recommended for Korean hospitality firms to consider the logit 
model as a preferred method for predicting hospitality firm failures.
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For U.S. hospitality firms, the ANN model showed superior performance for both the 
in-sample and the hold-out sample firms. While using the ANN model may bring its 
users higher classification accuracy rates, the downside is the model’s laek of self­
explanation capabilities. The decision for model selection, between the logit and the 
ANN models, should be made based on the objective of classification. If  the primary 
purpose of developing a failure prediction model is to classify a given set o f observations 
as accurately as possible, then the ANN model may be used. Theoretically, the ANN 
model is preferable to the logit model as it does not suffer from restrictive assumptions.
On the other hand, if  the researcher wishes to make a practical interpretation on the 
developed model or to understand the roles played by each retained variable in the 
prediction output, then it is recommended that the logit model be considered as the 
preferred method for predieting firm failures.
Implications for the Korean Hospitality Firms 
The one-variable logit model developed for the Korean hospitality firms could 
correctly classify 83.74% of the in-sample firms and 76.32% o f the hold-out sample firms. 
It may seem abnormal for a single ratio to have such a high discriminating power. The 
retained interest coverage ratio, however, reflects multiple aspects o f a company’s 
financial condition. As a type o f solvency ratio, the interest coverage ratio measures a 
company’s ability to pay interest on its outstanding debt and at the same time, indicates 
the company’s indebtedness relative to its earnings. The negative coefficient of this ratio 
in the logit model suggests that high interest coverage ratio decreases the probability of 
failure while low interest coverage of a firm increases its likelihood of failure. In this
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study, a failure is defined as an economic failure, referring to a firm having three or more 
years of net loss. The findings indicate that for the Korean hospitality firms, a firm’s 
ability to cover its interest expenses is the most important predictor for determining a 
firm’s prohability o f failure or net income status for the next three years.
There are two fundamental ways to increase the interest coverage ratio. The first one 
is to increase EBIT or operation generated earnings, and the second one is to lower the 
amount of debt and thereby decrease the interest expenses. Since there is an intensive 
competition in the Korean hospitality industry, it may be more feasible to take the second 
approach to increase the interest coverage ratio. The more a firm relies on debt-financing, 
the higher the interest expenses and the lower the interest coverage ratio. As this study 
illustrates, a lower interest coverage ratio will increase a firm’s failure probahility. On 
average, a failed Korean firm had a debt ratio of 0.97 and a non-failed Korean firm had a 
debt ratio equal to 0.69. These values are significantly higher than those of U.S. firms. On 
average, a deht ratio for the failed U.S. firm was 0.71 and for the non-failed counterpart, 
it was only 0.29. It is well-known that highly leveraged firms are more vulnerable to 
failure, especially when a financial shock occurs (Bongini et al., 2000). According to 
Schwei (1996), an optimal debt ratio is in the range of 0.50 or less. A debt ratio higher 
than this level generally increases the company’s interest expenses due to higher debt 
principal balances outstanding, and in return decreases the profitability o f the operation. 
In addition, higher deht ratio leaves the company with fewer margins for error through 
tighter loan covenants and higher interest rates (Schwei, 1996).
In a study comparing the financial performance of U.S. and Korean manufacturing 
firms, Lee (1998) found that Korean firms’ poor performance was due to the extremely
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high financing charges that these firms had to pay as a result o f heavy borrowing.
Because these firms excessively relied on debt, they became more prone to failures. If a 
primary source o f financing for a hotel firm is debt, the firm is likely to suffer for a 
considerable period o f time as it is burdened by high interest expenses (Kim, 2003). Due 
to the high-cost nature of the industry, restaurant firms’ profitability may also vary based 
on the level o f interest expenses (Yoon & Jang, 2005). In a saturated market with high 
competition like the Korean hospitality industry, heavy debt fmaneing charges further 
strain the already tight profit margins, leading to poor or even negative profits. In order to 
prevent the failures, Korean hospitality firms need to move away from heavily leveraged 
fmaneial strueture that has been prevalent in the industry for a long time.
Implications for the U.S. Hospitality Firms
The logit model developed in this study and its retained variables carry several 
important managerial implications for the U.S. hospitality industry.
First, the EBITDA to CL ratio retained in the logit model reveals the importance of 
EBITDA or operating cash flow to the financial health o f a U.S. hospitality firm. With 
the current liability held eonstant, a firm that is able to generate sufficient operating cash 
flows will have a higher EBITDA to CL ratio, and in return a lower probability of failure. 
One way to increase a firm’s operating cash flows and to help U.S. hospitality firms 
avoid business failure is to exercise a tight control on the operating costs o f a company, 
ranging from costs o f goods sold to payroll and marketing expenses. Another way to 
realize higher operating cash flows is to increase the sales revenue. Many hospitality 
firms are now having difficulty increasing their market share beeause o f increased
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competition, decreased population growth, and oversupplied and mature markets (Jarvis 
& Mayo, 1986). In order to survive in this challenging environment, the hospitality firms 
must pursue market-share gains using the existing assets, rather than market-growth gains. 
Offering customized products (i.e., local specials, senior diseounts, and “the longer you 
stay the more you save” promotions) tailored to meet different market needs may help 
hoteliers to increase their customer base.
Second, the quick ratio and its positive coefficient in the logit model indicate the 
negative effect o f high liquidity on the financial health o f U.S. hospitality firms. 
According to Boer (1998), high liquidity may indicate that available resources are not 
being wisely invested, and this may increase risk for a firm. While it is necessary to 
maintain an adequate level of liquidity, having too much of it may have adverse effects 
on firm value and inerease the firm’s risk of failure. In a study o f restaurant firms, Kim, 
Ryan, and Ceschini (2007) also found that high levels o f liquidity are related to high 
systematic risk. This is because for investors, a firm with excessive liquidity may indicate 
its imprudently invested resources. Therefore, it is recommended that U.S. hospitality 
firms invest the available resources in operating assets or investment projects that 
produce higher returns than cash or marketable securities to decrease the probability of 
failure (Kim et al., 2007).
Third, the debt ratio was also retained in the final logit model. Overly relying on debt 
financing has always been a major cause of the business failure and high debt ratio often 
reflects a firm’s exceptionally fragile financial condition (Bongini et al., 2000). The risk 
o f economic failure is always high to firms with heavy borrowings as debt financing 
increases the volatility of net income (Keown et al., 2006). When the economy is
188
booming and firm revenue is high, debt can further increase the net income because the 
interest cost is fixed (Youn & Gu, 2007). However, when the economy is in recession and 
firm revenue is low, like today’s hospitality market in the U.S., the fixed interest payment 
will further press down the net income and even make it negative, possibly leading to the 
economic failure of a firm. In a situation like this, it is recommended that U.S. hospitality 
firms adopt a conservative financing policy with less debt use. Gu (1993) proposed 
issuing new equity as a means to obtain additional capital, rather than issuing bonds or 
borrowing from financial institutions. The positive coefficient o f this ratio in the logit 
model suggests that to lower the probability o f failure, a firm must change its debt- 
inclined financing policy. Lowering the overall debt ratio of the industry will lead to 
lower failure probabilities in the logit model for U.S. hospitality firms, thus helping 
reduce business failure occurrences.
Suggestions for Future Research
The theoretical implications and practical applications of failure prediction models 
have been well documented throughout this study. The number o f failing firms is an 
important indicator for the health o f the economy because failure does not only threaten 
individual entities, but also deteriorates the society and the nation’s economy (Ahn et al., 
2000). Previous studies found that the crisis causing the failure seldom arises overnight. 
Warning signals o f a company heading for failure occur much earlier than the actual 
failure, and these signals could be used to predict the failure in advance (Gu, 2002).
While business failure prediction studies have been conducted for more than four 
decades in various areas, there are only small amounts of research done in the field of
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hospitality management. Yet, it is well-known that the hospitality firms are highly 
vulnerable to failure. Developing a reliable model with higher predictive ability will help 
the hospitality industry take earlier corrective actions and prevent the ultimate failures.
The introduction of such models will have tremendous impacts on both financial and 
managerial aspects o f a company (Zhang et ah, 1999).
A major limitation o f this study is that the developed models can predict failure of a 
firm just one year in advance, whereas signs of failure may occur much earlier. Since 
many of the failed firms in the sample had only one year o f data available prior to failure, 
the models could not be tested for longer time horizon. Many failure prediction studies 
emphasize that business failure is not an immediate event but is a process that evolves 
over a considerable period o f time. Predicting the failure just one year ahead may be too 
late for a firm to take necessary actions to prevent it. To effectively prevent hospitality 
firm failures, future studies may consider extending the prediction period to several years 
ahead, rather than just one year in advance. According to Hamer (1983), financial ratios 
can be used to predict failures as early as five years before the actual failures.
The second limitation in this study is the exclusion of private firms. The sample firms 
used to develop the failure prediction models are limited to the publicly traded hospitality 
firms. Privately held firms were excluded due to the unavailability o f financial 
information. Therefore the developed models do not represent private companies and 
may not be used for predicting private firm failures. Subsequent research may incorporate 
both public and private companies in model development.
The failure prediction models in this study only incorporated quantitative variables. 
Yet, a company’s performance may also be influenced by qualitative factors such as
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quality of management and personnel, research and development level, diversification 
stage, market trend, market niche, or world market share (Dimitras et al., 1996; 
Zopounidis, 1987). According to Storey et al. (1987), qualitative data can provide at least 
as good predictions as traditional financial ratios. Variables such as the social importance 
of the firm and the strength of its relationship with banks (Suzuki & Wright, 1985) or the 
analysts’ forecasts on earnings per share (Moses, 1990) could also be critical in 
predicting a firm’s failure.
A failure prediction model containing only microeconomic information would not 
provide a highly accurate classification of failed and non-failed firms. There is a 
consensus that a failure prediction model incorporating both micro and macroeconomic 
variables results in a model superior to the traditional models including only the financial 
ratios (Darayseh et al., 2003). Variables such as changes in gross national product, 
interest rates, or stock price index, could all affect a firm’s vulnerability to failure. Kim 
and Gu (2006a) further suggested using non-financial factors, such as geographic 
diversification and market segmentation, to help improve predictive ability o f the model. 
Future studies on hospitality firm failure prediction may incorporate these variables into 
the analysis and identify the effects of those variables. Involving macroeconomic 
variables in prediction models may hopefully lead to higher prediction accuracy.
Finally, this study developed failure prediction models on a combined sample of 
lodging and restaurant firms. This is due to the limited data available. Brigham and 
Gapenski (1994) suggested that failure prediction studies should use an industry-specific 
sample to develop the failure prediction models. It is reasonable to assume that 
characteristics pertaining to restaurant firms may differ from those representing lodging
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firms. As such, future research may develop failure prediction models for individual 
sectors o f the hospitality industry, like restaurants firms, lodging firms, and casino 
operations. Developing failure prediction models with high accuracy rates for various 
sectors of the hospitality industry is a challenging yet laudable undertaking for hospitality 
researchers. Such models will enable hospitality industry practitioners to not only detect 
early signs of possible failure, but also initiate corrective actions and turn the company 
around before it is too late.
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