Introduction {#Sec1}
============

Digital images are a big part of the modern world since they have been part of almost every scientific field as well as an important part of everyday life. There are countless benefits that the usage of digital images has brought. Fast and relatively simple but precise analysis of digital images enabled their usage in some unexpected fields such as agriculture \[[@CR15]\] while in some other fields where images have been used even before such as medicine, they brought huge improvements \[[@CR21]\]. Besides digital images taken by mobile phones or cameras that capture the visible light which are the most common digital images in everyday life, in science various other modalities are used such as X-ray, ultrasound, magnetic resonance imaging (MRI), etc.

The final goal of digital image processing application can be the detection of plant diseases \[[@CR9]\], tumor recognition \[[@CR3]\], bleeding detection \[[@CR20]\], fire detection \[[@CR22]\], and many more. In order to achieve these goals which are rather different, some standard and common image processing methods adjusted for the specific problem are used. All digital image processing methods and algorithms can be categorized as low, middle or high-level algorithms and usually, methods from more than one category are used in one application. Usually, pre-processing represents the first step in all applications where the digital image is enhanced for further processing. Low-level methods such as contrast adjustment, changing the brightness, binarization of the digital image are frequently used in the pre-processing step and they have a common factor which is that all these methods manipulate with the pixel values without any further understanding of the objects in the image. Methods from the middle-level category represent a higher level of digital image processing where certain characteristics such as shapes, textures, edges and contours are recognized. Again, there is no further knowledge about what is on the image. An example can be detecting faces by finding rounded objects in skin color. High-level digital image processing methods use artificial intelligence for recognizing elements that were detected by methods of low and middle processing levels such as recognizing persons based on the detected faces. Each of the steps, pre-processing, detection and recognition are important for the success of the final application. One of the important tasks in middle-level processing is segmentation. Segmentation is the participation of the digital image into meaningful parts. Due to the similarity of the segmentation and clustering problems, clustering algorithms have been widely used for digital image segmentation. In both cases the goal is to divide data into clusters so the data from one cluster are more similar to each other than to data from other clusters. In the case of segmentation, data can be pixels or regions.

Currently, there are numerous clustering methods proposed and used in various applications such as hierarchical clustering, DBSCAN, many distributions based clustering algorithms, k-means, and others. In this paper we used the modified and optimized k-means algorithm for digital image segmentation. It is well-known that the quality of clustering by the k-means algorithm is determined by initial cluster centers. Finding the optimal cluster centers is a hard optimization problem and many optimization techniques have been proposed for solving it, including swarm intelligence algorithms \[[@CR3], [@CR6], [@CR19]\]. When using swarm intelligence algorithms it is important to define fitness function according to the considered problem. In this paper, a novel swarm intelligence algorithm, generative adversarial optimization is used for finding optimal cluster centers and three different fitness functions have been used, two standards and one proposed especially for digital image segmentation proposed in \[[@CR13]\].

The rest of this paper is organized as follows. Short literature review is given in Sect. [2](#Sec2){ref-type="sec"}. Section [3](#Sec3){ref-type="sec"} defines the generative adversarial optimization algorithm used for image segmentation along with the used fitness functions. A comparison of the proposed method with other approaches from the literature is presented in Sect. [4](#Sec5){ref-type="sec"}. The conclusion of this paper is given in Sect. [5](#Sec6){ref-type="sec"}.

Literature Review {#Sec2}
=================

Image clustering represents common problem in various applications that deal with the standard, medical, satellite or other images. Since it is a very common task in image processing applications, numerous methods can be found in the literature.

One of the well-known clustering algorithms is k-means and it was widely used for the image segmentation. The method for 2-level segmentation was proposed in \[[@CR4]\]. Before applying the clustering algorithm, images were preprocessed by the partial stretching enhancement method while the initial cluster centers were determined by the subtractive clustering method and the segmentation was enhanced by using median filter. Similar approach was presented in \[[@CR23]\] for fish image segmentation.

Even though the k-means algorithm is one of most commonly used clustering algorithms it has one big drawback - it is highly sensitive to the choice of the initial cluster centers. Due to this issue, k-means algorithm is frequently combined by the optimization metaheuristics such as swarm intelligence algorithms.

Combination of the k-means algorithm and the particle swarm optimization and ant colony optimization algorithm was proposed and tested in  \[[@CR11]\]. In \[[@CR7]\], the k-means algorithm was optimized by the firefly algorithm while in \[[@CR10]\] instead of the original k-means algorithm, fuzzy k-means method was proposed.

Besides optimizing the k-means algorithm was data clustering, this method was also used for the image segmentation problem. In \[[@CR2]\], hybridization of the particle swarm optimization and the k-means algorithm was proposed in \[[@CR2]\] and it was used for the image segmentation. The obtained segmentation was further enhanced by the spatial gray-level information used for the correction of misclassified pixels.

The gravitation search algorithm was used to automatically determine the number of segments, i.e. clusters and to optimize the k-means algorithm for the image segmentation problem.

The k-means algorithm was also used for medical image applications in \[[@CR5], [@CR14], [@CR17]\]. In \[[@CR14]\] adaptive k-means algorithm was used for breast cancer detection while in \[[@CR5]\] fuzzy k-means algorithm combined by the genetic algorithm and particle swarm optimization was applied to noisy MRI images. The method used in \[[@CR5]\] was based on the results presented in \[[@CR1]\] where different soft computing methods were combined by the fuzzy k-means algorithm and applied to MRI image segmentation. Another method for the medical image segmentation was proposed in \[[@CR16]\] where genetic algorithm used for optimizing the k-means algorithm and the proposed method was applied to brain tumor detection in MRI images.

Generative Adversarial Optimization for Image Clustering {#Sec3}
========================================================

The generative adversarial optimization (GAO) algorithm represents one of the recent swarm intelligence optimization algorithm proposed by Tan and Shi in 2019 \[[@CR18]\]. Currently, there are only two papers that apply the GAO algorithm for support vector machine optimization \[[@CR21]\] and image compression \[[@CR8]\]. In the paper where the GAO algorithm was presented it was tested on standard benchmark functions for bound constrained optimization problems. Based on the comparison with the other optimization methods from the literature, it was concluded that the GAO is a competitive metaheuristic for solving hard optimization problems. While the majority of the optimization metaheuristics use random sampling or guiding vectors for generating new solutions, the GAO algorithm has a drastically different approach by using the generative adversarial network as an inspiration. In the GAO algorithm, a generator is used for searching new solutions and the discriminator tries to predict if the new solution is better than the previous one. Feedback from the discriminator is used as the guiding vector that provides better solutions. The GAO algorithm is presented in Fig. [1](#Fig1){ref-type="fig"}.Fig. 1.The GAO algorithm
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After generating new solutions, the discriminator *D* is used to make a prediction is the new solution better than the current solution. Labels used for the training are set by the following function:$$\documentclass[12pt]{minimal}
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                \begin{document}$$x_g$$\end{document}$ is generated solution and *f* is objective function. The discriminator's scheme is shown in Fig. [2](#Fig2){ref-type="fig"}(b), The discriminator *D* contains two fully-connected layers denoted by *FC*1 and *FC*2. Inputs for the *FC*1 are the current $\documentclass[12pt]{minimal}
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                \begin{document}$$x_g$$\end{document}$ and that is the input for the *FC*2. The output of *D* represents a prediction if the new solution improves the value of the objective function.Fig. 2.The GAO generator and descriptor

In this paper, we used the GAO algorithm for finding the optimal cluster centers for image clustering task. The dimension of the problem is equal to the number of clusters. Pixels are assigned to the cluster which center is closest to it by theirs pixel intensity values. Solutions are ranked based on three different objective functions.

Objective Functions {#Sec4}
-------------------

In clustering algorithms there are three main criteria that are used for determining the quality of the clusters, comprising error measure, inter-cluster distance and intra-cluster separation. The first fitness function that will be used as objective function for the generative adversarial optimization algorithm combines these three criteria in weighted sum \[[@CR12]\]:$$\documentclass[12pt]{minimal}
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                \begin{document}$$z_{max}$$\end{document}$ represents the maximal intensity value of the pixels in the image which is for the s-bit image equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$w_3$$\end{document}$ are redetermined weights that controls the influence of each criterion. Value of $\documentclass[12pt]{minimal}
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                \begin{document}$$d_{max}$$\end{document}$ represents the maximal average distance between pixels and their corresponding centers:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} d_{max}(Z,x_i)=\max _k(\sum _{\forall z_p \in C_{i,k}}^{}\frac{d(z_p,m_{i,k})}{n_{i,k}}), \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$n_{i,k}$$\end{document}$ is total number of elements in the cluster $\documentclass[12pt]{minimal}
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                \begin{document}$$d_{min}$$\end{document}$ in the Eq. [3](#Equ3){ref-type=""} represents the minimal average Euclidean distance between any two clusters:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} d_{min}(Z,x_i) = \min {d(m_{i,j},m_{i,l})}, ~~j\ne l,~j,l = 1,2,3,\dots , K. \end{aligned}$$\end{document}$$The third part of the first objective function is quantization error $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} J_e=\frac{\sum _{k=1}^{K}\sum _{\forall z_p \in C_k}^{}d(z_p,m_k)/n_k}{K}. \end{aligned}$$\end{document}$$This quantization error is used to determine the overall quality of the clustering.

The second objective function that is considered in this paper is more flexible compared to the first one since there are no parameters (except the number of clusters) that need to be set. It is defined as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} f_2(x_i,Z)=\frac{d_{max}(Z,x_i)+J_{e,i}}{d_{min}(Z,x_i)}. \end{aligned}$$\end{document}$$The third objective function was proposed in \[[@CR13]\]. This objective function was proposed with intention to include benefits while eliminating drawbacks of the previous two fitness functions. The third objective function uses mean square error combined by the quantization error. It was designed to maximize $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} f_3(x_i, Z)=J_e\frac{d_{max}(Z,x_i)}{d_{min}(Z,x_i)}(d_{max}(Z,x_i)+z_{max}-d_{min}(Z,x_i)+MSE), \end{aligned}$$\end{document}$$where *MSE* is the mean square error of cluster centers and actual pixel values.

Experimental Results {#Sec5}
====================

The method proposed for digital image clustering by generative adversarial optimization algorithm was tested on Intel ® Core™  i7-3770K CPU at 4GHz, 8GB RAM, Windows 10 Professional OS computer. The proposed GAO clustering method was implemented in Python 3.7.

The proposed GAO clustering method is compared to other state-of-the-art methods presented in \[[@CR13]\]. In \[[@CR13]\] the proposed objective function defined by Eq. [8](#Equ8){ref-type=""} was used with the artificial bee colony (ABC) algorithm while it was compared by particle swarm optimization (PSO) and genetic algorithm (GA). Images used in \[[@CR13]\] have been used in our test too. Test images are standard benchmark images: airplane, house, Lena, Morro Bay and MRI along with two images from the Berkeley segmentation dataset named 42049 and 48025. Test images are shown in Fig. [3](#Fig3){ref-type="fig"}. The number of clusters *K* for all images was set to 5. Parameters for the ABC, PSO and GA are listed in \[[@CR13]\]. The weights for the first objective function were set as follow: $\documentclass[12pt]{minimal}
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                \begin{document}$$w_1 = 0.4, ~w_2 = 0.2, ~w_3 = 0.4$$\end{document}$. Parameters of the GAO algorithm were set based on the recommendations in \[[@CR18]\]: a total number of solutions kept for the next iteration was $\documentclass[12pt]{minimal}
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                \begin{document}$$n=5$$\end{document}$ while in each iteration $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\beta =30$$\end{document}$ new solutions are generated and the selection process control parameter was $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =2$$\end{document}$. Fine tuning of the parameters can be the part of future work since it is known that adequate choice for the parameters is the crucial for the optimal results of any optimization algorithm. For each image, the algorithm was started 30 times. Comparisons of the results obtained for different fitness functions are presented in Table [1](#Tab1){ref-type="table"}, Table [2](#Tab2){ref-type="table"} and Table [3](#Tab3){ref-type="table"}.Fig. 3.Test images Table 1.Comparison of the results with the first objective function of the proposed method and method proposed in \[[@CR13]\]GAPSOABCGAOAirplane47.328 (1.741)46.275 (0.273)46.159 (0.079)**46.124 (0.283)**House51.732 (0.993)51.116 (0.841)50.795 (0.155)**50.623 (0.314)**Lena50.666 (0.61650.087 (0.236)50.065 (0.088)**50.049 (0.113)**Morro Bay50.741 (0.522)50.168 (0.186)50.097 (0.104)**50.083 (0.167**)MRI40.929 (0.466)40.448 (0.096)40.490 (0.073)**40.442 (0.089**)4204952.089 (1.065**50.768 (0.170)**50.789 (0.058)50.774 (0.111)4802551.675 (0.562)51.074 (0.277)**51.064 (0.104)**51.072 (0.197)

Based on the results presented in Table [1](#Tab1){ref-type="table"}, we can see that the proposed GAO method outperformed all three algorithms used for comparison for standard benchmark images, while for the images from the Berkeley dataset PSO and ABC methods obtained slightly better results. It should be noticed that for all test images (also for all objective functions) ABC algorithm has a smaller standard deviation compared to the proposed GAO algorithm. This should be further investigated and possibly outcast this drawback. One of the possible solution is fine tuning the GAO parameters and adjusting them to the considered problem rather than using the same parameters as in \[[@CR18]\] were the GAO was applied to benchmark functions.

In the case when the second fitness function was sed (Eq. [7](#Equ7){ref-type=""}), our proposed GAO and ABC have comparable results. For the images airplane, house and Morro bay, the proposed GAO method found better solutions while for the other test images, the ABC method achieved better results but just for 0.001.Table 2.Comparison of the results with the second objective function of the proposed method and method proposed in \[[@CR13]\]GAPSOABCGAOAirplane0.570 (0.0590.500 (0.013)0.498 (0.005)**0.496 (0.007)**House0.545 (0.053)0.505 (0.047)0.490 (0.008)**0.483 (0.007)**Lena0.544 (0.044)0.503 (0.011)**0.503 (0.006)**0.504 (0.003)Morro Bay0.483 (0.023)0.458 (0.008)0.454 (0.006)**0.450 (0.004)**MRI0.490 (0.055)0.448 (0.005)**0.446 (0.003)**0.447 (0.003)420490.603 (0.0920.488 (0.011)**0.487 (0.005)**0.488 (0.007)480250.531(0.029)0.506 (0.016)**0.505 (0.007)**0.505 (0.009)

At the end, we used the objective function proposed in \[[@CR13]\] defined by Eq. [8](#Equ8){ref-type=""}. It can be noticed that the values of the fitness function are much higher compared to the cases when the first and the second objective function were used. When the third objective function is used, PSO outperformed ABC for airplane, Lena and 42049 images while ABC outperformed the proposed GAO algorithm only for Morro Bay image.Table 3.Comparison of the results with the third objective function of the proposed method and method proposed in \[[@CR13]\]GAPSOABCGAOAirplane924.596 (133.109)777.767 (8.676)790.618 (8.789)**768.248 (9.103)**House1192.324 (212.851)1085.34 (137.140)1070.080 (11.840)**1062.982 (33.345)**Lena1025.065 (100.002)899.365 (11.464)919.307 (13.987)**881.634 (15.239)**Morro Bay998.267 (130.435)898.866 (64.648)**886.052 (9.825)**887.213 (14.920)MRI595.781 (61.695)523.751 (16.786)523.145 (7.282)**522.928 (12.837)**42049714.839 (45.818)667.083 (9.110)673.370 (7.785)**664.396 (12.441)**480251332.130 (202.390)1202.15 (24.536)1192.57 (16.602)**1186.751 (20.498)**

Conclusion {#Sec6}
==========

Digital images found their purpose in various scientific fields which resulted by numerous research works and applications in this domain. One of the common tasks in digital image processing applications is segmentation which can be done by clustering algorithms. In this paper we proposed usage of novel generative adversarial optimization algorithm for finding optimal cluster centers. The proposed method was tested with three different fitness functions and compared to the genetic algorithm, particle swarm optimization and artificial bee colony algorithm. The best results were obtained while using standard clustering objective function and improved clustering fitness. Based on the results, it can be concluded that the proposed GAO algorithm is more suitable for image clustering tasks compared to other state-of-the-art methods.
