Introduction
This thesis is concerned with the two different interpretations of conditioning a real-valued random walk S = (S k ) k≥0 to stay nonnegative. It is known that the three-dimensional Bessel process can be considered as a standard Brownian motion conditioned to stay nonnegative; see Doob (1957) and McKean (1963) . Williams (1974) and Pitman (1975) first showed the deep connections between two processes. For recent overviews, one refers to Rogers and William (1987) and Revuz and Yor (1991) . It is interesting to research for a random walk analogue of the three-dimensional Bessel process.
When the random walk drifts to ∞, the event
has position probability, one can calculate the conditional probability to stay nonnegative. Hence, one will focus on random walk S drifting not to ∞, which is equivalent to P(Λ) = 0. When one can not calculate directly, one think about approximations. One will define conditioning with respect to Λ as the limit of conditioning with respect to Λ n . There are two natural approximation for Λ n . The first is Λ
(1) n = {S hits [n, ∞) before it hits (−∞, 0)}, where was investigated first by Pitman (1975) in case of the simple symmetric random walk. The second is Λ (2) n = {S k ≥ 0, ∀ 0 ≤ k ≤ n}, which had been considered by Keener (1992) for the certain inter-valued random walk with negative drift.
The fundamental purpose of this thesis is to extend the foregoing results to a wide class of random walk. In this thesis one shows that the ratio P x (Λ (i) n )/P(Λ (i) n ) converges as n tends to ∞. For any oscillating random walk, the conditioning by Λ (1) n , or Λ (2) n yields the same strict Markovian limit (in the sense of weak convergence of finite-dimensional distributions), and the limit corresponds to an h−transform of S skilled as it enters (−∞, 0).
Fluctuation of a Random Walk
Suppose that (Ω, F, P) is a probability space. Definition 1. Let (X k ) k≥1 be a sequence of independent, identically distributed (i.i.d.) Z−valued random variables defined on (Ω, F, P). Define S 0 = x where x is an integer. For each positive integer n, one lets S n denote the sum S 0 + X 1 + X 2 + · · · + X n . The sequence (S n ) n≥0 is called a random walk starting at the point x.
It is easy check that the sequence (S n ) n≥0 is a Markov chain process with its transition matrix p = (p(x, y)) (x,y)∈Z 2 of (S n ) defined by p(x, y) = P(S n+1 = y | S n = x) = P(S 1 = y | S 0 = x).
One introduces a probability space on which the random walk starts the point x. Set Ω = {ω = (x 0 , x 1 , x 2 . . . ) | x n ∈ Z for all n ≥ 0}.
The σ−algebra F is defined as follows. First, let us define by A n (a) the cylinder set with base a = (a 0 , a 1 , a 2 , . . . , a n ):
A n (a) = {ω = (x 0 , x 1 , x 2 , . . . ) ∈ Ω | x k = a k , k = 0, . . . , n}.
There exists on Ω a probability measure P x , x ∈ Z defined by P x [A n (a)] = p(x, a 1 )p(a 1 , a 2 ) . . . p(a n−1 , a n ).
The σ−algebra F is the smallest σ− algebra containing the collection of all cylinders A n (a) for all a ∈ Z n+1 , all n ∈ N * and P x [ . ] is the unique countably additively measure on F, which has the desired value on cylinder sets. The triple (Ω, F, P x ) will be called the random walk (S n ) n≥0 , starting at the point x. For simplicity we put P = P 0 when S 0 = 0. Definition 2. (Stopping time) Suppose that (X n ) n≥0 is a sequence random variables and σ(X 1 , . . . , X n ) is the σ-algebra generated by X 0 , X 1 , . . . , X n . A random variable τ : Ω → N ∪ {∞} is a stopping time with respect to (X n ) n≥0 if for all k ∈ N {τ ≤ k} := {ω ∈ Ω : τ (ω) ≤ k} ∈ σ(X 0 , X 1 , . . . , X k ).
Intuitively, this means that at any time k one should be able to know base on the information F k = σ(X 0 , X 1 , . . . , X k ) available at that time, if the stopping time occurs at the time k or not. The class F τ defined by F τ = {A ∈ F ∞ : B ∩ {τ = k} ∈ F k for all k ≥ 0}, where F ∞ = σ(X 0 , X 1 , . . . ), is a σ−algebra, referred to as the σ−algebra of the events occurring before τ . We first introduce some notations which appear in the fluctuation theory of 1-dimensional random walks.
n ) be sequences defined by:
with the convention inf ∅ = ∞. The sequence of random variables
is called the sequence of successive ladder strong (resp. weak) descending epoch of the random walk (S n ) n≥0 .
Similarly, the sequence of random variables (T * +
is called the sequence of successive ladder strong (resp. weak) ascending epoch of the random walk (S n ) n≥0 . The first entrance times [x, +∞), are denoted by
are stopping times with respect to the filtration (F k ) k≥0 since the events {T
It follows that T For simplicity, one writes τ
In this section, we establish some properties of the sequences random variables (τ
The Lemma 1 and Lemma 2 show that each above sequence of random variables is a sequence of i.i.d. random variables. One obtains some duality connections between τ − and τ * + (resp. τ + and τ * − ) in the Lemma 4. In Lemma 5, the relationship between τ + and τ * + (resp. τ − and τ * − ) is introduced. One also obtains ( Proposition -Definition 1 ) the classification of random walks.
Lemma 1. Each sequence of random variables
Proof. Let us first show that the random variables (τ + n ) n≥1 are identically distributed. Indeed, for all n, k ∈ N, n ≥ 2, k ≥ 1, one gets
and L(X m+1 , . . . , X m+k ) are the law of (X 1 . . . , X k ) and (X m+1 , . . . , X m+k ), respectively, the above identity can be written
Next, we show that the random variables (τ + n ) n≥1 are independent. We explain the proof only in the case of two random variables τ + 1 and τ + 2 and prove that P(τ
for any k, l ≥ 1. The other cases can be shown by induction similarly. By the definition of τ + 1 and τ + 2 , and by the independence of X k , k ≥ 1,
where the last equality follows from L(τ
Recall that two random variables X, Y defined on (Ω, F, P) have the same distribution iff for any Borel bounded function ϕ : Ω → R, one gets
One will use the following useful formula. For any random variable X, any measurable and bounded function ϕ, and any measurable set A, with P (A) > 0,
Proof. We give the proof only for sequence (A n ) n≥1 ; the others cases may be proved in the same way. According to the formula (2.2), to prove that the sequence random variables (A n ) n≥1 are identically distributed it is sufficient to show that
for all bounded measurable function ϕ. One gets
Since the event {T
by the independence of σ(X 0 , X 1 , . . . , X s ) and F s+τ
where the third equality follows from the independence of τ + 1 and τ + n . Next, we show that A 1 and A 2 are independent. Fix x, y ≥ 0 and let us compute P(A 1 = x, A 2 = y). One gets
In the same way, we can show (A n ) are independent.
We introduce a deep argument in probability theory, called the "duality property" and which can be stated as following lemma.
Lemma 3. (Duality property) For fixed n, the law of (X 1 , X 2 , . . . , X n ) is the one of (X n , X n−1 , . . . , X 1 ).
Proof. It will be showed in the appendix. 
Proof. It is enough to show that the identity (2.8).
Obverse that {τ * + > n} = {S k ≤ 0 : k = 0, 1, . . . , n}.
It implies that
We also have
where the third equal sign comes from the independence of τ − k , k ≥ 1. One has, by duality property,
Then combining the above identity and (2.10) yields
Summing over n, one gets therefore, n≥0 k≥1
Since τ * − is nonnegative integer-valued random variable, one obtains
Moreover, changing order of sums and using 2.11 yields n≥0 k≥1
Combining (2.12) − (2.14), one concludes that
Proof. (a) Thanks to the symmetric of pairs (τ + , τ * + ) and (τ − , τ * − ), we only need to consider a case P(τ + < ∞) = 1 ⇔ P(τ * + < ∞). The proof will be divided into 2 parts. Part 1: Suppose that P(τ * + < ∞) = 1. Observe that
Indeed, let k be a positive integer . By the definition of τ * + , one has,
Moreover, from the above relation, one deduces
Combining this with the fact that P(τ + < ∞) ≤ 1, one can assert P(τ + < ∞) = 1. Part 2: Conversely, assume that P(τ
., the property above shows that T + n is well-defined for n ≥ 2. Consider ω ∈ {τ
Combining the above inequality and (2.15) yields T
16) into the above inequality , one obtains
where the last inequality is proven later. Since 0 < P(X 1 ≤ 0) < 1, one gets
By the definition of (T + k ) k≥0 , one concludes that (T + k ) k≥0 is strictly increasing integer-valued sequence, which implies lim k→∞ T + k = ∞. Taking n → ∞ in (2.17), one obtains
That is P(τ * + < ∞) = 1 . The proof is completed by showing that for any n ≥ 2
For simplicity, we only need to show that
Indeed,
and
(c) From Lemma 4 it follows that
The left case follows by the same methods as above.
Proposition -Definition 1. Let (S n ) n≥0 be a random walk. Then exactly one of the following cases hold:
Case 1: The random walk drifts to −∞, that is P(τ * + < ∞) < 1. In this case one gets
Case 2: The random walk drifts to ∞, that is P(τ * − < ∞) < 1. In this case one gets
Case 3: The random walk oscillates between −∞ and +∞, that is, P(τ * + < ∞) = 1 and P(τ * − < ∞) = 1. In this case one gets
Proof. The proof falls natural into three case.
Case 1 Suppose that P(τ * + < ∞) < 1. From Lemma 4 and Lemma 5, one obtains E(τ * − ) < ∞. For any nonnegative integer-valued random variable, one has
Using the monotone convergence theorem, one gets
Next one explains why the random walk (S n ) n≥0 converges to −∞ almost surely. Similar as to identity 2.11, one gets,
Taking the limit as k tend to ∞, one obtains
which implies that
This gives
Now, one finds that random walk (S n ) is transient. Since the random walk (S n ) is adapted on Z, it is either recurrent or transient. Suppose that it is recurrent. That is
Let Ω x be the set of all elements ω ∈ Ω such that the event S n (ω) = x occurs infinity many times where x is a integer, and let Ω * = ∩ x∈Z Ω x . By the assumption, P(Ω x ) = 1 and P(Ω * ) = 1. Fix ω ∈ Ω * . Since S n (ω) = y occurs infinity many times where y is a integer, there exists strict increasing subsequence (n k ) k≥1 such that S n k (ω) = y for all k ∈ N. It follows that
The inequality above holds for any integer y, which implies that lim sup
That is lim sup n→∞ S n = ∞ P a.s., contrary to (2.20) . From this, one obtains that the random walk (S n ) is transience. Let M 1 be a negative integer. Then, by the definition of transience and the fact that lim sup S n is almost surely finite, one has
This finishes the case 1.
Case 2: Suppose that P(τ * − < ∞) < 1. An analysis similar to that in the proof of case 1 yields the desired results.
Case 3 Suppose that P(τ * + < ∞) = 1 and P(τ * − < ∞) = 1. From Lemma 4 one concludes that
According to Lemma 5, one also has P(τ + < ∞) = 1 and P(τ − < ∞) = 1. One will prove that (S T * − k ) k≥0 converges to −∞ P a.s. This implies lim inf n→∞ S n = −∞ P a.s. To see this, on the one hand (S T * − k ) k≥0 is well-defined, that is ∀ k ∈ N, T * − k < ∞ P a.s. Indeed, as in the proof of equation (2.11), one gets
On the other hand, since (D * k ) k≥1 are i.i.d. random variables, the law of large number states that
By the definition of (D * k ) k≥1 , one obtains
Combining the fact that E(D * 1 ) < 0 with (2.21) yields
That is
If P(τ + < ∞) = 1, then the argument similar those above lead to lim sup n→∞ S n = ∞.
The renewal function
The purpose this section is introduce expressions for the following quality V (x) which called the renewal function associated with strong descending ladder process of dual walk S * = −S. Lemma 6 states that V (x) equals 1 plus the expected number of ladder points in the trips [−x, 0]. One find that for any random walk S drifts ∞, the renewal function equals the ratio P x (τ = ∞)/P(τ = ∞) according to Lemma 7. When the random walk oscillates or drifts −∞, the renewal function are expressed in the term of E x (τ ) and E(τ ) in Lemma 8.
Notation 1. The renewal function associated with {S
Remark 3. V (x) is right continuous and nondecreasing.
Lemma 6.
Proof. Fix x ≥ 0; one gets
Substituting above identity into 2.23, one gets
In the following lemma, we also propose another expression of V (x) when the random walk S drifts to ∞, namely P(τ = ∞) > 0. One gets Lemma 7. For any x ≥ 0, one gets
In particular, if the random walk S drifts to ∞ then
Proof. Fix x ≥ 0, one obtains
We now turn to the case where the random walk S drifts to ∞, in this case one gets P(τ * − = ∞) > 0 by Proposition -Definition 1. From (2.25), one concludes that
Now, when P(τ = ∞) = 0, the previous formula has no significance. Note that:
with F (s) = 1 − n≥1 s n P(τ = n), and
with F x (s) = 1 − n≥1 s n P x (τ = n). The equation (2.24) may be rewritten as
We use a simple approach via l'Hospital rule to obtain a new expression of V (x) when P(τ = ∞) = 0, namely
if the limit of the right hand side exists. Observe that
We just need some classical result about the expectation of τ .
Lemma 8.
If the random walk S oscillates or drifts to −∞ then
is a nonnegative valued-integer random walk then
Define m n = min(S 0 , S 1 , S 2 , . . . , S n ),
Then,
and by the Lemma 3
Substituting (2.27) and (2.28) into (2.26) yields
Hence,
Thus,
By using Wald's identity, we obtain E x (S τ ) = x + E(X 1 )E x (τ ) and E(S τ ) = E(X 1 )E(τ ). Therefore,
The Martingale property of random walk
In the section, one investigate the renewal function V (x) when the random walk S drifts ∞ or oscillates. In this case, the Proposition 1 shows that the function V is invariant for random walk killed as it enters the negative half-line. When S drifts to −∞, V is superharmonic, which also follows from Proposition 1.
Notation 2. For any set I ⊂ R, define
29) It is clearly that
Proof. First we show that
Indeed, by the definition of U * − , it follows that
We have divided the proof into following steps.
Step 1 We have to show that
Step 2:
Step 3:
Proof of step 1: One has the following identity
µ(dy) (using Fubini Theorem)
Proof of step 2:
We claim that
By (2.32),
where the first equality and the last one follow from changing variable and Lemma 6 respectively. Proof of step 3:
Proposition 1. There exist 2 cases:
Case 1: Random walk S drifts to ∞ or oscillates: the renewal function V is invariant for the random walk killed as it enters the negative half-line. Thats is,
is a martingale under P x for every x ≥ 0.
Case 2: Random walk drifts to −∞ : V is just superharmonic and the process (2.34) is a supermartingale under P x for every x ≥ 0.
Proof. . Case 1: Random walk S drifts to ∞ or oscillates: We have to show that
where F k = σ(X 1 , . . . , X k ), and F 0 = {∅, Ω}.
Step 1 k = 0: (2.35) becomes
Note that
Since F 0 = {∅, Ω}, the equation (2.36) is equivalent to
By using (2.31) , what left is to show that
This last equality holds since the random walk S oscillates or tends to ∞.
Step 2 k ≥ 1:
by the previous argument).
That means
Case 2: Random walk drifts to −∞ : We need to show that the process 1 {k<τ * − 1 }V (S k ), k ≥ 0 is a suppermartingale under P x for all x ≥ 0. That is
where F k = σ(X 1 , . . . , X k ).
Step 1 k = 0: The inequality (2.38) becomes
It is above, this is equivalent to
By using (2.31), what left is to show that
This last inequality holds since the random walk S drifts to −∞.
This means
Chapter 3 Main results
One can approximate conditioning a random walk to stay nonnegative as the limit of the conditioning Λ (i) n , i = 1, 2 which defined in Notation 3, Notation 4. They are two natural approximation to Λ, where Λ = {S k ≥ 0 for all k ∈ N}. The main of this chapter is extend the foregoing results to a broad class of random walks. The important step consists of showing that the ratio P x (Λ
n ) converges as n → ∞ (where P x and P are determined by 2.1) and expressing the limit in the term of a certain renewal function. These results are showed by Lemma 10 and Lemma 12. We will find that for any oscillating random walk, conditioning by Λ (1) n or by Λ (2) n (Theorem 1) always yields the same strict Markovian limit and the limit corresponds to the martingale property of random walk.
The asymptotic behaviour of the ratio
In this section, the random walk (S n ) n≥0 oscillates.
Lemma 10. For every x ≥ 0, we have
n , the above inequality is equivalent to lim inf
Set τ x = inf{k > 0 : S k + x < 0} with given x ≥ 0. One gets
The last inequality raises from the fact that
Moreover,
3)
The second equality comes from when T * − k = l, the event {τ * − k+1 > n} ∈ σ(X l+1 , . . . , X l+n ) is independent of event {S T * − k + x ≥ 0} ∈ σ(X 1 , . . . , X l ). The third one follows the independence of the random variables τ * − 1 , . . . , τ * − k+1 . Combining (3.2) and (3.3), we can assert that
It remains to prove that lim n→∞ k≥0
By monotone convergence theorem,
Summing over k ≥ 0, one obtains lim n→∞ k≥0
This completes the lemma.
Lemma 11. Let a be a positive integer. If the random walk S oscillates then P(σ(a) < ∞) = 1.
Proof. Since random walk S oscillates, it follows that lim sup n→∞ S n = ∞ P a.s. Let Ω 1 = {ω ∈ Ω : lim sup n→∞ S n (ω) = ∞}. We now prove that Ω 1 ⊂ {σ(a) < ∞}, which implies P(σ(a) < ∞) = 1. To see this, let ω ∈ Ω 1 . There exists m ≥ 1 such that S m (ω) ≥ a. Thus the set {l ≥ 1 : S l (ω) ≥ a} = ∅ and there exists m 0 ≥ 1 such that m 0 = inf{l ≥ 1 :
This implies ω ∈ {σ(a) < ∞}, which is the desired conclusion. 
Proof. Without loss of generality we can assume that a > 0. Firstly, one shows that
It follows that m ∈ {k ≥ 1 :
This means ω ∈ {0 ≤ S 1 < n, . . . , 0 ≤ S m 1 −1 , S m ≥ n}.
Thus, ω ∈ Λ
n . Second, we show that Λ
(1)
n+a . The relation in (3.5) implies that
One the other hand,
By (3.7) and (3.4), one gets,
The first term of the identity above can be rewritten as
The second term of the identity above can be rewritten as
Combining (3.8), (3.9) and (3.10), one gets
By the definition σ(n) the inequality S σ(n) ≥ n holds almost surely for all n ≥ 1. This gives
Next, for n ≥ 1 and
n+a ). We show that f n (x) converges uniformly on [0, a]. We consider 3 steps.
Step 1: One has the following identity.
Step 2: We show that 1 ≥ f n (x) ≥ f n (0). Obviously, f n (x) ≤ 1. It is sufficient to use (3.12) with the observation that
Indeed, let ω ∈ [−n ≤ S 1 < a, . . . , −n ≤ S k−1 < a, S k ≥ a]. Since the random walk S oscillates, one has lim sup n→∞ S n = ∞. Then there exists n 0 , 1 ≤ n 0 ≤ k such that S n 0 (ω) ≥ a − x. This gives {l ≥ 1 :
. This completes step 2.
Step 3: We only need to show that f n (0) converges to 1 as n goes to ∞. Substituting x = 0 into (3.12), we have
By the monotone convergence theory, we conclude that
The last equal sign follows from Lemma 11.
Next, we show that
n+a ) converges uniformly to 1 on [0, a], there exists n > 0 such that
(3.13)
The second inequality raises from the fact that P(S σ(n) = n + dx | Λ
n ) ≤ 1 Combining (3.11) and (3.13), we complete the proof.
Lemma 13. For every x ≥ 0, one gets
(3.14)
Proof. One has the following identity
where H(m, x) = P(S hits [m, ∞) before it hits (−∞, −x)). By Lemma 12, it is sufficient to show that
We show that the random variables (M n ), n ≥ 1 are i.i.d. Firstly, to prove that M n , n ≥ 1 are identically distributed, it is sufficient to show that
forall bounded measurable function ϕ. Suppose that ϕ is a measurable bounded function. Since the function ϕ is bounded, by the dominated convergence theorem, it follows that
Next, for any s > 0, by the formula (2.3),
Since max{0,
are independent, it follows that the identity above becomes
The third equality follows from L(τ * − 2 ) = L(τ * − 1 ). Substituting the expression above into (3.16), one gets
Next, we show that M 1 and M 2 are independent. Note that
So, they are independent. One shows that for any n ≥ 1,
We shall have established the statement above if we prove the following parts.
n . By the definition of Λ (1) n , there exists k ≥ 1 such that
This gives τ (ω) ≥ k + 1. Conseqently,
Since the random walk S oscillates, it follows that P(τ = ∞) = 0. So if we prove that
The finiteness of set {m ∈ N : 0 ≤ m < τ (ω)} and the inequality above imply that there exists y ≥ n such that y = max{S m (ω) : 0 ≤ m < τ (ω)}.
Let K = {m ∈ [0; τ (ω)) : S m (ω) ≥ n}. Obviously, K = ∅ and K ⊂ N. Hence, one can conclude that there exists k 0 = inf K ≥ 0. Then
This forces
That is ω ∈ Λ
n , which proves the part 2. Similarly,
This gives {ξ n = k} = {M 1 + S T Summing over k ≥ 1 inequality (3.24), adding P(M 1 ≥ n) to both side and using expression (3.21) and (3.19), (3.20) one gets
This gives = V (x), (3.27) which is our claim.
Main Theorem
Theorem 1 (Main theorem). Let f be a bounded function. Suppose that the function f (S) = f (S 0 , S 1 , . . . , S k ) depends on the k steps of the random walk S. Then, for i = 1, 2, The function f (S) = f (S 0 , S 1 , . . . , S k ) depending on k steps of the random walk S implies that f (S) is a F k −measurable, where F k is σ−algebra generated by X 1 , . . . , X k . We also have {k < σ(n)∧τ } ∈ F k because τ and σ(n) are stopping times with respect to (X m ) m≥1 . By the property of conditional expectation,
n ) (3.29) where the last equal sign comes from the Markov property. Combining (3.28), (3.29) and (2.3) gives E f (S)|Λ
(3.30)
By Lemma 13,
It is easily seen that {k < σ(n) ∧ τ } ⊂ {k < σ(n + 1) ∧ τ } and ∪ n≥0 {k < σ(n) ∧ τ } = {k < τ }. Thus, Proof. One has the following identity ∞ n=0 be a random walk beginning at x with i.i.d increments {X k , k ≥ 0} such that E(|X 1 |) < ∞. If T is a stopping time with respect to the sequence {X k : k ≥ 0} and E(T ) < ∞, then E x (S T ) = x + E(X 1 )E x (T ).
Proof. First, we show that
For each n ≥ 1, let
Clearly, Y n ∈ L 1 (Ω) and Y n (ω) ≤ Y n+1 (ω) for every ω ∈ Ω and Y n (ω) converges to Y (ω). Applying the monotone convergence theorem, it is enough to show that there exist M such that
Indeed, for any i ≥ 1, by (2.3)
and so,
Second, we show that
For any n ≥ 1, let Z n = n i≥0 S T 1 {T =i} . Of course, Z n ∈ L 1 (Ω), |Z n | ≤ Y + |x| and Z n (ω) converges to Z(ω). Hence, by the dominated convergence theorem,
