Monte Carlo simulations are reported for charged hard spheres at high density near a charged wall. This system is a simple model for a molten salt double layer. Unfortunately, the reduced temperatures that correspond to experiment are very small. This results in a large Boltzmann factor. As a result, we are unable to obtain meaningful results for such low values and report results only for moderately low values of the reduced temperature. Even so, our results should be a useful benchmark. Further, we are able to give a qualitative answer to an interesting question. We find that at low temperatures the capacitance near the point of zero charge increases with increasing temperature. This agrees with experiment for molten salts and disagrees with the behavior of double layer in dissolved salts, which can be modeled with low density and high temperature charged hard spheres near a wall. This also disagrees with the predictions of the Gouy-Chapman theory and the mean spherical approximation. It appears that it is the approximations, and not the charged hard sphere double layer model, that are at fault for describing double layers in molten salts.
INTRODUCTION
A long standing puzzle in theoretical electrochemistry is the fact that the capacitance near the point of zero charge of a double layer ͑DL͒ formed in a molten salt/electrode interface increases with increasing temperature. This is different from the situation in DLs that are formed in aqueous electrolytes and other solvents, where the capacitance decreases with increasing temperature.
Experimentally, it is the differential capacity, d/d⌿ 0 , that is measured. However, near the point of zero charge, where the potential, ⌿ 0 , is a linear function of the charge density of the electrode, , the differential and integral capacitance, /⌿ 0 , are equal. In this paper, we will confine ourselves to small and will not distinguish between the differential and integral capacitance, and will use only the word capacitance.
Theory has no difficulty in making a prediction for the temperature dependence of the capacitance of a dissolved salt DL. For example, in the linearized Gouy-Chapman ͑GC͒ theory
where ⑀ is the dielectric constant of the medium in which the ions are located and is the inverse Debye screening length, 2 ϭ 4␤͑z e e ͒ 2
where z e e is the magnitude of the ionic charge, e is the magnitude of the charge of the electron, ␤ϭ1/kT, k is the Boltzmann constant and T is the temperature, and ϭN/V is the number density, where N is the total number of positive and negative ions, and V is the volume. For simplicity, we have assumed that the salt is symmetric. From Eqs. ͑1͒ and ͑2͒ it follows that
The GC results given above are based on the assumption that the ions are point charges. If it is assumed that the ions can approach only half an ion diameter from the electrode, as suggested by Stern, the linearized GCS result, corresponding to Eq. ͑3͒ is
where d is the ion diameter. Painter et al. 1 and Ballone et al. 2 have investigated the applicability of the mean spherical approximation ͑MSA͒ to molten salt DLs. The MSA treats the ionic diameter in a consistent manner whereas the GCS theory considers the ionic diameter only in the electrode-salt interaction. One would assume that the MSA would be an improvement over both GC and GCS treatments. and
where ⌫ is a renormalized screening parameter that is related to by
ϭ2⌫͑1ϩ⌫d͒. ͑7͒
From Eq. ͑6͒, we see that the MSA capacitance also decreases with increasing temperature, as was pointed out earlier by the above authors. 1, 2 The linearized GC and MSA theories do not distinguish between the differential and integral capacitance.
Thus, we are left with the question of whether it is the charged hard sphere model or the above approximations that are at fault. In this paper we have attempted to answer this question by means of Monte Carlo ͑MC͒ simulations.
In addition to answering this question, we hope that this will provide a useful benchmark for testing theories of molten salt DL. Li and Mazo 3 have pointed out the need for such simulations.
SIMULATIONS
Monte Carlo simulations were performed for mixtures of N ϩ positively and N Ϫ negatively charged hard spheres in a rectangular cell of dimensions LϫLϫH at a temperature T. Hard, impenetrable walls are placed at zϭ0 and zϭH, while periodic boundary conditions are applied in the x and y directions. Each wall carries the reduced surface charge
Since we are studying the temperature dependence, the reduced temperature T*ϭd/␤e 2 is more appropriate for our purpose as an independent variable of the system. Note that this is the reciprocal of the reduced charge used by Torrie and Valleau, 4 as well as Larsen, 5 q*ϭ1/T*, that is the more common choice of a variable. Further, note that both ⑀ and z e are taken to be 1 in our simulations. The reduced density is defined as *ϭd 3 . The long range corrections of the Coulombic forces were taken into account by the charged sheet method described in detail in our previous paper where we investigated the DL of an ion-dipole mixture. 6 This is an adaptation of the method of Torrie and Valleau. 4 To each ion there corresponds a charged sheet carrying the surface charge e/L 2 with a square hole in the middle, according to the simulation cell. The long range correction is obtained from the interaction between an ion and the sheet with a square hole, representing the image charges outside the cell. Note that the sheets are moving with ions in the simulation; therefore, the energy change between two consecutive states depends only on these states. Consequently, this simulation is rigorously a Markov chain, in contrast to the sheet method used by Torrie and Valleau 4 for the simulation of the primitive model of the DL, because they used an averaged density profile for charge densities of equidistant sheets.
For simplicity we consider some of the values of ϭd 3 /6 and q* that Larsen 5 has suggested are appropriate for molten salts. The states for which we report results are listed in Table I. Table I contains the reduced mean electrostatic potential drop across the double layer obtained from both the simulations and the MSA. The reduced potential is ⌿*ϭ⌿d/e, and it is calculated from the integration of the charge density profiles in the usual way.
In the simulations, the number of particles and the volume were chosen so that the packing fraction was one of Larsen I. Results of the simulations and the MSA for the DL of molten salts. The partial densities, labeled as ''left'' and ''right,'' are the contact values at the left and right wall. The density labeled with ''middle'' is the average reduced density in the middle of the cell, obtained by integrating the density profiles from zϭ5d to zϭ7d. The densities included in the table are subject to a statistical uncertainty of 1-5 in the last digits. The number of anions is N Ϫ ϭ235; 3 million configurations were run for each state. given in Table I , and the volume used in computing was L 2 (HϪd). When the surface charge on the walls were increased, the number of cations in the cell were increased, while the number of anions were kept fixed. This resulted in a slight increase in the average reduced density in the middle of the cell as seen in Table I , but it is small because the excess cations are taken mainly by the DL.
To characterize the capacitance, we introduced the reduced capacitance, C*ϭ*/⌿ 0 * . Table I shows the values of the capacitance obtained from the simulations and the MSA. The MSA results for the potential and the capacitance are calculated using the corresponding 0 * , the bulk density yielded by the simulation in the middle of the cell, in order to make a correct comparison. Table I also contains the contact values of the densities of the cations and the anions at left and the right walls. Since the cell is symmetrical, the contact values for a given particle should be the same at the two walls. The consistency of these values is a measure of the accuracy of the simulations. The data in Table I show that the agreement of the left and right contact values is satisfactory.
Unfortunately, when T* is very low (T*Ͻ0.141) we found that the ions tended to form chain-like structures along the z-axis of the simulation cell. These chains are very similar to those obtained in our simulations for ion-dipole mixtures that model DL in solvents. 6 The system was frozen into low energy structures of particles ordered into chains or clusters, and cannot be moved out of it in a reasonable time of simulation. The expression ''practically nonergodic'' was used by Larsen and Rogde 7 for this behavior. This is a bit of disappointment as the values of T* that are given in Table I are still too high for molten salts. As a result, we cannot make a direct comparison with experiment. Perhaps, with heroic efforts we could obtain results for lower T*. However, it did not seem worthwhile to do so. Even so, these results are useful and some conclusions can be drawn.
The dimensions of the simulation cell were chosen to be Lϭ8d and Hϭ12d. The chains mentioned above appear if the temperature or L is too small, or if * or the density is too high. For instance, we were able to obtain good results for Lϭ6 at T*ϭ0.282 but not at T*ϭ0.141. Using Lϭ8, the chains disappeared, but by decreasing T* they appeared again.
A few simulations were performed for a higher density, ϭ0.3945. For T*ϭ0.211 we obtained almost the same capacitances than at ϭ0.3505. This implies that the density dependence of the capacitance is low. For T*ϭ0.141 the cell length Lϭ8 proved to be too small, and chains were obtained. Figure 1 shows normalized density profiles ͑they are normalized with the values for the densities in the middle of the cell tabulated in Table I͒ at a fixed temperature for different surface charges, while Fig. 2 gives the profiles at a fixed surface charge for various temperatures. The profiles look quite reasonable. At lower temperatures and at higher surface charges, stronger layering is found near the walls. Figure 3͑a͒ shows the potential as a function of *. The potential is divided by T* so that the curves are separated and are seen more clearly. To a reasonable approximation, ⌿ 0 * is a linear function of *. In Fig. 3͑b͒ the MC and MSA capacitances are plotted as functions of *. It is seen that at T*ϭ0.282 the MC capacitance seems to converge to a well defined value as * goes to zero, and at T*ϭ0.211 it is nearly independent of *. The data for T*ϭ0.141 shows more scatter perhaps because this temperature is close to the limit where the chains tend to form. Therefore, additional simulations were performed for *ϭϪ0.02344 at various temperatures. We believe that this value of * is sufficiently small so that, to a reasonable approximation, we need not distinguish between the differential and integral capacitance. The integral capacitances that resulted were accepted as equal to the differential capacitances at the point of zero charge.
RESULTS
In Fig. 4 we have plotted C* as a function of T*. We see that at low temperatures C* increases with increasing temperature ͑this behavior agrees with experimental results͒, while at higher temperatures C* decreases with increasing temperature, as do the MSA, GC, and GCS capacitances. Though error bars are not shown in the figure, the capacitances, we believe, have large ͑at least Ϯ0.01) statistical errors. Nevertheless, neither this nor the question about whether the differential and integral capacitances are equal, should influence the fact that the capacitance increases with the increasing temperature if T*р0.282.
In Fig. 5 we show the charge ͓Fig. 5͑a͔͒, and the electrostatic potential profiles ͓Fig. 5͑b͔͒ for the surface charge *ϭϪ0.02344 at various temperatures. Note that at low temperatures there is charge inversion in the charge profiles. There is a layer of counterions near the electrode but there are alternating layers of coions and counterions at greater distances from the electrode. From these curves an explanation can be derived concerning the positive temperature dependence of the capacitance. Since ⌿ 0 *Ϫ⌿*(d/2) is the same for each curve due to the fixed surface charge, the behavior of the capacitance is determined by ⌿*(d/2) ͓these are given by the open circles in Fig. 5͑b͔͒ . If ⌿*(d/2) increases, then the magnitude of ⌿ 0 * decreases, and consequently C* increases. In our opinion, the increase in ⌿*(d/2) at low temperature is a consequence of the strong charge inversion. The packing of the particles is dense, and a distinct layer of coions appears close to the wall at zϭd. This results in a deep valley in the potential near zϭd as seen in Fig. 5͑b͒ . By increasing the temperature, the amplitude of the charge density profiles decreases, and the locations of the maxima and minima are shifted to the right. This means that the packing of the layers in the DL has become FIG. 3 . Reduced potential ͑a͒ and capacitance ͑b͒ as functions of * for ϳ0.3503 and three different reduced temperatures. The symbols give the MC simulation, in part ͑a͒ the dotted lines are given only as a guide to the eye, and in part ͑b͒ the dashed lines give the MSA data. The MSA data were obtained by using 0 *ϭ0.64 for the bulk density. Note that for the MC data in part ͑b͒, the temperature increases from bottom to top whereas the opposite is true for the MSA curves. less dense. These result in potential curves that are shifted upwards with the increasing temperature, and eventually in the increase of ⌿*(d/2) and C* with increasing temperature.
Above T*ϭ0.282 this behavior vanishes. The packing of the layers of the particles does not change too much, and the magnitude of the charge inversion decreases. This results in the decrease of ⌿*(d/2) and C* with increasing temperature. Above T*ϭ0.282, the simulation and MSA capacitances are in rough agreement. The slopes of the simulation and MSA capacitances are in quite good agreement at the higher temperatures.
The MSA profiles that are compared to the simulation profiles in Fig. 6 show oscillations and charge inversion in qualitative agreement with our simulations. In contrast, the GC and GCS theories would not exhibit this behavior. The MSA contact values of the profiles are too small. In part this is due to the linearized nature of the MSA. In addition, in the MSA the layer of coions is further from the electrode than is the case in the simulations. As a result, the coions have less of an effect on the potential difference and capacitance than occurs in the simulations.
SUMMARY AND CONCLUSIONS
We found that if the temperature is low enough, the capacitance at the point of zero charge increases with increasing temperature. Unfortunately, we are unable to obtain results for the low values of the reduced temperature that characterize molten salts. Perhaps with a larger cell and longer runs we could get results for lower values of T*. However, it does seem doubtful that we could attain values of T* that are lower by the factor of 10 needed for comparison with experiment. It seems likely that numerical theories, such as the hypernetted chain approximation would have convergence problems for such low T*. We expect that second order theories, which tend to be more accurate, would have even greater problems.
At the lower values of T* for which we have obtained results, we found that the capacitance increases with increasing temperatures. Although we cannot be certain that this behavior persists to even lower T*, it is at least plausible that this is the case. At very least, we have shown that positive values of dC/dT are possible for the charged hard sphere model. This makes it likely that it is the approximations imposed by the MSA, GC, and GCS theories that fail for molten salts, and not the charged hard sphere model.
It is interesting that there is an inversion in C versus T at higher temperatures. At reduced temperatures T*у0.282, the behavior of C is similar to that of dissolved salts, and the GC and MSA theories. This raises the interesting question of whether a similar inversion in the behavior of C takes place at low densities. It is at least conceivable that at very low temperatures dissolved salts exhibit a capacitance near the point of zero charge that increases with increasing temperature.
