ABSTRACT Key nodes detection is conducive to the information promotion and public opinion monitoring. Traditional works mainly focus on the nodes affecting the breadth of information diffusion. However, there are several works concentrate on the depth of information diffusion. Breadth dictates the number of nodes receiving information in one-hop propagation. Depth implies the length of the retweeting cascade of information and the number of social circles getting information. Depth is as important as breadth, for the nodes which contribute to the depth of information diffusion can promote society propagation (SP). If we have a good control of these nodes, information will ignite the community and minority will tip over the cognitive of the group. The purpose of this paper is to identify the influential nodes which can influence the SP in breadth and depth. With the analysis of SP, we proposed backbone node detection based on community structure (BNDCS) to detect these nodes. In this paper, we defined backbone nodes (BNs) by the location feature and the process of information diffusion. Besides, we presented a cohesion subgroup detection method based on hybrid seed expansion. It can adapt the network with no significant community structure and fit the star topology well. We proposed an information tension factor to measure the influence of bridge nodes. Through the experiment contrasts, the BNDCS is superior to compared methods. It showed that the BNs play a critical role in SP. Therefore, monitoring the BNs can prevent the mass incidents occurring and stop the spread of panic.
I. INTRODUCTION
With the social network platforms evolving, people's real-life extends to the Internet. Undoubtedly, the online social network has become an essential way of information diffusion. Users use social network platforms to exchange opinions and get information. Governments and corporations also need it to release information, market products, and expand publicity. In the 1960s, Milgram's small world experiment concluded that the average distance between any two people in the world is 6 [1] . This distance in online social networks has been shortened to 4.74 [2] . Evidently, the emergence of social networks has closed the distance between people. Because of the complex internal organization and the tremendous scale, it is difficult to analyze and understand social networks. Thus, mining backbone nodes (BNs) and understanding how they affect the network are crucial in this situation. Detecting BNs plays a supporting role in business products advertisement and reputation establishment. There is a positive guidance on the public opinion-oriented as well. Meanwhile, it has an intense practical effect on the social networks monitoring and managing, and extensive research value for understanding information diffusion mechanism.
Compared with the traditional media, information is more widespread and spread more quickly on account of the quick, short, and real-time live contents on the Internet. Inside the organization of the society, members can share information in a free, high-efficiency and high-frequency way. They can form a ''circle'' with strong cohesion quickly. Outside the society, the overlap of diverse societies is a result of relationships between individuals. The same individual can switch into different roles in varied societies. Consequently, the multi-dimensional relevance makes information realize cross-border diffusion and presents fission like a snowball. A specific tipping point causes the butterfly effect, makes re-tweeters grow exponentially. We call this mode of transmission society propagation (SP). It is characterized by the aggregation in the layer pattern and diffusion in the fission form.
The amplifier effect of SP is two-sided. Superior information will benefit more users, while bogus news will have more negative impacts. Hence, it is essential to understand the mechanism of SP and detect the BNs. We can use BNs as a small crowd to move the cognition of the whole society and reach the tipping point. It is crucial for public opinion monitoring to control BNs.
On the premise of understanding the law of information diffusion and the formation mechanism of societies in-depth, we analyze how information spread throughout the societies. Meanwhile, it indicates that the backbone nodes pick up with the critical role of SP. To identify BNs, we improve the community detection algorithm to adapt to the information diffusion network. We also proposed a method to measure the influence of BNs based on community structure and local structural features. The main contributions of this paper can be summarized as follows : We define BNs according to the relative location in societies and the process of SP. The BNs are divided into two categories: hub nodes and bridge nodes.
We propose a cohesion subgroup detection method based on hybrid seed expansion to detect the real-time community structure. This method fits the star topology well with fast convergence. It can assist us to locate the BNs.
We present information tension factor which is a bridge node influence measurement. The global and local structural features are taken into account.
We compare different node influence measurements and perform the invulnerability test. The experiment reveals that BNs would tip over the community. Controlling BNs with strategy can help us prevent the occurrence of mass incidents, stop the spread of panic, and establish an effective public opinion monitoring mechanism.
The outline of this paper is as follows: Section II makes the overview of related work on the influential user detection and bridge nodes in community detection; Section III describes the definition, algorithm flow, and the influence measure of BNs; Experimental results are provided in Section IV; Section V summarizes the full paper and makes the conclusion.
II. RELATED WORK A. KEY NODES DETECTION BASED ON USER BEHAVIOR ANALYSIS
Many existing works focus on mining influential users in the social networks. Zhao et al. [3] thought the influence of a user was revealed by his or her friends' behavior. Thus, he proposed the measurement of user's influence based on the tweet and network by starting with users' behavior. Zhang et al. [4] measured the influence of mobile users by a distributed random walk algorithm based on behavior trajectories inspired by the theory of information potentials. Bouguessa and Romdhane [5] proposed a no-parameter mixed model to identify authoritative actors in online communities based on social behavior and activity. Li et al. [6] distinguished inventors and spreaders by the retweet and post behavior.
These users have similar features. They are active, and post and comment tweets more often in social networks. Hence, these methods connect between users' behavior and influence, and the impact is positive. Due to the homogeneity, these users usually cluster with each other. Thus, if the ad is delivered to these users, it will not cover the entire network. Coupled with neglecting the complex connections between users, it is difficult to enhance the accuracy and efficiency.
It is still challenging to distinguish which user is the real influential information spreader. Few scholars try to use topological structure to explain and analyze this question.
B. KEY NODES DETECTION BASED ON STRUCTURAL ANALYSIS
Degree centrality [7] , closeness centrality [8] , betweenness centrality [9] , and eigenvector centrality [10] are often used to analyze users' influence. Investigators [11] , [12] have discovered that degree centrality has a positive effect on the spread influence of nodes as the transfer rate of the network is low. However, when the transfer rate reaches the critical value, the effect of eigenvector centrality is good. It is so common that a group of close-knit friends form a community in social networks. Local clustering coefficient [13] can show the tightness of the relationship between nodes without community ascription. A recent measure, H-index [14] , was used to measure the productivity of the person in the scientific community according to the citations of articles. The concept of H-index has been extended to quantify the influence of the node recently. Al-Garadi et al. [15] improved the K-core method by proposing a novel link-weighting method based on the interaction among users. The effectiveness of identifying core nodes has enhanced.
These approaches suffer from an issue that the spreaders researchers found are so close to each other and the spheres of their influence are superimposed. Therefore, Zhang et al. [16] presented a simple yet effective iterative method named VoteRank to identify a set of decentralized spreaders with the best spreading ability. Liu et al. [17] analyzed the core structure of different real networks by using K-core. They found that the close-connected social groups caused the existence of ''the puppet core''. In consideration of the lower information entropy of the local social group, they presented the influence metric based on network connection entropy. Bozorgi et al. [18] used SLPA to obtain the community structure, combined local and global influence to find the influential community, and finally measured the influence of nodes. Zhao et al. [19] proposed a community VOLUME 6, 2018 detection algorithm based on label propagation to identify the influential nodes. This method takes no parameter, does not require prior knowledge about community structure, and has low time complexity. He et al. [20] suggested a method to identify multiple core nodes from communities in a balanced way. The network is first divided into a great many super nodes and then k spreaders are selected from these super nodes.
The above measure metrics are simple, easy to compute, and have advantages in the large-scale networks. Nevertheless, the relationship between nodes in the social network is quite varied from individuals in the real world. Obviously, the topological structure can only denote the whole social network from a macro level, but it cannot depict how the influence is formed by the node and what its evolution law is. Whether to start with the behavior or structure, these works aim to find the node, which is active, has lots of followers, and contributes to the information diffusion. User's position in the information diffusion network is very vital. Besides the hub nodes which are at the center of the community, the bridge nodes which are between communities are just as essential. Although they do not have plenty of followers, they connect distinct communities and take responsibility for the information diffusion between communities. Bridge node is the necessary condition of realizing information diffusion across the community boundary.
According to the above-mentioned works, we can find there are several types of key nodes, such as authoritative actors. These nodes are detected by considering the breadth of information diffusion. The BNs in this paper belong to the key nodes. The breadth is considered as well as the depth in this paper. We focus on the detection of the essential nodes that enable the information spread among communities.
C. COMMUNITY DETECTION IN LARGE NETWORKS
Due to the problems with resolution and efficiency, the classical community detection algorithms are not suitable for large networks. Integration strategy is an efficient way to solve them. Shang et al. [21] pre-partitioned the network with the seed nodes and integrated the communities based on the modularity density increment and the feature of community external connections. GMOEA-net [22] preliminarily divided the network based on the structural balance theory and used multi-objective algorithms to find communities. ILPA [23] combined the community detection method with k-nearest neighbor and merged communities with mutual members.
These network partition methods found communities in the large-scale network based on integration strategy and seed expansion method in an effective way. Inspired by these methods, we improved LFM [24] to find community and detect the backbone nodes.
III. METHOD AND PROBLEM FORMULATION
Our goal is to identify the influential backbone nodes (BNs) in information diffusion network (IDN) based on cohesion subgroup (CS). In this section, we introduce the concept of our method. On the premise of clearing the challenge which we are facing, we propose cohesion subgroup detection method based on hybrid seed expansion, BNDCS: (1) improved LFM algorithm based on clustering coefficient used in the part which has obvious community structure in the network, (2) cohesion subgroup detection based on information entropy and degree centrality which is used in star topology. Finally, BNs were detected by the cohesion subgroup structure, and information tension factor is presented to measure the influence of nodes.
A. DEFINITION AND PROBLEM ANALYSIS 1) INFORMATION DIFFUSION NETWORK, IDN
For the propagation cascade of a given tweet, the information diffusion network is G = (V , E), where V = {v 1 , . . . , v n } contains all users who posted or retweeted the tweet, E = {v i → v j |v i is a follower of v j } denotes the following relationship between users in V .
2) COHESION SUBGROUP, CS

Given an IDN
Information can spread in two ways: one is by followers, the other is by retweeting. The CS is the boundary of these two ways. Fig. 1 shows a retweet cascade of the information diffusion in two CSs. Inside the CS, information is mainly transmitted by followers. The number of followers corresponds to the breadth of the information diffusion. The breadth is the maximum number of the nodes' followers. It is 4. The more followers there are, the more likely the information will be read inside the CS. Outside the CS, information is mainly transmitted by retweeting. The length of the forwarding path corresponds to the depth of the information diffusion. In Fig. 1 , the depth of the information diffusion indicates the length of the path from node 1 to node 13, and the number of CSs the information spreading through. They are 7 and 2, respectively. The longer the path is, the more penetrating the information is. Information depends on these ways to achieve the multi-level diffusion. Thus, the definition of backbone node can be summarized.
3) BACKBONE NODE, BN
Backbone nodes are the nodes which can make SP happen. Therefore, BNs can be classified into two categories: (1) hub nodes. Nodes realize the information diffusion inside societies and have influence on the breadth of information diffusion; (2) bridge nodes. Nodes realize the information diffusion between societies and have an impact on the depth of information diffusion.
In Fig.1 , the hub nodes are node 1 and node 12. The bridge nodes are node 10 and node 11. According to the definitions above, the structure of CS in IDN is similar to that of community. There are more edges inside it and fewer edges between nodes in varied CSs. When the global community detection algorithm is used in huge IDN, we can't get the results quickly. The efficiency of BNs mining can be influenced. Thus, the feature of IDN is considered, and the local community detection algorithm, LFM, is adopted to elevate the efficiency.
Before we introduce the method, IDN is introduced in detail. The structure of it is distinct from other networks. Most of it is made of star topologies. As shown in Fig. 2 . In the center of the star topology is a tweet publisher, he or she has plenty of followers, and makes up the main body of the structure. There are few smaller cascades on the periphery. As a result, tweets in this type of network will experience one large burst and several small bursts. When the number of influential users becomes bigger, the tweet will experience large burst few times. The global social network following a strict power-law is used to detect communities in the previous research. However, the IDN possesses power-law behavior of out-degree, but in-degree does not (Fig. 3) . With the increase in the number of followers, the number of users falls quickly. It reflects notable features of a star topology. General community detection methods do not apply. Hence, CS detection algorithm is proposed. It has two parts: improved LFM algorithm based on clustering coefficient which is used for the obvious community structure, and clustering coefficient is the seed expanding strategy; detection method based on information entropy which is used for star topology, degree centrality is used as its seed expanding strategy. 
B. COHESION SUBGROUP DETECTION BASED ON HYBRID SEED EXPANSION & BACKBONE NODE DETECTION
LFM determines the current status of a community by the fitness and decides the node whether to join the community or not by the fitness function. The fitness value f G is defined as follows:
where k G in and k G out are the total internal and external degrees of module G, and α is a positive real-valued parameter to control the size of the communities. The fitness function is defined as follows:
where f A G is defined as the variation of the fitness of the subgraph G with and without node A. The symbol G + {A}, VOLUME 6, 2018 and G−{A} indicate the subgraph obtained from G with node A inside and outside respectively.
When the community structure is obvious, the community resolution of LFM is high. The strategy of LFM is selecting a node as a seed at random, and the algorithm stops when each node has been assigned to at least one community. But if the community structure is unapparent, the initial node doesn't belong to any communities. It can be deleted by the subgraph that derived by itself, and the algorithm will have an infinite loop. Star topology is the main structure of information diffusion network. Its community structure is not obvious. LFM will regard the center node of star topology as the node without community feature. Using LFM directly will fall into the infinite loop.
In order to ensure LFM is under the normal operation and sensitive to hub nodes of CSs, we start from two aspects to avoid the failure of the algorithm:
1) Try to choose the node with CS attribute as a seed.
2) Put nodes deleted frequently into IList. These are not taken into account in seed selection. How to predict whether the node is in the center of CS, and has CS attribute? It is not difficult to think of adopting the degree. The higher degree value the node has, the more followers the user has, the greater probability there is that they are the hub nodes of CSs. These nodes always appear as the opinion leaders, experts in the network. The CS which is made up of these kinds of users can be divided into two types: (1) CS is in a star shape. There is only one node with high degree value inside the CS, while, the degree values of other nodes which are followers are very low. (2) CS is composed by the existence of the homogeneity effect. For example, friends of celebrity are also celebrities. There may be several nodes with high degree values in one CS. If degree centrality is used in the global network, the seeds found by degree centrality will distribute not enough uniformly. Hence, there is not a one to one match between nodes we choose and CSs. If degree centrality is used in the local network, the algorithm will fall into the infinite loop.
To avoid the problems above, we introduce clustering coefficient. The higher clustering coefficient value the node has, the stronger local aggregation it has, the probability of the nodes that appear in the border of CS or have no CS attribute is small. In other words, the node with high clustering coefficient value and degree value must be in the center of CS which has obvious community structure. The node with low clustering coefficient value and high degree value is typically in the center of the star topology. Clustering coefficient is defined as follows:
where d(i) is the number of node i's neighbors, E(i) is the number of edges between these neighbors. The improved LFM detects CSs with obvious community structure. The major steps are listed in Table 1 . Now, we analyze the time complexity of the improved LFM.
Step (1) is the initialization. Steps (2) ∼ (5) select the node as a seed by using (3) . If the length of seed set is n, The total complexity is O(n 2 ).
Step (6) detects the CS structure by using the fitness. The time complexity is O(n 2 ).
Step (7) put the node which is deleted twice into IList. The complexity is O(n).
Step (8) deletes the nodes with CS attribute from SList1. It is also O(n). Thus, the total complexity of the improved LFM is O(n 2 ).
The rest of nodes are in the star topology, called SList2. We can choose the center of star topology easily by degree. Then, information entropy is estimated to judge the condition of CS, IE. IE is defined as follows:
where IE G is the CS G's difference between internal and external information entropy. E in (G), E out (G) denote the number of links inside and outside G respectively. At the early stage of G's expansion, the number of links outside G is bigger than the inside, IE G is positive. With the expansion of G, IE G becomes small. When IE G goes from positive to negative, G can reach a relatively stable state. According to the analysis, the major steps of BNDCS are listed in Table 2 . In Step 1, SList2 is used to record nodes without allocating subgraph, CS_set2 is used to store the subgraph set. In each iteration, the requested nodes will add to the subgraph, yielding a new subgraph, according to Step 6. Then, the IE value of new subgraph is compared with its prior state in Step 8. If the sign is changed, the CS reaches steady state. If the tweet is spread to more people, the members of the CS will be more, the CS tends to disruption. In step 10, CS_set1 is combined with CS_set2 by the CS similarity to get the final CS result, CS_set. The similarity between CSs is defined as follows: Due to fitting in star topology well, BNDCS can distinguish the different parts of the network and find the exact hub nodes and bridge nodes. It also has quick convergence. When BNDCS gets the CS result, the backbone nodes are detected by these results. The bridge node is the node which its neighbor is in the different CSs, according to Step 13. The hub node is the node with the maximal degree in the CS, according to Step 15. Step 16 and 17 measure the influence of hub nodes and bridge nodes. The details are as described in the next section.
C. INFLUENCE DETECTION FOR BACKBONE NODES
BNDCS can detect the backbone nodes easily. How do we measure the influence of these nodes to get a better control in practice? We introduce the degree as the hub node measurement standard. The higher degree value the hub node has, the more influence it has. As for bridge nodes, they often take the form of bridge edges in pairs. Thus, we translate the influence of bridge nodes into the influence of the bridges. The more bridges between CSs, the bigger chance CSs have to communicate. The size of CSs has direct effects on the spreading scope. Meanwhile, the larger size CS has, the more remarkable effect the bridge will have on the depth and speed of information diffusion.
INFORMATION TENSION FACTOR, ITF
ITF is the force exerted on information diffusion network by bridge b.
Where GIS b is the global influence scope of bridge b. It is equal to the average betweenness of the two nodes connected by bridge b. LIS b is the local influence scope of bridge b. GIS b , LIS b need to be standardized.
Where i, j are the endpoints of bridge b. |CS i |, |CS j | are the size of CSs that i, j belong to. n is the number of bridges between CS i and CS j . The bigger ITF is, the more likely the public opinion is to run high. For high-quality information, targeted advertising at these nodes can benefit more users. For bogus news, isolate these nodes can curb the spread of bad influence. Now, we analyze the time complexity of BNDCS.
Step (1) is the initialization.
Step (2) uses algorithm 1 to get CS_set1. The time complexity is O(n 2 ). Steps (3) ∼ (9) use information entropy to get the community feature of the other nodes.
The time complexity is O(n 2 ). Step (10) combines CS_set1 with CS_set2 by equation (5). The complexity is O(n 2 ). Steps (11) ∼ (13) identify the bridge nodes. It is also O(n 2 ). Steps (14) ∼ (15) detect the hub nodes. The complexity is O(n).
Step (16) and (17) rank the hub nodes by degree and rank bridge nodes by using (8) 
. The complexity is O(nlogn).
Thus, the total complexity of BNDCS is O(n 2 ).
IV. EVALUATION
In this section, we conduct the experiments and evaluations in detecting cohesion subgroups (CSs) and identifying two kinds of backbone nodes (BNs), in order to demonstrate the practicability and usefulness of our methods.
A. DATASETS
The networks we have used for the paper are listed in Table 3 . These networks were collected from Sina Weibo by the crawler. First, we started with a user, obtained about 100,000 users' reposts and basic information from August 1st, 2011 to September 30th, 2011. Then, we extracted several tweets that have complete forward cascade. Finally, we generated networks according to the retweet cascades and the relationship information.
B. ANALYSIS OF COHESION SUBGROUP DETECTION
We can tune two parameters to control the results of CS detection: α in fitness and similarity threshold t in CS combining. To measure the effect of partition, the modularity [25] and the number of CSs are adopted. The modularity is defined as follows: where M is the number of edges, i, j is the number of rows and columns in the adjacency matrix A ij , k i , k j are the degree of node i, j. When i = j, δ(c i , c j ) = 0. Fig. 4 and Fig. 5 show the result of tests performed by our method on the networks. Fig. 4(a) shows there is a big influence on modularity when α is the same value. Although it increased slightly when 0.3 < t <= 0.6, it boomed enormously when t = 0.2. Nevertheless, when α is the same value, the number of CSs does not have markedly change in Fig. 4(b) . Fig. 5(a) indicates α does not strongly influence the modularity. When t = 1.0, 0.8, the results were relatively good. However, there is a significant impact on the number of CSs in Fig. 5(b) . Combine two results, the value of α should be small, in [0.8, How to determine the value α is discussed in [24] . We set α to 1.0 in this paper. As for t, if t is too small, the number of similar subgroups will be too much. All the nodes will in the same cluster. This will lead us not to identify the CSs. Most of the societies have only one leader, but few of them may have two or even more leaders. The degree of these leaders are high, they are likely to be the seed to detect the CS. Because they belong to the same CS, the CSs we detect will be very similar. Hence, t should be large, we set t to 0.8. As we can see from Table 4 , the modularity of our method is slightly smaller than other algorithms, while the number of CSs is substantially smaller than others. That is due to the strategy for the star topology. 50% of leaf nodes in star topology are the individual CS in the other two algorithms, the node in the center of star fall into other CSs. Owing to the great number of star topology in information diffusion network, the number of CSs in other algorithms is much larger than our method. Even so, according to the practical situations in social networks, users get together because of the homogeneity. In a star topology, leaf nodes mostly are the followers of the hub node. They have similar interests or same attribute. Therefore, leaf nodes and hub node should belong to the same CS. Our method has taken it into account and divided the star topology separately. As a result, the number of BNs is the smallest. Our method can improve the resolution of community detection and partition the communities scientifically. The hub nodes we found be a uniform distribution in the network, and avoid the overlapping spheres of influence caused by the homogeneity.
C. INVULNERABILITY ANALYSIS FOR BACKBONE NODES
Complex network invulnerability analysis method is used to measure the ranking result of BNs. Degree centrality, betweenness centrality, clustering coefficient, and H-index are chosen to compare with our method. In addition, the information isolation strategies are designed.
There are two kinds of isolation scenarios: (1) removing a node for hub nodes. It means all the edges connected with it will be removed. It can prevent users accept the message and stop them retweeting; (2) removing edges for bridge nodes. It is utilized to prevent message spreading through the bridge. 5%, 10%, 25%, 50%, 75%, and 100% nodes or edges are deleted to observe the changes in the average shortest path length and the number of connected components.
1) HUB NODE
We have done the invulnerability test on the networks that mentioned above. Some methods which are used to measure the influence of nodes are considered to make comparisons with our method. The identification of hub nodes with betweenness, clustering coefficient, and H-index has been compared. The observations and discussions are given based on comparison results shown in Fig. 6 as follows:
1) When we delete the same number of nodes from the network, the more connected components are generated, the more dispersed the network is, the more information islands are in the network. In fact, when we achieve the isolation of information, there will be more users under the influence. Fewer users will get the message, the number of paths that the message spread throughout the whole network will be less. As a result, the public sentiment control will be better. It will be easy to tip over the social circle. When we delete the first 25% of nodes, the number of connected components in clustering coefficient is markedly lower than other methods. The value of it is just 1. This means the network is still as a whole. Clustering coefficient reveals the aggregation degree of its adjacent area. The hub nodes are sorted in descending order by clustering coefficient. The aggregation degree of hub nodes is high. The locations in the network are close to each other. If the nodes are deleted, the concentrated areas of the network become dispersed, but other parts of the network are still connected with each other. Therefore, the number of connected components is much smaller. 839, 838, 839) ). With the increase of the nodes that we delete from the network, the aggregation degree of nodes becomes very low, the nodes spread across the network. Hence, when the number of nodes is over 50%, the number of connected components moves up sharply on G1 and G2. The number of connected components is up to 943 and 1074. Even so, the effect of clustering coefficient is the worst. Due to the high clustering coefficient value of G3, this method cannot detect the nodes with numbers of followers. The value of this method keeps a low level (1) . Besides, the effect of other three methods is similar. components is very high. This is because of the nodes with high degree value and locating in the center of star topology can be easily identified by these three methods. With the increase of the nodes, the number of connected components increases steadily. This is because the nodes with high degree are high on the list. The degree of the rest of nodes is low. When we delete these nodes, the connected components are considerably fewer than before. Consequently, our method is slightly better than betweenness and H-index. It is 1-11 more than the other two methods on these three networks. 2) When we delete the same number of nodes from the network, the smaller the average shortest path length is, the relatively fewer links nodes have between each other, the more disperse the network is. It will be easy to tip over the groups. At the beginning of the test, the average shortest path lengths of three networks (2.604, 2.473, and 2.021) are closed to the original network (2.6037, 2.4729, and 2.0216). The effect is less in clustering coefficient than other three methods. With the increase of nodes, the average shortest path length decreases rapidly on G1 (2.6082 vs. 0.1634) and G2 (2.4724 vs. 0.1664). The average shortest path length in the other three methods is markedly lower than the clustering coefficient when the number of nodes id lower than 25%. As the number of nodes is over 50%, the value of clustering coefficient is close to the other three methods on G1 and G2. Our method is slighter better than H-index on all the datasets. It is about 0.002 more than H-index. On G1 and G2, the value of our method is slighter higher than betweenness. But our method is 0.001 more than betweenness. It reveals that the effect of our method can improve when the network with high clustering coefficient value.
3) The reason that BNDCS is better than betweenness and H-index: betweenness reflects the impact of the node on the whole network. It is a global index. When the nodes with high degree value belong to the same CS, betweenness will delete these nodes because of its global. However, these nodes have the same group of followers. The effect of removing one node is similar to the effect of removing all these nodes. We only need to find the hub node whether for information isolation or advertisement promotion. Selecting too many nodes is a waste of resources. There is an aggregation of the nodes which are identified by betweenness. But the nodes identified by BNDCS are evenly distributed across all CSs. In addition to the above analysis, we can observe some other phenomena. Since the characters of G1 and G2 that have listed in Table 3 are close. As we can see, the experimental results of four methods are similar on G1 and G2. Our method performs well in the test of connected components but behaves slightly bad than betweenness in the test of the average shortest path length. However, it is different on G3. Because of the high clustering coefficient value of G3, our method behaves better than betweenness. H-index reflects the impact of the node by its neighbors. The degree values of the node's neighbors are high. The H-index value of the node is high. The degree of the node with high Hindex value cannot be very big. When the nodes with high H-index value remove from the network, relatively a few of isolation will appear. As a result, BNDCS is better than betweenness and H-index. It can distinguish the influence of the nodes with similar structure. In addition, this advantage appears more obvious especially when the clustering coefficient value of the network is high.
2) BRIDGE NODE
According to Section III, we can tune β in BI to control the results of ranking. To measure the effect of partition, the average shortest path length and the number of connected components are adopted. Fig. 7 shows there is a big influence on the average shortest path length and the number of connected components when β is the same value. With the increase of nodes, the average shortest path length decreased. The number of connected components showed an increased tendency. The lower the average shortest path length is, the higher the number of connected components is. It indicates that the network becomes more disperse. There was a slightly different effect when β is different. As we can see from the Fig. 6 , the smaller β is, the better the effect is. Combine the results, the value of β should be small, in [0.2, 0.6]. We set β to 0.2.
The identification of bridge nodes with degree, betweenness, clustering coefficient and H-index has been compared. The observations and discussions are given based on comparison results shown in Fig. 8 as follows: 1) The number of connected components shows a gradually increased tendency in these five methods. When the percentage of nodes rises to 25%, the general trend becomes bigger. When we delete the first 5% nodes, our method is the best, the value of which in G1, G2 and G3 are 40, 30, and 7, respectively. When the percentage of nodes rises to 10%, the effect is more visible. The values of our method rise to 80, 71, and 9. The other methods are still at a low level. Overall, our method is preferable to the other four methods. 2) In the respect of the average shortest path length, five methods show a steady decreasing trend. According to the average shortest path length in Table 3 , the average shortest path length in degree and cluster coefficient is bigger than other methods when the percentage of nodes is 5%. length is the smallest. When the percentage of nodes rises to 50%, the values of our method in G1, G2, and G3 are 0.84, 0.2196, and 1.0424. 3) The reason that BNDCS better than the other four methods: First, the most parts of the network is star topologies, and the bridge node is on the edge of CS. The difference according to the degree between bridge nodes is not significant. Hence, degree centrality cannot tell them apart. Then, the aggregation degree is similar between CSs with similar structure. Cluster coefficient cannot distinguish differences between bridges in these CSs. Finally, betweenness of bridges in two CSs are almost equality, only adding local influence to the method can tell them apart. H-index is similar with degree in essence. When the degree values of the nodes are close, the effects of degree and H-index are similar. Thus, the values of these two methods are close. In addition to the above analysis, we can observe some other phenomena. Since G1 and G2 share similar characters that have listed in Table 3 . As we can see, the average shortest path length experimental results of our methods are better on G1 and G2 than G3. It reveals that our method can detect the influential bridge nodes even the clustering coefficient value of the network is small. Undoubtedly, BNDCS is the best of the five methods. It can differentiate bridge nodes with same degrees by local structural feature.
D. DISCUSSIONS
The result of Table 2 shows that our method applies to the network without obvious community structure. It has good performance in a star topology. Meanwhile, differences between the hub node and bridge node can be concluded as follows: 1) At the beginning of the experiment, the number of connected components is fairly large in the hub node test and quite small in bridge node test. The more nodes we delete, the slightly less change the connected components have in the hub node test, but the change in bridge node test is rather huge. At the beginning of the experiment, the average shortest path length in the hub node test is quite small but do not alter much later. Nevertheless, the value of the average shortest path length in bridge node test is close to the value in the original network. With the increase of nodes, the average shortest path length in bridge node reduces gradually. We can analyze the distinct effects on the network between the hub node and bridge node by the phenomena above.
Hub node is in the center of the CS. Owing to the features of the information diffusion network that we have discussed in Section III, hub nodes in the top have high degree value, a low aggregation degree, and a plenty of leaf nodes. Once we delete these nodes from the network, their leaf nodes will become isolated nodes. The number of connected components will get bigger immediately. With the increase of the nodes we deleted, the degree of nodes becomes smaller, leaf nodes become fewer, even zero. Therefore, the range of variation in average shortest path length and connected component are both small.
The degree in bridge nodes is not that big of a difference. Seldom bridge nodes have seldom leaf nodes. When the number of nodes we delete is small, the effect on the connected components is small. However, with the increase of nodes, the number of bridges we delete will become bigger; the links between CSs will become less. Apparently, CSs will be FIGURE 8. The number of connected components and the average shortest path length of different methods for bridge nodes. VOLUME 6, 2018 independent of each other until there is nothing between CSs. It has a slight effect when the size of CS is big. The CSs are just separated from the whole network. On the contrary, it has a big effect when the size of CS is small. When we delete bridges between those small CSs, the CSs will break up. Hence, when the number of nodes rises to 75%, the number of connected components is markedly bigger than before. As for the average shortest path length, when we delete the bridges from the network, there are a few leaf nodes turning into isolated nodes, the path between nodes is just divided into two. Thus, the average shortest path length does not change much.
In a word, there is a big influence on the connected components for a hub node. As for bridge node, there is a big influence on the average shortest path length. Hub nodes make the nodes get together, and form a circle; bridge nodes make circles connect with each other. If consensus controlling is done for the hub node, the regional scale of information that can be transmitted will shrink rapidly. If it is done for bridge node, the time that information spread will reduce, the number of societies will decrease. As consequence, monitoring these two kinds of nodes can make information ignite the entire community and tip over the cognitive of the group.
V. CONCLUSION
Society propagation is a pivotal way to spread information in online social networks. Therefore, information diffusion networks possess the community structure. On the basis of this hypothesis, a method named BNDCS was proposed to identify the influential backbone nodes (BNs) in information diffusion network based on community structure. BNDCS combines LFM with information entropy to detect cohesion subgroups. This method fits the star topology, successfully improves the resolution of cohesion subgroup partition. Our proposed method identifies the BNs based on the community structure, avoids the overlapping spheres of influence caused by the homogeneity. BNDCS ranks the influential BNs based on local structural features. On the basis of the real Sina Weibo datasets, the experimental results have shown that BNDCS performs better than degree, betweenness, clustering coefficient, and H-index. It can distinguish nodes with similar structure and measure the influence of BNs accurately. The results suggested that BNs are crucial for information diffusion and social group aggregation. Monitoring BNs can ignite community, curb the spread of panic. It is effective for public opinion monitoring. In the future, we will take into account the topic of the tweet and user's behavior to detect BNs and measure their influence. 
