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ABSTRACT 
APPROXIMATION OF ELEMENTS OF EXPONENTIALS OF 
DIFFERENTIAL OPERATORS USING RATIONAL QUADRATURE 
by Daniel Elwood Lanterman 
May 2012 
We explore the possibility of improving the accuracy of approximations of elements of 
exponentials of differential operators, by using a rational function, instead of a polynomial 
function, as the interpolating function. Since a rational function behaves more like a 
decaying exponential function, it seems logical that the approximation should be more 
accurate. Through the use of high accuracy rational interpolants, we experiment with 
a numerical integration method to determine explicitly whether the error produced by a 
rational type approximation will indeed be less than that produced by a polynomial type 
approximation. 
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NOTATION AND GLOSSARY 
General Usage and Terminology 
The notation used in this text represents fairly standard mathematical and computational 
usage. In many cases these fields tend to use different preferred notation to indicate the same 
concept, and these have been reconciled to the extent possible, given the interdisciplinary 
nature of the material. In particular, the notation for partial derivatives varies extensively, 
and the notation used is chosen for stylistic convenience based on the application. While it 
would be convenient to utilize a standard nomenclature for this important symbol, the many 
alternatives currently in the published literature will continue to be utilized. 
The blackboard fonts are used to denote standard sets of numbers: JR for the field of real 
numbers, C for the complex field, Z for the integers, and Q for the rationals. The capital 
letters, A ,B , · · · are used to denote matrices, including capital greek letters, e.g., A for a 
diagnonal matrix. Functions which are denoted in boldface type typically represent vector 
valued functions , and real valued functions usually are set in lower case roman or greek 
letters. Caligraphic letters, e.g., V, are used to denote spaces such as V denoting a vector 
space, JC denoting a Hilbert space, or ~ denoting a general function space. Lower case 
letters such as i , j , k, l , m, n and sometimes p and d are used to denote indices. 
Vectors are typset in square brackets, e.g., [·], and matrices are typeset in parenthesese, 
e.g., (·). In general the norms are typeset using double pairs of lines, e.g., II· II, and the 
abolute value of numbers is denoted using a single pairs of lines, e.g., I· I. Single pairs of 
lines around matrices indicates the determinant of the matrix. 
vii 
Chapter 1 
INTRODUCTION 
1.1 Parabolic PDE with Sturm-Louiville operator 
1 
We will begin by considering the heat equation, i.e., the second-order partial differential 
equation 
{ 
au +Lu dt 
u(O,t) 
u(x,O) 
=0 
= u(2n,t) , 
=f(x) 
(1.1) 
where u is a function of x and t, f(x) is given initial data, and Lis a 2nd_order differential 
operator which is self-adjoint and positive definite, defined by 
Lu(x) = - D(a(x)Du(x)) +b(x)u(x) , 0 < x < 2n, (1 .2) 
where u(x), a(x) > 0, and b(x) 2=: 0 are functions of x, Lis the second-order differential 
operator as in ( 1.1 ), and D is just the differentiation operator, i.e., D = fx. 
We know that an exact solution of ( 1.1) can be found to be 
u(x,t) = e- Lt f(x). 
Now, we need to determine how to approximate this solution numerically. 
1.2 Approximation of PDE solution 
To find an approximate solution to ( 1.1 ), we must first consider a continuous solution. One 
way to do this is to use a Fourier series to obtain a solution. We know that a Fourier series 
solution will look like 
with ak given by 
00 
u(x,t) = ao(t) + L [ak(t) cos(kx) + bk(t) sin(kx)], 
k= I 
i r21r 
y11i lo cos(kx)e-Lt f (x)dx 
I y11i (cos(kx) ,e- Lt f(x )) (1.3) 
2 
with k = 1, 2, . . . , and (1.3) representing the continuous inner product. An identical process 
shows bk(t), in terms of sine rather than cosine. 
Now, continuing with this idea of a continuous solution, we reconsider (1.2). We 
should notice that ( 1.2) represents a continuous solution; however, to begin a numeric 
approximation, we need to find a similar discrete equation from which to obtain a solution. 
We can accomplish this by writing (1.2) as the matrix equation 
LNu = -DADu + Bu, u = (1.4) 
where LN is the matrix representation of the second-order differential operator L from 
(1.1) and (1.2), A and Bare N x N diagonal matrices, Dis a differentiation matrix, and 
u is an N-vector discretized from the continuos solution u(x,t) to (1.1). Using this same 
idea of discretizing, along with the Fourier series solution (1.3), we can obtain a discrete 
representation of the solution u(x,t) to (1.1). We have that (1.3) discretizes to become 
with k = 1, 2, . . . ,N, where ck comes from cos(kx), f comes from f(x), and ck and fare 
N-vectors produced in the discretization process. An identical process is also true for bk(t ), 
where ck is replaced by sk, coming from sin(kx). 
Now that we have a matrix and vector representation for Land u(x,t ), respectively, we 
can make use of the properties of L. Recall that L is self-adjoint and positive definite. Due 
to this, we know that LN is symmetric positive definite, and thus we can write cf e- LNtf as 
N 
cf e- LN'f= [e-"';'cf qiqff (1.5) 
i= I 
where Qi is an eigenvector of LN. We can further simplify this to a Reimann-Stieltjes 
intergral, of the form 
f"'1 e- M da(A ), };.,N (1.6) 
where cf qiqf f is now contained in d a( A) and the limits of integration, AN and A1, are the 
smallest and largest eigenvalues, respectively, of LN. In an identical manner, we could use 
sf e-LN1f to obtain (1.6). Next, by setting up our approximation in the manner we have, there 
are some issues that we have to address. 
3 
1.3 Problems with the approximation 
1.3.1 Polynomial versus rational interpolation for a decaying exponential 
The first issue we must deal with is when dealing with a large time step, or t, the loss of 
accuracy of integration by Gaussian Quadrature can be devastating when using a polynomial 
interpolatant for a decaying exponential function [10]. Consider the following graph: 
y o.s 
0 \ 
'-' 20 40 60 80 100 
JC 
-o.s -1-- Lagrange inte!J)Olating polynomial of e - JC -- !{x) - e -x I 
Figure 1.1: Polynomial interpolation of an exponential function 
Figure 1.1 shows the graph f (x) = e- x, in blue, plotted with a Lagrange interpolant, 
in red, of f (x) = e- x. We can see from the graph that the Lagrange interpolation of the 
exponential function is very poor, as it oscillates in and out of view rather than following 
the decay of the exponential. Hence, we need to find a function that behaves more like an 
exponential function. The most obvious choice is of course a rational function. So, we 
need determine which rational interpolant method to use. While there are many methods 
available, to simplify matters, and arrive at the answer to the question this paper poses time 
effectively, we narrow our work to the use of Pade approximants, developed by Henri Pade 
and widely considered the best rational interpolation of an exponential function [4], which 
we will explore more later. Consider the following graph: 
4 
y o.s 
0 \. 
20 40 60 80 100 
X 
-o.s ·.--------------~ !- - f{x) - e - x -- Padc approximant o f e - x I 
Figure 1.2: Rational interpolation of an exponential function 
Figure 1.2 shows the graph f(x) = e- x, in blue, plotted with a Pade approximant, in red, 
of f(x) = e-x. We can see from the graph that a rational interpolation truly does behave 
more like the exponential function and hence is a more logical choice as the interpolant to 
use for integrating by Gaussian Quadrature. 
1.3.2 Eigenvalues and eigenfunctions of L 
The second issue we must deal with is that (1.6) consists of eigenvalues and eigenvectors 
of LN. Since we have decided a rational interpolant should be a better choice to work with, 
we have two options to consider for studying rational versus polynomial approximation. 
First, we could use the methods available to us from [6, 7], the Minimal Solution method 
and Inverse Cholesky method, respectively, which both deal with constructing a quadrature 
rule for weigh functions modified by a rational function. Or, secondly, we could construct 
the weight function explictly to model the behaviour of da(A) from (1.6), but that will 
require the eigenvalues and eigenfunctions of L. However, computing the eigenvalues and 
eigenfunctions of a second-order differential operator directly is extremely difficult and time 
consuming, so doing so would be inefficient. On the other hand, we could restrict L in such 
a way as to simplify the process. 
We will restrict ourselves to an L that is obtained from the square of a first-order differ-
enctial operator, for which eigenvalues and eigenfunctions can easily be computed using 
standard techniques for solving ordinary differential equations, as found in [2]. Consider a 
first-order differential operator M, such that 
Also, let M be "anti-self-adjoint", i.e., 
2 L= - M. 
M* =-M. 
5 
With these two conditions on M, we assure that L meets its conditions of being self-adjoint 
and positive definite, as originally stated in ( 1.1 ). Now, we define M in the following way: 
Mu(x) = p(x)Du(x) +q(x)u(x) (1.7) 
where p(x) and q(x) are 2tr-periodic. Since Mis "anti-self-adjoint", we can also say that 
-Mu(x) = -D(p(x)u(x)) +q(x)u(x). 
Now, making the substitution of what Mu(x) equals, based on (1.7), we can simplify the 
previous equation and find that 
1 q(x) = 2p' (x) , 
which we will make use of shortly. 
Next, if we let the right hand side of (1.7) be equal to µu(x), and impose the initial con-
dition that u(O) = 1 to ensure a unique solution since any scalar multiple of an eigenfunction 
is also an eigenfunction, we have the differential equation 
{ 
p(x)u'(x) +q(x)u(x) = µu(x) 
u(O) = 1 
It is easy to see that ((1.8)) can be solved to yield the solution 
fX µ - q(s) d 
u(x) = eJ0 pfs) s. 
(1.8) 
(1.9) 
Further requiring that u(x) be 2tr-periodic, i.e., u(2n) = 1, we can substitute !p'(s) for q(s) 
into the previous equation and simplify the result to find that 
lo2,r µ - 1p' (s) _ . ( ) ds - 2nki, 0 p s (1.10) 
fork= -: , ... , ~' and hence we now have the eigenvaluesµ of M , which will yield the 
eigenvalues of L, noting that 
(1.11) 
fork= -: , ... , ~- Now, since we can determineµ explicitly from (1.10), i.e., 
2nki 
µk = r21r _1_ ds' 
JO p(s) 
6 
fork= -: , .. . , ~. we can state that ;t, an eigenvalue of L, can be found explicitly by 
. . 
( )
2 
2nki 
Ak = - r21r _I_ds ' 
JO p(s) 
(1.12) 
f k - N N or = z ,···,z· 
Hence, we proceed with our second option, since we can now explicitly construct 
a weight function based on the eigenvalues and eigenfunctions of L that will model the 
behaviour of da(;t ). We can now move on to doing this and continuing with our approxi-
mation. 
1.4 Weight Function 
To move ahead with our approximation, we must first make it clear what that approximation 
is to be. Thus, the goal we have set forth is to determine if using a rational interpolant for an 
exponential function in integrals such as (1 .6), i.e., 
(1.13) 
will produce more accurate results than using a polynomial interpolant for the exponential 
function. In (1.13), w(A) is a weight function determined from the eigenfunctions of L, and 
is defined by 
(1.14) 
where ck(x) is the continuous representation ck from (1.5), f (x) is still the given input from 
(1.2), and q)..(x) is an eigenfunction of L, coming from the eigenvector q; of LN. This move 
toward continuous representations show that w( A) serves as a continuous analogue to ( 1.5). 
7 
Chapter 2 
DETERMINING RATIONAL APPROXIMATION 
2.1 Numerical integration 
As we know, not every function has a definite anti-derivative; moreover, it can be the case 
that this anti-derivative may be extremely difficult to calculate [4]. For example, consider 
the following integral: 
1b g(x)dx (2.1) 
where g(x) is a function whose anti-derivative either does not exist, or cannot be calculated 
algebraically. To handle this calculation, we can construct a simple sumation of the function 
values multiplied by a specified spacing, e.g., 
where 
t N la g(x)dx ~ [g(x;)dx 
a i= O 
b-a dx=--. 
N 
This type of calculation approximates the definite integral of g(x) by dividing the interval 
[a, b] into N quadrilaterals and then summing the areas of these quadrilaterals; which, in 
tum, is the reason numerical integration is also refereed to as numerical quadrature. 
For some functions, the error in this simple scheme can simply be too much for any real 
accuracy inJhe approximation. To cope with this, many numerical quadrature rules employ 
the use of a weight function to help control the error in the approximation [14]. Thus, to 
more accurately approximate (2.1 ), one can say 
b N 1 g(x)dx~ [g(x;)w(x)dx, 
a i= O 
where w(x) is a weight function. The weight function w(x) is typically a non-negative or 
oscillatory function [14]. If we recall (1.13), i.e., 
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where w( A) is our weight function consisting of eigenfunctions of the second-order differen-
tial operator L, we begin to consider numerical ways to approximate this integral. Recalling 
from Chapter 1 that we would eventually like to use Gaussian Quadrature as our numerical 
integration method based on [10], we can note that the integrand e-Atw(A ) is ill-conditioned 
to be approximated in this way, as Gaussian Quadrature uses a polynomial type approxima-
tion. What we need to do is determine a way in which to modify our weight function w(A) 
in order to allow our integrand to accurately be approximated by a polynomial. 
2.2 Pade approximant 
In this paper, we limit our focus to the use of Pade approximants as the choice for our rational 
interpolant. While other rational interpolants have been considered, since the focus of this 
paper is not to determine what the best rational approximation to the exponential function 
is, we turn instead to what is already considered to be the best rational approximation 
of the exponential function: the Pade approximant [1, 3, 4]. Though not a completely 
original idea, Henri Pade first formally showed the process of finding what we now call 
the Pade approximant and its extreme accuracy in approximating the exponential function 
[ 4]. Pade approximants obtain this extreme accuracy due to the way in which they are 
constructed. Construction of a Pade approximant begins with one deciding the degrees 
that the approximants numerator and denominator, m and n, respectively, where m, n E 
N, will have. Then, the approximant, Rm+n(x), is built by constructing the mth and nth 
degree Maclaurin series expansions of the given exponential function, multiplying the nth 
degree expansion by E{=0 aiQj- i, subtracting the mth degree expansion, setting the resulting 
expression equal to zero, and solving the resulting linear system [4, 11]. The solution to this 
system results in the coefficients for the mth and nth degree polynomials, commonly denoted 
Pm(x) and Qn(x) since they represent the numerator and denominator of a rational function. 
While this process is not difficult, it can be tedious, and is basically redundant as major 
mathematical softwares, Maple, Mathematica, and MatLab, to name a few, have built-in 
ways to accomplish this task. Due to this, we will simply allow our software to determine 
our approximant; however, we need to determine how to choose m and n. 
Before choosing m and n, we should note that using Qn(x) to modify our integrand 
e-Atw(A) would be a logical way to correct the lack of this integrand being able to be 
approximated by a polynomial for higher order numerical integration methods. What we 
would like to do is allow Qn(x) to be absorbed into w(A) in some way to allow for (1.13) to 
be calculated with as little error as possible. So, we will call the modified weight function 
9 
w(A ), and define it to be the product of w(A) and Qn(x) , i.e., 
(2.2) 
which in tum gives (1.13) to be 
Now, defining our interpolant in this manner raises an issue. Since exponential functions 
are continuous on their domain, we have to be sure that its interpolant will be as well. After 
choosing m and n, we will take this into consideration. 
Now, we will consider choices m and n. We know that if n is 0, we simply have a 
polynomial interpolant, so we should probably go ahead and place the restriction that m < n 
to ensure a rational interpolant. Next, we should consider w(A ). Since Qn(x) will become a 
part of w(A ), for experimentation purposes, we can have simply n EN, as it is defined. Now, 
let us think about m. We have already decided that m < n, but that does not really choose m 
well, since this allows for infinite possibilities. What we should consider is how a rational 
function behaves compared to an exponential function. If we were to restrict m to m = 0, 
then we would considering the graphs of rational functions of the form Qn\x) . Thinking 
about these graphs, we know that they are almost identical to that of an exponential function, 
especially if they were to be shifted slightly horizontally to the left. Thus, choosing m in 
this manner makes the most sense logically. Hence, we will choose m and n such that m = 0 
andn EN. 
With our choices for m and n determined, we must now make sure that our interpolant 
will be continuous on the domain of the exponential function it is approximating. Taking 
into account that we are looking at solutions to the heat equation, we recognize that our 
domain will be [O, oo ), as our input values x and t, for distance.and time respectively, cannot 
be negative. So, since we have decided that m will equal. zero for our experimentation 
purposes, we should consider the roots of Qn(x). Since there is not an explicitly shown 
result guaranteeing that Qn(x), from a Pade approximant, Rm,n(x), defined by Qn\x) , will 
have roots outside of the interval [O, oo ), we will have to check this on a case-by-case basis. 
2.3 Building the weight function 
We have now reached the point where we need define given inputs from Chapter I. We will 
begin with the necessities for the weight function as defined in (1.14). Recalling (1.8), we 
notice that we were given p(x) to be a given input, so we need to first decide what p(x) will 
IO 
be. We will define p(x) in the following manner: 
p(x) = 1 +csin(ax) +dcos(ax) (2.3) 
where O::; c,d::; ! and a EN. Defining p(x) in this manner ensures that we will have 
spatial variation in our solutions and that our coefficients are positive, which is required by 
L being symmetric positive definite. 
Next, we define a function f(x), noted as given input in (1.1), which acts as the solution 
from the previous time step in the approximation of the current time step. We consider 
the fact that solutions to the heat equation are typically smooth (12] and define f(x) in the 
following manner: 
f(x) = 1 +sin(/Jx) (2.4) 
where /3 EN. 
Now, we will consider our eigenfunctions of L. In (1.14), we defined that the weight 
function w(l) would include the eigenfunctions q). (x) of L. From (1.8), we determined our 
eigenvalues, shown in ( 1.12), i.e., 
( )
2 
l _ _ 2nki 
k - r2n I d ' 
JO p(s) S 
for k = -r' ... ' ~' which leads us directly to determining that our corresponding eigenfunc-
tions are 
q).k (x) = cos (21ek 2:(~) ) fo p(s) ds 
(2.5) 
for k = -r, ... , ~, based on the real part of the complex exponential (1.9). 
Finally, we have all of the functions necesary for our weight function w(l ), as defined 
in ( 1.14 ), and our approximation itself, so we can now begin experimentation. 
Chapter 3 
EXPERIMENTATION 
3.1 Variations 
11 
The first step of the experimentation process was to construct a code to build our approxima-
tions. A code was constructed in MatLab to be used in the experiments. The code consisted 
of varying the following parameters: 
[ 
Jn(soo )] 
• [a ,b], an interval on which to work, was set to vary as 0, ~
• t, from the exponential e-tx, was set to vary as /0 , 1, and 10 
• c and d, from p(x), were set to be! 
• a, from p(x), was set to vary as 1 and 3 
• {3, from f(x), was set to vary as 0, 2, and 4 
• m, from Pm(x), was set to vary from Oto 6 
- m equaling 1 to 6 will strictly correspond to n = 0 to be used as polynomial 
reference 
• n, from Qn(x), was set to vary from Oto 6 
3.2 Results 
With the variations set, the roots of our expected Pade denominators first had to be verified 
to lie outside of our interval [a, b] before experimentation could begin. A MatLab function 
was used to construct the Pade approximants, [11], as well as determine their roots. For 
all Qn (x) in our experimentation, the roots proved to lie outside the interval [a, b] for that 
respective function, so we were free to move forward with the experimentation.1 
What follows are results from the experimentation process.2 Let us consider the follow-
ing data: 
1For the full table of roots of Qn(x) based on e- 1x, please see the Appendix on page 19. 
2For the full tables of data from the experimentation, please see the Appendix on page 19. 
12 
Table 3.1: Brief view of error in approximating e-i'ox by R2 (x) and R6 (x) 
Rational Interpolant Polynomial Interpolant 
a I /3 I m I n I Abs. Error I Rel. Error a I /3 I m I n I Abs. Error J Rel. Error 
I 1 0 I O I 2 I 4.73e-03 I 6.22e-04 I J O J 2 I O I 4.37e-02 I 5.74e-03 
I10JO J 6J 3.75e-05 I 4.93e-06 I J O I 6 I O I 7.87e-o3 I l.03e-03 
~ 
1 I 2 I o I 2 I 2.88e-Ol I 3.34e-02 I I 2 I 2 I O J 7.70e+OO I 8.94e-Ol 
I I 2 I O I 6 I 4.82e-03 I 5.60e-04 I I 2 I 6 J O J l.57e+OO I l.82e-01 
I J 4 J O J 2 J 4.18e-Ol I 5.6le-02 I I 4 I 2 I O I 1.11e+01 I 2.29e+OO 
I I 4 I O I 6 I 4.16e-04 I 5.58e-05 I I 4 I 6 I O I 2.18e+Ol I 2.93e+OO 
3 I o I o I 2 I 2.78e-Ol I 3.76e-02 3 I o I 2 I o I s.39e+OO I 7.29e-Ol 
3lOIOl6 1 2.57e-03 I 3.47e-04 3 I o I 6 I o I 1.sse+00 I 2.09e-Ol 
3 I 2 I o I 2 I 6.16e-02 I 7.22e-03 3 I 2 I 2 I o I 1.1 le+OO I l.30e-01 
3 I 2 I o I 6 I 2.33e-03 I 2.73e-04 3 I 2 I 6 I o I l.07e+OO I 1.26e-Ol 
3 I 4 I o I 2 I 5.29e-Ol I 6.49e-02 3 I 4 I 2 I o I l.02e+Ol I l.25e+OO 
3 I 4 I o I 6 I 5.90e-04 I 7.23e-05 3 I 4 I 6 I o I l.56e+Ol I l.92e+OO 
The results in Table 3.1 lead us to see that the rational interpolants for e-tx consistently 
provide less error in their approximation versus their polynomial conterparts. Also, we see 
that as a, /3, and n increase, the accuracy of our approximation is also increased. To show 
further that this is the case, let us consider the graphs of some of these approximations. First, 
we will look at the exponential and its R2 (x) approximant.3 
3For all plots that follow, we will consider e- 1xw(A ), plotted in blue, and Rm+n(x)w(A ), plotted in red. 
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Figure 3.1: Visual comparison of approximating errors with R2(x) and w(A) 
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We can see from Figure 3.1 that the plots of the rational interpolants really are more 
accurate in approximating the exponential function than their polynomial counterparts. Now, 
let us consider the exponential and its R6(x) approximant. The accuracy should improve as 
the data in Table 3.1 showed. 
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Figure 3.2: Visual comparison of approximating errors with R6(x) and w(J) 
14 
It is clear from the plots in Figure 3.2 that the data in Table 3.1 was correct and the 
accuracy of the approximation as n increases does increase. ' 
Now that we are have decided rational interpolants will produce better approximations 
than polynomial interpolants, we want to make sure that the rational interpolants will still 
perform well over larger time steps, as well as more rapid decay. We will now look at the 
error as we increase t to 1 and 10, and continue varying a and f3. 
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Table 3.2: Brief view of error in approximating e-x by R2 (x) and R6 (x) 
Rational l nterpolant Polynomial Interpolant 
a I /3 I m I n I Abs. Error I Rel. Error a I /3 I m I n I Abs. Error I Rel. Error 
1 I O I O I 2 I 2.09e-Ol I 5.14e-02 1 I O I 2 I O I 4.43e+OO I I .09e+OO 
I I O I O I 6 I 2.66e-03 I 6.56e-04 I I O I 6 I O I 9.78e-01 I 2.41e-Ol 
I I 2 I O I 2 I 2.38e-01 I 6.09e-02 1 I 2 I 2 I O I l.39e+OI I 3.55e+OO 
I I 2 I O I 6 T 5.66e-03 I l .45e-03 I I 2 I 6 I O I 8.40e+OO I 2. I 5e+OO 
1 I 4 I o I 2 I 2.30e-OI I 5.65e-02 I I 4 I 2 I O I 6.83e+OO I l .68e+OO 
I I 4 I O I 6 I 3.54e-03 I 8.73e-04 I I 4 I 6 I O I 2.65e+OO I 6.52e-OI 
3 I o I o I 2 I 4.89e-02 I l.33e-02 3 I O I 2 I O I 1.31e-01 I 3.56e-02 
3 1 01016 1 l.28e-05 I 3.49e-06 3 I o I 6 I o I 4.95e-os I l .34e-05 
3 I 2 I o I 2 I l.07e-OI I 2.85e-02 3 I 2 I 2 I O I 4.7Ie+OO I l.26e+OO 
3 I 2 I o I 6 I l.85e-03 I 4.94e-04 3 I 2 I 6 I o I 2.89e+oo I 7.72e-01 
3141012 1 2.57e-02 I 7.09e-03 3 I 4 I 2 I o I 4.82e-ot I l.33e-01 
3 I 4 I o I 6 I 3.69e-04 I l.02e-04 3 I 4 I 6 I o I 1.32e-01 I 3.63e-02 
Table 3.3: Brief view of error in approximating e-lOx by R2(x) and R6(x) 
Rational l nterpolant Polynomial Interpolant 
a I /3 I m I n I Abs. Error I Rel. Error a I /3 I m I n I Abs. Error I Rel. Error 
1 I O I O I 2 I 2.45e-01 I 3.8le-01 I 1012 1 01 8.00e+02 I 1.2se+o3 
I I O I O I 6 I 6.62e-03 I l.03e-02 1 I o I 6 I o I 2.18e+06 I 3.39e+o6 
11210 1 21 2.40e-01 I 3.74e-01 I I 2 I 2 I o I 2.04e+03 I 3. 1se+o3 
1 I 2 I o I 6 I 6.56e-03 I 1.02e-02 1 I 2 I 6 I o I l.65e+07 I 2.57e+07 
1l4IO T 2T 2.45e-O I I 3.82e-OI I I 4 I 2 I o I 1.13e+03 I I.77e+03 
1 I 4 I O I 6 I 6.62e-03 I l.03e-02 1 I 4 I 6 I o I 5.42e+06 I s.46e+o6 
3IOIOl2T 2.30e-O I I 3.59e-01 3 I o I 2 I o I 5.06e+OI I 7.88e+OI 
3IOIOT6T 6.49e-03 I l.Ol e-02 3 I o I 6 I o I 2.59e+02 I 4.04e+o2 
3l2IOl2T 2.33e-OI I 3.63e-OI 3 I 2 I 2 I o I 7.08e+02 I 1.10e+03 
31210161 6.5 le-03 I l.Ole-02 3 I 2 I 6 I o I 5.66e+06 I 8.82e+06 
3 I 4 I o I 2 I 2.28e-01 I 3.55e-OI 3 I 4 I 2 I o I 5.69e+OI I 8.87e+OI 
31 4 10161 6.47e-03 I 1.0l e-02 3 I 4 I 6 I o I 2.96e+05 I 4.61e+05 
Again, in Table 3.2 and Table 3.3, we see data showing that rational interpolation is the 
better choice. Now, only considering the rational interpolants, we again want to check the 
graphs to make sure they too confirm what the data does. This time, we will look at graphs 
of only the rational interpolants as we still increase t to 1 and 10, and continue to vary a 
and /3. 
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Figure 3.3: Visualizing error improvement of R2(x) with w(l ) fort= 1, 10 and a= 1, 3 
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Figure 3.4: Visualizing error improvement of R6(x) with w(A) fort = 1, 10 and a= 1, 3 
Once again, the plots in Figure 3.3 and Figure 3.4 confirm the data in Table 3.2 and 
Table 3.3, showing that not only does the accuracy increase as n increases, but also as a and 
f3 increase as well. 
Chapter 4 
CONCLUSION 
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The idea was that a rational function would yield a better approximation to an exponential 
function than a rational function. Based on the results of the experiments that have been run, 
we can conclude that using a rational interpolant for an exponential function will produce 
more accurate results than a polynomial interpolant, when used in a numerical integration 
rule. The Pade approximants are indeed very accurate, as promised, and the manner in 
which they are constructed lends itself perfectly to the manner in which they need to be 
incorporated into a numerical integration rule. Finally, from the Pade denominators, we 
have determined for future work that when incorporating rational interpolants into spectral 
methods for solving partial differential equations, the Minimal Solution method [7] of 
Gautschi will be better for small time steps t; however, as t gets larger, the Inverse Cholesky 
method [6] will be the better option in which to incorporate the rational interpolant. 
Appendix A 
COMPUTER RESULTS 
A.1 Computer Output 
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The full results produced by MatLab, which correspond to the results shown in Chapter 3, 
are shown in the following tables. 
Table A J · Roots of Pade denominators 
e- w x e - x e- lOx 
t m n Roots t m n Roots t m n Roots 
0. 1 0 0 - 1.0 0 0 - 10.0 0 0 -
0.1 0 1 -10.00 1.0 0 1 -1.00 10.0 0 1 -0.10 
0.1 0 2 -10.00 + I O.OOi 1.0 0 2 -1.00 + 1.00i 10.0 0 2 -0.10 + O. lOi 
-10. 00 - 10. OOi 1.00 - 1.00i -0.10 - O. lOi 
0. 1 0 3 -7.02 + 18.07i 1.0 0 3 -0.70 + 1.8l i 10.0 0 3 -0.07 + 0.18i 
-7.02 - 18.07i -0. 70 - 1.8 Ii -0.07 - O. l 8i 
-1 5.96 - 1.60 -0.16 
0.1 0 4 -2.71 + 25.05i 1.0 0 4 -0.27 + 2.50i 10.0 0 4 -0.03 + 0.25i 
-2.71 - 25.05i -0.27 - 2.50i -0.03 - 0.25i 
-17.29 + 8.89i -1. 73 + 0.89i -0.17 + 0.09i 
-17.29 - 8.89i -1.73 - 0.89i -0.17 - 0.09i 
0.1 0 5 2.40 + 3 l .28i 1.0 0 5 0.24 + 3.13i 10.0 0 5 0.02 + 0.31i 
2.40 - 31.28i 0.24 - 3.13i 0.02 - 0.3 li 
-21.81 -2.18 -0.22 
-16.50 + 16.94i -1.65 + 1.69i -0.17 +0.17i 
-16.50 - 16.94i - 1.65 - 1.69i -0.17 - 0.17i 
0. 1 0 6 8.04 + 36.98i 1.0 0 6 0.80 + 3.70i 10.0 0 6 0.08 +0.37i 
8.04 - 36.98i 0.80- 3.70i 0.08 - 0.37i 
-14.42 + 24.35i - 1.44 + 2.43i -0.14 + 0.24i 
-14.42 - 24.35i - 1.44 - 2.43i -0.14 - 0.24i 
-23.62 + 8.38i -2.36 + 0.84i -0.24 + 0.08i 
-23.62 - 8.38i -2.36 - 0.84i -0.24 - 0.08i 
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Table A.2: Error in approximating e-fo-x over [O, 50] with a= 1 
Rational lnterpolant Polynomial Interpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 8.35e-01 l.lOe-01 0 0 0 8.35e-Ol l.lOe-01 
0 0 1 6.69e-02 8.78e-03 0 1 0 5.28e-02 6.93e-03 
0 0 2 4.73e-03 6.22e-04 0 2 0 4.37e-02 5.74e-03 
0 0 3 3.lle-04 4.08e-05 0 3 0 4. lOe-02 5.38e-03 
0 0 4 3.06e-04 4.02e-05 0 4 0 2.67e-02 3.50e-03 
0 0 5 l .l 7e-04 l.54e-05 0 5 0 l.52e-02 l.99e-03 
0 0 6 3.75e-05 4.93e-06 0 6 0 7.87e-03 l.03e-03 
2 0 0 2.29e+OO 2.66e-Ol 2 0 0 2.29e+OO 2.66e-OI 
2 0 1 7.07e-Ol 8.2le-02 2 1 0 6.94e+OO 8.06e-Ol 
2 0 2 2.88e-01 3.34e-02 2 2 0 7.70e+OO 8.94e-01 
2 0 3 l.13e-01 l.32e-02 2 3 0 6.40e+OO 7.43e-OI 
2 0 4 4.17e-02 4.84e-03 2 4 0 4.5Ie+OO 5.23e-01 
2 0 5 l.45e-02 l .68e-03 2 5 0 2.80e+OO 3.25e-Ol 
2 0 6 4.82e-03 5.60e-04 2 6 0 l.57e+OO l.82e-Ol 
4 0 0 4.18e+OO 5.6le-Ol 4 0 0 4.18e+OO 5.6le-OI 
4 0 1 l.lOe+OO l.48e-Ol 4 1 0 l.75e+OO 2.35e-01 
4 0 2 4.18e-Ol 5.6le-02 4 2 0 1.71e+Ol 2.29e+OO 
4 0 3 l.60e-01 2.15e-02 4 3 0 3.09e+OI 4.15e+OO 
4 0 4 5.14e-02 6.90e-03 4 4 0 3.52e+Ol 4.72e+OO 
4 0 5 l.lOe-02 l.48e-03 4 5 0 3.05e+Ol 4.lOe+OO 
4 0 6 4.16e-04 5.58e-05 4 6 0 2.18e+Ol 2.93e+OO 
Table A.3: Error in approximating e- fo-x over [O, 50] with a= 3 
Rational Interpolant Polynomial Interpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 5.15e+OO 6.96e-Ol 0 0 0 5.15e+OO 6.96e-Ol 
0 0 I l.04e+OO l.40e-O l 0 I 0 5.40e+OO 7.30e-01 
0 0 2 2.78e-01 3.76e-02 0 2 0 5.39e+OO 7.29e-OJ 
0 0 3 7.79e-02 l.05e-02 0 3 0 4.98e+OO 6.73e-Ol 
0 0 4 2.26e-02 3.06e-03 0 4 0 3.96e+OO 5.36e-01 
0 0 5 7.2 le-03 9.75e-04 0 5 0 2.67e+OO 3.6le-01 
0 0 6 2.57e-03 3.47e-04 0 6 0 l .55e+OO 2.09e-Ol 
2 0 0 2.79e+OO 3.27e-01 2 0 0 2.79e+OO 3.27e-Ol 
2 0 I 4.69e-Ol 5.Sle-02 2 I 0 4.90e-Ol 5.74e-02 
2 0 2 6. 16e-02 7.22e-03 2 2 0 1.1 Ie+OO l.30e-01 
2 0 3 l .23e-02 l.44e-03 2 3 0 9.02e-02 l.06e-02 
2 0 4 l .40e-02 l.65e-03 2 4 0 1.15e+OO l.35e-Ol 
2 0 5 6.75e-03 7.92e-04 2 5 0 l.38e+OO l.62e-Ol 
2 0 6 2.33e-03 2.73e-04 2 6 0 l.07e+OO l.26e-Ol 
4 0 0 7.76e+OO 9.Sl e-0 1 4 0 0 7.76e+OO 9.Sl e-01 
4 0 1 l.8 I e+OO 2.22e-O l 4 I 0 l .56e+OO l.92e-OI 
4 0 2 5.29e-Ol 6.49e-02 4 2 0 l.02e+Ol l.25e+OO 
4 0 3 l.Sle-01 l.85e-02 4 3 0 2.00e+OI 2.45e+OO 
4 0 4 3.72e-02 4.56e-03 4 4 0 2.35e+Ol 2.88e+OO 
4 0 5 6.18e-03 7.58e-04 4 5 0 2.1 Ie+Ol 2.59e+OO 
4 0 6 5.90e-04 7.23e-05 4 6 0 l.56e+Ol l.92e+OO 
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Table A.4: Error in approximating e-x over [O, 5) with a= 1 
Rational Interpolant Polynomial lnterpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 4.16e+OO l.02e+OO 0 0 0 4.16e+OO 1.02e+OO 
0 0 1 7.87e-Ol l.94e-Ol 0 1 0 4.46e+OO l.lOe+OO 
0 0 2 2.09e-01 5.14e-02 0 2 0 4.43e+OO l.09e+OO 
0 0 3 6.46e-02 l.59e-02 0 3 0 3.74e+OO 9.2le-01 
0 0 4 2.19e-02 5.40e-03 0 4 0 2.70e+OO 6.66e-Ol 
0 0 5 7.68e-03 l .89e-03 0 5 0 l.72e+OO 4.23e-01 
0 0 6 2.66e-03 6.56e-04 0 6 0 9.78e-Ol 2.41e-Ol 
2 0 0 4.94e+OO l.26e+OO 2 0 0 4.94e+OO l.26e+OO 
2 0 1 8.84e-Ol 2.26e-01 2 1 0 8.94e+OO 2.29e+OO 
2 0 2 2.38e-01 6.09e-02 2 2 0 l.39e+Ol 3.55e+OO 
2 0 3 8.02e-02 2.05e-02 2 3 0 l.65e+Ol 4.23e+OO 
2 0 4 3.13e-02 8.02e-03 2 4 0 1.57e+Ol 4.02e+OO 
2 0 5 l.32e-02 3.38e-03 2 5 0 l.24e+Ol 3.18e+OO 
2 0 6 5.66e-03 l.45e-03 2 6 0 8.40e+OO 2.15e+OO 
4 0 0 4.54e+OO l.12e+OO 4 0 0 4.54e+OO l.12e+OO 
4 0 1 8.54e-01 2. lOe-01 4 1 0 5.77e+OO l .42e+OO 
4 0 2 2.30e-01 5.65e-02 4 2 0 6.83e+OO l.68e+OO 
4 0 3 7.32e-02 l.80e-02 4 3 0 6.80e+OO l.68e+OO 
4 0 4 2.58e-02 6.36e-03 4 4 0 5.72e+OO l.41e+OO 
4 0 5 9.55e-03 2.35e-03 4 5 0 4.15e+OO 1.02e+OO 
4 0 6 3.54e-03 8.73e-04 4 6 0 2.65e+OO 6.52e-01 
Table A.5: Error in approximating e-x over [O, 5) with a= 3 
Rational lnterpolant Polynomial lnterpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 l .84e+OO 5.00e-01 0 0 0 1.84e+OO 5.00e-01 
0 0 1 2.87e-01 7.79e-02 0 1 0 5.75e-01 l.56e-Ol 
0 0 2 4.89e-02 l.33e-02 0 2 0 l.3le-Ol 3.56e-02 
0 0 3 7.58e-03 2.06e-03 0 3 0 2.36e-02 6.4le-03 
0 0 4 l.03e-03 2.79e-04 0 4 0 3.Sle-03 9.55e-04 
0 0 5 l.22e-04 3.32e-05 0 5 0 4.47e-04 l.2le-04 
0 0 6 l.28e-05 3.49e-06 0 6 0 4.95e-05 l .34e-05 
2 0 0 2.80e+OO 7.49e-Ol 2 0 0 2.80e+OO 7.49e-01 
2 0 I 4.69e-Ol 1.25e-01 2 1 0 3.29e+OO 8.Sle-01 
2 0 2 1.07e-Ol 2.85e-02 2 2 0 4.7le+OO l.26e+OO 
2 0 3 3.00e-02 8.0l e-03 2 3 0 5.60e+OO l.50e+OO 
2 0 4 1.05e-02 2.Sle-03 2 4 0 5.35e+OO l.43e+OO 
2 0 5 4.30e-03 l.15e-03 2 5 0 4.25e+OO l.14e+OO 
2 0 6 l .85e-03 4.94e-04 2 6 0 2.89e+OO 7.72e-Ol 
4 0 0 1.50e+OO 4.14e-01 4 0 0 l.50e+OO 4. 14e-Ol 
4 0 1 2.14e-Ol 5.90e-02 4 1 0 1.49e-02 4.lOe-03 
4 0 2 2.57e-02 7.09e-03 4 2 0 4.82e-01 l.33e-01 
4 0 3 7.08e-04 l .95e-04 4 3 0 4.99e-01 l.38e-Ol 
4 0 4 2.00e-03 5.52e-04 4 4 0 3.7le-Ol l.02e-01 
4 0 5 9.7 le-04 2.68e-04 4 5 0 2.34e-Ol 6.45e-02 
4 0 6 3.69e-04 l.02e-04 4 6 0 l.32e-01 3.63e-02 
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Table A.6: Error in approximating e-lOx over [O, 5] with a= 1 
Rational lnterpolant Polynomial lnterpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 7.55e+OO l.18e+Ol 0 0 0 7.55e+OO l.18e+Ol 
0 0 1 9.32e-Ol l.45e+OO 0 1 0 7.80e+Ol l.22e+02 
0 0 2 2.45e-Ol 3.8le-Ol 0 2 0 8.00e+02 l.25e+03 
0 0 3 8.60e-02 1.34e-Ol 0 3 0 7.2le+03 l.12e+04 
0 0 4 3.45e-02 5.38e-02 0 4 0 5.53e+04 8.63e+04 
0 0 5 l.48e-02 2.31e-02 0 5 0 3.68e+05 5.74e+05 
0 0 6 6.62e-03 l .03e-02 0 6 0 2.18e+06 3.39e+06 
2 0 0 8.09e+OO 1.26e+OI 2 0 0 8.09e+OO l.26e+Ol 
2 0 1 9.12e-Ol l.42e+OO 2 I 0 l.26e+02 l.97e+02 
2 0 2 2.40e-Ol 3.74e-OI 2 2 0 2.04e+03 3.18e+03 
2 0 3 8.48e-02 l.32e-Ol 2 3 0 2.65e+04 4.13e+04 
2 0 4 3.4l e-02 5.32e-02 2 4 0 2.72e+05 4.24e+05 
2 0 5 l .47e-02 2.29e-02 2 5 0 2.30e+06 3.58e+06 
2 0 6 6.56e-03 l .02e-02 2 6 0 l.65e+07 2.57e+07 
4 0 0 7.9le+OO 1.23e+Ol 4 0 0 7.9le+OO l.23e+Ol 
4 0 I 9.39e-01 l.46e+OO 4 I 0 9.37e+Ol l.46e+02 
4 0 2 2.45e-Ol 3.82e-Ol 4 2 0 l.13e+03 l.77e+03 
4 0 3 8.60e-02 l.34e-Ol 4 3 0 l.20e+04 l.87e+04 
4 0 4 3.45e-02 5.38e-02 4 4 0 l.07e+05 l .66e+05 
4 0 5 l.48e-02 2.3le-02 4 5 0 8.13e+05 l.27e+06 
4 0 6 6.62e-03 l.03e-02 4 6 0 5.42e+06 8.46e+06 
Table A. 7: Error in approximating e- lOx over [O, 5] with a = 3 
Rational Interpolant Polynomial Interpolant 
/3 m n Abs. Error Rel. Error /3 m n Abs. Error Rel. Error 
0 0 0 4.86e+OO 7.57e+OO 0 0 0 4.86e+OO 7.57e+OO 
0 0 I 8.0le-01 l .25e+OO 0 I 0 l.9l e+OI 2.98e+Ol 
0 0 2 2.30e-01 3.59e-Ol 0 2 0 5.06e+Ol 7.88e+OI 
0 0 3 8.32e-02 l.30e-Ol 0 3 0 1.0le+02 l .58e+02 
0 0 4 3.37e-02 5.26e-02 0 4 0 l.64e+02 2.56e+02 
0 0 5 l.45e-02 2.27e-02 0 5 0 2.22e+02 3.46e+02 
0 0 6 6.49e-03 1.0le-02 0 6 0 2.59e+02 4.04e+02 
2 0 0 5.85e+OO 9.lle+OO 2 0 0 5.85e+OO 9.1 l e+OO 
2 0 1 8.33e-01 l.30e+OO 2 I 0 5.34e+Ol 8.32e+Ol 
2 0 2 2.33e-01 3.63e-Ol 2 2 0 7.08e+02 l.10e+03 
2 0 3 8.36e-02 1.30e-Ol 2 3 0 8.95e+03 l.40e+04 
2 0 4 3.38e-02 5.27e-02 2 4 0 9.24e+04 l .44e+05 
2 0 5 l.46e-02 2.27e-02 2 5 0 7.85e+05 l .22e+06 
2 0 6 6.5 1e-03 l.Ole-02 2 6 0 5.66e+06 8.82e+06 
4 0 0 4.46e+OO 6.96e+OO 4 0 0 4.46e+OO 6.96e+OO 
4 0 I 7.82e-Ol l.22e+OO 4 I 0 l.06e+Ol l.65e+Ol 
4 0 2 2.28e-01 3.55e-01 4 2 0 5.69e+OI 8.87e+Ol 
4 0 3 8.28e-02 l.29e-OI 4 3 0 9.07e+02 l.4le+03 
4 0 4 3.36e-02 5.24e-02 4 4 0 7.57e+03 l.18e+04 
4 0 5 l .45e-02 2.26e-02 4 5 0 5.06e+04 7.89e+04 
4 0 6 6.47e-03 l.Ole-02 4 6 0 2.96e+05 4.6 le+05 
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