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Введение
Исследования последних лет показали, что разнообразие, 
наблюдаемое в поведении нелинейных динамических систем, 
можно свести к анализу относительно простых инвариантных 
многообразий и их качественных преобразований (бифурка­
ций). Так, например, одним из стандартных сценариев пере­
хода от порядка к хаосу [18, 95] служит цепь последователь­
ных бифуркаций: положение равновесия (точка покоя) -  пери­
одические колебания (цикл) -  квазипериодические колебания 
(тор) -  хаотические колебания (странный аттрактор). Каждый 
такой переход сопровождается потерей устойчивости простого 
многообразия и рождением нового, более сложного устойчиво­
го многообразия. Присутствие случайных возмущений, связан­
ных как с внешними неконтролируемыми воздействиями, тале и 
внутренними параметрическими флуктуациями, может суще­
ственно повлиять на тонкий механизм бифуркаций и вызвать 
неожиданные качественные изменения в поведении системы. 
Анализ стохастической устойчивости соответствующих коле­
бательных режимов является здесь ключевым моментом в по­
нимании механизма сложных явлений нелинейной динамики. 
Разработка методов управления даст возможность, придавая 
аттракторам те или иные желаемые вероятностные свойства, 
решать важные прикладные задачи синтеза систем с требуе­
мыми наперед заданными характеристиками.
В современной теории случайных процессов имеется боль­
шое количество различных динамических моделей, отражаю­
щих те или иные вероятностные особенности исследуемых ре­
альных систем. В данной работе рассматривается классическая 
модель -  система стохастических дифференциальных уравне­
ний Ито. Первым примером стохастического дифференциаль­
ного уравнения в физике было уравнение Ланжевена [64, 223],
которое оказалось идейно связано с предложенной Эйнштей­
ном и Смолуховским [123] конструкцией броуновского движе­
ния. Развитие математической теории броуновского движения, 
начатое в работах Винера [272] и Леви [65], привело к разра­
ботке его формальных моделей -  винеровского процесса и мар­
тингала.
Построение теории стохастических дифференциальных урав­
нений с использованием соответствующих разностных уравне­
ний дано в работах С. Н. Бернштейна [19] и И. И. Гихмана [29]. 
Другой подход, опирающийся на конструкцию стохастического 
интеграла по винеровскому процессу, использовал Ито [42,206]. 
Его простое и удобное построение решения стохастического 
уравнения и соответствующее стохастическое исчисление (фор­
мула Ито) является общепринятым и хорошо представлено в 
научно-методической литературе (см. [31, 38, 75, 76, 101, 132]). 
Система стохастических уравнений Ито служит базовой мо­
делью в современной теории стохастической устойчивости и 
управления [13, 26, 58, 62, 116, 119, 121, 133, 279]. Дальней­
шая разработка стохастического анализа привела к появлению 
новых конструкций и более общих схем (интеграл Стратоно- 
вича [112], интегралы по мартингалам и точечным процессам 
[25]), позволяющих существенно расширить класс стохастиче­
ских дифференциальных уравнений. В настоящее время стоха­
стические дифференциальные уравнения имеют хорошо разра­
ботанную формальную математическую теорию и разнообраз­
ные приложения.
Современная теория устойчивости и управления стохасти­
ческими системами охватывает широкий круг актуальных за­
дач, включает большое число разнообразных методов, имеет 
прочные связи с другими разделами математики и многочис­
ленные приложения.
Ее становление относится к 60-м гг. XX столетия и связано
с именами Н. Н. Красовского, Р. 3. Хасьминского, Г. Дж. Куш- 
нера (Y. J. Kushner), У. Флеминга (W. Н. Fleming).
Теория стохастической устойчивости отличается разнообра­
зием задач и методов их решения. Это связало с двумя обстоя­
тельствами: существованием большого количества типов веро­
ятностных динамических моделей и наличием нескольких раз­
личных видов стохастической устойчивости. Материал, пред­
ставленный в монографии, примыкает к той части этой тео­
рии, в которой для инвариантных многообразий стохастиче­
ских дифференциальных уравнений Ито исследуется экспонен­
циальная устойчивость в среднем квадратичном методом сто­
хастических функций Ляпунова.
Метод стохастических функций Ляпунова, начиная с осно­
вополагающих работ [45, 56], является теоретическим фунда­
ментом анализа устойчивости и стабилизации стохастических 
систем. Этот метод позволил не только распространить на сто­
хастические уравнения базовые конструкции классической тео­
рии детерминированной устойчивости, но и получить новые 
интересные результаты, отражающие особенности, присущие 
только вероятностным системам. Возможности метода функ­
ций Ляпунова в применении к системам случайной структуры 
продемонстрированы в [44, 102].
Случай, когда инвариантное многообразие есть точка по­
коя, рассматривается давно, достаточно хорошо исследован и 
имеющиеся здесь результаты уже составляют глубоко разрабо­
танную часть общей теории стохастической устойчивости нели­
нейных динамических систем.
Следующим за точкой покоя в цепи бифуркаций инвариант­
ных многообразий идет предельный цикл. Предельный цикл 
является математической моделью автоколебаний, наблюдае­
мых в системах самой различной природы -  электронных ге­
нераторах, механических конструкциях, химических реакциях,
сообществах живых организмов. Исследование детерминиро­
ванной устойчивости периодических решений на плоскости на­
чалось с работ Ляпунова и Пуанкаре. Для общего случая пре­
дельных циклов многомерных систем основные результаты де­
терминированного варианта теории устойчивости (теорема Ан­
дронова -  Витта и ее аналоги [7, 35, 47, 118]) были получены с 
помощью теории Флоке в русле первого метода Ляпунова еще 
в 30-х гг. Соответствующие конструкции функций Ляпунова, 
необходимые для анализа устойчивости стохастически возму­
щенных предельных циклов, долгое время отсутствовали.
Исследование воздействий случайных возмущений на пове­
дение автоколебаний нелинейных систем было начато в работе 
Л. С. Понтрягина, А. А. Андронова, А. А. Витта [103]. В даль­
нейшем эти исследования были продолжены в большом числе 
работ и отражены в монографиях [8,10,22, 37, 84,104,111, 205, 
263], посвященных флуктуациям в радиофизических и механи­
ческих системах.
Под воздействием стохастических возмущений случайные 
траектории системы покидают замкнутую орбиту детермини­
рованного предельного цикла и формируют вокруг него неко­
торый пучок. Благодаря устойчивости цикла плотность рас­
пределения вероятности случайных состояний в этом пучке 
стабилизируется. Установившееся вокруг цикла стационарное 
вероятностное распределение определяет соответствующий сто­
хастический аттрактор -  стохастический предельный цикл. Для 
теории случайных нелинейных колебаний несомненный инте­
рес представляют исследования стохастических предельных цик­
лов как вблизи точки бифуркации Андронова -  Хопфа (квази- 
гармонические колебания), так и в зоне параметров, удаленной 
от этой точки (релаксационные колебания). Стохастически воз­
мущенные предельные циклы изучались в [63, 89, 90, 142, 170, 
175, 191, 192, 218, 230, 240, 262, 267].
Связанные с шумами качественные эффекты, наблюдаемые 
в зоне рождения цикла, исследовались в работах [93, 134, 153, 
166, 187, 225, 226, 227, 237, 239]. Существенная неравномер­
ность стохастических пучков вдали от точки бифуркации ис­
следовалась в [126, 172, 221, 241].
Развитие теории нелинейных систем, вызванное открытием 
хаотических осцилляций, разработка общих сценариев разру­
шения регулярных колебаний, связанных с последовательны­
ми бифуркациями удвоения периода, поставили новые актуаль­
ные задачи исследования стохастических возмущений сложных 
пространственных многооборотных предельных циклов.
Сложности аналитического описания вероятностных харак­
теристик стохастических аттракторов размерности три и вы­
ше заставили исследователей обратиться к методам прямого 
численного моделирования случайных траекторий. Это стиму­
лировало разработку численных методов решения стохастиче­
ских дифференциальных уравнений. Полученные в этом на­
правлении теоретические результаты представлены в моногра­
ф и и  [00, 80, 216, 317, 234].
Численцдму исследованию ШМ&ФЩРШ мр^вле  ^Ррсслера 
и Ляррцца в прнрутствид случайных возмущений досвящрш 
работы [9, 10, 50, 127, 2Ц, ?§3].
Следующее по рлдлсцрстц за цивдо^ инрарцантнре много­
образно -  тор. Этрт объект, сгаврдай (слассизр^Н^ ра­
бот Пуанкаре, Данжуа и Арнольда [12], достаточно подроб­
но ррследовался с точки зрении ргр структурной ypxgflHpp- 
сти (КАМ-теории). А щ щ  0Щ )МИЩ В§Ш Ф УРЮЙШвт 
тороидальных ДВДЩЩЙ К вдомущедш реальных данных по- 
сващецы работа (§4) 48, 49, 94, 110].
бифуркации тороидальных многообразий исследовались в 
[83, 131, 208, 212].
Поведение стохастически возмущенной системы исчерпы­
вающим образом (в терминах переходной плотности распреде­
ления) описывается уравнением Фоккера -  Планка -  Колмо­
горова. Непосредственное использование этого уравнения да­
же в простейших ситуациях (например, когда рассматривается 
стационарно-распределенное состояние автоколебательной си­
стемы с одной степенью свободы) весьма затруднительно. Важ­
ный для практики случай -  воздействия малых помех -  при­
водит к известным проблемам анализа уравнений с малыми 
коэффициентами при старших производных.
В настоящее время известны различные подходы, позволя­
ющие для искомых вероятностных характеристик найти соот­
ветствующие приближения. Разработан метод, основанный на 
замене исследуемого процесса на эквивалентный гауссовский. 
Аналитически этот метод сводится к обрыву бесконечномер­
ной последовательности уравнений для моментов высших по­
рядков, когда ограничиваются лишь первыми двумя момента­
ми. Для случая квазигармонических колебаний данный прием 
использовался в [263]. Подход, связанный со стохастическим 
усреднением в русле метода малого параметра теории возму­
щений, рассмотрен в работах [37] и [111].
Для систем с малыми случайными возмущениями в работе 
А. Д. Вентцеля и М. И. Фрейдлина [26] предложен подход, ис­
пользующий некоторую специально конструируемую функцию 
Ляпунова -  квазипотенциал, с помощью которой можно нахо­
дить асимптотику ряда важных вероятностных характеристик 
выхода случайных траекторий из области (задача о выбросах), 
содержащей устойчивое предельное множество исходной детер­
минированной системы. Применительно к точке покоя данный 
подход в рамках теории больших уклонений развивался в ра­
ботах [159, 173]. Метод квазипотенциала для предельного цик­
ла рассматривался в работах [90, 169, 170, 171, 191, 192, 230, 
240, 262], а для более сложных фрактальных аттракторов -  в
[174, 193]. Теории больших уклонений в анализе стохастиче­
ских дифференциальных уравнений на торе посвящена работа 
[27].
Разнообразие форм аттракторов, наблюдаемых в нелиней­
ных динамических системах, заставляет искать общие подхо­
ды, которые позволили бы охватить единой теорией как уже 
исследованные, так и потенциально возможные случаи. Таким 
направлением является качественная теория динамических си­
стем с произвольными инвариантными многообразиями. В де­
терминированном случае теория общих инвариантных много­
образий развивалась в работах [23, 99, 100, 128, 158, 184, 200, 
213, 273].
Общие вопросы, касающиеся многообразий и аттракторов 
стохастических систем, рассматривались в [20, 130, 133, 152, 
157, 176, 236, 256, 257, 258].
Одним из актуальных разделов естествознания, где находит 
применение современная теория устойчивости вероятностных 
нелинейных процессов, является стохастический анализ дина­
мических систем при переходе от ламинарного режима к тур­
булентному.
В последние годы и особенно после оригинальной работы 
[268] активно развивается теория такого перехода, основанная 
на свойстве ненормальности оператора динамической системы. 
Ненормальность линеаризованного уравнения Навье -  Сток­
са приводит к всплеску возмущений даже в случае устойчиво­
сти равновесного состояния. Нелинейность системы приводит к 
дальнейшему усилению малых начальных возмущений. В ре­
зультате переход к турбулентности происходит не вследствие 
линейной неустойчивости стационарного ламинарного потока, 
а в результате сочетания ненормальности, порождающей вы­
сокую чувствительность к возмущениям, и нелинейности, пе­
реводящей систему в бассейн притяжения турбулентного pe­
жима. Обзоры исследований этого явления имеются в работах 
[140, 160, 194, 259].
Некоторые теоретические исследования, посвященные сто­
хастически возмущенным динамическим системам с ненормаль­
ным оператором, представлены работами [149, 177, 178].
Свойство ненормальности играет важную роль и в пони­
мании природы генерации больших магнитных полей в астро­
физических объектах. Хорошо известно, что магнитное поле 
генерируется турбулентным потоком электропроводящей жид­
кости. Результаты исследования целого ряда моделей, описыва­
ющих динамику возникающих магнитных полей, представлены 
в обзоре [271].
Традиционно явление генерации магнитного поля связыва­
ют с переходом системы из зоны устойчивости (субкритиче- 
ский случай) в зону неустойчивости (суперкритический слу­
чай). С точки зрения классической теории детерминированной 
устойчивости генерация магнитного поля должна наблюдаться 
лишь в суперкритическом случае. Однако в работах [179, 180] 
было показано, что вследствие ненормальности возможна ге­
нерация поля и в зоне параметров, относящихся к субкрити- 
ческому случаю. Такой субкритический переход из нулевого 
равновесия в области, где действуют уже значительные по ве­
личине магнитные поля, невозможно удовлетворительно объ­
яснить, оставаясь в рамках чисто детерминированной теории. 
Важность влияния шума в проблеме генерации магнитного по­
ля сейчас общепризнанна. Стохастическая динамика магнит­
ных полей рассматривалась в работах [180, 202, 203].
Таким образом, понимание природы генерации магнитного 
поля предполагает учет трех факторов: нелинейности, стоха- 
стичности и ненормальности.
Задачи управления колебаниями в нелинейных динамиче­
ских системах исследуются достаточно давно. Необходимость
в стабилизации неустойчивых периодических решений (орбит) 
возникает при устранении вибраций механических конструк­
ций, подавлении шумов и нежелательных гармоник в системах 
связи и электронных устройствах, локализации возможных от­
клонений от требуемых характеристик в формируемых перио­
дических режимах. Наряду с задачей стабилизации, связанной 
с подавлением нежелательных колебаний, рассматривается за­
дача возбуждения заданного колебательного режима. Подоб­
ная задача встречается при разработке вибрационных меха­
низмов, акустических и электронных генераторов. Необходи­
мость согласования во времени состояний взаимодействующих 
колебательных систем привела к задачам управления синхро­
низацией.
В настоящее время результаты исследований по управле­
нию колебаниями составляют глубоко разработанную теорию, 
основное содержание которой представлено работами [1, 2, 4, 
33, 40, 46, 57, 69, 70, 71, 87, 114, 115, 117, 122, 125, 139, 150, 155, 
185, 186, 188, 243, 269, 280].
В последнее время в теории управления нелинейными коле­
бательными системами появилось и активно разрабатывается 
новое научное направление -  управление хаосом. Всплеск ин­
тереса к задачам управления хаотическими аттракторами свя­
зывают с выходом в 1990 г. работы Т. Ott, С. Grebogi, G. Jorke 
[242]. Здесь наряду с традиционными задачами подавления ха­
оса, когда целью управления является преобразование хаотиче­
ского аттрактора в регулярный (предельный цикл или точку 
покоя), рассматриваются задачи возбуждения в управляемой 
системе хаотических колебаний, построения генераторов хаоса. 
Генераторы хаоса активно используются в области защиты ин­
формации. Соответствующее научное направление (controlling 
chaos) представлено работами [3, 5, 6, 77, 78, 79, 80, 81, 82, 129, 
156, 161, 162, 163, 164, 165, 197, 204, 210, 229, 244, 261, 281].
Вопросы управления колебаниями в системах со случайны­
ми возмущениями рассматривались в работах [46, 89].
Данная монография состоит из трех глав. Первая глава 
посвящена анализу экспоненциальной устойчивости в средне­
квадратичном инвариантных многообразий динамических си­
стем, в которых случайные возмущения вырождаются на де­
терминированном аттракторе. Случай, когда стохастические 
возмущения действуют и на многообразии, рассмотрен во вто­
рой главе. В третьей главе рассматривается задача стабилиза­
ции.
1. Среднеквадратичная устойчивость
1.1. Инвариантные многообразия.
Стохастическая устойчивость
Рассмотрим автономную систему обыкновенных дифферен­
циальных уравнений в n-мерном евклидовом пространстве
dx = f (x)  eft, x , f e  Rn, (1.1)
где f(x) -  достаточно гладкая вектор-функция.
Предполагается, что система (1.1) имеет гладкое компакт­
ное инвариантное многообразие Ж С Rn.
Рассмотрим в некоторой окрестности U многообразия Ж 
функции
у(х) = argmin ||х -  у\\, д(х) = х -  7 (3),
где | • | -  евклидова норма, у(х) -  ближайшая к х точка много­
образия Ж, а, л (х) -  вектор отклонения х от Ж. Предполагает­
ся, что для системы (1.1) окрестность U инвариантна. Функция 
у(х) в общем случае может быть многозначной. Однако вбли­
зи достаточно гладкого многообразия М все обстоит просто.
При рассмотрении вопросов устойчивости окрестность U мож­
но считать достаточно малой. При этом 7 (х ) и д(х) будут в U 
однозначными и гладкими функциями [39].
Определение 1.1. Инвариантное многообразие Ж назы­
вается экспоненциально устойчивым (Э-устойчивым) для си­
стемы (1.1) в U, если при некоторых К  > О, I > 0 для всех 
t ^ 0 выполняется условие
||д(х(())|| «  * е - “ ||лЫ 1,
где x{t) -  решение системы (1.1) с начальным условием х(0) = 
=  х0 е  U.
Стандартной моделью при анализе устойчивости детерми­
нированной системы (1.1) к воздействию случайных возмуще­
ний является система стохастических уравнений Ито [119]
т
dx =  f (x )dt  +  У У Г(х) dwr(t), x , f , a r e  Rn. (1.2)
Г=1
Здесь wr(t) (r = 1, -  независимые стандартные вине-
ровские процессы, заданные на вероятностном пространстве 
(Л,СГ, Р), /(х ) и <тг(х) -  достаточно гладкие вектор-функции. 
Для того чтобы многообразие Ж оставалось инвариантным и 
для системы (1.2), предполагается
0г|м =  0- (1*3)
Будем считать, что окрестность U инвариантна и для стоха­
стической системы (1.2).
Определение 1.2. Инвариантное многообразие Ж называ­
ется экспоненциально устойчивым в среднем квадратическом 
(ЭСК-устойчивым) для системы (1.2) в U, если при некоторых 
К  > О, I > 0 для всех t ^ 0 выполняется условие
Е||д(*(<))||2 < Ке~и Е||д(х0)||2, (1.4)
15
где x(t) -  решение стохастической системы (1.2) с начальным 
условием х(0) =  хо Е U.
Отметим, что для начальных значений xq Е М решение 
x(t) также лежит на М, д(ж(£)) =  0 и условие (1.4) выполня­
ется тривиально. Это означает, что определение 1.2 никак не 
связано с динамикой системы (1.2) на самом многообразии, а 
описывает поведение траекторий вне М.
Изучение компактных инвариантных многообразий дина­
мических систем имеет большую историю и привело к ряду 
важных математических проблем. Здесь можно отметить за­
дачу анализа структурной устойчивости многообразий при ма­
лых возмущениях динамической системы, вопросы топологи­
ческой эквивалентности двух динамических систем, совпадаю­
щих на М (см. [158, 184, 200, 213, 273]). При этом большин­
ство известных результатов как для детерминированного, так 
и для стохастического случая касается особенностей поведения 
траекторий лишь на самом многообразии либо получены при 
дополнительных предположениях, связанных с таким поведе­
нием.
Следует подчеркнуть, что в данной работе не делается ни­
каких предположений о поведении решений на самом много­
образии М. Целью работы является исследование грубых ди­
намических свойств системы, связанных с экспоненциальным 
притяжением траекторий к многообразию в его малой окрест­
ности.
В теории динамических систем со случайными возмущени­
ями рассматриваются (см. [30, 45, 62, 119, 133, 233] и библио­
графию к ним) различные виды стохастической устойчивости: 
по вероятности, с вероятностью единица; устойчивость в целом 
и асимптотическая; экспоненциальная p-устойчивость, касаю­
щаяся поведения моментов р-го порядка. Большая литература 
(см. [135, 136, 137, 138, 151] и библиографию к ним) посвяще­
на изучению количественных характеристик асимптотического 
поведения решений стохастических систем: ляпуновские экспо­
ненты моментов разного порядка, индекс устойчивости.
В данной работе исследуется только один вид стохастиче­
ской устойчивости -  экспоненциальная устойчивость в среднем 
квадратичном. ЭСК-устойчивость среди вышеназванных явля­
ется самой сильной. В детерминированном случае экспоненци­
альная устойчивость положения равновесия была исследована 
в [52]. Именно для данного типа устойчивости методом функ­
ций Ляпунова удалось доказать теорему об устойчивости по 
первому приближению и получить окончательный результат в 
форме необходимых и достаточных условий.
Метод стохастических функций Ляпунова, начинал с осно­
вополагающих работ [45, 53, 56], является теоретическим фун­
даментом анализа устойчивости стохастических систем. Этот 
метод позволил не только распространить на стохастические 
уравнения базовые конструкции классической теории детер­
минированной устойчивости, но и получить новые интересные 
результаты, отражающие особенности, присущие только веро­
ятностным системам.
Метод стохастических функций Ляпунова для случая точ­
ки покоя рассматривается давно, достаточно хорошо исследо­
ван и имеющиеся здесь результаты (см. [62, 119, 133]) уже со­
ставляют глубоко разработанную часть общей теории стохасти­
ческой устойчивости нелинейных динамических систем. Соот­
ветствующие аналоги функций Ляпунова для предельных цик­
лов -  орбитальные функции Ляпунова -  были введены в [87] 
для детерминированных систем и применялись в [14, 15,16, 17, 
89, 90, 108, 143, 144, 145, 146, 147] при анализе стохастической 
устойчивости и чувствительности стохастических нелинейных 
осцилляторов. Метод вращающих функций Ляпунова исполь­
зовался в [96] для получения достаточных признаков суще­
ствования периодических решений внутри торов. Некоторый 
вариант метода функций Ляпунова, позволяющий получать 
достаточные условия устойчивости торов, представлен в [110]. 
Дальнейшая разработка метода функций Ляпунова позволила 
получить необходимые и достаточные условия экспоненциаль­
ной устойчивости двумерных тороидальных многообразий как 
в детерминированном [109], так и стохастическом случае [250]. 
На общие инвариантные многообразия детерминированных си­
стем этот метод был распространен в [253].
В следующем разделе представлена общая теория метода 
стохастических функций Ляпунова, ориентированная на ана­
лиз ЭСК-устойчивости компактных инвариантных многообра­
зий.
1.2. Квадратичные функции Ляпунова.
Критерий ЭСК-устойчивости
Рассмотрим в окрестности U многообразия М функцию 
Ляпунова v(x):
v|u ^ о, u|m =  0, v|u\M > 0. (1.5)
При доказательстве теорем об устойчивости точек покоя в ка­
честве функций Ляпунова используются стандартные положи­
тельно определенные квадратичные формы [35, 52].
В случае инвариантных многообразий соответствующий 
класс функций Ляпунова определяется следующим Образом.
Определение 1.3. Функция v(x) называется М-квадра­
тичной, если йри некоторых fci > 0, k<i > 0 для всех х е U 
выполняются неравенства
М д (* )112 < < ;(* К М д (а 0112- ( i -б)
Рассмотрим производящий дифференциальный оператор [119]
Lv(x) =  (.f (x ), +  1 5 ^  ^ г(ж), |^(ж)стг(а;))
исследуемой стохастической системы (1.2). Используя этот опе­
ратор и М-квадратичные функции Ляпунова, можно получить 
следующий критерий, представляющий собой распространение 
на случай гладких компактных инвариантных многообразий 
классических результатов [52, 119].
Теорема 1.1. Для ЭСК-устойчивости компактного инвари­
антного многообразия М системы (1.2) в окрестности U необ­
ходимо, чтобы для любой и достаточно, чтобы для некоторой 
М-квадратичной функции Ляпунова w(x), существовала М- 
квадратичная функция Ляпунова v(x) такая, что в U спра­
ведливо равенство
Lv(x) — —w(x). (1.7)
Доказательство. Необходимость. Пусть в некоторой окрест­
ности U многообразия Ж определена гладкая функция 7(х), 
система (1.2) является инвариантной, а многообразие Ж -  ЭСК- 
устойчивым. Для каждого х 6 U определено решение х(£) = 
= X(t , х) системы (1.2) с начальным условием х(0) =  Х(0, х) = 
= х . При всех х € U и t > 0 решение x(t) € U. Для произволь­
ной М-квадратичной функции w(x) в силу ЭСК-устойчивости 
JVC для системы (1.2) величина Еw(X(t,x)) при любом х € U 
экспоненциально убывает. Это позволяет определить в U функ­
цию
оо
v{x) = Е J  w(X(t,x))<It. (1.8)
о
Функция v(x) является функцией Ляпунова: для v(x) выпол­
няются соотношения (1.5) и v(x) -  М-квадратична. Для v(x)
справедливо равенство
t
Ev(X(t,x)) — i;(x) =  —E J  w(X(t, x))dr. (1.9)
о
С другой стороны, по формуле Ито имеем
t
Ev(X(t,x)) — v(x) =  Е J  Lv(X(r,x))dr. (1-Ю)
о
Из (1.9), (1.10) следует, что
| (E V(X (t,x)))|t=0 = Lv(x) =  -w(x).
Как видим, функции v(x) и w(x) действительно связаны соот­
ношениями (1.7).
Достаточность. Для М-квадратичных функций v(x) и w(x) 
справедливы неравенства
*llK®)ll2 < w(x) ^Л2||д(а:)||2 , ,
Л3||д(х)||2 < Ц х) , ki >  0,(t =  1,2,3).
Из (1.7) и (1.11) следует, что
Lv{x) < -^ и (х ) . (1.12)
«2
Из (1.10) вытекает
j t (Ev(X(t,x))) =  ELv(X(t,x)). (1.13)
Из (1.12) и (1.13) следуют неравенства
-IT*Ev(X(t,x))) < e 2^ Ev(x). (1-14)
Вновь используя (1.11), получаем неравенства
- —t
Е||д(Х(<,х))||2 < *2 Е||д(х)||2,
означающие ЭСК-устойчивость многообразия М. Достаточность 
доказана.
Теорема 1.1 сводит вопрос об ЭСК-устойчивости системы
(1.2) к анализу разрешимости уравнения Ляпунова (1.7) вблизи 
многообразия Ж.
Классическая теория детерминированной устойчивости [86] 
в случае, когда инвариантным многообразием изучаемой нели­
нейной системы является точка покоя или предельный цикл, 
для исследования локальной (вблизи М) разрешимости соот­
ветствующего уравнения Ляпунова привлекает некоторую вспо­
могательную линейную систему -  систему первого приближе­
ния. Системой первого приближения служит система линей­
ных дифференциальных уравнений с постоянной (для точки 
покоя) или периодической (в случае цикла) матрицей. В слу­
чае общих инвариантных многообразий роль систем первого 
приближения играют так называемые линейные расширения 
[23, 24, 158, 213, 255, 260, 270]. Соответствующая конструкция 
стохастического линейного расширения, необходимая в анали­
зе ЭСК-устойчивости многообразия М системы (1.2), вводится 
в следующем разделе.
1.3. Стохастические линейные расширения.
Р-устойчивость
С каждым х е Ж  свяжем Тх -  касательное подпространство 
к М в точке х и Nx -  ортогональное дополнение к Тх в Rn
(см. в [158] главу 1, раздел 7). Если dimM =  s, то dimTj = s 
и dimNj; =  п — s. Важную роль в последующих построениях 
играет Рх -  оператор ортогонального проектирования векторов 
из Rn на подпространство Nx.
Рассмотрим локальные свойства функции Ляпунова v(x) 
вблизи многообразия М. Запишем разложение v(x) по форму­
ле Тейлора
v(x) =  v(7) +  ( ^ ( 7), * -  7)  +   ^ (я  -  7. ~ Т')) +
+  0 (|| х-7 ||3).
Для 7 =  7(х) с учетом (1.5) имеем
«(*) = i  (д (х), 0 (7 (х))а(х)) + 0(||А(х)||3). (1.15)
Первым приближением v{x) в малой окрестности U многооб­
разия М является квадратичная форма (д(х), V (7(х))д(х)) с
матрицей V{x) =  ^-^-^(х). Здесь играют роль лишь значения 
2 ох*
V{x) на М.
Предложение 1.1. Пусть функция v(x) удовлетворяет усло-
1 d v^вию (1.5). Тогда матричная функция V(x) =  -^ -^ (х ) является2 ох*вырожденной:
Vx € М Vz € Тх V(x)z =  0. (1.16)
Доказательство. Возьмем произвольные х € Ми z € Тх. 
Рассмотрим на многообразии М параметрически заданную глад­
кую кривую у(е): у(е) € М при любом е € [0,ео]> £о > 0, 
dvу(0) = х, — (0) =  z. Из (1.5) следует, что 
а£
! « « ) ) - а
Дифференцируя это тождество по е, получаем
откуда при е =  0 сразу следует (1.16).
Рассмотрим пространство Е, состоящее из всех симметри­
ческих п х n-матричных функций, определенных и достаточ­
но гладких на многообразии М и удовлетворяющих условию 
(1.16). Для элементов V Е Е вследствие условия вырожденно- 
сти (1.16) rankV(x) < n — s.
Таким образом, у функции Ляпунова v(x) с условиями (1.5) 
матрица вторых производных V(x ) является элементом про­
странства Е.
В теореме 1.1 используются функции Ляпунова с более силь­
ными условиями (1.6). Требование М-квадратичности у v{x) 
связано со следующим свойством P-положительной опреде­
ленности матричной функции V  Е Е.
Определение 1.4. Матричная функция V(x) 6 Е называ­
ется Р-положительно определенной, если выполняется следу­
ющее условие:
Vx € М V ze  Rn Pxz ф 0 => (z,V(x)z) > 0.
В пространстве Е мы будем рассматривать конус
Х = {V  Е Е | У(х) — неотрицательно определенная
матрица V х е М}
и множество его внутренних элементов
%Р = {V € Y, \ V — Р-положительно определенная}.
Отметим (см. ниже утверждения 1.3, 1.4), что конус X -  те­
лесный и нормальный [51].
Предложение 1.2. Если функция V(x) -  неотрицательно 
определенная (У € ЗС), то при некотором М  > 0 выполняется 
неравенство
Vx € М Vz € Rn 0 < (z, V(x)z) < M\\Pxz\\2. (1.17)
Если функция V{x) -  P-положительна (V € X р), то при неко- 
торых т > О, М  > 0 выполняются неравенства
Vx € М Vz € Rn m\\Pxz f  ^  (z, V{x)z) ^ M\\Pxz\\2. (1.18)
Доказательство. Рассмотрим для V(x) € X  сингулярное 
разложение
V(x) =  Ai(x)vi (x)vj  (x) +  ... +  An(x)un(x)u^(x),
где 0 ^ Ai(x) ^ ... ^ An(x) -  собственные значения, a vi(x),..., 
vn(x) -  соответствующие ортонормированные собственные век­
торы неотрицательно определенной матрицы V(x) ( т -  знак 
транспонирования).
Вследствие вырожденности (1.16), считая, что t>i(x), ..., 
v„(x) -  базис Тх (s =  dimT-e), a ue+i(x), ...,vn(x) -  базис Nx, 
имеем Ai(x) =  ... =  Ae(x) =  0 и
П
У (х )=  ^2  Ai(x)vi(x)vj{x). (1.19)
t = S + l
Для произвольного z € Rn из (1.19) следует
П
О ^ (z, V(x)z) =  5^Aj(x)z?(x), (1.20)
1=1
где Zi(x) =  (vi(x)jz). Из (1.20) для
М  = шах Ап(х) хеж
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Г И 12 =  Ё  2.?м
t=5+l
следует (1.17).
Пусть V € Хр. Тогда As+i(x) > 0. Положив
т =  minAs+i(x), х€М
из (1.20) получим (1.18).
Предложение 1.3. Для того чтобы функция v(x) была М-
квадратичной в некоторой окрестности U, необходимо и доста-
1точно, чтобы функция V(x) =  -  *^2 (х) была Р-положительной.
Доказательство. Необходимость. Пусть v(x) является 
М-квадратичной. Докажем, что V Е Хр. Предположим про­
тивное:
З7 Е М 3 z e R n 0 и ^ (7)2 =  0.
Возьмем х =  7 +  ez\, где 21 =  Р72. Тогда 7(х) =  7 , д(х) =  
= £21, ^ (7)2 = ^ (7)21 = 0 и, с учетом (1.15), получаем
v{x) =  0 (||д(ж)||3).
Данное соотношение означает, что функция v(x) не является 
М-квадратичной. Полученное противоречие доказывает необ­
ходимость.
Достаточность. Пусть V Е Хр. Из (1.15), (1.18) сразу сле­
дует, что v(x) в достаточно малой окрестности U будет М- 
квадратичной.
Перейдем теперь к линейным расширениям -  вспомогатель­
ным динамическим системам, отражающим основные особен­
ности эволюции решений исходных нелинейных уравнений вбли-
зи многообразия М. Поставим в соответствие детерминирован­
ной системе (1.1) систему
(1.21)
(1.22)
dx = f (x) dt, х £ М, 
dz =  F(x)zdt, z € Rn,
а стохастической системе (1.2) систему
dx =  f(x)dt, x € M,
m
dz — F(x)zdt +  X) ST{x)zdwr(t), z € Rn,
r = l
где
F(x) =  ^ ( x ) ,  Sr(x) =  ^ ( x ) .
Матричные функции Sr(x), вследствие (1.3), являются вы­
рожденными:
V i 6 M V z e T t Sr(x)z — 0. (1.23)
Система (1.21) есть линейное расширение для нелинейной 
системы (1.1). Систему (1.22) -  стохастическое линейное рас­
ширение для (1.2) -  можно рассматривать как семейство всех 
линеаризаций стохастической системы (1.2) на решениях де­
терминированной системы (1.1), лежащих в многообразии М.
Замечание 1.1. Бели хо € М и 2о € ТХ0, то благодаря ин­
вариантности М для решения (x(t),z(t)) детерминированной 
системы (1.21) с начальным условием (х(0), г^(О)) = (хо,2о) ПРИ 
любых t > 0 выполняется x(t) 6 М и z(t) Е Tx t^y Подчерк­
нем, что (x(t),z(i)), вследствие (1.23), является детерминиро­
ванным решением и стохастической системы (1.22).
Введенная конструкция стохастического линейного расши­
рения (1.22) будет использована в доказательстве теоремы 1.3 
об устойчивости по первому приближению (см. раздел 1.5). 
Важным моментом теперь является вопрос о том, какой тип
устойчивости должен быть при этом у системы (1.22). Решение 
(х(£),0) системы (1.22) не может быть экпоненциально устой­
чивым в обычном смысле, поскольку всегда имеется решение 
(x(t).f(x(t)))  с неубывающей компонентой f(x(t)). Здесь необ­
ходимо перейти к более слабому аналогу, используя оператор 
проектирования Рх.
Определение 1.5. Стохастическое линейное расширение
(1.22) называется Р- устойчивым, если при некоторых К >  О, 
I >  0 для всех 0 выполняется неравенство
E||P,(t)z (i)||2 < Ke~lt Е||Рtozo\\2,
где (x(t),z(t)) -  решение системы (1.22) с начальным усло­
вием (х(0), 2(0)) =  (xo,zo), хо € М, zo € Rn.
В данном определении требуется лишь экспоненциальное 
убывание вторых моментов проекций Px^z{t)  компоненты z(t) 
решений системы (1.22). Понятие P-устойчивости было введе­
но в [108] для исследования устойчивости стохастически возму­
щенных предельных циклов и использовалось в [109, 250, 253] 
при анализе систем с тороидальными и общими инвариантны­
ми многообразиями. Это определение можно трактовать как 
некоторый вариант давно используемого понятия устойчиво­
сти по части переменных [28].
1.4. Функции Ляпунова для стохастических 
линейных расширений.
Критерий Р-устойчивости
Анализ P-устойчивости стохастических линейных расшире­
ний (1.22) будем также проводить на основе метода функций 
Ляпунова. В качестве функций Ляпунова здесь естественно ис­
пользовать квадратичные формы вида
v(x , z) =  (г, V (x) z ), x G M ,  z £  Rn 
27
с матричными функциями V  € £. Отметим, что значения про­
изводящего дифференциального оператора системы (1.22)
£ , » ( * ,  г )  =  ( / < * ) ,  § ; )  +  ( f ( x ) z ,  g )  +
+ \ £  ( & 0Ф , |4 Js.(i)z)
для квадратичной функции Ляпунова v(x, z) =  (z , V(x)z) име­
ют вид
Lx(z,V{x)z) =  {z,£,[V)z). (1.24)
Здесь оператор С определен следующим образом:
C[V] =  ( j , ^ j + F TV +  VF + f^ S jV S r . (1-25)
Замечание 1.2. Значение оператора ^/, Для V € %
в точках многообразия М полностью определяется значения­
ми V  на этом многообразии. Действительно, для произволь­
ного решения x(t) системы (1.1), лежащего в многообразии IM 
(х(0) = х € М), справедливо
Соотношение (1.24) позволяет связать критерий Р-устойчи- 
вости системы (1.22) непосредственно с оператором £, и с о о т ­
ветствующим матричным уравнением (1.26).
Теорема 1.2. Пусть система (1.22) является Р-устойчивой. 
Тогда
а) при любой матрице W  € % уравнение
£[У] = - W  (1 -26 )
имеет в X  единственное решение -  матрицу V € X;
б) если W  6 Xр, то V 6 Хр.
Пусть для некоторой матрицы W  € Хр  уравнение (1.26) 
имеет решение V 6 Хр. Тогда система линейного расширения
(1.22) является Р-устойчивой.
Доказательство. Необходимость. Пусть x(t) =  X(t, х), 
z(t) =  Z(t,x)z -  решение системы (1.22) с начальными усло­
виями х(0) =  х € М, г(0) =  г G Rn. Здесь X(t,x)  -  решение 
детерминированного уравнения (1.1), Z(t,x) -  фундаменталь­
ная матрица решений линейного стохастического уравнения
га
dz = F(X(t, x))zdt + У ^5Г(Х(£, x))zdwr{t).
r = l
Для произвольной матричной функции W  G % и соответству­
ющей квадратичной формы ги(х, z) =  (z, W(x)z) в силу (1.18) 
и P-устойчивости системы (1.22) величина Еw(x(t),z(t)) при 
t —> оо экспоненциально убывает. Следовательно, определена 
функция
00
v(x,z) =  Е J  w(x(r)jz(r))dT. (1-27)
о
Функция v(x) z) является по z квадратичной формой
v(x, z) = (z, V (x)z) (1-28)
с матрицей
оо
V{x) =  Е J  Z t (t , x ) W ( X ( t , x ))Z(t , x)dr.  (1.29)
о
Поскольку W  € E, то при любых x 6 M и z ETX справедливо 
равенство W(x)z =  0. В соответствии с замечанием 1.1, при 
любом t > 0 имеем z{t) 6 Тх(ф что означает
W(x(t))z{t) =  0. (1.30)
оо
V{x )z  =  Е J  Z T (T,x)W(x(T))z(T)d,T.  (1*31) 
о
Из (1.30), (1.31) вытекает равенство V{x)z =  0, означат 
ющее, что V(x) £ £. Если W £ X, то из (1.29) следует, что
v e x .
Если W  е  Хр,  то при любом х £ Ж и z е  Rn, для которого 
Pxz ф 0, выполняется неравенство (z,W(x)z) > 0. Тогда из 
(1.27), (1.28) следует неравенство (z,V(x)z) > 0, означающее, 
что V{x) е Х р .
Докажем теперь, что матрица V(x) из (1.29) является ре­
шением уравнения (1.26), и притом единственным.
Для функции v(x,z) из (1.27) справедливо равенство
t
Е v(x(t),z(t)) — и(х,г) =  —Е J  w(x(t),z(t))cIt. (1-32)
о
С другой стороны, по формуле Ито имеем
t
Ev(x(t) ,z(t))—v(x,z) =  Е J  L \ v (x { t ) ,z { t ) )< I t , (1.33)
о
где L\ -  производящий дифференциальный оператор системы
(1.22). Из (1.32), (1.33) следуют соотношения
^  (Ev(x(t), *(t))) |t=o =  Liv(®, z) = -w(x, z), (1.34)
из которых и (1.24) получаем равенство
(z,£[V]z) =  ~(z,W(x)z),
эквивалентное (1.26). Таким образом, матричная функция V(x) 
из (129) является решением уравнения (1.26).
Единственность будем доказывать от противного. Пусть Vi G £ 
и V2 € £ -  два решения (1.26). Тогда их разность Д(х) =
= V2 {x) — Vi(x) е £  удовлетворяет однородному уравнению
£(Д) =  0. (1.35)
Рассмотрим соответствующую квадратичную форму 
6{x,z) =  (z, A(x)z).
Из (124) и (1.35) вытекает равенство
£,!б(х,г)=0.  (1.36)
Из формулы Ито и (1.36) следует
t
Е£(х(£), z(t)) — £(х, z) = Е J  L\8{x(t), z(r))dr =  0. (1-37)
о
В силу Р-устойчивости системы (1.22) при t —> оо величина 
Е£(x(t),2:(t)) -> 0. Следовательно (см. (1.37)), 8(x,z) = 0 при 
любом х Е Ж и z Е Rn. Это означает, что Л(х) = 0. Единствен­
ность доказала.
Достаточность. Пусть W, V Е Х р  связаны соотношением
(1.26). Для квадратичных форм
t>(x, z) =  (2 , V (x)z), w (x , z) =  (г , W{x)z) ,
благодаря P-положительной определенности матриц V и W  
(см. предложение 1.2) и (1.24), (1.26), при любых х Е Ж и 
z E W 1 справедливы соотношения
ki\\Pxz\\2 ^ v(x,z) < fc2||.Pxz||2,
(1.38)
кз\\Рх*\\2 ^ w(x,z), fcj > 0 (г =  1,2,3),
Lii;(x, z) = — н;(х, г). (1.39)
Liv(x,z) < —^ v(x ,z ) .  (1.40)
«2
Из (1.33) вытекает
^ (Е  v(x(t),z(t))) =  EL!v(x(t),z(t)). (1.41)
Из (1.40), (1.41) следует
| (E »(* (t), *(())) <
и далее
- Г ‘Ev(x(t),z(t)) ^ е *2 Еv(x,z). (1-42)
Вновь используя (1.38), получаем
t
< g e ~*2
P-устойчивость системы (1.22) доказала.
Критерий P-устойчивости теоремы 1.2 можно записать в 
другой форме, связанной с семейством решений X(t, х) детер­
минированного уравнения (1.1) с условием Х (0, х) =  х.
Действительно, при каждом фиксированном х € М реше­
ние x(t) =  X(t , х) задает параметризацию по t всех точек мно­
гообразия М, лежащих на этом решении. Решение x(t) выде­
ляет на М инвариантное подмножество
М1 =  {у | у =  x(t), t G R1}.
Для всех функций, изначально заданных на М, можно полу­
чить на Жх параметрическое представление
F(t) = F(x(t)), S(t) =  S(x(t)), P(t) =  Pl(t),
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связанное со скалярной переменной t £ R1. При этом простран­
ству Е, конусу X  и множеству Xр  соответствуют
Е* =  {V{t) | v(t) =  v(x(t)), V(x) e z , t e  R1},
Xх =  {V(t)\V(t) = V ( x m  V ( x ) € X , t € R lh (L43)
Xх = {V(t) I V(t) =  V(x(t)), V(x) £ Xp, t £ R1}.
Если x -  точка покоя, то элементами Ех, X х, Хр  будут по­
стоянные матрицы. Для случая, когда х лежит на цикле, их 
элементами будут периодические матричные функции. Для то­
роидального многообразия их элементы -  квазипериодические 
функции.
В силу замечания 1.2 для значений оператора £  из (1.25) 
на V(x) вдоль решения x(t) справедливо представление
т
£[V}\X=z(t) = V(t) +  F T(t)V(t) +  V(t)F(t) +  £  S j  (t)V(t)Sr(t).
r = l
(1.44)
При этом уравнение (1.26) приобретает вид
771
V(t) +  FT(t)V(t) +  V(t)F(t) +  £  Sr (t)V(t)Sr(t) =  - W(t),
r =  1
(1.45)
а теорема 1.2 может быть записана в следующей форме.
Пусть система (1.22) является P-устойчивой. Тогда
а) при любом х £ Ж и любой матрице W £ Xх уравнение
(1.45) имеет в X х единственное решение -  матрицу V £ X х;
б) если W £ Х %  t oV £  Х ХР.
Пусть при каждом х Е М  д л я  некоторой матрицы W £ Хр 
уравнение (1.45) имеет решение V £ Х хр. Тогда система (1.22) 
является Р-устойчивой.
1.5. Теорема о стохастической устойчивости 
по первому приближению
Используя аппарат квадратичных функций Ляпунова, раз­
работанный в разделах 1.2 -  1.4 для общих инвариантных мно­
гообразий, и опираясь на полученные в теоремах 1.1 и 1.2 кри­
терии ЭСК-устойчивости многообразия Ж нелинейной систе­
мы (1.2) и P-устойчивости линейного расширения (1.22), мож­
но вывести стохастический аналог теоремы об устойчивости по 
первому приближению.
Лемма 1.1. Пусть для некоторой функции v(x) выполня­
ется соотношение
Тогда
dv. 
a i |м =  ° '
и = т ,
где V{x) =
Доказательство. Непосредственные вычисления с учетом 
равенств
dv
—  |М =  0, (ТгЫ = 0 
дают следующее представление:
£  (£ « )1* =  ( / ,  +  F^V  +  VF +  £  S j  VSr = £[F],
'  '  Г= 1
(1.46)
Лемма 1.2. Если функции V(x) и W(x) =  - L[V(x)] явля­
ются P-положительно определенными (V,W 6 ЗСр), то v(x) —
= -(д (х), \г('у(х))а (х)) и w(x) =  — Lv(x) в некоторой окрест- 
ности U являются М-квадратичными.
Доказательство. Пусть v(x) =  ^(д(х), V (7(х))д(х)). По- 
скольку V € X р, д(х) 6 N7(x), то из (1.18) следует неравенство
т||д(х)||2 ^ v(x) ^ М||д(х)||2,
означающее М-квадратичность функции v(x). Для доказа­
тельства М-квадратичности функции w(x) =  —Lv(x) доста­
точно показать (см. предложение 1.3), что матричная функция 
d2w является /^-положительно определенной. Отметим, что в 
c?2t>нашем случае —-^-(х) = V(x). Из (1.46) вытекают соотношения ох
=  - & ( ^ ) 1м =  -ЦУ) = w,дх2 дх2
d2wозначающие, что функция -7—5- является Р-положительно
охг
определенной и, следовательно, w(x) -  М-квадратична.
Из теорем 1.1 и 1.2 и лемм 1.1 и 1.2 вытекает следующая 
теорема.
Теорема 1.3. Для ЭСК-устойчивости компактного инвари­
антного многообразия М нелинейной системы (1.2) в окрест­
ности U необходимо и достаточно, чтобы система (1.22), зада­
ющая соответствующее стохастическое линейное расширение, 
являлась Р-устойчивой.
Доказательство. Необходимость. Пусть многообразие 
М является ЭСК-устойчивым. Тогда по теореме 1.1 существу­
ют М-квадратичные функции v(x) и w(x) = —Lv(x).
d2vМатричные функции вторых производных V(x) =  
d2w^ ( х) = ~БГо(х) являются (см. предложение 1.3) Р-положи- axz
тельно определенными и удовлетворяют (см. лемму 1.1) соот­
ношению CV = —W. Следовательно, по теореме 1.2 система
(1.22) является Р-устойчивой.
Достаточность. Пусть система (1.22) является Р-устойчи­
вой. Тогда по теореме 1.2 существуют P-положительно опре­
деленные матрицы V(x), W(x)  =  — £[V(x)]. Соответствующие
им функции v(x) =  -(д (т ), У (7(х))д(а:)) и w(x) = —Lv(x) яв-
а
ляются (см. лемму 1.2) М-квадратичными в U. Следователь­
но, по теореме 1.1 многообразие М является ЭСК-устойчивым. 
Теорема доказана.
Данный результат, опубликованный в [251], является есте­
ственным обобщением известных теорем об устойчивости по 
первому приближению [35, 52, 86].
Благодаря теоремам 1.1,1.2 и 1.3, исследование ЭСК-устой­
чивости многообразия М сводится к исследованию разрешимо­
сти уравнения CV =  —W  в классе P-положительно опреде­
ленных матриц % р. Решать вопрос об устойчивости, напрямую 
исследуя разрешимость таких уравнений, часто бывает неудоб­
но, особенно в случаях, близких к критическим. Здесь возмо­
жен подход, позволяющий свести исследование устойчивости 
к оценке спектрального радиуса некоторого положительного 
оператора.
1.6. Спектральный критерий
Представим оператор £ из (1.25) в виде суммы
операторов Л и  8, задаваемых на элементах пространства £ 
(пространство Е определено в разделе 1.4.) равенствами
При этом уравнение (1.26) может быть записано в виде
£ =  A +  S
т
Г— 1
A[V] +  S[F] = —W. 
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В предположении P-устойчивости детерминированной систе­
мы (1.21) из теоремы 1.2 следует существование обратного опе­
ратора Л“ \ причем Л-1 -  отрицательный на конусе X. Умно­
жая (1.47) на Л-1, получим
V-7[V]  = -A ~ l\W], (1.48)
где оператор 7 — —Л_15 как произведение положительных
операторов —Л""1 и S также является положительным.
Теперь с помощью теории положительных операторов [51] 
вопрос о P-устойчивости стохастической системы (1.22) сво­
дится к оценке спектрального радиуса р{7) оператора 7. Для 
этого нам потребуется доказать некоторые свойства конуса X .
Свойства конуса К
Введем в пространстве £ симметрических п х п-матричных 
функций, определенных и достаточно гладких на многообра­
зии М и удовлетворяющих условию (1.16), норму
\\V\\ = max ^/tr(V2(x)). (1.49)
xern
Утверждение 1.1. Введенная в (1.49) операция | • | удо­
влетворяет аксиомам нормы:
1) 1И 1 =  о ^  у  =  0,
2) IIAV4I =  |A|||V||,
3) \\V + W\\ < ||V|| + ||W||.
Доказательство. Свойства 1) и 2), очевидно, выполняют­
ся. Из соотношений, использующих неравенство Коши -  Буня- 
ковского,
tr(F  +  W)2 = tr(V2 +  VW + WV + W2) <
< tr(Vr2)+ 2v/tr(V’2) yfti{W2)+tr{W2) =  (v /tr (F 2) +  x / M ^ 2) ) 2
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\\V + W f  =  nu«tor(V + W)2 < max (v M V 2) + ^Дг(1У2) ) 2 < 
< (max y fc iy * ) +  max y/ ^ W *j) ’  =  (\\V\\ + \\W\\f,\x€M x€M /
откуда вытекает 3).
В нормированном пространстве Е рассмотрим конус X  неот­
рицательно определенных матриц и отношение порядка, зада­
ваемого следующим определением.
Определение 1.6. Положим V =4 W , если соответствую­
щая разность W — V € X.
Для проверки неравенства V W  можно использовать
Утверждение 1.2. Для того чтобы V  =<: W, необходимо и 
достаточно, чтобы
V х € JVC V Q(x) € X  tr(V(x)Q(x)) < tr(W(*)Q(*)). (1.50)
Рассмотрим некоторые свойства конуса X  [51].
Определение 1.7. Конус X  называется телесным, если 
он содержит шар ненулевого радиуса.
Определение 1.8. Конус X  называется нормальным, 
если из V ^ W  следует ||У|| < ||W)|.
Утверждение 1.3. Конус X  -  телесный.
Доказательство. Рассмотрим в Е шар
В = { У е Е | ||У||< 1}.
Для любого V Е В, используя сингулярное разложение
п
У(г ) = (*)» 
i=l
где А*(х) -  собственные значения, а г>*(х)- ортонормированный 
набор собственных векторов матрицы F(x), получаем
\\V\\2 =  шах]ГА?(®) ^ 1,
1=1
откуда следует
Vi V z e M  |А<(®)|<1. (1.51)
Для суммы Рх и V (х ) справедливо разложение
П
Рх + V(x) =  ]Г (1  + Ai(®))vi(a:)w7 (®).
1=1
Из (1.51) следует, что Px + V(x) Е X . Таким образом, эле­
мент Рх лежит в конусе X  вместе с шаром В и, следовательно, 
конус X  -  телесный.
Утверждение 1.4. Конус X  -  нормальный. 
Доказательство. Пусть V =4 ИЛ Поочередно полагая в 
(1.50) Q =  V и Q =  W, получаем соотношения
tr(V2(®)) ^ tr(y(®)W(®)) ^ tr(W2(x)),
из которых вытекает требуемое неравенство \\V\\ ^ ||И^||.
Теперь критерий P-устойчивости можно записать в следу­
ющем виде.
Теорема 1.4. Для того чтобы стохастическая система (1.22) 
была P-устойчива, необходимо и достаточно, чтобы
а) детерминированная система (1.21) была Р-устойчива;
б) выполнялось неравенство
р(?) < 1. (1.52)
Доказательство. Необходимость. Пусть система (1.22) 
P-устойчива. Тогда будет P-устойчива система (1.21), что обес­
печивает существование оператора Л-1 .
Описанным выше способом из соотношения (1.26) при неко­
торых V € Xр, W  € Xр  (см. теорему 1.2) можно получить 
соотношение (1.48), из которого, при учете —Л_1[W] € Xр, 
следует, что V — 7[V] € Xр. Оператор 7, как произведение 
положительных операторов —Л-1 и S, также является поло­
жительным. Благодаря нормальности и телесности конуса X, 
по теореме 16.7 из [51] следует неравенство (1.52).
Достаточность. P-устойчивость системы (1.21), как уже 
отмечалось, обеспечивает существование оператора Л-1, а вме­
сте с ним и оператора 7. В условиях (1.52) у оператора X, 
определяемого равенством
fl[F] = V -  7[V], 
существует обратный оператор З?-1 , причем
з г ^ ^ з * .
к=0
Оператор X также является положительным. Это означает, 
что для W  € Хр  матрица V  =  3?“ 1[-Л “ 1[И^ ]] € Xр  и является 
решением уравнения (1.48). Отсюда, в силу эквивалентности 
(1.48) и (1.26), следует, что V  Е Хр  удовлетворяет уравнению
(1.26). Следовательно (см. теорему 1.2), система (1.22) будет 
Р-устойчива.
Замечание 1.3. Спектральный радиус р =  р{7) Ф 0 задает 
бифуркационное значение е* =  y/l j р интенсивности е ^ О 
случайных помех для системы
dx =  /(ж) dt, i G M ,
m
dz = F(x)zdt +  e Sr(x)zdwr(t), г e  Rn,
r = 1
Эта система устойчива для всех значениях е < е* и неустойчива 
при всех е ^ е*. Случай р =  0 означает устойчивость системы 
при любых е > 0.
Замечание 1.4. В случае, когда точное отыскание спек­
трального радиуса р затруднительно, представляют интерес и 
его оценки:
P i  <  Р <  Р2-
Действительно, неравенство р2 < 1 позволяет получить до­
статочное, a pi < 1 -  необходимое условие устойчивости. При 
этом разность р2 — р\ может служить мерой грубости данных 
условий устойчивости.
Спектральный критерий теоремы 1.4 является распростра­
нением на случай общих инвариантных многообразий анало­
гичных результатов, полученных ранее для случаев точки по­
коя [107], циклов [108], торов [250].
Аналогичный подход, связанный с использованием спек­
трального критерия в анализе стохастической устойчивости дис­
кретных динамических систем, представлен в [254].
Теория, представленная теоремами 1.1 -1.4, позволяет сфор­
мулировать следующий общий подход к исследованию стоха­
стической устойчивости. На основании доказанных теорем ана­
лиз ЭСК-устойчивости многообразия Ж нелинейной стохасти­
ческой системы (1.2) сводится к оценке спектрального радиуса 
р некоторого линейного положительного оператора У.
Конструктивность данного подхода определяется тем, на­
сколько эффективно решается последняя задача. Во многих 
важных частных случаях спектральный радиус находится про­
сто. Для общих случаев получение эффективных численных 
методов, позволяющих находить оценки для р(У), связано с 
использованием специфики оператора У. Здесь важным мо­
ментом является его положительность. Класс положительных 
операторов достаточно хорошо изучен. Спектральные свойства 
таких операторов исследовались многими авторами, в том чис­
ле и с точки зрения оценки спектрального радиуса. Краткий, 
но достаточно глубокий обзор теории положительных операто-
ров и возможных методов приближенного отыскания их спек­
тральных радиусов имеется в монографии [51].
1.6.1. Системы с шумами второго типа. Оценки 
спектрального радиуса оператора 7
Рассмотрим стохастическую систему
dx =  f{x) dt, _______  х е  М, , .
dz =  F(x)zdt +  y /z TQ{x)zdr7, 2 €  R n,
где rf(t) -  n-мерный винеровский процесс с параметрами
EdT) =  0, Edri(dT])T =  G(x)dt, Q e X ,  G e X .
Уравнение (1.53) нелинейно no z. Однако это не мешает вос­
пользоваться теорией, изложенной выше для линейных систем
(1.22). Дело в том, что здесь, по сути, требуется линейность 
уравнений для вторых моментов. Это имеет место и для си­
стем вида (1.53).
В разложении оператора Ляпунова £ = Л +S, соответству­
ющего системе (1.53), связанный со случайными возмущения­
ми оператор S имеет простую структуру
§[V] =  tr(VG) • Q. (1.54)
Замечание 1.5. Система (1.53) содержит всего один муль­
типликативный (векторный) шум. Интенсивность этого шума 
определяется скалярной величиной \\z \\q  = y /zTQz -  нормой 
отклонения состояния системы z от начала координат. Шумы 
такого типа (второго типа) были введены в [105] и рассматри­
вались в [107, 108, 250].
Во многих важных случаях форма шумов второго типа бо­
лее естественна. Так, например, рассмотрим случай уравнения
п- го порядка
т
У {п) =  9 { У . У'» У(п _1)) +  2  & (l/ , •"> У(п _ 1 ))«*г (*)■
Г =1
Это уравнение можно записать в форме системы (1.2), если 
взять
*1 = У , х  2 =  у', — = У(п-1)
/ l  *^ 2j •••> fn—1 ,/п У 0^ 1 > •••? *^ n)
<Tr =  Pr(xi,...,xn)ip, <p =  (0,...,0,1)T.
Предполагается, что эта система имеет инвариантное многооб­
разие М и /Зг\м =  0. Соответствующей стохастической систе­
мой линейного расширения в классе систем с шумами первого 
типа здесь будет
dx = f(x) dt, х б М ,
dz = F{x)zdt +  ipqj(x)zdwr(t), г 6 Rn,
r = l
(1.55)
где
F =
0 1 0 0
0 0 1 0
0 0 0 1
дд дд дд дд
т _ ( д 0 г  М Л
\&ri ’ ’ dxn)  ’
\ dx\ дх-i dxz dxn /
Из условия /Зг|м = 0 следует, что
V х € М V z е Г* (x)z =  0 . (1.56)
Все действующие шумы первого типа в системе (1.55) мож­
но заменить одним шумом второго типа и в качестве системы
линейного расширения рассматривать систему (1.53) с пара­
метрами
т
Q(x) =  E vr(x )g? (z ) ,  ii(t) =  w(t)<p(x),
r = 1
<p(x) =  Px<p, G(x) =  <p(x)<pT(x) E  X,
где u»(£) -  скалярный стандартный винеровский процесс. Из 
(1.56) следует, что Q Е  X .
Возможность в случае уравнения n-го порядка заменить 
все действуюпще параметрические помехи одним шумом вто­
рого типа приводит к существенному упрощению анализа сто­
хастической устойчивости, связанному с вырождением (см. ни­
же лемму 1.5) оператора 3* в спектральном критерии теоремы
1.4 (см. ниже теорему 1.5). Указанное обстоятельство прояс­
няет природу неожиданной эффективности критериев устой­
чивости, полученных в [92] для уравнения n-го порядка и в 
[66, 67, 68] для некоторых более общих случаев.
Общий прием, связанный с заменой шумов на эквивалент­
ные, использовался в [74].
Замечание 1.6. Рассмотрим случай, когда многообразие 
М имеет размерность
dim(M) =  п — 1 (codim(M) =  1).
В этом случае dim(Nx) =  1, rank(PI) =  1, у матриц Sr(x) си­
стемы (1.22), вследствие (1.23), rank(SV) < 1 и возможна фак­
торизация
Р* = р(х)рТ(х), Sr(x) =  gr(x)pT(x), gr(x) =  Sr(x)p(x).
Здесь р(х) и дг(х) -  n-вектор-функции, определенные на М, 
а р(х) нормирована и ортогональна М в точке х (р(х) е Nx). 
Благодаря такой структуре матриц 5Г, все m шумов первого
типа в системе (1.22) можно заменить одним шумом второго 
типа. Тогда от системы (1.22) можно перейти к системе (1.53), 
у которой Q(x) =  Рх, а n-мерный винеровский процесс rj(t) 
связан со скалярными винеровскими процессами wr(t) соотно-
т т
шением: rj =  wr9r- При этом G(x) — ^  gr(x)gj(x). Воз-
Г= 1 Г=1
можность перехода к эквивалентному линейному расширению 
с одним шумом второго типа в случае codim(M) =  1 позволяет 
получить эффективные параметрические критерии устойчиво­
сти как для цикла на плоскости (раздел 1.8), так и для 2-тора 
в трехмерном пространстве (раздел 1.9).
Мажоранты для шумов
На практике при исследовании реальных систем зачастую 
параметры шумов точно неизвестны. Обычно имеющаяся ин­
формация позволяет лишь судить о том, какие уравнения и па­
раметры, описывающие интересующий нас объект, подверже­
ны действию шумов, а какие нет, и от каких координат вектора 
состояния системы эти шумы зависят в большей степени, а от 
каких -  в меньшей. При этом для интенсивностей действующих 
возмущений могут быть известны лишь довольно грубые оцен­
ки. Поэтому большой теоретический и практический интерес 
представляют грубые достаточные условия, которые позволи­
ли бы в указанных обстоятельствах по возможности более про­
стым способом ответить на вопрос об устойчивости системы.
Удобные достаточные условия можно получать, используя 
рассматриваемую ниже конструкцию мажорант.
Один шум второго типа системы (1.53) может играть роль 
мажоранты сразу для нескольких шумов первого типа в си­
стеме (1.22). При построении соответствующей мажоранты ис­
пользуются следующие леммы.
Лемма 1.3. Для любой матрицы V , принадлежащей кону­
су X, справедливо соотношение
V{x) 4  tr(V(x)Px)Px. (1.57)
Доказательство. Сингулярное разложение для У(х) € X  
имеет вид (см. (1.19))
П
V(x) =  K(x)vi(x)vJ (х).
1 = 5 + 1
Здесь 0 < As+ i(i) < ... ^ А„(х) -  собственные значе­
ния V(x), a ve+i(x), ...,vn(x) -  соответствующие собственные 
векторы, составляющие ортонормированный базис Nx.
П П  _
Поскольку tr(V) =  52 Р* = 52 vi(x)vi ( x), то справед-
1 = 5 + 1  1 = 5 + 1
ливо V{x) =4 tr(V(x))Px, откуда с учетом V(x) =  V(x)Px сле­
дует соотношение (1.57).
Лемма 1.4. При любой матрице V  € X  справедливы соот­
ношения
тп т
=  £  Sr VSr *  tr(ypx) £  SjPxSr, (1.58)
r = 1 r = l
m m
S[y] = £\S jV S r  =* tr(V £  SrPxSj)P*. (1.59)
r = 1 r = 1
Доказательство. Соотношение (1.58) сразу следует из (1.57) 
и монотонности оператора S. Для доказательства (1.59) рас­
смотрим для S сопряженный оператор
т
B*[W] =  Y^SrW Sj.
г =  1
Оператор S* -  положительный и монотонный. Из неравенства 
W(x)  ^ ti: (W(х)Рх)Рх (см. лемму 1.3) для любого W  Е X  вы­
текают соотношения
§*[W) 4  tr(WPx)§*[Px],
tr(S[F]W) =  tr(FS*[W]) =* tr(VS*[P,])tr(WP,),
из которых следует (1.59). Лемма 1.4 доказана.
Как видим, для любых матриц Sr можно указать такие мат­
рицы G и Q, что при любом V  6 X  выполняется неравенство
тп
S[y] =  Y , Sr VSr^ ^ (V G )Q .  (1.60)
r = 1
Неравенство (1.60) в силу леммы 1.4 справедливо как для
т т
пары G =  РХ) Q =  SjPxSr, так и для пары G =  SrPxS j ,
г = 1 г = 1
Q =  Рх-
Неравенство (1.60) означает, что оператор SfV”] =  t i(VG)Q, 
задаваемый параметрами G и Q шумов второго типа системы
m
(1.53), является мажорантой для оператора S[F] =  S?VSr,
Г = 1
соответствующего шумам первого типа системы (1.22)
S[V] 4 8\У].
При этом спектральные радиусы операторов 7  =  —Л” 1§ и 
7  = —Л_1§ будут связаны неравенством р{7) ^ р{7) и, соот­
ветственно, из P-устойчивости системы (1.53) будет следовать 
P-устойчивость системы (1.22).
Специфика оператора S (см. (1.54)) для системы (1.53) с 
шумом второго типа приводит к упрощению структуры опера­
тора 7 =  — A~lS. В этом случае значения оператора 7  вычис­
ляются по формуле
7[V] =  - A ~ l [tT(VG)Q\. (1.61)
Спектральный радиус р =  р{7) положительного оператора 7  
является (см. теорему 11.5 из [51]) собственным значением для 
соответствующего собственного вектора V € ЗС.
Из соотношений
PV =  7[V\ = -A ~ l\p.Q], p =  tr(VG)
следует равенство
p .p  =  - t i ( (A~1[pQ])G). (1.62)
Это равенство означает, что /х =  tr(VG) является собствен­
ной функцией с тем же самым собственным значением р для 
оператора Ъ:
= -trOA-MvQJJG).
Оператор Ъ определен на пространстве Е1 непрерывно диф­
ференцируемых скалярных функций. Оператор Ъ является по­
ложительным на конусе ЗС1 =  (<р € Е1|уз(х) ^ 0} с внутренно­
стью %\> =  {</?€ Е1!^®) > 0}.
Лемма 1.5. Операторы 7  и Ъ имеют одинаковый спек­
тральный радиус:
р(7) =  р(Ъ).
Доказательство. Как было показано выше, спектральный 
радиус р(7) является собственным значением оператора Ъ. 
Следовательно, р(7) ^ р("В)- Пусть р € ЗСр есть собственная 
функция оператора 25, соответствующая собственному значе­
нию р =  р(В). Для матрицы V  =  -A ~ l[pQ\ из (1.62) следует 
соотношение
7[V) =  -Л _15 [-Л _ 1(/х<5]] =  • G)Q\ =
=  —Л-1 [ppQ] =  -pA-'lpQ ) =  pV.
Это означает, что р является собственным значением оператора 
У и поэтому р{Ъ) ^ р(У). Таким образом, р(Ъ) = р(3>).
Благодаря лемме 1.5, в анализе P-устойчивости системы
(1.53) оператор У (см. теорему 1.4) можно заменить на более
простой оператор Ъ. Это позволяет сделать спектральный ана­
лиз устойчивости более конструктивным. Данное обстоятель­
ство впервые было замечено и использовано в [105, 107] при 
решении задачи об устойчивости и стабилизации линейных сто­
хастических систем с постоянными коэффициентами.
В работах [108, 250] соответствующие варианты леммы 1.5 
послужили основой при выводе параметрических критериев 
ЭСК-устойчивости стохастически возмущенных циклов и то­
ров.
1.7. Устойчивость точки покоя
Рассмотрим здесь простейший случай, когда системы (1.1),
(1.2) имеют инвариантное многообразие М, состоящее из един­
ственной точки х : Ж =  {х }. Это означает, что функция x(t) =  
— х -  решение систем (1.1), (1.2) -  является положением равно­
весия. В этом случае вопрос об ЭСК-устойчивости равновесия 
х системы (1.2) по теореме 1.3 сводится к исследованию ЭСК- 
устойчивости тривиального решения z =  0 линейной системы 
первого приближения
т
dz = Fzdt +  Srzdwr(t) (1.63)
r = 1
с постоянными коэффициентами
 ^= Sr = i£№'
Системы вида (1.63), традиционно называемые системами с 
мультипликативными шумами, исследовались в [154, 187, 225, 
226].
Операторы Л и S, действуя в пространстве £ постоянных 
симметрических п х n-матриц, имеют вид
т
A[V} =  F TV + VF, S[V\ = ^ S j V S r .
r=1
Будем предполагать, что матрица F  является устойчивой (ее 
спектр лежит в левой полуплоскости). При этом существует 
оператор А ~1 с интегральным представлением
оо
A~l [V] =  - J  eFTtVeFtdt. 
о
Рассмотрим теперь соответствующую систему с мультиплика­
тивными шумами второго типа
dz =  Fzdt +  у/zTQzdr), z € R” , (1-64)
где 77(f) -  n-мерный винеровский процесс с параметрами
Edr7 =  0, Ed77(d77)T =  Gdt, Q, G € X,
а конус X  составляют постоянные симметрические неотрица­
тельно определенные п х n-матрицы. Для такой системы опе­
раторы S и 1Р имеют вид (см. (1.54), (1.61)):
S[V] =  tr(FG) • Q, V[V) =  -tT{VG)A~\Q\. (1.65)
Пусть p =  p(CP) -  собственное значение, a V -  ему соответству­
ющий собственный вектор оператора СР. Тогда
-tr  (VG)A~1[Q] =  pV.
Умножив обе части этого равенства справа на G и вычислив 
от обеих частей след, получим
-^(VGJtr^-^Q JG ) = ptr{VG).
Из этого соотношения следует явная формула
р{7) =  —tr(.A- 1[Q]G).
Полученное равенство означает, что оператор Ъ из леммы 
1.5 в случае точки покоя вырождается в скалярный множитель: 
Ъ =  — tr(.A- 1[Q]G). Таким образом, в данном случае спектраль­
ный радиус оператора У находится совсем просто:
р(У) = tr(FG), (1.66)
где матрица V -  решение матричного уравнения Ляпунова
A[V] = F TV + VF  = -Q .
При этом неравенство tr(VG) < 1, в силу теорем 1.3, 1.4, явля­
ется необходимым и достаточным условием ЭСК-устойчивости 
точки покоя х нелинейной стохастической системы (1.2).
Для величины р(У) из (1.66) возможна следующая веро­
ятностная интерпретация. В пространстве £  введем скалярное 
произведение
< V , W >  =  tr(FH0.
Здесь сопряженным к А  будет оператор А * вида
A*[W] =  F W  +  W F T.
Из соотношений
< V,G > =  -  < A-'IQ], G > =  -  < Q, (Л*)"1^ ]  > 
следует, что
р(7) = <  Q,D > =  tr(QD), 
где D -  решение сопряженного уравнения
A*[D] = FD +  DFT =  -G .  (1.67)
Заметим, что матрица D -  решение уравнения (1.67) -  явля­
ется матрицей вторых моментов стационарно распределенного 
состояния zs системы с аддитивными шумами
dz =  Fzdt +  dr}. (1.68)
Существование такого стационарно распределенного состояния 
вытекает из устойчивости матрицы F  [282]. Формально система 
(1.68) получается из (164) заменой мультипликативного коэф­
фициента у/zTQz на единицу. При этом спектральный радиус 
оператора 7  получает новое вероятностное представление
p(9) =  E(zjQza). (1.69)
Равенство (1.69) позволяет записать общий критерий теоремы
1.4 для системы (1.64) в следующем виде.
Теорема 1.5. Для того чтобы решение z =  0 системы (1.64) 
было ЭСК-устойчиво, необходимо и достаточно, чтобы
а) матрица F  была устойчива;
б) для стационарно распределенного состояния zs системы 
с аддитивными шумами (1.68) выполнялось неравенство
Е(zjQza) < 1.
Данная теорема вопрос об устойчивости системы с одним 
мультипликативным шумом (1.64) сводит к отысканию зна­
чения квадратичного критерия, вычисляемого для более про­
стой системы (1.68), полученной из (1.64) заменой мультипли­
кативного шума на соответствующий аддитивный. Возможно 
распространение подобного результата на случай системы с 
несколькими мультипликативными шумами. В [107] найден под­
ходящий критерий и предложен алгоритм последовательного 
рекуррентного анализа устойчивости.
Величина квадратичного критерия Е(zjQz8) является ме­
рой разброса стационарного решения z$ системы с аддитивным 
шумом (1.68).
Исследование разброса случайных траекторий вокруг то­
чек покоя, циклов, торов и общих инвариантных многообразий 
является предметом детального анализа в главе 2. Представ­
ленный здесь результат для случая точки покоя демонстрирует
глубокую связь вопросов устойчивости (глава 1) и чувствитель­
ности (глава 2).
Шумы второго типа системы (1.64), как уже отмечалось в 
разделе 1.6, можно использовать в качестве мажоранты для 
шумов первого типа системы (1.63) и получать с помощью 
критерия теоремы 1.5 для (1.63) простые достаточные условия 
ЭСК-устойчивости. Действительно, при G = I (I -  единичная
т
матрица), Q = SjSr для оператора S системы (1.63) вы-
Г =1
полняется (см. лемму 1.4 и (1.60)) неравенство
771
= ^ 5 rTF5r <tr(yG )Q ,
Г= 1
из которого следует оценка сверху спектрального радиуса р(7) 
оператора У = — Л~1§:
pCJ>)^E(zjQzs) =  tv(QD), 
где матрица D является решением уравнения
FD  +  DFT = - I .
Неравенство tr(QD) < 1 является здесь достаточным усло­
вием ЭСК-устойчивости системы (1.63) [254].
Отметим, что критерий теоремы 1.5, представленный здесь 
как следствие общих результатов теории устойчивости инвари­
антных многообразий, был впервые опубликован в работе [107], 
где служил теоретической основой при решении задачи стаби­
лизации в условиях неполной информации. Аналогичный кри­
терий для случая дискретных стохастических систем был по­
лучен в [254], где применялся при построении областей устой­
чивости численных методов решения стохастических диффе­
ренциальных уравнений.
Критерий устойчивости теоремы 1.5 позволяет эффектив­
но решать соответствующую задачу стабилизации (см. ниже 
теорему 3.2).
П р и м е р
Рассмотрим стохастический осциллятор
х +  (6 + /3w г)х +  (о +  awi)x =  О
с параметрами а и Ь, испытывающими случайные возмущения 
интенсивности а и /? соответственно, w\, w? -  некоррелирова- 
ные стандартные винеровские процессы. Замена х =  у приво­
дит к системе
{
х =  у
у =  —ах — by — axwi — (iyw2. (1.70)
Эта система эквивалентна системе с одним мультипликатив­
ным шумом второго типа
(
Х =  у
у — —ах — by + yj а2х2 + P2y2w, (1.71)
где w(t) -  стандартный винерювский процесс.
Следуя критерию теоремы 1.5, рассмотрим для (1.71) соот­
ветствующую систему с ад дитивным шумом
{
X =  у
у =  —ах — by +  w. (1.72)
При любых а > 0, b > 0 матрица F =
стемы устойчива, что гарантирует у (1.72 
ционарных вторых моментов
этой си-0 1 —о —Ь 
существование ста-
Е(а^)==^ ’ Е(хаУз) = 0,  Е (y2s) =  Yb-
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По теореме 1.5 необходимым и достаточным условием ЭСК- 
устойчивости равновесия х = 0, у =  0 системы (1.71), а, значит, 
и (1.70) является неравенство
Е(а2ж? + /32у?) =  Ь —— < 1.v 2ab 2b
При фиксированных а >  0, b > 0 область допустимых значе­
ний интенсивностей а и /? действующих шумов, при которых 
система сохраняет устойчивость, является эллипсом. Размеры 
эллипса характеризуют запас устойчивости. Увеличение коэф­
фициентов о и b ведет к увеличению запаса устойчивости.
1.8. Устойчивость цикла
Рассмотрим случай, когда инвариантным многообразием М 
систем (1.1), (1.2) является предельный цикл. Такой цикл мо­
жет быть задан Т-периодическим решением х  =  £(t), где на­
чальное значение xq =  £(0) -  фиксированная точка цикла.
Решение £(i) на интервале [0, У) задает естественную па­
раметризацию точек цикла: М = {£(<)|0 ^ t < Т}. В этом 
случае вопрос об ЭСК-устойчивости цикла М системы (1.2) 
по теореме 1.3 сводится к исследованию динамики проекций 
P(t)z(t) решений z(t) (P-устойчивость) линейной системы пер­
вого приближения
тп
dz =  F(t)zdt + ^  Sr(t)zdwr(t) (1-73)
Г=1
с Т-периодическими коэффициентами
F(t) = % № ) ) ,  AW  = f^K W )- (1-74)
Здесь проекционная матрица P(t) =  P$(t)-
Отметим, что точка покоя z =  0 системы (1.73) не мо­
жет быть экспоненциально устойчивой в традиционном смыс­
ле, поскольку (1.73) имеет, например, Т-периодическое реше- 
ние z =  /(£(«)).
Параметризация цикла М, задаваемая Т-периодическим ре­
шением х =  £(t), позволяет (см. (1.74)) перейти от функций, 
изначально определенных в точках х € М, к Т-периодическим 
функциям скалярной переменной t е R1. В этих обстоятель­
ствах пространством Е (см. раздел 1.4) естественно считать 
множество всех симметрических п х n-матриц, определенных 
и достаточно гладких на R1, с условиями периодичности
V t€  R1 V(t +  Т) = V(t)
и вырожденности (см.(1.16))
v t e R 1 V{t)r(t) =  Q, r(t) =  /(£(*))•
Соответственно корректируются и другие используемые поня­
тия и конструкции.
Определение 1.9. Матрица V(t) 6 Е называется Р-поло- 
жителъной, если выполняется условие
Vt <Е R1 Vz € Rn P{t)z ф 0 =► (z, V{t)z) > 0.
В пространстве Е рассматривается конус
X  =  {V  Е Е | V(t) — неотрицательно определенная
матрица Vt 6 К1}
и множество
ЗСр =  {V  € Е | V' — Р -положительно определенная}. 
Будем предполагать, что детерминированная система
dz =  F(t)zdt 
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является P-устойчивой. Операторы Л, S, £> и У, действующие 
из Е в Е, определяются, с учетом замечания 1.2, соотношени­
ями
т
A[V] =  V +  F T(t)V +  VF(t), S[F] =  £  S j (t)VSr(t),
r= l
£\V] = A[V] +  S[V], 7 = -Л ^ З .
Скалярное произведение элементов V, W  € £  определяется pa- 
венством т 
< v , w > =  J  ti(V(t)W(t))dt.
о
Сопряженным оператором Л* к оператору Л будет
Л* [W] = -  W +  F(t) W +  W F T(t). (1.76)
Для системы (1.73) соответствующей системой с шумами вто­
рого типа является
dz = F(t)zdt +  zTQ(t)zdri, z 6 Rn, (1-77)
где 77(f) -  n-мерный винеровский процесс с параметрами
ЕЖ? =  0, Ed77(d77)T =  G(t)dt, Q(t), G(t) € X.
Для системы (1.77) операторы S и 7  имеют вид (см. (1.54), 
(1.61)):
S[V] =  tr(VG(t)) • Q(t), 7[V) =  ^ - 1[tr(FG(f))g(f)].
В силу леммы 1.5 имеем р(7) =  p(S). Здесь оператор Ъ задаг 
ется следующим образом:
Ъ[р\ = - t r ^ _ 1[<pQ(f)]G(f))
и действует на пространстве Е1 скалярных непрерывно-диф­
ференцируемых Т-периодических функций. Оператор В -  по­
ложительный на конусе ЗС1 неотрицательных функций из Е1. 
Пусть <p(t) есть собственная функция (<р € X) оператора 3, 
соответствующая собственному значению р =  р(3). Тогда
ВМ  =  -t r  (A-'ivQWGit))  =  pp. (1.78)
Из этого соотношения, при условии нормировки
т
J  \p(t)dt =  1,
о
следует, что
т т
P — J  = — J  tr(A~l [tpQ}G)dt — — < G > .
о о
Переходя к сопряженному оператору Л*, получаем новое пред­
ставление для р :
г
р =  — < <pQ, (Л*)- 1[С] > =  J  pti(QD)dt, (1.79)
о
где D =  —(Л*)- 1[С?]. Матрица D(t) е X  является (см.(1.7б)) 
единственным в Е решением уравнения
W  = F(t)W + W F T{t) +  G(t). (1.80)
Из (1.79) следуют простые оценки для р =  р(7) =  р(3):
mmtr(Q(t)Z>(t)) ^ р < maxtr(Q(t).D(t)). (1-81)
Отметим, что (1.80) есть уравнение для матрицы вторых мо­
ментов Е(z{t)zT(t)) системы с аддитивными шумами
dz =  F(t)zdt + dr}(t), (1.82)
получаемой из (1.77) формальной заменой мультипликативно­
го коэффициента y/zTQ[t)z на единицу. При этом, независи­
мо от выбора начальных данных, матрица вторых моментов 
для системы (1.82) сходится к Г-периодической матрице D(t) 
решения уравнения (1.80). Матрица D(t) задает вторые момен­
ты решения, соответствующего некоторому существующему в 
(1.82) стохастическому периодическому режиму. Существова­
ние и единственность такого режима, как и упомянутая выше 
сходимость, гарантируется Р-устойчивостью соответствующей 
детерминированной системы (1.75). Точные формулировки и 
доказательства соответствующих утверждений даются в тео­
реме 2.1 второй главы.
Оценки (1.81) спектрального радиуса р оператора 7  из тео­
ремы 1.4 позволяют получить следующий результат.
Теорема 1.6. Пусть детерминированная система (1.75) яв­
ляется P-устойчивой и матрица D{t) € X  -  решение уравнения 
(1.80). Тогда неравенство
maxtT(Q(t)D(t)) < 1 
(о,т)
является достаточным, а неравенство
mintT(Q(t)D(t)) < 1 [о,г]
является необходимым условием P-устойчивости стохастиче­
ской системы (1.77).
1.8.1. Случай цикла на плоскости
Рассмотрим систему (1.2) при п =  2. В этом случае цикл М 
имеет коразмерность codim(M) = 1. Следуя замечанию 1.4, за­
пишем соответствующую систему первого приближения (1.77), 
связанную с Т-периодическим решением £(£), в форме
dz = F(t)zdt + yj zTP(t)zdr), (1.83)
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т
где P{t) =  p(t)pT(t), rj{t) =  £  Wr(t)gr(t), gr(t) = Sr{t)p(t).
Г=1
Здесь p(t) -  нормированный вектор с условием ортогонально-
т
сти p(t)±f{Z(t)), a G{t) =  Edp(t)(dT](t))T = £  gr(t)gj(t).
Г= 1
Для системы с шумом второго типа (1.83) уравнение (1.78), 
определяющее величину спектрального радиуса р — р(Ъ) и со­
ответствующую собственную функцию (р оператора Ъ, можно 
записать в виде системы
tr (VG) =  (1.84)
V +  F TV  4- VF = —tpP. (1.85)
Здесь Т-периодическая матрица V £ X  решения уравнения
(1.85), имеющая ранг, равный единице, представима в виде
V(t) =  p(t)P(t), (1.86)
где p(t) -  Т-периодическая скалярная функция. Из (1.85) и
(1.86) следует уравнение для p(t):
р Р  +  рР +  ft(FTP  +  PF) =  -<рР. (1.87)
Умножая (1.87) слева на рт и справа на р, с учетом
равенств ртРр =  1, рт Рр =  0, получим уравнение
ft +  a(t)p. =  -v?, (1.88)
где a(t) =  рт(t)(FT(t) + F(t))p(t). Из (1.84) и (1.86) следует
= (нр, (1.89)
где P(t) =  рт(t)G(t)p(t). Исключая <р из (1.88), (1.89), получим
р(р + ар) + 0 ft = 0.
Разделив полученное равенство на р. ф 0 и проинтегрировав по 
отрезку [О,Г], получим явную формулу для р:
< а >
Здесь < • > -  усреднение по [О ,Т]:
т
< а >
о
Неравенство
< а > < О (1.90)
является необходимым и достаточным условием Р-устойчивос- 
ти детерминированной системы
dz =  F(t)zdt. (1-91)
Благодаря равенству < а > =  2 < trP >, условие (1.90) экви­
валентно известному неравенству (признак Пуанкаре):
т
А = ~  J  trF(t)dt < 0,
о
задающему необходимое и достаточное условие экспоненциаль­
ной устойчивости цикла в детерминированной системе (1.1) 
при п = 2. Здесь Л -  характеристический показатель систе­
мы (1.91). Отметим, что благодаря вырожденности матриц 5Г,
m
справедливо равенство /3(£) =  tr( ^ 2 Sr(t )Sj(£)).
Г =  1
Таким образом, неравенство р < 1 (необходимое и доста­
точное условие P-устойчивости стохастической системы (1.83)) 
можно записать в следующей форме:
Тр m
< а + /3 > = /  tr(2F(t) -I- Sr(t)Sj(t))dt <  0. (1.92)
О
Полученный критерий является естественным обобщением клас­
сического критерия Пуанкаре на случай стохастических си­
стем.
Отметим, что все результаты данного раздела, полученные 
как следствие общей теории стохастической устойчивости для 
абстрактных инвариантных многообразий, были впервые опуб­
ликованы в работе [108], где представляли собой итог разработ­
ки метода стохастических функций Ляпунова для орбитальных 
периодических движений.
1.9. Устойчивость 2-тора
Рассмотрим случай, когда инвариантным многообразием Ж 
систем (1.1), (1.2) является лежащая в Rn двумерная торои­
дальная поверхность (М -  2-тор).
Будем исходить из возможности следующей параметриза­
ции точек 2-тора М. Пусть на Ж (см. рис. 1.1) лежит некоторая 
замкнутая достаточно гладкая кривая (экватор), задаваемая 
функцией #(s) на интервале 0 < з ^ 1 с условием #(0) = $(1). 
Из каждой точки #(s) кривой t9, как начальной, выходит ре­
шение x(£,s) системы (1.1) с условием х(0, s) =  $(з). Предпо­
лагается, что траектория х(£, s), обойдя вокруг тора М, через 
некоторое время вновь пересечет кривую д.
Пусть T(s) =  min{ t >  0 | x(t, s) 6 г? } -  момент пер­
вого возвращения траектории x(t, 5) на кривую а?, при этом 
x(T(s),s) есть точка возвращения. Пусть t(s) -  точка интер­
вала [0,1), при которой *?(r(s)) = x(T(s),s). Здесь т(з) есть 
функция последования сечений Пуанкаре кривой д фазовы­
ми траекториями системы (1.1). Предполагается, что фазовые 
траектории семейства решений х(£, 5) системы (1.1) полностью 
покрывают тор М. При этом тороидальная поверхность мо­
жет состоять как из замкнутых фазовых траекторий (циклов) 
и траекторий, к ним сходящихся, так и из семейства незамкну­
тых траекторий, лежащих всюду плотно на Ж (квазипериоди- 
ческий случай).
Рис. 1.1. Тороидальная поверхность:
-  замкнутая кривая (экватор); а — х(0, з) = ti(s) -  начальная 
точка решения x(t, s); Ь = x(T(s), з) = t?(r(s)) -  точка первого 
возвращения решения x(t, з) на кривую $
Функция x(t, s) устанавливает взаимно-однозначное соот­
ветствие между точками 2-тора Ж и точками множества
линейно независимы и задают плоскость Tx t^3  ^ касательную 
к поверхности М в точке x(t, s). При этом для каждой точки 
7 на торе М можно указать t =  £(7), 5 = 5(7) такие, что 
x(t,s) = 7.
Естественная область изменения переменной s -  окруж­
ность. При рассмотрении функции r(s) на полуинтервале [0,1)
D — {(i, s) | 0 < t < T(s), 0 < в < 1} : 
M = {x(t, s) | (t, s) € D}.
Вектор-функции
(1.93)
неизбежно возникают разрывы. Для того чтобы обеспечить 
непрерывность т(в), будем считать областью изменения s всю 
числовую ось. При этом исходную функцию x(t, s) по перемен­
ной s следует считать периодической. Равенства
x(t,s +  1) =  x(t,s), x(T(s) + t ,s )  =  x(t,r(s)) (1-94)
позволяют распространить функцию x(t, s) на всю плоскость:
П =  {(<,з)| — оо < t < + 00, —ос < s < +оо}.
Такая параметризация 2-тора М позволяет перейти от функ­
ций, изначально определенных в точках х € М, к функциям, 
зависящим от двух скалярных переменных (£, з) € П.
В рассматриваемом здесь случае вопрос об ЭСК-устойчи- 
вости тора М системы (1.2) по теореме 1.3 сводится к исследо­
ванию динамики проекций P(t , s)z(t, з) решений z(t, s) (P-ус­
тойчивость) линейной системы первого приближения
Здесь проекционная матрица P(t,s) =  Px(t,s) =  ру(м),и(м)’ 
где y(t,s), u(t,s) из (1.93), а матрица Ру,и, задающая опера­
тор проектирования на подпространство, ортогональное плос­
кости, натянутой на векторы у, и, может быть найдена из со­
отношений
га
dz =  F(t , s)zdt +  Sr (t, s)zdwr(t) (1.95)
Г=1
с коэффициентами
F(t,s) =  g ( x ( t , S)), Sr(t,s) =  ^ ( x(t,s)). (1.96)
p  _  p  р у ц ц Т р
v’u “  ** uTPyu
Отметим, что точка покоя z =  0 системы (1.95) не может 
быть экспоненциально устойчивой в традиционном смысле, по­
скольку (1.95) имеет решения y(t, s),u(£, s), являющиеся по t 
либо периодическими, либо квазипериодическими функциями.
В этих обстоятельствах пространством Е (см. раздел 1.4) 
естественно считать множество всех симметрических п х п- 
матриц, определенных и достаточно гладких на П с условиями 
согласования (см. (1.94)):
V ( t ,* )G lI  V{t,s +  l) =  V(t,s), V (T(s )+t ,s )  =  V(t,r(s))
и вырожденное™
v(£,s )e  П VzG Тд.(М) V{t,s)z =  0.
Соответственно корректируются и другие используемые поня­
тия и конструкции.
Определение 1.10. Матричная функция V(t, s) G Е на­
зывается Р- положительной, если выполняется условие
V ( t , s ) e n  V г G Rn Р(<, s)z Ф 0 =* (г, V (t, s)z) >  0.
В пространстве Е рассматриваются конус
X  = { V G Е | V(ty s) — неотрицательно определенная
матрица V(£, s) 6 П}
и множество
3Cp = {V^GE|Vr — P-положительно определенная}.
Операторы Л, S, £ и действующие из Е в Е, определяют­
ся, с учетом замечания 1.2, соотношениями
A[V) =  ^  + F T(t, s)V +  VF(t, s),
r = 1
£,[V] =  Л[У] +  S[V], (P = -Л ~ х§.
Для системы (1.95) соответствующей системой с шумами вто­
рого типа будет
dz =  F(t, s)zdt +  у/zTQ(t, s)zdr), z € Rn, (1-97)
где rj(t) - n-мерный винеровский процесс с параметрами
Еd-q =  0, Edr)(dri)r  =  G(tys)dt, Q(t,s), G(t,s) € X.
Для системы (1.97) операторы S и 7  имеют вид
S[V} =  tT(VG(t,s))-Q(t,s), 7[V\ =  ^ - 1[tr(VrG(t,«))Q(t>e)].
В силу леммы 1.3 имеем р{7) =  р(Ъ). Здесь оператор Ъ зада­
ется следующим образом:
Ъ[р\ =  -tr(.A_1 [<pQ(t, a)]G(t,s))
и действует на пространстве Е1 скалярных непрерывно-диф- 
ференцируемых функций. Оператор Ъ -  положительный на 
конусе ОС1 неотрицательных функций из Е1. Будем рассмат­
ривать квазипериодический случай. Определим в пространстве 
Е скалярное произведение
т
  __ 1<
Т—юо Т
О
Для оператора А  сопряженным будет оператор А *:
1
V , W > =  Urn i  f tr(VW)dt.
T-+ oo T J
A*[V} =  - ^  +  F(t, s)V + VFT(t, s), (1.98)
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при этом оператор В* -  сопряженный для В -  имеет представ­
ление
ъ*[ф] =  —tr(Q(t, e)(-4*)— в)]).
Рассмотрим произвольную функцию 6 из Хр  и собствен­
ную функцию <р оператора В, соответствующую собственному 
значению р — р(Ъ) и удовлетворяющую условию нормировки
г
< < р ,6>=  lim 1  [  ip(t,s)S(t,s)dt =  1. (1.Т—юо Т J 
О
Из равенства р • ip =  Ъ[(р] и (1.99) следует, что
р =<  Ъ[ф\,6 > = < (р,Ъ*[8\ > =  < <р>8ф >, (1.100)
где ф =  В* [б]/Л. Для 6 = 6 -  собственной функции операто­
ра В*, соответствующей собственному значению р =  р(!В*) =  
= р(Ъ), -  функция ф становится константой ф(Ь, 5, 8) =  р.
В результате, с учетом соотношений (1.99, 1.100), справед­
лива
Лемма 1.6. Спектральный радиус р оператора В при лю­
бой функции 8 € Хр  удовлетворяет неравенствам
min^(£, 5,8) ^ р ^ max^(i, 5,6) (1.101)
и
р =  min max^(^5,6) =  max шшф^, 5,6). (1.102)<5€ЗСр П б€%р П
Замечание 1.7. Построение функции ф, в силу равенства
■ф = rp(t,s,6) =  tr(QC**_ 1)pG]) =  tr(QD)/<5,
связано с отысканием матрицы D =  — Л*_1[<5С] -  единственно- 
го в X  решения уравнения
Уравнение (1.103) имеет простой вероятностный смысл. Его ре­
шение есть матрица вторых моментов D = Еz(t, s)zr  (t, з) ре­
шения z стохастической системы
dz =  F(t, s)zdt +  y/5(t,s)drf, (1.104)
получаемой из (1.97) заменой мультипликативного шума на со­
ответствующий аддитивный. При этом z(t, s) -  установивший­
ся в системе (1.104) случайный процесс, к которому, благодаря 
.P-устойчивости системы
dz =  F(t, s)zdt, (1.105)
сходятся в среднем квадратичном (см. теорему 2.1) все дру­
гие решения системы (1.104) независимо от выбора начального 
состояния z(0, s) = Zo(s) в условиях P(0,s)zo(«) — -?o(s). Tar 
ким образом, и матрицу D решения уравнения (1.103) можно 
находить соответствующим методом установления.
Замечание 1.8. Представленная здесь для системы (1.97) 
возможность перейти от оператора У, действующего в про­
странстве матричных функций размерности п х п, к существен­
но более простому оператору В, заданному на пространстве 
скалярных функций, позволяет анализ устойчивости на осно­
ве спектрального критерия (теорема 1.4) сделать достаточно 
конструктивным. Соотношения (1.101), (1.102) могут служить 
основой для разработки разнообразных вариационных мето­
дов оценивания спектрального радиуса оператора Ъ. Повыше­
ние точности численных методов при построении таких оценок 
позволит в конечном счете (см. замечание 1.2) получить доста­
точные условия устойчивости, близкие к необходимым.
1.9.1. Случай 2-тора в трехмерном пространстве
Рассмотрим систему (1.2) при п =  3. В этом случае торои­
дальное многообразие М имеет коразмерность codim(M) = 1.
Следуя замечанию 1.4, запишем соответствующую систему 
первого приближения (1.97), связанную с решением x(t, s), в 
форме
dz = F(t, s)zdt +  yjzTP(t, s)zdij, (1.106)
где
P(t, s) = p(t, s)pr (t, s), r)(t) =  ^  wr(t)gr(t, s),
r=l
G(t) = EdV(t)(dV(t))T = J2  9r(t, s )g j (t , s) =  J2  Sr(t, s )S j (t, s),
r=l Г= 1
gr(t,s) =  Sr(t,s)p(t>s),
p(t, s) -  нормированный вектор, ортогональный векторам y(t, s) 
и u(t, s) из (1.93).
Для оператора Ъ стохастической системы (1.106) собствен­
ное значение р = р(Ъ), необходимое для исследования Р-устой- 
чивости, и соответствующая собственная функция ip € ОС], в 
данном случае связаны соотношением
рр = —tr(A [pP]G) (1.107)
Матрица V  =  —Л- 1[<£>Р], при п =  3, имеет ранг, равный еди­
нице, и может быть представлена в виде V  =  рР, где р -  ска­
лярная функция (р € ЭСр).
дРИз соотношений рР =  — А~1[<рР\, ртр =  1, рт-—-р =  0 
следуют равенства
р = - р тА[рР]р =  - др
dt^ + p T[FT +  F]p-p
из которых и (1.107) вытекает, что
др
где ar(M) = p T(t,e)[FT(<,s) -|-F(t,s)]p(i,s), =  tr(7(*,s).
Разделив (1.108) на ц и воспользовавшись равенством
О
получим для р явное выражение: р = - < £ > .  Величина р< a >
после усреднения по t функций а и ft остается функцией от 
s : р =  р8. В результате
р(В) =  ш в х { - ^ | } .
Неравенство
max < а > < 0
S
является необходимым и достаточным условием [109] экспонен­
циальной устойчивости 2-тора Ж для детерминированной си­
стемы (1.1). При этом неравенство р(Ъ) < 1, записанное в виде
max* < а  +  /3 >=
Т m
= max* Итт-и» ^ /  tr[2F(t,s) +  Sr(t ,s )Sj (t,s)]dt < 0,
о  r = 1
(1.109)
является необходимым и достаточным условием Р-устойчивос­
ти системы (1.106), а значит, и ЭСК-устойчивости 2-тора М 
для стохастической системы (1.2) при п =  3.
Замечание 1.9. Функция 7 (5) =<  а +  /3 > в квазиперио- 
дическом случае есть константа
7(5) =  7о = у \ & + ± ± & ) 'й *=1 с®* г=1 »,;=! V ах1 '
dx.
Если x(t, s) есть цикл с периодом T(s) : x(t +  T(s), s) =  x(t, s),
TO
T(a)
7(e) = J  (a(t,s)+P(t,s))dt.
о
Для тора, целиком состоящего из циклов, функция y(s) может 
принимать различные значения (для каждого цикла -  свое). 
Если x(t, s) -  решение, сходящееся при t —> оо к предельному 
циклу x(t,s*), то 7(5) = 7 (s*). Для тора, состоящего из конеч­
ного числа чередующихся устойчивых и неустойчивых циклов, 
функция 7 (ж) -  кусочно-постоянна. При этом для s, соответ­
ствующего неустойчивому циклу, 7 имеет изолированное знаг 
чение, а на интервале значений s, отвечающих всем траекто­
риям, сходящимся к одному циклу, является константой.
П р и м е р
Рассмотрим в трехмерном пространстве переменных (х, у, z) 
2-тор М, задаваемый уравнением
(sjx1 +  у2 -  2)2 +  z2 =  Гр, 0 < г0 < 2.
В новых переменных г, <р, ф, связанных со старыми переменны­
ми х, у, z соотношениями
х = (2 -I- г cos ф) cos ip, у =  (2 +  г cos ф) sin <р, z =  г sin ф, 
тороидальная поверхность задается совсем просто: 
г = го, 0 ^ <р < 2л, 0 < ф ^ 2л.
Рассмотрим в новых переменных стохастическую систему 
Г = /(г , <р, ф) +  <т(г, V?,
^ а (1.110) 
ф = Р,
где /  и о -  27г-периодические функции по переменным р и ф .  
Предполагается, что /(го, р,ф) =  0 и а(го, <р, ф) =  0 при всех р 
и ф. Данные условия означают, что тор Ж является инвариант­
ным многообразием для (1.110) и может быть параметризован 
семейством решений
где роль одного из параметров играет время а другим явля­
ется начальное состояние р(0, з) =  s.
Необходимым и достаточным условием ЭСК-устойчивости 
тора Ж (см. (1.109)) будет неравенство
r(t) =  r0, p(t, s) =  at +  5, ф{г) = /ft,
о
Пусть
<т(г, <р, ф) =  у/в(<р,ф)(г -  г0).
Тогда
^(го,Ч>,Ф) =  ^К<Р,Ф) 
*^г(го,<Р,Ф) =0(<Р,Ф)
И г
о
Исследуем устойчивость тора для функций вида 
ц((р, ф) =  ц0 + sin(kifi) sт(1ф)
0(>p, ф) = 6 о + 6\ sin(myj) sin (пф), 
где k,l,m,n -  натуральные числа, |0i| < во.
Здесь возможны случаи:
а) ка Ф 1(3, та Ф п(3 7(5) =  //о +  0о;
б) ка = 1(3, та ф п(3 7(s) =  цо — sin(fcs) +  во',&
1^в) ка Ф 1/3, та = п/З 7 (s) =  Цо+во — — sin(ms);
и вг) ка =  Z/3, та = п/З j(s)  =  /хо — тг sin(fcs) +  во — — sin(ras).
При этом условия устойчивости имеют вид:
а) /хо +  0о < О»
б) /*о +  + 0о < 0;
в) Цо +  0о +  < 0;
r )w  +  9o +  Jiilly ^ 1 <0.
Как видим, рассматриваемая система наиболее устойчива при 
иррациональном значении числа вращения v = —. В этом слу-
чае q / -  /  — ) параметры /xi,fc,l и в\,m,n не влияют \ к тп)
(см. а)) на устойчивость.
При рациональном значении v возможны резонансные слу-
I пv =  — = —, для которых изменять к т
/XI и 01 можно лишь в определенных пределах. В случаях ре­
зонанса свойство устойчивости перестает быть грубым. Сколь 
угодно малое изменение а и (3 разрушает резонанс, функция 
7(5) убывает скачком. При этом запас устойчивости системы 
резко возрастает.
Отметим, что все результаты данного раздела, полученные 
как следствие общей теории стохастической устойчивости для 
абстрактных инвариантных многообразий, были впервые опуб­
ликованы в работах [109, 250], представляющих итоги разра­
ботки метода функций Ляпунова для двумерных тороидаль­
ных многообразий в детерминированном и стохастическом слу­
чаях.
1.10. Устойчивость линейных стохастических
систем с периодическими коэффициентами
Линейные дифференциальные уравнения с периодически­
ми коэффициентами являются классическим объектом детер­
минированной теории устойчивости [124]. В настоящее время 
анализ таких уравнений опирается на глубоко разработанную 
теорию и имеет многочисленные приложения. Общие методы 
исследования устойчивости систем с периодическими коэффи­
циентами в стохастическом случае представлены в [119, 120]. 
Рассмотрим линейную стохастическую систему
т
dx =  A(t)xdt +  ar(t)xdwT, (1-Ш)
Г=1
где х -  n-мерный вектор, wr (г =  1 ,. ..,т )  -  некоррелирован-
чаи: б) v = —; в) v =  —; г
ные стандартные винеровские процессы, A(t),crr(t) -  Т-пери- 
одические п х n-матричные функции.
Пусть x(t) = x{t,s,x) является решением системы (1.111) с 
начальным условием x(s) =  х .
Определение 1.11. Решение х = 0 системы (1.111) назы­
вается экспоненциально устойчивым в среднем квадратичном 
(коротко -  устойчивым), если существуют а > О, L > 0 такие, 
что выполняется неравенство
Е | х(£, 5, х) ||2^ L ехр(—a(t — s))E | х ||2
для всех х и всех t ^ s.
Рассмотрим пространство Еп симметрических Т-периоди- 
ческих п х n-матричных функций V(t), определенных и доста­
точно гладких на R1. В Еп рассмотрим конус
%п = { V Е Еп | V (£) — неотрицательно определена V t Е R1}
и его внутренность
= { V € Еп | V{t) — положительно определенная V t € R1}.
Справедлив следующий критерий [119, 120].
Предложение 1.4. Пусть система (1.111) является устой­
чивой.
Тогда
а) для любой матрицы С € %п существует единственная 
матрица V £ ЭСП, удовлетворяющая уравнению
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F + AT(s)F + VM(s) + ^ < r rT(s)Far(s) =  -С (в); (1.112)
Г =1
б) если С € ЗС” , то F € ЗС” .
Если для некоторой матрицы С € ЗС" уравнение (1.112) 
имеет решение F € ЭС” , то система (1.111) является устойчивой.
Замечание 1.10. Для решения V^s) уравнения (1.112), ис­
пользуя формулу Ито, можно записать следующее представле­
ние:
Здесь X  -  произвольная симметрическая неотрицательно опре­
деленная матрица, x(t) =  x(t, s, х) -  решение уравнения (1.111) 
с условием x(s) =  х, где Еххт =  X , M(t) =  Еx(t)xT(t) -  мат­
рица вторых моментов, удовлетворяющая следующим уравне­
ниям:
Здесь А  есть оператор Ляпунова для соответствующей де­
терминированной системы
оо оо
8 8
т
М  =  A(t)M +  MAr (t) +  Y,"r(t)McrJ (t),
Г=1
M(s) =  X.
Спектральный критерий устойчивости
Рассмотрим операторы Л,§,/С:
A[V} =  V(s) +  Лт (з)У(8) + V(a)A(s),
т
r= l
JC =  A  +  S,
определенные на любой функции V из En. 
Уравнение (1.112) запишем в виде
C[V]=A[V] +  S[V] = -C . (1.114)
£ -  оператор Ляпунова для стохастической системы (1.111). 
Оператор стохастических возмущений S является положитель­
ным.
С операторной точки зрения устойчивость системы (1.111) 
(см. предложение 1.4) эквивалентна существованию обратно­
го оператора £ -1 . Оператор £ -1 является отрицательным: 
- £ - 1[Хп] С Х п .
Пусть система (1.115) является устойчивой. Рассмотрим от­
рицательный оператор А~1. Теперь уравнение (1.114) можно 
записать в виде
У -Т [У ]  =  - Л - 1[С], (1.116)
где оператор 7 задан следующим образом:
7 =  (1-117)
Оператор У, как произведение двух положительных операто­
ров —А ~1 и S, является положительным. Таким образом, ана­
лиз устойчивости стохастической системы (1.111) можно свя­
зать с исследованием спектральных свойств оператора 7.
Теорема 1.7. Для того чтобы система (1.111) была устой­
чивой, необходимо и достаточно, чтобы
а) система (1.115) была устойчива;
б) выполнялось неравенство
р(7) < 1, (1.118)
где р(7) есть спектральный радиус оператора 7 .
Доказательство. Необходимость. Пусть система (1.111) 
устойчива. Тогда система (1.115) также устойчива и существу­
ет оператор А~1. Из предложения 1.4 и соотношений (1.116), 
(1.117) следует, что для некоторой матрицы V € X™ выполня­
ется условие
По теореме 16.7 из [51], благодаря нормальности и телесности 
конуса ЗС1, из (1.119) следует неравенство (1.118).
Достаточность. Пусть система (1.115) устойчива. Тогда 
существуют операторы Л-1 и ?  =  —Л-1§. Рассмотрим опера­
тор D:
V[V] =  V -  3>[V].
В силу (1.118) оператор D имеет обратный D-1 :
ОО
ф-1 =  ^ 2  3*-
fc=o
Оператор D-1 -  положительный. Это означает, что для всякой 
матрицы С € ЗС” найдется V  =  Ф-1 [—Л-1 [С]] G ЗС£. Матрица 
V- € ЗСу является решением уравнения (1.114). Следовательно, 
система (1.111) устойчива.
Замечание 1.11. Спектральный радиус р(З’) ф 0 опреде­
ляет бифуркационное значение £* =  параметра интен­
сивности шума е >  0 для системы
т
dx =  A(t)xdt +  е У ]  ar(t)x duу. (1.120)
Г = 1
Система (1.120) является устойчивой при всех е < е* и 
неустойчивой при всех е ^ £*. Если р(У) = 0, то система (1.120) 
устойчива при всех е ^ 0. Здесь величина р(У) характеризу­
ет «запас устойчивости»детерминированной системы (1.115) к 
воздействию стохастических возмущений.
Замечание 1.12. Рассмотрим наряду с системой (1.111) 
систему
т
dx =  A(t)xdt +  У  ar{t)xdwr -I- e<r(t)xdw (1-121)
Г= 1
с дополнительным мультипликативным шумом интенсивности 
е > 0, w(t) -  некоррелированный с wr(t)(r =  стан­
дартный винеровский процесс, a{t) -  Г-периодическая п х п- 
матричная функция.
Пусть система (1.111) является устойчивой. Тогда суще­
ствуют операторы £ -1 и T i= — <C-1Si, где £  есть оператор 
Ляпунова системы (1.111), a Si:
Si[V] =  aT(s)y(s)tr(s),
является положительным оператором, связанным с дополни­
тельным мультипликативным шумом. Здесь бифуркационное 
значение параметра интенсивности е дополнительного шума 
равно: е* = у ^ т у - Значение р{У\) характеризует запас устой­
чивости стохастической системы (1.111) по отношению к воз­
действию дополнительного одиночного шума.
, Вычисление значений оператора £ -1 связано с решением 
периодического уравнения Ляпунова (1.112).
Алгоритмы решения периодического уравнения 
Ляпунова
Для численного решения матричного уравнения Ляпунова 
(1.112) можно предложить следующие алгоритмы.
Алгоритм 1. Рассмотрим на [О, Г] последовательность мат­
риц Vfc(s), к = 1,2,..., где Vfc(s) -  решение задачи Коши:
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Vk +  AT(s)Vk +  VkA(s) +  J > rT (sm<rr(5) =  -C (s ),
r = l
Vk(T) =  V3b_i(0), Vo(s) =  0.
Пусть система (1.111) является устойчивой. Тогда для Т-пери- 
одического решения V(s) 6 X™ уравнения (1.112) справедливо
V(s) =  lim Vk{a).
к—ю о
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Алгоритм 2. Рассмотрим последовательность матриц Vk(s), 
к =  1 , 2 , где Vk(s) € ОС} -  решение уравнения
т
Vk +  AT(a)Ffc + VkA(s) =  -С(а)  -  £ > гт ( а Щ ^ а )  (1.122)
Г = 1
с условием
Vo =  0.
Пусть система (1.111) является устойчивой. Тогда для Т-пери- 
одического решения V(s) € ОС} уравнения (1.112) справедливо
V(a) =  lim В Д . (1.123)Л-fOO
Доказательство сходимости алгоритма 2. Решение 
V(a) € ОС} уравнения (1.112) имеет вид (см. доказательство 
теоремы 1.7, достаточность):
00
V  =  Ъ -Х[-А~1[С\] =  53tP*[-A"1[(7]].
1=0
Решение V^(s) € уравнения (1.122) можно записать в виде
fc-i
Vk =  - A - l [C] +  ?[Vk-i] =  V! +  yjVfc-j] =  £  ^ [-A -^ C ]].
i=o
Если система (1.111) устойчива, то р(У) < 1 и выполняется 
(1.123).
Оценки спектрального радиуса оператора У
Рассмотрим стохастическую систему с одним шумом второ­
го типа
dx =  A(t)x dt + sjxTQ(t)x drj, (1.124)
где T](t) -  n-мерный винеровский процесс с параметрами
Edr](t) =  0, EdT](t)dTtT(t) =  G(t)dt, Q € ОС1, G € ОС.
Пусть детерминированная система (1.115) является устой­
чивой. Тогда существует оператор Л-1. Для системы (1.124) 
оператор S имеет вид
§[V] =  tr (VG)Q.
Значением оператора W  =  У[У] =  —Л-1§[У] является матрица 
W  € ЗСП, удовлетворяющая уравнению
W  4- Лт (в)И  ^+  WA(s) =  -n(s)Q(s), (1.125)
где
ц(з) =  tr(V(e)G(e)) ^ 0 (1.126)
является Т-периодической функцией.
Пусть V € X1}  и р = р(У) являются собственным вектором 
и собственным значением оператора У. Равенство У\У] =  pV 
можно переписать (см. (1.125), (1.126)) в виде
- A ~ l \nQ}^pV. (1.127)
Из (1.127) следует, что
—tr (A~l [p.Q]G) =  pp.. (1.128)
Соотношение (1.128) означает, что функция
p(s) =  tr(V(s)G(a))
является собственной (с тем же самым собственным значением 
р) для оператора Ъ вида
Ъ[(р] =  - t r  {A~l [<pQ]G). (1.129)
Этот оператор определен на пространстве Е1 скалярных Т-пе- 
риодических функций. Оператор Ъ является положительным. 
Здесь конус X 1 и его внутренность %\ задаются совсем просто:
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X 1 =  {<р € И1 | <p(t) ^ 0 при любых t € [О, Г]},
Х\ =  {у? € Е1 | <p(t) >  О при любых t € [0,Т]}.
Справедливо и обратное. Каждое собственное значение опе­
ратора Ъ является собственным значением оператора У. Та­
ким образом, спектральные радиусы этих операторов совпада­
ют:
р(9)=р(В)
и в анализе устойчивости системы (1.124) вместо условия (1.118) 
можно проверять неравенство
р(Ъ) < 1
с более простым оператором Ъ.
Рассмотрим функцию
тЬ  .1 _  Э Д (»)
где <р € Х\.
Теорема 1.8. Пусть р является спектральным радиусом 
оператора Ъ. Тогда при любом <р £ Х\ справедливы неравен­
ства
min JVp, s] < р < max J\tp. в] (1.130)[о,Г] 1 [О,Г]
и
р =  min max J[<p, s] =  max min JVp, si. (1.131)
vex\ [o.T] ^  v>e5C} [o,t]
Доказательство следует из теорем 16.1,16.2 и 16.3 [51]. 
Данная теорема может служить основой для разработки 
разнообразных численных методов оценки спектрального ра­
диуса р. Важно подчеркнуть следующее: во многих случаях 
необязательно искать р с очень высокой точностью. Действи­
тельно, если нас интересует устойчивость системы (1.124), то
достаточно найти мажоранту р* : р ^ р* < 1. С другой сторо­
ны, для доказательства неустойчивости системы (1.124) доста­
точно найти миноранту р* : 1 < р* ^ р.
Утверждение 1.5. Функция J[<p, s] имеет представление
оо
J[p, s] = e J  zT (t)Q(t)z(t)dt. (1.132)
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Здесь z(t) при t ^ s является решением детерминированной 
системы
(1ЛЗЗ)
со случайными начальными данными z(s), удовлетворяющими 
равенству
Ez(s)zT(s) =  G(s). (1.134)
Доказательство. Из (1.113) следует
оо
J[ip,s] =  EJ  хТ (t)(<p(t)Q(t))x(t)dt,
S
где x(t) является решением уравнения х =  A(t)x на интервале 
[s,oo) с условием E®(s)zT(s) =  ^jG (s ) .
Замена z(t) =  y/<p(t)x(t) приводит к (1.132) -  (1.134). 
Можно доказать, что множество решений задачи (1.133) -  
(1.134) для всех <р € Х\ совпадает с множеством решений за­
дачи
z =  (A(t) + 0(t)I)z, Ez(s)zT(s) =  G(s) (1.135)
для всех 19(t) 6 0 , где
Г
i9(t) £ Е1 | $(t) удовлетворяет условию J  •d{t)dt = О
о
е  = .
Соотношения (1.130) -  (1.131) могут быть переписаны в виде
min/h?,s] ^ р ^  max/h?,s], (1.136)
[0,Т] [0,71
р =  min max Лт?, s] =  maxmin Лт?, si. (1.137)
060  [0,71 0€0  [0,71 1 J
Здесь
oo
J[t?, a] =  E J  zT (t)Q(t)z(t)dt, (1.138)
8
где z(t) =  z(dyt) -  решение уравнения (1.135) с fi(t) 6 0.
Таким образом, задача построения оценок спектрального 
радиуса оператора Ъ сводится к задаче оптимизации (1.136), 
(1.137) традиционного квадратичного интегрального функци­
онала (1.138) для системы (1.135).
П р и м е р
Рассмотрим одномерное уравнение (1.124)
dx =  a(t)xdt +  y/q(t)x2dq , Е(dr/)2 = dt. (1.139)
Из (1.113), (1.138) следует, что /[$, s] = v(s), где v(t) -  Т-пери-
одическое решение уравнения
v +  2(a(t) +  i?(t))v + q(t) = 0.
Из теоремы 1.7 следует, что v(t) =  р = р(7) для d(t) =  ^тгг,2 p(t)
где p(t) -  собственная функция оператора В. Следовательно, 
спектральный радиус р удовлетворяет уравнению
2(a(t) +  e{t))p +  q(t) = 0.
т _
Интегрируя это уравнение с условием f  rf(t)dt = 0, получаем
о
1 г
2 р /  a(t)dt +  J  q{t)dt =  0
о 
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fq(t)dt
> — *Т-------- •
2 / a(t)dt 
о
Таким образом, неравенство 
г
J (2a(t) + q{t))dt < О 
о
является необходимым и достаточным условием устойчивости 
системы (1.139).
Представленные в данном разделе результаты опубликова­
ны в [249]. Разработка методов численного анализа устойчиво­
сти стохастических систем с периодическими коэффициента­
ми, опирающихся на критерий теоремы 1.8, была продолжена 
в работе [32], где, в частности, удалось построить двумерную 
бифуркационную диаграмму, иллюстрирующую зоны устойчи­
вости и неустойчивости стохастического уравнения Матье.
2. Стохастическая чувствительность
2.1. Функция стохастической 
чувствительности
Рассмотрим детерминированную систему (1.1) с гладким ком­
пактным инвариантным многообразием М с 1 п. Предполага­
ется, что многообразие М является экспоненциально устойчи­
вым (см. определение 1.1). В данной главе при исследовании 
чувствительности многообразия М к случайным возмущениям 
будет использоваться система стохастических уравнений Ито:
dx =  f (x)dt  +  ea(x)dw(t), i , / € R n. (2.1)
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Здесь w(t) -  п-мерный винеровский процесс, <т(х) -  достаточ­
но гладкая п х n-матричная функция, задающая зависимость 
возмущений от состояния системы, е -  параметр интенсивности 
возмущений.
В результате действия стохастических невырожденных воз­
мущений (а(х)|м Ф 0) случайные траектории системы (2.1) по­
кидают многообразие М и формируют вокруг него некоторый 
пучок.
Детальное вероятностное описание случайных траекторий 
в этом пучке в терминах плотности распределения дается урав­
нением Фоккера -  Планка -  Колмогорова (ФПК).
Если характер переходного процесса является несуществен­
ным, а основной интерес представляет установившийся в си­
стеме режим стохастических автоколебаний, то можно огра­
ничиться рассмотрением стационарной плотности распределе­
ния р(х,е), задаваемой стационарным уравнением ФПК. Непо­
средственное использование этого уравнения даже в простей­
ших ситуациях (например, когда рассматривается стационар­
но-распределенное состояние автоколебательной системы с од­
ной степенью свободы) весьма затруднительно. Важный для 
практики случай -  воздействия малых помех -  приводит к из­
вестным проблемам анализа уравнений с малыми коэффици­
ентами при старших производных.
В настоящее время известны различные подходы, позволя­
ющие для искомых вероятностных характеристик найти соот­
ветствующие приближения. Разработан метод, основанный на 
замене исследуемого процесса на эквивалентный гауссовский. 
Аналитически этот метод сводится к обрыву бесконечномер­
ной последовательности уравнений для моментов высших по­
рядков, когда ограничиваются лишь первыми двумя момента­
ми. Для случая квазигармонических колебаний данный прием 
использовался в [263]. Подход, связанный со стохастическим
усреднением в русле метода малого параметра теории возму­
щений, рассмотрен в работах [111] и [37].
2.1.1. Квазипотенциал и его аппроксимация
Для систем с малыми случайными возмущениями в работе 
А. Д. Вентцеля и М. И. Фрейдлина [26] предложен подход, ис­
пользующий некоторую специально конструируемую функцию 
Ляпунова -  квазипотенциал, с помощью которой можно нахо­
дить асимптотики ряда важных вероятностных характеристик 
выхода случайных траекторий из области (задача о выбросах), 
содержащей устойчивое предельное множество исходной детер­
минированной системы. Применительно к точке покоя данный 
подход в рамках теории больших уклонений развивался в ра­
ботах [159, 173]. Метод квазипотенциала для предельного цик­
ла рассматривался в работах [90, 169, 170, 171, 191, 192, 230, 
240, 262], а для более сложных фрактальных аттракторов -  в 
[174, 193]. Теории больших уклонений в анализе стохастиче­
ских дифференциальных уравнений на торе посвящена работа
Рассмотрим асимптотику стационарной плотности распре­
деления случайных траекторий системы (2.1) с невырожден­
ными шумами (deta(x)|>c ф 0) вблизи компактного инвари­
антного многообразия М. Для малых шумов эта асимптотика 
имеет вид
где v{x) =  — lim е2 In р(х, е) -  квазипотенциал.
е-+0
Квазипотенциал v(x) связан с некоторой вариационной за­
дачей минимизации функционала действия и удовлетворяет 
уравнению Гамильтона -  Якоби:
[27].
v|m = о , и|и\:м > о.
Квазипотенциал v(x) в окрестности U многообразия М яв- 
ляется М-квадратичной функцией Ляпунова и позволяет пока­
зать Э-устойчивость многообразия М для системы (1.1). Дей­
ствительно, функция v(x), будучи решением уравнения Гамиль­
тона -  Якоби (2.2), удовлетворяет соотношению
Для невырожденных шумов функция w(x) также является М- 
квадратичной, что по теореме 1.1 означает Э-устойчивость мно­
гообразия М.
Уравнение Гамильтона -  Якоби выглядит проще, нежели 
исходное уравнение ФПК, однако и его точное решение являет­
ся по-прежнему весьма сложной задачей. Здесь возможен кон­
структивный подход, связанный с введением еще одной асимп­
тотики -  малой окрестности исследуемого аттрактора. Для слу­
чаев точки покоя и предельного цикла соответствующие ап­
проксимации квазипотенциала исследовались в [90, 175, 230,
Локальная аппроксимация квазипотенциала вблизи
Квазипотенциал v(x) достигает минимума на многообразии 
М, где вместе со своими частными производными первого по­
рядка равен нулю. Поэтому первым приближением функции 
v(x) вблизи М является квадратичная форма
Ф) = (^Д(®).Ф(7(*))Д(*)). Ф) = Ф) + 0(||д(х)||3),
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где
240, 262].
инвариантного многообразия
задаваемая определенной на М функцией Ф(х) =
В каждой точке х многообразия М значение Ф(х) -  сим­
метрическая неотрицательно определенная п х n-матрица. По­
скольку v(x) -  М-квадратичная функция, то Ф(х) € Хр  (см. 
предложение 1.3). Рассмотрим наряду с Ф(х) матричную функ­
цию Ф(х) = Ф+(х), где + означает псевдообращение. Отметим, 
что Ф(х) € Хр.
Полученная аппроксимация <р(х) =  5(д(х), Ф+(7(х))д(х)) 
квазипотенциала v(x) позволяет представить асимптотику ста­
ционарной плотности в форме нормального распределения
с ковариационной матрицей е2Ф(х). Эта матрица характери­
зует разброс случайных траекторий системы (2.1) в точке х 
многообразия М.
Пусть Ai(x) ^ Аг(х) ^ ... ^ АЛ(х) -  собственные числа, 
a hi(x), h2 (x), ...,hn(x) -  ортонормированный базис собствен­
ных векторов матрицы Ф(х). Поскольку при каждом х € М 
матрица Ф(х) вырождена (Ф(х) G ОСр, гапкФ(х) = п — s), то 
An_s+i(x) = ... =  Ап(х) =  0. Соответствующие собствен­
ные векторы hn- s+i(x), ...,hn(x) лежат в касательном подпро­
странстве Тх. Остальные собственные числа Ai,...,An_s, при 
невырождающихся на М шумах (det<j(x)|>t ф 0), строго поло­
жительны и задают при каждом х разброс случайных траекто­
рий в направлении векторов hi,..., hn- s базиса ортогонального 
подпространства Nx-
2.1.2. Параметризация функции стохастической 
чувствительности
Матрица Ф(х) характеризует реакцию системы (2.1) вблизи 
многообразия Ж на случайные входные воздействия. Если си-
стему (2.1) рассматривать как некоторый преобразователь сто­
хастического входа (стационарный винеровский процесс w(t)) 
в стохастический выход (стационарное распределение случай­
ных траекторий вокруг М ), то ее собственные значения задают 
коэффициенты усиления (А* > 1) и ослабления (А* < 1) это­
го преобразователя. Функция Ф(х) -  функция стохастической 
чувствительности (ФСЧ) -  позволяет описать неравномер­
ность разброса случайных траекторий около многообразия по 
всем направлениям, указать участки многообразия, наиболее и 
наименее чувствительные к помехам.
Конструкция функции стохастической чувствительности бы­
ла введена в [14] в качестве достаточно простого и естественно­
го инструмента анализа стохастически возмущенных предель­
ных циклов и разрабатывалась далее в работах [15,16,17, 143, 
144, 145, 146, 147].
Пусть х -  произвольная фиксированная точка многообра­
зия М. Выходящее из этой точки решение x(t) =  X(t,x)
(Х(0 ,х ) =  х) системы (1.1) позволяет для функции Ф(х) полу­
чить параметрическое представление, связанное со скалярной 
переменной t € R1:
V(t) =  Ф(х(*)).
При этом V(t) € Хр С X х С Е*. Напомним (см. (1.43)), что 
множество Хр  является внутренностью конуса Xх, лежащего 
в пространстве Ех.
Дифференцируя уравнение Гамильтона -  Якоби (2.2) в пред­
положении достаточной гладкости квазипотенциала v(x) и под­
елиставляя х =  x(i), получим для V(t) =  Ф(х(£)) = 
матричное дифференциальное уравнение Бернулли
V + F T(t)V+ VF(t) + VS{t)V = 0, (2.3)
F(!) = g ( * ( t )) , S(t) =  <7(z(i))<rT (*(()) , P(t) =  Pl(t).
Рассмотрим для уравнения Бернулли (2.3) соответствующее 
линейное уравнение
W = F(t)W + W F T(t) +  P(t)S(t)P(t). (2.4)
Ниже будет показано (см. теорему 2.1), что это линейное мат­
ричное уравнение имеет в £* единственное решение W  (£). Связь 
функций V(t) и W(t) -  решений (2.3), (2.4) -  дается следующей 
леммой.
Лемма 2.1. Если матричная функция W{t) € X р является 
решением уравнения (2.4), то функция V(t) =  W +(t) € Xр  
является решением уравнения (2.3).
Если матричная функция V(t) € Хр  является решением 
уравнения (2.3), то функция W(t) =  V+(t) е Хр  является ре­
шением уравнения (2.4).
Доказательство. Пусть функция W(t) € Ххр является ре­
шением уравнения (2.4). Умножая уравнение (2.4) слева и спра­
ва на V(t) =  W +(t) G Хр, получим
VWV = V FP + PFTV  +  VSV. (2.5)
Здесь W — Дифференцируя равенство V =  VW V  по пе­
ременной t, получим V = VP +  VWV  +  PV, откуда следует 
VWV  = V — VP — PV. Умножая последнее равенство слева и 
справа на Р, получим VW V  =  —PVP, откуда, с учетом (2.5), 
следует
P\V +  VF + F TV -h VSV]P =  0. (2.6)
Для произвольного вектора г = r(t) из Тх^ ,  с учетом Vr =  0, 
выполняется
[V + VF + FTV +  VSVjr =  [V +  VF]r =  [Vr] =  0. (2.7)
Из (2.6), (2.7) следует, что V =  W + -  решение (2.3).
Обратное утверждение доказывается аналогично.
В результате для функции стохастической чувствительно­
сти Ф(х) на решении x(t) =  X(t,x)  получаем параметрическое 
представление W(t) =  Ф(х(£)).
Уравнение (2.4), введенное здесь с помощью конструкции 
квазипотенциала, можно получить другим способом, исполь­
зующим системы первого приближения.
2.1.3. Связь с системами первого приближения
Пусть хо -  произвольная фиксированная точка, лежащая 
на многообразии Ж. В силу инвариантности Ж соответствую­
щее решение x(t) детерминированной системы (1.1) с началь­
ным условием х(0) =  хо 6 М при всех t > 0 принадлежит 
М. Рассмотрим решение x(i) стохастической системы (2.1) с 
тем же начальным условием х(0) =  х<>. Под действием случай­
ных возмущений траектория x(t), удаляясь от х(<), покидает и 
многообразие Ж. Рассмотрим отклонение z(t) =  x(t)—x(t) воз­
мущенного решения x(t) от невозмущенного x(t). При малых 
е отклонение z(t) мало, что позволяет для описания динамики 
пары x(t), z(t) использовать систему (стохастическое линей­
ное расширение):
dx =  /(х ) dt, х е Ж ,
dz =  F{x)zdt +  e<r(x)dw(t), z € Rn,
где Я/
m  =  ^ < x ).
В системе (2.8) учтены только члены первого порядка малости 
по е и z. В исследовании разброса стохастически возмущен­
ных траекторий x(t) вокруг многообразия М нас интересует 
не столько динамика самих отклонений z(t), сколько поведение
их проекций Px^z(t) на нормаль Nx(t) к Ж в текущей точке 
невозмущенного решения x(t). Естественной детерминирован­
ной характеристикой разброса таких проекций является кова­
риационная матрица
D(t) =  соv(Px{t)z(t), Px(t)z(t)).
Отметим, что D(t) =  Px^Z(t)Px^ ,  где ковариационная мат­
рица Z(t) = соv(z(t),z(t)) отклонения z(t) связана с x(t) систе­
мой:
i  =  /(:r )’ (2 9)
Z =  F(x)Z +  ZFT(x) +  е25(х), v ' }
где
S(x) = а(х)ат(х).
При малых е матрица D мала. В качестве меры стохастиче­
ской чувствительности естественно взять отношение
w  = \ d .
£ г
При этом W(t) = Px(t)U(t)Px(t)- Здесь U(t) =  Z(t), являясь
ковариационной матрицей решений и =  \z стохастической си­
стемы
dx =  f (x)  dt,
du =  F(x)udt + cr(x)dw(t), (2.10)
удовлетворяет уравнениям 
x = f(x),
U = F(x)U + UFr (x) + S(x). 
Рассмотрим наряду с (2.10) систему 
dx = f(x) dt,
dy = F(x)ydt + Pxcr(x)dw(t).
(2.11)
(2.12)
Ковариационная матрица V(t) =  соv(y(t),y(t)) ее решений y(t) 
удовлетворяет системе
х =  /(х),
V =  F(x)V + F F T(x) +  PxS(x)Px.
Пусть х -  произвольная точка многообразия М. Выходящее 
из этой точки решение x(t) =  X(t,x) (X(0,x) — х) системы
(1.1) позволяет для всех функций, участвующих в описании 
рассматриваемой задачи и изначально заданных на М, полу­
чить параметрическое представление, связанное со скалярной 
переменной t € R1:
F(t) =  F(x(t)), G(t) = a(x(<)), P(t) = Px{t), S(t) =  S(x(i))-
При этом (см. (1.43)) элементами пространства £ х, конуса X х и 
множества Хр  становятся соответствующие, уже заданные на 
R1, симметрические п х n-матричные функции V (t) =  V
Значения оператора А  на Ех определяются (см. 1.44) ра­
венством
A[V] = V +  F T(t)V +  VF(t).
Для скалярного произведения элементов V, W  € Ех, задавае­
мого равенством
т
< V, W  > =  гИт tr(V(t)W(t))dt,
О
сопряженным к А  будет оператор
A*[W} = - W  +  F(t)W +  W F T(t).
Теорема 2.1. Пусть детерминированное линейное расши­
рение (1.21) является P-устойчивым. Тогда для любого х Е Ж 
справедливы утверждения:
а) матричное уравнение (2.4) имеет в пространстве £ х един­
ственное решение W(t) € X х. Если матрица S(t) G Хр, то 
W( t ) €  ХХР;
б) система (2.12) имеет решение y{t) с ковариационной мат­
рицей cov(y(t),y(t)) =  W(t)\
в) для всякого решения y(t) системы (2.12) проекция 
P(t)V(t)P(t) ковариационной матрицы V(t) =  соv(y(t),y(t)) 
сходится к матрице W(t) :
t Hmo(P(«)F(«)P(i ) -W(i) )  =  0;
г) для всякого решения y(t) системы (2.12) проекция P(t)y(t) 
сходится в среднем квадратичном к y(t) :
lim E||P(%(t) -  у(*)||2 =  0;
С—f+OO
д) для всякого решения u(t) системы (2.10) проекция 
P(t)U(t)P(t) ковариационной матрицы U(t) =  cov(u(t), u(t)) 
сходится к матрице W{t) :
t Hmo( P ( i ) ^ ) P ( t ) - W ( t ) )  =  0;
е) для всякого решения u(t) системы (2.10) проекция 
P(t)u(t) сходится в среднем квадратичном к y(t) :
lim E||P(t)u(<) -  y{t)||2 = 0.
г— f+ o o
Доказательство. Пусть система (1.21) является Р-устой- 
чивой. Тогда оператор А  обратим, и, следовательно, имеет об­
ратный и оператор А*.
Рассмотрим матрицу W = — (A*)~1[PSP] £ X х. Эта мат­
рица является единственным в Ех решением уравнения (2.4). 
Если S £ X р, то W(t)  £ Хр.
Утверждение а) доказано.
Доказательство утверждения б) легко получается, если взять 
у(0) такое, что cov(y(0), у(0)) =  W(0).
Докажем утверждение в). Из уравнения (2.13) и равенства 
W(t) =  P(t)W(t)P(t) следует равенство
P(t)V(t)P(t) -  W(t) =  P(t)A(t)P(t).
Здесь A(t) =  V(t)—W(t) является решением однородного урав­
нения
А =  F(t)A +  AF~(t).
Матрица Д(<) имеет явное представление A(t) =  Z(t)A(0)ZT(t), 
где Z(t) является фундаментальной матрицей системы
dz =  F{t)zdt. (2.14)
В условиях Р-устойчивости системы (1.21) мы имеем
lim P(t)Z(t) =  0. •
t - f + O O  v '
Следовательно, проекция P(t)V(t)P(t) сходится к матрице W(t) 
при t +оо.
Утверждение г) следует из в) и соотношений
E|im!/(l)-5(t)l|2 <2E||F(()!,(()-P(()S(()f+2E||P(()S(()-y(()||2, 
Е||е(()у(«) -  P (U S « )f  = tr(P(t)A(t)P(t)), 
EllР(()9(() -  S W f  =  tr ((P(() -  I)W(t)(P(*) -  I)) = 0.
Для доказательства утверждений д) и е) потребуется сле­
дующая лемма.
Лемма 2.2. Для любого решения u(t) системы (2.10) най­
дется решение y(t) системы (2.12) такое, что
P(t)u(t) =  P(t)y{t). (2.15)
Доказательство. Рассмотрим произвольное решение u(t) 
системы (2.10). Пусть y(t) -  решение уравнения (2.12) с началь­
ным условием у(0) =  и(0). Тогда разность ф — и — у удовле­
творяет уравнению
с1ф = F{t)rl)dt +  ( /  — P(t))G(t)dw(t), 
где G(t) = a{x(t)), ф(0) = 0, и может быть записана в виде
t
ip(t) = j  Z(t — s)(I — P(s))G(s)dw(s)i 
о
где Z(t) -  фундаментальная матрица системы (2.14). Теперь 
требуемое для доказательства леммы тождество P(t)ifi(t) =  0 
следует из замечания 1.1.
Лемма 2.2 доказана.
Перейдем к доказательству утверждения д). Из тождества 
(2.15) следует, что
P(t)U(t)P(t) =  P(t)V(t)P(t)). (2.16)
Теперь утверждение д) следует из (2.15) и в).
Доказательство утверждения г) следует из леммы 2.2 и д). 
Теорема 2.1 доказана.
Данная теорема есть общий вариант результатов, опубли­
кованных в [146] для случая предельного цикла.
Из доказанной теоремы 2.1 следует, что интересующая нас 
проекция P(t)u(t) решения системы (2.10), характеризующая 
чувствительность детерминированного решения x(t) к случай­
ным возмущениям в направлении текущей нормали к 3VC,
при t —> оо, независимо от выбора и(0), сходится к некоторо­
му случайному процессу y(t) -  решению системы (2.12). При 
этом ковариационная матрица проекции P(t)u(t) сходится к
некоторой матрице W(t) -  единственному решению уравнения 
(2.4).
Матрица W  играет центральную роль в данной главе, так 
как является функцией стохастической чувствительности мно­
гообразия М. Значения W  (t) определяют эту чувствительность 
в текущей точке x(t) многообразия. При этом матрица e2W(t) 
задает ковариацию разброса случайных траекторий нелиней­
ной системы (2.1) в их сечении с нормальной гиперплоскостью 
■Nx(t).
2.2. Стохастическая чувствительность точки 
покоя
В простейшем случае, когда многообразие М состоит из 
единственной точки покоя х (М = {ж}, х -  Э-устойчива для
(1.1)), стохастическая чувствительность системы (2.1) характе­
ризуется постоянной матрицей W  -  решением алгебраического 
уравнения
FW  +  W F T =  -5 ,  (2.17)
где
F = i r { x ) ,  S =  GGT, G = a(x).
OX
Для Э-устойчивой точки х матрица F  является устойчивой 
(спектр лежит в левой полуплоскости). Здесь матрица W за­
дает ковариацию (W =  cov(y, у)) стационарно распределенного 
состояния у системы
dy =  Fydt +  Gdw(t). (2.18)
Существование стационарно распределенного состояния у си­
стемы (2.18), как и однозначная разрешимость уравнения (2.17), 
следует из устойчивости матрицы F. Матрица e2W  является
ковариационной матрицей стационарно распределенного состо­
яния линейной системы
dz = Fzdt +  eGdw(t), (2.19)
являющейся системой первого приближения для нелинейной 
стохастической системы (2.1) вблизи х. При этом матрица e2W, 
являясь соответствующим приближением для ковариационной 
матрицы стационарно распределенного состояния нелинейной 
системы (2.1), задает разброс случайных траекторий (2.1) во­
круг точки х.
П р и м е р .  Стохастическая чувствительность 
равновесия осциллятора Ван-дер-Поля
Рассмотрим стохастическую систему
{ Xl =  Х2
Х2 =  ~х\ +  5хг(1 -  х\) +  ew,
полученную добавлением малых случайных возмущений в клас­
сическую модель -  осциллятор Ван-дер-Поля [85]. Здесь S -  
параметр нелинейности, w(t) -  скалярный стандартный вине- 
ровский процесс, а е -  интенсивность случайной помехи.
Система первого приближения (2.19) для рассматриваемой 
точки покоя х\ — О, Х2 = 0 имеет вид
{ii =  z2Z2 =  —Z\ + 6z2 +  ew 
или в векторной записи
i  = Fz + egw,
где
‘ 0 1 ' ’ 2i ' ‘ 0 ‘
F = , 2 = - 9 =
_ -1  8 . . z2 . _ 1
бРис. 2.1. Случайные состояния стохастического осциллятора 
Ван-дер-Поля при е = 0.1: 
а -  для S = —2; б -  для S = —0.5
Рис. 2.2. Стохастическая чувствительность точки покоя 
осциллятора Ван-дер-Поля
Исследуем разброс случайных траекторий стохастической 
модели Вал-дер-Поля вокруг точки покоя. При значении па­
раметра S < 0 точка покоя устойчива. Это гарантирует суще­
ствование стационарного распределения с некоторой ковари­
ационной матрицей e2W. Здесь матрица стохастической чув-
Wn W12
ствительности W  = 
нием уравнения
Ее элементы равны:
является (см. (2.17)) реше- 
FW  + W F ' =  - д д 1
11)21 1D 22
? Т ________Т
1
w n  =  11)22 =  ~ 2£, 11)12 =  11)21 =  0.
Как видим, при любом 8 < 0 ковариационная матрица стацио­
нарного распределения диагональна. Равенство нулю недиаго­
нальных элементов ( W21 =  11)12 =  0) матрицы чувствительно­
сти означает, что координаты случайных отклонений от рав-
новесия в направлении осей координат не коррелируют друг с 
другом. Совпадение диагональных элементов (и/ц = W22) озна­
чает, что разброс случайных траекторий вокруг точки покоя 
по всем направлениям одинаков. Эллипсом рассеивания явля­
ется окружность. Функция стохастической чувствительности
/х(5) = гуц(5) =  W2 2 (S) =  —777 монотонно возрастает и при2 о
приближении 5 к бифуркационному значению 5 = 0 стремит­
ся к бесконечности.
На рис. 2.1 представлены случайные состояния системы при 
е — 0.1 для S =  — 2 и S =  —0.5. Как видим, рост чувствитель­
ности ведет к увеличению разброса случайных траекторий во­
круг точки покоя.
Разброс случайных траекторий системы вдоль оси ОХ  в 
зависимости от параметра нелинейности S и помех интенсивно­
сти е будем характеризовать эмпирической дисперсией D(6,e).
Функция Д(5,б) = - j  D(Sy£) играет роль эмпирической функ­
ции чувствительности точки покоя.
На рис. 2.2 сплошной линией изображен график /i(5), а 
звездочками представлены значения Д(5,е), вычисленные при 
е = 0.1 по случайным траекториям, полученным прямым чис­
ленным моделированием.
Как видно из рисунка, функция стохастической чувстви­
тельности /х(5), аналитически найденная по линейной систе­
ме первого приближения, хорошо согласуется с эмпирическими 
данными, полученными моделированием нелинейной стохасти­
ческой системы.
2.2.1. Системы с ненормальными матрицами
Рассмотрим связь величины разброса случайных траекто­
рий линейной системы (2.19) вокруг равновесия z = 0 со свой­
ствами матрицы F.
Основными характеристиками F  являются ее собственные 
числа Ai,...,An.
В одномерном случае (F  = Ai) система (2.19) имеет вид
dz =  \\zdt +  eGdw.
Чувствительность W  точки покоя z — 0 и дисперсия D  стаци­
онарного решения легко находятся
При Ai -* —оо дисперсия D  -> 0: чем больше степень устой­
чивости одномерной системы, тем меньше ее стохастическая 
чувствительность и разброс случайных траекторий.
В случае размерности два и выше существенную роль начи­
нает играть структура матрицы F. Для диагональных F  кар­
тина такая же, как и в одномерном случае. Иначе дело об­
стоит для так называемых ненормальных матриц, у которых 
F F T ф F TF.
В качестве примера рассмотрим двумерную систему 
dz\ =  (A1Z1 +  Rz*i)dt +  eg\dw\ 
dz2 =  \2 Z2dt +  eg2dw2
с параметрами
F =
Здесь элементы матрицы стохастической чувствительности 
wn W12
R '
, G = 91
0 '
0 Аг 0 92
W  =
W21 w 22
удовлетворяют (см. (2.17)) системе
2 A iw n  +  2Rwi2 =  д\ 
(Ai +  ^2)^12  +  RW22 — 0 
2А2го22 =  - 9 2 > 
103
из которой получаем
wn 91 +
R 2
«712 =
(Лх + Аг)А2
м ____
)•
2 (A i +  А2)А г’
W22 =  - А .2А2
При R =  0 матрица F  диагональна, и все выглядит, как в 
одномерном случае.
Для фиксированного значения R ф 0 при А^г —> —оо име­
ем Wij 0. Бели же параметр R, характеризующий степень 
ненормальности системы, увеличивается, то картина будет иной. 
Отметим, что мерой ненормальности может служить норма 
следующей разности
R2 (А2 -  Ai )R 
(A2 -  Ai)R R?
Для наглядности рассмотрим случай, когда все элементы мат­
рицы F  зависят от одного параметра а >  0:
Ai =  —а, Аг =  —а, R = а2.
В этом случае
||FF' - F ' F  | = а4
и
9\ , <*92 92 92
Ю1, = 25 + Т ’ ”’в = Т ’ ад= 2^ -
Как видим, здесь параметр а характеризует степень ненор­
мальности матрицы F. Увеличение параметра а ведет к умень­
шению собственных значений Ai и А2, что означает увеличение 
степени детерминированной устойчивости равновесия z =  0.
Казалось бы, при этом и стохастическая чувствительность си­
стемы должна уменьшаться. Однако, вследствие роста ненор­
мальности системы, элементы матрицы чувствительности ве­
дут себя по-разному:
lim tuii(a) =  оо,a—yoo
lim W2 2M  =  О,
a - f o o
а u>i2 от параметра а вообще не зависит.
В результате при а —* оо разброс случайных траекторий по 
разным направлениям будет совершенно различным: диспер­
сия первой координаты системы стремится к бесконечности, 
несмотря на увеличение степени детерминированной устойчи­
вости ( lim Ai 2(a) =  —00), дисперсия второй координаты стре-а—юс ’
мится к нулю.
Этот пример демонстрирует общее свойство ненормальных 
систем -  высокую чувствительность к возмущениям. Отмечен­
ное свойство ненормальности приводит порой к неожиданным 
(с точки зрения классической теории детерминированной устой­
чивости) качественным эффектам в поведении физических си­
стем.
2.2.2. Индуцированный шумами переход 
к турбулентности
Одним из актуальных разделов естествознания, где нахо­
дит применение современная теория устойчивости вероятност­
ных нелинейных процессов, является стохастический анализ 
динамических систем при переходе от ламинарного режима к 
турбулентному. В последние годы и особенно после оригиналь­
ной работы [268] активно развивается теория такого перехо­
да, основанная на свойстве ненормальности оператора динами­
ческой системы. Ненормальность линеаризованного уравнения
Навье -  Стокса приводит к всплеску возмущений даже в случае 
устойчивости равновесного состояния. Нелинейность системы 
приводит к дальнейшему усилению малых начальных возму­
щений. В результате переход к турбулентности происходит не 
вследствие линейной неустойчивости стационарного ламинар­
ного потока, а в результате сочетания ненормальности, порож­
дающей высокую чувствительность к возмущениям, и нелиней­
ности, переводящей систему в бассейн притяжения турбулент­
ного режима. Исследованию этого явления, названного субкри- 
тическим переходом, посвящены работы [140,141,160,168,190, 
194, 259].
Некоторые теоретические исследования, посвященные сто­
хастически возмущенным динамическим системам с ненормаль­
ным оператором, представлены работами [149, 177, 178].
Главные черты взаимодействия трех факторов -  нелиней­
ности, ненормальности и стохастической чувствительности -  
можно проиллюстрировать на следующей динамической систе­
ме:
du =  (—2ей +  (и2 4- v2 ) 3 v)dt,
; (2.20)
dv — {—ev 4- и — (и2 4- v2) 2 u)dt,
где e -  малый параметр, связанный с числом Рейнольдса R : 
е — 1/Я. Эта динамическая система была предложена в [268] в 
качестве простой модели для объяснения субкритического пе­
рехода в уравнениях Навье -  Стокса. Следует отметить, что 
ряд других моделей малой размерности были предложены для 
объяснения возникновения турбулентного режима при боль­
ших числах Рейнольдса (см., например, [141, 190, 194]). Эта 
динамическая система имеет три точки равновесия, включая 
(0,0). Главная ее особенность состоит в том, что при е << 1 
линеаризованный эволюционный оператор для точки (0,0) за­
дается ненормальной матрицей, что приводит к первоначаль­
ному большому росту v (t) перед последующим экспоненци­
альным убыванием. Действительно, для ненулевых начальных 
условий и (0) = ещ  и v (0) = 0 решение линеаризованных 
уравнений имеет вид v(t) =  щ {е~ е1 — e"~2et), u[t) =  еще~2ег. 
Функция v (t) достигает максимума maxv =  при значении 
t = \ In 2. Таким образом, несмотря на то, что оба собственных 
значения отрицательные:
Ai = А2 = - 2е,
малые начальные возмущения могут привести к существенно­
му отклонению траекторий от равновесия (0,0). В работе [268] 
показано, что бассейн притяжения равновесия (0,0) сжимается 
очень быстро при е —> 0.
Стохастическая динамика модели и ненормальность
Рассмотрим динамическую систему (2.20) в присутствии 
случайных возмущений:
du = ( - 2ей +  (и2 + у2) 5 v)dt +  (2<J)2 dw\ (t ), , ,
1  1  {Z.Zi)
dv =  (—ev + u — (u2 +  v2) 2 u)dt +  (25)5 dw2 (t) ,
где w\ (t) и W2 (t) -  независимые стандартные винеровские про­
цессы, а 5 -  параметр интенсивности шума.
Рассмотрим для этой нелинейной системы линейное при­
ближение в окрестности равновесия (0,0):
du =  - 2eudt +  (25) 5 dwi (t) , ^  ^
dv =  (—ev 4-  u)dt +  (25) 5 dw2 ( t ) .
Для нулевых начальных условий и(0) = 0, v(0 ) — 0 вторые 
моменты решений этой системы могут быть найдены в явном 
виде:
m1(t)=E tt2(<) =  ^ ( l - e " 4rt),
m3(t) =  E»2(() =  ( - 1  -  I )  e - ^ + ^ e - 3" - i j e - « ‘ + j+ ^ 3 .
Предельные значения m* = limt_+oo лг*(0 равны:
 ^ 5 5 S
m i = 2?  m2 = e ? '  ms =  7 +  6? -  (2'23)
Из (2.23) следует, что вследствие ненормальности системы 
(2.22) при е —> 0 и постоянной 6, все вторые моменты стремятся 
к бесконечности. Стационарный второй момент m3 является 
самым чувствительным. Даже при очень слабом шуме, скажем 
S ~  £2, для £ —у 0 имеем m3 —> оо.
В этих обстоятельствах интересно исследовать влияние не­
нормальности на вероятность выхода из бассейна притяжения 
точки (0,0) (знаменитая задача Крамера [189, 196]).
Рассмотрим окрестность U =  {(^ v ) : и2 +  v2 < 0.01} и 
вероятность Р  выхода случайной траектории нелинейной си­
стемы (2.21), стартующей из точки (0,0), из этой окрестности 
за время Т  =  10.
Результаты расчетов, полученных прямым численным мо­
делированием, представлены на рис. 2.3.
Как видим, даже для очень маленьких интенсивностей шу­
ма (6 =  10” 3) вероятность выхода Р  близка к единице. В част­
ности, для е =  2~5 «  0.03 и 5 =  5 х 10“ 5 вероятность выхода 
превосходит 0.6. Для S =  2 х 10“ 4 вероятность Р  больше, чем
0.8. Для S =  10_3 эта вероятность становится очень близкой к 
единице.
Наряду с исследованием вероятности выхода, интересно рас­
смотреть некоторые подробности поведения траекторий нели­
нейной системы (2.21) для различных значений е и 6 .
Результаты, полученные прямым численным моделирова­
нием, показали, что при увеличении интенсивности шума 6 или
Рис. 2.3. Вероятность выхода р как функция параметра 
ненормальности е = 2к. Кривые А, В, С соответствуют значениям 
6 = 5 • 1СГ5, 2 • 1(Г4, 10“ 3
v
1
-1
- 2 - 1  0 1 U
Рис. 2.4. Стохастическая траектория для е =  Ю” 2, 5 = 10-4 ; 
начальные значения ti(0) = 0, t>(0) = О
Рис. 2.6. Стохастическая траектория для е = 10 \ 8 — 10-3
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Рис. 2.7. Стохастическая траектория для е =  10-2 , S = 10“ 3
V
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Рис. 2.8. Стохастическая траектория для € = 10_3, 5 = 10“ 3
уменьшении параметра ненормальности е наблюдается серия 
фазовых переходов.
Здесь возможны три качественно различных режима. Для 
фиксированного значения е это явление может быть интерпре­
тировано как индуцированный шумом переход.
Детальное обсуждение и анализ подобных переходов для 
различных примеров из физики, химии и биологии может быть 
найдено в [201, 224].
На рис. 2.4 и 2.5 эти переходы представлены стохастически­
ми траекториями ненормальной динамической системы (2.21) 
для € =  10” 2 и S =  10~4 (рис. 2.4), 6 = 10~2 (рис. 2.5). 
При очень малых значениях S (6 < 10“ 12) случайные траек­
тории концентрируются вокруг положения равновесия (0,0). 
При увеличении S траектории уходят от равновесия (0,0) и 
концентрируются в окрестности одного из двух других нетри­
виальных положений равновесия (рис. 2.4). Дальнейшее увели­
чение интенсивности шума S приводит к тому, что стохастиче­
ские орбиты лежат в области, содержащей все три положения 
равновесия (рис. 2.5).
Рис. 2.6 -  2.8 иллюстрируют качественные изменения в по­
ведении случайных траекторий для фиксированного значения 
параметра 6 =  10~3 при различных значениях параметра ненор­
мальности е =  К Г1 (рис. 2.6), е =  10“ 2 (рис. 2.7) и е =  10” 3 
(рис. 2.8). При фиксированном значении параметра интенсив­
ности шума S здесь можно говорить о фазовых переходах, ин­
дуцированных ненормальностью.
Представленные здесь результаты опубликованы в [182].
2.2.3. Стохастическая генерация магнитного поля 
галактик
Свойство ненормальности играет важную роль и в понима­
нии природы генерации больших магнитных полей в астрофи-
зических объектах. Исследование механизмов генерации явля­
ется актуальной и трудной проблемой (см. [220, 235, 247, 284]). 
Хорошо известно, что магнитное поле генерируется турбулент­
ным потоком электропроводящей жидкости. В настоящее вре­
мя исследован целый ряд моделей, описывающих динамику 
возникающих магнитных полей [271].
Традиционно явление генерации магнитного поля связы­
вают с потерей устойчивости нулевого равновесия. Стандарт­
ная теория детерминированной устойчивости, опирающаяся на 
анализ собственных значений соответствующих линейных си­
стем первого приближения, позволяет найти критические зна­
чения параметров, при которых система из зоны устойчивости 
(субкритический случай) переходит в зону неустойчивости (су- 
перкритический случай).
С точки зрения классической теории генерация магнитного 
поля должна наблюдаться лишь в суперкритическом случае. 
Однако было показано [179, 180, 181], что существуют ситу­
ации, где возможна генерация поля и в зоне параметров, от­
носящихся к субкритическому случаю. Такой субкритический 
переход из нулевого равновесия в области, где действуют уже 
значительные по величине магнитные поля, невозможно удо­
влетворительно объяснить, оставаясь в рамках чисто детерми­
нированной теории. Одновременно было отмечено [180], что в 
рассматриваемых моделях присутствуют неучтенные флукту­
ации, которые естественным образом приводят к появлению 
случайных возмущений в используемых уравнениях динамики. 
Кроме того, астрономическими наблюдениями было установле­
но существование для магнитных полей значительных случай­
ных пространственно-временных вариаций, которые не могут 
быть описаны детерминированными уравнениями.
Важность влияния шума в проблеме динамо сейчас обще­
признанна и было сделано несколько попыток учесть воздей­
ствие случайных флуктуаций на процесс магнитной генера­
ции [202, 203, 219]. Стохастическая динамика магнитных по­
лей рассматривалась в [180], где изучался механизм, согласно 
которому малые возмущения возбуждают значительные маг­
нитные поля. Моделируя флуктуации аддитивным шумом, ав­
торам [180] удалось выяснить решающую роль ненормальности 
для процесса генерации.
Для одной из базовых моделей динамо исследуем связь слу­
чайных возмущений, как внешних (аддитивных), так и пара­
метрических (мультипликативных), со свойством ненормаль­
ности.
Следуя [247, 271, 284], рассмотрим аппроксимацию модели 
динамо тонкой спиральной галактики, связывающую радиаль­
ную х и азимутальную у компоненты магнитного поля систе­
мой
х =  —еа(у)х -  6Ь(у)у
if =  - д х  -  еа(у)у. (2-24)
Здесь
t \ 1 +  У2 и/ \ *
-  I W '  Ку) = TTV*-
Типичные значения параметров е и S для спиральных галак­
тик [247] лежат в диапазоне 0.01 4-0.1, коэффициент диффе­
ренциального вращения д ~  1.
Положения равновесия системы (2.24) могут быть найдены 
из уравнений
еа(у)х +  6Ъ(у)у =  0, 
дх +  еа{у)у =  0.
Стационарное значение х выражается через у :
ео(у)ух = ------------,
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при этом у есть решение уравнения
е2а2 (у)у ~ 9Щу)У =  0.
Это уравнение всегда имеет тривиальное решение у =  0. Дру­
гие стационарные точки могут быть найдены из уравнения
£2(1+ у 2 ) 3 _ ^ ( 1  +  2г/2)2 =  о.
Зависимость решений данного уравнения от параметра д для 
значений е =  0.1, S =  0.01 представлена на бифуркационной 
диаграмме (рис. 2.9). Как видим, у системы (2.24) при изме­
нении д изменяется не только расположение точек покоя, но и 
их количество.
Рис. 2.9. Бифуркационная диаграмма детерминированной системы 
при е = 0.1, 5 = 0.01: сплошная линия -  устойчивое равновесие, 
пунктирная -  неустойчивое равновесие
Стандартный анализ устойчивости положения равновесия 
х =  0, у = 0  сводится к исследованию соответствующей линей­
ной системы первого приближения
z =  Az,
’ - е  - 6  ' Z1
2 =1 1
1 Z2
Матрица А имеет два собственных значения:
Ai =  - е  +  \/дй, Л2 = - е  -  у/дб.
Условие устойчивости \  < 0 может быть записано в виде 
< е2. Это неравенство задает параметры субкритинеской 
зоны. Суперкритический случай соответствует неравенству 
дб > е2. Критическим (бифуркационным) значением парамет­
ра д, разделяющим эти зоны, является д* =
Для в = 0.1,5 =  0.01 получаем д* = 1. При переходе пара­
метра д через д* =  1 точка покоя х =  0, у = 0 теряет устойчи­
вость. Система (2.24) в суперкритической зоне, при д > д* = 1, 
имеет две симметричные ненулевые устойчивые точки покоя, 
соответствующие режиму генерации магнитного поля. В суб- 
критической зоне 0.84 < д < д* =  1 система (2.24) имеет 
три устойчивых равновесия, разделенных двумя неустойчивы­
ми. Здесь возможен как режим генерации, так и режим покоя. 
В зоне д < 0.84 с единственной точкой покоя х = 0, у = 0 
генерация магнитного поля невозможна.
Рассмотрим теперь модель динамо в присутствии случай­
ных флуктуаций:
х =  - еа(у)х -  6Ъ(у)у +  <J\b(y)ywi +  a2w2 
у =  - д х  -  еа{у)у.
Здесь wi(t)y w2 (t) -  некоррелированные скалярные винеровские 
процессы, моделирующие соответствующие параметрические 
(мультипликативные) и внешние (аддитивные) случайные воз­
мущения с интенсивностями <ti, а2. Такой выбор случайных
возмущений связан с тем, что в исследуемой системе флуктуа­
ции коэффициента S играют гораздо более важную роль, чем, 
скажем, возмущения параметров е и д [180].
Стохастическая модель (2.25) позволяет понять, почему маг­
нитное поле с начальной нулевой амплитудой может с течени­
ем времени нарастать даже в субкритическом случае. Ответ на 
этот вопрос дает анализ ее стохастической чувствительности и 
устойчивости.
Рассмотрим для нелинейной системы (2.25) линейную ап­
проксимацию вблизи равновесия х =  0, у =  0 :
z =  Az +  aiGzwi -I- (T2gw2 , (2.26)
где
1
1to1
1 __
zl ’ 0 1 ' ’ 1 ') z = ) G — , g = 01— 
■ 1 <c> 1 0) L z 2 0 0
Важнейшими статистическими характеристиками этой си­
стемы являются вторые моменты, представляющие энергию 
магнитного поля [180, 181]. Матрица вторых моментов удовле­
творяет уравнению
М = АМ + МАТ +  (<r?tr(MQ) +  <т%)ддт , Q =  GGT. (2.27)
Чувствительность к аддитивным шумам
В отсутствие мультипликативного шума (о\ = 0) для суб- 
критического случая вторые моменты
m,i(t) =  E(zi), m2(t) -- E(ziz2), m3(t) =  E(z|)
при t оо сходятся к стационарным значениям:
_  _  (2e2 -  gS)(T%
1711 4e(e2 -  gS) ’
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Отметим, что параметр д характеризует здесь степень ненор­
мальности. При малых д матрица А рассматриваемой системы 
близка к нормальной, а с увеличением д степень ненормально­
сти увеличивается. Соответствующим образом изменяются и 
вторые моменты. Действительно, при д =  0 вторые моменты 
будут равны:
тщ =  т2 =  О, ш3 = 0.
Э то означает, ч то  в системе (2.25) чувствительной к ш уму яв­
ляется координата х. П ри увеличении д начинают резко расти 
m2 и m3.
Рассмотрим зависимость вторых моментов от параметров 
системы при </, близких к д* =  Для этого запишем их в 
виде
__ _ (2 -  9/9*)ol m 9° 2
1 4е(1 - 9 / 9 ) '  2 4е2(1 “ 0/0*)’
тпз = 9*02
4е*(1 -9/ST)'
В случае д —> д* величины 77ц —7 оо. Здесь, как следует из 
полученных соотношений, максимальный рост будет у m3.
При фиксированном отношении д/д* справедлива асимпто- 
тика 1  х j
mi ~  - ,  m2 ~  ~о, m3 ~  -т.е е2 е3
Как видим, уменьшение е увеличивает ненормальность мат­
рицы А, что, в свою очередь, ведет к значительному росту 
стохастической чувствительности системы (2.25) и особенно ее 
координаты у.
Устойчивость к мультипликативным шумам
В отсутствие аддитивного шума (а2 = 0) анализ ЭСК-ус­
тойчивости равновесия х = 0, у =  0 системы (2.25) в субкрити- 
ческом случав по теореме 1.5 сводится к проверке неравенства
tr(QM) < 1. (2.28)
Здесь М  является матрицей установившихся значений вторых 
моментов решений системы
z =  Az +  aigwi, (2.29)
полученной из системы
z =  Az +  g \Gz w \ (2.30)
заменой мультипликативного шума на соответствующий адди­
тивный.
В рассматриваемом случае
Из (2.28) следует неравенство
pVi < 4 ф 2 -  дб).
Критическим значением интенсивности мультипликативного шу­
ма является
_  2у/е(е2 -  дб)
1 9
При сг\ < сг* равновесие х =  0, у =  0 системы (2.25) -  ЭСК- 
устойчиво. Если <j\ > erf, то при любой интенсивности адди­
тивного шума (72 > 0 вторые моменты системы (2.26) будут
стремиться к бесконечности при t —> оо. Это означает, что слу­
чайные траектории нелинейной системы (2.25) покидают бас­
сейн притяжения нулевого равновесия х =  0, у =  0. 
Неравенство (2.28) можно записать иначе:
Здесь д\ является новым критическим значением парамет­
ра д , отмечающим точку уже стохастической бифуркации. Точ­
ка покоя х =  0, у =  0 при переходе параметра д через д* теря­
ет ЭСК-устойчивость. Величина д\ связана с введенной выше 
д* соотношением
Как видим, мультипликативный шум сдвигает точку бифурка­
ции влево: д\ < д*. Чем больше интенсивность мультиплика­
тивного шума ai, тем больше величина этого сдвига.
Линейная система первого приближения позволяет судить 
о динамике исходной нелинейной системы лишь в некоторой 
окрестности точки покоя х =  0, у =  0. Стохастическая неустой­
чивость х =  0, у =  0 применительно к линейной системе озна­
чает экспоненциальный и неограниченный рост вторых момен­
тов. Очевидно, в нелинейной системе такого стремления вто­
рых моментов к бесконечности может и не быть. Благодаря 
сильной нелинейности, вторые моменты в исходной динамиче­
ской модели являются ограниченными. Это может быть пока­
зано прямым численным моделированием случайных траекто­
рий.
2 е2
9г =
2
Численный анализ
Рис. 2.10. Переход стохастической траектории из нулевого 
равновесия в окрестность ненулевого равновесия при 
£ = 0.1, 6 = 0.01, д =  0.99, (л =  6.3 • 10-3 , <т2 = 3 • 10"4
Рис. 2.11. Движение стохастической траектории вокруг всех 
стационарных точек при 
е = 0.1, <5 = 0.01, д = 0.99, <7i = 1.4 • 10” 2, <72 = 3 • 10"4
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Для динамической системы (2.25) в субкритической зоне 
были проведены соответствующие численные эксперименты. 
Для е =  0.1,5 =  0.01 критическим значением параметра д 
является д* =  1. В интересующей нас субкритической зоне 
д < д* = 1 было выбрано фиксированное значение д =  0.99. Со­
ответствующим критическим значением для мультипликатив­
ного шума (см. (2.31)) здесь является значение сг\ = 0.00639.
В зависимости от значений параметра о\ в поведении слу­
чайных траекторий системы (2.25) были обнаружены три ка­
чественно различных режима. Для очень малых о\ случайные 
траектории, выходящие из точки покоя х =  0, у = 0, незначи­
тельно отклоняясь, концентрировались вблизи этой же точки.
При увеличении а\ траектории (см. рис. 2.10) покидают 
бассейн притяжения нулевой точки покоя и располагаются в 
окрестности ненулевого устойчивого равновесия. Дальнейшее 
увеличение <т\ приводит к более сложной динамике, когда сто­
хастические траектории (см. рис. 2.11) движутся вокруг всех 
стационарных точек детерминированной системы.
Представленные здесь результаты опубликованы в [183].
2.3. Стохастическая чувствительность циклов
Рассмотрим случай, когда инвариантным многообразием 
Ж системы (1.1) является предельный цикл. Такой цикл может 
быть задан некоторым Т-периодическим решением х — £(i), 
где хо =  £(0) -  фиксированная точка цикла. Решение £(t) на 
интервале [0, Т) задает естественную параметризацию точек 
цикла:
Ж =  {£(*) | 0 ^ t < Г}.
Предполагается, что цикл М является Э-устойчивым. В 
этом случае вокруг цикла формируется стационарно распреде­
ленный пучок случайных траекторий системы (2.1). При этом
анализ стохастической чувствительности многообразия Ж в 
соответствии с общей теорией (см. раздел 2.1) для системы 
(2.1) сводится к построению и исследованию Т-периодического 
решения W  (t) матричного уравнения
V = F(t)V + V F T(t) +  P(t)S(t)P(t) (2.32) 
с Т-периодическими коэффициентами
т  = % № ) ,  S(f) = G(()GT((), 
в ( « ) -*(«(*)> , т  =  Р / т у
Матрица W(t) -  функция стохастической чувствительности 
цикла Ж -  является по теореме 2.1 единственным решени­
ем уравнения (2.32) в пространстве Е симметрических п х п- 
матриц, определенных и достаточно гладких на R1 с условия­
ми периодичности
V f e R 1 V(t +  T) = V(t) (2.33)
и вырожденности
v t e R 1 v(t)r(t) =  o,  r{t) =  m t ) ) -  (2-34)
Матрица W  (t) имеет здесь следующую вероятностную интер­
претацию.
Рассмотрим стохастическую систему
dy = F(t)ydt +  P(t)G(t)dw(t). (2.35)
Данная система (см. теорему 2.1) имеет некоторый периоди­
ческий режим, связанный с решением y(t). Ковариационной 
матрицей периодического случайного процесса y(t) и является 
искомое решение W(t) системы (2.32)-(2.34).
Случайные траектории нелинейной системы (2.1) формиру­
ют вокруг цикла пучок, лежащий в некоторой инвариантной 
для системы (2.1) окрестности U. Пусть П* -  гиперплоскость, 
ортогональная циклу в точке £(£) (0 < t < Г). Через U* обо­
значим окрестность точки f(t), лежащую в П< : U* =  иР|П«. 
Предполагается, что Ut П Us =  0 при t ф s.
Вероятностное описание случайных траекторий в пучке удоб­
но связать со следующей векторной функцией Л*. Значения Xt 
есть точки пересечения случайных траекторий нелинейной си­
стемы (2.1) с Ut- Вероятностное распределение траекторий в 
пучке с течением времени стабилизируется, поэтому случайная 
переменная Xt в окрестности Ut имеет некоторое стационарное 
распределение с плотностью pt(x,e).
Для малых шумов функция pt(x, е) вблизи цикла имеет экс­
поненциальную гауссовскую асимптотику pt(x,e):
М „ . )  -  * (* ,< ) -  ( - ( - « « » у - № » )
со средним значением т% =  £(t) и ковариационной матрицей 
D(tye) =  e2 W (t)y задаваемой функцией стохастической чув­
ствительности W(t).
Это распределение, сосредоточенное в гиперплоскости lit, 
является сингулярным rankjD(t, е) < п — 1. Для невырож­
денных шумов (detcr(x)|>t ф 0) имеем rankD(i,e) =  п — 1. 
Ковариационная матрица D(t, е) характеризует разброс точек 
пересечения случайных траекторий с гиперплоскостью lit.
Рассмотрим собственные значения Ai > Л2 > ... > Ап ^ 0 
и собственные векторы vi,V2,...,vn матрицы W(t). В силу вы- 
рожденности W(t) собственное значение Ап =  0. Остальные 
собственные значения и соответствующие им собственные век­
торы характеризуют разброс пучка в гиперплоскости lit по 
величине и направлению.
2.3.1. Итерационный метод
Решение W  (t) задачи Коши для матричного уравнения Ля­
пунова (2.32) с начальным условием W(0) =  Wo можно запи­
сать в виде
W(t) =  Z(t) W0 Z T(i),
где Z(t) -  фундаментальная матрица решений системы
dz =  F(t)zdt. (2.36)
Последовательные значения Wm =  W (тпТ) этого решения свя­
заны рекуррентной формулой
Wm+1 =7 [W m] +  Q.
Здесь оператор Т и матрица Q имеют вид
7[W} = Z(T)WZr (T),
Т
Q =  j  Z(T — t )P (t )S(t )P (t )Z t  (Т — r)dr =  W(T), 
о
где W(t) -  решение уравнения (2.32) с условием W (0) = 0.
Условие (2.33) приводит к задаче отыскания матрицы W, 
являющейся решением уравнения
W = 7[W] +  Q. (2.37)
Для системы (2.36) матрица монодромии В =  Z(T) имеет соб­
ственный вектор г =  /(£ (0)) с собственным значением Ai =  1 : 
Вг =  г.
Остальные точки Аг,..., Лп спектра о{В) в силу Р-устой­
чивости (2.36) лежат внутри единичного круга [35]:
а =  max |Л* I < 1.
У оператора 7  все собственные значения имеют вид
Отметим, что Лхд =  А? =  1 отвечает собственному вектору 
ггт . При этом остальная часть спектра 7  принадлежит кругу
|А| < <?.
Спектральный радиус р(Т) оператора 7  равен единице, по­
этому система (2.37) является вырожденной. Наряду с реше­
нием W  она имеет бесконечное множество решений вида W  =  
=  W  +  Сггт, где С  -  любое число.
Условие (2.34) выделяет из всех решений (2.37) единствен­
ное -  матрицу W  € Е. Здесь для W  может быть получена 
невырожденная система
W  =  7P[W] +  PQP  (2.38)
с оператором Tp[W] = PB W B TP, где Р = Р(0).
Используя разложение Шура [41], легко доказать, что
а(РВ) =  {0,А2,...,Ап}
и, следовательно, р(7р) =  q2 <  1.
Всякое решение W  € £  уравнения (2.37) является решени­
ем уравнения (2.38). Неравенство р(7р) < 1, гарантируя су­
ществование и единственность решения W  уравнения (2.38), 
обеспечивает сходимость итерационного процесса
Wm+1 =7p(W m) + PQ P, Wo = 0 . (2.39)
ОО ОО
iy = rhmo Wm =  £т£ [Р < ?Р ] = Y , B$Qi(Bl)k, (2.40)
m-f°° к=0 к=О
Bi =  PB, Q\ — PQP.
Ряд в (2.40) сходится как геометрическая прогрессия со зна­
менателем q2 < 1.
Искомое решение W{t) системы (2.32)-(2.34) может быть 
найдено по формуле
W(t) =  Z{t)WZr {t) +  W(t). (2.41)
В результате для построения решения W(t) системы (2.32) -  
(2.34) может быть предложен [16] следующий алгоритм:
1. Найти на интервале [0, Т] матрицу W{t) -  решение урав­
нения (2.32) с начальным условием W’(O) =  0.
2. Найти на [0,Т] Z(t) -  фундаментальную матрицу реше­
ний системы (2.36).
3. Подсчитав г =  /(£(0)), Р  =  /  -  ггт /г т г, Qi = PW(T)P, 
В\ =  PZ(T), найти с требуемой точностью матрицу W  -  сумму 
ряда (2.40).
4. Используя данные, полученные в 1, 2, 3, найти решение 
W{t) по формуле (2.41).
Замечание 2.1. Эффективность данного итерационного 
алгоритма зависит от скорости сходимости ряда (2.40). Если 
цикл М хорошо устойчив (q мало), то ряд (2.40) сходится быст­
ро. Для слабо устойчивого цикла (q близко к единице), когда 
ряд сходятся медленно, можно привлечь прямые методы [41], 
использующие ортогональные преобразования.
Замечание 2.2. Представленный здесь итерационный ме­
тод (2.39) можно трактовать как некоторый метод установле­
ния для отыскания решения W(t) системы (2.32) -  (2.34). Дей-
ствительно, рассмотрим последовательность матричных функ­
ций Wm(t), определенных на [О, Г] следующим образом: каж­
дая функция Wm(t) (тп =  0, 1,2,...) есть решение уравнения
(2.32) с начальным условием 1^ (0 ) = PWm-\{T)P , при этом 
Wo(0) = 0.
Функции Wo(i), W\{t),... можно рассматривать как после­
довательные звенья единого решения системы (2.32), опреде­
ленного на [0, +оо) и имеющего разрывы, задаваемые операто­
ром проектирования, в моменты времени, кратные периоду Г. 
Последовательность функций Wm(t) связана с последователь­
ностью матриц Wm из (2.39) соотношениями Wm(Q) =  Wm. 
Сходимость последовательности Wm к W означает сходимость 
функций Wm(t) к периодическому решению W(t), при этом
W{ 0) =  W(T) =  w.
2.3.2. Чувствительность 2£>-циклов
В случае системы (2.1) на плоскости (п =  2) матрица W(t), 
задающая стохастическую чувствительность цикла, и проекци­
онная матрица P(t) имеют ранг, равный единице, и представи­
мы в виде [14]
W(t) =  VL(t)P{t), P (t)=p(t)pr (t).
Здесь p(t) -  нормированный вектор, ортогональный касатель­
ному вектору /(£(£)), а следовательно, и циклу М в точке £(t), 
а p(t) > 0 -  Т-периодическая скалярная функция, задающая 
разброс (дисперсию) пучка по нормали p(t) к циклу.
Подставив в дифференциальное уравнение (2.32) матрицу 
W(t) = p(t)P(t) и умножив его на pT{t) слева и нар(£) справа, 
с учетом свойств проекционной матрицы
pT(t)P(t)p(t) = 1, pT{t)P(t)p(t) = о,
Укажем ряд важных свойств этой задачи. 
Утверждение 2.1. Пусть
т
Vt 6 R1 b(t) >  О, /  b(t)dt > 0. (2.43)
о
Для того чтобы краевая задача (2.42) имела единственное 
решение fi{t) > 0 на [0, Г], необходимо и достаточно, чтобы для 
коэффициента а(£) выполнялось неравенство
т
Доказательство. Достаточность. Общее решение диф­
ференциального уравнения из (2.42) имеет вид
с -  произвольная постоянная.
Отметим, что в условиях (2.43) справедливы неравенства 
h(t) > 0, h(T) > 0. Требование //(0) =  /х(Х') приводит к урав-
(2.44)
о
м(*) =  0(0 (с +  М0 ).
где
нению
( l - g (T ) ) c  =  9 (T)h(T). 
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Функция /х(£) при данном с строго положительна и является 
единственным решением краевой задачи (2.42).
Необходимость. Пусть /х(£) > 0 -  решение (2.42). Тогда
пт = № 1 -  Ш  
a W ~ „ ( t )  M(ty
Поскольку
то
т
/  №\dt = 1пм(г) ■ Ьм(0) = °’ 
о
Т т
J  a(t)dt =  -  j  dt. (2.45)
о о
Из этого соотношения и условий (2.43) сразу следует нера­
венство (2.44). Утверждение 2.1 доказано.
Рассмотрим условия (2.43). Функция b(t) связана с пара­
метрами случайных возмущений системы (2.1) соотношением
b(t) = p T(t)cr(Z(t))or (Z(t))p(t).
Неравенство b(t) ^ 0 выполняется при любых шумах. 
т
Условие f  b(t)dt > 0 означает, что на некотором интервале 
овыполняется неравенство
<7Т(£(*))р(*) ф 0. (2.46)
Условие (2.46) имеет простой геометрический смысл. Оно 
означает, что в некоторой точке цикла хотя бы один столбец 
матрицы сг(х) имеет ненулевую проекцию на нормаль.
Утверждение 2.2. При п =  2 ненулевой характеристиче­
ский показатель А детерминированной системы (2.36) имеет 
вид
т
1
А Z1
о
Доказательство. Известно [35], что при п = 2 характеристи­
ческий показатель задается формулой
о
Для подынтегральной функции справедливы равенства
1 тТ/
1
= 2*
trF(t) = -tr(F(t) + F , (t)) =
' W  +  F 'W )  ( * № )  + « f ^ ) ]  =
= a(t) + 2rT(t)r(t)’
где
<*(0 = (* ’(0 г(0 )Тг(0 +  гТ(0*Х<М0-
Поскольку r(t) = F(t)r(t), то
«(0 = rT(t)r(«) + rT(f)r(() = |  (rT(t)r(())
и, следовательно,
/  m  а  -
J  r4t)r(t)M J  rT(()r(() "
0 0
= 1п(гт (Г)г(Г)) -  ln(rT(0)r(0)) =  0,
откуда сразу следует формула (2.47). Утверждение 2.2 доказа­
но.
Следствие, Неравенство (2.44) является необходимым и 
достаточным условием Э-устойчивости цикла М ( Р-устойчи­
вости системы (2.36)). Таким образом, для Э-устойчивого цик­
ла неравенство (2.46) гарантирует существование и единствен­
ность невырожденной функции стохастической чувствительно­
сти -  решения /z(t) > 0 краевой задачи (2.42).
В анализе влияния случайных возмущений на стохастиче­
скую динамику системы около предельного цикла важную роль 
играет величина
М  =  max/i(t).
[о,г]
Величину М  будем называть коэффициентом чувствитель­
ности цикла Ж к случайным возмущениям. В то время как 
функция fi{t) дает детальное описание стохастической чувстви­
тельности вдоль цикла, коэффициент М  является удобной ха­
рактеристикой цикла в целом.
2.3.3. Стохастический осциллятор Ван-дер-Поля
Рассмотрим стохастический осциллятор Ван-дер-Поля:
{xi =  х2X2 =  — х\ -I- 5хг(1 — х\) -h ew,
где w(t) -  стандартный винеровский процесс, а е -  интенсив­
ность случайной помехи.
При значении параметра 8 > 0 детерминированное уравне­
ние Ван-дер-Поля ( е = 0) имеет предельный цикл. Степень его 
устойчивости выражается характеристическим показателем А. 
На рис. 2.14,а представлена зависимость показателя А от па­
раметра 8 . Как видим, с ростом 8 показатель А убывает -  цикл 
становится все более устойчивым.
аб
в
Рис. 2.12. Случайные траектории осциллятора Ван-дер-Поля: 
а -  5 = 0.1; 6 - 8  = 1; в - 8  = 5
аб
в
Рис. 2.13. Функция стохастической чувствительности для 
осциллятора Ван-дер-Поля: 
а -  8 =  0.1; 6 - 6  = 1; в -  6 = Ъ
Рис. 2.14. Уравнение Ван-дер-Поля:
а -  характеристический показатель А(<5);
6 -  коэффициент стохастической чувствительности
М(6) — max fj,(S, t)
[0.71
Под действием случайных возмущений ( е ф 0) траектория 
покидает детерминированный цикл и формирует вокруг него 
некоторый пучок.
На рис. 2.12 для различных 8 представлены графики слу­
чайных траекторий стохастического осциллятора Ван-дер-По- 
ля. Случайные траектории получены прямым численным мо­
делированием системы по методу Рунге -  Кутта четвертого 
порядка с соответствующей стохастической добавкой (интен­
сивность шума е =  0.05, шаг метода h = 0.0001). Как видим, 
разброс случайных траекторий вокруг цикла с ростом 8 умень­
шается. При этом ширина пучка вдоль цикла заметно меняет­
ся. Это означает, что стохастическая чувствительность отдель­
ных участков цикла может существенно различаться. Функция 
стохастической чувствительности /i(t) позволяет получить де­
тальное описание этих явлений.
На рис. 2.13 представлены графики /х(<) на интервалах пе­
риодичности. Если при малом 8 мы наблюдаем лишь незначи­
тельные колебания значений стохастической чувствительности 
/х(£), то при 8 =  1 и особенно при 8 = 5 график /x(t) имеет 
острые пики и существенные перепады значений.
На рис. 2.13 наряду с графиками /х(4) (сплошная линия) 
изображены значения (звездочки) эмпирической функции чув­
ствительности Д(£). Здесь Д(£) =  —^Z>(f,бг), где D{t^e) -  эмпи­
рическая дисперсия точек пересечения случайных траекторий 
с прямой, ортогональной циклу в точке £(t).
Значения Д были вычислены для 100 оборотов случайной 
траектории вокруг цикла с шумом интенсивности е — 0.1. Как 
видим, теоретическая кривая /i(£), полученная с помощью ли­
нейной системы первого приближения, хорошо соответствует 
значениям Д(<) эмпирической функции чувствительности ис­
ходной нелинейной системы и описывает ее основные черты 
(острые пики, интервалы монотонности).
На рис. 2.14 представлена зависимость характеристическо­
го показателя
т
А = ±  J  trF(t)dt 
о
и коэффициента стохастической чувствительности
М  =  max u(t)[о,г)
от параметра 5. С ростом «5 запас устойчивости цикла увели­
чивается, стохастическая чувствительность цикла монотонно 
убывает.
2.3.4. Брюсселятор с возмущениями: неравномерная 
чувствительность и хаос
Рассмотрим систему
{XI =  а -  (6 + 1)ti + х\х2 +  е в* 2 (2.48)Х2 =  Ъх\ — xfX2,
полученную добавлением малых возмущений e6 (t) в классиче­
скую модель -  брюсселятор [97].
Для невозмущенной системы (2.48) (е =  0) значение пара­
метра b =  1 + а2 является точкой бифуркации. При переходе
I 7  Ьпараметра Ь через Ь положение равновесия х\ =  а, х  ^ — -CLтеряет устойчивость, и у системы появляется устойчивый пре­
дельный цикл. На рис. 2.15 изображен фазовый портрет невоз­
мущенного брюсселятора при а = 0.4, Ъ =  1.2 (Ь =  1.16).
Рассмотрим, как изменяется динамика брюсселятора при 
добавлении периодических и стохастических внешних возму­
щений [144]. Хорошо известно [265, 266], что периодически воз­
мущаемый брюсселятор может перейти в хаотический режим.
Рис. 2.15. Фазовый портрет невозмущенного брюсселятора при
а = 0.4, Ь = 1.2
Так, например, невозмущенный предельный цикл для па­
раметров а =  0.4, Ь =  1.2 при добавлении внешнего периодиче­
ского воздействия 6 (t) = cosujt демонстрирует последователь­
ность бифуркаций удвоения периода с переходом к хаосу (см. 
рис. 2.16).
Сравним реакцию брюсселятора на периодические возму­
щения с откликом на стохастические помехи. Пусть в (2.48) 
0 (t) =  tt/(£), где w(t) -  стандартный винеровский процесс.
Случайные траектории стохастически возмущенного брюс­
селятора покидают замкнутую кривую детерминированного цик­
ла и формируют некоторый пучок вокруг него.
На рис. 2.17 изображены случайные траектории системы 
(2.48) при а =  0.4, Ъ = 1.2, полученные численным модели­
рованием, для трех значений интенсивности шума: е = 10“ 4, 
е = 10“ 3, е =  10“ 2. Значение е =  10“ 2 близко к точке стоха­
стической бифуркации, при которой возмущения разрушают 
предельный цикл.
аб
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в
Рис. 2.16. Брюсселятор с периодическими возмущениями при 
а = 0.4, Ь =  1.2, е = 0.05: 
а -  uj = 0.8015; б -  и) — 0.803; в -  и =  0.81 (хаос)
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Рис. 2.17. Брюсселятор со случайными возмущениями при 
а = 0.4, 6 = 1.2: 
а -  е = 0.0001; б-е = 0.001; в -  е = 0.01 
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Рис. 2.18. Функция стохастической чувствительности для 
брюсселятора при а = 0.4, Ъ = 1.2
Стохастическая бифуркация, связанная с разрушением пре­
дельного цикла, привлекала внимание многих исследователей 
[134, 153, 187, 225, 226, 227, 239].
На рис. 2.18 представлен график функции стохастической 
чувствительности /х(<) вместе со значениями (звездочки) функ­
ции эмпирической чувствительности A(t).
Здесь Д(£, е) = -^!?(£,£), где D(t,e) -  эмпирическая дис­
персия точек пересечения случайных траекторий с прямой, ор­
тогональной невозмущенному циклу в точке £(£). Значения Д 
были получены для 100 оборотов вокруг цикла при помехе 
€ =  Ю"3.
Как и в рассмотренном выше примере осциллятора Ван- 
дер-Поля, можно отметить хорошее совпадение теоретической 
кривой /z(i) с экспериментальными данными Д.
Существенный перепад значений /i(t) на интервале перио­
дичности отражает неравномерность разброса случайных тра­
екторий (см. рис. 2.17,6).
аб
Рис. 2.19. Характеристический показатель (а) и коэффициент 
стохастической чувствительности (б) для брюсселятора с а = 0.2.
5.5
а
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Рис. 2.20. Брюсселятор со случайными возмущениями при 
а = 0.2, е =  10~5: 
а -  Ъ = 1.06; б -  Ь. =  1.064082; в -  Ь =  1.065 
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Рис. 2.21. Функция стохастической чувствительности для 
брюсселятора при а =  0.2: 
а -  Ь= 1.06; б -  6* =  1.064082; в -  Ь = 1.065
Самая широкая часть пучка расположена в нижней части 
цикла. В остальной части пучка случайные траектории прохо­
дят гораздо ближе к идеальной детерминированной траекто­
рии невозмущенного цикла.
Достаточно большое значение коэффициента чувствитель­
ности М  =  568 означает, что брюсселятор существенно усили­
вает как периодические, так и стохастические внешние воздей­
ствия, что может привести к хаосу (см. рис. 2.16,в; 2.17,в).
Исследования брюсселятора, проведенные в широком диа­
пазоне параметров, позволили обнаружить следующую инте­
ресную зону сверхвысокой чувствительности.
Рассмотрим поведение брюсселятора для фиксированного 
а =  0.2 и различных значений параметра b > b =  1.04 из ин­
тервала [1.06,1.07].
Сначала исследуем реакцию системы (2.48) на стохастиче­
ские возмущения: 0(t) =  w.
Зависимость характеристического показателя Л и коэффи­
циента чувствительности М  от параметра Ь показана на рис. 
2.19.
Как видно на рис. 2.19,а, показатель Л с ростом Ь монотонно 
убывает, что означает увеличение степени устойчивости цикла 
к возмущению начальных данных.
Казалось бы, это должно сопровождаться соответствую­
щим снижением чувствительности цикла и к случайным воз­
мущениям. Именно такая картина и наблюдалась в стохасти­
ческой модели Ван-дер-Поля (см. рис. 2.14). Однако здесь для 
стохастического брюсселятора наблюдается обратное. Величи­
на М ведет себя совсем иначе (см. рис. 2.19,6). Здесь мы наблю­
даем типичный пример «sensitive dependence to noise without 
sensitive dependence to initial conditions» [172].
На рассматриваемом интервале функция M(b) резко воз­
растает, график ее имеет острый высокий пик и лишь затем
начинает убывать. При этом перепад значений М{Ь) достига­
ет нескольких порядков. Критическим значением параметра Ь 
здесь является
b* = argmaxM(fc) =  1.064082 , М(Ь*) = 4.4 • Ю10. 
ь
Сравним пучки случайных траекторий и графики функции 
чувствительности стохастического брюсселятора при значени­
ях параметра Ь, близких к 6*. На рис. 2.20 для трех значений 
параметра Ъ\ — 1.06, &2 = Ь* = 1.064082, 63 = 1.065 изобра­
жены пучки случайных траекторий, найденные прямым чис­
ленным моделированием брюсселятора, возбуждаемого малой 
случайной помехой интенсивности е = 10” 5.
На рис. 2.21 представлены графики соответствующих функ­
ций чувствительности. Как видно, брюсселятор при Ъ = 6* ста­
новится сверхчувствительным. Для очень малых (по сути, фо­
новых) возмущений наблюдается резкий рост амплитуды от­
клонений траекторий от цикла.
Функция стохастической чувствительности (см. рис. 2.21) 
хорошо отражает эту особенность. Отметим, что нижняя часть 
цикла наиболее чувствительна.
Пусть теперь возмущения в (2.48) являются периодически­
ми: 0(t) = cos(o;f) с w =  0.5. Для таких периодических воз­
мущений значение 6* =  1.064082 также является критическим. 
Действительно, увеличение интенсивности периодического воз­
действия е приводит систему (2.48) к последовательным би­
фуркациям удвоения периода: 1-цикл (е = 0.0005) —> 2-цикл 
(е =  0.0007) 4-цикл (е =  0.000763) и т. д. Серия бифуркаций 
представлена на рис. 2.22.
При е =  0.00085 пучок траекторий (см. рис. 2.22,г) выгля­
дит как хаотический. Беспорядочно разбросанные точки сече­
ния Пуанкаре на рис. 2.23 подтверждают это.
Рис. 2.22. Бифуркации и переход к хаосу в периодически 
возбужденном брюсселяторе при а = 0.2, 5* = 1.064082: 
а -  е = 0.0005; б -  £ == 0.0007; в -  £ =  0.000763; г -  £ — 0.00085 (хаос)
Рис. 2.23. Сечения Пуанкаре для периодически возбужденного 
брюсселятора при К =  1.064082, £ =  0.00085
Для критического значения параметра Ь* = 1.064082 брюс- 
селятор является генератором хаоса.
Здесь важно подчеркнуть следующую геометрическую де­
таль. Верхняя часть аттракторов как для периодических режи­
мов, так и для хаотических является более устойчивой и прак­
тически совпадает с идеальной траекторией невозмущенного 
цикла. Появляющаяся хаотическая структура связана с ниж­
ней частью цикла. Заметим, что острый пик функции стохасти­
ческой чувствительности (см. рис. 2.21) соответствует нижней 
части цикла.
Таким образом, функция стохастической чувствительности 
является полезным аналитическим инструментом для предска­
зания особенностей в поведении нелинейных систем как со сто­
хастическими, так и с периодическими возмущениями.
2.3.5. Чувствительность 3£)-циклов
Рассмотрим динамику системы (2.1) в трехмерном случае. 
Здесь при исследовании разброса случайных траекторий во­
круг цикла можно использовать следующее наглядное геомет­
рическое описание.
На рис. 2.24 изображены точки пересечения (звездочки) 
случайных траекторий с секущей плоскостью П*, ортогональ­
ной циклу в точке f(t). Ковариация распределения этих то­
чек, задаваемая матрицей W(t) -  функцией стохастической 
чувствительности цикла, -  является единственным решением 
системы (2.32)-(2.34).
В изучаемом здесь трехмерном случае (п =  3) для постро­
ения решения V(t) уравнения (2.32) (V(t) -  симметрическая 
неотрицательно определенная 3 х 3-матрица) будем использо­
вать следующее сингулярное разложение:
V(t) -  Xi(t)v!(t)vJ(t) +  \2 (t)v2 {t)vJ(t) +  A3(t)v3(i)vJ (t).
Рис. 2.24. Точки пересечения (звездочки) случайных траекторий с 
гиперплоскостью Щ, ортогональной циклу в точке £(£)
Здесь Ai(t) ^ A2(i) > Аз(<) -  собственные значения, a v\(£), v2(<), 
vz(t) -  собственные векторы матрицы V(t).
Из условия (2.34) следует, что при любом t матрица V(t) 
является вырожденной (распределение точек пересечения со­
средоточено в плоскости П(). Это означает, что Аз(<) =  0 и соот­
ветствующий собственный вектор г>з(<) =  r(£)/||r(t)|| является 
касательным к циклу. Вследствие этого разложение матрицы 
V (t) имеет вид
V(t) =  Ai(i)vi(t)v7 (*) +  A2(i)w2(t)vJ (t). (2.49)
Здесь V(t) задается скалярными функциями Ai(<), A2(t) и век­
торами vi(t), v2(<). В случае невырожденных шумов функции 
Ai(t),A2(<) строго положительны и определяют при любом t 
дисперсию случайных траекторий цикла вдоль векторов v\(t), 
v2(i). Значения Ai(t), A2(t) задают размер, a ui(t),u2(t) задают 
направление осей эллипса рассеивания точек пересечения слу­
чайных траекторий с плоскостью П*. Уравнение этого эллипса
в плоскости П* имеет вид
( s - £ ( i ) ) TW +(*)(*-* (* )) =  2 к2,
где к задает доверительную вероятность Р  =  1 — е~к.
Обозначим через и\(t), U2 (t) некоторый ортонормирован- 
ный базис плоскости П{. Этот базис может быть легко найден 
по известному Г-периодическому решению f(t) (см. ниже за­
мечание 2.3). Собственные векторы v\ (t), v2 (t) могут быть по­
лучены вращением базиса ui(t), «г(*) на некоторый угол </?(<) 
(см. рис. 2.24):
v i (t) = щ (t) cos <p(t) + u2 (t) sin (p(t) , ^
V2 {t) — — «i(t)sinv?(t) +U2 {t) cos ip(t).
В результате разложение (2.49), (2.50) позволяет выразить 
неизвестное решение системы (2.32)-(2.34) через три скаляр­
ные функции Ai(t), Аг(<),
Обозначим
Pl(t) =  Vl(t) • vj(t), P2 (t) = V2 (t) ■ v j (t).
Отметим, что Pi(t) (г = 1,2) являются проекционными матри­
цами:
PiVi =  Vi, PiVj =  0 (г ф j ) ,  P = Pi +  P2. (2.51)
Перепишем разложение (2.49) в виде
V(t) =  \1 ( t ) -P1 ( t )+ \ 2 ( t ) -P2 (t).
Лемма 2.3. Для ортонормированных векторных функций v*(t) 
и проекционных матриц Pi{t) =  V i(t)v J (t), (г = 1,2) справед­
ливы следующие тождества:
1/Г (* )А (Ф 1( * ) = 0, (2-52)
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vi (t)P2 (t)vi(t) =  0, (2.53)
4 (* )Р !(ф 2(<)= 0, (2.54)
vJ(t)P2 (t)v2 (t) =  0, (2.55)
VJ (t)Pi(t)v2 (t) =  tp(t) +  ii[ (t)u2 (t), (2.56)
vi (t)P2 (t)v2 (t) = -<p(t) -  u j (t)u2 (t). (2.57)
Доказательство. Тождество (2.52) непосредственно следует 
из соотношений
vJPrn =  vj[vivj]v\ =
= =  v jv i + v jv i  =  [vj"vi]=0.
Тождество (2.55) доказывается аналогично. Тождество (2.53) 
следует из
vJp2V 1 =  Vi[i)2V2 + V2vJ]vi =  vJi)2vjV\ + vJV2V2 V1 = ^
Тождество (2.54) доказывается аналогично. Используя равен­
ства
Ь\ =  й\ cos <р + ii2 sin (р +  V2<fi, 
ill ul — у 2 uz — 0i и 1 у 2 — — ujU2 , 
мы получаем
vJP\V2 =  v j [ v i v l  +V\vJ]v2 =  v jv 2 =
= (ill 006 V + y 2 s*n Ф + v2 Ф)у2 =
= ( i l lcos <P + y 2 s*n (P)V2 + Ф == “ ^7wi cos ^  sin <p+
+^7^2 cos2 — й^Щ sin2 ?^ + sin^cosy? + ф =  <£ + й7^2.
Из этих соотношений следует (2.56). Тождество (2.57) доказы­
вается аналогично.
Теорема 2.2. Матрица V(t) является решением системы
(2.32), (2.34) тогда и только тогда, когда скалярные функции 
Лi(t), А2(*), if(t) разложения (2.49), (2.50) удовлетворяют си­
стеме
Ai =  A i<  [F + F T]vi + v j  Sv i 
A2 =  A2vJ [F + F T]v2 + v j  Sv 2
-г -г -г ( 2 .0 0 )
(Ai -  A2 )<p =  \2v jF v 2 + XivjFTV2+
+vJSv 2 — (Ai — A2)^ u 2.
Доказательство. Пусть матрица V (t) является решением
(2.32), (2.34). Подставляя разложение
V  =  А1Р1 4- А2Р2 
в дифференциальное уравнение (2.32), мы получаем 
V =  AiP] -f- А1Д  +  А2Р2 + А2Р2 =
=  A1FP1 +  A2FP2 +  АХР ^ Т + A2P2Ft  +  (Pi + P2)5(Pi + Р2).
Умножая это соотношение слева на v j  и справа на Vj и исполь­
зуя свойства проекционных матриц (2.51) и лемму 2, получаем
vJVvi — Ai =  Ai v j  Fv 1 +  Ai v j  F Tv 1 +  v j  Sv 1
vJVv2 =  X2 =  \2VJ Fv2 +  A2uJ F~V2 +  v j  Sv2
(2'59)«i Vu2 =  Ai(<£ + щ  U2) +  Аг(—ф — щ  иг) =
= А2и^ Fv2 +  Aiv^ F t «2 +  v j  Sv2.
Таким образом, АД*), A2(*), <p(t) удовлетворяют системе (2.58).
Докажем теперь обратное. Пусть Ai(£), А2(*), <p(t) явля­
ются решениями системы (2.58). Рассмотрим матрицу V = 
— А1Р1 +  А2Р2. Эта матрица V удовлетворяет условию (2.34). 
Благодаря (2.59), следующие тождества для i , j  =  1,2 выпол­
няются:
Здесь £(V) = FV  +  VFT +  PSP. После дифференцирования 
тождества rTVr = 0 получаем
[rTVr\ = rTV> + rTVr +  rTVr =  rTVr =  0, 
rT(V -  £ (V))r =  0.
Следовательно, (2.60) также выполняется и для i , j  =  3. Из 
(2.60) следует, что матрица V является решением уравнения
(2.32). Теорема 2.2 доказана.
Как видим, построение решения системы (2.32), (2.34) на 
основе сингулярного разложения (2.49), (2.50) сводится к ре­
шению системы (2.58) для трех скалярных функций. Матри­
ца W{t) (искомая функция стохастической чувствительности 
цикла) решения системы (2.32)-(2.34) может быть получена из 
V(t) с помощью следующего предельного перехода.
Теорема 2.3. Пусть матрица W(t) является решением си­
стемы (2.32)-(2.34). Пусть Ai(t), A2(t),< (^<) есть произвольное 
решение системы (2.58) на интервале [0, +оо), а матрица
где Pi{t) = V{(t)vJ(t) с векторными функциями u<(t) из (2.50). 
Тогда матрица V(t) сходится к матрице W  (£) при t —► +оо :
tJimo(F (t ) -W (t ) )  = 0. (2.61)
Доказательство. По теореме 2.2 матрица V(t) является ре­
шением системы (2.32), (2.34) и поэтому V(t) =  P(t)V(t)P(t). 
Теперь сходимость (2.61) следует из утверждения б) теоремы 
2. 1.
Замечание 2.3. Для вычисления правых частей системы
(2.58) необходимо знать векторные функции ui(t),U2 (t) и про­
изводную Ul(t).
Предлагается следующий метод их расчета. Перепишем ис­
ходную детерминированную систему (1.1) и ее Т-периодичес- 
кое решение х =  £(£) покоординатно:
=  Л О & Ъ  ^ 2 ,  Яз)> £ 2  =  / 2 ( Z b Z 2 , Z 3 )> £ 3  =  / з ( я ъ Х 2 , Я з ) ,
£(*) =  (Ы * )» 6 Ш з (* ) )т -
Касательный вектор r(t) =  /г(^), /з (0 )Т к циклу в точке
£(i) имеет координаты /i(f) =  /»(£(t)), г = 1,2,3. Ортонорми- 
рованный базис ui(t),u2 (t) векторов плоскости П( может быть 
выбран в форме
ui =  д\ •
где
В результате такого выбора производная гц может быть най 
дена по формуле
/  df2 df2 df2 \
dx\ дх2 дхз
dfi dh dfi
дх\ дх2 дхз
О О О
- /2  N -Л /з  N
/1 , «2 = 92 • - / 2/3 70 J /1  +  /2  J
~ 5 . 02 =  ( /l ( / l2 +  /22) + (/l2 + /22)2) 4
- /2  N
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, 0 ,
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^ / з у
где
91 =  - (Л2 + / ? Р  ■ ( / ,  ■ ( Ц л  + + Ц / з )
+л • (Ц л + + Й /з)) •
+
Геометрический метод описания стохастических трехмер­
ных циклов с помощью доверительных торов разработан в [146, 
252].
2.3.6. Стохастическая модель Ресслера
Рассмотрим стохастическую систему
х =  — у — z +  ew 1 
у =  х + ay +  ew2 а =  0.2
z =  a -1- z(x — ц) +  егйз,
полученную добавлением аддитивных случайных возмущений 
в классическую модель Ресслера [245]. Здесь Wi(t) (i — 1,2,3) -  
независимые стандартные винеровские процессы.
При переходе параметра ц через бифуркационное значение 
р, =  2а =  0.4 у детерминированной системы Ресслера (е =  0) 
появляется устойчивый предельный цикл, задаваемый Т-пери­
одическим решением £(t).
При дальнейшем увеличении параметра ц в системе Рессле­
ра происходят бифуркации удвоения периода с переходом к ха­
осу. Здесь можно выделить зоны структурной устойчивости 
интервалы 1 \, / 2, ..., / 2*, на которых существуют предель­
ные циклы Mi, М2, ..., M2fc,.... Здесь М^ есть устойчивый 
предельный цикл кратности 2 к (2*-цикл).
При а — 0.2 имеем: 1\ =  (0.4; 2.830), / 2 =  (2.830; 3.836), 
/ 4 =  (3.836; 4.123), / 8 = (4.123; 4.186) и т. д.
На рис. 2.25 изображены предельные циклы системы Рес­
слера для у, = 2  (1-цикл), /х =  3 (2-цикл), /х = 4 (4-цикл).
В результате действия случайных возмущений траектории 
системы сходят с детерминированного цикла и формируют во­
круг него некоторый пучок.
c D
a
Рис. 2.25. Детерминированые циклы системы Ресслера: 
а - \i = 2 (1-цикл); б - \х = 3 (2-цикл); в - fi = 4 (4-цикл)
< D
a
Рис. 2.26. Случайные траектории системы Ресслера при е = 0.005
1 2 3 4 5 6 7
Рис. 2.27. Бифуркационная диаграмма детерминированной модели 
Ресслера при а = 0.2
На рис. 2.26 изображены пучки случайных траекторий, по­
лученные прямым численным моделированием (метод Рунге -  
Кутта четвертого порядка с шагом h = 0.001) стохастической 
системы Ресслера, возбуждаемой случайной помехой интенсив­
ности е =  0.005.
Общая картина бифуркаций невозмущенной модели хоро­
шо прослеживается при помощи бифуркационной диаграммы. 
На рис. 2.27 для каждого /х € [1; 7] представлены точки пересе­
чения аттрактора системы Ресслера с полуплоскостью х < 0, 
у =  0.
Оценить влияние случайных помех при различных зна 
ниях параметра можно при помощи стохастической бифур] 
ционной диаграммы (см. рис. 2.28).
Под воздействием случайных возмущений детерминиров; 
ная бифуркационная диаграмма «размывается», при этом п] 
падают все тонкие детали бифуркационной структуры, а ос 
ются лишь первые наиболее грубые.
На диаграмме (рис. 2.28) хорошо видно, что разброс лин) 
вызванный случайными возмущениями, весьма неоднородеь
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Рис. 2.28. Бифуркационная диаграмма стохастической модели 
Ресслера при а = 0.2, е = 0.005
Для детального анализа [17] этого разброса воспользуел/ 
функцией стохастической чувствительности.
У
2
-2 0 2 X
а
б
Рис. 2.29. Проекции детерминированного цикла (а) и пучка 
случайных траекторий (б) модели Ресслера для 
а =  0.2, ц = 1.2, е = 0.04
Рассмотрим стохастическую систему Ресслера с парамет­
рами а = 0.2, \i — 1.2. Детерминированная система Ресслера 
( е =  0) имеет устойчивый 1-цикл. Его проекция на плоскость 
XOY  представлена на рис. 2.29,а. На рис. 2.29,5 изображена 
проекция пучка случайных траекторий для помех интенсивно­
сти е = 0.04 и отмечено расположение гиперплоскостей, орто­
гональных детерминированному циклу.
В данной проекции разброс случайных траекторий вокруг 
цикла выглядит достаточно равномерным. Более детальный 
анализ точек пересечения случайных траекторий с гиперплос­
костями демонстрирует иную картину. На рис. 2.30 показано, 
как меняется расположение точек пересечения (звездочки) при 
переходе от одной гиперплоскости к другой. Кале видно из рис. 
2.30, случайные траектории распределены вокруг цикла весьма 
неравномерно.
Разброс пучка случайных траекторий для помех интенсив­
ности е в сечениях П* будем характеризовать эмпирической 
ковариационной матрицей £)(t, е).
Матрица W{t,e) — — - j D(t,e) играет роль эмпирической 
функции чувствительности цикла в точке £(i). Ее положитель­
ные собственные значения X\(t) > Аг(£) > 0 могут служить 
естественными скалярными характеристиками этой чувстви­
тельности.
На рис. 2.31 представлены значения (звездочки) Ai, А2, вы­
численные вдоль цикла при е — 10~4 по случайным траекто­
риям, совершившим 100 оборотов вокруг цикла.
Проведем сравнение этих характеристик, полученных пря­
мым численным моделированием, с результатами, опирающи­
мися на теоретическую функцию чувствительности, задавае­
мую матрицей W(t).
В общем случае построение этой матричной функции тре­
бует решения системы (2.32)-(2.34).
Рис. 2.30. Точки пересечения случайных траекторий с 
нормальными плоскостями и доверительные эллипсы
аб
Рис. 2.31. Стохастическая чувствительность цикла для а = 0.2, 
ц = 1.2, е = 0.001
Здесь, в трехмерном случае, сингулярное разложение (2.49), 
(2.50) позволяет выразить матрицу W (t) через три скалярные 
функции Ai(£),A2(£), ip(t). Эти функции могут были найде­
ны методом установления (см. теорему 2.3) решений системы
(2.58).
Собственные значения Ai(t) > Аг(£) матрицы W(t) являют­
ся удобными скалярными характеристиками чувствительности 
цикла.
Графики функций Ai (£), Аг(£) (сплошная линия) для стоха­
стического цикла модели Ресслера представлены на рис. 2.31.
Как видно из рис. 2.31, теоретические кривые Ai(£), Аг( )^, 
проходя вблизи значений Ai, А2 эмпирической функции чув­
ствительности, хорошо передают основные качественные дета­
ли в ее поведении: пологие участки и острые пики, интервалы 
монотонности, колебания и т. д. Таким образом, теоретическая 
функция чувствительности хорошо согласуется с эксперимен­
тальными данными, полученными в ходе прямого численного 
моделирования. Теоретическая функция чувствительности до­
статочно точно передает важные качественные особенности в 
поведении пучка: неравномерность ширины пучка вдоль цик­
ла, значительный перепад величины разброса пучка по норма­
ли к циклу.
Полученные в сингулярном разложении матрицы W(t) зна­
чения Ai(<), Аг(£), y>(t) позволяют построить в каждой орто­
гональной плоскости П* эллипс рассеивания случайных тра­
екторий.
Значения Ai(t), A2(t) определяют размер и конфигурацию 
этого эллипса, а угол <p(t) задает ориентацию осей эллипса в 
плоскости П*.
Как видно из рис. 2.30, построенные эллипсы достаточно 
точно отражают разброс точек пересечения. Для эллипсов, пред­
ставленных на рис. 2.30, значение доверительной вероятности
равно 0.85. Старшее собственное значение Ai(i) матрицы W{t) 
определяет разброс в направлении собственного вектора v\{t). 
Вектор vi(t) указывает направление, в котором величина раз­
броса случайных траекторий будет максимальна. В этом на­
правлении дисперсия будет равна e2Ai(t).
Для описания стохастической чувствительности цикла в це­
лом будем использовать коэффициент чувствительности
М  =  maxAi(t).
[0,71
Величина М  является функцией от ц. На рис. 2.32 представлен 
график М(ц) в зоне бифуркаций удвоения периода системы 
Ресслера.
При увеличении параметра /х на каждом интервале струк­
турной устойчивости величина М(/х) сначала убывает, а по­
том возрастает. При прохождении точек бифуркации функция 
М(/х) стремится к бесконечности.
Рис. 2.32. Стохастическая чувствительность системы Ресслера при
переходе к хаосу
Рассмотрим минимальные значения функции М(/х) на каж­
дом интервале I8 (s = 1,2,..., 2 к,...) структурной устойчивости:
Ms =  minM(/z), /xs = argminM(/x).
Цикл при параметре будем называть стохастическим 
з-суперциклом. Цикл является наименее восприимчивым к 
случайным возмущениям среди всех 5-циклов.
Последовательность М2к (см. рис. 2.32) растет как геомет­
рическая прогрессия и стремится к бесконечности. Чем выше 
кратность цикла, тем он более чувствителен к случайным воз­
мущениям. Известно, что в цепи бифуркаций удвоения периода 
при переходе от порядка к хаосу в системе наблюдается боль­
шое количество неустойчивых циклов.
Проведенный здесь анализ показывает, что при этом у су­
ществующих устойчивых циклов неограниченно возрастает сто­
хастическая чувствительность. Рассмотрим величины
М2*+1
dk =   •М2к
Величина d* представляет собой отношение степеней чувстви­
тельности соседних в цепи бифуркаций стохастических 2fc+1- 
суперцикла и 2*-суперцикла. Для системы Ресслера получены 
значения do = 18.047, d\ — 7.004, d2 = 7.558, d% — 6.985.
Как видим, в последовательных значениях dk устанавлива­
ется некоторая закономерность: d\ «  d2 ~ d%. Это означает, 
что чувствительность стохастических суперциклов при удвое­
нии периода увеличивается примерно в 7 раз. Отмеченная за­
кономерность (рост чувствительности) близка к результатам, 
полученным в [59, 95, 167] для дискретных моделей.
2.3.7. Стохастическая модель Лоренца
Рассмотрим стохастическую систему
х = <т(—х +  у) +  ewi а — 10, Ь =  | 
у =  гх — у — xz  +  £U>2 
Z =  - b z  +  ху +  £U>2,
полученную добавлением малых аддитивных случайных воз­
мущений в классическую модель Лоренца [228]. Здесь ш»(<)
(i =  1,2,3) -  независимые стандартные винеровские процессы.
Система Лоренца демонстрирует большое разнообразие раз­
личных режимов поведения. Это позволяет использовать ее в 
качестве базовой модели для проверки новых методов нелиней­
ного анализа.
Для невозмущенной системы Лоренца (е =  0) хорошо из­
вестно [264], что интервал 99.524 < г < 100.795 является зо­
ной бифуркаций удвоения периода бесконечной цепочки пре­
дельных циклов. Этот г-интервал разбивается на интервалы 
структурной устойчивости I\, I2 , ..., I2*) ••• с предельными цик­
лами Mi, М2, ...,М 2»,.... Здесь М2* является устойчивым цик­
лом кратности 2к (2*—цикл). Для модели Лоренца 1\ =  (99.98, 
100.795), h  =  (99.629,99.98), /4 = =  (99.547,99.629) и т. д.
Классический анализ детерминированной устойчивости пре­
дельных циклов предполагает рассмотрение динамики реше­
ний, отвечающих малым отклонениям от цикла в начальный 
момент времени. Имея некоторое начальное отклонение, детер­
минированная траектория с течением времени приближается к 
циклу. При этом стандартными характеристиками устойчиво­
сти являются мультипликаторы -  собственные значения мат­
рицы монодромии соответствующей линейной периодической 
системы первого приближения.
Рис. 2.33. Проекции цикла невозмущенной модели Лоренца для
г = 100.563
Поскольку один из мультипликаторов, отвечающий за ди­
намику возмущений вдоль цикла, всегда равен единице, то в 
рассматриваемом здесь трехмерном случае устойчивость цикла 
характеризуют два оставшихся: р\ и р2 (|pi| ^ |Р2|)- Неравен­
ство Ipi l^ < 1 является необходимым и достаточным условием 
экспоненциальной орбитальной устойчивости цикла.
Мультипликаторы р\ и р2 задают степень устойчивости 
циклов к возмущению начальных данных. Значения \р\$\ ука­
зывают (асимптотически), во сколько раз траектория прибли­
жается к циклу за один оборот.
В стандартном сценарии бифуркаций удвоения периода муль­
типликаторы изменяются следующим образом. При переходе 
параметра через точку бифуркации из интервала / 2* в интер­
вал I2k+1 значение р\ стремится к - 1, достигает -1 и после 
рождения цикла с удвоенным периодом принимает значение, 
равное +1. При этом р2 остается внутри единичного круга.
На интервалах / i , / 2, ...,/ 2* ,... можно найти значения п , 
7*2,..., г2/с,... параметра г, при которых \рг(г)\ достигает ми­
нимума:
ra =  argmin|/)i|, s =  1,2, ...,2 к, .... 
re/.
Цикл, отвечающий значению г =  rs, является наиболее устой­
чивым в классе 5-циклов на интервале 1а. Выделенные таким 
образом на интервалах Is самые устойчивые циклы будем на­
зывать суперциклами.
Для модели Лоренца имеем г\ =  100.563, г2 =  99.803, Г4 =
= 99.5866. Три проекции суперцикла Mi для т\ представлены 
на рис. 2.33.
На рис. 2.34 показаны суперциклы М2 для г2 и М4 для Г4, 
демонстрирующие удвоение периода.
График р\ (т) во всей исследуемой зоне удвоения периода 
представлен на рис. 2.39,а.
аб
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Рис. 2.34. Бифуркации удвоения периода: 
а -  для г = 100.563 (1-цикл); б -  для г = 99.803 (2-цикл); 
в -  для г = 99.5866 (4-цикл)
На этом рисунке хорошо виден механизм бифуркации: на 
каждом из примыкающих друг к другу интервалов 1 \, / 2, 
функция pi (г) монотонно убывает от +1 до -1, претерпевая 
скачки в точках бифуркаций.
Ветви графика pi(r) на интервалах Д, I2 , / 4?--- практиче­
ски повторяют друг друга (самоподобие). Что касается ргМ, 
то эта функция практически не реагирует на изменения пара­
метра г, сохраняя во всей зоне значения \р2 (т)\ =  1.75-10"2. Та­
ким образом, мультипликаторы не позволяют различать клас­
сы циклов различных кратностей.
Следует отметить еще одну важную деталь в поведении 
мультипликатора. Функция pi(r), непрерывно изменяя на ин­
тервале 1 8 свои значения от +1 до -1, не может принимать зна­
чения, равные нулю (в противном случае матрица монодромии 
оказалась бы вырожденной).
Обход нуля происходит за счет выхода в комплексную плос­
кость. Функция pi (г) становится комплекснозначной (вместе с 
p2 (r) = Рг(г)) лишь в малой окрестности значения г*, отвечаю­
щего суперциклу. Во всей оставшейся части 18 она веществен­
на. Символически эта деталь изображается на графике р\{г) 
пустым кружком.
Стохастически возмущенная модель Лоренца при г =  28 
исследовалась как прямым численным моделированием слу­
чайных траекторий [9,10, 50,127, 211, 283], так и аналитически 
[174, 207].
Появление шумов приводит к стохастической деформации 
детерминированных циклов. Под воздействием случайных воз­
мущений траектории системы сходят с детерминированного цик­
ла и формируют вокруг него некоторый пучок.
Исследование особенностей распределения случайных тра­
екторий в пучке начнем методом прямого численного модели­
рования.
Рис. 2.35. Проекции случайных траекторий модели Лоренца для 
г =  100.563, е =  0.05
Расчет детерминированных предельных циклов невозмущен­
ной модели Лоренца проводился методом установления с ис­
пользованием стандартной схемы Рунге -  Кутта четвертого по­
рядка с шагом h = 10~4.
Для численного моделирования случайных траекторий сто­
хастической модели Лоренца в детерминированную схему Рун­
ге -  Кутта на каждом шаге вносилась стохастическая добавка, 
соответствующая выбранным случайным возмущениям.
Проекции пучка случайных траекторий, полученных дан­
ной схемой, для суперцикла кратности один (гх =  100.563) и 
помех интенсивности е = 0.04 представлены на рис. 2.35.
Как видно из рис. 2.35, случайные траектории распределе­
ны вокруг цикла весьма неравномерно.
Разброс пучка случайных траекторий в сечении плоскостью 
П*, ортогональной циклу, характеризуется эмпирической кова­
риационной матрицей Z)(t,e). Матрица
W(t,e) =
является эмпирической функцией чувствительности цикла в 
точке £(<) к воздействиям помех интенсивности е. Ее положи­
тельные собственные значения X\{t) ^ А2(t) > 0 служат есте­
ственными скалярными характеристиками этой чувствитель­
ности.
На рис. 2.36 представлены значения (звездочки) Ах, Аг, вы­
численные вдоль 1-цикла (при г = 100.563, е — 10“ 4), а на рис. 
2.37 -  вдоль 2-цикла (при г = 99.803, е =  10~7) по случайным 
траекториям, совершившим 100 оборотов вокруг цикла.
Чтобы исключить возможную зависимость получаемых ре­
зультатов от используемого численного метода и шага инте­
грирования, были проведены контрольные расчеты другими 
методами и более мелкими шагами. Повторные расчеты дали 
аналогичные результаты.
аб
Рис. 2.36. Стохастическая чувствительность 1-цикла модели 
Лоренца для г =  100.563, е = 10“ 4: 
а -  кривая Ai и значения (звездочки) Ai; б -  кривая Аг и значения
(звездочки) Аг
аб
Рис. 2.37. Стохастическая чувствительность 2-цикла модели 
Лоренца для г = 99.803, е = 10~4: 
а -  кривая Ai и значения (звездочки) Ai; б -  кривая Аг и значения
(звездочки) Аг
аб
Рис. 2.38. Стохастическая чувствительность 4-цикла модели 
Лоренца для г = 99.5866: 
а -  кривая Ai; 6 -  кривая Аг
Развиваемый в данной работе аппарат функций стохастиче­
ской чувствительности позволяет описать распределение слу­
чайных траекторий вокруг невозмущенного детерминирован­
ного цикла с помощью матрицы W(t).
Приведенный в разделе 2.3.5 алгоритм, использующий спек­
тральное разложение W(t), позволяет найти ее собственные 
числа Ai(£), А2(£). Графики функций Ai(t), Аг( )^ (сплошная ли­
ния) для стохастических 1-, 2- и 4-циклов представлены на рис. 
2.36-2.38.
Как видно из рис. 2.36 и 2.37, теоретические кривые Ai(t), 
А2(£)> проходя вблизи значений Ai, А2 эмпирической функции 
чувствительности, хорошо передают основные качественные де­
тали в ее поведении.
Таким образом, теоретическая функция чувствительности, 
задающая асимптотику стационарной плотности распределе­
ния при малых шумах в малой окрестности цикла хорошо со­
гласуется с экспериментальными данными, полученными в хо­
де прямого численного моделирования. Это позволяет исполь­
зовать ее в качестве основного инструмента анализа чувстви­
тельности сложных многооборотных циклов рассматриваемой 
модели Лоренца.
Каждая из функций Ai (t) и Аг( )^ для 1-цикла имеет на ин­
тервале периодичности один явно выраженный всплеск.
В результате первой бифуркации удвоения периода траек­
тория 1-цикла расщепляется в 2-цикл (рис. 2.34).
Соответственно функции чувствительности Ai(i) и Аг( )^ име­
ют на интервале периодичности 2-цикла уже по два всплес­
ка (рис. 2.37). Оба эти всплеска весьма похожи на всплеск, 
наблюдаемый для 1-цикла. Такое совпадение естественно, так 
как расщепление траектории 1-цикла весьма незначительно и 
оба витка 2-цикла очень близки графику 1-цикла (рис. 2.34). 
Неожиданной здесь является существенная разница этих всплес­
ков по высоте. Для \\{t) правый всплеск выше левого почти в 
четыре раза. Еще большая разница в высоте всплесков наблю­
дается при расщеплении 2-цикла в 4-цикл (рис. 2.38). Таким 
образом, близкие витки циклов Лоренца имеют существенно 
различную степень стохастической чувствительности.
Функции Ai (t) и Аг(0 дают детальную информацию об осо­
бенностях пучка случайных траекторий в каждой точке цикла. 
Для описания стохастического цикла в целом будем использо­
вать коэффициент чувствительности
М  =  max Ai(£). te[o,T]
График величины М  как функции параметра г представлен на 
рис. 2.39,5. Функция М(г) описывает изменение чувствитель­
ности циклов при изменении параметра г.
Общий характер графика М(г) на интервалах структурной 
устойчивости 7i, / 2, / 4,... качественно одинаков.
Минимум М(г) на каждом интервале находится вблизи зна­
чений 7*2,7*4,отвечающих суперциклам детерминирован­
ной системы. При движении от г\ вправо и влево функция 
М(г) монотонно растет и при приближении к точкам бифур­
кации стремится к бесконечности.
Однако сами минимальные значения М8 = min М{т) при
г€/«переходе от одного интервала к другому существенно меняют­
ся:
Ml =  1.2 • 102, М2 =  6.5 • 102, М4 = 4.3 • 103,
М8 =  3.1 • 104, Mie = 2.1 • 105.
Последовательность Ms быстро возрастает и асимптотически 
ведет себя как геометрическая прогрессия. При этом каждый 
переход в последующий интервал структурной устойчивости 
сопровождается увеличением чувствительности цикла в семь 
раз.
Подобная закономерность была обнаружена и в рассмот­
ренной ранее модели Ресслера. Здесь, по-видимому, можно го­
ворить о проявлении общего свойства универсальности.
а
б
Рис. 2.39. Модель Лоренца: 
а -  мультипликатор pi(r); б -  коэффициент стохастической 
чувствительности М(г)
Как видим, движение по цепочке удвоения периода по на­
правлению от регулярного к хаотическому режиму (даже на 
начальных участках 1\,12,1ь) сопровождается существенным 
ростом значений функции чувствительности. Можно сказать, 
что функция чувствительности хорошо «предчувствует» хаос, 
сигнализируя о соответствующем росте чувствительности рас­
щепляющихся циклов быстро растущими значениями Mi, М2, 
М4,... .
Представленные результаты опубликованы в [145]. Распро­
странение изложенных методов на анализ стохастически воз­
мущенных периодических аттракторов системы Чуа приведено 
в [248].
Исследование стохастических циклов модели Белоусова -  
Жаботинского при переходе к хаосу с использованием разра­
ботанной конструкции функции стохастической чувствитель­
ности представлено в [195]. Анализ индуцированных шумом 
переходов между сосуществующими циклами системы Лорен­
ца проведен в [148].
2.3.8. Разложение функции стохастической
чувствительности по малому параметру
Рассмотрим стохастический нелинейный осциллятор 
(  ХХ = Х 2
| ±2 =  - x i  +  Sf(xi,x2) +  ea(xi,X2)w, ( ^ 6 2 )
где w(t) -  стандартный скалярный винеровский процесс, функ­
ция /  задает динамику невозмущенной детерминированной си­
стемы, S -  малый параметр нелинейности, функция cr(xi,X2) 
характеризует зависимость случайных возмущений от состоя­
ния системы, € -  интенсивность случайных возмущений.
Предполагается, что система (2.62) в отсутствие случайных
помех (б: = 0) при каждом S > 0 имеет экспоненциально устой­
чивый предельный цикл М$, порождаемый решением
x(t,6) = Xi (t,8) 
X2 (t, 5)
периода Т«$.
Для приведения таких решений к одному периоду Т =  2п 
введем вместо t новую переменную з:
s =  but, и; (5) =  
Тогда (2.62) перепишется в виде
2п
х 2 -  Ш + 6f ( z u x 2)) +  e -^ -a (x i,x 2 )wi,
(2.63)
где х\ — (г = 1,2), гох(в) = s/ujw{sjuj) -  стандартный вине- 
ровский процесс, а каждый предельный цикл будет зада­
ваться 27г-периодическим решением
x(s ,S) = Xi(s,J) 
X2 {s, 8)
системы (2.63) при е = 0.
Интересующая нас функция стохастической чувствитель­
ности p(s, 8) удовлетворяет уравнению
р! =  a(s, 8)р +  b(s, 8). (2.64)
Коэффициенты
а =  рт [lF T + F р, Ь =  pTSp
для системы (2.63), благодаря соотношениям
1 0 1 1 -X i + (5/
Ш + ^ /l! % - x 2
5 =  -  ш
О О
О <72
, Г =  X i+ X 2 — 26xif +  <J2/ 2, 
выражаются через координаты Х\ — xi(s,S), Х2 =  х2(s,S): 
<*(М) = Ш (®1ж2/х1 +  Xlfx2 ~ Sx2 f& i ) »
*>(«> 5) =
Будем исходить из того, что для функций xi(s,S), х2(в, <5) 
и ш(6) уже получены асимптотические разложения:
x i  (s, S) = x i o ( s )  +  < 5 x u ( s )  + ... ,
X2(e, £) =  X2o(s) +  Sx2l (s) +  . . . ,
w(5) =  u)q +  +  ... .
Используя (2.65), найдем разложения
/ ( x i ( s , 5 ) , x 2 ( s , £ ) )  =  / o ( s )  +  5 / i ( s )  + . . .  ,
cr(xi(s,6),x2(M )) =cr0(s) +  <J(7i(s) +  ... ,
r(x i(s ,£ ),x2(s,£)) =  r0(s)+5ri(s) +  ... ,
f l (x i (s ,6 ),x 2 (s,6 )) =  fio(s) +  6fn (s )+ .. . ,
(2.65)
(2.66)
fo (s )  =  f  ( x w ( s ) , X 2o ( s ) ) ,
f l ( s )  =  f l o ( s ) x n (s) +  f 2o ( s ) x 2l (s ) ,
сT0( s ) =  (T(xio(s),X2o(s)),
0-1 (s) = <j'Xl (xio(s),X2o(s))xn (s) +cr/x2 (Xio(s),X2o(s))X2 l(s), 
r0(s) =  xf0(s) +  x|)(s),
n ( s )  =  2a:io(s)xn(5) +  2a;2o(s)a;2i(s) -  2xi0(s)/o(s), 
fiO =  f'xi (xio(s),X2o(s)),
/*1 =  fxtx 1 (^io(s), X2o($))  Xn(s) +  / " I2 (®lo(s), X2o(s)) ®2l(s),
(г =  1,2).
Разложения а и b по степеням <5 имеют вид 
a(s,<J) =  5oi(s) +  52aa(s) + . . . ,
(2.67)
b(s,S) = bo(s) +  6b\(s) +  S2b2 (s) +  .. . .
При этом коэффициенты разложений (2.65) -  (2.67) связаны 
равенствами
2 2 
b = x20a0 
y° rowo ’
°1 =  ^ ^ ( Z l o / l O  +  X 2o/2o),
&1 =_  _ 1_
02 =
ro^o
TqC^O
2<7o^1®20 +  2(70X20^21 -  ty(riu>0 +  row i)
[x i 1X20/1O +  2:102:21/10 +  Х10Х20/11 +  2Х20Я21/20+
+  2:20/21 — 2:20/0/10 — t y ( r iU o  +  r o w i)j ,
(2.68)
Решение (i(s, S) уравнения (2.64) будем искать в виде
fi(s) =  6~гц - 1  (s) +  no{s) +Sfii(s) + .. .  , (2.69)
где Цп -  периодические функции (цп(2 ж) =  Цп(0)).
Подставив в уравнение (2.64) ряды (2.67),(2.69) и приравняв 
члены при одинаковых степенях 5, получим систему линейных 
дифференциальных уравнений для коэффициентов дп:
\ М-1 = о
ц'0 =  ащ -i  +  Ьо 
Ml = 0,1(4) +  0,2(1—) + h
(2.70)
У-п ~  5Z i= l 0,i(ln- i  +  Ьп
Z7T
/ '
Условие периодичности позволяет единственным образом най­
ти решения /x_i, /хо, Мь--- • Из первого уравнения системы
( 2 .7 0 )  находим, что jx_i -  константа. Проинтегрировав обе ча­
сти второго уравнения по отрезку [0,27г] с учетом равенства 
/х(Т) = /х(0), получим
2 Г
(oi(r)^_i +  Ьо(т))(1т =  0,
о
откуда находим
2п
/  bo(r)dr
<*-. -  - Ь  ■
/  a i(r )d r  
О
В общем случае справедлива рекуррентная формула
M n ( 5 ) =  Pn(s ) +  Сги (2 * 7 1 )
где
P n(s) =  J  ^ ^ O i(r ) /x „_ i(r )  +  Ьп(т)^ dr,
27Г
/  ( ° i (T)/?n(r) +  ^n(r)) dr
Cn = - - --------- 2ir ’ (2-72)
/  a i(r )d r  
0
n + 2
^ n (s ) =  +  b n + l(e )-
2 = 2
Полученные здесь рекуррентные разложения функции сто­
хастической чувствительности для нелинейного осциллятора 
общего вида можно применить к анализу стохастических ав­
токолебаний в тех или иных конкретных нелинейных системах 
[1 5 ].
Разложение ФСЧ для стохастического уравнения 
Ван-дер-Поля
В качестве примера рассмотрим уравнение Ван-дер-Поля с 
малым аддитивным шумом:
XI = Х2
(2.73)
Х2 = —XI + £хг( 1 — х2) + ew.
После замены переменной s — шЬ система (2:73) примет вид
(2.74)
х2 =  Ь (-Х 1 + ^2(1 -  Ж?)) +
Рассмотрим разложение ФСЧ на основе метода Крылова -  
Боголюбова.
Разложение Крылова -  Боголюбова [21] по степеням 6 функ­
ций xi (в, £),хг(в, <£) и и(6) дает:
£i(s,<S) = 2coss+tf ^“ Sin3s -^t-<52 ^  cos 3s — ^  cos5s^+...
x2 (s,S) = — 2sins+5 cos 3s^+52 ^^sin3s + ^sin5s^ +.
ш{5) =  1 +  <5-0-<52-^ -И 3 -0 +  ... . 16
Тогда
f(xi(s,S),X2(s,S)) =  2sin3s-h5 ^  coss -|-  ^cos 3s +   ^cos5s^+... 
<t ( x i ( s , 5 ) , x 2 ( s , 5 ) )  =  1.
По формулам (2.68) для коэффициентов разложений (2.67) на­
ходим
Ьо =  ^(1 -  cos 2s),
oi =  —2 -  cos 2s + 3 cos 4s,
b\ = — (sin 2s -I- 2 sin 4s — sin 6s ) , (2-75)16
11 25 9Й2 = — — sin 2s — sin 4s — — sin 6s +  -  sin 8s,8 8 8
Используя (2.71), (2.72) и (2.75), находим коэффициенты /x_i, 
цо, fi\ разложения (2.69):
1 3  3м-1 =  7 , Mo =  - - s i n 2s + — sin4s,4 о 16
61 17 0 1 „ 13 9ш = -------------cos 2s -I cos 4s Ч cos 6s  cos 8s.M 512 32 64 48 128
В результате для функции /x(s, 8) можно указать следую­
щие приближения:
М(0) («.<*) =  М- i  (я)<5-1 + Мо(я),
fj.W (s,6) =  /i_i(s)5_1 +Mo(s) +Mi(s)<*
различных порядков.
На рис. 2.40 для 8 =  0.5 представлены графики получен­
ных приближений м(0)М  (пунктирная линия ), м(1)(«) (л иния 
из точек).
Эталонный график /i(s) (сплошная линия) получен мето­
дом Рунге -  Кутта с шагом h =  10-4 (численные эксперимен­
ты показали, что при данном шаге погрешность не превосходит 
ширины изображаемой линии).
Рис. 2.40. Приближения функции стохастической чувствительности
Для S =  0.01; 0.05; 0.1; 0.5 погрешности 
сЦ = max — fi(s) |
найденных приближений приведены в таблице.
5 do di
0.01 0.018 0.0020
0.05 0.081 0.0067
0.1 0.16 0.0205
0.5 0.71 0.4968
Приведенный пример демонстрирует, что разложения, со­
держащие всего два-три члена, с достаточно высокой точно­
стью аппроксимируют функцию стохастической чувствитель­
ности. В частности, при помощи этих разложений удается най­
ти местоположение и величину пиков ФСЧ, что позволяет ука­
зать участок орбиты, наиболее чувствительный к действую­
щим на систему случайным возмущениям. Полученные аппрок­
симации могут быть использованы и для детального описания 
распределения пучка случайных траекторий, сформированно­
го в ходе стохастически возмущенного движения вдоль орбиты.
2.4. Стохастическая чувствительность 
2-торов
Рассмотрим случай, когда инвариантным многообразием М 
детерминированной системы (1.1) является лежащая в Rn дву­
мерная тороидальная поверхность ( Ж -  2-тор). Предполагает­
ся, что 2-тор М является Э-устойчивым.
Излагаемый ниже метод анализа стохастической чувстви­
тельности этого многообразия к воздействию случайных воз­
мущений системы (2.1) использует естественную параметриза­
цию тороидальной поверхности Ж (см. главу 1), задаваемую 
лежащими на 3VC решениями системы (1.1).
Напомним основные конструкции. На тороидальной поверх­
ности Ж (см. рис. 1.1) лежит замкнутая гладкая кривая $ (эк­
ватор), задаваемая функцией t?(s) на интервале 0 ^ s ^ 1 с 
условием #(0) =  т?(1).
Из каждой точки tf(s) кривой $, как начальной, выходит 
решение x(t, з) системы (1.1) с условием х(0, s) =  Предпо­
лагается, что траектория x(t, s), обойдя вокруг тора М, через 
некоторое время вновь пересечет кривую
С семейством решений x(i, s) связаны функции T(s) и т(з). 
Здесь T(s) = min{ t > 0 | x(t, 5) € } -  момент первого воз­
вращения траектории x(t,s) на кривую т?, при этом x(T(s),s) 
есть точка возвращения; r(s) -  функция последования сече­
ний Пуанкаре кривой т9 фазовыми траекториями системы (1.1) 
(<?(г(в)) =  *(Г(8)|в)).
Предполагается, что фазовые траектории семейства реше­
ний x(t, з) системы (1.1) полностью покрывают тороидальную
поверхность М. Функция x(t} s) рассматривается на плоскости 
П =  {(£, s)| — оо < t < + 00, -0 0  < s <  + 00}
и удовлетворяет равенствам
x(t) s + 1) =  x(t, 5), x(T(s) + t, s) = x(ty (2.76)
Вектор-функции
„(М ) =  ^ , «  (2-77)
сопровождающие решения x(t, 5), линейно независимы и зада­
ют плоскость касательную к тороидальной поверхно­
сти в точке x(£,s). Здесь важную роль играют матрицы, свя­
занные с проекторами на подпространство, ортогональное то­
роидальной поверхности. Рассмотрим проекционную матрицу 
P(t,s) =  Ру(М),м(М), где y(t, s), u(t, s) из (2.77), а матрица Ру,и, 
задающая оператор проектирования на подпространство, орто­
гональное плоскости, натянутой на векторы у, и, находится из 
соотношений
Р — Р — ^yUU ^у Р — I  — ^  г(Р ) — п — 2
“  * *  v J P y t l  ' ^ У - 1 у Т у  > -  n  ^
Пространство Е (см. раздел 1.4) составляют симметриче­
ские п х n-матрицы, определенные и достаточно гладкие на П 
с условиями согласования (см. (2.76)):
V (t,s) е П V(t,e + l) =  V(t,e), V(T(s) +  t,s) = V(t,T(s))
(2.78)
и вырожденности
У («,в )€ П  У г б  Тх(м) V(t,e)x = 0. (2.79)
В пространстве Е рассматриваются конус
X  =  { V е Е | V(t, s) — неотрицательно определенная
матрица V (t, s) € П}
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и множество
Хр = {V € £ | V -  P-положительно определенная}.
В рассматриваемом здесь случае в соответствии с общей 
теорией (см. раздел 2.1) исследование стохастической чувстви­
тельности 2-тора М для системы (2.1) сводится к анализу ре­
шения W{t, s) линейного матричного уравнения
dWf c S) =  s)W(t, 8) + W(t, s)FT(t, s) +  P(t, s)S(t, s)P(t, s)
(2.80)
в пространстве £. Коэффициенты уравнения (2.80) связаны с 
системой (2.1) соотношениями
F (M ) = d/ ( ^ M ) ) , S(t,s) =  G(t,s)GT(t,s),
G(£, s) = a(x(t, s)).
Матрица W(t, s) имеет следующий вероятностный смысл. 
Для нелинейных систем (1.1), (2.1) рассмотрим соответствую­
щие линейные системы первого приближения
dz =  F(£, s)zdt, (2.81)
dz = F(t, s)zdt + eP(f, s)G(t, s)dw(t). (2.82)
Система (2.81), благодаря предполагаемой Э-устойчивости 
2-тора М, является Р-устойчивой. По теореме 2.1 Р-устойчи- 
вость гарантирует существование и единственность решения 
W  системы (2.78)-(2.80).
Стохастическая система (2.82) (см. теорему 2.1) имеет неко­
торый установившийся режим, связанный с решением z. Мат­
рица W задает ковариацию случайного процесса z:
cov(z(t, 5), z(£, 5)) = e2W (t) s). 
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Матрица W  является функцией стохастической чувстви­
тельности тороидального многообразия М. Значения W(t,s) 
определяют эту чувствительность в текущей точке х(£, s) мно­
гообразия. Матрица e2W(t , 5) служит оценкой ковариации раз­
броса случайных траекторий нелинейной стохастической систе­
мы (2.1) в их сечении с нормальной гиперплоскостью Nx(tt3y
2.4.1. Чувствительность 2-тора в трехмерном 
пространстве
Рассмотрим систему (2.1) при п = 3. Матрица проекти­
рования P{t,s) имеет в этом случае ранг, равный единице, и 
может быть представлена в виде Р(£, s) = p(t,s)pT(t)s)y где 
p(t,s) - вектор единичной длины -  задает нормальную пря­
мую iVx(t>s) и ортогонален векторам y(t,s) и u(tys) из (2.77). 
При этом матрица W  решения системы (2.78)-(2.80), задающая 
разброс случайных траекторий вблизи 2-тора, также имеющая 
ранг, равный единице, может быть записана в виде
W(t,s) =  n{t,s)P{t, s).
Матрица проектирования Р(£, s) однозначно находится по ис­
ходной детерминированной тороидальной поверхности М.
Таким образом, задача построения стохастической функ­
ции чувствительности здесь сводится к отысканию скалярной 
функции fi(t, s). Эта функция задает дисперсию разброса слу­
чайных траекторий в направлении нормали Nx(t ^ к тору М в 
точке х(£,«).
Лемма 2.4. Матрица W(t, s) = /х(£, s)P(t) s) является ре­
шением системы (2.78)-(2.80) тогда и только тогда, когда ска­
лярная функция /х(£, s) является решением системы
s) =  a(t, s) +  b(t, s) (2.83)
p(t,s +  1) =  p{t,s), (2.84)
p(T{s) + 1, s) =  A*(t, ф ) ) .  (2.85)
Здесь
a{t, s) =  pT{t, s)[FT(t, s) + F(i, s)]p(t, s), 
b{t, s) =  pT(t, s)S(t, s)p(t, s).
Доказательство. Подставляя решение
W (t, e) =  p(t, s)p{t, s)pT(t, 8)
в уравнение (2.80), получим
jj,ppr  + p(ppT +p(p)r ) =  p(Fppr  +ppTF T) +ppTSppT.
Умножая это соотношение слева на рт и справа на р, учитывая 
тождества ртр =  1, (ртр) = ртр + р тр = 0, получим уравнение 
для р:
p = p T(F + F T)pp + pTSp.
Условия (2.84), (2.85) следуют из (2.78), (2.79).
Доказательство обратного утверждения легко следует из 
приведенных выше выкладок. Лемма 2.4 доказана.
Как видим, при п = 3 отыскание функции стохастической 
чувствительности для двумерной тороидальной поверхности 
сводится к решению скалярного уравнения (2.83) с условиями 
(2.84), (2.85).
Общее решение уравнения (2.83) имеет вид
p(t,s) =  g(t,s) [ф ) + h(t,s)], (2.86)
где g(t, 5) и h(t, s) -  известные функции:
a c(s) - неизвестная функция, играющая для д(£, s) роль на­
чальной: д(0, s) — c(s). Условие (2.84) приводит к уравнению 
c(s + 1) =  c(s). Условие (2.85) ведет к соотношению
g(T(s), e)(c(e) +  h(T(s), в)] =  с(т(в)).
Обозначим
a(s) =  g(T(s),s), 0(s) = a(s)h(T(s), s). (2.88)
В итоге для искомой функции c(s) получаем функциональное 
уравнение
c(t(s)) = a(s)c(s) + p(s) (2.89)
с условием
c(s + 1) = c(s). (2.90)
Таким образом, построение функции стохастической чув­
ствительности /x(t, s) для 2-тора в трехмерном пространстве по 
формулам (2.86), (2.87) сводится к решению функционального 
уравнения (2.89) с условием (2.90). Существование и единствен­
ность решения системы (2.89), (2.90) в случае Э-устойчивости 
2-тора Ж непосредственно следует из существования и един­
ственности решения системы (2.78)-(2.80).
Решение c(s) системы (2.89), (2.90) может быть найдено ме­
тодом установления.
Рассмотрим последовательности $о = s, •••> где
Sfc+I =  r(sfe), и Со,Cl,..., Cfc,... , где ск =  c(sk). Значения с*, 
благодаря (2.89), связаны уравнением
ск+1 = акск +  @ку ак =  a{sk) , 0к = 0{ак). (2.91)
Для элементов рассмотрим приближения с*, задаваемые 
рекуррентной формулой с*+i = гДе °о ~ некоторое
приближение для cq.
Теорема 2.4. Пусть тор М системы (1.1) является Э-ус­
тойчивым. Тогда lim (с* — с*) = 0  независимо от выбора на-
к—ю о
чального приближения со-
Доказательство. Погрешность г*. = с* — с* удовлетворяет
уравнению т^ +х = и связана с погрешностью 7’о соотноше-
Дс—1
нием г* = qkro, где = П Для величины q* справедливо
2=0
[109] представление
\
J  a(t, s)<ft J ,
0 /
где Tk(s) -  время, необходимое для прохождения траектории 
x(t, s) по спирали, состоящей из к витков.
Необходимым и достаточным условием Э-устойчивости то­
ра М в системе (1.1) является [109] неравенство
т
lim  ^f a(t, s)dt < 0. (2.92)
т-юс T J 
о
Условие (2.92) означает, что lim q^  =  0 и, следовательно,
к-уоо
lim rjc = 0 независимо от выбора cq.
к-¥00
П р и м е р
Рассмотрим в трехмерном пространстве переменных (х, у, г) 
2-тор М, задаваемый уравнением
( \ / х 2 +  у2 -  I)2 +  Z2 =  Го, 0 < Го < 1.
В канонических переменных г, </?, связанных с исходными 
переменными х, у, г соотношениями
х = (2 + г cos ф) cos у = (2 -f г cos ф) sin у?, г =  г sin фу
9* = exp
тороидальная поверхность задается следующим образом:
Рассмотрим в новых переменных стохастическую систему
w(t) -  стандартный винеровский процесс.
Поскольку /(го) = 0, то для системы (2.93) при е = 0 тор 
Ж является инвариантным многообразием и может быть пара­
метрически задан семейством ее решений
Здесь роль одного из параметров играет время t, а параметр 
s задает начальное состояние 0 ,5) = 2ns. При этом
Необходимым и достаточным условием Э-устойчивости де­
терминированного тора М будет неравенство А < 0.
Найдем функции з(£, s), h(t,s) и 0(5), задающие стохасти­
ческую функцию чувствительности (2.86) тора М для системы 
(2.93). В нашем примере коэффициенты уравнения (2.83) име­
ют вид
a(i,s) = Д  6(t, s) =  a(ut+2nSi vt) =  1+2? cos(ujt+2ns)+D cos(vt). 
Из (2.87) следует
g(t, 3) =  eAt,
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r = ro, 0 < cp < 2n, 0 < ф < 2n.
Г =  f ( r ) +£y/<y(ip,w)w. 
ф = ш,
ф = is,
(2.93)
r(t) =  Го, </>(£, s) =  CJt 4- 2nS, ф(Ь) = vt.
- uj sin(o)f +  27rs)) + A cos 2ns — ш sin 2irs] +
+ [e At(-Acos(i/<) +  j/sin(i/t)) + A] .
Коэффициенты (2.88) имеют вид
2тгАa(s) =  а =  е * ,
V
0(s) =  a J  е~Ат( 1  + Bcos(u)T + 27ts) + Dcos(i/r))dr = 
о
= Ко +  К\ cos(27rs) +  К2 sin(27rs),
где
, ,  , пч/ 1 AD \
0 ~  (а * ( л  + Л2 + и2)  ’
Ki = 2 2 ( - A cos 77 + w sin 77 + А а ),ил (jJ
В 27TCJК2 = “75------  ^(A sin ту +  u> cos 77 -  w a), 77 = -------.A* + ujz v
В рассматриваемом примере функциональное уравнение (2.89)-
(2.90) имеет аналитическое решение:
c(s) = со + с\ cos(27rs) + С2 sin(27rs),
где
Ко К\ (cos г] — ol) — К2 sin 77
00 1 — a °l 1 — 2acos77 + a2 ’
#2 (cos 77 — a) + K\ sin77
C2 = 1 — 2a cos 77 + a2
В итоге получаем стохастическую функцию чувствительности 
/х(£, s ) = eAt{c\ cos(27rs) + С2 sin(2Trs) +
+ - 7 0 ------x(AcOs(27Ts) -0USm(27rs))) +  -T7: 7z(-Ac0s(ut+2TTs) +
A2+ u 2 A2 + u2
+  u;sin(utf +  27rs)) +  ~ ^ ^ ~ ^ { —Acos{vt) 4- i/sin(id)) -
Данная формула задает связь значений стохастической функ­
ции чувствительности с параметрами системы.
Рассмотрим зависимость функции чувствительности /х от 
параметров А , В, D, w и v.
При уменьшении параметра А функция /х убывает. Пара­
метр А характеризует степень устойчивости детерминирован­
ного тора.
Как видим, увеличение степени устойчивости детермини­
рованного тора ведет к уменьшению стохастической чувстви­
тельности. Параметры В и D характеризуют перепад интен­
сивности случайных возмущений при движении вблизи тора. 
Увеличение В и D приводит к соответствующему увеличению 
перепада значений стохастической чувствительности /х.
Зависимость /х от частот вращений и и v удобно изобра­
зить графически.
На рис. 2.41 представлены графики функции стохастиче­
ской чувствительности /x(ifc,s) при А — —1, В = 0.5, D =  0.4 
для различных значений параметров о; и v при некотором на­
боре tk-
Как видно из рис. 2.41, значения /х при движении вдоль 
тороидальной поверхности существенно изменяются:
а) при ш =  1, v = 1 значения /х лежат в интервале (0.4, 1.6);
б) при ш =  1, v =  3 значения \х лежат в интервале (0.5, 1.5);
в) при и =  3, v =  1 значения /х лежат в интервале (0.6, 1.4);
г) при и) = 3, и = 3 значения /х лежат в интервале (0.7, 1.3). 
Соответствующим образом будет меняться и разброс слу­
чайных траекторий около тороидальной поверхности.
Увеличение частот вращения и и I/, приводящее к увеличе­
нию скорости движения вдоль тороидальной поверхности, ве­
дет к уменьшению перепада значений стохастической функции 
чувствительности /х.
Рис. 2.41. Функция стохастической чувствительности тора: 
о -  для cj = 1, v = 1; б -  для и) = 1, v =  3; 
в -  для lj = 3, v = 1; г -  для о; = 3, v =  3.
Рис. 2.42. Теоретическая (сплошная линия) и эмпирическая 
(звездочки) стохастическая чувствительность
Увеличение ш и v улучшает стохастическое перемешива­
ние случайных траекторий, делая их разброс около тора более 
однородным.
На рис. 2.42 для А — —1, В = 0.5, D — 0.4, ш = 1, v — 1 
представлен график (сплошная линия) теоретической функции 
чувствительности n{t,s) при фиксированном значении 5 = 0. 
Соответствующие значения эмпирической функции чувстви­
тельности
где D -  эмпирическая дисперсия, полученные прямым чис­
ленным моделированием случайных траекторий, изображены 
звездочками.
Как видим, хорошее соответствие эмпирических данных тео­
ретическим кривым позволяет использовать представленную в 
работе конструкцию функции стохастической чувствительно­
сти в описании особенностей распределения случайных траек­
торий около тороидальной поверхности.
3. Стабилизация
3.1. Стабилизация инвариантных многообразий
Рассмотрим в n-мерном евклидовом пространстве управля­
емую детерминированную систему обыкновенных дифферен­
циальных уравнений:
dx = f(x<u)dt, х ,/  € Rn, и € Rl (3.1)
и соответствующую стохастически возмущенную систему урав­
нений Ито:
т
dx — f(x ,u )d t + y ^ a r(x,u)dwr (t), x ,/,o> E  Rn, uE R*.
r— 1
(3.2)
Здесь /(x,w), oy(x, и) -  достаточно гладкие вектор-функции, 
wT(t) (г — l,...,ra) -  независимые стандартные винеровские 
процессы, и -  управляющий параметр.
Системой (3.2) охватывается общий случай, когда случай­
ные помехи зависят не только от состояния системы, но и от 
управляющего воздействия.
Предполагается, что при и = 0 система (3.1) имеет гладкое 
компактное инвариантное многообразие М с М п. Многообра­
зие М остается при и = 0 инвариантным и для системы (3.2), 
если
<7г(я,0)|м = о. (3.3)
В данной главе рассматривается задача стабилизации -  вы­
бора закона управления и, при котором для системы (3.2) мно­
гообразие М является инвариантным и ЭСК-устойчивым (см. 
определение 1.2).
Стабилизирующий регулятор будем выбирать из класса 7  
допустимых обратных связей и =  и(х)} где достаточно гладкая
и(ж)|м = 0.
Будем считать, что при всех u G ?  окрестность U многообразия 
М инвариантна для стохастической системы (3.2).
Условие (3.4) означает, что управления и € 7  никак не влия­
ют на динамику тех решений систем (3.1), (3.2), которые лежат 
в многообразии М.
По теореме 1.3 вопрос о стабилизации многообразия Ж нели­
нейной стохастической системы (3.2) сводится к задаче стаби­
лизации системы стохастического линейного расширения.
Для нелинейной системы (3.2) с управлением и Е 7  соот­
ветствующее линейное расширение имеет вид
dx =  /(х , и) dt, х б М ,
С учетом свойства (3.4) управлений и =  и(х) из 3  и условия 
х Е М, систему (3.5) можно записать в виде
т
dz — F(x,u)zdt +  Sr(x, u)zdwT(t), z € Rn,
r = l
где
dx = fo(x) dt, x € M
dz =  (-A(®) + B(x)K(x))zdt+ (3.6)
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+  £  (Cr(x) +  Hr(x)K(x))zdwr(t), z € Rn,
см *) = § £ ( * ,о), Hr(x) = § j f ( . , 0), *■(*) =
Замечание 3.1. Рассмотрим характер зависимости систе­
мы (3.6) от управления и. Как видим, в систему (3.6) входит, 
а следовательно, и влияет на ее динамику только производная
К(х) =  -^-(х). При этом играет роль выбор значений функции 
ох
К{х) лишь на многообразии М. Из (3.4) следует, что
Vx € М V z€T x K (x)z =  О,
откуда вытекает равенство
Vx € М К(х)Рх = К(х), (3.7)
задающее естественное условие на выбор К(х).
Рассмотрим разложение Тейлора произвольной функции и
из IF: Лл у
ti(x) = u(7) + -  7) +  0 (||х -  7||3).
Положив 7 = 7(х), с учетом (3.4), получим
Лл I
Ф) = ^(Ф))Ф) + 0(||д(х)||3).
Как следует из замечания 3.1, стабилизирующие возможности 
управления и — и(х) определяются исключительно его пер­
вым приближением -  функцией — (7(х))д(х). От слагаемых
охстарших порядков уже ничего не зависит, поэтому, не теряя 
общности, здесь можно ограничиться классом управлений ви­
да
и(х) =  # ( 7(х))д(а;). (3.8)
Регулятор (3.8) есть обратная связь по отклонению
д(х) = х — 7(ж)
состояния х системы (3.2) от многообразия М. Стабилизиру­
ющие свойства этого регулятора определяются выбором / х п- 
матричной функции К (х ), определенной на М и удовлетворя­
ющей условию (3.7). Если при некоторой матричной функции 
К(х) инвариантное многообразие Ж замкнутой системы (3.2),
(3.8) становится ЭСК-устойчивым, то систему (3.2) будем на­
зывать стабилизируемой.
Функция К(х) является матрицей обратной связи для ре­
гулятора
v = K(x)z, (3.9)
формирующего по текущему 2 управляющее воздействие v в 
системах линейного расширения:
dx = fo(x) dt, i G M ,
dz =  (A(x)z +  B(x)v)dt} z E Rn, 
dx — /o (x ) dt, x  E M,
dz = (A(x)z -f B{x)v)dt-\-
m
+ (Cr(x)z +  Hr(x)v)dwr (t), 2 E l n.
r = l
Система (3.10) является линейным расширением для (3.1), а 
система (3.11) -  линейным расширением для (3.2).
По теореме 1.3 вопрос о стабилизируемости нелинейной сто­
хастической системы (3.2) сводится к исследованию стабилизи­
руемости системы (3.11).
Рассмотрим множество К, состоящее из I х п-матричных 
функций К(х)> определенных и удовлетворяющих на Ж усло­
вию (3.7), для которых замкнутая система (3.9), (3.10) являет­
ся P-устойчивой. Множество К задает класс регуляторов (3.9), 
стабилизирующих детерминированную систему (3.10).
Для исследования возможностей стабилизации стохастиче­
ской системы (3.11) регулятором (3.9) воспользуемся спектраль­
ным критерием P-устойчивости (см. теорему 1.4).
(3.10)
(3.11)
Лк\У] =  (/о , +  (А + B K )TV +  V(A + ВК),
т
&k [V] =  5 2 (с г + HrK )TV(Cr + НГК ),
г=1
У  К  =
определенные на пространстве Е (пространство Е описано в 
разделе 1.4). Отметим, что обратный оператор определен 
при любой матрице К  € К. Из теоремы 1.4 следует
Теорема 3.1. Для стабилизируемости стохастической си­
стемы (3.11) управлениями вида (3.9) необходимо и достаточ­
но, чтобы
а) детерминированная система (3.10) была стабилизируема 
некоторым управлением (3.9) (К ф 0);
б) выполнялось неравенство inf р(Ук) < 1*
При этом стабилизировать систему (3.11) будет любое управ­
ление (3.9) с матрицей К  € К, для которой р{Ук) < 1«
Как видим, данная теорема сводит исследование стабилизи­
руемости стохастической системы (3.11) к задаче оптимально­
го управления детерминированной системой (3.10) с критерием 
р(Ук)• Представленный критерий является общим вариантом 
результатов, опубликованных в [105, 106, 107].
Замечание 3.2. В случае многообразия М с коразмерно­
стью, равной единице (codim М = 1), из условия (3.7) следует, 
что iankK(x) ^ 1. Это означает, что в дополнение к факто­
ризации, описанной в замечании 1.6, возможна факторизация 
матрицы обратной связи:
К(х) = к(х)рТ(х).
Здесь к(х) -  /-вектор-ф ункция, р(х ) -  n-вектор-функция, нор­
мированная и ортогональная М  в точке х Е М.  При этом 
управление (3.8) будет иметь вид
и = jfe(7(x))tf(z), (3.12)
где 6(х) =  рт(/у(х ))а (х ) -  скалярная функция, задающая рас­
стояние от  точки х  до  многообразия М . Соответственно меня­
ется и ф орм а  регулятора (3.9) в системах линейного расшире­
ния:
v =  k(x)pT(x)z. (3.13)
Как видим, здесь возмож ны й произвол в построении регулято­
ров (3.12), (3.13) ограничен вы бором  I скалярных функций -  
координат вектора к(х).
3.2. Стабилизация точки покоя
Рассмотрим  случай, когда инвариантное многообразие М  
управляемых систем  (3.1), (3.2) состоит из единственной точки 
покоя х : М  =  {ж }.
Д ля замкнутой нелинейной системы  (3.2), (3.8) система пер­
вого  приближения (3.11), (3.9) имеет вид
m
dz =  (A z  +  Bv)dt +  ^ 2 { C rz +  Hrv)dwr(t), 2 E R n (3.14)
r = 1
v =  Kz, (3.15)
где
A =  в  =  C t =  Hr =
и К  -  постоянны е матрицы.
Как видим, задача стабилизации точки покоя нелинейной 
системы  (3.2) сводится к стабилизации решения 2 =  0 линейной 
системы  (3.14) с  постоянными коэффициентами.
Исследование задачи оптимальной стабилизации стохасти­
ческих систем было начато в работах Н. Н. Красовского и
Э. А. Лидского [56, 73], где впервые было показано, как в сто­
хастическом случае можно получать уравнение Веллмана для 
оптимальной функции Ляпунова.
Задача оптимального регулирования линейными система­
ми, содержащими мультипликативные шумы, при квадратич­
ном критерии качества на конечном и бесконечном интервале 
времени рассматривалась в работах А. Б. Куржанского [61], 
М. Б. Невельсона [91], Р. 3. Хасьминского [119], P. J. McLane 
[231, 232], J. С. Willems [274, 275, 276], W. М. Wonham [277, 
278, 279], Т. Nakamiso, М. Ohshiro [238]. Было показано, что 
оптимальное стабилизирующее управление находится из реше­
ния матричного алгебраического уравнения Риккати, разреши­
мость которого эквивалентна стабилизируемое™ рассматрива­
емой системы. Если стабилизируемость установлена, то можно 
решить это уравнение с помощью численных методов [214, 215, 
278] и получить оптимальное стабилизирующее управление. В 
детерминированном случае вопрос о стабилизируемое™ исчер­
пывается классическим критерием, требующем полной управ­
ляемости подпространства неустойчивых состояний.
Исследование вопроса о стабилизируемое™ стохастических 
систем было начато в работе Н. Н. Красовского [53] и продол­
жено геометрическим анализом в [198, 199]. М. Б. Невельсон в 
[91], опираясь на критерий устойчивости из [92], получил для 
уравнения n-го порядка эффективный критерий стабилизируе­
мое™. Основная идея этой работы состояла в том, что исследо­
вание стабилизируемости стохастической системы сводилось к 
решению некоторой вспомогательной задачи оптимизации для 
соответствующей детерминированной системы. Эта идея далее 
использовалась в работах [43, 238, 276].
Как уже отмечалось в главе 1, эффективность критерия
устойчивости [92] связана с возможностью в случае уравне­
ния п-го порядка заменить все действующие параметрические 
помехи одним шумом второго типа, что приводит к простому 
критерию стохастической устойчивости (см. теорему 1.5). Этот 
критерий позволяет получить простое конструктивное решение 
рассматриваемой здесь задачи стабилизации.
Рассмотрим теперь соответствующую систему с мультипли­
кативными шумами второго типа:
dz =  (Az +  Bv)dt +  у/zTQz +  vTRvdr7, 2 € Rn, (3.16)
в которой управление формируется обратной связью (3.15). 
Здесь T](t) -  n-мерный винеровский процесс с параметрами
Edrj =  0, Edr)(dr})T = Gdt,
3lQ ,R h G -  постоянные симметрические неотрицательно опре­
деленные п х п-матрицы.
Задача стабилизации системы (3.16) регулятором (3.15) есть 
задача выбора матрицы К, при которой решение z =  0 замкну­
той системы (3.15), (3.16) становится ЭСК-устойчивым. В ре­
шении этой задачи будем опираться на спектральные критерии 
теорем 1.3, 1.5 и 3.1.
Рассмотрим множество К, состоящее из матриц К  размера 
I х п, при которых матрица А +  ВК  замкнутой детерминиро­
ванной системы
dz =  (А +  BK)zdt
является устойчивой. Отметим, что К ф 0 тогда и только то­
гда, когда пара (А , В) -  стабилизируема [113].
Для системы (3.16) с регулятором (3.15) спектральный ра­
диус оператора У к  имеет следующее представление (см. в раз­
деле 1.2 соотношение (1.68), (1 69))
й{Ук) =  Е (z j Qzs + vr Rv), 
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где zs -  стационарно распределенное решение системы
dz =  (Az +  Bv)dt + d7] (3.18)
с матрицей К  е К в  регуляторе (3.15).
Как видим, исследование стабилизируемое™ стохастической 
системы (3.16) с мультипликативным шумом, зависящим от 
состояния и управления, сводится здесь теоремами 1.5 и 3.1 
к классической задаче минимизации квадратичного критерия 
(3.17) для системы с аддитивным шумом (3.18). Для случая, 
когда матрицы Q и R -  положительно определенные, задача 
оптимизации
nuiipcav) (з.19)
имеет [36] единственное решение
К0 =  -R ~ 1B TV, (3.20)
где матрица V является решением уравнения Риккати
ATV + V A -  VBR~1BTV =  -Q . (3.21)
При этом
p P Ko) =  m m p p K) =  tr{VG).
Таким образом, здесь, в случае точки покоя, критерий тео­
ремы 3.1 приобретает следующий конструктивный вид.
Теорема 3.2. Для стабилизируемое™ системы (3.16) регу­
лятором (3.15) необходимо и достаточно, чтобы
а) пара (Л, В) была стабилизируема;
б) выполнялось неравенство
tr(VG) < 1,
где матрица V -  решение уравнения (3.21). При этом стабили­
зировать систему (3.16) будет регулятор (3.15) с матрицей Ко 
из (3.20).
Замечание 3.3. Регулятор (3.15) с матрицей Ко, извест­
ный еще в классической детерминированной теории аналити­
ческого конструирования регуляторов (72], занимает особое ме­
сто в классе обратных связей, стабилизирующих систему (3.16). 
Действительно, рассмотрим множество Ks всех матриц К, при 
которых система (3.15), (3.16) является ЭСК-устойчивой. Рас­
смотрим наряду с (3.16) систему
dz =  (Az +  Bv)dt +  eyj zTQz +  vTRvdrf, (3.22)
содержащую дополнительный скалярный параметр интенсив­
ности шума е ^ 0. При каждом К  6 Ks система (3.15), (3.16) 
имеет некоторый запас устойчивости, что позволяет без по­
тери устойчивости увеличивать интенсивность действующего 
мультипликативного шума до некоторой критической величи­
ны. Для системы (3.22) это критическое (бифуркационное) зна­
чение ejf связано (см. замечание 1.3) со спектральным радиу­
сом оператора 7к  соотношением
е*к =  ч Л М ?*)-
Для фиксированного К  Е К8 замкнутая система (3.15), (3.22) 
устойчива при всех е < е*к  и неустойчива при всех е ^ е*к . 
Здесь, естественно, возникает следующая задача оптимизации: 
подобрать в множестве Ks элемент, при котором запас устойчи­
вости системы (3.15), (3.22) будет максимальным. Формально 
эта задача выглядит следующим образом:
max е*к . (3.23)Л civj
Задачи (3.19) и (3.23) эквивалентны и имеют одинаковое реше­
ние -  матрицу Ко. Таким образом, регулятор (3.15) с матрицей 
Ко из (3.20) в классе всех возможных стабилизирующих регу­
ляторов К3 замечателен тем, что обеспечивает для системы 
максимальный запас устойчивости.
В теории оптимальной стабилизации, даже для традици­
онно рассматриваемого класса квадратичных критериев каче­
ства, существует проблема выбора у них подходящих парамет­
ров. Здесь имеется значительный произвол. На практике па­
раметры обычно выбирают, исходя из тех или иных полуин- 
туитивных соображений. В нашем случае параметры Q и R 
критерия (3.17) задачи оптимальной стабилизации (3.19) суть 
параметры мультипликативного шума в системе (3.16).
Матрицы Q и R в системе первого приближения (3.16) мо­
гут оказаться вырожденными. В этом случае задача оптималь­
ного управления (3.17), (3.18) становится сингулярной [222, 275].
Подобно тому, как это делалось в главе 1 при исследовании 
устойчивости (см. заключительную часть раздела 1.7), здесь 
при решении задачи стабилизации систему (3.16) с одним шу­
мом второго типа можно использовать в качестве мажоранты 
для системы (3.15) с несколькими шумами первого типа. Это 
позволяет использовать критерий теоремы 3.2 для получения 
достаточных условий стабилизируемое™ системы (3.15).
Представленный критерий был опубликован в [107], где ис­
пользовался при построении стабилизирующих регуляторов в 
системах с неполной информацией.
3.3. Стабилизация цикла
Рассмотрим случай, когда инвариантным многообразием 
М системы (3.2) с регулятором (3.8) является предельный цикл, 
задаваемый Т-периодическим решением х =  £(£).
В этом случае для замкнутой нелинейной системы (3.2),
(3.8) соответствующая система первого приближения (3.11) с 
регулятором (3.9) имеет вид
т
dz — (A(t)z +  B{t)v)dt + Cr{t)z +  Hr(t)v)dwr(t), (3.24)
Г= 1
Здесь
л(*) = К т°). s(t) = (^e(t),o), cv(t) = «^(t),o), 
Я -М  =  ^ K W .O )
и К (t) — Т-периодические матрицы, при этом условие (3.7) при­
обретает вид
K{t)P{t) =  K(t), (3.26)
где P(t) =  Pm t)).
Рассмотрим теперь соответствующую систему с мультипли­
кативными шумами второго типа:
dz =  (A(t)z +  B(t)v)dt +  zTQ(t)z + vT R{t)vdr), (3.27)
где r)(t) -  n-мерный винеровский процесс с параметрами
Edri(t) =  0, EdTf(t)(dr](t))T =  G(t)dt,
Q(t), R(t) и G(t) -  Т-периодические неотрицательно опреде­
ленные матрицы соответствующих размерностей, Q,G  Е X. 
Рассмотрим детерминированную систему
dz =  (A(t)z +  B(t)v)dt (3.28)
и множество К всех Т-периодических матриц K(t) размера 
I х п с условием (3.26), при которых система (3.28) с регуля­
тором (3.25) является P-устойчивой. Для системы (3.27) спек­
тральный радиус рк = р(^к) оператора Ук из теоремы 3.1 
удовлетворяет (см. оценки (1.81)) неравенствам
minJtf(t) < рк <maxJK(t). (3.29)
[0,TJ J
Jnit) = Е {zT(t)Q(t)z(t) +  vT(t)R(t)v(t)) =  
=  E (zT(t)(Q(t) +  K T(t)R(t)K(t))z(t)) = 
= tr((Q(t) +  K T(t)R(t)K(t))D(t)), 
z(t) -  решение системы
dz =  (A(t)z +  B(t)v)dt +  dr] (3.30)
с регулятором (3.25). Это решение соответствует некоторому 
существующему у системы (3.30) при К  Е К периодическому 
режиму с матрицей вторых моментов D(t) =  Е(z(t)zT(t)).
Оценки (3.29) позволяют, решая соответствующие задачи 
оптимизации для системы с аддитивными шумами (3.30) и квад­
ратичного критерия Jk , получать как достаточные, так и необ­
ходимые условия стабилизируемое™.
3.3.1. Случай цикла на плоскости
Рассмотрим систему (3.2) с регулятором (3.8) при п =  2. На 
фазовой плоскости R2 коразмерность цикла М, задаваемого 
Г-периодическим решением £(£), равна единице. В этом случае 
(см. замечание 3.2) регуляторы имеют форму (3.12), (3.13).
Для системы (3.2), (3.12) соответствующая замкнутая си­
стема первого приближения (1.83), (3.13), связанная с решени­
ем £(£), имеет вид
dz = Fk(t)zdt +  yj zT P(t)zdr]k, (3.31)
где
Fk(t) = A(t) + B(t)k(t)pT(t), P (t)= p (t)p T(t), (3.32)
k(t) -  Т-периодическая Z-вектор-функция, p(t) -  нормирован­
ная вектор-функция с условием ортогональности p(t).L/(£(t), 0), 
~ п-мерный винеровский процесс с параметрами
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Vk(t) — ^v(^)Srfc(t) ) 9rk(t) — Cr{t)p(t) +  H r(t)k(t),
r=1 m (3-33)
Gfc(t) =  Ed77fc(t)(d77fc(t))T =  j r  prfc(t)p7*(<)-
r=l
Критерий Р-устойчивости (1.92) для системы (3.31) с фик­
сированным коэффициентом k(t) в обратной связи
v =  k(t)pT(t)z (3.34)
имеет вид
Л < 0, (3.35)
где
Jk =  < +  Pk(t) > . (3.36)
Здесь < • > -  усреднение по (0, Т):
т
= pT(t) (f*t ( t )+ Fk(t)) P(t), m  =  pT(t)Gk(t)P(t). 
Функции ak(t), Pk(t) , согласно (3.32), (3.33), имеют вид
<*k(t) =  pT(t) (A T(t) +  A(t) +  p(t)kT(t)BT(t) +
+ B(t)k(t)pT (t)) p(t) =  a(t) +  2bT(t)k(t),
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ш  =  £  [pT w (^r(t)p(t)+ #г(*ж<))] =
r=l
т
= X )  [(рТ(4)С*-(<МО)2 + 2рТ(t)Cr(t)p(t)pT{t)Hr(t)k(t) +
Г=1
4- (рт (t)Hr(t)k(t))2 =  0(t) +  2 cT(t)k(t) +  kT (t)S(t)k(t),
где
Ф )  =  PT(*) (^ T(t) +  A(*)) P(*). =  5 T(t)p(f),
m m m
№  = '£ ,<?«), < «)= X )< vW *rW . яад =  r<t),
r= l r= l r= l
<v(*) =  (pT(*)Cr(t)p(t)) , Лг(«) =  # гт (Ф (г).
В результате для функционала Jk из (3.36) получаем явную 
формулу
J* = < а(^)+^(<)+2(6(0+с(*))т А:(<)+А;т (<)Я(<)А:(<) >, (3.37)
позволяющую, решая неравенство (3.35), проводить конструк­
тивный выбор коэффициента k(t) регулятора (3.34), стабили­
зирующего систему (3.31).
П р и м е р .  Анализ функционала J*. в задаче 
стабилизации
Рассмотрим сначала случай, когда в исходной системе (3.2) 
шумы не зависят от управления. Это означает, что в (3.33) мат­
ричная функция Hr(t) =  0 и, как следствие, с(£) =  0, H{t) =  О,
Jk = <  <*(£) +  /?(£) +  2b(t)Tk(t) > .
В этом случае легко доказать, что для стабилизируемое™ си­
стемы (3.31) при любых шумах (при любом /?) необходимо и до­
статочно, чтобы вектор-функция b(t) не была на отрезке [О, Т] 
тождественно равна нулю:
Действительно, назначив для J*. в соответствии с критери­
ем P-устойчивости любое отрицательное значение J = —/х, 
/х > 0, получим уравнение
Jk = <  a(t) +  0(t) +  2b(t)Tk(t) >=  -ц . (3.39)
Невырожденность (3.38) вектор-функции b(t) является необ­
ходимым и достаточным условием разрешимости уравнения 
(3.39) при любых а, /? и ц. В условиях (3.38) уравнение (3.39) 
имеет бесконечное множество решений. Естественный здесь до­
полнительный критерий
||fc(i)||2 = <  кт к > —> min
приводит к единственному решению
I Л Л  _  а ( < )  +  £ ( * )  +  ЬЛ ,\ /О  > т \
2 < b(t)Tb(t) > ( ) ( )
с наименьшей нормой. Прямой подстановкой легко проверить 
равенство «/*<, =  —/х, означающее, что регулятор (3.34) с коэф­
фициентом обратной связи (3.40) стабилизирует систему (3.31).
В общем случае, когда шумы в исходной системе (3.2) за­
висят от управления, матричная функция #(t), входящая в 
(3.37), отлична от нуля. При этом неравенство (3.35) может и 
не иметь решений. Полное исследование связано с анализом 
задачи минимизации квадратичного функционала (3.37).
Проиллюстрируем решение этой задачи для случая скаляр­
ного управления (I =  1). При 1 = 1 функции Ь(<), c(t), H(t) и 
k(t) также являются скалярными, а функционал (3.37) имеет 
вид
Jk = <  a{t) +  P(t) +  2(b(t) +  c(t))k{t) +  H(t)k2{t) > . 
Пусть H(t) ф 0 на [0,Т]. Выделяя полный квадрат, получим
Л  = < H{t) (k(t) +  m ^ (t))  2-  +<*(!)+№  > .
(6(f)+  с(())2 <3'41>
Очевидно, для
jl (f\ _  +  c(f)
т  -  — Щ Г '
Л , = <  a(f) +  № ) -  —  H((j 
при всех k(t) справедливо неравенство
Ло ^ Л-
В результате получаем следующий критерий. Неравенство
<a(f ) +  т >  < < т щ ^ >  <3-42)
является необходимым и достаточным условием стабилизиру- 
емости системы (3.31) регулятором (3.34).
Если неравенство (3.42) выполняется, то регулятор (3.34) с 
коэффициентом ko(t) из (3.41) является стабилизирующим.
3.4. Стабилизация 2-тора
Задача стабилизации тора для детерминированных систем 
рассматривалась в [109).
Рассмотрим здесь сразу случай, когда инвариантным мно­
гообразием М системы (3.2) с регулятором (3.8) является ле­
жащая в R3 двумерная тороидальная поверхность (2-тор).
Здесь, так же, как и в разделе 1.9, будем использовать па­
раметризацию М, связанную с решениями x(t, s) детермини­
рованной системы (3.1) при и =  0. В трехмерном пространстве 
коразмерность 2-тора равна единице. В этом случае (см. заме­
чание 3.2) регуляторы имеют форму (3.12), (3.13). Для систе­
мы (3.2), (3.13) соответствующая система первого приближе­
ния (1.106) с регулятором (3.13)
v =  k(t, s)pT(ty s)z 
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dz =  Fk(t, s)zdt + \JzTP(t, s)zdrjk, (3.44)
(3.46)
где
Fk(t, s) =  A(t, s) +  B(t, s)k(t, s)pT(t, s),
(3.45)
P(t,s) =p{t,s)pT{t,s),
fc(t, 5) -  /-вектор-функция, p(t, s) -  нормированная вектор-функ­
ция, ортогональная y(t, s) и г(£, 5) из (1.93), %(£, 5) -  n-мерный 
винеровский процесс с параметрами:
т
=  £  vr(t)grk(t,s), 
r=1
9rk(t, s) =  Cr(t, s)p(i, s) +  Hr(t, s)k(t, s),
G*(t, s) =  EdTjfc(t, s)(dr]k{t, s))T =
m
=  E  9rk(t, s)gjk(t, s).
r = l
Здесь в (3.45), (3.46)
Л(М ) =  |^(*(M )»0), £(*,s) = ^ (z (* ,s ),0 ),
Cr(t, s) =  ^ г ( ж(*.s)>°). Нг(*у s) =  s)>°)'
Критерий (1.109) P-устойчивости замкнутой системы (3.44) с 
фиксированным коэффициентом k(t, s) в регуляторе (3.43) име­
ет вид
maxJk(s) < 0, (3.47)
где
Jk(s) = < a*(t, s) + /?*(i, s) > . (3.48)
Здесь < • > -  усреднение no t:
Pk(t, s) =  pT(t, s)Gk(t, s)p(t, «).
Функции ak(t,s), 0k(t,s) согласно (3.45), (3.46) имеют вид (за­
висимость всех функций от (t,s) опущена):
ак =  рт ^4Т +  А +  рктВт +  Вкрт^ р =  а +  2Ьтк,
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Г = 1
тп
=  ]Г) [(рТс<гР)2 +  2ртСгрртНгк +  (рт ЯгЛ)2| =
Г =1
= jS +  2cTfe +  кт Sk,
где
а =  рт + A^jp, b =  Втр,
m m  m
с = £ с л - ,  я  =  £ м 7 ,
r= l r = l r= l
Cr = (pT Crpj , /V = Ягтр.
В результате для функционала Jfc(s) из (3.48) справедлива яв­
ная формула
Jk(s) = <  а(£, s) +  0(t, s) +  2(6(£, s) +
(3.49)
+ с(£, e))Tfc(£, s) +  kT(t,s)H(t, s)k(t, s) >,
позволяющая при решении неравенства (3.47) проводить кон­
структивный анализ задачи стабилизации системы (3.44) по­
добно тому, как это сделано в случае цикла.
3.5. Стабилизация линейных стохастических
систем с периодическими коэффициентами
Рассмотрим линейную систему с мультипликативными шу­
мами, зависящими от состояния и управления:
т
dx =  (A(t)x +  B(t)u) dt +  ^ ( « ar(t)x + фr(t)u) dwr. (3.50)
Здесь x -  n-мерный вектор состояния, и -  I-мерный вектор 
управления, wr (г =  1 -  некоррелированные стандарт­
ные винеровские процессы, A(t),ar(t) -  Г-периодические п х п- 
матрицы, B (t )^ r(t) ~ Г-периодические п х /-матрицы.
Пусть управление в (3.50) формируется обратной связью
где K(t) -  Г-пориодическая I х n-матричная функция.
Регулятор (3.51) будем называть стабилизирующим для си­
стемы (3.50), если замкнутая система (3.50), (3.51) является 
устойчивой (см. определение 1.11).
Рассмотрим множество матриц
К =  {K (t) | система (3.50), (3.51) устойчива},
при которых регулятор (3.51) является стабилизирующим.
В случае К ф 0 система (3.50) называется стабилизируе­
мой.
Рассмотрим для системы (3.50) задачу оптимальной стаби­
лизации с квадратичным критерием:
г=1
и =  K {t)x , (3.51)
оо
Здесь Q € ОС” , Р  € %\ (X" определено в разделе 1.10), x(t) = 
= x(t,s ,x ) есть решение системы (3.50) с начальным услови­
ем х(з) = х, при управлении, формируемом обратной связью 
(3.51), где K(t) € К.
В детерминированном случае задача оптимальной стабили­
зации линейной системы с периодическими коэффициентами 
исследовалась многими авторами (см., например, [125, 209]). 
Аналогичная задача для стохастических систем с постоянны­
ми коэффициентами изучалась в [119, 279].
Решением задачи
J\u,s,x] -+ min
1 J tf(t)6K
для системы (3.50) является оптимальный регулятор
щ  =  K0(t)x, (3.52)
где
т т
K0(t) =  ~(P  +  Y l^ r R ^ r r 4 B TR +  ^ J ^ r ) -  (3.53)
r=1 r=1
Здесь R € ЗС"  ^единственная матрица, которая удовлетворяет 
уравнению
т т
R +  RAT +  RA +  £  ajRcrr — (RB +  £  a j Рфг)(Р+
r=1 m r=1 (3.54)
+ £  Ф?R4>r) - 1(BTR +  £  V’J Атr) =  -Q -
r= l T—1
Оптимальность регулятора (3.52) следует из представления 
квадратичного критерия
J[ixo,5, x] =  xTR(s)x,
справедливого при любом К (t) € К.
Замечание 3.4. Матрица обратной связи K${t) оптималь­
ного регулятора (3.52), (3.53) не зависит от начального момента 
s. В результате построение оптимального стабилизирующего 
регулятора сводится к отысканию Т-периодического решения 
матричного уравнения (3.54). Для решения уравнения (3.54) 
можно предложить численные методы, подобные алгоритмам 
из раздела 10 главы 1. Стабилизируемость системы (3.50) яв­
ляется необходимым условием сходимости таких алгоритмов.
Для решения задачи стабилизируемое™ воспользуемся спек­
тральной теорией устойчивости (см. теорему 1.7 и теорему 1.8). 
Систему (3.50) с управлением (3.51) перепишем в виде
т
dx =  А(К, t)x dt +  ^ 2  t)x dwr,
r=1
где
A(K,t) =  A(t) +  *r(K,t) =  vr(t) + M *)K (t).
Рассмотрим операторы Ак,&к, заданные соотношениями 
AK[V) = V +  АТ(К, t)V  +  VA(K, t),
m
SK{V] = '£ ioJ(K ,t)Var(K,t).
r = l
Пусть детерминированная система
dx — A(K,t)xdt (3.55)
является стабилизируемой
Ко =  {К (t) | система (3.55) устойчива} ф 0.
Для каждого элемента К  € Ко существуют операторы А^1 и 
7к  = —AJ^Sk - Из теоремы 1.7 вытекает следующий критерий.
Теорема 3.3. Система (3.50) стабилизируема тогда и толь­
ко тогда, когда
а) система (3.55) стабилизируема (Ко ф 0);
б) выполняется неравенство
t a f / J W  < 1.
Стабилизация системы с одним шумом
Рассмотрим стохастическую систему 
dx — (A(t)x + B{t)u) dt +  ^ x TQ(t)x +  vJ P(t)udrf (3.56)
с обратной связью
и =  K(t)x. (3.57)
Здесь тj(t) -  n-мерный винеровский процесс с параметрами
Edri(t) =  0, Edr](t)dijr (t) =  G{t)dt, Q G JCJ, G € ОС}, P  € %[.
Будем считать, что соответствующая детерминированная си­
стема (3.55) стабилизируема (Ко ф 0). Для системы (3.56) спраг 
ведливы соотношения (см. раздел 10 главы 1):
SK[V] =  tT(VG)(Q +  K r P K )1
Ък[Ф\ =  - t r  {A~Kl [p{Q +  K TPK)]G),
Рк = р{7к) =  р(®кО = min m ax/[if, t?, а] =  maxmin/f/T, i?,el, v ' v ' tfee [о,т] 1 J tfee [о.т] 1 J
min/fifji?, в] < рк ^ maxIlK, si.
[0,31 [0,31 1 J
Здесь (см. (1.138)):
ОО
I[K,4,s] = Е J  zT(t)(Q(t) +  K r (t)P(t)K(t))z{t)dt,
S
dz =  (A(t) +  B (t)K{t) + 19(t))zdt, E2(s)2T(s) =  G(s).
Из замечания 3.4 следует, что
min max/ГАГ, т?, s] =  max min I\K,d, si.
KeKo [o,r] [o,T] KeKc
Это означает, что для р =  inf рк справедливы соотношения
KG Ко
min min I\K,d.s] < р < max min I[K, #, s],
[o,T] KeKo 1 J (o,T] KeKo
p — m in m in min IlK.tf.s] — maxmax min /[A , i9,sl. 
tfee [o,T] KeKo tfee [o,t] KeKo
Для каждого t9 € 0  и s € [0,1] задача оптимизации
IlK.fl.s] —► min 1 J KeKo
имеет решение
K0(t) =
где Т-периодическая матрица R(t) =  R ( t )  является решени­
ем уравнения Риккати
R +  (A(t) +  #(t)I)TR +  R(A(t) +
(3.58)
+ tf(t)/) -  RBT(t)P~1(t)B(t)R = —Q(t).
При этом для оптимального значения квадратичного критерия 
справедливо следующее представление:
J[i9, s] = min 1[К,д, s] =  tr(i?(t?, s)G(s)). (3.59)
Kg Ko
В результате для системы (3.56) справедлив следующий кри­
терий.
Теорема 3.4. Система (3.56) стабилизируема тогда и толь­
ко тогда, когда
а) система (3.55) стабилизируема (Ко Ф 0);
б) выполняется неравенство
min max «7[г9, si < 1. 
о е е  [о,т]
Если при некотором $ € 0  выполняется неравенство
max < 1,
[о ,Г ]
то регулятор u(t) = — P~1(t)BT(t)R(‘d,t)x(t) будет стабилизи­
ровать систему (3.56).
П р и м е р
Рассмотрим одномерную систему
dx =  (a(t)x -I- b(t)u) dt +  \/q(t)x2 +  p(t)u2 drj (3.60) 
с T-периодическими коэффициентами. Здесь
q(t) > 0 , p(t) >  0 , E(dq)2 =  dt.
Управление формируется регулятором
u(t) =  k(t)x(t).
Из (3.58), (3.59) следует, что J[&, s] = r(s), где r(t) является 
Г-периодическим уравнением Риккати:
r + 2(a(t) +  t f « ) ) r - ^  =  - , « ) .
Значение р =  inf р(Ук) при некотором $(t) удовлетворяет урав- 
к€ Конению
2(a(t) -I- Щ )р  -  Ь^  = -q (t).
После интегрирования получаем квадратное уравнение
ар2 — 2/Зр — 7 = 0 
с постоянными коэффициентами
W ) .
о
В результате получаем
_  0  +  у / 0 2  +  a j
 ^ а
Неравенство р < 1 эквивалентно неравенству 
т г
y W ) + ,( (» < « <  J  jffdt. (3.61)
О
Это неравенство является необходимым и достаточным услови­
ем стабилизируемое™ системы (3.60). В условиях (3.61) управ­
ление
uo(t) =  - p ^ x ( t )  
стабилизирует систему (3.60).
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