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Abstract
Let N  dim(X) and let AutN (X) denote the group of homotopy classes of self-maps of X, which
induce identity automorphisms of the homotopy groups πi(X) for i N . We describe a new kind of
factorization of AutN (X1 × · · · × Xn) into a product of simpler subgroups.




For a pointed space X let Aut(X) denote the set of pointed homotopy classes of base-
point preserving self-maps of X which are homotopy equivalences. The operation induced
by the composition of maps makes this set into a group, called the group of self-homotopy
equivalences of X. For a survey of the vast literature about Aut(X) and related concepts
see [1] or [10].
There is also a considerable interest by many authors concerning subgroups of Aut(X)
which act trivially on homotopy groups of X, see [2–7,11]. For any N ∈ N ∪ {∞}, let
AutN (X) denote the subset of Aut(X) consisting of homotopy classes of maps which
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By Whitehead theorem, if N  dim(X) then AutN (X) is indeed a subgroup of Aut(X).
Most results on AutN (X) that appear in the literature can be divided in two groups: struc-
tural, concerning large classes of spaces, and computational, with calculations of the group
structure for particular spaces. This paper belongs to the first group as it gives informa-
tion on the group structure for arbitrary products. To put our work into perspective we
would like to mention two basic structural results: a theorem of Dror and Zabrodsky [6],
that the group AutN (X) is nilpotent whenever X is a finite-dimensional CW-complex and
N  dim(X); a theorem of Maruyama [7], that under the same assumptions, and given a
set of primes P , the natural function AutN (X) → AutN (XP ) is the P -localization ho-
momorphism of the nilpotent group AutN (X). It is a basic (and still open) question on
what happens with AutN (X) when N grows toward infinity (see [3, Conjecture 6.5]). Our
methods apply to any N , provided it is bigger then the dimension of X so from now on
we will denote by Aut(X) the group AutN (X) for an arbitrary (but fixed throughout)
N  dim(X).
In [8] we proved that under the assumption that the self-equivalences of X × Y are
reducible (see Section 2) the group Aut(X×Y) decomposes as a product of two subgroups
denoted AutX(X × Y) and AutY (X × Y), respectively. Unfortunately, the reducibility is
quite a restrictive condition and is usually difficult to verify, which limits the applicability
of the result. Luckily, this problem disappears if we consider Aut(X × Y): in Section 2
we show that the self-equivalences in Aut(X × Y) are always reducible, hence there is a
corresponding decomposition of Aut(X × Y) for arbitrary X and Y . This paves the way
for a generalization of our approach to factorizations of self-equivalences of products of
more then two spaces. It turns out that the above decomposition, which is symmetric with
respect to the two factors, is not best suited for such a generalization: indeed, it yields
a factorization of the group of self-equivalences of an n-fold product of spaces into an
n-fold product of certain subgroups. We have a good grasp on factors, but loose a lot of
information about the group structure. For this reason in Section 3 we develop a different
factorization of Aut(X × Y), which, when applied to general products, represents the
group as a product of two subgroups. This new decomposition is analogous to the classical
factorization of matrices into a product of upper and lower triangular ones. It is interesting
to discover that the basic principle of such a factorization survives in a non-additive and
non-distributive setting.
Conventions. All spaces in this paper are pointed (although the base-point is systemati-
cally omitted from the notation) and connected, and have the based homotopy type of a
CW-complex. All maps and homotopy classes are base-point preserving, and we do not
distinguish notationally between a map and its homotopy class. A homotopy inverse of a
homotopy equivalence f is denoted by f −1.
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the subgroup of Aut(X), consisting of classes which induce identity automorphisms on
the first N homotopy groups of X. We always assume that N , which is otherwise omitted
from the notation, satisfies dim(X)  N ∞. In particular, if X is infinite-dimensional,
the elements of Aut(X) are precisely those classes which induce identity automorphisms
on all homotopy groups of X.
Given a group G and its subgroups A,B we will write G = A · B if every g ∈ G can
be uniquely factorized as g = ab where a ∈ A and b ∈ B . Equivalently, G = A · B if
G = {ab | a ∈ A, b ∈ B} and the intersection of A and B is trivial.
2. Reducibility of self-equivalences
In this section we show that the self-equivalences of Aut(X ×Y) are always reducible.
We then use this fact to derive a factorization of Aut(X × Y) and its generalization to
Aut(X1 × · · · × Xn).
Let iX, iY denote the inclusions (as slices determined by base-points) of X and Y in
X × Y , and let pX,pY be the projections of X × Y on X and Y . Given a self-map f :X ×
Y → X × Y and I, J ∈ {X,Y }, write fI :X × Y → I for the composition fI := pI ◦
f (so that f is represented component-wise as f = (fX,fY )), and fIJ :J → I for the
composition fIJ := pI ◦ f ◦ iJ . A self-homotopy equivalence f of X × Y is said to be
reducible if fXX and fYY are self-equivalences of X and Y respectively. Equivalently (see
[9, Lemma 2.1]) a self-homotopy equivalence f of X × Y is reducible if, and only if
(fX,pY ) and (pX,fY ) are both in Aut(X × Y).
Let AutX(X × Y) be the subset of Aut(X × Y) whose elements are represented by
maps f :X × Y → X × Y that are over X, i.e., are of the form f = (pX,fY ), and define
AutY (X × Y) analogously. By Proposition 2.3 of [8] AutX(X × Y) and AutY (X × Y) are
subgroups of Aut(X ×Y). The main Theorem 2.5 of [8], states that if all self-equivalences
of X × Y are reducible, then
Aut(X × Y) = AutX(X × Y)AutY (X × Y).
Generally speaking, it is difficult to check whether the self-equivalences of X × Y are
reducible: usually one have to assume that X and Y are sufficiently distinct (see [8] and
[9] for a precise statement and some criteria) in order to insure the reducibility of self-
equivalences of their product. In a forthcoming paper we will also describe some useful
homological conditions that imply reducibility. Luckily enough, none of it is needed for
self-maps which act trivially on the homotopy groups:
Lemma 2.1. For every f ∈ Aut(X × Y) we have fXX ∈ Aut(X) and fYY ∈ Aut(Y ). In
particular, all self-equivalences of Aut(X × Y) are reducible.
Proof. Given an f :X × Y → X × Y , the endomorphism πi(f ) of πi(X) × πi(Y ) can be
naturally represented by a 2 × 2-matrix, whose diagonal elements are precisely πi(fXX)
and πi(fYY ). It follows that for every f ∈ Aut(X × Y) the map fXX induces iden-
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Aut(Y ). 
Let us denote AutX(X × Y) := AutX(X × Y) ∩ Aut(X × Y) and AutY(X × Y) :=
AutY (X × Y)∩ Aut(X × Y). Then the following factorization can be derived from Theo-
rem 2.5 of [8]:
Theorem 2.2.
Aut(X × Y) = AutX(X × Y)AutY(X × Y).
Proof. Since AutX(X ×Y) and AutY(X ×Y) are subgroups of Aut(X ×Y) with trivial
intersection, it is sufficient to prove that every element of Aut(X × Y) can be factored
as (pX,f ) ◦ (g,pY ) for some (pX,f ) ∈ AutX(X × Y) and (g,pY ) ∈ AutY(X × Y). By
Theorem 2.5 of [8] every element of Aut(X × Y) is of the form (pX,f ) ◦ (g,pY ) =
(g, f ◦ (g,pY )). As the elements of Aut(X × Y) are reducible, Lemma 2.1 of [9] implies
that (g,pY ) ∈ Aut(X×Y), and hence (g,pY ) ∈ AutY(X×Y). Finally, as both (pX,f )◦
(g,pY ) and (g,pY ) are in Aut(X×Y) then also (pX,f ) ∈ Aut(X×Y), hence (pX,f ) ∈
AutX(X × Y). 
Both factors that appear in the theorem can be further decomposed. Indeed, the function
αY : AutX(X × Y) → Aut(Y ) (pX,fY ) → fYY
is a homomorphism, since it can be seen as the restriction to the fibre of the fibre-preserving
automorphisms of pY :X × Y → Y . Its right inverse is given by f → (pX,f ◦ pY ), hence
AutX(X × Y) is isomorphic to the semi-direct product of Aut(Y ) with the kernel of αY .
We can now attempt to apply inductively Theorem 2.2 to obtain a factorization of
Aut(X1 × · · · × Xn). The following lemma takes care of the inductive step.
Lemma 2.3.
AutX(X × Y × Z) = AutX×Y(X × Y × Z)AutX×Z(X × Y × Z).
Proof. First observe that, since the groups on the right have trivial intersection, if the
factorization of an element in AutX(X × Y × Z) exists, it is unique. We claim that
(pX,fY ,fZ) =
(
pX,pY ,fZ ◦ (pX,fY ,pZ)−1
) ◦ (pX,fY ,pZ)
is the factorization of an element (pX,fY ,fZ) ∈ AutX(X × Y × Z), with factors in
AutX×Y(X × Y × Z) and AutX×Z(X × Y × Z), respectively. In fact, as (pX,fY ,fZ)
is reducible, both (pX,pY ,fZ) and (pX,fY ,pZ) are in Aut(X×Y ×Z), so in particular,
the second factor of the above factorization is in AutX×Z(X × Y × Z). Moreover,
(pX,pY ,fZ) ◦ (pX,fY ,pZ)−1 =
(
pX,pY ◦ (pX,fY ,pZ)−1, fZ ◦ (pX,fY ,pZ)−1
)
is also an element of AutX(X × Y × Z). By applying reducibility to the right-hand side,
we see that (pX,pY ,fZ ◦ (pX,fY ,pZ)−1), which is precisely the first factor in the above
decomposition, is in Aut(X × Y × Z) and hence in AutX×Y(X × Y × Z). 
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· · · × Xn obtained by omitting Xi ; Πi ≈ X1 × · · · × X̂i × · · · × Xn.
Theorem 2.4.
Aut(X1 × · · · × Xn) = AutΠn(X1 × · · · × Xn) · · ·AutΠ1(X1 × · · · × Xn).
Moreover, each AutΠi(X1×· · ·×Xn) is isomorphic to the semi-direct product of Aut(Xi)
with the kernel of αXi : AutΠi(X1 × · · · × Xn) → Aut(Xi).
Proof. By Lemma 2.3 for k = 2, . . . , n we have
Aut(X1×···×Xk−1)(X1 × · · · × Xn)
= Aut(X1×···×Xk)(X1 × · · · × Xn)AutΠk(X1 × · · · × Xn).
Therefore
Aut(X1 × · · · × Xn)
= AutX1(X1 × · · · × Xn)AutΠ1(X1 × · · · × Xn)
= AutX1×X2(X1 × · · · × Xn)AutΠ2(X1 × · · · × Xn)AutΠ1(X1 × · · · × Xn)
...
= AutΠn(X1 × · · · × Xn) · · ·AutΠ1(X1 × · · · × Xn).
The description of the structure of AutΠi(X1 × · · · × Xn) is obtained by using the same
argument as after Theorem 2.2. 
3. LU factorization of Aut(X1 × ···× Xn)
The factorization of Aut(X1 × · · · × Xn) as described in Theorem 2.4 is symmetric,
and we have a firm grasp on the structure of the factors. However, the number of factors in
the decomposition increases with the number of factors in the topological product, which
is inconvenient both from the structural and the computational viewpoint. This motivates
our attempt to devise a different factorization, which has always only two factors, and is
closely related to the techniques of linear algebra.
As we are going to study maps between various products of spaces X1, . . . ,Xn we
begin with some notation and standard maps. For a self-map f of X1 × · · · × Xn let fk :=
fXk = pXk ◦ f and fkl := fXkXl = pXk ◦ f ◦ iXl . Moreover, let lk and uk be the self-maps
of X1 × · · ·×Xn defined by lk(x1, . . . , xn) := (x1, . . . , xk,∗, . . . ,∗) and uk(x1, . . . , xn) :=
(∗, . . . ,∗, xk, . . . , xn). Note that lj ◦ lk = lj ◦ lk = lmin{j,k} and uj ◦uk = uk ◦uj = umax{j,k}.
We can now define factors of our decomposition. For any X1, . . . ,Xn let
L(X1, . . . ,Xn) :=
{
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{
f ∈ Aut(X1 × · · · × Xn) | fk = fk ◦ uk,
fkk = idXk , k = 1, . . . , n
}
.
Defining relations for L(X1, . . . ,Xn) and U(X1, . . . ,Xn) are non-additive analogues of
relations that define lower-triangular matrices, and upper-triangular, unipotent matrices,
respectively. Indeed, if we represent the induced endomorphisms of πi(X1 × · · · × Xn)
in a matricial form, the elements of L(X1, . . . ,Xn) yield lower-triangular matrices, while
those of U(X1, . . . ,Xn) yield upper-triangular matrices with identity automorphisms on
the diagonal entries.
In view of that analogy the following inclusions become obvious.
L(X1, . . . ,Xn) ⊆ L(X1 × X2,X3, . . . ,Xn) ⊆ · · ·
⊆ L(X1 × · · · × Xn) = Aut(X1 × · · · × Xn)
and
U(X1, . . . ,Xn) ⊇ U(X1 × X2,X3, . . . ,Xn) ⊇ · · · ⊇ U(X1 × · · · × Xn) = {1}.
Proposition 3.1. L(X1, . . . ,Xn) and U(X1, . . . ,Xn) are subgroups of Aut(X1 × · · · ×
Xn).
Proof. Let f,g ∈ L(X1, . . . ,Xn). Then pj ◦ g = gj = gj ◦ lj , therefore
pj ◦ g = gj ◦ lj = gj ◦ lj ◦ lk = pj ◦ g ◦ lk,
for any j  k because lj ◦ lk = lmin{j,k}. This implies that lk ◦ g = lk ◦ g ◦ lk and that
pk ◦ f ◦ g = pk ◦ f ◦ lk ◦ g = pk ◦ f ◦ lk ◦ g ◦ lk = pk ◦ f ◦ g ◦ lk,
hence L(X1, . . . ,Xn) is closed under multiplication.
In order to prove that L(X1, . . . ,Xn) is closed under formation of inverses as well, let
us first consider L(X1,X2). We can decompose an f ∈ L(X1,X2) as
f = (f11 ◦ p1,p2) ◦
[
(f11 ◦ p1,p2)−1 ◦ f
]
.
Clearly (f11 ◦ p1,p2)−1 = (f −111 ◦ p1,p2) ∈ L(X1,X2) while on the other hand [(f11 ◦
p1,p2)−1 ◦ f ] ∈ AutX1(X1 × X2) ⊆ L(X1,X2). As AutX1(X1 × X2) is a group, the
inverse of the second factor is also in L(X1,X2) hence f −1 ∈ L(X1,X2).
Given an f ∈ L(X1, . . . ,Xn) ⊆ L(X1 × X2, . . . ,Xn) we can assume inductively
that f −1 ∈ L(X1 × X2, . . . ,Xn). It remains to prove that p1 ◦ f −1 = p1 ◦ f −1 ◦ l1,
or equivalently, that pX1×X2 ◦ f −1 ◦ iX1×X2 ∈ L(X1,X2). But this is obvious because
pX1×X2 ◦ f −1 ◦ iX1×X2 = (pX1×X2 ◦ f ◦ iX1×X2)−1 and we already know that L(X1,X2)
is closed for inverses.
The proof for U(X1, . . . ,Xn) is analogous. 
We are now in the position to prove our main result.
Theorem 3.2. Aut(X1 × · · · × Xn) = L(X1, . . . ,Xn) · U(X1, . . . ,Xn).
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prove the existence of the factorization for elements of Aut(X1 × · · · × Xn).
We will argue by induction, so let us begin with n = 2. We can decompose an f ∈
Aut(X1 × X2) as
f = [f ◦ (f1,p2)−1 ◦ (f11 ◦ p1,p2)] ◦ [(f11 ◦ p1,p2)−1 ◦ (f1,p2)].
From (p1,p2) = (f1,p2) ◦ (f1,p2)−1 it follows that f1 ◦ (f1,p2)−1 = p1, hence
f ◦ (f1,p2)−1 = (p1, f2 ◦ (f1,p2)−1) ∈ L(X1,X2). As (f11 ◦ p1,p2) is obviously in
L(X1,X2) the first factor in the above decomposition belongs to L(X1,X2). On the other
hand
[
p1 ◦ (f11 ◦ p1,p2)−1
] ◦ [(f1,p2) ◦ i1]= f −111 ◦ f11 = idX1,
therefore (f11 ◦ p1,p2)−1 ◦ (f1,p2) ∈ U(X1,X2).
For the general case, let f ∈ Aut(X1 × · · · × Xn). We can assume inductively that
f = f ′ ◦f ′′ with f ′ ∈ L(X1 ×X2,X3, . . . ,Xn) and f ′′ ∈ U(X1 ×X2,X3, . . . ,Xn). Write
p12 := pX1×X2 , i12 := iX1×X2 , and define f¯ := p12 ◦ f ′ ◦ i12, which is, by reducibility, an
element of Aut(X1 × X2). Then f¯ = l ◦ u for some l ∈ L(X1,X2) and u ∈ U(X1,X2).
Denote by u¯ := (u◦p12,p3, . . . , pn) ∈ U(X1 ×X2, . . . ,Xn) ⊆ U(X1, . . . ,Xn). Since f ′ ∈
L(X1 × X2,X3, . . . ,Xn) the relation p12 ◦ f ′ = p12 ◦ f ′ ◦ i12 ◦ p12 holds so
p12 ◦ f ′ ◦ u¯−1 ◦ i12 = p12 ◦ f ′ ◦ i12 ◦ p12 ◦ u¯−1 ◦ i12 = f¯ ◦ u−1 = l,
which implies that f ′ ◦ u¯−1 ∈ L(X1, . . . ,Xn). Clearly u¯ ◦ f ′′ ∈ U(X1, . . . ,Xn) so
f = (f ′ ◦ u¯−1) ◦ (u¯ ◦ f ′′)
is the factorization of f for which the first factor is in L(X1, . . . ,Xn) while the second is
in U(X1, . . . ,Xn). 
The structure of L(X1, . . . ,Xn) can be further analyzed along the same lines as that of
the factors in Theorem 2.4. In fact, one can easily verify that
α :L(X1, . . . ,Xn) → Aut(X1) × · · · × Aut(Xn),
f → (f11, . . . , fnn),
is a homomorphism. Indeed, it is a split epimorphism, as it has a right inverse α, determined
by pk ◦ (α(g1, . . . , gn)) := gk ◦ pk . Its kernel is
L(X1, . . . ,Xn) :=
{
f ∈ L(X1, . . . ,Xn) | fkk = idXk , k = 1, . . . , n
}
.
(One can think about elements of L(X1, . . . ,Xn) as of lower-triangular, unitial matrices.)
Proposition 3.3. The group L(X1, . . . ,Xn) is isomorphic to the semidirect product of
Aut(X1) × · · · × Aut(Xn) with L(X1, . . . ,Xn).
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