In this paper a variant of the Euler-Maruyama method is used to deÿne the numerical solutions for stochastic di erential delay equations (SDDEs) with variable delay. The key aim is to show that the numerical solutions will converge to the true solutions of the SDDEs under the local Lipschitz condition.
Introduction
The importance of stochastic di erential delay equations (SDDEs) derives from the fact that many of the phenomena witnessed around us do not have an immediate e ect from the moment of their occurrence. A patient, for example, shows symptoms of an illness days (or even weeks) after the day in which he or she was infected. In general, we can ÿnd many "systems", in almost any area of science (medicine, physics, ecology, biology, economics, etc.), for which the principle of causality, i.e., the future state of a system is independent of the past states and is determined solely by the present, does not apply (see [3] ). In order to incorporate this time lag (between the moment an action takes place and the moment its e ect is observed) to our models, it is necessary to include an extra term which is called time delay.
Initially, the new "systems" with delay components were studied under a framework of deterministic mathematics known as di erential delay equations (DDEs), see Hale and Lunel [3] and Kolmanovskii and Myshkis [7] . However, a more realistic approach often requires the use of a diffusion term which generalizes DDEs to SDDEs. Of course, the SDDEs can also be regarded as a generalization of stochastic di erential equations (SDEs).
Explicit solutions can hardly be obtained for the SDDEs. As a result, several numerical schemes have been developed to produce approximate solutions. There is a quite substantial work that has been done concerning approximate schemes for SDEs and we mention Higham et al. [4] , Komori et al. [8] , Mao [10, 12] , Milstein [13] , Saito and Mitsui [15, 16] , Platen and Kloeden [6] , Platen [14] amongst others. But this is not the case for SDDEs as it has been pointed out in [5, 9] . In fact, even less has been done for the case in which the delay enters as a function of time rather than a constant. Most of the existing results on the numerical solutions for SDDEs are proved under the global Lipschitz condition (see e.g., [1, 2, 9, 11] ).
However, there are many SDDEs that only satisfy the local Lipschitz condition. It is very useful to establish numerical solutions for them. The main aim of this paper is to show that the EulerMaruyama numerical solutions will converge to the true solutions of SDDEs under the local Lipschitz condition.
Moreover, we allow the time delay to be a function of time, namely variable delay. The problem arising from a numerical method when dealing with variable delay is that at the current time-step the delayed argument may not hit a previous time-step. In consequence, there is no previously calculated approximate value of the solution available. In this paper, we propose to address this problem by using the approximate value at the nearest grid-point on the left of the delayed argument. This amounts to an interpolation of the undetermined approximate values of the solution at nonmeshpoints by piecewise constant polynomials whose values are taken at the left endpoint of the interval containing the delayed argument.
In Section 2 we will introduce necessary notations and hypotheses. The variant of the EulerMaruyama method is then used to deÿne the numerical solutions for SDDEs with variable delay. We state our main result that the numerical solutions will converge to the true solutions of SDDEs under the local Lipschitz condition. The proof of this main result is rather technical so we present several lemmas in Section 3 and then complete the proof in Section 4. We shall also show in Section 5 that this proof is optimal in the sense that in the globally Lipschitz case we may recover the classical ÿnite-time convergence result (see Corollary 5.1 below).
Approximation scheme and main result
Let ( ; F; {F t } t¿0 ; P) be a complete probability space with a ÿltration {F t } t¿0 satisfying the usual conditions (i.e., it is increasing and right continuous while F 0 contains all P-null sets). Let B(t) be an m-dimensional Brownian motion deÿned on this probability space. Let | · | be the Euclidean norm in R n . If A is a vector or matrix, its transpose is denoted by A T . If A is a matrix, its trace norm is denoted by |A| = trace(A T A). Let and T be positive constants. Consider the n-dimensional stochastic di erential delay equation
As the standing hypotheses we always assume that:
• The Lipschitz continuous function : [0; ∞) → R stands for the time delay which satisÿes
for some positive constant .
• The drift coe cient f : R n × R n → R n and the di usion coe cient g : R n × R n → R n×m are su ciently smooth so that Eq. (2.1) has a unique solution
Moreover, we shall impose the following hypotheses: (H1) (The H older continuity of the initial data) There exist constants K 1 ¿ 0 and ∈ (0; 1] such that for all − 6 s ¡ t 6 0,
for x; y; x; y ∈ R n with |x| ∨ |y| ∨ | x| ∨ | y| 6 d. The key contribution of this paper is to show that the Euler-Maruyama approximate solution will converge to the true solution of the SDDE (2.1) under the local Lipschitz condition, while the existing known results (see e.g., [2, 9, 11] ) are proved under the global Lipschitz condition.
Let the time-step size ∈ (0; 1) be a fraction of , that is = N for some su ciently large integer N . The discrete Euler-Maruyama approximate solution is deÿned by
with y(t) = (t) on − 6 t 6 0. Here I [u] denotes the integer part of the real number u= (u ∈ R). Thus, I [ (k )] represents the integer part of (k )= . It is useful to note that
In fact,
Multiplying on both sides yields the property above. To deÿne the continuous extension, let us introduce two step processes
The continuous Euler-Maruyama approximate solution is then deÿned by
It is not di cult to see that y(k ) = y(k ) for every k ¿ 0. We observe from the deÿnition above that in the case of variable delay, at the current time-step the delayed argument may not hit a previous time-step. In consequence, there is no previously calculated approximate value of the solution available. To overcome this problem we propose to use the approximate value at the nearest grid-point on the left of the delayed argument. This amounts to an interpolation of the undetermined approximate values of the solution at nonmeshpoints by piecewise constant polynomials whose values are taken at the left endpoint of the interval containing the delayed argument.
In addition to hypotheses (H1) and (H2) we will need another one: (H3) There exists a pair of constants p ¿ 2 and K 2 ¿ 0 such that
This hypothesis is not restrictive at all. For example, it is known (cf. [11] ) that (H3) is guaranteed by the linear growth condition
which is often imposed for the existence and uniqueness of the solution.
We can now state our main result of this paper. In particular, hypothesis (H3) can be replaced by the linear growth condition (2.4).
The proof of this theorem is rather technical. We will present a number of useful lemmas in Section 3 and then complete the proof in Section 4.
Lemmas and corollaries
In order to overcome the di culties arising from the local Lipschitz condition we will use the technique of stopping times. This technique allows us to consider solutions within a compact set where the coe cients of the equation are Lipschitz. To make the theory easier to understand, let us ÿrst establish a few lemmas under the Lipschitz condition and then remove this condition by the technique of stopping times. To be precise, we state the Lipschitz condition below:
(H4) (The Lipschitz condition) There exists a positive constant K 3 such that for all x; y; x; y ∈ R n ,
This condition implies
and, similarly,
where
Lemma 3.1. Under (H4),
where C 2 is a positive constant independent of .
Proof. The proof follows from Mao [11] but for the completion of this paper it is given here. We derive from (2.3), (3.1) and (3.2) that 
The Gronwall inequality shows
E|y(t)| 2 6 3 sup
and the required inequality (3.3) follows by letting
The proof is complete.
Lemma 3.2. Under (H4),
where C 3 is a constant independent of .
Proof. For any t ∈ [0; T ], choose a k such that t ∈ [k ; (k + 1) ). Then
Thus, by Lemma 3.1,
which is the desired assertion with C 3 = 4C 1 (1 + 2C 2 ).
Lemma 3.3. Under (H1) and (H4), if is so small that ( + 1) 6 1, then
where C 4 is a constant independent of .
Proof. For any
It is also useful to note that
To show the desired result, let us consider the following ÿve possible cases:
• If (t) ¿ I [ (k )] ¿ 0 then, by (3.9) and (2.2),
It therefore follows from (3.8) that
In view of Lemma 3.1, we obtain
and clearly C 4 is independent of .
• If 0 6 (t) 6 I [ (k )] then, by (3.9) and (2.2) again,
and hence, by Lemma 3.1,
(1 + E|z 1 (s)| 2 + E|z 2 (s)| 2 ) ds 6 C 4 :
then, by (3.9) and (2.2),
So, by (H1),
Thus,
6 4C 1 (1 + 2C 2 )( + 1) + 2K 1 ( + 1) 6 C 4 :
Combining these di erent cases together and recalling that ∈ (0; 1], we get 
Substituting the inequalities above into Eq. (4.1) gives
So, for any t 1 6 T ,
By the Doob martingale inequality, we have
Using the local Lipschitz condition (H2) we derive that
which implies
In view of Corollaries 3.4 and 3.5, we obtain that for su ciently small ,
By the Gronwall inequality we obtain
Substituting this into (4.3) and then (4.2) yields and the proof is complete.
A corollary
It is interesting to observe that if the Lipschitz condition (H4) holds, then the linear growth condition (2.4) holds and hence hypothesis (H3) is satisÿed. Moreover, the positive constant C d corresponds to K 3 while C where C = 4K 3 (T + 4)(C 3 + C 4 )T e 8K3(T +4)T + 8K 2 which is independent of . Summarising these arguments we obtain the following important corollary. where C is a constant independent of . This result is known in the case of constant delay (see e.g., [1, 2, 9, 11] ) but it is new in the case of variable delay.
