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Abstract
Inferring the information of 3D layout from a single
equirectangular panorama is crucial for numerous applica-
tions of virtual reality or robotics (e.g., scene understand-
ing and navigation). To achieve this, several datasets are
collected for the task of 360◦ layout estimation. To facili-
tate the learning algorithms for autonomous systems in in-
door scenarios, we consider the Matterport3D dataset with
their originally provided depth map ground truths and fur-
ther release our annotations for layout ground truths from
a subset of Matterport3D. As Matterport3D contains accu-
rate depth ground truths from time-of-flight (ToF) sensors,
our dataset provides both the layout and depth information,
which enables the opportunity to explore the environment by
integrating both cues. Our annotations are made available
to the public at https://github.com/fuenwang/
LayoutMP3D.
1. Introduction
As 360◦ cameras become popular in recent years, many
approaches of applying deep neural network to panorama
are proposed. Due to the large field of view (FoV), 360◦
cameras meet the requirements of sensing the environment
efficiently for autonomous systems. To achieve this, several
approaches of scene understanding for 360◦ images are also
proposed. For example, OmniDepth [16] focuses on the
task of monocular 360◦ depth estimation. However, only
using depth information is usually not effective enough for
autonomous systems as the depth cannot provide a over-
all understanding of the indoor environment. To solve this
problem, layout information can be utilized because the lay-
out provides a rough geometry of rooms, which makes au-
tonomous systems have high-level perception of the sur-
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roundings. Hence, the task of 360◦ layout estimation has
also been studied these years.
As both the information of depth and layout are crucial to
autonomous systems, we can imagine that the consideration
of using both depth and layout would become more impor-
tant in the near future. However, to the best of our knowl-
edge, this direction has not been widely explored. One of
the key reasons is that there is no existing dataset which pro-
vides both depth and layout ground truths. Thus, to open
more opportunities for this topic, we release the annota-
tions of layout ground truths based on the subset of Matter-
port3D [2], which already contains accurate depth ground
truths from time-of-flight (ToF) sensors.
2. Related Work
360◦ Perception. As a single panorama needs to contain
360◦ information, the common formats of perspective im-
age with normal FoV cannot be directly used. Therefore,
the equirectangular and cubemap projections are commonly
adopted to store a single panorama. For equirectangular
projection, each pixel is mapped to a certain longitude and
latitude which can be converted to a point on a unit sphere.
However, using equirectangular projection would introduce
severe distortions, in which standard approaches of deep
neural networks cannot be directly applied. As a result,
several convolutional methods designed for equirectangular
projection are introduced [4, 5, 8, 9].
Although the above-mentioned methods are aware of the
distortion on the equirectangular projection, the computa-
tional cost is also large. Hence, the extension to 360◦ im-
ages for conventional convolution has been also studied.
Cheng et al. [3] first converts an equirectangular image into
cubemap projection. In this way, each face of cubemap can
be viewed as a perspective image. As the faces in a cube
are connected with the neighboring ones, the cube padding
technique is proposed to make conventional convolutional
operations aware of these connections.
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360◦ Depth Estimation. Zioulis et al. [16] first propose
OmniDepth for monocular 360◦ depth estimation. Based on
the spherical convolution [9], they use UResNet and ResNet
to predict 360◦ depth on equirectangular projection. More-
over, the dataset “360D” is also collected to verify their pro-
posed method. With cube padding [3], Wang et al. [11] first
propose the self-supervised training scheme for 360◦ depth
estimation and the dataset “PanoSUNCG” is also collected.
By using MINOS [7] to collect data in reconstructed scenes
of Matterport3D [2] and Stanford2D3D [1], Wang et al. [12]
propose the 360SD-Net method for stereo 360◦ depth esti-
mation.
360◦ Layout Estimation. Early efforts have been made
via decomposing the equirectangular image into several per-
spective images and combining their information to recover
the room layout [15, 6, 14]. With the supervision of lay-
out boundary and corners, Zou et al. [17] propose Lay-
outNet with an end-to-end training scheme for layout es-
timation. Sun et al. [10] propose HorizonNet by applying
bi-directional LSTM to smooth the layout boundary along
the horizontal direction. With the fusion between ceiling
perspective and panorama views, Yang et al. [13] propose
DuLa-Net to estimate the floorplan and the corresponding
height to recover 3D layouts from 2D semantic maps. To
verify their proposed method for general cases of layout
(e.g., complex cases other than cuboid and L-type rooms),
the dataset “Realtor360” is collected, which currently is the
largest dataset containing diverse scenarios for layout esti-
mation.
3. Data Collection
For training a deep neural network for depth and lay-
out estimation, a high-quality dataset with large amount of
images and diverse cases of layout is essential. However,
the existing largest dataset of layout estimation (i.e., Real-
tor360) only provides layout ground truths without depth
maps from the laser scanner. On the other hand, Mat-
teport3D [2] only provides depth ground truths without the
layout information. As the collection of depth ground truth
is more expensive than the layout one, we manually anno-
tate layout ground truths of Matterport3D. For our label-
ing, we use the annotation tool from DuLa-Net [13] to label
Manhattan cases and ignore non-Manhattan ones. Table 1
shows the statistics of our dataset. In total, our dataset con-
tains 2285 (1830 for training, 455 for testing) panoramas
with both depth and layout ground truths. We also provide
some example layouts in Figure 1.
Table 1. The statistics of our dataset.
4 corners 6 corners 8 corners 10+ corners Total
1243 515 308 219 2285
Figure 1. Example layouts of our dataset.
4. Conclusions
In this paper, we release the layout annotations of Mat-
terport3D which contains comparable amount with Real-
tor360. As Matterport3D already provides depth ground
truths, our annotation could open more opportunities for the
2
direction of jointly considering the depth and layout infor-
mation. In this way, the navigation and scene understand-
ing tasks of indoor environment could be benefited from the
dataset we provide.
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