Abstract. We present a new diagnostic algorithm for localising design errors in sequential circuits. The speci cation and the implementation may have di erent number of state variables, and di erent state encoding. The algorithm is based on the new concept of possible next states describing the possible states of the circuit due to the existence of the error. Results obtained on benchmark circuits show that the error is always found, with an execution time proportional to the product of the circuit size, and the length of the test sequences used.
Introduction
Although automated design tools are routinely used for digital circuits synthesis, manual changes are still being done to improve the performance, to obtain more compact structures, or to carry on small speci cation changes; doing so, the insertion of an unintentional error is very likely to happen. Another source of design errors is the presence of software bugs in the automated design and optimization tools.
Therefore, formal veri cation tools are needed to verify the equivalence between the speci cation and the obtained implementation, or between an initial version of the implementation and a new optimized one. However, when the two descriptions are not equivalent, these veri cation tools can only give a list of counter examples in the form of input patterns that can detect the existence of the error. It is then the designer's task to apply these patterns to the implementation and simulate it, to manually locate and correct the error. The verication/diagnosis cycle is repeated until a correct implementation is obtained. This process may exceed the time spent during the design phase itself. Automated diagnosis tools represent a real designers' request. In this paper, diagnosis means both locating the design error, and proposing a recti cation. Exhibiting the existence of an error is assumed to be performed by veri cation tools.
Research in this area is very limited, and little has been published in this domain. Few automatic diagnosis systems are found in the literature, which are capable of diagnosing faults in combinational circuits only 1, 2, 3, 4, 5, 6, 7, 8, 9] , but none of them could process sequential circuits.
In 10] an algorithm is presented to diagnose errors in restricted classes of sequential circuits, namely, sequential circuits without feedback loops, or sequential circuits with feedback loops which repeat their behaviour after a xed number of clock cycles (like counters, shift registers, serial/parallel converters, etc). This algorithm can treat other sequential circuits only if both the specication and the implementation have the same number of states and the same state encoding, or if at least a logic relation can be found between their state variables: in this case the sequential diagnosis problem is reduced to a combinational one. The algorithm uses a greedy technique which does not always nd a solution even if one exists.
In this paper, we present a method for automatically locating and correcting single simple design errors 11] in synchronous sequential circuits. For clarity, we assume that the circuits are completely speci ed nite state machines. In principle, this does not a ect the generality of our method since any uncompletely speci ed machine can be converted into a completely speci ed one by adding a dummy state to represent all unspeci ed states 12] . The implementation and the speci cation may have di erent number of states and state encoding. The speci cation will be regarded as a black box for which only the primary inputs and the primary outputs are observable, and which can be initialized in an initial state corresponding to the initial state of the implementation.
Principles of the method:
We introduce the new concept of Possible Next States. They are the set of states reachable from a given initial state, or set of initial states, due to the existence of several possible locations of the error. The implementation of the sequential circuit is represented by its iterative logic array model. The circuit is then simulated in each time frame separately, and diagnosed by applying combinational diagnosis rules, where the present-state lines are treated as primary inputs, and the next-state lines as primary outputs. Before proceeding to the analysis in the next time frame, the set of possible next states is computed, and then the analysis is done in the next time frame under the application of each one of these possible next states. This operation is repeated until the error is found.
Our method is the extension of previous works on combinational circuits 8]. Our basic assumption, which covers 72% of fully hand made design errors at logic level 13] is that the error is due to a single gate. Single gate errors are classi ed into:
HYP-0: An extra/missing inverter. In the framework of this paper, we consider that registers and ip/ ops are basic components of the circuit description; the single gate error hypothesis thus only concerns the combinational part of the circuit (no error on the number of memory elements, nor inside them).
Di culties in diagnosing sequential circuits:
When we perform diagnosis on a combinational logic circuit, the circuit is simulated under the application of special purpose test patterns 8] . Under the assumption of a single error, there is only one source for the erroneous signal, and the majority of combinational diagnostic routines are based on this fact.
When we deal with sequential circuits, instead of applying simple test vectors, we apply a sequence of vectors. We unfold the sequential circuit as a succession of combinational ones over time frames. The error is repeated in each copy of the combinational circuit.
The added complexity is due to the fact that erroneous signals may have as sources not only the error location but also the present state for which the error e ect has propagated from previous times. Another major problem is that the whole iterative logic array model can't be stored in the computer memory, when the number of time frames is large.
The paper is organised as follows. Section 2 introduces the basic terminology and de nitions. Section 3 presents the concept of possible next states, and a method to compute them. The sequential diagnosis algorithm is then presented in section 4, together with an illustration example. The experimental results on benchmark circuits are given in section 5. Section 6 presents our conclusions and directions for further work. In the following, to simplify the writing, we shall talk about the gates of a machine M to mean the gates of the circuit modeled by machine M.
The iterative logic array model of sequential circuits has been de ned for sequential test generation to detect fabrication errors 14], and is shown in Figure The search space is a subset of all the circuit gates, and it contains the erroneous gate.
Initially, the search space contains all the gates. It is reduced at each iteration of the diagnosis algorithm on the successive time frames. The total number of machine states is 2 m . In the worst case, the replacement of each gate in the search space by another one will make a transition to a di erent next state.
This limit is a theoretical one. In practice several gate replacements may lead to the same possible next state, depending on the circuit topology. For example, in the case of tree structured circuits, this limit is greatly reduced. A direct method is to change successively each suspected gate according to HYP, and then simulate the circuit after each change to get the next state. The set of distinct next states reached is the required PNS(S,PI). This method is very time consuming: if the circuit has NG gates, and g of them are in the search space, the processing time is proportional to NG g.
A more e cient method exploits the diagnostic algorithms for combinational circuits presented in 8]. The circuit is treated as a combinational one as shown in Figure 2 . This operation is done in three steps:
Step 1: Computation of AG(S; PI; NS i ), 1 i m
The circuit is put in state S and simulated only once, under the application of test vector PI. Each next-state line NS i is then treated as an erroneous output, and the diagnosis rules are applied to get a set of gates which can complement its value. The time required to get AG(S; PI; NS i ) for all NS i is in same order of magnitude as the time required to simulate the circuit once. Thus, the computation of the AG sets takes a time proportional to 2NG.
Step 2: Computation of sensitive next state lines
The purpose of this second step is to compute the di erent sets of next-state lines sensitive to the elements of the a ecting gate sets computed in step 1, using the rst formula of de nition 7.
Step The circuit shown in Figure 3 , taken from the ISCAS'89 benchmarks 15], has four inputs (G0; G1; G2; G3), one primary output G17, three next-state lines (G10; G11; G13), and three present-state lines (G5; G6; G7).
Assume the current state is (G5; G6; G7) = (0; 0; 0), the input vector is (G0; G1; G2;G3) = (1; 0; 1; 1), and the current error hypothesis is HYP-1 (AND $ OR, or NAND $ NOR replacement). In the following computations, the search space contains all the circuit gates. The combinational view of the circuit is shown in Figure 4 . The gates G8, G9, G11, G12, and G13 a ect no next state lines, and are therefore not considered in the successive steps.
Result of step 2:
In this step we extract the SNSL sets from the AG sets computed in the previous step. The following results are obtained: 
Fixed gates and candidate gates
For the purpose of the diagnosis, it is important to know the conditions under which a possible next state is reached. These conditions are expressed in the form of the gates that must be xed, and the gates that are candidate to be changed to go to this state.
De nition8. Candidate and Fixed gates for a possible next state:
Starting from state S 1 , and under the application of a test vector PI, the sets candidate(S 1 ; PI; S 2 ) resp. fixed(S 1 ; PI; S 2 ) represent the subset of the search space such that, if one and only one of its gates is replaced according to HYP, the next state of machine M is S 2 , resp. is di erent from S 2 .
candidate(S 1 ; PI; S 2 ) = fG 2 search space j G (S; PI) = S2g fixed(S 1 ; PI; S 2 ) = fG 2 search space j G (S; PI) 6 = S2g The computation of these xed and candidate gate sets corresponding to each possible next state is of great importance to shrink rapidly the search space of the circuit, while performing the diagnosis. This fact will be discussed in more details when we present the diagnosis algorithm.
Possible next states reachable from a set of present states
In the previous section we showed how to compute the set of possible next states reached from a given present state. In the diagnosis algorithm, we need to get the set of possible next states that can be reached from a set of present states, not only from a single one, except at the very rst time frame.
At time frame i, the set PNS i is the union of the individual possible next states reachable from each individual state in PNS i?1 , but care must be taken while computing the xed and candidate gate sets.
When computing PNS i we must take into consideration that only one state of PNS i?1 is the correct one. Since the diagnosis rules that we apply are based on the assumption of only one error, then uncorrect diagnostic decisions may be taken if the applied state of PNS i?1 is not the correct one. That is because in this case, multiple sources of error exist at the same time: the erroneous gate itself, and the erroneous values at the present state lines. Thus, when computing the candidate gate set corresponding to one of the possible next states, the actual faulty gate might not be included; even worse, it might be considered a xed gate. In both cases, the error location would disappear from the search space. If D is the required correct next state, then one of its possible predecessors say S j must be the correct present state. The fixed(S j ; PI; D) set is thus correctly computed since there is only one source of the error, and fixed(S j ; PI; D) contains only correct gates. The intersection of fixed(S j ; PI; D) with other xed gate sets thus only contains correct gates, and there is no risk to consider the erroneous gate as a xed one. Likewise, the candidate(S j ; PI; D) set is correctly computed since there is only one source of the error, and candidate(S j ; PI; D) certainly contains the erroneous gate. The union of candidate(S j ; PI; D) with other candidate gate sets will thus contain the error location. If D is not the correct state, then the candidate and the xed gate sets associated to it are not critical, and may contain anything . In any time frame i, the correct next state, in which the machine must be found to behave correctly, is a member of the possible next state set PNS i provided that HYP is the correct error hypothesis .
Proof by induction on time frames: PNS 1 is computed under the application of the initial state which is sure to be correct. PNS 1 contains the states that can be reached by the replacement of at most one gate according to HYP. There are two possibilities:
1. The error does not a ect the next-state lines, in which case the state obtained with no gate replacement is the correct one. 2. The error a ects the next-state lines and thus one of the gate replacements leads to a possible next state which is the correct one. Assume the correct state exists in PNS i?1 , the same reasoning concludes that PNS i contains the correct state .
Based on this proposition and the de nitions of the candidate and the xed gate sets, the erroneous gate never exists in xed gate sets, and always exists in candidate gate sets, provided that HYP is the correct error hypothesis.
The Sequential Diagnosis Algorithm
The diagnosis starts by applying a sequence which detects the existence of the error. This sequence may be a counter example provided by a veri er, or by any other means.
In the rst time frame, the rst test vector of the test sequence is applied to the primary inputs, and the initial state is applied to the present-state lines. The primary output values obtained from the implementation are then compared with those of the speci cation, and combinational diagnosis rules 8] are applied to get sets of suspected or correct gates depending on whether the values of primary outputs are correct or wrong.
In a general time frame i and under the application of the test vector PI i , the same operation is repeated with each one of the possible next states S j 2 ) must be added to the correct gate set CG(S j ; PI i ) obtained by the diagnoser. This will increase the size of the correct gate set, and consequently will cause the search space to diminish rapidly.
The same reasoning used in the previous section, for computing the xed and the candidate gate sets for a possible next state, is also used here. The suspected gate set obtained from the circuit analysis in time frame i, is given by: If there remains more than one gate in the search space after diagnosing the circuit with the rst given sequence, extra sequences are needed. For each one of the remaining gates G, a test sequence capable of detecting the replacement of G by another one according to HYP is generated. The circuit speci cation is then simulated under the application of this sequence, and its output values are compared with those of the implementation. If the error is not detected, then G is not the erroneous gate, otherwise the error shoud have been detected. This gate can, therefore, be removed from the search space. If the error is detected nothing can be said about gate G, and then diagnosis is performed normally as was done with the rst detecting sequence.
This operation is repeated for all remaining gates in the search space until its size becomes one, or until sequences are generated for all remaining gates.
If, at any time, the updating of the search space results in the empty set , the selected error hypothesis is not correct, and the diagnosis must be restarted with another one.
We present here the complete diagnosis algorithm: In the circuit of example 1, assume that G10 is erroneous and should be a NAND gate. A test sequence that detects the error is (G0; G1; G2; G3) = ((1; 0; 1; 1); (1;0;0; 1)). Starting from the state (G10; G11; G13) = (0,0,0), and under the application of this test sequence, the error is discovered in the second time frame. Here we show the steps of the diagnosis algorithm, under error hypothesis HYP-1.
Initially, the search space contains all the circuit gates, except inverters Search space = fG8; G9; G10; G11;G12;G13; G15;G16g First time frame:
After the application of the input (1,0,1,1 ) the error is not detected at the output G17, because both the correct and the wrong implementation generate the same value '0'. The diagnosis results in a correct gate set CG = fG15; G16g. Thus the new search space is reduced to:
Search space = fG8; G9; G10;G11; G12;G13g
The possible next states set PNS 1 is computed as shown in example 1, but here we must take into consideration that the Search space is restricted to a subset of all the circuit gates. The possible next states and their associated xed and candidate gate sets are shown in the following table:   (G10; G11; G13) xed candidate (0,1,0) fG10g fG8; G9; G11; G12;G13g (1, 1, 0) fG8; G9; G11;G12;G13g fG10g
Second time frame:
In this time frame the input vector (1,0,0,1) is applied, while the present state may be any element of the set PNS { When the present state is (0,1,0):
. the error is detected. . SG((0; 1; 0); (1; 0; 0;1)) = .
. CG((0; 1; 0); (1; 0; 0;1)) = xed set = fG10g. { When the present state is (1,1,0):
. the error is not detected.
. SG((1; 1; 0); (1; 0; 0;1)) = candidate set = fG10g. . CG ((1; 1; 0) ; (1; 0; 0;1)) = fG8; G9; G11;G12; G13g.
If we nd the intersection of all CG sets, and the union of all SG sets, we get: SG(f(0; 1; 0); (1; 1; 0)g; (1;0;0; 1)) = fG10g.
CG(f(0; 1; 0); (1;1; 0)g; (1;0;0;1)) = .
Now the Search space contains only the gate G10 which is really the erroneous gate.
If the diagnosis is performed under HYP-0 or HYP-2, the search space at the end of the sequence contains the gates G10 and G13. An extra test sequence, f(0,0,0,1),(1,0,0,1)g, is then generated in both cases, and the diagnosis under its application yields an empty search space, thus allowing to discard these hypotheses.
Experimental Results
The proposed algorithm has been implemented in a fully home-made package, in PROLOG. The package consists of three basic modules: a sequential test pattern generator, a sequential simulator, and a diagnoser. Experiments were made on the ISCAS'89 benchmark circuits 15]. In every experiment an error of random type was inserted at random location in the circuit, and then the diagnosis algorithm was applied. The diagnosis starts by applying an error detecting pattern, which is assumed to be supplied by a veri er, but in our experiments the detecting pattern is generated in a preprocessing phase. Table 1 shows the characteristics of each one of the tested circuits. The column headed loops per ip/ op indicates the average number of loops in which each ip/ op takes part. This value gives an idea about how strongly di erent loops are tied together. It was shown in 16] that when this value increases, the test pattern generation for detecting a given fault becomes more di cult. Column six gives the number of primary inputs which a ect the state variables. The smaller this number, the longer the generated test sequences. Table 2 shows the obtained diagnosis results. The second column indicates the number of experiments made on each individual circuit: each experiment is the insertion of a di erent gate error. The third column shows the average number of extra test sequences generated in addition to the rst one supplied by the preprocessing phase. Each one of these sequences consists of one or more test vectors. The average number of vectors in all sequences is shown in the fourth column. This value represents the number of time frames in which the Table 1 . Characteristics of the benchmark circuits circuit was analysed before a diagnostic decision is made. The average CPU time, expressed in seconds, on a SUN SPARC station 10, is shown in the fth and sixth columns. The diagnosis time is the time required to simulate the circuit, to calculate possible next states and to apply the diagnostic rules. The total time takes also into consideration the time required to generate the extra test sequences. The last column of Table 2 shows the average number of suggested gate replacements proposed by the diagnoser. The real error was always found within this set of suggestions.
It is to be noted that the diagnosis time is proportional to the product of the total number of vectors and the number of circuit gates. This product re ects the number of gates traversed and processed during the diagnosis process. The total number of vectors depends on the length of the test sequences which are, in turn, related to the number of loops per ip/ op and the number of state controlling inputs. If we compare, for example, the circuits s420, and s641, we nd that s641 has a larger number of gates (379 against 196), and a larger number of ip/ ops (19 against 16), however the diagnosis time with s641 is less (128 seconds against 775 seconds). This is due to the fact that, in average, s641 is processed over 4 time frames, while s420 is processed over 79 time frames.
The CPU times mentioned here are based on our experimental implementation of the algorithms. We didn't devote a large e ort to program optimization, as our main interest was to show the applicability of our approach. We believe that these time performances can be signi cantly improved by rewriting the software using faster languages like the C language. Table 2 . Diagnosis results for the benchmark circuits
The above experiments were aimed at providing performance data. For each of the ISCAS'85 benchmarks, we only have an implementation, but no abstract speci cation. The initial benchmark is used as speci cation, while the implementation is obtained from it by inserting random errors. Thus, both the good and the erroneous circuits have the same state encoding.
To show that our method also applies when the speci cation and the implementation have di erent state encodings, an additional benchmark is now discussed: the controller of an elevator, initially proposed by Hans Eveking 18] . The speci cation is given by a behavioral VHDL description, and the implementation, synthesized manually, is given by a netlist. The speci cation has 9 state variables. The implementation has 125 gates and 6 ip/ ops. Both have the same 7 inputs and 3 outputs. We purposely used a di erent state encoding in the speci cation and in the implementation. We rst proved the equivalence using the LOVERT FSM equivalence checker, then we performed 85 tests, inserting each time one random error in the implementation. Diagnosis was performed against the behavioral speci cation, and the error was always found. Table 3 shows the average values of the number of sequences, vectors, diagnosis time, total time, and the number of error candidates found.
Conclusions
A new approach for single design error location and correction in sequential circuits has been presented. The algorithm is based on a combinational diagnosis Table 3 . Diagnosis results for the elevator circuit algorithm, and the concept of possible next states. Experimental results, on a set of benchmark circuits, showed that this algorithm could limit the suspected error locations to a small number of candidates, independent of the circuit size, in a reasonable time. The time performance of the algorithm is proportional to the product of the circuit size and the length of the test sequences used. An e cient tool that can generate short error detecting sequences will signi cantly improve the performance. For instance, a BDD-based nite state machine veri er, that performs the symbolic state space traversal to check the equivalence between the speci cation and the implementation, would produce the shortest possible error detecting sequence(s) 17]. We do not possess such a tool that can process all the circuits of our benchmark set. This is the reason why, in our experimental software, we developed a prototype test pattern generator, which does not always guarantee shortest sequences.
Knowing that the length of an error detecting sequence is minimal can be used to further optimize the diagnosis algorithm: possible next states from which the error is detected on the circuit outputs prior to the last time frame can be discarded. The results of Table 2 were obtained without this optimization.
The single gate error fault model is practically valid for manual changes, if the veri cation is made frequently during the design change procedure. In this case the probability of inserting multiple errors is not very high. Conversely, this model does not apply to the detection of errors performed by synthesis software.
The problem of locating and correcting multiple errors is still a challenging one. We are currently working on this problem for combinational circuits, and encouraging rst results have been obtained, but still on a restrictive model.
