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GEOMETRIC PRESSURE FOR MULTIMODAL MAPS OF
THE INTERVAL
FELIKS PRZYTYCKI† AND JUAN RIVERA-LETELIER‡
Abstract. This paper is an interval dynamics counterpart of three the-
ories founded earlier by the authors, S. Smirnov and others in the setting
of the iteration of rational maps on the Riemann sphere: the equivalence
of several notions of non-uniform hyperbolicity, Geometric Pressure, and
Nice Inducing Schemes methods leading to results in thermodynamical
formalism. We work in a setting of generalized multimodal maps, that
is smooth maps f of a finite union of compact intervals Î in R into R
with non-flat critical points, such that on its maximal forward invariant
set K the map f is topologically transitive and has positive topological
entropy. We prove that several notions of non-uniform hyperbolicity
of f |K are equivalent (including uniform hyperbolicity on periodic or-
bits, TCE & all periodic orbits in K hyperbolic repelling, Lyapunov
hyperbolicity, and exponential shrinking of pull-backs). We prove that
several definitions of geometric pressure P (t), that is pressure for the
map f |K and the potential −t log |f
′|, give the same value (including
pressure on periodic orbits, ”tree” pressure, variational pressures and
conformal pressure). Finally we prove that, provided all periodic or-
bits in K are hyperbolic repelling, the function P (t) is real analytic for
t between the ”condensation” and ”freezing” parameters and that for
each such t there exists unique equilibrium (and conformal) measure
satisfying strong statistical properties.
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1. Introduction. The main results
This paper is devoted to extending to interval maps results for iteration of
rational functions on the Riemann sphere concerning statistical and ‘thermo-
dynamical’ properties obtained mainly in [PR-LS2], [PR-L1] and [PR-L2].
We work with a class of generalized multimodal maps, that is smooth maps
f of a finite union of compact intervals Î in R into R with non-flat critical
points, and investigate statistical and ‘thermodynamical’ properties of f re-
stricted to the compact set K ⊂ Î, maximal forward invariant in Î, such
that f |K is topologically transitive and has positive topological entropy.
This includes all sufficiently regular multimodal maps, and other maps
that are naturally defined on a union of intervals, like fixed points of gen-
eralized renormalization operators, see e.g. [LS] and references therein, Ex-
amples 1.9, 1.10, 2.12, and the ones mentioned in Subsection 1.6.
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Several strategies are similar to the complex case, but they often need to
be adapted to the interval case in a non-trivial way.
The paper concerns three topics, closely related to each other.
1. Extending the results for unimodal maps in [NS], and multimodal maps
in [NP] and [R-L] to generalized multimodal maps considered here, we prove
the equivalence of several notions of non-uniform hyperbolicity, including
uniform hyperbolicity on periodic orbits, Topological Collet-Eckmann con-
dition (abbr. TCE) & all periodic orbits hyperbolic repelling, Lyapunov
hyperbolicity, and exponential shrinking of pull-backs. For the complex set-
ting see [PR-LS1] and the references therein.
2. We prove that several definitions of geometric pressure P (t), that
is pressure for the map f |K and the potential −t log |f ′|, give the same
value (including pressure on periodic orbits, ”tree” pressure and variational
pressures). For the complex setting, see [PR-LS2] and the references therein.
3. We prove that, provided all periodic orbits in K are hyperbolic re-
pelling, the geometric pressure function t 7→ P (t) is real analytic for t (in-
verse of temperature) between the ”condensation” and ”freezing” parame-
ters, t− and t+, and for each such t there exists unique equilibrium (and
conformal) measure satisfying strong statistical properties. All this is con-
tained in Theorem A, the main result of the paper. For the complex setting,
see [PR-L1] and [PR-L2].
Our results extend [BT1], which proved existence and uniqueness of equi-
libria and the analyticity of pressure only on a small interval of parameters
t and assumed additionally a growth of absolute values of the derivatives of
the iterates at critical values.
Our results extend also [PS, Theorem 8.2], where the real analyticity of
the geometric pressure function on a neighborhood of [0, 1] was proved, also
assumed some growth of absolute values of the derivatives of the iterates at
critical values and additionally assumed a slow recurrence condition.
Our main results are stronger in that growth assumptions are not used
and the domain of real analyticity of t is the whole (t−, t+), i.e. the maximal
possible domain. Precisely in this domain it holds P (t) > sup
∫
φdµ, where
supremum is taken over all f -invariant ergodic probability measures on K,
and φ = −t log |f ′| (it is therefore clear that analyticity cannot hold at
neither t = t− nor t = t+, as P (t) is affine to the left of t− and to the right
of t+).
Let us mention also the paper [IT] where, under the restriction that f
has no preperiodic critical points, the existence of equilibria was proved for
all −∞ = t− < t < t+. The authors proved that P (t) is of class C1 and
that their method does not allow them to obtain statistical properties of the
equilibria.
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Our results are related to papers on thermodynamical formalism for φ
being Ho¨lder continuous, satisfying the assumption P (f |K , φ) > supφ or
related ones, see [BT2] and [LR-L] and references therein.
In this paper, topic 3 above, as well as in [PR-L1], [PR-L2], we use some
‘inducing schemes’, that is dynamics of return maps to ‘nice’ domains.
1.1. Generalized multimodal maps, maximal invariant sets and re-
lated notions.
We shall assume throughout the paper that intervals are non-degenerate
(i.e. containing more than one point). For an integer r ≥ 1 and a finite union
of intervals U , a function f : U → R is of class Cr, if it is the restriction of
a function of class Cr defined on an open neighborhood of U .
Definition 1.1. Let U be a finite union of intervals, and f : U → R a map
of class C2. A critical point of f is a point c such that f ′(c) = 0. An isolated
critical point c of f is inflection (resp. turning) if f is locally (resp. is not
locally) injective at c. Furthermore, c is non-flat if f(x) = ±|φ(x)|ℓ + f(c)
for some real ℓ ≥ 2 and φ a C2 diffeomorphism in a neighbourhood of c with
φ(c) = 0, see [dMvS, Chapter IV]. The set of critical points will be denoted
by Crit(f) turning critical points by CritT (f) and inflection critical points
by CritI(f).
Definition 1.2. Let Î be the union of a finite family of pairwise disjoint
compact intervals Ij, j = 1, ...,m in the real line R. Moreover, consider a
map f : Î → R of class C2 with only non-flat critical points. Let K = K(f)
be the maximal forward invariant set for f , more precisely the set of all
points in Î whose forward trajectories stay in Î. We call K the maximal
repeller of f . The map f is said to be a generalized multimodal map if K is
infinite and if f |K is topologically transitive (that is for all U, V ⊂ K open
in it, non-empty, there exists n > 0 such that fn(U) ∩ V 6= ∅).
A generalized multimodal map f : Î → R is said to be reduced if ∂Î ⊂ K
and if
(1.1) (Î \K) ∩ Crit(f) = ∅.
We will show that f(K) = K and K is either a finite union of compact
intervals or a Cantor set, see Lemma 2.1.
Note that we do not assume neither f(Î) ⊂ Î nor f(∂Î) ⊂ ∂Î .
We shall usually assume that K is dynamically sufficiently rich, namely
that the topological entropy htop(f |K) is positive.
In examples of generalized multimodal maps, topological transitivity and
positive entropy of f |K must be verified, which is sometimes not easy.
Every generalized multimodal map f : Î → R determines in a canonical
way a subset ÎK of Î such that the restriction f : ÎK → R is a reduced
generalized multimodal map with K(f |
ÎK
) = K(f) as follows:
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Remove from Î \K a finite number of open intervals Vs, s = 1, ..., k, each
containing a critical point of f . Next, using for Î \⋃s Vs the same notation
Î =
⋃
j=1,...,m I
j , consider for each j = 1, ...,m the set Îj being the convex
hull of Ij ∩ K. Finally define ÎK :=
⋃
j=1,...,m Î
j. Then f : ÎK → R is a
reduced generalized multimodal map. In fact, the maximality of K in ÎK
obviously follows, since ÎK ⊂ Î. Since K has no isolated points, it also
follows that Îj is non-degenerate.
Thus we shall consider only reduced generalized multimodal maps. We
shall usually skip the word ‘reduced’.
Remark 1.3. All assertions of our theorems concern the action of f on K.
So it is natural to organize definitions in the opposite order as follows.
Let K ⊂ R be an infinite compact subset of the real line. Let f : K → K
be a continuous topologically transitive mapping. Assume there exists a
covering of K by a finite family of pairwise disjoint closed intervals Îj with
end points in K such that f extends to a generalized multimodal map on
their union ÎK and K is the maximal forward invariant set K(f) in it.
Reducing ÎK if necessary, assume all the critical points of f in ÎK are in K.
Then f : ÎK → R is a reduced generalized multimodal map.
Definition 1.4. Let f : Î → R be a generalized multimodal map. Consider
a C2 extension of f to an open neighbourhood Uj of each Îj . We consider
Uj ’s small enough so that they are pairwise disjoint. Moreover we assume
that all critical points in Uj are in Îj . Thus together with (1.1) we assume
that the union U of U1, . . . ,Um satisfies
(1.2) (U \K) ∩Crit(f) = ∅.
We call the quadruple (f,K, ÎK ,U) a (reduced) generalized multimodal quadru-
ple. In fact it is always sufficient to start with a triple (f,K,U), because
this already uniquely defines ÎK .
As we do not assume f(U) ⊂ U, when we iterate f , i.e. consider fk for
positive integers k, we consider them on their domains, which can be smaller
than U for k ≥ 2,
Note that we do not assume K to be maximal forward invariant in U.
We assume maximality only in ÎK .
See Proposition A.2 for an alternative approach, replacing maximality of
K in ÎK by so-called Darboux property.
Notation 1.5. 1. Let us stress that the properties of the extension of f
beyond K are used only to specify assumptions imposed on the action of f on
K, in particular the way it is embedded in R. So we will sometimes talk about
generalized multimodal pairs (f,K), understanding that this notion involves
ÎK and U as above, sometimes about the triples (f,K, ÎK), sometimes about
the triples (f,K,U).
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2. Denote the space of all (reduced) generalized multimodal quadruples
(pairs, triples) discussed above by A . For f and φ (change of coordinates
as in the definition of non-flatness) of class Cr we write A r, so A = A 2.
If htop(f |K) > 0 is assumed we write A+ or A r+.
1.2. Periodic orbits and basins of attraction. Bounded distortion
property.
Definition 1.6. As usual we call a point p ∈ U periodic if there exists
m ≥ 1 such that fm(p) = p. We denote by O(p) its periodic orbit.
Define the basin of attraction of the periodic orbit O(p) ⊂ U by
B(O(p)) := interior{x ∈ U : fn(x)→ O(p), as n→∞}.
The orbit O(p) is called attracting if O(p) ⊂ B(O(p)). Notice that this
happens if |(fm)′(p)| < 1, when we call the orbit hyperbolic attracting, and
it can happen also if |(fm)′(p)| = 1. The orbit is called repelling if for g :=
f |−mW , where W is a small neighbourhood of O(p) in R, we have g(W ) ⊂W
and gn(W )→ O(p) as n→∞. If |(fm)′(p)| > 1 then O(p) is repelling and
we call the orbit hyperbolic repelling.
When O(p) is neither attracting nor repelling, we call O(p) indiffer-
ent. The union of the set of indifferent periodic orbits will be denoted by
Indiff(f). If O(p) is indifferent, then it is said to be one-sided attracting if its
basin of attraction contains a one-sided neighbourhood of each point of the
orbit. Finally O(p) is said to be one-sided repelling if it is not repelling and
if for a local inverse, the orbit of every point in a one-sided neighborhood of
O(p) converges to O(p).
We say also that a periodic point p is (hyperbolic) attracting, (hyperbolic)
repelling, one-sided attracting, one-sided repelling or indifferent if O(p) is
(hyperbolic) attracting, (hyperbolic) repelling, one-sided attracting, one-
sided repelling, or indifferent, respectively.
When we discuss a specific (left or right) one-side neighbourhood of a
point in O(p) in the above definitions, we sometimes say attracting on one
side or repelling on one side.
If an indifferent periodic point p of period m is neither one-sided attract-
ing nor one-sided repelling on the same side, then obviously it must be an
accumulation point of periodic points of period m from that side. Notice
that indifferent one-sided attracting (repelling) implies fm preserves the ori-
entation at p, equivalently: (fm)′(p) = 1; otherwise, if (fm)′(p) = −1, the
point p would be attracting or repelling.
Remark 1.7. For (f,K, ÎK ,U) ∈ A it follows by the maximality of K that
there are no periodic orbits in ÎK \K. By the topological transitivity of f on
K, there are no attracting periodic orbits in K. Moreover each point in an
indifferent periodic orbit in K is one-sided repelling on the side from which
it is accumulated by K; then it is not accumulated by K from the other side.
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Also by the topological transitivity and by smoothness of f the number of
periodic orbits in K that are not hyperbolic repelling is finite. The proof
uses [dMvS, Ch. IV, Theorem B]. Therefore, the number of periodic orbits
in Î that are not hyperbolic repelling is finite.
For further details see Corollary A.3 in Appendix A and remarks following
it.
By changing f on U \ ÎK if necessary, one can assume that the only peri-
odic orbits in U \K are hyperbolic repelling. See Appendix A, Lemma A.4,
for details.
Definition 1.8. For an attracting or a one-sided attracting periodic point
p, the immediate basin B0(O(p)) is the union of the components of B(O(p))
whose closures intersect O(p). The unique component of B0(O(p)) whose
closure contains p will be denoted by B0(p).
Notice that if O(p) is attracting then O(p) ⊂ B0(O(p)). If O(p) is one-
sided attracting then p is a boundary point of B0(p) and vice versa. Finally
notice that for each component T of B(O(p)) there exists n ≥ 0 such that
fn(T ) ⊂ B0(f) ∪ O(p). (See an argument in Proof of Proposition A.2 in
Appendix A). We need to add O(p) above in case O(p) is indifferent and
some f j(T ) contains a turning critical point whose forward trajectory hits
p. (Compare also Example 1.9 below, where Julia set need not be backward
invariant.)
Example 1.9. If for a generalized multimodal map f its domain Î is just
one interval I and f(I) ⊂ I, then we have a classical case of an interval
multimodal map. However the set of non-escaping points K(f) is the whole
I in this case, usually too big (not satisfying topological transitivity, and not
even mapped by f onto itself). So one considers smaller f -invariant sets,
see below.
Write
B(f) =
⋃
p
B(O(p)), B0(f) =
⋃
p
B0(O(p)) and I
+ :=
∞⋂
n=0
fn(I).
Define Julia set by
J(f) := I \B(f),
compare [dMvS, Ch.4], and its core Julia set by
J+(f) := (I \B(f)) ∩ I+.
Notice that the sets J(f) and J+(f) are compact and forward invariant.
They need not be backward invariant, even J+(f) for f |I+ , namely a critical
preimage of a indifferent point p ∈ Indiff(f) can be in B(O(p))), whereas
p /∈ B(O(p)).
The definition of J(f) is compatible with the definition as a complement
of the domain of normality of all the forward iterates of f as in the complex
case.
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Notice however that without assuming that f is topologically transitive on
J+(f) the comparison to Julia set is not justified. For example for f mapping
I = [0, 1] into itself defined by f(x) = fλ(x) = λx(1 − x) where 3 < λ < 4
(to exclude an attracting or indifferent fixed point or an escape from [0, 1]),
we have I+ = I where f is not topologically transitive. However, if f is not
renormalizable, if we restrict f to Iε = [ε, 1] then f is topologically transitive
on I+ε for I
+
ε = [c2, c1] (independent of ε), where c2 = f
2(c), c1 = f(c),
and c := 1/2 is the critical point. Notice that by λ > 3 and the non-
renormalizability there can be no basin of attraction. Our Î and K are both
equal to [c2, c1]
Notice that since f(c2) belongs to the interior of I
+ the set K is not
maximal invariant in U being a neighbourhood of I+ in R whatever small
U we take.
Example 1.10. Multimodal maps f considered in the previous example, re-
stricted to J+(f) still need not be topologically transitive. Then, instead,
examples of generalized multimodal pairs in A+ are provided by (f,K),
where K is an arbitrary maximal topologically transitive set in Ωn’s in the
spectral decomposition of the set of non-wandering points for f , as in [dMvS,
Theorem III.4.2, item 4.], so-called basic set, for which htop(f |K) > 0. It is
easy to verify that basic sets are weakly isolated.
Remark 1.11. In regularity lower than C2 there can exist a wandering in-
terval, namely an open interval T such that all intervals T, f(T ), f2(T ), ...
are pairwise disjoint and not in B(f). In the C2 multimodal case wandering
intervals cannot exist, see [dMvS, Ch.IV, theorem A]. We shall use this fact
many times in this paper.
Definition 1.12. Following [dMvS] we say that for ε > 0 and an interval
I ⊂ R, an interval I ′ ⊃ I is an ε-scaled neighbourhood of I if I ′ \ I has two
components, call them left and right, L and R, such that |L|/|I|, |R|/|I| = ε.
We say that a C2 (or C1) map f : U → R for U an open subset of R
(in particular a generalized multimodal triple (f,K,U) ∈ A for U = U)
satisfies bounded distortion, abbr. BD, condition if there exists δ > 0 such
that for every ε > 0 there exists C = C(ε) > 0 such that the following holds:
For every pair of intervals I1 ⊂ U , I2 ⊂ R such that |I2| ≤ δ and for every
n > 0, if fn maps diffeomorphically an interval I ′1 containing I1 onto an
interval I ′2 being an ε-scaled neighbourhood of I2 and f
n(I1) = I2, then for
every x, y ∈ I2 we have for g = (fn|I1)−1
|g′(x)/g′(y)| ≤ C(ε).
(Equivalently, for every x, y ∈ I1, |(fn)′(x)/(fn)′(y)| ≤ C(ε).)
Notice that BD easily implies that for every ε > 0 there is ε′ > 0 such
that if in the above notation I ′2 is an ε-scaled neighbourhood of I2 then I
′
1
contains an ε′-scaled neighbourhood of I1.
For related definitions of distortion to be used in the paper and further
discussion see Section 2: Definition 2.13 and Remark 2.14.
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We denote the space of (f,K,U) ∈ A or (f,K,U) ∈ A+ satisfying BD,
by A BD or A BD+ , respectively. Sometimes we omit U and use notation A
BD
or A BD+ for generalized multimodal pairs.
Remark 1.13. Notice that for (f,K,U) ∈ ABD all repelling periodic orbits
in U are hyperbolic repelling.
Furthermore, since every indifferent periodic orbit in K is one-sided re-
pelling by Remark 1.7, it follows from BD that every indifferent periodic
orbit in K is also one-sided attracting.
The finiteness of the set of indifferent periodic orbits in K was in fact
noted already in Remark 1.7 without assuming BD.
The finiteness of the set of non-repelling periodic orbits in U (where we
treat an interval of periodic points as one point) follows from the standard
fact that by BD for every (one-sided) attracting O(p), the immediate basin
B0(O(p)) must contain a critical point or the boundary of the basin must
contain a point belonging to ∂U and that there is only a finite number of such
points (in fact critical points cannot be in B0(O(p)) since we have assumed
Crit(f) ⊂ K). This implies also that the only indifferent periodic points that
are points of accumulation of periodic points of the same or doubled period
are those belonging to intervals of periodic points. See Proposition A.5 in
Appendix A for more details. In particular, by shrinking U, one can assume
that every periodic orbit in U \K is hyperbolic repelling.
1.3. Statement of Theorem A: Analytic dependence of geometric
pressure on temperature, equilibria.
Fix (f,K) ∈ A . Let M (f,K) be the space of all probability measures
supported on K that are invariant by f . For each µ ∈ M (f,K), denote
by hµ(f) the measure theoretic entropy of µ, and by χµ(f) :=
∫
log |f ′|dµ
the Lyapunov exponent of µ.
If µ is supported on a periodic orbit O(p) we use the notation χ(p).
Given a real number t we define the pressure of f |K for the potential
−t log |f ′| by,
(1.3) P (t) := sup {hµ(f)− tχµ(f) : µ ∈ M (f,K)} .
For each t ∈ R we have P (t) < +∞ since χµ(f) ≥ 0 for each µ ∈ M (f,K),
see [P-Lyap] or [R-L, Appendix A] for a simpler proof. Sometimes we call
P (t) variational pressure and denote it by Pvar(t).
A measure µ is called an equilibrium state of f for the potential −t log |f ′|,
if the supremum in (1.3) is attained for this measure.
As in [PR-L2] define the numbers,
χinf(f) := inf {χµ(f) : µ ∈ M (f,K)} ,
χsup(f) := sup {χµ(f) : µ ∈ M (f,K)} .
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Later on we write sometimes χinf(f,K) and χsup(f,K) or just χinf , χsup. By
Ergodic Decomposition Theorem we can assume that all µ in the definition
of χinf(f) and χsup(f) above are ergodic. In Section 8 we use an equivalent
definition, see Proposition 4.7 in Section 4.
Define
t− := inf{t ∈ R : P (t) + tχsup(f) > 0},
t+ := sup{t ∈ R : P (t) + tχinf(f) > 0}.
the condensation point and the freezing point of f , respectively. As in the
complex case the condensation (resp. freezing) point can take the value −∞
(resp. +∞).
Similarly to [PR-L2] we have the following properties:
• t− < 0 < t+;
• for all t ∈ R \ (t−, t+) we have P (t) = max{−tχsup(f),−tχinf(f)};
• for all t ∈ (t−, t+) we have P (t) > max{−tχinf(f),−tχsup(f)}.
Definition 1.14. Let f : U → R be a map of class C2 with only non-flat
critical points, and let K be a compact subset of U that is forward invariant
by f . Moreover, let φ : K → R be a Borel function. We call a finite Borel
measure µ on K for (f,K) ∈ A a φ-conformal measure if it is forward quasi-
invariant, i.e. µ ◦ f ≺ µ, compare [PU, Section 5.2], and for every Borel set
A ⊂ K on which f is injective
(1.4) µ(f(A)) =
∫
A
φ dµ.
Definition 1.15. Let (f,K) be in A . We say that for intervals W,B in
R intersecting K, the map fn : W → B is a K-diffeomorphism if it is a
diffeomorphism, in particular it is well defined, i.e. for each j = 0, ..., n− 1
f j(W ) ⊂ U, and fn(W ∩ K) = fn(W ) ∩ K, compare Definition A.1 and
Lemma 2.2.
Since f(K) ⊂ K, fn : W → B is K-diffeomorphism if and only if
f : f j(W )→ f j+1(W ) is K-diffeomorphism for all j = 0, ..., n − 1.
Definition 1.16. Let (f,K) be in A . Denote by Kcon(f) the “conical
limit part of K” for f and K, defined as the set of all those points x ∈ K
for which there exists ρ(x) > 0 and an arbitrarily large positive integer n,
such that fn on W ∋ x, the component of the f−n-preimage of the interval
B := B(fn(x), ρ(x)) containing x, is a K-diffeomorphism onto B.
Notice that f(Kcon(f)) ⊂ Kcon(f).
The main theorem in this paper corresponding to [PR-L2, Main Theorem]
is
Theorem A. Let (f,K) ∈ A 3+, in particular let f be topologically transitive
on K and have positive entropy, and assume all f -periodic orbits in K are
hyperbolic repelling. Then
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1. Analyticity of the pressure function: The pressure function P (t)
is real analytic on the open interval (t−, t+), and linear with slope
−χsup(f) (resp. −χinf(f)) on (−∞, t−] (resp. [t+,+∞)).
2. Conformal measure: For each t ∈ (t−, t+), the least value p for
which there exists an (exp p)|f ′|t-conformal probability measure µt on
K is p = P (t). The measure µt is unique among all (exp p)|f ′|t-confo-
rmal probability measures. Moreover µt is non-atomic, positive on
all open sets in K, ergodic, and it is supported on Kcon(f).
3. Equilibrium states: For each t ∈ (t−, t+), for the potential φ =
−t log |f ′|, there is a unique equilibrium measure of f . It is ergodic
and absolutely continuous with respect to µt with the density bounded
from below by a positive constant almost everywhere. If furthermore
f is topologically exact on K, then this measure is mixing, has expo-
nential decay of correlations and it satisfies the Central Limit The-
orem for Lipschitz gauge functions.
It is easy to see that the assertion about the analyticity of P (t) can be
false without the topological transitivity assumption. See also [Dobbs] for
an example where analyticity fails at an infinite set of values of t.
For a generalized multimodal map (f,K) having only hyperbolic repelling
periodic points in K, as in Theorem A, the assumption (f,K) ∈ A 3+ can be
replaced by a bounded distortion hypothesis that is more restrictive than
BD, see Definition 2.13, which is in fact what we use in our proof. See
Remark 2.14 and Lemma A.4.
Let us now comment on the properties of topological transitivity and
positive entropy assumed in Theorem A, and also notions of exactness.
Definition 1.17. Let h : X → X be a continuous mapping of a compact
metric space X.
We call h topologically exact if for every non-empty open V ⊂ X there is
m > 0 such that hm(V ) = K (sometimes the name locally eventually onto
is used).
We call h weakly topologically exact (or just weakly exact) if there exists
N > 0 such that for every non-empty open V ⊂ X, there exists n(V ) ≥ 0
such that
(1.5)
N⋃
j=0
hn(V )+j(V ) = X.
This property clearly implies that hmapsX ontoX, compare Lemma 2.1.
Notice that the equality (1.5) implies automatically the similar one with
n(V ) replaced by any n ≥ n(V ). To see this apply hn−n(V ) to both sides of
the equation and use h(X) = X.
In the sequel we shall usually use these definitions for (f,K) ∈ A set-
ting X = K, h = f |K . For some immediate technical consequences of the
property of weak exactness see Remark 2.6 below.
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Remark 1.18. Clearly topological exactness implies weak topologically ex-
actness which in turn implies topological transitivity. In Appendix A,
Lemma A.7, we provide a proof of the converse fact for f |K , saying that topo-
logical transitivity and positive topological entropy of f |K imply weak topo-
logical exactness. This allows in our theorems to assume only topological
transitivity and to use in proofs the formally stronger weak exactness .
This fact seems to be folklore. Most of the proof in Appendix A was
told to us by Micha l Misiurewicz. We are also grateful to Peter Raith for
explaining us how this fact follows from [Hof]. See also [Buzzi, Appendix
B].
In fact for (f,K) ∈ A the properties: weak topological exactness and
positive topological entropy are equivalent for f |K : K → K , see Proposition
A.8.
Now we provide the notion of exceptional and related ones, substantial
in the paper, though not explicitly present in the statements of the main
theorems. They are important in the study of various variants of conformal
measures and pressures, see Appendix C, and in explaining the meaning
if t−, and substantial in the study of e.g. Lyapunov spectrum, see [MS],
[GPRR] and [GPR2].
Definition 1.19. 1. End points. Let (f,K, ÎK) ∈ A . We say that x ∈ K
is an end point if x ∈ ∂ÎK . We shall use also the notion of the singular set
of f in K, defined by S(f,K) := Crit(f) ∪ ∂(ÎK).
Of more importance will be the notion of the restricted singular set
S′(f,K) := Crit(f) ∪NO(f,K),
where NO(f,K) is the set of points where f |K is not an open map, i.e. points
x ∈ K such that there is an arbitrarily small neighbourhood V of x in K
whose f -image is not open in K. Notice that NO(f,K) ⊂ CritT (f)∪∂(ÎK),
see Lemma 2.2.
In the proof of Theorem A we shall use inducing, that is return maps to
nice domains, as commented already at the very beginning, as in [PR-L2],
but we cover by the components (open intervals) of the nice sets the set
S′(f,K) rather than only Crit(f).
2. Exceptional sets. (Compare [MS] and [GPRR].) We say that a nonempty
forward invariant set E ⊂ K is S-exceptional for f , if it is not dense in K
and
(f |K)−1(E) \ S(f,K) ⊂ E.
Analogously, replacing S(f,K) by S′(f,K), we define S′-exceptional subsets
of K.
Another useful variant of this definition is weakly-exceptional where we
do not assume E is forward invariant. For example each unimodal map f
of interval, i.e. with just one turning critical point c, has the one-point set
{f(c)} being a weakly S-exceptional set.
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Notice that it easily follows from this definition for S or S′ that if x ∈ K
belongs to a weakly exceptional set, then the set
O−reg(x) := {y ∈ (f |K)−n(x) : n = 0, 1, ..., fk(y) /∈ S′, for every k = 0, ..., n−1}
is weakly exceptional. So it makes sense to say that the point x is weakly
exceptional.
It is not hard to see that if weak topological exactness of f on K is
assumed, then each S-exceptional set is finite, moreover with number of
elements bounded by a constant, see Proposition 2.7. Therefore the union of
S-exceptional sets is S-exceptional and there exists a maximal S-exceptional
set Emax which is finite. It can be empty. If it is non-empty we say that
(f,K) is S-exceptional, or that f is S-exceptional. Analogous terminology
is used and facts hold for weakly exceptional sets and for S′ in place of S.
More generally the above facts hold for an arbitrary finite Σ ⊂ K in
place of S or S′, where E ⊂ K is called then Σ-exceptional or weakly
Σ-exceptional, depending as we assume it is forward invariant or not, if
(f |K)−1(E) \Σ ⊂ E, see Proposition 2.7.
3. No singular connection condition. To simplify notation we shall some-
times assume that no critical point is in the forward orbit of a critical point.
This is a convention similar to the complex case. Moreover we shall some-
times assume that no point belonging to NO(f,K)∪Crit(f) is in the forward
orbit of a point in NO(f,K)∪Crit(f), calling it no singular connection con-
dition.
These assumptions are justified since no critical point, neither a point
belonging to NO(f,K), can be periodic, see Lemma 2.2, hence each tra-
jectory in K can intersect S′(f,K) in at most #S′(f,K) number of times,
hence with difference of the moments between the first and last intersection
bounded by a constant. In consequence several proofs hold in fact without
these assumptions.
1.4. Characterizations of geometric pressure.
For (f,K) ∈ A BD+ , all the definitions of pressure introduced in the rational
functions case, see [PR-LS2], make sense for f |K . In particular
Definition 1.20 (Hyperbolic pressure).
Phyp(t) := sup
X
P (f |X ,−t log |f ′|),
supremum taken over all compact f -invariant (that is f(X) ⊂ X) isolated
hyperbolic subsets of K.
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Isolated (or forward locally maximal or repeller), means that there is a
neighbourhood U of X in U such that fn(x) ∈ U for all n ≥ 0 implies
x ∈ X. Hyperbolic or expanding means that there is a constant λX > 1 such
that for all n large enough and all x ∈ X we have |(fn)′(x)| ≥ λnX . We call
such isolated expanding sets expanding repellers following Ruelle.
We shall prove that the space of such sets X is non-empty.
Notice that by our definitions X is a maximal invariant set in U its neigh-
bourhood in R, whereas the whole K need not be maximal invariant in any
of its neighbourhoods in R, see Definition 1.4 and Example 1.9.
P (f |X ,−t log |f ′|) (we shall use also notation P (X, t)) denotes the stan-
dard topological pressure for the continuous mapping f |X and the continu-
ous real-valued potential function −t log |f ′| on X , via, say, (n, ε)-separated
sets, see for example [Walters] or [PU].
From this definition it immediately follows (compare
[PU, Corollary 12.5.12] in the complex case) the following
Proposition 1.21. (Generalized Bowen’s formula) The first zero of t 7→
Phyp(K, t) is equal to the hyperbolic dimension HDhyp(K) of K, defined by
HDhyp(K) := sup
X⊂K
HD(X),
supremum taken over all compact forward f -invariant isolated hyperbolic
subsets of K.
Sometimes we shall assume the following property
Definition 1.22. We call an f -invariant compact set K ⊂ R weakly isolated
if there exists U an open neighbourhood of K in the domain of f such that
for every f -periodic orbit O(p) ⊂ U , if it is in U , then it is in K. We
abbreviate this property by (wi).
In the case of a reduced generalized multimodal quadruple (f,K, ÎK ,U)
it is sufficient to consider in this property U = U a neighbourhood of ÎK .
Indeed, by the maximality property if O(p) is not contained in K it is
not contained in ÎK . For an example of a topologically exact generalized
multimodal pair which does is not satisfy (wi) see Example 2.12.
Definition 1.23 (Tree pressure). For every z ∈ K and t ∈ R define
Ptree(z, t) = lim sup
n→∞
1
n
log
∑
fn(x)=z,x∈K
|(fn)′(x)|−t.
Under suitable conditions for z (safe and expanding, as defined below) lim-
sup can be replaced by liminf, i.e. limit exists in in this definition, see Proof
of Theorem B, more precisely Lemma 4.4 and the Remark following it.
To discuss the (in)dependence of tree pressure on z we need the following
notions.
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Definition 1.24 (safe). See [PU, Definition 12.5.7]. We call z ∈ K safe
if z /∈ ⋃∞j=1(f j(S(f,K))) and for every δ > 0 and all n large enough
B(z, exp(−δn)) ∩⋃nj=1(f j(S(f,K))) = ∅.
Notice that by this definition all points except at most a set of Hausdorff
dimension 0, are safe.
Sometimes it is sufficient in applications to replace here S(f,K) by S′(f,K)
or Crit(f), and write appropriately S′-safe and Crit(f)-safe.
Definition 1.25 (expanding or hyperbolic). See [PU, Definition 12.5.9].
We call z ∈ K expanding or hyperbolic if there exist ∆ > 0 and λ = λz > 1
such that for all n large enough fn maps 1-to-1 the interval
Compz(f
−n(B(fn(z),∆))) to B(fn(z),∆) and |(fn)′(z)| ≥ Constλn. Here
and further on Compz means the component containing z.
Sometimes we shall use also the following technical condition
Definition 1.26 (safe forward). A point z ∈ K is called safe forward if
there exists ∆ > 0 such that dist(f j(z), ∂ÎK) ≥ ∆ for all j = 0, 1, ....
Proposition 1.27. For every (f,K) ∈ A BD+ , there exists z ∈ K which is
safe, safe forward and expanding. The pressure Ptree(z, t) does not depend
on such z.
For such z we shall just use the notation Ptree(t) or Ptree(K, t) and use
the name tree pressure.
For f rational function it is enough to assume z is safe, i.e. Ptree(z, t)
does not depend on z, except z in a thin set (of Hausdorff dimension 0).
In the interval case we do not know how to get rid of the assumption z is
expanding.
One defines periodic orbits pressure hyperbolic and variational pressure
for (f,K) ∈ A BD+ , analogously to [PR-LS2], by
Definition 1.28 (Periodic orbits pressure). Let Pern be the set of all f -
periodic points in U of period n (not necessarily minimal period). Define
PPer(K, t) = lim sup
n→∞
1
n
log
∑
z∈Pern(f)∩K
|(fn)′(z)|−t.
Definition 1.29 (Hyperbolic variational pressure).
(1.6) Pvarhyp(K, t) := sup
{
hµ(f)− tχµ(f) : µ ∈ M+(f,K), ergodic,
}
,
where M+(f,K) := {µ ∈ M (f,K) : χµ(f) > 0}.
Notice that compared to variational pressure in (1.3) we restrict here to
hyperbolic measures, i.e. measures with positive Lyapunov exponent. The
space of hyperbolic measures is non-empty, since htop(f) > 0. Indeed, then
there exists µ, an f -invariant measure on K of entropy hµ(f) arbitrarily
close to htop(f) by Variational Principle, hence positive. Hence, by Ruelle’s
inequality, χµ(f) ≥ hµ(f) > 0.
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Theorem B. For every (f,K) ∈ A BD+ weakly isolated, all pressures defined
above coincide for all t ∈ R. Namely
PPer(K, t) = Ptree(K, t) = Phyp(K, t) = Pvarhyp(K, t) = Pvar(K, t).
For t < t+ the assumption (wi) can be skipped.
Denote any of these pressures by P (K, t) or just P (t) and call geometric
pressure.
The first equality holds for complex rational maps, under an additional
assumption H, see [PR-LS2], and we do not know whether this assumption
can be omitted there. In the interval case, we prove that this assumption
(and even H*, a stronger one, see Section 5) holds automatically.
The proof of Phyp(K, t) = Pvarhyp(K, t) uses Katok-Pesin’s theory, sim-
ilarly to the complex case, but in the C1+ε setting, allowing flat critical
points, see Theorem 4.1.
The proofs of the equalities PPer(K, t) = Phyp(K, t) = Ptree(K, t) in the
interval case must be slightly modified since we cannot use the tool of short
chains of discs joining two points, omitting critical values and their images,
see e.g. [PR-LS1, Geometric Lemma]. Instead, we just use strong transitiv-
ity property, Definition 2.3. This difficulty is also the reason that we assume
z is expanding when proving that Ptree(z, t) is independent of z.
Finally the proof of Pvarhyp(K, t) = Pvar(K, t) here is based on the equiv-
alence of several notions of non-uniform hyperbolicity, see Theorem C in
Subsection 1.5 and Section 3.
The definition of conformal pressure is also the same as in the complex
case:
Definition 1.30 (conformal pressure).
Pconf(K, t) := log λ(t),
where
(1.7) λ(t) = inf{λ > 0 : ∃µ onK which is λ|f ′|t − conformal},
see Definition 1.14
The proof of Theorem A yields the extension of Theorem B to the con-
formal pressure for t− < t < t+, for maps having only hyperbolic repelling
periodic orbits. We obtain
Corollary 1.31. For every (f,K) ∈ A 3+ (or A BD+ ), all whose periodic orbits
in K are hyperbolic repelling for every t− < t < t+
Pconf(K, t) = P (K, t).
Our proof will use inducing and will accompany Proof of Theorem A, see
Subsection 7.2.
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Remark 1.32. In Appendix C we provide Patterson-Sullivan’s construction.
However it results only with conformal* measures, the property weaker than
conformal, see (C.2) and (C.3). Their use will yield a different conformal
pressure P ∗conf(t). In Appendix C we shall discuss its relation to P (K, t) for
all real t.
1.5. Non-uniformly hyperbolic interval maps.
The main result of Section 3 is the equivalence of several notions of non-
uniform hyperbolicity conditions, which are closely related to the Collet-
Eckmann condition: For every critical point c in K, whose forward trajectory
does not contain any other critical point,
lim inf
n→∞
1
n
log |(fn)′(f(c))| > 0.
Namely the following is an extension to generalized multimodal maps of
the results for multimodal maps in [NP] and [R-L, Corollaries A and C],
see also [NS] for the case of unimodal maps and [PR-LS1] for the case of
complex rational maps. See Section 3 for definitions.
Theorem C. For every (f,K) ∈ A 3+ or A BD+ , weakly isolated, the following
properties are equivalent.
• TCE (Topological Collet-Eckmann) and all periodic orbits in K hyper-
bolic repelling,
• ExpShrink (exponential shrinking of components),
• CE2*(z) (backward Collet-Eckmann condition at some z ∈ K for preim-
ages close to K),
• UHP. (Uniform Hyperbolicity on periodic orbits in K.)
• UHPR. (Uniform Hyperbolicity on repelling periodic orbits in K.)
• Lyapunov hyperbolicity (Lyapunov exponents of invariant measures are
bounded away from 0),
• Negative Pressure (P (t) < 0 for t large enough).
All the definitions will be recalled or specified in Section 3. See Defini-
tion 2.8 for the ”pull-back”.
The only place we substantially use (wi) is that UHP on periodic orbits in
K is the same as on periodic orbits in a sufficiently small neighbourhood of
K, since both sets of periodic orbits are the same by the definition of (wi).
We will use (wi) also to reduce the proof to the (f,K) ∈ A BD+ case.
A novelty compared to the complex rational case is the proof of the impli-
cation CE2*(z0) ⇒ ExpShrink, done by the second author for multimodal
maps in [R-L]. Here we present a slight generalization, following the same
strategy, with a part of the proof being different.
Remark 1.33.
1. For complex rational maps, the TCE condition is invariant under topo-
logical conjugacy. However, since a topological conjugacy between interval
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maps need not preserve inflection critical points, the TCE condition is not,
by itself, invariant under topological conjugacy.
2. As opposed to the case of complex rational maps, for interval maps
the TCE condition does not exclude existence of periodic orbits that are not
hyperbolic repelling. So, the TCE condition is not, by itself, equivalent to
the other notions of non-uniform hyperbolicity considered above.
1.6. Complementary Remarks.
1. The following has been proven recently in [GPR2] (and before in [GPR]
in the complex case). Consider the level sets of Lyapunov exponents of f
L(α) := {x ∈ K : χ(x) := lim
n→∞
1
n
log |(fn)′(x)| = α}
Then the function α 7→ HD(L(α)) for α ∈ (χinf , χsup), called dimension
spectrum for Lyapunov exponents, is equal to F (α), where
(1.8) F (α) :=
1
|α| inft∈R (P (t) + αt) .
(a Legendre-like transform of geometric pressure P (t)), provided (f,K) ∈
A BD+ is non-exceptional and satisfies the weak isolation condition, see Defi-
nition 1.22.
So Theorem A item 1 yields the real analyticity of α 7→ HD(L(α)) for α ∈
(χ∗inf , χ
∗
sup), where χ
∗
inf := inf{dPdt (t) : t ∈ (t−, t+)}, χ∗sup := sup{−dPdt (t) :
t ∈ (t−, t+)}.
The same in the complex case was noted in [PR-L2, Appendix B].
2. As mentioned at the beginning, if f has no preperiodic critical point
in K, or is not exceptional, then t− = −∞ (under additional mild assump-
tions), see [IT] or [Zhang, Theorem B]. It may happen that t+ < ∞ even
if (f,K) is Collet-Eckmann, in particular 1 < t+ < ∞ for K = I for a real
quadratic polynomial with a non-recurrent critical point, see [CR-L].
The property: TCE and all periodic orbits in K hyperbolic repelling, is
equivalent to t+ > t0 := HDhyp(K) which is hyperbolic dimension of K and
the first zero of P (t), see Subsection 1.4.
In addition, if a generalized multimodal map (f,K) is TCE with all pe-
riodic orbits in K hyperbolic repelling and if K = Î (a union of closed
intervals) then t0 = 1 and Theorem A yields immediately the existence
of an absolutely continuous invariant probability measure (acip); this is the
equilibrium measure whose existence is asserted there. For multimodal maps
this was first shown in [R-LS, Corollary 2.19].
If (f,K) is not TCE or if f has a periodic point that is not hyperbolic
repelling, then t0 = t+ and the existence (or non-existence) of acip is an
object of an extensive theory, see e.g. [BRSS].
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3. There are several interesting examples of generalized multimodal maps
in the literature. In [R-L2] generalized multimodal maps were considered
each being the restriction to its domain of a degree 4 polynomial, with K
being a Cantor set with one turning critical point in K. In these examples
f |K is Collet-Eckmann, but the expansion rates in UHP and ExpShrink
occur different (λPer > λExp), what cannot happen in the complex case.
A bit similar example also belonging to A BD+ was considered in [P-span],
for which the periodic specification property, uniform perfectness of K (in
the plane) and some other standard properties, fail.
Both examples satisfy the assumptions of Theorems A,B,C.
4. It has been proven recently in [P-span] that Ptree(z, t) does not de-
pend on z safe, in particular it is constant except z in a thin set, as in the
rational case, thus answering the question asked after Proposition 1.27 (for
t > 0, assumed all periodic orbits are hyperbolic repelling and K is weakly
isolated).
5. Given a generalized multimodal map (f,K, Î) ∈ A, one can consider its
factor g by contracting components of R \ Î, and their iterated preimages to
points, see Appendix A: Remark A.6 and Step 2 in the proof of Lemma A.7.
This g is piecewise monotone, piecewise continuous map of an interval I.
Notice that it is continuous iff for each bounded component Q of R \ Î,
f(∂Q) is one point or there is a component P of R\K such that f(∂Q) ⊂ ∂P .
Clearly if f is a classical multimodal map of an interval I into itself and,
in the notation in Example 1.9, K = I+ \B(f) is its core Julia set, if f |K is
topologically transitive and Î := I+ \B0(f), then the factor g defined above
is continuous.
1.7. Acknowledgements. We thank Weixiao Shen for pointing out to us
subtleties in the construction of conformal measures for interval maps. We
thank also Micha l Misiurewicz and Peter Raith, see Remark 1.18.
2. Preliminaries
2.1. Basic properties of generalized multimodal pairs.
We shall start with Lemma 2.1 (its first paragraph), which explains in
particular why in Definition 1.2 the intervals Îj are non-degenerate.
Lemma 2.1. If f : X → X is a continuous map for a compact metric
space X and it is topologically transitive, then f maps X onto X and if X
is infinite, it has no isolated points and is uncountable.
If we assume additionally that X ⊂ R and moreover that for U being an
open neighbourhood of X, (f,X,U) ∈ A , then X is either the union of a
finite collection of compact intervals or a Cantor set.
Proof. Recall one of the equivalent definitions of topological transitivity
which says that for every non-empty U, V ⊂ X open in X, there exists n ≥ 1
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such that fn(U) ∩ V 6= ∅. If x ∈ X were isolated, then for U = V = {x}
there would exist n(x) ≥ 1 such that fn(x)(x) = x. Since X is infinite there
is y ∈ X \ O(x). Let V be a neighbourhood of y in X disjoint from O(x).
Then fn({x}) ∩ V = ∅ for all n ≥ 1 what contradicts the topological tran-
sitivity since {x} is open. f is onto X by the topological transitivity since
otherwise for the non-empty open sets U = X, V = X \ f(X) for all n ≥ 1
fn(U) ∩ V = ∅. K is uncountable by Baire property.
To prove the last assertion suppose that X contains a non-degenerate
closed interval T . Extend f |X to a C2 multimodal map g : I → I of a
closed interval I containing U with all critical points non-flat. Then by the
absence of wandering intervals, see [dMvS, Ch.IV, Theorem A], there exist
n ≥ 0,m ≥ 1 such that for L := fn(T ) the interval fm(L) intersects L (the
other possibility, that fn(T )→ O(p) for a periodic orbit in X, is excluded by
the topological transitivity of f onX). LetM be the maximal closed interval
in X containing L. Then fm(M) ⊂ M . By the topological transitivity of
f on X, for M◦ denoting the interior of M in X, the union
⋃∞
j=0 f
j(M◦) is
a dense subset of X. Hence the family of intervals M,f(M), ..., fm−1(M)
covers a dense subset of X. But
⋃m−1
j=0 f
j(M) is closed, as the finite union
of closed sets, hence equal to X. We conclude that X is the union of a finite
collection of compact intervals.
If X does not contain any closed interval, then since all its points are
accumulation points, X is a (topological) Cantor set. 
Let us provide now some explanation concerning the set S′(f,K), in par-
ticular NO(f,K), see Definition 1.19, item 1.
Lemma 2.2. Consider (f,K) ∈ A . Then NO(f,K) ⊂ ∂(ÎK) ∪ Crit(f) is
finite. None of points in S′(f,K) = Crit(f) ∪ NO(f,K) is periodic. The
set Crit(f) cuts ÎK = Î
1 ∪ ... ∪ Îm(K) into smaller intervals I ′1, ..., I ′m′(K)
such that for each j the restriction of f to the interior of I ′j is a diffeomor-
phism onto its image and f(I ′j ∩K) = f(I ′j)∩K, i.e. a K-diffeomorphism
according to Definition 1.15.
Moreover for each T intersecting K, short enough, disjoint from S′(f,K)
f : T → f(T ) is a K-diffeomorphism, i.e.
(2.1) f(T ∩K) = f(T ) ∩K.
The converse also holds for open T , namely K-diffeomorphism property im-
plies disjointness of T from S′(f,K)
Proof. The equalities f(I ′j ∩K) = f(I ′j)∩K hold by the maximality of K.
Indeed, if the strict inclusion ⊂ held for some j we could add to I ′j ∩K the
missing preimage of a point in f(I ′j)∩K. (Equivalently this equality holds
by Darboux property, see Proposition A.2). So the only points where f |K is
not open can be some end points of I ′j . Hence NO(f,K) ⊂ ∂(ÎK)∪Crit(f)
(in fact one can write CritT (f) here) and the set is finite.
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No critical point is periodic. Otherwise, if c ∈ Crit(f) were periodic, then
its periodic orbit O(c) would be attracting in K, what would contradict the
topological transitivity of f |K , see Remark 1.7. (We recall an argument: a
small neighbourhood od O(c) could not leave it under fn, therefore could
not intersect nonempty open set in K disjoint from O(c).)
Suppose now that x ∈ NO(f,K) \Crit(f) is periodic. Then x ∈ ∂(ÎK) is
a limit of K only from one side; denote by L a short interval adjacent to x
from this side. Then f(x) is the limit of K from both sides since otherwise
x /∈ NO(f,K) since f is a homeomorphism from L ∩ K to f(L) ∩ K. We
have already proved that the periodic orbit O(x) is disjoint from Crit(f).
Hence fm(x) = x is a limit of K from both sides, as fm−1 image of f(x).
We arrive at a contradiction.
Let us prove the last assertion of the theorem. Fix δ less than g being
the minimal length of all components of R \ K and all components of IˆK .
For each point f(x) for x ∈ ∂IˆK denote by gx the length of the component
of R \K adjacent to f(x) if f(x) is not an accumulation point of K from
one side (there cannot be such components on both sides since K has no
isolated points, also we do not define gx if f(x) is accumulated by K from
both sides). Let U ′ be a neighbourhood of K with closure in U. Assume
δ < dist(∂UK , ∂U
′). Let Lip be Lipschitz constant for f |U ′ . Assume finally
that Lip δ is smaller than all gx.
Consider now an arbitrary, say open, interval T shorter than δ, inter-
secting K, disjoint from S′. K is forward invariant, so the only possibility
(2.1) does not hold is f(T )∩K strictly larger than f(T ∩K). Then T must
contain a point x ∈ ∂IˆK . Indeed, T intersects IˆK because it intersects K,
and if T ⊂ IˆK then (2.1) holds but the previous part of the lemma. Let T ′
be the component of T \ {x} disjoint from IˆK . Then if f(x) is accumulated
by K from f(T ′), then x ∈ NO(f,K), so x ∈ S′, a contradiction. In the
remaining case f(T ′) ∩K = ∅. Since T ′′ = T \ T ′ ⊂ IˆK , we have again the
property (2.1) for T ′′ by the previous part of the lemma. Hence (2.1) holds
for T .
The converse, i.e. that existence of x ∈ S′(f,K) ∩ T for an open T
implies lack of the K-diffeomorphism property follows immediately from
definitions. 
The following property, stronger than topological transitivity and weaker
than weak exactness, is useful:
Definition 2.3. For f : X → X a continuous map for a compact metric
space X and x ∈ X denote A∞(x) :=
⋃
j≥0 f
−j(x). Then f is said to satisfy
strong transitivity property1, abbr. (st), if for every x ∈ X the set A∞(x) is
dense in X.
1In previous versions of this paper we called this property: density of preimages
property.
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See e.g. [Kameyama] for this notion and references therein. It is clear
that weak exactness implies (st). In fact for generalized multimodal pairs,
(st) corresponds to topological transitivity. Namely
Proposition 2.4. For every (f,K) ∈ A the map f |K satisfies strong tran-
sitivity property.
The proof is not immediate. We provide it in Appendix A, in Proof of
A.7, Step 1. This fact is related to the fact that each piecewise continuous
piecewise monotone mapping of the interval which is topologically transitive
is strongly transitive, see [Kameyama].
In the general continuous mappings setting, it is easy to provide examples
of topologically transitive maps which do not satisfy (st).
Similarly to Julia sets in the complex case, the following holds in the
interval case:
Proposition 2.5. For every (f,K) ∈ A+ the set of repelling periodic orbits
for f |K is dense in K.
Below are sketches of two proofs. Unfortunately the proofs are not imme-
diate and refer to material discussed further on in this paper. On the other
hand they are rather standard.
Proof 1. Apply Theorem 4.1 or facts in Section 4 following it. To be con-
crete, consider an arbitrary safe, safe forward, expanding point z0. In Proof
of Lemma 4.4, we find an invariant isolated hyperbolic set X ⊂ K whose all
trajectories (in particular a periodic one) pass arbitrarily close to z0.
Due to htop(f |K) > 0 we find infinitely many such periodic orbits and all
except at most a finite set of them are hyperbolic repelling, see Remark 1.7.
Finally notice that safe, safe forward, and expanding points form in K a
backward invariant set (i.e. its preimage is contained in it). Therefore
having just one such point z0 whose existence is asserted in Lemma 4.4, we
have the set A∞(z0) of safe, safe forward, expanding points. Clearly this set
is dense in K, see Definition 2.3 and the discussion following it. 
Proof 2. It is easy to prove the density of periodic orbits for piecewise con-
tinuous piecewise affine topologically transitive maps of interval with fixed
slope β > 1. It follows for f |K due to the semiconjugacy as in Proof of
Lemma A.7, Step 2. 
Finally let us discuss some easy technical facts related to weak exactness
property or to strong transitivity.
Remark 2.6. For f : X → X a continuous map for a compact metric space
X, for x ∈ X and for each positive integer k, denote similarly to A∞(x),
Ak(x) :=
⋃
0≤j≤k
f−j(x)
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Assume that f is weakly exact. Then it is easy to see (use compactness
and Lebesgue number), that there exists N ≥ 0 depending only on f such
that for every ε > 0 there exists n(ε) ≥ 0 such that for every n ≥ n(ε) and
every ball B(x0, ε) for x0 ∈ X, we have
⋃N
j=0 f
n+j(B(x0, ε)) = X.
In particular An+N (x) is ε-dense in X (that is, for each y ∈ X there exists
y′ ∈ An+N (x) such that dist(y, y′) < ε). For this however it is sufficient to
assume the strong transitivity property, see Definition 2.3.
Namely the following holds: Assume that f is strongly transitive. Then,
for every ε > 0 there exists k(ε) such that for every k ≥ k(ε) and every
x, y ∈ X it holds Ak(x) ∩B(y, ε) 6= ∅.
2.2. On exceptional sets.
We shall explain here why exceptional and weakly exceptional sets must
be finite, see Definition 1.19, and provide some estimates.
Proposition 2.7. For every (f,K) ∈ A+ (or equivalently (f,K) ∈ A
such that f |K is weakly topologically exact), for every finite Σ ⊂ K each
weakly Σ-exceptional (in particular weakly S-exceptional) set is finite and
its cardinality is bounded by a constant depending only on #Σ and (f,K).
Proof. Part 1. Let an interval T centered in K be disjoint from a weakly Σ-
exceptional set E. It exists since by definition E is not dense in K. Denote
ε = |T |/2.
Let k(ε) be an integer found for ε as in Remark 2.6. Then for every z ∈ E
and the set Ak(z) intersects T . Suppose E is infinite. Hence, as, given k, all
#Ak(z) are uniformly bounded, given k, with respect to z, there is an infinite
sequence of points zt ∈ E such that all Ak(zt) are pairwise disjoint. Indeed,
it is sufficient to define inductively an infinite sequence of points zt ∈ E such
that for every i < j and every s : 0 ≤ s ≤ k f s(zi) 6= zj and zj /∈ Ak(zi). If
there exists x ∈ Ak(zi)∩Ak(zj) then there exist s1, s2 between 0 and k such
that f s1(x) = zi and f
s2(x) = zj . Then f
s2−s1(zi) = zj or f
s1−s2(zj) = zi
depending as s2 > s1 or s1 > s2, a contradiction.
Since Σ is finite, we obtain at least one An(zk) disjoint from Σ. Then
An(zk) ⊂ E by the definition of an exceptional set, hence E intersects T , a
contradiction.
Part 2. Now we find a common upper bound for #E for all weakly
Σ-exceptional E, depending on #Σ and (f,K). For this we repeat the
consideration in Part 1. with more care.
First, consider O(p) a repelling periodic orbit in K ∩ interior ÎK . It exists
because there are infinitely many such orbits in K by htop(f |K) > 0, see
e.g. Theorem 4.1. Let T = T (p) be now an open interval centered at p
with |T | = 2ε small enough that the backward branches gn inverse to fn,
along O(p), exist on T , gn(T ) ⊂ ÎK and gn(T )→ O(p) as n→∞, and else
(gn(T ) \O(p)) ∩ Σ = ∅.
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Define k = k(ε) as in Part 1 of the Proof. Denote supz∈K #Ak(z) by
C = C(ε). Find consecutive points zt ∈ E by induction as follows. Take
an arbitrary z1 ∈ E. Next find z2 ∈ E so that Ak(z1) ∩ Ak(z2) = ∅. This
is possible if #E > C + k. The summand C is put to avoid z2 ∈ Ak(z1),
the summand k is put to avoid z2 = f
s(z1) for 0 < s ≤ k. To be able
to repeat this until finding zm for an arbitrary integer m > 0, we need
#E > (m− 1)(C + k).
Assume that E is disjoint from T (p). If m > #Σ, then at least one Ak(zt)
for t = 1, ...,m is disjoint from Σ and intersects T (p). Hence E intersects
T (p), a contradiction. Therefore
(2.2) #E ≤ C(f,K, ε) := (#Σ)(C(ε) + k).
Consider finally E being an arbitrary non-dense weakly Σ-exceptional set
(previous E was assumed to be disjoint from T (p)). Notice that if #E >
#O(p) then E′ := E \ O(p) is also a weakly Σ-exceptional (notice that
removal of a forward invariant set from a weakly Σ-exceptional set leaves
the rest weakly Σ-exceptional or empty).
We conclude with
(2.3) #E ≤ #O(p) + (#Σ)(C(ε) + k),
see (2.2). Indeed, if this does not hold, then #E′ > C(f,K, ε), hence there
exists w ∈ E′ ∩ T (p). Then the trajectory of w under gn omits Σ hence it
is in E \ O(p) (notice that it is in ÎK hence in K by maximality of K) and
therefore E is infinite which contradicts finiteness proved already in Part 1.
of the Proof. 
2.3. Backward stability.
The following notion is useful
Definition 2.8. Let (f,K,U) ∈ A . For any interval T ⊂ U intersecting
K, or a finite union of intervals each intersecting K, and for any positive
integer n, we call an interval T ′ its pull-back for fn, of order n, or just a
pull-back if it is a component of f−n(T ) intersecting K.
Notice that, unlike in the complex case, fn need not map T ′ onto T .
This can happen either if T ′ contains a turning point or if an end point
of T ′ coincides with a boundary point of U. We shall prevent the latter
possibility by considering T small enough (or having all components small
enough), see Lemma 2.10.
The absence of wandering intervals, [dMvS, Ch. IV, Th. A], see also
comments in Example1.9 and Proof of Proposition A.2, and Lemma 2.1, is
reflected in the following
Lemma 2.9. Let f : U → R for open set U ⊂ R be a C2 map with non-flat
critical points and X ⊂ U be a compact f -invariant set.
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Let T ⊂ U be an open interval such that one end x of T belongs to X and
fk(T ) ∩ X = ∅ for all k ≥ 0 (we consider fk on its domain which can be
smaller than T ).
Then either x is eventually periodic, that is there exists n,m > 0 such
that fn(x) = fn+m(x), or attracted to a (one-sided) attracting periodic orbit
in X.
If (f,X,U) ∈ A , then in the former case the periodic orbit O(fn(x)) is
disjoint from Crit(f) and contains a point belonging to ∂(ÎX).
Proof. We shall only use f restricted to a small neighbourhood UX of X in
U . We consider UX = {x : dist(x,X) < δ} for a positive δ. So UX has finite
number of components. We assume that δ is small enough that UX \X does
not contain critical points.
Let us define by induction T0 = T and Tn the component of f(Tn−1)∩UX
containing fn(x) in its closure. We consider two cases:
Case 1.
There exists n0 such that for all n ≥ n0, f(Tn−1) ⊂ UX , that is Tn =
f(Tn−1), in particular f(Tn−1) ∩ UX is connected so there is no need to
specify a component.
Suppose that all Tn are pairwise disjoint for n ≥ n0. As in the previous
proofs extend f |UX to a C2 multimodal map g : I → I of a closed interval
containing UX with all critical points non-flat. Then Tn0 is a wandering
interval for g since on its forward orbit f and g coincide (unless it is attracted
to a periodic orbit) which is not possible by [dMvS, Ch. IV, Th. A].
So let n′ > n ≥ n0 be such that Tn ∩ Tn′ 6= ∅. Then the end points fn(x)
and fn
′
(x) of Tn and Tn′ respectively, belonging to X, do not belong to the
open interval T 1 := Tn ∪ Tn′ . If these end points coincide, then fn(x) =
fn
′
(x) i.e. x is eventually periodic. If they do not coincide consider T 2 :=
fn
′−n(T 1). The intervals T 1 and T 2 have the common end x1 := fn
′
(x).
Since fn
′−n changes orientation on fn(T ) (i.e has negative derivative) and
there are no critical points in T 1 ⊂ UX \X, it changes orientation on T 1.
Hence T 2 = T 1 and x1 is periodic of period 2(n′ − n).
Case 2. There is a sequence nj →∞ such that f(Tnj−1) are not contained
in UX . For each such nj one end of Tnj is f
nj(x) ∈ X and the other end is
in ∂UX . Remember that Tnj is disjoint from X. Now notice that there is
only a finite number of such intervals. So again there are two different nj
and nj′ such that f
nj(x) = fnj′ (x), hence x is eventually periodic.
Suppose now that (f,X,U) ∈ A . Suppose that x is preperiodic and
put p = fn(x) periodic. Then p /∈ Crit(f) since otherwise p would be an
attracting periodic point so it could not be in K.
If O(p) ∩ ∂(ÎX) = ∅ then the forward orbit of T ′ := fn(T ) would stay
in ÎX . It cannot leave this set because it would capture a point belonging
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to ∂(ÎX) hence belonging to X. This is however not possible since by the
maximality of X in ÎX the forward orbit of T
′ would be in X.

Now we are in the position to prove a general lemma about shrinking of
pull-backs.
Lemma 2.10. For every (f,K,U) ∈ A+ and for every ε > 0 there exists
δ > 0 such that if T is an arbitrary open interval in R intersecting K, disjoint
from Indiff(f), and satisfying |T | ≤ δ, then for every n ≥ 0 and every
component T ′ of f−n(T ) intersecting K (i.e pull-back, see Definition 2.8) we
have |T ′| ≤ ε. Moreover the lengths of all components of f−n(T ) intersecting
K converge to 0 uniformly as n→∞.
In particular, for δ small enough the closures in R of all T ′ are contained
in U .
Proof. Since (f,K,U) ∈ A+ then f |K is weakly topologically exact, Lemma A.7.
(We shall not use htop(f |K) > 0 anymore in Proof of Lemma 2.10.)
Suppose there is a sequence of intervals Tn intersecting K, disjoint from
Indiff(f), with |Tn| → 0, a sequence of integers jn → ∞ and a sequence of
intervals T ′n being some components of f
−jn(Tn) respectively, intersectingK,
with |T ′n| bounded away from 0. Then, passing to a subsequence if necessary,
we find a non-trivial open interval L ⊂ I such that L = limn→∞ T ′n (in the
sense of convergence of the end points).
Suppose that L intersects K. Then there exists an open interval L′ ⊂ L
with closure contained in L such that L′ intersects K. Then T ′n ⊃ L′ for
n large enough, hence Ln := f
jn(L′) ⊂ Tn. By weak topological exactness,
see Definition 1.17, there exists N > 0 such that for all n large enough⋃N
j=0 f
j(Ln) ⊃ K which is not possible, since the lengths of Ln ⊂ Tn tend
to 0 and K is infinite.
Suppose now that L does not intersect K. Since all T ′n intersect K we
can choose an ∈ T ′n ∩ K. Let a be the limit of a convergent subsequence
ant (to simplify notation we shall omit the subscript t). Then a ∈ K by the
compactness of K, hence it is one of the end points of L.
All iterates fk are well defined on the whole L since for every n the
map f jn is well defined on T ′n hence all f
k, k ≤ jn are well defined on T ′n,
jn → ∞ and T ′n → L. If we replace L by L′ having the same end a but
shorter at the other end, then as in the previous case T ′n ⊃ L′ for n large
enough (all T ′n for n large enough contain a since the points an lie on the
other side of a than L; otherwise L would intersect K). Hence f jn(L′) ⊂ Tn.
(Though the f jn are defined on L we need to shorten it to L′ to have the
latter inclusion. So we shall use L′ instead of L in the sequel.)
If there is k > 0 such that fk(L′) intersects K then this contradicts weak
topological exactness as in the previous case.
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If no fk(L′) intersects K we can apply Lemma 2.9 and conclude that a is
eventually periodic. Moreover by Lemma 2.9 we can find periodic a′ = f s(a)
such that a′ ∈ ∂(ÎK) \Crit(f).
We conclude that all |fk(L′)| for k large enough are bounded away from 0
by a constant D(a′). This is obvious if a′ (more precisely its orbit O(a′))) is
repelling. We just defineD(a′) := dist(O(a′), ∂W ) forW as in Definition 1.6.
Finally notice that a′ cannot be indifferent. Indeed, if a′ were one-sided
attracting, the attracting side would be the side on which f s(L′) lied, disjoint
from K. Hence all f s(an) would be on the other side. Hence f
s(T ′n) and
therefore Tn would contain indifferent periodic points (belonging to O(a
′))
for n large enough, what would contradict the assumptions.
We again arrive at contradiction with |Tn| → 0.
The proof that if |T | is small enough then for any sequence T ′n being
components of f−jn(T ) respectively, for varying T , intersecting K (i.e. pull-
backs, see Definition 2.8) we have uniformly |T ′n| → 0, is virtually the same.
Let us be more precise. Since the set ∂(ÎK) is finite, D = mina′ D(a
′)
is positive, where a′ are repelling periodic points belonging to ∂(ÎK). Let
D̂ > 0 be an arbitrary number less than D and such that for no T with
|T | ≤ D̂ the inclusion ⋃Nj=0 f j(T ) ⊃ K is possible.
Fix an arbitrary integer k > 0. Suppose there is a sequence of intervals
T (n) intersecting K with |T (n)| ≤ D̂, disjoint from Indiff(f) and for each
T (n) there exist its pull-back T ′n of order jn with jn → ∞ as n →∞, such
that for all n, |T ′n| ≥ 1/k. Then we find a limit L and L′ ⊂ L and arrive at
contradiction as before. Therefore there exists j(k) such that for all T with
|T | ≤ D̂ every pull-back of T of order at least j(k) is shorter than 1/k. This
applied to every k gives for k →∞ the asserted uniform convergence of |T ′n|
to 0.

Remark 2.11. The first conclusion of Lemma 2.10, that |T ′| < ε, is called
backward Lyapunov stability. To obtain this conclusion it is sufficient to
assume (f,K) ∈ A . In particular weak exactness assumption is not needed.
The proof of backward Lyapunov stability can be then proved as follows.
In the case where no fk(L′) intersects K, only Lemma 2.9 has been used
in Proof of Lemma 2.10, where weak exactness was not assumed.
In the remaining case we can use [dMvS, Contraction Principle 5.1].
Namely, extend f to a C2 multimodal map g : I → I, where I ⊃ U, as
in Proof of Lemma 2.9 (keep for g the notation f). Then, for L′ as in Proof
of Lemma 2.10, due to lim infn→∞ |fn(L′)| ≤ lim infn→∞ |Tn| = 0, by Con-
traction Principle, either L′ is wandering or attracted to a periodic orbit O.
The former, wandering case, is not possible by [dMvS, Ch.IV, Th. A]. In
the latter case O ⊂ K, since all fn(L′) intersect K for n large enough by
forward invariance of K. This however contradicts topological transitivity
of f |K , see Proof of Lemma 2.1.
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Backward Lyapunov stability can fail in the complex case, e.g. for f on
its Julia set, even for f being a quadratic polynomials with only hyperbolic
repelling periodic orbits. See [Levin, Remark 2].
2.4. Weak isolation.
Below is the example of a generalized multimodal pair not satisfying (wi),
promised in Introduction
Example 2.12. First consider f : [−1, 1] → [−1, 1] defined by f(x) :=
4x3 − 3x. This is degree 3 Chebyshev polynomial with fixed points −1
and 1 and critical points −1/2, 1/2 mapped to 1 and −1 respectively. For
x : −1 ≤ x ≤ 1, x 6= ∓1/2 let i(x) = 0, 1 or 2, depending as x <
−1/2,−1/2 < x < 1/2 or x > 1/2. Define the itinerary of each x ∈
(−1, 1) whose trajectory does not hit ∓1/2 by the infinite sequence i(x) =
(i(x), i(f(x)), ..., i(fn(x)), ...) and of each x such that fn(x) = −1/2 or 1/2
by the finite sequence (i(x), i(f(x)), ..., i(fn−1(x))), empty for x = ∓1/2.
Define the itinerary as empty set also for x = ∓1. Later on we shall usu-
ally omit commas in the notation of these sequences. Let T be the open
interval of points in [−1, 1] for which the itinerary starts with the block 11.
Then the forward trajectory of ∂T is disjoint from the closure of T (compare
Definition 6.5). We define
K := [0, 1] \
∞⋃
n=0
f−n(T ).
Notice that K can be defined as the set of all points [−1, 1] for which the
itinerary does not contain the forbidden block 11.
Finally define ÎK := [−1, 1] \ T , and consider (f,K, ÎK ,U) ∈ A , where
U is an arbitrary two components neighbourhood of [−1, 1] \ T and f is
smoothly extended to U \ [−1, 1] keeping the previous f on [−1, 1], in par-
ticular on [−1, 1] ∩U.
The map f |K is topologically transitive and even topologically exact. Here
is the standard proof: f |K is the factor of the topological Markov chain
(σ,ΣA), with the 3 × 3 transition 0-1 matrix A = (aij) having all entries
equal to 1, except a11 = 0. ΣA is by definition the space of all infinite
sequences a0a1... where ai = 0, 1 or 2 with no two consecutive 1’s and σ is
the shift to the left, σ((aj))k = ak+1. The projection, i.e. the ‘coding’ π,
is defined in the standard2 way, as follows. Consider an arbitrary sequence
a0a1... of integers 0,1, or 2, not containing the forbidden block 11 and for
each integer n consider the associated cylinder Cn(a0...an), i.e. the set of
all sequences in ΣA starting from the this block. Define π
′(Cn(a0...an)) as
2In our Chebyshev case we can just write pi(a0a1...) = − cos(pi
∑∞
n=0 an/3
n), and use
the identity f(cos(θ)) = cos(3θ) to get f ◦ pi = pi ◦ σ.
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the set of all points in [−1, 1] whose itinerary starts from the block a0...an.
Then π((a0a1...)) is (uniquely) defined as
⋂
n→∞ π
′(Cn(a0...an)). We obtain
by construction π ◦ σ = f ◦ π. The continuity of π also follows easily from
the construction.
Consider an arbitrary Cn = Cn(a0...an). Then σ
n+2(Cn) = ΣA, i.e. the
whole space. This is so because every sequence (bj) ∈ ΣA is the σn+2-image
of (a0...anan+1b0b1...) belonging to Cn for an+1 being 0 or 2, since the latter
sequence does not contain forbidden 11. (Notice that in the case an 6= 1 we
do not need an+1 hence σ
n+1 would be sufficient.) The topological exactness
of σ on ΣA immediately implies the topological exactness of the factor f |K .
It is easy to calculate that htop(σ) = log(1 +
√
3), which is positive.
Since π is a coding via Markov partition, htop(σ) = htop(f |K), compare
e.g. [PU, Theorem 4.5.8]; in fact this equality easily follows from the fact
that our coding π is at most 2-to-1 (use the definition of the topological
entropy via (n, ε)-nets, for any such net in K consider its π-preimage in ΣA).
In particular htop(f |K) is positive. Thus (f,K) ∈ A+. (In fact ‘positive
entropy’ follows already from the topological exactness, see Proposition A.8.)
For each n ≥ 2 there is a periodic point in [−1, 1] \ K of period n with
the periodic orbit having the itinerary being the concatenation of the blocks
1100...0 of length n, hence intersecting T , therefore not in ÎK . It is arbitrarily
close to K for n large, since the interval encoded by the block 1100...0 of
length n is adjacent to the interval encoded by the block 1200...0 of length
n. Therefore the weak isolation condition (wi) is not satisfied.
2.5. Bounded Distortion and related notions.
In Section 6 we shall use ‘bounded distortion’ properties formally stronger
than BD defined in Definition 1.12.
Definition 2.13. We say that (f,K,U) satisfies Ho¨lder bounded distortion
condition, abbr. HBD, if there exist constants α : 0 < α ≤ 1 and δ > 0 such
that for every τ > 0 there exists a constant C(τ) such that the following
holds:
For every pair of intervals I1 ⊂ U, I2 ⊂ R such that |I2| ≤ δ, if fn maps
diffeomorphically I1 onto I2 for a positive integer n, then for every interval
T ⊂ I2 such that I2 is a τ -scaled neighbourhood of T , for g = (fn|I1)−1 and
for all x, y ∈ T
|g′(x)/g′(y)| ≤ C(τ)(|x− y|/|T |)α.
For α = 1 we call this condition: Lipschitz bounded distortion condition
and abbreviate to LBD.
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Remark 2.14. The conditions BD and even LBD are true if (f,K,U) is in
A 3 and Schwarzian derivative of f is negative on U. More precisely
|g′(x)/g′(y)| < (1 + 2τ
τ2
+ 1)
|g(x) − g(y)|
|g(T )| ,
see e.g. [BT1, Section 2.2] or [dMvS, Ch.IV, Theorem 1.2]. In consequence
|g′(x)/g′(y)| < C(τ) |x− y||T | .
The conditions BD and LBD are true for every multimodal map of interval
f : I → I if f is C3 and all periodic orbits are hyperbolic repelling, by an
argument in [BRSS, Chapter 3] using [vSV], decomposing fn into a negative
Schwarzian block till the last occurrence of f j(I1) close to Crit(f) and an
expanding one, within a distance from Crit(f).
Hence we can assume that BD and even LBD are true for (f,K,U) ∈
A 3 if all periodic orbits in K are hyperbolic repelling, by an appropriate
modification (if necessary) of f outside K (in fact only outside ÎK) so that
also outside K all periodic orbits are hyperbolic repelling. See Appendix A,
Lemma A.4 for details, and [BRSS, Chapter 3] cited above.
In this paper if we need to use BD, similarly LBD or HBD, for (f,K,U) ∈
A but do not need smoothness higher than C2, we just assume them.
It is conceivable, see [vSV], BD and LBD hold for all (f,K,U) ∈ A (i.e.
C2) provided the set of all periodic orbits in U except hyperbolic repelling
orbits, is in a positive distance from K, i.e. there are no such orbits if we
shrink U.
3. Non-uniformly hyperbolic interval maps
In this Section we shall prove Theorem C. Let us recall some definitions,
see e.g. [PR-LS1], [NP] and [R-L], adapted to C2 generalized multimodal
quadruples, namely for (f,K, ÎK ,U) ∈ A , see Introduction.
• TCE. Topological Collet-Eckmann condition. There exist M ≥ 0, P ≥ 1
and r > 0 such that for every x ∈ K there exists a strictly increasing
sequence of positive integers nj, for j = 1, 2, ... such that nj ≤ P · j and for
each j
#{i : 0 ≤ i < nj,Compf i(x) f−(nj−i)B(fnj(x), r) ∩ Crit(f) 6= ∅} ≤M.
• ExpShrink. Exponential shrinking of components. There exist λExp > 1
and r > 0 such that for every x ∈ K, every n > 0 and every connected
componentW of f−n(B(x, r)) intersecting K (pull-back, see Definition 2.8),
we have
|W | ≤ λ−nExp.
GEOMETRIC PRESSURE FOR MULTIMODAL MAPS OF THE INTERVAL 31
• Lyapunov hyperbolicity. Lyapunov exponents of invariant measures are
bounded away from zero. There is a constant λLyap > 1 such that the
Lyapunov exponent of any invariant probability measure µ supported on K
satisfies Λ(µ) ≥ log λLyap.
• Negative Pressure. Pressure for large t is negative. For large values of t
the pressure function P (t) is negative.
• UHP. Uniform Hyperbolicity on periodic orbits. There exists λPer > 1
such that every periodic point p ∈ K of period k ≥ 1 satisfies,
|(fk)′(p)| ≥ λkPer.
• UHPR. Uniform Hyperbolicity on hyperbolic repelling periodic orbits.
The same as UHP but only for hyperbolic repelling periodic points in K.
• CE2*(z0). Backward or the Second Collet-Eckmann condition at z0 ∈ K.
There exist λCE2 = λCE2(z0) > 1 and C > 0 such that for every n ≥ 1 and
every w ∈ f−n(z0) close to K,
|(fn)′(w)| ≥ CλnCE2.
close to K means that for a constant R > 0 (not depending on n and w)
the pull-back of B(z0, R) for f
n containing w intersects K.
In the proof of CE2*(z0) ⇒ ExpShrink (see the comment in Subsec-
tion 1.5), we shall use the following fact:
Lemma 3.1. There exist L ≥ 1 and κ, a > 0 such that for every interval
T intersecting K and its pullback Tj for f
j (i.e. connected component Tj of
f−j(T ) intersecting K) if |T | ≤ a, then
(3.1) |Tj | ≤ Lj |T |κ.
The proof is as in the complex setting in [DPU, Lemma 3.4] and is based
on the ”Rule II” of [DPU] adapted to the real case in [NP]. This rule is a
general estimate on the average distance (in logarithmic scale) of any finite
orbit to the set of critical points. It was considered in [NP, Appendix]
for multimodal maps of interval with no attracting periodic orbits. We can
extend f to such a map similarly to Lemma A.4, as due to bounded distortion
the mapping f has no attracting periodic orbits in a neighbourhood of ÎK .
We shall need also the following standard
Lemma 3.2. Let f : U → R be a map of class C2 with only non-flat critical
points. Then there exists C1 > 0 such that for every interval T ⊂ R, every
component T1 of its pre-image by f
−1 and for every x ∈ T1, we have
|T1|/|T | ≤ C1|f ′(x)|−1.
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Proof of Theorem C. Notice that each of the properties listed in the state-
ment of Theorem C implies that all periodic trajectories in K are hyperbolic
repelling. For the non-trivial case: UHPR, see Remark 3.4.
Assume that (f,K) ∈ A 3+. By the hyperbolicity of periodic orbits in
K mentioned above (or just due to the assumption of weak isolation), the
assumption 2. in Lemma A.4 holds. Hence by Lemma A.4 we can change f
to g outside a neighbourhood of ÎK so that all periodic orbits for g outside
K are hyperbolic repelling. If we assume that also all periodic orbits in K
are hyperbolic repelling then (g,K) ∈ A BD+ , see Subsection 2.5.
Since all the properties listed in Theorem C depend only on the map on
a small neighbourhood of K (some only on f on K itself), it is sufficient to
prove Theorem C for (f,K) ∈ A BD+ .
The fact that ExpShrink implies TCE was proved in the interval case in
[NP, Section 1]. We used there the ”Rule II” estimate mentioned above.
Here the proof is similar.
The opposite implication for maps having only hyperbolic repelling pe-
riodic points does not have a direct proof in [NP] but one can adapt word
by word the proof provided in [P-Holder, Section 4] for the complex case,
namely the ”telescope method”. One applies Lemma 2.10.
The proof of ExpShrink⇒ Lyapunov hyperbolicity, is the same as in the
complex case, see [PR-LS1, Proposition 4.1]. Also the proof of Lyapunov
hyperbolicity⇔ Negative Pressure is the same. Lyapunov hyperbolicity im-
mediately implies UHP. The only difficulty is to prove that UHP (or UHPR)
implies ExpShrink. In [NP] the paper [NS] was referred to, but it concerned
only the unimodal case. Below is a proof for the generalized multimodal
case, following the same strategy as for the case of multimodal maps in
[R-L], but with a part of the proof being different. We use Corollary 3.1,
not needed in [R-L].
First notice that UHPR implies EC2*(z0). For this it is sufficient to
take an arbitrary z0 ∈ K safe and expanding. Its existence follows from
Lemma 4.4.
Fix ε > 0 such that B(K, ε) ⊂ U , the neighbourhood of K in the def-
inition of (wi), Definition 1.22. Let R := δ > 0 be chosen for ε > 0 as
in Lemma 2.10. Consider an arbitrary zn = w ∈ f−n(z0) as in the defini-
tion of CE2*(z0), i.e. such that Tn being the pull-back of B(z0, R) for f
n,
containing zn intersects K. We find a repelling periodic orbit O(p) which fol-
lows f j(zn) for j = 0, 1, ..., n, with period n(p) not much bigger than n and
log |(fn)′(zn)|/n is at least (up to a factor close to 1) log |(fn(p))′(p)|/n(p) for
n large, hence positive bounded away from 0 by UHPR. By (wi) O(p) ⊂ K.
We have followed here Proof of Lemma 4.4, where more details are pro-
vided. See also, say, [PR-LS1, Lemma 3.1] for a detailed proof.
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Now assume that CE2*(z0) holds. We shall prove ExpShrink. Notice first
that there are only hyperbolic repelling periodic points in K, since otherwise
the derivatives of f−j of backward branches at z0 converging to periodic
orbits that are not hyperbolic repelling would not tend to 0 exponentially
fast.
Notice that the set of z’s for which CE2*(z) holds is dense in K because
it is backward invariant and
⋃∞
n=0 f
−n(z0) ∩ K is dense in K, see Propo-
sition 2.4. One should be careful however because the constant C in the
definition of CE2*(z) can depend on z ∈ ⋃∞n=0 f−n(z0).
To prove ExpShrink assume to simplify notation (this does not hurt the
generality) that no critical point in K contains another critical point in its
forward orbit, see Definition 1.19, item 2.
Case 1. Consider an arbitrary interval T of length not bigger than R,
whose end points z0, z
′
0 satisfy CE2* with common constants R, C and λ.
Consider S ⊃ T its 1/2-scaled neighbourhood in R. Consider consecutive
pull-backs Tj of T intersecting K and accompanying pull-backs Sj of S until
Sn captures a critical value for the first time, for some n = n1. By bounded
distortion property Definition 1.12, writing Tn = [zn, z
′
n], we get
(3.2) |T |/|Tn| ≥ C(1/2)−1max{|(fn)′(zn)|, |(fn)′(z′n)|}.
Next, for a constant C1 by Lemma 3.2
(3.3) |T |/|Tn+1| ≥ C−11 C(1/2)−1max{|(fn+1)′(zn+1)|, |(fn+1)′(z′n+1)|}.
Here we also write Tn+1 = [zn+1, z
′
n+1], but unlike before both zn+1 and z
′
n+1
can be fn+1 pre-images of the same z or z′, i.e. both can be f -pre-images
of the same zn or z
′
n.
Next we consider S1 the 1/2-scaled neighbourhood of T 1 := Tn+1 and
pull-back as before until for n = n2 the pull-back S
1
n of S
1 captures a critical
point.
We continue for an arbitrarily long time m. Notice that each ns is
larger than an arbitrary constant if T is short enough. This follows from
Lemma 2.10.
Hence we finish with
|T |/|Tm| ≥ (C1C(1/2))−βmmax{|(fm)′(zm)|, |(fm)′(z′m)|}.
for β > 0 an arbitrarily small constant. Hence
(3.4) |T |/|Tm| ≥ (C1C(1/2))−βmCλm.
This proves ExpShrink for T with λ′Exp arbitrarily close to λ. Case 1 is done.
Let {Qj} be the family of all open intervals in R \ K with boundary
points in K or ±∞ of length at least R/6. Let ∂Q denote the set of all
finite boundary points of Q :=
⋃
Qj. Denote D1 := f(Crit(f)) \ ∂Q and
D2 = f(∂Q) \ ∂Q.
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Let ρ = mini=1,2 dist(Di, ∂Q). By definition, ρ > 0. Finally let N ≥ 0
be an integer such that for each n ≥ N , each pull-back for fn of every
interval of length not larger than R, intersecting K, has length less than
R′ := min{ρ/2, R/3}.
Fix r : 0 < r < min{ρ/2, R/12}. Fix A ⊂ K an arbitrary finite set
of points for which CE2* holds and which is r-dense in K. We consider
common C in the definition of CE2* for all points in A.
Now consider an arbitrary interval T intersecting K of length at most R.
Replace T by Tˆ being a pull-back of T for fN . Then |Tˆ | ≤ R′ and the same
estimate holds for all pull-backs of Tˆ .
The case where Tˆ is contained in an interval [z, z′] of length not bigger
than R, for z, z′ ∈ A, follows from Case 1.
Below we consider the remaining case where, roughly, there is a gap Qj
on at least one side of Tˆ .
Case 2. Tˆ intersects [b, b′] for b ∈ ∂Q and b′ ∈ A the closest to b point in
A. We set z0 = b
′ and consider a new T by adding [b, b′] intersecting Tˆ to
the original Tˆ . Its length is less than R/12 +R/3 < R/2.
Let us start to proceed as before by taking pull-backs of S being the
1/2-scaled neighbourhood of the new T . Fix an arbitrary m > 0. Let
k : 0 < k ≤ m be the first time when the pull-back Tk does not intersect any
[b, b′]. Then we first estimate the ratio |T |/|Tk|. If k above does not exist
we estimate the final |T |/|Tm|.
Notice that for all j ≤ k the corresponding preimages zj ∈ Tj of z0 exist
and belong to R\Q. We apply induction. For all 0 ≤ j < k we have |Tj | < R′
hence Tj ⊂ B(∂Q, r + R′). Since r < ρ/2 and R′ < ρ/2, Tj ⊂ B(∂Q, ρ).
Hence, for T ′j := Tj \ Q, by ρ < D2, we obtain T ′j ∩ f(∂Q) = ∅. Suppose
that zj ∈ T ′j . Hence T ′j+1, the pull-back of T ′j for f in Tj+1, intersects K
since f−1(Tj \ T ′j) is disjoint from K, since Tj \ T ′j is disjoint from K, by
f -invariance of K. Hence T ′j+1 is entirely in R \Q, hence zj+1 ∈ K by the
maximality of K.
This consideration finding zj ∈ Tj is complete as long as none of the Tj
contains a turning point of f . So suppose that for some n + 1 ≤ k the
pull-back Sn+1 captures a critical point c for the first time.
By our definitions Tn intersects an interval [b, b
′]. As before Tj ⊂ B(b, ρ).
Hence, by ρ < D1, we get f(c) = b.
If Tn+1 contains a turning critical point c, the f -image of a neighbourhood
of c (the ”fold”) cannot be on the other side of b than b′, otherwise c would
be isolated in K. Therefore, by zn ∈ T ′n, the pullback Tn+1 contains a
preimage (even two preimages) of zn, both in R \Q.
To cope with distortion we deal as in Case 1., pulling back 1/2-scaled
neighbourhoods St of corresponding T nt until consecutive capture of a crit-
ical point.
We conclude with the estimate (3.4) with m = k.
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(Notice that in fact a capture of a critical point can happen only a finite
number of times, since otherwise ∂Q, hence K, would contain an attracting
periodic orbit, containing a critical point.)
Still an estimate of |Tk|/|Tm| from below is missing. We are not able to
make an estimate depending on |Tk| and will just rely on an estimate of
1/|Tm|.
We have Tk ⊂ [z, z′] for z, z′ ∈ A and |z − z′| < R. Hence, by Case
1, for T ∗s denoting the pull-back of [z, z
′] for f s containing Tk+s we have
|z−z′|/|T ∗s | ≥ (C1C(1/2))−βsCλs. Hence for ξ > 0 arbitrarily close to 0 and
respective C(ξ) we get |T ∗s | ≤ C(ξ)λ−s(1−ξ). We have also, by Corollary 3.1,
|Tk+s| ≤ Ls|Tk|κ. Summarizing, we have
(3.5) |Tk+s| ≤ min{C(ξ)λ−s(1−ξ), Ls|Tk|κ}
Combined with (3.4) in the form |Tk| ≤ C(ξ)λ−k+ξ, it can be calculated
that there is λ′ > 1 such that |T |/|Tm| ≥ Constλ′m. One obtains log λ′
arbitrarily close to3
κ(log λ)2
logL+ (1 + κ) log λ
.
m=k+sk
λ
λ
T      s       Lk
−j
−s
log |    | +  log
upper bound for log |     |
κ
log
log
mT
Figure 1. Upper bound for log |Tm|

3Note that with the proof of case 2 given here, the rate of shrinking is strictly less than
log λ. In [R-L, Main Theorem’] it is shown that the rate of shrinking is at least log λ,
provided T is disjoint from the large gaps of R \K.
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Corollary 3.3. For (f,K) ∈ A 3+ or A BD+ , satisfying (wi), if χ(µ) = 0 for
µ an f invariant measure on K (K as in Theorem C), then there exists a
sequence of repelling periodic points pn ∈ K such that χ(pn)→ 0.
Proof. If pn does not exist then by definition UHPR holds. Hence by The-
orem C we have χ(µ) > 0, a contradiction. 
Remark 3.4. Notice that the equivalence of UHP and UHPR has a direct
proof omitting the part of Theorem C that EC2*(z0) implies ExpShrink.
(The implication UHPR implies UHP is a special case of the above Corol-
lary.)
Indeed. Suppose there exists a periodic point p ∈ K that is not hyperbolic
repelling. Then it is (one-sided) repelling by Remark 1.7. Take z0 ∈ K safe
hyperbolic. It has a backward trajectory xj ∈ f−j(x0) converging to O(p)
(from the repelling side). Fix n and find a periodic point q ∈ K most of
whose trajectory ”shadows” xj : j = 0, ..., n, as in Lemma 4.4 (or in Proof
of Theorem C, the part UHPR implies EC2(z0)), with χ(q) > 0 arbitrarily
close to 0, that contradicts UHPR.
4. Equivalence of the definitions of Geometric Pressure
Let us formulate the main theorem of Katok-Pesin’s theory adapted to
the multimodal case, similar to the complex case [PU, Theorem 11.6.1].
Compare also [MiSzlenk].
Theorem 4.1. Consider f : U → R for an open set U ⊂ R, being a C1+ε
map (i.e. C1 with first derivative Ho¨lder continuous) with at most finite
number of critical points.4 Consider an arbitrary compact f -invariant X ⊂
U . Let µ be an f -invariant ergodic measure on X, with positive Lyapunov
exponent.
Let φ : U → R be an arbitrary continuous function. Then there exists
a sequence Xk, k = 1, 2, ..., of compact f -invariant subsets of U , (topolog-
ically) Cantor sets or individual periodic orbits5, such that for every k the
restriction f |Xk is an expanding repeller,
lim inf
k→∞
P (f |Xk , φ) ≥ hµ(f) +
∫
φdµ,
and if µk is any f -invariant measure on Xk, k = 1, 2, ..., then the sequence
µk converges to µ in the weak*-topology. Moreover
(4.1) χµk(f |Xk) =
∫
log |f ′| dµk →
∫
log |f ′| dµ = χµ(f).
4In the arXiv:1405.2443v1 version of this paper we assumed the critical points were non-
flat. As observed first in [Dobbs3], this is not needed for the unstable manifold theorem.
We note that [Dobbs3] imposes more restrictive hypotheses to deal with backward orbits
near the end points of the domain of the map.
5This case was overlooked in the assertion of [PU, Theorem 11.6.1] (but not in the
proof).
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If X is weakly isolated, see Definition 1.22, then one finds Xk ⊂ X.
If the weak isolation is not assumed, but X is maximal, more precisely if
(f,X, ÎX ,U) ∈ A+ (see Notation 1.5) and if hµ(f) > 0, then one can find
Xk ⊂ X. Moreover one can find Xk ⊂ interior ÎX . In fact the non-flatness
at critical points need not be assumed here and C1+ε is enough, as in the
preceding part of the Theorem.
Proof. It is the same as in [PU, Theorem 11.6.1] (except the last assertion
where, unlike in [PU], we do not assume X is a repeller in its neighbourhood
in R, but merely that it is a maximal repeller in ÎX). It relies on an analogon,
adapted to C1+ε maps of interval, of [PU, Theorem 11.2.3, Corollary 11.2.4],
saying that for almost every backward trajectory (xn, n = 0,−1, ...) in the
Rokhlin’s natural extension (f˜ , µ˜) of (f, µ) (the topological inverse limit
is denoted by f˜), there exists a ball (here: interval) B(x0, δ) on which all
backward branches f−n, n = 0, 1, ... mapping x0 to x−n exist and distortions
are uniformly bounded (see [PU, Lemma 6.2.2]).
Here is a more detailed explanation: The integrability of
Ψ(x) := log dist(x,Crit(f))
with respect to µ can be used, which follows from the integrability of log |f ′|
and the inequality |f ′(x)| ≤ |x− c|ε for every critical point c of f .
Koebe distortion theorem referred to in [PU] in the proof of Theorem
11.2.3 is not needed. Exponential shrinking of diameters of pull-backs is
enough to guarantee bounded distortion for a map of class C1+ε is.
In Pesin theory, going backward, unstable manifolds shrink exponentially,
so subexponential changes of Lyapunov coordinates do not influence them.
For the latter one could use the property that the distance of a typical
trajectory from Crit(f) shrinks at fastest subexponentially, what follows
from the integrability of Ψ(x).
Notice that (except in the last paragraph of the statement of the Theorem)
we allow µ to be supported on an individual periodic orbit O(p). Then the
proof of the assertion of Theorem 4.1 is immediate: set Xk := O(p). The
proof in [PU] covers in fact this case. There is then only one branch of f−m,
for m being a period of p, constituting the iterated function system, giving
a one-point limit set.
In view of the Ergodic Decomposition Theorem, [PU, Theorem 2.8.11],
the measures µk can be assumed ergodic.
Let us prove now the last assertion of the theorem
1. If we assume that X is weakly isolated, then all periodic orbits in Xk
are contained in X for k large enough. Since they are dense in Xk (see e.g.
[Bowen] or [PU, Theorem 4.3.12]), we get Xk ⊂ X.
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2. Consider the case where we do not assume X is weakly isolated. So
suppose that (f,X, ÎX ,U) ∈ A+ and hµ(f) > 0 (in particular µ is infinite).
To find Xk ⊂ X we complement an argument in the proof in [PU, Theorem
11.6.1]. Recall that in [PU] one finds a disc B = B(x, β) and a family of
inverse branches f−mν on B mapping it to B(x,
5
6β). Denoting the family of
points yν = f
−m
ν (x) by Dm one has there
(4.2)
∑
y∈Dm
Smφ(y) ≥ exp(m(hµ(f) +
∫
φdµ − θ)),
for an arbitrary θ > 0 and m ≥ m0 large enough, which easily yields the
rest of the proof.
Here we specify better x and β and restrict the family f−mν to omit ∂(ÎX)
by our pull-backs. To this end we repeat briefly the construction, using a
method from [FLM].
We consider a set Y of f˜ -trajectories in the inverse limit X˜ so that
µ˜(Y ) > 1/2, all pull-backs for fn exist along the trajectory (xn) ∈ Y on
B(x0, δ) for a constant δ > 0 and have uniformly bounded distortion, that
is |(f−nν )′(z)/f−nν )′(z′)| ≤ Const for all z, z′ ∈ B(x0, δ) for all branches f−nν
corresponding to the trajectories in Y . We assume also that
|Smφ(y)−m
∫
φdµ| < mθ
for y = x−m and every m ≥ m0, and moreover
(4.3) |Sm log Jacµ(f)(y)−mhµ(f)| < mθ;
note that
∫
log Jacµ(f) dµ = hµ(f) by Rokhlin’s formula, see i.e. [PU, The-
orem 2.9.7]. Jac is Jacobian in the weak sense, see [PU], compare also
Appendix B.
By considering sufficiently many intervals of the form B(x, δ/2) for x ∈ X
in the support of µ, covering X with multiplicity at most 2 for δ appropri-
ately small, we find x such that given an arbitrary integer n0 > 0
(4.4)
n0⋃
j=0
f j(∂(ÎX)) is disjoint from closure of B(x, δ/2).
and µ˜(Yx) = C > 0 for Yx := Y ∩Π−1(B(x, δ/2) ∩X) where Π denotes the
standard projection (xk) 7→ x0 from the inverse limit to X. Notice that by
definition x0 ∈ B(x, δ/2), hence B(x0, δ) being the domain of f−mx−m contains
B(x, δ/2), which is therefore a common domain for all f−mx−m for all (xn) ∈ Yx.
By (4.3) by hµ(f) > 0 for θ small enough for each (xn) ∈ Yx we have
(4.5) µ(f−mx−m(B(x, δ/2))) ≤ exp(−m(hµ(f)− θ))
form ≥ m0, where the subscript x−m means we consider the branch mapping
x to x−m. When we consider pull-backs of B(x, δ/2) along trajectories
belonging to Yx we remove each time the pull-backs whose closures intersect
∂(ÎX). Thus we remove each time pull-backs for f of all pull-backs already
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removed and additionally at most finite #∂(ÎX) number of pull-backs, so
sets of measure µ˜ shrinking exponentially to 0 by (4.5), provided θ < hµ(f).
If n0 + 1, the time from which removing can start by (4.4), is large enough
the measure of the removed part of Yx is less than, say, µ̂(Yx)/2.
Denote the non-removed part by Y ′x. Hence µ˜(Y
′
x) > C/2 > 0. By (4.5)
the number of corresponding branches (pull-backs for fm) is for each m
at least Const expm(hµ(f) − θ). Each branch (except a finite number not
depending on m) can be continued by a finite time (also not depending on
m) to yield a pull-back of B(x, δ/2) ⊂ B(x0, δ), to be contained in B(x, 13δ)
for some m′ (greater from m by a constant).
We conclude with (4.2) (with different Dm, θ replaced by 2θ, and m
′ in
place of m). By construction closures of all pull-backs of B(x, δ) for fm
′
considered above and their f j-images for j = 0, 1, ...,m′ are disjoint from
∂(ÎX), so since they intersect X they are in ÎX and even in the interior of
ÎX .
Therefore the limit set Xk of the constructed Iterated Function System
(IFS) is contained in ÎX . By its forward invariance and the maximality of
X in ÎX , it is contained in X. In fact by construction Xk ⊂ interior ÎX .

Now we shall prove Theorem B, including Proposition 1.27, except the
equalities for PPer, in a sequence of lemmas.
Lemma 4.2. Let (f,K) be a generalized multimodal map. Then, for every
t ∈ (−∞, t+) we have Phyp(K, t) = Pvarhyp(K, t). For t ≥ t+ the inequality
≤ holds and if in addition (wi) is assumed, then the equality holds.
Proof. The inequality Phyp(K, t) ≤ Pvarhyp(K, t) holds by the variational
principle on each hyperbolic isolated subset of K, provided such subsets
exist.
The opposite inequality follows from Theorem 4.1 applied to µ on X = K
with χµ(f) > 0, such that hµ(f |K)− tχµ(f) is almost equal to Pvarhyp(K, t),
and to φ ≡ 0. Then, for all k, for µk being the equilibrium on Xk for the
potential 0 (i.e. measure with maximal entropy), we obtain
lim inf
k→∞
hµk(f |Xk) = lim inf
k→∞
htop(f |Xk) ≥ hµ(f |K).
By Theorem 4.1 we have also χµ(f) = limk→∞ χµk(f). Therefore one
finds Xk with P (f |Xk ,−t log |f ′|) at least Pvarhyp(K, t) up to an arbitrarily
small positive number.
Notice finally that Xk ⊂ K. This also follows from Theorem 4.1 if
hµ(f |K) > 0. The only case it is not guaranteed by definition is where
the function τ → Pvarhyp(K, τ) is linear for τ ≥ t.
Then however t+ ≤ t. Indeed, in this linear case
Pvarhyp(K, t) = −t infµ∈M+(f,K) χµ(f). Denote the first τ where Pvarhyp(K, τ)
is linear on [τ,∞), by t′+. For τ < t+ the function P (τ) = Pvar(τ) is non-
linear, in particular strictly decreasing. Hence Pvarhyp(K, τ) = P (τ) there,
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so Pvarhyp(K, τ) is non-linear. Hence t+ ≤ t′+ and in the case we consider
t′+ ≤ t has been assumed. Hence t+ ≤ t. This ends the proof. 
Lemma 4.3. For (f,K) ∈ A+ there exists a hyperbolic isolated f -invariant
set X ⊂ K ∩ interior ÎK with htop(f |X) > 0.
Proof. By Variational Principle [Walters] and htop(f |K) > 0 there exists
an f -invariant probability measure µ on K with hµ(f) > 0. Hence, by
Theorem 4.1 applied to φ ≡ 0 (as in Proof of Lemma 4.2) there exists a
hyperbolic isolated f -invariant set Xk ⊂ K ∩ interior ÎK with htop(f |Xk) >
0. 
Lemma 4.4. For (f,K) ∈ A BD+ there exists z0 ∈ K which is safe, safe
forward and expanding. For each such z0 we have Ptree(K, z0, t) ≤ Phyp(K, t)
for all t ∈ R. In fact for t ≤ 0 this estimate holds for all z0 ∈ K.
On the other hand for each (f,K) ∈ A+ (there is no need to assume BD),
Ptree(K, z0, t) ≥ Phyp(K, t) for all z0 ∈ K for t ≥ 0, and for all z0 ∈ K for
which there exists a backward not periodic trajectory in K omitting critical
points (in particular for all z0 safe) for t < 0.
Notice that if every backward trajectory of z0 in K meets a critical point
then for t < 0, Ptree(K, z0, t) = −∞.
Proof. Due to Lemma 4.3 there exists an f -invariant hyperbolic isolated set
X ⊂ K ∩ interior ÎK with µ supported on X such that hµ(f |X) > 0 (take
just measure of maximal entropy for f |X , existing due to hyperbolicity). By
hyperbolicity of f |X , χµ(f |X) > 0. Hence Hausdorff dimension HD(X) ≥
hµ(f |X)/χµ(f |X) > 0. Choosing δ arbitrarily small in Definition 1.24, we
see that the set of points which are not safe has Hausdorff dimension equal
to 0. Hence there exists a positive Hausdorff dimension set of safe points z0,
in X ⊂ interior ÎK hence expanding and safe forward.
The proof that Ptree(K, z0, t) ≤ Phyp(K, t) for t > 0 is the same as in
the complex case, see e.g. [PU, Theorem 12.5.11] or [PR-LS2]. Briefly: we
do not capture neither critical points nor end points of I in the pull-backs
for f j of B = B(z0, exp(−αn)) for an arbitrarily small α > 0, for the time
(order of the pull-back) j ≤ 2n.
We ”close the loop” in a finite bounded number of backward steps after
backward time n, and the forward time n1 of order not exceeding αn log λ,
where λ = λz, see Definition 1.25.
More precisely: fn1(B) is an interval of length of order ∆ not depending
on n. By Remark 2.6 there exists k(∆) such that for every z1 ∈ f−n(z0)∩K
there exists m ≤ k(∆) and z2 ∈ 12fn1(B) ∩ K such that fm(z2) = z1. By
Lemma 2.10 the closure of the pull-back of B for fn+m for n large enough,
containing z2, is contained in f
n1(B). Using all z1’s we obtain an Iterated
Function System for backward branches of fn+n1+m.
We construct an isolated (Cantor) hyperbolic set X as the limit set of the
arising IFS, compare Proof of Theorem 4.1. (Notice however that here to
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know the limit setX is hyperbolic, we need to use bounded distortion, unlike
in Theorem 4.1.) Since all pull-backs of B for f j, j = 0, 1, ..., n +m in the
”loops” intersect K and are disjoint from ∂ÎK since z is ”safe” for the time
2n ≥ n +m and since f j(B) ⊂ ÎK for j = 0, 1, ..., n1 (for corrected ∆) by
dist(f j(z), ∂ÎK) bounded away from 0, see Definition 1.26, and by backward
Lyapunov stability, see Lemma 2.10 and Remark 2.11, we conclude that
X ⊂ ÎK . Hence by its invariance and maximality, X ⊂ K. Notice that we
need not assume (wi).
The set X is F := fn+n1+m-invariant. To get an f -invariant set one
considers
⋃n+n1+m
j=0 f
j(X) and yet extends it, to conclude with an f -invariant
isolated set.
To get the asserted inequality between pressures, ones uses for each z1 as
above, the estimate, see [PR-LS2, (2.1)]:
|(fn)′(z1)|−t ≤ C|(fn+n1+m)′(x)|−tLt(n1+m),
where L := sup |f ′| and x is an arbitrary point in the pull-back of B for
fn+m, containing z2. To prove this inequality between derivatives we use
bounded distortion assumption, the constant C results from it.
Notice however that in this estimate of derivatives we use t ≥ 0, .
For t ≤ 0 the inequality Ptree(K, t) ≤ Phyp(K, t) needs a separate expla-
nation. Two proofs (in the complex case) can be found in [PR-LS2]. An
indirect one, in Theorem A.4, and a direct one, in Section A3. Notice that
for t ≤ 0 the function −t log |f ′| is continuous, though logarithm of it attains
−∞ at critical points, and the standard definition of the topological pres-
sure makes sense. The proofs in the interval case are the same. In the indi-
rect proof the inequality [PR-LS2, (A.1)] Ptree(K, z0, t) ≤ P (f |K ,−t log |f ′|)
holds for all z0 ∈ K. For the existence of large subtrees having well sepa-
rated branches, used in the proof, see [P-Perron, Lemma 4]. One uses the
property that f is C1. The direct proof in [PR-LS2, Section A3] is a refine-
ment of the proof for t ≥ 0 (see above) and applicable only for z0 safe and
expanding.
The opposite inequality for each z0 ∈ K (with an exception mentioned
in the statement of Lemma), follows from the fact that, due to the strong
transitivity property of f on K, see Proposition 2.4, for an arbitrary iso-
lated invariant hyperbolic set X ⊂ K, we can find a backward trajectory
z0, z−1, ..., zm where m ≤ 0 (f(zk) = zk+1) such that zm ∈ K is arbitrarily
close to X, say close to a point z′ ∈ X.
Then for each backward trajectory z′n, n = 0,−1, ... of z′ in X there is
exactly one backward trajectory zm+n) of zm so that all |z′n − zm+n| are
small and decrease exponentially to 0. Hence, for n ≥ 0
(4.6)
∑
fn(x)=z′, x∈X
|(fn)′(x)|−t ≤ Const
∑
fn(x)=zm,x∈K
|(fn)′(x)|−t,
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hence, Ptree(K, zm, t) ≥ Ptree(X, z′, t) = P (X, t). Finally Ptree(K, z0, t) ≥
limn→∞
−t log |(f |m|)′(zm)|
||m|+n| + Ptree(K, zm, t) ≥ Ptree(K, zm, t) for t ≥ 0 since
then the first summand is larger or equal to 0 (0 or ∞) and for t < 0 since
then the first summand is equal to 0 provided (f |m|)′(zm) 6= 0.

Remark 4.5. We have proved above that for all z0 ∈ K safe and expanding
lim sup can be replaced by lim in the definition of Ptree(K, z0, t), i.e. the
limit exists, compare [PU, Remark 12.5.18]. Indeed (4.6) holds for all n
hence in the estimates which follow we can consider lim inf in Ptree.
Lemma 4.6. For each (f,K) ∈ A+, Pvarhyp(K, t) = Pvar(K, t) for all t <
t+, and assuming (wi) for all t ≥ t+.
Proof. Pvarhyp(K, t) ≤ Pvar(K, t) for all t is obvious.
The opposite inequality is not trivial for t ≥ t+ and in the proof we shall
apply Theorem C, proved in Section 3.
Suppose there exist µ ∈ M (f,K) with χµ(f) = 0 for which hµ(f)−tχµ(f)
are arbitrarily close to Pvar(K, t). This implies, due to hµ(f) ≤ 2χµ(f) = 0
(Ruelle’s inequality), that Pvar(K, t) = 0 and that t ≥ t+. By χµ(f) = 0,
(f,K) is not Lyapunov hyperbolic, hence not UHPR, see Theorem C, in
particular Corollary 3.3. So there exist repelling periodic points p ∈ K with
χ(p) arbitrarily close to 0. Thus Pvarhyp(K, t) is arbitrarily close to 0, hence
equal to 0, as well as Pvar(K, t).

We end this Section with commenting on various definitions of χinf(f,K)
and χsup(f,K) and therefore the condensation and freezing phase transition
points t− and t+, see Introduction.
Proposition 4.7. (compare [PR-L2, Proposition 2.3], and [R-L, Main The-
orem]).
For each (f,K) ∈ A BD+ the following holds
1. Given a repelling periodic point p of f , let m be its period and put
χ(p) := 1
m
log |((fm)′(p)|. Assume (wi), see Definition 1.22. Then
we have
χinfPer := inf{χ(p) : p ∈ K is a repelling periodic point of f} = χinf ,
χsupPer := sup{χ(p) : p ∈ K is a repelling periodic point of f} = χsup.
2.
lim
n→+∞
1
n
log sup{|(fn)′(x)| : x ∈ K} = χsup.
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3. For each z ∈ K safe, safe forward and hyperbolic, we have
(4.7) χinfBack(z) := lim
n→+∞
1
n
logmin{|(fn)′(w)| : w ∈ f−n(z)} = χinf ,
assuming (wi) for the ≤ inequality in case χinf = 0, and finally
(4.8) χsupBack(z) := limn→+∞
1
n
logmax{|(fn)′(w)| : w ∈ f−n(z)} = χsup.
Proof. 1. The inequalities χinfPer ≥ χinf and χsupPer ≤ χsup follows im-
mediately from the use of the measures equidistributed on periodic orbits
involved in χinfPer and χsupPer.
The inequality χsupPer ≥ χsup follows from Katok’s construction of peri-
odic orbits. Formally, we can refer to Theorem 4.1. We can assume χsup > 0
since otherwise the inequality is obvious. Then we choose µ ergodic with
χµ > 0 arbitrarily close to χsup. For any φ we find sets Xk, periodic or-
bits O(yk) ⊂ Xk, equidistribute measures µk on O(yk) and conclude with
χ(yk)→ χµ as k →∞. Finally, yk ∈ K by (wi). (We do not know whether
we can find µ of positive entropy above, to avoid using (wi).)
It is more difficult to prove χinfPer ≤ χinf in case we do not know a priori
that the latter number is the limit of a sequence χµn for µn hyperbolic
measures on K, i.e. if there exists a probability invariant measure on K
with χµ = 0. Then the proof of the inequality immediately follows from
Theorem C, which in particular says that if such µ exists then UHPR fails,
that is there exists a sequence of repelling periodic points pn ∈ K such that
χ(pn)→ 0, Corollary 3.3. Compare also Proof of Lemma 4.6. The assumed
property (wi) is used as well.
2. The inequality ≥ follows from Birkhoff Ergodic Theorem. The opposite
inequality can be proved via constructing µ as a weak* limit of the measures
µn :=
1
n
∑n−1
j=0 δfj(zn) for zn involved in the supremum.
3a. The inequality χsupBack(z) ≤ χsup follows immediately from the similar
inequality in the previous item. It holds for every z ∈ K.
3b. The inequality χsupBack(z) ≥ χsupPer (or χsup) can be proved by choos-
ing a backward trajectory of z converging to a hyperbolic repelling peri-
odic trajectory O(p) in K with χ(p) arbitrarily close to χsupPer. Similarly
we choose a backward trajectory approaching to a Birkhoff-Pesin backward
trajectory for a measure µ with χµ close to χsup.
By Birkhoff-Pesin backward trajectory we mean xn, n = 0,−1, ...; f(xn−1) =
xn in K, such that limn→∞ log |(f |n|)′(xn)| = χµ and the pullbacks of an in-
terval B(x0, r) along it, do not contain critical points, compare the beginning
of Proof of Theorem 4.1. The existence of such trajectories uses χµ > 0.
We do not use neither z is safe nor hyperbolic; we only use the assumption
z is not in a weakly Crit-exceptional set.
3c. The inequality χinfBack(z) ≥ χinfPer (or χinf) can be proved by finding a
periodic trajectory shadowing an arbitrary piece of backward trajectory of
z, compare Proof of Lemma 4.4
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Here we do use ‘safe and ‘hyperbolic’. Notice however that if we assume
that (f,K) satisfies the property (wi), then we do not need the ‘safe forward’
condition on z.
3d. Finally χinfBack(z) ≤ χinfPer can be proved similarly to 3b. It works
even if a periodic trajectory O(p) is not hyperbolic repelling, by Remark 1.7,
since it is then (one-sided) repelling, to the side from which it is accumulated
by K.
The proof of 3d. in the version χinfBack(z) ≤ χinf follows from χinfPer ≤
χinf in the item 1, which however uses (wi) if χinf = 0.

5. Pressure on periodic orbits
This Section complements Section 4. It is not needed for the proof of
Theorem A.
We start with the interval version of a technical fact allowing to estimate
the number of ”bad” backward trajectories, used in the complex case (in
various variants) in several papers on geometric pressure, e.g. [PR-LS1],
[PR-LS2], [PR-L1], [PR-L2], [GPR], [GPR2]. (The essence of this fact is
just calculating vertices of a graph.)
Definition 5.1. Let (f,K) ∈ A+. Fix n and arbitrary x0 ∈ K and R > 0.
For every backward trajectory of x0 in K, namely a sequence of points
(xi ∈ K, i = 0, 1, ..., n) such that f(xi) = xi−1 run the following pro-
cedure. Take the smallest k = k1 ≥ 0 such that Compxk1 f
−k1B(x0, R)
contains a critical point. Next let k2 be the smallest k > k1 such that
Compxk2
f−(k2−k1)B(xk1 , R) contains a critical point. Etc. until k = n.
Let the largest kj ≤ n for the sequence (xi) be denoted by k((xi)) and
let the set {y : y = xk((xi)) for a backward trajectory (xi)} be denoted by
N(x0) = N(x0, n,R).
Lemma 5.2. (Compare e.g. complex [PR-LS2, Lemma 3.7], [PR-L1, Lemma
3.6], or the interval setting: [GPR2, Proposition 3.19]).
For every (f,K) ∈ A+, for every ε > 0 and for all R > 0 small enough
and n sufficiently large, for every x ∈ K\B(Indiff(f), R) it holds #N(x, n,R) ≤
exp(εn).
One can replace in this Lemma critical points (in Definition 5.1) by an
arbitrary finite set not containing periodic orbits, in particular by S′(f,K).
A variant of this will be used in Section 8.
Proof of Theorem B for PPer. The inequality P (K, t) ≤ PPer(K, t) follows
immediately from P (K, t) = Phyp(K, t). Indeed, for every isolated hyper-
bolic X ⊂ K we have Bowen’s formula P (X, t) = PPer(X, t).
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For the opposite inequality we can adapt [BMS, proof of Theorem C]
for complex polynomials with connected Julia set, or [PR-LS2] for gen-
eral rational functions. In the latter, a condition H was assumed, saying
that for every δ > 0 and n large enough, for any set P = Pn of peri-
odic points of period n such that for all p, q ∈ P and all i : 0 ≤ i ≤ n
dist(f i(p), f i(q)) < exp(−δn), we have #P < exp(δn). In [BMS, Lemma 2]
this assumption, even a stronger one, has been proved provided all periodic
points are hyperbolic.
In our C2 generalized multimodal case the [BMS] condition also holds.
Namely
(H*) For every (f,K) ∈ A , for every ε > 0, there is ρ > 0 such that for n
large enough, for any p, q ∈ P ⊂ K as above, satisfying |f i(p)− f i(q)| ≤ ρ,
we have #(P ) < exp(εn).
Indeed, having P = Pn not satisfying (H*), we can shrink ε and assume
there is no critical point for fn in Tn being the convex hull of Pn, and
|Tn| → 0 as n→∞.
Indeed, consider f i(T 0n) where T
0
n is the convex hull of Pn, for i = 0, ...
as long as f i0(T 0n) contains a critical point c0 for f (there is only one such
critical point, provided ρ is small enough). f i0 is strictly monotone on T 0n .
Then the point (f |T 0n )−i0(c0) divides T 0n into two subintervals and we define
T i0n as the convex hull of the points belonging to P in this one which contains
the larger number of points belonging to P . Next we consider i1 > i0 the
first i > i0 such that f
i1(T 1n) contains a critical point c1. After a consecutive
division we continue. We stop with Tn := T
is
n such that f
n−is does not
contain critical points in T isn . Notice that all it+1 − it are larger than an
arbitrarily large constant for ρ small enough.
Thus there are n arbitrarily large such that there are in Tn an abundance
(the number exponentially tending to ∞ as n →∞) of fixed points for fn,
in particular an abundance of attracting or indifferent periodic orbits for f ,
all in ÎK provided δ is smaller than the gaps between the components of
ÎK , hence in K. This contradicts lack of attracting periodic orbits and the
finiteness of the set of indifferent periodic orbits in K, see Remark 1.7.
As in [PR-LS2] and [BMS] we split PPer in two parts.
Definition 5.3. Fix small r > 0. We say that a periodic orbit O ⊂ K
of period n ≥ 1 is regular (more precisely: regular with respect to r) if it
is hyperbolic repelling and there exists p ∈ O such that fn is injective on
Compp f
−n(B(p, r)). If O is not regular, then we say that O is singular.
We denote by Pern the set of all periodic points of period n in K and
denote by Perrn the set of all points in Pern \ Indiff(f), whose periodic orbits
are regular. Denote by Persn the set of all other periodic points in K.
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We shall first prove that
P rPer(K, t) := lim sup
n→∞
1
n
log
∑
p∈Perrn
|(fn)′(p)|−t ≤ Ptree(K, t).
We choose a finite r/12-dense set A ⊂ K of points, safe (for an arbitrary
δ) and hyperbolic with common constants.
Let O ⊂ Perrn be a regular periodic orbit and let p0 ∈ O be such that fn
is injective on Compp0 f
−n(B(p0, r)). Let x ∈ A∩B(p0, r/12). Consider the
(unique) backward orbit (xj , j = 0, ..., n) such that
(5.1) xj ∈ Compfn−j(p0) f−j(B(p0, r/12)).
By BD, if r is small enough, then
C−1|(fn)′(xn)| ≤ |(fn)′(p0)| ≤ C|(fn)′(xn)|
for C := C(11/12).
Notice also that
Compxn f
−nB(x0, r/2) ⊂ Compp0 f−nB(p0, 2r/3)
⊂ B(p0, r/4) ⊂ B(x0, r/3),
the middle inclusion by Lemma 2.10 for n large enough. To apply this
lemma, if p0 is too close to Indiff(f), we replace p0 by its image under
an iterate of f which is far from Indiff(f). This is possible since Indiff(f)
is finite. If p0 is close to a indifferent periodic point p
′, it must be on the
repelling side of it, so its forward f -trajectory escapes from a neighbourhood
of O(p′).
So there is exactly one q ∈ Compxn f−nB(x0, r/2) such that fn(q) = q.
Hence each (xi, i = 0, ..., n) above is associated to at most one point in
P rPer(K, t).
We conclude with∑
p∈Perrn
|(fn)′(p)|−t ≤ max{Ct, C−t}
∑
xn∈f−n(x0),x0∈A
|(fn)′(zn)|−t,
hence∑
p∈Perrn
|(fn)′(p)|−t ≤ max{Ct, C−t}#A sup
x0∈A
∑
xn∈f−n(x0)
|(fn)′(xn)|−t.
hence
P rPer(K, t) ≤ Ptree(K, t).
The next step is to find an upper bound, depending on n, for the number
of singular periodic orbits, not indifferent. We follow [PR-LS2], but there
is no need to replace p by another point in O(p) except to reach p not
too close to Indiff(f). Given ρ > 0, for r small enough all components of
f−n(B(p, r)) have diameters smaller than ρ by Lemma 2.10. For xj chosen
as above and pj = f
n−j(p), j = 0, ..., n we get |xj−pj| < ρ/2, hence by (H*)
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the the number of singular orbits to which the same (x0, ..., xn) is assigned
is bounded by exp(εn).
Now assume R ≫ ρ, r and apply Lemma 5.2 and preceding notation.
We attempt to bound the number Sn of backward trajectories (x0, ..., xn)
associated to some points in Persn.
Here given singular O(p) of period n we associate with it a backward tra-
jectory (x0, ..., xn) as in the regular case, by taking x0 ∈ A and xj satisfying
(5.1). Here however even chosen x0 we do not have uniqueness of xj .
Denote by Xk,xk the set of all backward trajectories (xi, i = 0, 1, ..., n)
with the same fixed k = k((xi)i=0,...,n) and xk, associated with singular
periodic orbits i.e. belonging to Persn. Repeating the proof in [PR-LS2,
Step 4.1] we conclude that #Xk,xk ≤ k#Crit(f).
(The proof in [BMS] is more elegant at this place. The authors proceed
in Definition 5.1 till k = 2n, thus incorporating our consideration to bound
#Xk,xk in the bound of N(x0, 2n,R).)
Thus,
Sn ≤ #(A)#{N(x0, n,R) : x0 ∈ A} sup
k,xk
#Xk,xk ≤ #A exp(εn)n#Crit(f).
and in consequence
#Persn ≤ exp(εn)#A exp(εn)n#Crit(f) ≤ exp(3εn)
for n large enough (this includes also all indifferent periodic orbits in K).
Since for each periodic p ∈ K and t ∈ R we have for the probability
invariant measure µp on O(p),
−tχ(p) = hµp(f)− tχµp ≤ Pvar(K, t),
we obtain
P sPer(K, t) := lim sup
n→∞
1
n
log
∑
p∈Persn
|(fn)′(p)|−t = lim sup
n→∞
1
n
log
∑
p∈Persn
exp(−tnχ(p))
≤ lim
n→∞
1
n
log(exp(3εn) exp(nPvar(K, t)) ≤ 3ε+ Pvar(K, t).
Finally we obtain
PPer(K, t) ≤ max{P rPer(K, t), P sPer(K, t)} ≤ P (K, t) + 3ε,
hence considering ε > 0 arbitrarily small and respective r we obtain PPer(K, t) ≤
P (K, t). 
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6. Nice inducing schemes
6.1. Nice sets and couples.
Firstly we adapt to the generalized multimodal interval case the defini-
tions, and review some properties, of nice sets and couples. We follow the
complex setting, see e.g. [PR-L2, Section 3] and related results in [CaiLi].
For the interval case for the notion of nice sets see e.g. [BRSS]; the closely
related concept of nice intervals was introduced and used to consider return
maps to them, much earlier (see papers by Marco Martens, e.g. [Martens]).
Definition 6.1. Let (f,K, ÎK ,U) ∈ A . We call a neighborhood V of the
restricted singular set S′(f,K) = Crit(f) ∪ NO(f,K) (see Definition 1.19)
in U a nice set for f , if for every n ≥ 1 we have
(6.1) fn(∂V ) ∩ V = ∅,
and if each connected component of V is an open interval containing pre-
cisely one point of S′(f,K). The component of V containing c ∈ S′(f,K)
will be denoted by V c.
So, let V =
⋃
c∈S′(f,K) V
c be a nice set for f . According to previously
used names, Definition 2.8, we call any component W of f−n(V ) for n ≥ 0
intersecting K, a pull-back, or pull-back for fn, of V . We denote this n by
mW .
All W as intersecting K are far from ∂U, that is deep in U, if all V c are
small enough, see a remark at the end of Definition 2.8 and Lemma 2.10.
We have either
W ∩ V = ∅ or W ⊂ V.
Furthermore, if W and W ′ are distinct pull-backs of V , then we have
either,
W ∩W ′ = ∅, W ⊂W ′ or W ′ ⊂W.
For a pull-backW of V we denote by c(W ) the point in S′(f,K)∩V c, where
W is an f−mW pull-back of V c.
Moreover we put,
K (V ) = {z ∈ K : for every n ≥ 0 we have fn(z) 6∈ V }.
Lemma 6.2. For all (f,K) ∈ A with all periodic orbits in K hyperbolic
repelling, the map f |K is expanding away from singular points, that is ex-
panding on K (V ) for every nice V defined above.
More generally for every open (in R) set V containing just Crit(f) there
exists λ > 1 and N = N(V ) > 0 such that if x, f(x), ..., fN (x) belong to
U \ V then |(fN )′(x)| > λ (maybe for a diminished (U))).
Proof. This follows from Man˜e´’s Hyperbolicity Lemma, see e.g. [dMvS,
Ch.III, Lemma 5.1]. Indeed we can extend f |
ÎK
to I ⊃ ÎK , C2, as in
Lemma A.4, see Remark 2.14, thus getting a C2 map with all periodic
orbits hyperbolic repelling.
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Then for x ∈ K the assertion of the lemma is precisely the assertion of
Man˜e´’s Lemma.
For x /∈ K close to K we find y ∈ K close to x, with f j(y) ∈ K \ V ′ for
V ′ a neighbourhood of Crit(f) smaller than V , j = 0, 1, ..., N(V ′), so that
f j(x) is sufficiently close to f j(y) to yield |(fN )′(x)| > 1 = λ+12 > 1. This
finishes the proof.
(Notice that if we assume additionally bounded distortion, Lemma 6.2
follows easily from Lemma 2.10.) 
Lemma 6.3 (Existence of nice sets). For all (f,K,U) ∈ A+ with no in-
different periodic orbits in K, there exist nice sets with all components of
arbitrarily small diameters.
Proof. Let O(p) ⊂ K be an arbitrary periodic orbit, not in the forward orbit
of a point in S′(f,K). It exists by the existence of infinitely many periodic
orbits, due to (f,K) ∈ A+, see Proposition 2.5. Then we use the density
of Q :=
⋃∞
n=0Qn for Qn :=
⋃n
j=0 f
−j(O(p)) in K. Notice that this density
holds even for Q ∩K, see Proposition 2.4, but in the definitions of Qn and
Q we do not restrict f to K.
Fix an arbitrary c ∈ S′(f,K). If c is an accumulation point of Q from
the left hand side, then for all n large enough Qn contains points on this
side of c. Let ac,n ∈ Qn be the point closest to c in Qn from this side.
Similarly, if c is an accumulation point of Q from the right hand side, we
define a′c,n ∈ Qn to be the point closest to c from the right hand side. If c
is not an accumulation point of Q from one side (it is then an accumulation
point of Q from the other side since otherwise c is isolated in K), then
there is an interval T adjacent to c from this side with Q ∩ T = ∅. Then
fk(T ) ∩K = ∅ for all positive integer k since otherwise for the first k such
that fk(T ) ∩K 6= ∅ the set fk(T ) is open (since it cannot capture earlier a
critical point as Crit(f) ⊂ K), hence it intersects Q, hence T intersects Q,
a contradiction.
(Notice that the case critical c is not an accumulation point of Q from one
side is possible only if c ∈ CritI(f) \ NO(f,K), in particular c is a critical
inflection point. Indeed if c is a turning point then both ac,n and a
′
c,n can
be defined as f -preimages of the same point in Qn−1 closest to f(c) (there
points arbitrarily close to f(c) even in K since the ”fold” is on the side of
K; otherwise f(c) would be isolated in K. Compare Proof of Theorem C,
Case 2, in Section 3).)
Thus we can apply Lemma 2.9, and conclude that c is eventually peri-
odic in a repelling periodic orbit O(z), i.e. there exists k > 0 such that
fk(c) ∈ O(z) periodic. Then we define the missing ac,n ∈ T or a′c,n ∈ T
as an fk-preimage of an arbitrary point in fk(T ), arbitrarily close to c (for
simplification we set here f(z) = z).
We define V c := (ac, a
′
c) for all c ∈ S′(f,K), arbitrarily small for n
appropriately large. The property (6.1) follows easily from the definitions.

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Notice that V c correspond to critical Yoccoz puzzle pieces of n-th gen-
eration containing critical points in the complex polynomial setting. The
above proof yields the puzzle structure in the generalized multimodal real
setting:
Proposition 6.4. If (f,K,U) ∈ A+ with no indifferent periodic orbits in
K, then there exists a partition of a neighbourhood of K in R into intervals
W k such that supk diamW
k is arbitrarily small and for all n > 0 and k1, k2
we have fn(∂W k1) ∩ interiorW k2 = ∅.
Proof. Consider as above the sets Qn :=
⋃n
j=0 f
−j(p) and additionally Qˆn :=⋃n
j=1(f |U)−j(Qˆ), where Qˆ consists of a finite family of points, each one being
the end point of the open interval adjacent to a respective repelling periodic
orbit in K on the side disjoint from K, in the boundary of U, compare the
last paragraph in Proof of Lemma 2.10. Now, for each n large enough, we
partition a neighbourhood of K into intervals with ends in Qn ∪ Qˆn. For U
such that f(Qˆ) ∩U = ∅ the property (6.1) holds. 
One can think about Qn as corresponding to external rays (including their
end points) and Qˆn as corresponding to equipotential lines in Yoccoz’ puzzle
partition of a neighbourhood of Julia set for a complex polynomial.
Definition 6.5. A nice couple for f is a pair (V̂ , V ) of nice sets for f such
that V ⊂ V̂ , and such that for every n ≥ 1 we have fn(∂V ) ∩ V̂ = ∅.
If (V̂ , V ) is a nice couple for f , then for every pull-back Ŵ of V̂ we have
either
Ŵ ∩ V = ∅ or Ŵ ⊂ V.
Lemma 6.6 (Existence of nice couples). For every (f,K, ÎK) ∈ A+ with no
indifferent periodic orbits in K, there exist nice couples with all components
of arbitrarily small diameters.
Proof. One can repeat word by word the proof of the corresponding fact
in the complex setting, the non-renormalizable case [PR-L2, Appendix A:
Theorem C]. The set to be covered here by nice couples is S′(f,K), see
Definition 1.19, which can be larger than Crit(f). However the proof in
[PR-L2] works for every finite set Σ ⊂ K not containing any periodic point,
in particular for S′(f,K), see Lemma 2.2.
For the interval case see also [CaiLi].

Finally notice that bounded distortion property, Definition 1.12, implies
the following
Remark 6.7. Assume (f,K) ∈ A BD+ . If ε > 0 is such that for a nice couple
(V̂ , V ) for each c ∈ S′(f,K) the interval V̂ c contains an ε-scaled neighbour-
hood of V c, then there is ε′ such that for each pull-back (Ŵ ,W ) of (V̂ , V )
for fn, such that W intersects K and fn is a diffeomorphism on Ŵ , the
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interval Ŵ contains an ε′-scaled neighbourhood of an interval containing
W .
6.2. Canonical induced map. The following key definition is an adapta-
tion to the generalized multimodal case of the definition from the complex
setting.
Definition 6.8. (Canonical induced map).
Let (V̂ , V ) be a nice couple for (f,K) ∈ A . We say that an integer m ≥ 1
is a good time for a point z in U, if fm(z) ∈ V , in particular the iteration
make sense, and if fm is a K-diffeomorphism from the pull-back Ŵ of V̂
for fm, containing z, to V̂ , see Definition 1.15. The crucial observation
following from Lemma 2.2 is that if V has all components short enough,
then
fm : Ŵ → V̂ is a K-diffeomorphism if and only if f j(Ŵ ) ∩ S′(f,K) = ∅
for all j = 0, ...,m − 1.
Let D be the set of all those points in V having a good time and for z ∈ D
denote by m(z) ≥ 1 the least good time of z. Then the map F : D → V
defined by F (z) := fm(z)(z) is called the canonical induced map associated
to (V̂ , V ). We denote by K(F ) ⊂ D the set where all iterates of F are
defined (i.e. the maximal F -invariant set) and by D the collection of all
the connected components of D. As V is a nice set, it follows that each
connected component W of D is a pull-back of V . Moreover, fmW maps Ŵ
K-diffeomorphically onto V̂ c(W ) and for each z ∈W we have m(z) = mW .
Remark 6.9. Notice that for z /∈ V if there exists m ≥ 1 such that fm(z) ∈
V then the number m(z) is the time of the first hit of V by the forward
trajectory of z by the definition of the nice couple. Indeed, all consecutive
pull-backs of V̂ until the m(z)-th one containing z are outside V , hence
omitting S′(f,K) hence f is a K-diffeomorphism on them.
For z ∈ V the number m(z) need not be the time of the first return to V .
Later on we shall need the following (compare [PR-L2, Section 3.2].
Lemma 6.10. If m is a good time for z ∈ V , such that fm(z) ∈ V , then
there exists unique k ≥ 1 such that fm = F k on a neighbourhood of z.
Proof. If m(z) = m then fm = F by definition. If m(z) < m then m−m(z)
is a good time for z1 = f
m1(z) for m1 = m(z) and we consider m2 =
m(z1). After k steps we get least good times m1, ...,mk for z1, ..., zk such
that m1 + ...+mk = m. 
Definition 6.11. (Bad pull-backs). Let, as above, (V̂ , V ) be a nice couple
for (f,K) ∈ A . A point y ∈ f−n(V ) ∩ V is a bad iterated pre-image of
order n if for every j ∈ {1, . . . , n} such that f j(y) ∈ V the map f j is not a
K-diffeomorphism on the pull-back of V̂ for f j, containing y. In this case
every point y′ in the pull-back X of V for fn containing y is a bad iterated
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pre-image of order n. So it is justified to call X itself a bad iterated pre-
image of V of order n. We call a pull-back Y of V̂ for fn, intersecting K,
a bad pull-back of V̂ of order n, if it contains a bad iterated pre-image of
order n. (Notice that Y can contain several X’s.)
Denote by LV the collection of all the pull-backs W of V for f
−n, for all
n ≥ 1, intersecting K, such that f j(W ) ∩ V = ∅ for all j = 0, ..., n − 1.
Denote by DY the sub-collection of D of all those W that are contained
in Y . We do not assume that Y is bad in this notation. In particular we
can consider Y = V̂ c with mY = 0.
So fmW maps Ŵ K-diffeomorphically onto V̂ c(W ), fmY (W ) ⊂ V c(Y ) and
fmY (W ) ∈ D
V̂ c(Y )
. Notice that f(D
V̂ c(Y )
) ⊂ LV for V small enough (such
that f(V ) ∩ V = ∅).
From these definitions it easily follows that
Lemma 6.12. (see [PR-L1, Lemma 7.4] and [PR-L2, Lemma 3.5]) Let (V̂ , V )
be a nice couple for (f,K) ∈ A and let D be the collection of the connected
components of D. Then
D =

 ⋃
c∈S′(f,K)
D
V̂ c

 ∪

 ⋃
Y bad pull-back of V̂
DY

 .
Lemma 5.2 yields the following (see [PR-L2, Lemma 3.6] for a more precise
version)
Lemma 6.13. Let (V̂ , V ) be a nice couple for (f,K) ∈ A+. Then for every
ε > 0, if the diameters of all V̂ c are small enough, for all n large enough
and for every x ∈ V the number of bad iterated pre-images of x of order n
is at most exp(εn).
6.3. Pressure function of the canonical induced map. Now we shall
continue adapting the procedure from the complex case
Let as before (V̂ , V ) be a nice couple for (f,K) ∈ A+ and let F : D → V
be the canonical induced map associated to (V̂ , V ) andD the collection of its
connected components of D. For each c ∈ S′(f,K) denote by Dc the collec-
tion of all elements of D contained in V c, so that D =
⊔
c∈S′(f,K)D
c. A word
on the alphabet D will be called admissible if for every pair of consecutive
lettersW ′,W ∈ D we haveW ∈ Dc(W ′) (that isW ⊂ fm(W ′)(W ′) = V c(W ′)).
We call the 0-1 infinite matrix A = AF having the entry aW,W ′ equal to
1 or 0 depending as W ∈ Dc(W ′) or not, the incidence matrix. This matrix
in the terminology of [MU, page 3] yields a graph directed system, a special
case of GDMS.
For a given integer n ≥ 1 we denote by En the collection of all admissible
words of length n. Given W ∈ D, denote by φW the the inverse of F |W ,
on V c(W ), and by φ
Ŵ
its extension to V̂ c(W ). The collection φW is a Graph
Directed Markov System, GDMS, see [MU].
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For a finite word W = W1 . . .Wn ∈ En put c(W ) := c(Wn) and mW =
mW1 + · · ·+mWn . Note that the composition
φW := φW1 ◦ · · · ◦ φWn
is well defined, extends to V̂ c(W ) and maps it K-diffeomorphically onto
V c(W ).
For each t, p ∈ R define the pressure of F for the potential Φt,p :=
−t log |F ′| − pm
(6.2) P (F,−t log |F ′| − pm) := lim
n→+∞
1
n
logZn(t, p)
where, as before, m = m(z) associates to each point z ∈ D the least good
time of z and for each n ≥ 1
Zn(t, p) :=
∑
W∈En
exp(−mWp)
(
sup
{
|φ′W (z)| : z ∈ V c(W )
})t
.
Recall, see e.g. [MU, Section 2.2], that a function ψ : E∞ → C is called
Ho¨lder continuous on the associated symbolic space E∞ of all infinite ad-
missible words, if the sequence of variations
Vn(ψ) := sup{|ψ(ω1)− ψ(ω2)| : the first n letters of ω1 and ω2 coincide}
tends to 0 exponentially fast as n→∞.
Proposition 6.14. 1. For all real p, t, if HBD is assumed, see Defini-
tion 2.13, the potential −t log |F ′| − pm is Ho¨lder continuous on the associ-
ated symbolic space.
2. The induced map F is uniformly expanding.
3. The diameters of W = φW (V
c(W )) shrink uniformly exponentially to
0 as n→∞ for n the length of the word W .
Proof. Item 3. follows from the bounded distortion condition BD, see Defini-
tion 1.12 and Remark 6.7, with the exponent of the convergence (1+2ε′)−1,
where for each c ∈ S′(f,K) the interval V̂ c is an ε-scaled neighbourhood
of V c. Indeed, notice that the BD implies that for every 0 < j ≤ n and
W j := φW1 ◦ · · · ◦ φWj(V c(Wj)) the set W j−1 is an ε′-scaled neighbourhood
of W j.
Item 2. follows from the fact that |W | ≤ (1+2ε′)−n and |(φ′W (x)/φ′W (y)| ≤
C ′(ε) for x, y ∈ V c(W ). Indeed, these estimates imply
|(φW )′(z)| ≤ |W |C ′(ε) ≤ (1 + 2ε′)−nC ′(ε) ≤ 1/2 < 1
for n large enough.
Finally notice that for x, y ∈W by the assumption HBD in Definition 2.13
we have log |F ′(x) − log |F ′(y)| ≤ C(1 + 2ε′)−(n−1)α, since V c containing
F (W ) is its (1 + 2ε′)−1-scaled neighbourhood, by item 3. This expression
shrinks exponentially fast to 0 as n → ∞ yielding exponential decay of
variations in the symbolic space, hence Ho¨lder continuity of log |F ′|, hence
Ho¨lder continuity of −t log |F ′| − pm. 
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This Proposition, Items 2 or 3, allow to define a standard limit set and
its coding by the space E∞ of all admissible infinite sequences
Definition 6.15. Define π : E∞ → K(F ) by
π(W1W2...) =
∞⋂
n=0
φW1 ◦ ... ◦ φWn(V c(Wn)).
Notice that due to the strong separation property, see [PR-L1, Definition
A.1.], holding by the properties of nice couples, π is a homeomorphism.
Notice that due to the BD assumption and due to topological transitivity
of f |K we can replace in the definition of P (F,−t log |F ′| − pm) the expres-
sions sup
{
|φ′W (z)| : z ∈ V c(W )
}
summed up over all W ∈ En, by |φ′W (z0)|
summed up over all F−n-pre-images of an arbitrarily chosen z0 ∈ V . Com-
pare this with the definition of tree pressure Definition 1.23.
Denote P (F,−t log |F ′| − pm) by P(t, p). It can be infinite, e.g. at t ≤
0, p = 0. The finiteness is clearly equivalent to the summability condition,
see [MU, Section 2.3],
(6.3)
∑
W∈D
sup
z∈W
Φt,p =
∑
W∈D
sup |φ′W |−t exp(−mWp) <∞.
This finiteness clearly holds for all t and p > Ptree(K, t), where it is in
fact negative, see [PR-L2, Lemma 3.8]. In Key Lemma we shall prove this
finiteness on a bigger domain.
We study P on the domain where it is finite. P is there a real-analytic
function of the pair of variables (t, p), see [MU, Section 2.6] for the ana-
lyticity with respect to one real variable. The analyticity follows from the
analyticity of the respective transfer (Perron-Frobenius, Ruelle) operator,
hence its isolated eigenvalue being exponent of P. The analyticity with re-
spect to (t, p) follows from the complex analyticity with respect to complex
t and p and Hartogs’ Theorem.
7. Analytic dependence of Geometric Pressure on
temperature. Equilibria.
To prove Theorems A and C, in particular to study P (K, t), we shall
use the following Key Lemma, whose proof will be postponed to the next
section.
Lemma 7.1. (Key Lemma)
1. For (f,K) ∈ A BD+ , if moreover HBD is assumed, see Definition 2.13,
for F and P(t, p) defined with respect to a nice couple, the domain of finite-
ness of P(t, p) contains a neighbourhood of the set {(t, p) ∈ R2 : t− < t <
t+, p = P (K, t)}.
2. For every t : t− < t < t+, P(t, P (t)) = 0.
GEOMETRIC PRESSURE FOR MULTIMODAL MAPS OF THE INTERVAL 55
In this Section we shall prove Theorems A and C using Key Lemma. The
proof follows the complex version in [PR-L2, Theorems A and B], but it is
simpler (the simplification concerns also the complex case) by omitting the
considerations of subconformal measures.
7.1. The analyticity. Notice that ∂P(t, p)/∂p < 0. Indeed, using the the
bound m ≥ 1 for the time of return function m = m(x) giving F = fm,
considering arbitrary p1 < p0 so that (t, p1) and (t, p1) belong to the domain
of P, we get
P (F,−t log |F ′| − p1m)− P (F,−t log |F ′| − p2m)
= lim
n→∞
1
n
logZn(t, p1)− lim
n→∞
1
n
logZn(t, p0)
= lim
n→∞
1
n
log
∑
W∈En exp(−mW p1)
(
sup
{
|φ′W (z)| : z ∈ V c(W )
})t
∑
W∈En exp(−mW p0)
(
sup
{
|φ′W (z)| : z ∈ V c(W )
})t
≥ lim
n→∞
1
n
n|p1 − p0| = |p1 − p0| > 0,
since the ratio of each corresponding summands in the ratio of the sums
above is bounded from below by expmW |p1 − p0| ≥ expn|p1 − p0|.
Thus the analyticity of t 7→ P (t) for t− < t < t+ follows from the Implicit
Function Theorem and the Key Lemma.
Remark 7.2. In [PR-L2, Subsection 4.4] an indirect argument was provided,
expressing the derivative ∂P/∂p by a Lyapunov exponent for the equilib-
rium existing by the last item of Theorem A. The above elementary calcu-
lation is general, working also in the complex case.
7.2. From the induced map to the original map. Conformal mea-
sure. Proof of Theorem A.2. We shall call here any φ-conformal measure
for f on K for φ := (exp p)|f ′|t a (t, p)-conformal measure for f , see Defi-
nition 1.14. We call µ on K(F ) a (t, p)-conformal measure for an induced
map F , as constructed in Subsection 6.2, if it is φ-conformal for F and for
φ(x) := (exp pm(x))|F ′(x)|t.
A (t, P (t))-conformal measure µF,t for F , supported on K(F ) in the sense
µF,t(K(F )) = 1, exists by Key Lemma and by [MU, Theorems 3.2.3]. It is
non-atomic and supported Kcon(f) since the latter set contains K(F ) by
definitions.
Similarly as in [PR-L1, Proposition B.2] µF,t can be extended to the union
of LV , see Definition 6.11, by
µ˜t(A) :=
∫
fm(W )(A)
(exp−P (t)m(W ))|(f−m(W ))′(x)|t dµF,t(x)
for each W ∈ LV and every Borel set A ⊂ W on which fm(W ) is injective.
The conformality of this measure for f , i.e. 1.4, holds for all A ⊂ W ∈ LV
and A ⊂ K(F ) by the same proof as in [PR-L1]. Finally normalize µ˜t by
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setting µt := µ˜t/µ˜t(K(F ). (Sometimes we omit tilde over not normalized µ
to simplify notation.)
Notice that µ = µt is finite and non-atomic, as a countable union of non-
atomic pull-backs of µF,t to W ∈ LV . The summability
∑
W∈LV
µ(W ) <∞
follows from BD (bounded distortion) and (8.1).
Denote Kˆ(F ) :=
⋃
W∈LV
f−m(W )(K(F )). Let x ∈ V \ (K(F )∪S′(f,K)).
We prove that
(7.1) y = f(x) /∈ Kˆ(F ).
Suppose this is not the case. For V small enough, y /∈ V . Denote z =
fm(y)(y) wherem(y) is the time of the first return of y to V , see Remark 6.9.
Then there exists an infinite word W = W1W2... ∈ E∞ such that z =
fm(y)(y) = π(W ). Let n0 ≥ 1 be the least n such that Yn being the pull-
back of Ŵn = φW1 ◦...◦φWn(V c(Wn) of order m(y)+1 containing x is disjoint
from S′(f,K). It exists since |Ŵn| → 0 as n → ∞. Hence |Yn| → 0, hence
Yn ∩ S′(f,K) = ∅ as x /∈ S′(f,K). In consequence
m = m(y) + 1 +mW1 + ...+mWn0
is a good time for x. Hence, by Lemma 6.10, there exists k ≥ 1 such that
fm(x) = F k(x). In consequence x ∈ K(F ), a contradiction.
(More precisely x = π(W ′), where either W ′ = W0W1W2... for W0 being
a pull-back of V for fm(y)+1, containing x in the case m(y) + 1 is a good
time for x, or W ′ =W ′0Wn0+1... otherwise, where W
′
0 ∋ x and mW ′0 = m. )
Suppose now that A ⊂ V \ K(F ). Then by definition µ(A) = 0. We
shall prove that also µ(f(A)) = 0. Indeed, we have just proved that f(A \
S′(f,K)) ∩ K̂(F ) = ∅, hence f(A \ S′(f,K)) is disjoint from the set K̂(F )
of full measure µ. Notice also that µ(f(S′(f,K))) = 0 since µ does not have
atoms.
Thus the proof of existence of a (expP (t))|f ′|t-conformal measure µ for f
on K as asserted in Theorem A, is finished. This measure is non-atomic and
supported on Kcon(f) by construction. It is zero on (weakly) exceptional
sets since such sets are finite and µ is non-atomic. It is positive on open sets
in K by Lemma C.2.
If there is another (exp p)|f ′|t-conformal measure ν, with p ≤ P (t), then
it is positive on open sets by Lemma C.2, p = P (t) and µ ≪ ν. In conse-
quence both measures are proportional. The proof is the same as in [PR-L2,
Subsection 4.1]. Also the proof of ergodicity is the same.
Caution: By the definition of conformal measures, Definition 1.14, in
particular by the forward quasi-invariance of ν, we have ν(f(Crit(f)) = 0
(for t 6= 0). Hence, if NO(f,K) ⊂ Crit(f) then Kcon(f) is forward invariant
up to ν-measure 0. If NO(f,K) 6⊂ Crit(f) this a priori need not be the
case. Fortunately we only need to pull back: f(Kcon(f)) ⊂ Kcon(f) implies
f−1(K \ Kcon(f)) ⊂ K \ Kcon(f). Hence, if ν ′ := ν|K\Kcon(f) is nonzero,
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by pulling back by iterates of f we prove that ν ′ is positive on open sets,
hence by pulling back ν ′ and µ simultaneously we prove that ν ′ is positive
on Kcon, contradiction.
7.3. Equilibrium states. The proof of this part of Theorem A is the same
as in the complex case, so we only sketch it.
1. Existence
As in [PR-L2, Lemma 4.4] one deduces from Key Lemma 7.1 that the
return time function m(z) is µt integrable, where µt is the unique proba-
bility (t, P (t))-conformal measure, for every t− < t < t+. Moreover the
exponential tail inequality holds
(7.2)
∑
W∈D,mW≥n
µt(W ) ≤ exp(−εn),
for a constant ε > 0 (depending only on t) and all n large enough.
Due to the summability (finiteness of P(t, P (t)) 6.3 and Ho¨lder continuity
of the potential function Φt,P (t) on E
∞, see Proposition 6.14, there exists
an F invariant probability measure ρF,t absolutely continuous with respect
to the conformal measure µF,t on K(F ) being the restriction of µt to this
set (so µF,t(K(F )) < 1 usually).
Indeed, consider the Gibbs state on E∞ given by [MU, Theorem 2.2.4].
Project it by π∗ to ρF,t on K(F ). Its equivalence to µF,t on K(F ) follows
from Gibbs property [MU, (2.3)] holding for both measures.
Moreover there exists Ct > 0 such that Ct ≤ dρF,t/dµF,t ≤ C−1t i.e the
density is bounded and bounded away from 0.
One has used here also, while applying [MU], in particular concluding the
ergodicity of ρF,t, the fact that the incidence matrix AF is finitely irreducible,
which follows from the topological transitivity of f . The argument for this
irreducibility is as follows, compare [PR-L1, Proof of Lemma 4.1].
1a. Proof of the irreducibility
Consider an arbitrary repelling periodic point p ∈ K \⋃n≥0 fn(S′(f,K)).
For every c ∈ S′(f,K) choose a backward trajectory γ1(c) converging to
the periodic orbit O(p), existing by Proposition 2.5. It omits S′(f,K) by
our assumption fn(S′(f, k)) ∩ S′(f,K) = ∅ for all n > 0. Therefore for V
small enough all these trajectories, hence the pull-backs of V̂ along them,
are disjoint from V .
Next notice that for each c ∈ S′(f,K) one can choose a finite backward
trajectory γ2(c) = (p = z(c)0, z(c)−1, ..., z(c)−N(c)) such that z(c)−N(c) ∈ V c,
by the strong transitivity property, see Proposition 2.4.
Consider now any two c, c′ ∈ S′(f,K). Consider a pull-back of V̂ going
along γ1(c) for the time M(c) so long that
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(a) the diameter of the associated pull-back Ŵ (c) of V̂ c is small enough
that its consecutive pull-backs for f j along γ(c′) have diameters small enough
to be disjoint from S′(f,K), for all j = 0, ...,−N(c′)
(b) the distance of Ŵ (c) from O(p) is small enough that Ŵ (c, c′) being
the pull-back of Ŵ (c) is in V c
′
.
Then, for x = x(c, c′) being the f−(M(c)+N(c
′))-pre-image of c in Ŵ (c, c′),
the time m = m(c, c′) := M(c) + N(c′) is a good time, see Definition 6.8.
Hence by Lemma 6.10 there exists k = k(c, c′) such that fm = F k on
W (c, c′).
We conclude that for every two W ′,W ∈ D, if W ⊂ V c and fmW ′ = V c′ ,
then there is an admissible word of length k(c, c′) + 2 on the alphabet D
starting with W ′ and ending with W .
Existence. Continuation
Now, using the F -invariant measure ρF,t, one defines an f -invariant mea-
sure in the standard way:
(7.3) ρt :=
∑
W∈D
mW−1∑
n=0
fn∗ ρF,t|W .
Finiteness of ρt follows from the integrability of m(x) with respect to ρF,t
which follows from the integrability with respect to µF,t and the boundness
of
dµF,t
dρF,t
.
The absolute continuity of ρt with respect to the conformal measure
µt follows easily from this definition, see e.g. [PR-L1, p.165-166]. In-
deed. For each W ∈ D and n : 0 ≤ n < mW write JW,n := |(fn)′|−t
on fn(W ), and 0 on the rest of U. Replace ρt in 7.3 by the auxiliary
µ′t =
∑
W∈D
∑mW−1
n=0 f
n
∗ µF,t|W . Then, using 7.3 and the boundness of
dµ′t/dρt, we get
+∞ > µ′t(K) =
∑
W,n
∫
JW,n dµt =
∫ ∑
W,n
JW,n dµt,
by Lebesgue Monotone Convergence Theorem. Moreover for every continu-
ous function u : K → R∫
udµ′t =
∑
W,n
∫
uJW,n dµt =
∫
u(
∑
W,n
JW,n) dµt.
Thus, it follows that µ′t, hence ρt is absolutely continuous with respect to
µt.
1b. The density function
The density dρt/dµt is bounded away from 0. Indeed, let N(V ) be such
that
⋃N
n=0(V ∩ K) = K. Then for µt almost every z ∈ K there exists
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y ∈ K(F ) and N ≤ N(V ) such that fN(y) = z. We get
dρt
dµt
(z) ≥ dρF,t
dµF,t
(y)|(fN )′|−te−NP (t) ≥ Ct( max
n=0,1,...,N(V )
sup
K
|(fn)′|tenP (t))−1,
compare again [PR-L1, page 166].
1c. Equilibrium
The proof is the same as in [PR-L2, Lemma 4.4]. Denote ρ := ρF,t. Con-
sider its normalized extension given by (7.3), by ρ′ := ρt/ρt(K). One uses
the fact that ρ is the equilibrium state for the shift map on E∞ (identi-
fied with K(F )) and the potential Φt,P (t), i.e. P (F,−t log |F ′| − P (t)m) =
hρ(F ) −
∫
(t log |F ′| + P (t)m) dρ, which is equal to 0 by hypothesis. Thus,
using generalized Abramov’s formula, see [Zwe, Theorem 5.1], we get
(7.4) hρ′(f) = (ρt(K))
−1hρ(F ) = (ρt(K))
−1
(∫
(t log |F ′|+ P (t)m) dρ
)
= (ρt(K))
−1t
∫
log |f ′|dρt + P (t) = t
∫
log |f ′| dρ′ + P (t).
This shows that ρ′ is an equilibrium state of f for the potential −t log |f ′|.
2. Uniqueness
Let t− < t < t+ and ν be an ergodic equilibrium measure for f |K and the
potential −t log |f ′|. Since P (t) > −tχν, it follows that hν(f) > 0. Hence
by Ruelle’s inequality χν(f) > 0. Now one can refer, as in the complex case,
to [Dobbs2] adapted to the interval case. In our case, where nice couples
exist, there is however a simpler proof using inducing, omitting Dobbs (and
Ledrappier) method of using canonical systems of conditional measures on
the measurable partition into local unstable manifolds in Rokhlin natural
extension. See Appendix B.
3. Mixing and statistical properties
To prove these properties in theorem A we refer, as in [PR-L1] and [PR-L2,
Subsection 8.2], to Lai-Sang Young’s results, [Young].
In the case when there is only one critical point in K one can apply these
results directly, and in the general case one fixes an appropriate c0 ∈ S′(f,K)
and considers F̂ : V c0 ∩ K(F ) → V c0 ∩ K(F ), the first return map for
iteration of F . This makes sense since ρF,t(V
c0 ∩K(F )) > 0 as µt is positive
on open sets in K(F ).
F̂ is an infinite one-sided Bernoulli map, with D replaced by Dˆ being the
joining of D and its appropriate F j-preimages, see the next paragraph. Now
we refer to [Young] considering Young’s tower for F̂ and the integer-valued
function mˆ on V c0∩K(F ) defined ρF,t-a.e. by F̂ (x) = f mˆ(x), more precisely
mˆ(x) =
∑
j=0,...,mF−1
m(F j)(x), where FmF = F̂ .
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The tower T
F̂ ,mˆ
is the disjoint union of pairs (U, n) = (φW (V
c(W )), n),
with W1 ⊂ V c0 , c(WmF = c0 and c(Wi) 6= c0 for i = 1, ...,mF − 1 (the
length of W being mF ) and n = 0, 1, ...,mU − 1.
On each (U, n) define the measure ρˆF,t as the image of ρF,t on U = (U, 0)
under the mapping (x, 0) 7→ (x, n). It is easy to see that (x, n) 7→ fn(x)
projects this measure to ρt on K.
Then by [Young], see also [PR-L1, Subsection 8.2], to prove mixing, ex-
ponential mixing and CLT it is sufficient to check the following.
1) The greatest common divisor of the values of mU is equal to 1.
2) The tail estimate 7.2
∑
U,mU≥n
ρt(U) ≤ exp(−εn) for a constant ε > 0,
for U ∈ Dˆ.
To prove 1) we proceed as in 1a. (the proof of irreducibility) with some
refinements, compare [PR-L1, Lemma 4.1]. First notice that provided topo-
logical exactness of f |K there are in K periodic orbits of all periods large
enough. To prove this it is sufficient to be more careful in Proof of Lemma
2.11 while ”closing the loop”. Given a pull-back T for fn, of
B = B(z0, exp(−αn)) and large S = fm(B) such that fm : B → S is a
diffeomorphism and m << n, then we find a diffeomorphic pull-back from
T into S of an arbitrary length not exceeding n.
Now choose an arbitrary O(p) as in 1a. For every c ∈ S′(f,K) choose a
backward trajectory γ1(c) converging toO(p). Choose γ2 = (p, z−1, z−2, ...z−N ),
a backward trajectory of p, such that z−N ∈ V . Let n ≤ N be the least
n ≤ N such that z−n ∈ V . Let c0 ∈ S′(f,K) be such that z−n ∈ V c0 .
Thus for each c, in particular for c0, we find, as in 1a., a backward tra-
jectory c0, x−1, ..., x−m of c0 such that x−m ∈ V c0 no f−j(c0) is in V for
j = 1, 2, ...,m − 1 (on its way going several times along O(p)). Next find a
point y ∈ V c0 shadowing this trajectory, hence F (y) = fm(y) ∈ V c0 . Hence
F̂ = F = fm at y, with the return time m being an arbitrary integer of the
form a+ kmp, where mp is a period of p.
Considering now #S′(K, f) + 1 number of periodic points in
K \⋃n≥0 fn(S′(f,K)) with pairwise mutually prime periods, we find two,
having the same c0. Then the condition on the greatest common divisor of
return times being 1 is satisfied for appropriate choices of k. For details see
[PR-L1, Lemma 4.1].
To prove 2) one uses 7.2 for F , i.e. for W ∈ D. One repeats roughly
the estimates in [PR-L1, the top of p. 167]. The key point is the finite-
ness of the sum of the middle factors in the decomposition F̂ ′(x) = F ′(x) ·
(Fm−2)′(F (x))·F ′(Fm−1(x)), for Fm = F̂ , namely, writingmj(y) := m(y)+
m(F (y)) + ...+m(F j−1(y)),
(7.5)
∑
j≥1
∑
y
∗|(F j)′(y)|−t exp−(mj(y))(P (t) − ε) <∞
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for a positive ε. Here the star * means that we consider only y one for
each word W (of length j), such that no F i(y) belongs to V c0 for i =
0, 1, ..., j. This summability holds because the pressure of the subsystem of
the system in 6.2 where we omit symbols in V c0 is strictly less than the full
P (F,−t log |F ′| − P (t)m = 0 by Key Lemma 7.1, hence negative. So we
have a room to subtract ε in 7.5 and preserve convergence.
8. Proof of Key Lemma. Induced pressure
Again the proof repeats the proof in [PR-L2], so we only sketch it (making
some simplification due to real dimension 1).
Part 1.
1.1. First notice that for every t ∈ R and every p close enough to P (t)
(8.1)
∑
W∈LV
exp(−pmW ) diam(W )t < +∞.
The proof is the same as in [PR-L2, Lemma 6.2] and uses the fact that
f is expanding on K (V ), i.e. outside V , see notation in Definition 6.1.
Briefly: K (V ) can be extended to an isolated hyperbolic subset K ′(V ) of
K (even better than in [PR-L2] where we can guarantee only the existence of
Markov partition, compare [PU, Remark 4.5.3]). This set can be extended
to an even larger isolated hyperbolic set K ′′(V ) ⊂ K \ S′(f,K). Then
P (f |K ′(V ),−t log |f ′|) < P (f |K ′′(V ),−t log |f ′|) ≤ P (K, t).
1.2. Let Wn,k be the family of all components of the set
An,k := {x ∈ U : 2−(k+1) ≤ dist(x, S′n) ≤ 2−k}
for S′n :=
⋃
j=1,...,n+1 f
j(S′(f,K))), with the exception that if such a compo-
nent is shorter than 2−(k+1) we add it to an adjacent component of An,k+1.
Clearly for each integer k
(8.2) #Wn,k ≤ 2n#S′(f,K),
in particular the bound is independent of k. The coefficient 2 appears be-
cause given k the intervals of Wn,k can lie on both sides of each point in
S′n.
Denote Wn :=
⋃∞
k=0 Wn,k.
(For each n the family Wn is a Whitney decomposition of the complement
of S′n, similarly to the Riemann sphere case in [PR-L2].)
1.3. Clearly for every a > 1 there exists b > 1 such that for every L ∈ Wn
and an interval T intersecting L, if aT is disjoint from S′n, then T ⊂ bL. We
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denote by aT the interval T rescaled by a with the same center, similarly
bL.
We apply this for T = W ∈ LV such that W is disjoint from S′n. Hence
a as above exists by Remark 6.7.
For each L ∈ Wn let m(L) be the least integer m such that f j(bL)
is disjoint from S′(f,K) for all j = 0, 1, ...,m. Hence fm(L)+1 is a k-
diffeomorphism on bL. Notice also that fm(L)+1(bL) is large since it joins
a point c ∈ S′(f,K) to ∂V c, since L intersects a set W ∈ L (the family
LV is dense in K by the topological transitivity) hence W ⊂ bL. There-
fore fm(L)+1(L) is also large, since otherwise L would be small in bL see
Definition 1.12.
For every Y being a bad pull-back of V̂ c or Y = V̂ c in the decomposition in
Lemma 6.12, denote by W (Y ) the set of all components LY of f
−(mY +1)(L)
intersecting Y for all L ∈ WmY , such that there exists W ∈ D intersecting
LY . Notice that for each L as above and its pull-back LY ∈ W (Y ) the
mapping fmY +1 : LY → L is a K-diffeomorphism.
For each LY ∈ W (Y ), using distortion bounds, we get
(8.3)
∑
W∈DY ,W∩LY 6=∅
exp(−pmW )|W |t
≤ Const exp(−p(mY + 1 +m(L))
( |LY |
|fm(L)(L)|
)t ∑
W∈LV
exp(−pmW )|W |t.
The latter sum is finite by 8.1. Since fm(L) is large it contains a safe
hyperbolic point z from a finite a priori chosen set Z ⊂ K. Let zLY be its
fmY +1+m(L)-preimage in LY . Hence, in 8.3, the term
(
|LY |
|fm(L)(LY )|
)t
can be
replaced up to a constant related to distortion, by |(fmY +1+m(L))′(zLY )|−t
which can be upper bounded by Const γmY +1+m(L) for any γ satisfying
exp
(−12(P (t) −max{−tχinf ,−tχsup})) < γ < 1.
For t ≤ 0 this holds due to limn→+∞ 1n log sup{|(fn)′(z)| : z ∈ K} = χsup,
compare [PR-L2, Proposition 2.3, item 2]. For t > 0 we use the same with
χsup replaced by χinf , but we use the assumption that z ∈ Z is safe and
expanding, compare [PR-L2, Proposition 2.3, item 2].
In conclusion
(8.4)
∑
W∈DY ,W∩LY 6=∅
exp(−pmW )|W |t ≤ Const γmY +1+m(L).
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1.4. Now we collect above estimates and use Lemma 6.13 to prove the
summability 6.3. which yields the finiteness of P(t, p).
(8.5)
∑
W∈D
exp(−pmW )|W |t
≤ Const
∑
Y
∑
LY
∑
W∈DY ,W∩LY 6=∅
exp(−pmW )|W |t
≤ Const
∑
m,k
∑
Y :mY =m
∑
L∈Wm,k
∑
LY
γm+1+m(L)
≤ Const
∑
m,k
(expmε)2m#S′(f,K)γmγαk <∞,
provided γ exp ε < 1, where α :=
infn,k infL∈Wn,k m(L)
k
is positive since f is Lip-
schitz continuous. The factor expmε bounds #{Y }, compare Lemma 5.2.
Part 2.
The main point is to prove that p(t), the zero of P(t, p), is not less than
P (t). For this end we prove that for all p > p(t) we have P (f |K ,−t log |f ′|) ≤
p which is equivalent to P (f |K ,−t log |f ′| − p) ≤ 0. For this it is sufficient
to prove that the summability of the ”truncated series”
TF (w) :=
+∞∑
k=1
∑
y∈F−k(w)
exp(−pmk(y))|(F k)′(y)|−t,
where mk(y) :=
∑
j=0,...,k−1m(F
j(y)), for an arbitrary w ∈ K(F ) implies
the summability of the ”full series”
+∞∑
n=1
exp(−pn)
∑
y∈f−n(z0)
|(fn)′(y)|−t,
for an arbitrary safe expanding w ∈ K. The proof repeats word by word
the proof in [PR-L2, subsection 7.2, page 694] and will be omitted.
The idea is that fixed a safe expanding point w ∈ V , for every y ∈
f−n(w) ∩K we consider s : 0 ≤ s ≤ n the time of the first hit of V by the
forward trajectory of y. Next let m : s ≤ m ≤ n be the largest positive
time so that y′ := f s(y) is a good pre-image of fm(y). If such m does not
exist (i.e. y′ is a bad pre-image of w) then we set m = s. By Lemma 6.10
fm−s(y′) = F k(y′). The sum over each of three kind of blocks, to the first
hit of V , of F k-type, and over bad blocks, is finite.
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Appendix A. More on generalized multimodal maps
A.1. Darboux property approach and other observations.
Instead of starting from a multimodal triple (or quadruple) defined in
Introduction with the use of the notion of the maximality one can act from
another end. Let K ⊂ R be a compact subset of the real line, U be an open
neighbourhood of K being the union of a finite number of open pairwise
disjoint intervals U j, j = 1, ...,m(U), and let f : U → R be a C2 mapping
having a finite number of critical points, all non-flat and all in K, and such
that f(K) ⊂ K.
Definition A.1. We say that the triple (f,K,U) satisfies Darboux property
if for every interval T ⊂ U there exists an interval T ′ ⊂ R (open, with one
end, or with both ends) such that f(T ∩K) = T ′ ∩K, compare [MiSzlenk,
page 49].
Call each set L ⊂ K equal to T ∩ K for an interval T a K-interval.
Then Darboux property means that the f -image of each K-interval in U is
a K-interval.
Finally notice that Darboux property for f implies Darboux property for
all its forward iterates on their domains.
Proposition A.2. 1. Let (f,K,U) be a triple as above. Assume that f |K is
topologically transitive. Assume also that the triple satisfies Darboux prop-
erty. Then we can replace U by a smaller open neighbourhood U of K such
that f restricted to the union ÎK of convex hulls Î
j
K of U
j ∩K, where as in
the notation above U is the union of a finite number of open pairwise dis-
joint intervals Uj , j = 1, ...,m(U), gives a reduced generalized multimodal
quadruple (f,K, ÎK ,U) in the sense of Definition 1.4, in particular K is the
maximal repeller in ÎK .
2. The converse also holds. The maximal repeller K = K(f) for (f,K, Î) ∈
A satisfies Darboux property on each Îj ∩K.
Proof. For each j : 1 ≤ j ≤ m(U) denote by K̂j the convex hull of U j ∩K
and K̂ = K̂U :=
⋃
j=1,...,m(U) K̂
j.
Let V be a bounded connected component of K̂j0 \ K for an integer
j0. Since all the critical points of f are contained in K, the map f maps
V diffeomorphically to f(V ). Then Darboux property with T equal to the
closure of V implies that either f(V ) is disjoint from K̂ or f(V ) is a bounded
connected component of K̂j1 \ K for an integer j1. We say a bounded
connected component of K̂j \K is small if for every integer n ≥ 1 the map
fn is defined on V and if fn(V ) is contained in K̂. A small component is
periodic if there is an integer k ≥ 1 such that fk(V ) = V .
Extend f |
K̂
to a C2 multimodal map g : I → I of a closed interval con-
taining K̂ in its interior, with all critical points non-flat. Then by [dMvS,
GEOMETRIC PRESSURE FOR MULTIMODAL MAPS OF THE INTERVAL 65
Ch. IV, Theorem A] there is no wandering interval for g, in particular an
interval V as above that is small is either eventually periodic or is uni-
formly attracted to a periodic orbit O(p). Notice that in the latter case all
fn(V ), n = 0, 1, ... are pairwise disjoint since otherwise a boundary point
of one of them, hence a point in K would belong to another fn(V ) that
contradicts the disjointness of all fn(V ) from K.
The latter case however cannot happen. Indeed, O(p) is in K by com-
pactness of K. However attracting periodic orbits cannot be in K, as f |K
is topologically transitive and K has no isolated points compare arguments
after Corollary A.3If O(p) is indifferent and V is not eventually periodic
then for x ∈ K being a boundary point of V we have fn(x) → O(p) and
moreover fn(W )→ O(p) for W a neighbourhood of x. Indeed denoting by
m a period of p we can assume that fm is strictly monotone in a neighbour-
hood D of p since Crit(f) is finite, and all the points fn(x) belong to D for n
large enough. Then by the monotonicity the intervals between them are also
attracted to O(p). Hence fn(W ) converge to O(p). (In particular fn(W ) is
contained in B0(O(p)) and O(p) is attracting or attracting from one side.)
This again contradicts topological transitivity, as there is no return of W to
a neighbourhood of x.
Suppose now that V is a periodic small component. By [dMvS, Ch.
IV,Theorem B] all such components have minimal periods bounded from
above by a constant. Notice that in each period m there can be only a
finite number of them. Otherwise in a limit of such components we have a
periodic point p of minimal period m in a limit of such components Vn, so
for pn ∈ ∂Vn we have p = lim pn. All pn for n large enough belong to an
interval where fm is defined and has no critical points. Consider all Vn on
the same side of p. Then the orbits of the interiors Hn of the convex hulls of
p2n, p2(n+1) are pairwise disjoint and each Hn intersects K, at p2n+1. This
contradicts topological transitivity of f |K .
Now we end the proof by removing from K̂ the family of all small periodic
components. Due to the just proved finiteness of this family we obtain the
decomposition of this new set, denoted by ÎK , into a finite family of closed
intervals Î1, ..., Îm (where m can be larger than the original m(U)). Finally
we take U, a small neighbourhood of ÎK as in Definition 1.4, contained in
U and consider the original f on it.
This completes the proof of the part 1 of the Proposition.
The part 2 says that the maximal repeller K(f) in Î satisfies Darboux
property. To see this notice that if x ∈ K(f) i.e. its forward trajectory stays
in Î, then obviously the forward trajectory of its every preimage y in Î stays
in Î, hence y ∈ K(f), which yields Darboux property for K(f).

Corollary A.3. For each triple (f,K,U) as above, f being C2, Darboux,
topologically transitive, there exists a reduced quadruple (f,K, ÎK ,U) ∈ A
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with no attracting periodic orbits in ÎK and with at most finite number of
periodic orbits that are not hyperbolic repelling, in K, hence in ÎK .
Notice that for this finiteness in ÎK (or K) we do not need to assume BD
(bounded distortion).
Proof. The existence of (f,K, ÎK ,U) ∈ A with no attracting periodic orbits
in ÎK was proved in Proposition A.2. To prove the finiteness of the set of
periodic orbits in K that are not hyperbolic repelling suppose that there
exists a strictly monotone sequence of points pn ∈ K such that pn → p and
all pn, all have the same minimal period m and all lie in an open interval
T with one end at p and fm is strictly monotone on T . Then for n large
enough the set [pn, pn+2)∩K is non-empty as containing pn+1 and its forward
trajectory by f does not contain p. This contradicts topological transitivity
of f |K .
Finally use the fact that the set of possible periods m of non-hyperbolic
periodic orbits is finite, see [dMvS, Ch. IV, Theorem B]. Compare Proof of
Proposition A2.

This Proof explains a part of Remark 1.7 stated in Introduction. Let us
explain the remaining part of Remark 1.7 concerning one-sided repelling or
attracting points (it partially repeats considerations in the proof od Propo-
sition A.2 and uses only the topological transitivity):
If p is a one-sided attracting periodic point of period m or a limit of
periodic points pn of period m lying on one side of p, say in T = (p, p + ε),
then this side is disjoint from K. Indeed. In the one-sided attracting case,
attracting from T , if x ∈ T consider r > 0 small enough that for B =
B(x, r) all fn(B) are pairwise disjoint (attracted to O(p)). So x /∈ K by
the topological transitivity of f |K . In the case where p = lim pn for pn ∈ T ,
if there exist xk ∈ T ∩ K such that xk → p, then there exist n(kj) for a
sequence kj → ∞ such that xkj ∈ Sj := (pn(kj), pn(kj)+2) and all Sj are
pairwise disjoint. This contradicts the topological transitivity of f |K by
arguments similar to ones used in the proof of Corollary A.3 .
The point p cannot be isolated in K, see Lemma 2.1. Therefore p is
repelling on one side and simultaneously accumulated by K from there.
Finally we prove the following important
Lemma A.4. 1. Given (f,K, ÎK) ∈ A r for r ≥ 2 there exists an extension
of f |
ÎK
to a Cr-mapping g : I → I for a closed interval I containing a
neighbourhood of ÎK , such that all periodic orbits for g in I\K are hyperbolic
repelling.
2. If no periodic point in ∂ÎK is accumulated (from outside ÎK) by a se-
quence of periodic points of the same period that are not hyperbolic repelling,
then there exists g as above such that g = f on a neighbourhood of ÎK .
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Proof. We already know that there are no periodic orbits in ÎK \K. Extend
f from a neighbourhood of ÎK to g : I → I of class Cr, so that the extension
has only non-flat critical points and g(∂I) ⊂ ∂I. Using [dMvS, Ch. IV,
Theorem B] we can correct g outside of ÎK , so that there is only finite
number of periodic orbits that are not hyperbolic repelling, compare Proof
of Proposition A.2 above. If the condition 2. is satisfied then it is sufficient
to correct g only outside a neighbourhood of ÎK .
By Kupka-Smale Theorem we can now smoothly perturb g outside a
neighbourhood of ÎK , while keeping g(∂I) ⊂ ∂I and making ∂I repelling,
so that outside K all periodic orbits are hyperbolic.
Finally, let p be a hyperbolic attracting periodic point of g that is not in
K, and denote by m its period. Its orbit O(p) is not contained in IˆK , so we
can assume p is not in IˆK .
For each j = 0, 1, ...,m−1 denote by B(j) the component of B0(O(p)) the
immediate basin of attraction of O(p) for g, containing gj(p). Notice that
no B(j) intersects K. Indeed, if x is in the intersection then fn(x) ∈ K for
n = 0, 1, ... . Hence fn(x) = gn(x) accumulates at p /∈ ÎK which contradicts
fn(x) ∈ K ⊂ ÎK . We conclude that for j such that gj(p) ∈ ÎK , the set B(j)
cannot contain a critical point, as we assumed that all f -critical points in ÎK
are in K. Hence the map g = f on B(j) ⊂ ÎK , maps B(j) diffeomorphically
onto B(j + 1) (where we identify m with 0).
Notice that for each j = 0, 1....m − 1 we have g(B(j)) ⊂ B(j + 1) and
g(∂B(j)) ⊂ ∂B(j + 1). Hence gm(∂B(j)) ⊂ ∂B(j). The boundary ∂B(j)
is repelling for gm|B(j) because iterates of this map pointwise converge to
gj(p). So for all j = 0, 1, ...,m− 1 we can choose closed intervals Vj ⊂ B(j),
such that
(A.1) g(Vj) ⊂ interior Vj+1.
Now we can smoothly modify g on a neighbourhood of each Vi in B(i),
for all i such that B(i) ⊂ I \ ÎK , so that the new g is a diffeomorphism (even
affine non-constant) on each Vi onto its image,
(A.2) g(Vi) ⊂ interior Vi+1,
and still for each x ∈ B(0) there is n such that gnm(x) ∈ V0.
Finally we can smoothly modify g|V0 : V0 → V1, using the fact gm−1
is already a diffeomorphism on V1 to its image, so that the new g
m is a
smooth bimodal map from V1 into V1, so that all g
m-periodic points in
V1 are hyperbolic repelling. Hence all g-periodic points in B0(O(p))) are
hyperbolic repelling.
For example, let ĝ := h ◦ (gm−1|V1)−1, where h : V1 → V1 is, after an
adequate rescaling (and translation) of coordinates, mapping [−1, 1] onto
itself defined by x 7→ ax(x2 − 1) where a = 1
3−1/2−3−3/2
is such that the
critical values are −1 and 1, next mapped to the repelling fixed point 0. We
get then ĝ ◦ gm−1 = h on V1.
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We can easily extend ĝ from V ′0 := g
m−1(V1) to B(0) first by putting the
old g outside V0 and next smoothly extending it to V0 \ V ′0 so that for the
perturbed map ĝ we have ĝ(V0) ⊂ V1. We can maintain the range of this
extension, considered as a new g, to be in V1 due to h(∂V1) ∈ interior V1.
(Notice that in this construction we do not care about the strict inclusion in
(A.2) for i = 0, because we do not need it, due to our choice of the bimodal
map h.)
We do a similar modification in the immediate basin B0(O(p)) for every
attracting periodic orbit O(p) and conclude with g with all periodic orbits
outside K hyperbolic repelling.

Here is the proof of another fact (a standard one, put here for complete-
ness) mentioned in Introduction, Remark 1.13:
Proposition A.5. For every (f,K,U) ∈ A BD, the set of periodic points in
U that are not hyperbolic repelling is finite, if we count an interval of periodic
points as one point. Such a non-degenerate interval cannot intersect K.
Proof. By BD, for each periodic point p ∈ U attracting or one-sided attract-
ing, the immediate basin of attraction B0(O(p)) contains a critical point
or its boundary contains a point belonging to ∂U. Otherwise for g be-
ing the branch of f−m such that g(p) = p and m a period of p, the ratio
|(gn)′(x)/(gn)′(p)| would be arbitrarily large for n large and appropriate x
such that the branch gn exists on B(p, 2|x− p|). So, by the finiteness of the
sets Crit(f) and ∂U, there is only finite number of (one-sided) attracting
periodic points p ∈ U.
If O(p) is repelling with |(fm)′(p)| = 1, then BD fails for backward
branches of iterates of g by |(gn)′(x)/(gn)′(p)| → 0. So repelling but not
hyperbolic repelling cannot happen at all.
The case O(p) is one-sided repelling can happen. Then O(p) is attracting
from the other side. Otherwise p would be accumulated by fm-fixed points
pj on that side hence g
n would be well-defined on B(p, |pj − p|) and again
|(gn)′(x)/(gn)′(p)| → 0 for x = 2p − pj symmetric to pj with respect to p.
So, as we proved already, there is at most finite number of such orbits.
Suppose now that p is an indifferent periodic point accumulated by pe-
riodic points of the same or doubled period. If there existed attracting or
one-sided attracting periodic points, all on the same side of p (with the
same or doubled period) arbitrarily close to p, this would contradict the
fact already proven that there is only a finite number of them. So this
”accumulation” case cannot happen.
The only remaining case is a periodic point p which belongs to a non-
degenerate closed interval T of periodic points.
Suppose the interior of T contains x ∈ K. Then by topological transi-
tivity x is isolated in K, which is not possible by Lemma 2.1. Compare
Corollary A.3.
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So suppose x ∈ ∂T ∩K. The previous argument shows that (interior T )∩
K = ∅. Then x must be a limit of periodic points of period m from the side
T ′ different from T since otherwise it either attracts from the side of T ′ so
it is isolated in K which contradicts topological transitivity, or it repels on
that side but then it attracts from the side T (by bounded distortion), a
contradiction. However the accumulation by fm-fixed points from T ′ is not
possible by arguments as in Proof of Corollary A.3.
We conclude that T ∩ K = ∅. The number of non-degenerate intervals
T of periodic points must be finite, since their ends must be (one-sided)
attracting or in ∂U and we have already proven that their number is finite.

Due to this Proposition we do not need to care about intervals of pe-
riodic points since we can just get rid of them by shrinking U, compare
Remark 1.13.
Remark A.6. Notice that Darboux property for any triple (f,K,U) as in
Definition A.1 allows to consider a canonical factor of f |
K̂
, where K̂ =⋃
j=1,...,m K̂
j is the union of the convex hulls K̂j of U j ∩K in the notation
from the beginning of Proof of Proposition A.2.
Namely, one contracts to points all the closures Qj, j = 1, ...,m− 1 of the
bounded connected components of R \ K̂ and components of their (f |
K̂
)n-
preimages. The resulting map g is a piecewise strictly monotone, piecewise
continuous map of interval g : I → I. More precisely, for the points that
arise from contracted intervals Qj, the turning critical points, and the most
left and most right end points of ÎK denoted according the order in R by
a0 < a1 < ... < am′ , where m
′ ≥ m, the mapping g is strictly monotone and
continuous on each (ai−1, ai) for all i = 1, ...,m
′. It can have discontinuities
at the points that arise from the contracted intervals Qj .
There is no interval whose each gk-image belongs entirely to some (aik−1, aik);
such interval maps are called regular, see e.g. [HU]. The lack of wandering
intervals is inherited from f .
Of course we loose the smoothness of the original f so this factor is useful
only to study topological dynamics of f .
All this applies in particular to (f,K) ∈ A , where f |K is topologically
transitive.
A.2. On topological transitivity and related notions.
Now we prove the fact promised in Introduction, Remark 1.18, that allows
in our theorems to assume only topological transitivity and to use in proofs
formally stronger weak exactness.
Lemma A.7. For every (f,K) ∈ A+ the mapping f |K is weakly topologi-
cally exact.
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Proof. (mostly due to M. Misiurewicz)
Step 1. Density of preimages (strong transitivity).
For (f,K) ∈ A (i.e. not assuming positive entropy) we prove that for
all x ∈ K the set A∞(x) :=
⋃
n≥0(f |K)−n(x) is dense in K. This proves
Proposition 2.4
Indeed, let T be an open interval intersecting K. Denote f̂ := f |
ÎK
. Let
W :=
⋃
n≥0
f̂n(T ),
while iterating we each time act with f̂ on the previous image intersected
with ÎK , the domain of f̂ . The set W ∩K is dense in K. Indeed, this set
coincides with
⋃
n≥0(f |K)n(T ) since if a trajectory x0, ..., xn = x is in ÎK ,
then by the maximality of K this trajectory is in K, so f̂ is equal to f |K on
it. Hence the density of W ∩K follows from the topological transitivity of
f |K .
The components of f(W )∩ ÎK are contained in the components ofW ∩ ÎK .
There is a finite number (at most the number of the boundary points of ÎK)
of components of W touching ∂ÎK . We call them ”boundary components”.
This number is positive and the f̂ -forward orbit of each of them touches
or intersects ∂ÎK (i.e. a ”cut” happens) in finite time, i.e. a ”boundary
component” returns to a ”boundary component”. Otherwise there would
be a wandering component, or a periodic component W ′ with
⋃
n f̂
n(W ′)
not having points of ∂Î in its closure, which is not possible by the topological
transitivity of f |K . So there is only a finite number of components of W
(bounded by the sum of the times of the returns). This together with the
density of W proves that W covers K except at most a finite set, hence the
density of each A(x) in K for x not belonging to a finite set E := ÎK \W .
In fact A(x) is dense in K for all x ∈ K. Indeed. If f̂(y) = x ∈ E then
y ∈ E , since W is forward invariant. Hence by the finiteness of E the point
x is periodic. The orbit O(x) is repelling or one-sided repelling, since on
the side it is not repelling it cannot be an accumulation point of K, and it
cannot be isolated in K. If x has an f -preimage z ∈ Î \ O(x) then z, as
non-periodic, belongs to W , hence x ∈ W , a contradiction. So there exits
an open neighbourhood U of O(x) such that the compact set f̂(ÎK \ U) is
disjoint from O(x). Denote U ′ := ÎK \ f̂(ÎK \ U).
Thus, there exists S ⊂ U ′, an open interval intersecting K, its forward
orbit leaves U after some time m, with the sets f j(S) disjoint from S for
j < m, and never again returns to U ′, hence never intersect S, contrary to
the topological transitivity.
Now we prove weak exactness, provided (f,K) ∈ A+, that is htop(f |K) >
0. The proof above does not yield this, since we do not have N (for interval
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exchange maps such N does not exist). We did not even proved that in
K =
⋃∞
n=0 f
n(W ∩K) one can replace ∞ by a finite number.
Step 2. Semi-conjugacy to maps of slope β. First replace f |
ÎK
by its fac-
tor g as in Remark A.6. The map g is piecewise strictly monotone, piecewise
continuous, with m′ pieces Ij = (aj , aj+1), j = 1, ...,m
′. Denote
⋃
j{aj} by
ah.
If g is continuous, then by Milnor-Thurston Theorem, see [MT] or [ALM,
Theorem 4.6.8], g is semi-conjugate to some h, piecewise continuous, with
constant slope, log |h′| = β = htop(f |K) > 0, via a non-decreasing continuous
map. In fact this semi-conjugacy is a conjugacy via a homeomorphism since
g is topologically transitive, since f |K is. Milnor-Thurston Theorem holds
also for g piecewise continuous, piecewise monotone, which is our case, with
the proof as in [ALM], [Misiurewicz].
Step 3. Growth to a large size. As before (for f) we consider an open in-
terval T and act by h. More precisely for T = T0 in one of the intervals
(aj , aj+1) define inductively Tn+1 as a longest component of h(Tn) ∩ Ij,
j = 1, ...,m′. As long as Tn are short, h(Tn) capture aj (i.e the ”cuts”
happen) rarely. So, due to expansion by the factor β > 1 the interval Tn is
larger than a constant d not depending on T , for n large enough. Fix n such
that Tn contains a point in a
h in its boundary. It exists since otherwise |Tn|
would grow to ∞. Denote this n by n(T ).
Step 4. Cover except a finite set. We go back to f and denote the semi-
conjugacy from f |K to h (via g) by π. We consider now f piecewise strictly
monotone, that is ÎK is cut additionally at turning critical points. We keep
the same notation f and ÎK =
⋃
Îj except that now j = 1, ...,m′ rather
than m, compare Remark A.6. We write Îj = [afj,0, a
f
j,1]. It is useful now to
consider f˘ = f |⋃
j(a
f
j,0,a
f
j,1)
, i.e. restriction to the union of the open mono-
tonicity intervals. Denote
⋃
j,ν{afj,ν} by af . Finally let d′ > 0 be such a
constant that if |x− y| < d′ then |π(x)− π(y)| < d.
Consider open intervals T j,ν ⊂ Îj of length d′ adjacent to aj,ν. Set,
compare Step 1,
(A.3) W˘ j,ν :=
⋃
n≥0
f˘n(T j,ν) \ af ,
subtracting each time af while iterating f˘ .
By Step 1, W˘ j,ν covers K except at most a finite set E˘ ⊂ K. (It does not
matter in Step 1 whether we deal with f̂ or f˘ , but now we prefer f˘ to deal
with open sets.)
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Step 5. Doubling. Now we shall prove that in the union in (A.3) one can
consider in fact a finite set of n’s and if we do not subtract af and act with
f it covers K.
Notice that E˘ ⊃ af , by the definitions. Double each point of E˘ which
is the both sides limit (accumulation) of K. More precisely, consider the
disjoint union K̂ of the compact sets of the form S ∩K, covering K, where
S’s are closed intervals with ends in E˘ and pairwise disjoint interiors. Denote
the projection from K̂ to K gluing together the doubled points by πˆ. Denote
πˆ−1(E˘ ) by Eˆ and more generally πˆ−1(X) by Xˆ for any X ⊂ K. Denote the
lift of f |K to K̂ by F . Notice that maybe it is not uniquely defined at points
not doubled, whose f -images are doubled. We treat F as 2-valued there.
F maps K̂ onto K̂ by topological transitivity of f |K , similarly to f |K
mapping K onto K see Lemma 2.1. Suppose x ∈ Eˆ and F (y) = x. If y /∈ Eˆ ,
then y ∈ Ŵ ∩K, where W := W˘ j,ν. Then x ∈ F (Ŵ ∩K), moreover x is in
the interior of this set in K̂ since f |K is open in a neighbourhood of πˆ(y).
If y ∈ Eˆ , then consider z ∈ K̂ such that F (z) = y. If z /∈ Eˆ then as above
y is in the interior of F (Ŵ ∩K). Then x is in the interior of F 2(Ŵ ∩K),
but for this we use the fact that F is an open map in a neighbourhood
of y due to doubling at πˆ(x). We continue and if we have an F -backward
trajectory of x in Eˆ , then it is periodic and we arrive at a contradiction with
topological transitivity of f |K as in Step 1.
Finally by the compactness of K̂ we can choose finite subcovers from open
covers, hence, after projecting K̂ back to K we can write
K =
N(j,ν)⋃
n=0
(f |K)n(T j,ν ∩K).
We end the proof by setting N = maxj,ν N(j, ν).
Since fn(T )(T ) contains an interval of the form T j,ν by the definitions of
d′ and d, then
K =
N⋃
i=0
(f |K)n(T )+i(T ∩K).

Therefore the following holds
Proposition A.8. If (f,K) ∈ A then the properties: htop(f |K) > 0 (i.e.
(f,K) ∈ A+) is equivalent to weak topological transitivity of f |K.
This follows immediately from Lemma A.7 and the following general fact
easily following from the definition of topological entropy.
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Lemma A.9. Let f : K → K be a continuous map of a compact metric
space K that is not reduced to a single point. Then weak topological exactness
implies positive topological entropy.
Appendix B. Uniqueness of equilibrium via inducing
We shall prove here uniqueness of equilibrium state, asserted in Theorem
A, using our inducing construction.6
Given a nice couple (V̂ , V ) and the induced map F as before, consider
the following subsets of K: K (V ), K(F ), defined before, and
Q(F ) := {z ∈ V ∩K : ∃ infinitely many returns to K, but no good returns}.
We have ν(K (V )) = 0 since otherwise, by forward invariance of K (V )
and ergodicity, ν is supported on K (V ) and hν(f) − tχν(f) = P (f, t) >
P (f |K (V ),− log |f ′|), the latter inequality by Part 1.1 of Proof of Lemma 7.1,
compare [PR-L2, Lemma 6.2]. This contradicts the opposite Variational
Principle inequality hν(f)− tχν(f) ≤ P (f |K (V ),− log |f ′|).
We conclude for the ”basin” BK (V ) :=
⋃∞
j=0 f
−j(K (V )), using the
f -invariance of ν, that ν(BK (V )) = 0.
We prove now that also ν(Q(F )) = 0. Denote ψ := Jacν(f), Jacobian in
the weak sense, that is a ν integrable function such that (1.4) holds after
removal from K a set Y of zero ν measure (i.e. 1.4 holds for A satisfying
additionally A∩Y = ∅). Such ψ exists under our assumptions and moreover
Rokhlin entropy formula hν(f) =
∫
logψdν holds, see e.g. [PU, Proposition
2.9.5 and 2.9.7]. (One sided, countable, even finite, generator exists by
weak exactness and the finiteness of the number of maximal monotonicity
intervals of f in the definition of generalized multimodal maps.)
By Birkhoff Ergodic Theorem for every a, b > 0 there exists a setKν,b ⊂ K
such that ν(Kν,b) > 1− b and for all n large enough and all y ∈ Kν,b
∣∣ 1
n
n−1∑
j=0
logψ(f j(y)−
∫
logψ dν
∣∣ < a.
For each integer n ≥ 0 denote Qn := {y ∈ K ∩ V : x = fn(y) ∈
V, and y is a bad iterated preimage of x of order n}. By Lemma 6.13 the
set Qn is covered by at most exp(εn) pull-backs of V of order n. Hence
ν(Qn ∩Kν,b) ≤ exp(εn) exp(−(hν(f)− a)n).
We have Q(F ) =
⋂∞
m=0
⋃
n≥mQn hence ν(Q(F )∩Kν,b) = 0 if ε+a < (hν(f).
Since b can be taken arbitrarily close to 0 we obtain ν(Q(F )) = 0.
Let now z ∈ V ∩ K has infinitely many returns to V but only a finite
number of good return times. Let n0 be the largest one. Assume it is
positive. Denote y := fn0(z). If n1 < n2 < ... are consecutive times of
6A similar method was used by Pesin and Senti in [PS].
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return of z to V bigger than n0, then either for their subsequence njk , for
each k the point y is a bad iterated preimage of order njk − n0, hence it
belongs to Q(F ), or there is an arbitrarily large nj such that nj − n0 is a
good time for y. Since nj is not good for z we conclude that for Ŵ being
the pull-back of V̂ for fnj one of the sets f i(Ŵ ), i = 0, 1, ..., n0−1 intersects
S′(f,K). Since diameters of Ŵ tend to 0 as j → ∞ we conclude that z ∈⋃n0−1
i=0 f
−i(S′(f,K)). Compare the respective reasoning in Subsection 7.2.
Thus, for the ”basins” BQ(F ) :=
⋃∞
n=0 f
−nQ(F ) and BS′(f,K) :=⋃∞
n=0 f
−nS′(f,K)
ν(BQ(F ) \BS′(f,K)) = 0.
Notice finally that ν has no atoms in S′(f,K). Indeed, by the invariance
of ν for every z ∈ K it holds ν({f(z)}) ≥ ν({z}). Hence if ν had an atom
in S′(f,K) then
⋃∞
n=0 f
n(S′(f,K) would be finite and in consequence due
to ergodicity it is supported on a periodic orbit. Then hν(f) = 0 what
contradicts the assumption it is an equilibrium for t− < t < t+ (see the
beginning of the proof of Uniqueness).
We conclude that the ”basin” BK(F ) :=
⋃∞
n=0 f
−nK(F ) has full measure
ν, hence ν(K(F )) > 0.
Consider the inverse limit (natural extension) (K˜, f˜ , ν˜). Consider also the
inverse limit (K˜(F ), F˜ ) (just topological). Define Π the projection of K˜ to
K defined for every f -trajectory y = (yj)j∈Z , by Π(y) = y0. Denote by ι the
embedding of K˜(F ) in K˜ defined by the completing of each F -trajectory to
f -trajectory. Notice that m = m(Π(y)) for y ∈ K˜(F ) is time of the first
return to ιK˜(F ) for the mapping f˜ . Indeed, m is by definition the least
good return time of Π(y) to V . So suppose there is j : 0 < j < m a time
of return of y to K˜(F ). Consider k < j such that j − k is a good time for
yk. We have k > 0 since otherwise j is a good time for Π(y) = y0, due to
f j ◦ f−k = f j−k. But by f˜ j(y) ∈ K˜(F ) there are infinitely many k < j such
that j − k is a good time for yk, a contradiction.
Denote the normalized restriction of ν˜ to K˜(F ) by ν˜∗ Hence m ◦ Π is
ν˜∗-integrable on ιK˜(F ), more precisely ∫
ιK˜(F )
mdν˜∗ = 1 by ergodicity.
Define ν = ι−1∗ Π∗(ν˜∗). By above, the function m is ν∗-integrable. Notice
that ν∗ is an equilibrium measure for F and the potential −t log |F ′|−mP (t).
This follows from the fact that ν˜ is an equilibrium for f and −t log |f ′| and
the calculation (7.4) done in a different order, for ν, ν∗ playing the role of
ρ′, ρ.
Now we refer to [MU, Theorem 2.2.9] saying in particular that the equi-
librium for F and our Φ is unique. Thus ν∗ = ρ, hence ν = ρ′, due to the
formula (7.3) for both measures. Notice that (7.3) gives ν because it makes
ν˜ out of ν˜∗ because m is the time of the first return map for F˜ . The proof
of Uniqueness is finished.
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Appendix C. Conformal pressures
Here we shall define and discuss various versions of conformal pressures
announced in Remark 1.32 and compare them to P (K, t), thus complement-
ing Theorem B.
Definition C.1. Recall after Introduction that similarly to the complex
case [PR-L2] and [P-conical] define conformal pressure for t ∈ R by
Pconf(K, t) := log λ(t),
where, as in (1.7),
(C.1) λ(t) = inf{λ > 0 : ∃µ on K which is λ|f ′|t − conformal}.
For φ = λ|f ′|t as above, we also call µ a (λ, t)-conformal measure for f on
K.
It is immediate, see the end of Proof of Lemma C.3, that
Lemma C.2. For all t real and λ positive, if µ is a (λ, t)-conformal measure
on an f -invariant set K ⊂ U for f : U → R a generalized multimodal map,
with f |K being strongly transitive, then µ is positive on all open subsets of
K.
If the equation in 1.4 holds only up to a constant ε, namely
|µ(f(A))−
∫
A
φ dµ| ≤ ε
for every Borel A where f is injective, we say the measure µ is ε-(λ, t)-
conformal.
In the interval case, it is useful to weaken the definition of conformal
measure and to assume (1.4) only on A ⊂ K disjoint from NO(f,K) (the
set of points in K where f |K is not open, see Definition 1.19), and to assume
only the inequalities
(C.2) µ(f(x)) ≥ λ|f ′(x)|tµ(x)
and
(C.3) µ(f(x)) ≤
∑
z∈f−1(f(x))
λ|f ′(z)|tµ(z),
for all x ∈ NO(f,K), except where the expressions |f ′(y)|tµ(y) = ∞ · 0
(for y = x or y = z) appear for t < 0. We call such µ a (λ, t)-conformal*
measure.
We do not assume here that µ is forward quasi-invariant, unlike in Defi-
nition 1.14.
Notice that if x ∈ Crit(f) then (C.2) implies µ(x) = 0 if t < 0; since
otherwise µ(f(x)) =∞.
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(For a finite continuous potential φ one considers the summands in the
latter expression with weights 2 at turning critical points z, as 2 is the
local degree at them. Here however for φ = −t log |f ′| we have φ(z) = ±∞
depending whether t > 0 or t < 0, so the factor 2 does not make a difference.
For t = 0 the are no atoms, otherwise the measure would be infinite.)
Assume (f,K) ∈ A . Then the set NO(f,K), hence the set where only
the inequalities (C.2) (C.3) hold instead for the equalities, is finite, see
Lemma 2.2.
In particular a (λ, t)-conformal* measure is allowed to have atoms at f -
images of turning critical points, but not at inflection critical points that
are not end points, for t > 0. (Compare the notion of almost conformal
measures in [HU] or compare [DU]).
Unfortunately we do not know whether even for t > 0 there always exist
at least one conformal measure with Jacobian λ|f ′|t, to define λ(t) in (C.1).
So we do not know whether always Pconf (K, t) makes sense. We can prove
this existence for t− < t < t+, see Corollary 1.31 and Section 7. For t < t−
the existence can be false, e.g. for f(z) = z2 − 2, even in the complex case,
so for t < 0 it is better to work with backward conformal measures, see
Definition C.5)
We define the conformal star-pressure P ∗conf(K, t) as in (C.1) but allowing
the measures µ to be (λ, t)-conformal*. This always makes sense. Indeed,
as we shall prove in Proposition C.4 below, the set of measures in (C.1)
defining P ∗conf(K, t) is non-empty.
Lemma C.3. Let (f,K) ∈ A . Assume t ∈ R. Suppose that µ is a (λ, t)-
conformal* measure on K. Then either µ is positive on all open (in K)
subsets of K or µ is supported in a finite S′-exceptional set E ⊂ K.
If µ is (λ, t)-conformal on K then it is positive on all open sets in K.
Proof. (compare [MS, Lemma 3.5]) Suppose that there exists open U ⊂ K
with µ(U) = 0.
Then, by the strong transitivity of f on K, see Lemma A.7 Step 1, im-
plying that there is n > 0 such that
⋃n
j=0 f
j(U) = K, we conclude that µ is
supported by a finite set of atoms Ξ ⊂ ⋃nj=1⋃j−1t=0 f j−t(f t(U) ∩NO(f,K)).
The set Ξ is weakly S′-exceptional. Otherwise there exists x ∈ Ξ and
its infinite backward trajectory G ⊂ K omitting S′(f,K). Hence this tra-
jectory consists of atoms by 1.4, whose set therefore is infinite, a contra-
diction. (Another argument: O−reg(x), see Definition 1.19, would be dense
in K, since otherwise it would be weakly S′-exceptional. Hence infinite, a
contradiction.)
Consider first t < 0. Then if x is an atom all its forward trajectory
consists of atoms by (C.2). Hence it is finite. Hence
⋃∞
j=0O
−
reg(f
j(x)) is
finite, hence as forward invariant by definition, it is S′-exceptional.
Consider now t ≥ 0. Then, for each atom y ∈ K, there is an atom
z ∈ f−1(y), by (C.3). Therefore if x is an atom, there is its backward
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trajectory of atoms. Hence this trajectory must be finite, periodic. Again⋃∞
j=0O
−
reg(f
j(x)) occurs S′-exceptional.
If µ is conformal and µ(U) = 0, then µ(K) = 0 since µ(f j(U)) = 0 for
all j ≥ 0. Indeed, by the conformality of µ there is no way to get positive
measure (in particular atoms) in f j(U). 
Proposition C.4. For every (f,K) ∈ A BD+ , for all t ∈ R and λ = expP (K, t)
there exists a (λ, t)-conformal* measure and the inequalities P ∗conf(K, t) ≤
P (K, t) ≤ Pconf(K, t) hold, provided the latter pressure makes sense. If
(f,K) is not S′-exceptional then the equality P (K, t) = P ∗conf (K, t) holds.
Proof. The strategy of the proof is the same as, say, in [PU, Proof of Theo-
rem 12.5.11, Parts 2 and 3] in the complex case.
First we prove the existence of a (λ, t)-conformal* measure for
λ = expPtree(K, z0, t) for an arbitrary safe and expanding point z0 ∈ K
hence P ∗conf(K, t) ≤ P (K, t). Consider a sequence of measures
µn =
∞∑
k=0
∑
x∈(f |K)−k(z0)
Dx · φk · λ−kn |(fk)′(x)|−t/Σn,
where λn ց λ for λ = expPtree(K, z0, t), where each Dx denotes Dirac
measure at x. Each Σn is the normalizing denominator such that µn is a
probability measures. The numbers φk are chosen so that φk+1/φk → 1 as
k →∞ and Σn →∞ as n→∞. Compare [PU, Lemma 12.5.5]
All µn are ε-(λn, t)-conformal for an arbitrary ε > 0 and all n respectively
large. Define µ as a weak∗ limit. This procedure to get µ is called Patterson-
Sullivan method.
Then µ has Jacobian λ|f ′|t for λ = expPtree(K, z0, t) in the above sense
for all A ⊂ K not containing points belonging to NO(f,K), in particular
turning critical points. For each critical point c ∈ K we obtain for all n and
r small enough µn(f(B(c, r)) ≤ 2 supλk(2r)t + ε, where ǫ > 0 is arbitrarily
close to 0, compare [PU, Remark 12.5.6]. Therefore for t > 0 we have
a uniform bound for µn(f(B(c, r)), arbitrarily small if r and ε are small.
If c is an inflection point for f then f is open at c, i.e. f(B(c, r)) is a
neighbourhood of f(c), therefore µ(f(c)) = 0 yielding the conformality of µ
also at c. If c is a turning point then f(B(c, r)) need not be a neighbourhood
of f(c) in K and the mass µ(f(c)) can be positive, coming from the other
side of f(c) than the ‘fold’ f(B(c, r)). Therefore µ satisfies merely C.2 and
C.3 at c. The same concerns end points belonging to NO(f,K). Hence µ is
an expP (K, t)|f ′|t-conformal* measure. Taking infimum over such measures
we end with P ∗conf(K, t) ≤ P (K, t).
To prove P (K, t) ≤ P ∗conf(K, t) in non-exceptional case, or merely P (K, t) ≤
Pconf(K, t) in the general case, we consider the version Phyp(K, t) of P (K, t).
For every (λ, t)-conformal* measure µ on K we consider a small U ⊂ K open
in K intersecting a hyperbolic isolated X ⊂ K, where Phyp(K, t) is almost
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attained by P (f |X ,−t log |f ′|), see Definition 1.20. Then, for µ(U) > 0,
see Lemma C.3 the rest of the proof is identical as in [PU, Proof of Theo-
rem 12.5.11, Parts 2], giving P (f |X ,−t log |f ′|) ≤ log λ. So if (f,K) is not
S′-exceptional the proof of P (K, t) ≤ P ∗conf(K, t) is finished.
In the exceptional case the proof of P (K, t) ≤ Pconf(K, t) is the same,
using µ(U) > 0.

For t < 0 and conformal pressures we follow [PR-LS2, Appendix A.2].
Notice again (compare Proof of Lemma 4.4 the case t ≤ 0) that the pressure
Ptree(K, t) is the classical pressure since |f ′|−t is continuous, i.e.
P (K, t) = P (f|K,−t log |f ′|).
To see this consider Pvar(K, t), [Keller, Theorem 4.4.1] for the variational
principle for potential functions with range in R ∪ −∞. See also [PR-LS2,
Theorem A.7].
For t < 0 it is natural to consider a different definition of conformal
pressure, called in [PR-LS2] backward conformal pressure. In the complex
setting each conformal measure is an eigenmeasure for the operator dual
to transfer operator (Ruelle operator), with weight function |(f ′)|−t. In
the complex setting the transfer operator is a bounded operator on the
space of continuous functions since f is open. Unfortunately for the interval
multimodal maps this is not so; the transfer operator on continuous functions
can have the range not in continuous functions, since f need not be an open
map. The discontinuity of the image cannot be caused by critical values,
since at critical points the weight function is 0 (remember that t < 0). It
can be caused by noncritical end points not mapped to end points.
Definition C.5. For t < 0 define the (λ, t)-backward conformal pressure by
PBconf(K, t) := log λ(t),
where
(C.4)
λ(t) := inf{λ > 0 : ∃µ backward conformal on K with Jacobian λ−1|f ′|−t}
and µ backward conformal means here that for every Borel set A ⊂ K on
which f is injective
(C.5) µ(A) =
∫
f(A)
λ−1|f ′(f |A)−1(x))|−tdµ(x).
In this definition compared to (λ, t)-conformal measure, we just resign
from assuming the µ is forward quasi-invariant, see Definition 1.14, i.e. we
allow the image of a set of measure 0, to have positive measure. But we still
cannot prove the existence and repeating Patterson-Sullivan construction we
land with conformal*-measures, which is a weaker property than backward
conformal.
For t < 0 Proposition C.4 can be completed as follows
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Proposition C.6. For every (f,K) ∈ A BD+ , for all t < 0 and (λ, t)-
conformal* measure, λ ≤ expP (K, t). If f is not S′-exceptional then λ ≥
expP (K, t).
Proof. Let us repeats the calculation in [PR-LS2, A.3].∫ ∑
x∈(fn|K)−1(z)
λ−n|(fn)′(x)|−t dµ(z) ≥ µ(K) = 1.
This inequality follows from (1.4) outside S′(f,K), and from (C.2) at x ∈
NO(f,K), which for x ∈ Crit(f) implies µ{(x)} = 0 due to t < 0, as
mentioned already right after formulation of (C.2)
For δ > 0 arbitrarily small, for every z under the integral and n large
enough,
expn(P (f |K ,−t log |f ′|) + δ) ≥ sup
z∈K
(
∑
x∈(fn|K)−1(z)
|(fn)′(x)|−t,
see [P-Perron, Lemma 4], compare Lemma 4.4, hence we get
log λ ≤ P (f |K ,−t log |f ′|). The opposite inequality has been already proved
in Proposition C.4. 
The next proposition says that for t− < t < t+ there are conformal*
measures positive on open sets, even for S′-exceptional f , constructed by
Patterson-Sullivan method as above. In this paper we already proved for
t− < t < t+ the existence of a true conformal measure with nice proper-
ties, see Theorem A, but in the proof we used more complicated ‘inducing’
techniques.
Proposition C.7. For (f,K) ∈ A BD+ not S′-exceptional for all real t, or,
allowing the S′-exceptional case, for t : t− < t < t+, there exists on K a
(λ, t)-conformal* measure, positive on open sets, zero on all S′-exceptional
sets, with log λ = P (K, t).
Proof. The non-exceptional case has been already dealt with.
In the exceptional case consider µ constructed by Patterson-Sullivan method
as in Proof of Proposition C.4. Hence, the resulting measure µ is (λ, t)-
conformal* for λ satisfying log λ = P (K, t). If µ(U) > 0 fails, then µ
is supported in an S′-exceptional set E by Lemma C.3. It follows from
the proof of Lemma C.3, that there is a periodic orbit O(p) ⊂ E with
µ(O(p)) > 0. Hence λm|(fm)′(p)|t ≥ 1. Therefore log λ ≥ −tχ(p), where
χ(p) := 1
m
log |(fm)′(p)|.
In fact the equality log λ = −tχ(p) holds, since by Lemma 2.2 O(p) is
disjoint from S′(f,K). So µ is conformal.
Thus
P (K, t) = −tχ(p)
hence t ≤ t− or t ≥ t+. (Compare the proof of [MS, Lemma 3.5].)

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Remark C.8. For t < 0, for exceptional maps, to have the equality of pres-
sures it is sometimes appropriate to consider supremum instead of infimum
in the definition C.4. See [PR-LS2, Remark A.8].
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