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Abstract
In the context of simulating the micromechanical behavior of multi-phased
heterogeneous materials the finite element method (FEM) is a standard dis-
cretization method (cf. [Hughes, 1987]). The extended finite element method
(XFEM, introduced by [Belytschko and Black, 1999] and [Moe¨s et al., 1999],
cf. [Fries and Belytschko, 2010]) enriches the polynomial approximation space
of the FEM in order to model discontinuities within the solution at the cost
of additional degrees of freedom. The major advantage of XFEM over FEM
is the possibility to model non-smooth solutions independent from the un-
derlying finite element mesh (cf. [Fries and Belytschko, 2010]).
The focus of this work lies on analyses of the numerical properties of the
two methods. A detailed error analysis for FEM in comparison to XFEM is
presented in section 4.3, where a classical Eshelby problem is considered
(cf. [Eshelby, 1957]) with an infinitely extended material that has a single
spherical inclusion.
Figure 1: Error in displacement for different mesh discretizations.
In Fig. 1 a log-log-plot of the error of the two methods over mesh parameter
h introduced in 4.53 can be seen. It strikes that the total error with XFEM
on the coarsest grid with mesh parameter h1 is only slightly larger than the
total error in the standard FEM on the finest grid analyzed. The numerical
convergence rate of the XFEM is drastically better than for standard FEM,
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as well. The order of convergence for the standard FEM is quadratic whereas
the XFEM converges significantly faster.
From a multitude of fields of applications of the XFEM, this work restricts
itself to the simulation of the elasto-plastic deformation of heterogeneous ma-
terials. In this context, a commonly known problem of the XFEM are nodal
level set values close to zero (cf. [Fries and Belytschko, 2010]) which results
in almost linear dependence of the approximation space spanned by the basis
functions in the extended approximations (see section 3.2). Surprisingly, no
publications are available that are analyzing the exact influence of a nodal
level set value close to zero on the condition of the problem.
A one-dimensional example is used in this work to analyze the dependence
of the problem condition of the minimal distance between a node and the
interface. It is discovered that the problem becomes ill-posed with quadratic
order depending on parameter hˆ describing the minimal distance between a
node and the interface.
A trivial three-dimensional problem of specific example situations is analyzed
in detail as well and the results strongly suggest the same quadratic relation
of the ill-posedness depending on parameter hˆ.
Based on this finding, the existing methods of stabilizing the XFEM are
re-evaluated and a novel stabilization algorithm is created. It combines a
shifting of nodes that are close to the interface away from the same with
mesh regularization techniques.
Table 1 depicts the influence of this algorithm on the condition of a trivial
three-dimensional example of the deformation of a layered material (cf. sec-
tion 4.4.1 for the details of this example).
hˆ κ without mesh optimization κ with mesh optimization
0.55 9.43 · 104 7.94 · 104
0.505 1.64 · 106 9.80 · 104
0.5005 1.57 · 108 1.34 · 105
Table 1: Condition κ of the global stiffness matrix for different parameters hˆ with and
without mesh optimization.
It strikes that for the original meshes, the condition numbers differ by two
magnitudes each. In contrast to that, in all three examples with mesh op-
timization, the magnitude of the condition of the global stiffness matrix is
more or less equal to the one of the original mesh with parameter hˆ = 0.05. It
is emphasized that hˆ = 0.05 describes the best possible situation for XFEM
when not preprocessing the mesh in this specific example.
VObviously, other stabilization methods are able to produce similar results,
but the mesh optimization algorithm has a major advantage over traditional
methods for stabilizing the XFEM:
The algorithm is able to reduce unphysical stress peaks as well as stress
oscillations in the region of material interfaces.
In section 4.4.2 the example of a spherical inclusion is analyzed in detail.
Unsurprisingly, the maximal occurring values of the von Mises equivalent
stress values σmaxv depend on the mesh discretization. A finer mesh reduces
unphysical stress peaks as the discretization error is reduced. When applying
the mesh optimization algorithm first, the stress peaks are reduced as well,
as Table 2 shows.
mesh discretization σmaxv original σ
max
v optimized mesh red. factor
10× 10× 10 voxel 0.935 MPa 0.763 MPa 81.64%
16× 16× 16 voxel 0.835 MPa 0.763 MPa 91.38%
32× 32× 32 voxel 0.683 MPa 0.624 MPa 91.31%
64× 64× 64 voxel 0.527 MPa 0.510 MPa 96.63%
Table 2: Reduction of stress peaks with mesh optimization algorithm 4.2.
Summarizing the different discretization examples, it strikes that the node
moving algorithm has the potential to reduce unphysical stress peaks signif-
icantly, especially when the underlying finite element discretization is done
on a coarse mesh. For finer grids the potential of reducing stress peaks is not
as good, due to fact that for finer discretizations the stress peaks are already
naturally reduced in the original mesh.
It is emphasized that for the remeshed results presented here, different pa-
rameter sets for the node moving algorithm 4.2 have been used. In some rare
cases some combinations of algorithmic parameters even lead to an increased
maximal von Mises equivalent stress in the mesh, even though the total
amount of elements with a large stress value had been reduced. Overall,
it becomes obvious that more research in the fine tuning of the algorithm
seems worthwhile. Nevertheless, a good potential of the algorithm in reduc-
ing unphysical stress peaks has been demonstrated even though it has been
specifically designed for a reduction of the condition of the global stiffness
matrix without introducing additional geometrical errors.
As an example application for the XFEM, adhesive joints in concrete are
analyzed. The advantage of the XFEM being able to analyze geometries
independent of the underlying finite element mesh is demonstrated in detail.
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This is done by carrying out a parameter study concerning the joint geometry
without having to adopt the underlying mesh.
Furthermore, this work presents a complex framework for simulating mechan-
ical properties of the metal matrix composite AMC225xe. First, a statisti-
cally validated stochastic XFEM model for the particle geometry is created.
Second, the material parameters of the model are fitted with a huge param-
eter study according to experimental uniaxial loading tests. Combining the
results of the geometry model with the solution of the inverse problem of
finding correct material parameters, a ready to use framework is created for
analyzing the metal matrix composite in further detail.
Kurzfassung
Im Kontext der Simulation von mikromechanischen Eigenschaften von mehr-
phasigen heterogenen Materialien hat sich in den letzten Jahrzehnten die
Finite-Elemente-Methode (FEM) als eine Standarddiskretisierungsmethode
etabliert (siehe [Hughes, 1987]). Die erweiterte Finite-Elemente-Methode
(XFEM, erstmals in [Belytschko and Black, 1999] und [Moe¨s et al., 1999],
siehe auch [Fries and Belytschko, 2010]) reichert den polynomialen Approx-
imationsraum der FEM mit zusa¨tzlichen Freiheitsgraden an, um Diskonti-
nuita¨ten in der Lo¨sung unabha¨ngig des zu Grunde liegenden Netzes model-
lieren zu ko¨nnen.
Der Schwerpunkt dieser Arbeit liegt bei einer Analyse der numerischen Eigen-
schaften der XFEM. Eine detaillierte Fehleranalyse der Simulationsergebnisse
von FEM im Vergleich zu XFEM bei einem klassischen Eshelby-Problem
eines kugelfo¨rmigen Einschlusses in einer unendlich ausgedehnten Matrix
(siehe [Eshelby, 1957]) wird in Kapitel 4.3 pra¨sentiert.
Figure 2: Fehler im Verschiebungsfeld in Abha¨ngigkeit der zu Grunde liegenden Net-
zfeinheit.
In Bild 2 ist der doppelt-logarithmische Graph des L2-Fehlers des Verschie-
bungsfeldes in Abha¨ngigkeit des Netzparameters h (eingefu¨hrt in 4.53) zu
sehen. Es fa¨llt auf, dass der Fehler bei XFEM generell signifikant kleiner
ist als bei FEM. Selbst bei einer sehr groben Vernetzung ist der XFEM-
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Fehler in etwa genau so groß wie der FEM-Fehler auf der feinsten Vernetzung,
die in der Untersuchung analysiert wurde. Ebenfalls auffa¨llig ist, dass die
Konvergenzordnung bei FEM quadratisch ist und XFEM in diesem Beispiel
signifikant schneller konvergiert.
Die XFEM hat eine Vielzahl von Anwendungsgebieten. Diese Arbeit be-
schra¨nkt sich auf die Berechnung von elasto-plastischen Verformungen von
heterogenen Materialien. Ein in diesem Kontext bekanntes Problem der
XFEM sind Knoten-Levelset-Werte nahe Null in dem zu Grunde liegenden
Netz, denn diese fu¨hren zu fast linearen Abha¨ngigkeiten der Basisfunktionen
des XFEM Lo¨sungsraums (siehe Kapitel 3.2 und [Fries and Belytschko, 2010])
und somit zu einem linearen System mit fast singula¨rer Matrix. U¨berraschen-
derweise hat selbst eine umfangreiche Literaturstudie keine wissenschaftliche
Publikation zu Tage gefo¨rdert, die den genauen Zusammenhang zwischen
den auftretenden Knoten-Levelset-Werten nahe Null und der Kondition des
Problems analysiert.
Ein eindimensionales Beispiel wird in dieser Arbeit genutzt, um den Zusam-
menhang zwischen dem Netzparameter hˆ, der den am na¨chsten an Null gele-
genen Knoten-Levelset-Wert beschreibt, sowie der Kondition der globalen
Steifigkeitsmatrix im Detail zu analysieren. Es ergibt sich, dass eine reziproke
Proportionalita¨t zwischen der Kondition des Problems und dem Quadrat des
Parameters hˆ vorliegt.
Eine detaillierte Analyse eines trivialen dreidimensionalen Beispiels legt nahe,
dass der gleiche Zusammenhang vorliegt. Die Kondition des Problems ist
auch bei dreidimensionalen Netzen umgekehrt proportional zu hˆ2 ist.
Basierend auf diesen Feststellungen reevaluiert diese Arbeit die bestehen-
den XFEM-Stabilisierungstechniken und stellt einen neuen Stabilisierungsal-
gorithmus vor. Dieser verbindet Knotenverschiebungen von Knoten, deren
Levelset-Wert nahe Null ist, mit einem Netzregularisierungsalgorithmus. Ta-
belle 3 zeigt den Einfluss des Netzoptimierungsalgorithmus auf die Kondi-
tion eines trivialen dreidimensionalen Problems, bei dem ein geschichtetes
Material uniaxial gedehnt wird (siehe Kapitel 4.4.1 bzgl. der Details dieses
Beispiels).
Es ist auffa¨llig, dass bei dem Originalnetz die Konditionen des Problems sich
jeweils um zwei Gro¨ßenordnungen unterscheiden. Im Gegensatz hierzu ist die
Kondition bei den optimierten Netzen in allen drei Fa¨llen nahezu gleich und
zwar von der Gro¨ßenordnung wie im Orginalnetz bei Parameter hˆ = 0.05.
Dies ist bei diesem Beispiel der bestmo¨gliche Fall fu¨r XFEM, da das Beispiel
so konstruiert ist, dass bei hˆ = 0.05 das Interface exakt in der Mitte zwischen
zwei Schichten von Knoten liegt und dass es somit nicht mo¨glich ist, bei dem
vorgegebenen Netz ein gro¨ßeres hˆ zu erhalten.
Offensichtlich sind auch andere XFEM Stabilisierungstechniken in der Lage,
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hˆ κ ohne Netzoptimierung κ mit Netzoptimierung
0.55 9.43 · 104 7.94 · 104
0.505 1.64 · 106 9.80 · 104
0.5005 1.57 · 108 1.34 · 105
Table 3: Kondition κ der globalen Steifigkeitsmatrix fu¨r verschiedene Parameter hˆ einmal
mit und einmal ohne Netzoptimierungsalgorithmus.
a¨hnliche Ergebnisse zu erzielen, jedoch bietet dieser neue Algorithmus einen
entscheidenden Vorteil:
Der Algorithmus ist in der Lage, nicht physikalische Spannungsspitzen sowie
Spannungsoszillationen in der Na¨he der Materialgrenzen zu reduzieren.
In Kapitel 4.4.2 wird das dreidimensionale Beispiel eines kugelfo¨rmigen Ein-
schlusses im Detail analysiert. Erwartungsgema¨ß ha¨ngt der maximal auftre-
tende Wert der von-Mises-Vergleichsspannung σmaxv von der Netzdiskre-
tisierung ab. Je feiner das Netz, desto niedriger ist der Wert von σmaxv .
Wie bereits angedeutet, ist jedoch auch der Netzoptimierungsalgorithmus in
der Lage, bei gleich bleibender Netzfeinheit σmaxv zu reduzieren, wie auch in
Tabelle 4 zu sehen ist.
Netzfeinheit σmaxv orig. σ
max
v optimiertes Netz red. Faktor
10× 10× 10 Voxel 0.935 MPa 0.763 MPa 81.64%
16× 16× 16 Voxel 0.835 MPa 0.763 MPa 91.38%
32× 32× 32 Voxel 0.683 MPa 0.624 MPa 91.31%
64× 64× 64 Voxel 0.527 MPa 0.510 MPa 96.63%
Table 4: Reduktion nicht physikalischer Spannungsspitzen durch den Netzopti-
mierungsalgorithmus 4.2.
Zusammenfassend fa¨llt auf, dass der Netzoptimierungsalgorithmus in allen
pra¨sentierten Beispielen die nicht physikalischen Spannungsspitzen reduzie-
ren kann. Insbesondere bei groben Vernetzungen ist dies der Fall. Bei
feineren Vernetzungen ist durch die eingangs erwa¨hnte bessere Ausgangssit-
uation das Verbesserungspotential des Algorithmus reduziert.
Es ist an dieser Stelle wichtig zu betonen, dass bei den hier vorgestellten
Ergebnissen die Parameter des Netzoptimierungsalgorithmus leicht variieren.
Obwohl der Algorithmus fu¨r alle analysierten Parameterkombinationen Span-
nungsspitzen generell reduziert hat, ist in einigen wenigen Fa¨llen der maxi-
Xmale Wert sogar gro¨ßer gewesen als der urspru¨ngliche Wert von σmaxv . Offen-
sichtlich ist eine tiefer gehende Analyse der Steuerparameter des Algorithmus
wu¨nschenswert. Nichtsdestotrotz zeigt der Algorithmus sein Potential darin,
nicht physikalische Spannungsspitzen zu reduzieren, obwohl er urspru¨nglich
speziell fu¨r die Stabilisierung der Kondition der Steifigkeitsmatrix geschaffen
wurde.
Als ein Anwendungsbeispiel fu¨r die XFEM werden in dieser Arbeit Klebefu-
gen zwischen Hochleistungsbetonplatten untersucht. Der Vorteil der XFEM
gegenu¨ber der FEM, dass Geometrien unabha¨ngig von der zugrunde liegen-
den Vernetzung analysiert werden ko¨nnen, kommt hier voll zum Tragen. In
einer Geometrieparameterstudie wird die Fugengeometrie hinsichtlich einer
uniaxialen Zugbelastung optimiert, ohne fu¨r die einzelnen Simulationen die
Vernetzung anpassen zu mu¨ssen.
Zusa¨tzlich wird in dieser Arbeit ein komplexes Simulationsframework vorge-
stellt, mit dem die mechanischen Eigenschaften des Metallmatrix-Komposits
AMC225xe simuliert werden ko¨nnen. Hierzu wird zuna¨chst ein statistisch
validiertes XFEM Partikelgeometriemodell erzeugt. Des Weiteren werden
in einer Parameterstudie die Materialparameter an experimentelle Belas-
tungsdaten angepasst. Durch die Kombination des geometrischen Modells
mit dem Ergebnis des inversen Problems die Materialparameter an experi-
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Compounds of multiple materials have found a large propagation in the last
decades. These materials are typically superior to single-phased materials in
terms of the specifications of the application at hand. For example, metal
matrix composites (MMC), where typically ceramic particles are mixed into
a metal matrix, usually have a significantly higher strength to weight ratio
than any pure metal (cf. [Chawla and Chawla, 2004]).
In order to understand the macroscopic behavior of such composites, the
material’s behavior on the microscopic level has to be understood first, as
many macroscopic effects like material failure emerge from the microscopic
scale. It is a well-known fact (cf. for example [Sato et al., 1991] and [Hoff-
mann, 2012]) that these effects typically begin at the interface of the different
materials within the composite, as often stress concentrations appear close
to material interfaces and cause the nonlinear effects like damage or plastic
yielding. Therefore, a precise knowledge of the occurring stresses at interfaces
is desirable when modeling the material behavior on the microscopic scale.
Analytical solutions of such bimaterial problems are only possible for trivial
geometries (cf. [Eshelby, 1957]). Hence, numerical approximation schemes
are required for simulating the material behavior.
However, the jumps in material parameters at these interfaces lead to non-
smooth solutions (i.e. kinks in the displacements and jumps in the stresses
and strains), which reduce the accuracy of standard discretization methods
including the finite element method (FEM). The discretization error of the
FEM depends, roughly speaking, on both the approximation error of the fi-
nite element shape functions and the numerical quadrature error (cf. [Hughes,
1987]). Usually, the latter depends mainly on deviations of the finite element
boundaries from exact domain boundaries, or on material interfaces because
the domain of integration is only approximately captured (cf. [Guldberg et al.,
1998]).
There are two principal possibilities of capturing non-smooth solutions when
using FEM. The first is adopting the mesh accordingly. The isogeometric
FEM or local mesh refinement reduces this part of the discretization error
(cf. [Vuong and Simeon, 2012]). Nevertheless, in many applications with non-
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smooth boundaries and material interfaces isogeometric finite elements or at
least piecewise linear approximations of all boundaries and interfaces lead to
an undesired work-intensive mesh generation. For these cases the extended
finite element method (XFEM) (introduced by [Belytschko and Black, 1999]
and [Moe¨s et al., 1999], cf. [Fries and Belytschko, 2010]) is well-suited as
it is able to include discontinuities into the finite element shape functions
with the help of additional degrees of freedom. Therefore, XFEM allows to
capture kinks in the unknown displacements and jumps in the derivatives
of the unknowns within the interior of finite elements. There is no need of
interface aligned meshes anymore, and advantages of regular meshes can be
exploited. Immersed interface and immersed boundary methods belong to
the same class of methods (cf. [Rutka et al., 2006]) but will not be discussed
in this work.
1.2 State of the art
Derived from the partition of unity method (cf. [Babuska and Melenk, 1995]),
the XFEM was first introduced by [Belytschko and Black, 1999] and [Moe¨s
et al., 1999]. In the last 15 years since then it has found a vast field of
applications. It has, for example, been applied to inclusions in solids and
holes in solids in [Sukumar et al., 2001]. The modeling of grain boundaries
with the XFEM can be found in [Simone et al., 2006]. XFEM has been used
in the field of solidification and phase transitions in [Chessa et al., 2002].
Also bio-mechanical applications of the XFEM can be found, for example
in [Duddu et al., 2008]. It is also used for modeling virtual cuts with sur-
gical simulators (c.f. [Vigneron et al., 2004]), two-phase flows (c.f. [Chessa
and Belytschko, 2003]), two-phase flows with surface-tension (c.f. [Groß and
Reusken, 2007]), fluid structure interactions (c.f. [Legay et al., 2006]) and
degenerated structures in fluid structure interactions (c.f. [Zilian and Legay,
2008]). Nevertheless, the broadest spectrum of applications of the XFEM
can be found in the context of cracks, dislocations and shear bands (cf. [Be-
lytschko and Black, 1999, Moe¨s et al., 1999, Sukumar et al., 2000, Stolarska
et al., 2001] to name only a few).
This work restricts itself to bimaterial problems. In this context, a com-
monly known problem of the XFEM are nodal level set values close to zero
(cf. [Fries and Belytschko, 2010]), which results in almost linear dependence
of the approximation space spanned by the basis functions in the extended
approximations (see section 3.2). Surprisingly, even an extensive literature
study did not bring up a single publication analyzing the exact influence of
a nodal level set value close to zero on the condition of the problem. Never-
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theless there exist some strategies of tackling this problem of nearly singular
stiffness matrices or even ill-posed problems. In [Be´chet et al., 2005] a pre-
conditioner is introduced that uses a local Cholesky based decomposition.
It is able to improve the condition of the stiffness matrix if the problem is
not ill-posed, that is, no nodal level set value is equal to zero. In [Menk and
Bordas, 2011] a preconditioner is establishes that is based on the domain
decomposition method FETI introduced in [Farhat and Roux, 1991]. The
algorithm introduced by Menk uses Cholesky decompositions on decom-
posed domains together with additional continuity constraints. Numerical
examples presented in [Menk, 2011] show that this preconditioner is able to
reduce the condition of the stiffness matrix to a value close to the condition
of a corresponding standard FEM stiffness matrix. To the author’s knowl-
edge this method has not yet been generalized to the three-dimensional case.
Additionally, it has the drawback that it requires special solution algorithms.
A recent work of Lo¨hnert (cf. [Lo¨hnert, 2014]) introduces a novel approach
to handle this problem. In a preprocessing step, the physically meaningful
zero eigenvalues of the local element stiffness matrices are computed. Physi-
cally meaningful in this context signifies the zero eigenmodes induced by the
six rigid body eigenmodes and other specific boundary conditions. Elements
that are barely intersected by an interface typically produce additional (nu-
merically) zero eigenmodes. An orthogonal basis of the eigenvectors of these
not physically meaningful zero eigenmodes is then used for stabilizing the
element stiffness matrices. The results of this stabilization scheme are very
promising in two dimensions as well as in three dimensions.
1.3 Outline
The field of application of this work is the stress analysis of microstructures
of two-phase materials with high contrast in the material parameters between
the phases, including nonlinear effects.
Chapter 2 defines the mathematical model of the considered bimaterial prob-
lems. In chapter 3 the FEM discretization is introduced. The XFEM dis-
cretization is also introduced in chapter 3.
The focus of this work lies on chapter 4 which analyzes the numerical behav-
ior and properties of the XFEM. First, substantial analyses of the resulting
eigenvalues for certain problem formulations are made and therewith the
condition of the problem is analyzed in the one-dimensional case (cf. section
4.1) as well as in three-dimensional cases (cf. section 4.2). The well-known
fact (cf. for example [Fries and Belytschko, 2010]) of the problem becom-
ing ill-posed when nodal level set values are too close to zero is analyzed
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in detail. New findings on the quantification of the ill-posedness of certain
situations are presented in this work. Second, a detailed comparison of an
error analysis of XFEM compared to FEM in a three-dimensional case is
documented. Third, after presenting the state of the art of handling the
previously mentioned unfavorable XFEM cases, a novel algorithm of circum-
venting this problem is created. It is shown that this developed algorithm is
also capable of reducing unphysical stress peaks that typically occur when
using the FEM or XFEM for solving bimaterial problems.
Chapter 5 presents some applications of the methodology. In section 5.1 an
analysis of glue joints in concrete is presented where the advantages of the in-
dependence from the underlying mesh of XFEM compared to FEM becomes
particularly evident. Section 5.2 presents a complex process chain that has
been created in order to be able to simulate the macroscopic material behav-
ior of a certain metal matrix composite (AMC225xe) that also makes use of
the new findings of chapter 4. First, a stochastic model of the microstructure
of the material is created and fitted to real-world data from electron micro-
graphs. Then experimental data of uniaxial loading tests with the metal
matrix composite is shown. Thereafter, the solution of the inverse problem
of fitting the computer model to the experimental data on a simplified mi-
crostructure geometry is presented. Finally, an example computation using




There exists a multitude of textbooks on the subject of classical contin-
uum mechanics, for example [Gurtin, 1982], [Holzapfel, 2000] and [Wriggers,
2001]. For the sake of a consistent notation, the following recapitulation of
continuum mechanical basic issues is based on [Wriggers, 2001] and [Han and
Reddy, 2013].
2.1 Kinematic relations
This work is focused on analyses of microscopic behavior of macroscopic
bodies. These macroscopic bodies are considered to consist of a material
that is distributed continuously. That is, such a body occupies a region
in the three-dimensional Euclidean space, denoted by R3. Formally, the
body then can be described as the set of all points in R3 that cover the
body, hence it is a subset of R3. Obviously, when considering motion and
deformation of this body, the region varies in time as the body deforms.
In order to keep track of such a motion or deformation it is convenient to
locate any point of the body over time. This is done by locating its position
vector X ∈ R3 with respect to a previously chosen origin 0, at a given
time t. Unless stated otherwise it is assumed from now on that at reference
time t = 0 the body is undeformed and unstressed. At this reference time,
the region occupied by the body is denoted by Ω and is called reference
configuration, see Fig. 2.1. It is assumed that Ω is a Lipschitz domain (cf.
[Han and Reddy, 2013]), as otherwise certain smoothness assumptions about
the boundary for the solvability for the later defined boundary value problem
can not be guaranteed.
A configuration of a body Ω is a bijective function ϕ : Ω ⊂ R3 → Ωt ⊂ R3
that deforms the body in some Ωt, being a subset of R3. Here, every point
X in the reference configuration Ω is mapped to a unique point x = ϕ(X)
in the current configuration. Then ϕ(Ω) = {ϕ(X)|X ∈ Ω} describes the
motion of the body Ω in R3 and is called current configuration. The motion
of body Ω may be described by a series of configurations ϕt : Ω→ R3, where
for any point X of the reference configuration the position at time t ∈ R+ is
defined by
x = ϕt(X) = ϕ(X, t). (2.1)
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This equation describes the curve in R3, which denotes the path of a material
particle X of the reference configuration to the corresponding point x in the
current configuration. Fig. 2.1 depicts a sample reference configuration Ω as
well as a current configuration ϕt(Ω). For a single point X of the reference






Figure 2.1: Motion of the body Ω.
The displacement vector u(X, t) is introduced as the difference between the
position vectors of the current configuration x and reference configurationX.
u(X, t) = ϕ(X, t)−X = x−X. (2.2)
Obviously, it is possible to formulate all elements of R3, such as X, with
respect to any given basis, especially when using different basis vectors for
the reference configuration and the current configuration. In the following
capital indices refer to components of the reference configuration, whereas
lower case indices are related to the current configuration. For the sake of
simplicity, an orthonormal basis in the reference configuration with origin 0
is assumed. The index notation of (2.1) reads
xi = ϕi(XA, t). (2.3)
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2.1.1 Deformation gradient
To describe the deformation process in the neighborhood of a point x, the
deformation gradient F is defined by (cf. for example [Wriggers, 2001]),






ei ⊗EA = FiAei ⊗EA, (2.4)
where {EA}A=1,...,3 denotes the basis of the reference configuration and the
basis of the current configuration is denoted by {ei}i=1...3. It must be stated
that (2.4) assumes sufficient smoothness of the deformation field ϕ. The





The deformation gradient F can be interpreted as the mapping of a line
segment of the reference configuration dX = X − Y with X,Y ∈ Ω to
the corresponding line segment in the current configuration dx = ϕ(X) −
ϕ(Y ) with ϕ(X),ϕ(Y ) ∈ ϕ(Ω)
dx = FdX. (2.6)
As the deformation gradient F is a linear operator, the local transformation
in (2.4) is linear as well. The determinant J of the deformation gradient
describes the change of the volume element dv of the current configuration
and dV of the reference configuration




To avoid a deformation resulting in negative volumina and self-penetration
as well as to keep the connectivity of Ω during the deformation
J > 0 (2.8)
must hold. Additionally, this ensures that the deformation map is bijective.
The equation (2.8) leads directly to the existence of an inverse operator F−1,
see for example [Bronstein et al., 2001], which maps
dX = F−1dx. (2.9)
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Similar to (2.4), the components of F−1 can be computed with the help of





The existence of the inverse motion is guaranteed due to the deformation
function being bijective. With the help of (2.4) to (2.9) the transformation
of area elements from dA in Ω to da in ϕ(Ω) is possible with the formula of
Nanson (cf. [Wriggers, 2001])
da = nda = JF−TNdA = JF−TdA, (2.11)
where N denotes the normal vector to the area element in Ω and n denotes
the normal vector of the corresponding area element in ϕ(Ω). For further
details the reader is referred to [Ogden, 1997]. The transformations of the












Figure 2.2: Transformation of differential quantities.
Inserting (2.2) into (2.4), F can be expressed as a function of the displace-
ment vector u
F = Grad (X + u(X, t)) = I + Gradu, (2.12)
where I represents the second order identity tensor.
2.1.2 Strain measure
There exist a multitude of strain measures. For the sake of compactness only





F TF − I) , (2.13)
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will be considered here. For the definition of other strain measures the reader
is referred to [Holzapfel, 2000]. It is emphasized that strain tensor E is
defined in the reference configuration Ω. With the help of (2.12), the strain





Gradu+ (Gradu)T + (Gradu)T Gradu
)
. (2.14)
The quadratic term (Gradu)T Gradu establishes the nonlinear character of
the Green-Lagrange strain tensor.
A body is said to undergo small deformations, if
z(t) = sup
X∈Ω, t˜∈[0,t]
||Gradu(X, t˜)||  1 (2.15)
and ‖u(X, t)− uR(X, t)‖
l0
 1 (2.16)
hold for uR denoting the corresponding rigid body motion (cf. section A.3.2)
and l0 representing a characteristic length of the body. The following asymp-
totic relations are then obtained (cf. [Schrade, 2011] for example):
F =I + Gradu+O(z), (2.17)
F−1 =I −Gradu+O(z2), (2.18)








with trace operator tr. The linearized strain tensor ε is given by the sym-








From now on, numerical analysis is restricted to small deformations only.
Thus, the following simplifications hold:
• It is not distinguished between current configuration and reference con-
figuration, e.g. grad(·) = Grad(·), ∂x(·) = ∂X(·).
• Linearized strains are employed E ≈ ε.
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2.2 Material law
In a mechanical context the constitutive equations describe the the rela-
tion between stress σ and strain ε. The interested reader is referred to
[Han and Reddy, 2013] or [Wriggers, 2001] for a broader overview. This
section introduces constitutive models for elastic, thermo-elastic, plastic and
thermo-plastic material behavior. The elastic material law is used to show
some basic findings on the implemented numerical methods. However, to
model the complex material behavior of reinforced aluminum AMC225xe a
plastic constitutive law including thermal strains is necessary. The material
is introduced in more details in chapter 5.
2.2.1 Isotropic linear elasticity
In the case of linear elasticity the relation between stress σ and strain ε is
given by Hooke’s law (cf. for example [Wriggers, 2001])
σ = C : ε, (2.22)
where C denotes the fourth order elasticity tensor and “:” describes the dou-
ble contraction of two tensors (see section A.3.1). A few general properties
of the elasticity tensor C are summarized here. In index notation it has the
following symmetries (cf. [Wriggers, 2001])
Cijkl = Cjikl = Cijlk = Cklij. (2.23)
The elasticity tensor C is called positive definite (see [Han and Reddy, 2013])
if
ε : C : ε > 0 ∀ nonzero symmetric second-order tensors ε. (2.24)
Furthermore, the elasticity tensorC is called stable (cf. [Marsden and Hughes,
1983] and [Wang and Truesdell, 1973]) if
∃α ∈ R, α > 0 with ε : C : ε ≥ α‖ε‖2 ∀ symmetric second order tensors ε,
(2.25)
where the norm of a second order tensor in this context is defined as
‖ε‖ = √εijεij. (2.26)
In the case that the material is isotropic, the elasticity tensor can be expressed
in terms of the Lame´ constants λ ∈ R and µ > 0, which are characteristic
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constants of the material. The elasticity tensor then can be computed via
Cijkl = λδijδkl + µ(δikδjl + δilδjk), (2.27)
with the Kronecker delta δij. With the help of (2.27), the stress strain
relation (2.22) can be expressed as
σ = λ tr(ε) I + 2µε. (2.28)










The interrelation between different elasticity constants can be found in [Becker





((1− ν)σ − ν tr(σ)I) . (2.31)
When stability is required as in (2.25), the admissible ranges for the material
constants are constrained. It can be shown (cf. for example [Marsden and
Hughes, 1983]) that an isotropic linearly elastic material is stable if and only
if E > 0 and −1 < ν < 1/2.
2.2.2 Linear elasticity with thermal strains
If thermal strains are considered, the strain tensor ε is decomposed into an
elastic part εel and a thermal part εth
ε = εel + εth. (2.32)








For a given temperature difference ∆ϑ, an isotropic thermal strain is com-
puted via
εth = α∆ϑ I. (2.34)
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The stress strain relation then reads according to a modified Hooke’s law
(cf. for example [Wriggers, 2001])
σ = C : εel = C :
(
ε− εth) . (2.35)
2.2.3 Elastoplasticity model
This section introduces a material model that covers elastic-plastic material
behavior. The approach presented here follows the representation in [Han
and Reddy, 2013]. So far isothermal conditions are assumed and thermal
strains are not considered. Similar to the last section, the strain tensor ε is
decomposed into an elastic part εel and a plastic part εpl:
ε = εel + εpl. (2.36)
The latter describes the inelastic and irreversible material deformations due
to plastic yield. The physical processes behind the two different types of
deformations are very different on the crystalline level. Without going into
any details, it is mentioned that on the microstructural level elastic behavior
arises from the deformation of crystal lattices. In contrast, plastic defor-
mation behavior (of metals) is typically characterized by dislocation motion
(cf. [Han and Reddy, 2013]). It has been experimentally observed, that the
plastic deformation of metals is nearly incompressible (cf. [Bridgman, 1970]).






Similar to the last section ε is computed as in (2.21). Thus, the stress strain
relation reads
σ = C : εel = C :
(
ε− εpl) . (2.38)
In contrast to thermal strains, the modeling of the plastic strains is more
involved, further assumptions are necessary.
A frequent one is that the material response is rate-independent, i.e. only
static situations are modeled.
For a given load situation a distinction has to be made between a plastic
response and an elastic response. Whenever unloading occurs it is assumed
to be of elastic nature. Hence, a scalar valued yield function f is introduced
to distinguish elastic and plastic deformation.
f(σ,χ) < 0 : elastic deformation only,
f(σ,χ) = 0 : plastic deformation and elastic deformation.
(2.39)
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In this model, the yield function depends on the stress σ and a set of internal
variable(s) χ. The internal variables take changes in the yield surface f = 0
into account. Typically the internal variables are associated with isotropic
hardening and/or kinematic hardening. Depending on the physical meaning,
χ can be a scalar and/or a second order tensor.
Assuming an associated flow rule (cf. [Han and Reddy, 2013]), there exists a





The Kuhn-Tucker conditions (cf. [Simo and Hughes, 1998]) formulate the
loading-unloading relations
γ ≥ 0, f ≤ 0, γf = 0. (2.41)
If purely elastic loading occurs (f < 0), then it follows from the Kuhn-
Tucker conditions that γ = 0. In case of the yield criterion being fulfilled
(f = 0), a closer examination is necessary. Differentiating the third expres-
sion in (2.41) with respect to time yields
γ˙f + γf˙ = 0. (2.42)
For the case of plastic deformation (f = 0) this reduces to
γf˙ = 0, (2.43)
which leads to the three cases
f˙ < 0 ⇒ γ = 0 elastic unloading,
f˙ = 0 ∧ γ = 0 neutral loading,
f˙ = 0 ∧ γ > 0 plastic flow.
(2.44)
In this work the von Mises yield criterion is used. It is motivated by the
assumption that the threshold of elastic behavior is determined by the elastic
distortion energy density (see [Han and Reddy, 2013] for further details). In
the von Mises yield criterion it is assumed that no plastic volume changes
occur, hence the yield function depends on the stress deviator via
f(σ,χ) = f(σ, pi) = ‖ dev(σ)‖ −K(pi), (2.45)
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where the stress deviator is defined as
dev(σ) = σ − trσ
3
I. (2.46)









Hence, beside the plastic strain εpl the only internal variable necessary is the
scalar valued accumulated plastic strain (cf. [Han and Reddy, 2013]). This
constitutes isotropic hardening. The hardening rule considered in this work










The value σy is the initial yield strength and the material parameters h˜ and
m describe the hardening. As a consequence of the von Mises yield criterion
and the flow rule in (2.40), it follows that
‖ε˙pl‖ =
∥∥∥∥γ ∂f∂σ
∥∥∥∥ = |γ|∥∥∥∥ devσ‖ devσ‖
∥∥∥∥ = |γ| = γ. (2.49)
For details see A.3.3. This and the consistency condition in (2.42) allow
to compute γ =
∥∥ε˙pl∥∥ implicitly and therewith the internal variable pi from
(2.47) can be obtained. As the hardening rule described in (2.48) is nonlinear
(in case m 6= 1∧m 6= 0), this implicit form is nonlinear. Its solution is found
in this work via an iterative return mapping algorithm, introduced in [Simo
and Taylor, 1986]. The resulting consistent elastoplastic tangent moduli are
computed via a radial return algorithm for nonlinear isotropic hardening
following [Simo and Hughes, 1998].
2.2.4 Elastoplasticity model with thermal strains
The combination of thermal strains with the elastoplastic material model is
straight forward. Similar to the sections before, the strain tensor ε needs
to be decomposed. This time it is decomposed into the elastic part εel, the
thermal part εth and the plastic part εpl
ε = εel + εth + εpl. (2.50)
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Obviously, the assumption of isothermal behavior is dropped at this point.
Instead the temperature is assumed to be constant in space, that is, no flow
of heat is modeled. With this simplification, the stress-strain relation reads
σ = C : εel = C :
(
ε− εth − εpl) (2.51)
with the strain tensors as above. The resulting consistent elastoplastic tan-
gent moduli are again computed via a radial return algorithm for nonlinear
isotropic hardening following [Simo and Hughes, 1998].
2.3 Discontinuities
The focus of this work lies on bimaterial problems, i.e. the macroscopic bod-
ies under consideration consist of different materials with some interface Γ
separating the two. Fig. 2.3 illustrates such a body Ω, consisting of ΩI and






Figure 2.3: Interface Γ separating ΩI and ΩM .
In order to describe such interfaces appropriately, the so-called level set func-
tions are introduced (cf. [Osher and Sethian, 1988] and [Sethian, 1999]). The
advantages of using this method for describing the interface is discussed in
2.3.2. The interested reader is referred to [Osher and Fedkiw, 2003] for fur-
ther details on level set methods. A more rigorous way of introducing jump
conditions can be found in [Chadwick, 1999].
2.3.1 Description of discontinuities
For handling discontinuities, a jump operator J·K is introduced for a function
f defined on all points x0 on the interface Γ separating body Ω into ΩI and
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This work does not consider material failure like debonding. Hence, when
analyzing bimaterial problems, it is reasonable to assume a continuous dis-
placement field along and across the interface which reads in terms of (2.52)
for any given time t: Ju(x0, t)K = 0 ∀x0 ∈ Γ. (2.53)
The requirement (2.53) describes a displacement jump condition that ensures
a coherent interface and thereby rules out the possibility of cracks, inter-
penetration and tangential sliding. Nevertheless, if the different materials
have varying properties like a different stiffness, the displacement field will
have a kink at the interface. For the gradient of the displacement field this
yields Jgradu(x0, t)K 6= 0 for x0 ∈ Γ in general. (2.54)
This leads directly to a jump in the strain field ε at the interface Γ.
Jε(x0, t)K 6= 0 for x0 ∈ Γ in general. (2.55)
Additionally, by the Hadamard kinematic compatibility conditions (c.f. [Wil-
manski, 2008]) the existence of a vector β0 can be derived from (2.53) to-
gether with
∀x0 ∈ Γ ∃β0 ∈ R3 : Jgradu(x0, t)K = β0 ⊗ n, (2.56)
where n denotes the unit normal vector of Γ at x0. As a direct consequence
the jump in the strain tensor can be computed via
Jε(x0, t)K = 1
2
(β0 ⊗ n+ n⊗ β0) . (2.57)
Referring to [Wilmanski, 2008] again, the jump condition for the stress tensor
corresponding to (2.53) reads
Jσ(x0, t)K · n = 0 ∀x0 ∈ Γ. (2.58)
2.3.2 Level sets: Implicit functions
As mentioned in section 2.3.1 the interface is of special interest when dealing
with bimaterial problems. Therefore, a technical approach on how to handle
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and represent such an interface is given in this section.
Assume some volume Ω ⊂ R3 can be disjointly divided into two subdomains
ΩI ⊂ Ω and ΩM ⊂ Ω with
Ω = ΩI ∪ ΩM ∧ ΩI ∩ ΩM = ∅. (2.59)
Similar to the preceding sections, ΩI and ΩM are assumed to be Lipschitz
domains. The interface Γ ⊂ R2 that is separating the two is defined as the
intersection of the closure of the two sets.
Γ = ΩI ∩ ΩM (2.60)
A proper description of Γ can be either explicitly or implicitly. In the former
case one has to give the set of all points that lie on the surface {x ∈ R3 | x ∈
Γ} explicitly. Alternatively, it is possible to define such an interface implicitly
as the isocontour of some function φ(x) : Ω ⊂ R3 → R, for example the iso-
zero
φ(x) ≡ 0. (2.61)
As for the scope of applications in this work the value of the isocontour under
consideration is of no importance, from now on it will be referred to as the
iso-zero whenever an isocontour is mentioned.
Obviously, when using this implicit representation, values for each point x ∈
Ω, or a discretization of the same, have to be stored. This is a numerical
overhead comparing to the explicit representation, which only has to store
values for x ∈ Γ. Instead of a two-dimensional structure, a three-dimensional
structure has to be resolved. Nevertheless, in the context of this work the
possible gains of this approach outweigh this disadvantage.
From now on only such interfaces that have sufficiently smooth surfaces with
clearly defined interior and exterior regions are considered. Thus, the func-
tion φ(x) provides the possibility to describe for every x ∈ Ω whether it is
part of ΩI or ΩM . This is done according to the following specification
φ : Ω ⊂ R3 → R ; φ(x)

> 0, x ∈ ΩM
= 0, x ∈ Γ
< 0, x ∈ ΩI
. (2.62)
In principal any implicit function fulfilling (2.62) may be used for describing
the subdivisions of Ω properly and from now on these are referred to as level
set functions. If φ is smooth enough, that is, it is pointwise differentiable,
18 CHAPTER 2. GOVERNING EQUATIONS
i.e. φ ∈ C1(Ω), the gradient of the level set function












exists everywhere on Ω. The gradient ∇φ then is perpendicular to the iso-
contours of φ and obviously points in the direction of increasing φ. Hence,
for all x0 ∈ Γ the unit outward normal is defined via
N (x0) =
∇φ(x0)
|∇φ(x0)| , ∀x0 ∈ Γ. (2.64)
With (2.64) it is possible to describe further properties of the interface, in
case φ is at least twice pointwise differentiable, i.e. φ ∈ C2(Ω). For example
the curvature κ of the interface at a given point x0 ∈ Γ is defined as the
divergence of the unit outer normal N (x0) = (n1(x0), n2(x0), n3(x0))









This now can be formulated with the help of the function φ as





As sharp edges of the interface lead to singularities in the stress field of a
material, the curvature provides an easy option to identify critical points at
the interface of a material.
2.3.3 Level sets: Signed distance functions
A special type of the previously introduced level set functions for describing
interfaces are the signed distance functions. They are defined as shown in
(2.67) for Ω as in section 2.3.2.




||x− y||, x ∈ ΩM
0, x ∈ Γ
−min
y∈Γ
||x− y||, x ∈ ΩI
, (2.67)
with ‖ · ‖ denoting the Euclidean distance in R3. This leads directly to
|∇Φ(x)| = 1, f.a.a. x ∈ Ω. (2.68)
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The restriction has to be made as for a point x0 ∈ Ω that is equidistant to
multiple points on the interface, (2.68) does not necessarily hold anymore.
This is because at such a point the signed distance function has a kink and
hence the gradient is not well-defined anymore, cf. [Osher and Fedkiw, 2003].
With (2.68) the computation of the curvature, cf. (2.66), simplifies to




= ∇ · ∇Φ(x0) = ∆Φ(x0). (2.69)
where ∆ denotes the Laplace operator.
Another important property of the signed distance function is shown in
(2.70). For any given point x0 ∈ Ω the closest point on the interface xΓ
can be computed directly, i.e.,
xΓ = x0 − Φ(x0) ∇Φ(x0)|∇Φ(x0)| . (2.70)
Obviously, this equation has to be understood as a definition in a general
sense, as again for points x0 that are equidistant to multiple points on the
interface this equation does not necessarily hold anymore.
2.4 Balance equations
In this section the balance equations for the thermodynamical quantities are
stated. The primary sources for this section are [Wriggers, 2001], [Altenbach
et al., 1996] and [Truesdell and Noll, 2004]. For a more complete overview the
interested reader is also referred to [Truesdell and Toupin, 1960], [Malvern,
1969] and [Becker and Bu¨rger, 1975].
2.4.1 Conservation of mass
Denote the local density ρ0 in the reference configuration and ρ in the current
configuration. The global conservation of mass then is guaranteed if and only






From (2.7) the relation dv = J dV between volume elements in the reference
configuration dV and in the current configuration dv is already known. This
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leads directly to the local conservation of mass, which is guaranteed by
ρ0 = Jρ. (2.72)
2.4.2 Balance of momentum








where v denotes the local velocity. It is known as the law of balance of
momentum that the rate of change of the momentum L of a body Ω is equal
to the sum of all external forces applied on Ω at all times. This law is implied
by Newton’s laws of motion, see for example [Feynman et al., 1963].
Introducing volume forces b (such as gravity) and surface tractions t, the








where ∂Ω describes the boundary of Ω. The Cauchy stress tensor is intro-
duced in the Cauchy theorem, where the relation between a second order
tensor σ, the surface traction vector t and the outer unit normal vector on
the surface n is given by
t = σT · n (2.75)
where “·“ describes the contraction (cf. A.3.1). For a proof of existence of
such a second order tensor field, the interested reader is referred to [Antman,
2005] or [Gurtin, 1982].
Using (2.75) and the divergence theorem (cf. for example [Bronstein et al.,
2001]), the local form of (2.74) can be derived (cf. [Wriggers, 2001])
divσ + ρb = ρv˙. (2.76)
The right-hand side of (2.76) represents the inertia force and will be neglected
from now on, as this work deals with quasistatic problems only. Thus, the
equation of motion (2.76) degenerates to the equilibrium condition
divσ + ρb = 0. (2.77)
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2.5 Initial boundary value problem
It is now possible to formulate the initial boundary value problem. In order
to do so, a solid body Ω is considered, with the surface ∂Ω = ∂Ωu ∪ ∂Ωt
with the so-called traction boundary ∂Ωt and displacement boundary ∂Ωu,
respectively. It is assumed that ∂Ωu ∩ ∂Ωt = ∅. The quasistatic initial
boundary value problem then reads:
For a given time T , find u(x, t) : Ω× R→ R3 such that: (2.78)
divσ + ρb = 0 in Ω× (0, T ], (2.79)







in Ω× (0, T ], (2.81)
σ · n = t on ∂Ωt × (0, T ], (2.82)
u = u on ∂Ωu × (0, T ]. (2.83)
The equation (2.79) describes the strong form of the equilibrium condition.
Equation (2.80) contains the initial conditions. In (2.81) the linearized strain
tensor is introduced. Equation (2.82) implies the Neumann type traction
boundary conditions and (2.83) shows the Dirichlet type boundary con-
ditions, where u and t denote the given displacement load and the given
surface traction load, respectively. Fig. 2.4 illustrates the quantities in the










Figure 2.4: Boundary value problem with mixed boundary conditions.
To close the system, an appropriate material law has to be chosen which
gives a relation between the Cauchy stress tensor σ and the linearized strain
ε. In case of linear elasticity (cf. section 2.2.1) the initial boundary value
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problem then reads:
For a given time T , find u(x, t) : Ω× R→ R3 such that:
divσ + ρb = 0 in Ω× (0, T ],







in Ω× (0, T ],
σ = C : ε in Ω× (0, T ],
σ · n = t on ∂Ωt × (0, T ],
u = u on ∂Ωu × (0, T ],
for given parameters ρ, b,C,u and t,
(2.84)
with the fourth order material stiffness tensor C.
As already stated in section 2.2 the second material law of interest in this
work is an elastoplastic material model that considers thermal strains and
has been introduced in sections 2.2.3 and 2.2.4. With this material model
the initial boundary value problem reads:
For a given time T , find u(x, t) : Ω× R→ R3 such that:
divσ + ρb = 0 in Ω× (0, T ],







in Ω× (0, T ],
ε = εel + εpl + εth in Ω× (0, T ],
σ = Cεel in Ω× (0, T ],
εth = Iα∆θ in Ω× (0, T ],









in Ω× (0, T ],
γ ≥ 0, f ≤ 0, γf = 0 in Ω× (0, T ],
σ · n = t on ∂Ωt × (0, T ],
u = u on ∂Ωu × (0, T ],
for given parameters ρ, b,C, α, h,m,u and t,
(2.85)
with the material law depending parameters and functions as introduced in
sections 2.2.3 and 2.2.4.
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Throughout this work a displacement formulation of the problem has been
chosen. That is, the problem is formulated such that (besides internal vari-
ables) the displacement is the only unknown in the system of equations. In
general it is not possible to solve this type of problem analytically. An ap-
proximated solution via for example the finite element method is therefore
necessary. The classical solution of the initial boundary value problem re-
quires the solution to be twice differentiable (cf. for example Axelsson and
Barker [1984]). In general this is not the case when using the finite element
method (cf. Zienkiewicz and Taylor [2000]). Weak formulations of partial
differential equations do not require the same strict smoothness conditions
on the solution (cf. Braess [2007]). This is achieved by using weak derivatives
(see A.2) instead of the normal partial derivatives and selecting an appro-
priate solution space (again compare with A.2). Hence, before describing
the finite element method, the weak formulation of the given boundary value
problem is introduced.
2.6 Weak formulation of the BVP
The displacement solution at time t is considered in the function space
St =
{
u (·, t) ∈ [H1(Ω)]3 ∣∣ u (x, t) |∂Ωu = u(x)} . (2.86)
The function spaces are introduced more thoroughly in appendix A.2. The
function space of admissible test functions is
Vt =
{
u (·, t) ∈ [H1(Ω)]3 ∣∣ u (x, t) |∂Ωu = 0} . (2.87)
Taking a so-called virtual displacement η ∈ V , multiplying it with (2.79) and




(divσ) · η dx+
∫
Ω
ρb · η dx = 0. (2.88)
With the help of the divergence theorem (see for example [Bronstein et al.,
2001]) as well as the fact that η = 0 on ∂Ωu and the traction boundary









t · η dx+
∫
Ω
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with grads denoting the symmetric part of the gradient operator (for details
see appendix A.3.4). The weak form now reads:
Find u ∈ St : a(u,η) = f(η), ∀η ∈ Vt (2.90)
for the bilinear form a and continuous linear form f introduced in (2.89).
It is known (cf. for example [Bronstein et al., 2001]) that any u ∈ St that
fulfills the strong form of the initial boundary value problem (2.79) – (2.83)
also fulfills (2.90). The advantage of the weak form over the initial boundary
value problem is that in (2.79) the stress tensor σ has to be differentiable,
whereas in (2.90) no such restrictions are made.
In this work the nonlinear boundary value problem (2.85) is solved with a
Newton-Raphson algorithm (cf. [Simo and Hughes, 1998]) where in each
iteration step the formulation is linearized by using the consistent elasto-
plastic tangent moduli. Hence, a weak formulation of the boundary value
problem (2.85) is not required. Nevertheless, the interested reader is referred




The weak form (2.90) of the initial boundary value problems defined in box
(2.84) and box (2.85) are solved in this work by a finite element discretiza-
tion. This chapter gives a brief introduction to the basic concepts of the
finite element approach with special emphasis on details related to the spe-
cific material models of interest as well as the special handling of geometri-
cally induced discontinuities. The chapter is based on the work of [Hughes,
1987] and [Wriggers, 2001]. For further details on the finite element method,
the interested reader is also referred to [Zienkiewicz and Taylor, 2000]. For
numerical procedures for solving FEM type equation systems the interested
reader is referred to [Axelsson and Barker, 1984].
3.1 Discretization of the weak forms
The solution of the weak form of the initial boundary value problem given
in (2.90) is a function of the infinite dimensional Sobolev space V . An
exact definition of the function spaces referenced in this section can be found
in appendix A.2. The main idea behind the finite element approach is to
approximate the solution in a finite dimensional subspace spanned by basis
functions with local support, denoted by Vh ⊂ V . In the context of the finite
element method this is done by subdividing the body Ω ⊂ R3 into finitely
many non-overlapping sub-elements Ωe with the property




with ne denoting the number of sub-elements. For the sake of simplicity in
this work only tetrahedral decompositions are under consideration. Let Th
be a quasi-uniform triangulation of Ω with some mesh parameter h. Let Σ¯h
be the set of vertices of Th contained in the closure of Ω. Additionally, let
N¯h denote the corresponding index set of nodes in Σ¯h, where
np =
∣∣N¯h∣∣ (3.2)
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denotes the number of grid points in Σ¯h. The set of all continuous piecewise
linear vector-valued functions on Th, with
ϕj,h : Ω¯→ R : ∀xi ∈ Σ¯h, j ∈ N¯h : ϕj,h(xi) = δij (3.3)
with Kronecker delta δij, is called a partition of unity if∑
j∈N¯h
ϕj,h(x) = 1 ∀x ∈ Ω¯. (3.4)
The approximation space Vh is formed from these so-called nodal shape func-
tions and
Vh = span{ϕj,h}j∈N¯h × span{ϕj,h}j∈N¯h × span{ϕj,h}j∈N¯h (3.5)
denotes the approximation space for problem formulations in three spatial
dimensions. The focus of this work lies on three-dimensional problems, where
the translations in all three directions of the space are of interest, whereas
rotational degrees of freedom are not considered. This results in nd = 3np
for the total number of degrees of freedom which is equal to the dimension














vh ∈ Vh : vh = 0 on ∂Ω} , (3.7)
Sht (x) =
{
vh ∈ Vh : vh = u on ∂Ωu} . (3.8)
Instead of finding a continuous function u ∈ V that gives the displacement
solution for each point x ∈ Ω, the target is to find a discretized uh ∈ Sht ,







for spatial degree of freedom k ∈ {1, 2, 3}, with the unknowns u(j,k) such that
g(vh,η) = g(u,η)− g(sh,η) ∀η ∈ Vht (3.10)
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where u denotes the solution of the weak form in (2.90) and g(·, ·) is defined
as in (2.89).
For the sake of simplicity the Voigt notation is introduced. The second order
stress tensor σ is expressed in vector form σ = {σ11, σ22, σ33, σ23, σ13, σ12}T ,
the second order strain tensor ε as well is expressed in the vector form ε =
{ε11, ε22, ε33, 2 · ε23, 2 · ε13, 2 · ε12}T in both cases using the symmetry of the
tensors so that only 6 different components have to be stored. Analogously
the fourth order tensor C is expressed in the form of a 6× 6 matrix C
C = [Cijkl]⇒ [Cαβ] = C =

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66
 (3.11)
with index shifting operator
shift(i, j) =

1, i = 1, j = 1
2, i = 2, j = 2
3, i = 3, j = 3
4, i = 2, j = 3 ∨ i = 3, j = 2
5, i = 1, j = 3 ∨ i = 3, j = 1
6, i = 1, j = 2 ∨ i = 2, j = 1
(3.12)
and α = shift(i, j) and β = shift(k, l), making use of the small symmetry
and big symmetry of C. In case of a nonlinear material model the matrix
C describes the Voigt notation of the material stiffness tangent modulus
introduced in section 2.2.
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In this work the discretization is done with tetrahedrons, using linear shape
functions. Using the isoparametric concept (cf. for example [Belytschko et al.,
2000]), all integrations are performed on the isoparametrical reference tetra-
hedron Ωref, persisting of the four nodes{
(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T , (0, 0, 1)T
}
. (3.17)
The corresponding shape functions on the reference tetrahedron then are




where the letter N is used instead of ϕ to emphasize the coordinate trans-
formation from any given element Ωe to Ωref. It can be seen easily that these
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shape functions form a partition of unity as
4∑
i=1
Ni(x) = 1 ∀x ∈ Ωref. (3.22)
Additionally, let Je denote the functional determinant of the coordinate
transformation from a given element Ωe to Ωref.
With all these preambles it is now possible to formulate the discretized linear
increment ∆a of the weak form from (2.90) depending on the increment ∆u

















































with the assembling operator
⋃
(cf. [Hughes, 1987] for example). Analo-




t · η dx+
∫
Ω
















with the characteristic function
1Ωt(x) =
{
1, x ∈ Ωt
0, x /∈ Ωt . (3.29)
As the weak form a(u,η) = f(η) must hold for any function η ∈ Vht , it is
30 CHAPTER 3. THE FINITE ELEMENT DISCRETIZATION
valid especially for its basis functions
{





. Each of these
nd different equations are forming a single row of a matrix vector multiplica-
tive equation and hence can be expressed as
K∆u = F (3.30)
with the sparse stiffness matrixK. The matrixK has nonzero entries only at
row i and column j if there exists an element Ωe that contains the node corre-
sponding to the global degrees of freedom i as well as the one corresponding
to the global degree of freedom j.
3.2 Discretization with the XFEM
As described in section 2.3.1, the displacement field u(·) has kinks at the
interface. The definition of Sht in (3.7) and (3.8) implies that the piecewise
linear solution field can only have kinks exactly at the interface between some
connecting sub-elements Ωe1 and Ωe2 . Hence, whenever the corresponding
mesh is not adapted to the interface in a proper way, a systematic error in
the solution is introduced.
A possible way to overcome this methodological drawback is to use the ex-
tended finite element method (XFEM) introduced by [Belytschko and Black,
1999] and [Moe¨s et al., 1999] (the interested reader is as well referred to [Suku-
mar et al., 2000], [Sukumar et al., 2001] and [Dolbow, 1999]). The XFEM
makes use of the a priori knowledge that at the material interface there are
kinks in the displacement field and jumps in the strain field without the need
of adopting the mesh to the geometrical information of the interface. This is
achieved by enlarging the solution space Vh accordingly. Besides the existing
basis functions ϕj,hk from (3.3) further basis functions are introduced that
are able to produce an arbitrary kink at a predefined position. The solution










ϕi,h(x)F (x)ai︸ ︷︷ ︸
enrichment term
 ∈ V˜h, (3.31)
where N¯ ∗h ⊂ N¯h denotes the set of enriched nodes. The variable ui describes
the unknown displacement of node i. The function F (x) characterizes the
enrichment function which specifies the type and position of the discontinuity
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within the element of interest. The variable ai represents additional enrich-
ment unknowns which describe the exact value, slope etc. of the discontinuity.
The enriched basis of the solution space V˜h is given by
{ϕj,h}j∈N¯h ∪ {ϕj,hF}j∈N¯ ∗h . (3.32)
The exact choice of N¯ ∗h and F (x) depends on the type of enrichment. The
origin of this method lies in the work of [Babuska and Melenk, 1995] and
[Melenk and Babusˇka, 1996] where a global enrichment is introduced and
N¯ ∗h = N¯h. Later in [Belytschko and Black, 1999] and [Moe¨s et al., 1999] a
local enrichment function is used that leads to a significant reduction of the
number of nodes that need an enrichment and therewith the computation
costs are reduced significantly. There exists a multitude of different possible
types of enrichments, depending on the exact type of discontinuity of the
problem at hand. For a good overview, the interested reader is referred to
[Fries and Belytschko, 2010]. The most common approach is to make use of
the level set method introduced in 2.3.2 to generate an enrichment function.
The XFEM was first combined with the level set method by [Belytschko
et al., 2001] and [Stolarska et al., 2001]. This work considers bimaterial
problems only, for which the so-called “modified abs enrichment” introduced
in [Moe¨s et al., 2003] is common (cf. [Fries and Belytschko, 2010]). It is
able to reproduce kinks in the displacement field and as it is shown later, it
has in comparison to other possible enrichment functions a minimal set of
N¯ ∗h . The modified abs enrichment makes use of a discretized version of the
signed distance function, introduced in section 2.3.3, by employing the shape
functions of the underlying finite element mesh. For any given point x ∈ Ω





where the index set K(x) represents the set of all nodes of the element that
contains point x and xi denotes the corresponding coordinates of node i.
With (3.33) a synergy between the existing finite element mesh and the exact
geometrical description of the body Ω is utilized at the cost of introducing a
small geometrical error. This error typically can be neglected. In chapter 4
a more detailed error analysis can be found. With the approximation from
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In case of x being in an element where the level set function of all of the








) ∀i 6= j ∈ K(x), (3.35)
the enrichment function vanishes obviously and F (x) = 0 holds. Hence, only
the nodes of elements containing the interface have to be enriched and N¯ ∗h
is equal to all the nodes of all of the elements containing the interface. As
shown in [Fries, 2008], many other types of XFEM enrichment functions run
into problems at the blending elements, that are elements which are not cut
by the interface but are a neighbor element of a cut element. The origin of
the problem is
F (xi) 6= 0 for some nodes xi, (3.36)
which leads to unwanted higher order terms in the displacement approxi-
mation in the blending elements. This problem usually is circumvented by
enlarging N¯ ∗h to include the nodes of all blending elements as well and to in-
troduce a special treatment of the blending elements (again cf. [Fries, 2008]).
With the enhanced abs enrichment of (3.34) this is not necessary (cf. for























with Kronecker delta δij. Up to now, no enrichment is known that is
able to reproduce kinks in the displacement field exactly, that uses a smaller
set of enriched nodes N¯ ∗h than the here suggested one (again cf. [Fries and
Belytschko, 2010]).
Introducing the abbreviation Φi = Φ(x
i) for node xi, the XFEM discretiza-
tion of the standard enhanced abs enrichment by Mo¨es (cf. [Moe¨s et al.,





















For the XFEM discretization of the weak form given in (2.90), analogously to
subsection 3.1, the partial derivatives of the shape functions corresponding












are required with ξ : R3 → R3 denoting the transformation to the reference





























The matrix B can be obtained using operator S from (3.14) via
B = S[ϕ1,h, ..., ϕnel,h, ϕ˜1,h, ..., ϕ˜n
∗
el,h] (3.41)
with dim(B) = 6×3 · (nel+n∗el) and nel denoting the number of nodes of the
reference element and n∗el the number of enriched elements of the reference
element, respectively. Of course in the case of the modified abs enrichment
it always holds that
n∗el =
{
0, element not cut by interface,
nel, element cut by interface.
(3.42)





BTCBdhe dΩe = F˜ (3.43)
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with
F˜ =
F1, . . . , Fnd , 0, . . . , 0︸ ︷︷ ︸
3|N¯ ∗h | values
 . (3.44)
The vector dhe contains the unknowns corresponding to the element Ωe, right
hand side entries Fi are similar to (3.27) and the assembling operator is
again denoted by
⋃
(cf. [Hughes, 1987] for example). In case of an enriched
tetrahedral element this results in 24 degrees of freedom as each of the 4
nodes has both a displacement unknown and an enrichment unknown for
each of the three spatial dimensions and it reads
dhe = (u1x, u1y, u1z, ..., u4x, u4y, u4z, a1x, a1y, a1z, ..., a4x, a4y, a4z) . (3.45)
Ordering of unknowns
When assembling the global stiffness matrix for the enriched system, there
are two different principal possibilities of ordering the unknowns. The first
possibility is called mixed ordering, where the displacement unknowns ui and
the enrichment unknowns ai are ordered according to the node number, for
example
dh = (u1x, u1y, u1z, a1x, a1y, a1z, ..., unelx, unely, unelz, anelx, anely, anelz) (3.46)
with obviously aix, aiy, aiz existing only if node i is enriched. It results in
a bandwidth of the global stiffness matrix comparable to the one of the
standard FEM. The disadvantage of this ordering is a more complicated
implementation, because standard FEM elements need a new method for
finding the correct index-vector for the assembling process.
The second possibility is called separate ordering where the unknowns are
separated within the solution vector dh, for example
dh =
(




This method has the advantage that it is easy to implement. Additionally, it
is easy to validate as the upper left part of the global stiffness matrix is similar
to the one using standard FEM in case the material properties are constant
over each of the elements. The disadvantage of this method is a dramatically
increased bandwidth of the global stiffness matrix compared to the standard
FEM. This is due to the fact that Kij for i corresponding to displacement
unknown ui∗ and enrichment unknown aj∗ typically is nonzero if there exists
an element containing both nodes i∗ and j∗. Hence, a preconditioning of the
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global stiffness matrix is mandatory when using separated ordering of the
unknowns. Due to the better validation properties of this second ordering,
in this work a separated ordering is chosen.
It is emphasized that the later analysis of eigenvalues of the global stiffness
matrix is not influenced by the ordering of unknowns as a permutation of the
indices of a matrix does not influence its eigenvalues (cf. [Bronstein et al.,
2001] for example).
Numerical quadrature of enriched elements
For XFEM elements a new quadrature rule has to be implemented, as typi-
cally these elements are cut with the material interface. Hence, the material
parameters are not constant in the volume and a special treatment of these
cells is required. Special emphasis needs to be put on the fact that sec-
ond order accuracy is required for an exact quadrature rule within XFEM
elements when using the enhanced abs enrichment of (3.34) (see A.1 for fur-
ther details). The easiest way to do a proper numerical quadrature of the
enriched elements is to subdivide the cut element into subelements with con-
stant material parameters and do a Gauß quadrature on the subelements.
As an alternative the interested reader is referred to [Ventura, 2006] which
circumvents subcell integration with the help of surface integrals.
In case of a tetrahedral element supposedly cut by an interface, only three
different possibilities can occur. They are distinguished by the number of
nodes that share the sign of the nodal level set value.
(i) Level set values share the same sign at all nodes. Hence, the element
is not cut by material interface and does not have to be enriched when
using the enhanced abs enrichment. Thus, a standard quadrature rule
for non-enriched elements can be used.
(ii) A single node is cut from the rest of the element, that is three of
the four nodal level set values share the sign. The volume cut away
including the single node must again be a tetrahedron, the rest of the
body can be divided into three more tetrahedrons. The quadrature of
the whole element is then achieved by applying standard four point
Gauß quadrature rule subelement-wise.
(iii) The four nodes are separated in pairs of two sharing the sign of the
nodal level set value. As each node is connected to every other node
within a tetrahedron no further distinctions have to be made. Both vol-
umes can be divided into three tetrahedrons each. Again the quadra-
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ture of the whole element is then achieved by standard four point Gauß
quadrature rule on each subelement.
Of course in the cases (ii) and (iii) the exact interface location within the
element needs to be computed from the level set values at the nodes of
the original tetrahedron. This is realized straight forward with (3.33). The
location of the individual evaluation points for the numerical quadrature
are then easily computed according to the exact coordinates of each sub-
tetrahedron. As the volume of these sub-tetrahedrons is known as well, the
weight for each evaluation point is then computed according to the chosen
four point Gauß quadrature rule and the size of the sub-tetrahedron.
It is emphasized that a four point Gauß quadrature rule with all four evalua-
tion points lying in the inner of the reference tetrahedron is strongly recom-
mended. Otherwise, it is possible to end up with an integration point on the
material interface, where it is not clear which material parameters to choose
for the evaluation of the weak form.
For a better understanding a few examples of how to locate the evaluation
points for the Gauß quadrature are visualized in Fig. 3.1 to Fig. 3.4.
Figure 3.1: Cut case (ii): one node in blue phase is cut away from three nodes in red
phase.
Figure 3.2: Cut case (ii): example locations of Gauß points.
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Figure 3.3: Cut case (iii): two nodes in blue phase are cut away from two nodes in red
phase.
Figure 3.4: Cut case (iii): example locations of Gauß points.
Obviously, this procedure is a numerical overhead when comparing the XFEM
to standard FEM. Nevertheless the computational costs are significantly
smaller than standard FEM with local mesh refinement with a comparable
accuracy (cf. for example Bordas et al. [2010]).
Linear dependence and ill-conditioning
A well-known fact from literature (cf. for example [Fries and Belytschko,
2010]) is that the enriched basis functions of the enhanced abs enrichment
become linear dependent in case of a nodal level set value being equal to zero.
This leads to a degenerated global stiffness matrix. It is also known (again
cf. [Fries and Belytschko, 2010]) that the basis functions become almost linear
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dependent in case of nodal level set values being close to zero. This results in
an ill-conditioning of the global stiffness matrix. Only surprisingly few pub-
lications address this problem and it will be thoroughly analyzed in sections
4.1 and 4.2. Additionally, in section 4.4 the possible countermeasures are
discussed and a novel approach of circumventing this problem is introduced.
Boundary conditions
It is emphasized that when implementing the XFEM some special consid-
eration has to be put on correct boundary conditions. Especially when as-
suming Dirichlet type boundary conditions, it often is necessary to block
the corresponding enriched degrees of freedom for some boundary elements.
Additionally, it is possible to impose Neumann type boundary conditions
with kinks at the predefined level set isozero contour at the boundary. Of
course the latter can also be achieved with standard FEM but again only if
the underlying mesh is able to resolve the isozero contour which in general




In this chapter some numerical analyses and algorithms are presented. The
simulations described in the following have all been computed with Feel-
Math (Finite Elements for Elastic MATerials and Homogenization), an in-
house software project of the Fraunhofer Institute for Industrial Mathematics
(ITWM) [FeelMath, 2014].
4.1 One-dimensional model problem
Consider a one-dimensional bar of length 1, having a discontinuous jump in
its cross section at s ∈ (0, 1), cf. Fig. 4.1 and a point force F at the right end
of the bar.













Figure 4.1: Problem statement and exact solution.




A− ∈ R, 0 ≤ x < s
A+ ∈ R, s ≤ x ≤ 1. (4.1)
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and in weak form it reads














Introducing a Dirichlet type boundary condition on the left side (x = 0)
with u(0) = 0 and a Neumann type boundary condition on the right side
(x = 1) with F = EA(1)∂xu(1) = EA









(x− s), s ≤ x ≤ 1 (4.4)
and is piecewise linear with a weak discontinuity at x = s, cf. Fig. 4.1.
4.1.1 Exact XFEM element for the model problem
The level set function defining the discontinuity position used in this example
is the signed distance function
Φ(x) = x− s. (4.5)
The values of the level set function at the borders is then
φ1 =Φ(x = 0) = −s,
φ2 =Φ(x = 1) = 1− s.
(4.6)
The domain is discretized with a single element and enhanced abs enrichment
is used. Linear shape functions are chosen for standard part and enrichment
part of the FEM discretization. Analogously to section 3.2 this leads to
uh(x) = N1(x)u1 +N2(x)u2 +M1(x)a1 +M2(x)a2, (4.7)
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as well as the standard enhanced abs enrichment shape functions by Moe¨s











In this example the enrichment shape functions then read
M1(x) =N1(x) (|φ1|N1(x) + |φ2|N2(x)− |φ1N1(x) + φ2N2(x)|)
=(1− x) (s+ x− 2sx− |x− s|) ,
M2(x) =N2(x) (|φ1|N1(x) + |φ2|N2(x)− |φ1N1(x) + φ2N2(x)|)
=x (s+ x− 2sx− |x− s|) .
(4.10)
Splitting these up according to
Mi(x) =
{
M−i (x), 0 ≤ x < s
M+i (x), s ≤ x ≤ 1 , i = 1, 2, (4.11)
the shape functions read
M−1 (x) =(1− x) (s+ x− 2sx− |x− s|)
=(1− x)(2x− 2sx), (4.12)
M+1 (x) =(1− x) (s+ x− 2sx− |x− s|)
=(1− x)(2s− 2sx), (4.13)
M−2 (x) =x (s+ x− 2sx− |x− s|)
=x (2x− 2sx) , (4.14)
M+2 (x) =x (s+ x− 2sx− |x− s|)
=x (2s− 2sx) . (4.15)
Fig. 4.2 shows for an example of the resulting shape functions with s = 0.6
for the position of the interface.
Already in section 3.2 possible problems in blending elements are mentioned
for the case where the enrichment shape functions are nonzero at the nodal
points. It is also proven in (3.37) that this is always the case for the mod-
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Figure 4.2: Example for shape functions.
ified abs enrichment from (3.34). In Fig. 4.3 multiple shape functions for
different positions of the interface are plotted. It can be seen easily that the
shape function value for the enrichments is always zero at the nodal points,
independent of s. As expected, the symmetry can be observed between the
shape functions for a certain parameter s and its counterpart 1− s.
At a first glance, it is surprising to see the nonlinear behavior of the shape
functions as they were chosen specifically to model linear displacements with
a kink. Fig. 4.4 shows the sum of the two shape functions, for the values of
s as above.
Obviously, no quadratic terms influence the sum anymore. For the moment
it is sufficient to state that if and only if a1 = a2 holds, the resulting function
uh(x) is piecewise linear with a kink at position s. The interested reader is
referred to appendix A.1 where a closer look on the higher order terms in the
enhanced abs enrichment is thoroughly discussed.
Coming back to solving the problem with the XFEM. Obviously, the deriva-
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a) b)
Figure 4.3: Enrichment shape functions (red for M1 and green for M2) for different
parameters s,
a) the red arrow intersects the different shape functions M1 corresponding to the parameter
values s = 0.1, s = 0.2, . . . , s = 0.5, the green arrow intersecting the shape functions of
M2 accordingly,
b) the red arrow intersects the different shape functions M1 corresponding to s = 0.5,
s = 0.6, . . . , s = 0.9, the green arrow interesting shape functions M2 accordingly.
Figure 4.4: Sum of M1 and M2 shape functions for different parameter values of s. The
arrow intersects the functions corresponding to s = 0.1, s = 0.2, . . . , s = 0.9.
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tives of the shape functions are needed later, hence they are derived here
∂xM
−












2 (x) =(2s− 2sx) + x(−2s)
=2s− 4sx.
(4.16)
















































accordingly. Evaluating K yields for its individual components
K11 =K22 = sEA
− + (1− s)EA+,
K21 =K12 = (s− 1)EA+ − sEA−,
K31 =K42 = K13 = K24 = −2(s− 1)2sEA− + 2(s− 1)s2EA+,




(s− 1)2s (4s2 − 6s+ 3)EA− − 16
3
(s− 1)3s2EA+,
K34 =K43 = −4
3






(s− 1)2s3EA− + 4
3
s2
(−4s3 + 6s2 − 3s+ 1)EA+.
(4.20)
Imposing the Dirichlet type boundary condition at the left end of the bar
4.1. ONE-DIMENSIONAL MODEL PROBLEM 45
with u(x = 0) = 0 and the Neumann type boundary condition on the right
end of the bar yields
1 0 0 0
0 K22 K23 K24
0 K32 K33 K34














which can be written vectorized
Ku = b. (4.22)
It is emphasized that the exact value inputed in K11 in order to implement
the Dirichlet type boundary condition u1 = 0 is arbitrary. Any other
nonzero value for K11 is suitable as well. The exact choice of this parameter
changes the resulting eigenvalue and hence may have a negative influence on
the condition of matrix K. Nevertheless, in this trivial example this will not
be discussed further.

















As expected a1 = a2 holds in order to obtain a piecewise linear solution as
stated before and explained in appendix A.1. Inserting this into the approx-
imation of the displacement yields for 0 ≤ x < s







and for s ≤ x ≤ 1












which coincides with the analytical solution.
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4.1.2 Eigenvalue analysis
The same result as in the previous section can be obtained with the standard
finite element method without enrichments, if and only if at least two linear
elements are used to discretize this one-dimensional bar. In this case the two
(or more) elements must separate the total volume precisely at position s,
otherwise the analytical solution can not be reproduced exactly. Hence, the
mesh must be fine enough to resolve the length parameter
hˆ = min(s, 1− s). (4.26)
Without becoming specific, this parameter hˆ plays a similar role as mesh
parameter h for a quasi-uniform mesh. It is known for quasi-uniform meshes
(see for example [Brenner and Scott, 2008]) that the condition number κ of
the global stiffness matrix is of order O(h−2). Hence, when the interface is
close to a node, that is parameter s is either close to 1 or close to 0, the
problem becomes ill-posed with quadratic order.
As pointed out in [Fries and Belytschko, 2010], the XFEM basis functions
for the enrichments become “almost linear dependent” in case of nodal level
set values close to zero. A more precise analysis of this relation between
small absolute nodal level set values and the condition of the global stiffness
matrix has - to the authors knowledge - not been published anywhere. Hence,
a closer look on the influence of the exact value of the parameter s on the
condition of the stiffness matrix K in (4.22) follows.
As previously stated, one eigenvalue corresponds directly to the exact choice
of implementing the Dirichlet type boundary condition. The other three
eigenvalues are the eigenvalues of the sub-matrix
Ksub =
 K22 K23 K24K32 K33 K34
K42 K43 K44
 . (4.27)
In order to simplify this computation, EA+ is expressed with the help of a
parameter c describing the contrast between EA− and EA+
EA+ = cEA−. (4.28)
Thus, Ksub can then be simplified to
Ksub = EA
−
 K˜22 K˜23 K˜24K˜32 K˜33 K˜34
K˜42 K˜43 K˜44
 (4.29)
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with
K˜22 = s+ (1− s)c,
K˜32 = K˜42 = K23 = K˜24 =
(
s2 − s) (1− c) ,




− 2s2 + s
)
(1− c) + c
3
,
K˜34 = K˜43 =
2s3
3










It becomes immediately apparent that all eigenvalues scale with EA− and
hence the condition of the matrix does not depend on the absolute values of
the material parameters EA− and EA+. Solely the contrast between the two
has an influence on the condition, therefore EA− = 1 is assumed. With the
help of a computer algebra system, the resulting three eigenvalues, depending
on the parameter s and contrast c can be computed.
All three roots of the characteristic polynomial are real numbers as the orig-
inating matrix Ksub is symmetric and therefore has real eigenvalues (cf. for
example [Bronstein et al., 2001]).
In the following, the eigenvalues λi(s), i = 1, 2, 3 depending on the parameter
s describing the position of the interface and the parameter c describing the
contrast will be analyzed.
As already discussed in section 3.2, it is known from literature (cf. [Fries and
Belytschko, 2010]) that XFEM is not able to handle cases where the level set
value at a node of the finite element mesh is equal to zero when considering
bimaterial problems. In this example, this occurs if the parameter s equals
either 0 or 1. Looking at the eigenvalues for these two cases
λ1(0, c) = 0, (4.31)
λ1(1, c) = 0, (4.32)
λ2(0, c) = 0, (4.33)
λ2(1, c) = 0, (4.34)
λ3(0, c) = 1, (4.35)
λ3(1, c) = c, (4.36)
confirms this problem. As expected the stiffness matrix K is singular in
both cases. To get a better impression of the eigenvalues, Fig. 4.5 – Fig. 4.7
show the influence of the contrast on the three eigenvalues as a function of
parameter s.
Obviously, for all three eigenvalues the contrast influences the shape of the
curves, especially the maximum values vary significantly with the contrast.
Nevertheless, it does not influence the minimum values of the curves. It
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Figure 4.5: Eigenvalue λ1 over parameter s for different contrasts.
a) b)
Figure 4.6: Eigenvalue λ2 over parameter s for different contrasts c, where b) shows a
closeup of a).
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a) b)
Figure 4.7: Eigenvalue λ3 over parameter s for different contrasts c, where b) shows a
closeup of a).
strikes that λ3 dominates the other two values for all s ∈ [0, 1] for every
specific contrast in this analysis. Especially, the fact is important that for
s ≈ 0 and s ≈ 1 the eigenvalues λ1 and λ2 are close to zero. This is because
for these values the condition of the stiffness matrix K becomes large.
a) b)
Figure 4.8: Log-log plot of eigenvalue λ1 over parameter s for different contrasts c, where
a) shows a standard log-log plot for parameter s, b) log-log plot with a mirrored x-axis
for parameter 1− s.
Fig. 4.8 – Fig. 4.10 now show log-log plots of all three eigenvalues that allow
a better analysis of the behavior of the eigenvalues when the parameter s is
close to zero and close to one. The log-log plots displayed in Fig. 4.8 b) –
Fig. 4.10 b) with a mirrored x-axis for parameter 1− s allow to analyze the
region of s being close to 1. In all cases it becomes apparent, that the change
in the largest eigenvalue λ3 is of order O(hˆ0) for s being close to either side.
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a) b)
Figure 4.9: Log-log plot of eigenvalue λ2 over parameter s for different contrasts c, where
a) shows a standard log-log plot for parameter s, b) log-log plot with a mirrored x-axis
for parameter 1− s.
a) b)
Figure 4.10: Log-log plot of eigenvalue λ3 over parameter s for different contrasts c,
where a) shows standard log-log plot for parameter s, b) log-log plot with a mirrored
x-axis for parameter 1− s.
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The change in the eigenvalue λ2 is of order O(hˆ−1) for hˆ being close to zero,
that is s being close to zero or one. The change in the smallest eigenvalue λ1
is of order O(hˆ−2) for the parameter s being close to the bounds.
Putting these observations together yields that κ of the enriched global stiff-
ness matrix K is of order O(hˆ−2) as it is the quotient of the largest and the





where of course the Dirichlet type boundary conditions are imposed in
such a way that the resulting eigenvalue has no influence on the condition of
K as stated before.
a) b)
Figure 4.11: Log-log plot of κ(K) = λ3/λ1 over parameter s for different contrasts c,
where a) shows a standard log-log plot for parameter s, b) log-log plot with a mirrored
x-axis for parameter 1− s.
Fig. 4.11 affirms the previous statement that K is of order O(hˆ−2). Addi-
tionally, it shows that in case of the parameter s being close to the position
of a node, that is s ≈ 0 or s ≈ 1, the bad condition of the stiffness matrix is
independent of the material contrast.
4.2 Eigenvalue analysis for XFEM in 3D
The main result of section 4.1.2 was that in a simple one-dimensional example
the condition of the enriched local stiffness matrix is of order O(hˆ−2) with
the parameter s describing the minimal distance of a node to the interface.
This section gives a detailed analysis of the eigenvalues of the global stiffness
matrix for a simple three-dimensional example.
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The setting for this example is a three-dimensional cube Ω = [0, 1]× [0, 1]×
[0, 1] consisting of two materials ΩM and ΩI separated by a planar interface
Γ parallel to the y-z-plane. The corresponding level set function then reads
Φ : Ω ⊂ R3 → R ; Φ(x) = s− x (4.38)
with position parameter s ∈ (0, 1). For all points x ∈ Ω it holds that
x ∈ ΩI ⇔ Φ(x) < 0, (4.39)
x ∈ Γ ⇔ Φ(x) = 0, (4.40)
x ∈ ΩM ⇔ Φ(x) > 0. (4.41)
Isotropic linear elastic behavior is assumed for both materials and the mate-
rial parameters read
EM = 1 MPa, EI = 10 MPa and νM = νI = 0.3. (4.42)
As boundary conditions the following Dirichlet type boundary conditions
have been chosen
x ∈ { 0 × [0, 1]× [0, 1]} ⇒ u1 = 0,
x ∈ { 1 × [0, 1]× [0, 1]} ⇒ u1 = 0.2,
x ∈ {[0, 1]× 0 × [0, 1]} ⇒ u2 = 0,
x ∈ {[0, 1]× 1 × [0, 1]} ⇒ u2 = 0,
x ∈ {[0, 1]× [0, 1]× 0 } ⇒ u3 = 0,
x ∈ {[0, 1]× [0, 1]× 1 } ⇒ u3 = 0,
(4.43)
which corresponds to uniaxial tensile loading with 20% strain. It has been
stated in subsection 2.1.2 that this work restricts itself to the theory of small
strains which obviously is not the case using these boundary conditions.
Nevertheless, as a linear elastic material law is applied to both materials, a
larger deformation does not contradict any of the previous statements.
The standard FEM is able to solve this type of problem, if the underlying
mesh resolves the planar interface precisely. This already is the case when
using two hexahedral elements for example. If the interface is not resolved
by the underlying mesh FEM will not be able to produce the exact solution,
but XFEM is (assuming the resulting linear system is not singular due to
nodal level set values equal to zero).
In this section the focus does not lie on the exact solution but on the eigenval-
ues of the corresponding global stiffness matrix with respect to the position
parameter s and the corresponding minimal distance between nodes and the
4.2. EIGENVALUE ANALYSIS FOR XFEM IN 3D 53
interface. In order to exclude boundary effects from the analysis a nontrivial
mesh has been chosen. The underlying mesh is a regular tetrahedral mesh
created from a voxelized image with mesh parameter h = 0.1 which results in
5000 elements and 11× 11× 11 nodes. If the interface is not resolved by the
mesh, exactly 500 elements are intersected by the interface and 2× 11× 11
nodes are enriched. Taking into account the three spacial dimensions this
results in the XFEM problem having 4719 degrees of freedom of which 726
correspond to enrichment degrees of freedom.
a) b) c)
Figure 4.12: Position of interface in mesh for a) position parameter s1, b) position
parameter s2, c) position parameter s3.
The analysis of three different position parameters s is explained in detail.
They are s1 = 0.55, s2 = 0.505 and s3 = 0.5005 as it is shown in Fig. 4.12.
The first, s1 is set in the middle between the two layers of enriched nodes, that
is {0.5×[0, 1]×[0, 1]} and {0.6×[0, 1]×[0, 1]}. The second position parameter
is chosen such that the closest distance from the interface to enriched nodes is
reduced by the factor 1/10 which results in s2 = 0.505. The same procedure
is applied to achieve the third position parameter s3 = 0.5005. Special
emphasis is laid on the example being chosen such that at each element
intersected by the interface, there are exactly two different level set values.
For parameter s1 these two read 0.05 and −0.05, for parameter s2 they are
0.005 and −0.095 and for parameter s3 they read 0.0005 and −0.0995. This
is the case for every single element intersected by the interface! Hence, even
though the different tetrahedrons in the finite element mesh are aligned in
different ways with respect to the interface, there are only three different
scenarios for the exact alignment. This is either one or two or three nodes of
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each tetrahedron have the smaller of the two level set values. This is done
in order to reduce the variety of different intersection scenarios one typically
obtains when analyzing three-dimensional problems.
For a better understanding of the following figures, the reader is reminded
of the block structure of the global stiffness matrix when using a separated
ordering of the unknowns. The upper left part of the stiffness matrix cor-
responds to the standard degrees of freedom and the lower right part corre-
sponds to the enrichment degrees of freedom.
Assume a standard FEM analysis of the same problem with special treat-
ment of the elements intersected by the interface and the normal material
parameters for the elements not intersecting the interface. If the material
parameters for the intersected elements were the average of the material pa-
rameters of ΩI and ΩM according to the volumetric percentage of the two
in each intersected element, the resulting global stiffness matrix would be
exactly the same as the previously mentioned upper left submatrix of the
XFEM stiffness matrix.
a) b)
Figure 4.13: Spectrum of stiffness matrix for position parameter s1, a) spectrum of the
full stiffness matrix, b) spectrum of the submatrix corresponding to standard degrees of
freedom.
The main result of Fig. 4.13 is that obviously from left to right more than
700 very small eigenvalues have vanished. Rescaling the data range results
in Fig. 4.14.
The two images in in Fig. 4.14 are almost identical. The 726 enrichment de-
grees of freedom seem to influence the spectrum of the global stiffness matrix
on its lower end solely. The same holds true for the position parameters s2
and s3.
The images in Fig. 4.15 show the same data range and it becomes apparent
that a changing position parameter s indeed does change the spectrum of the
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a) b)
Figure 4.14: Spectrum of stiffness matrix for position parameter s1 with rescaled data
range, a) spectrum of the full stiffness matrix, b) spectrum of the submatrix corresponding
to standard degrees of freedom.
a) b)
Figure 4.15: Spectrum of stiffness matrix, a) spectrum for position parameter s2, b)
spectrum for position parameter s3.
standard part the stiffness matrix but not in a significant way. The largest
eigenvalues for the three different position parameters read λs1max = 7.42,
λs2max = 7.54 and λ
s3
max = 7.56.
A look at the lower end of the spectrum of the stiffness matrices reveals that
the smallest eigenvalue for position parameter s1 reads λ
s1
min = 7.87 ·10−5 and
the majority of the small eigenvalues are of order 10−5 to 10−4 as can be seen
in Fig. 4.16.
The smallest eigenvalue for position parameter s2 reads λ
s2
min = 4.59 · 10−6
and the majority of the small eigenvalues are of order 10−6 to 10−5. They
are plotted in Fig. 4.17.
Fig. 4.18 shows the lower end of the spectrum of the stiffness matrix for
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Figure 4.16: Lower end of spectrum of stiffness matrix for position parameter s1.
Figure 4.17: Lower end of spectrum of stiffness matrix for position parameter s2.
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Figure 4.18: Lower end of spectrum of stiffness matrix for position parameter s3.
position parameter s3. The smallest eigenvalue reads λ
s3
min = 4.82 · 10−8 and
the majority of the small eigenvalues are of order 10−8 to 10−6.
Summarizing the largest eigenvalues and the smallest eigenvalues of the
global stiffness matrix for the three different position parameters and there-
with the condition of the global stiffness matrix is depicted in Table 4.1. The
position parameter s s1 = 0.55 s2 = 0.505 s3 = 0.5005
λmin 7.87 · 10−5 4.59 · 10−6 4.82 · 10−8
λmax 7.42 7.54 7.56
κ 9.44 · 104 1.64 · 106 1.57 · 108
Table 4.1: Condition of the global stiffness matrix for different position parameters s.
main result of this analysis is, that the smallest eigenvalue of the global stiff-
ness matrix depends directly on the smallest distance between an enriched
node and the interface. The magnitude of the smallest eigenvalue seems
to depend quadratic on this smallest distance which agrees well with the
findings of section 4.1.2.
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4.3 Comparison XFEM vs FEM - spherical
inclusion
After identifying possible problems due to ill-conditioning of the XFEM in
sections 4.1.2 and 4.2, this section provides some findings on computational
errors of XFEM compared to FEM. In [Eshelby, 1957] some fundamental
analytical solutions for the case are derived where a given material is in-
finitely extended and has a single ellipsoidal inhomogeneity. This section
uses these findings to obtain analytical solutions for a spherical inclusion in
a finite domain so that it is possible to measure the absolute error of the FE
simulation results. The findings of this section have already been published
in [Zangmeister et al., 2013].
4.3.1 Analytical solution
Consider a classical Eshelby problem (cf. [Eshelby, 1957]) with an infinitely
extended material Ω that has a single spherical inclusion ΩI . Let both ma-
terials have the same Poisson’s ratio ν = νM = νI. The bulk modulus of
the inclusion is denoted with KI and the bulk modulus of the surrounding
matrix with KM. At infinity the strain ε
0 =  I is applied, where I denotes
the identity tensor. It is a strain field without a deviatoric part. The cor-
responding equivalent eigenstrain ε∗ in the spherical inclusion is (cf. [Mura,
1987])
ε∗ =
(KI −KM) tr (ε0)(1− ν)
(4ν − 2)KM − (1 + ν)KI I. (4.44)
Consider the material parameters
EM = 1 MPa, EI = 10 MPa and νM = νI = 0.3, (4.45)
which lead to
KM = 5/6 MPa and KI = 25/3 MPa. (4.46)
Additionally, let  = 0.01. Inserting these parameters into (4.44) yields
ε∗ =
3(KI −K M)(1− ν)




as the equivalent eigenstrain in ΩI for an equivalent homogeneous material.
As this strain ε∗ is purely volumetric another result from Eshelby (cf. [Es-
helby, 1957], [Mura, 1987]) can be used. The radial displacement in this
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where r is the distance from the center of the sphere and ∗ denotes the radial
component of the volumetric strain ε∗. Denoting the radius of the sphere












 = − 39a3
4600r2
, (4.49)
as the equivalent eigenstrain vanishes outside of the sphere.
Now consider a spherical inclusion in a finite volume Ω, a cube with a sphere
ΩI in its center. Let the diameter of the sphere be l = 2a, which is half
of the length of the cube. When superimposing this equivalent eigenstrain
Figure 4.19: Spherical inclusion in standard RVE.
with the applied strain at infinity ε0, (4.49) provides the possibility to specify
displacement boundary conditions on the geometry shown in Fig. 4.19 such
that the strain field is equal to the strain field in the vicinity of the sphere in
the infinitely extended material described earlier. Thus, for any x ∈ Ω with
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, x ∈ ΩI
r− 39l3
36800r2
, x ∈ Ω\ΩI . (4.50)
When imposing this radial displacement everywhere on the boundary ∂Ω of
the representative volume element (RVE) as visualized in Fig. 4.19, the radial




∗ +  ≈ 0.00152174 (4.51)
and








in Ω\ΩI . Fig. 4.20 shows a plot of the analytical solution for the radial
strain εr across the material interface. As already stated, the radial strain
within the sphere is constant, at the material interface there is a jump, and
in the matrix the radial strain decays proportional to r−3. The underlying
Figure 4.20: Analytical solution for radial strain.
mesh is a regular tetrahedral mesh, created from a voxelized image of the
sphere discretized with four different mesh parameters h1 = 2
−3l, h2 =
2−4l, h3 = 2−5l and h4 = 2−6l. The mesh corresponding to h1 consists of
163 voxels, h2 corresponds to 32
3 voxels, h3 corresponds to 64
3 voxels and h4
corresponds to 1283 voxels. In Fig. 4.21 cross sections from the meshes with
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a) b)
Figure 4.21: Discretization example for XFEM and standard FEM on mesh with h1 =
2−3l.
mesh parameter h1 = 2
−3l are shown. Fig. 4.21 a) displays the mesh used
for both standard FEM and XFEM. The material colors are set according
to the level set function. It can be seen that the material interface does
not coincide with element faces. In Fig. 4.21 b) the elements containing the
material interface are colored in dark red. These are the elements which need
the extra enrichment for the XFEM and hence defines the set N¯ ∗h1 introduced
in 3.31. N¯ ∗h1 is the set of all nodes attached to at least one element which is
intersected by the material interface for mesh parameter h1. Obviously, when
computing the stiffness matrix from 3.30, the local elasticity tensor depends
on the material. Hence, when integrating 3.23 in the elements containing the
interface, special emphasis has to be put on the local elasticity tensor. In
this work this has been taken care of by splitting up the interface elements
into sub-tetrahedrons for the numerical integration. This is done according
to the underlying level set function with linear shape functions. That is, the
level set values are evaluated exactly at each grid point of the underlying
mesh and approximated linearly in between. The sphere shown in Fig. 4.21
is plotted according to these linear approximation of the level set function.
The interface elements are either split into four or six sub-tetrahedrons, de-
pending on how the four nodes of the element are separated into the two
material phases as described in section 3.2. As for the standard FEM ap-
proach linear shape functions for the finite element mesh were chosen, one
Gauß point per sub-tetrahedron is required. For the XFEM with linear shape
functions, quadratic terms occur as explained in detail in section 3.2 and ap-
pendix A.1. Hence, the numerical integration has to be performed with a
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four point Gauß quadrature rule per sub-tetrahedron for an exact integration
of the approximated functions, again as described in section 3.2.
a) b)
Figure 4.22: Discretization example for XFEM and standard FEM on mesh with h2 =
2−4l.
Fig. 4.22 shows the same geometry as in Fig. 4.21, but discretized with a
different mesh parameter h2 = 2
−4l. It strikes that the number of interface
elements increase. It is also obvious that it does not increase as fast as the
total number of elements in the mesh does, compared to Fig. 4.21. The
exact figures of the computational effort created by the enriching technique
is summarized in Table 4.2.
Mesh parameter h 2−3l 2−4l 2−5l 2−6l
No. of elements 20,480 163,840 1,310,720 10,485,760
No. of enriched elements 1,160 4,472 18,236 73,652
No. of nodes 4,913 35,937 274,625 2,146,689
No. of enriched nodes 436 1,660 6,744 27,216
No. of Gauß points FEM 25,284 182,930 1,388,617 10,800,411
No. of Gauß points XFEM 39,696 240,200 1,622,308 11,744,364
Table 4.2: Number of elements, nodes and Gauß points for different mesh parameters h.
4.3.2 Simulation results
As stated before, the simulations described in the following have all been
computed with FeelMath (Finite Elements for Elastic MATerials and Homog-
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enization) an in-house software project at Fraunhofer ITWM (cf. [FeelMath,
2014]).
a) b)
Figure 4.23: Simulation results for XFEM with mesh parameter h4 = 2
−6l: a) displace-
ment field and b) von Mises equivalent stress in MPa.
Fig. 4.23 shows the magnitude of the displacement field and the von Mises
equivalent stress σv for one of the simulations. The von Mises equivalent
stress is defined as σv =
√
3J2 with J2 the second invariant of the stress devia-
tor (cf. [Wriggers, 2001]). As the imposed displacement boundary conditions
correspond to a purely radial strain, it is not surprising to find the solution
being a radial displacement field. It was stated in the previous section that
the strain in the spherical inclusion is constant and its deviatoric part is
equal to 0. Hence, the von Mises equivalent stress σv inside the spherical
inclusion must equal zero, which is recovered in the simulation. The jump in
the stress field across the material interface is quite pronounced in Fig. 4.23.
Nevertheless, the focus of this work is on the correct approximation of the
jump in the strain field and the accuracy with regard to the analytical so-
lution. In order to do so, the strain tensor along different orientations is
analyzed. The origin of all lines is the center of the sphere and they reach
out in different angles. Along each line the normal component of the strain
is analyzed.
Fig. 4.24 shows some of these lines in a 2D cross section of the 3D volume.
Due to symmetry reasons only one-eighth of the volume is analyzed. The
orientation of each line is described by two angles. Analogously to standard
spherical coordinates, the first angle describes the angle in the x-y-plane (po-
lar angle), the second angle denotes the angle in the x-y-plane (azimuthal
angle). For both angles a step-size of 15° has been chosen such that for one-
eights of the sphere, 43 different lines have been analyzed. These lines can be
imagined as rays starting from the center of the sphere and passing through
the whole volume. Fig. 4.25 – Fig. 4.28 plot the normal component of the
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Figure 4.24: Visualization of different lines in a 2D cross section.
strain tensor along such lines over the distance to the center of the sphere.
Tetrahedrons with linear shape functions (with and without XFEM enrich-
ments) are chosen as the base elements of the finite element mesh. Hence,
the solution for the strains is constant in each element. In the following plots,
XFEM results are always plotted with ’x’ tick-marks and standard FEM with
’o’. The tick-marks along these lines have been set at each beginning of a
new element intersected by the line.
The first example corresponds to x-z-angle=0° and x-y-angle=15° and there-
with resembles the line that is tilted by 0° away from the x axis in the
x-z-plane and 15° in the x-y-plane, respectively.
In Fig. 4.25 and Fig. 4.26 it can be seen, that the analytical solution is ap-
proximated well. In both cases (similar to every single other case analyzed in
this study) the radial strain within the spherical inclusion is reproduced more
or less exactly. The jump at the interface is approximated rather well. Not
surprisingly the standard FEM is not reproducing the exact jump but un-
derestimating it. This behavior appears in the vast majority of the analyzed
examples. As in almost every single case in this study, XFEM reproduces the
jump significantly better. Special emphasis is put on the fact that XFEM
reproduces the analytical solution rather well already with a comparatively
coarse grid with a large mesh parameter h. It is also striking that the differ-
ence in the result between the two methods vanishes away from the interface.
Nevertheless, the results of the two methods differ in the vicinity of the ma-
terial interface. With a decreasing mesh parameter h, the difference between
numerical results and analytical solution reduces.
The effect that standard FEM is mostly underestimating the exact jump
at the material interface seems to have a simple explanation. The interface
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Figure 4.25: Normal strain component along line with x-y-angle=15° and x-z-angle=0°
for standard FEM.
Figure 4.26: Normal strain component along line with x-y-angle=15° and x-z-angle=0°
for XFEM.
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elements are tackled with a special integration rule but linear shape func-
tions over the whole element. Since these elements have been integrated
via sub-tetrahedrons with piecewise constant material parameters, the in-
terface elements act similar to a small layer of some interface material with
some mean Young’s modulus. The exact value of the resulting Young’s
modulus depends on the volume percentage of the different materials in the
interface elements only. Nevertheless, when introducing a different integra-
tion rule without taking the sub-tetrahedrons into account, similar results
are obtained, especially the general underestimation of the jump at the in-
terface. Hence, different integration rules will not be discussed further in this
work.
Figure 4.27: Normal strain component along line with x-y-angle=30° and x-z-angle=15°
for standard FEM.
Fig. 4.27 and Fig. 4.28 show a line that is tilted by 15° away from the x axis
in the x-z-plane and 30° in the x-y-plane, respectively. Fig. 4.27 is a good
example for the standard FE method not being able to reproduce the jump
in the radial strain component, independent from the mesh parameter h. Not
surprising at all, the finest meshes with a mesh parameter h4 does reproduce
the jump better than the coarser meshes. An additional error is introduced
as for most of the meshes in Fig. 4.27 there is a ramp up effect instead of a
single jump. This again was also observed with different integration rules.
Fig. 4.28 shows that the same line as in Fig. 4.27 does not lead to problems
for the XFEM. Only the coarsest mesh seems to be a bit off. Nevertheless, in
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Figure 4.28: Normal strain component along line with x-y-angle=30° and x-z-angle=15°
for XFEM.
both figures there are oscillations around the analytical solution observable,
which was the case in all simulations.
To get a better impression on the difference between the computed result and
the analytical solution, an error measure depending on the mesh parameter






||uanalytical(x)− ufem/xfemh (x)||dx. (4.53)
This function introduces rational terms, as the analytical solution declines
proportional to 1/r2 as explained in (4.50). In order to minimize the nu-
merical error of the integration in this analysis, a Riemann quadrature rule
(cf. [Bronstein et al., 2001]) with 167167167 integration points per tetrahe-
dron in the finite element mesh is used.
Fig. 4.29 shows a log-log-plot of this integrated error over mesh parameter h
introduced in 4.53. It strikes that the total error with XFEM on the coarsest
grid with mesh parameter h1 is only slightly larger than the total error in
the standard FEM on the finest grid analyzed. The numerical convergence
rate of the XFEM is drastically better than for standard FEM, as well. The
order of convergence for the standard FEM is quadratic whereas the XFEM
converges significantly faster. Nevertheless, it is emphasized that both XFEM
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Figure 4.29: Error in displacement for different mesh parameters.
and FEM will never exactly match the analytical solution. This is due to the
fact that in both cases the material interface is approximated by piecewise
linear elements independent of the mesh size.
4.4 Stabilizing ill-conditioned XFEM prob-
lems
The preceding sections showed that nodal level set values close to zero lead
to an ill-conditioned global stiffness matrix. Additionally, it was shown that
unphysical oscillations of the displacement solution around the analytical so-
lution is reduced when using XFEM instead of FEM. Nevertheless, they still
occur. This section is presenting possible ways to tackle these two problems,
starting with the ill-conditioning of the global stiffness matrix.
It is well-known that XFEM needs to circumvent the situation that the level
set value at a nodal position is equal to zero. This is because it leads to
(almost) linearly dependent approximation functions that span the approx-
imation space of XFEM (see section 3.2 and cf. for example [Fries and Be-
lytschko, 2010]). Additionally, the findings of sections 4.1.2 and 4.2 showed
the exact influence of a nodal level set value close to zero on the condition
of the global stiffness matrix.
Only surprisingly few publications address the problem of nearly singular
4.4. STABILIZING ILL-CONDITIONED XFEM PROBLEMS 69
stiffness matrices or even ill-posed problems. In [Be´chet et al., 2005] a pre-
conditioner is introduced that uses a local Cholesky based decomposition.
It is able to improve the condition of the stiffness matrix if the problem is
not ill-posed, that is no nodal level set value is equal to zero. In [Menk and
Bordas, 2011] a preconditioner is established, based on the domain decompo-
sition method FETI introduced in [Farhat and Roux, 1991]. The algorithm
introduced by Menk uses Cholesky decompositions on decomposed do-
mains together with additional continuity constraints. Numerical examples
presented in [Menk, 2011] show that this preconditioner is able to reduce the
condition of the stiffness matrix to a value close to the condition of a cor-
responding standard FEM stiffness matrix. To the author’s knowledge this
method has not yet been generalized to the three-dimensional case. Addi-
tionally, it has the drawback that it requires special solution algorithms. A
recent work of Lo¨hnert (cf. [Lo¨hnert, 2014]) introduces a novel approach
to handle this problem. In a preprocessing step the physically meaningful
zero eigenvalues of the local element stiffness matrices are computed. Physi-
cally meaningful in this context signifies the zero eigenmodes induced by the
six rigid body eigenmodes and other specific boundary conditions. Elements
that are barely intersected by an interface typically produce additional (nu-
merically) zero eigenmodes. An orthogonal basis of the eigenvectors of these
not physically meaningful zero eigenmodes is then used for stabilizing the
element stiffness matrices. The results of this stabilization scheme are very
promising in two dimensions as well as in three dimensions.
However, this work does not take algebraic stabilization schemes into account.
In principal there are three different possible non-algebraic approaches to
tackle the problem when nodal level set values are too close to zero. These
are
a) changing the level set value at the nodes of interest,
b) eliminating the corresponding degrees of freedom,
c) moving the nodal position such that its level set value changes to a
value further away from zero.
Obviously, there exists a fourth possible approach, which is finding a new
regular mesh that does not have any nodes in the critical vicinity of the
interface. But as this is not always applicable, especially when it comes to
complex microstructures, it is not considered in the following.
All of the three methods have their own advantages and disadvantages. In
literature the most common one is the first approach (see for example [Bor-
das et al., 2007], [Fries and Belytschko, 2010] and [Liu et al., 2004]). It is
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trivial to implement and provides an easy way to limit the minimal obtain-
able distance a node may have from the interface by moving the interface
away from the nodes where it initially was too close. The major advantage
of this method is that the underlying mesh is not changed and optimized
methods demanding regular meshes can be used. The main disadvantage is
that a change of the level set value obviously changes the exact position of
the interface and therewith has a disturbing influence due to this geomet-
rical error, when computing for example effective material properties. The
approach definitively is well applicable, since the user only has to take care
of a good middle course between a large minimal distance from nodes to
the interface and a not too large change of the geometry due to this limit.
The prior resulting in a better condition of the global stiffness matrix and
therewith a significant convergence speedup of the algorithm. The latter re-
sulting in a smaller geometrical error introduced due to this algorithm. It is
emphasized that in case of a high contrast in the material parameters, even
small geometrical errors may lead to large errors in the resulting solution.
The second approach summarizes different methods of eliminating the cor-
responding degrees of freedom. The easiest way of eliminating these degrees
of freedom is a purely geometric approach. A specific element is intersected
by the interface in such a way that only a tiny fraction of its volume is cut
away from the rest, it is assumed that the element is not intersected by the
interface at all. This results in the corresponding element being treated in
the same way as a blending element. That is, it has no influence in whether
its nodes are enriched or not. Additionally, the discretization of the displace-
ment field is modeled via the standard FEM discretization in (3.9), which
means that no enrichment terms are considered (see for example [Bordas
et al., 2007] and [Liu et al., 2004]). This methodology introduces a small
geometrical error, depending on the actual threshold value that indicates if a
volume fraction is considered to be “tiny” as described above. The advantage
of this methodology is indeed able to eliminate problems with nodal level set
values close to zero. On the other hand when considering a three-dimensional
problem, typically more complicated intersection cases occur.
Fig. 4.30 considers the example where the intersection of the interface with
an element goes directly through one node which results in a nodal level set
value of exactly zero. A handling of this element as a non-enriched element
obviously results in a large geometrical error and is not applicable. This
methodology is therefore not able to completely circumvent the problem of
small nodal level set values.
Another possibility of type b) is to deactivate directly the corresponding
enrichment degrees of freedom of each of these nodes. At least when using
the Moe¨s enrichment this approach is absolutely useless as it is impossible
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Figure 4.30: Example of worst case for an intersection plane through a tetrahedron for
XFEM.
to reproduce kinks in an otherwise linear displacement field.
In approach c) nodes with level set values too close to zero are moved. It has
the major advantage that the exact position of the interface is not changed,
hence no additional geometrical error is introduced. The main disadvantage
is that the regularity of the underlying mesh is destroyed which excludes the
possibility to use memory usage optimized FEM. Additionally, when moving
nodes several possible problems may occur. Firstly, it is possible to invert the
volume of elements when moving the position of single nodes. Secondly, the
initially specified boundary may be changed by moving non-boundary nodes
to the boundary or vice versa which typically leads to unwanted results.
Thirdly, the overall mesh quality typically is reduced when moving nodes
away from a regular mesh which has an impact on the solution accuracy.
In this work an algorithm is created that is able to decrease the condition
of the element stiffness matrix as well as the global one by moving nodal
positions, whilst keeping the aforementioned disadvantages at a minimum.
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4.4.1 Mesh optimization for enhancing XFEM
It has been previously stated, that when moving nodes for circumventing
ill-posedness other problems typically arise. The most important one is a
possibly heavily reduced overall mesh quality. The here presented novel
algorithm is an iterative combination of moving nodes out of the vicinity
of the interface and regularizing the mesh with both of the two algorithms
presented in [Vartziotis et al., 2009] for mesh smoothing.
In a first step loop over all nodes of the mesh is performed, checking whether
or not the node should be moved. When a nodal level set value is considered
to be too close to zero, a direction in which the node is moved has to be
specified. Naturally, the optimal direction is specified due to the gradient
of the level set function as it indicates the direction to the closest point on
the interface. From the approximation of the level set function in (3.33) the
gradient of the level set function can be derived directly











with K(x) again denoting the index set of the nodes included in an element
containing point x. Obviously, this index set is not unambiguous in case
that the point describes a node of the finite element mesh. But with the
approximation of the level set function in (3.33) and the nature of the signed
distance function described in section 2.3.3 it can be assumed that in almost
all cases the gradient of the level set function at a nodal position is indepen-
dent from the exact choice of K(x). The only possibility where the gradient
of the level set function depends on the exact choice of K(x) is when point
x has the same distance to more than one interface as discussed in section
2.3.3. These special cases are neglected in the algorithm as numerical anal-
yses showed that the exact choice of K(x) was insignificant for the global
result. Obviously, when the nodal level set value is positive, the node is
moved in the direction m of the gradient of the level set function. When the
nodal level set value is negative, the node is moved in the opposite direction






As mentioned before, a typical problem when moving nodes are the geomet-
rical boundaries of the finite element mesh. If a node lies on the boundary, its
new position is first computed similar to all other nodes but afterwards the
new position is projected back to the boundary. Similarly, nodes from the
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inner of the mesh are not allowed to move onto or even across the geometrical
boundary.
The last aforementioned problem is the possibility of inverted elements due
to a movement of nodes, when a node is moved such that the volume of
the element would become negative. This obviously has to be crosschecked
element-wise before actually moving any nodes. Typically, the problem of
inverted elements can be prevented by doing multiple iterations of small
nodal movements instead of large shifts.
The algorithm presented here has in principal three parameters for variations:
A threshold parameter t0 identifies which nodal level set value is considered
to be too close to zero and therewith specifying the nodes that have to
be moved. The second parameter defines how far a node is moved in the
direction of the gradient of the level set function and is called shiftingfactor
s0. It is important to emphasize that the movement has to be kept relative
to the element size of the finite element mesh. As a third parameter nit it
is suggested to perform multiple iterations of the whole algorithm with a
decreasing threshold parameter, which has the effect that nodes closer to the
interface are moved multiple times and hence farther than the ones further
away but still in the vicinity of the interface.
Algorithm 4.1: Moving nodes core algorithm
algorithm is initialized with parameters t0 and s01
for all nodes xi in mesh do2
if |Φ(xi)| < t0| then3
find K(xi)4
compute m(xi)5
compute new position xinew = x
i + s0m(x
i):6
perform consistency checks for new position:7




Is a boundary node moved away from the boundary?10
project xinew back on the boundary11
Is a nodal point in the inner of mesh moved to the boundary?12
project xinew back inside the boundary13
move node number i to position xinew14
Obviously, there are multiple ways of projecting a node, in case a consistency
check fails. This work only considers finite element meshes in the form of
cubes with Ω = {[0, 1]× [0, 1]× [0, 1]}. Whenever a boundary consistency
check in algorithm 4.1 fails, only a single component of xinew interacts with the
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The handling of the other boundaries is analog. In case of more complicated
geometries a different projection scheme has to be applied, which is straight
forward.
After applying algorithm 4.1, the overall mesh quality typically is reduced
drastically which leads to unwanted numerical results like oscillatory effects
and possibly bad conditioning of the resulting stiffness matrix. Hence, in a
second step a sequential mesh regularization algorithm and a simultaneous
mesh regularization algorithm, both introduced in [Vartziotis et al., 2009] is
applied. The prior is good for enhancing the regularity of individual elements
with especially obtuse angles. The latter enhances the overall smoothness of
the mesh. Both algorithms have a large multitude of parameters. The exact
values of the parameters used in this work can be found in appendix A.4. It
is emphasized, that the mesh smoothing algorithm of course has to perform
consistency checks as well, similar to the ones described in algorithm 4.1.
The final algorithm suggested in this work consists of a combination of the
previously described sub algorithms. First a rigorous movement of nodes in
the vicinity of the interface is applied. Then a considerable mesh smoothing
and afterwards a second iteration of the interface related nodal movement
algorithm, but this time with moderate movement only.
Algorithm 4.2: Moving nodes complete algorithm










run algorithm 4.1 with parameters t0 and s04
run simultaneous mesh smoothing algorithm5
run sequential mesh smoothing algorithm6





run algorithm 4.1 with parameters t0 and s09
In section 4.2 an example is introduced with a layered material with different
positions of the interface. Exactly the same situation is now considered again
and the results of the standard tetrahedral mesh generated from a voxelized
image is compared to the results when preprocessing the mesh with mesh
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optimization algorithm 4.2. The parameters used for algorithm 4.2 are:
t1 = 0.01, s0 = 0.8, n
1
it = 3, n
2
it = 0 (4.57)
For being able to quantify the influence of moving nodes away from the inter-
face without the influence of the mesh regularization step, the mesh regular-
ization relaxation parameter ρ = 0 is chosen, which equals no regularization
at all.
a) b)
Figure 4.31: Lower end of spectrum of stiffness matrix for position parameter s1 = 0.55,
a) spectrum without moving nodes algorithm, b) spectrum after applying moving nodes
algorithm.
Fig. 4.31 depicts the eigenvalues of the global stiffness matrix for the position
parameter s1 = 0.55 which was describing that the interface is aligned exactly
in the center between two layers of nodes from the quasi-regular mesh. Only
a closeup of the lower end of the spectrum is shown as the algorithm is
designed to interfere there only and it has an almost not observable influence
to the rest of the spectrum. Fig. 4.31 a) shows the results for the unchanged
mesh, Fig. 4.31 b) shows the results for the optimized one. It strikes that the
absolute values are not changed much (7.87 ·10−5 for the original mesh versus
9.48 · 10−5 for the preprocessed mesh). This is not surprising as the interface
is aligned in the middle between two layers of nodes from the finite element
mesh. Such an alignment is the optimal case for XFEM when focusing on the
eigenvalues corresponding to the enrichment degrees of freedom with respect
to a good condition of the global stiffness matrix, just as the findings of the
preceding sections suggest.
Another effect is that in Fig. 4.31 a) several eigenvalues occur repeatedly in
the global stiffness matrix which is not the case for the preprocessed mesh
in Fig. 4.31 b). Again this effect is not surprising due to the symmetry and
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regularity of the unchanged mesh. As small perturbations to the mesh lead
to small changes in corresponding eigenvalues no such peaks in the histogram
of Fig. 4.31 b) can be expected.
a) b)
Figure 4.32: Lower end of spectrum of stiffness matrix for position parameter s2 = 0.505,
a) spectrum without moving nodes algorithm, b) spectrum when applying moving nodes
algorithm.
Fig. 4.32 now depicts a closeup of the lower end of the eigenvalues of the
global stiffness matrix for the position parameter s2 = 0.505. This parameter
describes the situation where the distance from the interface to a layer of
nodes is one-tenth of the previous one with parameter s1. Again the rest
of the spectrum is not visualized as there is almost no observable effect on
these eigenvalues. Fig. 4.32 a) shows the results for the original mesh and
Fig. 4.32 b) shows the results for the preprocessed mesh.
Again the peaks at individual eigenvalues are cut away in Fig. 4.32 b) which
is unsurprising. But this time it strikes that the smallest eigenvalues in
Fig. 4.32 b) are significantly larger than the ones from Fig. 4.32 a) (4.59·10−6
for the original mesh versus 7.78 ·10−5 for the preprocessed mesh). This leads
directly to an decreased condition κ of the global stiffness matrix of a whole
magnitude.
Fig. 4.33 shows the same analysis as before but for parameter s3 = 0.5005
which again reduces the distance of the interface to a layer of nodes to one-
tenth of the distance from the example with parameter s2. Again Fig. 4.33 a)
corresponds to the original mesh and Fig. 4.33 b) corresponds to the prepro-
cessed mesh. As before the peaks in the histogram vanish in the preprocessed
mesh and again the minimal eigenvalue is increased, this time from 4.82·10−8
for the original mesh to 5.73 · 10−5 for the preprocessed mesh. This results
in the condition of the global stiffness system to be decreased by a factor
larger than 1000 when preprocessing the mesh! The findings of this section
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a) b)
Figure 4.33: Lower end of spectrum of stiffness matrix for position parameter s3,
a) spectrum without moving nodes algorithm, b) spectrum when applying moving nodes
algorithm.
are summarized in table 4.3.
without mesh optimization with mesh optimization
λmin(s1 = 0.55) 7.87 · 10−5 9.48 · 10−5
λmax(s1 = 0.55) 7.42 7.51
κ(s1 = 0.55) 9.43 · 104 7.94 · 104
λmin(s2 = 0.505) 4.59 · 10−6 7.78 · 10−5
λmax(s2 = 0.505) 7.54 7.63
κ(s2 = 0.505) 1.64 · 106 9.80 · 104
λmin(s3 = 0.5005) 4.82 · 10−8 5.73 · 10−5
λmax(s3 = 0.5005) 7.56 7.66
κ(s3 = 0.5005) 1.57 · 108 1.34 · 105
Table 4.3: Condition of the global stiffness matrix for different position parameters s
with and without mesh optimization.
It strikes that in all three examples the magnitude of the smallest eigenvalue
is the same when preprocessing the mesh and it is more or less equal to the one
of the original mesh with parameter s1 which is the best possible for XFEM
when not preprocessing the mesh. The resulting condition of the global
stiffness matrix is almost the same for all three different position parameters
s, even though the original condition numbers differ by two magnitudes each.
Obviously, the example corresponding to parameter s3 is very thankful for
the algorithm as all the elements intersected by the interface are intersected
very close to at least one node. Obviously, the approach described in section
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4.4 of changing the level set value would also be able to increase the mini-
mal eigenvalues and therewith decrease the condition of the global stiffness
matrix. On the other hand this very method of changing the level set values
would move the whole interface as a whole layer of nodes is positioned too
close to the interface. Hence, a non negligible change in the solid volume
fraction of the two materials can be expected in this example when changing
the level set values instead of moving the nodes.
4.4.2 Reducing non-physical stress peaks
Whenever numerical simulations are carried out, discretization errors occur.
A typical phenomenon resulting from these are unphysical stress peaks, often
in the form of oscillations around the correct values. When computing effec-
tive material properties this usually is not a big issue. But when considering
for example plastification processes it is of crucial importance whether or not
the yield strength is reached. This is because the principal material response
changes from a purely elastic deformation to a plastic floating as described
in section 2.2.3.
During the analysis carried out for section 4.3 it striked that XFEM is able
to reduce such unphysical stress peaks. Even though, when analyzing the
comparatively trivial scenario of a single spherical inclusion the stress peaks
did not vanish completely. The moving nodes algorithm presented in sec-
tion 4.4.1 is able to further reduce the unphysical stress peaks. Hence, a
problem similar to the one in section 4.3 is now analyzed with an additional
preprocessing of the mesh.
The problem setting is a spherical inclusion in the center of the unit cube of
dimensions Ω = [0, 1]× [0, 1]× [0, 1] with the diameter d of the sphere being
half of the length of the surrounding cube, hence d = 0.5.
An isotropic linear elastic behavior is assumed for both materials. The ma-
terial parameters read
Esphere = 1 MPa, Ematrix = 10 MPa and νsphere = νmatrix = 0.3. (4.58)
As boundary conditions the following Dirichlet type boundary condition
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are chosen
x ∈ { 0 × [0, 1]× [0, 1]} ⇒ u1 = 0,
x ∈ { 1 × [0, 1]× [0, 1]} ⇒ u1 = 0.2,
x ∈ {[0, 1]× 0 × [0, 1]} ⇒ u2 = 0,
x ∈ {[0, 1]× 1 × [0, 1]} ⇒ u2 = 0,
x ∈ {[0, 1]× [0, 1]× 0 } ⇒ u3 = 0,
x ∈ {[0, 1]× [0, 1]× 1 } ⇒ u3 = 0,
(4.59)
which corresponds to an uniaxial tensile loading with 20% strain. Due to
symmetry reasons only one-eighth of the cube is analyzed.
Figure 4.34: Example for stress peaks using XFEM.
Fig. 4.34 shows an example discretization for the above described problem
(without a preprocessing of the mesh) where the von Mises equivalent stress
is plotted. Theoretically, this stress should be constant in the interior of the
sphere in case of an infinitely extended matrix (cf. for example [Mura, 1987]).
In a case of a finite volume like in this example some small variations in the
von Mises equivalent stress can be expected, but they are dominated by
stress peaks resulting from numerical discretization errors, as illustrated in
Fig. 4.34. In the following the von Mises equivalent stress on the surface
of the sphere is visualized for different mesh discretizations, each time once
with the previously described preprocessing of the mesh and once without
the preprocessing. The color scheme of the follow-up images is in all cases the
same as in Fig. 4.34. Additionally, the exact values of the von Mises equiv-
alent stress in the outermost layer of tetrahedrons of the sphere are plotted
in histograms. The histograms refer to the number of sub-tetrahedrons (as
explained in section 3.2) with a given von Mises equivalent stress.
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a) b)
Figure 4.35: Reference result 10x10x10 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
Fig. 4.35 shows the situation for a discretization of the tetrahedral mesh
generated from a 10×10×10 voxel mesh. In Fig. 4.35 a) it becomes obvious
that the highest stress peaks occur in very small sub-tetrahedrons. The
highest von Mises equivalent stress value occurring in the mesh is 0.93
MPa.
a) b)
Figure 4.36: Remeshed result 10x10x10 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
Fig. 4.36 presents the same situation for a discretization of the tetrahedral
mesh generated from a 10×10×10 voxel mesh, but this time the node moving
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algorithm 4.2 has been applied first with parameters s0 = 0.7 · voxel length,
t1 = 0.5, n
1
it = 3 and n
2
it = 5. In Fig. 4.36 a) it can be seen easily that the
tiny sub-tetrahedrons have been enlarged due to the preprocessing algorithm.
It also becomes obvious from Fig. 4.36 b) that the maximal von Mises
equivalent stress value is reduced. The maximal value is equal to 0.76 MPa
which equals a reduction to 81.64% of the original value.
a) b)
Figure 4.37: Reference result 16x16x16 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
Fig. 4.37 depicts the results corresponding to a discretization of the tetra-
hedral mesh generated from a 16 × 16 × 16 voxel mesh. In Fig. 4.37 a) it
becomes obvious again, that the highest stress peaks occur in very small
sub-tetrahedrons. The highest von Mises equivalent stress value occurring
in the mesh is 0.84 MPa.
Fig. 4.38 reveals the same situation for a discretization of the tetrahedral
mesh generated from a 16 × 16 × 16 voxel mesh, where the node moving
algorithm 4.2 has been applied first with parameters s0 = 0.7 · voxel length,
t1 = 0.4, n
1
it = 20 and n
2
it = 5. In Fig. 4.38 a) again it can be seen that
the smallest sub-tetrahedrons have been enlarged due to the preprocessing
algorithm. Also, it becomes obvious from Fig. 4.38 b) that the maximal
von Mises equivalent stress value is reduced. The maximal value is 0.76
MPa which is the same as in the previous preprocessed example and equals
a reduction to 91.38% of the original value.
Fig. 4.39 shows the results corresponding to a discretization of the tetrahedral
mesh generated from a 32 × 32 × 32 voxel mesh. In Fig. 4.39 a) the stress
peaks are not obvious anymore. The highest von Mises equivalent stress
value occurring in the mesh is 0.68 MPa.
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a) b)
Figure 4.38: Remeshed result 16x16x16 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
a) b)
Figure 4.39: Reference result 32x32x32 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
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a) b)
Figure 4.40: Remeshed result 32x32x32 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
Fig. 4.40 depicts the same situation for a discretization of the tetrahedral
mesh generated from a 32×32×32 voxel mesh, this time with the node moving
algorithm 4.2 with parameters s0 = 0.8 · voxel length, t1 = 0.4, n1it = 20 and
n2it = 5. In Fig. 4.40 a) once more it can be seen that the smallest sub-
tetrahedrons have been enlarged due to the preprocessing algorithm. Again,
in Fig. 4.40 b) the maximal von Mises equivalent stress value is reduced in
comparison to Fig. 4.39 b). The maximal value is 0.62 MPa which equals a
reduction to 91.31% of the original value.
Fig. 4.41 displays the results corresponding to a discretization of the tetra-
hedral mesh generated from a 64 × 64 × 64 voxel mesh. In Fig. 4.41 a) no
stress peaks are obvious anymore. The highest von Mises equivalent stress
value occurring in the mesh is 0.53 MPa.
Fig. 4.42 illustrates the same situation for a discretization of the tetrahedral
mesh generated from a 64×64×64 voxel mesh, again this time with the node
moving algorithm 4.2 applied first with parameters s0 = 0.8 · voxel length,
t1 = 0.5, n
1
it = 20 and n
2
it = 5. applied first. In Fig. 4.42 a) again the smallest
sub-tetrahedrons have been enlarged due to the preprocessing algorithm.
Fig. 4.42 b) shows that the maximal von Mises equivalent stress value is
reduced in comparison to Fig. 4.41 b) but not as much as in the discretization
examples before. The maximal value occurring in the mesh is 0.51 MPa which
equals a reduction to 96.63% of the original value.
Table 4.4 summarizes the results of this section by comparing the maximal
occurring values of the von Mises equivalent stress values σmaxv once with
and once without the mesh optimization algorithm for different mesh dis-
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a) b)
Figure 4.41: Reference result 64x64x64 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
a) b)
Figure 4.42: Remeshed result 64x64x64 voxels, color scheme as in Fig. 4.34
a) visualization of the von Mises equivalent stress at the bound of the sphere,
b) histogram of the frequency of the different values for the von Mises equivalent stress.
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cretization sizes.
mesh discretization σmaxv original σ
max
v optimized mesh red. factor
10× 10× 10 voxel 0.935 MPa 0.763 MPa 81.64%
16× 16× 16 voxel 0.835 MPa 0.763 MPa 91.38%
32× 32× 32 voxel 0.683 MPa 0.624 MPa 91.31%
64× 64× 64 voxel 0.527 MPa 0.510 MPa 96.63%
Table 4.4: Reduction of stress peaks with mesh optimization algorithm 4.2.
Summarizing the different discretization examples it strikes that the node
moving algorithm has the potential to reduce unphysical stress peaks signif-
icantly, especially when the underlying finite element discretization is done
on a coarse mesh. For finer grids the potential of reducing stress peaks is not
as good, due to fact that for finer discretizations the stress peaks are already
naturally reduced in the original mesh.
It is emphasized that for the remeshed results presented here, different pa-
rameter sets for the node moving algorithm 4.2 have been used. In some rare
cases some combinations of algorithmic parameters even lead to an increased
maximal von Mises equivalent stress in the mesh, even though the total
amount of elements with a large stress value had been reduced. Overall,
it becomes obvious that more research in the fine tuning of the algorithm
seems worthwhile. Nevertheless, a good potential of the algorithm in reduc-
ing unphysical stress peaks has been demonstrated even though it has been
specifically designed for a reduction of the condition of the global stiffness




5.1 Adhesive joints in concrete
In the context of concrete constructions which are as filigree and material-
saving as possible, shell structures are particularly well-suited. But as these
structures can not be cast in a single construction step, special focus must
be put on joining the multiple members to an entire structure. One possible
solution of this is the use of adhesive joints as a method of a continuous
connection. The drawback of adhesive joints of structural concrete elements
is the relatively low adhesive strength of the near-surface concrete layers,
assuming that the strength of the adhesive is sufficient (cf. [Oster et al.,
2012]).
In this section some results are presented for optimizing the adhesive joint
geometry in such a way that the tensile stresses caused by the applied loads
are reduced to a minimum.
a) b) c)
Figure 5.1: Test joint geometries: a) rectangular teeth, b) triangular teeth, c) undercut
geometry.
The three different test geometry types considered are shown in Fig. 5.1
(images from [Schnell et al., 2013], courtesy of Prof. Christian Kohlmeyer).
Obviously, all of these geometries offer the possibility to consider only a small
fraction of the structure for simulations due to the periodicity of the struc-
ture. Fig. 5.2 shows the simulation setting, that is the considered microstruc-
ture, the symmetry plains and the boundary conditions of the uniaxial tensile
loading test with 2 MPa.
As already stated, the focus of this work lies on optimizing the joint geometry
such that the tensile stresses within the structure, caused by external loads,
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Figure 5.2: Simulation setting: Uniaxial tensile loading with 2 MPa with a periodic
microstructure.
are reduced to a minimum. Undertaking such a task with standard FEM,
for every joint geometry under consideration a new finite element mesh has
to be created. With XFEM a regular finite element mesh can be used and
just the level set function has to be changed accordingly. As explained in
section 3.2 for the enhanced abs enrichment the signed distance function is
required as the corresponding level set function. The signed distance function
comes straight forward in case the underlying geometry is analytically known.
Hence, for this study a simple parametrization of the geometry of the adhesive
joint has been created, depending on the following three parameters only
width: A · 18 mm A ∈ [0, 0.8],
depth: B · 75 mm B ∈ [0, 1],
thickness: d = 3 mm.
(5.1)
Fig. 5.3 shows an example geometry created from model parameters A = 0.5
and B = 1.
Figure 5.3: Example visualization for model parameter A = 0.5 and B = 1.
The third parameter, describing the thickness of the adhesive joint is kept
constant with d = 3 mm in the whole study. With the predefined intervals
A ∈ [0, 0.8] and B ∈ [0, 1] all admissible geometry types shown in Fig. 5.1 can
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be reproduced, given the maximal depth of the adhesive joint being 150 mm.
The rectangular teeth are reproduced with parameter A = 0.5. A value for
parameter A larger than 0.5 leads to the predescribed undercut geometry
and a value smaller than 0.5 leads to the geometry type triangular teeth.
The parameter B describes the length of the teeth.
For the simulations the following material parameters are chosen, according
to tests undertaken in the project, for an assumed linear elastic material
behavior
Econcrete = 39 GPa, Ejoint = 36 GPa and νconcrete = νjoint = 0.2. (5.2)
The underlying finite element mesh used for this analysis is a regular voxel
based tetrahedron mesh with a voxel length of 1 mm. This leads to a dis-
cretization of the width of the glue joints with at least 3 layers of voxels at
every point within the geometry. Fig. 5.4 – Fig. 5.6 show some examples of
the influence of the geometry of the adhesive joint on the maximal principal
stresses in the geometry.
a) b)
Figure 5.4: Maximal principal stress in the material when using model parameters
a) A = 0.0 and B = 0.0 and b) A = 0.5 and B = 0.5.
These few examples make it obvious already, that a larger value for parameter
B results in a larger region of high principal stress. Obviously, a closer look
at the complete admissible range for the parameters A and B is of interest.
In order to evaluate the results of a parameter set, a measure is needed that
quantifies how critical the tensile load of 2 MPa for the given structure is.
As a preliminary thought to obtain such a measure, assume the load to lead
to a constant strain over the whole geometry, resulting in
σN,concrete = 2.0 MPa,
σN,joint = 2.0 MPa · Ejoint
Econcrete
≈ 1.8 MPa, (5.3)
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c) d)
Figure 5.5: Maximal principal stress in the material when using model parameters
c) A = 0.0 and B = 0.5 and d) A = 0.2 and B = 0.1.
e) f)
Figure 5.6: Maximal principal stress in the material when using model parameters
e) A = 0.0 and B = 1.0 and f) A = 0.8 and B = 0.1.
with σ1,max(x) denoting the maximal principal stress at point x. The follow-











The reason for using such a non-trivial quality measure originates in the na-
ture of concrete. Exceeding the critical stress results in a certain probability
of failure and the size of the area where these stress peaks occur has an in-
fluence on the probability of failure. Hence, a measure is chosen such that
takes the following criteria into consideration
• Areas where the critical principal stress value is not exceeded are not
influencing the measure.
• If the critical value is exceeded just barely, but on a large area, this
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must have a non negligible influence.
• Small areas with a high exaggeration of the critical value should have
a comparable influence to large areas of small exaggerations.
• Due to the fact that the exact value of the critical principal stress is
not known, a reasonable norm value is taken instead that would be the
result of a homogeneous material response to the applied external load.
Fig. 5.7 shows the previously introduced quality measure q(Ωjoint) in a) and
q(Ωconcrete) in b).
a) b)
Figure 5.7: Quality measure for geometries depending on parameters A and B for a) the
joint and b) the concrete.
As Fig. 5.7 a) depicts, the geometry is optimal with respect to the adhesive
joint in case of a small width value of parameter A and a large depth param-
eter B. The influence of parameter A dominates the influence of parameter
B. Fig. 5.7 b) reveals that the largest principal stress in the concrete on vol-
umetric average is small, especially if the width parameter A is small and
the depth parameter B is small as well. It is obvious, that the influence of
parameter B dominates the influence of parameter A in this case.
In summary a small parameter A leads to the best results, hence the principal
geometry type b) from Fig. 5.1 of triangular teeth is optimal. For parameter
B a reasonable compromise has to be found depending on the exact problem
at hand, as the exact results obviously are influenced by the contrast of the
two Young’s moduli Econcrete and Ejoint.
This example underlines that XFEM is well-suited for this type of problem
formulations: It is easy to parameterize the geometry and the influence of
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the geometry parameters on some simulation results is of interest. Since no
remeshing is required, no numerical overhead is created when repeating the
simulation with different geometry parameters multiple times.
5.2 Metal matrix composite AMC225xe
The significant improvements in mechanical performance of metal matrix
composites (MMC) over unreinforced metal alloys are well-known. In this
section the aluminum matrix composite AMC225xe, i.e. the aluminum alloy
AA2124 reinforced with 25 vol.-% ultra fine silicon carbide (SiC) particles is
investigated in detail. In order to be able to simulate the thermo-mechanical
material behavior, a coupled procedure of computer modeling and experi-
mental validation is created.
In a first step the microstructural details of the aluminum matrix composite
AMC225xe are investigated by scanning electron microscopy and quantita-
tively evaluated by digital image software. For a later use of XFEM a generic
level set description for such microstructures is created. This computer model
of the material is adopted to the statistic geometric parameters of individual
grains as well as the overall structure.
The deformation behavior for tensile and compressive loading is characterized
in detailed experiments. A pronounced difference in plastic strain response
between tension and compression is observed under monotonic loading. It can
be caused by several influence factors, e.g. the residual stress distribution in
the composite due to the heat treatment. The residual stresses are measured
in the aluminum matrix of the MMC by X-ray stress analyses.
The numerical simulation of the production process including heat treatment.
The cooling from 500◦C to room temperature led to thermal residual stresses
in good accordance with the experimental data.
In a second step a parameter study with some simplifying assumptions is
carried out in order to train the material model parameters such that the
simulation results under monotonic loading coincided with the experimental
data.
Finally, putting the simulation steps together, a computer model of the ma-
terial AMC225xe has been created such that the complex material behavior
can be modeled in detail.
5.2.1 Geometric microstructure model
A two step approach is chosen to create a microstructure model of the metal
matrix composite AMC225xe. In the first step a stochastic model for single
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SiC particles is created. The model is chosen with respect to the shape of
SiC particles as observed in scanning electron microscope (SEM) images from
SiC powder.
a) b)
Figure 5.8: a) SEM image of SiC powder with 10,000x magnitude, b) image of simulated
particles.
The left image in Fig. 5.8 is a SEM image of SiC powder with 10,000x mag-
nitude. Please note that during the production process of AMC225xe this
powder is further grinded and sifted with a 2-3 µm sieve. As SiC is brittle,
it is assumed that the grinding process shatters the individual SiC particles
into smaller ones of approximately the same shape.
The individual particles are defined by a more or less convex shape with some
round edges and many plain sides with complex and sharp angled borders.
To obtain a stochastic single particle model a sphere is generated with a
radius r and multiple randomly oriented plains tangential to the sphere. The
distance of the plains to the center of the sphere is di < r for plain number
i. Each plain then cuts away a spherical segment and if two plains intersect
within the sphere, the resulting boundary of the generated particle is similar
to the original particle. It has a convex shape with some round edges and
many plain sides with complex and (mostly) sharp angled boundaries (cf.
image b) in Fig. 5.8). The exact parameters for the individual generated
particles are chosen in such a way that the particles should be able to pass
through a 3 µm sieve as an upper limit for the size of the particles.
This stochastic single particle model is used to generate a complex mi-
crostructure of SiC particles within an aluminum matrix using a random
sequential adsorption algorithm. This microstructure is used for a further val-
idation of the single particle model. An analysis of SEM images of AMC225xe
makes some information on random cut particles available. So far only the
chord length distribution (cf. [Zhang et al., 2014]) has been taken into ac-
count for the validation of the single particle model. The reference values
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from the micrographs are an average chord length of 1.73 µm [0.63 µm, 4.67
µm], the average chord length from the stochastical model is 1.98 µm with
a confidence interval of [1.25 µm, 2.72µm].
a) b)
Figure 5.9: a) micrographs of AMC225xe, b) model of AMC225xe.
As can be observed in Fig. 5.9, there are few large particles of SiC in the
microstructure of AMC225xe and additionally lots of tiny particles with di-
ameters << 1µm. This work does not consider multi-scale models, hence
the larger particles are considered only in this microstructure model. The
interested reader is referred to [Zhang et al., 2014], where a generalization
of the here presented algorithm, derived from the very same, for creating a
realistic microstructure is presented.
5.2.2 Experimental data
The aluminum matrix composite AMC225xe has been analyzed at the Insti-
tute of Materials Science and Engineering at the University of Kaiserslautern.
For instance uniaxial loading experiments have been carried out. It struck
that the material response under a compressive load is asymmetrical com-
pared to the material response under tensile load.
Fig. 5.10 shows the stress-strain curve for a uniaxial tensile loading as well
as a stress-strain curve for a uniaxial compressive loading.
The most likely explanation for this asymmetry are residual stresses of sec-
ond order: During the production process of the AMC225xe, the material is
cooled down in a so-called quenching process from the heat treatment tem-
perature of above 500◦C to room temperature (cf. [Materion Aerospace Metal
Composites Limited, 2013]). During the resulting thermal contraction, the
multi-phase material with different thermal expansion coefficients builds up
residual stresses in each phase. This leads to tensile residual stresses in the
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Figure 5.10: Asymmetry in stress strain diagram under uniaxial loading.
aluminum phase and compressive stress in the silicon carbide, where the ten-
sile and compressive stress are equilibrated. Applying an external mechanical
load, the residual stresses within the material, especially in combination with
local plastification, lead to an asymmetrical material response.
Even though the exact type of materials in AMC225xe is known (aluminum
matrix Al-Cu-Mg AA2124 and silicon carbide SiCp particles with 25% solid
volume fraction), lots of questions about the material parameters arise. On
the one hand, for almost all material parameters the exact values are only
known up to a certain precision, that is instead of a single value a whole inter-
val is specified in literature (cf. for example [Granta Design Limited, 2009]).
Hence, the inverse problem has to be solved, i.e. find material parameters
such that the simulation result coincides with the experimental data.
On the other hand, many material parameters like the Poisson’s ratio,
Young’s modulus, thermal expansion coefficient and yield strength for the
aluminum matrix and Poisson’s ratio for the silicon carbide particles are
temperature dependent. They vary significantly during the quenching pro-
cess as the temperature changes. Even when assuming a piecewise linear
relation between most of the parameters and the temperature, this leads to
a large parameter space for the inverse problem due to the sheer amount of
variable parameters.
In order to circumvent the problem of the high dimensional problem, some
simplifying assumptions are made and a hierarchical approach is carried out
in the following parameter study.
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5.2.3 Parameter study - solving the inverse problem
In order to separate the influence of the complex microstucture from the
influence of the material parameters on the principal physical material be-
havior, the parameter study is carried out on a periodic cell of a regular
microstructure.
Figure 5.11: Fully periodic microstructure of 25 vol.-% SiC particles.
Fig. 5.11 shows an excerpt of the periodic microstructure. Due to symmetry
reasons only one-eighth of a single particle has to be analyzed.
So far no information at all of the material response during the quenching
phase is available, hence some simplifying assumptions have to be made for
simulating this quenching process. First, it is assumed that at temperatures
above 500◦C both materials are in a stress free state. Second, it is assumed
that at all times the temperature in the analyzed microstructure is constant
over time. Both assumptions are reasonable as a) aluminum’s yield strength
is known to be close to zero at such a high temperature and b) compared
to the tiny volume under consideration the cooling process is too slow to
establish large temperature gradients.
For the parameter study the applied load is separated into two different steps.
In a first step, the quenching process is simulated by applying a thermal load
without a mechanical load. That is symmetry boundary conditions (as in
(5.5)) are applied as well as a linear temperature cooling from 500°C to room
temperature is simulated.
x ∈ { 0 × [0, 1]× [0, 1]} ⇒ u1 = 0,
x ∈ {[0, 1]× 0 × [0, 1]} ⇒ u2 = 0,
x ∈ {[0, 1]× [0, 1]× 0 } ⇒ u3 = 0,
(5.5)
In a second step, the temperature is held constant at room temperature and
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a mechanical uniaxial load is introduced. This is done by introducing a Neu-
mann type boundary condition on a single surface of the volume element in
addition to the symmetry boundary conditions and Neumann zero bound-
ary conditions on the remaining surfaces. The load is modeled to increase
linearly over time from 0 MPa up to 450 MPa. The applied force is always
parallel to the outer surface normal vector of the surface it is applied on.
As it is of interest to simulate an uniaxial tensile stress experiment as well
as an uniaxial compression experiment, the simulated force is either directed
towards the surface or away from it accordingly.
Figure 5.12: Boundary conditions over pseudo time in parameter study.
These steps of thermal load and mechanical load are visualized in Fig. 5.12.
Please note how these loading steps are discretized. The whole load is split
into 30 increments. This arbitrary number of increments is chosen as a
reasonable trade-off between accuracy and computation time required for
each simulation. The temperature load is linearly applied within the first
10 increments. The mechanical load of step two is applied linearly within
the 20 increments. The resulting stress strain curve created from the 20
increments of the mechanical load then is compared to experimental data.
Now a classical inverse problem is formulated. Find such material parameters
for the simulation model such that the resulting stress-strain curve is fitting
the experimental stress strain curve in the best possible way. Obviously, all
material parameters have to be physically plausible.
When fitting a single curve to another one there are plenty of different pos-
sibilities to define a “good” fit. For the parameter study a hierarchical set of
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curve characteristics is specified to define the “goodness of fit”.
• The initial slope of the linear part of the curves (equivalent to Young’s
modulus of homogenized reference material) was identified as the most
important characteristic.
• As the simulation reproduces a stress controlled uniaxial loading ex-
periment, the maximal strain observed is a crucial characteristic as
well.
• The L2-error ‖σsimulationxx − σexperimentxx ‖L2(0,εmaxxx ) between the simulated
curve and the experimental data.
Obviously, such a multicriterial optimization with a huge parameter space
is nontrivial. Therefore, an adaptive scheme starting with a plausible set of
material parameters is created. In a first step, the material parameters with
the largest influence on our hierarchical multicriterial “goodness of fit” are
identified. This leads to a grouping of material parameters according to their
influence. These groups of parameters are then optimized one after the other,
starting with the one with the assumed largest influence on the “goodness
of fit”. The parameters in the other groups are held constant during the
optimization of each group.
It is obvious that two possible sources for errors are introduced with this
approach. First, it is not clear a-priori that if a certain variable has a large
influence on the “goodness of fit” at a certain point in the high-dimensional
parameter space, that it still has a large influence when the other parameters
are changed. Second, this approach is deliberately reducing the dimension-
ality of the parameter space to analyze as more or less certain dimensions
are coupled. Therefore, it may be the case that a globally optimal set of
parameters is excluded from the analysis. As a complete analysis of the full
parameter space is out of scope because the required computing time is way
out of league. These two drawbacks are accepted as a good trade-off between
accuracy and feasibility.
So far this study has been carried out for tensile loading and compressive
loading separately. A good result for the tensile loading with still a reasonable
result for compressive loading is visualized in Fig. 5.13.
The material parameters of silicon carbide are assumed to be of linear relation
with respect to temperature. For the aluminum phase a piecewise linear
relation is assumed with the three supporting points at temperature θ1 =
25◦C, θ2 = 262.5◦C and θ3 = 500◦C. The resulting material parameters are
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5.2.4 Simulation on complex microstructure
In this section the result of the simulation of a complex microstructure is
presented. An excerpt of microstructure from Fig. 5.9 b) is taken and the
boundary conditions of (5.5) and Fig. 5.12 are applied. The material param-
eters are taken from the results of the parameter study presented in section
5.2.3. Fig. 5.14 shows the silicon carbide particles in the microstructure.
The colors represent the level set values Φ(x) (signed distance) inside the
particles.
Figure 5.14: Distribution of silicon carbide particles, level set values Φ(x) plotted.
Fig. 5.15 depicts the magnitude of the elastic part of the strain tensor ‖εel‖
in the material. As expected the strain in the silicon carbide particles is by
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magnitudes smaller than in the aluminum, because of the significantly larger
Young’s modulus.
Figure 5.15: Strain in the RVE.
At a first glance it seems surprising that the largest elastic strain in the
aluminum phase occurs in the vicinity of the interface to silicon carbide
particles. With a closer look on the plastic strain this can be easily explained.
Fig. 5.16 visualizes the plastic strain in the material.
Obviously, no plastic strain occurs in the silicon carbide particles. As the
thermal expansion coefficients of the two materials differ by a whole mag-
nitude during the complete cool-down period, large shear stresses occur at
the interface during the quenching process. This leads to comparably huge
deformations in the vicinity of the material interface. As the yield strength
of the aluminum is exceeded, huge parts of the deformation are plastic de-
formations but not exclusively, hence the strain peaks in the vicinity of the
material interface.
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Figure 5.16: Equivalent plastic strain in the RVE.
Chapter 6
Conclusions
Over the last years the extended finite element method has become a standard
means for simulating micromechanical material behavior. Its advantages in
terms of discretization errors of the XFEM over the standard FEM is well-
known (cf. for example [Fries and Belytschko, 2010]) and this work adds some
more insights of the advantages of XFEM over FEM. A nontrivial example
for a three-dimensional bimaterial problem is created, for which the analyti-
cal displacement solution can be derived. Both, standard FEM and XFEM
solutions for multiple finite element mesh discretizations are compared to the
analytical solution. A special examination routine is created that allows to
capture the solution error in the material interface region. It is shown that
the XFEM is superior to the FEM in capturing the jump in the strain field
across the interface. It is also shown that the overall error of the XFEM is
significantly smaller than the error of the standard FEM for all finite element
meshes under consideration. Additionally, the convergence rate of the XFEM
is significantly larger than the convergence rate of the standard FEM.
One of the major drawbacks of the XFEM for bimaterial problems is doc-
umented well in the literature (cf. again for example [Fries and Belytschko,
2010]): The XFEM problem becomes ill-posed when nodal level set values
are too close to zero, which corresponds to a node of the finite element mesh
being too close to the material interface.
To the author’s surprise an extensive literature study did not bring up a
single publication analyzing this problem in detail. A trivial one-dimensional
example is used to create a dependence of the problem condition to the
minimal distance between a node and the interface. It is discovered that the
problem becomes ill-posed with quadratic order depending on parameter hˆ
describing the minimal distance between a node and the interface.
A trivial three-dimensional problem of specific example situations is analyzed
in detail as well and the results strongly suggest the same quadratic relation
of the ill-posedness depending on parameter hˆ.
Based on this finding, the existing methods of stabilizing the XFEM are
re-evaluated and a novel stabilization algorithm that combines movement of
nodes and mesh regularization techniques is presented. It is demonstrated
that the algorithm is able to reduce the condition of the global stiffness
matrix significantly. Additionally, it is shown that the algorithm has a major
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advantage over traditional methods for stabilizing the XFEM:
The algorithm is able to reduce unphysical stress peaks as well as stress
oscillations in the region of material interfaces.
So far, the algorithm cannot guarantee to reduce all unphysical stress peaks,
as it depends on the exact combination of the layout of the underlying finite
element mesh and the geometry and a large multitude of parameters. Never-
theless, it is a promising novel approach for optimizing the XFEM that has
to be analyzed further in future work.
As an example application for the XFEM, adhesive joints in concrete are
analyzed. The advantage of the XFEM being able to analyze geometries
independent of the underlying finite element mesh is demonstrated in detail.
This is done by carrying out a parameter study concerning the joint geometry
without having to adopt the underlying mesh.
Furthermore, this work presents a complex framework for simulating mechan-
ical properties of the metal matrix composite AMC225xe. First, a statisti-
cally validated stochastic model for the particle geometry is created. Second,
the material parameters of the model are fitted with a huge parameter study
according to experimental uniaxial loading tests. Combining the results of
the geometry model with the solution of the inverse problem of finding cor-
rect material parameters, a ready to use framework is created for analyzing
the metal matrix composite in further detail.
6.1 Future work
Concerning the influence of the mesh parameter hˆ on the condition of the
XFEM bimaterial problem, it is planned to analyze more three-dimensional
problem situations. Therewith, it should be possible to further back up the
working hypothesis of a quadratic relation between the mesh parameter hˆ
and the condition of the XFEM bimaterial problem.
Multiple starting points for future work originate in the novel XFEM stabi-
lization algorithm. A study of the influence of the algorithmic parameters
on the problem condition and the reduction of unphysical stress peaks is of
obvious importance. Also, the algorithm has to be tested for robustness con-
cerning the exact geometry in relation to the underlying finite element mesh.
Additionally, a detailed comparison of this novel algorithm to XFEM stabi-
lization potential of the algebraic stabilization schemes presented in [Lo¨hnert,
2014] is recommended for future work.
For the simulatory framework for simulating mechanical properties of the
metal matrix composite AMC225xe it is planned to further validate the
stochastic model as soon as more statistical data of the original material
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is available. Finally, it is planned to analyze the influence of specific changes
of the geometry on the effective material properties of the material in detail.
Considering the parameter study of adhesive joints in concrete it is planned
to combine the XFEM with a three-dimensional spline parametrization of
the adhesive joints. This seems to create a promising bundle of methodology




A.1 Higher order terms in XFEM approxi-
mation
The XFEM formulation with the standard enhanced abs enrichment by




















When assuming the polynomial shape functions to be of n-th order, denoted
with
O (ϕi,h(x)) = O(xn), (A.3)
it becomes immediately clear that the shape functions of the enriched degrees
of freedom may contain terms of order
O (ϕ˜i,h(x)) = O(x2n), (A.4)
independently of the exact choice of the shape functions.
Nevertheless, when computing the sum over all enrichment shape functions
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From (A.5) it becomes obvious, that the standard enhanced abs enrichment
by Mo¨es is able to do exactly what it is designed to do. It reproduces
polynoms of order O(xn) with a kink at the predefined interface. This is
because the interface is defined as all points where the level set function has
a zero value and as the level set function is approximated via the standard
shape functions this condition reads∑
j∈K(x)
φjϕ
j,h(x) = 0. (A.6)
Inserting this into (A.5) shows directly the kink at these points. From A.1
to (A.5) it now becomes clear that the approximation function is of order
O (uh(x)) = { O(xn)⇔ ai = aj ∀i, j ∈ K(x)O(x2n)⇔ ∃i, j ∈ K(x) : ai 6= aj i.g. (A.7)
This section now takes a closer look at the cases where ∃i, j ∈ K(x) : ai 6= aj
and hence the order of the discretized displacement function is of higher order
than expected.
In section 4.1 a one-dimensional example for XFEM is introduced, where
a one-dimensional bar of length 1 with an interface at position x = a is
discretized with a single enriched element. The displacement field, using
linear shape functions, then reads for x ∈ [0, a]
uh−(x) = (1− x)u1 + xu2 + (1− x)(2x− 2ax)a1 + x(2x− 2ax)a2 (A.8)
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and for x ∈ [a, 1]
uh+(x) = (1− x)u1 + xu2 + (1− x)(2a− 2ax)a1 + x(2a− 2ax)a2, (A.9)
with the two displacement unknowns u1 and u2 as well as the two enrichment
unknowns a1 and a2. Reordering the terms yields
uh−(x) = x2 (−2(1− a)(a1 − a2)) + x (−u1 + u2 + (2− 2a)a1)) + u1 (A.10)
and
uh+(x) = x2 (2a(a1 − a2)) + x (−u1 + u2 − 4aa1 + 2aa2)) + (u1 + 2aa1) .
(A.11)
If and only if a1 = a2 both quadratic terms vanish, as the parameter a
describes the position of the interface somewhere in the interval (0, 1). Addi-
tionally, it follows from a ∈ (0, 1) that the coefficient of the quadratic terms
changes its sign from uh− to uh+.
Of special interest is, what type of quadratic functions can be reproduced
with this type of function. The general case of quadratic polynoms with a
kink at position a reads
u˜−(x) = c1x2 + c2x+ c3, x ∈ [0, a] (A.12)
and
u˜+(x) = c4x
2 + c5x+ c6, x ∈ [a, 1] (A.13)
with
u˜−(a) = u˜+(a). (A.14)
In general these polynoms cannot be reproduced by one enriched XFEM
element using linear shape functions as (A.10) and (A.11) display. The con-
sistency condition (A.14) and a trivial comparison of the coefficients of the
polynoms yields that a general quadratic polynom can be reproduced if and
only if the following two requirements are fulfilled
(1) ∃d ∈ R :
{
c1 = d (|φ1|+ φ1 − (|φ2|+ φ2))
c4 = d (|φ1| − φ1 − (|φ2| − φ2)) ,
(2) c3 = a
2c1 − ac2 + ac5 + c6,
(A.15)
with the nodal level set values φi at node i. Introducing the abbreviations
ϕ−ij = |φi|+ φi − (|φj|+ φj) ,
ϕ+ij = |φi| − φi − (|φj| − φj)
(A.16)
110 APPENDIX A. APPENDIX
and evaluating these for the nodal level set values this yields
ϕ−12 = | − a|+ (−a)− (|1− a|+ (1− a)) = −2(1− a),
ϕ+12 = | − a| − (−a)− (|1− a| − (1− a)) = 2a.
(A.17)
For the quadratic polynoms with a possible kink at position a that can be
reproduced with a single enriched element. This results in
u˜(x) =
{
2d1(a− 1)x2 + d2x+ d5 , x ∈ [0, a]
2d1ax
2 + d3x+ d4 , x ∈ [a, 1], (A.18)
with the consistency condition
d5 = a (2d1a− d2 + d3) + d4. (A.19)
Comparing the coefficients yields
d1 = a1 − a2,
d2 = −u1 + u2 + (2− 2a)a1,
d3 = −u1 + u2 − 4aa1 + 2aa2,
d4 = u1 + 2aa1,
(A.20)
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For parameter a ∈ (0, 1) the matrix A is invertible and for a given polynom
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In the three-dimensional case, considering a tetrahedral element with linear
shape functions, also some quadratic functions can be reproduced by a sin-
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gle XFEM enriched element with linear shape functions. The procedure of
deriving the reproducable quadratic polynoms with kinks at the interface is
analogous to the one-dimensional case. Assume the tetrahedron to be the
unit tetrahedron consisting of the four nodes
n1 = (0; 0; 0),
n2 = (1; 0; 0),
n3 = (0; 1; 0),
n4 = (0; 0; 1),
(A.23)
where the four corresponding level set values are denoted by φ1, . . . , φ4. Each




u˜−(x) , φ(x) ≤ 0
























(ϕ−4 − ϕ−1 )d2 + (ϕ−3 − ϕ−1 )d3
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(ϕ+4 − ϕ−1 )d2 + (ϕ+3 − ϕ−1 )d3
)
+ xd8 + yd9 + zd10 + d11,
(A.26)
where again the level set term abbreviations of (A.16) are used. Analogously
to the one-dimensional case a consistency condition is required. This time it
is not defined at a single point, but for the whole iso-zero surface of the level
set function φ(x)
u˜−(x) = u˜+(x) ∀x ∈ {x ∈ Ω | φ(x) = 0} . (A.27)
Depending on the exact layout of the interface, different restrictions on the
coefficients are introduced. Without going into further details it is sufficient
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to state that a quadratic polynom can be reproduced by the enhanced abs
enrichment used in this work if and only if it fulfills (A.25), (A.26) and (A.27).
A.2 Function spaces
As in section 3.1 certain function spaces for vector-valued functions in Rd for
d ∈ N are required, they are introduced here. The interested reader is also
referred to [Bronstein et al., 2001].
Let Ω ⊂ Rd be open and bounded. The space of square integrable functions
on Ω then is defined as
L2(Ω) =















Two elements u ∈ L2(Ω) and v ∈ L2(Ω) are called equal, that is u = v, if
and only if
u = v ⇔ u(x) = v(x) ∀x ∈ Ω \N, (A.31)
where N is a set of measure zero. The generalization of L2(Ω) to vector-
valued functions [L2(Ω)]
3
is straightforward by generalizing the scalar-product











where u and v are now vector-valued functions with components in L2(Ω).
Additionally, later on for the finite element discetizations, the concept of
weak derivatives is applied. For defining a weak derivative, some prelimi-
naries are needed. Let u ∈ D′(Ω) be a distribution (see [Schwartz, 1966] or
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[Ern and Guermond, 2004]) and let α = (α1, . . . , αd)
T be a multi-index (cf.





The weak derivative Dαu is then defined as∫
Ω
Dα uζ dx = (−1)|α|
∫
Ω








where C∞0 (Ω) is the class of functions infinitely many times continuously
differentiable with compact support.




u ∈ L2(Ω) ∣∣Dαu ∈ L2(Ω) ∀ |α| ≤ 1} , (A.37)
where Dαu has to be understood as a weak derivative as in (A.35) and is











it can be shown that the space H1(Ω) defines a Hilbert space (see for
example [Alt, 2007]). The derived function space for vector fields in Rd then
reads
V = [H1(Ω)]d = {v = (v1, . . . , vd)T ∣∣vi ∈ H1(Ω), i = 1, . . . , d} (A.40)
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the space V is a Sobolev space (cf. [Alt, 2007]).
A.3 Continuum mechanical trivia
A.3.1 Contraction of tensors
A double contraction of tensors is denoted by “:”. In case of fourth order
tensor and second order tensor this yields a second order tensor
C : ε = Cijklεklei ⊗ ej. (A.42)
In case of two second order tensors this yields a scalar value
σ : ε = σijεij. (A.43)
A single contraction of tensors or vectors is described by “·”. In case of
second order tensor and a vector this yields a vector
σ · n = σijnjei. (A.44)
In case of two vectors this yields the scalar product and hence, a scalar value
n · b = nibi. (A.45)
A.3.2 Rigid body motion
A body Ω is said to undergo a rigid body motion, if it is rotated or translated
(or both) in space without deforming the body. Any rigid body motion can
be expressed in the following form
x(X, t) = R(t) ·X + vT (t) ∀x ∈ ϕ(X), (A.46)
with R(t) denoting a rotation tensor and vT (t) denoting a translation that
are both independent from X. Every rigid body motion is well-defined by
specifying six parameters, that is three rotation angles and three translational
degrees of freedom.
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A.3.3 Derivative of the norm of stress tensor deviator
In (2.49) the term ∂‖ dev(σ)‖/∂σ occurs. In order to derive this, in a first
step the chain rule is applied
∂ ‖dev(σ)‖2
∂σ
= 2 ‖dev(σ)‖ ∂ ‖dev(σ)‖
∂σ
. (A.47)
























































Now combining (A.47) and (A.48) yields
2 ‖dev(σ)‖ ∂ ‖dev(σ)‖
∂σ







A.3.4 Derivation of the weak formulation of the BVP
In section 2.6 some intermediate steps of the derivation of the bilinear form
(2.90) are left out. For the sake of completeness these are summarized here.
Starting from (2.79), stating
divσ + ρb = 0 (A.51)
and multiplying it with a so-called virtual displacement η ∈ V and integrat-
116 APPENDIX A. APPENDIX




(divσ) · η dx+
∫
Ω
ρb · η dx = 0. (A.52)
With the help of the divergence theorem (see for example [Bronstein et al.,




(σ · n) · η dx−
∫
Ω
σ : gradη dx+
∫
Ω
ρb · η dx. (A.53)




(σ · n) · η dx−
∫
Ω
σ : gradη dx+
∫
Ω
ρb · η dx. (A.54)




t · η dx−
∫
Ω
σ : gradη dx+
∫
Ω
ρb · η dx. (A.55)
Furthermore, due to the symmetry of σ in (A.55) the gradient operator can

















t · η dx+
∫
Ω




and herewith the weak form (2.90), which is repeated here
a(u,η) = f(η), ∀η ∈ Vt. (A.58)
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A.4 Parameters used for mesh smoothing
Without further discussion the parameters used for the mesh smoothing algo-
rithm of [Vartziotis et al., 2009] are listed here. The notation in this section
is similar to the one in [Vartziotis et al., 2009] and similarities to the no-
tation of this work are ignored. For the simultaneous mesh regularization
algorithm, the isovolumetric substep approach from [Vartziotis et al., 2009]
is used. The values used for the other parameters can be found in table A.1.
parameter description symbol value
minimal scaling factor σmin 0.05
maximal scaling factor σmax 0.1
relaxiation factor ρ 0.4
weighting factor exponent η 2
average mesh quality stopping criterion εq 0.95
no change stopping criterion
np∑
i=1
|p′i − pi| 10−8
Table A.1: Parameter description for simultaneous mesh smoothing algorithm.
Analogously the parameters for the sequential mesh regularization algorithm
introduced in [Vartziotis et al., 2009] are specified in table A.2.
parameter description symbol value
minimal scaling factor σmin 0.05
maximal scaling factor σmax 0.1
relaxiation factor ρ 0.3
maximal number of iterations 100
number of elements per iteration 3
Table A.2: Parameter description for sequential mesh smoothing algorithm.
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