Abstract: Deep neural networks (DNN) are special forms of learning-based structures composed of multiple hidden layers formed by artificial neurons. These are different to the conventional artificial neural networks (ANN) and are accepted as efficient tools for solving emerging real world problems. Recently, DNNs have become a mainstream speech recognition tool and are fast becoming part of evolving technologies emerging as a viable option to replace all other leading tools so far used. ANNs with deep learning which uses a generative, layer by-layer pre-training method for initialising the weights has provided best solution for acoustic modelling for speech recognition. This paper provides a brief description of the current technology related to speech recognition and its slow adoption of DNN-based approaches. Initially, a historical note on the technology development for speech recognition system is given. The later part explains the DNN-based acoustic modelling for speech recognition and recent technology developments reported and the ones available for actual use.
Introduction
Speech is an essential element of human cognitive capability and communication, human computer interaction (HCI) and has always been an area of active research. The first attempts to understand speech as a phenomena for application in the areas of recognition started in the early part of the last century and continued to receive increasing attention. In those early stages speech was regarded as an important area of research by the scientific world primarily with respect to the applications domain without much effort to understand and model the phenomena behind speech production and its processing. The problem of automatic speech recognition (ASR) was at the forefront of research till 1930s when the first electronic voice synthesiser was designed by Homer Dudley of Bell Laboratories. After that research in ASR lost its fascination. Probably that was the first attempt of research towards the designing of a machine that could mimic the human capability of speaking naturally and responding to spoken languages. Initial developments covered simple machines that provided response to isolated sounds. With the dawning of the digital era, the perspective and the related developments received acceleration. Subsequent developments made speech an inseparable element of HCI and an integral part of research of development of cognitive systems. Recently, speech recognition technology has risen to such a height that a large community of people now talk to their mobile smart phones asking the device to send e-mail and text messages, search for directions or find information on the web. However, speech recognition technology is still far from having a machine that could establish a conversation with humans on any topic mimicking human-like behaviour. Initial speech systems were related primarily to isolated word recognition designed to perform special tasks. But in the last 25 years certain dramatic progress in statistical methods for recognising speech signals has been noticed. The statistical approach makes use of the four basic principles which are Bayes decision rule for minimum error rate, probabilistic models, e.g., hidden Markov models (HMMs) or conditional random fields (CRF) for handling strings of observations like acoustic vectors for ASR and written words for language translation, training criteria and algorithms for estimating the free model parameters from large amounts of data and the generation or search process that generates the recognition or translation result Gales and Young, 2007) . The speech recognition research is dominated by the statistical approaches specifically by the HMM technology till the last decade. The improvements achieved due to advances in speech recognition using HMM in the late '70s, use of Gaussian mixer model (GMM) and simultaneous advancements in processing speed of computing devices, ASR systems have become commercially viable in 1990s Ferguson, 1980; Rabiner and Juang, 2004) . Later, HMM/GMM hybrid ASR systems started to gain prominence, which has HMM as a model of the sequential structure of speech signals, with each HMM state using a GMM to model the acoustic characteristics of sound units. But from the closing years of the last decade, all over the world, the artificial neural network (ANN)-based technologies started to gain attention and are becoming significant elements of ASR systems. This is due to the fact that ANN models are composed of many nonlinear computational elements operating in parallel and arranged in the pattern of biological neural network with processing approaches resembling closely to that of the human brain. ANN can model a diversity of speaking styles and background conditions with much less training data, because of the distributive representation of input. ANNs are constituted with many layers of artificial neurons each of which individually can learn, retain the learning, use it subsequently and contribute to the cumulative processing capability of the network. Many neurons simultaneously process each of the stimulation received which maybe segments of a pattern and produces a response which collectively represent the total response due to an input vector. This make ANN exponentially compact than GMM and enables it to generate true nonlinear computing so essential for dealing with a complex phenomena like speech. ANN can also combine diverse features including both discrete and continuous. Further, ANN does not require detailed assumptions about the data distribution while estimating HMM states . Recently, deep neural network (DNN) has become a mainstream speech recognition technology and is replacing the GMM-based approaches. Deep learning in traditional ANN architecture is about accurately assigning weights and updating them across many hidden layers depending upon the problem. Researchers in the 1980s and 1990s attempted to design such architectures using stochastic gradient descent (GD) and backpropagation (BP) to train DNNs. But in practise the traditional BP algorithm has not been found suitable for training DNN. A greedy layer-wise unsupervised learning algorithm for DNN has been introduced by Hinton et al. (2006) (Bengio et al., 2006) . These techniques have enabled much deeper and larger networks to be trained. Thus the ability of DNN to build up a complex hierarchy of concepts with layer by layer pre training has made it suitable for acoustic modelling of speech recognition. When there is a large amount of labelled data, the main effect of the pre-training is just to get the initial weights to be about the right scale so that back-propagation works well. Further researchers have observed that the DNNs work significantly better on filter bank outputs than on the conventional mel frequency cepstral coefficient (MFCCs). The DNN architecture can be used for multi-task learning in several different ways. Also, it has been observed that the DNNs are far more effective than GMMs.
This paper provides a review on the recent advances in DNN-based ASR technology. The first section provides a brief introduction of the description. In the second section, a background note on the basics of speech recognition and related technological developments starting from early speech recognition methods to HMM, GMM and ANN-based approaches are included. The relative merits and demerits of these approaches are also described. The third section covers the DNN based speech recognition where initially basic structure of DNN is explained. A few works on DNN-based acoustic modelling are also described. Finally, recent advances in DNN-based speech recognition in industry are given. The fourth section concludes the description.
Background
As already observed, ASR is an important component of HCI and is closely related to development of systems with humanlike cognitive capabilities. Designing a machine that mimics human behaviour, particularly responding properly to spoken language is the ultimate goal of ASR technology. Speech is a natural mode of communication for human. Human beings start to learn linguistic information in their early childhood and continue to develop a large vocabulary stored in the neurons of brain throughout their lives.
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Humans achieve this skill naturally. But in the development of ASR technology, so many factors of variability like accent, pronunciation, articulation, roughness, nasality, pitch, volume, speed etc needs to be considered. Moreover, during transmission, speech patterns are further distorted by background noise and echoes, as well as electrical characteristics. All these sources of variability make speech recognition, a very complex problem.
ASR is initially considered as a statistical classification problem. Classes are defined as the sequence of words W from a closed vocabulary and the parametric representation of the input speech signal defined as X. The classification problem is then stated as finding the sequence of words W which maximises the quantity, P(W | X), given as
The quantity P(W) is usually referred to as the language model (LM) which depends on high-level constraints and linguistic knowledge about allowed word strings for that specific task. The quantity P(X | W) is known as the acoustic model. It describes the statistics of sequences of parameterised acoustic observations in the feature space given the corresponding uttered words (Brown, 1987; Salvi, 2006; Trentin and Gori, 2001) . There are three different types of problems in the domain of ASR. These are isolated word speech recognition (IWSR), connected word speech recognition (CSWR) and continuous speech recognition (CSR). In IWSR, the recognition vocabulary contains words with a gap or silence, whereas in CWSR recognition vocabulary contains words with no gap. For example, in a voice dialling system, numbers are spoken continuously without a gap. Both IWSR and CWSR have normally small vocabulary and not context dependent. However, in CSR continuous speech signals spoken by a speaker in a natural way is considered, where words are implicit in the cognitive level but not comes out properly while speaking. Therefore, context is very important in CSR. ASR technology is further classified as speaker dependent and speaker independent. Speaker dependent ASR is related to the unique characteristics of the speaker and hence new users must be first made familiar with the system during train. It needs continuous update of the database and the speaker know-how of the system. But in speaker independent ASR that limitation is removed. A standard ASR system has the main components as shown in Figure 1 . In the first two phases, raw speech signals are pre-processed to enhance the quality and feature extraction methods are employed to remove redundant information from the raw speech signal. Feature vectors are extracted typically from frames of 20-30 milliseconds (ms) with an overlap of 10 ms. The result is a sequence of speech frames which may be augmented by their first or second derivatives to provide explicit information about speech dynamics. In the next phase, acoustic models for the phonetic units are build based on varying representation of the same phone, granularity, context dependence and other acoustic properties. These acoustic models are used for phonetic unit recognition. The output is a sequence of recognised sound units. After that language modelling is done to predict the most probable word. Thus, the message contained in the speech signal is decoded by an ASR system. Early speech recognition systems used the acoustic-phonetic theories to determine the feature . Due to the complexity of human language, the inventors and engineers first focused on number or digit recognition. The first speech recognition system was built in Bell Laboratories by Davis et al. (1952) which could understand only isolated digits for a single speaker. They used the formant frequency measured during vowel regions of each digit as a feature. During 1950 to 1970 Laboratories in the USA, Japan, England, and the erstwhile Soviet Union developed other hardware dedicated to recognising spoken sounds, expanding speech recognition technology to support four vowels and nine consonants (Suzuki and Nakata, 1961; Sakai and Doshita, 1962; Nagata et al., 1964; Fry and Denes, 1959; Martin et al., 1964; Vintsyuk, 1968; Viterbi, 1967) . In the 1960s, several Japanese laboratories demonstrated their capability of building special purpose hardware to perform a speech recognition task. Among them, vowel recogniser of Suzuki and Nakata at the Radio Research Lab in Tokyo (Suzuki and Nakata, 1961) , the phoneme recogniser of Sakai and Doshita at Kyoto University (Sakai and Doshita, 1962) and the digit recogniser of NEC Laboratories (Nagata et al., 1964 ) were most notable. The work of Sakai and Doshita involved the rst use of a speech segmenter for analysis and recognition of speech in different portions of the input utterance. An alternative to the use of a speech segmenter was the concept of adopting a non-uniform time scale for aligning speech patterns (Martin et al., 1964; Vintsyuk, 1968) , dynamic programming for time alignment between two utterances known as dynamic time warping, in speech pattern matching (Vintsyuk, 1968) , etc. Another milestone of 1960s is the formulation of fundamental concepts of linear predictive coding (LPC) (Atal and Hanauer, 1971; Itakura and Saito, 1970 ) by Atal and Itakura, which greatly simplified the estimation of the vocal tract response from speech waveforms. Development during 1970s includes the first speech recognition commercial entity called Threshold Technology founded by Tom Martin and Speech Understanding Research (SUR) program founded by Advanced Research Projects Agency (ARPA) of the US Department of Defense . Threshold Technology later developed the first real ASR product called the VIP-100
System for some limited application. Further, Carnegie Mellon University under ARPA developed Harpy system which was able to recognise speech using a vocabulary of 1,011 words with reasonable accuracy. The HARPY system was the first to take advantage of a finite state network to reduce computation and efficiently determine the closest matching string (Lowerre, 1976) . Dragon system by Baker (1975) was also developed during 1970s.
In 1980s, speech recognition turned toward prediction. Speech recognition vocabulary improved from about a few hundred words to several thousand words and had the potential to recognise an unlimited number of words. The major reason for this upgradation has been the statistical method HMM which was introduced at that time and gained popularity. Rather than simply using templates for words and looking for sound patterns, HMM considered the probability of unknown sounds being words. The foundations of modern HMM-based CSR technology were laid down in the 1970s by groups at Carnegie-Mellon and IBM who introduced the use of discrete density HMMs (Lowerre, 1976; Baker, 1975; Jelinek, 1976) , and later at Bell Laboratories (Juang, 1984 , 1985 where continuous density HMMs were introduced. Another reason of this drastic improvement in the speech recognition technology is the application of fundamental pattern recognition technology to speech recognition based on linear prediction code (LPC) methods in the mid 1970s by Itakura (1975) , Rabiner et al. (1979) and others. Due to the expanded vocabulary provided by HMM methodology and computers with faster processors, in 1990s speech recognition software become commercially available. Handling temporal and spectral variability are the main challenges of ASR and HMM provided solution to both these problems. Acoustic modelling is performed by discrete density models and temporal modelling is performed by state transitions (Xiong, 2009) . HMM considers the speech signal as quasi-static for short durations and models these frames for recognition. It breaks the feature vector of the signal into a number of states and finds the probability of a signal to transit from one state to another (Rabiner and Juang, 1993) . Viterbi search, forward-backward and Baum-Welch algorithms are used for parameter estimation and optimisation (Rabiner and Juang, 1993; Juang and Rabiner, 1991) . But in speech recognition, HMM-based acoustic modelling has a serious disadvantage. It suffers from quantisation errors and poor parametric modelling. The standard maximum likelihood (ML) training criterion leads to poor discrimination between the acoustic models. Also, the independence assumption makes it hard to exploit multiple input frames; and the first-order assumption makes it hard to model co-articulation and duration (Tebelskis, 1995) . Later after the introduction of expectation maximisation (EM) algorithm (34), GMM has been used for acoustic modelling. The probability distribution of the feature vectors associated with the HMM states can be modelled by GMM with higher accuracy. This facilitates the successful implementation of GMM-HMM systems for speech recognition as preferred by present day systems. Despite of its outstanding performance in terms of accuracy, GMM has some disadvantages. For example, GMM requires huge amount of training data and processing speed. But, the major drawback of GMM is that it requires a large number of diagonal Gaussians or a large number full covariance Gaussians to model data which lies near a nonlinear surface in the data space . Using large coefficients is not statistically efficient since underlying structure of speech signal is much lower dimensional.
During 1980s ANNs technology was introduced into the domain of speech recognition. The human brains impressive versatility and superiority over all known man made machine demonstrated while dealing with a wide range of cognitive skills like speech recognition, has motivated researchers to explore the possibilities of ANN models and have configured them for application in the field of speech recognition in 1980s (Hu and Hwang, 2002) . The primary reason has been the hope that human neural network like models may ultimately lead to human like performance. Early attempts at using ANNs for speech recognition centred on simple tasks like recognising a few phonemes or a few words or isolated digits, with satisfactory success (Lippmann, 1990; Evermann et al., 2004; Matsoukas et al., 2006) , using pattern mapping by multi layer perceptron (MLP). However, limited ability of ANNs to capture temporal information from the speech signal was a major drawback. To address this issue, time delay neural network (TDNN) and recurrent neural network (RNN) were introduced. TDNNs are an extension of MLPs for time-sequence processing. TDNNs convert a temporal sequence input into a spatial sequence over corresponding units and can be trained by the back propagation algorithm. In contrast to TDNNs, RNN captures the dynamics of a temporal sequence by having an architecture which allows the ability to connect any pair of units such as self recurrent loops as well as backward connections. Unlike MLPs which are primarily feedforward structures, RNNs use both feedforward and feedback paths to capture temporal variations in the input. With such architecture, RNNs operate like dynamical systems and hence can be used for sequence processing. In Waibel et al. (1989) , a TDNN approach to phoneme recognition is described. Using a three-layer arrangement of simple computing units, a hierarchy is constructed that allows the formation of arbitrary nonlinear decision surfaces. The TDNN learns these decision surfaces automatically using error back propagation. Here, the time-delay arrangement enables the network to discover acoustic-phonetic features and the temporal relationships between them independent of position in time and hence not blurred by temporal shifts in the input. In Robinson and Fallside (1991) , describe speaker independent phoneme and word recognition system based on a fully recurrent error propagation network trained by propagating backwards the gradient signal in time. During recognition, a dynamic programming match is used to find the most probable string of symbols. Similarly, works described in Robinson (1992) and Robinson and Fallside (1990) also proved the effectiveness of RNN for phoneme and word recognition. In Robinson (1992) , a real-time recurrent error propagation network word recognition system implemented in DSP board is described where connectionist model employs internal feedback for context modelling and provides phone state occupancy probabilities for a simple context independent Markov model. In Robinson (1994) , an application of recurrent nets to phone probability estimation is described in case of large vocabulary speech recognition. It describes that recurrent net is suitable for efficient exploitation of context information. Despite of these successes, ANNs were not found to be successful in dealing with long time-sequences of speech signals. Therefore, by the beginning of the 1990s, a new research area explored the use of HMM for temporal modelling and ANN for acoustic modelling. This hybridisation considers the advantages of both HMMs and ANNs improving flexibility and recognition performance. The reason is that ANNs are found to be more capable than GMMs to capture the dynamic information in extended feature windows, with frame level performance. From the last five to ten years, HMM/ANN hybrid system research is concentrated around the use of deep belief neural network (DBNN) for acoustic modelling. In the following section, brief review related to DBNN or DNN for acoustic modelling and speech recognition is included.

DNN for speech recognition
DNNs have a fairly efficient training procedure that combines unsupervised generative learning for feature discovery with a subsequent stage of supervised learning that fine tunes the features to optimise discrimination. DNN is a graphical model with multiple layers of binary latent variables that can be learned efficiently, one layer at a time, by using an unsupervised learning procedure that maximises a variation lower bound on the log probability of the acoustic input. Because of the way it is learned, the graphical model has the convenient property that the top-down generative weights can be used in the opposite direction for performing inference in a single bottom-up pass. This allows the learned graphical model to be treated as a feed forward multi-layer ANN which can then be fine-tuned to optimise discrimination using back-propagation. The resulting feed forward ANN is called DNN . Initially, DNNs were proposed for acoustic modelling in speech recognition, because they have a higher modelling capacity per parameter than GMMs. DNN for acoustic modelling are efficient because the low level, local, characteristics are taken care of using the lower layers while higher-order and highly nonlinear statistical structure in the input is modelled by the higher layers. This is somewhat identical with human speech recognition which appears to use many layers of feature extractors and event detectors .
A DNN consists of a stack of restricted Boltzmann machine (RBM) layers, trained one at a time. Each layer of hidden units learns to represent features that capture higher order correlations in the original input data. In DNNs, subsequent layers usually decrease in size in order to force the network to learn increasingly compact representations of its inputs. The RBM training is done in an unsupervised fashion to induce increasingly abstract representations of the inputs in subsequent layers. Each RBM has an input layer or visible layer and a hidden layer of stochastic binary units. Visible and hidden layers are connected with a weight matrix and no connections exist between units in the same layer. Signal propagation can occur in two ways, recognition and reconstruction. In recognition, visible activations propagate to the hidden units and in reconstruction hidden activations propagate to visible units. The same weight matrix is used for both recognition and reconstruction. Reconstruction error computed by minimising the difference between the original input and its reconstruction. This procedure is called contrastive divergence (CD) and it is used to update the weight matrix. Thus, the input patterns presented to the RBM are generated with high probability Schmidhuber, 2014) . After training an RBM on the data, the inferred states of the hidden units can be used as data for training another RBM that learns to model the significant dependencies between the hidden units of the first RBM. This can be repeated as many times as desired to produce many layers of nonlinear feature detectors and RBMs in a stack can be combined to produce a single, multilayer generative model. This is called a DBNN. The basic structure of DBNN is shown in Figure 2 and the training procedure of DBNN is described in . During training each hidden unit, j, typically uses the logistic function to map its total input from the layer below, x j , to the scalar state, y j that it sends to the layer above. The logistic function has the form ( ) ( 
where b j is the bias of unit j, i is an is an index over units in the layer below and w ij is a the weight on a connection to unit j from unit i in the layer below. For multiclass classification, output unit j converts its total input, x j , into a class probability, p j , by using the softmax nonlinearity. where k is an index over all classes . DBNNs can be discriminatively trained by back propagating derivatives of a cost function that measures the discrepancy between the target outputs and the actual outputs produced for each training case. When using the softmax output function, the natural cost function C is the cross-entropy between the target probabilities d and the outputs of the softmax, p,
where the target probabilities, typically taking values of one or zero, are the supervised information provided to train the DNN classifier. For large training sets, it is typically more efficient to compute the derivatives on a small, random 'minibatch' of training cases, rather than the whole training set, before updating the weights in proportion to the gradient. This stochastic GD method can be further improved by using a 'momentum' coefficient, 0 < α < 1, that smooth the gradient computed for mini-batch t, thereby damping oscillations across ravines and speeding progress down ravines:
The update rule for biases can be derived by treating them as weights on connections coming from units that always have a state of one .
Acoustic modelling using DNN
DNNs contain many layers of nonlinear hidden units and a very large output layer. When HMM considers phones on either side, each phone is modelled by a number of different tri-phone and many of the states of these tri-phone HMMs are tied together giving rise to thousands of tied states. In such situations, the large output layer of DNN is effective to accommodate the large number of HMM states. Presently, due to the advances in machine learning algorithms and computer hardware, various efficient methods for training DNN are explored. Using the new learning methods, several different research groups have shown that DNNs can outperform GMMs at acoustic modelling for speech recognition on a variety of datasets. A few works related to acoustic modelling using DNN are described here. Improved phone recognition performance on TIMIT database is reported by by replacing GMM with DBNN. In this work, networks are first pre trained to create a multilayer generative model for feature vectors lying within a window, where no discriminative information is used. After that, providing discriminative information, these models are tuned to predict the probability distribution over the states of monophone HMMs. The training is done by back propagation. They have used a context window of successive n frames of speech coefficients to set the states of the visible units of the lowest layer of the DBN To generate phone sequences, the sequence of predicted probability distributions over the possible labels for each frame is fed into a standard Viterbi decoder.
In Mohamed et al. (Deep Belief Networks for Phone Recognition) investigated two types of DBNN for acoustic modelling, the back propagation DBN (BP-DBN) and the associative memory DBN (AM-DBN) architectures. The effect of model depth and hidden layer size has been investigated. Both architectures have mechanisms to avoid over fitting. The use of a 'bottleneck' in the last layer of the BP-DBN proved to help avoid over fitting while hybrid generative and discriminative training prevent over fitting in the AM-DBN. Both types of DBN consistently outperform other techniques for a wide variety of choices of the number of hidden layers and the number of units per layer on the standard TIMIT corpus and the best DBN achieves a phone error rate (PER) of 23.0% on the TIMIT core test set. Dahl et al. (2012) proposed a context-dependent (CD) model for large-vocabulary speech recognition (LVSR) using DBN. Pre-trained DBNN HMM hybrid architecture is described in this work that trains the DNN to produce a distribution over tied tri-phone states as its output. Throughout the experiments on a challenging business search dataset, they have demonstrated that CD-DNN-HMMs can significantly outperform the conventional CD GMM/HMMs, with an absolute sentence accuracy improvement of 5.8% and 9.2% (or relative error reduction of 16.0% and 23.2%) over the CDGMM-HMMs trained using the minimum phone error rate (MPE) and maximum-likelihood (ML) criteria, respectively. Siniscalchi et al. (2013) demonstrated that word recognition accuracy can be significantly enhanced by arranging DBNNs in a hierarchical structure to model long-term energy trajectories. They have evaluated the proposed system on the 5,000-word Wall Street Journal task and achieved consistent and significant improvements in both phone and word recognition accuracy rates. Gehring et al. (2013) proposed a modular combination of two popular applications of ANNs to large-vocabulary CSR. First, a DBNN is trained to extract bottleneck features from frames of mel scale filter bank coefficients. In a similar way, as is usually done for GMM/HMM systems, this network is then applied as a nonlinear discriminative featurespace transformation for a hybrid setup where acoustic modelling is performed by a DBNN. This effectively results in a very large network, where the layers of the bottleneck network are fixed and applied to successive windows of feature frames in a time-delay fashion. They have shown that bottleneck features improve the recognition performance of DBN/HMM hybrids and that the modular combination enables the acoustic model to benefit from a larger temporal context. They have evaluated the architecture on Tagalog corpus containing conversational telephone speech. Palaz et al. (2013) estimates phoneme class conditional probabilities from raw Speech signal using convolutional neural networks (CNN). They have investigated a novel approach on TIMIT phoneme recognition task, where the input to the ANN is raw speech signal and the output is phoneme class conditional probability estimates. The CNN architecture shows a great improvement compared to the single layer MLP architecture, confirming that convolution-based architectures are better suited for temporal signals. Moreover, it slightly outperforms the baseline, with almost no pre-processing on the data. These results suggest that deep architecture can learn efficient features. Graves et al. (2013) describes speech recognition with deep RNNs. End-to-end training methods such as connectionist temporal classification make it possible to train RNNs for sequence labelling problems where the input-output alignment is unknown. They have investigated deep RNNs, which combine the multiple levels of representation that have proved so effective in deep networks with the flexible use of long range context that empowers RNNs. By training end-to-end with suitable regularisation, they have found that deep LSTM RNNs achieve a test set error of 17.7% on the TIMIT phoneme recognition benchmark. Mimura et al. (2014) used DBNN for reverberant speech recognition. In this system, a deep auto encoder is used for enhancing the speech features in the front end and at the back end recognition is performed using DNN-HMM acoustic models trained on multi-condition data. They have evaluated the system on the ASR task in Chime Challenge 2014. The DNN-HMM system trained on the multi-condition training set achieved a conspicuously higher word accuracy compared to the MLLR-adapted GMM-HMM system trained on the same data. Furthermore, feature enhancement with the deep auto encoder, contributed to the improvement of recognition accuracy especially in the more adverse conditions. Heigold et al. (2013) reported a work on multilingual acoustic model building using distributed DBNN. They have presented an empirical comparison of mono-, cross-, and multilingual acoustic model training using DNNs with experimental results for cross-and multi-lingual network training of 11 Romance languages on 10 k hours of data. The average relative gains over the monolingual baselines are 4%/2% (data-scarce/data-rich languages) for cross-and 7%/2% for multi-lingual training.
In all the above cases, it has been observed that the trend is to use DNN in different forms and structures as part of hybrid systems being used and formulated for ASR systems. However, optimising deep learning for different application is still an open challenge for the researchers. The gradient-based back propagation learning in deep networks is associated with the problem of instability in the network. This is because due to many neurons in many hidden layers brings large number of product terms in the computation of gradient which makes the gradient vector smaller in the early layer of the network. This problem is more popularly known as vanishing gradient or unstable gradient discussed in Nielsen (2014) . Further, choice of activation function and weight initialisation has also significant role in the training of deep network. Use of sigmoidal activation function creates a problem of early saturation near 0 in the last layers of the deep network and slows down the learning. These issues are discussed in detail by Glorot and Bengio (2010) . They have shown that the hyperbolic tangent networks do not suffer from the kind of saturation behaviour of the top hidden layer observed with sigmoid networks, because of its symmetry. Further, the softsign activation functions are more robust to the initialisation procedure because of their nonlinearity (Glorot and Bengio, 2010) . Thus, training deep network has lots of difficulties since different factor has different impact on the learning procedure. Extensive researches are going on this direction to derive optimisation techniques to make deep learning simpler. It is expected that the improvement of deep learning strategies will bring new success in ASR technology.
Recent development of DNN-based ASR system at industry
Recently researcher in Microsoft, Google etc have made significant improvement in the development of speech recognition system using DNN-based learning. The real impact of deep learning in industry started in large-scale speech recognition around 2010. Microsoft has demonstrated that for speech feature learning by DNN, spectral filter bank features are more suitable than cepstral features. A comparison of word error rate (WER) using filter bank outputs without discrete cosine transform is given by , where it is observed that error rate reduces from 34.7% (best GMM-HMM MFCC performance) to 30.5% (DNN with 40 log filter bank static output). Using the spectral features, Microsoft researchers have also explored a primitive CNN to handle vocal tract length differences across speakers, distinct speaking styles causing formant undershoot or overshoot. Mixed-band DNN is another set of experiments done on large scale speech recognition task performed by Microsoft. They have designed the filter-banks in such a way that the narrow band (8-KHz) data are treated as wide band (16-KHz) data with half of the feature dimensions missing and training is done using mixed bandwidth data. These experiments have also shown reduction of WER. For multi lingual speech recognition they have performed a set experiments called Multi-Lingual DNN. They have developed the multilingual DNN architecture which has the input and hidden layers shared by all languages, but separate output layers are made specific to each language. Further, they have used RNN for language modelling Deng and Platt, 2014) . Google voice search recently demonstrated the use of DBN-pretrained context dependent ANN/HMM system trained on two datasets that are much larger than any reported previously with DBN pretrained ANN/HMM systems -5,870 hours of Voice Search and 1,400 hours of YouTube data. On the first dataset, the pretrained ANN/HMM system outperforms the best GMM/HMM baseline, built with a much larger dataset by 3.7% absolute WER, while on the second dataset, it outperforms the GMM/HMM baseline by 4.7% absolute ). An accurate, small footprint, large vocabulary speech recogniser for mobile devices that runs well below real-time on a Nexus 4 Android phone, is also reported by Google researchers, where DNNs are adopted as acoustic models. They have used a variety of speedup techniques for DNN score computation to enable real-time operation on mobile devices. To reduce the memory and disk usage, on-the-fly LM rescoring is performed with a compressed n-gram LM (Lei et al., 2013) . Language identification using DNN is another work by Google team reported by Lopez-Moreno et al. (2014) . Recently by end of 2014, researchers at Baidu Research Silicon Valley AI Lab, has developed a system called Deep Speech which is reported to outperformed previously published results on the widely studied Switchboard Hub500 database, with 16.0% WER on the full test set. They have trained a large RNN using multiple GPUs and thousands of hours of data (Hannun et al., 2014) .
Conclusions
A short review of the reported literature on the use of DNN for speech recognition has been presented in this paper. Initially, a historical note on the technology developments for speech recognition system has been given. The later part of the description focused on the DNN-based acoustical modelling for speech recognition and recent technology development in industries. It can be concluded that during the last few years deep learning has brought a revolution in the development of ASR technology and is likely to improve performance of such systems dramatically. It can be expected that the recent advances in very large scale integrated (VLSI) circuits, technology related to system on chip (SoC) design of ANN, etc., will enable implementation of these bio-inspired technology of ASR systems.
