Reference evapotranspiration (ET o ) is one of the most important factors in the hydrologic cycle and water balance studies. In this study, the performance of three simple and three wavelet hybrid models were compared to estimate ET o in three different climates in Iran, based on different combinations of input variables. It was found that the wavelet-artificial neural network was the best model, and multiple linear regression (MLR) was the worst model in most cases, although the performance of the models was related to the climate and the input variables used for modeling.
INTRODUCTION
Reference evapotranspiration (ET o ) plays an important role in hydrologic modeling and water balance studies. ET o is the evapotranspiration rate of a short green crop (grass) of uniform height completely shading the ground, and with adequate water status in the soil profile (Allen et al. ) .
ET o has a significant effect on irrigation water demands in arid and semi-arid regions, and many rainfall-runoff and ecosystem models use ET o as an important input variable. Kisi () showed that a hybrid model based on WT and linear regression (LR) had good accuracy for estimation of ET o . Falamarzi et al. () revealed that the ANN and WANN could predict ET o with an acceptable accuracy, while the WANN had a better performance. Patil & Deka () found that a combination of WT with some AI methods (i.e. ANN and ANFIS) could be employed as an accurate tool for estimation of daily ET o .
The main objective of this study was to compare ANN, ANFIS, multiple linear regression (MLR), and a combination of WT with each of these methods to estimate ET o in different climates and based on different input variables. There are some studies that estimate ET o based on wavelet-based models, but there is no comprehensive study comparing different wavelet-based models to estimate daily ET o in different climates; this is the primary contribution of the current study. Moreover, in this study, we examined the effect of wavelet function type and number of decomposition levels on the final results of the wavelet-based models, which has not yet been explored in the context of ET o studies.
THEORETICAL BACKGROUND ET o estimation method
As briefly explained in the introduction above, we used the FAO56-PM for calculating ET o (Allen et al. ) :
where ET o is reference evapotranspiration (mm day À1 ); R n is net radiation at the crop surface (MJ m À2 day À1 ); G is soil heat flux density (MJ m À2 day À1 ) which is usually assumed to be zero; T is mean daily air temperature at a height of 2 m ( C); u 2 is wind speed at a height of 2 m (m s
À1
); e s is saturation vapor pressure (kPa); e a is actual vapor pressure (kPa); Δ is the slope vapor pressure curve (kPa C À1 ) and γ is the psychrometric constant (kPa C À1 ).
According to Equation (1), different input variables are required to calculate ET o . Saturation vapor pressure (e s ) at any temperature can be calculated using Equation (2).
Also, the actual vapor pressure (e a ) can be estimated using relative humidity (RH) (Allen et al. ):
RH ¼ 100 e a e s (T )
Using Equation (2), the slope of the saturation vapor pressure curve (Δ) can be calculated (Allen et al. ):
The psychrometric constant (γ) can be estimated using atmospheric pressure (P) (Allen et al. ):
where P is atmospheric pressure (kPa); z is elevation above sea level (m); and γ is the psychrometric constant (kPa C À1 ). If a record of P is available, it can be used instead of the values obtained from Equation (6).
Wind speed is usually measured at a height of 10 m at standard weather stations. Equation (5) can be used to convert wind speed at height z (u z ) to u 2 (Allen et al. ):
The net radiation (R n ) is the difference between the incoming net shortwave radiation (R ns ) and the outgoing net longwave radiation (R nl ). Due to a lack of data for these types of radiation at many weather stations (usually because expensive measurement instruments are required), an estimation algorithm was suggested by Allen et al.
(). It should be noted here that solar radiation (R s ) can be calculated with the Angstrom formula which relates R s to extraterrestrial radiation (R a ) and relative sunshine hours (n) (Allen et al. ):
where R s is solar shortwave radiation (MJ m À2 day À1 ); n is the actual sunshine hours; N is the maximum possible number of sunshine hours which is estimated using the geo- 
where X i , W ij and b j are the input value(s), weight and bias parameters, respectively. The symmetric sigmoid (S-shaped) transfer function (Equation (8)) which was employed in this study is the most commonly used transfer function (Yassin 
There are three main steps to develop an ANN model: is the most frequently used index to evaluate the performance of the training step (Adamowski & Sun ):
where Z 
where μ Ai (μ Bi ) is the MF for the A i (B i ) fuzzy set. In this study, the Gaussian MF is employed, although there are various forms of MFs (Partal & Kisi ) , such as triangular, trapezoidal, bell-shaped and Gaussian, which can be used to identify the membership grades. The Gaussian MF is expressed as (Jang ):
where {c i : σ i } is the parameter set for μ Ai . Parameters in layer 1 are referred to as premise parameters. The output of the ith node in layer 2 (O 2 i ) is the product of incoming membership grades from layer 1 and it can be said that each node output in layer 2 denotes the firing strength of a rule (Jang ):
In layer 3, the ith node calculates the ratio of the ith rule's firing strength to the sum of all rules' firing strengths and therefore, the outputs of layer 3 are called normalized firing strengths. The output of the ith node in layer 3 (O 3 i ) can be expressed as (Jang ): The output of the ith node in layer 4 (O 4 i ), which represents the Takagi-Sugeno structure of the ANFIS, can be written as (Jang ):
where { p i : q i : r i } is the parameter set of this layer, which is composed of consequent parameters. In the last layer, the overall output of the ANFIS is acquired by summing all incoming signals (Jang ):
In ANFIS, the gradient descent method is used to determine the non-linear input parameters, while the linear output parameters are estimated using the least-squares method. More detailed information about ANFIS can be found in Jang () and Nedjah & Mourelle ().
Multiple linear regression
MLR is one of the most widely used methods for modeling and prediction purposes. The MLR is defined as (Chatterjee & Hadi ):
where β 0 , β 1 , … , β p are regression coefficients (or parameters) which are unknown constants to be estimated from the predictor (X 1 , … , X p ) and response (Y) variables.
Discrepancy in the approximation of Y is assumed to be a random error which is typically represented by ε. The Mallat ). In the discrete wavelet transform (DWT), the scale is dyadic (i.e. based on powers of two) and therefore, the calculation process can be reduced without any noticeable negative effect on the accuracy of the final results.
DWT is written as follows (Daubechies ; Araghi et al.
):
where N is the length of x(t). By applying the DWT to a signal, it decomposes the signal into two new ancillary sig- Increasing N adds complexity to the shape of the db wavelet function. More detailed information on DWT can be found in Daubechies () and Mallat (). selected weather stations are presented in Table 1 and 
STUDY SITES AND DATASETS

METHODOLOGY Model development
In this study we used three simple models, including ANN, ANFIS, and MLR, and three hybrid models, combining Referring to daily temperature difference by using T min and T max serves as a surrogate for incoming solar radiation.
The target values for each model were ET o values calculated via the FAO56-PM method.
Performance evaluation of models
To evaluate the performance of the models, four criteria were employed, including: the root mean square error (RMSE), the mean absolute error (MAE), the mean absolute percentage error (MAPE) and the coefficient of determination (R 2 ). The mathematical expressions of these criteria are (Hyndman & Koehler ) :
where O i , T i and N are the model outputs, targets and length of data, respectively.
RESULTS AND DISCUSSION
Performance of the models
The performance of the models is presented in Tables 2   and 3 , based on the different combinations of input 
Effect of DWT settings on the final results
In the second part of the study, we examined the effects of DWT settings (type of db wavelet function and decomposition levels) on the final results of the wavelet-based models. To this end, the WANN, WANFIS and WMLR models with the best performance were selected for each station, based on the values represented in Table 3 . All of these models were then run with db1, db5 and db10 wavelet functions and with 1, 5, and 10 decomposition levels.
Results are presented in Figure 7 . According to this figure, default settings of DWT, which were assumed for all of the Tables 2 and 3 . The lowest RMSE value is identified with white text).
wavelet-based models in this study, were appropriate settings. The most appropriate setting (i.e. the setting that yielded the lowest RMSE value) for each model and each station is identified with white text (Figure 7) . The differences in RMSE between the ideal and the default settings are less than 0.5, although in four cases, db5 wavelet function and five decomposition levels represented the most accurate settings.
These results indicate that different types of db wavelet functions do not have a detectable effect on the final results of the models. However, decomposition levels equal to 10
can have a noticeable negative influence on the final results of the wavelet-based models, especially WANFIS and WMLR, and particularly when db10 was employed as the wavelet function. It can be concluded that medium decomposition levels could be the best choice for most cases.
CONCLUSIONS
The aim of this study was to compare the performance of three simple and three wavelet-based AI models for esti- the final results of wavelet-based models. We found that the type of db wavelet function did not have a detectable effect on the performance of the models, but that applying a large number of decomposition levels had a noticeable negative influence on the performance, particularly for WANFIS and WMLR models. The combination of a medium decomposition level and a middle type of db wavelet function was found to be most appropriate in this study.
This suggests the need for more studies with a similar approach using other meteorological and hydrological variables to find the most appropriate structure of wavelet-based models, and to analyze the effects of applying DWT to the models.
