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Abstract 
Simulation Study of Estimation and Inference in Factor Analysis: 
Normal and Non-normal Noise Distributions 
by Ping Zhang, Master of Science 
Department of Mathematics and Statistics 
Objective: To study the estimation and inference m factor analyses when the data have 
normal or non-normal noise distributions. 
Methods: Popuiation data were created in package R with a specified number of factors, 
factor structure and observable variables with known loadings. Then, repeated simple random 
samples (SRS's) were taken from the population, independently. The maximum likelihood 
method with varimax rotation was used to perform factor analysis and inference on each sampled 
dataset. Factor loadings were estimated to determine if the estimation of the loadings was 
(approximately) unbiased and/or efficient for each specified population and chi-square x2-statistics 
were obtained to test hypotheses about the correct number of factors in simulated settings where 
the true number of factors was known. In this project , the number of true factors varied between l 
and 2, the number of observed variables was 6 for l factor and 3 each for 2 factors , and non-
normal noise distributions were used to create actual observations. These non-normal distributions 
included: exponential, lognormal, gamma , poison , and discrete uniform . Different loading matrices 
were tried in combination with different standard deviation values for each noise distribution in 
three types of factor models and two sample sizes, 25 and 100. 
Results and Conclusions: For the larger sample size of n=lOO, with standard normal factor 
populations, and normal errors added to each variable, the performance of the standard MLE 
estimation of factor loadings varied with decreasing standard deviation of the noise distribution, 
l 
from underestimated to overestimated on average, but the chi-square tests gave expected results, in 
terms of false rejection (Type I Error) rate or power of the model , using 1000 replications . For 
normal common factors, but non-normal noise added to observed variables , the robustness of the 
loading estimation was excellent for all the noise distributions tried, and overall, the robustness of 
the chi-square tests was remarkable except that the Type I Error rates were greater than 100 out of 
1000 (10%) in the I-factor model with one true factor for the Gamma noise distribution when the 
standard deviation was small. 
When the sample size was decreased from 100 to 25, the estimation of the loadings became 
less accurate (larger estimated standard errors and greater bias) , especially with larger values of the 
standard deviation of the noise distribution. The endurance of the estimated power function was, 
in some cases, poor when one factor models were fitted in simulations from populations with two 
true common factors. However, Type I error rates were not greatly impacted whenever the correct 
number of factors were fitted in the models. The same conclusions held for a normal population to 
which was added either normal or non-normal noise, and also for the discrete uniform population 
with discrete uniform noise. 
2 
Introduction 
This was a simulation study of factor analysis. In the created populations, the number of 
true factors and the true loadings for observable variables loading on each factor were known . 
Noise or error was added to each observable variable, then simple random samples of sizes 100 or 
25 were taken from the constructed populations. The noise distributions studied were: normal (for 
companson purposes) and a variety of non-normal error distributions including gamma, 
exponential, lognormal (continuous) and discrete distributions such as Poison and discrete 
uniform. In addition, the standard deviation of the noise distribution was varied to determine the 
effects of both distribution and variance on the quality of estimation and inference. 
From the constructed population, a SRS was taken, then the MLE method was used to fit a 
common factor model, with varimax rotation. By comparing the fitted model of N=lO00 
independent samples of the given size and the true population of factors , we measured how well or 
how poorly the fitted model performed in the presence of non-normal noise and changing standard 
deviation. The MLE method generally may be used effectively when the common factors F and 
the specific factors E (the noi se associated with each observable va1iable) can be assumed to be 
normally distributed. In this project , by using simulated data in the finite sample size setting, we 
studied the efficacy of the MLE method on the estimation and inference in factor analysis when 
the assumption of normality was not satisfied. Because the sample size was finite , and indeed 
quite modest at either 25 or 100, the usual asymptotic robustness of MLE methods could not be 
presupposed . 
When confronted with multivariate data, it is generally assumed that the observations are 
drawn from continuous distributions. However not all observations are of this type. Thus we 
frequently encounter situations where variables can only be represented by an absolute count , an 
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ordinal ranking, or else by purely qualitative or nominal categories. Thus, m our simulations, 
factor analyses with discrete data were also considered. 
There are four parts following. First, we introduce the factor analysis model used, next the 
methods of this simulation study are described, followed by the tabulated results of all the 
simulations. The last part is the discussion of the study results. 
Factor Analysis 
The essential purpose of factor analysis is to describe, if possible, the covariance 
relationships among many variables m terms of a few underlying , but unobservable, random 
quantities called factors . 
The observable random vector X, with p components, has mean µ and covariance matrix 1: 
.The factor model postulates that X is linearly dependent upon a few unobservable random 
variables Fi, F2, ••• , F111, called common factors , and p additional sources of variation £1, £2, . . . ,£p, 
called specific errors or specific factors, and which we will refer to as "noise ." 
The orthogonal factor model with m common factors is: 
X1- µ1 = l11F1 + l12F2+ ... + l1mFm+ £1 
X2- µ2= lz1F1 + l22F2+ ... + lzmFm+ £2 
Or, in matrix notation , 
X- µ=L F + E 
Usual assumptions on the unobservable random vectors F and E are: 
F and E are independent 
E(F) = 0 Cov( F) = I 
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E(E) = 0, Cov( E) = \JI, where \JI is a diagonal matrix 
The covariance structure for the orthogonal factor model is 
1. Cov( X ) = L L' + \JI 
2. Cov ( X, F ) = L 
Note that in the above model, the loading matrix L and vector of common factors, F, are not well 
defined. To obtain a unique solution, some constraint must be imposed , usually for computational 
convenience. 
Methods 
In factor analysis, two of the most popular methods of parameter estimation are the 
principal component method and the maximum likelihood method. In this project, standard MLE 
was used to fit factor models with varimax rotation as the default method of rotation. 
Simulated data was generated as follows. Suppose the true number of the common factors 
1s m. First, each common factor population of size M=5000 was randomly generated from the 
standard normal distribution (except for the simulations involving the discrete uniform population 
distribution) independently. Then the m i.i.d N(0,1) common factors were combined to be the 
common factor matrix F(m x 5000),where F = r:F
1 l · Next, a loading matrix L( p x m) for p 
Fm 
observed variables, X 1, ••• , Xp , on them common factors , was specified. We used p=6 in this 
project. The elements of the loading matrix were fixed and the same for every subject in each 
simulated population. The population errors, c;, i = 1, . .. , p, of length M = 5000 were randomly 
generated to be i.i.d from a specified noise distribution with given standard deviation, function of 
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the parameter cr, then combined to be the error matrix E( px 5000), where E = r ~~ j . To study the 
impact on the results of a factor analysis, different noise distributions were chosen: normal and 
non-normal. The non-normal distributions included: exponential, lognormal, gamma, Poisson, and 
discrete uniform. In each case except the discrete uniform , the noise dist1ibution was re-centered 
at 0 (essentially by subtracting the known mean of the true noise distribution) and different values 
of SD of the noise distribution were controlled and adjusted for by multiplicative rescaling to be 
(about) the same as that of the normal noise we used for control and comparison purposes. Note 
that, in every case, the true number of the common factors and the true loadings were known. 
For the generated population factor and noise distribution values as described above and the 
known loadings , we used the factor model itself , notationally X = µ + L F + t, with µ = 0, to 
obtain the popu I a ti on matrix X (p x 5000) of possi b I e observab I e v ari ab I es, where X = r: ~ l
From these 5000 simulated subjects in this population, a SRS of sample size either n= 100 or 
n = 25 was taken for further analysis. We call this sampled data matrix Xsamp (px n). Then the 
standard MLE method was used to fit factor models using this simulated sample data matrix 
Xsamp, with varimax rotation by default. By using either the known, correct number of common 
factors, or deliberately using an incorrect number of the factors - such as fitting one less factor than 
the true number of factors - we were able to estimate a variety of factor models and test whether 
one or more common factors were sufficient, given that we knew the true number of the common 
factors in each situation (and the true factor loadings). From the fitted model, we saved the 
estimated loadings, eigenvalues, proportion variance explained, chi-square test statistic and p-value 
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of the test of a given number of factors in a matrix, Y. In some simulations, we also saved the 
estimated factor scores and the eJTors to check if their distributions were close to the "true" ones. 
This procedure was repeated N=lO00 times. 
Based on Barlett ' s theory , we reject H O : m common factors needed at significance level a if 
ii·+w 2 (n-l-(2p+4m+5)/6)1n 1sn1 > X l(p- m)2 -p- ml t 2(a) provided that n and n-p are large , where n 
is the sample size, p is the number of X-variables and m is the number of factors we fit to the 
models. In implementing the test above, we are testing for the adequacy of the m common factor 
model by comparing the generalized vaiiances /ii·+w/ andlS nl where the former is the maximized 
likelihood variances under H O and the latter is the unconstrained maximized likelihood variances . 
Using the results from the 1000 model replications, we computed the means and SD's of the 
estimated loadings to compare with the "true" values, the number of the x2 - tests in which the P-
values were less than 0.05 among the 1000 replications to determine how effective the analyses 
were, the mean values of the proportion of variance explained and the x2 - test statistics. 
Histograms were plotted to study the sampling distribution for each of the factor loadings , each of 
the eigenvalues, as well as the x2 - test statistics and P-values for the factor(s) from standard 
normal distribution populations and with normally or non-normally distributed noise . 
For this project, we simulated factor analysis for 3 models : (i) a !-factor model with l true 
common factor; (ii) a !-factor model with two true common factors, and (iii) a 2-factor model with 
2 true common factors. Six observed X-variables were simulated for all these three models. 
Combinations of different loading matrices and different SD values of the noise were given for 
each normal or non-normal noise distribution, to study the impact on the estimation and inference 
in the factor analysis. The known loading matrices used in the simulations for l true common 
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0.8 0.7 0.6 0.5 
0.8 0.7 0.6 0.5 
0.8 0.7 0.6 0.5 
, and SD's for the noise (except the discrete uniform factor were: 
0.8 0.7 0.6 0.5 
0.8 0.7 0.6 0.5 
0.8 0.7 0.6 0.5 
distribution) were: 1.0, 0.8, and 0.5 (and in a few cases, lower values). 
For factor models with 2 true common factors, the known loading matrix was defined to be: 
0.8 0 0.5 0 
0.8 0 0.5 0 
0.8 0 0.5 0 
or , and SD values for each noise distribution (except the discrete uniform 
0 0.5 0 0.3 
0 0.5 0 0.3 
0 0 .5 0 0.3 
distribution) were: 1.0, 0.8, 0.5 ,etc. 
When generating noise data, for each distribution, we know that the variance is a function of 
its parameter(s). So with the given SD value, if there is only one parameter in variance function, 
we can so lve for the value of this parameter; if there are two parameter s, we need fix one of them 
first, and then solve for the other one. Once we obtain the value(s) of the parameter(s) , we can use 
them to generate the dataset with the give SD. For example , the Gamma distribution with 2 
parameters 'shape'= a and 'scale'= s has density 
f(x)= 1/(s/\a Gamma(a)) x/\(a-1) e/\-(x/s) 
for x > 0, a > 0 and s > 0. The mean and variance are E(X) = a*s and Var(X) = a*s/\2. When 
generating noise in Gamma distribution , we used the default value of 'scale', i.e., s = '1 ', then 
Var(X) = a ,and SD=✓a. To get SD=l.0 , 0.8, 0.5 , we need to set a=l.0 , 0.64, and 0.25. We can 
see this in tables 14-19. 
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In the simulation procedures, for each combination of loadings and SD value, factor analysis 
was done for 25 or 100 randomly sampled subjects a total of N=lOOO times. 
Results: 
The following are examples of the outputted results for the 3 types of factor models from 
simulations with normal factor(s), specified loadings, and with normal noise added to each 
observable variable. Given the sample size, SD value by giving cr, and the true loading matrix, the 
means and SE's of the estimated loadings, proportion of variances explained, computed chi-square 
statistics, and number of P-values that were less than 0.05 when testing the hypothesis H O : the 
number of factors fitted for the model is sufficient at significant level a = 0.1, were obtained, and 
histograms for the results, including factor loadings, eigenvalues, proportion of variance explained, 
chi-square test statistics, and P-values from the 1000 replications, were produced. 
(1) Output for I-factor model with l true common factor: 
>r; sigma;Loading 
25; 0.8 
[, l l 
[l ,] 0.8 
[2,] 0.8 
[3,] 0.8 
[4,] 0.8 
[5,] 0.8 
[6,] 0.8 
> mean(Y[, l]) ;mean(Y[ ,2]) ;mean(Y[,3]) ;mean(Y[ ,4 ]);mean(Y[ ,5]);mean(Y[,6]) 
[l] 0.6854722 
[l] 0.6997743 
fl] 0.702128 
[l] 0.6958868 
[ l] 0.6989449 
[I] 0.6629091 
> sd(Y[, l ]);sd(Y[,2]);sd(Y[,3]);sd(Y[,4]) ;sd(Y[,5]);sd(Y[,6]) 
[l] 0.1422193 
[l] 0.1406837 
[l] 0.1319179 
[l] 0.1332677 
[l] 0.1415089 
[l] 0.1441027 
9 
> sum(P _ va lues<0.05) 
[l] 44 
> mea n(Pro portion_ var) 
[ l ] 0.49677 1 
> mea n(Chisquare_s tatistics) 
[l ] 8.867652 
> res ultl $dof 
(1 J 9 
.£ 
en 
C 
8 
.£ 
en 
C 
8 
Histogram of First_FL 
:~ 
I rfU=¼ 0 
0.0 0.2 0.4 0.6 0.8 1.0 
First_FL 
Histogram of Third_FL 
"' :~ ~ 0 
0.2 0.4 0.6 0.8 1.0 
Third_Fl 
Histogram of Fifth_FL 
I~ 
0.0 0.2 0.4 0.6 0.8 1.0 
Fifth_FL 
.£ 
en 
C 
8 
.£ 
en 
C 
8 
Histogram of Second_FL 
:~ 
I ~ 0 
0.2 0.4 0.6 0.8 1.0 
Second_Fl 
Histogram of Fourth_FL 
0 
=~ ~ 0 
0.2 0.4 0.6 0.8 1.0 
Fourth_FL 
Histogram of Sixth_FL 
0.2 0.4 0.6 0.8 1.0 
Sixth_FL 
Histogram of First_Eigenvalue Histogram of Second _Eigenval u 
2.0 2.5 3.0 3.5 4.0 4.5 0.4 0.6 0.8 1.0 1.2 1.4 
First_Bgenvaiue Second_Bgenvaiue 
Histogram of Third _Eigenvalu e Histogram of Proportion _var 
0.4 0.6 0.8 1.0 0.2 0.3 0.4 0.5 0.6 0.7 
Third_Bgenva iue Proportion_var 
Histogram of Chisquare _statistic Histogram of P _values 
0 5 10 15 20 25 30 
Chisquare_statistics 
~o ~2 o.4 o.6 o.8 1.0 
P_vaiues 
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(2) Output for 2-factor model with 2 true common factors: 
> r;sigma;Loading 
25;[1] 0.8 
[,l] [,2] 
[l,] 0.8 0.0 
[2,] 0.8 0.0 
[3,] 0.8 0.0 
[4,] 0.0 0.6 
[5,] 0.0 0.6 
[6,] 0.0 0.6 
> mean(Y[,l]);mean(Y[,2]);mean(Y[,3]);mean(Y[,4]);mean(Y[,5]);mean(Y[,6]) 
[l] 0.5648786 
[l] 0.5632905 
[l] 0.5494665 
[l] 0.1485454 
[l] 0.1925831 
[l] 0.1623447 
> sd(Y[, I ]);sd(Y[,2]);sd(Y[,3]);sd(Y[,4]);sd(Y[,5]);sd(Y[,6]) 
[ I] 0.3540744 
[l] 0.3484958 
[ I J 0.3630533 
[l] 0.3598722 
[l] 0.3546210 
[l] 0.3387152 
> mean(Y[ , 18)) ;mean(Y[, 19)) ;mean(Y[,20)) ;mean(Y[ ,21]) ;mean(Y[,22]);mean(Y[,23]) 
[l] 0.1663951 
[l] 0.1524820 
[I] 0.1495978 
[ l] 0.4348608 
[l] 0.4541707 
[I] 0.4177647 
> sd(Y[, 18)) ;sd(Y[, 19]) ;sd(Yl,20)) ;sd(Y[,21 ]);sd(Y[,22]);sd(Y[,23]) 
[I] 0.3296539 
[l] 0.3356992 
[l] 0.3349657 
[I] 0.35771 
[ l] 0.3559841 
[l] 0.3517041 
> sum(P _ values<0.05) 
[I] 22 
> mean(Proportion_ var _factor l) 
[l] 0.2952794 
> mean(Proportion_ var _factor2) 
[l] 0.2257421 
> mean(Chisquare_statistics) 
[l] 3.396613 
> resultl$dof :[l] 4 
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Histogram of First_FL Histogram of Second_FL 
>- II) 
I~ 
c II) 
I~ 
~ :3 ·u; :3 C C 8 0 8 0 
-0.5 0 .0 0.5 1.0 -0.5 0.0 0.5 1.0 
First_FL Second_FL 
Histogram of Third_FL Histogram of Fourth_FL 
II) >-
II) 
~ 
:3 I~ "" :3 ~ V) V) C C 8 8 0 0 I 
-0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0 
Third_FL Fourth_FL 
Histogram of Fifth_FL Histogram of Sixth_FL 
c 
=~  .~ =~  ·u; V) C C 8 0 8 0 
-0.5 0.0 0 .5 1.0 -0.5 0.0 0.5 1.0 
Fifth_FL Sixth_FL 
Histogram of First_FL_SecondFadistogram of Second _FL_SecondF; 
I~ 
-0 .5 0.0 0.5 1.0 -0.5 0.0 0.5 1 .0 
First_FL_SecondFactor Second _FL_SecondFactor 
Histogram of Third_FL_SecondFarlistogram of Fourth_FL_SecondFa 
II) 
>- ;~+OJ "" V) C 8 I I 9 I ,JffDJl 
-0.5 0.0 0.5 1.0 -0 .5 0.0 0 .5 1.0 
Third_FL_SecondFactor Fourth_FL_SecondFactor 
Histogram of Fifth_FL_SecondFacHistogram of Sixth _FL_SecondFa , 
-1 .0 -0.5 0.0 0.5 1.0 -0 .5 0.0 0.5 1.0 
Fifth_ FL_SecondFactor Sixth_ FL_SecondFactor 
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Histogram of First_Ei9istogram of Second _E Histogram of Third _Ei! 
l!) l!) 
>, ;~~ >, ;~A- >, ~~~ .t: .-t: .-t: Cl) Cl) Cl) C C C 8 8 8 
1.5 2.5 3.5 1.0 2.0 0.6 1.0 
First_Eigen Second_Bgen Third_Bgen 
istogram of Proportionjstogram of Proportionjistogram of Chisquare 
.£ 
:t~ .£ =~ 
.£ ~~L Cl) Cl) Cl) C C C 8 8 8 
0.20 0.35 0.05 0.20 0.35 0 10 20 
Proportion_var1 Proportion_ var2 O,isquare_stat 
Histogram of P _valuE 
0.0 0.4 0.8 
P_va lues 
(3) Output for I-factor model with 2 true common factors: 
> r;sigma; 
[l] 25 
[l ] 0.8 
> Loading 
[.I l [,2J 
[l ,] 0.8 0.0 
[2,] 0.8 0.0 
[3,] 0.8 0.0 
[4,] 0.0 0.6 
[5,] 0.0 0.6 
[6,] 0.0 0.6 
> mean(Y[,l]) ;mean(Y[,2]) ;mean(Y[,3]) ;mean(Y[,4]) ;mean (Y[,5]);mean(Y[ ,6]) 
[l] 0.5548496 
[l] 0.5534102 
[l] 0.5406516 
[l] 0.1612227 
[ I] 0.1805652 
[I] 0.1708261 
> sd(Y [, l ]);sd(Y[,2]);sd(Y[,3 ]);sd(Y[,4]) ;sd(Y[,5]) ;sd(Y [,6]) 
[I] 0.3514446 
[I] 0.3840498 
[l] 0.373333 
[l] 0.3927636 
[l] 0.3836288 
[l] 0.3875548 
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> sum(P _ values<0.05) 
[l] 304 
> mean(Pro porti on_ var) 
[l] 0.3092266 
> mean(Chisquare_sta tistic s) 
[ l] 14.43921 
> resultl$dof 
[ l] 9 
>-
:l "" <I) C (1) 0 
0 
HSklgam ex Rrs_R. 
-0.5 0.0 
Rrst_R... 
05 
HSklgam ex Ttird_R. 
cd7 
-0.5 00 
lhrd_R... 
05 
H~m ex Rflh_R. 
-0.5 00 
Rfth_R... 
05 
1.0 
1.0 
1.0 
Hsogam ex Secxnl_R. 
-0.5 00 
Snrd _R... 
0.5 
Hsogam ex Rulh _R. 
-0.5 0.0 
R:u1h_R... 
05 
Hm:igam ex Sixth_R. 
-0.5 00 
Sx1h_R... 
05 
1.0 
1.0 
1.0 
14 
;!' 
·;;; 
C 
a, 
0 
;!' 
·;;; 
C 
a, 
0 
Hsogamd Rr&_Ei~lue 
1.5 20 25 3.0 3.5 
Hsogam dllird _Ei~lue 
0.4 0.6 0.8 1.0 1.2 
Hsogamd Rflh_Eigenvalue 
0.1 02 0.3 0.4 0.5 0.6 0.7 
Fifth_Egn,al.B 
Histogram of Proportion_var 
] 
.., 
(") 
C\J 
0 
0.2 0.3 0.4 0.5 
Proportion_1.0r 
Histogram of P _values 
o.o 0.2 0.4 0.6 0.8 1n 
P _\0lues 
Hsogam d Seanl _Eigenvalue 
1.0 1.5 20 
Hsogam d Ruth _Ei~lue 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Hsogam d Sixth_Ei~lue 
0.1 0.2 0.3 0.4 0.5 
Histogram of Chisquare_statistics 
8 
ci 
-~ 
3 
,,, ci 
C 
., 
0 C\J 
0 
ci 
8 
ci 
0 10 20 30 40 
Chisquare_statistics 
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The results of the simulations were tabulated as follows. Since there were too many outputs 
from all the simulations, they won't be attached in this report. 
Table 1-4:The results of factor analysis for 1 factor from standard normal distribution and 
with normal noise with different SDs, with 1 factor fit in the model. 
( sample sizes of n = 100 and n=25 ,1000 replications) 
T bl 1 T a e rue oa mgs = ( 0 8 ... 
SD Means of percentage of Mean of Mean of Number 
of the replications proportion Chi- of 
sigma the n estimated with correct# variances square P-values 
CJ noise loadings of eigen explained statistics <0.05 
values 2: 1.0 
1.0 1.0 JOO 0.60 95 0.38 9.15 49 
0.61 
0.59 
0.62 
0.61 
0.62 
25 0.61 45 0.41 8.63 34 
0.61 
0.63 
0.60 
0.60 
0.62 (0.18) 
0.8 0.8 100 0.71 JOO 0.50 9.26 60 
0.71 
0.70 
0.69 
0.69 
0.70 
25 0.68 80 0.50 8.87 44 
0.70 
0.71 
0.71 
0.69 
0.69 (0.14) 
0.5 0.5 100 0.85 100 0.73 9.02 48 
0.85 
0.85 
0.84 
0.84 
0.84 
25 0.85 100 0.725 8.65 46 
0.85 
0.85 
0.85 
0.84 
0.85 (0.07) 
16 
Note: (I) : the numb er of variables per factor for one true co mmon factor is 6, and for two true co mmon factors are 3 observable X-variab les for 
eac h factor. The degree s of freedom can be computed by the formula (p - 111) 2 - p - m 112 where p is the number of X-variab les and m is the 
number of factors we fit in the model. Therefo re, for a one-factor model fit with one or two true com mon factor s, the degrees of freedom are 9, and 
df=4 for a two-fac tor model with two true common factors. 
(2) In the co lumn of the mean s of the estimated loadi ngs, the number in the parenthesis is the approximate standard de viation for each loadin g of the 
factor. 
T bl 2 T a e rue oa mgs = ( 0 7 ... 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of 
sigma a the n estimated correct# of variances statistics P-values 
noise loadings eigenvalues ~ 1.0 explained <0.05 
1.0 1.0 100 0.58 90 0.33 9.13 54 
0.59 
0.57 
0.53 
0.56 
0.57 
25 0.55 25 0.35 8.53 36 
0.54 
0.55 
0.54 
0.56 
0.58 (.21) 
0.8 0.8 100 0.64 100 0.43 8.8 43 
0.64 
0.66 
0.65 
0.64 
0.66 
25 0.64 55 0.44 8.71 40 
0.64 
0.64 
0.63 
0.65 
0.67 (.16) 
0.5 0.5 100 0.81 100 0.66 9.13 56 
0.80 
0.81 
0.82 
0.81 
0.81 
25 0.81 99 0.66 9.01 43 
0.80 
0.80 
0.81 
0.81 
0.81 (.09) 
17 
Table 3 : True loadings = ( 0.6 . . . 0.6) T 
Means of the percentage of Mean of Mean of 
SD of estimated replications with proportion Chi- Number 
sigma the n loadings correct# of variances square of P-values 
cr noise eigenvalues ::,:1.0 explained statistics <0.05 
1.0 1.0 100 0.50 75 0.27 8.75 38 
0.52 
0.52 
0.53 
0.50 
0.51 
25 0.50 20 0.31 8.36 31 
0.51 
0.50 
0.51 
0.52 
0.50 (.23) 
0.8 0.8 100 0.61 98 0.36 8.83 54 
0.60 
0.58 
0.59 
0.59 
0.59 
25 0.59 40 0.39 8.58 40 
0.60 
0.58 
0.59 
0.60 
0.59 (.19) 
0.5 0.5 100 0.76 100 0.59 8.82 45 
0.76 
0.76 
0.76 
0.77 
0.77 
25 0.77 95 0.59 8.94 38 
0.77 
0.77 
0.76 
0.75 
0.76 (.11) 
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Table 4: True loadings= ( 0.5 ... 0.5)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of var iances statistics va lues 
(J noise loading s eige nvalues ~ l.0 exp lained <0.05 
1.0 1.0 100 0.43 30 0.21 9.07 45 
0.44 
0.43 
0.43 
0.42 
0.46 
25 0.40 5 0.26 8.07 30 
0.42 
0.42 
0.43 
0.42 
0.42 (.30) 
0.8 0.8 100 0.53 75 0.30 9.07 54 
0.54 
0.52 
0.54 
0.54 
0.53 
25 0.50 20 0.33 8.65 36 
0.54 
0.53 
0.51 
0.52 
0.54 (.22) 
0.5 0.5 100 0.70 100 0.51 8.63 39 
0.70 
0.72 
0.71 
0.71 
0.72 
25 0.70 80 0.50 8.72 40 
0.70 
0.71 
0.68 
0.68 
0.69 (.14) 
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Tables 5-6 :The results of factor analysis for 2 common factors from standard normal 
distribution and with normal noise with different SD's, with 2 factors fit in the model. 
( sample sizes of n = 100 and n = 25, 1000 replications ) 
0.8 0 
0.8 0 
0.8 0 
Table 5: true loadings= 0 0.6 
0 0.6 
0 0.6 
'-
,I 
Means of the percentage of Mean of Mean of 
Sigma loadings for replications proportion Chi-
(J n factor l and with correct# variances square 
(SD) factor 2 of eigenvalues explained statistics 
> 1.0 Fl F2 
1.0 100 0.52 0.12 95 0.21 0.16 3.59 
0.52 0.08 
0.53 0.09 
0.10 0.45 
0.10 0.43 
0.09 0.41 
25 0.46 0.16 70 0.26 0.20 3.19 
0.44 0.18 
0.48 0.18 
0.17 0.35 
0.18 0.33 
0.18 0.33 
0.8 100 0.67 0.03 100 0.26 0.19 
0.66 0.02 
0.68 0.05 
0.05 0.57 
0.05 0.57 
0.01 0.56 
25 0.56 0.17 80 0.29 0.22 3.39 
0.56 0.15 
0.55 0.15 
0.15 0.43 
0.20 0.45 
0.16 0.42 
0.5 100 0.82 0.03 100 0.36 0.29 4.14 
0.81 0.o3 
0.82 0.03 
0.04 0.74 
0.02 0.74 
0.02 0.74 
25 0.70 0.11 100 0.37 0.30 3.69 
0.71 0.12 
0.72 0.14 
0.13 0.62 
0.11 0.62 
0.15 0.62 
** The SE's of the estimated loadings are about 0.30-0.4 , when n=25 
** The SE's of the estimated loadings are about 0.20-0.27 , when n=l00 
Number 
of P-
values 
<0.05 
33 
17 
39 
22 
63 
30 
20 
/0.5 0 
0.5 0 
0.5 0 
Table 6: true loadings= , sample size n = 100 
0 0.3 
0 0.3 
,o 0.3 
/ 
Sigma Mean of the estimated percentage of Means of Mean of Number of 
cr loadings for replications with proportion Chi-square P-values 
(SD) factorland factor2 correct# of Variances statistics <0.05 
eigenvalues ~ 1.0 explained 
0.8 0.38 0.17 60 0.18 0.13 3.11 14 
0.41 0.16 
0.36 0.15 
0.15 0.28 
0.10 0.25 
0.14 0.26 
0.5 0.69 0.00 100 0.25 0.16 3.62 26 
0.68 0.01 
0.70 0.00 
0.01 0.50 
0.01 0.54 
0.02 0.50 
Table 7: The results of factor analysis for 2 common factors from standard normal distribution 
and with normal noise with different SD's, with l factors fit in the model. 
0.8 0 
0.8 0 
0.8 0 ( sample size n = 100 and n=25) true loadings= 
0 0.6 
0 0.6 
0 0 .6 
percentage of Mean of Number of 
Sigma n replications with Mean of proportion Chi-square P-values<0.05 
cr correct# of variances explained statistics (out of 1000) 
(SD) eigenvalues ~ 1.0 
1.0 100 98 0.21 26.37 838 
25 70 0.27 11.32 121 
0.8 100 100 0.26 40.11 987 
25 80 0.31 14.43 304 
0.5 100 100 0.36 101.95 1000 
25 100 0.39 27 .86 900 
21 
Tables 8-11: The results of factor analysis for 1 factor from standard normal distribution 
and with exponential noise with different SD's, with 1 factor fit in the model. 
T bl 8 T I ct· ( 0 8 0 8) T a e rue oa mgs = ... 
Means of the percentage of Mean of Mean of Number 
sigma SD of n estimated replications with proportion Chi-square of P-
a the loadings correct# of variances statistics values 
noise eigenvalues > 1.0 explained <0.05 
1.0 1.0 100 0.6 1 97 0.39 8.57 36 
0.62 
0.6 1 
0.63 
0.63 
0.63 (.09) 
25 0.64 53 0.43 8.64 56 
0.64 
0.62 
0.63 
0.63 
0.63 (.18) 
1.2 0.83 100 0.71 100 0.48 9.47 68 
0.69 
0.68 
0.69 
0.68 
0.69 (.07) 
25 0.69 75 0.50 8.99 56 
0.69 
0.69 
0.68 
0.68 
0.72 (. 16) 
1.6 0 .625 100 0.79 100 0.62 9.55 63 
0.78 
0.77 
0.78 
0.80 
0.79 (.06) 
25 0.78 95 0.63 9.26 64 
0.78 
0.79 
0.79 
0.78 
0.80 (.11) 
2 0.5 100 0.84 100 0.72 9.27 67 
0.85 
0.84 
0.86 
0.85 
0.84 (.04) 
25 0.83 99 0.72 9.23 68 
0.85 
0.85 
0.84 
0.84 
0.85 (.09) 
22 
Table 9: True loadings= ( 0.7 ... 0.7f 
Means of the percentage of Mean of Mean of Number 
sigma SD of estimated replications with proportion Chi-square of P-
(J the n loadings correct# of variances statistics values 
noise eigenvalues > 1.0 explained <0.05 
1.0 1.0 100 0.58 90 .33 8.95 58 
0.58 
0.57 
0.59 
0.56 
0.52 (.10) 
25 0.57 15 0.38 8.72 46 
0.58 
0.57 
0.59 
0.56 
0.59 ( .21) 
1.2 0.83 100 0.65 100 .42 8.97 58 
0.65 
0.64 
0.64 
0.64 
0.64 (.08) 
25 0.65 70 0.46 8.75 60 
0.64 
0.66 
0.66 
0.67 
0.65 (.18) 
l.6 0.625 100 0.75 100 .57 8.78 45 
0.76 
0.74 
0.76 
0.74 
0.75 (.06) 
25 0.73 90 0.57 9.34 61 
0.74 
0.75 
0.74 
0.75 
0.75 (.13) 
2 0.5 100 0.82 100 .66 8.8 1 48 
0. 80 
0.82 
0.82 
0.81 
0.81 (.05) 
25 0.80 99 0.67 8.75 65 
0.81 
0.82 
0.80 
0.81 
0.81 (. 10) 
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Table 10: True loadings= ( 0.6 .. . 0.6)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.50 70 0.28 8.7 45 
0.54 
0.51 
0.53 
0.51 
0.50 (.11) 
25 0.54 15 0.33 8.43 33 
0.51 
0.51 
0.52 
0.52 
0.51 (.25) 
1.2 0.83 100 0.60 95 .36 8.92 51 
0.60 
0.57 
0.62 
0.58 
0.61 (.09) 
25 0.58 40 0.39 8.87 48 
0.59 
0.58 
0.61 
0.58 
0.60 (.21) 
1.6 0 .625 100 0.69 100 0.48 8.85 50 
0.71 
0.69 
0.68 
0.68 
0.69 (.08) 
25 0.71 80 0.52 9.08 60 
0.70 
0.73 
0.70 
0.69 
0.70 (.15) 
2 0.5 100 0.77 100 0.59 9.11 56 
0.77 
0.77 
0.76 
0.77 
0.77 (.06) 
25 0.76 95 0.61 8.91 62 
0.77 
0.76 
0.77 
0.78 
0.78 (.12) 
Table 11 : True loadings= ( 0.5 ... 0.5)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
CT noise loadings eigenvalues 2::1.0 explained <0.05 
1.0 1.0 100 0.42 30 .21 8.57 49 
0.44 
0.48 
0.44 
0.41 
0.45 (.14) 
25 0.45 5 .28 8.22 25 
0.48 
0.47 
0.44 
0.44 
0.46 (.28) 
1.2 0.83 100 0.54 40 0.29 9.23 67 
a.so 
0.49 
0.54 
0.53 
0.54 (.11) 
25 0.51 15 0.33 8.61 46 
0.52 
0.52 
0.51 
0.53 
0.52 (.25) 
1.6 0.625 100 0.62 99 0.41 9.0 63 
0.65 
0.62 
0.63 
0.64 
0.64 (.09) 
25 0.63 so 0.43 8.97 63 
0.63 
0.63 
0.64 
0.64 
0.62 (.18) 
2 0.5 100 0.71 100 0.51 8.69 39 
0.70 
0.70 
0.71 
0.71 
0.72 (.07) 
25 0.73 90 0.54 9.14 67 
0.73 
0.70 
0.72 
0.72 
0.73 (.14) 
25 
Table 12: The results of factor analysis for 2 common factors from standard normal distribution 
and with exponential noise with different SD's, with 2 factors fit in the model. 
0.8 0 '\ 
0.8 0 
0.8 0 
( sample size n = 100 and n = 25 ) true loadings = 
0 0.6 
0 0.6 
,o 0.6) 
Means of the percentage of Mean of Mean of Number 
Sigma loadings for replications with proportion Chi- of P-
(J SD n factor l and correct# of variances square values 
factor 2 eigenvalues ?:l.0 explained statistics <0.05 
Fl F2 
0.8 1.25 100 0.39 0.15 85 0. 18 0.14 3.25 20 
0.40 0.14 
0.45 0.17 
0.11 0.32 
0. 15 0.33 
0.16 0.33 
25 0.37 0.19 45 0.24 0. 19 2.97 9 
0.39 0. 19 
0.41 0. 18 
0.20 0.26 
016 025 
0.20 025 
1.0 1.0 100 0.57 0.09 100 0.21 0. 15 3.49 26 
0.55 0.08 
0.52 0.07 
0.07 0.40 
0.08 0.45 
0.08 0.46 
25 0.44 0. 19 65 0.27 0.20 3.11 16 
0.46 0. 19 
0.44 0.18 
0. 19 0.31 
0.21 0.31 
0.20 0.34 
1.2 0.83 100 0.65 0.05 100 0.26 0. 19 3.86 48 
0.66 0.03 
0.67 005 
0.05 0.56 
0.04 0.51 
0.04 0.54 
25 0.55 0. 16 90 0 30 0.22 3.40 26 
0.56 0. 16 
0.55 0. 15 
0. 16 0.42 
0. 16 0.41 
0. 17 0.43 
1.6 0.625 100 0.77 005 100 0.32 0.25 50 
0.74 0.03 
0.75 0.02 
0.03 0.64 
0.03 0.64 
0.05 0.68 
26 
25 0.66 0. 15 98 0.35 0.27 3.63 30 
0.66 0.13 
0.64 0.13 
0.14 056 
0.16 0.54 
0.14 0.55 
2.0 0.5 100 0.82 0.04 100 0.37 0.30 4.13 54 
0.81 0.03 
0.82 0.03 
0.05 0.72 
0.02 0.75 
0.04 0.73 
25 0.67 0. 15 100 0.38 0.3 1 3.94 46 
067 0.16 
0.68 0. 17 
018 0.57 
0.18 060 
0.16 0.59 
• When n =25,the SE 's of the estimated loadings are about 0.34-0.39. 
• When n =100 ,the SE's of the estimated loadings are about 0.16-0.30. 
Table 13: The results of factor analysis for 2 common factors from standard normal distribution 
and with exponential noise with different SD's , with 1 factors fit in the model. 
1 0.8 0 
0.8 0 
0.8 0 ( sample size n = 100 and n=25 ) true loadings = 
0 0.6 
0 0.6 
0 0.6.J 
'-
percentage of Mean of Mean of Number of 
Sigma replications with proportion Chi-square P-values<0.05 
CT SD n correct# of variances stat istics (out of 1000) 
eigenvalues 2': 1.0 explained 
0.8 1.25 100 85 0.17 16.65 435 
25 45 0.25 9.77 82 
1.0 1.0 100 100 0.22 27.68 872 
25 65 0.28 11.65 156 
1.2 0.83 100 100 0.25 38.47 977 
25 85 0.32 15.3 370 
1.6 0.625 100 100 0.32 72.44 999 
25 95 0.36 21.3 650 
2.0 0.5 100 100 0.37 108.77 1000 
25 99 0.40 29 .97 906 
27 
Tables 14 -17: The results of factor analysis for 1 factor from standard normal distribution 
and with Gamma noise with different SD's, with 1 factor fit in the model. 
Table 14: True loadings= ( 0.8 ... 0.8)T 
Means of percentage of Mean of Mean of Number 
SD of the replication s with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
cr noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 JOO 0.62 95 0.40 9.26 54 
0.63 
0 .62 
0.62 
0.63 
0.63 (.09) 
25 0.66 60 0.44 8.68 46 
0.62 
0.62 
0.64 
0.64 
0.63 (.19) 
0.64 0.8 100 0.72 100 0.51 8.98 60 
0.71 
0.71 
0.72 
0.69 
0.71 (.08) 
25 0.71 98 0.53 9.14 69 
0.72 
0.71 
0.71 
0.71 
0.71 (. 16) 
0.25 0.5 JOO 0.85 100 0.71 9.47 112 
0.85 
0.83 
0.84 
0.84 
0.85 (.06) 
25 0.85 99 0.76 9.17 104 
0.87 
0.88 
0.86 
0.86 
0.87 (. JO) 
28 
Table 15: True loadings= ( 0.7 ... 0.7)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loading s eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.59 90 0.35 9.3 74 
0.59 
0.57 
0.61 
0.59 
0.56 ( .10) 
25 0.58 30 0.38 8.51 47 
0.59 
0.57 
0.59 
0.56 
0.58 (.20) 
0.64 0.8 100 0.64 100 0.44 9.52 77 
0.69 
0 .66 
0 .65 
0.68 
0.64 (.09) 
25 0 .67 70 0.49 9.03 67 
0.69 
0.65 
0.69 
0.68 
0.67 (.17) 
0.25 0 .5 100 0 .82 100 0.68 9.64 103 
0 .82 
0.82 
0.82 
0.82 
0.81 (.07) 
25 0.84 95 0.70 10.31 151 
0.83 
0.81 
0.83 
0.84 
0.82 (.13) 
Table 16: True loadings = ( 0.6 . . . 0.6) T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.52 70 0.28 8.78 52 
0.51 
0.50 
0 .55 
0.51 
0.52 (.11) 
25 0.52 20 0.34 8.44 36 
0 .52 
0 .53 
0 .54 
0 .54 
0 .54 (.23) 
0.64 0.8 100 0 .60 99 0.39 8.93 63 
0.64 
0.62 
0.61 
0.64 
0.61 (.10) 
25 0.62 40 0.43 9.27 67 
0.62 
0.62 
0.62 
0.61 
0.64 (.20) 
0.25 0.5 100 0.77 100 0.62 9 .24 89 
0.79 
0.79 
0.79 
0.76 
0.77 (.09) 
25 0.81 90 0.66 9.77 132 
0.79 
0.79 
0.79 
0.79 
0.80 (. 14) 
30 
Table 17: True loadings= ( 0.5 ... 0.5)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances stat istics values 
(J noise load ings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.46 40 0.22 8.83 60 
0.46 
0.45 
0.48 
0.43 
0.44 (.13) 
25 0.45 5 0.28 7.98 28 
0.45 
0.46 
0.45 
0.39 
0.45 (.29) 
0.64 0.8 100 0.55 80 0.30 9.11 68 
0.50 
0.56 
0.55 
0.51 
0.53 (. l l) 
25 0.54 20 0.35 8.48 50 
0.54 
0.53 
0.56 
0.53 
0.55 (.24) 
0 .25 0.5 100 0.72 100 0.53 8.98 91 
0.71 
0.72 
0.71 
0.72 
0.72 ( .09) 
25 0.73 80 0.58 9.41 116 
0.74 
0.76 
0.73 
0.73 
0.76 (.17) 
31 
Table 18: The results of factor analysis for 2 common factors from standard normal distribution 
and with Gamma noise with different SD's, with 2 factors fit in the model. 
0.8 0 
0.8 0 
0.8 0 ( sample size n = 100 and n = 25 ). true loadings = 
0 0.6 
0 0.6 
\ 0 0.6 
,I 
Means of the percentage of Mean of Mean of Number 
Sigma loadings for replications proportion Chi- of P-
a SD n factor l and with correct# variances square values 
factor 2 of eigenvalues explained statistics <0.05 
> l.0 Fl F2 
1.0 1.0 100 0.53 0.09 95 0.22 0.16 3.69 38 
0.57 0.09 
0.59 0.10 
0.09 0.44 
0.08 0.46 
0.10 0.47 
25 0.51 0.17 70 0.27 0.21 3.18 16 
0.46 0.16 
0.49 0.16 
0.15 0.35 
0.15 0.35 
0.16 0.36 
0.64 0.8 100 0.67 0.07 100 0.26 0.19 4.23 65 
0.64 0.06 
0.66 0.06 
0.06 0.54 
0.05 0.54 
0.07 0.55 
25 0.54 0.17 90 0.30 0.23 3.59 34 
0.57 0.19 
0.54 0.18 
0.21 0.43 
0.21 0.44 
0.20 0.42 
0.25 0.5 100 0.82 0.04 100 0.37 0 .30 3.70 56 
0.80 0.06 
0.81 0.07 
0.05 0.73 
0.07 0.72 
0.05 0.71 
25 0.62 0.23 99 0.40 0.33 3.91 77 
0.62 0.24 
0.63 0.23 
0.25 0.55 
0 .25 0.54 
0.24 0.54 
• When n = 25 , SE of the estimated loadings is about 0.35-0.42 
• When n = 100, SE of the estimated loadings is about 0.21-0.26 
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Table 19: The results of factor analysis for 2 common factors from standard normal distribution 
and with Gamma noise with different SD's, with 1 factors fit in the model. 
/0.8 0 
0.8 0 
0.8 0 ( sample size n = 100 and n=25 ) true loadings = 
0 0.6 
0 0.6 
\0 0.6 , 
percentage of Mean of Mean of Number of 
Sigma replications with proportion Chi-square P-values<0 .05 
(J SD n correct# of variances statistics ( out of l 000) 
eigenvalues ?: 1.0 explained 
1.0 1.0 100 95 0.22 25.57 811 
25 90 0.28 11.7 147 
0.64 0.8 100 100 0.27 42.19 974 
25 70 0.31 15.55 376 
0.25 0.5 100 100 0.38 l 14.6 1000 
25 99 0.42 33.2 901 
33 
Tables 20 -23 : The results of factor analysis for 1 factor from standard normal distribution 
and with Poison noise with different SD's, with 1 factor fit in the model. 
Table 20: True loadings = ( 0.8 .. . 0.8) T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances stat istics values 
(J noise loading s eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0. 60 99 0.39 9.08 49 
0.62 
0.61 
0.64 
0.61 
0.64 (.08) 
25 0.61 50 0.42 8.43 43 
0.63 
0.63 
0.62 
0.61 
0.63 (. 18) 
0.8 0.89 100 0.66 100 0.45 9.04 47 
0.66 
0.67 
0.67 
0.70 
0 66 (.07) 
25 0.67 75 0.46 9 02 45 
0.66 
0.66 
0.66 
0.65 
0.65 (. 16) 
0. 5 0.71 100 0.74 100 0.56 8.96 48 
0.76 
0.75 
0.75 
0.74 
0.75 (.06) 
25 0.73 90 0.56 9 02 56 
0.74 
0 75 
0.74 
0.74 
0.73 (. 13) 
0. 25 0.5 100 0.84 100 0.72 9.34 72 
0.84 
0.85 
0.85 
0.85 
0.86 (.04) 
25 0.84 99 0.72 9.17 65 
0.84 
0.85 
0.84 
0.84 
0.84 (.08) 
34 
Table 21: True loadings= ( 0.7 ... 0.7)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.57 95 034 8 83 48 
0.57 
0.59 
0.57 
0.58 
0.58 (.09) 
25 0.55 30 0.36 8.78 43 
0.58 
0.57 
0.56 
0.57 
0.55 (.21) 
0.8 0.89 100 0.60 100 0.39 9 07 49 
0.60 
0.63 
0.62 
0.63 
0.63 (.08) 
25 0.63 45 041 8.79 38 
0.63 
0.60 
0.61 
0.60 
0.61 (. I 8) 
0. 5 0.71 100 0 69 100 0.49 8.93 47 
0.72 
0.68 
0.68 
0.69 
0.69 (.07) 
25 0.71 80 0 5 1 8.90 43 
0.70 
0.70 
0.70 
0.7 1 
0.69 (. 14) 
0. 25 0.5 100 0.81 100 0.67 8.98 59 
0.82 
0 82 
0.81 
0.8 1 
0.82 (.05) 
25 0.81 99 0.68 9.38 63 
0.81 
0 83 
0.83 
0.81 
0.82 (. 10) 
Table 22: True loadings= ( 0.6 ... 0.6)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.54 70 0.28 8.82 48 
0.49 
0.49 
0.52 
0.51 
0.52 (.10) 
25 0.51 15 0.3 1 8.32 35 
0.50 
0.50 
0.50 
0.52 
0.49 (.24) 
0.8 0.89 100 0.55 90 0.32 8.95 48 
0.54 
0.57 
0.56 
0.54 
0.57 (.09) 
25 0.54 20 0.35 8.64 3 1 
0.56 
0.54 
0.54 
0.55 
0.53 (.22) 
0 . 5 0.7 1 100 0.63 100 0.41 9.01 43 
0.65 
0.63 
0.65 
0.63 
0.63 (.08) 
25 0.66 60 0.44 8.73 50 
0.66 
0.64 
064 
0.62 
0.64 (.17) 
0. 25 0.5 100 0.77 100 0.59 9.27 67 
0.76 
0.76 
0.78 
0.75 
0.77 (.06) 
25 0.76 95 0.61 9.00 63 
0.78 
0.77 
0.78 
0.78 
0.78 (. 12) 
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Table 23: True loadings = ( 0.5 . . . 0.5) T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
CT noise loadings eigenvalues 2:1.0 explained <0.05 
1.0 1.0 100 0.45 30 0.21 9 17 60 
0.42 
0.45 
0.41 
0.45 
0.46 (.13) 
25 0.43 3 0.27 8.14 22 
0.45 
0.45 
0.43 
0.44 
0.47 (.27) 
0.8 0.89 100 0.50 65 0.26 8.90 47 
0.50 
0.50 
0 50 
0.47 
0.50 (. l l) 
25 0.50 10 0.30 8.40 35 
0.49 
0.44 
0.48 
0.47 
0.48 (.26) 
0. 5 0.71 100 0.58 95 0.35 9.11 51 
0.58 
0.59 
0.58 
0.59 
0.58 (.09) 
25 056 30 0.37 8.85 43 
0.58 
0.59 
0.58 
0.58 
0.56 (20) 
0. 25 0.5 100 0.71 100 0.50 9.11 47 
0.69 
0.71 
0.72 
0.71 
0.71 (.07) 
25 0.73 80 0.52 9.11 58 
0.70 
0.71 
0.71 
0.70 
0.70 (.15) 
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Table 24: The results of factor analysis for 2 common factors from standard normal distribution 
and with Poison noise with different SD's, with 2 factors fit in the model. 
0 .8 0 ' 
0.8 0 
0.8 0 
( sample sizes of n = 100 and n = 25, 1000 replications ). True loadings = 
0 0 .6 
0 0.6 
\_ 0 0.6) 
Means of the percentage of Mean of Mean of Number 
Sigma loadings for replications with proportion Chi- of P-
(J SD n factor l and correct# of variances square values 
factor 2 eigenvalues 2':l.0 explained statistics <0.05 
Fl F2 
1.0 1.0 100 0.58 0.09 95 0.22 0.16 3.8 39 
0.56 0.08 
0.56 0.06 
0.08 0.45 
0.06 0.43 
0.09 0.50 
25 0.46 0.19 65 0.27 0.20 3.10 13 
0.48 0.18 
0.45 0.16 
0.16 0.32 
0.19 0.33 
0.17 0.34 
0.5 0.71 JOO 0.74 0.03 100 0.29 0.22 3.92 51 
0.72 0.02 
0.71 0.04 
0.04 0.61 
0.03 0.62 
0.02 0.62 
25 0.60 0.16 95 0.32 0.25 3.53 30 
0.59 0.15 
0.60 0.16 
0.17 0.48 
0.18 0.47 
0.17 0.49 
0.25 0.5 100 0.81 0.02 100 0.36 0.31 4.43 72 
0.82 0.02 
0.81 0.02 
0.03 0.73 
0.01 0.74 
0.03 0.75 
25 0.68 0.16 99 0.38 0.31 3.92 48 
0.68 0.16 
0.67 0.16 
0.16 0.60 
0.18 0.59 
0.17 0.59 
• When n = 25, SE of the estimated loadings is about 0.34-0 .39 
• When n = 100, SE of the estimated loadings is about 0.17-0.25 
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Table 25: The results of factor analysis for 2 common factors from standard normal distribution 
and with Poison noise with different SD's, with 1 factors fit in the model. 
0.8 0 
0.8 0 
0.8 0 ( sample sizes of n = 100 and n=25 , 1000 replications) .True loadings= 
0 
0 
0.6 
0.6 
0 0.6 
percentage of Mean of Mean of Number of 
Sigma replications with proportion Chi-square P-values<0.05 
a SD n correct# of variances statistics (out of 1000) 
eigenvalues 2'. 1.0 explained 
l.O 1.0 100 97 0.21 26.58 848 
25 70 0.27 11.27 132 
0.5 0.7 100 100 0.29 54.6 997 
25 95 0.33 16.9 465 
0.25 0.5 100 100 0.37 108.8 1000 
25 99 0.40 29.63 903 
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Tables 26-29:The results of factor analysis for 1 factor from standard normal distribution 
and with lognormal noise with different SD's, with 1 factor fit in the model. (sample sizes of 
n = 100 and n=25 ,1000 replications) 
T bl 26 T a e rue oa mgs = ( 0 8 ... 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2'.1.0 explained <0.05 
0.7 1.0 100 0.63 90 0.40 8.74 66 
0.62 
0.61 
0.62 
0.62 
0.64(.10) 
25 0.63 50 0.45 9.1 66 
0.66 
0.65 
0.63 
0.64 
0.65 (.20) 
0.6 0.8 100 0.72 100 0.52 8.8 58 
0.71 
0.71 
0.71 
0.74 
0.72 (.08) 
25 0.72 80 0.54 8.87 62 
0.72 
0.72 
0.70 
0.73 
0.74 (.15) 
0.43 0.5 100 0.85 100 0.72 9.08 57 
0.84 
0.85 
0.85 
0.84 
0.85 (.04) 
25 0.85 99 0.73 9.16 54 
0.85 
0.86 
0.85 
0.85 
0.84 (.08) 
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Table 27: True loadings= ( 0.7 ... 0.7)T 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
CT noise loadings eigenvalues 2::1.0 explained <0.05 
0.7 1.0 100 0.57 90 0.34 8.77 58 
0.60 
0.55 
0.57 
0.61 
0.55 (.11) 
25 0.60 50 0.40 8.76 60 
0.59 
0.57 
0.61 
0.59 
0.59 (.21) 
0.6 0 .8 100 0.68 100 0.46 9.1 56 
0.68 
0.67 
0.68 
0.66 
0.67 (.08) 
25 0.70 60 0.49 9.43 78 
0.67 
0.68 
0.67 
0.68 
0.67(.17) 
0.43 0.5 100 0.82 100 0.67 9.18 62 
0.82 
0.82 
0.82 
0.80 
0.81(.05) 
25 0.81 95 0.67 9.28 61 
0.81 
0.81 
0.81 
0.81 
0.80( .10) 
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T bl 28 a e :True oa mgs= ( 0 6 ... 0. 
Means of the percentage of Mean of Mean of Number 
SD of estimated replications with proportion Chi-square of P-
sigma the n loadings correct# of variances statistics values 
(J noise eigenvalues 2:1.0 explained <0.05 
0.7 1.0 100 0.51 95 0.28 9.06 56 
0.54 
0.50 
0.56 
0.52 
0.50 (.11) 
25 0.53 20 0.35 8.68 47 
0.51 
0.57 
0.54 
0.55 
0.54 (.24) 
0.6 0.8 100 0.62 98 0.38 9.02 48 
0.59 
0.61 
0.59 
0.62 
0.60 (.09) 
25 0.59 45 0.42 8.38 41 
0.64 
0.64 
0.62 
0.61 
0.62 (.20) 
0.43 0.5 100 0.77 100 0.61 9.03 53 
0.78 
0.77 
0.78 
0.78 
0.79 (.05) 
25 0.76 95 0.60 9.01 54 
0.78 
0.76 
0.78 
0.77 
0.77 (.12) 
T bl 29 T a e rue oa mgs = (05 ... 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
CJ noise loadings eigenvalues 2'.l.0 explained <0.05 
0.7 1.0 100 0.49 40 0.24 9.16 74 
0.42 
0.44 
0.48 
0.50 
0.47 (.14) 
25 0.47 10 0.29 8.22 33 
0.45 
0.46 
0.46 
0.46 
0.47 (.28) 
0.6 0.8 100 0.55 70 0.30 9.25 58 
0.54 
0.53 
0.54 
0.52 
0.54( .11) 
25 0.59 25 0.36 9.04 57 
0.54 
0.56 
0.55 
0.56 
0.55 (.22) 
0.43 0.5 100 0.73 100 0.52 9.17 50 
0.71 
0.71 
0.71 
0.72 
0.73 (.06) 
25 0.71 80 0.52 9.18 57 
0.71 
0.71 
0.71 
0.70 
0.69 (.15) 
Table 30:The results of factor analysis for 2 common factors from standard normal distribution 
and with lognormal noise with different SD's, with 2 factors fit in the model. 
/0.8 
0.8 
0.8 
( sample sizes of n = 100 and n = 25, 1000 replications ).true loadings= 
0 
percentage of Mean of 
Sigma Means of the loadings replications proportion 
a SD n for factor 1 and with correct # of variances 
factor 2 eigenvalues explained 
2:1.0 Fl F2 
0.7 1.0 100 0.53 0.09 100 0.22 0.17 
0.53 0.10 
0.53 0.12 
0.10 0.43 
0.11 0.43 
0.10(.28) 0.44 (.25) 
25 0.45 0.19 70 0.28 0.21 
0.45 0.19 
0.48 0.20 
0.20 0.34 
0.19 0.33 
0.21(.40) 0.36 (.36) 
0.6 0.8 100 0.64 0.07 JOO 0.27 0.21 
0.64 0.06 
0.66 0.07 
0.07 0.55 
0.06 0.55 
0.08( .23) 0.57 (.23) 
25 0.59 0.15 80 0.31 0.24 
0.60 0.15 
0.57 0.14 
0.14 0.43 
0.15 0.46 
0.17(.37) 0.47 (.36) 
0.43 0.5 100 0.82 0.04 JOO 0.37 0.30 
0.82 0.06 
0.81 0.06 
0.05 0.74 
0.05 0.75 
0.05(.18) 0.72( .17) 
25 0.69 0.14 99 0.38 0.31 
0.70 0.15 
0.70 0.14 
0.16 0.61 
0.15 0.61 
0.15(.36) 0.62 (.33) 
** The SE's of the estimated loadings are about 0.18~0.28 when n = 100 
** The SE's of the estimated loadings are about 0.36~0.40 when n = 25 
0 
,o 
Mean of 
Chi-
square 
statistics 
2.34 
3.29 
3.8 
3.43 
3.9 
3.8 
0 
0 
0 
0.6 
0.6 
0.6) 
Number 
of P-
values 
<0.05 
20 
27 
42 
17 
49 
41 
44 
Table 31: The results of factor analysis for 2 common factors from standard normal distribution 
and with Lognormal noise with different SD 's, with 1 factors fit in the model. 
0.8 0 
0.8 0 
0.8 0 ( sample sizes of n = 100 and n=25 ,1000 replications) .True loadings= 
0 
0 
0.6 
0.6 
0 0.6 
percentage of Mean of Mean of Number of 
Sigma replications with proportion Chi-square P-values<0.05 
()' SD n correct# of variances statistics (out of 1000) 
eigenvalues 2'. 1.0 explained 
0.7 1.0 100 97 0.22 29.4 867 
25 60 0.29 12.5 195 
0.6 0.8 100 100 0.27 47 .8 990 
25 90 0.32 16.8 460 
0.43 0.5 100 JOO 0.38 109.9 1000 
25 99 0.41 29.6 897 
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Table 32: The results of factor analysis for l factor from Uniform distribution and with discrete 
noise with SD (-1,0,1), with l factor fit in the model. 
Means of percentage of Mean of Mean of Number 
SD of the replications with proportion Chi-square of P-
sigma the n estimated correct# of variances statistics values 
(J noise loadings eigenvalues 2'.l.0 explained <0.05 
100 0.70 100 0.48 9.0 48 
0.69 
0.69 
0.8 0.68 
0.8 0.68 
0.8 0.68 (.06) 
0.8 25 0.69 75 0.49 8.9 52 
0.8 0.69 
0.8 0.69 
0.68 
0.67 
0.68 (.13) 
100 0.64 100 0.41 9.2 54 
0.65 
0.64 
0.7 0.63 
0.7 0.61 
0.7 0.63 (.07) 
0.7 25 0.65 55 0.42 8.5 31 
0.7 0.63 
0.7 0.63 
0.62 
0.64 
0.64 (.15) 
100 0.59 97 0.35 8.8 40 
0.58 
0.59 
0.6 0.56 
0.6 0.58 
0.6 0.58 (.08) 
0.6 25 0.57 40 0.36 8.7 41 
0.6 0.58 
0.6 0.58 
0.58 
0.56 
0.57 (.19) 
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Table 33: The results of factor analysis for 2 factors from Uniform distribution and with discrete 
noise with SD (-1,0,1), with 1 or 2 factors fit in the model. 
/0.8 0 
0.8 0 
0.8 0 
True Loadings = 
0 0.6 
0 0.6 
,o 0.6) 
percentage Mean of Mean of Number 
Number Number of propor Chi of P-
Of true of n replications tion square values 
factors factors Means of the loadings for with variances statistics <0.05 
fit in factor l and factor 2 correct# of explained 
eigen 
values 2 
1.0 
2 2 100 0.62 0.04 100 0.24 0.18 3.8 41 
0.64 0.05 
0.63 0.04 
0.05 0.54 
0.05 0.54 
0.04 (.20) 0.53 (.20) 
25 0.57 0.16 80 0.28 0.22 3.3 28 
0.56 0.45 
0.55 0.13 
0.17 0.43 
0.14 0.15 
0.13 (.34) 0.41 (.34) 
2 l 100 0.64 99 0.24 33.7 961 
0.66 ~ 0.67 0.06 
0.04 
0.03 (.17) 
25 0.54 70 0.29 13.2 228 
0.55 
0.55 ~ 0.12 0.13 
0.12 (.36) 
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Discussions and Conclusions 
One factor model with 1 true common factor: 
From tables 1-4, we see that in one factor model with l true common factor for normal 
noise with different SDs , the accuracy of the estimated loadings were affected by the true loadings , 
the SD of the noise and the sample size n. For example, when the true loadings are (0.6 0.6 0.6 
0 .6 0.6 0.6)T, when SD = 0.8, the mean values of the estimated loadings were very close to the 
"true" ones; but when the SD was larger, say SD = 1.0, the loadings were underestimated, with the 
mean values equal to ( 0.50 0.52 0.52 0 .53 0.50 0.51?, when n =100. When the SD became 
smaller, say SD = 0.5, the loadings were overestimated, with the mean values equal to (0.76 0.76 
0.76 0.76 0.77 0.77)T when n=lO0. For other known loading matrices we tried , such as (0.8 0.8 
0.8 0.8 0.8 0 .8?, (0.7 0.7 0.7 0.7 0 .7 0 .7)T, (0.5 0.5 0 .5 0 .5 0.5 0.5? , we see that the 
relationship between the SD of the noise and the mean of the estimated loadings was much as 
described above, although the exact value of the SD at which we could obtain largely unbiased 
estimations was not readily determined . In the simulations where the loading matrix was fixed, for 
exa mple, L= (0.8 0.8 0.8 0.8 0.8 0.8? for each observed variable, and for fixed sample size, 
then when the SD of the noise became smaller, the standard errors of the estimated loadings were 
also smaller, as might be expected. Instead , when the SD of the noise was fixed , while the sample 
size n changed from 100 to 25, the standard errors of the estimated loadings were about doubled , 
as also might be expected if a square-root of sample size relationship (approximately) holds. 
We also see that the percentage of replications with the correct number of eigenvalues 
greater than or equal to 1 varied with the choice of the true loadings, the SD of the noise , and 
especially with the sample sizes. For large size sample, n = 100, most of the percentages were 
greater than 60%~ 70%, so this simple method for choosing as many factors to fit as there are 
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eigenvalues of 1 or more might be used effectively to reach the correct conclusion on the number 
of common factors in the models . However , for small sample size, n = 25, the percentage of times 
the "eigenvalue" test correctly identified the right number of factors to use was much lower, 
especially when the SD of the noise was large. Thus, it is not always a good idea to determine how 
many common factors there are in the model from the number of eigenvalues greater than or equal 
to 1. 
From tables 8-11, tablesl4-17, tables 20-23, and tables 26-29, a similar conclusion could be 
drawn for all other non-normal noise distributions examined in this project. 
We also noticed that when the true loadings were the same, with different noise 
distributions, normal or non-normal , and the same SD, the mean values and the standard errors of 
the estimated loadings in these simulations were very close (almost the same), and this was also 
true for the proportion of variance explained, and the percentages of replications with the cotTect 
number of eigenvalues greater than or equal to 1 were at the similar levels too. This suggests that 
the distribution of the noise did not impact the estimations in this situation. The robustness of 
factor estimation for the non-normal simulated noise data was remarkable. 
As to the number of P-values<0 .05, for n = 100 and n = 25, we see that the type I errors 
were about 30-60 out of 1000 for normal noise cases, 30 - 70 for exponential, lognormal, poison 
and the discrete uniform noise cases, all less than 100 out of 1000. These results were satisfying, as 
the rate of acceptance of the null hypothesis was reasonably close to the nominal 95%, when the 
true number of common factors was equal to 1. This suggested that in this case, the robustness of 
MLE method for non-normal noise data was strong. The only exception was for the Gamma 
distribution noise when the SD was small, for example , when the SD = 0.5, the type I etTors 
exceeded 100 and were as high as 151 out of 1000 when the loadings were (0.7 0.7 0.7 0.7 0.7 
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0.7)T. This perhaps indicated that the robustness of one factor model with one true common factor 
to Gamma noise was not very good, especially for small sample situations. 
Two factor model with two true common factors: 
From Tables 5 and 6, similar to the one factor model with one true common factor, in two 
factor models with two true common factors for the normal noise with different SDs , the closeness 
of the estimated loadings to the true loadings were also affected by the true loadings, the SD of the 
noise and the sample size n: in the simulations with the same true loadings, when the SD was 
large, the loadings were underestimated ; when the SD was small, the loadings were overestimated, 
and the smaller sample size simulation with n = 25 produced standard errors twice those for n = 
100 for the estimated loadings, when the true loadings and the SD were held fixed. In this case, 
the percentage of replications with the correct number of eigenvalues greater than or equal to l 
were all above 60%, which indicated that we might again use this simple test for to dete1mine how 
many common factors there are in the factor models. 
The same conclusions as above can be drawn from Table 12: normal factors with 
exponential noise distribution, Table 18 with Gamma, Table 24 with Poison, Table 30 with 
Logno1mal noise and Table 33 with uniform factors and with discrete uniform noise. 
As in the simulations of the I-factor model with l true common factor, for n=25 or n=lO0, 
in the simulations of the 2-factor model with 2 true common factors, where the loadings and the 
SD of the noise were fixed but the distribution of the noise was different, the mean values of the 
estimated loadings were also very close to each other with the standard errors in the same range, 
and it is also noteworthy that the proportion of variance explained were at a high level. In this 
case, for all normal and nor-normal noises, we see that the type I error rates were less than 100, 
from about 15 to 80, out of 1000 replications , and there were no large differences between the 
number of significant P _ values in normal and non-normal noise distributions . 
From the above observations, we can say that, in this case, the robustness of factor analysis 
when the noises are not normal was also very strong, even for the small sample size situations. 
One factor model with two true common factors: 
0.8 0 
0 .8 0 
0.8 0 
With the true loadings fixed equal to , we have the following results. 
0 0.6 
0 0.6 
0 0.6 
From Table 7, the tabulated results of factor analysis for 2 common factors from the 
standard normal distribution with normal noise, with l factor fitted in the model, we see that even 
in the large sample situations (n=lO0), the mean power was not 100% when the SD of the noise 
was relatively large: when SD=l.0, the power was 838 out of 1000 ; when SD= 0.8, the power was 
987 out of 1000. When the SD decreased a little bit more , we achieved 100% power for the model. 
For small sample situations (n = 25), the endurance of the model powers was get worse: when the 
SD = 1.0, the power was 121 out of 1000; when SD = 0.8, the power was 304 out of 1000, and 
only 900 out of 1000 when SD decreased to 0.5 . 
Therefore, we can say that the endurance of the model power is weak, especially for small 
sample situations. From Table s 13, 19, 25, 3land 33, we had the same conclu sion for the discrete 
and non-normal simulated data . 
When comparing the powers obtained from the models with normal and non-normal noise 
distributions, we noticed that the powers were almost at the same level for the same sample size 
situations when the SD ' s of the noises were the same. For example, when we set SD = 1.0 for 
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every noise distribution, the power was 838 out of 1000 in normal n01se case, 872 in the 
Exponential case, 811 in the Gamma case, 848 in Poison case , and 867 in the Lognormal case 
when n = 100. As in the 2 factor model with two true common factors, the percentages of 
replications with correct number of eigenvalues greater than or equal to 1 were all above 60% too , 
and we could use the eigenvalue test to determine how many common factors there were in the 
models in a majority of samples, regardless of noise distribution. 
In conclusion, for a I-factor model with two true common factors, there was good power at n 
= 100, but poor power at n = 25 unless the SD was small. 
Conclusions: 
From the above discussions about the three kinds of factor models we simulated, we can 
conclude that, first, the SD of the simulated noise had an important impact on the results of factor 
analysis, for normal common factors with normal or non-normal noise situations. For estimation of 
the loadings from the simulated model correctly fitted with the true number of the common factors, 
in general, the estimated loadings were underestimated for large SD , and overestimated for small 
SD , but it was not obvious which value of the SD would result in "unbiased" estimation because it 
also depended on the "true" loadings of the model. Additionally, the endurance of the power of the 
model fitted with the number of common factors one less than the true number of common factors 
was not strong for small n-size , the power decreased quickly with only a small increase in the SD 
of the noise. 
On the other hand, the distribution of the noise did not seem to have much impact on the 
results of factor analysis and inference even when it was non-n01mal or discrete. As a whole, for 
the data from a normal common factor population but with non-normal noise, the robustness of 
factor analysis and inference using MLE method was remarkab le. When the SD of noise and the 
sample size were fixed with the same true loadings, the means and even the standard deviations of 
the estimated loadings, the proportion of variance explained, the percentage of replications with a 
correct number of eigenvalues greater than or equal to 1, the range of the type I errors for models 
fitted with the true number of common factors, or the power of the models fitted with l less than 
the true number of common factors in the factor model with normal noise were close to or at the 
same level as those in the factor models with non-normal distribution noise. The robustness to the 
data from exponential, lognormal, and poison noise distributions was excellent for all the 
simulated situations, for Gamma noise, the robustness of the chi-square test was not as good as for 
the other distributions when a one factor model was fitted with one true common factor in the 
population in the small size sample setting, but still very strong for other types of models . For 
discrete uniform data with discrete uniform noise, the robustness of factor analysis and inference 
was also good. 
Also, from all the simulations we did, the results were better for the large sample models 
than that for the sma ll sample ones. Thus, in practice, we should use reasonable large sample to do 
analysis if all possible to get satisfyi ng results. 
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