

















Der Asynchronous Transfer Mode (ATM) stellt die zuk

unftige und einheitliche Basis-
technologie f

ur das Breitband{ISDN dar. Da nahezu alle wesentlichen Protokollfunktionen





VLSI{Schaltkreise gegeben werden. Eine Systematisierung und Einordnung vorhandener
ATM{Chips hinsichtlich ihrer Leistungsf

ahigkeit und ihres Funktionsumfangs erfolgt in
Hinblick auf das sogenannte B{ISDN{Referenzmodell. Dieses Schichtenmodell deniert
die notwendigen Protokolle und Schnittstellen f

ur den Asynchronous Transfer Mode. Zum
grundlegenden Verst

andnis wird einleitend eine kurze Einf






ATM stellt zur Zeit eine der zukunftstr

achtigsten Netzwerkarchitekturen dar. Die Wurzeln
von ATM liegen im Weitverkehrsbereich (X.25{Technik), in welchem Telefongesellschaften f

ur
unterschiedliche Telekommunikationsdienste (Daten, Sprache, Bewegtbilder) unterschiedlich
spezialisierte Netze anbieten. Um dem wachsenden Bedarf an integrierter Breitbandkommu-
nikation Rechnung zu tragen, wurde das sogenannte B{ISDN (Broadband Integrated Services
Digital Network) entwickelt. Das B{ISDN gew

ahrleistet die Vereinigung aller Daten in ei-
nem einheitlichen digitalen Netz mit ausreichender Leistungsf

ahigkeit (Bandbreite) und einer
einheitlichen Dienstzugangstechnologie. Da mittels ATM alle m

oglichen Dienste, einschlie-

















ahrleistet eine relativ einfache Anpassung an bestehende Netzwerk-
technologien (Ethernet, FDDI) und somit einen sicheren Migrationspfad und zukunftssichere
Investitionen.
1.1 Grundlagen von ATM
ATM ist eine verbindungsorientierte Paketvermittlungstechnik. Zur Daten

ubertragung wer-
den aus den zu





ange gebildet. Jeder Block
1
Commite Consultatif International Telegraphique et Telephonique
1
2wird mit einer zus






anzt. Eine ATM{Zelle hat einen Umfang von 53 Byte und besteht aus einem
Senderahmen (Nutzdaten) von 48 Byte und einem 5 Byte groen Header (Abb. 1).








ATM stellt ein kombiniertes, asynchrones Vermittlungs- und Multiplexverfahren, basierend
auf dem Prinzip des Asynchronous Time Division Multiplexing (ATD), dar. Das heit, ein-




onnen je nach Bedarf belegt werden. Auf-
einanderfolgende Zellen einer zu








ubertragen. Sind keine Nutzerinformationen zu

ubertra-
gen, dann werden speziell markierte Leerzellen gesendet. ATM wandelt sowohl kontinuierliche


















onnen mehrfach ausgenutzt werden, indem aus
mehreren unterschiedlichen Datenstr













ome mit unterschiedlichen Bitraten, d.h. zur

Ubertragung von Steuer-, Nutz-, Audio- und Videodaten (multimediale Anwendungen).




aten) in Form virtu-
eller Pfade bereitgestellt. Ein virtueller Pfad repr

asentiert eine Gruppe virtueller Kan

ale. Mit
Hilfe spezieller Routing{Verfahren wird beim Aufbau einer Verbindung zuerst der geeignete
Pfad ausgew

ahlt. Danach wird ein Teil der vorhandenen Bandbreite des Pfades als virtueller
Kanal belegt. Der Header einer ATM{Zelle enth

alt den virtuellen Kanal zu dem eine Zelle
geh

ort und mit dessen Hilfe sie vermittelt wird. Der virtuelle Kanal wird entweder mit der
virtuellen Kanalkennung (Virtual Channel Identier, VCI) oder der virtuellen Pfadkennung
(Virtual Path Identier, VPI) oder mit beiden

uber ein gemeinsames physisches Medium
geschaltet. Die Anforderung und Belegung der ben

otigten Netzwerkressourcen erfolgt dyna-
misch

uber einen getrennten virtuellen Signalisierungs{Kanal in Abh

angigkeit von den zu

ubertragenden Datenmengen.
Ein ATM{Netz besteht im allgemeinen aus den Breitband

ubertragungswegen, den Netzknoten










Abbildung 2: Asynchronous Time Division Multiplexing (ATD)
TK{Anlage oder sogar eine ganze DV{Infrastruktur eines Unternehmens sein. Die ATM{
Netzknoten, sogenannte Switches,

ubernehmen die Vermittlung der Zellen. Daraus ergeben
sich in einem ATM{Netz zwei wesentliche Schnittstellen:
 das User Network Interface (UNI) als Netzzugangs{Schnittstelle zwischen einem ATM{
Endsytem und einem ATM{Netzknoten und










Abbildung 3: Schnittstellen in einem ATM{Netz
Dar

uber hinaus wird noch zwischen

oentlichen und privaten ATM{Netzen unterschieden.
Ein privates ATM-Netz wird

uber ein Public{UNI an ein

oentliches ATM{Netz gekoppelt.
Mit Hilfe eines Private{UNI werden private Endsysteme an private ATM{Netze angebunden.
Die UNI{Spezikation befat sich mit den physikalischen Anschl

ussen, der ATM{Zellstruktur,





ur das NNI befat sich neben der Signalisierung haupts

achlich mit der Wegewahl
in ATM{Netzen. Beide Protokollformate unterscheiden sich in den ersten vier Bits, die bei
ATM{Zellen des UNI{Formats als Generic Flow Control (GFC) bezeichnet werden (Abb. 4).
In ATM ist keine explizite Medium{Zugriskontrolle (Media Access Control, MAC), wie z.B.
bei Ethernet mit CSMA/CD (Carrier Sense Multiple Access/Collision Detection), vorgese-
hen. Aus diesem Grund kann es in den Vermittlungsstellen zum Stau von Zellen aufgrund von
4HeaderInformationsteil (Payload)
Bits1 1 481628
GFC:  Generic Flow Control
VPI:    Virtual Path Identifier
VCI:    Virtual Channel Identifier HEC:  Header Error Correction
RES:  Reserved
CLP:  Cell Loss Priority








Abbildung 4: UNI{ und NNI{Zellformat

Uberlastung der Warteschlangen in den Switches kommen. Die
"
Verkehrsgestaltung\ (Trac
Shaping) erfolgt mit Hilfe eines Netzlastvertrages (Trac Contract), der zwischen Endsystem
und Netzknoten anhand von Parametern im Zellkopf (GFC) ausgehandelt wird. Rate Con-





Angabe der Cell Loss Priority im Header erm

oglicht es dem Benutzer, gegen

uber dem Netz




1.2 Einordnung in das OSI{Referenzmodell
Die Spezikation von ATM ist

ahnlich dem OSI{Schichtenmodell strukturiert, jedoch ist eine
direkte Abbildung nicht m

oglich. ATM besteht im wesentlichen aus drei Schichten. Abbildung
5 zeigt die drei Schichten des sogenannten Breitband{ISDN Referenzmodells, die physika-
lische Schicht (Physical Layer), die ATM{Schicht (ATM{Layer) und die Anpassungsschicht
(ATM Adaption Layer). Wie aus Abbildung 5 ersichtlich, wird das Referenzmodell nochmal in
drei Ebenen unterteilt: die Anwenderebene zum Transport von Anwenderdaten (User Plane),
die Steuerungsebene zum Transport von Signalisierungs{ und Steuerinformationen (Control
Plane) und die Verwaltungsebene(Managment Plane) mit deren Hilfe Verwaltungsaufgaben
realisiert werden.
Allgemein kann man ATM den unteren drei Schichten des OSI{Referenzmodells zuordnen.
Die physikalische Schicht des ATM{Modells entspricht in etwa der Schicht 1 (Physical Layer)
des OSI{Referenzmodells. Die ATM{Schicht kann der Sicherungsschicht (Data Link Layer)
des OSI{Referenzmodells zugeordnet werden. Die ATM{Anpassungsschicht dient lediglich als
Anpassung an diverse h





oheren OSI{Schicht, der Netz-
werkschicht (Network Layer), zugeordnet. Diese Zuordnung ist nicht ganz unproblematisch, da
5beispielsweise die ATM{Schicht durchaus Funktionen der Sicherungsschicht ausf

uhrt, aber die
End{zu{End{Vermittlung, die auch durch die ATM{Schicht erbracht wird, im OSI{Referenz-
modell auf Schicht 3 angeordnet ist. Streng genommen erf

ullen auch die AAL{Typen keine
Funktionalit

at der Netzwerkschicht und m

uten daher eher der Schicht 4 (Transport Layer)
des OSI{Referenzmodells zugeordnet werden. Unterschiedliche Vorschl

age und Standards zum
Betrieb von IP (OSI{Schicht 3) bzw. TCP (OSI{Schicht 4)

uber ATM rechtfertigen aber die
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Abbildung 5: B{ISDN Referenzmodell
Um die breite Palette verf

ugbarer integrierter Schaltkreise f

ur ATM systematisieren zu k

on-
nen, unterscheidet man, basierend auf dem ATM{Referenzmodell, zwischen Controllern zur
Unterst






aigerweise wird innerhalb der ATM{Schicht zwischen Vermittlung
und Endger

at unterschieden. Im folgenden soll der Funktionsumfang der einzelnen Schich-














oe des ATM{Zellformats nicht ausnutzen. Die ATM{Anpassungsschicht (ATM Adapti-
on Layer)

ubernimmt die Aufgabe der Anpassung und Umsetzung von Daten und Infor-
mationen aus h

oheren Protokollschichten, d.h. von der Applikation, auf die ATM{Schicht.
6Die Anpassungsschicht sorgt sendeseitig f

ur die Bildung (Segmentation) der 48 Byte groen
Senderahmen aus gr






uckgewinnung von Informationen (Reassembly). Um den Anforderungen unterschiedlicher
Applikationen (asynchroner Datentransfer, isochrone Echtzeit{Anwendungen) an das Kom-
munikationssystem gerecht zu werden, geschieht die Anpassung anhand von vier denierten
Dienstklassen. Da die AAL{Schicht dienstspezisch ist, leiten sich daraus unterschiedliche
AAL Diensttypen ab (Abb. 1).
Dienstklassse Klasse A Klasse B Klasse C Klasse D




Typ 1 Typ 2
Typ 3/4
(AAL{Typ) Typ 5





ur die einzelnen AAL Typen sind:
 Typ 1: Sprach- und Videokommunikation mit konstanter Bitrate (z.B. PCM{kodierte
Sprachkommunikation, HDTV),
 Typ 2: Videokommunikation mit variabler Bitrate (z.B. Abruf von Bewegtbildern, ver-
teilte Bilddatenbanken),
 Typ 3/4: verbindungsloser oder verbindungsorientierter Datentransfer (z.B. LAN{Pro-
tokolle, LAN{LAN{Kopplung, Abruf von Datenbanken),
 Typ 5: wie Typ 3/4, nur mit vereinfachter Fehlerkontrolle und -korrektur.
Zur Erf

ullung der Aufgaben werden innerhalb der Anpassungsschicht zwei weitere Unter-
schichten unterschieden, die Konvergenzunterschicht (Convergence Sublayer, CS) und die
darunterliegende Segmentation and Reassembly (SAR) Schicht. Die Konvergenzunterschicht,
als dienstabh

angige Schicht, bestimmt den Dienst des Zugrispunktes (Service Access Point,
SAP). Zwischen beiden Teilschichten existieren keine weiteren SAPs, so da f

ur die unter-
schiedlichen Diensttypen unterschiedliche Zugrispunkte existieren. Weiterhin kann sich die
Konvergenzunterschicht in weitere Teilschichten untergliedern. So kann bei AAL Typ 3/4 und
Typ 5 zwischen einer allgemeinen (Common Part Convergence Sublayer, CPCS) und einer
dienstabh

angigen Konvergenzunterschicht (Service Specic Convergence Sublayer, SSCS) un-
terschieden werden. Auf die konkreten Aufgaben dieser Teilschichten soll aber nicht weiter
eingegangen werden, da sie speziell f

ur diese Diensttypen notwendig sind.
Hinsichtlich des Zugangspunktes zum ATM{Netz sind zwei grunds

atzliche Varianten zu un-
terscheiden: einerseits der direkte Zugri eines Endger

ates auf das ATM{Netz

uber einen





Ubergang zum ATM{Netz mit Hilfe einer sogenannten Interworking
Unit.
7Im ATM{Adapter werden die Nutzerdaten mit Hilfe des SAR{Controllers direkt auf das
ATM{Zellformat abgebildet. Ein SAR{Controller stellt ein User Network Interface dar und
erbringt mindestens folgende Funktionen:
 Erzeugen von AAL{Senderahmen aus den Nutzdaten entsprechend der gew

ahlten AAL,





 Reassemblierung des AAL Rahmens aus dem Payload-Feld der ATM{Zellen,
 Extrahierung der Nutzdaten aus den AAL{Rahmen,












uber hinaus werden durch Controllerschaltkreise f

ur die Anpassungsschicht folgende Auf-
gaben aus der ATM{Schicht

ubernommen:
 Verkehrsgestaltung des ATM{Zellenstromes (Trac Shaping) durch Leaky Bucket Al-
gorithmus (Sicherstellung einer Mindestbandbreite),
 Verwaltung der virtuellen Kan

ale (VCI/VPI),















Ein SAR{Controller beinhaltet sowohl Funktionen der Anpassungsschicht, als auch Funktio-
nen der ATM{Schicht. Der Datenaustausch eines SAR{Controllers mit einem Physical Layer
Controller erfolgt

uber eine einheitliche Schnittstelle, der sogenannten UTOPIA{Schnittstelle
2
Das CRC{Feld (Cyclic Redundancy Check Code) dient zur Erkennung von Bitfehlern innerhalb der SAR{
Dateneinheit.
8(Universal Test and Operation Interface for ATM). Diese Schnittstelle deniert zwei unidirek-
tionale Datenkan

ale (8 oder 16 Bit) sowie Steuerleitungen zwischen Sender und Empf

anger
(Abb. 6). Die Kopplung eines SAR{Controllers mit

ubergeordneten Schichten bzw. Instan-
zen erfolgt

uber einen externen Paket{RAM und DMA{Controller bzw.

uber einen internen
Speicher und speziellen Steuermechanismen.
Zur Zeit existieren zahlreiche kommerzielle Produkte f

ur AAL 3/4 bzw. 5, wie zum Bei-
spiel der FRED{Chipsatz von National Semiconductors, die TNETA SAR Devices
von Texas Instruments oder Chips

atze der Firma TranSwitch. Ein herausragendes Pro-
dukt ist der ATMizer von LSI Logic. Dieser Schaltkreis besitzt neben dem eigentlichen




3 Die ATM Schicht
Die ATM Schicht stellt der dar

uberliegenden ATM Anpassungsschicht einen transparenten
Ende{zu{Ende{Transportdienst zur Verf

ugung und ist somit in der Lage verschiedene Dienst-
typen zu bedienen. Die ATM Schicht setzt auf der physikalischen Schicht auf und sorgt f

ur
den abschnittsweisen Transport der ATM{Zellen entsprechend der Steuerungsangaben im





ur diese Ebene angeboten werden, nden sich in der Regel in Netzeinrich-
tungen wieder und

ubernehmen Aufgaben der Zellvermittlung. Der Zugangsukontrollme-
chanismus (Connection Admission Control, CAC) am User Network Interface kann bereits
in SAR{Controllern erbracht werden. Dieser Mechanismus entscheidet beim Verbindungsauf-
bau, d.h. beim Abschlu eines Verkehrsvertrags zwischen Endsystem und dem Dienstanbieter








onnen ATM{Vermittlungsstellen, ATM{Cross{Connects aber auch Kon-
zentratoren sein. In Vermittlungsstellen erfolgt eine komplette Auswertung der Addressinfor-
mationen (VPI und VCI) des ATM{Zellkopfes. Zur Geschwindigkeitsanpassung der verschie-
denen Verbindungen werden die ATM{Zellen gepuert. ATM{Cross{Connects trennen den
Verkehr lediglich durch Auswertung des Wegeidentikators (VPI). Dadurch wird der Rechen-
aufwand der Vermittlungsstellen wesentlich gesenkt, sowie die Verz

ogerungszeit der Zellen im
Netz verringert. ATM{Cross{Connects stellen somit eine leistungssteigernde Komponente in
Backbone{Netzen und Netzen mit groer Knotenanzahl dar. Dieser Vorteil mu aber durch
einen erh

ohten Mehraufwand an Technik erkauft werden. ATM{Konzentratoren bearbeiten
das Routingfeld um eine B

undelung der Verbindungen zu erreichen. Verschiedene Verbindun-
gen mit geringen Bitraten werden an einen Konzentrator herangef

uhrt und entsprechend den




Die wesentlichen Aufgaben der ATM{Schicht sind:
 allgemeine Flusteuerung und Zugangskontrolle im Teilnehmerbereich,
 dienstunabh

angiger Transport von ATM{Zellen,
9 Multiplex{ und Demultiplex{Funktionen,
 Adressierung von virtuellen ATM{Verbindungen bzw. Kanalumsetzung in ATM{Ver-
mittlungsstellen mit Hilfe von VCIs und VPIs,
 Fehlerkontrolle im Zellenkopf.
Daraus wird ersichtlich, da die sog. ATM{Zellvermittlungseinrichtungen das wesentliche
Kernst

uck der ATM{Technologie darstellen. Charakteristische Parameter einer Vermittlungs-
einrichtung sind die Anzahl der Ports und deren

Ubertragungsraten, die Gesamtdurchsatzrate
des Systems, die Puertiefe sowie die damit verbundene Zellverlust{Wahrscheinlichkeit. Es
wird zwischen Bus{basierten Realisierungen und Matrixvermittlungen unterschieden. Letztes
Verfahren beruht meistens auf dem sogenannten Wormholerouting. Die Vermittlungsfunkti-
on wird hierbei vielfach von zwei getrennten Modulen erbracht. Erstes ist das sogenannte
Adretranslationsmodul, welches den Kanalidentikator (VCI) des ATM{Zellkopfes auswer-
tet. Unter Nutzung eines Assoziativspeichers oder durch Zugri auf einen RAM wird die
neue Routinginformation generiert. Weiterhin wird ein neuer Zellkopf f

ur den neuen Verbin-
dungsabschnitt erzeugt. Anhand der generierten Routinginformation wird die Zelle in der
Verbindungsmatrix zum richtigen Ausgangsport weitergeleitet. Diese Matrix, auch als Swit-











Abbildung 7: ATM{Zellvermittlung (Matrixvermittlung)
Die meisten Schaltkreise f







 blockierungsfreie Vermittlung von bis zu 16 parallelen bidirektionalen Ports mit Brutto{
Datenraten von je 155 MBit/s bzw. 622 MBit/s,
10
 Verwaltung von ca. 1000 Kanaleintr

agen in den Tabellen zur Adreumsetzung,
 mehrere Warteschlangen pro Port mit verschiedenen Priorit





 etwa 50 puerbare Zellen pro Port,
 Verkehrs






oere Vermittlungsstrukturen werden derzeit noch durch Kaskadierung einzelner Basis-
komponenten aufgebaut. Der von Phillips entwickelte PHAME{HSE erm

oglicht z.B. nur











ome mit 622 Mbps. Mit dem MB 86681 Enhanced
ATM Self Routing Switch Element und demMB 86689 Adress Translation Con-







an. Auf dem DAS 340 des Mikroelektronik{Anwenderzentrums Hamburg sind die
Matrix- und die Routingkomponente auf einem Chip vereinigt. Ein weiteres herausragendes






uber einen schnellen passiven ATM{Zellbus mit einem Gesamtdurchsatz von ca. 1 Gbit/s.
4 Die Physikalische Schicht






Ubertragungsmedium. ATM nutzt zur physischen Daten

ubertragung eine Vielzahl bereits
bestehender

Ubertragungsverfahren. Je nach dem eingesetzten Medium sieht ATM Transfer-
raten von 64 kBit/s bis zu mehreren Gigabit pro Sekunde vor. Aus der Sicht von ATM sind
hier keine Grenzen gesetzt, so da in naher Zukunft Geschwindigkeiten von 2,4 Gbit/s und




ugbar sind. Um mehre-
ren Verfahren gerecht werden zu k

onnen, teilt sich die Physikalische Schicht nochmal in zwei
Teilschichten auf, in eine mediumunabh

angige Konvergenzschicht (Transmission Convergence
Sublayer) und in eine mediumabh

angige Teilschicht (Physical Medium Dependant Sublayer).
4.1 Transmission Convergence Sublayer
Innerhalb dieser Teilschicht wird die standardisierte ATM{Zelle auf ein konkretes physikali-
sches

Ubertragungsverfahren abgebildet. Die Aufgaben sind unter anderem die Einpassung
und die Entnahme der Bits in die und aus den

Ubertragungsrahmen, sowie die Protokollkopf{
Fehlersicherung (Head Error Correction, HEC). ATM{Zellen werden zur

Ubertragung im
B{ISDN in sogenannte SONET{Frames gekapselt, um sie dann auf einem Backbone eines

oentlichen Netzes (z.B. der Telekom) zu transportieren.
SONET steht f










als Teil der sogenannten SDH
3
American National Standards Institute
4
Exchange Carrier Standards Association
11







schaften, deniert. Innerhalb der SDH wird die enorme Bandbreite groer Glasfaserkabel auf





Transport Signal Level N (STS{N) bezeichnet (Tabelle 2). Die korrespondierende Rate auf
optischem Level wird als Optical Carrier Level N (OC{N) bezeichnet, da jedes Bit einem opti-





Ubertragungsraten als STM{N (Synchronous Transport Module N) bezeichnet.
Zur Zeit existieren innerhalb von ATM Standards f

ur 155,52 MBit/s und 622,08 MBit/s.
ATM mit

Ubertragunsraten von 100 Mbit/s und weniger sind auch speziziert worden. Zum
Beispiel ist es m

oglich, ATM und FDDI

uber das sogenannte TAXI{Interface miteinander zu
verbinden. Weiterhin nden als

Ubertragungsverfahren innerhalb des Schmalband{ISDN die
Multiplexebenen der Plesiochronous Digital Hierarchy (PDH) Verwendung. Dar

uberhinaus
wurden vom ATM{Forum Verfahren zur direkten

Ubertragung von ATM{Zellen, d.h. ohne
Nutzung von standardisierten Rahmen, deniert.
ANSI Optical CITT Data Rate Payload Rate
Designation Signal Designation (Mbps) (Mbps)
STS{1 OC{1 51,84 50,112
STS{3 OC{3 STM{1 155,52 150,336
STS{12 OC{12 STM{4 622.08 601,344
STS{24 OC{24 STM{8 1244,16 1202,688






ur diese Teilschicht angeboten werden, erbringen folgende Funktionen:
 Zellratenentkopplung und Zellengrenzerkennung,
 Erzeugung und Auswertung der Header{Pr

ufung (Header Error Correction),
 Erzeugung und Auswertung von Steuerzellen f

ur die physikalische Ebene,
 Erzeugung der PDH{ bzw. SDH{Rahmen und Einbetten der ATM{Zellen,
 R

uckgewinnung der ATM{Zellen aus den

Ubertragungsrahmen,








4.2 Physical Medium Dependand Sublayer
Die Aufgabe der PMD{Teilschicht umfat die korrekte

Ubertragung und den korrekten Emp-





















gungsstandards mit 100 Mbps, 155 Mbps und 622 Mbps f

ur Glasfaserkabel. Daneben kann
ATM mit 155 Mbps

uber UTP{5 und mit 52 Mbps

uber STP{3 betrieben werden.
Schaltkreise, die f









 Leitungsmodulation und Taktr

uckgewinnung.
Einer der ersten Schaltkreise f

ur diese Teilschicht, der TAXI ChipsatzAM7968/7969 vonAd-
vanced Micro Devices, unterst






Neben der Implementierung der TAXI{Schnittstelle f

ur FDDI wird von diesem Chip die vom
FDDI{Standard








Lichtwellenleiter existiert neben den klassischen Schaltkreisen zur Unterst

utzung des STS{3
Standards eine groe Auswahl an Physical Layer Controller f












ullen neben den Funktionen der PMD{Schicht
gleichzeitig alle Aufgaben der medienunabh

angigen Teilschicht. Stellvertretend sei hier die
S/UNI{Schaltkreisfamilie der Firma PMC Sierra Inc. genannt, deren integrierte Control-
ler die gesamte Funktionalit

at von der UTOPIA{Schnittstelle bis hin zum optischen bzw.
magnetischen Transceiver abdecken. Daneben existieren zahlreiche Produkte zur Migration
und Integration vorhandener Netzwerkstrukturen in ATM, wie z.B. der Transceiver ML6672






ur alle Schichten des B{ISDN Referenzmodells werden derzeit VLSI{Schaltkreise angebo-
ten. Das weitaus gr

ote Angebot an Schaltkreisen existiert f

ur die Physikalische Schicht,
wobei die meisten der Systeme auf dem SONET STS{3 Standard mit 155 Mbit/s beru-
hen. Hingegen w

achst die Anzahl der Anbieter, die Schaltkreise mit Datenraten von 622









utzt. Ein weiterer Entwicklungstrend ist
die Unterst

utzung von mehreren Diensttypen durch SAR{Controller, indem ein kompletter
RISC{Prozessor auf dem Chip integriert wird. Damit k

onnen auch nicht{standardisierte Ad-
aptionsschichten unterst

utzt werden. Die meisten derzeit angebotenen SAR{Controller un-
terst








uber ATM sind derzeit noch nicht bzw. kaum verf

ugbar. Der Grund ist die noch nicht
abgeschlossene Standardisierung zur

Ubertragung von MPEG{2 Daten

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