The consequences of a fall on an elderly person can be diminished if the accident is attended 1 by medical personnel within the first hour. Independent elderly people use to stay alone for long 2 periods of time, being in more risk if they suffer a fall. The literature offers several approaches for 3 detecting falls with embedded devices or smartphones using a triaxial accelerometer. Most of these 4 approaches were not tested with the objective population, or are not feasible to be implemented in 5 real-life conditions. In this work we propose a Kalman-filter-based fall detection methodology that 6 includes a periodicity detector to reduce the false positive rate. Moreover, this methodology requires 7 a sampling rate of only 25 Hz, it does not require large computations or memory, and it is robust 8 among devices. We tested our approach with the SisFall dataset. Then, we validated it with a new 9 round of simulated activities with young adults and an elderly person achieving 99.4 % of accuracy.
Materials

84
We recently published a dataset with falls and ADL acquired with accelerometer (SisFall: Sistemic 85 research group fall and movement dataset [11] ). Here we use this dataset to train and test the proposed 86 approach. It was generated with 38 participants divided in elderly people and young adults. Twenty 87 three young adults performed five repetitions of 19 ADL and 15 fall types, while 14 participants over 88 62 years old performed 15 ADL. One additional participant of 60 years old performed both ADL and 89 falls. The dataset was acquired with a self-developed embedded device attached to the waist [14] .
90
The embedded device was based on a Kinets MKL25Z128VLK4 microcontroller with an ADXL345 91 accelerometer. The accelerometer was configured for ±16 G, 13 bits of ADC, and a sampling rate of 92 200 Hz.
93
A second device was developed for validating our methodology (Figure 1 ). This device consisted 94 of the same microcontroller and sensor used for SisFall, but it included a GPRS transmitter (to send 95 short text messages -SMS) that was activated if a fall was detected. As we did with the first device, 96 it was fixed with a homemade belt (see the supplementary videos of [11] ) to guarantee that it does 97 not move relative to the subject. It does not require to be completely vertical neither an additional 98 calibration once the subject wears it. Two additional validation tests were performed with this device:
100
•
Individual activities: Six young adults (subjects SA03, SA04, SA05, SA06, SA09, SA21) and one 101 elderly person (subject SE06) performed again three trials of all activities in SisFall (except D17,
102
getting in and out of a car, due to logistic issues).
103
• On-line tests: We gave the device to three elderly participants that were not part of SisFall dataset.
104
They used the device permanently for at least two days, except during sleep and shower (as the 105 device is not water-proof yet). We used three devices to guarantee the integrity of the system. were evaluated by a sports specialized physician.
Methods
Figure 2 shows a schematic of the proposed approach. 
where the first three states of x ∈ 4×1 are used for classification, and the fourth state x 4 removes 138 peaks from periodic signals (see Figure 3 , example with activity F05: jog, trip, and fall states P ∈ 4×4 , considering them as random variables with a Gaussian distribution: x = N (x, P).
150
The Kalman filter consists of five equations divided in two stages. The prediction stage of the
151
Kalman filter predicts the current value of the states and their variance solely based on their previous 152 values: 
where I 4 ∈ 4×4 is a (4 × 4) identity matrix. 
In practice, all computations in both the computer (Matlab, Mathworks) and the embedded device 170 were performed in bits and not in gravities to reduce the computational burden. 
Feature extraction and classification
178
The feature extraction consists of a non-linear feature composed of two widely used ones, the 179 sum vector magnitude and the standard deviation magnitude. The static sum vector magnitude is 180 computed as the root-mean-square (RMS) of the static acceleration with previous bias removal:
where the bias is rejected with differentiation.
182
The standard deviation magnitude is computed at each time step k over a 1 s sliding window of 183 the first three states of the Kalman filter:
, where N = 25 is the size 184 of the window (for a frequency sample of 25 Hz). This second feature is computed as follows:
where std(·) is the standard deviation operator. The size of the window is selected as the one that 
188
The same sliding window can be used to determine the current bias on the y axis: Finally, the classification stage is performed over an indirect feature: 
Results
211
Fall detection
212
We initially tested the performance of the proposed algorithm without detecting periodic activities. D02  D03  D04  D05  D06  D07  D08  D09  D10  D11  D12  D13  D14  D15  D16  D17  D18  D19  F01  F02  F03  F04  F05  F06  F07  F08  F09  F10  F11  F12  F13  F14 D02  D03  D04  D05  D06  D07  D08  D09  D10  D11  D12  D13  D14  D15  D16  D17  D18  D19  F01  F02  F03  F04  F05  F06  F07  F08  F09  F10  F11  F12  F13  F14 D02  D03  D04  D05  D06  D07  D08  D09  D10  D11  D12  D13  D14  D15  D16  D17  D18  D19  F01  F02  F03  F04  F05  F06  F07  F08  F09  F10  F11  F12  F13  F14 
213
Fall detection with periodicity detector
228
We then performed the same analysis but including the periodicity detector. The main purpose Every dataset has a limited number of repetitions per activity. SisFall for example contains only 236 one 1 minute repetition of walk per subject. However, it is expected that a walk will last more than 237 one minute, i.e., the possibility of failure is higher with activities that the subject performs regularly
238
(such as walking). Additionally, Figure 6 shows how the possibility of errors in other activities is lower
239
given their larger distance from the threshold. Figure 6 shows the same individual activity analysis of Figure 5 but with the periodicity detector 241 in J 1 . Figure 6 shows how activities D01 to D04 were turned to zero, as the detector confirmed that the 242 subject was walking or jogging. In this case, J 3 shows overall more distance from the threshold than D02  D03  D04  D05  D06  D07  D08  D09  D10  D11  D12  D13  D14  D15  D16  D17  D18  D19  F01  F02  F03  F04  F05  F06  F07  F08  F09  F10  F11  F12  F13  F14 . Individual activity analysis of the proposed algorithm including the periodicity detector. The horizontal red line corresponds to the optimal threshold value, and the vertical red line separates ADL and falls. J 3 was turned to zero in all periodic ADL, this allowed it to increase the distance between most ADL and Falls.
240
On-line validation
248
In order to verify the off-line results presented in Table 3 , we repeated the activities of SisFall with 249 six young adults and an elderly person with the algorithm implemented on the device (see Section 2).
250
During the tests, we verified on-line if the alarm was turned on (with an indicator incorporated to 251 the device). Additionally, all raw data and the device computations were recorded in text files. We 252 obtained no significant differences between the device and the computer. The proposed approach was 253 implemented on the embedded device with the same parameters and sample frequency defined above
254
(25 Hz). The threshold for J 3 was set at 40,000. The six volunteers performed 18 types of ADL and 15
255
types of fall in the same way that SisFall dataset was acquired (around 100 total trials per subject).
256
The participants presented a total of 4 false positives and 1 false negative. Subject SE06 (the elderly 
Conclusions
286
In this paper, we proposed a fall detection methodology with the following features: Simple activity. This last result highly reduces the computational cost to obtain the period of the signal, as it 294 avoids to compute more elaborated approaches such as Wavelets or auto-correlation [19] .
295
The most significant improvement of this approach is the way that a combined non-linear feature
296
(J 3 ) provided higher accuracy (99.4 % with SisFall dataset) than the individual ones (94.3 % and 96.4 %).
297
We obtained this feature after analyzing individually several features with each activity (finally keeping 298 J 1 and J 2 ). They were selected as they were highly complementary (each fails in different activities 299 than the other one).
300
This methodology allowed reducing the frequency sample to just 25 Hz. The battery allowed and real-life use, only real falls that may occur at any moment will show its real accuracy.
305
The new non-linear feature used for this work was obtained in an intuitive way, and together with 
