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Resumo 
 
 
O presente trabalho tem como meta a proposição de uma metodologia para análise e 
validação de modelos numéricos de gabinetes de refrigeração via utilização de ferramentas 
estatísticas e pela aplicação do método dos elementos finitos, visando à otimização destas 
estruturas. Com isso, devido ao elevado volume de produção, este trabalho é relevante para a 
organização uma vez que a previsão de ganhos ultrapassa o valor de R$ 2 MM anuais devido 
à possibilidade de se reduzir o custo individual dos componentes ligados ao desempenho 
estrutural do produto, avaliando as interações entre os mesmos. 
O trabalho apresenta os principais conceitos teóricos de otimização utilizados pelo 
software comercial ANSYS, uma revisão sobre regressão linear e sobre a metodologia 6-
Sigma. Com base nesses estudos apresenta-se o modelo numérico base do gabinete de 
refrigerador com todas as peculiaridades associadas à sua devida calibração numérica, 
relacionada ao estudo preliminar de fontes de variação e aplicação das condições de contorno 
adequadas.  
Na seqüência apresenta-se a descrição e aplicação dos procedimentos de otimização 
estrutural para o modelo do gabinete de refrigeração: análise seqüencial pelo uso da técnica de 
delineamento de experimentos (design of experiments – DOE) e método de aproximação por 
subproblema (método de ordem zero) executado no software comercial ANSYS. Ao final são 
apresentados os resultados para cada procedimento de otimização adotado, com a comparação 
dos aspectos positivos e negativos de cada abordagem, servindo de base para as conclusões e 
recomendações do trabalho. 
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Abstract 
 
 
The present work has the objective of proposing a methodology to analyze and 
validate refrigerator cabinets numerical models using finite element method and statistical 
tools, with the purpose of optimizing these structures. Thus, based on high production 
volumes, the work is relevant to the organization since cost savings projections are more than 
R$ 2 million per year, due to the possibility of achieving individual components cost savings 
and assess their structural interaction in the overall product. 
The content of this work presents the main theoretical concepts of the optimization 
procedure used in ANSYS commercial software followed by linear regression and 6-Sigma 
methodology. Based on these studies it is presented a refrigerator cabinet numerical model 
considering all the peculiarities associated with its correct numerical calibration, related to a 
preliminary study of variation sources and proper boundary conditions application. 
In the sequence it is presented the description and application of the optimization 
procedures on the refrigerator cabinet structural model: sequential analysis based on design of 
experiments (DOE) and sub-problem approximation method (zero order) executed inside 
ANSYS commercial software. Eventually, both optimization results are presented and 
compared considering positive and negative aspects of each approach, hence it is enabled the 
basis to support the study conclusions and recommendations. 
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Capítulo 1  
 
Introdução 
 
Atualmente, devido ao crescente desafio gerado pela elevada 
competitividade, a indústria em geral vem buscando cada vez mais reduzir o custo de seus 
produtos, não comprometendo sua qualidade e produtividade. A qualidade está se tornando um 
fator básico na decisão dos consumidores para produtos e serviços. Seu aperfeiçoamento pode 
ser caracterizado como uma atividade essencial na maior parte das organizações, para manter a 
existência de clientes e a conquista de novos mercados, além de tornar novos produtos e 
tecnologia mais competitivos. 
É fato que se vive em um mundo onde a variação parece ser parte 
fundamental do curso natural de evolução e que, não diferentemente disto, também os 
processos produtivos são susceptíveis a ela. Apesar de nos ser algo tão corriqueiro, o conceito 
de variação é freqüentemente paradoxal. Muita variação geralmente está associada a perdas, 
ineficiência e falta de controle, interferindo diretamente na qualidade final dos produtos.  
Entender variação e o seu papel é fundamental para atingir a qualidade e alimentar 
continuamente a inovação e o crescimento.   
Uma estratégia bastante eficaz para estudo e controle de variabilidade 
é a metodologia 6-Sigma. Trata-se de um programa de qualidade que busca, por meio de uma 
metodologia de desenvolvimento de produtos com forte viés estatístico, a excelência no 
desempenho de todas as operações da empresa, integrando manufatura e serviços. Por meio do 
6-Sigma, a estratégia de qualidade torna-se uma estratégia de negócios. 
Os resultados esperados a partir da adoção de um programa 6-Sigma 
são: a) desenvolvimento de produtos de forma mais rápida e eficaz; b) obtenção de processos 
de manufatura mais eficientes e capazes; c) obtenção de um resultado financeiro global mais 
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confiável; e d) possibilidade de prover constantes melhorias conceituais de produto sem afetar 
sua qualidade (otimização).  
A estratégia de aplicação do programa 6-Sigma envolve o uso de 
técnicas estatísticas dentro de uma metodologia estruturada, a fim de adquirir o conhecimento 
necessário para a obtenção de produtos ou serviços mais baratos, melhores e mais rápidos do 
que a concorrência.  
Dentre os vários métodos estatísticos e ferramentas presentes na 
abordagem 6-Sigma pode-se citar: Mapa de Raciocínio, Mapa de Produto, Mapa de Processo, 
Estratégia de Amostragem, Análise de Sistemas de Medição (MSE), Estudo de Componentes 
de Variação (COV), Análise de Variância (ANOVA), Planejamento de Experimentos (DOE), 
Diagrama de Relação de Fatores (FRD), Estratégias de Ruído (Bloco, Repetição, Réplica), 
Análise de Resíduos, Regressão Linear, Metodologia de Superfície de Resposta (otimização), 
etc. Cada ferramenta possui aplicação específica dentro da metodologia, porém sua aplicação 
genérica converge para o aprimoramento tanto do processo como do produto, convergindo 
para uma abordagem de otimização numa fase mais avançada. 
Antigamente, um projeto de engenharia era concebido como um tipo 
de arte que demandava grande engenhosidade e experiência dos engenheiros e projetistas, 
sendo caracterizado por uma gradual evolução em termos do contínuo melhoramento dos 
conceitos até a materialização do projeto. O processo era seqüencial na base de “testes e erros” 
ou “tentativa e erro”, onde as habilidades e experiências do projetista eram os mais importantes 
pré-requisitos para a decisão e sucesso dos testes e do projeto, não levando em consideração a 
robustez dos resultados em longo prazo associada às possíveis causas de variação. 
No entanto, atualmente, a forte competição tecnológica requer 
redução do tempo de projeto e custo dos produtos com alta qualidade e funcionalidade. Muita 
ênfase se tem dado sobre a economia de energia, reciclagem de materiais, consideração de 
problemas ambientais, etc., onde, muitas vezes, estes aspectos envolvem a criação de novos 
produtos para os quais a intuição na engenharia deve estar quase que totalmente ausente. 
Contudo, o desenvolvimento de novos produtos demanda a utilização de métodos científicos 
(matemáticos), tais como, elementos finitos para análise estrutural, otimização, aplicação de 
novas tecnologias e metodologias eficientes de projeto. Somente poucas indústrias, tais como, 
aeronáutica, aeroespacial, naval, nuclear, petrolífera, têm adotado de maneira correta estas 
ferramentas no ambiente de projeto, preocupando-se em fazer certo na primeira vez, aplicando 
os métodos que permitam conceber um produto otimizado e seguro. No contexto industrial 
observa-se uma série de fluxos que traçam o perfil de uma área de desenvolvimento de 
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produto, como também se pode verificar a utilização das várias ferramentas de apoio, que 
auxiliam os projetistas e engenheiros no cumprimento dos objetivos. Dentre os vários métodos 
e ferramentas destacam-se o métodos dos elementos finitos (CAE) e os programas de 
modelagem geométrica (CAD), subsidiados por computadores digitais de alta performance. 
No processo de análise de engenharia é muito importante ter um 
procedimento adequado e estruturado integrando as ferramentas disponíveis, além é claro da 
flexibilidade. Quanto aos sistemas CAD e CAE disponíveis no mercado, a integração e o uso 
já estão bem sedimentados e dominados em algumas indústrias. No entanto, a utilização da 
ferramenta CAE para o processo de otimização estrutural, ainda é um tanto complexa devido a 
grande dificuldade da formulação do problema. O engenheiro deve conhecer fisicamente o 
problema, sendo capaz de traduzi-lo para uma linguagem matemática, de modo a definir uma 
função objetivo, identificar as restrições, e definir as variáveis com as quais irá trabalhar. 
O procedimento para um sistema de otimização estrutural deve conter 
facilidades genéricas e flexíveis para definição dos problemas de projeto de modo a cobrir as 
definições possíveis, como também, estar disponível para integração com os diversos 
programas comerciais de elementos finitos.  
Geralmente os métodos de otimização que estão incorporados a 
programas comerciais, são fechados, ou seja, são verdadeiras caixas pretas, não permitindo aos 
usuários maior familiaridade com os critérios e recursos para otimização. 
 
1.1 Apresentação do Trabalho 
 
A presente dissertação tem como objetivo desenvolver, implementar e 
integrar um método de estudo de fontes de variação presentes tanto em processos de 
manufatura, como em testes laboratoriais associados à avaliação estrutural de gabinetes de 
refrigeração. Para tal, por meio da utilização de ferramentas Seis Sigma avaliar-se-ão as 
possíveis causas de variação que interferem diretamente na estabilidade das variáveis de 
resposta necessárias para avaliação estrutural dos gabinetes. Posteriormente, com subsídio de 
softwares comerciais de engenharia, será construído um modelo base de elementos finitos onde 
serão aplicadas as condições de contorno e parâmetros de calibração corretos para suportar a 
validação do modelo numérico com dados experimentais coletados em ambiente de teste 
controlado e robusto às variações de produto e processo. 
 17 
A modelagem via Método dos Elementos Finitos para o gabinete de 
refrigeração será efetuado pelos softwares comerciais ANSYS e Hypermesh. Para tal, serão 
utilizadas técnicas especiais para a modelagem numérica sendo que, os estudos preliminares 
servirão para a correta aplicação das condições de contorno ao modelo.  
Finalmente, uma vez que o modelo de elementos finitos esteja 
validado, serão utilizados softwares estatísticos e de elementos finitos para prover sua 
otimização estrutural paramétrica. Obviamente, este procedimento engloba tanto um programa 
comercial, como também rotinas específicas desenvolvidas para manipulação de arquivos e 
dados, métodos estatísticos e matemáticos para otimização, viabilizando o procedimento no 
ambiente de projeto. 
A primeira técnica utilizada para otimização estrutural será a análise 
seqüencial baseada no planejamento de experimentos (DOE). Finalmente, os resultados desta 
análise serão diretamente comparados ao método de otimização utilizado pelo software 
comercial ANSYS – Método de Ordem Zero ou Aproximação por Subproblema. 
A seguir dá-se uma descrição genérica dos vários capítulos que 
formam o conteúdo desta dissertação. 
O capítulo 1 apresenta uma introdução genérica ao conceito de 
variabilidade dentro do contexto da metodologia 6-Sigma. A seguir é dada uma breve síntese 
sobre o procedimento para otimização, sua importância no projeto estrutural, bem como, um 
panorama do ambiente de projeto dentro das indústrias, e os meios utilizados para efetuar uma 
otimização e seus recursos.  
No capítulo 2 será realizada uma revisão geral na metodologia 6-
Sigma. Nesta etapa estarão dispostas as ferramentas necessárias para mapeamento de 
processos, estudo de variação, desenvolvimento da metodologia de aprendizado contínuo e 
aperfeiçoamento seqüencial com base em Planejamento de Experimentos (DOE) e outras 
técnicas de análise associadas a esta ferramenta.  
O capítulo 3 será destinado à apresentação do modelo numérico base 
do gabinete de refrigerador com todas as considerações associadas à sua devida calibração 
numérica, relacionada ao estudo preliminar de fontes de variação e definição das condições de 
contorno adotadas.   
Na seqüência, o capítulo 4 contemplará a descrição e aplicação de 
dois procedimentos de otimização estrutural para o modelo de um gabinete de refrigeração: 
Análise Seqüencial através do uso da técnica de Planejamento de Experimentos (Design of 
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Experiments – DOE) e Método de Aproximação por Subproblema via software comercial 
ANSYS. Todas as etapas relacionadas desde a definição do problema de otimização até a 
interpretação dos resultados estarão mostradas neste capítulo. 
Por fim o presente trabalho será sumariado em uma conclusão no 
capítulo 5, onde serão apresentados os resultados para cada procedimento de otimização 
adotado: Planejamento de Experimentos e Método de Ordem Zero (ANSYS), permitindo uma 
posterior comparação com os aspectos positivos e negativos de cada abordagem. Neste 
capítulo também será discutida a aplicabilidade do trabalho e sua extensão para 
desenvolvimentos futuros. 
Ainda, para um melhor embasamento teórico sobre o procedimento de 
otimização utilizado pelo software comercial ANSYS, consta no apêndice A todas as 
peculiaridades desta metodologia e seu desdobramento teórico bem como uma revisão sobre a 
regressão por mínimos quadrados que é uma técnica utilizada dentro de um dos módulos de 
otimização do código. 
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Capítulo 2  
 
Metodologia 6-Sigma 
 
2.1 Introdução 
 
A metodologia 6-Sigma é hoje uma das estratégias mais usadas para introduzir 
melhorias em processos, produtos e serviços com conseqüentes ganhos de produtividade, 
rentabilidade e principalmente redução de custos. 
Este capítulo tem como principal finalidade fornecer a base teórica para a formulação, 
definição e aplicação das ferramentas 6-Sigma, proporcionando o embasamento necessário à 
execução deste trabalho. Contudo, serão apresentados tópicos abrangendo desde o conceito de 
variação, que justamente caracteriza-se como a principal causa de não conformidades numa 
escala produtiva, até a introdução de ferramentas associadas ao raciocínio crítico e seqüencial, 
bem como aquelas de cunho estatístico, sustentando consistentemente a aplicabilidade do 
método. 
 
2.2 Variabilidade 
 
Variação é freqüentemente interpretada de forma diferente dependendo do ponto de 
vista. Por exemplo, um biólogo pode enxergar variabilidade como um fator benéfico no 
processo evolutivo de certa espécie, ao passo que um engenheiro analisando seu fluxo 
produtivo pode concluir que a variabilidade é a principal causa de não conformidades de seus 
produtos. Entender variação e o seu papel é fundamental para atingir a qualidade e alimentar 
continuamente a inovação e o crescimento.   
Montgomery (1991) reitera o conceito de variabilidade ao afirmar que não existem 
duas unidades de um mesmo produto produzidas por um processo de manufatura que sejam 
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idênticas. Isto significa que alguma variação sempre existirá em qualquer atividade produtiva, 
e sua ocorrência é inevitável.  
Sendo algo inerente a todo processo produtivo, é de extrema importância que se 
identifiquem as causas desta variabilidade de forma a estabelecer mecanismos de controle para 
que as principais características de qualidade do produto sejam atendidas.  
De maneira geral, a variação associada a processos produtivos pode ser originada 
principalmente de duas causas, chamadas por Deming (1986) de especiais e comuns. As causas 
comuns são as geralmente relacionadas às características intrínsecas do produto ou processo, 
fazendo parte integrante de sua identidade e não afetando de forma incisiva o produto, pois na 
grande parte das vezes pode-se mensurá-la. Já as causas especiais são as que realmente afetam 
a qualidade do produto, sendo na maioria das vezes imprescindível o seu entendimento e 
eliminação para que o processo se mantenha estável e sob controle.  
Eliminar estas causas especiais de variação resulta em processos estáveis com somente 
oscilações de resultados devido a causas comuns. Neste caso a variação pode ainda ser alta, 
porém, passa a ser previsível e estatisticamente torna-se possível estabelecer limites para ela.   
Sendo assim, os custos e a qualidade também serão previsíveis, e desta forma podem 
ser melhorados.  
 
2.3 Terminologia Sigma e Escala Sigma 
  
O conceito sigma (σ) foi criado em 1980, como forma de desenvolver uma métrica 
universal de qualidade para mensurar o desempenho de processos, independente de sua 
complexidade. O índice 6σ mede a capacidade do processo em atender às especificações de 
projeto, analogamente aos tradicionais índices de capabilidade Cp e Cpk utilizados no Controle 
Estatístico do Processo.  
Um processo é definido como tendo desempenho 6-Sigma quando estiver com a média 
da população centrada no valor nominal da especificação, e os limites de especificação 
estiverem distantes seis desvios padrões da média da população.  
Supondo uma distribuição normal, na escala 6-Sigma, tem-se 99,9999998% de 
produtos perfeitos, isto é, dois defeitos por bilhão de unidades produzidas. Mesmo se o valor 
médio dos resultados do processo se afastar do valor ideal em 1,5 sigmas, não se espera obter 
mais do que 3,4 produtos defeituosos por milhão de unidades (ppm) fabricadas.  
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A escala sigma é uma medida estatística que quantifica a variação existente entre os 
resultados de qualquer processo ou procedimento, sendo utilizada para medir o nível de 
qualidade associado a um processo, transformando a quantidade de defeitos por milhão em um 
número na escala sigma. Quanto maior o valor alcançado na escala sigma, maior o nível de 
qualidade. A relação entre a escala sigma e o número de defeitos gerados no processo vem 
explicitada na Tabela 2.1.  
 
Tabela 2. 1 - Escala Sigma e Número de Defeitos Correspondentes 
 
Fonte: Werkema, 2001 
 
 
Analisando a Tabela 2.1, verifica-se que, quanto mais alto o valor na escala sigma, 
menor a probabilidade de um processo produzir defeitos. Cada ponto na escala sigma produz 
uma redução exponencial de defeitos. Como resultado, a necessidade de testes e inspeções 
diminui, os custos baixam, os tempos de ciclo diminuem e a satisfação dos clientes aumenta. 
 
2.4 Metodologia 6-Sigma 
  
A metodologia 6-Sigma pode ser definida como uma estratégia para solução de 
problemas das mais diversas naturezas. Sua implementação engloba a aplicação de várias 
ferramentas e tem como gerenciador de informações o chamado Mapa de Raciocínio. Este, 
justamente caracteriza-se por reunir todos os dados pertinentes ao processo iterativo de solução 
do problema em questão, pela sistemática de indução e dedução – previsões e coleta de dados 
para validação experimental, respectivamente. Ainda, o Mapa de Raciocínio deve apresentar 
caminhos paralelos, ambos convergentes para a solução do problema, bem como ser um 
documento “vivo”, ou seja, apresentar atualização contínua à medida que o processo de análise 
progride. 
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Todas as ferramentas de análise devem constar no Mapa de Raciocínio de forma 
organizada e obedecendo a uma hierarquia de aplicação baseada no pensamento crítico e 
seqüencial. Dentre as ferramentas mais utilizadas pode-se citar: Mapa de Produto, Mapa de 
Processo, Estudo de Componentes de Variação (COV), Cartas de Controle, Diagrama de 
Relação entre Fatores (FRD), Planejamento de Experimentos (DOE), etc. 
A Figura 2.1 seguir mostra o esquema sugerido para a metodologia 6-Sigma. 
 
Figura 2. 1 - Metodologia 6-Sigma: Relacionamento entre Ferramentas 
Fonte: Hild et all, 2000 (adaptado pelo autor) 
 
A seguir serão descritas em detalhes as ferramentas utilizadas na abordagem 6-Sigma 
sugerida.  
 
2.4.1 Mapa de Raciocínio  
 
O mapa de raciocínio consiste em uma documentação progressiva da forma de 
raciocínio durante a execução de um trabalho. Trata-se de uma ferramenta importante no 
programa 6-Sigma, sendo utilizada durante todo o desenvolvimento do projeto realizado pelo 
Black Belt. Um mapa de raciocínio deve documentar a meta geral do trabalho (objetivo geral), 
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questões a serem respondidas, atividades a serem realizadas de forma a responder as questões 
propostas, novas questões e novos passos que surgirem durante o projeto e respostas para as 
novas questões. 
Não existe uma maneira correta de construir o mapa, já que se pode melhorar o 
entendimento e ganhar novo conhecimento sobre um processo de diversas maneiras. Porém, 
existe um conjunto de elementos críticos que certificam que o mapa do pensamento será 
eficiente na condução do trabalho. Tais elementos são:  
a) O objetivo geral e quantificável do projeto ou processo;  
b) Alternativas principais e questões iniciais a serem consideradas;  
c) Caminhos paralelos de questionamento e subseqüentes trabalhos desenvolvidos;  
d) Priorização das questões a serem respondidas;  
e) Ferramentas e metodologias utilizadas para procurar as respostas às questões;  
f) História do trabalho realizado para obter as respostas e a documentação das 
respostas; 
g) Evolução das métricas e sua relação com o trabalho sendo realizado; 
h) A justificativa da utilização das ferramentas selecionadas no projeto.  
Um fluxograma para elaboração do mapa proposto é apresentado na Figura 2.2 e um 
exemplo do mapa na Figura 2.3. No fluxograma o conhecimento existente (idéias ou suspeitas) 
motiva perguntas, as quais direcionam o tipo de informação necessária e os tipos de 
ferramentas a serem utilizadas no projeto, as quais, por sua vez, proporcionam respostas e 
novas perguntas referentes aos desdobramentos futuros do projeto.   
 
Figura 2. 2 - Fluxo natural do Mapa de Raciocínio 
Fonte: Hild et all, 2000 
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Figura 2. 3 - Ex. Mapa de Raciocínio (redução de variação no ângulo de um pino) 
Fonte: Hild et all, 2000 
 
 
Freqüentemente, as equipes que trabalham nos projetos 6-Sigma necessitam saber: os 
próximos passos, alterações que estão sendo feitas no processo/projeto, e porque e como 
manter o histórico do progresso do trabalho. O exemplo de mapa na Figura 2.3 traz tais 
informações, já que imediatamente comunica os objetivos, a direção, razões e natureza 
hierárquica do trabalho, além de fatores e questões relacionadas com o objetivo global.  
A construção do conhecimento seqüencial é baseada na habilidade de questionar e 
responder corretamente aos questionamentos, desenvolver e testar hipóteses, entender e 
documentar teorias não testadas. Mapas do pensamento são importantes para melhorar a 
geração de idéias, comunicar e resolver problemas de forma eficiente.  
 
2.4.2 Mapa de Processo  
  
Os mapas de processo são usados para documentar o conhecimento existente sobre os 
processos. Para tanto, devem descrever os limites do processo, as entradas e saídas, principais 
atividades e tarefas, e os parâmetros, conforme exemplificados na Figura 2.4.  
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Figura 2. 4 - Exemplo de Mapa do Processo 
Fonte: Werkema, 2001 (adaptado pelo autor) 
 
Os componentes de um mapa de processo são:  
a) Parâmetro de produto final (Y) caracteriza o produto no estágio de produto acabado;  
b) Parâmetro de produto em processo (y) caracteriza o produto antes do estágio de 
produto acabado;  
c) Parâmetro de processo (x), usualmente uma característica mensurável de um 
processo que pode afetar o desempenho do produto, tais como temperatura, pressão, 
velocidade, tempo.  
No mapa de processo também são identificados os parâmetros de processo controláveis 
(C), que são fatores que podem ser ajustados em um valor pré-determinado e mantidos em 
torno deste valor, e parâmetros de ruído (R), que são fatores que preferencialmente não são 
ajustados em um valor pré-determinado e mantidos em torno deste valor.  
O mapa de processo é a base para a caracterização do processo. Nele ocorre a 
determinação dos relacionamentos existentes entre os parâmetros de processo e os parâmetros 
de produto. Se a caracterização do processo indica que a variação em um parâmetro 
controlável ou em um parâmetro de ruído exerce um impacto significativo no rendimento do 
produto, o parâmetro é identificado como um parâmetro crítico.  
O mapa de processo deve inicialmente documentar como o processo realmente opera. 
Todas as operações, que agregam valor ou não, devem ser incluídas. O mapa deve facilitar a 
realização da etapa de quantificação e priorização do processo e deve ser revisto com 
freqüência. 
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2.4.3 Mapa de Produto  
 
O mapa de produto tem a finalidade de prover o desdobramento do produto em seus 
sub-componentes, atribuindo uma função a cada uma dessas partes com interação direta a uma 
variável de resposta prescrita. Ainda há a possibilidade de se ter o mapa de produto para um 
componente, onde analogamente, a hierarquização inferior de suas partes é dada por detalhes 
construtivos do mesmo.  
A idéia do mapa de produto é que cada componente (ou detalhe construtivo) possua 
parâmetros (x) que resultem em variáveis de saída (y) com interação direta na variável de 
resposta em evidência (Y).  
As Figuras 2.5 e 2.6 mostram exemplos para mapas de produto para montagens e 
componentes respectivamente. 
 
 
Figura 2. 5 - Exemplo de Mapa de Produto para um Sistema 
Fonte: do autor 
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Figura 2. 6 - Exemplo de Mapa de Produto para um Componente 
Fonte: do autor 
 
2.4.4 Cartas de Controle 
 
São ferramentas para o monitoramento da variabilidade e para a avaliação da 
estabilidade de um processo. É importante verificar a estabilidade dos processos, uma vez que 
processos instáveis provavelmente irão resultar em produtos defeituosos, perda de produção, 
baixa qualidade, conseqüentemente em perda de confiança do cliente. 
É consenso que o controle estatístico de processo nasceu com o trabalho pioneiro de 
Walter A. Shewhart na década de 1920, no estudo da aleatoriedade dos processos industriais e 
na criação das cartas de controle, que permitiram determinar se a variabilidade de um processo 
era realmente aleatória ou devia-se a causas especiais. 
Atualmente as cartas de controle são amplamente utilizadas como ferramentas para 
mostrar o comportamento de determinadas operações de processo e sua variação ao longo do 
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tempo, permitindo o monitoramento de variações devido a causas comuns e a identificação de 
variações decorrentes de causas especiais que geralmente afetam de forma negativa o processo.  
É inserido neste contexto que as cartas de controle foram desenvolvidas com o 
propósito de monitorar continuamente um dado processo e verificar se o mesmo está sob 
controle estatístico.  
Para a utilização das cartas de controle, usualmente deve-se partir de alguns 
pressupostos como a suposição de que as variáveis apresentam distribuição normal (ou 
aproximadamente normal) e são independentes e identicamente distribuídas, ou seja, não há 
relação entre os resultados obtidos ao longo do tempo e estes se apresentam igualmente 
distribuídos ao redor de um valor médio.   
Para iniciar uma carta de controle, geralmente devem ser extraídas amostras de 
tamanho fixo n do processo que se deseja analisar, podendo estas apresentar ou não mesma 
periodicidade, o que em geral depende da disponibilidade de amostras, dificuldade de coleta ou 
custo.  
Os valores coletados, dispostos em forma de vetor [x1, x2,..., xn] são geralmente 
utilizados para a obtenção de valores que sintetizem as variáveis de interesse como, por 
exemplo, a média amostral, a mediana, a amplitude, o desvio padrão ou a variância. São a 
partir destes valores que freqüentemente os gráficos de controle são calculados. Os gráficos de 
controle são obtidos pelo delineamento destes pontos e pela adição de uma linha central aos 
dados e linhas de controle. A linha central é habitualmente representada por uma estatística de 
posição ou um valor de referência, que pode ser uma especificação ou uma exigência legal ou 
de mercado. As linhas de controle, chamadas de limite inferior de controle e limite superior de 
controle (LCL e UCL respectivamente), são usualmente calculadas com base em uma medida 
de dispersão e servem de aviso para apontar se este sofreu algum distúrbio que possa ser 
indicativo de processo fora de controle estatístico. A Figura 2.7 mostra um exemplo típico de 
carta de controle. 
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Figura 2. 7 - Carta de Controle 
Fonte: do autor 
 
Analisando a configuração da Figura 2.7, a suposição de que o processo esteja fora de 
controle, uma vez que algum ponto esteja fora dos seus limites de controle, nos leva a concluir 
que existe uma relação próxima entre gráficos de controle e testes de hipóteses.  
O processo está fora de controle quando: 
- Os pontos caem fora dos limites de controle; 
- Os pontos apresentam alguma configuração especial. 
Na seqüência serão revisadas algumas definições estatísticas para subsidiar o cálculo 
dos limites para as cartas de controle, permitindo também entender como estas são construídas 
e aplicadas ao controle de processos. 
 
2.4.5 Relações entre Distribuições: Populações e Amostras 
I - Medida de Tendência Central 
A média da população é tida como uma medida de tendência central para uma dada 
amostragem. 
 
N
Xi∑
=µ                 (2.1)     
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Onde: Xi (i=1...N) representa os valores para os dados coletados e N o número de 
amostras coletadas. 
II - Medida de Dispersão 
Amplitude: 
mínmáx XXR −=            (2.2)     
III - Desvio padrão da população 
O desvio padrão pode ser entendido como um desvio médio com relação à média do 
conjunto de dados. 
 
N
X i∑ −
=
2)( µ
σ
                       (2.3)     
IV - Variância 
A variância é a soma de todos os desvios dos dados amostrais, em relação à média, 
elevados ao quadrado, soma essa que depois é dividida pelo número de amostras (N). 
 
N
X i∑ −
=
2
2 )( µσ
                                                                          (2.4)     
V - Teorema do Limite Central 
O Teorema do Limite Central estabelece que: qualquer que seja a distribuição da 
população de todas as peças ou serviços, a distribuição das médias de amostras tenderá a 
seguir uma curva normal à medida que o tamanho da amostra aumenta. O teorema também 
estabelece que: 
µ=X
                       (2.5)     
NX
σ
σ =
   ou   
NX
2
2 σσ =
                    (2.6)    
 
Para facilitar os cálculos, foram desenvolvidos, em função do tamanho das amostras, os 
fatores d2 e d3, com os quais, conhecido o desvio padrão da população, podem ser 
determinadas a média e o desvio padrão da amplitude. Basicamente estes coeficientes são 
correções para o tamanho de amostragem. 
2
__
d
R
=σ
    (2.7)     
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σσ 3dr =   (2.8)     
Onde σ é o desvio padrão das médias e σr é o desvio padrão das amplitudes amostrais.  
Os fatores (coeficientes) d2 e d3 constam na tabela 2.2. 
 
Tabela 2. 2 - Fatores Utilizados no Controle Estatístico de Qualidade 
 
Fonte: Shewhart, 1931 
 
2.4.6 Planejamento das Cartas de Controle 
 
Quando uma carta de controle é planejada para utilização como mecanismo de 
monitoramento de processo, usualmente é necessária uma fase preliminar que envolve a coleta 
de dados para a estimativa dos parâmetros de processo desconhecidos. Além disso, o 
planejamento de uma carta de controle envolve algumas etapas simples que devem visar 
primeiramente à satisfação de alguns fatores teóricos e econômicos, dentre os quais pode-se 
destacar a escolha adequada do tamanho da amostra, o intervalo de tempo entre amostras 
consecutivas e a especificação dos limites de controle e, quando necessário, dos limites de 
advertência. No entanto, na grande maioria das situações isto não ocorre, sendo que o método 
mais utilizado para a determinação do tamanho da amostra e a freqüência de coleta é 
geralmente baseado em informações arbitrárias ou históricas, ao passo que os limites de 
controle são usualmente calculados baseando-se nos três sigmas. Enquanto este método é 
simples de implementar, ele é facilmente passível de conter fatores indesejáveis do ponto de 
vista econômico e estatístico.  
Uma das maneiras de descrever e representar o planejamento de amostragem chama-se 
Estratégia de Amostragem (Sampling Tree Diagram). Tal ferramenta consiste em dispor 
graficamente os subgrupos associados a cada nível de amostragem. A Figura 2.8 mostra um 
exemplo de estratégia de amostragem. 
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Figura 2. 8 - Amostragem por Subgrupos 
Fonte: do autor 
 
Uma das mais importantes idéias no uso de cartas de controle é o conceito de 
subgrupos racionais. Duas abordagens gerais também são sugeridas com o objetivo de 
construir subgrupos racionais. Na primeira abordagem, cada subgrupo consiste em unidades 
que foram produzidas ao mesmo tempo. Essa abordagem é usada quando a finalidade primária 
do gráfico de controle é detectar mudança de processo. Isso minimiza a variabilidade devido às 
causas atribuídas dentro de uma amostra e maximiza a variabilidade entre amostras, se causas 
atribuídas estiverem presentes. Esse método fornece melhores estimativas do desvio padrão do 
processo no caso de gráficos de controle para variáveis, proporcionando um instantâneo em 
cada ponto no tempo onde a amostra é coletada.   
Já na segunda abordagem, cada amostra consiste em unidades de produtos que são 
representativas de todas as unidades que foram produzidas desde a última coleta de dados.  
Quando o subgrupo racional for uma amostra aleatória de todas as unidades produzidas 
ao longo do intervalo de amostragem, cuidado considerável tem de ser tomado na interpretação 
dos gráficos de controle. Se a média do processo mudar entre vários níveis durante o intervalo 
entre amostra, a amplitude das observações dentro da amostra pode conseqüentemente ser 
relativamente grande. Sendo a variabilidade dentro da amostra que determina a largura dos 
limites de controle em um gráfico X, isso resultará em limites mais largos neste gráfico.  
De maneira geral, a melhor situação para definição do tamanho de amostra e freqüência 
de amostragem seriam amostras grandes e freqüentes, todavia, isto em geral não é 
economicamente viável. Para se avaliar o tamanho de amostra sugere-se que alguns fatores 
devam ser levados em conta:  
- Custo para se coletar a amostragem;  
- Perdas associadas em um processo fora de controle;  
- Taxa de produção;  
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- Probabilidade de deslocamentos de processo.  
Existem ainda muitas outras maneiras de se formar subgrupos racionais. Por exemplo, 
uma linha que recebe produtos de diferentes equipamentos e que tem como ponto de coleta a 
sua saída pode dificultar a detecção de não conformidades em uma determinada máquina. Uma 
abordagem lógica para reunir em subgrupos racionalmente aqui é implementar gráficos de 
controle às saídas de cada máquina individualmente. Algumas vezes, esse conceito necessita 
ser aplicado a diferentes estações de trabalho, a diferentes operadores e assim por diante.  
A formação de subgrupos é a parte mais importante na preparação de uma carta de 
controle e determina o seu desempenho. A escolha inadequada dos subgrupos pode levar à 
completa deterioração das informações sob análise. Em suma, o conceito de subgrupo racional 
é muito importante dentro do Controle Estatístico de Processo. A seleção apropriada de 
amostras requer consideração cuidadosa do processo, com o objetivo de obter tanta informação 
útil quanto possível a partir da análise do gráfico de controle.  
 
2.4.7 Tipos de Cartas de Controle 
 
Os aspectos mais importantes no monitoramento de um processo produtivo são: nível 
(medida de posição) e a dispersão. Mudanças significativas no nível ou na dispersão do 
processo produtivo podem indicar alterações significativas na característica de qualidade, e por 
este motivo estas duas características devem ser controladas simultaneamente. Baseados nestes 
aspectos, as cartas de controle são usualmente formadas por dois componentes, sendo que a 
carta para a dispersão monitora a variabilidade dentro da amostra (variação “within”), 
enquanto que os gráficos para o nível monitoram a variabilidade entre as amostras (variação 
“between”).  
Os tipos mais comuns de cartas de controle para variáveis são:  
Cartas Xbar e R (média e amplitude): utiliza as médias amostrais, e a variabilidade do 
processo é estimada por meio da amplitude. É de longe o tipo de carta de controle mais 
empregado devido à facilidade na elaboração dos cálculos, porém, o uso da amplitude indica 
com menor precisão a variabilidade do processo. É geralmente indicado para casos em que o 
subgrupo seja menor que seis;  
A Figura 2.9 mostra um exemplo para as cartas Xbar e R. A carta apresentada na região 
superior da Figura 2.9 trata-se da carta Xbar, já a parte inferior da figura exemplifica a carta R. 
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Ambas as cartas possuem relação, visto que, os limites de controle da carta Xbar são 
calculados pelo valor da média das amplitudes 
__
R
 (Rbar) extraída da carta R.  
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Figura 2. 9 - Carta Xbar e R 
Fonte: do autor 
 
Cartas I e MR (valores individuais e amplitude móvel): quando o subgrupo n = 1 
utiliza-se este tipo de carta. Sua principal aplicação é em situações onde a taxa de produção é 
muito baixa ou com pouca variabilidade, onde essa é medida por meio da amplitude entre dois 
valores consecutivos. A variação “within” é construída artificialmente.  
Existem muitas situações onde o tamanho da amostra utilizada para controle do 
processo é n = 1. Estas situações ocorrem freqüentemente quando inspeções automáticas são 
utilizadas em 100% da produção, ou quando a taxa de produção é muito baixa e este tipo de 
controle se faz necessário, pois existe um período relativamente longo entre as medidas. Nestes 
casos os gráficos de controle para medidas individuais são bastante úteis.  O procedimento 
para estimar a variabilidade dos dados baseia-se no cálculo das amplitudes móveis entre duas 
observações consecutivas. Desta maneira pode-se estabelecer um gráfico de controle para a 
variável de interesse.   
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I - Carta Xbar (Médias) 
A Figura 2.10 mostra um exemplo para uma carta Xbar. As linhas em vermelho 
referem-se aos limites de controle (UCL e LCL) e a linha central trata-se da média das médias 
amostrais, ou seja, 
=
X . 
 
Figura 2. 10 - Carta Xbar 
Fonte: do autor 
 
Para o cálculo dos limites de controle admite-se um processo 6-Sigma e utiliza-se o 
teorema do limite central para o cálculo do desvio padrão no nível de distribuição das médias, 
ou seja: 
n
XCL σ3±=
=
  (2.9)     
Substituindo-se a equação 2.7 em 2.9 obtem-se: 
nd
RXCL
2
__
3±=
=
 (2.10)    
 
Definindo o coeficiente A2 igual a: 
nd
A
2
2
3
=   (2.11)     
A equação 2.11 pode ser substituída na 2.10, resultando em: 
__
2 RAXCL ±=
=
 (2.12)     
Desta forma os limites de controle são dados por: 
__
2 RAXUCL +=
=
  (2.13)     
__
2 RAXLCL −=
=
 (2.14)     
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I - Carta R (Amplitudes) 
A Figura 2.11 mostra um exemplo para uma carta R. Novamente as linhas em vermelho 
referem-se aos limites de controle (UCL e LCL) e a linha central  trata-se da média das 
amplitudes, ou seja, 
_
R . 
 
Figura 2. 11 - Carta R 
Fonte: do autor 
rRCL σ3
__
±=  (2.15)    
 
Substituindo-se a equações 2.8 em 2.15 tem-se: 
σ3
__
3dRCL ±=
  (2.16)     
Definindo os coeficientes D3 e D4 por: 
2
3
3
31
d
dD −=
  (2.17)     
2
3
4
31
d
dD +=
 (2.18)     
Contudo, os limites de controle são dados por: 
4
__
.DRUCL =   (2.19)     
3
__
.DRLCL =
 (2.20)     
 
III - Carta I (Valores Individuais) 
A Figura 2.12 mostra um exemplo para uma carta I. 
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Figura 2. 12 - Carta I 
Fonte: do autor 
 
Para o cálculo dos limites de controle admite-se que o desvio-padrão é estimado pela 
equação 2.21, analogamente à equação 2.7. 
2
___
d
MR
=σ            (2.21)     
σ3
__
±= XCL
 
(2.22)     
Contudo os limites de controle são dados por: 
2
___
__
3
d
MRXUCL +=            (2.23)     
2
___
__
3
d
MRXLCL −=  (2.24)     
IV - Carta MR (Amplitudes Móveis) 
A Figura 2.13 mostra um exemplo para uma carta MR. 
 
Figura 2. 13 - Carta MR 
Fonte: do autor 
rMRCL σ3
____
±=
 (2.25)     
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Analogamente aos limites de controle definidos nas equações 2.19 e 2.20, tem-se: 
4
____
.DMRUCL =   (2.26) 
3
____
.DMRLCL =  (2.27)    
  
2.5 Estudos de Componentes de Variação (COV) 
 
O estudo contínuo do processo requer técnicas analíticas para o entendimento e o 
controle da variação que afeta os resultados do processo. As técnicas apresentadas neste 
trabalho são úteis quando os motivos do processo associados à variação se devem a:  
- Fontes de longo prazo – aquelas que não criam diferenças no material criado 
proximamente; 
- Fontes de curto prazo – aquelas que dominam a variação dentro do subgrupo.  
Quando os dados de tal processo são coletados usando-se um experimento hierárquico, 
a intenção não deve ser simplesmente estimar os componentes de variação; ainda mais 
importante é fornecer uma representação dos dados por meio da qual os operadores, 
engenheiros e gerentes podem começar a descobrir, avaliar e conhecer o efeito das várias 
fontes de variação sobre o resultado do processo. Inicialmente, a questão dominante no estudo 
do comportamento do processo é: os essenciais fatores de causa são conhecidos e eles são 
gerenciados correta e consistentemente?  
Entender o gerenciamento do sistema de causa comum que afeta as fontes de variação 
tanto de curto e longo prazo é a primeira etapa necessária no estudo analítico a fim de se saber 
como estes fatores são gerenciados e também para fornecer uma base de conhecimento a partir 
da qual a melhoria do processo pode fluir. A verificação do conhecimento de processo 
praticado consistentemente é dada por cartas que permanecem sob controle em condições 
mutantes do processo. Uma vez que o processo está bem controlado de acordo com uma 
estratégia de amostragem definida, mudanças de processo podem ser recomendadas para afetar 
as fontes de variação de causa comum. Os métodos discutidos neste trabalho fornecem as 
técnicas de análise de dados adequadas para se usar a estratégia de amostragem de um 
experimento hierárquico para um estudo analítico de um processo sujeito a fontes de variação 
de causa comum, tanto de curto, como de longo prazo. 
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O estudo de componentes de variação consiste na identificação quantitativa dos fatores 
que induzem maior variação no experimento.  
A Figura 2.14 mostra um exemplo de estratégia (ou árvore) de amostragem. Nesta 
estratégia estão considerados tanto fatores de produto como de processo para a coleta de dados 
referente à rigidez estrutural (deslocamento lateral sob ação de carregamento prescrito) de 
gabinetes de refrigeração. Cada fator divide-se em níveis, por exemplo, o fator “gabinete” 
possui 04 níveis (04 amostras do mesmo modelo), propiciando uma forma de incluir na análise 
as variações de manufatura ou produção, uma vez que não existem duas unidades de um 
mesmo produto, produzidas por um processo de manufatura, que sejam idênticas. Já os outros 
fatores exemplificados (setup, velocidade, tempo e medições) referem-se às condições de 
ensaio adotadas para a coleta de dados, representado as ditas variações de processo. 
 
Figura 2. 14 - Estratégia de Amostragem para Estudo de Componentes de Variação 
Fonte: do autor 
 
As equações de 2.28 a 2.33 representam o cálculo da variância para cada nível do 
experimento. Vale lembrar que os coeficientes d2 são os fatores para correção do tamanho de 
amostragem e variam conforme a tamanho do subgrupo n. 
A variância dentro do subgrupo, ou seja, para o fator “medição”, é estimada por: 
2
2
2








=
d
RMedição
Mediçãoσ
                  (2.28)     
Subindo uma hierarquia na árvore de amostragem, calcula-se a variância para o fator 
“tempo” pela equação 2.29. 
3
22
2
2 MediçãoTempo
Tempo d
R σ
σ −







=
                  (2.29)                      
Segundo a equação 2.6 (Teorema do Limite Central), a variância da média de um fator 
é afetada pelo número de amostras N, associadas ao tamanho do subgrupo. Como a variância 
do fator “tempo” é afetada pela variância da média do fator hierarquicamente inferior na 
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árvore de amostragem, ou seja, o fator “medições”, o denominador do termo à direita da 
equação 2.29 assume o valor N=3. 
Passando-se à hierarquia “velocidade” tem-se a variância estimada por: 
62
222
2
.2
.
MediçãoTempoVeloc
Veloc d
R σσ
σ −−





=
              (2.30)      
Nota-se que, a estimativa da variância do fator “velocidade” é afetada pelas variâncias 
das médias dos fatores hierarquicamente inferiores na árvore de amostragem, ou seja, “tempo” 
e “medição”. Como se utilizaram dois valores (advindos da média do nível “medição”) para o 
cálculo da variância da média do fator “tempo”, o denominador para o termo central da 
equação 2.30 tem valor N=2. Já para o cálculo da variância da média do fator “medição”, o 
denominador para o termo à direita da equação 2.30 tem valor N=6. Assim, sucessivamente 
ocorre o cálculo das variâncias para os outros fatores. 
1242
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.2 MediçãoTempoVelocSetup
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R σσσ
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
=
               (2.31)       
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R σσσσ
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




=
             (2.32)      
Contudo, a variância total é dada pela equação 2.33. 
222
.
22
Pr
2
MediçãoTempoVelocSetupodutoTotal σσσσσσ ++++=           (2.33)           
A Tabela 2.3 mostra um exemplo de cálculo para os componentes de variação para um 
experimento constituído pelos fatores assinalados na Figura 2.15. 
Tabela 2. 3 - Exemplo de Cálculo dos Componentes de Variação 
 
Fonte: do autor 
 
Contudo, pode-se perceber que, para o exemplo apresentado na Tabela 2.3, a variação 
entre produtos (manufatura) destaca-se com relação a todos os outros fatores incluídos no 
experimento, representando 74,75% de participação na variável de resposta. 
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A Figura 2.15 mostra um esquema de um fluxograma para estimar componentes de 
variação referente a um experimento contemplando dois fatores ou hierarquizações. Esse 
fluxograma deve ser usado em situações onde, em adição a fontes de variação atuando dentro 
do subgrupo, existem potencialmente fontes de variação de causa comum, estáveis, entre os 
subgrupos. Isso seria evidenciado na carta Xbar, como pontos consistentemente e regularmente 
fora dos limites de controle RAXLCX 2±= . 
Compute       e também R ou s 
para cada subgrupo
X
Carta R ou 
Carta s está 
sob controle?
Pare. Trabalhar na 
identif icação e eliminação 
das fontes de variação 
de causa especial.
Estimar a variação dentro do 
subgrupo
(Veja nota 1)
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entre subgrupos?
A carta MR foi 
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identif icação e eliminação 
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ˆ
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1. A variação dentro do subgrupo  
    também pode ser estimada por
                             ou
2. A variação entre subgrupos
    também pode ser estimada por
3. B  (Between) : signif ica 'entre'; 
    
W (Within): signif ica 'dentro'. 
 
Figura 2.15 - Fluxograma para estimar componentes de variação 
Fonte: Deming, 1986 
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2.6 Delineamento de Experimentos – Design of Experiments (DOE) 
 
Nos processos de fabricação das indústrias existem vários fatores e níveis de 
regulagens, com influência direta nas características de qualidade dos produtos. Um problema 
comum encontrado pelas empresas ao realizar experimentos, é a necessidade de estudar os 
efeitos e interações destes fatores para diferentes níveis de regulagens. Neste caso, observa-se 
que o número de testes requeridos para a experimentação tende a crescer à medida que a 
quantidade de fatores aumenta. Isso pode tornar os experimentos industriais inviáveis em 
função do custo e tempo de execução, gerando a necessidade de haver um planejamento 
racional de experimentação.  
Ao mesmo tempo, experimentos industriais são realizados principalmente para se 
resolver os problemas críticos do produto ou processos de fabricação. Com esses testes 
procura-se reduzir o número de produtos com defeitos fabricados e responder a uma série de 
questões relacionadas aos níveis e parâmetros que influenciam o desempenho do produto final. 
A solução dos problemas pode ser alcançada com mais facilidade quando os 
experimentos são planejados e as respostas analisadas com métodos ou técnicas estatísticas. 
Nesse sentido, ao se realizar as atividades (definição dos objetivos, parâmetros do 
produto ou processo de fabricação, seleção dos fatores de controle e variáveis de resposta, 
seleção da matriz experimental, realização do experimento, análise de dados, interpretação dos 
resultados e elaboração de relatórios) dos experimentos industriais de forma planejada, as 
informações obtidas dos produtos ou dos processos de fabricação tornam-se mais confiáveis e, 
com isso ações de melhoria mais eficientes podem ser tomadas pelos funcionários das 
empresas.  
 
2.6.1 Conceitos gerais de experimentação  
  
A seguir apresentam-se alguns conceitos e termos fundamentais para a aplicação das 
técnicas de planejamento e análise de experimentos: 
- Variáveis de resposta: são as variáveis dependentes que sofrem algum efeito nos 
testes, quando estímulos são introduzidos propositalmente nos fatores que regulam ou ajustam 
os processos de fabricação. Nos experimentos, podem existir uma ou mais variáveis de 
resposta (Y) que são importantes de se avaliar.  
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- Fatores de Controle: estes são os fatores alterados deliberadamente no experimento. 
O objetivo principal de introduzir estímulos nos fatores de controle é avaliar o efeito produzido 
nas variáveis de resposta e, com isso poder determinar os principais fatores do processo. Os 
fatores de controle são divididos em quantitativos (pressão de injeção, temperatura, 
velocidade, etc.) e qualitativos (diferentes máquinas, operadores, liga/desliga, etc.). Nos 
experimentos, os fatores podem ser representados por números arábicos (1, 2, 3...) ou por 
letras (A, B, C...).  
- Níveis dos fatores: são as condições de operação dos fatores de controle investigados 
nos experimentos. Os níveis são identificados por nível baixo (-1) e nível alto (+1). É comum 
considerar como nível baixo o menor valor, quando os fatores forem ajustados por níveis 
quantitativos.  
- Tratamentos: é a combinação dos níveis de fatores de controle, isto significa que 
cada uma das corridas do experimento representará um tratamento.   
- Efeito principal: é a diferença média observada na reposta quando se muda o nível 
do fator de controle investigado.  
- Efeito de interação (ou interação entre fatores): é a metade da diferença entre os 
efeitos principais de um fator nos níveis de outro fator. Ou seja, o efeito de um fator depende 
da configuração dos níveis de outro fator. 
- Matriz de experimentos: é o plano formal construído para conduzir os experimentos. 
Nesta matriz são incluídos os fatores de controle, os níveis e tratamentos do experimento.  
- Aleatorização: é o processo de definir a ordem dos tratamentos da matriz 
experimental, a partir de sorteios ou por limitações específicas dos testes. Esse conceito 
também se refere ao processo de alocação do material e equipamento às diferentes condições 
de experimentação. A aleatorização nos experimentos é realizada para balancear os efeitos 
produzidos pelos fatores não-controláveis nas respostas analisadas e para se atender aos 
requisitos dos métodos estatísticos, os quais exigem que os componentes do erro experimental 
sejam variáveis aleatórias independentes.  
- Replicação: é o processo de repetir cada uma das combinações (linhas) da matriz 
experimental sob as mesmas condições de experimentação. Este conceito permite encontrar 
uma estimativa do erro experimental, que é utilizado para determinar se as diferenças 
observadas entre os dados são estatisticamente significativas.  
- Repetição: é o processo de repetir a medição da variável de resposta para cada uma 
das combinações (linhas) da matriz experimental sob as mesmas condições de experimentação.  
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- Blocos: é a técnica utilizada para controlar e avaliar a variabilidade produzida pelos 
fatores perturbadores (controláveis ou não-controláveis) dos experimentos. Com esta técnica 
procura-se criar um experimento (grupo ou unidades experimentais balanceadas) mais 
homogêneo e aumentar a precisão das respostas que são analisadas. 
 
2.6.2 Processo para conduzir os experimentos  
  
Antes de iniciar qualquer experimentação, é importante estabelecer o planejamento dos 
testes. É de extrema importância que haja o domínio do problema por todas as pessoas 
envolvidas e durante os experimentos, o processo seja cuidadosamente monitorado, para 
garantir que tudo seja realizado de acordo com os planos, pois erros no procedimento 
experimental muito provavelmente invalidarão os resultados. Recomenda-se também que 
durante o processo de experimentação seja feito um plano estratégico para coordenar as 
atividades. A seguir, apresentam-se as atividades do procedimento experimental:  
1. Elaboração de um mapa de raciocínio: Neste documento é realizada a definição 
dos objetivos do experimento e seu desdobramento em perguntas com respostas diretas ou que 
demandem experimentação. Recomenda-se que um brainstorming seja realizado com as 
pessoas das áreas de controle da qualidade, manufatura, P&D (Pesquisa e Desenvolvimento) 
ou qualquer outra que possa contribuir com informações relevantes aos experimentos 
(publicações, experiências e resultados práticos de outros experimentos). Ao realizar o 
brainstorming, todas as idéias ou informações coletadas devem ser criticamente examinadas e 
dispostas no mapa.  
2. Confecção dos mapas de produto e processo: Com o auxílio destes mapas é 
viabilizada a extração de parâmetros para futura experimentação. Esta fase envolve a coleta de 
informações técnicas do produto ou processo de fabricação, na qual, as pessoas devem listar 
todos os fatores de controle, fatores de ruído, os níveis de ajustagem e as variáveis de resposta. 
As informações técnicas podem resultar de uma combinação entre o conhecimento prático 
(experiência) e a compreensão teórica do objeto de estudo.  
3. Seleção das perguntas do mapa de raciocínio a serem respondidas: Muitas vezes 
um questionamento presente no mapa de raciocínio não tem resposta direta e implica em 
experimentação para dedução das teorias assinaladas. Desta maneira, define-se a variável de 
reposta necessária para o estudo. 
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4. Seleção dos fatores de controle e das variáveis de resposta: Nesta fase a equipe 
deve selecionar os fatores de controle (variáveis independentes), as faixas de variação dos 
níveis de ajustagem desses fatores para as respostas do experimento (variáveis dependentes) , 
assim como, definir o método de medição dos fatores de controle e a escala numérica que será 
utilizada para se avaliar as respostas do experimento definidas nas fases anteriores.  
5. Seleção da matriz experimental: Se as quatro etapas anteriores foram seguidas 
corretamente, esta quinta etapa será relativamente simples de realizar. Ao selecionar-se ou 
construir-se a matriz experimental, devem ser considerados: o número de fatores de controle, o 
número de níveis e os fatores não controláveis do processo. Ainda, nesta fase são definidas as 
seqüências das corridas (aleatoriamente), o número de replicas, as restrições dos experimentos 
e as possíveis interações que possam vir a ocorrer entre os fatores que estão sendo avaliados. 
Algumas das técnicas de planejamento de experimentos que podem ser utilizadas nesta fase 
são descritas nas próximas seções.  
6. Realização do experimento: nesta etapa é importante que o processo seja 
acompanhado pela equipe ou por um responsável, para assegurar-se que todos os 
procedimentos sejam executados conforme o plano. Qualquer mudança no momento em que os 
experimentos são realizados deve ser registrada (datas, ensaios adicionais, alteração na 
seqüência das corridas, etc.) e recomenda-se que relatórios sejam apresentados no final da 
experimentação, visto que, essas informações podem enriquecer os resultados obtidos pela 
análise de dados e verificar se os experimentos foram corretamente executados pelo 
responsável.  
7. Análise de dados: nesta etapa podem ser utilizados softwares estatísticos 
(MINITAB, EXCEL, JMP, etc.), que ajudam a usar as técnicas de planejamento e análise de 
experimentos, os gráficos lineares e os gráficos de probabilidade normal.  
8. Interpretação dos resultados: ao finalizar a etapa anterior, as pessoas responsáveis 
pelo plano de atividades, devem extrair as conclusões práticas dos resultados e recomendar as 
ações de melhorias contínua do processo de fabricação. Uma prática comum nesta fase é 
descrever os resultados através de gráficos, especialmente quando são apresentados às pessoas 
externas ao projeto. Ainda, as pessoas devem questionar se as respostas satisfazem as questões 
experimentais definidas na primeira etapa, ou formular novas questões experimentais, 
revisando as fases anteriores.   
9. Atualização do mapa de raciocínio: O trabalho realizado deve ser documentado, 
identificando-se as limitações práticas e teóricas encontradas, as recomendações para futuros 
experimentos e as conclusões obtidas. A obtenção desse feedback é de grande benefício para o 
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processo de avaliação  do  desempenho dos experimentos industriais, como  também, para o 
processo de revisão. Esta etapa é importante porque demonstra que o estudo desenvolvido é 
um processo contínuo de aprendizado.  
Outro aspecto importante que deve ser considerado durante a realização dos 
experimentos, é o equilíbrio dos recursos de experimentação disponíveis. A pesquisa 
experimental é um processo iterativo, ou seja, as informações reunidas da primeira rodada de 
teste são utilizadas como dados de entrada da segunda rodada e por isso, cuidados devem ser 
tomados para não esgotar todos os recursos na primeira rodada do experimento.  
Assim, a parte prática para análise de experimentos é baseada no roteiro apresentado 
anteriormente, o qual é representado pela Figura 2.15. Esse plano experimental ajuda a 
desenvolver e conduzir efetivamente as atividades já definidas e, principalmente, permite 
maximizar as respostas das questões formuladas pela equipe de trabalho.  
 
 
Figura 2. 15 - Roteiro para a Condução de Experimentos 
Fonte: do autor 
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2.6.3 Experimentos Fatoriais 
 
São experimentos que envolvem dois ou mais fatores. Exemplo: temos na níveis do 
fator A e nb níveis do fator B, então existem na*nb tratamentos. O número de tratamentos para 
um experimento fatorial completo (full factorial) com dois níveis para cada fator é dado pela 
equação 2.34. 
nstratamentoN 2=°
                       (2.34)          
 
Onde n representa o número de fatores do experimento. 
Os efeitos são definidos como "a mudança ocorrida na resposta quando se move do 
nível baixo (-) para o nível alto (+)" e podem ser classificadas em duas categorias: efeitos 
principais e efeitos de interação. 
 
2.6.4 Matriz Experimental 
 
É a matriz onde estão especificadas todas as combinações dos fatores e níveis do 
experimento. A Tabela 2.4 mostra o exemplo de uma matriz de planejamento com os fatores 
hipotéticos T, C e K, cada qual com dois níveis. 
Tabela 2. 4 - Exemplo de Matriz de Planejamento 
 
Fonte: Montgomery (1991) 
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2.6.5 Efeito Principal de um Fator 
 
É o quanto mudou a média da variável de resposta devido à mudança no nível do fator. 
A Figura 2.16 mostra o gráfico para os efeitos em um experimento com dois fatores. 
 
Figura 2. 16 - Efeitos Principais para um Experimento de Dois Fatores 
Fonte: Montgomery (1991) 
 
Efeito principal de A: 
21
2
3020
2
5240
=
+
−
+
=A                                                                                        (2.35)           
A interpretação seria que, passando do nível baixo para o alto de A, há um aumento 
médio de 21 unidades na resposta. 
O efeito principal é calculado como a média dos efeitos individuais e permite definir 
qual o efeito médio da variável examinada sobre as condições das demais variáveis. 
Matematicamente o efeito principal pode ser representado por:  
ab
yy
incipalEfeito ∑∑
−+
−
=
)(2
Pr                                                                 (2.36)          
 
Em que y corresponde ao valor da resposta para um determinado tratamento, (+) e (-) 
correspondem aos níveis alto e baixo respectivamente e ba corresponde ao número total de 
experimentos do planejamento. Exemplo: Efeito do fator (T): Para o exemplo da Tabela 2.4, 
temos: 
303808368728642 =+++=+++=∑ + yyyyy               (2.37)           
211455254607531 =+++=+++=∑ − yyyyy                                     (2.38)           
Substituindo na equação: 
23
8
)211303(2
=
−
=T                                                                                         (2.39)          
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2.6.6 Interações entre Fatores 
 
Quando a diferença na variável resposta entre os níveis de um fator não é a mesma nos 
níveis dos outros fatores. Exemplo: 
 
Figura 2. 17 - Exemplo de Interação entre Fatores 
Fonte: Montgomery (1991) 
 
Para B- o efeito de A é: 50 – 20 = 30 
Para B+ o efeito de A é: 12 – 40 = -28 
Efeito da interação: AB = (-28 - 30) / 2 = -29 
Para o cálculo dos efeitos, além da codificação das variáveis utilizando os sinais (+)  e 
(-), é necessário incluir mais quatro colunas na matriz de planejamento do exemplo citado na 
Tabela 2.4. O conteúdo destas quatro colunas representa o efeito de interação entre as variáveis 
e é obtido levando-se em consideração os sinais já atribuídos às variáveis envolvidas, como se 
fosse uma operação matemática de multiplicação. 
Considerando, por exemplo, as variáveis T e C, pode-se escrever, de modo análogo, 
que o efeito de interação entre estas duas variáveis, TC, será dado por: 
[ ]
ab
yyyy
TC ∑ ∑ ∑ ∑
−++−−−++ +−+
=
)()(2
                    (2.40)          
 
Numericamente, para o exemplo dado na Tabela 2.4, temos que:  
∑ =+=+=++ 148806884 yyy                      (2.41)           
∑ =+=+=−− 112526051 yyy                                      (2.42)           
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∑ =+=+=−+ 155837262 yyy                                                                         (2.43)           
∑ =+=+=+− 99455473 yyy                               (2.44)           
Desta forma: 
[ ] 5,1
2
)99155()112148(2
3 =
+−+
=TC                     (2.45)   
Isso significa que o efeito de interação é fornecido pela média da diferença entre as 
médias do efeito do fator T em relação ao nível alto (+) e nível baixo (-) do fator C. 
 
2.6.7 Modelo de Regressão 
 
Quando os fatores em estudo são quantitativos, indica-se fazer uma análise de 
regressão. O modelo de regressão para um experimento com dois fatores e dois níveis fica: 
εxxβxβxββy 211222110 ++++= ,                         (2.46)   
Onde: y é a variável resposta, os β’s são os parâmetros a serem estimados, x1 e x2 são as 
variáveis que representam os fatores hipotéticos A e B respectivamente, ε é o termo do erro 
aleatório. As variáveis x1 e x2 são codificadas como -1 e +1, e x1x2 representa a interação entre 
elas. 
Estimativas dos parâmetros: 
2
A de Efeito
ˆ
1 =β                               (2.47)   
2
B de Efeito
ˆ
2 =β                                                  (2.48)   
2
AB de Efeito
ˆ
12 =β                                                                                                   (2.49)   
a
b
i i
b
y
β
a
∑
=
=
1
0
ˆ
                                                                                                        (2.50)  
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2.6.8 Experimentos Fracionados 
 
É evidente que no método do planejamento fatorial, o número de experimentos pode 
ser muito elevado, mesmo se tratando de um fatorial de dois níveis, pois isto depende do 
número de variáveis que serão avaliadas. Entretanto, de maneira geral, as interações de ordem 
alta (terceira, quarta ou superiores) são pequenas e podem ser confundidas com o desvio 
padrão dos efeitos. Desta forma, é possível executar um planejamento fatorial parcial sem que 
seja necessária a determinação de todos os parâmetros de interação, admitindo-se uma perda 
na resolução experimental que não comprometa a análise dos resultados. Neste caso, pode-se 
diminuir o número de experimentos e ainda determinar os efeitos mais importantes (principais 
e de interações de segunda ordem). Este tipo de planejamento fatorial é chamado de 
Planejamento Fatorial Fracionado. As características dos experimentos fracionados são:  
a) Baseados em frações dos experimentos fatoriais completos;  
b) Apropriados quando há um grande número de fatores a serem investigados sendo 
somente possível realizar um pequeno número de ensaios;  
c) Permitem o equilíbrio entre o volume de informações necessárias à fase em que o 
experimento se encontra e o custo envolvido nas experimentações;  
d) Utilizados nos estágios iniciais da experimentação (nível de conhecimento baixo ou 
moderado), principalmente nos experimentos exploratórios.  
Os experimentos podem ser classificados conforme Resolução III, IV e V, sendo:  
a) resolução III – nenhum efeito principal é confundido com outro efeito principal. 
Efeitos principais são confundidos com interações de segunda ordem;  
b) resolução IV - nenhum efeito principal está confundido com outro efeito principal ou 
interações de segunda ordem. Interações de segunda ordem estão confundidas entre si;  
c) resolução V - interações de segunda ordem estão confundidas com interações de 
terceira ordem;  
A representação simbólica de um experimento fatorial de dois níveis é dada pela forma: 
stratamentonxfatoresnresolução °=
−°2
                   (2.51)  
 
Em que “x” representa o valor a ser subtraído do número de fatores para resultar no 
número de tratamentos do experimento. A resolução pode ser retirada da Tabela 2.5.  
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Tabela 2. 5 - Resolução para Experimentos Fatoriais 
 
Fonte: Tutorial - Minitab Statistical Software, 2004 
 
Para o entendimento da resolução de um experimento, a Tabela 2.6 mostra um exemplo 
de um experimento 82
14
=
−
IV
 com os fatores A, B, C e D. 
 
Tabela 2. 6 - Exemplo para Cálculo da Resolução em um Experimento Fracionado 
 
Fonte: do autor 
 
A estrutura de confundimentos (ou, do inglês, “aliasing”) para o fatorial da Tabela 2.6, 
conforme ilustrado pelos diferentes grupos de cores, é A = BCD, B = ACD, C = ABD, D = 
ABC, AB = CD, AC = BD e AD = BC. Ou seja, uma vez que se proceda ao cálculo da 
significância estatística para os fatores do experimento apresentado, se a interação BCD 
aparecer como significativa, não se terá real certeza de sua significância uma vez que está 
confundida (é igual) ao efeito principal A. O mesmo acontecerá para o restante da estrutura de 
confundimentos apresentada: B = ACD, C = ABD, D = ABC, AB = CD, AC = BD e AD = BC. 
Obviamente certas interações não apresentam a menor possibilidade de acontecer, 
especialmente aquelas superiores a partir de terceira ordem (ABC, ABCD e assim por diante). 
Para tal, vale o bom senso de engenharia e o conhecimento do processo experimental para 
atribuir certas hipóteses associadas à interpretação dos resultados, permitindo filtrar as 
interações não factíveis e utilizar racionalmente os experimentos fracionados.  
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2.7 Análise Seqüencial 
 
Usualmente haverá necessidade de experimentos adicionais e sempre haverá perda de 
informações sobre algumas interações. Os principais objetivos dos experimentos fatoriais 
fracionados são: priorizar fatores e determinar qual direção a seguir.  
Após a obtenção de um razoável grau de confiabilidade no experimento será efetuada a 
eliminação daqueles fatores que não proporcionam significância à variável de resposta 
(priorização). Outra forma para se definir a direção dos experimentos é variar o espaço de 
inferência dos fatores através de uma nova configuração para seus níveis. 
O ideal é que os últimos experimentos realizados possuam resolução infinita, ou seja, 
tenham o número de tratamentos (runs) igual ao número total de combinações possíveis entre 
os fatores (Full Factorial). Desta maneira pode-se realizar a busca para a condição otimizada 
do modelo em questão com maior confiabilidade.  
 
2.8 Correlação de Pearson 
 
Em estatística descritiva, o Coeficiente de Correlação de Pearson mede o grau da 
correlação (e a direção dessa correlação - se positiva ou negativa) entre duas variáveis de 
escala métrica (intervalar ou de rácio). 
Este coeficiente, representado pela letra "r" assume apenas valores entre -1 e 1. r = 1 
significa uma correlação perfeita positiva entre as duas variáveis, conforme mostrado na 
Figura 2.18.  
 
Figura 2. 18 - Relação Linear Perfeita (r = 1) 
Fonte: Box, 1978 
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r = -1 significa uma correlação negativa perfeita entre as duas variáveis. Isto é, se uma 
aumenta, a outra sempre diminui, conforme mostrado na Figura 2.19.  
 
Figura 2. 19 - Relação Linear Negativa Perfeita (r = -1 ) 
Fonte: Box, 1978 
 
r = 0 significa que as duas variáveis não dependem linearmente uma da outra, 
conforme mostrado na Figura 2.20.  
 
Figura 2. 20 - Ausência de Relação Linear entre as Variáveis (r = 0 ) 
Fonte: Box, 1978 
 
No entanto, pode existir uma outra dependência que seja "não linear". Assim, o 
resultado r = 0 deve ser investigado por outros meios.  
Para dados reais, a plotagem dos pontos X e Y praticamente nunca representa uma 
correlação perfeita entre as duas variáveis. Quanto maior for a tendência dos pontos ficarem 
próximos à linha reta, mais forte será a correlação entre as duas variáveis. A Figura 2.21 
mostra um exemplo para correlações entre variáveis de 0,97 e 0,63 respectivamente. 
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Figura 2. 21 - Exemplo de outras Correlações para 0 < r < 1 
Fonte: Box, 1978 
 
O coeficiente de correlação de Pearson é calculado segundo a seguinte fórmula: 
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Em que x1, x2, ..., xn e y1, y2, ..., yn são os valores medidos de ambas as variáveis. Além 
disso, 
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são as médias aritméticas de ambas as variáveis. 
 
2.9 FRD – Diagrama de Relação de Fatores 
 
Técnicas estatísticas de Design of Experiments (DOE) podem ser ferramentas valiosas 
para se adquirir rapidamente um conhecimento adicional sobre produtos e processos.  É 
experiência dos autores que um dos erros mais comuns dos investigadores é a falha em 
reconhecer as restrições na randomização. Uma questão relacionada é a consideração 
inadequada dada às condições nas quais se espera que os resultados do experimento possam 
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ser razoavelmente aplicados. Estas questões resultam na identificação errônea de fatores 
significativos e não significativos que, desta forma, inibem a aquisição do conhecimento.  
O FRD é uma amostragem gráfica de um plano experimental usado para examinar a 
estratégia experimental antes de realmente se executar o DOE.  Este gráfico é uma ferramenta 
poderosa que permite ao investigador entender se existem ou não restrições na randomização e 
que orienta o desenvolvimento de perguntas relacionadas às condições nas quais o 
experimento será conduzido. 
O FRD mostra as relações entre os fatores manipulados e não manipulados. Estes 
fatores não manipulados podem ser vistos como fontes de variação cujo impacto contribui para 
decisões incorretas quando um experimento restrito é analisado como um experimento 
completamente randomizado.  Da mesma forma, fontes de variação não manipuladas podem 
contribuir para a não repetibilidade de resultados experimentais.  
A maioria dos autores enfatiza a randomização como um meio de garantir a validade da 
suposição estatística do erro distribuído independentemente ou aleatoriamente. Contudo, mais 
importante na prática para o engenheiro é que a randomização ajuda a reduzir a probabilidade 
de fatores estranhos se alinharem com um ou mais dos fatores manipulados durante o 
experimento.  
A Figura 2.22 mostra a estrutura de um FRD para um experimento hipotético. 
Bloco / Tempo
   A1
   A2
Lote
Setup
Tempo de Mistura (S)
Dentro do Lote
2 3 4 5
1 2
13 14 15 169 10 11 12
- + - +
+
5 6 7 8
6 7 8
- +
- + -
- + - + - + - +
1 2 3 4 5 6 7 8
+
- + - +
1 2 3 4
1
- +
- + -
 
Figura 2. 22 - Exemplo de FRD para um Experimento Hipotético 
Fonte: Sanders, 1995 
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As regiões do FRD assinaladas em vermelho referem-se aos fatores não manipulados 
durante o experimento, também chamados de estrutura unitária. 
No topo do FRD, como parte da estrutura unitária do experimento, está o fator 
bloco/tempo. Os fatores do experimento A1 e A2 são mostrados acima da estrutura da unidade 
“lote e setup”. Já o fator S é mostrado acima da estrutura da unidade “dentro do lote”. Em 
vários experimentos industriais, componentes da estrutura da unidade são considerados efeitos 
aleatórios e fatores do experimento são considerados efeitos fixos.   
As linhas horizontais na cor verde presentes no FRD mostrados na Figura 2.22 indicam 
a divisão do material experimental. Esta linha é definida como a linha de restrição (Line of 
Restriction - LOR).  A LOR destaca a estrutura de erro dividido, auxilia no entendimento de 
como os graus de liberdade estão disponíveis em cada nível e, desta forma, ilustra os testes de 
significância estatística apropriados.  
Abaixo da primeira LOR fica a região denominada whole-plot, já a porção inferior à 
segunda LOR é denominada split-plot. Devido ao fato dos efeitos do whole-plot e dos efeitos 
do split-plot terem diferentes estruturas de erro, seria estatisticamente incorreto avaliar a 
magnitude destes efeitos em um gráfico de probabilidade normal, como se o experimento 
fosse executado de forma completamente randomizada. 
 
2.10 Significância Estatística – Teste de Hipóteses 
 
O teste de hipóteses é uma outra maneira de fazer uma inferência estatística; ou seja, a 
partir de um parâmetro para a amostra, inferir o valor deste parâmetro para a população, 
associado a uma distribuição de probabilidade, baseada em uma amostra aleatória. Aqui, não 
há a necessidade de se estimar o parâmetro; admite-se um valor hipotético para ele e, baseado 
na informação da amostra, confirma-se ou rejeita-se tal valor proposto. 
Para realizar o teste de hipóteses, as estatísticas vistas anteriormente são usadas. Por 
exemplo, a decisão de consertar ou não uma máquina depende do valor calculado de X  
exceder ou não um nível especificado. 
Os erros de amostragem podem conduzir a erros no teste de hipóteses, que podem ser 
controlados, mas nunca eliminados. Na estimação de parâmetros, a principal preocupação é 
com a precisão e a confiabilidade das informações obtidas através das amostras. No teste de 
hipóteses, regras de decisão, vistas a seguir, devem ser adotadas. 
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2.10.1 Conceitos Básicos 
 
Aqui, está-se interessado em fazer uma decisão acerca da veracidade ou falsidade de 
uma hipótese. O procedimento que leva a uma conclusão é chamado teste de hipóteses. Esse 
teste usa informações obtidas em uma amostra aleatória selecionada a partir de uma 
população de interesse. Se essa informação for consistente com a hipótese, então se conclui 
que a hipótese é verdadeira; caso contrário, a hipótese é falsa. 
Para testar uma hipótese, deve-se considerar uma amostra aleatória, calcular a 
estatística apropriada a partir dos dados amostrais e então usar essa informação para fazer 
uma decisão. Por exemplo, está-se interessado em decidir se a resistência média de 
compressão de um compósito, µ, é igual a µo. As seguintes hipóteses podem ser formuladas: 
a) Teste Bilateral  
Hipótese Nula ou da Nulidade: H0: µ = µo 
Hipótese Alternativa: H1: µ ≠ µo (µ  < µo ou H1: µ  > µo) 
 
 b) Teste Unilateral Superior 
Hipótese Nula ou da Nulidade: H0: µ  = µo (ou H0: µ  ≤ µo) 
Hipótese Alternativa: H1: µ  > µo 
 
c) Teste Unilateral Inferior 
Hipótese Nula ou da Nulidade: H0: µ = µo (ou H0: µ ≥ µo) 
Hipótese Alternativa: H1: µ < µo 
 
O objetivo dos testes de hipóteses é sempre tentar rejeitar a hipótese nula. A hipótese 
alternativa representa o que se deseja provar ou estabelecer, sendo formulada para contradizer 
a hipótese nula. 
É importante lembrar que as hipóteses são sempre afirmações sobre a população ou 
distribuição sob estudo e não afirmações sobre a amostra. 
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2.10.2 Teste Bilateral de Hipóteses 
 
Para testar a hipótese de que a resistência média de compressão de um compósito seja 
igual a, por exemplo, 2.500 psi, uma amostra de 10 espécimes do compósito é usada para a 
determinação da média X . Essa média é uma estimativa da média populacional. Se X > 2.550 
psi ou X < 2.450 psi, diferente, portanto de 2.500 psi, a hipótese nula será rejeitada, o que 
implica automaticamente em aceitar a hipótese alternativa. Logo, a região de X > 2.550 psi e 
X < 2.450 psi é chamada de região crítica ou região de rejeição para o teste. Se 2.450 psi ≤ 
X  ≤ 2.550 psi, a hipótese nula será aceita e essa região é chamada região de aceitação. A 
Figura 2.23 ilustra essas regiões. Os valores críticos 2.450 psi e 2.550 psi são determinados, 
baseados no intervalo de confiança que se deseja. 
 
Figura 2. 23 – Regiões de Aceitação e Rejeição 
 
A decisão para aceitar ou rejeitar a hipótese nula é baseada em uma estatística 
calculada a partir de dados de uma amostra aleatória. Dessa forma, a decisão está sujeita a 
erros. Existem dois tipos de erros: 
a) Erro Tipo I: hipótese nula é rejeitada quando ela é verdadeira; 
b) Erro Tipo II: hipótese nula é aceita quando ela é falsa. 
Têm-se assim quatro possibilidades em um teste de hipóteses, que estão apresentadas 
na Tabela 2.7. 
Tabela 2. 7 – Situações Possíveis em um Teste de Hipóteses  
 
As probabilidades de ocorrência dos erros tipos I e II são expressas da seguinte forma: 
)falsa é|Aceitar ()II Tipo Erro(
)a verdadeiré|Rejeitar()I Tipo Erro(
00
00
HHPP
HHPP
==
==
β
α
           (2.55)   
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Embora os dois tipos de erros sejam indesejáveis, o erro tipo I é tipicamente mais 
importante, sendo α chamado nível de significância ou tamanho do teste. A hipótese H0 é 
geralmente elaborada de tal forma que o erro tipo I seja o mais importante a ser evitado. 
 Na prática, para um teste de hipóteses, sempre existe o risco (ou chance) de que bons 
lotes numa determinada amostragem possam ser rejeitados. Esta probabilidade, associada ao 
Erro Tipo I, é também conhecida como Risco ao Produtor. Existe também a probabilidade de 
se aceitar lotes defeituosos, ou seja, o chamado de Risco ao Consumidor. Por exemplo: 
 - Risco do produtor: )a verdadeiré|Rejeitar( 00 HHP  Ex: Num processo de 
experimentação conclui-se erroneamente que a robustez de um componente é significativa para 
garantir a estruturação do conjunto onde este fica montado. Desta maneira, estará se investindo 
(quantidade e/ou tipo de material, alterações geométricas etc.) para assegurar tal robustez e 
conseqüentemente gerando custos para a empresa – daí o “risco ao produtor”.  
 - Risco ao consumidor: )falsa é|Aceitar ( 00 HHP  Ex: Num processo de 
experimentação conclui-se erroneamente que a robustez de um componente não é significativa 
para garantir a estruturação do conjunto onde este fica montado. Desta maneira, para redução 
de custos, estará se trocando o componente por outro mais barato e conseqüentemente menos 
estruturado, estando propenso a falhar em campo – daí o “risco ao consumidor”.  
 
2.11 Significância Estatística – Experimentos Não Replicados 
 
Planejamentos fatoriais são utilizados em grande escala em experimentos envolvendo 
vários fatores onde é necessário se estudar os efeitos dos fatores na variável de resposta. O 
planejamento 2n é particularmente útil nas etapas iniciais do estudo experimental, quando 
existem vários fatores a serem investigados. Como são considerados apenas dois níveis é 
assumido que a resposta é aproximadamente linear sobre a amplitude dos níveis dos fatores 
escolhidos.  
Mesmo para um número moderado de fatores, o número total de combinações num 
planejamento fatorial 2n é grande. Por exemplo, um planejamento 25 tem 32 combinações ou 
tratamentos, já para o caso 26 tem-se 64 combinações e assim por diante. Uma vez que haja 
escassez de recursos, a replicação experimental torna-se inviável. Freqüentemente os recursos 
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disponíveis somente podem contemplar uma única réplica no planejamento a ser conduzido. 
Um risco óbvio quando um experimento apresenta uma única réplica para cada tratamento é 
que o modelo pode estar sendo alimentado diretamente com ruído experimental.  
A estratégia de replicação única é geralmente utilizada em experimentos preliminares 
onde constam muitos fatores para análise. Uma vez que não se pode estar totalmente certo de 
que o erro experimental é pequeno, uma boa prática é definir agressivamente os níveis dos 
fatores. 
Um experimento com uma única réplica é chamado de experimento fatorial não-
replicado. O fato de se considerar somente uma réplica não permite uma estimativa do erro 
experimental (ou erro puro). 
Uma abordagem par este tipo de análise é assumir que certas interações de alta ordem 
são desprezíveis e combinam sua média quadrática para a estimativa de erro. Esta técnica é 
conhecida como Princípio da Esparsidade dos Efeitos. O método de análise de significância 
estatística associada ao Princípio da Esparsidade define que os efeitos que são desprezíveis 
estão normalmente distribuídos com média nula e variância σ2 constante. Tais efeitos tendem 
a estar distribuídos ao longo de uma linha reta num gráfico de normalidade (Normal Plot), 
onde os efeitos significativos não terão média nula e também não estarão dispostos 
graficamente nas proximidades da linha reta.  
  
2.11.1 O Método de Lenth 
 
O Método de Lenth (1989) tem sido considerado um dos métodos mais eficazes para 
avaliação de significância de fatores em experimentos não replicados. A vantagem deste 
método é que os resultados são dados em termos das unidades originais de medição. A direta 
associação com os dados experimentais facilita a aplicação e o entendimento do método.  
Suponha que se têm m contrastes de interesse, ou seja, m efeitos relacionados aos 
graus de liberdade do experimento da forma c1, c2, ..., cm. Se o planejamento é um fatorial 2n 
não replicado, estes contrastes correspondem a m = 2n -1 estimativas de efeitos para os fatores 
e interações experimentais. A base do Método de Lenth é a estimativa da variância de um 
contraste referente à menor estimativa de contraste do experimento, em valor absoluto. 
Definindo-se, 
( )jcmedianas ×= 5,10   (2.56)   
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( )05,2:5,1 sccmedianaPSE jj <×=   (2.57)   
PSE é chamado de “Pseudo Standard Error” e Lenth (1989) mostrou que este é uma 
forma razoável de  estimar a variância dos contrastes quando não existem muito efeitos 
significativos. O PSE é utilizado para julgar a significância dos contrastes. Um contraste 
individual pode ser comparado com a Margem de Erro, definida por: 
PSEtME d ×= ,2/α   (2.58)   
Onde t se refere a uma distribuição “t de Student” (ver apêndice B), sendo um valor 
associado à probabilidade cumulativa de α dependente do número de graus de liberdade ν. 
Para este caso, a distribuição t é calculada a partir de α/2 que é a metade da probabilidade de 
ocorrer o erro do tipo I, conforme Equação 2.55 e d, dado por m/3.  
Segundo o método de Lenth, quando um valor em módulo para um determinado efeito 
exceder o valor de ME, significa que este efeito é significativo. Este critério é utilizado 
comumente para a análise de significância estatística em vários softwares comerciais 
  
2.12 Significância estatística – Normal Plot 
 
Uma das maneiras mais usadas na avaliação da significância estatística para efeitos de 
fatores manipulados durante um processo experimental é o Gráfico de Probabilidade Normal 
dos efeitos, ou, Normal Plot. A Figura 2.23 mostra um exemplo para este tipo de gráfico. 
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Figura 2. 24 - Exemplo de Normal  Plot 
Fonte: do autor 
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Pontos que não se encontram próximos aos limites da linha azul geralmente 
representam efeitos com dada significância estatística, sendo que, quanto mais longe desta 
linha, maior será o valor do efeito do fator comparado com o ruído do experimento. Para a 
avaliação deste tipo de análise estatística vale lembrar que o erro experimental (ruído) deve ser 
normalmente distribuído com média nula e variância constante. 
 
2.13 Significância Estatística – Pareto Plot 
 
O Gráfico de Pareto é outra maneira bastante usual na avaliação da significância 
estatística para efeitos de fatores manipulados durante um processo experimental. A Figura 
2.24 mostra um exemplo para este tipo de gráfico. 
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Figura 2. 25 - Exemplo para um Gráfico de Pareto 
Fonte: do autor 
 
O gráfico de Pareto possibilita a visualização tanto da magnitude quanto da importância 
dos efeitos. Mostra o valor absoluto dos efeitos e possui uma linha de referência - linha 
vermelha na Figura 2.24. Qualquer efeito que passe por esta linha é dito como significativo. 
Tanto para os gráficos Normal Plot e Pareto quando não há graus de liberdade para o 
erro experimental, uma maneira de se identificar efeitos significativos é o Método de Lenth 
(Lenth, 1989), utilizado comumente em softwares de análise estatística como, por exemplo, no 
Minitab. Em alguns casos, os graus de liberdade para o erro podem ser estimados via alguma 
técnica experimental, como replicação, por exemplo. Desta forma, a própria diferença entre os 
mesmos tratamentos replicados é tida como quantificadora do ruído experimental. 
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2.14 Significância estatística – Gráfico de Efeitos Principais 
 
O gráfico de Efeitos Principais é uma representação das médias para cada nível de um 
determinado fator. A Figura 2.25 mostra um exemplo para este tipo de gráfico. 
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Figura 2. 26 - Exemplo para um Gráfico de Efeitos Principais 
Fonte: do autor 
 
Para este gráfico, as médias para cada nível de um dado fator são conectadas com uma 
linha. Horizontalmente também fica representada a linha da média total do experimento. Para o 
caso da visualização de múltiplos gráficos, a magnitude dos efeitos pode ser comparada, como 
mostrado na própria Figura 2.25. 
Quando o coeficiente angular da reta que une as médias para cada nível de um dado 
fator for positivo, o efeito é dito como positivo, ou seja, alternando do nível “-1” para o nível 
“+1” a média da variável de resposta tende a aumentar. O contrário acontece para o caso do 
coeficiente angular da reta ser negativo. 
 
2.15 Significância Estatística – Gráfico de Interações de Efeitos 
 
O gráfico de Interações de Efeitos representa interações de segunda ordem para um 
determinado par de efeitos, cada qual relacionado a um fator distinto. Em suma, quando ocorre 
uma significativa interação de segunda ordem entre dois fatores, o efeito de um dos fatores 
varia com a configuração dos níveis do outro fator. 
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As Figuras 2.26 e 2.27 mostram exemplos para interações nula e significativa, 
respectivamente. 
 
Figura 2. 27 - Exemplo de Interação Nula (região destacada no gráfico) 
Fonte: do autor 
 
 
Figura 2. 28 - Exemplo de Interação Significativa (região destacada no gráfico) 
Fonte: do autor 
 
Este tipo de gráfico é muito utilizado para a verificação do quesito de Projeto Robusto 
(ou do inglês Robust Design), ou seja, para o caso de uma interação expressiva, qual deve ser a 
configuração do nível do primeiro fator que retorna robustez (pequena variação) à variável de 
resposta em função da modificação dos níveis do segundo fator. 
 
 66 
2.16 Fold Over 
 
Fold Over para um experimento fracionado é uma maneira de reduzir o confundimento 
entre fatores e interações, ou seja, aumentar a resolução sem descartar os dados de um 
experimento prévio, desconsiderando possíveis efeitos de bloco.  
A técnica de Fold Over consiste na adição de uma quantidade de novos tratamentos 
igual a do experimento original onde a configuração dos níveis para os novos tratamentos é 
exatamente inversa (níveis com sinais trocados) àquela do experimento original. Desta maneira 
assegura-se o aumento da resolução sem descartar os dados originais. 
A aplicação desta ferramenta é muito útil quando um experimento de resolução baixa 
(por exemplo, resolução III) é submetido à análise de significância estatística e apresenta 
fatores e/ou interações significativas com confundimento. No caso em que ambos os elementos 
da estrutura de confundimento são factíveis, não se pode tomar conclusões sobre os resultados 
experimentais. Desta maneira, emprega-se a técnica de Fold Over para aumentar a resolução 
experimental. Vale comentar que esta estratégia é válida quando o efeito de bloco entre os dois 
experimentos não é significativo, ou seja, não existem variáveis aleatórias ou de ruído 
alinhadas de forma diferente em cada experimento. 
 
2.17 Considerações Finais 
 
Este capítulo teve como principal finalidade prover o entendimento das etapas da 
metodologia 6-Sigma sustentando a revisão teórica de várias ferramentas estatísticas triviais 
para a abordagem do problema proposto.  
Dando continuidade ao trabalho, o próximo capítulo tratará do estudo das variações de 
manufatura e incertezas presentes nos ensaios utilizados para avaliação estrutural de gabinetes 
de refrigeração. Para tal, uma vez que se tenha controle sobre as condições de teste e 
manufatura, definir-se-á uma estratégia de validação ou calibração para um modelo de 
elementos finitos representativo de um gabinete de refrigerador. Contudo, será possível operar 
em um modelo virtual compatível com os testes estruturais executados na prática, passando-se 
às etapas mais avançadas relacionadas ao processo de otimização numérica. 
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Capítulo 3  
 
Estudo de Variação e Calibração Numérica  
 
3.1 Objetivo 
 
O principal objetivo deste capítulo será o estudo das fontes de variação de manufatura 
e outras fontes de dispersão presentes nos testes práticos utilizados para avaliação estrutural 
dos gabinetes de refrigeração. Por meio deste estudo será possível controlar ambas as fontes 
de variação de forma a tornar seus limites aceitáveis, visando estabelecer uma metodologia de 
validação para um modelo numérico representativo do fenômeno em questão. Uma vez que se 
tenha um modelo de elementos finitos representativo e validado para um gabinete de 
refrigerador pode-se progredir para a etapa de otimização estrutural, ou seja, sucessivas 
análises quantitativas com a finalidade de redução de massa (custo) sem comprometer seu 
desempenho estrutural. 
Para subsidiar o procedimento de otimização estrutural será construído um modelo 
numérico para o gabinete de refrigerador que deverá refletir a realidade de um modelo físico, 
ou seja, deverá estar devidamente calibrado. Para tal, algumas etapas preliminares precisam 
ser concluídas para a consolidação das informações necessárias à devida calibração numérica: 
- Levantamento das fontes de variação de manufatura e ensaios experimentais; 
- Definição das condições ideais de ensaio com o intuito de reduzir variabilidade, 
garantindo maior robustez para a tomada das variáveis de resposta; 
- Seleção do modelo físico estatisticamente representativo para validação numérica de 
forma a filtrar variações de manufatura; 
- Construção do modelo de elementos finitos para o gabinete de refrigerador completo; 
- Definição das condições de contorno a serem aplicadas ao modelo; 
- Definição do ensaio a ser utilizado para calibração numérica; 
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- Validação do modelo numérico. 
Uma adequada validação do modelo de elementos finitos para o gabinete de 
refrigerador é essencial para passar à etapa de otimização estrutural. Conhecimento sobre 
variação é fundamental para prover a devida calibração numérica e suportar comparações 
quantitativas entre os modelos virtual e real.  
 
3.2 Modelo Físico Proposto para Análise 
 
O produto, foco de aplicação do trabalho, é um refrigerador de duas portas com 
capacidade de 450 litros que se encontra em produção há aproximadamente três anos. O 
gabinete de refrigeração é basicamente composto de: conjunto capa externa metálica e caixas 
internas para os compartimentos do freezer e refrigerador, construídas com material plástico. 
O volume delimitado por estas partes é preenchido por uma espuma à base de poliuretano 
expandido que serve de isolante térmico e proporciona rigidez à estrutura do gabinete. Dentre 
outros componentes que se destacam no quesito estrutural pode-se citar: fundo traseiro, fundo 
inferior, travessa intermediária, base frontal, base do compressor, pés do gabinete e 
dobradiças. A Figura 3.1 mostra o modelo do refrigerador utilizado para análise. 
 
Figura 3. 1 - Modelo de Refrigerador Utilizado para Análise 
 
A principal razão que justifica a importância da robustez estrutural de um gabinete de 
refrigeração é que a falta de rigidez pode gerar perda de isolamento devido ao desalinhamento 
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das portas e conseqüentemente degradação estética ao produto, afetando diretamente o quesito 
de qualidade percebida aos consumidores. 
O critério utilizado para aprovação estrutural dos gabinetes de refrigeração estabelece 
níveis aceitáveis de distorção (deslocamento medido no canto frontal superior esquerdo) do 
gabinete montado com suas portas carregadas, para diferentes ângulos de abertura das 
mesmas. Os limites de distorção admissíveis por norma (Whirlpool WTM D-40.96) estão 
vinculados ao volume dos produtos. A Tabela 3.1 mostra os valores máximos de 
deslocamento lateral permitidos pela norma de aprovação. 
Tabela 3. 1 - Critério de Aprovação Estrutural Normatizado 
 
Fonte: Norma Whirlpool WTM D-40.96 
Da mesma forma, há um limite máximo aceitável para a queda estática das portas 
(freezer e refrigerador) referenciada ao gabinete. A mesma norma utilizada para os limites 
admissíveis de distorção de gabinete, a WTD D-40.96, especifica que o valor de queda de 
porta não deve exceder 3,1 mm para qualquer modelo de gabinete. 
Esta última variável de resposta, queda de porta (Door Sag), tem forte correlação com 
os níveis de distorção do gabinete, ou seja, com a rigidez do gabinete, e será tomada como 
base para o desenvolvimento do processo de otimização estrutural.  
 
3.2.1 Condições Padronizadas de Ensaio Estrutural 
 
O ensaio padrão regido pela norma WTM D-40.96 referente à avaliação estrutural de 
gabinetes define uma variável de resposta chamada “balanço” ou, em inglês, “sway”. Esta 
variável de resposta é dada pelo somatório em módulo do deslocamento lateral do gabinete 
quando suas portas são abertas desde 0º até a abertura máxima. O ponto de medição fica 
localizado na lateral superior esquerda do gabinete. Ainda se pode utilizar um outro transdutor 
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de deslocamento na região traseira superior esquerda do gabinete para medição do balanço 
traseiro. Por convenção chamaremos o deslocamento lateral de “Sway X” e o deslocamento 
traseiro de “Sway Z”. 
Com relação ao carregamento a ser aplicado no produto, o teste especifica 22 kgf para 
o lastro do gabinete, aplicado por massas concentradas na região inferior do produto, dentro 
da gaveta de legumes.  As portas recebem um carregamento também estipulado pela norma, 
aplicado às prateleiras por massas de 1kgf e 0,5 kgf, em formato de discos cilíndricos com 80 
mm de diâmetro. O critério para aplicação de carregamento às portas estabelece que, para as 
prateleiras de portas com distância de posicionamento vertical maior que 150 mm entre si ou 
entre outro compartimento, o carregamento deve ser por massas de 1 kgf distribuídas ao longo 
de toda área da prateleira, em maior número possível. Já para as prateleiras com passo menor 
que 150 mm, o carregamento deve se dar por massas de 0,5 kgf. No caso de haver algum 
compartimento, reservatório ou suporte para comportar alimentos específicos, deve-se prover 
a distribuição de massas concentradas de forma a garantir o máximo limite de carregamento 
aceitável. Por exemplo, um reservatório de água tem capacidade máxima de 3 litros, ou seja, o 
carregamento necessário para este compartimento é de 3 kgf. Para o caso de um porta-ovos, o 
carregamento especificado por norma é de 3,5 kgf. A Figura 3.2 mostra o esquema de 
carregamento total aplicado ao gabinete. 
 
Figura 3. 2 - Carregamento Aplicado ao Produto 
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Inicialmente, o refrigerador com todo carregamento aplicado é colocado no posto de 
ensaio com suas portas fechadas. Um equipamento de aquisição de dados controla um 
transdutor de deslocamento posicionado no ponto de medição assinalado. Desta forma, inicia-
se a gravação dos sinais de deslocamento e abrem-se simultaneamente ambas as portas do 
produto até sua abertura máxima.  A Figura 3.3 mostra o equipamento utilizado para os 
ensaios estruturais. 
 
Figura 3. 3 - Equipamento Utilizado para os Ensaios Estruturais 
 
Nota-se que, até aproximadamente 40º de abertura de porta, tem-se um deslocamento 
lateral positivo (Sway X), isto é, para a esquerda. A partir daí há uma inflexão no 
deslocamento lateral e o gabinete começa a se deslocar para a direita. Justamente, a soma do 
deslocamento máximo para ambos os lados é a variável de resposta em questão: Sway X. O 
mesmo esquema de medição é realizado para a variável de resposta Sway Z. 
A Figura 3.4 mostra um exemplo de um sinal de deslocamento lateral coletado para 
um experimento hipotético. O somatório em módulo do pico máximo do sinal com a medição 
final é o balanço ou “sway”. 
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Figura 3. 4 - Exemplo de Medição da Variável de Resposta: Balanço (Sway X) 
 
3.2.2 Mapa de Processo de Medição 
 
Para facilitar a identificação das possíveis fontes de variação presentes nos ensaios 
experimentais foi construído um mapa de processo para descrever o ensaio experimental 
padrão. O mapa de processo consta na Figura 3.5. 
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Figura 3. 5 - Mapa de Processo para o Ensaio Experimental Definido 
 
Os fatores de estudo extraídos do mapa de processo são: 
- Setup de teste: posicionamento do gabinete no posto de teste para medições (setup 1), 
retirada do produto e reposicionamento para novas medições (setup 2); 
- Velocidade de abertura de porta (x7.2); 
- Tempo de medição após abertura total da porta (x8.1); 
- Três repetições para cada medição. 
 
3.3 Estudo das Fontes de Variação 
 
O elevado nível de variação de manufatura (entre produtos do mesmo modelo) e 
presente nos ensaios experimentais implica que somente grandes alterações na rigidez do 
produto possam proporcionar medições confiáveis associadas às alterações impostas. É 
extremamente complicado prover a correta avaliação da deflexão e queda de porta para 
gabinetes de refrigeração uma vez que a própria variação de manufatura existente para 
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produtos do mesmo modelo pode sobrepujar os resultados obtidos em um teste estrutural com 
a manipulação de fatores físicos. Da mesma maneira, as próprias condições de ensaio 
experimental e sistema de medição podem acarretar erros para a correta obtenção dos 
resultados.    
Uma etapa bastante importante do estudo será o levantamento das fontes de variação 
que possivelmente têm influência direta nas medições e o cálculo da dispersão dos resultados 
(desvio-padrão da média), proporcionando condições de planejar testes laboratoriais 
específicos e robustos para suportar a calibração numérica do modelo de elementos finitos. 
 
3.3.1 Definição das Fontes de Variação 
 
As fontes de variação foram divididas em variações de manufatura e de 
experimentação.  
As fontes de dispersão de manufatura estão associadas justamente ao fato de que 
nunca dois produtos do mesmo modelo e lote, produzidos no mesmo turno pelos mesmos 
operadores têm suas características exatamente iguais. Para um gabinete de refrigerador, as 
maiores fontes de variação de manufatura são: não uniformidade de preenchimento da espuma 
de poliuretano no interior do produto e oscilação da rigidez do material para diferentes 
posições. Contudo, de forma a incluir a variação de manufatura num procedimento 
experimental, foram selecionadas algumas amostras de gabinetes do mesmo modelo para 
inclusão no plano de amostragem. 
Com relação às fontes de variação presentes nos ensaios experimentais, tomaram-se os 
fatores citados no final da seção 3.2.2., justamente retirados do mapa de processo relativo ao 
ensaio estrutural padrão (Figura 3.5). 
 
3.3.2 Estratégia de Amostragem 
 
A Figura 3.6 mostra a estratégia de amostragem adotada para o estudo das fontes de 
variação. 
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Figura 3. 6 - Estratégia de Amostragem Proposta 
 
Na hierarquização superior da estratégia de amostragem constam os quatro produtos 
do mesmo modelo (variação de manufatura), a seguir constam os fatores de processo. Cada 
produto foi testado em dois diferentes setups (retirada e colocação dos gabinetes na 
plataforma de teste aleatoriamente), duas velocidades de abertura de porta (lenta e rápida) e, o 
tempo de término da gravação do sinal foi computado em 15 segundos e 3 minutos. Cada 
configuração foi medida três vezes, totalizando 96 medições. Vale ressaltar que as variáveis 
de resposta adotadas referem-se aos valores de “Sway X e Z”, com seus respectivos 
transdutores de deslocamento posicionados conforme Figura 3.3. 
 
3.3.3 Resultados Experimentais 
 
A Tabela 3.2 mostra os resultados para o experimento proposto, segundo a estratégia 
de amostragem mostrada na Figura 3.6. 
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Tabela 3. 2 - Resultados 
 
 
A partir dos resultados apresentados na Tabela 3.2 será feita a análise do sistema de 
medição e posteriormente o cálculo de componentes de variação, ou seja, a participação 
quantitativa de cada fator na variação total das medições. 
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3.3.3.1 Avaliação do Sistema de Medição 
 
A avaliação do sistema de medição serve como indicação para a validade dos dados 
coletados experimentalmente. Essencialmente serão identificadas possíveis causas especiais 
na Carta R. Uma análise posterior na Carta X atesta a significância da variação entre 
subgrupos, bem como a própria discriminação dos sistemas adotados. 
A seguir consta a avaliação do sistema de medição (MSE) para a variável de resposta 
Sway X. A Figura 3.7 mostra as cartas Xbar e R. 
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Figura 3. 7 - Cartas Xbar e R para Avaliação do Sistema de Medição: Sway X 
 
Da carta R pode-se concluir que não houveram causas especiais, ou seja, pontos fora 
dos limites de controle. Ainda na carta R pode-se perceber que o sistema de medição 
apresenta adequada discriminação, pois existem mais níveis de resolução que o mínimo 
necessário. O mínimo número de unidades de medição (MNMU) necessário para atribuir 
discriminação ao sistema de medição está associado ao tamanho de subgrupo adotado na 
estratégia de amostragem. Para este caso, tendo um subgrupo de três níveis (n=3), o valor de 
MNMU deve ser superior a 5 unidades. A Figura 3.8 mostra os níveis de discriminação, dados 
por linhas tracejadas azuis. 
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Figura 3. 8 - Cartas Xbar e R para Avaliação do Sistema de Medição: Sway X 
 
Pela Figura 3.8 percebe-se que existem 18 níveis de discriminação, ou seja, 18 
patamares referentes às médias de amplitude para os dados amostrais. Para este caso, sendo 
18 maior que o MNMU, o sistema de medição apresenta discriminação adequada. 
Já a carta Xbar mostra que o sistema de medição é capaz de distinguir variação entre 
subgrupos, uma vez que mais que 50% de seus pontos estão fora dos limites de controle. 
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Figura 3. 9 - Cartas Xbar e R para Avaliação do Sistema de Medição: Sway Z 
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As mesmas observações anteriores podem ser assinaladas para as cartas Xbar e R da 
variável de resposta Sway Z. 
Ainda, pode-se afirmar que o sistema de medição é adequado para o experimento em 
questão. Isso permite evoluir no processo investigativo de componentes de variação. 
 
3.3.3.2 Análise Gráfica 
 
A Figura 3.10 mostra um tipo de gráfico muito importante para realizar a análise 
gráfica dos resultados do experimento – o Variability Chart. Este gráfico mostra os pontos de 
cada nível lado a lado e pode-se visualizar a média e a amplitude para os dados em cada 
categoria, observando-se as alterações entre diferentes hierarquias da estratégia de 
amostragem. 
 
 
Figura 3. 10 - Sway X: Variability Chart 
 
Este gráfico é bastante útil para checagem de efeitos sistemáticos entre fatores e 
níveis. Um aspecto interessante a ser observado é que sempre para o tempo de medição de 3 
minutos (lento) as medidas de balanço são maiores que aquelas tomadas num tempo de 15 
segundos. Isso pode ser explicado pelo efeito viscoelástico (fluência) característico da espuma 
de poliuretano presente no interior dos produtos submetidos ao ensaio experimental. 
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Figura 3. 11 – Sway Z: Variability Chart. 
 
3.3.3.3 COV – Estudo de Componentes de Variação 
 
Para quantificar a contribuição de cada fator na variável de resposta em análise, é feito 
um estudo de componentes de variação para as variáveis de resposta sway X e Z. 
 
I. Variável de Resposta – Sway X 
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Figura 3. 12 - Sway X: Carta Xbar e R para as Medições 
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Figura 3. 13 - Sway X: Carta Xbar e R para o Tempo de Medição 
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Figura 3. 14 - Sway X: Carta Xbar e R para a Velocidade de Medição 
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Figura 3. 15 - Sway X: Carta Xbar e R para o Setup de Produtos 
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Figura 3. 16 - Sway X: Carta Xbar e R para os Produtos 
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A variação total é dada pela equação (3.11) 
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A Tabela 3.3 mostra o resumo de todos os componentes de variação e o percentual de 
contribuição de cada fator para a variação total das medições. 
 
Tabela 3. 3 - Resultados do Estudo de Componentes de Variação  para Sway X 
 
Onde: d2 é o fator utilizado para o cálculo de desvio-padrão associado ao tamanho de 
subgrupo n, conforme citado na Tabela 2.2. 
O resultado do estudo mostra que a variação entre produtos do mesmo modelo, ou 
seja, o fator “Produto”, justamente associado às diferenças de manufatura representa 76,80% 
da variação total do experimento. Isto indica que a diferenças entre medições (“Medição”) e 
os fatores de processo (“Tempo”, “Velocidade” e “Setup”) não apresentam influência 
significativa na variável de resposta (Sway X).  
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II. Variável de Resposta – Sway Z 
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Figura 3. 17 - Sway Z: Carta Xbar e R para Medições 
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Figura 3. 18 - Sway Z: Carta Xbar e R para Tempo de Medição 
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Figura 3. 19 - Sway Z: Carta Xbar e R para Velocidade de Medição 
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Figura 3. 20 - Sway Z: Carta Xbar e R para Setup de Produtos 
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Figura 3. 21 - Sway Z: Carta Xbar e R para Produtos 
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A variação total é dada pela equação (3.23) 
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A Tabela 3.3 mostra o resumo de todos os componentes de variação e o percentual de 
contribuição de cada fator para a variação total das medições. 
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Tabela 3. 4 - Resultados do COV para Sway Z 
 
 
Para a variável de resposta Sway Z, o resultado do estudo mostra que a variação entre 
produtos do mesmo modelo (diferenças de manufatura) representa 60,88% da variação total 
do experimento. Porém, agora o fator de processo “setup” também apresentou significância 
relevante, 29,61%. Isso indica que a configuração dos níveis para este fator, ou seja, as 
condições de posicionar e reposicionar o mesmo produto para os mesmos testes tem 
influência relevante na variável de resposta Sway Z.  
 
3.3.4 Conclusões Preliminares para o Estudo de Fontes de Variação 
 
O estudo mostrou que em ambas variáveis de resposta (Sway X e Z) sempre as 
oscilações de manufatura (entre os gabinetes) são maiores que as outras variações de processo 
de experimentação consideradas. Somente para a variável de resposta Sway Z, o fator “setup” 
também se mostrou significativo além das diferenças entre produtos. 
Em função de as variáveis de manufatura serem geradoras da maior parte das 
variações nos resultados, a proposta é realizar uma nova amostragem com um maior número 
de produtos de forma a selecionar um gabinete que seja estatisticamente representativo para 
suportar o procedimento de validação numérica. Para tal adotar-se-á o critério de que o 
produto representativo é aquele que, dentro do conjunto de amostras, tenha os valores de 
Sway X e Z mais próximo da média das amostras. 
Tendo em vista a razoável significância do fator “setup” na variável de resposta Sway 
Z, propõe-se realizar novos experimentos para confirmação e entendimento dos resultados. 
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3.3.4.1 Estudo das Variações de Manufatura 
 
As variações de manufatura são significativamente caracterizadas pelo elevado nível 
de dispersão presente nas propriedades da espuma de poliuretano, basicamente entre 
diferentes posições dentro do gabinete e devido a flutuações no processo de injeção que 
podem ser afetadas por uma série de fatores. Dentre os fatores que possivelmente afetam o 
processo de injeção de poliuretano pode-se citar: pressão de injeção, estequiometria dos 
reagentes (razão de mistura), tipo de espuma (141-b ou ciclo-pentano), temperatura dos 
moldes, temperatura ambiente etc. A dispersão de todos esses fatores é fonte de distribuições 
não-uniformes de densidades da espuma no interior do produto. Em alguns casos, algumas 
localidades internas nem mesmo são preenchidas, gerando vazios ou bolhas no interior do 
produto.  Em conseqüência a todos estes aspectos, há uma considerável variação na rigidez 
global do produto, uma vez que é a própria espuma de poliuretano que contribui 
significativamente para a robustez estrutural do gabinete. 
Para o levantamento quantitativo dos níveis de dispersão da espuma de poliuretano nas 
condições atuais de processo, propôs-se um experimento de levantamento de componentes de 
variação (COV). Para tal adotou-se como variável de resposta a resistência à compressão para 
corpos de prova retirados do interior dos produtos, dispostos conforme a Figura 3.20. 
 
Figura 3. 22 - Posições no Gabinete para Retirada dos Corpos de Prova de Poliuretano 
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Os corpos de prova são cilíndricos com 60 mm de diâmetro e 25 mm de altura, 
sofrendo uma deformação de 10% (2,5mm) durante os ensaios. Tal deformação é 
integralmente considerada como elástica, uma vez que o corpo de prova sempre apresenta 
restituição de sua forma original após os ensaios prescritos.  Contudo, o valor da resistência à 
compressão é dado pelo quociente da força necessária para deformar 10% do corpo de prova 
pela área circular onde é aplicada a carga. A Figura 3.21 mostra os corpos de prova utilizados 
para o ensaio. 
 
Figura 3. 23 - Corpo de Prova Padrão de Poliuretano  
 
Resistência à compressão (k): 
A
Fk =   (3.25)     
Onde F é a força necessária para comprimir 10% do corpo de prova, medida 
diretamente no equipamento de ensaio e A é a área circular. 
Admitindo somente a ocorrência de deformações elásticas e eliminando o efeito 
Poisson tem-se: 
E.εσ =
  (3.26)     
Onde ε é a deformação e E é o módulo de elasticidade. 
ε
ε
.
.
A
FEouE
A
F
==
 (3.27)     
Substituindo a equação 3.25 na equação 3.27 tem-se que 
kkkE .10
1,0
===
ε
 (3.28)     
Portanto, conclui-se que o módulo de elasticidade para a espuma de poliuretano pode 
ser estimado pela multiplicação da resistência à compressão por 10. 
O experimento foi conduzido ao longo de 12 meses, resultando na análise de 2160 
medições, dentro da hierarquização de fatores e níveis propostos. 
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Os fatores considerados no experimento foram:  
• Mês: 12 meses de ensaio; 
• Turno: 03 diferentes turnos (manhã, tarde e noite); 
• Porta-molde: 03 diferentes portas-molde; 
• Produto: 03 produtos do mesmo modelo; 
• Posição: 10 posições, conforme assinalado na Figura 3.20. 
A estratégia de amostragem para o experimento é mostrada na Figura 3.22. 
 
 
Figura 3. 24 - Estratégia de Amostragem para o Experimento 
 
I. Avaliação do Sistema de Medição 
A Figura 3.25 mostra as cartas de controle Xbar e R para os dados coletados. 
 
Figura 3. 25 - Cartas Xbar e R para o Experimento 
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Observando-se a carta R, percebe-se que ocorrem 5 causas especiais associadas a 50 
medições, porém, como estas estão satisfatoriamente muito próximas dos limites de controle, 
e em função de não haver possibilidade de realizarem-se novas medições, desprezou-se o 
aparecimento dos pontos fora dos limites de controle. Em suma, atribui-se que o efeito destes 
5 pontos fora dos limites de controle no resultado global das 2160 amostras seria desprezível. 
A carta X mostra que menos de 50% dos pontos estão fora dos limites de controle. 
Isso indica que o sistema de medição não é adequado para captar variação entre subgrupos no 
sentido de os fatores de hierarquizações superiores não induzirem alterações significativas na 
variável de resposta.  Contudo pode-se concluir que a maior parte da variação está justamente 
dentro do subgrupo, ou seja, entre as posições dentro de um mesmo produto. 
 
II. COV - Estudo de Componentes de Variação 
A Tabela 3.5 mostra o resultado do estudo de componentes de variação estimado por 
análise de variância (ANOVA). 
 
Tabela 3. 5 - Percentual de Contribuição de Cada Fator no Experimento 
 
 
Pode-se perceber que 62% de toda variação ocorre entre diferentes posições dentro dos 
produtos e 25,2% ocorre entre diferentes produtos do mesmo modelo. Os outros fatores 
contemplados no experimento tiveram influência pouco relevante. 
A Figura 3.26 mostra o histograma da freqüência dos valores versus resultado de 
resistência à compressão. 
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Figura 3. 26 - Histograma: Freqüência de Valores & Resistência à Compressão 
 
 
Retirando do gráfico os valores da média e desvio-padrão, pode-se concluir que o 
resultado global para as amostras é: 
k = 183,2 ± 28,2 kPa. 
Valor mínimo: k = 155,0 kPa. 
Valor máximo: k = 211,4 kPa. 
 Traduzindo estes valores para o Módulo de Elasticidade (E) tem-se: 
E = 1,82 ± 0,28 MPa. 
Valor mínimo: E = 1,55 MPa. 
Valor máximo: E = 2,11 MPa. 
 
3.3.4.2 Estudo da Variável de Resposta Sway Z 
 
Para o desdobramento da relevância do fator “setup” na variável de resposta Sway Z 
foi realizado um estudo de delineamento de experimentos, ou Design of Experiments (DOE). 
Para este estudo, procurou-se desdobrar novos fatores dentro do fator “setup” adotado nos 
estudos anteriores. Concluiu-se que dentro do setup do produto estariam presentes alguns 
ajustes que possivelmente influenciariam o resultado das medições. 
Contudo, foram escolhidos novos fatores novamente extraídos do mapa de processo 
(Figura 3.5). Tais fatores foram: 
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- Massa de lastro no interior do gabinete (x2.2) - níveis: ausência das massas de lastro 
(nível -1) ou presença das massas de lastro (nível +1); 
- Ajuste de altura nos pés niveladores dianteiros (x4.1) – níveis: configurar os pés 
niveladores para que estes suportem integralmente a carga referente às reações de apoio 
dianteiras no produto (nível -1) ou permitir o apoio sobre os rodízios dianteiros situados logos 
atrás dos pés niveladores (nível +1); 
- Ângulo de abertura de porta (x7.3) – níveis: 100º de abertura (nível -1) e 120º de 
abertura (nível +1); 
- Massa sobre a base do compressor – níveis: ausência da massa referente ao 
compressor (nível -1) ou presença da massa do compressor (nível +1); 
A Tabela 3.6 mostra os fatores e níveis selecionados para o experimento. 
 
Tabela 3. 6 - Fatores e Níveis para o Experimento 
 
 
O estudo de delineamento de experimentos (DOE) proposto foi definido com o 
máximo de resolução, isto é, um estudo fatorial completo (Full Factorial), resultando em 16 
tratamentos. Cada tratamento foi medido três vezes para que novamente fosse realizada uma 
avaliação no sistema de medição empregado (MSE). Segue na Tabela 3.7 a matriz de 
planejamento para o experimento proposto. 
 
Tabela 3. 7 - Matriz de Planejamento 
 
 94 
A Figura 3.27 mostra o diagrama de relação dos fatores do experimento (FRD). No 
topo do gráfico, em vermelho, estão os fatores não manipulados durante o experimento, tidos 
com possíveis fontes de ruídos para os testes. A seguir pode-se perceber a configuração dos 
níveis dos fatores resultante do planejamento fatorial completo, sendo que, cada uma destas 
configurações (tratamentos) é medida três vezes. Ainda é importante ressaltar que a escolha 
dos tratamentos é tomada em ordem aleatória para evitar que fontes de ruído estejam 
alinhadas com a seqüência experimental. 
 
Figura 3. 27 - Diagrama de Relação de Fatores para o Experimento 
 
I. Resultados do DOE 
 
As Figuras 3.28 e 3.29 mostram os gráficos “Variability Chart” paras as variáveis de 
resposta Sway X e Sway Z. 
 
Figura 3. 28 - Variability Chart para Sway X 
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Para a variável de resposta Sway X pode-se perceber que existe um padrão (pattern) 
para os tratamentos do experimento. Pela Tabela 3.7 pode-se notar que os níveis -1 e +1 para 
o fator abertura de porta são intercalados, isto é, os tratamentos ímpares possuem nível -1, já 
os pares possuem nível +1. Contudo, sistematicamente para uma abertura de porta de 100º 
temos valores de Sway X menores referencialmente aos valores para uma abertura de porta de 
120º. Pela Figura 3.29 percebe-se que o mesmo não ocorre para os valores de Sway Z, que 
estão completamente aleatorizados, sem um padrão definido. 
 
 
Figura 3. 29 - Variability Chart para Sway Z 
 
 As Figuras 3.30 e 3.31 mostram as cartas Xbar e R para ambas variáveis de resposta 
Sway X e Z. 
A carta R para ambas variáveis de resposta mostra que o sistema de medição é 
consistente, uma vez que não houveram causas especiais. Também se pode perceber que o 
sistema de medição apresenta adequada discriminação. 
 Já as cartas Xbar mostram que o sistema de medição é capaz de distinguir variação 
entre subgrupos, uma vez que para a carta de Sway X, 100% dos pontos estão fora dos limites 
e, para a carta de Sway Z 87,5% dos pontos estão fora dos limites de controle. 
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Figura 3. 30 - Cartas Xbar e R para o Sway X 
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Figura 3. 31 - Cartas Xbar e R para o Sway Z 
 
Contudo, pode-se afirmar que o sistema de medição é adequado para o experimento. 
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- Variável de resposta Sway X: 
A seguir, na Figura 3.32 tem-se o gráfico “Normal Plot” que, por uma abordagem 
estatística, mostra os fatores significativos do experimento. 
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Figura 3. 32 - Normal Plot para Sway X 
 
A Figura 3.33 ilustra o Gráfico de Pareto (Pareto Chart) que novamente apresenta a 
significância dos fatores, porém de forma hierárquica. 
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Figura 3. 33 - Gráfico de Pareto para Sway X 
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Para Sway X, os fatores significativos por ordem de grandeza foram: D (ângulo de 
abertura de porta), A (suporte dianteiro) e C (massa na base do compressor). 
O fator D (ângulo de abertura de porta) tem significância muito maior que os fatores A 
e C. Isso demonstra que o deslocamento lateral do gabinete apresenta elevada sensibilidade ao 
ângulo de abertura de porta. Pelo gráfico de efeitos principais percebe-se que, quanto maior a 
abertura de porta, maior será o deslocamento lateral do gabinete (efeito positivo). 
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Figura 3. 34 - Gráfico dos Efeitos Principais para Sway X 
 
A Figura 3.35 mostra o gráfico de interação de fatores para Sway X. 
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Figura 3. 35 - Gráfico de Interações de Efeitos para Sway X 
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- Variável de resposta Sway Z: 
As Figura 3.36 e 3.37 mostram os gráficos “Normal Plot” e Pareto para a variável de 
resposta Sway Z, respectivamente. 
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Figura 3. 36 - Normal Plot para Sway Z 
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Figura 3. 37 - Gráfico de Pareto para Sway Z 
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Os fatores significativos por ordem de grandeza para Sway Z foram: C (massa na base 
do compressor), A (suporte dianteiro), B (massa na caixa interna), interação BC e por último 
D (ângulo de abertura de porta).  
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Figura 3. 38 - Gráfico dos Efeitos Principais para Sway Z 
 
A significância dos fatores C (massa na base do compressor) e B (massa caixa interna) 
mostra que as massas de lastro contribuem satisfatoriamente para o deslocamento traseiro do 
gabinete, ou seja, quanto maior as massas do compressor e caixa interna, menor será o valor 
de Sway Z (efeito negativo).  
O efeito do fator A (suporte dianteiro) é positivo. Isso demonstra que, se o produto 
estiver apoiado sob os rodízios (que se encontram atrás dos pés niveladores dianteiros), existe 
maior tendência de haver o tombamento do produto, ou seja, há um maior deslocamento 
traseiro. Isso pode ser explicado pelo fato de que os rodízios ficam mais próximos ao centro 
de gravidade do gabinete. Desta forma, quando as reações dianteiras são aplicadas aos 
rodízios e não aos pés niveladores há um aumento do momento pelo acréscimo na distância 
até a aplicação de carregamento nas portas. 
A Figura 3.39 mostra o gráfico de interação para Sway Z. 
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Figura 3. 39 - Gráfico de Interações de Efeitos para Sway Z 
 
A única interação que apareceu como significativa foi a interação BC (massa na caixa 
interna & massa na base do compressor).  
 
Figura 3. 40 - Fragmento do Gráfico de Interações de Efeitos para Sway Z 
 
Pela Figura 3.40 pode-se notar que o gabinete ficará sempre mais robusto ao 
tombamento com a presença das massas de lastro, porém somente a presença da massa na 
base do compressor acaba por compensar a retirada da massa na caixa interna. A região 
assinalada em azul na Figura 3.40 mostra que, quando existe a massa referente ao compressor, 
se passarmos do nível +1 para o nível -1 do fator massa na caixa interna, a variável de 
resposta mantém-se praticamente inalterada, garantindo a robustez necessária à estabilidade 
do gabinete.   
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3.3.5 Conclusões Finais para o Estudo de Fontes de Variação 
  
A expressividade das variações de manufatura no comportamento estrutural do 
gabinete de refrigerador pode ser atribuída à elevada dispersão nas propriedades mecânicas da 
espuma de poliuretano que preenche seu interior. O estudo de componentes de variação 
realizado assinalou que podem ocorrer valores na faixa de 1,82 ± 0,28 MPa para o módulo de 
elasticidade da espuma de poliuretano. Contudo, uma vez que se escolha um produto 
específico para calibração numérica, é possível se calcular um módulo de elasticidade 
“médio” para a espuma de poliuretano por comparação ao modelo de elementos finitos 
representativo para o gabinete do refrigerador. 
Para as variações de processo de medição, com o experimento realizado conclui-se 
que o fator “apoio dianteiro” é um dos fatores que podem ser manipulados durante o setup do 
experimento de maior influência na variável de resposta Sway Z, portanto deve ser controlado 
quando houver qualquer tipo de ajuste que envolva uma nova configuração de teste. 
O fator “massa base compressor” também é substancialmente significativo, porém não 
pode ser alterado durante o setup do produto, pois o compressor é fixo e não há qualquer 
adição de carregamento sob a base metálica para a realização dos testes. Contudo, produtos do 
mesmo modelo podem ter compressores com a mesma especificação de fabricantes diferentes. 
Desta forma, pode haver alteração nas massas dos compressores e ocasionar variações 
indesejadas nos resultados em função desta diferença de carregamento. 
 
3.3.6 Seleção do Produto Estatisticamente Representativo 
 
Com o intuito de selecionar um produto adequado para prover a calibração do modelo 
numérico, tomou-se uma nova amostragem de 16 produtos do mesmo modelo com o mesmo 
tipo de compressor, selecionados aleatoriamente na linha de produção. 
Todas as correções de setup para garantir o correto posicionamento e nivelamento dos 
produtos foram adotadas para os testes destes produtos. 
A Figura 3.41 mostra a estratégia de amostragem para este novo experimento. 
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Figura 3. 41 - Estratégia de Amostragem 
 
3.3.6.1 Avaliação do Sistema de Medição 
 
Das cartas R para ambas variáveis de resposta pode-se concluir que o sistema de 
medição é dito consistente, apresentando também adequada discriminação. Já as cartas Xbar 
mostram que o sistema de medição é capaz de distinguir variação entre subgrupos, uma vez 
que mais que 50% de seus pontos estão fora dos limites de controle. 
 
Figura 3. 42 - Carta Xbar e R para Sway X 
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Figura 3. 43 - Carta Xbar e R para Sway Z 
 
Contudo, pode-se afirmar que o sistema de medição é adequado para o experimento 
em questão. 
A Figura 3.44 mostra a distribuição dos resultados para as 16 amostras.  
 
Figura 3. 44 - Distribuição dos Resultados para as Amostras (Normal Fit): Sway X 
 
A seguir seguem os resultados para ambas variáveis de resposta. 
Sway X 
Média Amostral (µ) = 4,442 mm 
Desvio Padrão (σ) = 0,2842 mm 
Sway X = 4,442 ± 0,2842 mm. 
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Sway Z 
Média Amostral (µ) = 2,191 mm 
Desvio Padrão (σ) = 0,2593 mm 
Sway X = 2,191 ± 0,2593 mm. 
A amostra que teve os valores mais próximos à média foi a amostra 01: 
Produto #01: 
Sway X = 4,41 mm (média: 4,44 mm) 
Sway Z = 2,44 mm (média: 2,19 mm) 
Portanto, o produto 01 fica selecionado como o estatisticamente representativo. 
 
3.4 Modelo Numérico Equivalente 
 
Considerando todos os componentes estruturais relevantes e suas fixações, foi 
construído um modelo de elementos finitos para o gabinete de refrigerador completo. Todo o 
modelamento de CAD do gabinete foi construído com o auxílio do software Pro-E (Pro-
Engineer). Na seqüência utilizou-se o software Hypermesh para a importação e preparo da 
geometria para discretização da malha de elementos finitos. No preparo da geometria foram 
realizadas várias simplificações geométricas no modelo CAD para prover a extração das 
superfícies média para as partes referentes a chapas finas, definição da geometria base para os 
componentes sólidos e delimitação de um volume fechado para geração de malha sólida de 
forma a representar a espuma de poliuretano.  
Adicionalmente, foram modeladas as portas do freezer e refrigerador com o propósito 
de prover adequada distribuição de carregamento e servir de referência para o cálculo do 
deslocamento referencial entre as portas e o gabinete, ou seja, a queda de porta.  A Figura 
3.45 mostra o comparativo do modelo real com a modelo numérico. 
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Figura 3. 45 - Comparação entre os Modelos Numérico e Real 
 
Após a discretização em malha de todos componentes estruturais, acrescentaram-se os 
devidos conectores para interligação das partes estruturais com vínculo físico. Contudo, 
importou-se o modelo numérico no software ANSYS e definiram-se todos os tipos de 
elementos, materiais, condições de contorno, aplicação de carregamento e tipo de análise. 
O modelo de elementos finitos é formado de elementos sólidos e de casca. A espuma 
de poliuretano, os dutos de ar (mullion) de poliestireno expandido, pés niveladores e 
dobradiças foram modelados com elementos sólidos – tetraedros do tipo “Solid 45”. As outras 
partes, basicamente caracterizadas por placas esbeltas, foram modeladas por elementos do 
tipo “Shell 181”. Todas as conexões do tipo pressunião (clinch) e juntas parafusadas foram 
admitidas como rígidas e modeladas com elementos do tipo “Beam 181”. 
Todos os materiais foram considerados como lineares e isotrópicos e suas 
propriedades foram conseguidas por ensaios laboratoriais de caracterização e diretamente com 
relatórios de fornecedores.  
As fixações das portas com as dobradiças foram modeladas com o auxílio de equações 
de restrição (Constraint Equations) que permitiram a devida transferência de graus de 
liberdade de rotação e translação do gabinete para as portas, simulando uma condição real. 
Contudo, para a eliminação de deslocamento de corpo rígido das portas do modelo, foi 
adicionada uma restrição em cada porta, simulando seu contato com o gabinete. 
As Figuras 3.46, 3.47, 3.48 e 3.49 mostram os componentes estruturais citados. 
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Figura 3. 46 - Modelo para o Refrigerador Completo 
 
Figura 3. 47 - Componentes Estruturais 
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Figura 3. 48 - Componentes Estruturais (cont.) 
 
 
 
Figura 3. 49 - Componentes Estruturais (cont.) 
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3.5 Levantamento das Reações de Apoio 
 
Com a finalidade de assegurar a validação do modelo numérico, todos os componentes 
do modelo físico foram pesados e conferidos com aqueles adicionados ao modelo virtual. O 
mesmo procedimento foi utilizado para as massas próprias para aplicação de carregamento ao 
modelo. Eventuais diferenças de massa resultantes de componentes não estruturais foram 
modeladas com elementos do tipo “Mass 21” em localidades específicas para sua correta 
representatividade. A Figura 3.50 mostra o dispositivo utilizado para a medição das reações 
de apoio e centro de gravidade. 
 
Figura 3. 50 - Dispositivo Utilizado para Calibração Numérica 
 
Contudo, as avaliações se deram por células de carga dispostas na base do produto. A 
Figura 3.51 mostra o tipo de célula de carga utilizado. 
 
Figura 3. 51 - Detalhe para Medição das Reações de Apoio: Células de Carga 
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Para a medição das reações de apoio considerou-se o modelo físico carregado e com 
suas portas fechadas. Este tipo de condição de contorno fez com que somente três apoios 
estivessem em contato com a base de testes, ou seja, tivessem suas reações negativas ou 
compressivas. Este tipo de particularidade foi adotado para evitar que uma suposta falta de 
planicidade da base do produto induzisse reações de apoio errôneas, sugerindo uma melhor 
robustez aos resultados. 
O procedimento de ensaio delimitou que o produto carregado deveria permanecer 
inicialmente sobre as três células de carga dispostas na base de testes. Na seqüência foi 
realizado um ajuste no fundo de escala dos transdutores via equipamento de aquisição de 
dados, onde todas as medições retornaram ao valor nulo para o início dos testes. A gravação 
dos sinais foi iniciada e o produto foi suspenso com o auxílio de uma talha elétrica por 
aproximadamente 30 segundos. Este foi o tempo necessário para a completa estabilização do 
sinal e medição das reações de apoio, agora com sinal positivo, conforme mostra a Figura 
3.52.  
 
Figura 3. 52 - Resposta para as Medições das Reações de Apoio 
 
Contudo foram repetidas 06 vezes as medições para confirmação dos resultados, 
conforme a Tabela 3.8. 
Tabela 3. 8 - Resultados 
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A massa total do produto carregado ficou em 149,99 kg, sendo que o apoio mais 
solicitado foi aquele mais próximo à dobradiça inferior dianteira. O segundo maior valor foi 
medido na região do rodízio traseiro esquerdo e, por fim, o pé nivelador dianteiro esquerdo 
apresentou um valor bem inferior, ficando com uma média de 15 kgf de reação de apoio. 
Depois de seguidas iterações de ajuste com os valores medidos, o modelo de 
elementos finitos apresentou uma calibração satisfatória com o modelo físico, conforme 
mostrado na Figura 3.53.  
 
 
Figura 3. 53 - Comparação entre Valores Medidos & Modelo Numérico 
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A seguir temos a comparação entre os valores medidos e aqueles calculados a partir do 
modelo de elementos finitos. 
 
Tabela 3. 9 - Diferença Percentual  entre as Medições e o Modelo Numérico 
 
 
3.6 Condições de Contorno 
 
Em sua base, o gabinete foi submetido à restrições de forma a simular uma condição 
de operação real. Considerando-se que todos os suportes têm a possibilidade de rotacionar, 
somente as translações foram restringidas em três localidades da base do produto. A Figura 
3.54 mostra aplicação das restrições ao modelo numérico. 
 
Figura 3. 54 - Condições de Contorno Aplicadas ao Modelo de Elementos Finitos 
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Conforme já mencionado, o apoio da região traseira direita foi suprimido, pois para o 
modelo com as portas carregadas e fechadas, esta localidade acaba por perder seu suporte com 
o chão, em função da transferência do carregamento para os demais suportes.  
Com relação às condições de ensaio, as massas correspondentes ao carregamento do 
gabinete e das portas foram distribuídas em sua devida posição, conforme o modelo físico. A 
condição de carregamento foi dada pela aplicação da aceleração da gravidade ao modelo. A 
Figura 3.53 mostra a distribuição de massas no gabinete.  
 
Figura 3. 55 - Carregamento Aplicado ao Modelo Numérico 
 
3.7 Variável de Resposta 
 
A variável de resposta considerada nas análises foi a queda ou deslocamento vertical  
da porta (Door Sag) em função do carregamento estático aplicado às portas do refrigerador. 
Esta variável de resposta traduz fisicamente o critério de qualidade percebida ao consumidor, 
ou seja, no caso de haver um deslocamento das portas com relação ao gabinete, 
conseqüentemente ocorrerá degradação estética ao visual do produto e até mesmo problemas 
de conservação de alimentos em função da perda de vedação.  As Figuras 3.56 e 3.57 
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mostram um exemplo para os deslocamentos máximos (em vermelho) para o gabinete isolado 
e montado com ambas as portas respectivamente. 
 
Figura 3. 56 - Deslocamentos Total para o Gabinete Isolado 
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Figura 3. 57 - Deslocamentos Total para o Gabinete e Portas 
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A queda de porta do gabinete possui uma forte correlação com seu deslocamento 
lateral, ou distorção devido ao carregamento das portas. Uma análise de correlação foi 
realizada com alguns valores de deslocamento lateral e queda de porta. A Figura 3.58 mostra 
que estas variáveis de resposta têm 94,4% de correlação.  
 
 
Figura 3. 58 - Correlação de Pearson para as Possíveis Variáveis de Resposta 
 
 
Conseqüentemente conclui-se que, analisando apenas a variável de resposta Door Sag, 
indiretamente também está se avaliando o deslocamento lateral do gabinete em função da 
elevada correlação existente entre ambas as métricas. 
Para o cálculo do valor de Door Sag foi utilizada a seguinte equação: 
DropCabinetDropDoorSagDoor −=  (3.29) 
Onde “Door Drop” é queda total da porta, incluindo uma parcela da queda do gabinete 
chamada de “Cabinet Drop”. Contudo, descontando-se a queda do gabinete da queda total da 
porta, tem-se a queda referencial da porta, ou seja, o valor de “Door Sag”. A Figura 3.59 
ilustra o esquema utilizado para o cálculo da variável de resposta Door Sag. 
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Figura 3. 59 - Variável de Resposta para Deslocamento Vertical: Door Sag 
 
3.8 Definição das Condições de Ensaio para Validação Numérica 
 
Em função dos resultados dos estudos preliminares das fontes de variação e das 
condições de contorno, foram utilizados ensaios experimentais específicos para a coleta de 
dados a serem correlacionados com o modelo numérico.  
A condição em que o gabinete não sofre praticamente deformações é dada por sua 
configuração sem carregamento nas portas, na qual se pode assumir deslocamentos laterais, 
traseiros e Door Sag praticamente nulos.  
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De forma a garantir a correta representação das condições de contorno aplicadas ao 
modelo numérico, foi proposto o seguinte procedimento para o teste de calibração do modelo 
físico: 
- Com o produto carregado ajustar o nivelamento dianteiro de forma que somente os 
pés niveladores dianteiros e os rodízios traseiros estejam em contato com a base do 
dispositivo de teste; 
- Remover todo o carregamento das portas do freezer e refrigerador; 
- Fechar as portas; 
- Iniciar a aquisição de dados; 
- Abrir as portas; 
- Posicionar cuidadosamente todas prateleiras com o carregamento total das portas; 
- Aguardar aproximadamente 15 segundos para estabilização; 
- Fechar as portas; 
- Aguardar 20 segundos para término da aquisição do sinal para os transdutores. 
A Figura 3.60 mostra o esquema de coleta de dados. 
 
 
Figura 3. 60 - Esquema de Coleta de Dados para Calibração Numérica 
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3.9 Calibração Numérica 
 
 
Utilizando-se o produto estatisticamente representativo e efetuando-se as devidas 
verificações para a eliminação dos ruídos no setup do experimento, submeteu-se o gabinete às 
condições de ensaio descritas pelo item 3.4. 
O produto foi medido cinco vezes, conforme a Tabela 3.10. 
Tabela 3. 10 - Resultados para as Medições Sway X, Z e Door Sag 
 
Na prática, em função das variações das propriedades mecânicas da espuma de 
poliuretano no interior do produto, para o modelo de elementos finitos escolheu-se o módulo 
de elasticidade do material poliuretano que resultasse nos valores mais próximos aos medidos 
experimentalmente. A amplitude de ajuste para o módulo de elasticidade, conforme já 
calculado anteriormente foi: E = 1,82 ± 0,28 Mpa. 
Após algumas iterações concluiu-se que o valor de E = 1,95 MPa para o modulo de 
elasticidade da espuma de poliuretano proporciona a melhor correlação com o modelo físico, 
conforme dados apresentados na Figura 3.61. 
 
Figura 3. 61 - Comparação dos Resultados entre o Modelo Físico e o Modelo Numérico 
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Tabela 3. 11 - Diferença Percentual entre o Modelo Físico e o Modelo Numérico 
 
 
Os valores mostrados nas Tabelas 3.9 e 3.11 mostram que o modelo de elementos 
finitos foi devidamente calibrado, tendo em vista todas as hipóteses assumidas.  
 
3.10 Considerações Finais 
 
Este capítulo tratou em detalhes da aplicação das ferramentas 6-Sigma para 
identificação e controle das possíveis fontes de variação decorrentes de manufatura e ensaios 
laboratoriais. Desta maneira, definiram-se condições controladas de teste para um produto 
estatisticamente representativo que, por sua vez, serviu de referência para o processo de 
calibração do modelo numérico do gabinete de refrigerador. Outrossim, as próprias condições 
de contorno aplicadas ao modelo de elementos finitos foram concebidas a partir de 
constatações concordantes com o quesito de robustez experimental, tendo interação direta 
com as limitações dos ensaios em reproduzir  o panorama do modelo virtual. 
Uma vez que a validação do modelo numérico foi alcançada, passa-se à etapa de 
otimização estrutural para o gabinete de refrigerador, que justamente é a proposta do próximo 
capítulo. 
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Capítulo 4  
 
Otimização Estrutural 
 
4.1 Objetivo 
 
O procedimento de validação do modelo numérico equivalente ao gabinete de 
refrigerador em análise foi executado em detalhes no capítulo anterior. Logicamente, este 
processo de validação seria totalmente robusto se as variações de manufatura pudessem ser 
efetivamente controladas, ou seja, as propriedades mecânicas da espuma de poliuretano fossem 
uniformes para diferentes produtos, bem como no interior dos mesmos. Até então, para o 
procedimento de calibração numérica, não houve manipulação de fatores relacionados a 
componentes estruturais do produto, portanto não se conhece a magnitude dos efeitos 
relacionados a estes fatores, bem como sua interação com a rigidez da espuma de poliuretano.  
Definindo-se que a variação de manufatura, representada pela rigidez da espuma de 
poliuretano, será incluída como fator nas simulações numéricas, é possível que, a partir de 
então, se trabalhe em ambiente virtual no processo de otimização estrutural. 
O objetivo deste capítulo é a otimização estrutural de um gabinete de refrigerador pelas 
técnicas de abordagem seqüencial baseada no planejamento de experimentos (DOE) e pela 
utilização do software comercial ANSYS (Método de Aproximação por Subproblema). Para 
tal, serão definidos os fatores potenciais para redução de custo no modelo em análise, 
planejando-se experimentos seqüenciais até que haja a convergência para a solução - redução 
do custo final do produto sem perda de sua qualidade ao consumidor.  
É importante ressaltar que, para o procedimento de otimização via abordagem 
seqüencial baseada no planejamento de experimentos (DOE), a técnica utilizada não fica 
restrita somente ao espaço de projeto definido na idealização do problema. Contudo, o 
raciocínio crítico e seqüencial garante que novas alternativas para as configurações das 
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variáveis de projeto surjam ao longo do processo iterativo, não se atendo somente às restrições 
impostas pela formulação inicial do problema. 
Por fim serão apresentados os resultados para ambas as técnicas de otimização e a 
comparação entre os procedimentos será realizada no capítulo 5.  
 
4.2 Introdução à Metodologia de Otimização 
 
No estudo sobre otimização, verifica-se que o problema está sempre concentrado na 
minimização de uma função sujeita a restrições, Arora [1989]. Otimização é o ato de obter o 
melhor resultado sob determinadas circunstâncias, Rao [1996]. Em qualquer projeto, 
construção, e manutenção de qualquer sistema de engenharia, engenheiros têm que tomar 
decisões tecnológicas e gerenciais em vários estágios do projeto, e o objetivo de todas as 
decisões são minimizar o esforço requerido ou maximizar o benefício desejado. Portanto, o 
esforço requerido ou benefício desejado em qualquer situação prática pode ser expresso como 
uma função de certas variáveis, que definem o modelo. Assim, otimização pode ser definida 
como um processo para encontrar as condições que dá o valor máximo ou mínimo valor de 
uma função.  
A fim de tornar mais claro estes conceitos é ilustrado graficamente na Figura 4.1, que 
se um ponto x* corresponde ao valor mínimo da função f(x), o mesmo ponto também 
corresponde ao máximo valor da função negativa –f(x). Então sem perda de generalidade, 
pode-se dizer que otimização é a minimização de uma função, desde que a maximização deva 
ser encontrada pelo mínimo do negativo desta mesma função.  
 
Figura 4. 1 - Função Unimodal: a) Máximo de f(x); b) Mínimo de f(x) 
 
A formulação de um problema de otimização envolve a tradução de um problema 
físico para uma exposição matemática bem definida. Esta formulação depende da definição de 
um grupo de parâmetros, aos quais são atribuídos valores descrevendo um modelo. Estes 
parâmetros ficam livres para serem manipulados, de modo a satisfazer os requisitos do 
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problema. À medida que as variáveis de projeto tenham valores que satisfaçam às restrições, 
pode-se dizer que este projeto ou que estas variáveis pertencem a um domínio factível 
(viável). Caso contrário, diz-se que as variáveis de projeto pertencem a um domínio inviável. 
O problema de otimização também requer um critério para avaliar a eficiência de cada 
sistema. Este critério é uma função que depende das variáveis de projeto. Na evolução desta 
função, as variáveis de projeto devem respeitar limites, como dito anteriormente, pela 
imposição das condições de restrição. Estes limites são provenientes das condições exigidas 
pelo projeto, como por exemplo, normas técnicas, funcionalidade, manufaturabilidade, 
critério de resistência de materiais, etc. 
A chamada otimização estrutural identifica o tipo de problema de projeto onde o grupo 
de parâmetros é subdividido em parâmetros pré-fixados e variáveis de projeto, e o problema 
consiste em determinar os valores ótimos das variáveis de projeto, tal que elas maximizem ou 
minimizem uma função específica chamada de função objetivo ou função custo, enquanto 
satisfazem o grupo de requisitos geométricos, chamado de restrições laterais e ou 
comportamental (físico), chamados de restrições de estado, que são especificados a priori para 
o projeto. 
Resumidamente, pode-se descrever o processo de formulação de um problema em três 
etapas. O primeiro passo é a identificação das variáveis de projeto, considerada a mais vital 
para o projeto. Uma vez descrita as variáveis de projeto que definem o sistema, o passo 
seguinte é a identificação da função objetivo, a qual avaliará o desempenho do projeto em 
relação a todos os parâmetros de projeto. O último passo na formulação é a identificação e o 
desenvolvimento de expressões matemáticas responsáveis pela imposição das restrições do 
projeto.  
 
4.3 Delineamento de Experimentos 
 
A técnica essencial utilizada para abordar o estudo de otimização proposto foi a análise 
seqüencial baseada no delineamento de experimentos (DOE). Esta técnica estabelece a seleção 
de fatores e níveis manipulados de forma a definir diferentes configurações da estrutura do 
gabinete para análise. Para tal, a partir do primeiro experimento, adquiriu-se maior 
conhecimento sobre o espaço de inferência do projeto analisando-se a significância dos fatores 
e suas interações. Desta forma, novos experimentos foram criados seqüencialmente com um 
grau de refino superior. 
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A variável de resposta utilizada para as análises foi a queda de porta referencial ao 
gabinete ou “Door Sag”. O objetivo do processo de análise seqüencial de otimização foi a 
minimização da massa total das peças metálicas estruturais utilizadas no gabinete. 
 
4.3.1 Fatores Utilizados no Estudo de Otimização Numérica 
 
Os fatores e níveis utilizados para o estudo de otimização foram: 
 - TI  Espessura da travessa intermediária – Níveis: 0,80mm (-1) e 1,25mm (+1); 
- CE  Espessura da capa externa – Níveis: 0,45mm (-1) e 0,60mm (+1); 
- BF  Espessura da base frontal – Níveis: 1,25mm (-1) e 1,55mm (+1); 
- FT  Material do fundo traseiro – Níveis: Polipropileno (-1) e Aço (+1) *; 
- PG  Espessura do pé do gabinete – Níveis: 1,55mm (-1) e 1,80mm (+1); 
- FI  Espessura do fundo inferior – Níveis: 0,30mm (-1) e 0,45mm (+1); 
- BC  Espessura da base do compressor – Níveis: 1,25mm (-1) e 1,55mm (+1); 
- AL  Abas laterais do pé do gabinete – Níveis: Sem abas (-1) e com abas (+1); 
- PT  Fixação travessa intermediária – Níveis:sem parafuso (-1) e com parafuso (+1); 
- PU  Rigidez da espuma de poliuretano **. 
* Para a distinção de níveis entre os materiais aço e polipropileno, adotaram as 
seguintes propriedades mecânicas: 
- Aço: E = 2,1E+05 MPa; η = 0,30; ρ = 7,85E-06 kg/mm3. 
- Polipropileno: E = 9,0E+02 MPa; η = 0,27; ρ = 1,05E-06 kg/mm3. 
** Para a espuma de poliuretano, as propriedades mecânicas, especificamente o módulo 
de elasticidade, foi levantado pelos ensaios laboratoriais descritos no item 3.3.4.1, resultando 
em E = 1,82 ± 0,28 MPa. Contudo, o módulo de elasticidade foi incluído como um fator nas 
análises, considerando-se como níveis seus limites médios inferiores e superiores. Para fins de 
aproximação, definiram-se dois níveis de configuração: 
Nível “-1”  k = 150 kPa ou E = 1,5 MPa; 
Nível “+1”  k = 250 kPa ou E = 2,5 MPa. 
A Figura 4.2 mostra os níveis para o módulo de elasticidade da espuma de poliuretano. 
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Figura 4. 2 - Definição dos Níveis para a Rigidez da Espuma de Poliuretano 
 
As Figuras 4.3 e 4.4 mostram as variáveis de projeto selecionadas para análise. 
 
Figura 4. 3 - Variáveis de Projeto 
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Figura 4. 4 - Variáveis de Projeto (cont.) 
 
4.3.2 Preparação do Modelo Paramétrico 
 
Todas as análises numéricas foram executadas no software ANSYS com o auxílio de 
seu módulo de programação paramétrica APDL (ANSYS “Parametric Design Language”). A 
partir do arquivo *.log contendo todas as informações referentes à malha, condições de 
contorno, tipo de análise, etc., foram introduzidas as configurações dos tratamentos dos 
experimentos. Também se introduziu uma linha de comando para que ao final de cada análise 
fosse criado um arquivo *.txt com os resultados de “Door Sag” e massa total das peças 
metálicas.  
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4.3.3 Planejamento do DOE #01 
 
Para o início do processo de otimização definiu-se primeiramente um experimento 
fatorial fracionado de resolução III onde foram considerados 10 fatores e 16 configurações 
estruturais diferentes (tratamentos). A Tabela 4.1 mostra os fatores utilizados nas análises. 
6102 −→ IIIDesignDOE  
 
Tabela 4. 1 - Fatores e Níveis Selecionados para o Experimento 
 
 
A Tabela 4.2 mostra a matriz de planejamento para o experimento proposto. 
 
Tabela 4. 2 - Matriz de Planejamento para o Experimento 
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Conceitualmente, um experimento com resolução III apresenta confundimento de 
efeitos principais e interações de segunda ordem, conforme se tem na Tabela 4.3. 
 
Tabela 4. 3 - Confundimento de Efeitos Principais e Interações de Segunda Ordem 
 
 
O diagrama de interação de fatores FRD para o primeiro experimento é mostrado na 
Figura 4.5. 
 
Figura 4. 5 - Diagrama de Interação de Fatores (FRD) para o DOE#01 
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4.3.3.1 Resultados do DOE #01 
 
O software utilizado para a análise de significância estatística dos fatores do 
experimento foi o Minitab 14. 
O gráfico apresentado na Figura 4.6 mostra os fatores significativos para o experimento 
proposto. Os pontos vermelhos, ou seja, aqueles dispostos fora das proximidades da linha azul 
são tidos como os fatores significativos.  
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Figura 4. 6 - Normal Plot para o DOE#01 
 
O gráfico de Pareto, Figura 4.7, mostra hierarquicamente a magnitude dos efeitos dos 
fatores significativos. Este gráfico apresenta o efeito absoluto dos fatores cruzando-os por uma 
linha de referência. Quando um dos efeitos estende-se através desta linha, o fator associado a 
este efeito é potencialmente significativo. 
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Figura 4. 7 - Gráfico de Pareto para o DOE#01 
 
Para o primeiro DOE, os fatores significativos, em ordem de importância, foram:  
PT  Fixação da travessa – Níveis: sem parafuso (-1) e com parafuso (+1); 
PU  Rigidez da espuma de poliuretano. 
CE  Espessura da capa externa – Níveis: 0,45mm (-1) e 0,60mm (+1); 
FT  Material do fundo traseiro – Níveis: Polipropileno (-1) e Aço (+1); 
BF  Espessura da base frontal – Níveis: 1,25mm (-1) e 1,55mm (+1); 
TI  Espessura da travessa intermediária – Níveis: 0,80mm (-1) e 1,25mm (+1); 
O gráfico dos efeitos principais, Figura 4.8, trata-se de uma linha onde os extremos são 
representados pela média de cada nível do fator em questão, ou seja, sua inclinação depende de 
quanto a média muda a partir dos níveis do fator. O gráfico de efeitos principais pode ser 
utilizado para comparar a expressividade relativa dos efeitos dos fatores. 
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Figura 4. 8 - Efeitos Principais para o DOE#01 
 
Pode perceber que todos os efeitos são negativos, isto é, para o nível “-1” a variável de 
resposta apresenta maior valor que para o nível “+1”, com exceção do fator BF (espessura da 
base frontal) que apresenta efeito positivo. 
Vale lembrar que este experimento possui resolução III. Observando-se a estrutura de 
confundimento para os efeitos principais e eliminando-se as interações que não são fisicamente 
possíveis de ocorrer, tem-se:  
 
Tabela 4. 4 - Confundimento: Eliminação das Interações não Representativa 
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Contudo, os fatores B (PT), C (CE), J(BF) e F(TI) mesmo sendo significativos podem 
estar confundidos com outras interações presentes na Tabela 4.4. Para tal, decidiu-se adotar 
uma técnica para aumentar a resolução chamada de “Fold Over”.  
 
4.3.4 Planejamento do DOE #02 – Fold Over 
 
A técnica de “Fold Over” consiste em fazer um espelhamento do experimento anterior, 
analisando os dados em conjunto de forma que haja um aumento na resolução. Portanto, 
planeja-se um segundo experimento delineado pela troca de todos os sinais do diagrama de 
relação de fatores do experimento anterior, conforme a Figura 4.9. 
 
 
Figura 4. 9 - Diagrama de Interação de Fatores (FRD) para o DOE#02 
 
A seguir, pela Figura 4.10, é mostrada a matriz de planejamento do DOE #02 com os 
dados do DOE #01 combinados com seu espelhamento. 
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Figura 4. 10 - Técnica de Fold Over para o DOE#02 
 
Com a execução do “Fold Over” no experimento sua resolução é aumentada de III para 
IV, apresentando agora confundimento de efeitos principais com interações de terceira ordem e 
de interações de segunda ordem com outras de segunda ordem, conforme a Tabela 4.5. 
 
Tabela 4. 5 - Estrutura de Confundimento para o DOE#02 
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4.3.4.1 Resultados do DOE #02 – Fold Over 
 
O gráfico de significância dos efeitos é dado pela Figura 4.11. 
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Figura 4. 11 - Normal Plot para o DOE#02 
 
Os resultados apresentados para o DOE#02 são bastante similares ao DOE#01, mesmo 
porque os fatores e níveis considerados foram os mesmos e a técnica de “Fold Over” serve 
apenas para prover um aumento da resolução do experimento, ou seja, garante melhor 
confiabilidade nos resultados.  
Novamente os fatores significativos apresentados no DOE#02 foram PT, PU, CE, FT, 
BF, TI, porém, o fator BF para este delineamento não apareceu como significativo. A 
explicação para tal fato foi que, para o DOE#01, o fator BF estava confundido com a interação 
AB ou PU&PT (rigidez da espuma de poliuretano e fixação da travessa intermediária). 
Contudo, no DOE#02, com o aumento da resolução de III para IV pode-se garantir que a 
significância correta deveria ser atribuída à interação PU&FT, conforme o DOE#02. 
A Figura 4.12 mostra a hierarquia da significância dos fatores dada pelo gráfico de 
Pareto. 
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Figura 4. 12 - Gráfico de Pareto para o DOE#02 
 
 
A Figura 4.13 mostra o gráfico de efeitos principais para os fatores do DOE#02. Agora 
se pode notar que o efeito para o fator BF é insignificante.  
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Figura 4. 13 - Efeitos Principais para o DOE#02 
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A Figura 4.14 mostra o gráfico de interações dos fatores. 
 
Figura 4. 14 - Interações de Efeitos para o DOE#02 
 
Considerando-se que a única interação relevante em termos de significância estatística 
foi AB (PU&PT), a Figura 4.15 apresenta o fragmento do gráfico referente à Figura 4.14, onde 
é mostrada em detalhes a interação AB. 
 
Figura 4. 15 - Fragmento do Gráfico de Interações para o DOE#02 
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A circunferência azul assinala que, quando existe uma fixação entre a travessa 
intermediária aos flanges laterais da capa externa (nível “+1” do fator PT) e passando-se a 
rigidez da espuma de poliuretano (fator PU) do nível “+1” para o nível “-1”, a perda estrutural 
não é tão expressiva quanto para o caso de não haver conectores entre a travessa intermediária 
e a capa externa. Este tipo de condição pode ser assimilada como um quesito de robustez de 
projeto ou “Robust Design”, onde, sempre que o nível do fator PU estiver configurado em 
“+1”, possíveis rearranjos nos níveis do fator PT são compensados, garantindo perdas não tão 
expressivas à rigidez estrutural do gabinete.  
A seguir, pela Figura 4.16, é mostrado um gráfico de Pareto para a massa dos 
componentes metálicos analisados nos DOE’s #01e #02. 
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Figura 4. 16 - Hierarquização de Massa para os Componentes Estruturais do Gabinete 
 
Percebe-se que, hierarquicamente, a maior massa está concentrada na troca dos níveis 
para o fator espessura da capa externa (CE), vindo a seguir os componentes FI (espessura do 
fundo inferior), BC (espessura da base do compressor), TI (espessura da travessa 
intermediária), BF (espessura da base frontal), AL (abas laterais do pé do gabinete) e PG 
(espessura do pé do gabinete). 
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4.3.5 Planejamento do DOE #03 
 
Para o planejamento do DOE#03 utilizaram-se os resultados obtidos nos experimentos 
anteriores. Uma análise na significância de fatores no DOE#02 mostrou que um novo 
experimento poderia ser delineado sem a presença dos fatores BC, PG, AL, FI e BF, em 
função da irrelevância de seus efeitos na variável de resposta. Desta forma, os fatores PG, AL, 
FI e BF foram configurados para seus níveis “-1” e mantidos fixos durante o DOE#03. Esta 
consideração proporcionou uma redução de massa de 7,8% sem qualquer alteração 
significativa no desempenho estrutural do gabinete do refrigerador. 
Para o DOE#03 também se decidiu suprimir o fator referente à rigidez da espuma de 
poliuretano (PU), fixando seu módulo de elasticidade em 1,95 Mpa, conforme verificado no 
processo de validação numérica. A manipulação de propriedades mecânicas para a espuma de 
poliuretano não poderia ser efetuada ou controlada na prática, uma vez que seus níveis foram 
retirados de informações referentes a variações presentes no processo de manufatura. Porém, a 
partir dos estudos anteriores, sabe-se que o fator PU é de extrema importância para a rigidez 
estrutural dos gabinetes de refrigeração e, além do mais, proporciona uma condição mais 
robusta para a manipulação de outros fatores no experimento.  
Contudo, considerando-se o valor de 1,95 MPa para o módulo de elasticidade da 
espuma de poliuretano e eliminando-se os fatores BC, PG, AL, FI e BF, definiu-se o DOE#03, 
conforme mostra a Tabela 4.6. 
 
Tabela 4. 6 - Seleção de Fatores e Níveis para o DOE#03 
 
 
O diagrama de relação de fatores para o DOE#03, apresentado na Figura 4.17, mostra 
que este experimento é um fatorial completo, apresentando todas as combinações possíveis 
entre os fatores selecionados, ou seja, com resolução infinita. 
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Figura 4. 17 - Diagramas de Relações de Fatores para o DOE#03 
 
A matriz de planejamento para o DOE#03 é apresentada na Tabela 4.7. 
 
Tabela 4. 7 - Matriz de Planejamento para o DOE#03 
 
 
4.3.5.1 Resultados do DOE #03 
 
O gráfico Normal Plot, Figura 4.18, mostra que todos os fatores são significativos (PT, 
CE, FT e TI).  
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Figura 4. 18 - Normal Plot para o DOE#03 
 
O gráfico de Pareto, Figura 4.19, mostra a ordem de significância dos fatores referentes 
ao DOE#03. 
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Figura 4. 19 - Gráfico de Pareto para o DOE#03 
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Com o gráfico de Pareto pode-se notar que as interações AC (PT&FT) e AD (PT&TI). 
Também são relativamente significativas.  
Os efeitos principais, Figura 4.20, são todo negativos, ou seja, sempre para o nível “-1” 
têm-se os maiores valores para a variável de resposta (Door Sag). 
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Figura 4. 20 - Gráfico de Efeitos Principais para o DOE#03 
 
A Figura 4.21 mostra o gráfico de interações dos fatores.   
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Figura 4. 21 - Gráfico de Interações de Efeitos para o DOE#03 
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Considerando somente as interações significativas tem-se a Figura 4.22 
 
Figura 4. 22 - Fragmento do Gráfico de Interações de Efeitos para o DOE#03 
 
A circunferência verde mostra que a presença de conectores entre a travessa 
intermediária compensa um pouco a troca de material do fundo traseiro. Já a circunferência 
azul assinala que a espessura da travessa intermediária não é tão importante quando não 
existem conectores entre a própria travessa e os flanges laterais da capa externa. 
 
4.4 Procedimento de Otimização Estrutural 
 
4.4.1 Seleção da Configuração Otimizada  
 
Admitindo-se um valor limite para a queda de porta de 3,10 mm, conforme 
especificação da norma WTM D-40.96 (ver capítulo 3 – seção 3.2), ou seja, aproximadamente 
7% de margem para uma nova alocação de níveis dos fatores referentes ao design otimizado, e 
sabendo-se que os fatores espessura da capa externa (CE) e espessura da travessa intermediária 
(TI) são potenciais em redução de massa, submeteu-se uma análise de otimização no módulo 
“Response Optimizer” do software Minitab 14. A Figura 4.23 mostra a configuração para a 
 143 
análise de otimização. A análise considerou que a variável de resposta queda de porta (door 
drop) deveria atingir a meta de 3,10 mm buscando-se a minimização da massa do gabinete. 
 
Figura 4. 23 - Configuração do Módulo Response Optimizer do Minitab 14 
 
O resultado da análise, conforme a Figura 4.24, mostra que somente a manipulação no 
fator espessura da capa externa (CE) seria suficiente para alcançar a meta de menor massa para 
uma queda de porta de 3,10mm.   
 
Figura 4. 24 - Resultado da Análise de Otimização no Módulo Response Optimizer 
 
A configuração de “-0,7725” para o nível do fator CE representa uma espessura de 
0,467mm. Esta espessura não apresenta disponibilidade comercial e, portanto uma nova 
configuração para as espessuras da capa externa e travessa intermediária foi sugerida, visando 
o limite de 3,10mm de queda de porta para uma menor massa. 
As espessuras comerciais para a capa externa são: 0,45mm (nível -1); 0,50mm (nível -
0,333); 0,55mm (nível +0,333) e 0,60mm (nível +1). Já as espessuras comerciais para a 
travessa intermediária são: 0,80mm (nível -1); 0,95mm (nível -0,333); 1,11mm (nível +0,377) 
e 1,25mm (nível +1). Referencialmente aos resultados anteriores, aumentou-se a espessura da 
capa externa de 0,467mm para o valor comercial mais próximo, neste caso, 0,50mm (nível -
0,333). Desta maneira obteve-se o valor de 3,056mm para a queda de porta, conforme Figura 
4.25. 
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Figura 4. 25 - Busca da Meta Estabelecida por Valores Comerciais mais Próximos (CE) 
 
Seqüencialmente, tendo em vista a meta de 3,10 mm de queda de porta, efetuou-se uma 
redução de espessura da travessa intermediária de 1,25mm para o valor comercial mais 
próximo, neste caso, 1,11mm (nível +0,377). Desta maneira obteve-se o valor de 3,107mm 
para a queda de porta, ficando dentro dos limites aceitáveis conforme a meta estabelecida. A 
Figura 4.26 mostra a nova configuração para o design otimizado, respeitando as espessuras de 
disponibilidade comercial.  
 
Figura 4. 26 - Busca da Meta através Valores Comerciais mais Próximos (CE &TI) 
 
Por fim, tendo em vista a configuração final (otimizada) das variáveis de projeto, 
chegou-se a uma massa para os componentes metálicos envolvidos de 16,02 kg, representando 
uma redução de 19,4% comparando-se com o conceito inicial. 
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4.4.2 Análise de Efeitos e Otimização via Alteração no Espaço de Inferência 
 
Considerando-se a parcela de massa associada a cada fator, a “espessura de capa 
externa – CE” é o mais significativo. Contudo este fator possui razoável significância para a 
rigidez estrutural do gabinete, uma vez que, se a espessura da capa externa for reduzida de 
0,60mm para 0,45mm haverá um acréscimo de 6,8% na queda de porta (door sag) e 10,4% no 
deslocamento lateral do gabinete, conforme mostra a Figura 4.27. 
 
Figura 4. 27 - Efeitos Principais&Variável de Resposta: Redução Espessura da Capa Externa 
 
O fator de maior significância para a rigidez estrutural do gabinete é a fixação da 
travessa intermediária aos flanges da capa externa por parafusos (PT). A manipulação deste 
fator no processo de otimização estrutural é de extrema importância, uma vez que a adição de 
conectores (parafusos) não onera no aumento da massa do conjunto.  A Figura 4.28 mostra a 
parcela de contribuição do fator PT na rigidez estrutural do gabinete e queda de porta. 
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Figura 4. 28 - Efeitos Principais & Variável de Resposta: Parafuso Fixação da Travessa 
 
Pode-se perceber que, se os conectores entre a capa externa e a travessa intermediária 
forem suprimidos, ocorrerá um aumento de 23,8% na queda de porta (door sag) e 18,0% no 
deslocamento lateral do gabinete. Portanto, além de ser uma exigência a existência de 
conectores entre a travessa intermediária e os flanges da capa externa, a amarração desta região 
pode ser otimizada no sentido de prover um melhor fechamento anterior no gabinete. 
Estudando-se alternativas que resultem numa melhor ancoragem da travessa 
intermediária aos flanges da capa externa, propôs-se a utilização de dois parafusos de cada 
lado ao invés de apenas um conector por extremidade. Teoricamente, a utilização de dois 
parafusos resulta numa melhor ancoragem, uma vez que, desta maneira não há mais 
possibilidade de ocorrer rotação da extremidade da travessa no flange da capa externa, 
conforme mostra a Figura 4.29. 
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Figura 4. 29 - Utilização de Dois Parafusos na Região da Travessa Intermediária 
 
Novas análises foram realizadas para avaliação da influência de um segundo conector 
entre a travessa intermediária e os flanges da capa externa. A Figura 4.30 mostra os resultados 
obtidos. 
 
Figura 4. 30 - Efeitos Principais & Variável de Resposta: Número de Parafusos 
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Quando se estabelece uma nova configuração para os níveis de um fator, neste caso o 
fator PT, automaticamente há uma alteração no espaço de inferência de projeto. Para tal, os 
novos níveis considerados para o fator PT foram: 1 conector entre a travessa intermediária e os 
flanges laterais da capa externa (nível -1) e 2 conectores entre a travessa intermediária e os 
flanges laterais da capa externa (nível +1).    
Pela Figura 4.31 pode-se perceber que um segundo parafuso de fixação resulta em 
ganhos estruturais bastante promissores. Para a variável de resposta “deslocamento lateral” há 
uma redução de 22,2%, já para a variável de resposta “queda de porta” a redução fica em 
15,5%.  
Com a utilização de dois conectores entre a travessa intermediária e os flanges da capa 
externa pode-se reavaliar a influência da redução de espessura da capa externa (manipulação 
do fator CE). 
 
Figura 4. 31 - Efeitos Principais & Variável de Resposta: Capa Externa e 02 Parafusos 
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Pela Figura 4.32 pode-se notar que mesmo reduzindo a espessura da capa externa de 
0,60mm para 0,45mm ainda há uma margem de 11,0% para o deslocamento lateral e 8,1% 
para a queda de porta. Esta margem pode ser esgotada pela manipulação do fator “espessura da 
travessa intermediária – TI”, conforme mostra a Figura 4.32. 
 
Figura 4. 32 - Efeitos Principais & Resposta: Capa Externa, Travessa e 02 Parafusos 
 
Conforme os resultados mostrados na Figura 4.32, percebe-se que a margem de 
desempenho estrutural relacionada às variáveis de resposta “deslocamento lateral” e “queda de 
porta” foi praticamente esgotada com a redução da espessura da travessa intermediária, 
portanto o processo de otimização estrutural está finalizado. 
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4.5 Otimização Estrutural no Software Comercial ANSYS 
 
4.5.1 Método de Aproximação por Subproblema 
 
O método utilizado para otimização no software comercial ANSYS foi o Método de 
Aproximação por Subproblema. Nesta abordagem o programa utiliza somente os valores das 
variáveis dependentes e faz aproximações para a função objetivo e para as variáveis de estado 
via regressão por mínimos quadrados, posteriormente convertendo o problema com restrições 
para um problema sem restrições por funções de penalidade. Contudo é justamente esta 
aproximação que será minimizada por uma técnica chamada SUMT (Sequential Unconstrained 
Minimization Technique).  
Para dar início ao processo de otimização, gerou-se um arquivo texto (*.log) na 
linguagem APDL (ANSYS “Parametric Design Language”) contendo todos os dados 
referentes ao modelo numérico do gabinete de refrigerador e os parâmetros para análise. 
Dentro deste mesmo arquivo foram definidas todas as variáveis de projeto, a variável de estado 
e a função objetivo. As variáveis de projeto consideradas foram as mesmas utilizadas pela 
técnica de otimização anterior – análise seqüencial via planejamento ou delineamento de 
experimentos. A variável de estado que está associada à restrição do problema foi a queda de 
porta estática, dada pela subtração do deslocamento vertical da porta pelo deslocamento 
vertical do gabinete. Já a função objetivo foi definida pela massa dos componentes metálicos 
do gabinete que tiveram suas propriedades manipuladas parametricamente durante o processo 
de otimização.  
O arquivo de análise (*.log) contém o modelo parametricamente definido, 
caracterizando uma análise seqüencial completa: pré-processamento, pós-processamento e 
solução. O programa utilizou este arquivo de dados para a realização do processo iterativo de 
otimização (*.loop).  Neste "loop", a viabilidade do projeto e as alterações das variáveis de 
projeto são avaliadas. Com estas mudanças são obtidas novas funções objetivo que são 
novamente avaliadas. Se os critérios de convergência forem satisfeitos, o "loop" de otimização 
estará completo. Ao final de cada loop, uma checagem por convergência é feita. O problema é 
dito convergido quando tanto o atual, o anterior ou o melhor valor é viável e as condições de 
convergência são satisfeitas. 
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4.5.1.1 Entrada de Dados 
 
Uma vez executado o arquivo de dados para a análise, define-se dentro do módulo de 
otimização do ANSYS o arquivo a ser utilizado no processo iterativo. A Figura 4.33 mostra a 
designação do arquivo de dados no ANSYS. 
 
 
 
 
Figura 4. 33 - Definição do Arquivo de Dados no ANSYS 
 
I - Definição das Variáveis de Projeto 
 
As variáveis de projeto que sofreram rearranjo para resultar no projeto ótimo, foram 
inseridas dentro do processo de otimização no software ANSYS. A Figura 4.34 mostra a 
definição das variáveis de projeto no ANSYS. 
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Figura 4. 34 - Definição das Variáveis de Projeto no ANSYS 
 
A Figura 4.34 ainda mostra os parâmetros ou variáveis com seus valores máximos e 
mínimos. Uma tolerância é assumida para cada variável para fins de checagem de 
convergência. Por fim os valores do ponto inicial (primeira iteração) ficam designados na 
coluna mais à direita.  
As considerações sobre os limites de cada variável de projeto estão descritas a seguir:  
SCRSTIF  Fixação da travessa int. – Limites: sem parafuso (-1) e com parafuso (+1); 
WRTHCK  Espessura da capa externa – Limites: 0,45mm (-1) e 0,60mm (+1); 
BPSTIF  Material do fundo traseiro – Limites: Polipropileno (-1) e Aço (+1); 
CMPTHCK  Esp. da base do compressor–Limites: 1,25mm (-1) e 1,55mm (+1); 
IRTHCK  Esp. da travessa intermediária – Limites: 0,80mm (-1) e 1,25mm (+1); 
GRTHCK  Espessura do pé do gabinete – Limites: 1,55mm (-1) e 1,80mm (+1); 
GRLRIBS  Abas laterais do pé gabinete – Limites: Sem abas (-1) e com abas (+1); 
BDTHCK  Espessura do fundo inferior – Limites: 0,30mm (-1) e 0,45mm (+1); 
FRTHCK  Espessura da base frontal – Limites: 1,25mm (-1) e 1,55mm (+1); 
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II - Definição da Variável de Estado 
 
As variáveis de estado geralmente representam uma resposta do problema e oferecem 
uma maneira de restringir a função objetivo. Neste caso, a queda de porta estática deve atribuir 
um valor mínimo (pois seu valor é negativo) tido como limite (restrição) para a função 
objetivo. Ou seja, existe um limite de queda de porta que o resultado do rearranjo das variáveis 
de projeto deve respeitar de forma que a restrição associada à variável de estado não seja 
violada e a função objetivo retorne o menor valor possível.  
A Figura 4.35 mostra o processo de definição da variável de estado no ANSYS. 
 
 
Figura 4. 35 - Definição da Variável de Estado no ANSYS 
 
Nota-se que o valor da primeira iteração (projeto original) para a queda de porta foi de 
2,941mm e tomou-se um limite máximo de 3,10mm tido como restrição para a função 
objetivo. Contudo, o critério adotado estabeleceu que sempre se tivesse um valor próximo a 
3,10mm (dentro dos limites do critério de convergência) de queda de porta para qualquer 
configuração de variáveis de projeto que minimize a massa dos componentes metálicos do 
modelo.  
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III - Definição da Função Objetivo 
 
A função objetivo é responsável pela caracterização do projeto ótimo, ou seja, sua 
minimização dentro dos limites impostos pelas restrições, retorna o melhor valor para as 
variáveis de projeto, resultando em menor custo. 
A Figura 4.36 mostra o processo de definição da função objetivo no ANSYS. 
 
 
Figura 4. 36 - Definição da Função Objetivo no ANSYS 
 
 
Neste caso, a função objetivo é a dada pela soma das massas dos componentes 
metálicos do modelo do gabinete de refrigerador: capa externa, fundo inferior, travessa 
intermediária, base frontal, pé do gabinete, base do compressor e fundo traseiro.  
A Figura 4.37 mostra os componentes submetidos ao processo de otimização 
paramétrica no software ANSYS. 
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Figura 4. 37 - Componentes Associados ao Processo de Otimização no Software ANSYS 
 
 
4.5.2 Parâmetros de Controle para Análise 
 
4.5.2.1 Especificação do Arquivo para os Dados de Otimização 
 
A próxima etapa para o processo de otimização é a definição do arquivo *.opt que é 
utilizado para armazenar os dados referentes à otimização da função objetivo. 
A Figura 4.38 mostra o procedimento de criação deste arquivo. 
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Figura 4. 38 - Definição do Arquivo de Dados de Otimização no Software ANSYS 
 
Neste banco de dados, chamado de Opt_MASTER.opt foram guardadas todas as 
informações referentes às variáveis de projeto, de estado e da função objetivo para as iterações 
realizadas. 
A técnica de otimização aplicada a cada iteração fez o uso de aproximações para a 
função objetivo e para as variáveis de estado, tendo em vista a conversão do problema com 
restrições em um problema sem restrições utilizando funções de penalidade. Para tal, o 
programa calcula a função objetivo para várias configurações de variáveis de projeto e 
estabelece uma relação entre a função objetivo e as variáveis via regressão por mínimos 
quadrados. A curva resultante é uma aproximação sendo que, para cada iteração, é gerado um 
novo ponto que é posteriormente adicionado à curva. Contudo é justamente esta aproximação 
que será minimizada e armazenada como uma nova configuração dentro do arquivo *.opt. 
 
4.5.2.2 Definição do Método de Otimização 
 
Na seqüência, deve ser definido o método de otimização a ser empregado para a 
solução do problema proposto. 
A Figura 4.39 mostra o esquema de escolha do método para análise. 
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Figura 4. 39 - Seleção do Método de Otimização 
 
Conforme mostrado na Figura 4.39, o método de aproximação por subproblema 
(Subproblem Aproximation Method) foi escolhido.  
 
4.5.2.3 Controle para o Método de Aproximação por Subproblema 
 
A seguir, são definidas as opções referentes ao número máximo de iterações, número 
máximo de pontos intangíveis (que violam a variável de estado) e métodos para ajuste das 
superfícies de resposta tanto para as variáveis de projeto como para as variáveis de estado. 
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Figura 4. 40 - Parâmetros de Controle para o Método de Aproximação por Subproblema 
 
O processo de otimização foi configurado para realizar no máximo 50 iterações de 
convergência, ainda com um limite de 15 pontos não-viáveis. O método de ajuste quadrático 
com termos cruzados foi adotado tanto para as aproximações da função objetivo como para a 
variável de estado. 
 
4.5.2.4 Submissão da Análise de Otimização 
 
Após todas as configurações anteriores serem determinadas, pode-se proceder à análise 
de otimização, iniciando-se da primeira iteração até a convergência do problema. A Figura 
4.41 mostra a caixa de texto que representa o início do processo iterativo de otimização no 
ANSYS. 
 
Figura 4. 41 - Início do Processo de Análise de Otimização 
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4.6 Resultados 
 
4.6.1 Resultados para o Processo Iterativo Padrão 
 
Uma vez que o problema de otimização é submetido para análise, inicia-se um processo 
iterativo de busca ao ponto ótimo. Na Tabela 4.8 seguem as iterações referentes ao 
procedimento de otimização estrutural. 
 
Tabela 4. 8 - Resultados das Iterações Referentes ao Problema de Otimização no ANSYS 
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Na Tabela 4.8 nota-se que após 17 iterações, o problema foi interrompido e estabeleceu 
que a configuração de variáveis de projeto relacionadas à 17º iteração seria o “ponto ótimo”, 
visto que apresentou a menor massa para o arranjo dos componentes metálicos e não violou a 
restrição de deslocamento definida dentro dos limites de tolerância estabelecidos. Neste caso, a 
violação não ultrapassou a tolerância de 0,011 mm imposta como condição de aceitabilidade. 
 O ponto 17 apresentou os seguintes valores para as variáveis de projeto: 
BDTHCK: 0,39037 mm 
CMPTHCK: 1,2633 mm 
FRTHCK: 1,3138 mm 
GRLRIBS: 0,29665E-01 mm 
GRTHCK: 1,6638 mm 
IRTHCK: 1,0638 mm 
SCRSTIF: 0,85421E+06 MPa 
WRTHCK: 0,53582 mm 
BPSTIF: 0,14977E+08 MPa. 
 
 
4.6.2 Resultados para o Processo Iterativo Complementar 
 
Para uma busca mais refinada ao ponto ótimo e, até mesmo para garantir que o ponto 
17 não fosse justamente um mínimo local, procurou-se realizar uma varredura mais ampla no 
espaço de projeto. Para tal utilizou-se a ferramenta “DV sweeps” na definição de um problema 
de otimização complementar às 17 iterações já realizadas. O método complementar foi 
configurado para que, partindo-se da referência de valores associadas ao ponto ótimo (set 17), 
cada variável de projeto fosse manipulada três vezes, caracterizando uma nova iteração para 
cada manipulação. Contudo, para as nove variáveis de projeto utilizadas, a varredura ao redor 
do ponto ótimo resultou em mais 27 iterações. 
A Figura 4.42 mostra a especificação do problema de otimização complementar por 
varredura ao longo do ponto ótimo. 
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Figura 4. 42 - Especificação do Método de Varredura ao Longo do Ponto Ótimo 
 
A Figura 4.43 mostra a definição das três configurações diferentes atribuídas a cada 
variável de projeto ao longo do ponto ótimo – design set 17. 
 
 
Figura 4. 43 - Seleção de 3 Níveis a cada Variável de Projeto ao Longo do Ponto Ótimo 
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A Tabela 4.9 mostra, a partir da iteração 18, os resultados da varredura utilizada para 
explorar o espaço de projeto a partir do ponto ótimo. 
 
Tabela 4. 9 - Procedimento de Otimização Complementar a partir do Ponto Ótimo 
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Através da varredura no espaço de projeto nas proximidades do ponto 17, uma nova 
configuração de variáveis de projeto foi encontrada, resultando num ponto ótimo melhor que o 
ponto 17, ainda dentro da tolerância estabelecida pelo projeto. O agrupamento de variáveis 
associadas ao novo ponto ótimo foi o arranjo 19, conforme assinalado na Tabela 4.9. 
O ponto 19 apresentou os seguintes valores para as variáveis de projeto: 
BDTHCK: 0,375 mm 
CMPTHCK: 1,2633 mm 
FRTHCK: 1,3138 mm 
GRLRIBS: 0,2967E-01mm 
GRTHCK: 1,6638 mm 
IRTHCK: 1,0638 mm 
SCRSTIF: 0,85421E+06 MPa 
WRTHCK: 0,53582 mm 
BPSTIF: 0,14977E+06 MPa. 
Função Objetivo  MASS: 17,196 kg 
Variável de Estado  DOORDROP: -3,1086 mm 
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4.6.3 Conversão dos Resultados para Valores de Disponibilidade Comercial 
 
Um dos problemas da nova configuração de variáveis de projeto deveu-se ao fato de 
que os valores atribuídos ao ponto ótimo não se enquadrarem exatamente nas faixas de 
disponibilidade comercial. A conversão dos valores atribuídos às variáveis de projeto no ponto 
ótimo para os valores mais próximos e comercialmente viáveis foi feita de forma a tornar os 
resultados praticáveis. Abaixo estão as aproximações comercialmente compatíveis para os 
novos valores das variáveis de projeto: 
BDTHCK: 0,30 mm 
CMPTHCK: 1,25 mm 
FRTHCK: 1,25 mm 
GRLRIBS: 0,00 mm (inexistência de abas laterais nos pés do gabinete) 
GRTHCK: 1,55 mm 
IRTHCK: 1,11 mm 
SCRSTIF: 1,0E+06 MPa (existência de parafusos) 
WRTHCK: 0,55 mm 
BPSTIF: 2,07E+05 MPa (fundo traseiro metálico – aço). 
 
Submetendo novamente o problema à análise com a consideração dos valores práticos e 
encontrados comercialmente chegou-se a: 
 
DOORDROP = -3.097 mm 
MASS = 16.918 kg 
 
4.7 Conclusões Finais 
 
O foco principal deste estudo foi, além de possibilitar o entendimento da contribuição 
de cada fator para o comportamento estrutural, prover alternativas de otimização sem 
comprometimento da rigidez do gabinete do refrigerador.  
Conforme resultados do DOE#02, os fatores BC, PG, AL, FI e BF puderam ter seus 
níveis configurados em “-1”, ou seja, é possível reduzir-se a espessura da base do compressor, 
do pé do gabinete, do fundo inferior, da base frontal e eliminar as abas laterais do pé do 
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gabinete sem comprometer significativamente o desempenho estrutural do gabinete. A redução 
de massa referente a estas alterações foi de 19,86 kg para 18,32 kg, ou seja, 7,8%. Já o 
aumento na queda de porta do gabinete ficou em 2,3%, que é praticamente insignificante. 
Com o DOE#03 pôde-se avaliar consistentemente a influência dos fatores 
remanescentes: PT, CE, FT e TI.  Numa abordagem direta pelo módulo “Response Optimizer” 
presente no software Minitab 14 e através de interpretações nos resultados de forma a torná-los 
comercialmente factíveis, chegou-se a uma redução de massa de 19,4%, para o limite de 
3,10mm de queda de porta. 
A partir daí, dada a elevada significância do fator PT, propôs-se um aprimoramento da 
fixação da travessa intermediária aos flanges laterais da capa externa com a utilização de dois 
parafusos em cada lado – o que resultou numa nova configuração para os níveis do fator PT 
causada pela alteração no espaço de inferência de projeto. Este novo arranjo para os níveis do 
fator PT garantiu que fossem viabilizadas as reduções de espessura da capa externa (de 
0,60mm para 0,45mm – 18,27% de redução da massa total) e da travessa intermediária (de 
1,25mm para 0,80 mm – 1,55% de redução da massa total). 
A redução total de massa alcançada incluindo a alteração no espaço de inferência 
referente aos níveis do fator PT foi de 26,0%, ou seja, com uma massa inicial de 19,86 kg 
chegou-se a 14,70 kg. Vale ressaltar que esta última configuração de projeto manteve o valor 
de queda de porta em 2,89mm, que justamente está bem próximo ao valor do projeto original 
sem qualquer redução de massa. Contudo, foi alcançada uma redução de massa de 26% sem 
qualquer perda estrutural no gabinete do refrigerador. 
A redução total de massa alcançada através do estudo de otimização definido e 
executado no software comercial ANSYS foi de 14,8%, ou seja, partindo-se de uma massa 
inicial de 19,86 kg chegou-se a 16,92 kg.  
Na seqüência será apresentada uma comparação entre ambas as estratégias de 
otimização contempladas neste capítulo, comparando-as entre si e mostrando os aspectos 
positivos e negativos de cada abordagem. 
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Capítulo 5 
 
Conclusões Finais 
 
5.1 Conclusões e Importância do Trabalho 
 
O principal objetivo deste trabalho foi desenvolver e customizar procedimentos para 
calibração numérica e otimização estrutural integrando ferramentas 6-Sigma e provendo o 
gerenciamento de dados em um programa comercial de elementos finitos, de modo a ter um 
procedimento genérico, flexível e de baixo custo. Uma vez que se realizou a revisão das 
ferramentas de otimização numérica, metodologia 6-Sigma e estudo do software comercial 
ANSYS, pôde-se prosseguir para a aplicação prática do processo de otimização no problema 
de engenharia proposto. Para tal, utilizaram-se duas técnicas distintas: análise seqüencial 
baseada no método de planejamento de experimentos (DOE) e o procedimento de otimização 
estrutural no software comercial ANSYS.   
A técnica de Planejamento de Experimentos (Design of Experiments - DOE) é 
extremamente útil e eficaz para o entendimento da significância de fatores com maior 
aproveitamento e aprendizado contínuo. A análise seqüencial possibilita reter informações 
sobre efeitos e interações de fatores ao longo do processo de experimentação. Esta técnica é 
crucial para a eliminação de fatores não significativos, tornando o processo de otimização cada 
vez mais seleto e focado nos fatores que realmente influenciam na variável de resposta em 
questão. Outra grande vantagem deste método é a avaliação do quesito de Robust Design, no 
sentido de, a partir de interações entre fatores, entender para qual configuração de níveis de um 
dos fatores a variável de resposta apresenta robustez se o nível do outro fator for alterado.  
O procedimento de otimização estabelecido pela utilização do software comercial 
ANSYS é mais direto e toma menos tempo para convergência. Um problema presente nesta 
técnica seria que, se dentro do espaço de projeto definido houver mínimos locais, dependendo 
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do valor adotado para a primeira iteração, haverá uma tendência à convergência para o mínimo 
local mais próximo. Contudo, uma varredura no espaço de inferência sempre é salutar após a 
primeira rodada de iterações, possibilitando investigar se os valores estabelecidos para as 
variáveis de projeto no ponto ótimo preliminar realmente estão associados a um mínimo 
global. Outra deficiência do método é o fato de não se poder utilizar variáveis discretas como 
fatores. Portanto, no ponto ótimo, sempre se deve adotar os valores mais próximos aos valores 
discretos das variáveis de projeto para fins práticos de disponibilidade comercial.  
A avaliação contínua da influência das variáveis de projeto, como na técnica anterior, 
também não pode ser avaliada no procedimento com o software ANSYS. Esta abordagem é 
possível se houver o cálculo de sensibilidade (derivadas primeiras) para a variável de resposta 
em função das variáveis de projeto. Contudo este procedimento envolve elevada capacidade e 
tempo de processamento, que justamente é a grande desvantagem do Método de Primeira 
Ordem no software ANSYS onde são calculados os gradientes da função objetivo e restrições 
com relação às variáveis de projeto. 
Ambas as abordagens utilizadas (Análise Seqüencial via Planejamento de 
Experimentos e Método de Aproximação por Subproblema – ANSYS) foram executadas e 
cada qual se caracterizou por apresentar resultados similares para os procedimentos de 
otimização, considerando o mesmo espaço de inferência (níveis para os fatores). A Figura 5.1 
mostra os resultados para ambas as técnicas de otimização. No caso da abordagem por análise 
seqüencial via planejamento de experimentos consideraram-se, para fins comparativos, os 
resultados associados à aplicação direta pelo módulo “Response Optimizer” do software 
Minitab 14.  
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Figura 5. 1 - Comparação das Técnicas de Otimização Estrutural Adotadas 
 
A maior parte das diferenças entre os resultados para as duas técnicas adotadas deveu-
se ao fato de que a primeira técnica (DOE) contemplou a manipulação de variáveis discretas 
ou de variáveis contínuas, conforme a necessidade do usuário. Neste contexto, para a técnica 
de planejamento de experimentos (DOE), ao longo do processo de análise seqüencial, 
puderam-se alterar somente as variáveis com flexibilidade para tal. Como exemplo, na prática 
não é viável variar a rigidez de um parafuso conector dos flanges da capa externa e a travessa 
intermediária, ou variar o módulo de elasticidade de um fundo traseiro para um valor 
intermediário entre o aço e o polipropileno.  
Ambas as técnicas tiveram como meta uma queda de porta de 3,10mm, porém o 
procedimento de análise seqüencial via planejamento de experimentos chegou a uma massa 
para os componentes metálicos de 15,4 kg contra uma massa de 16,92 kg associada ao método 
de otimização via aproximação por subproblema executado no software comercial ANSYS. 
A abordagem por análise seqüencial via planejamento de experimentos, com o 
aprendizado contínuo dos efeitos dos fatores (variáveis de projeto) e suas interações dentro do 
espaço de inferência, possibilitou a expansão do conhecimento adquirido nas etapas mais 
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avançadas do estudo para propor uma nova estratégia associada ao aumento da robustez 
estrutural do gabinete. Esta estratégia ficou bastante evidente na medida em que se avaliou a 
elevada participação do fator PT (fixação da travessa intermediária aos flanges da capa externa 
por parafusos) na rigidez estrutural do gabinete e na queda de porta do produto. Para tal foram 
estudados os efeitos do fator PT na variável de resposta e suas interações com outros fatores 
contemplados nas etapas do processo de análise. Em detrimento ao estudo realizado, foi criada 
uma nova configuração para os níveis do fator PT, ou seja, ao invés de utilizar apenas um 
conector entre a travessa intermediária e os flanges da capa externa, propôs-se a utilização de 
dois conectores como nível “+1” do fator PT, mantendo o nível “-1” em sua configuração 
original. Esta nova proposta mostrou que a condição estrutural do gabinete melhorou 
significativamente com a utilização de dois conectores entre a travessa e a capa externa, 
permitindo que outras reduções de massa fossem possíveis e se chegasse a um resultado 
melhor ainda. Portanto, esta última abordagem foi tida como referência para o projeto 
estrutural ótimo de um gabinete de refrigerador. 
Tanto a capa externa como a travessa intermediária puderam sofrer redução de 
espessura para seus nível “-1” sem haver perda de desempenho estrutural para o gabinete. A 
redução total de massa alcançada incluindo a alteração no espaço de inferência referente aos 
níveis do fator PT foi de 26,0%, ou seja, com uma massa inicial de 19,86kg chegou-se a 
14,70kg. Vale ressaltar que esta última configuração de projeto manteve o valor de queda de 
porta em 2,89mm, que justamente está bem próximo ao valor do projeto original (sem 
qualquer redução de massa). Contudo, foi alcançada uma redução de massa de 26% sem 
qualquer perda estrutural no gabinete do refrigerador, reduzindo o custo final do componente 
sem comprometer sua qualidade. 
Devido ao elevado volume de produção do modelo do refrigerador em questão, a 
redução total de massa alcançada possibilita uma redução de custo na ordem de R$ 2 MM. 
anuais.  
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5.2 Extensão para Trabalhos Futuros 
 
É fato que o processo de fabricação de gabinetes de refrigeração é pouco robusto às 
variações de manufatura existentes em toda cadeia logística, contemplando desde a fabricação 
e espumação (injeção de poliuretano) até a montagem de componentes estruturais. Partindo-se 
do princípio de que a maior parcela de variação se concentra justamente no processo de injeção 
de poliuretano (falta de preenchimento e não uniformidade das propriedades mecânicas), os 
fatores de relacionados a esta a dispersão devem ser investigados por meio de um processo de 
experimentação específico e adequado, visando ao aumento de robustez no processo.  
As propriedades mecânicas para espuma de poliuretano devem ser caracterizadas tanto 
para tração como para compressão. Adicionalmente, devem-se levantar suas propriedades 
viscoelásticas, possibilitando um melhor refino na entrada de dados para o modelo numérico. 
Tendo em vista que, num escopo mais abrangente, este trabalho estabelece uma 
metodologia de otimização estrutural para gabinetes de refrigeração, o mesmo pode ser 
extendido para outras linhas de produtos de forma a prover ainda maior retorno econômico e 
tecnológico para a organização. 
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Apêndice A  
 
Ferramentas de Otimização no Software 
Comercial ANSYS 
 
A.1 O software ANSYS: métodos e ferramentas de otimização 
 
O ANSYS é um software de elementos finitos que pode ser utilizado nas mais diversas 
classes de problemas de engenharia. A capacidade do ANSYS inclui habilidades para resolver 
análise dinâmica ou estática de estruturas, transferências de calor, modos de vibração e 
otimização de estruturas entre outras aplicações. 
Para análise de uma estrutura, o ANSYS divide o procedimento em três etapas: 
"Preprocessor", "Solution" e "Postprocessor" e só após as análises estáticas e/ou dinâmicas é 
que se pode utilizar o módulo de otimização, seus métodos e ferramentas. 
A Figura A.1 mostra o fluxo de informações durante uma análise de otimização no 
software ANSYS. 
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Figura A. 1 - Fluxo de Dados de Otimização (Optimization Data Flow) 
 
Dois métodos de otimização são disponíveis no ANSYS: o método de aproximação 
por subproblema e o método de primeira ordem. Além disso, pode-se implementar um 
algoritmo de otimização externo através de programação em APDL (ANSYS Parametric 
Design Language). Usando qualquer destes métodos, tem-se que se dispor de uma função 
objetivo definida.  
Adicionalmente, existem as "ferramentas de otimização" que são técnicas usadas para 
explorar o espaço de projeto do problema. Nelas a minimização pode ou não ser o objetivo, 
ou seja, uma função objetivo não é necessariamente requerida para o uso das ferramentas, 
porém, devem ser definidas variáveis de projeto.  
Um resumo dos métodos e ferramentas de otimização contidas no módulo pode ser 
acompanhado nos tópicos a seguir. 
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A.2 Métodos de Otimização 
 
A.2.1 Métodos de Otimização por Subproblema 
 
O Método da Aproximação por Subproblema (Subproblem Approximation Method) é 
um método de ordem-zero avançado que usa aproximações (curva de ajuste) para todas as 
variáveis dependentes (SV's  do inglês state variables - e a função objetivo OF do inglês 
objective function — definidas posteriormente no item A.4). É um método geral que pode ser 
aplicado eficazmente a uma gama extensiva de problemas; 
 
A.2.2 Método de Primeira Ordem 
 
O Método de Primeira Ordem (First Order Method): Este método usa a informação de 
derivada, quer dizer, gradientes das variáveis dependentes com respeito às variáveis de 
projeto. É altamente preciso e trabalha bem para problemas onde as variáveis dependentes 
variam amplamente em cima de uma extensa faixa de espaço de projeto. Este método pode ser 
computacionalmente intenso; 
 
A.2.3 Método Implementado pelo Usuário 
 
O Método Implementado pelo Usuário (User-supplied Method): Uma rotina de 
otimização externa pode ser usada em vez da lógica do otimizador do ANSYS; 
 
A.3 Ferramentas de Otimização 
 
I - Única Iteração/Repetição (Single Loop Run) 
 
Esta ferramenta executa uma repetição/iteração e produz uma solução de Análise de 
Elementos Finitos (AEF) de cada vez. Pode-se fazer esse estudo usando séries de 
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iterações/repetições únicas, fixando, para projetos diferentes, valores das variáveis antes de 
cada iteração/repetição. 
 
II - Geração Aleatória (Random Design Generation) 
 
São executadas repetições/iterações múltiplas, com valores aleatórios das variáveis de 
projeto a cada iteração. Um número máximo de iterações/repetições e um número desejado de 
possíveis iterações/repetições pode ser especificado. Esta ferramenta é útil para estudar o 
espaço de projeto global, e para estabelecer possíveis conjuntos de projeto para análises de 
otimização subseqüentes; 
 
III - Geração de Varredura (Sweep Generation) 
 
A partir de um conjunto de projeto de referência, esta ferramenta gera várias sucessões 
de conjuntos de projeto. Especificamente, altera uma variável de projeto por vez em cima da 
faixa completa usando incrementos uniformes nas variáveis de projeto. Avaliações de 
variação global da função objetivo e das variáveis de estado tornam-se possíveis por esta 
ferramenta. 
 
IV - Avaliação Fatorial (Factorial Evaluation) 
 
Esta é uma ferramenta estatística que é usada para gerar conjuntos de projeto com 
todas as combinações extremas de valores das variáveis de projeto. Esta técnica é relacionada 
à tecnologia conhecida como "Planejamento de Experimentos" (Design of Experiments) que 
usa uma análise completa fatorial e fracionária. A diretiva primária é de computar a principal 
interação efetuada para a função objetivo e as variáveis de estado. 
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V - Avaliação do Gradiente (Gradiente Evaluation) 
 
Dado um conjunto de projeto de referência especificado pelo projetista, esta 
ferramenta calcula os gradientes da função objetivo e das variáveis de estado com respeito às 
variáveis de projeto. Usando esta ferramenta, pode-se ter idéia das sensibilidades de projeto 
locais, comparando as alterações de valores em relação ao projeto inicial. 
 
VI - Ferramenta Implementada pelo Usuário (User-supplied Design Tool) 
 
Uma rotina externa pode ser implementada caso não se queira utilizar 
o algoritmo proposto pelo código ANSYS. 
 
A.4 O Módulo de Otimização 
 
O módulo de otimização (/OPTE) é uma parte integrante do programa ANSYS 
empregado na determinação do projeto ótimo. No processo de otimização, minimiza-se ou 
maximizam-se os objetivos principais do projeto fundamental. Entre muitos exemplos, o 
projeto ótimo para uma estrutura de pórtico ou treliça pode ser um com peso mínimo ou 
freqüência máxima; em transferência de calor, a temperatura mínima; ou em um projeto de 
motor magnético, o pico de torque máximo. Em muitas outras situações pode não estar na 
minimização de uma única função o objetivo da otimização, e também deve ser dirigida 
atenção à satisfação de restrições predefinidas condicionando o projeto (por exemplo, limite 
em tensão, geometria, deslocamento, fluxo de calor, freqüência natural). 
Enquanto trabalham para a obtenção de um projeto ótimo, as rotinas de otimização do 
ANSYS empregam três tipos de parâmetros que caracterizam o processo de projeto: Variáveis 
de Projeto (DV  do inglês Design Variable), Variáveis de Estado (SV  do inglês State 
Variable), e a função objetivo (OF  do inglês Objective Function). Estas variáveis são 
representadas através de parâmetros escalares em uma Linguagem Paramétrica de Projeto 
chamada APDL (ANSYS Parametric Design Language). O conhecimento desta Linguagem 
de Programação APDL, é um passo essencial para a compreensão do processo de otimização. 
Programas com Módulos de Otimização usam técnicas matemáticas que tornam o 
ciclo de projeto manual em um processo iterativo computadorizado. Esses processos são 
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realizados automaticamente até que um projeto ótimo seja obtido. Para iniciar o processo de 
otimização, são primeiramente definidos os parâmetros. Estes se referem ao conjunto de 
projeto. Tais parâmetros incluem variáveis de projeto, variáveis de estado e a função objetivo 
do modelo. Os valores são modificados ao longo do processo de otimização. 
 
Figura A. 2 - Fluxo de Implementação 
 
Variáveis de projeto (DV's) são quantidades independentes dentro das faixas de 
restrições especificadas e variam, durante o processo de análise de otimização, para 
alcançarem o projeto ótimo. Têm seus limites superiores e inferiores especificados para servir 
como as referidas restrições. Estes limites definem a faixa de variação das DV's. Às variáveis 
de projeto não podem ser atribuídos valores nulos ou negativos, ou seja, o limite inferior é 
sempre "> 0". Até 60 DV's podem ser definidas em um problema de otimização de projeto no 
ANSYS. O vetor das variáveis de projeto é indicado por: 
x = [ x1, x2, x3.... xn ]; (i = 1, 2, 3, ..., n)             (A.1)                                                      
Variáveis de projeto estão sujeitas a n restrições com limites superiores e inferiores, 
como foi citado anteriormente, quer dizer, 
iii xxx
_
≤≤
−
; i = 1,2,3, … ,n                                                               (A.2)                                                      
em que: n = numero de variáveis. 
As restrições das variáveis de projeto são freqüentemente chamadas de restrições 
laterais e definem o que é geralmente classificado como "espaço possível de projeto", ou 
melhor, espaço viável ou factível de projeto. 
Pode-se, então, minimizar 
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xff =
                                                                                             (A.3)  
Sujeita a  
iii gxg α+≤
_^
)( ; i = 1,2,3, … ,m1                                                            (A.4)                                         
)(
^
xhh iii ≤−
−
β ; i = 1,2,3, … ,m2                                                                   (A.5)                                                      
iiiii wxww γγ +≤≤−
−
_^
)( ; i = 1,2,3, … ,m3                                                             (A.6)                                                      
sendo:  
f = função objetivo; 
gi, hi, wi = restrições das variáveis de projeto, com as sublinhas e sobre linhas 
representando, respectivamente, os limites inferiores e superiores; e 
m1 + m2 + m3 = número de restrições das variáveis de estado com vários valores de 
limites superiores e inferiores. 
Variáveis de estado (SV's) são tipicamente variáveis de resposta, funções dependentes 
das variáveis de projeto, por isso também são chamadas de "variáveis dependentes" e podem 
ter limites máximo e mínimo ou podem ser "single sided", quando tendo apenas um só limite. 
Tensões, deslocamentos e outros resultados da análise são considerados variáveis de estado. 
Peso, custo e altura são exemplos de funções objetivo. Com as equações (A.3) e (A.6) 
representa-se um problema de minimização restringido cujo alvo é a minimização da função 
objetivo f sob as restrições impostas pelas equações (A.2), (A.4), (A.5) e (A.6). Estas funções 
são otimizadas através da modificação das variáveis de projeto.  
No ANSYS, a função objetivo é sempre minimizada. 
Há três tipos de projetos: possível (viável), impossível (inviável) e projeto ótimo. Os 
projetos nos quais as configurações satisfazem todas as restrições são chamados projetos 
viáveis. Com estes projetos pode-se trabalhar, mas necessariamente não são as melhores 
soluções de projeto. Quando uma ou mais restrições são violadas, diz-se que o projeto é 
inviável de ser construído. Da definição de espaço viável de projeto, uma tolerância é 
acrescentada a cada limite da variável de estado. Assim se x* é um determinado conjunto de 
projeto definido como: 
x
*
 = [ x1*, x2*, x3*.... xn* ]; (i = 1, 2, 3, ..., n)                                                            (A.7)                                                      
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O projeto é julgado viável apenas se: 
iiii gxgg α+≤=
__
**** )( ; i = 1, 2, 3,… , m1                                         (A.8)                                                      
)( ** xhhh iiii =≤−
−
β ; i = 1, 2, 3, …, m2                                                              (A.9)                                  
iiiii wxww γγ +≤≤−
−
_
** )( ; i = 1, 2, 3, …, m3  (A.10)                                                      
onde: α1,  β1, γ1 = tolerâncias especificadas. 
iii xxx
_
* ≤≤
−
; i = 1, 2, 3, …, n            (A.11)                                                      
desde que nenhuma tolerância seja somada às restrições das variáveis de projeto. 
As equações (A.8) a (A.11) são as declarações que definem um conjunto viável de 
projeto em uma rotina de otimização no ANSYS. O projeto ótimo tenta minimizar a função 
objetivo enquanto estiver sendo viável limitar-se as restrições de projeto. Como os conjuntos 
de projeto são gerados por métodos ou ferramentas, e caso uma função objetivo esteja 
definida, o melhor conjunto de projeto é computado e seu número é armazenado. O melhor 
conjunto é determinado sob uma das condições seguintes.  
Se um ou mais conjuntos viáveis existem, o melhor projeto é o viável com o menor 
valor da função de objetivo. Em outras palavras, é o conjunto que mais se aproxima das metas 
matemáticas expressas pelas equações (A.3) a (A.6). 
Se todos os conjuntos de projeto forem inviáveis, o melhor conjunto é o mais próximo 
de ser viável, independente do valor de sua função objetivo. 
Em programas como o ANSYS, o procedimento de otimização pode requerer o uso de 
vários conjuntos (sets) de projeto e suas correspondentes soluções, caso o conjunto inicial não 
seja interrompido pelas restrições especificadas. Estes conjuntos de projeto podem ser criados 
pelo usuário ou podem ser gerados dentro do programa ANSYS. Cada otimização gera um 
conjunto de projeto automaticamente sempre que uma otimização de projeto é iniciada. 
O processo de otimização no ANSYS consiste de vários passos. Inicialmente deve-se 
criar parâmetros para o modelo do projeto. Então, depois de definido todo o modelo, 
executam-se seqüencialmente os módulos de pré-processamento, solução e pós-
processamento. Um arquivo de análise é criado então antes do módulo de otimização ser 
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iniciado. Neste arquivo está a quantidade de passos no módulo de otimização que foram 
necessários para obter a solução inicial. 
Com o uso do banco de dados de otimização, um "loop" é iniciado através do ciclo de 
análise. Neste "loop", a viabilidade do projeto e as alterações das variáveis de projeto são 
avaliadas. Com estas mudanças são obtidas novas funções objetivo que são novamente 
avaliadas. Se os critérios de convergência forem satisfeitos o "loop" de otimização estará 
completo. Ao final de cada loop, uma checagem por convergência é feita. O problema é dito 
convergido quando tanto o atual, o anterior ou o melhor valor é viável e qualquer uma das 
seguintes condições é satisfeita: 
- A mudança no valor da função objetivo do melhor ponto viável para o atual é menor 
que a tolerância da própria função; 
τ<− *)( ff t
                          (A.12)  
- A mudança no valor da função objetivo entre os últimos dois pontos é menor que 
tolerância; 
τ<− − )1()( tt ff
            (A.13)  
- A mudança no valor de cada variável de projeto do ponto atual para o melhor ponto 
viável é menor que sua respectiva tolerância; 
τ<− *)( i
t
i xx ; para todo i = 1 a N             (A.14) 
- A mudança no valor de cada variável de projeto entre os últimos dois pontos é menor 
que sua respectiva tolerância. 
τ<− − )1()( ti
t
i xx ; para todo i = 1 a N                                                         (A.15)                                                      
As equações (A.12) e (A.14) checam a convergência da função objetivo e da variável 
de projeto, respectivamente entre o atual e os melhores projetos. Igualmente, as equações 
(A.13) e (A.15) checam as diferenças em projetos consecutivos. 
Estes critérios de convergência estão definidos de tal forma que a determinação rápida 
demais não é incomum. Devem ser estudados os resultados detalhadamente para determinar 
se a convergência atual para um mínimo local/global ocorreu. O término antes da 
convergência pode acontecer quando o número permitido de "loops" for completado ou 
quando o número permitido de seqüência de projetos inviáveis for executado. 
 180 
Se os critérios de convergência não forem satisfeitos, um novo projeto é criado do 
último "melhor projeto" por modificação dos parâmetros. Pré-processamento, solução e pós-
processamento são repetidos. Os valores dos novos parâmetros são gravados e o "loop" 
continua até que todos os critérios de convergência sejam satisfeitos ou o número máximo de 
iterações seja alcançado. 
No Pós-processamento, podem ser feitas comparações gráficas e analíticas entre 
diferentes opções de projeto. Cada modelo de resultado pode ser apresentado graficamente 
para ilustrar o objetivo em questão. A variação das variáveis do modelo também pode ser 
listada a fim de demonstrar o que cada valor das variáveis representa para cada conjunto de 
projeto. 
 
A.5 Algoritmo de Otimização do ANSYS (APDL) 
 
O Método de Primeira Ordem calcula e faz uso da informação de derivada. O 
problema de estado com restrição, expresso nas equações (A.1) a (A.6), é transformado em 
um problema sem restrição via funções de penalidade. São obtidas as derivadas da função 
objetivo e das funções de penalidade das variáveis de estado, conduzindo a uma direção de 
busca no espaço de projeto. Várias procuras por “steepest descent” e direções conjugadas 
(conjugate direction) são executadas durante o processo de iteração até ser alcançada a 
convergência. Cada iteração é composta de sub-iterações que computam a inclusão de direção 
de busca e gradiente (i.e., derivadas). Em outras palavras, o método de otimização de primeira 
ordem realizará vários ciclos de análises. 
Comparando-se ao método de aproximação por subproblema, o método de primeira 
ordem é usualmente visto como sendo "computacionalmente" mais exigente e preciso. 
Uma versão sem restrição do problema esboçado nas equações (A.1) a (A.6), pode ser 
formulada como segue (A.16): 
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em que:  
Q é a menor dimensão da função objetivo sem restrição; 
Px,Pg,Ph e Pw são penalidades aplicadas às restrições de projeto e var
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0 (zero) é o valor da função objetivo de referência que é selecionado do grupo do 
projeto atual. 
A satisfação das restrições é controlada pela resposta do parâmetro de superfície, q, 
parâmetro este que pune qualquer violação da restrição. 
Funções de penalidade exteriores (Px) são aplicadas às variáveis de estado, sejam elas 
de igualdade ou desigualdade. Porém, em algumas situações as penalidades aplicadas, são do 
tipo interna estendida para as funções de penalidade (Pg, Ph, Pw). Por exemplo, para as 
variáveis de estado restritas por um limite superior a função penalidade é escrita como: 
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em que λ é um valor inteiro elevado, de forma que a função será muito grande quando 
a restrição for violada e muito pequena quando não houver violação.  
As funções utilizadas para as penalidades restantes são de forma similar, sendo a 
função de penalidade utilizada na resolução do problema na forma: 
i
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sendo:  
g0 é o parâmetro marcador de transição entre as funções penalidades normal e 
estendida. 
Nota-se que o termo acrescentado à função objetivo, e responsável por penalizá-la, faz 
com que as restrições sejam consideradas de forma indireta. Assim, cada vez que a solução se 
aproxima do limite estipulado entre as regiões viável e inviável, a função penalidade tem seu 
valor acrescido à medida que se aproxima do limite. 
Como são assumidas direções de busca, certa vantagem computacional pode ser obtida 
se a equação Q for reescrita como uma soma de duas funções. 
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Definindo: 
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a equação (A.16) assume a forma 
),()(),( qxQxQqxQ pf +=                          (A.22)  
As funções Qf e Qp relacionam a função objetivo e as restrições de penalidade, 
respectivamente. 
Para cada iteração de otimização (j) um vetor de direção de procura, d(j), é criado. A 
próxima iteração (j+1) é obtida através da equação (A.21), ou seja, o procedimento para a 
obtenção da solução é executado de forma iterativa, onde o vetor de direção de busca d(j) 
sofre modificações de modo que em cada iteração as variáveis são atualizadas por: 
)()()1( jjj dsxjx +=+ ; com j=1, ..., n               (A.23)                                                      
sendo:  
x = vetor das variáveis de projeto; 
sj = tamanho do passo; 
d = direção de busca; 
n = número de iterações corridas. 
A medida de x(j), parâmetro da linha de busca sj, corresponde ao valor mínimo de Q 
na direção d(j), a solução para sj usa uma combinação de um algoritmo de "seção-áurea" e 
uma técnica de aproximação quadrática local. A faixa de sj é limitada por: 
*
max )100/(0 jj sSs ≤≤                                        (A.24)  
sendo: 
*
js = maior tamanho possível do passo na direção da linha de busca da atual iteração 
(calculada interiormente pelo software) 
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Smax = tamanho máximo (em porcentagem) do passo da linha de busca (dado 
fornecido pelo usuário) 
A chave para a solução da minimização da equação baseia-se na geração seqüencial 
das direções de busca e em ajustes internos da resposta do parâmetro de superfície (q). Para a 
iteração inicial (j=0), adota-se que a direção de busca é o gradiente da função objetivo sem 
restrição multiplicado por (-1). 
)0()0()0()0( ),( pf ddqxQd +=−∇=                  (A.25)  
Na qual q=1, e 
)( )0()0( xQd ff −∇=                     (A.26)  
)( )0()0( xQd pp −∇=                                                                     (A.27) 
Na iteração inicial este método de busca é denominado “steepest descent”. Este 
método evolui bem nas primeiras iterações, mas tão logo os passos tornem-se cada vez 
menores, o que indica que se está aproximando-se da solução, o método tende a repetir várias 
vezes a mesma direção de busca. Assim, caso o problema apresente curvas de nível muito 
alongadas, o resultado será possivelmente diferente do mínimo. 
Então para evitar que esse processo indesejável ocorra, faz-se uso do procedimento de 
rotação da direção do gradiente, ou seja, no lugar de )( )()( jj xQd −∇= , para iterações 
subseqüentes (j > 0), direções conjugadas (conjugate directions) são formadas de acordo com 
a fórmula de recursão de Polak-Ribiere do método de direções conjugadas (sendo a seguinte 
referência citadas no manual de teoria do programa: More and Wright - More J.J. and Wright 
S.J., Optimization Software Guide, SIAM, Philadelphia, p. 13 1993). 
)1(
1
)()( ),( −
−
+−∇= jjkjj drqxQd                 (A.28) 
Como rj-i é um parâmetro de deflexão que multiplicando d(j-1), formam o vetor de 
deflexão da função. 
Logo, em sendo d(j) a soma das direções de busca das parcelas da função objetivo e 
restrições (comentada posteriormente na equação A.29), assim através da equação (A.25), 
têm-se para cada parcela as seguintes expressões: 
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Fixando-se na primeira iteração um valor igual a zero, para cada tamanho de passo rj-1, 
força-se o método de busca de descida íngreme, tendo este valor calculado nas iterações 
subseqüentes da forma: 
)1()1()1()()1( −−−−
=−=
jjjjj dsxxe
                  (A.31) 
O método dos gradientes conjugados requer que as direções de busca nas iterações 
subseqüente e atual, (j-1) e (j), respectivamente, sejam conjugadas. Assim, satisfazendo a 
condição acima, um conjunto de direções podem ser ditas conjugadas quando: 
[ ] 0** )1()1()( =−− jjTj dHd
   (A.32) 
na qual: H é a matriz hessiana positivo definida, ).(2 xQH ∇=−  
 Como e foi definido na equação (A.32), tem-se que: 
[ ] [ ] 0***** )1()1()()1()1()1()( == −−−−− jjjjjjTj dHdseHd                 (A.33)  
Sabe-se que o método dos gradientes conjugados determina que: 
)()(*** )1()()1()1()1()1()1()1( −−−−−−− ∇−∇=== jjjjjjjj xQxQdsHeHz     (A.34) 
e da equação (A.33), vê-se que: 
[ ] 0* )1()( =−jTj zd
          (A.35)  
agora, com o auxílio de (A.34), deduz-se que: 
[ ] [ ] [ ])()(** )()1()()1()( jjjjTj xQxQdzd ∇−∇= +−
                        (A.36)  
e, sendo 
[ ] 0)(* )1()( =∇ +jTj xQd
        (A.37) 
 
tem-se que 
[ ] [ ] [ ])(** )()()()( jTjjTj xQdzd ∇−=
                                                          (A.38)  
e substituindo-se em (A.38) o apresentado em (A.25), fica
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[ ] [ ] )(**)(* )()1()1()()()( jTjjjjTj xQjrxQzd ∇+∇−−= −−           (A.39) 
[ ] 2)()()( )(* jjTj xQzd ∇=
                 (A.40)  
Pode-se assumir que: 
[ ] 2)1()1()1( )(* −−− ∇= jjTj xQzd
               (A.41) 
Deste modo pode-se obter r(j-1) através do seguinte processo: substitui-se a equação 
(A.25) na equação (A.33), o que fornece: 
[ ] 0**)( )1()1()1()1( =+∇− −−−− jTjjj zdrxQ               (A.42)  
Disto, isolando-se o parâmetro rj-1: 
[ ] )1()1(
)1()(
1
*
*)(
−−
−
−
∇
=
jTj
jjT
j
zd
zxQ
r
             (A.43)  
Isto posto, ao substituírem-se na equação anterior os valores das equações (A.32) e 
(A.40), finalmente chega-se a expressão criada por Polak-Ribiere: 
[ ]
2)1(
)()1()(
1 ),(
),(*),(),(
qxQ
qxQqxQqxQ
r
j
jTjj
j
−
−
−
∇
∇∇−∇
=
    (A.44) 
Assim, ao olhar-se a equação (A.20), nota-se que quando todas as restrições das 
variáveis de projeto Px(xi) = 0 são satisfeitas, isto significa que "q" pode ser fatorado para fora 
de Qp, e pode ser escrito como: 
)(*),( )()( jpjp xQqqxQ =  se iii xxx
_
≤≤
−
; i = 1, 2, 3, … , n                 (A.45)                                                      
Caso sejam feitas correções satisfatórias, "q" pode ser alterado de iteração a iteração 
sem destruir a natureza conjugada de equação (A.25). Ajustando-se o parâmetro "q" provê-se 
controle interno das restrições das variáveis de estado. A convergência é obtida a medida que 
tais restrições são forçadas a atingir os valores limites. A justificativa para isto fica mais 
evidente uma vez que a equação (A.25) está separada em dois vetores de direção: 
)()()( j
p
j
f
j ddd +=
                   (A.46)  
onde cada direção tem uma relação de recursão separada.  
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O algoritmo é reiniciado ocasionalmente fixando-se η-1=0, forçando uma iteração de 
descida íngreme (forcing steepest descent iteration). O "Reiniciar" é empregado sempre que 
uma "má-condição" é descoberta, a convergência é quase alcançada, ou foram satisfeitas todas 
as restrições das variáveis de estado críticas, sendo, portanto muito conservador. 
Tão logo tenha sido assumido que o vetor do gradiente está disponível, o vetor do 
gradiente que usa uma aproximação é computado como segue: 
i
i
i
i
i
i
x
xQexxQ
x
xQ
∆
−∆+
≈
∂
∂ )()()( )()()(
         (A.47) 
onde:  
e = vetor com 1 em seu i-ésimo componente e 0 para todos os outros componentes; e
 
)(
100
_
−
−
∆
=∆ iii xx
D
x
                   (A.48)  
sendo: 
D = diferença frontal (em porcentagem), tamanho do passo (dado fornecido pelo 
usuário).  
Enquanto não há convergência, as iterações de primeira ordem continuam até qualquer 
convergência ser alcançada ou ocorrer o término da execução. Estes dois eventos são 
checados ao término de cada iteração de otimização. 
A convergência é assumida ao comparar o conjunto do projeto da iteração atual (j) 
com o projeto prévio (j-1) e com o melhor conjunto (set) de projeto (b). 
τ≤− − )1()( jj ff
             (A.49) 
e 
τ≤− )()( bj ff
                          (A.50)  
onde:  
τ = tolerância da função objetivo (dado fornecido pelo usuário). 
Também é uma exigência do algoritmo que a iteração final use uma busca por descida 
mais íngreme (steepest descent). Caso contrário, são executadas iterações adicionais. Em 
outras palavras, uma iteração de descida mais íngreme é forçada e checa-se novamente a 
convergência. O término da execução acontecerá quando, 
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ni = Ni            (A.51)                                                      
onde: 
ni = número de iterações; 
Ni = número de iterações admissíveis (dado fornecido pelo projetista). 
Nota-se que neste método de primeira ordem as iterações ocorrem até ser alcançada a 
convergência, sendo necessária a verificação, ao fim de cada iteração, dos critérios de 
convergência. Esses critérios estão relacionados à comparação de valores, onde 
primeiramente o valor da função objetivo f(j) é comparado ao valor da função anterior f(j-1). Em 
segundo lugar, o valor da função objetivo f(j) é comparado ao melhor valor da função f(b). 
Por fim, nos dois critérios, em sendo a diferença entre os valores das funções menor 
que o valor da tolerância (especificada), a busca chega ao fim, caso contrário uma nova 
iteração é realizada, de acordo com as equações (A.49) e (A.50). 
Ressalta-se que caso o valor da tolerância não seja especificado pelo usuário, o 
software ANSYS adotara um valor automático correspondente a 1% da função objetivo, e que 
a convergência no método de primeira ordem é na maioria dos casos possível. No entanto 
quando se inicia o procedimento de otimização com um projeto inviável, por vezes pode-se 
não ser alcançada a convergência. 
Nesta situação, sugere-se a reinicialização a partir de um novo projeto inicial. 
 
Figura A. 3 - Fluxo do Método de 1ª ordem 
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A.6 Método de Ordem Zero – Subproblem Approximation Method  
 
No método de ordem zero, o programa utiliza somente os valores das variáveis 
dependentes (função objetivo e variáveis de estado) durante o processo de minimização e não 
de suas derivadas. 
Existem dois conceitos triviais neste método: o uso de aproximações para a função 
objetivo e para as variáveis de estado, e a conversão do problema com restrições para um 
problema sem restrições utilizando funções de penalidade.  
O programa calcula a função objetivo para várias configurações de variáveis de 
projeto (design sets) e estabelece uma relação entre a função objetivo e as variáveis via 
regressão por mínimos quadrados. A curva resultante é uma aproximação sendo que, para 
cada iteração, é gerado um novo ponto que é posteriormente adicionado à curva. Contudo é 
justamente esta aproximação que será minimizada (subproblema), ao invés da própria função 
a cada iteração objetivo. O processo de minimização ocorrerá até que a convergência seja 
alcançada ou o problema seja finalizado por outros critérios de parada. Contudo, cada iteração 
é equivalente a uma análise completa.   
As variáveis de estados são tratadas da mesma maneira. Uma aproximação é gerada 
para cada variável e atualizada ao final de cada iteração. 
O primeiro passo para minimizar o problema com restrições é representar cada 
variável dependente por uma aproximação, para função objetivo e similarmente para as 
variáveis de estado.  
errorxfxf +≤ )()(
^
        (A.52) 
errorxgxg +≤ )()(
^
               (A.53) 
errorxhxh +≤ )()(
^
            (A.54) 
errorxwxw +≤ )()(
^
          (A.55)  
A forma mais complexa para a qual as aproximações podem ser tomadas é a 
quadrática com termos cruzados. Utilizando o exemplo para a função objetivo, 
∑ ∑∑++=
n
i
n
i
n
j
jiijii xxbxaaf 0
^
           (A.56)  
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Ainda é permitido ao usuário o controle do tipo de regressão a ser utilizado: linear, 
quadrática ou quadrática somada de termos cruzados. 
Uma vez que as funções aproximadas estejam disponíveis, o problema de minimização 
é definido como: 
Minimizar: )(
^^
xff =
   (A.57)                                  
Sujeita a  
iii xxx
_
≤≤
−
; i = 1,2,3, … ,n            (A.58)                                           
iii gxg α+≤
_^
)( ; i = 1,2,3, … ,m1              (A.59)                                                      
)(
^
xhh iii ≤−
−
β ; i = 1,2,3, … ,m2     (A.60)      
iiiii wxww γγ +≤≤−
−
_^
)( ; i = 1,2,3, … ,m3                                       (A.61)                                                      
A equação A.62 resulta da conversão do problema com restrições para um problema 
sem restrições através do uso de funções de penalização. 
Minimizar 





 ++++= ∑ ∑ ∑∑
= = ==
n
i
m
i
m
i ii
m
i iikk
wWhHgGxXpffpxF
1 1 1
^^
1
^
0
2 31 )()()()(),(
     (A.62) 
Onde, X é a utilizada para impor as restrições nas variáveis de projeto. G, H e W são as 
funções de penalização para as restrições das variáveis de estado. O valor da função objetivo 
de referência f0, é introduzido para manter as unidades consistentes. A busca pelo ponto ótimo 
da função aproximada sem restrições e então objetivada pela técnica SUMT (Sequential 
Unconstrained Minimization Techniques) a cada iteração. O índice “k” reflete o uso de sub-
iterações conduzidas durante a solução do subproblema, onde o parâmetro da superfície de 
resposta é aumentado (p1 < p2 < p3 etc.) com o intuito de proporcionar resultados convergidos 
e precisos. 
O algoritmo SUMT é utilizado para que se chegue ao valor mínimo para a função 
objetivo sem restrições 
~
)( jF na iteração j, ou seja, 
~
)()( jj
xx →
 associado a 
~
)()( jj FF → , 
onde: 
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~
)( j
x
 = vetor de variáveis de projeto, correspondente a 
~
)( jF . 
A última etapa realizada a cada iteração é a determinação do vetor de variáveis de 
projeto a ser usada na iteração subseqüente (j+1). O vetor )1( +jx  é determinado de acordo com 
a equação A.63. 
)( )(
~
)()()1( bjbj xxCxx −+=+
 (A.63) 
em que: 
)(bx = vetor de variáveis de projeto ótimas; 
C = variável selecionada internamente, podendo variar entre 0 e 1, dependendo no 
numero de configurações de projeto não viáveis. 
 
A.6.1 Critério de Convergência 
 
As iterações do método de aproximação por subproblema continuarão até que a 
convergência seja atingida ou ocorra a finalização do problema. Estes dois eventos são 
checados somente quando o número atual de configurações de projeto (design sets), nd, seja 
igual ou exceder o número requerido para a aproximação. 
A convergência é assumida quando uma das configurações de projeto atual e anterior, 
)( jx
 e 
)1( +jx
 respectivamente, ou o vetor de variáveis de projeto ótimas )(bx  seja factível. 
Ainda, uma das condições abaixo também deve ser satisfeita: 
τ≤− − )1()( jj FF
 (A.64) 
τ≤− )()( bj FF
 (A.65) 
i
j
i
j
i xx ρ≤−
− )1()(
; i = 1, 2, 3, …, n (A.66) 
i
b
i
j
i xx ρ≤−
)()(
; i = 1, 2, 3, …, n (A.67) 
em que: 
τ e ρi são as tolerâncias definidas pelo usuário para a função objetivo e variáveis de 
projeto, respectivamente. 
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A.7 Método dos Mínimos Quadrados 
 
Num planejamento fatorial com “n” variáveis, o modelo empírico usado para 
aproximar a relação entre os fatores e as respostas é dado pelo polinômio: 
ε+= )(XfY
              (A.68) 
em que 
T
nxfxfXf )](),...,([)( 1=
                              (A.69) 
é um polinômio de grau um ou grau superior. O vetor coluna de Y contém as respostas 
observadas e o vetor coluna ε contém os resíduos. O polinômio )(Xf  pode ser representado na 
notação matricial: 
}]{[)( bXXf =                        (A.70) 
Em que o vetor coluna {b} contém os coeficientes desconhecidos e [X] é a matriz 
formada pelos valores observados no planejamento fatorial. 
Denotando por N o número total de pontos no espaço experimental, o processo para 
calcular os coeficientes {b} é minimizar a soma dos quadrados dos resíduos: 
∑
=
−=
N
i
ii XfySr
1
2)]([                (A.71) 
Os resultados deste processo são as equações normais que podem ser expressas na 
forma matricial como: 
][][}]{[][ YXbXX TT =
              (A.72) 
Assim, os coeficientes podem ser calculados usando uma simples multiplicação de 
matrizes: 
[ ] ][][][][}{ 1 YXXXb TT −=           (A.73) 
A equação (A.73) é utilizada na determinação da superfície que se aproxima dos 
pontos do planejamento no espaço experimento, chamada Superfície de Resposta.  
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Apêndice B  
 
Distribuição t de Student 
 
A distribuição t de Student é uma distribuição de probabilidade estatística. É simétrica, 
campaniforme, e semelhante à curva normal padrão, porém com caudas mais largas, ou seja, 
uma simulação da t de Student pode gerar valores mais extremos que uma simulação da 
normal. O único parâmetro v que a define se chama graus de liberdade, e caracteriza a sua 
forma. Quanto maior for esse parâmetro, mais próxima da normal ela será. 
A Figura B.1 mostra a função densidade da distribuição de Student para alguns valores 
de v, comparando-se com a distribuição normal N (em preto). 
 
Figura B. 1 – Exemplo de Distribuição t de Student para diferentes valores de ν  
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A seguir consta a Tabela B.1 onde são dados os valores de t (t-score) para uma 
probabilidade cumulativa de α dependente do número de graus de liberdade ν. 
 
 
Tabela B. 1 - Valores de t-score associados a ν e α 
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