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1. Introduction
With rare exceptions, for matroid theory, we use the notation and terminology set in [12]. An el-
ement e of a 3-connected matroid M is said to be essential provided both M\e and M/e are not
3-connected. In [17], Tutte constructed all 3-connected matroids having only essential elements,
namely:
Theorem 1.1. Every element of a non-empty 3-connected matroid M is essential if and only if M is isomorphic
to a wheel or whirl with rank exceeding 2.
This result is the famous and fundamental Tutte’s Wheels and Whirls Theorem. It can be restated
as:
Theorem 1.2. If M is a 3-connected matroid having at least 4 elements, then there is a sequence of non-empty
3-connected matroids M0,M1,M2, . . . ,Mn such that M0 is isomorphic to a wheel or whirl, Mn = M, and, for
every i in {1,2, . . . ,n}, Mi is a single-element extension or a single-element lift of Mi−1 .
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whirl by performing a sequence of single-element extensions or lifts without leaving the class of
3-connected matroids. This sentence can be rewritten in the inverse order. It is possible to reduce any
3-connected matroid to a wheel or whirl by performing a sequence of single-element contractions or
deletions without leaving the class of 3-connected matroids.
In this paper, we prove a similar result for the class of triangle-free 3-connected matroids. Our
main result generalizes a result proved by Kriesell [6] for graphs in a similar way that Tutte’s Wheels
and Whirls Theorem generalizes Tutte’s Wheels Theorem for graphs (see [16]).
Results similar to Theorem 1.2 have been proved by Seymour [15], Coullard and Oxley [2], and
Geelen and Whittle [3], for example.
A circuit of a matroid with cardinality 4 is said to be a square. Squares and triads plays a very
important role in the proof of the main result of this paper. This role is similar to the one played
by triangles and triads in the proof of Tutte’s Wheels and Whirls Theorem. To illustrate this pa-
per we use some plane graphs whose edges are labeled by some elements of the triangle-free
3-connected matroid M that are being considered. The star of a vertex represented by a big circle
corresponds to a triad of M and the edges in the border of a limited face with size 4 forms a square
of M .
1.1. The reduction operations
First, we deﬁne seven reduction operations which, when performed on a triangle-free 3-connected
matroid result in a smaller triangle-free 3-connected matroid. For each i in {1,2,3,4,5,6,7}, we
deﬁne when a triangle-free 3-connected matroid is i-reducible. Note that we will only speak of
i-irreducibility for triangle-free 3-connected matroids. Let M be a triangle-free 3-connected ma-
troid.
We say that M is 1-reducible or 2-reducible provided M has an element e such that M\e or M/e
respectively is a triangle-free 3-connected matroid. Note that M is 1-irreducible if and only if M
is minimally 3-connected. Observe that being 2-irreducible is not equivalent to being cominimally
3-connected.
We say that M is 3-reducible when M has squares Q 1 and Q 2 such that Q 1 ∩ Q 2 = { f }, for some
element f belonging to a unique triad T ∗ = {e, f , g} of M , and M/e\ f is a triangle-free 3-connected
matroid. We say that M is 4-reducible when M has squares Q 1 and Q 2 such that Q 1 ∩ Q 2 = { f },
for some element f belonging to exactly two triads T ∗ = {e, f , g} and T ′∗ = {e′, f , g′} of M and
M/{e, e′}\ f is a triangle-free 3-connected matroid. The last two reductions are more restrictive than
the ones used by Kriesell [6]. In his deﬁnition, the existence of the squares Q 1 and Q 2 are not
required.
We say that M is 5-reducible when M has squares Q 1 and Q 2 such that Q 1 ∩ Q 2 = { f }, for
some element f belonging to just three triads T ∗ = {e, f , g}, T ′∗ = {e′, f , g′} and T ′′∗ = {e′′, f , g′′}
of M and N is a triangle-free 3-connected matroid, where N is obtained from M/{e, e′, e′′}\ f af-
ter a  − Y operation along the triangle {g, g′, g′′}. This reduction is needed only for non-graphic
matroids. In the last subsection of this introduction, we describe all triangle-free 3-connected ma-
troids which are i-reducible only for i = 5 or i = 6. These matroids establish that the 5-reduction is
also necessary. The necessity of the other reductions was established by Kriesell [6]. Moreover, the
5-reduction has the same characteristic as the next reduction: the union of the triads involved in
each one of these two reductions is a 3-separating set for M . For binary matroids, it is possible to
obtain N from M decomposing, using the dual of the inverse operation of 3-sum, a ﬁxed 10-element
or 12-element matroid respectively. In general, we use the generalized parallel connection instead of
the 3-sum.
If there is a triad T ∗ and pairwise disjoint triads T ∗0 , T ∗1 and T ∗2 of M such that |T ∗i ∩ T ∗| = 1, say
ei ∈ T ∗i ∩ T ∗ , T ∗i − ei = { f i, gi} and {ei, gi, f i+1, ei+1} is a square of M , for every i ∈ {0,1,2}, where
the indices are taken modulus 3, and N is a triangle-free 3-connected matroid, where N is obtained
from M/{g0, g1, g2}\T ∗ after a  − Y operation along the triangle { f0, f1, f2}, then we say that M is
6-reducible. In Fig. 1, we illustrate this reduction. For a binary matroid, as we have commented before,
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Fig. 2. Structures where the 7th-reduction operation can be applied.
this reduction can be done applying the inverse operation of 3-sum. In this case, the 12-element
matroid that one need to decompose to obtain N is isomorphic to the double-wheel whose rim has
6 elements. (We deﬁne a double-wheel later in this introduction.)
We say that M is 7-reducible when M has a triad T ∗ such that M\T ∗ is 3-connected and one of
the following conﬁgurations is present around T ∗:
(i) There are pairwise different elements e0, e1, e2, f0, f1, f2, g0, g1 and g2 of M such that T ∗ =
{e0, e1, e2}, Q i = {ei, gi, f i+1, ei+1} is a square of M and Q i − T ∗ ⊆ T ∗i , for some triad T ∗i of M ,
for every i ∈ {0,1,2}, where the indices are taken modulus 3 (see structure in the left of Fig. 2).
(ii) There are pairwise different elements e0, e1, e2, f0, f1 and f2 of M such that T ∗ = {e0, e1, e2},
Q i = {ei, f i, ei+1, f i+1} is a square of M , for every i ∈ {0,1}, and T ∗1 = { f1, f2, f3} is a triad of M∗
(see structure in the right of Fig. 2).
For example, in (ii), if M = M(G), for some triangle-free 3-connected graph G , then T ∗ and T ∗1 are
stars of a pair of vertices with the same neighbors. Kriesell [6] does not ask the extra condition,
namely (i) or (ii), on the triad T ∗ .
Let K be a matroid such that |E(K )| 5. When I is a subset of {1,2,3,4,5,6,7}, we say that K is
I-irreducible provided K is a triangle-free 3-connected matroid that is not i-reducible for every i ∈ I .
To avoid a cumbersome notation, we use abc · · · z-irreducible instead of {a,b, c, . . . , z}-irreducible.
When K is 1 234567-irreducible, K is said to be irreducible. In Section 3, we consider non-sequential
2-separations in particular minors of irreducible matroids. In Section 4, we deﬁne the notion of forced
set in an irreducible matroid and we prove the existence of triangles and squares strongly related to
these sets.
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1.2. Non-semi-binary irreducible matroids
A matroid M is said to be semi-binary provided T ∗  Q , for every triad T ∗ and square Q of M .
Of course, every binary matroid is semi-binary. But the reverse is not true. When T ∗ is a triad and Q
is a square of a semi-binary matroid, orthogonality implies |Q ∩ T ∗| ∈ {0,2}. In Section 5, we construct
all the non-semi-binary irreducible matroids having at least 10 elements.
In Section 5, we establish the existence of exactly two non-isomorphic triangle-free 3-connected
matroids whose ground set has 2n+ 1 elements, for an integer n 6, say a1,a2,a3,a4, . . . ,a2n , a2n+1,
having
(i) Q = {a1,a2,a3,a4} as a square; and
(ii) for every i ∈ {1,2, . . . ,n}, T ∗i = {a2i−1,a2i,a2i+1} as a triad; and
(iii) for every i ∈ {2,3, . . . ,n − 1}, Q i = {a2i−2,a2i−1,a2i+1,a2i+2} as a square.
One of these matroids has I = {ai: i is odd} as a circuit-hyperplane. It is called the the almost-double-
wheel with rank n+1. Relaxing I in it, we obtain the other matroid. It is called the almost-double-whirl
with rank n + 1.
Note that T ∗1 ⊆ Q . That is, these two matroids are non-semi-binary. It is not diﬃcult to show that
these matroids are irreducible. In Fig. 3, we illustrate all the triads and squares describe in cases (ii)
and (iii), when n = 10. In general, the ﬁgure is similar and much bigger. We cannot add the square
Q into this picture because no graph has a triad contained in a square. In Section 5, we prove one of
the main results of this paper: the construction of all non-semi-binary irreducible matroids having at
least 10 elements. In the other main result, we describe all the semi-binary irreducible matroids with
at least 14 elements. Therefore all irreducible matroids having at least 14 elements are constructed in
this paper.
Theorem 1.3. If M is an irreducible matroid at with least 10 elements, then M is non-semi-binary if and only
if M is isomorphic to an almost-double-wheel or an almost-double-whirl having rank at least 6.
In Section 5, we establish a strong result that implies Theorem 1.3, namely:
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Theorem 1.4. If M is a 1234-irreducible matroid at with least 10 elements, then M is non-semi-binary if and
only if M is isomorphic to an almost-double-wheel or an almost-double-whirl having rank at least 6.
1.3. Semi-binary irreducible matroids
In Section 6, we prove some results about semi-binary irreducible matroids. In Section 7, we con-
struct all the semi-binary irreducible matroids with at least 14 elements having a non-strong sapphire.
We deﬁne this technical term latter. In Sections 8 and 9, we show that there is no semi-binary irre-
ducible matroid without a non-strong sapphire. With these results, we conclude the construction of
all irreducible matroids having at least 14 elements.
In Section 7, we establish the existence of exactly two non-isomorphic triangle-free 3-connected
matroids whose ground set has 2n elements, for an integer n 5, say a0,a1,a2,a3, . . . ,a2n−1, having
{a2i−1,a2i,a2i+1} and {a2i−2,a2i−1,a2i+1,a2i+2} as a triad and a square respectively, for every i, where
the indexes are taken modulus 2n. These are precisely the triads and squares described in (ii) and (iii)
of the previous subsection with no index limitation. Both matroids are binary and one of them is
graphic. Now, we describe an alternative way to obtain these matroids. Consider the labeling for
the edges of a wheel Wn with n spokes given in Fig. 4. Note that M(Wn) has the same triads and
squares as the triangle-free matroids described in the beginning of this paragraph. But M(Wn) has
many triangles. We destroy all these triangles by making an one-element lift of M(Wn). There is just
one binary matroid N whose ground set is equal to E(Wn) ∪ e, for a new element e, such that N is
triangle-free and N/e = M(Wn). In such matroid N , {a1,a3,a5,a7, . . . ,a2n−1} ∪ e must be a cocircuit
and so N is unique in the class of binary matroids. Observe that N\e is a triangle-free matroid with
all properties described in the beginning of this paragraph. If n is even, then there is a graph Bn
such that M(Bn) = N\e. This graph is the double-wheel deﬁned by Kriesell [6]. When n is odd, we
say that N\e is a Möbius ladder. It is not diﬃcult to see that these matroids are irreducible. In [10],
N is denoted by Υn and N is called the rank-n triadic Möbius matroid. The other main result of this
paper is:
Theorem 1.5. If M is an irreducible matroid at with least 14 elements, then M is semi-binary if and only if M
is isomorphic to the graphic matroid of a double-wheel, when its rank is an odd integer exceeding 7, or to
a Möbius ladder, when its rank is an even integer exceeding 7.
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1.4. Avoiding the 5th and 6th reductions
In this subsection, we describe all the triangle-free 3-connected matroids that one needs to add to
the family of irreducible matroids provided the ﬁfth and sixth reductions are no longer available. That
is, we present all the triangle-free 3-connected matroids which are i-reducible if and only if i = 5 or
i = 6. We choose this approach because these reductions are large: the number of elements of the
matroid is reduced by 4 and 6 respectively. Any other reduction, when applied to a matroid, decreases
the size of its ground set by at most 3 elements.
A matroid M is said to be (m,n)-triangular, for non-negative integers m and n such that m+n 2,
when M is obtained from a matroid N whose ground set is partitioned into m + n triangles, say
T1, . . . , Tm, T ′1, . . . , T ′n , and whose simpliﬁcation is 3-connected by
(i) adding an element e′ in series with each element e of N;
(ii) for each i ∈ {1, . . . ,m}, adding an element ei such that, for every e ∈ Ti , {ei, e, e′} is a triad of M;
and
(iii) for each i ∈ {1, . . . ,n}, adding elements ei, f i, gi such that {ei, f i, gi}, {ei,ai,a′i}, { f i,bi,b′i} and{gi, ci, c′i} are triads of M , where T ′i = {ai,bi, ci}.
Note that every (m,n)-triangular matroid is 3-connected, triangle-free and 12347-irreducible. More-
over, it is 5-reducible and 6-reducible provided m = 0 and n = 0 respectively. In the last section of
this paper, we prove the following result:
Theorem 1.6. If M is a 12347-irreducible matroid such that |E(M)|  14, then M is not irreducible if and
only if there are non-negative integers m and n such that m + n  2 and M is (m,n)-triangular. Moreover,
M is 5-irreducible if and only if m = 0 and M is 6-irreducible if and only if n = 0.
As a consequence of Theorems 1.3, 1.5 and 1.6, we obtain the following result:
Theorem 1.7. If M is a triangle-free 3-connected matroid with at least 14 elements, then M is 12347-
irreducible if and only if
(i) M is isomorphic to an almost-double-wheel or an almost-double-whirl having rank at least 8;
(ii) M is isomorphic to the graphic matroid of a double-wheel, when its rank is an odd integer exceeding 7, or
to a Möbius ladder, when its rank is an even integer exceeding 7; or
(iii) there are non-negative integers m and n such that m + n 2 and M is (m,n)-triangular.
The previous result predicts the increase in the set of irreducible matroids provided the ﬁfth and
the sixth reductions are excluded from our list. In this case, we need to add to this set all the (m,n)-
triangular matroids, for non-negative integers m and n such that m + n  2. This is a huge class of
matroids when compared with the classes described in (i) and (ii).
2. Preliminary results
From Oxley [11], we use the following result:
Theorem 2.1. Each circuit of a minimally 3-connected matroid K meets at least two triads of K .
Lemma 2.2. Let M be a 1-irreducible matroid such that |E(M)| 7. If Q 1 and Q 2 are different squares of M,
then |Q 1 ∩ Q 2| 2.
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Q 1 ∩ Q 2, there is a circuit Ce of M such that Ce ⊆ (Q 1 ∪ Q 2) − e. As |(Q 1 ∪ Q 2) − e| = 4, it follows
that Ce = (Q 1∪Q 2)−e. Therefore M|(Q 1∪Q 2) ∼= U3,5. Next we establish that any triad that intersects
Q 1 ∪ Q 2 is contained in Q 1 ∪ Q 2. Let T ∗ be a triad of M . If a ∈ T ∗ ∩ (Q 1 ∪ Q 2), then ∅ = T ∗ ∩ [(Q 1 ∪
Q 2)−a] ⊆ T ∗ −a. But (Q 1 ∪ Q 2)−a is a circuit of M and so, by orthogonality, T ∗ −a ⊆ (Q 1 ∪ Q 2)−a.
Thus T ∗ ⊆ Q 1 ∪ Q 2. As Q 1 meets at least 2 triads of M , by Theorem 2.1, it follows that Q 1 ∪ Q 2
contains at least 2 triads of M . Hence r∗(Q 1 ∪ Q 2) 3. In particular,
r(Q 1 ∪ Q 2) + r∗(Q 1 ∪ Q 2) − |Q 1 ∪ Q 2| 1.
As M has no 2-separation, it follows that |E(M) − (Q 1 ∪ Q 2)| 1. Hence |E(M)| 6; a contradiction
to hypothesis. 
Lemma 2.3. If M is a semi-binary 2-irreducible matroid, then each coline of M has at most 3 elements.
Proof. Suppose that L∗ is a coline of M such that |L∗|  4. As M/e is a 3-connected matroid, for
e ∈ L∗ , it follows that M/e has a triangle T because M is 2-irreducible. Hence Q = T ∪ e is a square
of M . By orthogonality, |L∗ − Q |  1 and so |L∗ ∩ Q |  3. In particular, Q contains a triad of M;
a contradiction. 
3. Non-sequential 2-separations
For a matroid M and a positive integer k, we say that X ⊆ E(M) is a k-separating set for M provided
{X, E(M) − X} is a k-separation for M . Moreover, it is said to be exact, when the k-separation is
exact. A k-separation {X, Y } for M is said to be non-sequential provided fclM(Z) = E(M), for every
Z ∈ {X, Y }, where fclM(Z) denotes the minimal subset of E(M) that contains Z and is closed in both
M and M∗ . Otherwise, it is said to be sequential. This terminology was introduced by Oxley, Semple
and Whittle [13,14].
Lemma 3.1. If e is an element of a triangle-free 3-connected matroid M such that |E(M)|  5, then every
2-separation for M/e is non-sequential.
Proof. If M/e does not have a 2-separation, then the result holds vacuously. Now, suppose that {X, Y }
is a 2-separation for M/e. First, we show that
min
{|X |, |Y |} 3. (3.1)
Assume that (3.1) does not hold, say |Y | = 2. Thus Y is a circuit or a cocircuit of M/e. As M is
cosimple, it follows that M/e is also cosimple and so Y is a circuit of M/e; a contradiction because Y
or Y ∪e is a circuit of M having at most 3 elements. Therefore (3.1) holds. Now, suppose that {X, Y } is
sequential. By deﬁnition, there is Z ∈ {X, Y } such that fclM/e(Z) = E(M) − e, say Z = X . It is possible
to label the elements of Y by y1, y2, y3, . . . , yn such that, for each i ∈ {1,2,3, . . . ,n}, Xi−1 spans yi
in M/e or (M/e)∗ , where X0 = X and, for each i ∈ {1,2,3, . . . ,n}, Xi = Xi−1 ∪ yi . By induction on i,
it is easy to show that
{Xi, Y − Xi} is a 2-separation for M/e, for every i ∈ {0,1, . . . ,n − 2}. (3.2)
Applying (3.2) for i = n − 2, we conclude that {Xn−2, {yn−1, yn}} is a 2-separation for M/e; a contra-
diction to (3.1). 
A 2-separation {X, Y } for a connected matroid M is said to be trivial provided |X | = 2 or |Y | = 2.
Otherwise it is said to be non-trivial. Note that a trivial 2-separation for a connected matroid is also
sequential. The next lemma establish the converse of this aﬃrmation in a particular case.
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separation for M\e, then {X, Y } is non-sequential or e belongs to a coline of M having at least 4 elements.
Moreover, when M is also semi-binary and 2-irreducible, {X, Y } is non-sequential.
Proof. Suppose that {X, Y } is sequential. By deﬁnition, there is Z ∈ {X, Y } such that fclM\e(Z) =
E(M)− e, say Z = X . It is possible to label the elements of Y by y1, y2, y3, . . . , yn such that, for each
i ∈ {1,2,3, . . . ,n}, Xi−1 spans yi in M\e or (M\e)∗ , where X0 = X and, for each i ∈ {1,2,3, . . . ,n},
Xi = Xi−1 ∪ yi . By induction on i, one can show that
{Xi, Y − Xi} is a 2-separation for M\e, for every i ∈ {0,1, . . . ,n − 2}. (3.3)
Applying (3.3) for i = n − 3, we conclude that {Xn−3, {yn−2, yn−1, yn}} is a 2-separation for M\e.
As every circuit of M has at least 4 elements, it follows that {yn−2, yn−1, yn} is an independent
set of M\e and so {yn−2, yn−1, yn} is contained in a series class of M\e. Thus {e, yn−2, yn−1, yn} is
contained in a coline of M with at least 4 elements. The ﬁrst part of the result follows. The second
part of the result is a consequence of Lemma 2.3. 
4. Forced sets
For a matroid M , we say that F ⊆ E(M) is forced provided, for every e ∈ E(M)− F and 2-separation
{X, Y } for any N ∈ {M\e,M/e}, there is Z ∈ {X, Y } such that F ⊆ fclN (Z). Now, we give a condition
for a set in a matroid to be forced. With the exception of one, all the forced sets considered in this
paper verify this condition. If, for every W ⊆ F , F ⊆ fclM(W ) or F ⊆ fclM(F − W ), then F is forced
set of M . The inclusion F ⊆ fclM(W ) is equivalent to the existence of a labeling of the elements of
F − W , say F − W = {e1, e2, . . . , e|F−W |}, such that, for each i ∈ {1,2, . . . , |F − W |}, Wi−1 spans ei in
M or M∗ , where W0 = W and, for each i ∈ {1,2, . . . , |F −W |}, Wi = Wi−1 ∪ ei . Note that any triad of
M is a forced set. The proof of the next result is quite simple and it is left to the reader.
Lemma 4.1. If F is a forced set of a matroid M and e is spanned by F in M or M∗ , then F ∪ e is also a forced
set of M.
Lemma 4.2. Suppose that F is a forced set of a triangle-free 3-connected matroid M such that |E(M)|  5.
If e ∈ E(M) − F and e ∈ clM∗ (F ), then M/e is 3-connected. Moreover, when M is 2-irreducible, there is a
square Q of M such that e ∈ Q .
Proof. Assume that M/e is not 3-connected. Let {X, Y } be a 2-separation for M/e. By Lemma 3.1,
{X, Y } is non-sequential. As F is a forced set of M , it follows that F ⊆ fclM/e(X) or F ⊆ fclM/e(Y ), say
F ⊆ fclM/e(X). Therefore {fclM/e(X), Y − fclM/e(X)} is a 2-separation for M/e; a contradiction because
F ⊆ fclM/e(X) spans e in M∗ . Hence {X, Y } does not exist. Thus M/e is 3-connected. Therefore M/e
has a triangle T because M is 2-irreducible. As T or T ∪ e is a circuit of M , it follows that T ∪ e is a
square of M . 
Lemma 4.3. Suppose that F is a forced set of a triangle-free 3-connected matroid M. If e ∈ E(M) − F and
e ∈ clM(F ), then,
(i) every 2-separation for M\e is trivial and so co(M\e) is 3-connected; or
(ii) e belongs to a coline of M with at least 4 elements.
Moreover,
(iii) when (ii) occurs, e is spanned by F in both M and M∗; and
(iv) when M is both semi-binary and 2-irreducible, (i) happens.
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Lemma 3.2, {X, Y } is non-sequential. As F is a forced set of M , it follows that F ⊆ fclM\e(X) or
F ⊆ fclM\e(Y ), say F ⊆ fclM\e(X). Therefore {fclM\e(X), Y −fclM\e(X)} is a 2-separation for M\e; a con-
tradiction because F ⊆ fclM\e(X) spans e in M . Therefore (i) or (ii) holds.
Suppose that (ii) holds. Let L∗ be a coline of M such that e ∈ L∗ and |L∗| 4. If C is a circuit of M
such that e ∈ C ⊆ F ∪e and A is any 2-subset of L∗ −e, then, by orthogonality, C ∩ (e∪ A) = {e} and so
|A ∩ C | 1. Therefore |(L∗ − e) ∩ C | |L∗ − e| − 1 2. In particular, (L∗ − e) ∩ C ⊆ F spans L∗ in M∗ .
Thus e is also spanned by F in M∗ . We have (iii). Note that (iv) is a consequence of Lemma 2.3. 
Corollary 4.4. Suppose that F is a forced set of a 1-irreducible matroid M. If e ∈ E(M) − F and e ∈ clM(F ),
then e belongs to a triad of M.
Lemma 4.5. Let F be a forced set of a triangle-free 3-connected matroid M such that F is a 3-separating set
for M. If there are elements e, f and g of M such that {e, f , g} ∩ F = {e, f },
(i) T ∗ = {e, f , g} is the unique triad of M containing f ,
(ii) there is a square Q of M such that {e, f } ⊆ Q ⊆ F ,
(iii) each element of Q − {e, f } belongs to a triad contained in F ,
(iv) every square of M containing g avoids e, and
(v) co(M\ f ) is 3-connected,
then M is 1-reducible or 2-reducible or 3-reducible.
Proof. Suppose that M is 123-irreducible. By Lemma 4.2, there is a square Q ′ of M such that g ∈ Q ′ ,
since M is 2-irreducible. If Q ′ ⊆ F ∪ g , then g is spanned by F in both M and M∗ and so F ∪ g is a
2-separating set for M; a contradiction. Thus
∣∣Q ′ − (F ∪ g)∣∣ 1. (4.1)
By (iv), e /∈ Q ′ . By orthogonality with T ∗ , f ∈ Q ′ . Next, we establish that Q ∩ Q ′ = { f }. If Q ∩ Q ′ =
{ f }, then, by (i) and (iii), Q ′ meets a triad T ′∗ of M such that T ′∗ ⊆ F − f . Therefore |Q ′ ∩ T ′∗| 2 and
so Q ′ − T ′∗ = { f , g}; a contradiction to (4.1). Thus Q ∩ Q ′ = { f }. By (v), co(M\ f ) is 3-connected. But
f belongs to just one triad of M , by (i), and so co(M\ f ) = M\ f /e. As M is 3-irreducible, it follows
that co(M\ f ) contains a triangle T . Therefore Q ′′ = T ∪ e is a square of M such that Q ′′ ∩ T ∗ = {e, g};
a contradiction to (iv). 
Lemma 4.6. Let F be a forced set of a triangle-free 3-connected matroid M such that M|F is coloopless and
|E(M) − F | 5. Suppose that F is a 3-separating set for M. If C∗ is a cocircuit of M such that |C∗ − F | = 1
and each element of C∗ ∩ F belongs to some triad of M contained in F , then M is 1-reducible or 2-reducible
or 3-reducible.
Proof. Suppose that M is 123-irreducible. We arrive to a contradiction by applying Lemma 4.5 to the
forced set F ∪{e, f }, where e and f are elements described in this proof. For the reader’s convenience,
we use the notation e, f , g, T ∗ and Q to agree with the statement of Lemma 4.5. During the proof we
point out when each of the hypothesis of Lemma 4.5 have been established. Assume that C∗ − F = {e}.
By Lemma 4.2, there is a square Q of M such that e ∈ Q , since M is 2-irreducible. By orthogonality,
C∗ ∩ Q = {e}, say e′ ∈ (C∗ ∩ Q ) − e. By hypothesis, there is a triad T ′∗ of M such that e′ ∈ T ′∗ ⊆ F . By
orthogonality, |Q ∩ T ′∗| 2 and so |Q − (F ∪ e)| 1. Now, we show that
∣∣Q − (F ∪ e)∣∣= 1. (4.2)
If Q ⊆ F ∪ e, then F spans e in both M and M∗ . Thus F ∪ e is a 2-separating set for M because, by
hypothesis, F is a 3-separating set for M . We have a contradiction and so (4.2) holds. By (4.2), there
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(ii) and (iii) of Lemma 4.5 hold.] By Lemma 4.1, F ∪ e is a forced set of M . By Corollary 4.4, there is a
triad T ∗ of M such that f ∈ T ∗ , since M is 1-irreducible. Now, we show that
T ∗  F ∪ {e, f }. (4.3)
If T ∗ ⊆ F ∪ {e, f }, then F ∪ e spans f in both M and M∗ . Hence F ∪ {e, f } is a 2-separating set
for M because F ∪ e is a 3-separating set for M . With this contradiction, we have established (4.3).
By (4.3), there is g ∈ E(M) − (F ∪ {e, f }) such that g ∈ T ∗ . By orthogonality with Q , T ∗ = {e, f , g}
or T ∗ = {e′′, f , g}, for some element e′′ ∈ F ∩ Q . By orthogonality with a circuit of M|F that con-
tains e′′ , T ∗ = {e, f , g}. In particular, T ∗ is the unique triad of M that contains f . [Note that item (i) of
Lemma 4.5 holds.] By Lemma 4.3, co(M\ f ) is 3-connected because f is spanned in M by the forced
set F ∪ e (and it is not spanned in M∗). [Note that item (v) of Lemma 4.5 holds.] By Lemma 4.1,
F ∪ {e, f } is a forced set of M such that F ∪ {e, f } is a 3-separating set for M . [The hypothesis of
Lemma 4.5 on the forced set is satisﬁed.] To apply of Lemma 4.5, we need to verify only (iv). If Q ′
is a square of M containing e and g , then, by (4.2) applied to Q ′ , Q ′ − (F ∪ e) = {g}; a contradiction
because g cannot be spanned by F ∪ {e, f } in both M and M∗ . Thus Lemma 4.5 can be applied to
achieve the ﬁnal contradiction. 
5. Proving Theorem 1.3
We divide this section into two subsections. In the ﬁrst, we establish a labeling of the elements
of a non-semi-binary irreducible matroid to facilitate the description of all its triads and most of its
squares. In the second, we show that these triads and squares are enough to characterize completely
these matroids.
5.1. Labeling the elements of a non-semi-binary irreducible matroid
In this subsection, the proof of the next result is presented. It is divided into a sequence of lemmas.
Proposition 5.1. Suppose that M is a non-semi-binary 1234-irreducible matroid. If |E(M)|  10, then, for
some positive integer m, it is possible to label the elements of M by a1,a2,a3, . . . ,a2m,a2m+1 such that
(i) {a1,a2,a3,a4} is a square of M; and
(ii) for every i ∈ {1,2, . . . ,m}, {a2i−1,a2i,a2i+1} is a triad of M; and
(iii) for every i ∈ {2,3, . . . ,m − 1}, {a2i−2,a2i−1,a2i+1,a2i+2} is a square of M.
By hypothesis, M has a triad C3 and a square C4 such that C3 ⊆ C4, say C3 = {a1,a2,a3} and
C4 − C3 = {a4}. Later, it may be necessary to relabel the elements belonging to C3. Choose a sequence
a5,a6,a7, . . . ,ak of different elements of E(M) − C4 having maximum length such that:
(A) Ci = {ai−2,ai−1,ai} is a triad of M , for every i such that i  3 and i is odd; and
(B) when i  7 and i is odd, Ci is the unique triad of M that contains ai−1; and
(C) Ci = {ai−4,ai−3,ai−1,ai} is a square of M , for every i such that i  6 and i is even.
Any sequence a1,a2,a3, . . . ,ak satisfying these properties is said to be special. It may happen that
k = 4. Our ﬁrst goal is to establish that k is large, that is, |E(M)| − 1  k. Sequences with similar
properties have been considered before: in the proofs of the main theorems of Lemos [7] and Leo [9]
(for related results see [4,5]).
For i ∈ {3,4, . . . ,k}, set Fi = {a1,a2,a3, . . . ,ai}. By Lemma 4.1, Fi is a forced set, for every i ∈
{4,5, . . . ,k}, because F3 = C3 is a forced set of M , Ci − Fi−1 = Fi − Fi−1 = {ai} and Ci is a triad or a
square of M . By induction on i, for i  3, one can show that
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because, by hypothesis, Fi−1 spans ai in M or M∗ and so
ξi − ξi−1 =
[
r(Fi) − r(Fi−1)
]+ [r∗(Fi) − r∗(Fi−1)]− [|Fi| − |Fi−1|] 0.
If Fi−1 spans ai in both M and M∗ , then the inequality in (5.1) is strict and so |E(M)| |Fi |+1 = i+1
because Fi cannot be a 2-separating set for M . Hence, when |E(M)| i + 2,
Fi−1 either spans ai in M or spans ai in M∗ but not both. (5.2)
Similarly, when |E(M)| i + 2 and e ∈ E(M) − Fi−1,
Fi−1 does not span e in both M and M∗. (5.3)
Lemma 5.2. If i is an even integer such that 4 i min{k, |E(M)| − 2}, then every 2-separation for M\ai is
trivial.
Proof. As i  4, it follows, by (C), that Ci is a square. By (5.2) and Lemma 4.3(iii), Lemma 4.3(ii)
cannot occur when we take (F , e) = (Fi−1,ai). Thus Lemma 4.3(i) holds, that is, every 2-separation
for M\ai is trivial. 
Lemma 5.3. If k |E(M)| − 2, then k is odd.
Proof. Suppose that k is even. As k 4, it follows, by (C), that Ck is a square. By Lemma 5.2, co(M\ak)
is 3-connected. Observe that M\ak is not 3-connected because M is 1-irreducible. Hence ak belongs
to a triad T ∗ of M . Note that T ∗ meets E(M) − Fk , otherwise ak would be spanned by Fk−1 in both
M and M∗ which is contrary to (5.2). By orthogonality with Ck , T ∗ contains at least two elements
of Ck . Hence |T ∗ − Fk| = 1 and |T ∗ ∩ Ck| = 2, say T ∗ − Fk = {ak+1}. When possible, choose T ∗ such
that ak−1 /∈ T ∗ . If ak−1 ∈ T ∗ , then T ∗ is the unique triad of M that contains ak because any triad of M
that contains ak intersects the circuit Ck in {ak−1,ak}. By the maximality of k,
T ∗ = {ak−1,ak,ak+1}. (5.4)
If k = 4, then it is possible to relabel the elements of C3 such that T ∗ ∩ C4 = {a3,a4} and so
a1,a2,a3,a4,a5 is special; a contradiction to the choice of k. Thus k  6. In particular, by (C) and
orthogonality with Ck ,
T ∗ = {ak−3,ak,ak+1} or T ∗ = {ak−4,ak,ak+1}. (5.5)
By (C), Ck−2 ∩ {ak−3,ak,ak+1} = {ak−3} and, when l = max{4,k − 4}, Cl ∩ {ak−4,ak,ak+1} = {ak−4};
a contradiction to orthogonality. 
Lemma 5.4. k = |E(M)| − 1 or k = |E(M)|.
Proof. Assume this result does not hold. Thus k  |E(M)| − 2. By Lemma 5.3, k is odd and so k  5.
Taking (F , e) = (Fk−1,ak) in the hypothesis of Lemma 4.2, we conclude that M/ak is 3-connected.
Moreover, there is a square Q of M such that ak ∈ Q . Now, we establish that
2 |Q − Fk−1|. (5.6)
86 M. Lemos / Advances in Applied Mathematics 50 (2013) 75–114If (5.6) is not true, then Q − Fk−1 = {ak}. Hence Fk−1 spans ak in both M and M∗; a contradiction
to (5.2). Thus (5.6) holds. As ak ∈ Ck ∩ Q , it follows, by (5.6), (A) and orthogonality, that
2 |Q − Fk−1| 3. (5.7)
Moreover,
if |Q − Fk−1| = 3, then ak−1 ∈ Q . (5.8)
Indeed, by (A) and orthogonality with Ck , Q ∩ Fk−1 = {ak−2} or Q ∩ Fk−1 = {ak−1}. As Q ∩ Ck−2 ⊆
{ak−2}, it follows, by (A) and orthogonality, that Q ∩ Fk−1 = {ak−1}. Thus (5.8) follows. Choose the
special sequence a1,a2,a3, . . . ,ak and the square Q such that |Q − Fk−1| is minimum.
In this paragraph, our goal is to establish that
|Q − Fk−1| = 2. (5.9)
Assume that (5.9) does not hold. By (5.7), |Q − Fk−1| = 3. By (5.8), Q ∩ Ck−1 = {ak−1}. Next, we show
that there are at least two triads of M that contains ak−1. If ak−1 belongs to just one triad of M , then
this triad is Ck . By Lemma 5.2, co(M\ak−1) is 3-connected. But co(M\ak−1) = M\ak−1/ak . As M is 3-
irreducible, it follows that co(M\ak−1) contains a triangle T . Thus Q ′ = T ∪ ak is a square of M such
that Q ′ ∩ Ck = {ak−2,ak}; a contradiction to (5.8), since Q ′ can be chosen instead of Q . Therefore
there are at least two triads of M that contain ak−1. By (B), k = 5. Let T ∗ be another triad of M that
contains a4. We can assume that T ∗ = {a2,a4,a6}, where a6 ∈ Q − {a4,a5}, since, by orthogonality,
C5 ∩ C4 = T ∗ ∩ C4 and C5 ∩ Q = T ∗ ∩ Q . As r(C4 ∪ Q ) 5 and r∗(C4 ∪ Q ) 4, it follows that
r(C4 ∪ Q ) = 5 and r∗(C4 ∪ Q ) = 4. (5.10)
Moreover, C5 and T ∗ are the only triads of M that contains a4. But co(M\a4) = M\a4/{a5,a6} is 3-
connected and so M\a4/{a5,a6} contains a triangle T of M , since M is 4-irreducible. As a1,a3,a2,
a4,a6 is also a special sequence, it follows, by (5.8) and the choice of a1,a2,a3, . . . ,ak and Q , that
C = T ∪ {a5,a6} is a circuit of M . By orthogonality with C5 and T ∗ , {a2,a3,a5,a6} ⊆ C . By (5.10)
and the exchange axiom for circuits, (C4 ∪ Q ) − a4 is a circuit of M . Hence C = {a2,a3,a5,a6, e}, for
e /∈ C4 ∪ Q . By Lemma 4.1, C4 ∪ Q is a forced set for M . By Corollary 4.4, there is a triad T ′∗ of M
such that e ∈ T ′∗ . By orthogonality with C,C4 and Q ,
T ′∗ − e ⊆ C4 − Q or T ′∗ − e ⊆ Q − C4. (5.11)
In particular, e is spanned by C4 ∪ Q in both M and M∗ . By (5.10), |E(M)| 9, otherwise C4 ∪ Q ∪ e
is a 2-separating set for M; a contradiction to hypothesis. Therefore (5.9) follows.
Remember that ak ∈ Q . By (5.9), we can label the unique element belonging to Q − Fk by ak+1.
First, we show that k 7. If k = 5, then Q ∩ C3 = ∅ and so, by orthogonality, |Q ∩ C3| = |Q ∩ F4| = 2.
In particular, a4 /∈ Q . By orthogonality with C5, a3 ∈ Q . We can permute the labels of a1 and a2,
when necessary, such that a2 ∈ Q . That is, Q = {a2,a3,a5,a6}; a contradiction by the choice of k.
Hence k  7. Let j be the smallest integer such that a j ∈ Q . If j = 1, then, by orthogonality with C3
and C5, a2 ∈ Q and so Q = {a1,a2,ak,ak+1}; a contradiction to orthogonality since Q ∩ Ck = {ak}.
Thus j  2. By orthogonality with C3 and C5, we have that j = 2. Hence j  3. As C j ∩ Q = {a j},
it follows, by orthogonality and (A), that j is even. By orthogonality with C j+1, we conclude that
a j+1 ∈ Q . Therefore Q = {a j,a j+1,ak,ak+1}. By orthogonality, Ck ∩ Q = {a j+1,ak} and so j = k − 3.
Thus (C) holds for i = k + 1; a contradiction to the choice of k. 
Lemma 5.5. k is odd.
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equal to (Fk−1,ak) in the hypothesis of Corollary 4.4, we establish the existence of a triad T ∗ of M
such that ak ∈ T ∗ . First, we prove that ak−1 ∈ T ∗ . Assume that ak−1 /∈ T ∗ . By orthogonality with Ck
and (C), ak−4 ∈ T ∗ or ak−3 ∈ T ∗ . Now, we prove that ak−3 /∈ T ∗ . If ak−3 ∈ T ∗ , then, by orthogonality
with Ck−2 and (C), T ∗ contains ak−2 or ak−5 or ak−6. Note that ak−2 and ak−5 do not belong to T ∗
because Ck−1 and Ck−3 are the unique triads of M that meets Ck−2 in respectively {ak−3,ak−2} and
{ak−5,ak−3}. Hence T ∗ = {ak−6,ak−3,ak}; a contradiction to orthogonality and (C) because Ck−6∩ T ∗ =
{ak−6}. Thus ak−3 /∈ T ∗ and so ak−4 ∈ T ∗ . We arrive at a contradiction because, by (B), Ck−3 is not the
unique triad of M containing ak−4. Therefore ak−1 ∈ T ∗ . In particular, T ∗ is the unique triad of M
that contains ak because the intersection of T ∗ with Ck is equal to {ak−1,ak}. By the choice of k,
T ∗ ⊆ Fk . Hence T ∗ = {ai,ak−1,ak}, for some i  k − 2. Let j be the smallest even integer such that
max{i,4} j. We arrive at a contradiction, by orthogonality and (C), since C j ∩ T ∗ = {ai}. 
Lemma 5.6. E(M) = Fk.
Proof. If E(M) = Fk , then, by Lemma 5.4, there is a unique element belonging to E(M)− Fk , say e. As
e is spanned by Fk in M , it follows, by Corollary 4.4, that there is a triad T ∗ of M such that e ∈ T ∗ .
Let j be the smallest integer such that a j ∈ T ∗ . If j  3, then, by orthogonality with C4, |C4 ∩ T ∗| = 2.
By orthogonality with C8, a4 /∈ T ∗ . Hence |T ∗ ∩ C3| = 2 and so M∗|(T ∗ ∪ C3) ∼= U2,4; a contradiction
to orthogonality because (C3 − a3) ∪ e is a triad of M that, by (C), meets C6 in just one element,
namely a2. Thus j  4. By orthogonality and (C), j is odd because C j ∩ T ∗ = {a j}. By orthogonality
and (C), C j+1 ∩ T ∗ = {a j,a j+1}. By Lemma 5.5, k is odd and so j + 1 < k; a contradiction since C j+2
is the unique triad of M meeting C j+1 into {a j,a j+1}. Thus e does not exist. That is, E(M) = Fk . 
By the previous lemma, each element of M has been labeled by ai , for some integer i such that
1  i  k. By Lemma 5.5, there is an integer m such that k = 2m + 1. Observe that Proposition 5.1
holds because the square discriminated in (i) is C4; the triads described in (ii) are C3,C5, . . . ,C2m+1;
and the squares listed in (iii) are C6,C8, . . . ,C2m .
5.2. The triads and squares listed in Proposition 5.1 determines two matroids
In this subsection, we ﬁnish the proof of Theorem 1.3 by establishing the next result.
Proposition 5.7. If a1,a2,a3, . . . ,a2m,a2m+1 are pairwise different elements, for an integer m such that
m  5, then there are exactly two non-isomorphic triangle-free 3-connected matroids over {a1,a2,a3, . . . ,
a2m,a2m+1} having
(i) {a1,a2,a3,a4} as a square; and
(ii) for every i ∈ {1,2, . . . ,m}, {a2i−1,a2i,a2i+1} as a triad; and
(iii) for every i ∈ {2,3, . . . ,m − 1}, {a2i−2,a2i−1,a2i+1,a2i+2} as a square.
Moreover, I = {a1,a3,a5, . . . ,a2m+1} is a circuit-hyperplane of one of these matroids and the other is obtained
from it by relaxing I .
We divide the proof of this proposition in a sequence of lemmas. In these lemmas, we completely
describe all the circuits of these two matroids. Let M be a matroid satisfying the hypothesis of the
previous proposition.
Suppose that i is an integer such that 3 i  2m + 1. To keep the same notation as the previous
subsection, we set:
Ci =
⎧⎨
⎩
{a1,a2,a3,a4} when i = 4,
{ai−2,ai−1,ai} when i is odd and i  3,
{a ,a ,a ,a } when i is even and i  6i−4 i−3 i−1 i
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Fi and so Fi−1 spans ai in M or M∗ . By induction, it is easy to show that Fi is a 3-separating set
for M , when 3 i  k − 3, where k = 2m + 1. Consider the following partition of E(M):
P = {ai: 1 i  k and i is even},
I = {ai: 1 i  k and i is odd}.
Note that |P | =m and |I| =m + 1. Let r and s be integers such that 1 r  s k. We deﬁne Ir,s as
Ir,s = {ai: r  i  s and i is odd}.
Observe that I1,k = I .
Lemma 5.8. If C is a circuit of M, then C = I or:
(i) I1,i ∩ C ∈ {∅, I1,i}, where i is the smallest even integer such that ai ∈ C.
(ii) I j,k ∩ C ∈ {∅, I j,k}, where j is the biggest even integer such that a j ∈ C.
(iii) Ir,s ∩ C ∈ {∅, Ir,s}, where r and s are even integers such that r < s, ar ∈ C, as ∈ C and, for every even
integer t such that r < t < s, at /∈ C.
Proof. Let t be an integer such that 0 < t  m. By orthogonality with C2t+1, a2t ∈ C or C ∩
{a2t−1,a2t+1} ∈ {∅, {a2t−1,a2t+1}}. The result follows from this observation. 
Lemma 5.9. If i is an even integer such that 1< i < k, then I1,i ∪ ai and ai ∪ Ii,k are not circuits of M.
Proof. By symmetry, we need to show only that ai ∪ Ii,k is not a circuit of M . Assume that ai ∪ Ii,k
is a circuit of M . Choose i maximum. As every circuit of M has at least 4 elements, it follows that
i  k − 5. By the exchange axiom for circuits, there is a circuit C of M such that
ai+4 ∈ C ⊆
[
(ai ∪ Ii,k) ∪ Ci+4
]− ai = ai+4 ∪ Ii,k.
By Lemma 5.8(i), C ∩ I1,i+4 = ∅ because a1 /∈ C . Hence C ⊆ ai+4 ∪ Ii+4,k . By Lemma 5.8(ii) and orthog-
onality, C = ai+4 ∪ Ii+4,k; a contradiction to the choice of i. 
Lemma 5.10. r(M) =m + 1 and r∗(M) =m. Moreover,
(i) I is a Hamiltonian circuit of M∗; and
(ii) P is an independent-hyperplane of M; and
(iii) (a) I is a circuit-hyperplane of M; or
(b) I ∪ ai is a Hamiltonian circuit of M, for every ai ∈ P .
Proof. By orthogonality with Ci , for i odd, we conclude that P is an independent set of M . Now, we
show that P ∪ a1 spans I − ak in M . If this is not the case, then ai /∈ clM(P ∪ a1), for an odd integer
i satisfying 3 i  k − 2. Choose i as small as possible. Therefore ai−2 ∈ clM(P ∪ a1). As Ci+1 − P =
{ai−2,ai}, it follows that Ci+1 − clM(P ∪ a1) = {ai}; a contradiction. That is, E(M) − ak ⊆ clM(P ∪ a1).
But M is 3-connected and so P ∪a1 is a spanning set for M . In particular, m r(M)m+1. Next, we
show that P is closed in M . If P is not closed in M , then a j ∈ clM(P ), for some j odd. In particular,
there is a circuit C of M such that a j ∈ C ⊆ P ∪ a j . Again, by orthogonality with Ci , for i odd, we
conclude that ai /∈ C when i is even and i /∈ { j − 1, j + 1}. Hence |C | 3; a contradiction. Therefore P
is both an independent and a closed set of M . As |P | =m, it follows that r(M) =m+ 1. The ﬁrst part
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of M∗ . To ﬁnish the proof of this result, we need to establish only (iii).
Suppose that I spans ai in M , for some i even. There is a circuit C of M such that ai ∈ C ⊆ I ∪ ai .
By orthogonality with Ci+1, it follows that ai−1 or ai+1 belongs to C . We claim that Ci+1 ⊆ C . If ai−1
or ai+1 does not belong to C , say ai+1, then, by Lemma 5.8(i)–(ii), C = I1,i ∪ ai ; a contradiction to
Lemma 5.9. Therefore Ci+1 ⊆ C . By Lemma 5.8(i)–(ii), C = I ∪ ai . Therefore I = C − ai is a basis of M
because I is an independent set of M satisfying |I| = r(M). Thus I spans a j , for each j even, and so
I ∪ a j is a circuit of M . The result follows in this case.
Suppose that I spans no ai in M , for i even. In particular, I is a closed set of M . As |I| = r(M), it fol-
lows that I is a dependent set of M . If C is a circuit of M such that C ⊆ I , then, by Lemma 5.8, C = I .
That is, I is a circuit-hyperplane of M because r(M) = |I|. The result also follows in this case. 
If Lemma 5.10(iii)(b) occurs, then there is a matroid N having I as a circuit-hyperplane such that
M is obtained from N by relaxing the circuit-hyperplane I . Observe that N is 3-connected. Therefore,
we need to characterize N only because M is obtained from N by relaxing the circuit-hyperplane I .
So we may assume that Lemma 5.10(iii)(a) occurs.
For a matroid N , a subset L of E(N) is said to be a Tutte-line, when N|L has corank equal to 2
and no coloops. There is a partition {P1, P2, . . . , Pn}, for some n 2, of L, which we call the canonical
partition of L, such that C(M|L) = {L − P1, L − P2, . . . , L − Pn}.
Lemma 5.11. If r and s are even integers satisfying 0 < r < s < k, then C is a circuit of M such that C ∩ P =
{ar,as} if and only if
(i) r ≡ s mod 4, and C = {ar,as} ∪ Ir,s or C = {ar,as} ∪ I1,r ∪ Is,k; or
(ii) r ≡ s mod 4, and C = {ar,as} ∪ I1,s or C = {ar,as} ∪ Ir,k or C = {ar,as} ∪ I1,r ∪ Is,k.
Proof. First, we consider the case when r ≡ s mod 4. Now, we establish that Cr,s := {ar,as} ∪ Ir,s is a
circuit of M . Assume that Cr,s is not a circuit of M and choose r and s such that s − r is minimum.
Observe that s − r  8 because, when s − r = 4, Cr,s = Cs . By the choice of r and s, Cr,s−4 is a circuit
of M . By the elimination axiom for circuits, there is a circuit C of M such that
as ∈ C ⊆ (Cr,s−4 ∪ Cs) − as−4 ⊆ {ar,as} ∪ Ir,s.
By Lemma 5.10(iii)(a), ar ∈ C and so, by Lemma 5.8, C = Cr,s; a contradiction. Therefore Cr,s is a circuit
of M . Next, we show that Dr,s := {ar,as} ∪ I1,r ∪ Is,k is a circuit of M . By Lemma 5.10(iii)(a) and the
exchange axiom for circuits, there is a circuit D of M such that
ar ∈ D ⊆ (I ∪ Cr,s) − ar+1.
By Lemmas 5.8 and 5.9 and orthogonality with Cr+1 and Cs+1, D = Dr,s . Therefore (i) follows because
I ∪ {ar,as} is a Tutte-line of M .
Second, we consider the case when r ≡ s mod 4. Now, we prove that Cr,s is not a circuit of M .
Assume that Cr,s is a circuit of M . If X = (I − {a1,ak}) ∪ ar , then at ∈ clM(X), for every t even such
that r ≡ t mod 4, by (i). As Cr,s is a circuit of M , it follows that as ∈ clM(X). Thus, by (i), at ∈ clM(X),
for every t even such that s ≡ t mod 4. Hence P ⊆ clM(X). Observe that clM(X) = E(M) because
r(X)  |X | = |I| − 1 < r(M). We arrive at a contradiction, since E(M) − clM(X) ⊆ {a1,ak}. Therefore
Cr,s is not a circuit of M . So I ∪ {ar,as} is a Tutte-line of M having {ar,as} as one set of its canonical
partition and not having I1,r ∪ Is,k as one set of its canonical partition. By Lemma 5.8, I1,r, Ir,s and
Is,k are sets contained in some set in the canonical partition of this line. By orthogonality with Cr+1
and Cs+1, each one belongs to its canonical partition. Thus (ii) follows. 
By Lemma 5.11, {ak−3,ak−1} ∪ Ik−3,k = {ak−3,ak−2,ak−1,ak} is a square of M which contains the
triad Ck = {ak−2,ak−1,ak}. Therefore the hypothesis of Proposition 5.7 holds for the reverse labeling
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next results.
Lemma 5.12. Let r, s and t be even integers satisfying 1 < r < s < t < k. If C is a circuit of M such that
{ar,as,at} ⊆ C and ai /∈ C, for every even integer i satisfying r < i < t and i = s, then C ∩ Ir,t ∈ {Ir,s, Is,t}.
Proof. First, we establish that Ir,t  C . Assume that Ir,t ⊆ C . There is a 2-subset {u, v} of {r, s, t} such
that u ≡ v mod 4. As Iu,v ⊆ Ir,t , it follows that {au,av} ∪ Iu,v  C ; a contradiction to Lemma 5.11(i).
Thus Ir,t  C . By orthogonality with Cs+1 and Lemma 5.8(iii), we conclude that C contains exactly
one of Ir,s or Is,t and avoids the other. 
Lemma 5.13. If r, s and t are even integers satisfying 1 < r < s < t < k, then C is a circuit of M such that
C ∩ P = {ar,as,at} if and only if
(i) C = {ar,as,at} ∪ I1,r ∪ Is,t , when s ≡ t mod 4; or
(ii) C = {ar,as,at} ∪ Ir,s ∪ It,k, when r ≡ s mod 4.
Proof. First, we show the “only if” part of this result. Let C be a circuit of M such that C ∩ P =
{ar,as,at}. By Lemma 5.12, C ∩ Ir,t is equal to Ir,s or Is,t . By symmetry, we may assume that C ∩
Ir,t = Ir,s . By Lemma 5.11(i), r ≡ s mod 4, otherwise {ar,as} ∪ Ir,s is a circuit of M properly contained
in C . By orthogonality with Ct+1 and Lemma 5.8(ii), It,k ⊆ C . Now, we establish that C ∩ I1,r = ∅.
Suppose that C ∩ I1,r = ∅. By Lemma 5.8(i), I1,r ⊆ C . As r ≡ s mod 4, it follows that r ≡ t mod 4
or s ≡ t mod 4. In both cases, we arrive at a contradiction. If r ≡ t mod 4, then, by Lemma 5.11(i),
{ar,at} ∪ I1,r ∪ It,k is a circuit of M properly contained in C ; a contradiction. If s ≡ t mod 4, then,
by Lemma 5.11(i), {as,at} ∪ I1,s ∪ It,k is a circuit of M properly contained in C ; a contradiction. Thus
C ∩ I1,s = ∅. Hence C = {ar,as,at} ∪ Ir,s ∪ It,k and so the “only if” part of the result follows.
Next, we prove the “if” part of this result. By symmetry, we may assume that r ≡ s mod 4. By
Lemma 5.11(ii), {ar,as} ∪ I1,s is a circuit of M . By Lemma 5.11, {ar,at} ∪ I1,r ∪ It,k is a circuit of M . By
the exchange axiom for circuits, there is a circuit C of M such that
as ∈ C ⊆
[({ar,as} ∪ I1,s)∪ ({ar,at} ∪ I1,r ∪ It,k)]− a1.
As a1 /∈ C , it follows, by Lemma 5.8(i), that C ∩ I1,r = ∅. Therefore
C ⊆ {ar,as,at} ∪ Ir,s ∪ It,k. (5.12)
By Lemmas 5.9 and 5.11, we conclude that {ar,as,at} ⊆ C . By the “only if” part of this result, we must
have equality in (5.12). Thus the “if” part of this result also follows. 
Lemma 5.14. If r, s, t and u are even integers satisfying 1 < r < s < t < u < k, then C is a circuit of M such
that C ∩ P = {ar,as,at ,au} if and only if C = {ar,as,at,au} ∪ Ir,s ∪ It,u , r ≡ s mod 4 and t ≡ u mod 4.
Proof. Assume that C is a circuit of M such that C∩ P = {ar,as,at ,au}. First, we prove that Is,t ∩C = ∅.
If Is,t ∩C = ∅, then, by Lemma 5.8(iii), Is,t ⊆ C . By Lemma 5.12, C ∩ Ir,s = C ∩ It,u = ∅. By orthogonality
with Cr+1 and Cu+1 and Lemma 5.8(i)–(ii), I1,r ∪ Iu,k ⊆ C . We arrive at a contradiction because, by
Lemma 5.11, {ar,au}∪ I1,r ∪ Iu,k is a circuit of M properly contained in C . Hence C ∩ Is,t = ∅ and so, by
Lemma 5.12, Ir,s ∪ It,u ⊆ C . By Lemma 5.11(i), r ≡ s mod 4 and t ≡ u mod 4, otherwise {ar,as} ∪ Ir,s
or {at ,au} ∪ It,u is a circuit of M properly contained in C . The “only if” part of the proof of this
result follows provide we establish that C ∩ I1,r = C ∩ Iu,k = ∅. By symmetry, it is enough to show
that C ∩ I1,r = ∅. If C ∩ I1,r = ∅, then, by Lemma 5.8(i), I1,r ⊆ C . As I1,s = I1,r ∪ Ir,s ⊆ C , if follows, by
Lemma 5.11(ii), that {ar,as} ∪ I1,s is a circuit of M properly contained in C . With this contradiction,
we conclude the “only if” part of the proof of this result.
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Now, we establish the “if” part of this result. There are r′ and s′ belonging to {t,u} such that
r ≡ r′ mod 4 and s ≡ s′ mod 4. Moreover, r′ = s′ . This is the case, since r ≡ s mod 4 and t ≡ u mod 4.
By Lemma 5.11(i), {ar,ar′ } ∪ Ir,r′ and {as,as′ } ∪ Is,s′ are circuits of M . By the exchange axiom for
circuits, there is a circuit C of M such that
ar ∈ C ⊆
[({ar,ar′ } ∪ Ir,r′)∪ ({as,as′ } ∪ Is,s′)]− as+1.
By Lemma 5.8, Is,t ∩ C = ∅. Therefore
C ⊆ {ar,as,at ,au} ∪ Ir,s ∪ It,u . (5.13)
By Lemmas 5.9, 5.11 and 5.13, we conclude that {ar,as,at ,au} ⊆ C . By the “only if” part of this result,
we must have equality in (5.13). Thus the “if” part of this result also follows. 
Lemma 5.15. There is no circuit C of M such that |C ∩ P | 5.
Proof. Suppose that M has a circuit C such that |C ∩ P |  5. Let r, s, t,u and v be even integers
satisfying 1 < r < s < t < u < v < k such that {ar,as,at ,au,av} ⊆ C . These even integers can be chosen
with this extra property: if ai ∈ C , for an integer i such that r < i < v , then i is odd or i ∈ {s, t,u}. By
Lemma 5.12, C ∩ Ir,v is equal to Ir,s ∪ It,u or Is,t ∪ Iu,v . By symmetry, we may assume that C ∩ Ir,v =
Ir,s∪ It,u . As both {ar,as}∪ Ir,s and {at ,au}∪ It,u are not circuits of M , it follows, by Lemma 5.11(i), that
r ≡ s mod 4 and t ≡ u mod 4. We arrive at a contradiction because, by Lemma 5.14, {ar,as,at ,au} ∪
Ir,s ∪ It,u is a circuit of M properly contained in C . 
Observe that Lemmas 5.9, 5.10(iii)(a), 5.11, 5.13, 5.14 and 5.15 describe all the circuits of M . There-
fore, up to isomorphism, M is unique. We say that M is an almost-double-wheel with rank r, where
r = m + 1. The matroid obtained from M by relaxing the circuit-hyperplane I is called an almost-
double-whirl of rank r. Thus Proposition 5.7 follows.
Note that Theorem 1.4 is a consequence of Propositions 5.1 and 5.7.
6. Eliminating rubies and diamonds
If there is a triad T ∗ and pairwise disjoint triads T ∗0 , T ∗1 and T ∗2 of a matroid M such that|T ∗i ∩ T ∗| = 1, say ei ∈ T ∗i ∩ T ∗ , T ∗i − ei = { f i, gi} and Q i = {ei, gi, f i+1, ei+1} is a square of M , for
every i ∈ {0,1,2}, where the indices are taken modulus 3, then F = T ∗0 ∪ T ∗1 ∪ T ∗2 is said to be a ruby
of M having nucleus T ∗ (see Fig. 5). We say that F is pure provided fclM(F ) = F . We ﬁx this notation
to use in the proofs of the ﬁrst two lemmas of this section.
Lemma 6.1. If F is a ruby of a triangle-free 3-connected matroid M, then F is a forced set of M. Moreover,
when |E(M)| 12 and M is 1-irreducible,
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(ii) F − T ∗ is a circuit of M, where T ∗ is the nucleus of F ; and
(iii) F is a closed set of M.
Proof. Let {X, Y } be a partition of F . There is Z ∈ {X, Y } such that |Z ∩ T ∗i |  2 for at least two
indices i ∈ {0,1,2}, say Z = X and i = 0 and i = 1. Note that X spans T ∗0 , T ∗1 and T ∗ in M∗ . But
F − (T ∗0 ∪ T ∗1 ∪ T ∗) = { f2, g2} is spanned by T ∗0 ∪ T ∗1 ∪ T ∗ in M . That is, F ⊆ fclM(Z). Thus F is a forced
set of M .
Now, assume that |E(M)| 12. First, we establish (i). Observe that
r(F ) 6 and r∗(F ) 5. (6.1)
As r(F ) + r∗(F ) − |F |  2, it follows that F is a 3-separating set for M . Moreover, we have both
equalities in (6.1) and so (i) follows. Next, we show (ii). Applying, at most two times, the elimination
axiom for circuits, we obtain a circuit C such that
C ⊆ (Q 0 ∪ Q 1 ∪ Q 2) − {e1, e2} =
(
F − T ∗)∪ e0.
As T ∗ ∩ C ⊆ {e0}, it follows, by orthogonality, that C ⊆ F − T ∗ . If C = F − T ∗ , then, by orthogonality
with T ∗0 , T ∗1 and T ∗2 , F − (T ∗ ∪ Q i) is a circuit of M , for every i ∈ {0,1,2}, because any element of
F − T ∗ can be chosen to belong to C . Therefore r(F )  5; a contradiction to (i). Hence C = F − T ∗
is a circuit of M and so (ii) follows. Finally, we prove (iii). If F spans e ∈ E(M) − F in M , then, by
Corollary 4.4, there is a triad T ′∗ of M such that e ∈ T ′∗ , since M is 1-irreducible. By orthogonality,
T ′∗ meets F and so T ′∗ contains two elements of F . Therefore e is spanned by F in both M and M∗
and so F ∪ e is a 2-separating set for M; a contradiction. Thus (iii) follows. 
Lemma 6.2. Let M be a semi-binary 123-irreducible matroid. If M has a ruby F , then |E(M)|  13 or F is
pure. Moreover, when F is pure, M is 6-reducible.
Proof. Assume that |E(M)|  14. By Lemma 6.1, F satisﬁes the hypothesis of Lemma 4.6. By
Lemma 4.6, there is no cocircuit C∗ of M such that |C∗ − F | = 1, that is, F is closed in M∗ .
Thus, by Lemma 6.1(iii), F is pure. The ﬁrst part of the lemma follows. Note that T ∗i − T ∗ is a
cocircuit of M\T ∗ , for every i ∈ {0,1,2}. Moreover, T = { f0, f1, f2} is a triangle of N = M\T ∗/
{g0, g1, g2}, by Lemma 6.1(ii). Next, we prove that N is 3-connected. If N is not 3-connected, then
N has a k-separation {X, Y }, for some k ∈ {1,2}. Without loss of generality, we may assume that
|X ∩ T |  2. Choose {X, Y } such that |X | is maximum. If T ⊆ X , then {X ∪ {g0, g1, g2}, Y } and
{X ∪ {g0, g1, g2, e0},W } are k-separations for respectively M\T ∗ and M\(T ∗ − e0); a contradiction
because X ∪ {g0, g1, g2, e0} spans T ∗ − e0 in M . Thus T  X and so |T − X | = 1, say T − X = { f0}.
As T meets both X and Y , it follows that k = 2. By the choice of {X, Y }, {X ∪ f0, Y − f0} is not a
2-separation for N . Hence |Y | = 2 because X spans f0 in N . By orthogonality, Y is a circuit of N ,
since Y ∩ T = { f0}. We arrive at a contradiction because Y = D −{g0, g1, g2}, for some circuit D of M
which must be a triangle. Therefore N is 3-connected.
Suppose that N ′ is obtained from N after a  − Y operation along the triangle T . Set T ′∗ =
E(N ′) − [E(N) − T ]. First, we show that each circuit D of N ′ has at least 4 elements. If |D| 3, then
D is not a circuit of N ′\T ′∗ = M\F and so D ∩ T ′∗ = ∅. By orthogonality, |D ∩ T ′∗| 2. As D − T ′∗ = ∅,
it follows that |D ∩ T ′∗| = 2 and |D − T ′∗| = 1, say D − T ′∗ = {d}. We arrive at a contradiction because
d is in parallel to some element of T in N . Therefore D has at least 4 elements. If M is 6-reducible,
then the result follows. We can assume that N ′ is not 3-connected. Hence there is e ∈ E(N ′) − T ′∗ in
series with some element of T ′∗ . Thus T spans e in N∗ and so F spans e in M∗; a contradiction since
F is pure. 
Let M be a matroid. If e0, e1, e2, f0, f1, f2, g0, g1 and g2 are pairwise different elements of M such
that T ∗ = {e0, e1, e2} is a triad of M , Q i = {ei, gi, f i+1, ei+1} is a square of M and Q i − T ∗ ⊆ T ∗i , for
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some triad T ∗i of M , for every i ∈ {0,1,2}, where the indices are taken modulus 3, then Q 0 ∪ Q 1 ∪ Q 2
is said to be a diamond of M . The triad T ∗ is said to be the nucleus of this diamond (see Fig. 6).
Lemma 6.3. Let M be a semi-binary 7-irreducible matroid. If M has a diamond with nucleus T ∗ , then M has
a triad T ′∗ such that T ′∗ = T ∗ and T ′∗ ∩ T ∗ = ∅.
Proof. In this proof, we use the notation set in the previous paragraph. We argue by contradiction.
Assume this result fails. As M is 7-irreducible, it follows that M\T ∗ is not 3-connected. Let {X, Y } be
a 2-separation for M\T ∗ . Now, we establish that
min
{|X |, |Y |} 3. (6.2)
In particular, {X, Y } is non-sequential. Assume that (6.2) is false, say |Y | = 2. Hence Y is a cocircuit
of M\T ∗ . There is a cocircuit C∗ of M such that C∗ − T ∗ = Y . As T ∗  C∗ , it follows that C∗ = Y ∪ Y ′ ,
for some ∅ = Y ′  T ∗ . If |Y ′| = 1, then C∗ is a triad with the desired properties; a contradiction.
Assume that |Y ′| = 2, say Y ′ = {e0, e1}. By orthogonality with Q i , for i ∈ {1,2}, C∗ meets {gi, f i+1},
say gi ∈ C∗ . That is, C∗ = {e0, e1, g1, g2}. By the elimination axiom for circuits, there is a cocircuit D∗
of M such that
D∗ ⊆ (C∗ ∪ T ∗)− e0 = {e1, e2, g1, g2}.
By orthogonality with Q 0, e1 /∈ D∗ and so D∗ = {e2, g1, g2} is a triad with the desired properties;
a contradiction. Thus (6.2) holds. Observe that X or Y , say X , meets at least two of the triads
T ∗0 , T ∗1 , T ∗2 in at least two elements, say T ∗1 and T ∗2 . We can assume that X is closed in both M and M∗
because {X, Y } is non-sequential. Hence T ∗1 ∪ T ∗2 ⊆ X and so, for i ∈ {1,2}, Q i − X = {ei, ei+1}. In par-
ticular, e2 ∈ (Q 1 − X) ∩ (Q 2 − X). We arrive at a contradiction because {X ∪ e2, Y } is a 2-separation
for M\{e0, e1} such that X ∪ e2 spans both e0 and e1 in M . 
7. Avoiding sapphires
We divide this section into three subsections. In the ﬁrst, we ﬁnd and label 11 elements of a
semi-binary irreducible matroid having a non-strong sapphire such that all the triads and squares
using only these 11 elements are described in a symmetric way. In the second subsection, we use
recursively this 11-element labeling to extend this labeling to all the elements of such matroid in
order to facilitate the description of all its triads and squares. In the third, we show that these triads
and squares are enough to characterize completely this matroid.
For a matroid M , we say that F ⊆ E(M) is a sapphire provided F = Q 2 ∪ Q 3, where Q 2 and
Q 3 are squares of M satisfying |Q 2 ∩ Q 3| = 1, say Q 2 ∩ Q 3 = {a5}, and a5 belongs to at least two
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triads of M . We say that a5 is the nucleus of F . By orthogonality, we can label its elements by
a2,a3,a4,a5,a6,a7,a8 such that:
(i) Q 2 = {a2,a3,a5,a6} and Q 3 = {a4,a5,a7,a8} are squares of M; and
(ii) T ∗2 = {a3,a4,a5} and T ∗3 = {a5,a6,a7} are triads of M .
In Fig. 7, we present two illustrations of these triads and squares. Note the sapphire’s symmetries.
Using these symmetries, we expand it in both directions by: adding 4 new elements a0,a1,a9 and a10;
2 new triads T ∗1 and T ∗4 ; and 2 new squares Q 1 and Q 4. Observe that F is a forced set of M . We say
that F is pure provided fclM(F ) = F and {a2,a5,a8} is also a triad of M . A sapphire of M is said to
be strong provided it is pure or it is contained in a pure ruby. When every sapphire of M is strong,
we say that M is strong.
Lemma 7.1. Suppose that M is a semi-binary 123-irreducible matroid such that |E(M)| 12. If F is a sapphire
whose nucleus belongs to 3 triads of M, then F is pure. Moreover, M is 5-reducible.
Proof. We use the same notation set in the beginning of this section. If a5 belongs to another triad
T ∗1 of M , then T ∗1 = {a2,a5,a8} is unique, since T ∗1 ∩ Q i, T ∗2 ∩ Q i and T ∗3 ∩ Q i are pairwise different,
for each i ∈ {2,3}. Moreover,
r(F ) 5 and r∗(F ) 4. (7.1)
By (7.1), r(F )+r∗(F )−|F | 2. Thus the equalities in (7.1) hold because M is 3-connected. In particular,
F is a 3-separating set for M . By Lemma 4.6,
clM∗(F ) = F . (7.2)
Now, we show that F is pure. If F is not pure, then there is f ∈ E(M) − F such that f ∈ fclM(F ) − F
and so, by (7.2), f ∈ clM(F ) − F . By Corollary 4.4, there is a triad T ∗ of M such that f ∈ T ∗ . By
orthogonality, T ∗ ∩ F = ∅. Again, by orthogonality, T ∗ − f ⊆ F . Thus f ∈ clM∗ (F ); a contradiction
to (7.2). Therefore F is pure. Next, we establish that M is 5-reducible.
By the exchange axiom for circuits, (Q 2 ∪ Q 3) − a5 is a union of circuits of M . By the equal-
ity in (7.1), (Q 2 ∪ Q 3) − a5 = F − a5 is a circuit of M . Observe that each one of the following
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ular, N = (M\a5)/{a4,a7,a8} is a connected matroid having T = {a2,a3,a6} as a triangle. Now, we
prove that N is 3-connected. Assume that {X, Y } is a 2-separation for N . Observe that |X ∩ T | 2 or
|Y ∩ T | 2, say |X ∩ T | 2. Choose {X, Y } such that |X | is maximum. First, we show that T meets Y .
If T ⊆ X , then {X ∪ {a4,a7,a8}, Y } is a 2-separation for M\a5; a contradiction because the ﬁrst set
of this 2-separation contains (Q 2 ∪ Q 3) − a5 and so it spans a5 in M . Therefore T meets Y , that is,
|T ∩ Y | = 1. As {X ∪ T , Y − T } is not a 2-separation for N , it follows that |Y | = 2. Hence Y is a circuit
or a cocircuit of N . By orthogonality, Y is a circuit of N , since |T ∩ Y | = 1. If C is a circuit of M\a5
such that C − {a4,a7,a8} = Y , then |C | = 3 because |Y ∩ T | = 1. With this contradiction, we conclude
that {X, Y } does not exist. Therefore N is 3-connected.
Let N ′ be the matroid obtained from N by realizing a  − Y operation along the triangle T . As
every triangle of N meets T , it follows that every circuit of N ′ has at least 4 elements. If N ′ is 3-
connected, then M is 5-reducible and the result follows. Assume that N ′ is not 3-connected. Hence
there is e ∈ E(N ′) − T ′∗ in series with some element of T ′∗ . Thus T spans e in N∗ and so F spans e
in M∗; a contradiction because F is pure. 
Let M be a matroid. For X ⊆ E(M), let TX be the intersection graph whose vertices are the triads
of M meeting X . When X = E(M), we use TM instead of TE(M) .
Lemma 7.2. If T ∗ is a triad of M meeting a pure ruby or a pure sapphire F , then T ∗ ⊆ F . Moreover, TF is a
connected component of TM such that TF ∼= K3 , when F is a pure sapphire, and TF ∼= K1,3 , when F is a pure
ruby.
Proof. By orthogonality, 2 |T ∗ ∩ F | and so T ∗ ⊆ F since F is closed in M∗ . Therefore TF is a con-
nected component of TM because any triad meeting a triad that meets F also meets F and so it is
contained in F . If F is a pure sapphire, then F meets exactly 3 triads of M . In this case, any two of
those triads meets and so TF ∼= K3. If F is a pure ruby, then F meets exactly 4 triads of M . In this
case, 3 of these triads are pairwise disjoint and the other meets these 3. Hence TF ∼= K1,3. 
7.1. Extending a non-strong sapphire
In the main result of this subsection, we show that a non-strong sapphire of a semi-binary
1234-irreducible matroid lies inside a highly symmetric structure having 11 elements. A sequence
a0,a1,a2, . . . ,an is said to be almost pairwise different provided {a1,a2, . . . ,an−1} is a set with cardi-
nality n − 1 disjoint from {a0,an}. That is, all elements except possibly the ﬁrst and last are distinct.
Proposition 7.3. Let M be a semi-binary 1234-irreducible matroid having at least 14 elements. If F is a non-
strong sapphire of M, then there are almost pairwise different elements a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,a10
of M such that:
(i) For every i ∈ {1,2,3,4}, Q i = {a2i−2,a2i−1,a2i+1,a2i+2} is a square of M.
(ii) For every i ∈ {1,2,3,4}, T ∗i = {a2i−1,a2i,a2i+1} is the unique triad of M containing a2i .
(iii) For every i ∈ {1,2,3}, Q i ∪ Q i+1 is a non-strong sapphire of M.
(iv) F = Q 2 ∪ Q 3 = {a2,a3,a4,a5,a6,a7,a8}.
We represent the elements, the triads and the squares described in this proposition in Fig. 8.
We divide the proof of Proposition 7.3 in a sequence of lemmas. It is possible to label the el-
ements of F by a2,a3,a4,a5,a6,a7,a8 such that Q 2 = {a2,a3,a5,a6} and Q 3 = {a4,a5,a7,a8} are
squares of M; and T ∗2 = {a3,a4,a5} and T ∗3 = {a5,a6,a7} are triads of M . See the previous picture.
By Lemma 7.1,
Lemma 7.4. T ∗2 and T ∗3 are the unique triads of M that contains a5 .
96 M. Lemos / Advances in Applied Mathematics 50 (2013) 75–114Fig. 8. The triads and squares described in Proposition 7.3.
Fig. 9. The two possibilities for a1.
Lemma 7.5. If e ∈ {a2,a8}, then co(M\e) is 3-connected.
Proof. This result follows from Lemma 4.3 because F − e is a forced set of M . 
By Lemma 7.5, there is a triad T ∗4 of M such that a8 ∈ T ∗4 , since M is 1-irreducible. By Lemma 7.4,
a5 /∈ T ∗4 and so, by orthogonality with Q 3, a4 or a7 belongs to T ∗4 , say a7. By orthogonality, T ∗4 ∩
Q 2 = ∅. Hence T ∗4 − F = ∅, say T ∗4 = {a7,a8,a9}, for some element a9 /∈ F . Similarly, there is a triad
T ∗1 such that T ∗1 = {a1,a2,ai}, for some i ∈ {3,6} and a1 /∈ F . We keep this i ﬁxed for the remaining
of this section. Our main task is to show that i must be equal to 3. Note that we have not yet shown
that a1 and a9 are distinct. By Lemma 4.2, there are squares Q 1 and Q 4 of M such that a1 ∈ Q 1 and
a9 ∈ Q 4. The next lemma considers the possible intersections of Q 4 with F . A similar result holds
for Q 1. We add the elements a1 and a9 to the sapphire. In Fig. 9, see the two possibilities for a1.
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Proof. By orthogonality with T ∗4 , Q 4 contains exactly one of a7 or a8. We have two cases to deal
with.
If a7 ∈ Q 4, then, by orthogonality with T ∗3 , Q 4 contains exactly one of a5 or a6. If a6 ∈ Q 4, then,
by orthogonality, Q 4 ∩ T ∗2 = ∅ and so Q 4 ∩ F is equal to {a6,a7} or {a2,a6,a7}. If a5 ∈ Q 4, then, by
orthogonality with T ∗2 and Lemma 2.2, a3 ∈ Q 4 and so Q 4 ∩ F = {a3,a5,a7}.
If a8 ∈ Q 4, then, by orthogonality with T ∗2 and T ∗3 , a5 /∈ Q 4. By orthogonality, Q 4 ∩ T ∗3 = ∅. If Q 4
meets T ∗2 , then, by orthogonality, Q 4 ∩ F = {a3,a4,a8}. If Q 4 does not meet T ∗2 , then Q 4 ∩ F ⊆{a2,a8}. 
Our next result reﬁnes Lemma 7.6.
Lemma 7.7. Q 4 ∩ F is equal to {a6,a7}, {a8} or {a2,a8}.
Proof. We argue by contradiction. By Lemma 7.6, |Q 4 ∩ F | = 3 and so Q 4 − F = {a9}. Observe that
r(F ∪ a9) 5 and r∗(F ∪ a9) 5. (7.3)
Thus r(F ∪ a9) + r∗(F ∪ a9) − |F ∪ a9| 2. Therefore both equalities in (7.3) holds and so F ∪ a9 is a
3-separating set for M . In particular, {a2,a3,a5,a6,a9} is a coindependent set of M and so a1 = a9.
Next, we show that i = 6, that is, T ∗1 = {a1,a2,a6}. Assume i = 3. As T ∗1 ∩ Q 4 ⊆ {a2,a3}, it follows, by
orthogonality, that a2 ∈ Q 4 if and only if a3 ∈ Q 4. By Lemma 7.6, when |Q 4 ∩ F | = 3, a2 ∈ Q 4 if and
only if a3 /∈ Q 4; a contradiction. Thus i = 6. Observe that T ∗1 is unique because T ∗1 ∩ Q 2 = {a2,a6}.
By Lemma 4.1, F ∪ a9 is a forced set of M . As F ∪ a9 is a 3-separating set for M and F ∪ a9 spans
a1 in M∗ , it follows that F ∪ a9 does not span a1 in M . Hence |Q 1 ∩ F | 2. Applying the adaptation
of Lemma 7.6 to Q 1, we conclude that Q 1 ∩ F is equal to {a2}, {a2,a8} or {a6,a7}. If one of the last
two possibilities happens, then, by orthogonality with T ∗4 , a9 ∈ Q 1 and so F ∪ a9 spans a1 in M;
a contradiction. Therefore Q 1 ∩ F = {a2}. As T ∗1 is the unique triad of M that contains a2, it follows
that co(M\a2) = M\a2/a1. By Lemma 7.5, co(M\a2) contains a triangle because M is 3-irreducible.
Hence M has a square Q ′ such that Q ′ ∩ T ∗1 = {a1,a6}; a contradiction because Q ′ can be taken
instead of Q 1 and Q 1 ∩ F = {a2}. 
Lemma 7.8. If co(M\a5) is 3-connected, then M has a square Q such that Q ∩ F is equal to T ∗2 −a5 or T ∗3 −a5 .
Proof. By Lemma 7.4, T ∗2 and T ∗3 are the unique triads of M that contains a5. Hence co(M\a5) =
M\a5/{a3,a6} has a triangle T , since M is 4-irreducible. As M does not have a triangle, it follows that
T ∪ a3 or T ∪ a6 or T ∪ {a3,a6} is a circuit of M . The result follows, by orthogonality, when T ∪ a3
or T ∪ a6 is a circuit of M . Now, assume that C = T ∪ {a3,a6} is a circuit of M . By orthogonality
with T ∗2 and T ∗3 , (T ∗2 ∪ T ∗3 ) − a5 ⊆ C . There is e ∈ E(M) − (T ∗2 ∪ T ∗3 ) such that C = {e,a3,a4,a6,a7}. By
orthogonality with T ∗1 and T ∗4 , we conclude that e = a1 = a9. By the elimination axiom for circuits,
there is a cocircuit C∗ of M such that C∗ ⊆ (T ∗1 ∪ T ∗4 ) − e. By orthogonality with Q 2 and Q 3, C∗ =
(T ∗1 ∪ T ∗4 ) − e. Therefore
r(F ) 5 and r∗(F ) 4. (7.4)
By (7.4), F is a 3-separating set for M , since r(F )+r∗(F )−|F | 2. Moreover, we have equality in (7.4).
We arrive at a contradiction because F spans e in both M and M∗ and so F ∪ e is a 2-separating set
for M . 
Lemma 7.9. If T ∗1 = {a1,a2,a6}, then {a1,a6,a7,a9} is not a square of M.
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Proof. If Q = {a1,a6,a7,a9} is a square of M , then Q ∪ Q 2 ∪ Q 3 is a ruby of M . By Lemma 6.2, F is
pure. We arrive at a contradiction because F ⊆ Q ∪ Q 2 ∪ Q 3 and F is non-strong. 
Lemma 7.10. a8 ∈ Q 4 or T ∗1 ∩ Q 2 = {a2,a3}.
Proof. We argue by contradiction. Assume this result fails. Therefore a8 /∈ Q 4 and T ∗1 ∩ Q 2 = {a2,a6}.
By Lemma 7.7, Q 4 ∩ F = {a6,a7}, say Q 4 = {a6,a7,a9, f }. By Lemma 7.9, a1 = f . By orthogonality,
a1 = a9 and so F is a 3-separating set for M , since (T ∗1 ∪ T ∗4 )−a9 = {a2,a6,a7,a8} contains a cocircuit
of M . Thus F ∪ a9 and X = F ∪ {a9, f } are also 3-separating sets of M . By Lemma 4.1, F ∪ a9 and X
are forced sets of M . By Lemma 4.3, co(M\ f ) is 3-connected and so f belongs to a triad T ∗ of M ,
since M is 1-irreducible. If T ∗ ⊆ X , then f is spanned by F ∪ a9 in both M and M∗ and so X is a
2-separating set for M; a contradiction. Hence T ∗ − X = ∅. By orthogonality with Q 2, Q 3 and Q 4,
T ∗ ∩ X = {a9, f }. In particular, T ∗ is the unique triad of M containing f , say T ∗ = {a9, f , g}. We will
apply Lemma 4.5 taking (F , e, Q ) to be (F ∪ {a9, f },a9, Q 4) to conclude that M is 1-reducible or
2-reducible or 3-reducible; a contradiction. To apply Lemma 4.5, we need to verify only that every
square of M that contains g avoids a9. Let Q be a square of M such that {a9, g} ⊆ Q . As g cannot
be spanned in both M and M∗ by F ∪ {a9, f }, it follows that |Q ∩ F | = 1. By orthogonality with T ∗1
and T ∗4 , Q ∩ {a2,a6} = ∅ and Q ∩ {a7,a8} = ∅. Thus Q does not exist. That is, Lemma 4.5 can be
applied and we ﬁnish the proof of this lemma. 
Lemma 7.11. M has a square Q such that a8 /∈ Q and T ∗ −a8 ⊆ Q , for some triad T ∗ of M such that a8 ∈ T ∗ .
Proof. If a8 /∈ Q 4, then we can take Q = Q 4. Suppose that a8 ∈ Q 4. By Lemma 7.7, Q 3 ∩ Q 4 = {a8}. By
Lemma 7.5, co(M\a8) is 3-connected. If a8 belongs to just one triad of M , then co(M\a8) = M\a8/a9.
Hence co(M\a8) has a triangle T , since M is 3-irreducible, and so Q = T ∪ a9 is a square of M with
the desired properties. We may assume that a8 belongs to at least two triads of M . Therefore F ′ =
Q 3 ∪ Q 4 is a sapphire of M . If T ′∗4 is a triad of M different from T ∗4 containing a8, then T ∗2 T ∗3 T ∗4 T ′∗4 T ∗2
is a 4-vertex circuit of TF ′ and so, by Lemma 7.2, that F ′ is non-strong. Now, the result follows from
Lemma 7.8 applied to F ′ . 
Lemma 7.12. For i ∈ {1,4}, T ∗i is the unique triad of M that contains a2i .
Proof. Assume this result fails for some i, say i = 4. Let T ′∗4 be a triad of M different from T ∗4 such
that a8 ∈ T ′∗4 . By Lemma 7.4, a5 /∈ T ′∗4 and so T ′∗4 = {a4,a8,a′9}, for some element a′9 /∈ F . By symmetry,
we may assume that i = 6, since (a′9, T ′∗4 ) can be chosen instead of (a9, T ∗4 ). We illustrate this situation
in Fig. 10. We choose this picture to stress the symmetry between a9 and a′9. By Lemma 7.10, a8 ∈ Q 4.
By Lemma 7.7, Q 3 ∩ Q 4 = {a8}. By orthogonality with T ′∗4 , a′9 ∈ Q 4, say Q 4 = {a8,a9,a′9, f }. Observe
that F ′ = Q 3 ∪ Q 4 is a sapphire of M . As T ∗2 T ∗3 T ∗4 T ′∗4 T ∗2 is a 4-vertex circuit of TF ′ , it follows, by
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f ⊆ Q , for some triad T ∗ of M such that f ∈ T ∗ . By Lemma 7.4 applied to the sapphire F ′ , a8 /∈ T ∗ .
By orthogonality with Q 4, a9 or a′9 belongs to T ∗ , say a9. By Lemma 7.7 applied to the sapphires F ′
and F , a7 ∈ Q and a6 ∈ Q respectively. Thus Q = {a6,a7,a9, g}, where T ∗ = {a9, f , g}. The existence
of Q is contrary to the conclusion of Lemma 7.9 applied to the sapphire F ′ . 
Lemma 7.13. a6 /∈ T ∗1 and so T ∗1 = {a1,a2,a3}.
Proof. We argue by contradiction. If T ∗1 = {a1,a2,a6}, then, by Lemma 7.10, a8 ∈ Q 4. By Lemmas 7.11
and 7.12, M has a square Q such that {a7,a9} = T ∗4 − a8 ⊆ Q ; a contradiction since Q can be chosen
instead of Q 4. 
By Lemmas 7.12 and 7.13, T ∗1 = {a1,a2,a3} and T ∗4 = {a7,a8,a9} are the unique triads of M that
contains respectively a2 and a8. By Lemma 7.11, it is possible to choose Q 4 such that Q 4∩ F = {a6,a7},
say Q 4 = {a6,a7,a9,a10}, for some element a10. Similarly, it is possible to choose Q 1 such that Q 1 ∩
F = {a3,a4}, say Q 1 = {a0,a1,a3,a4}, for some element a0. Thus Proposition 7.3(i) holds. Observe that
Q 1 ∪ Q 2 and Q 3 ∪ Q 4 are sapphires of M . By Lemma 7.2, these sapphires are non-strong because
T ∗1 T ∗2 T ∗3 T ∗4 is a path of TM in the connected component containing TQ i∪Q i+1 , for each i ∈ {1,2,3}.
Therefore items (iii) and (iv) of Proposition 7.3 follow. Applying Lemma 7.12 to the sapphires Q 1 ∪ Q 2,
Q 2 ∪ Q 3 and Q 3 ∪ Q 4, we conclude Proposition 7.3(ii) for i = 3, i ∈ {1,4} and i = 2 respectively.
Proposition 7.3 follows provided we establish that a0,a1,a2,a3,a4,a5,a6,a7,a8,a9 and a10 are almost
pairwise different. Consider X = F ∪{a1,a9}. We need to show only that |X | = 9 and {a0,a10}∩ X = ∅.
Lemma 7.14. |X | = 9.
Proof. If |X | < 9, then a1 = a9, since |F | = 7 and {a1,a9} ∩ F = ∅. By orthogonality with T ∗1 , a2 or a3
belongs to Q 4; a contradiction because Q 4 ∩ F = {a6,a7}. 
To conclude the proof of Proposition 7.3, we just need to establish the next lemma.
Lemma 7.15. {a0,a10} ∩ X = ∅.
Proof. Assume this result is not true, say a10 ∈ X . As Q 4∩ F = {a6,a7} and a9 ∈ Q 4∩(X− F ) ⊆ {a1,a9},
it follows that a10 = a1. We arrive at a contradiction to orthogonality because Q 4 ∩ T ∗1 = {a1}. 
We have just ﬁnished the proof of Proposition 7.3.
7.2. Labeling the elements of a semi-binary irreducible matroid having a sapphire
In this subsection, we show that the labeling of the 11-element structure described in Proposi-
tion 7.3 can be extended to the whole matroid in a canonical manner. For non-negative integers m
and n such that m < n, a[m,n] denotes the sequence am,am+1, . . . ,an−1,an .
Proposition 7.16. Let M be a semi-binary 1234-irreducible matroid having a non-strong sapphire. If
|E(M)|  14, then there are pairwise different elements a0,a1,a2, . . . ,a2k−2,a2k−1 of M, for some integer
k satisfying k 5, such that, for every integer i,
(i) {a2i−1,a2i,a2i+1} is a triad of M; and
(ii) {a2i−2,a2i−1,a2i+1,a2i+2} is a square of M,
where the indices are taken modulus 2k.
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ments of M , with k maximum, satisfying:
(A) For every i ∈ {1,2,3, . . . ,k − 1}, Q i = {a2i−2,a2i−1,a2i+1,a2i+2} is a square of M .
(B) For every i ∈ {1,2,3, . . . ,k − 1}, T ∗i = {a2i−1,a2i,a2i+1} is the unique triad of M containing a2i .
(C) For every i ∈ {1,2, . . . ,k − 2}, Q i ∪ Q i+1 is a non-strong sapphire of M .
(D) F = Q 2 ∪ Q 3 = a[2,8] .
By Proposition 7.3, k  5. By Proposition 7.3 applied to Qk−2 ∪ Qk−1, there are elements a2k+1,a2k+2
of M such that a[2k−8,2k+2] is almost pairwise different, Qk = {a2k−2,a2k−1,a2k+1,a2k+2} is a square
of M [that is, (A) holds for i = k], T ∗k = {a2k−1,a2k,a2k+1} is the unique triad of M containing a2k [that
is, (B) holds for i = k] and Qk−1 ∪ Qk is a non-strong sapphire of M [that is, (C) holds for i = k − 1].
By the choice of k, a[0,2k+2] is not almost pairwise different.
Now, we show that
a2k = a0. (7.5)
Suppose that a2k = a0. That is, a[0,2k] is pairwise different. As Q 1 ∪ Q 2 ∪ · · · ∪ Qk−2 = {a0,a1,a2, . . . ,
a2k−2}, it follows, by orthogonality with T ∗k , that a2k+1 = ai , for every ∈ {0,1,2, . . . ,k − 2}. Therefore
a[0,2k+1] is pairwise different. But T ∗1 ∪ T ∗2 ∪ · · · ∪ T ∗k−2 = {a1,a2, . . . ,a2k−3} and so, by orthogonal-
ity with Qk , a2k+2 ∈ {a0,a2k} or a[0,2k+2] is pairwise different. Therefore a[0,2k+2] is almost pairwise
different because a2k = a2k+2; a contradiction and so (7.5) follows.
Next, we prove that
a2k+1 = a1. (7.6)
By (7.5) and orthogonality, Q 1∩T ∗2k = {a0}. As a[0,2k−1] is pairwise different, it follows that a2k+1 ∈ Q 1.
By orthogonality, a2k+1 ∈ Q 1 − Q 2 = {a0,a1,a4}, since a[0,2k−1] is pairwise different and so Q 2 ∩ T ∗k ⊆{a2k+1}. Thus (7.6) follows because T ∗2 is the unique triad of M containing a4.
By (7.5) and (7.6), T ∗k = {a2k−1,a0,a1} and Qk = {a2k−2,a2k−1,a1,a2k+2}. By orthogonality, Qk ∩
T ∗1 = {a1} and ∅ = Qk ∩ T ∗2 ⊆ {a2k+2} because a[0,2k−1] is pairwise different. Hence
a2k+2 = a2. (7.7)
That is, T ∗k = {a2k−1,a0,a1} and Qk = {a2k−2,a2k−1,a1,a2}. Therefore (i) and (ii) follows from (B)
and (A) respectively together with T ∗k and Qk . With this comment, we conclude the proof of Proposi-
tion 7.16.
7.3. The triads and squares listed in Proposition 7.16 determines two matroids
In this subsection, we characterize the two families of matroids that appear in Theorem 1.5 by
establishing the next result.
Proposition 7.17. If a0,a1,a2, . . . ,a2k−1 are pairwise different elements, where k is an integer such that k 5,
then there is a unique 1-irreducible matroid having {a2i−1,a2i,a2i+1} as a triad and {a2i−2,a2i−1,a2i+1,
a2i+2} as a square, for every integer i, where the indices are taken modulus 2k. Moreover, the ground set of this
matroid is {a0,a1,a2, . . . ,a2k−1}.
We divide the proof of this proposition in a sequence of lemmas. In these lemmas, we completely
describe all the circuits of these two matroids. Let M be a matroid satisfying the hypothesis of the
previous proposition.
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P = {ai: 0 i  2k − 1 and i is even},
I = {ai: 0 i  2k − 1 and i is odd}.
For integers r and s such that r  s, we deﬁne Pr,s and Ir,s as
Pr,s = {ai: r  i  s and i is even},
Ir,s = {ai: r  i  s and i is odd},
where the indices of the ai ’s are taken modulus 2k. Observe that P0,2k−1 = P and I0,2k−1 = I . The
following permutation on P ∪ I preserves the triads and squares listed in the statement of Proposi-
tion 7.17:
(a0a2a4 · · ·a2k−2)(a1a3a5 · · ·a2k−1).
Therefore this symmetry may be used to simplify the indices of some proofs. For an integer i, set
Q i = {a2i−2,a2i−1,a2i+1,a2i+2} and T ∗i = {a2i−1,a2i,a2i+1} which, by hypothesis, are respectively a
square and a triad of M , where the indices are taken modulus 2k, for the elements, and modulus k,
for the triads and squares.
Lemma 7.18. For every i odd, P ∪ai is an independent set of M that spans P ∪ I in M and I spans P ∪ I in M∗ .
Moreover, |E(M) − (P ∪ I)| 1.
Proof. First, we show that P ∪ ai is an independent set of M . If C is a circuit of M such that C ⊆
P ∪ ai , then, for 2 j /∈ {i − 1, i + 1}, C ∩ T ∗j ⊆ (P ∪ ai) ∩ T ∗j = {a2 j}. By orthogonality, a2 j /∈ C . Therefore
C ⊆ {ai−1,ai,ai+1}; a contradiction because every circuit of M has at least 4 elements. Hence P ∪ ai
is an independent set of M . Now, we show that P ∪ ai spans P ∪ I , say i = 1. Assume there is an
odd integer 2 j + 1 such that a2 j+1 is not spanned by P ∪ a1. Choose j to be minimum. As a2 j−1
is spanned by P ∪ a1 and Q j − P = {a2 j−1,a2 j+1}, it follows that a2 j+1 is also spanned by P ∪ a1
in M; a contradiction. Thus P ∪ a1 spans P ∪ I in M . Note that a2 j is spanned by I in M∗ because
T ∗j − I = {a2 j}. Hence I spans P ∪ I in M∗ . In particular,
r(P ∪ I) + r∗(P ∪ I) − |P ∪ I| (|P | + 1)+ |I| − (|P | + |I|) 1.
As M is 3-connected, it follows that |E(M) − (P ∪ I)| 1. 
Lemma 7.19. Suppose that r and s are even integers such that 0 r < s  2k. If C is a circuit of M such that
C∩ Pr,s = {ar,as}, then C∩ Ir,s = ∅ or Ir,s ⊆ C. Moreover, when D is a circuit of M such that D ⊆ {ar, ss}∪ Ir,s ,
we have either (r, s) = (0,2k) and D = I , or D = {ar, ss} ∪ Ir,s .
Proof. Assume the ﬁrst part of this result is not true. There are consecutive odd integers, say 2 j − 1
and 2 j + 1, such that |C ∩ {a2 j−1,a2 j+1}| = 1 and r < 2 j − 1 < 2 j + 1 < s. Therefore |T ∗2 j ∩ C | = 1;
a contradiction to orthogonality. The second part of this result follows by the ﬁrst part of this lemma
and orthogonality, since |D| 4 and so D ∩ Ir,s = ∅. 
Lemma 7.20. Suppose that r and s are even integers such that 0 r < s  2k and r ≡ s mod 4. Then Cr,s =
{ar,as} ∪ Ir,s is a circuit of M unless (r, s) = (0,2k) and I is a circuit of M.
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mum. Therefore s − r  8 because C2i−2,2i+2 = Q i . Hence Cr,s−4 and Cs−4,s are circuits of M . By the
exchange axiom for circuits, there is a circuit C of M such that
C ⊆ (Cr,s−4 ∪ Cs−4,s) − as−4 = Cr,s.
By the second part of Lemma 7.19, we must have equality in the previous display or (r, s) = (0,2k)
and I is a circuit of M . In both cases, we arrive at a contradiction. 
Lemma 7.21. Suppose that r, s and t are even integers such that 0  r < s < t  2k. If C is a circuit of M
such that C ∩ Pr,t = {ar,as,at}, then C ∩ Ir,t is equal to Ir,s or Is,t . Moreover, when |C ∩ P | 2, we have that
|C ∩ P | is even.
Proof. Assume that the ﬁrst part of this result does not hold. Thus C ∩ Ir,t is equal to ∅ or Ir,t . If
C ∩ Ir,t = ∅, then C ∩ T ∗s
2
= {as}; a contradiction to orthogonality. If C ∩ Ir,t = Ir,t , then there is a
2-subset {i, j} of {r, s, t} such that i ≡ j mod 4. By Lemma 7.20, C ′ = {ai,a j} ∪ Ii, j is a circuit of M
or (s, t) = (0,2k) and C ′ = I is a circuit of M . We arrive at a contradiction, since C ′ is properly
contained in C . Now, we need to show only that |C ∩ P | is even, when |C ∩ P | 2. By symmetry and
the ﬁrst part of this lemma, we may assume that C ∩ {a2k−1,a0,a1} = {a0,a1}. If |C ∩ P | is odd, say
C ∩ P = {a0,ai1 , . . . ,ai2m }, where 0 < i1 < i2 < · · · < i2m < 2k, then, by the ﬁrst part of this lemma,
C ∩ I0,2k = I0,i1 ∪ Ii2,i3 ∪ · · · ∪ Ii2m−2,i2m−1 ∪ Ii2m,0;
a contradiction because a2k−1 /∈ C . Therefore |C ∩ P | is even. 
Lemma 7.22. For a subset C of P ∪ I , the following statements are equivalent:
(i) C is a circuit of M such that |C ∩ P | = 2.
(ii) There are even integers r and s such that r < s < r + 2k, r ≡ s mod 4 and C = {ar,as} ∪ Ir,s .
Proof. By Lemma 7.20 and symmetry, (ii) implies (i). Now, suppose (i). By symmetry, we may assume
that a0 ∈ C . By hypotheses, there is an even integer s, say s = 2m, such that C ∩ P = {a0,as}. By
Lemma 7.21, C ∩ I is equal to I0,s or Is,2k . Therefore C = {a0,as} ∪ I0,s or C = {a0,as} ∪ Is,2k , say
C = {a0,as} ∪ I0,s . The result follows provided s ≡ 0 mod 4. Assume this is not the case. Choose s as
small as possible. As M has no triangle, it follows that s 6. By the exchange axiom for circuits, there
is a circuit C ′ of M such that
a0 ∈ C ′ ⊆ (C ∪ Qm−1) − as ⊆ {a0,as−4} ∪ I0,s.
By orthogonality with T ∗m−1 and T ∗m , we conclude that C ⊆ {a0,as−4} ∪ I0,s−4. By the second part of
Lemma 7.19, C ′ = {a0,as−4} ∪ I0,s−4; a contradiction to the choice of s. 
Lemma 7.23. For a subset C of P ∪ I , the following statements are equivalent:
(i) C is a circuit of M such that |C ∩ P | = 4.
(ii) There are even integers r, s, t and u such that r < s < t < u < r + 2k, r ≡ s mod 4, t ≡ u mod 4 and
C = {ar,as,at ,au} ∪ Ir,s ∪ It,u .
Proof. First, we show that (i) implies (ii). There are even integers r, s, t and u such that r < s < t <
u < r + 2k and C ∩ P = {ar,as,at ,au}. By symmetry and Lemma 7.19, we may assume that C ∩ I =
Ir,s ∪ It,u . By Lemma 7.22, r ≡ s mod 4 and t ≡ u mod 4. We have (ii). Now, we assume (ii). It is
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possible to label the elements belonging to {t,u} by r′ and s′ such that r ≡ r′ mod 4 and s ≡ s′ mod 4.
By Lemma 7.19, {ar,ar′ } ∪ Ir,r′ and {as,as′ } ∪ Is,s′ are circuits of M . By the exchange axiom for circuits,
there is a circuit C ′ of M such that
C ′ ⊆ [({ar,ar′ } ∪ Ir,r′)∪ ({as,as′ } ∪ Is,s′)]− as+1 ⊆ {ar,as,at,au} ∪ Ir,s ∪ Is+2,u .
By Lemma 7.19, C ′ ⊆ C . By Lemmas 7.21 and 7.22, {ar,as,at ,au} ⊆ C ′ . By Lemma 7.21, C ′ = C .
We have (i). 
Observe that Lemmas 7.21, 7.22 and 7.23 implies the next result.
Corollary 7.24. If C is a circuit of M|(P ∪ I), then |C ∩ P | ∈ {0,1,2,4}.
Proposition 7.25. If k is even, then M = M(G), where G is the double wheel such that V (G) = {a,b, v0, v1,
v2, . . . , vk−1}, E(G) = I ∪ P and a2i−1 is incident with vi−1 and vi , where the vertices’s indices are taken
modulus k, and a2i is incident with vi and, when i is even, a or, when i is odd, b.
We illustrate this double wheel in Fig. 11.
Proof. First, we establish that I is a circuit of M . Assume that I is not a circuit of M . By Lemma 7.20,
C0,2k = a0 ∪ I is a circuit of M . By symmetry, a2i ∪ I is also a circuit of M . By the exchange axiom for
circuits, there is a circuit C of M such that
a0 ∈ C ⊆
[
(a0 ∪ I) ∪ (a2 ∪ I)
]− a2k−1 = {a0,a2} ∪ (I − a2k−1).
By the ﬁrst part of Lemma 7.19, I2,2k−1 ∩ C = ∅ and so C ⊆ {a0,a1,a2}; a contradiction. Hence I is a
circuit of M . By Lemmas 7.22 and 7.23 and Corollary 7.24, we conclude that M|(P ∪ I) = M(G), where
G is the graph described in the statement of this proposition. If E(M) = P ∪ I , then the result follows.
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Therefore M\e = M(G) is a 3-connected matroid; a contradiction because M is 1-irreducible. Thus the
result follows since e does not exist. 
For the remainder of this section, we assume that k is odd.
Lemma 7.26. For each even integer i, I ∪ ai is an independent set of M.
Proof. Assume that I ∪ ai is a dependent set of M , say i = 0. By Lemma 7.19, C = I or C = I ∪ a0 is a
circuit of M . By the exchange axiom for circuits, there is a circuit D of M such that
a4 ∈ D ⊆ (C ∪ Q 1) − a1 ⊆ (I − a1) ∪ {a0,a4}.
By Lemma 7.19, D = (I −{a1,a3})∪ {a0,a4}; a contradiction to Lemma 7.22. Thus I ∪ai is an indepen-
dent set of M . 
Let N be the binary matroid over P ∪ I whose cycle space is spanned by Q 1, Q 2, Q 3, . . . , Qk .
We say that N is a Möbius ladder. By Lemmas 7.22, 7.23 and 7.26 and Corollary 7.24, we conclude that
every circuit of M|(P ∪ I) is also a cycle of N .
Lemma 7.27. N = M|(P ∪ I).
Proof. By the comments made before the statement of this lemma, it is enough to show that any
cycle of N is a disjoint union of circuits of M . Assume this is not the case. Choose J ⊆ {1,2,3, . . . ,k}
such that X =  j∈ J Q j is not the disjoint union of circuits of M and has minimum size. In particular,
X = ∅. First, we establish that X does not contain a circuit C of M . Assume that C ⊆ X . Observe that
C =  j∈ J ′ Q j , for some J ′ ⊆ {1,2,3, . . . ,k}, since C belongs to the cycle space of N . Note that
X − C = X  C =  j∈ J J ′ Q j.
By the choice of X , X − C is the disjoint union of circuits of M , say C1,C2, . . . ,Cm . Hence X is the
disjoint union of circuits of M , namely C,C1,C2, . . . ,Cm; a contradiction and so C  X . That is, X is
an independent set of M .
As |Q i ∩ I| = 2 and |Q i ∩ T ∗j | ∈ {0,2}, for every {i, j} ⊆ {1,2, . . . ,k}, it follows that |X ∩ T ∗j |,
for every j ∈ {1,2, . . . ,k}, and |X ∩ I| are even. Therefore I − X = ∅ and T ∗j − X = ∅, for every
j ∈ {1,2, . . . ,k}. Observe also that I ∩ X = ∅. By symmetry, we may assume that a2k−1 /∈ X . Let r be
the smallest non-negative even integer such that ar+1 ∈ X . As ar−1 /∈ X , it follows that ar ∈ X because
|X ∩ {ar−1,ar,ar+1}| is even. There is an even integer s such that r < s, Ir,s ⊆ X and as+1 /∈ X . Observe
that as ∈ X since |X ∩ {as−1,as,as+1}| is even. By Lemma 7.22, r ≡ s mod 4 because {ar,as} ∪ Ir,s is
not a circuit of M . As |Ir,s| is odd and |X ∩ I| is even, it follows that X ∩ (I − Ir,s) = ∅. Let t be the
smallest even integer such that s < t and at+1 ∈ X . With a similar argument, {at,au} ∪ It,u ⊆ X , for
an even integer u such that u ≡ t mod 4 and u  2k − 2. We arrive at a contradiction because, by
Lemma 7.23, ({ar,as} ∪ Ir,s) ∪ ({at ,au} ∪ It,u) is a circuit of M which is contained in X . 
Lemma 7.28. N = M.
Proof. This result follows from Lemma 7.27 provided we establish that E(M) = P ∪ I . Assume that
E(M) = P ∪ I . By Lemma 7.18, there is e ∈ E(M) − (P ∪ I) such that E(M) = P ∪ I ∪ e. Therefore
M\e = N . We arrive at a contradiction provided we conclude that N is 3-connected. Suppose that N
is not 3-connected. As M is 3-connected, it follows that N = M\e is a simple connected matroid. Now,
we show that N is also cosimple. It is enough to prove that f is the intersection of a pair of circuits
of N , for each element f of N . If f ∈ P , say f = a2i , then { f } = Q i−1 ∩ Q i+1. If f ∈ I , say f = a2i+1,
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non-sequential because N is both simple and cosimple. Without loss of generality, we may assume
that X contains most elements of at least two of the triads T ∗1 , T ∗2 and T ∗3 . We may also suppose that
X is closed in both N and N∗ . In particular, X contains at least two of the triads T ∗1 , T ∗2 and T ∗3 . Hence|Q 2 − X | 1 and so Q 2 ⊆ X . But |T ∗i − Q 2| 1, for each i ∈ {1,2,3}, and so T ∗1 ∪ T ∗2 ∪ T ∗3 ⊆ X . There
is an /∈ X , for some integer n such that 0 < n  2k − 1 because |Y | = |E(N) − X | 2. Choose n to be
minimum. As T ∗1 ∪ T ∗2 ∪ T ∗3 ⊆ X , it follows that n 8. If n is odd, say n = 2i + 1, then T ∗i − X = {an};
a contradiction because X is closed in N∗ . If is even, say n = 2i, then Q i−1 − X = {an}; a contradiction
because X is closed in N . Therefore {X, Y } does not exist and N is 3-connected. 
We summarize the results proved in this section in the next result:
Theorem 7.29. Suppose that M is a semi-binary 1234-irreducible matroid with at least 14 elements. If M has
a sapphire, then
(i) M is isomorphic to the graphic matroid of a double-wheel or to a Möbius ladder having rank at least 8; or
(ii) M is strong.
Proof. If (ii) does not happens, then M has a non-strong sapphire and so (i) follows by Proposi-
tions 7.16 and the matroids described in the proof of Proposition 7.17 (see Proposition 7.25, when k is
even, and Lemma 7.28, when k is odd). 
From Theorem 7.29 and Lemmas 6.2 and 7.1, we conclude that:
Theorem 7.30. Suppose that M is a semi-binary irreducible matroid with at least 14 elements. Then, M has a
sapphire if and only if M is isomorphic to the graphic matroid of a double-wheel or to a Möbius ladder having
rank at least 8.
8. Two squares have at most one element in common
The main result of this section considers the possible intersections of two squares in a strong
semi-binary irreducible matroid. We devote this section to establish the next theorem. Its proof is
divided into a sequence of lemmas.
Theorem 8.1. Let M be a strong semi-binary 12347-irreducible matroid such that |E(M)| 14. If Q 1 and Q 2
are different squares of M, then
(i) |Q 1 ∩ Q 2| 1; or
(ii) Q 3 = Q 1  Q 2 is a square of M, (Q 1 ∪ Q 2) − Q i is contained in a pure ruby or a pure sapphire Fi , for
each i ∈ {1,2,3}, and F1, F2 and F3 are pairwise different.
Moreover, when M is irreducible, (i) happens.
Assume this result fails. Let Q 1 and Q 2 be squares of M such that |Q 1 ∩ Q 2| 2. By Lemma 2.2,
|Q 1 ∩ Q 2| = 2.
Lemma 8.2. If T ∗ is a triad of M that meets Q 1 ∪ Q 2 , then,
(i) T ∗ ∩ (Q 1 ∪ Q 2) ∈ {Q 1 − Q 2, Q 2 − Q 1, Q 1 ∩ Q 2}; or
(ii) |T ∗ ∩ (Q 1 − Q 2)| = |T ∗ ∩ (Q 2 − Q 1)| = |T ∗ ∩ (Q 1 ∩ Q 2)| = 1.
Proof. For i ∈ {1,2}, set Ti = T ∗ ∩ Q i . By orthogonality, |Ti | = 1. As M is semi-binary, it follows that
|Ti | = 3. Thus |Ti | ∈ {0,2}. If |Ti | = 0, for some i ∈ {1,2}, then |T3−i | = 2 and so T ∗ ∩ (Q 1 ∪ Q 2) =
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T1 = T2 = Q 1 ∩ Q 2. Again, we have (i). Thus T1 = T2 and so T ∗ = T1 ∪ T2. There are pairwise different
elements e, f and g of Q 1∪ Q 2 such that T1 = {e, f } and T2 = { f , g}. Hence e ∈ Q 1− Q 2, f ∈ Q 1∩ Q 2
and g ∈ Q 2 − Q 1. We have (ii). 
When Lemma 8.2(i) happens, we say that T ∗ is type-1. When Lemma 8.2(ii) happens, we say that
T ∗ is type-2. Now, we show that:
Lemma 8.3. Q 1 ∪ Q 2 meets at most one type-2 triad.
Proof. Suppose that T ∗1 and T ∗2 are different type-2 triads meeting F = Q 1 ∪ Q 2. Observe that |T ∗1 ∩
T ∗2 | 1, otherwise T ∗1 ∪ T ∗2 is contained in a coline of M having at least 4 elements; a contradiction
to Lemma 2.3. Note that
r(F ) 4 and r∗(F ) 4. (8.1)
As r(F )+ r∗(F )−|F | 2, it follows that F is a 3-separating set for M and both equalities hold in (8.1).
In particular, every other triad meeting F is type-1.
In this paragraph, our goal is to establish that F is a forced set of M . First, we show that
if Z ⊆ F and 4 |Z |, then F ⊆ fclM(Z). (8.2)
If (8.2) fails, then r(Z) < r(F ) = 4 and so |Z | = 4. Moreover, Z is a circuit of M . By orthogonality,
|Z ∩ T ∗1 | = 2, since T ∗1  Z . Thus T ∗1 ⊆ fclM(Z) and so 5 | fclM(Z)|; a contradiction. Thus (8.2) holds.
If F is not a forced set of M , then there is e ∈ E(M) − F ,N ∈ {M\e,M/e} and 2-separation {X, Y } for
N such that F  fclN (Z), for both Z ∈ {X, Y }. As F  fclN (Z), it follows that F  fclM(Z). By (8.2), for
both Z ∈ {X, Y }, |Z ∩ F | = 3 and fclM(Z ∩ F ) = Z ∩ F . In particular, |Z ∩ T ∗i | = 2, for both Z ∈ {X, Y }
and i ∈ {1,2}. Therefore T ∗1 ∩ T ∗2 = ∅ and {T ∗1 , T ∗2 } = {X ∩ F , Y ∩ F }. As {T ∗1 , T ∗2 } is not a 2-separation
for M|F , it follows that N|F = M|F . Therefore {X, Y } is a 2-separation for N = M/e. Moreover, e is
spanned by T ∗1 or T ∗2 in M , say T ∗1 . But M is a triangle-free 3-connected matroid and so T ∗1 ∪ e is a
square of M; a contradiction because M is semi-binary. Thus F is a forced set of M .
Now, we establish that
T ∗1 ∩ T ∗2 = ∅. (8.3)
Assume that T ∗1 ∩ T ∗2 = ∅. Note that M\T ∗1 is not 3-connected because M is 7-irreducible. Let {X, Y }
be a k-separation for M\T ∗1 , for k  2. Without loss of generality, we may assume that |X ∩ T ∗2 | 2.
First, we establish that |Y | 2. If |Y | 1, then |Y | = k = 1, say Y = {e}. Hence e is a coloop of M\T ∗1
and so T ∗1 spans e in M∗ . As M is 3-connected, it follows that M∗|(T ∗1 ∪ e) ∼= U2,4; a contradiction to
Lemma 2.3. Thus |Y | 2. Next, we show that {X ∪ T ∗2 , Y − T ∗2 } is not a k-separation for M\T ∗1 . Assume
that {X ∪ T ∗2 , Y − T ∗2 } is a k-separation for M\T ∗1 . Choose f ∈ T ∗1 . Note that {X ∪ T ∗2 ∪ f , Y − T ∗2 } is a
k-separation for M\(T ∗1 − f ). As T ∗2 ∪ f is a basis for M|F , it follows that X ∪ T ∗2 ∪ f spans F in M .
In particular, X ∪ T ∗2 ∪ f spans T ∗1 − f in M . Thus {X ∪ T ∗1 ∪ T ∗2 , Y − T ∗1 } is a k-separation for M;
a contradiction. Therefore {X ∪ T ∗2 , Y − T ∗2 } is not a k-separation for M\T ∗1 . As |X ∩ T ∗2 | 2, it follows
that X spans T ∗2 − X in M∗ . Thus k = |Y | = 2 and |T ∗2 − X | = 1, say Y − T ∗2 = {g}. As Y is a cocircuit
of M\T ∗1 , it follows that there is Z ⊆ T ∗1 such that Z /∈ {∅, T ∗1 } and C∗ = Y ∪ Z is a cocircuit of M . But
C∗ − F = {g}. We arrive at a contradiction by Lemma 4.6. Thus (8.3) follows.
By Lemma 2.3 and the exchange axiom for circuits, C∗ = T ∗1  T ∗2 is a cocircuit of M . Let f be the
element belonging to F − (T ∗1 ∪ T ∗2 ). Observe that M\ f is not 3-connected, since M is 1-irreducible.
Moreover,
for any 2-separation {X, Y } of M\ f , min{|X |, |Y |}= 2. (8.4)
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is maximum. As X spans T ∗1 in M∗ , it follows that {X ∪ T ∗1 , Y − T ∗1 } is a 2-separation for M\ f . If|Y − T ∗1 | = 2, then M∗|(Y ∪ f ) ∼= U2,4; a contradiction to Lemma 2.3. Therefore |Y − T ∗1 |  3 and so
T ∗1 ⊆ X . If |T ∗2 ∩ X | 2, then, replacing T ∗1 by T ∗2 in the previous argument, we conclude that T ∗2 ⊆ X .
That is, F − f ⊆ X and so X spans f in M; a contradiction. Thus |T ∗2 ∩ X |  1. If T ∗1 ∩ T ∗2 = {e},
then e is spanned by both X and Y in M∗ because e ∈ T ∗1 ⊆ X and T ∗2 − Y = {e}. In particular,
M\{e, f } has {X − e, Y } as a 1-separation. As T ∗1 and T ∗2 are type-2 triads, it follows that {e, f } ∈{Q 1 − Q 2, Q 2 − Q 1, Q 1 ∩ Q 2}. But there is no circuit C of M\{e, f } meeting both X − e and Y and so
{e, f } = Q 1 ∩ Q 2. Moreover, (Q 1  Q 2)∪ e and (Q 1  Q 2)∪ f are both circuits of M . As {Y ∪ e, X − e}
is a 2-separation for M\ f such that T ∗2 ⊆ Y ∪ e, it follows, by the choice of {X, Y }, that |X | |Y ∪ e|
and so
|X − e| |Y | |E(M)|
2
− 1 6.
Observe that {X − e, Y ∪ {e, f }} is a 3-separation for M . Note that |Q 1 − (Y ∪ {e, f })| = |Q 2 − (Y ∪
{e, f })| = 1, say Q 1 − (Y ∪ {e, f }) = {q1} and Q 2 − (Y ∪ {e, f }) = {q2}. Thus {X − {e,q1}, Y ∪ {e, f ,q1}}
is a 3-separation for M . We arrive at a contradiction because Y ∪{e, f ,q1} spans q2 in both M and M∗
and |X − {e,q1}| 5. (Using this notation, we have that T ∗1 − {e,q1} = {q2}.) Therefore (8.4) follows.
Sublemma 8.4. There is unique triad T ∗ of M containing f , say T ∗ = {e, f , g}. Moreover, T ∗ is type-1.
Proof. By (8.4), there is a triad T ∗ of M such that f ∈ T ∗ . As T ∗1 and T ∗2 are the unique type-2 triads
meeting F , it follows that T ∗ ∩ F ∈ {Q 1 − Q 2, Q 2 − Q 1, Q 1 ∩ Q 2}. Therefore, if T ′∗ is another triad
of M such that f ∈ T ′∗ , then T ∗ ∩ (Q 1 ∪ Q 2) = T ′∗ ∩ (Q 1 ∪ Q 2). In particular, both T ∗ and T ′∗ meet at
least one of the circuits Q 1 or Q 2 in the same 2-element set. Thus T ∗ = T ′∗ . That is, T ∗ is unique. 
By (8.4), co(M\ f ) is 3-connected. Now, to apply Lemma 4.5, it remains to show only that a square
Q of M that contains g avoids e. Assume that {e, g} ⊆ Q . By orthogonality with T ∗i , for i ∈ {1,2},
there is ei ∈ T ∗i − e, such that ei ∈ Q . Hence Q = {e1, e2, e, g} and so g is spanned by F in both M
and M∗ . Thus F ∪ g is a 2-separating set for M; a contradiction. By Lemma 4.5, M is 1-reducible or
2-reducible or 3-reducible; a contradiction. Therefore Lemma 8.3 follows. 
Now, we establish the existence of type-1 triads T ∗1 and T ∗2 meeting M such that
T ∗1 ∩ F = Q 1 − Q 2 and T ∗2 ∩ F = Q 2 − Q 1. (8.5)
By Theorem 2.1 and Lemma 8.3, M has a type-1 triad T ∗i that meets Q i , for each i ∈ {1,2}. If (8.5)
does not hold, then T ∗1 or T ∗2 intersects F into Q 1 ∩ Q 2, say T ∗1 . If e ∈ Q 1 ∩ Q 2, then, by the exchange
axiom for circuits, there is a circuit C such that C ⊆ (Q 1 ∪ Q 2) − e. As C ∩ T ∗1 ⊆ (Q 1 ∩ Q 2) − e,
it follows, by orthogonality, that C ∩ T ∗1 = ∅ and so C = Q 1  Q 2 is a square of M . Now, to make (8.5)
true, we just replace Q 2 by C and, when necessary, also Q 1 by Q 2. In the next paragraph, we show
this Q ′i s relabeling is not necessary.
By Theorem 2.1, Q 1 meets another triad T ∗3 . Our goal is to show that it is possible to choose this
triad so that
T ∗3 ∩ F = Q 1 ∩ Q 2. (8.6)
Assume that (8.6) does not hold for T ∗3 . Hence T ∗3 is type-2 because T ∗1 is the unique triad of M
meeting Q 1 into Q 1 − Q 2. Let e be the element belonging to (Q 1 ∩ Q 2) − T ∗3 . If e belongs to a triad
T ∗ of M , then T ∗ is type-1, by Lemma 8.3. Replacing T ∗3 by T ∗ , we have (8.6). We may assume that e
does not belong to a triad of M . Therefore, for every 2-separation {X, Y } for M\e,
min
{|X |, |Y |} 3. (8.7)
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We can choose {X, Y } such that n = |{i ∈ {1,2}: T ∗i ∩ F ⊆ X or T ∗i ∩ F ⊆ Y }| is maximum. Now, we
show that n = 2. If n < 2, then there is i ∈ {1,2}, say i = 1, such that T ∗1 ∩ F is not contained in X
or Y . Without loss of generality, we may assume that |T ∗1 ∩ X | = 2. As X spans T ∗1 in M∗ , it follows,
by (8.7), that {X ∪ T ∗1 , Y − T ∗1 } is a 2-separation for M\e; a contradiction to the choice of {X, Y }. Thus
n = 2. Next, we establish that (T ∗1 ∪ T ∗2 ) ∩ F ⊆ Z , for some Z ∈ {X, Y }. Assume this is not the case.
Without loss of generality, we have that T ∗1 ∩ F ⊆ X and T ∗2 ∩ F ⊆ Y . If Q 1 ∩ Q 2 = {e, f }, then f ∈ X
or f ∈ Y , say f ∈ X . Therefore Q 1 ⊆ X ∪ e; a contradiction because X does not span e in M . Thus
(T ∗1 ∪ T ∗2 ) ∩ F ⊆ Z , for some Z ∈ {X, Y }, say Z = X . By (8.7), we may assume that X is closed in both
M\e and (M\e)∗ . As |T ∗3 ∩ X |  2 and so X spans T ∗3 in M∗ , it follows that T ∗3 ⊆ X . Again X spans
e in M , since (Q 1 ∪ Q 2) − e ⊆ X . We have a contradiction and so (8.6) follows. We illustrate these
triads in Fig. 12. A consequence of this discussion is the next lemma:
Lemma 8.5. Q 1 ∪ Q 2 is contained in the union of its type-1 triads.
By orthogonality with T ∗3 and the exchange axiom for circuits, Q 3 = Q 1  Q 2 is a square of M .
Therefore this is a symmetric situation. Let ei be the element belonging to T ∗i − F , for each i ∈ {1,2,3}.
Lemma 8.6. For each i ∈ {1,2,3}, M/ei is 3-connected.
Proof. By symmetry, it is enough to establish this result for i = 1. Assume that M/e1 is not 3-
connected. Let {X, Y } be a 2-separation for M/e1. Note that |X ∩ T ∗2 |  2 or |Y ∩ T ∗2 |  2, say|X ∩ T ∗2 | 2. Choose {X, Y } such that |X | is maximum. As M has no triangles, it follows that |Y | 3.
By the choice of {X, Y }, we conclude that T ∗2 ⊆ X , since X spans T ∗2 in M∗ . As both X and Y
do not span e1 in M∗ , it follows that T ∗1 − e1  X and T ∗1 − e1  Y , say f1 ∈ X ∩ (T ∗1 − e1) and
g1 ∈ Y ∩ (T ∗1 − e1). Hence Q 3 − g1 = (T ∗2 − e2) ∪ f1 ⊆ X and so X spans g1 in M . By the choice of{X, Y }, g1 ∈ X ; a contradiction. Thus {X, Y } does not exist and the result follows. 
By Lemma 8.6, M/ei has a triangle Ti , for each i ∈ {1,2,3}, since M is 2-irreducible. Hence Q ′i =
Ti ∪ ei is a square of M . By orthogonality with T ∗i , Q ′i ∩ T ∗i = {ei, f i}, for some f i ∈ T ∗i − ei , since M
is semi-binary.
Lemma 8.7. For each i ∈ {1,2,3}, Q ′i ∩ (Q 1 ∪ Q 2) = { f i}.
Proof. Assume that |Q ′i ∩ (Q 1 ∪ Q 2)| 2, for some i ∈ {1,2,3}, say i = 1. As T ∗1  Q ′1, it follows that
Q ′1 ∩ Q 2 = ∅. Hence Q ′1 meets T ∗2 − e2 or T ∗3 − e3, say T ∗2 − e2, since Q 2 = (T ∗2 − e2) ∪ (T ∗3 − e3).
If T ∗2 − e2 ⊆ Q ′1, then Q ′1 = {e1, f1} ∪ (T ∗2 − e2); a contradiction to Lemma 2.2 because Q ′1 ∩ Q 3 =
(T ∗2 − e2) ∪ f1. Hence T ∗2 − e2 meets Q ′1 into exactly one element. By orthogonality, e2 ∈ Q ′1. Hence
Q ′1 = {e1, e2, f1, g2}, for some g2 ∈ T ∗2 − e2. Observe that Q ′1 and Q 3 are squares of M such that|Q ′1 ∩ Q 3| = 2 and Q ′1 ∪ Q 3 = T ∗1 ∪ T ∗2 . That is, T ∗1 and T ∗2 are type-2 triads for the squares Q ′1
and Q 3. We arrive at a contradiction to Lemma 8.3. 
M. Lemos / Advances in Applied Mathematics 50 (2013) 75–114 109Lemma 8.8. For each i ∈ {1,2,3}, T ∗i is the unique triad of M that contains fi .
Proof. Suppose that T ∗ is a triad of M such that f i ∈ T ∗ = T ∗i , for some i ∈ {1,2,3}, say i = 1. By
Lemma 2.3, T ∗ ∩ T ∗1 = { f1} and so T ∗ ∩ (Q 1 − Q 2) = { f1}. Thus T ∗ is type-2. In particular, T ∗ ⊆
Q 1 ∪ Q 2. We arrive at a contradiction to orthogonality because, by Lemma 8.7, Q ′1 ∩ (Q 1 ∪ Q 2) = { f1}
and so Q ′1 ∩ T ∗ = { f1}. 
Lemma 8.9. If co(M\ f i), for some i ∈ {1,2,3}, is not 3-connected, then every triad of M that meets Q ′i
contains ei . Moreover, for each f ∈ Q ′i − ei , there is a triad T ∗ of M such that T ∗ ∩ Q ′i = {ei, f }.
Proof. Suppose that i = 1. By Lemma 8.8, co(M\ f1) = M\ f1/e1. By Lemma 8.8, there is no triad
T ∗ of M/e1 such that f1 ∈ T ∗ . By Lemma 8.6, M/e1 is 3-connected. As T = Q ′1 − e1 is a triangle
of M/e1, it follows, by Tutte’s Triangle Lemma, that (M/e1)\ f is 3-connected, for each f ∈ T − f1,
since (M/e1)\ f1 = co(M\ f1) is not 3-connected and f1 does not belong to a triad of M/e1. In partic-
ular, T does not meet a triad of M/e1. That is, every triad of M that meets Q ′1 contains e1. As M\ f is
not 3-connected, for each f ∈ T − f1, since M is 1-irreducible and M\ f /e1 is 3-connected, it follows
that { f , e1} is contained in a triad T ∗ of M . Thus T ∗ ∩ Q ′i = {e1, f }, since M is semi-binary. 
Lemma 8.10. For each i ∈ {1,2,3}, co(M\ f i) is 3-connected.
Proof. Suppose that co(M\ f i) is not 3-connected, for some i ∈ {1,2,3}, say i = 1. Let {X, Y } be a
2-separation for M\ f1 such that min{|X |, |Y |} 3. By Lemma 3.2, this 2-separation is non-sequential.
Set Q ′1 = {e1, f1, x, y}. By Lemma 8.9, there are triads T ∗x and T ∗y of M such that T ∗x ∩ Q ′1 = {e1, x} and
T ∗y ∩ Q ′1 = {e1, y}. Without loss of generality, we may assume that |T ∗x ∩ X | 2. As X spans T ∗x in M∗ ,
it follows that {X ∪ T ∗x , Y − T ∗x } is a 2-separation for M\ f i . We may assume that T ∗x ⊆ X . Similarly
T ∗y − e1 ⊆ Z , for some Z ∈ {X, Y }. If Z = X , then
Q ′1 − f1 = {e1, x, y} ⊆ T ∗x ∪ T ∗y ⊆ X
and so X spans f1 in M; a contradiction. Hence Z = Y . That is, T ∗y − e1 ⊆ Y . We may assume that
g1 ∈ X , where T ∗1 = {e1, f1, g1}, since e1 can be transferred from X to Y . Similarly, we may assume
that T ∗2 is contained in X or Y . As g1 ∪ T ∗2 spans f1 in M , it follows T ∗2 ⊆ Y . Now, we can transfer
e1 to Y . We have that T ∗y ∪ T ∗2 ⊆ Y . As Y spans g1 in (M\ f1)∗ , it follows that {X − g1, Y ∪ g1} is a
2-separation for M\ f1; a contradiction because the second set spans f1 in M . The result follows. 
Lemma 8.11. For i ∈ {1,2,3}, there is a square Q ′′i of M such that Q ′′i ∩ T ∗i = T ∗i − f i = {ei, gi}. Moreover,|Q ′i ∩ Q ′′i | = 1.
Proof. By Lemmas 8.7, 8.8 and 8.10, co(M\ f i) has a triangle T , since M is 3-irreducible. Hence Q ′′i =
T ∪ ei is a square of M . The ﬁrst part of the result follows, by orthogonality, since Q ′′i meets T ∗i and
avoids f i . By Lemma 2.2, |Q ′i ∩ Q ′′i |  2. If |Q ′i ∩ Q ′′i | = 2, then T ∗i is a type-2 triad for the pair of
squares Q ′i and Q
′′
i , since T
∗
i ⊆ Q ′i ∪ Q ′′i . By Lemma 8.5, the union of the type-1 triads relative to
these squares contains their union and so f i belongs to a type-1 triad; a contradiction to Lemma 8.8.
Therefore |Q ′i ∩ Q ′′i | = 1. 
We illustrate these squares, for i = 1, in Fig. 13. For i = 2,3, we have a similar picture but we
do not illustrate them, otherwise our ﬁgure would be too cumbersome. Note the symmetry between
( f1, Q ′1) and (g1, Q ′′1 ).
Lemma 8.12. For i ∈ {1,2,3}, there is a triad T ′∗i of M such that ei ∈ T ′∗i = T ∗i .
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Proof. Assume that T ′∗i does not exist for some i ∈ {1,2,3}, say i = 1. As M is minimally 3-connected,
it follows, by Theorem 2.1, that Q ′1 meets at least two triads. If T ∗4 = T ∗1 is a triad of M that meets Q ′1,
then, by Lemma 8.8, T ∗4 ∩ Q ′1 = Q ′1 − {e1, f1}. In particular, T ∗4 is unique. Similarly, there is a triad
T ∗5 of M such that T ∗5 ∩ Q ′′1 = Q ′′1 − {e1, g1}. Observe that Q 1 ∪ Q ′1 ∪ Q ′′1 is a diamond of M with
nucleus T ∗1 . By Lemma 6.3, there is a triad T ∗ of M such that T ∗ = T ∗1 and T ∗ ∩T ∗1 = ∅. By assumption,
e1 /∈ T ∗ . Hence, by Lemma 2.3, T ∗ meets T ∗1 in either { f1} or {g1}. We arrive at a contradiction to
Lemma 8.8. (Note that f1 can be replaced by g1 provided we replace Q ′1 by Q ′′1 .) 
Now, we use the auxiliary lemmas that we have established along this section to conclude the
proof of Theorem 8.1. For i ∈ {1,2,3}, by Lemma 8.11, Q ′i ∩ Q ′′i = {ei}. By Lemmas 2.3 and 8.12,
T ∗i ∩ T ′∗i = {ei}. By orthogonality, |(Q ′i − ei) ∩ T ′∗i | = |(Q ′′i − ei) ∩ T ′∗i | = 1. Thus Q ′i ∪ Q ′′i is a sapphire
of M . By hypothesis, Q ′i ∪ Q ′′i is contained in a pure ruby or is a pure sapphire Fi . If F1, F2 and F3
are pairwise different, them (ii) follows. Assume that Fi = F j , for i = j, say F1 = F2. In this case
F1 is a pure ruby that contains Q 3. Hence F1 = Q ′1 ∪ Q ′′1 ∪ Q 3. Note that T ∗1 is the nucleus of F1;
a contradiction to Lemma 8.8. With this contradiction, we ﬁnish the proof of Theorem 8.1.
9. The ﬁnal result
In this section, we establish the next result. It is the last theorem needed to ﬁnish the proof of our
second main result.
Theorem 9.1. If M is a strong semi-binary 12347-irreducible matroid, then
(i) |E(M)| 13; or
(ii) the family of pure rubies and pure sapphires of M is a partition of E(M).
In its proof, we use the main result of Bixby [1]:
Theorem 9.2. If e is an element of a 3-connected matroid M, then:
(i) every 2-separation for M\e is trivial and so co(M\e) is 3-connected; or
(ii) every 2-separation for M/e is trivial and so si(M/e) is 3-connected.
We also need part of Lemma 3.2 of Lemos and Melo [8]:
Lemma 9.3. If T is a triangle and T ∗ is a triad of a 3-connected matroid M, then, for e ∈ T ∗ − T , si(M/e) is
3-connected.
We divide the proof of Theorem 9.1 in a sequence of lemmas. Suppose that (i) does not hold,
that is, |E(M)| 14. Let F1, F2, . . . , Fn denote the pure rubies or pure sapphires of M . By Lemma 7.2,
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that S = E(M).
Lemma 9.4. If T ∗ is a triad and Q is a square of M such that T ∗ ∩ Q = ∅ and Q  S, then, for an element
e ∈ Q − T ∗ , either
(i) M/e is not 3-connected; or
(ii) there is a square Q ′ and elements f and g of M such that Q ∩ Q ′ = {g} and T ∗ ∩ Q ′ = { f , g}.
Moreover, when (i) happens, co(M\e) is 3-connected and there is a triad of M that contains e.
Proof. By orthogonality, there is an element f of M such that T ∗ − Q = { f }, since M is semi-binary.
Assume (i) does not hold. Hence T ∗ is a triad and Q − e is a triangle of M/e. As M/e is 3-connected
and T ∗ − (Q − e) = { f }, it follows, by Lemma 9.3, that si(M/e/ f ) is 3-connected. Now, we establish
that si(M/{e, f }) = M/{e, f }. If this is not the case, then M has a square Q ′′ such that {e, f } ⊆ Q ′′ .
By orthogonality with T ∗ , Q ′′ contains an element belonging to T ∗ − f ⊆ Q − e. Thus |Q ∩ Q ′′| 2;
a contradiction to Theorem 8.1. Hence si(M/{e, f }) = M/{e, f } is a 3-connected matroid and so M/ f
is also a 3-connected matroid. Note that M/ f contains a triangle T because M is 2-irreducible. There-
fore Q ′ = T ∪ f is a square of M . By orthogonality with T ∗ and Theorem 8.1, Q ∩ Q ′ = {g}, for an
element g ∈ T ∗ − f . We have (ii).
Now, suppose that (i) holds. As si(M/e) = M/e, it follows, by Theorem 9.2, that co(M\e) is 3-
connected. But M\e is not 3-connected and so e belongs to a triad of M . The result follows. 
Lemma 9.5. Suppose that T ∗1 and T ∗2 are different triads and Q is a square of M such that Q  S. If T ∗1 ∩ T ∗2 ∩
Q = ∅, then T ∗1 ∩ T ∗2 ∩ Q = {g} and Q − (T ∗1 ∪ T ∗2 ) = {e}, for some elements e and g of M. Moreover,
(i) Q is the unique square of M that contains g.
(ii) If co(M\h) is 3-connected, for h ∈ [(T ∗1 ∪ T ∗2 )∩ Q ]− g, then Q is the unique square of M that contains h.
(iii) M/e is not 3-connected.
(iv) e belongs to a triad T ∗3 of M.
(v) g ∈ T ∗3 .
Proof. By orthogonality, there are pairwise different elements g, g1 and g2 of Q such that Q ∩ T ∗i ={g, gi}, for each i ∈ {1,2}. Therefore Q = {e, g, g1, g2}, for some element e of M . For i ∈ {1,2}, we set
T ∗i = {g, gi, f i}. By Lemma 2.3, f1 and f2 are different elements of E(M) − Q .
First, we prove (i). Assume that Q ′ is a square of M such that g ∈ Q ′ = Q . By Theorem 8.1,
Q ∩ Q ′ = {g}. By orthogonality with T ∗1 and T ∗2 , { f1, f2} ⊆ Q ′ . Hence Q ∪ Q ′ is a sapphire. As Q  S ,
it follows that Q ∪ Q ′ is not strong; a contradiction to hypothesis and so (i) holds.
Now, we establish (ii). Observe that [(T ∗1 ∪ T ∗2 ) ∩ Q ] − g = {g1, g2}. We can take h = g1. Suppose
(ii) does not hold. If Q ′ is a square of M such that g1 ∈ Q ′ and Q = Q ′ , then, by Theorem 8.1,
Q ∩ Q ′ = {g1} because Q  S . Moreover, Q ∪ Q ′ is not a sapphire of M , otherwise it would be non-
strong. Thus g1 belongs to just one triad of M , namely T ∗1 . In particular, co(M\g1) = M\g1/g . By (i),
co(M\g1) is triangle-free; a contradiction because M is 3-irreducible. Therefore (ii) follows.
Next, we show (iii). Assume that M/e is 3-connected. By Lemma 9.4 and (i), for i ∈ {1,2}, there is
a square Q i of M such that Q ∩ Q i = {gi} and T ∗i ∩ Q i = { f i, gi}. By (ii), co(M\gi) is not 3-connected.
Let {X, Y } be a 2-separation for M\gi such that e ∈ X and min{|X |, |Y |} 3. As Q − e and T ∗3−i are
respectively a triangle and a triad of the 3-connected matroid M/e such that {gi} = (Q − e) − T ∗3−i ,
it follows, by the dual of Lemma 9.3, that co([M/e]\gi) is 3-connected. Observe that {X − e, Y } is a
2-separation for M/e\gi . Hence X − e or Y is contained in a series class of M/e\gi and so X or Y is
contained in a series class of M\gi . Therefore X ∪ gi or Y ∪ gi is contained in a coline of M having at
least 4 elements; a contradiction to Lemma 2.3. Thus (iii) follows.
As si(M/e) = M/e, it follows, by (iii) and Theorem 9.2, that co(M\e) is 3-connected. But M\e is
not 3-connected and so e belongs to a triad T ∗3 of M . We have (iv). Finally, we show (v). We argue by
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semi-binary. As T ∗1 ∩ T ∗3 ∩ Q = ∅, it follows, by (i) and (iii) of this result, that Q is the unique square
of M that contains g1 and M/g2 is not 3-connected. Observe that M/ f2 is 3-connected, otherwise,
by the dual of Tutte’s Triangle Lemma, T ∗2 meets a triangle of M . But M/ f2 contains a triangle, since
M is 2-irreducible, and so f2 belongs to a square Q ′ of M . By orthogonality with T ∗2 and (i), g2 ∈ Q ′ .
As M/g2 is not 3-connected and M/g2 = si(M/g2), it follows, by Theorem 9.2, that co(M\g2) is 3-
connected; a contradiction to (iii). We have (v). 
Lemma 9.6. If T ∗1 and T ∗2 are different triads of M and Q is a square of M such that Q  S, then T ∗1 ∩ T ∗2 ∩
Q = ∅.
Proof. Assume that T ∗1 ∩ T ∗2 ∩ Q = ∅. By Lemma 9.5, T ∗1 ∩ T ∗2 ∩ Q = {g} and Q − (T ∗1 ∪ T ∗2 ) = {g3}, for
elements g and g3 of M . By Lemma 9.5(iv)–(v), there is a triad T ∗3 of M such that T ∗3 ∩ Q = {g, g3}.
We may assume that T ∗i = {g, gi, f i}, for each i ∈ {1,2,3}, and Q = {g, g1, g2, g3}. By Lemma 9.5(iii)
applied to the triads T ∗i and T
∗
j , we have that M/gk is not 3-connected, where {i, j,k} = {1,2,3}.
In particular, M/gi is not 3-connected, for every i ∈ {1,2,3}. Observe that M/ f i is 3-connected, oth-
erwise, by the dual of Tutte’s Triangle Lemma, T ∗i meets a triangle of M . Note that M/ f i contains
a triangle, since M is 2-irreducible, and so f i belongs to a square Q i of M . By Lemma 9.5(i), Q is
the unique square of M that contains g and so, by orthogonality with T ∗i , gi ∈ Q i . As M/gi is not
3-connected and M/gi = si(M/gi), it follows, by Theorem 9.2, that co(M\gi) is 3-connected; a con-
tradiction to Lemma 9.5(ii). 
Lemma 9.7. For each square Q of M such that Q  S, there is a partition {X, Y } of Q and elements e and f
outside Q such that X ∪ e and Y ∪ f are the unique triads of M that meets Q .
Proof. As M is minimally 3-connected, it follows, by Theorem 2.1, that Q meets different triads T ∗1
and T ∗2 of M . By Lemma 9.6, T ∗1 ∩ T ∗2 ∩ Q = ∅. By orthogonality, |T ∗1 ∩ Q | = |T ∗2 ∩ Q | = 2. Therefore{T ∗1 ∩ Q , T ∗2 ∩ Q } is a partition of Q . The result follows. 
Lemma 9.8. If T ∗ is a triad of M such that T ∗ ∩ S = ∅, then T ∗ meets exactly two squares of M.
Proof. First, we show that T ∗ meets at most two squares of M . Assume that Q 1, Q 2 and Q 3 are dif-
ferent squares of M meeting T ∗ . By orthogonality, |T ∗ ∩ Q i | = 2, for every i ∈ {1,2,3}. By Theorem 8.1,
|Q i ∩ Q j | = |(T ∗ ∩ Q i)∩ (T ∗ ∩ Q j)| = 1, when {i, j} is a 2-subset of {1,2,3}. We can label the elements
of T ∗ by e1, e2, e3 such that T ∗ − ei ⊆ Q i . By Lemma 9.7, there is a triad T ∗i of M such that T ∗i meets
Q i and T ∗i ∩ T ∗ ∩ Q i = ∅. For i ∈ {1,2,3}, let T ∗i = {ai,bi, ci}, where ai /∈ Q i . As Q i ∩ Q j = {ek}, where{i, j,k} = {1,2,3}, and Q i = {bi, ci, e j, ek}, it follows that b1,b2,b3, c1, c2, c3, e1, e2, e3 are pairwise
different. In particular, T ∗j ∩ Q i ⊆ {a j} and so ai /∈ Q 1 ∪ Q 2 ∪ Q 3. Thus Q 1 ∪ Q 2 ∪ Q 3 is a diamond
of M . We arrive at a contradiction to Lemma 9.6 because, by Lemma 6.3, there is a triad T ′∗ of M
such that T ′∗ = T ∗ and T ′∗ ∩ T ∗ = ∅. Thus T ∗ meets at most two squares of M .
By the dual of Tutte’s Triangle Lemma, M/e is 3-connected for at least two elements e of T ∗ , say
e1 and e2, since M has no triangles. For i ∈ {1,2}, M/ei has a triangle Ti and so Q i = Ti ∪ ei is a
square of M . If Q 1 = Q 2, then the result follows. Assume that Q 1 = Q 2. Note that e3 /∈ Q 1 because
M is semi-binary. By Lemma 9.7, Q 1 − T ∗ is contained in a triad T ′∗ of M . By the dual of Tutte’s
Triangle Lemma, there is e ∈ Q 1 − T ∗ ⊆ T ′∗ such that M/e is 3-connected because M is triangle-free.
The existence of a second square meeting T ∗ follows from Lemma 9.4. 
Lemma 9.9. There is a triad T ∗ of M such that T ∗ ∩ S = ∅.
Proof. Choose e ∈ E(M) − S . If e belongs to a triad T ∗ of M , then T ∗ ∩ S = ∅, by Lemma 7.2 and the
result follows. We may assume that e does not belong to any triad of M . Therefore co(M\e) is not
3-connected. By Theorem 9.2, si(M/e) = M/e is 3-connected. Thus e belongs to a square Q of M . By
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of M . One of these triads contains e; a contradiction. 
By Lemma 9.9, M has a triad T ∗ such that T ∗ ∩ S = ∅. By Lemma 9.8, T ∗ meets exactly two
squares Q 1 and Q 2 of M . As both Q 1 and Q 2 are not contained in S , it follows, by Theorem 8.1,
that |Q 1 ∩ Q 2| = 1, say Q 1 ∩ Q 2 = {e} and T ∗ = {e, g1, g2}, where gi ∈ Q i − Q 3−i , for each i ∈ {1,2}.
For each i ∈ {1,2}, by Lemma 9.7, Q i meets exactly two triads of M , namely T ∗ and T ∗i , where
T ∗i ∩ Q i = Q i − T ∗ . By Lemma 9.8, Q i is the unique square of M that contains gi , for i ∈ {1,2}. Thus
co(M\e) = M\e/gi is triangle-free. As M is 3-irreducible, it follows that
co(M\e) is not 3-connected. (9.1)
By the dual of Tutte’s Triangle Lemma M/g1 or M/g2 is 3-connected, say M/g1, because M is
triangle-free. But Q 1 − g1 is the unique triangle of M/g1 and so Q 1 − g1, T ∗1 is a maximum fan
of M/g1. As (Q 1 − g1) − T ∗1 = {e}, it follows that (M/g1)\e is 3-connected. But (M/g1)\e = co(M\e);
a contradiction to (9.1). Therefore Theorem 9.1 follows.
Proof of Theorem 1.5. Let M be a semi-binary irreducible matroid. By Theorem 7.30, when M has a
sapphire, Theorem 1.5 follows. Assume that M has no sapphire. We arrive at a contradiction because
(i) of Theorem 9.1 must occur. 
We ﬁnish this section characterizing the 12347-irreducible matroids which are not irreducible.
Theorem 9.10. If M is a 12347-irreducible matroid such that |E(M)| 14, then:
(i) M is irreducible; or
(ii) M is (m,n)-triangular, for some non-negative integers m and n satisfying m + n 2.
Proof. Assume that (i) does not hold, that is, M is 5-reducible or 6-reducible. By Theorem 1.4, M is
semi-binary because any almost-double-wheel and any almost-double-whirl having rank at least 6
is irreducible. By Theorem 7.29, M is strong. By Theorem 9.1, the family of pure rubies and pure
sapphires of M is a partition of E(M). Let S1, . . . , Sm be the family of pure sapphires of M and
let R1, . . . , Rn be the family of pure rubies of M . As |E(M)|  14, it follows that m + n  2. For
i ∈ {1, . . . ,m}, let ai be the nucleus of Si . The other elements of Si can be labeled as xi, yi, zi, x′i, y′i
and z′i such that {ai, xi, x′i}, {ai, yi, y′i} and {ai, zi, z′i} are triads of M . For i ∈ {1, . . . ,n}, let {ei, f i, gi}
be the nucleus of Ri . The other elements of Ri can be labeled as ri, si, ti, r′i, s
′
i and t
′
i such that{ei, ri, r′i}, { f i, si, s′i} and {gi, ti, t′i} are triads of M . Note that Ti = {xi, yi, zi}, for i ∈ {1, . . . ,m}, and
T ′j = {r j, s j, t j}, for j ∈ {1, . . . ,n}, are triangles of N = M\A/B that partition the ground set of N ,
where
A = {a1, . . . ,am, e1, . . . , en, f1, . . . , fn, g1, . . . , gn},
B = {x′1, . . . , x′m, y′1, . . . , y′m, z′1, . . . , z′m, r′1, . . . , r′n, s′1, . . . , s′n, t′1, . . . , t′n}.
If co(N) is 3-connected, then M is (m,n)-triangular and (ii) follows. Suppose that co(N) is not 3-
connected. There is 2-separation {X, Y } of E(N) satisfying
min
{
r(X), r(Y )
}
 2. (9.2)
Choose {X, Y } such that the number of triangles of N belonging to the partition {T1, . . . , Tm,
T ′1, . . . , T ′n} of E(N) meeting both X and Y is minimum. We claim that none of these triangle meets
both X and Y . If T is one of these triangles that meets X and Y , then |T ∩ X | = 2 or |T ∩ Y | = 2,
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ﬁes (9.2). We arrive at a contradiction because fewer triangles in {T1, . . . , Tm, T ′1, . . . , T ′n} meet both
X and Y . Thus there is no triangle in {T1, . . . , Tm, T ′1, . . . , T ′n} meeting both X and Y . For Z ∈ {X, Y },
consider the following sets:
LZ =
⋃
i:T ′i⊆Z
{ei},
AZ =
( ⋃
i:Ti⊆Z
{ai}
)
∪
( ⋃
i:T ′i⊆Z
{ f i, gi}
)
,
B Z =
( ⋃
i:Ti⊆Z
{
x′i, y
′
i, z
′
i
})∪
( ⋃
i:T ′i⊆Z
{
r′i, s
′
i, t
′
i
})
.
As, in M\A, each element of B Z is in series with some element of Z , for both Z ∈ {X, Y }, it follows
that {X ∪ BX , Y ∪ BY } is a 2-separation for M\A. But L = LX ∪ LY is a set of coloops of M\(A − L) and
so {X ∪ BX ∪ LX , Y ∪ BY ∪ LY } is a 2-separation for M\(A− L). Observe that, for Z ∈ {X, Y }, Z ∪ B Z ∪ LZ
spans AZ in M . Thus {X ∪ BX ∪ LX ∪ AX , Y ∪ BY ∪ LY ∪ AY } is a 2-separation for M; a contradiction. 
Note that Theorem 1.7 is a consequence of Theorems 1.3, 1.5 and 9.10. By the comments made
before the statement of Theorem 1.6, Theorem 1.6 is a consequence of Theorem 9.10.
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