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Resumen 
 
El principal problema que afrontan los servicios de descargas es la 
sobrecarga de sus servidores, en concreto, en momentos de alta demanda 
puntual. Cosa que deriva en la degradación del servicio ocasionando cortes 
en la distribución del contenido. Una manera de afrontar este problema es 
mediante el uso de redes de distribución de contenido (CDN). Las CDN 
disponen de varios servidores situados en distintas áreas geográficas para 
distribuir el contenido. Sin embargo, el usuario utiliza únicamente un servidor 
para la descarga. La calidad de servicio queda supeditada a la capacidad 
disponible del servidor escogido y al estado de la red entre el servidor y el 
usuario. 
 
En este TFG diseñamos, implementamos y analizamos una solución, para 
este problema, basada en la distribución multifuente de contenidos (DMC). 
Los protocolos escogidos para la distribución son HTTP/1.1 y HTTP/2. En la 
DMC el contenido es distribuido desde múltiples servidores en paralelo. Para 
ello el contenido a distribuir es segmentado y replicado dentro de una red de 
distribución. Con ello, limitamos la carga de los servidores ya que, esta, 
queda repartida de forma uniforme; reducimos el impacto en la descarga de 
posibles congestiones de red y aumentamos la velocidad de las descargas. 
También, en caso de fallos en la descarga, se ha implementado un sistema 
de recuperación n-ario que reintenta la descarga utilizando otra fuente y de 
forma transparente para el usuario. 
 
Finalmente, hemos realizado pruebas de rendimiento de la DMC. En ellas, se 
ha verificado la viabilidad de la distribución multifuente. También hemos 
comparado el rendimiento de la DMC respecto los sistemas de descarga de 
fuente única. Los resultados resaltan un incremento significativo, por parte de 
la DMC, de la velocidad de descarga de un fichero estático respecto sistemas 
de fuente única. 
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Overview 
 
 
In recent years, the main download services are facing an increased demand 
for content. The main problem faced by these services is overloading, 
particularly when high demand. Which leads to the degradation of service, 
causing outages in the distribution. One way to address this issue is by using 
content delivery networks (CDN). CDN has several servers placed in different 
geographic areas to distribute the content. However, only one server is used 
by each download. The quality of service is subject to the capacity of the 
chosen server and the network status between the server and the user. 
 
In this degree thesis, we design, implement and analyse a solution for this 
issue called multi source content distribution (MCD). The protocols chosen for 
distribution are HTTP/1.1 and HTTP/2. Using a MCD the content is distributed 
from multiple servers in parallel. To distribute the content, it’s segmented and 
replicated in a distribution network. Thus, limits the server overloading, reduce 
the impact of a possible network congestion and also increase download 
speed. In case of failure, the solution has a n-ary recovery system which 
retries the failed downloads from another source without user interaction. 
 
Finally, we did some performance tests. In this, we have found that the 
solution is feasible and improves the download speed over downloading a 
static file from a single source. 
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INTRODUCCIÓN 
 
 
Una red de distribución de contenidos (CDN, Content Delivery Network en 
inglés) es una red superpuesta (overlay en inglés) de ordenadores que 
contienen copias de datos replicados en varios puntos con el fin de maximizar 
el ancho de banda para el acceso a ellos. Los clientes acceden de forma 
transparente a una de las réplicas de la información en contraposición a una 
distribución clásica donde los clientes acceden a la misma copia de los datos 
localizada en un mismo servidor central.  
 
La Distribución Multifuente de Contenidos (DMC) para clientes web es una 
forma de distribuir contenidos estáticos en la que se distribuye la carga de 
distribución de un contenido entre n servidores. Para ello, se divide el archivo 
original en m segmentos llamados chunks que serán distribuidos por cada uno 
de los n servidores. Durante el proceso de descarga cada uno de los m chunks 
es almacenado en el disco duro del cliente. En caso de fallo se hace uso de un 
sistema de recuperación n-ario. Una vez finalizada la descarga se ensamblan 
los chunks y se muestra al usuario. 
 
La DMC para clientes web es especialmente útil en servicios de descarga 
directa de ficheros estáticos, p. ej. discos de instalación de Ubuntu. El principal 
problema que afrontan estos servicios es la sobrecarga de los servidores, 
también llamados fuentes ante un aumento de la demanda. Esto deriva en la 
degradación del servicio ocasionando cortes en la distribución del contenido. 
Una manera de afrontar este problema es mediante el uso de redes de 
distribución de contenido (CDN). Las CDN son un grupo de servidores 
dispuestos en varias áreas geográficas que ayudan a entregar el contenido al 
usuario final con más rapidez. Pese a disponer de varios servidores la 
distribución de contenido sigue una relación cliente-servidor 1:1 con lo que la 
calidad de servicio queda supeditada a la capacidad disponible del servidor 
escogido y del estado de los enlaces entre éste y el cliente. En la DMC para 
clientes web la relación cliente-servidor es de 1:n. Al descargar un fichero de 
forma paralela desde n servidores, el rendimiento de la descarga equivale a la 
suma de rendimiento de cada uno de los n servidores. Además, en caso de 
saturación de alguno de los enlaces se reduce el impacto en los clientes al 
hacer uso de diferentes caminos para la descarga. Por otro lado, la gestión de 
infraestructuras para una CDN es complejo y requiere de la contratación de 
personal especializado en administración de sistemas y redes. La DMC abstrae 
esta complejidad presentando al cliente un portal de gestión que permite operar 
sin la necesidad de conocimientos técnicos.  
 
Este trabajo realiza una prueba de concepto de la DMC para clientes web y 
estudia su impacto en varios escenarios dónde se utilizan diferentes tamaños 
de chunk. El sistema hace uso de los protocolos HTTP/1.1 y HTTP/2. En 
cuanto al número de servidores de ficheros se utilizan 3. También se analiza 
qué ocurre cuando se producen errores en la descarga de chunks dónde se 
hace uso del sistema de recuperación n-ario. Finalmente, se compara el 
rendimiento de esta solución con el de una descarga monofuente. 
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Este trabajo está organizado de la siguiente manera. El capítulo 1 ofrece una 
visión general de la DMC mediante la presentación general de su arquitectura y 
de los elementos que la componen. En el capítulo 2 se presenta el entorno y 
las metodologías de desarrollo y trabajo. El capítulo 3 explica el plano de 
servicio de la DMC. El capítulo 4 explica el proceso de descarga de la DMC y el 
proceso de recuperación n-ario. En el capítulo 5 se exponen pruebas de 
rendimiento del sistema y se comentan sus resultados. Finalmente, en el 
capítulo 6 se presentan las conclusiones y líneas futuras fruto de este trabajo. 
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CAPÍTULO 1.  ARQUITECTURA DE LA DMC 
 
En el diseño de la DMC distinguimos tres componentes arquitectónicos: el 
plano de servicio, formado por todos los módulos que conforman el sistema de 
distribución; el plano de cliente, entendido como la aplicación de gestión del 
propietario de un contenido que quiere distribuirlo vía la DMC; y el plano de 
usuario, formado por los elementos que permiten al usuario final descargar el 
contenido localmente. La arquitectura general de una DMC se muestra en la 
figura (Fig. 1.1). 
 
 
 
 
Fig. 1.1 Arquitectura de la DMC 
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1.1. Plano de servicio 
 
El plano de servicio se compone de tres elementos. En primer lugar, un 
servidor web encargado de alojar la web de gestión para clientes, es decir, la 
aplicación web mediante la cual los propietarios del contenido lo subirán a la 
DMC para que sea distribuido a través de ella. Después un servicio al que 
denominamos servicio ranger 1que está formado por un módulo encargado de  
la segmentación y réplica de chunks, es decir, dividir el archivo a distribuir en 
chunks y replicarlos en cada una de las máquinas del módulo de alojamiento, y 
otro encargado del balanceo de carga, esto es, cuando recibe una petición de 
descarga de un contenido se encarga de devolver la lista de servidores, 
primario y de respaldo, de cada chunk. Por último, el módulo de alojamiento 
(hosting2, en inglés) entendido como el conjunto de máquinas que almacenan 
réplicas del contenido segmentado. 
 
Las tareas de segmentación y réplica forman parte del proceso de carga de 
contenidos por parte del cliente, es decir, cuando el cliente sube un contenido 
para su distribución en la DMC hay que crear los chunks y distribuir réplicas en 
los servidores de hosting. El proceso de segmentación es llevado a cabo por un 
programa de segmentación de ficheros. Para esta tarea se contemplaron los 
programas Split, 7z, Nautilus y GNOME Split [5]. El elegido fue Split [6] debido 
a que permite su uso desde línea de comandos y viene por defecto en la 
mayoría de sistemas UNIX. 
 
Los chunks resultantes son replicados por los servidores de la red de 
distribución mediante el programa Secure Copy (SCP) [7]. SCP es un medio de 
transferencia segura de archivos entre un terminal local y otro remoto o entre 
dos terminales remotos, usando el protocolo Secure Shell (SSH) [8]. 
 
El módulo de balanceo de carga es el encargado de procesar las peticiones 
que realizan los usuarios cuando quieren descargar un contenido. El enlace a 
un contenido será una llamada al sistema de balanceo que según una 
determinada política de balanceo de carga generará una lista con k enlaces de 
descarga para cada uno de los m chunks siendo el primero el que apunta al 
servidor primario seleccionado por el sistema y los k-1 restantes los de 
respaldo. La lista es agregada a una estructura que denominamos manifest y 
que es devuelta como respuesta. Esta respuesta será procesada en el cliente 
en el módulo ranger cliente. La figura (Fig. 1.2) representa esquemáticamente 
la comunicación entre el usuario y el módulo de balanceo de carga. 
 
                                            
1 El nombre “ranger” para el servicio y el cliente viene de que, inicialmente, la DMC iba a estar 
basada en la descarga por rangos de un único fichero estático. Finalmente, quedó la opción 
2 Debido al amplio uso del término anglosajón este es el que utilizaremos a lo largo de la 
memoria. 
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Fig. 1.2 Proceso de balanceo de carga 
 
 
El manifest (Fig. 1.3) se distribuye en formato JSON (JavaScript Object 
Notation). JSON es un formato ligero para el intercambio de datos, fácilmente 
interpretable por los navegadores web y ampliamente aceptado por los 
principales servicios de Internet [9].  
 
Los atributos del manifest son el identificador único (id) del archivo a 
descargar; el nombre del archivo resultante (name); y una lista de chunks. Cada 
uno de los chunks es un objeto JSON cuyos atributos son el índice (index) del 
chunk y una lista de enlaces (candidates) para descargar los chunks. El 
primer elemento de la lista de candidates contiene el enlace de descarga al 
servidor primario seleccionado por el balanceador de carga y el resto son los 
enlaces de respaldo. El número de candidates será siempre menor o igual al 
número de servidores de hosting de la DMC. 
 
 
{	
		"id":	"0db391f587a4610373fbb714c05d2456",	
		"name":	"debian.iso",	
		"chunks":	[	
				{	
						"index":	0,	
						"candidates":	[	
								"https://46.101.41.32:4431/0db391f587a4610373fbb714c05d2456/debian.iso.00",	
								"https://46.101.40.237:4431/0db391f587a4610373fbb714c05d2456/debian.iso.00"	
						]	
				},	
				{	
						"index":	1,	
						"candidates":	[	
								"https://46.101.40.237:4431/0db391f587a4610373fbb714c05d2456/debian.iso.01",	
								"https://178.62.65.116:4431/0db391f587a4610373fbb714c05d2456/debian.iso.01"	
						]	
				},	
				{	
						"index":	2,	
						"candidates":	[	
								"https://178.62.65.116:4431/0db391f587a4610373fbb714c05d2456/debian.iso.02",	
								"https://46.101.41.32:4431/0db391f587a4610373fbb714c05d2456/debian.iso.02"	
						]	
				}	
		]	
...	
} 
 
Fig. 1.3 Ejemplo de Manifest 
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1.2. Plano de cliente 
 
El plano del cliente consta por un lado de una aplicación web que el cliente 
ejecuta en su navegador para la subida de contenido a la DMC. Esta aplicación 
web es servida desde un servidor web que mantiene la DMC. Por otro lado, el 
cliente tiene su propio servidor web que será accedido por los usuarios para 
descargar un contenido. 
 
La subida de contenidos se hace contra el módulo de segmentación y réplica 
en una comunicación que se representa en la figura (Fig. 1.4). Vía una petición 
HTTP POST el cliente sube el fichero a distribuir al servicio ranger. El 
procesado de la petición consiste en la segmentación en chunks y la 
replicación de los mismos en los servidores de hosting. 
 
 
 
 
Fig. 1.4 Proceso de segmentación y réplica 
 
 
Como se ha dicho, el servidor web del cliente sirve el contenido estático con los 
enlaces al contenido que se distribuye mediante la DMC. Asimismo, distribuye 
el módulo ranger cliente que constituye la API (Application Programming 
Interface) del cliente del servicio así como los módulos que tenga que 
desarrollar el cliente para hacer uso de esta API ajustándose a los 
requerimientos propios de su web. 
 
 
1.3. Plano de usuario 
 
El plano de usuario corresponde a la aplicación web que ejecuta el usuario que 
quiere descargar un determinado contenido en su máquina local a través de un 
navegador. El módulo encargado de gestionar la descarga es ranger cliente. 
 
El proceso de descarga se representa en la figura (Fig. 1.5). El usuario obtiene 
el manifest tal y como se ha descrito en la Sección 1.1. A partir de este fichero 
el módulo ranger cliente comienza la descarga paralela los m chunks desde k 
servidores primarios que se le indican en el manifest (o en los de respaldo si no 
es posible la descarga desde el primario). A medida que los chunks se van 
descargando se van añadiendo a una lista de forma ordenada. Esta lista es 
utilizada posteriormente por el módulo ranger cliente para reconstruir el fichero 
estático original y almacenarlo en el disco duro del usuario. 
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Fig. 1.5 Proceso de descarga de chunks 
 
	
1.4. Uso de HTTP para la descarga de chunks 
 
La red de distribución de contenidos está compuesta por un conjunto variable n 
de servidores encargados de servir los chunks a los usuarios. 
 
HTTP es el protocolo de Internet usado en cada transacción de la World Wide 
Web (www). Es un protocolo orientado a transacciones y sigue el esquema 
petición-respuesta entre un cliente y un servidor. HTTP/1.1 es la primera gran 
revisión del protocolo y el más utilizado en la actualidad. Una de sus 
características es el pipelining o posibilidad de enviar múltiples peticiones a la 
vez por la misma conexión. Esto es especialmente interesante en el contexto 
de la DMC ya que al tiempo de descarga de cada chunk, hay que añadirle el 
tiempo que se tarda en abrir y cerrar la conexión por dónde este viaja durante 
la descarga. En la práctica, se considera una técnica muerta debido al, 
prácticamente, nulo soporte en los navegadores web actuales [10]. 
 
HTTP/2 es la segunda gran actualización del protocolo HTTP. Publicado en 
mayo de 2015, a fecha de septiembre de 2015 es utilizado en el 1,4% de las 
páginas web a nivel mundial [11]. HTTP/2 hace uso de la técnica multiplexado 
que permite utilizar una conexión para todas las peticiones entre un servidor 
web y el navegador. Para ello, segmenta los mensajes de petición y respuesta 
en unos pequeños segmentos llamados frames. Cada frame es etiquetado para 
su posterior ensamblado en destino. Esto permite hacer un uso mucho más 
eficiente de la red ya que permite enviar las peticiones de forma simultánea al 
contrario de pipelining, puesto que el último solo permite procesar una petición 
a la vez por conexión. Otra mejora importante de HTTP/2 es la compresión de 
cabeceras. Esto permite reducir el uso de datos (bandwith) mediante la 
eliminación de contenido redundante en las cabeceras [12]. 
 
Finalmente, las conexiones cliente-servidor son cifradas mediante el protocolo 
criptográfico TLS, mediante el uso de certificados digitales autofirmados (ver 
Sección 2.2.4). El motivo principal es que el soporte de HTTP/2 de la mayoría 
de navegadores web fuerza su uso, pese a no ser un requisito del estándar. 
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CAPÍTULO 2.  METODOLOGIAS Y HERRAMIENTAS 
 
En este capítulo expondremos la metodología seguida para el diseño y la 
implementación del proyecto así como las herramientas utilizadas para 
implementar cada uno de los módulos que implementan el servicio de la red 
DMC propuesta. 
 
 
2.1. Metodologías de trabajo 
 
El primer paso en todo proyecto software es la definición de requisitos y, 
posteriormente, su separación en pequeñas tareas más fáciles de gestionar. En 
caso de que las tareas requieran de implementación en código, estas son 
traducidas en pruebas de código. Luego, se puntúa cada tarea con un tiempo 
de resolución y se ranura, esto es, dividir el tiempo en pequeñas franjas. 
Finalmente, se resuelven las tareas. Para todo ello, se han combinado tres 
metodologías diferentes:  Kanban, Pomodoro y desarrollo guiado por pruebas 
(TDD). 
 
El Kanban, en desarrollo de aplicaciones, es un sistema visual de gestión de 
procesos que muestra el qué, el cuándo y el cómo desarrollar inspirándose en 
el Lean manufacturing; un modelo de gestión enfocado a la creación de flujo 
para poder entregar el máximo valor para los clientes, utilizando para ello los 
mínimos recursos necesarios [13] [14]. 
 
La técnica Pomodoro es un método para la administración del tiempo. La 
técnica usa un reloj para dividir el tiempo dedicado a un trabajo en intervalos de 
25 minutos, llamados pomodoros, separados por pausas. El método se basa en 
la idea de que las pausas frecuentes pueden mejorar la agilidad mental y trata 
de ofrecer una respuesta eficaz frente al tiempo, en lugar del estado de 
ansiedad que suele provocar el "devenir" del tiempo [15]. 
 
El Desarrollo guiado por pruebas de software (TDD del nombre en inglés) es 
una práctica de ingeniería de software en la que se escribe una prueba y se 
verifica que falla. A continuación, se implementa el código que hace que la 
prueba pase satisfactoriamente y seguidamente se refactoriza el código escrito. 
La refactorización (del inglés refactoring) es una técnica de la ingeniería de 
software para reestructurar un código fuente, alterando su estructura interna sin 
cambiar su comportamiento externo [16]. El propósito del desarrollo guiado por 
pruebas es lograr un código que funcione. La idea es que los requisitos sean 
traducidos a pruebas y así cuando las pruebas se pasen se garantizará que el 
software cumple con los requisitos que se han establecido [17]. 
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2.2. Herramientas 
2.2.1. Segmentador de ficheros 
 
Tal y como se ha descrito en la Sección 1.1, durante el proceso de 
segmentación de ficheros utilizamos el programa split. El uso del comando 
split es el siguiente: 
 
split	<fichero_a_segmentar>	-n	<número_chunks>	-d	<prefijo>	
	
Donde fichero_a_segmentar es el contenido a distribuir, el 
numero_chunks  indica en cuántos trozos se divide el fichero y el prefijo 
es nombre sobre el cual se concatena una secuencia que identifique a cada 
uno de los chunks respecto al total. Finalmente el parámetro –d  indica que la 
secuencia es numérica en lugar de alfabética. Un ejemplo de uso es el 
siguiente: 
 
split	ubuntu.iso	-n	500	-d	ubuntu_	
 
 
2.2.2. Réplica de contenidos 
 
Para la réplica de contenidos utilizamos scp tal y como se ha descrito en la 
Sección 1.1. El método de uso es el siguiente: 
 
scp	–r	<directorio_origen>	<usuario_remoto>@<host_remoto>:<directorio_destino> 
 
El objetivo es replicar los chunks almacenador en el directorio_origen en 
el directorio_destino alojado en el servidor host_remoto. Como 
consecuencia del uso del protocolo SCP, es necesario autenticarnos 
introduciendo el usuario_remoto. 
 
 
2.2.3. Generación resumen MD5 para identificador de contenido 
 
Para la generación del resumen MD5 que identifica a los contenidos, utilizamos 
el programa md5sum, equipado en la mayoría de sistemas Linux. Este acepta 
un fichero de entrada y devuelve el resumen MD5 asociado a este. Por 
ejemplo, especificando el fichero de entrada (128k), se obtiene la siguiente 
salida:  
md5sum	128k	=>	e89900a2e0e1afff46eed7601b03a8f8	
	
Siendo e89900a2e0e1afff46eed7601b03a8f8 el resultado de la 
operación. 
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2.2.4. Generación de certificados digitales auto firmados 
 
OpenSSL es un software libre que implementa el protocolo TLS. Fue diseñado 
para la confiabilidad, prevención de escucha, manipulación y ataques de man 
in the middle. En concreto, nosotros lo utilizaremos para la generación de 
certificados SSL.  
 
Los certificados SSL sirven para que un cliente verifique la identidad del 
propietario de un servicio. Esta operación se lleva a cabo mediante una 
autoridad de certificación de confianza por ambas partes que firma el 
certificado generado por el propietario del servicio. En nuestro caso, vamos a 
prescindir de esta autoridad y vamos a auto firmar nuestros propios 
certificados. Para ello utilizamos el siguiente comando [18]: 
 
openssl	req	-newkey	rsa:2048	-nodes	-keyout	domain.key	-x509	-out	domain.crt	
  
Este comando genera una clave privada de 2048 bits (domain.key) mediante 
el uso de la opción –newkey rsa:2048 y un certificado auto firmado 
(domain.crt) mediante la opción –x509. 
 
2.2.5. Capturar y analizar tráfico TCP 
 
Para capturar el tráfico TCP hemos utilizado tcpdump, una herramienta de línea 
de comandos cuya utilidad principal es analizar el tráfico que circula por la red. 
Además,  permite al usuario capturar y mostrar a tiempo real los paquetes 
transmitidos y recibidos en la red a la cual el ordenador está conectado [19]. El 
comando utilizado para capturar el tráfico TCP es el siguiente: 
 
tcpdump	-i	eth0	-s96	-w	captura.pcap	port	4432	
 
Donde -i eth0 indica la interfaz de red desde dónde capturar el tráfico; -s96 
indica a tcpdump que únicamente tenga en cuenta las cabeceras TCP, ya que 
las capturas pueden llegar a pesar varios Gigabytes y así reducimos 
considerablemente su tamaño; -w captura.pcap permite volcar los datos 
capturados a un fichero para su posterior análisis; y finalmente, port 4432 
filtra el tráfico a partir de un puerto dado. 
 
Una vez capturado el tráfico, es analizado por tcpdump para obtener datos 
como  p. ej. el número de conexiones totales en una transmisión. Para ello 
utilizamos el siguiente comando: 
 
tcpdump	–nr	captura.pcap	\		
								'tcp[tcpflags]	&	(tcp-syn|tcp-ack)	=	(tcp-syn|tcp-ack)'	|	wc	-l	
 
Donde -nr permite leer una captura de tráfico (captura.pcap); la expresión  
'tcp[tcpflags] & (tcp-syn|tcp-ack) = (tcp-syn|tcp-ack)' lista 
los paquetes SYN+ACK presentes en la captura, es decir, las conexiones 
establecidas. La salida de este comando es redirigida utilizando | hacia el 
programa wc que, a groso modo, cuenta el número de conexiones mediante el 
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uso de la opción -l. El resultado muestra un número por pantalla equivalente 
al número de conexiones totales capturadas. 
 
 
2.2.6. Analizador de conexiones TCP simultáneas 
 
Para poder visualizar en tiempo real el número de conexiones abiertas por un 
programa utilizamos tcptrack, un monitor de conexiones TCP. Para ello, 
utilizamos el siguiente comando: 
 
tcptrack	-i	eth0	port	4432	
 
Donde -i eth0 indica la interfaz de red desde dónde se monitoriza el tráfico y 
port 4432 indica el puerto a escuchar. 
 
 
2.2.7. Herramienta para pruebas de carga 
 
Para realizar pruebas de carga utilizamos h2load, una herramienta de código 
abierto por línea de comandos, cuya característica principal es tener soporte 
para HTTP/1.1 y HTTP/2. De este modo podemos utilizar la misma herramienta 
en ambos. Para realizar las pruebas utilizamos el siguiente comando: 
 
h2load	-n	100	-c	1	https://192.168.56.2:4431/867M	
 
Donde -n 100 indica el número de peticiones; -c 1 el número de clientes 
concurrentes y el resto es la dirección al recurso a probar. 
 
 
2.2.8. Servidores de ficheros 
 
Como servidores de ficheros nuestra elección es nginx para servir ficheros 
mediante el protocolo HTTP/1.13 y h2o para el protocolo HTTP/2. 
 
Nginx es un servidor web ligero de alto rendimiento utilizado por sitios como 
WordPress, Netflix o Facebook [20]. NGINX es además conocido por su 
estabilidad, poco consumo de recursos y ser altamente configurable. Para 
conocer los detalles de la configuración, ver anexo A.2.  
 
H2o es un servidor HTTP de nueva generación y de alto rendimiento que se 
beneficia de todas las características de HTTP/2, incluyendo priorización de 
                                            
3 En el momento de desarrollar este trabajo, el soporte para HTTP/2 de NGINX se encuentra en 
fase experimental. 
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contenido y server push4. También es muy ligero y fácil de configurar. Para 
conocer los detalles en la configuración, ver anexo A.1 
 
Desde el punto de vista físico, los servidores utilizados están compuestos por 
una CPU, 512 MB de memoria RAM, 20 GB de memoria SSD, 1 TB de 
transferencia y el sistema operativo Ubuntu Server 14.04 de 64 bits instalado. 
 
 
2.2.9. Control de versiones 
 
El control de versiones es un sistema que registra los cambios realizados sobre 
un archivo o conjunto de archivos a lo largo del tiempo, de modo que sea 
posible recuperar versiones específicas más adelante [21]. De este modo, las 
herramientas de control de versiones permiten comparar, revisar e incluso dar 
marcha atrás a cambios realizados. En este proyecto hemos utilizado la 
herramienta de control de versiones Git y GitHub como servicio de alojamiento 
y gestión. 
 
Git es un software de control de versiones pensado para la eficiencia y la 
confiabilidad del mantenimiento de versiones de aplicaciones cuando éstas 
tienen un gran número de archivos de código fuente. Git es creado durante el 
desarrollo del sistema operativo Linux, siendo este su uso más emblemático 
[22]. GitHub es una plataforma de desarrollo colaborativo para alojar proyectos 
utilizando el sistema de control de versiones Git [23]. 
 
 
2.2.10. Integración continua 
 
La integración continua es un modelo informático que consiste en hacer 
integraciones automáticas de un proyecto lo más a menudo posible para así 
poder detectar fallos cuantos antes. El proceso suele ser: cada cierto tiempo, 
leer el repositorio de código de un servicio y/o aplicación, ejecutar las pruebas y 
generar informes [24]. 
 
Como herramienta de integración continua hemos utilizado Travis CI, un 
servicio distribuido de integración continua gratuito para repositorios de código 
abierto alojados en GitHub. Travis CI detecta automáticamente cuando hay 
cambios en GitHub. Cuando esto sucede construye el proyecto y ejecuta las 
pruebas. Una vez finalizadas las pruebas, genera un informe y lo envía por 
email a las personas suscritas.  
 
 
                                            
4 Server push es una característica de HTTP/2 que permite al servidor enviar contenido que 
cree que el cliente le va a solicitar de forma proactiva eliminando el tiempo de petición por parte 
del cliente. 
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2.3. Entorno de desarrollo 
 
Cuando hablamos de entorno de desarrollo diferenciamos dos entornos: 
entorno de servicio y entorno de cliente. En el entorno de servicio el código 
fuente es ejecutado en un servidor a la espera de resolver peticiones por parte 
de un cliente. En este entorno el código es más fácil de probar y, en general, se 
trata de un entorno controlado, es decir, un entorno configurado para la 
ejecución del servicio. En el entorno de cliente el código fuente es ejecutado en 
el navegador de los clientes; al contrario el entorno de servicio, el código 
relacionado con el cliente es más difícil de probar y se encuentra en un entorno 
complejo en el que la ejecución del código está supeditada a la implementación 
del propio navegador. 
 
El lenguaje de programación escogido para este proyecto es JavaScript. El 
motivo principal es que podemos utilizar el mismo lenguaje tanto para el cliente 
como para el servidor. La implementación de JavaScript en el lado servidor 
utilizada es Node.js. Node.js es un entorno asíncrono orientado a eventos 
diseñado para crear aplicaciones escalables. Hace uso de JavaScript para su 
sintaxis. 
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CAPÍTULO 3.  PLANO DE SERVICIO 
 
Desde el punto de vista del plano de servicio, este trabajo se ha centrado en el 
diseño de una DMC para clientes web considerando únicamente la 
implementación del módulo de balanceo de carga. La implementación de la 
web de gestión y el módulo de segmentación y réplica se considera fuera del 
ámbito de alcance del trabajo. Las tareas de segmentación y réplica son 
desarrolladas manualmente con el objetivo de proveer al sistema de contenido 
de prueba. 
 
 
3.1. Web de gestión 
 
La web de gestión consiste en un portal dónde los clientes dan de alta 
contenido a distribuir. La idea es que los clientes se autentican para acceder a 
la web; una vez dentro se les presenta una lista con el contenido dado de alta y 
se les da la posibilidad de modificar el contenido listado o añadir nuevo 
contenido. Tanto si el cliente accede a modificar un contenido existente o 
añadir uno nuevo, se presenta el mismo formulario a excepción del añadido de  
un botón de “dar de baja” en caso de modificación. El formulario está 
compuesto por tres campos: número de réplicas, el fichero a distribuir y un 
nombre. El número de réplicas representa el número de puntos desde donde el 
usuario podrá adquirir el contenido; el fichero a distribuir puede ser cualquier 
tipo de fichero estático; el nombre es utilizado, por defecto, en el archivo 
resultante una vez ha sido descargado por el usuario. Una vez cumplimentados 
los campos se habilita un botón para “dar de alta” o “modificar” el contenido. Al 
hacer clic se envía el formulario en una petición HTTP POST5 al servicio 
ranger que responderá, como se puede ver en la figura (Fig. 3.1), con un 
código de estado6 201 – Created en caso de que la petición haya resultado 
satisfactoria. Cuando la petición no pueda ser cursada, el servicio ranger puede 
devolver un código de error de la familia 40x para errores de cliente y de la 
familia 50x para errores de servidor. 
 
 
 
 
Fig. 3.1 Diagrama de actividad del proceso de alta y/o modificación de 
contenido 
                                            
5 El método HTTP POST sirve para enviar formularios a ser procesados por un servicio web. 
6 Los códigos de respuesta HTTP permiten a un cliente web conocer el estado de una petición. 
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3.2. Módulo de segmentación y réplica 
 
El módulo de segmentación y réplica forma parte del servicio ranger. Este 
consiste en un servicio que recoge las peticiones realizadas por el cliente 
desde la web de gestión. En base a las peticiones recibidas, tal y como  
muestra la figura (Fig. 3.2), el módulo realiza una serie de tareas y devuelve 
una respuesta al cliente. El caso de uso principal es el relacionado con el “dar 
de alta” un contenido. En este, el servicio está a la espera de una petición 
HTTP POST por parte de un cliente con los parámetros nombrados en la 
Sección 3.1. Una vez recibida la petición se verifican los parámetros; en caso 
de error en los parámetros se para el proceso y se devuelve un código de error 
400. El siguiente paso es generar el identificador del contenido; para ello se 
utiliza el resumen MD5 del fichero a replicar tal como se muestra en la Sección 
2.2.3, esto es, obtener una secuencia que identifique el contenido de forma 
unívoca, utilizando el algoritmo criptográfico de 128 bits MD5 [25]. La elección 
del algoritmo MD5 respecto otros algoritmos criptográficos mejores como SHA-
2 es su menor consumo de recursos, lo que se traduce en mayor velocidad de 
cálculo [26]. Seguidamente, se segmenta el fichero según el procedimiento 
especificado en la Sección 2.2.1. Luego, en base al número de réplicas 
especificadas por el cliente, se inicia el proceso de réplica mediante el proceso 
especificado en la Sección 2.2.2. Una vez finalizado el proceso de réplica se 
notifica al cliente mediante un código de respuesta 201 - Created. En caso de 
un error por parte del servicio durante el proceso, se notifica al cliente con un 
código de respuesta  500 - Internal Server Error. 
 
 
 
 
Fig. 3.2 Diagrama de actividad del proceso de segmentación y réplica de 
contenidos 
 
 
3.3. Balanceo de carga 
 
El módulo de balanceo de carga es un servicio API que recoge peticiones 
HTTP GET7 realizadas por el usuario final desde la web del cliente; el resultado 
a esta petición es un 200 - OK en el que la entidad HTTP es el manifest en 
caso de que la petición se curse correctamente, un 400 - Bad Request cuando 
los parámetros del formulario son incorrectos o un 500 - Internal Server Error 
                                            
7 El método HTTP GET sirve para obtener información del servidor. 
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en caso de error interno del servicio. La petición debe apuntar a un contenido 
alojado en la DMC mediante su identificador (id) y debe especificar el 
protocolo de descargas a utilizar entre h11 y h2 para HTTP/1.1 y HTTP/2 
respectivamente. Así, p. ej. la petición HTTP utilizada para obtener el manifest 
puede tener la siguiente forma: 
 
> GET /resource/0db391f587a4610373fbb714c05d2456/h11 HTTP/1.1 
> User-Agent: curl/7.35.0 
> Host: 192.168.56.3:4430 
> Accept: */* 
 
donde 0db391f587a4610373fbb714c05d2456 es el identificador (id) del 
contenido. 
 
El objetivo del módulo de balanceo es generar un manifest (ver Sección 1.1) 
que distribuya la carga de manera uniforme entre todas las réplicas disponibles. 
Para ello, ver (Fig. 3.3), dentro del ResourceController, para cada chunk se 
genera una lista aleatoria de K réplicas sin repetición. Si el contenido tiene 
asociados M chunks se obtienen un total de M*K enlaces. Pese a que el primer 
enlace (el de más prioridad) puede repetirse entre chunks, no es problema, en 
cuanto el número de chunks sea relativamente alto; ya que a mayor número de 
chunks mejor es el muestreo y por tanto más se acerca el balanceo a una 
distribución uniforme de réplicas. Por lo tanto, el balanceo de carga mejora 
según el tamaño del contenido a distribuir. Además, el diseño modular del 
balanceador permite incorporar futuros algoritmos (policy) que mejoren el 
balanceo de carga en situaciones concretas y/o puntuales. 
 
 
 
 
Fig. 3.3 Diagrama de actividad del proceso de balanceo de carga 
 
 
ResourceController es el módulo donde se aloja el código relacionado con el 
balanceo de carga. Presenta un diseño modular, es decir, se divide la 
funcionalidad del módulo en pequeñas funciones con el fin de hacerlo más 
legible y manejable, en lugar de concentrar todas las funcionalidades en una 
función compleja. Esto favorece la realización de pruebas de código y el 
intercambio de funcionalidades, esto es p. ej.,  poder seleccionar el algoritmo 
de balanceo  sin cambiar la implementación de todo el módulo. El diagrama de 
clases está representado en la figura (Fig. 3.4). El método principal 
getResource acepta como parámetros una petición (req) utilizada para 
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extraer el identificador del contenido (id) y el protocolo (protocol); y una 
respuesta (res) utilizada para enviar la respuesta al usuario. 
 
 
 ResourceController 
+ resource(model): object 
+ getResource(req: object, res: object): object 
- getResourceJSON(id: string, protocol: string, callback: function): 
function 
- getResource(id: string): object 
- checkProtocol(protocol: string, callback: function): function 
- getServers(protocol: string): list 
- getRandomSequence(numServers: number): list 
- checkDuplicates(sequence: list, randomIndex: number): boolean 
 
Fig. 3.4 Diagrama de clases del resourceController 
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CAPÍTULO 4.  DESCARGA DE CONTENIDO 
 
En este capítulo expondremos el proceso de descarga de contenido utilizado 
en la DMC. Dicho proceso se inicia en el plano de usuario, concretamente, en 
la página web del cliente cuando un usuario pulsa el enlace que inicia la 
descarga de un contenido. Esta petición se recibe en el servidor y se inicia el 
proceso descrito en la Sección 3.3. El  manifest resultante es utilizado por el 
cliente ranger, descrito en la Sección 1.3, para realizar el proceso de descarga 
de la DMC, es decir, el cliente descarga un contenido desde diferentes réplicas 
de forma simultánea con el objetivo aumentar la velocidad de descarga y desde 
el punto de vista del servidor, aligerar su carga.  
 
Hemos implementado una página web de cliente para probar la DMC. Esta, 
contiene una lista de contenidos y dos botones; el primero para iniciar la 
descarga mediante HTTP/1.1 y HTTP/2 respectivamente. En general, la 
implementación de esta página corre a cargo del cliente, por lo tanto nos 
centraremos en la implementación del cliente ranger y su sistema de 
recuperación n-ario. 
 
El proceso de descarga, representado en la figura (Fig. 4.1), consiste en iniciar 
de forma paralela la descarga de todos los chunks listados en el fichero 
manifest siempre y cuando no se indique lo contrario por parte del cliente. Para 
ello, el programa utiliza una cola de descargas (queue) dónde se encolan los 
chunks a descargar. Tras determinar si hay descargas pendientes el programa 
retira el primer elemento de la cola y procede con su descarga. La descarga es 
asíncrona y orientada a eventos, es decir, una vez hecha la petición al servidor 
la aplicación se desentiende de la descarga hasta recibir una respuesta 
(evento) que puede ser un HTTP 200 - Ok donde la entidad HTTP corresponde 
con el chunk descargado o un código de error. En caso de recibir un código 
200, la entidad es agregada a una lista de chunks (blobs) junto a su índice 
(id); luego, se reinicia el proceso de descarga. En caso contrario, es decir, que 
se produzcan errores en la petición, en el servidor o en la conexión, se 
incrementa en uno el valor de una variable  numérica retries que indica el 
número de reintentos realizados para este chunk; en caso de ser mayor a cero, 
indica que hay reintentos pendientes. 
 
El proceso de descarga es repetido hasta que la cola de descargas se vacíe y 
no queden retransmisiones por hacer. En caso de que se produzca un 
reintento, se hace uso del sistema de recuperación n-ario que consiste en 
reintentar la descarga fallida, siempre que sea posible, y desde una réplica 
distinta. Para ello, lo primero es verificar si el número de reintentos (retries) 
es inferior al número de réplicas (candidates) disponibles para el chunk a 
reintentar. Si se cumple la condición, se reintenta la descarga desde otra 
réplica repitiendo el proceso del párrafo anterior pero sin retirar elementos de la 
cola de descarga; En caso contrario se da por fallida la descarga al no ser 
posible la descarga de una de sus partes desde ninguna de las réplicas 
disponibles. 
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Una vez descargados todos los elementos de la cola (queue) y finalizadas las 
retransmisiones (retries), el programa une todos los chunks de la lista 
blobs obteniendo, así, el fichero resultante. Tanto los chunks descargados 
como el fichero resultante se almacenan en una carpeta temporal en el disco 
duro del usuario, por lo tanto, el último paso es consultar al usuario dónde 
quiere almacenar el fichero descargado. Una vez movido el fichero al directorio 
indicado por el usuario se da por finalizado el proceso de descarga. 
 
 
 
 
Fig. 4.1 Diagrama de actividad del proceso de descarga 
 
 
Desde el punto de vista del código, el cliente ranger presenta un diseño 
modular, siendo la función ranger su método principal.  La figura (Fig. 4.2) 
muestra el diagrama de clases del cliente ranger: 
 
 
 ClienteRanger 
+ queue: list 
+ chunks: list 
+ filename: string 
+ hmtlResource: object 
+ ranger(json: object, maxDownloads: number, htmlResource: object): 
function 
+ downloadHandler(maxDownloads: number): void 
+ getChunks(numChunks: number, retries: number, resourceToRetry: 
object): function 
+ retryDownload(numCandidates: number, retries: number, numChunks: 
number, resource: object): function 
+ joinChunks(chunks: list): blob 
+ appendBlobURL(url: string, name: string): void 
 
Fig. 4.2 Diagrama de clases del cliente Ranger 
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CAPÍTULO 5.  PRUEBAS DE RENDIMIENTO 
 
En ese capítulo vamos a realizar tres pruebas. La primera prueba consiste en 
verificar el funcionamiento de la DMC desde un escenario real, es decir, ver el 
comportamiento de la DMC desde navegadores web; La segunda consiste en 
una batería de pruebas de carga que permita obtener parámetros de 
rendimiento. Finalmente, hemos realizado una emulación que determine si hay 
mejoras de rendimiento haciendo uso de la DMC para dos réplicas respecto a 
una descarga desde una única fuente. 
 
 
5.1. Funcionamiento de la DMC en un entorno real 
 
En esta sección vamos a probar la DMC desde diferentes navegadores web, 
con el fin de ver cómo es el comportamiento del sistema. Para ello, vamos a 
proceder a la descarga de un archivo de 852 MB segmentado en chunks de 1 
MB desde los navegadores Chrome, Firefox y Safari utilizando los protocolos 
HTTP/1.1 y HTTP/2, descritos en Sección 1.4 y desde tres réplicas. En cuanto 
a los resultados, nos centraremos en los relacionados con las conexiones 
necesarias para llevar a cabo la descarga. 
 
 
5.1.1. HTTP/1.1 
 
Se espera que HTTP/1.1 utilice una conexión por descarga por cada chunk 
descargado. Sin embargo, debido a que los sitios web incluyen cada vez más 
recursos a descargar, es de esperar que los navegadores establezcan más 
conexiones simultáneas. También, es de esperar la reutilización de conexiones 
mediante el uso de conexiones keepalive, es decir, conexiones persistentes. 
Esto permite limitar el número de establecimientos de conexión  y mejorar la 
eficiencia del protocolo TCP [27]. Para analizar los resultados han sido 
utilizadas las herramientas tcpdump (ver Sección 2.2.5) como analizador de 
tráfico de red y tcptrack (ver sección 2.2.6) como analizador de conexiones 
TCP en tiempo real. 
 
Los resultados, ver la figura (Fig. 5.1), muestran que Chrome y Firefox hicieron 
uso de 18 conexiones simultáneas (6 por servidor) para la descarga de los 852 
chunks y Safari 15 (5 por servidor). En cuanto a las conexiones totales, 
tomando como base el navegador Chrome, se establecieron un total de 114 
conexiones TCP, confirmando así el uso de conexiones keepalive. 
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Fig. 5.1 Número de conexiones simultáneas según navegador para HTTP/1.1 
 
 
5.1.2. HTTP/2 
 
En esta prueba esperamos resultados diferentes a los mostrados en la prueba 
anterior ya que HTTP/2 hace uso del multiplexado, es decir, transmite los flujos 
(streams 8en inglés) entre un cliente y un servidor por una única conexión. Un 
stream es un canal bidireccional por donde se transmiten todos los mensajes 
relacionados con la descarga de cada chunk [28]. Por lo tanto, es de esperar 
que los resultados muestren el uso de una única conexión TCP por origen 
durante la descarga de los 852 chunks. 
 
Los resultados, ver la figura (Fig. 5.2), muestran que Chome, Firefox y Safari 
utilizan 3 conexiones simultáneas para la descarga del fichero, utilizando 
únicamente 1 por servidor; por lo tanto, se confirma el uso del multiplexado de 
streams por parte de HTTP/2. 
 
 
                                            
8 Debido al amplio uso del término anglosajón este es el que utilizaremos a lo largo de la 
memoria. 
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Fig. 5.2 Número de conexiones simultáneas según navegador para HTTP/2 
 
 
Finalmente, en la figura (Fig. 5.3) se muestra el número total de conexiones 
utilizadas para la descarga usando HTTP/1.1 y HTTP/2. La optimización de 
conexiones TCP por parte de HTTP/2 es clara. 
 
 
 
 
Fig. 5.3 Comparativa conexiones totales entre HTTP/1.1 y HTTP/2 
  
 
5.1.3. Conclusiones 
 
El hecho de dividir un archivo estático en chunks hace que las transferencias 
HTTP sean muchas y cortas (a ráfagas), mientras que TCP fue diseñado 
pensando en pocas transferencias y largas. Utilizando una única conexión por 
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pareja cliente-servidor, mediante HTTP/2 las transmisiones son más largas y 
muchas menos con lo que se infiere un uso más eficiente del protocolo TCP. 
 
 
5.2. Pruebas de carga 
 
En esta sección se realizarán dos pruebas con el fin de comprobar el 
comportamiento de un servidor de ficheros ante condiciones de un alto número 
de peticiones. Para ello, asumimos que se distribuye un archivo de gran 
tamaño haciendo uso de un número limitado de réplicas. En este escenario 
cada réplica, de media, sirve un total de 852 chunks de 1 MB por usuario 
mediante los protocolos de descarga HTTP/1.1 y HTTP/2. La elección de 
utilizar esta cantidad de chunks por réplica se debe a que el archivo de pruebas 
tiene un tamaño de 852 MB; Más allá de resultar simplista, consideramos que 
tal cantidad de chunks a descargar por réplica nos permite emular la situación 
planteada de forma satisfactoria. En la primera prueba se emulan 100 usuarios 
concurrentes y un total de 85200 peticiones y en la segunda, 500 usuarios 
concurrentes y 426000 peticiones. Las herramientas utilizadas son tcpdump 
como capturador y analizador de tráfico, y h2load como herramienta de 
pruebas de carga (ver Sección2.2.7). Finalmente, tanto para el cliente como 
para el servidor, se utilizaron las máquinas descritas en la Sección 2.2.8. 
 
 
5.2.1. 100 clientes simultáneos 
 
En esta prueba se simula el impacto de 100 clientes simultáneos en un servidor 
que tiene que servirle 852 chunks de 1 MB a cada uno. Se espera que esta 
prueba suponga un problema para nuestro servidor y afloren las optimizaciones 
de HTTP/2 vistas en la Sección 5.1 respecto a HTTP/1.1.  
 
Se obtienen dos resultados interesantes. El primero, ver figura (Fig. 5.4), 
muestra el número de conexiones totales utilizadas para 85200 peticiones.  
HTTP/2 multiplexa las peticiones/respuestas entre cada cliente emulado y el 
servidor en una única conexión TCP estableciendo, en total, 100 conexiones. 
En cuanto a HTTP/1.1 se utiliza el mecanismo keepalive para aprovechar 
conexiones. Así, en lugar de establecer 85200 conexiones, se establecen 
27121. Pese a la mejora, queda muy atrás de las 100 conexiones establecidas 
por HTTP/2. El segundo, ver figura (Fig. 5.5), corresponde al número de 
peticiones por segundo que es capaz de cursar el servidor para cada protocolo. 
Utilizando HTTP/2, el servidor es capaz de cursar las 85200 peticiones del 
cliente a una tasa de 107,92 peticiones por segundo. En cambio, HTTP/1.1 
cursa el mismo número de peticiones a una tasa de 82,43 peticiones por 
segundo. 
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Fig. 5.4 Comparativa de conexiones totales utilizadas para 85200 peticiones 
 
 
 
 
 
Fig. 5.5 Tasa de cursado de 85200 peticiones según protocolo 
 
 
5.2.2. 500 clientes simultáneos  
 
Esta prueba queda invalidada debido a un bloqueo de nuestras instancias por 
parte del proveedor de host de los servidores. La razón es que nuestras 
pruebas provocaron un ataque de denegación de servicio contra la 
infraestructura de nuestro proveedor impidiendo que continuáramos con las 
pruebas. Para el seguimiento de la incidencia, ver Anexo B.  
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5.2.3. Conclusiones 
 
Las conclusiones de las pruebas de carga son parciales, puesto que no 
pudimos realizar la prueba con 500 clientes simultáneos. Respecto a la prueba 
de 100 clientes simultáneos, se evidencia la necesidad del uso de HTTP/2 en 
una DMC. Sin embargo, a la vista de los resultados, nos hubiera gustado 
repetir la primera prueba, pero, emulando una descarga típica, es decir, sin 
segmentación de ficheros, con el fin de determinar el impacto directo de la 
segmentación en la descarga. Finalmente, de haber dispuesto de los recursos 
necesarios, nos hubiera gustado repetir las pruebas utilizando servidores de 
alto rendimiento para poder determinar hasta qué punto es determinante una 
posible congestión en la red respecto a un equipo potente capaz de cursar un 
mayor número de peticiones. 
 
 
5.3. Pruebas de rendimiento 
 
En esta sección vamos a comparar el rendimiento de la DMC frente a los 
modos de distribución clásicos, es decir, una única fuente entre un cliente y un 
servidor. Para ello, vamos a emular un escenario en el que tenemos un cliente 
y dos réplicas. Las pruebas a realizar son tres: la primera emula una descarga 
de una única fuente en el que hay un cliente descarga un fichero sin segmentar 
de 867 MB y mediante el protocolo HTTP/1.1. La segunda prueba emula una 
descarga mediante el uso de una DMC. El fichero descargado es el mismo, 
pero utilizando dos réplicas de forma simultánea; para ello, el fichero es 
segmentado en dos chunks y es descargado haciendo uso de HTTP/1.1. La 
tercera prueba es idéntica a la segunda salvo por la utilización del protocolo 
HTTP/2.  
 
Para realizar las pruebas, hemos utilizado el programa h2load descrito en la 
sección 2.2.7. Con el fin de obtener un muestreo suficiente, en los tres casos, 
hemos configurado h2load para realizar un total de 100 peticiones emulando un 
cliente cada vez. Para emular la descarga multifuente, se ha escrito un 
pequeño programa que ejecuta de forma simultánea dos instancias de 
h2load; dónde cada una emula la descarga entre un cliente y una de las dos 
réplicas. El resultado es la suma de los resultados de ambos. Finalmente, es de 
esperar un incremento considerable de rendimiento en la descarga multifuente 
respecto a la descarga monofuente; diferencia que debería de mejorar 
levemente, al utilizar HTTP/2 debido a las optimizaciones de este último vistas 
en las Secciones 5.1 y 5.2. 
 
Los resultados, en la figura (Fig. 5.6), muestran un incremento de rendimiento 
por parte de la DMC respecto a la descarga clásica de un 43,2% en la 
velocidad de descarga cuando utilizamos el mismo protocolo. Esta diferencia 
se incrementa, efectivamente, cuando utilizamos la DMC en el que la 
velocidad de descarga mejora un 55,78% respecto la descarga de una única 
fuente. Se demuestra, así, la mejora en la velocidad de descarga utilizando la 
DMC respecto las descargas de una única fuente. 
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Fig. 5.6 Comparativa velocidad de descarga entre descarga de fuente única y 
DMC para fichero de 867 MB 
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CAPÍTULO 6.  CONCLUSIONES Y LÍNEAS FUTURAS 
 
Se ha cumplido el objetivo principal del trabajo, es decir, hemos diseñado e 
implementado una DMC para clientes web. A través de una serie de pruebas 
experimentales hemos mostrado la viabilidad de las descargas multifuente 
como alternativa a una CDN basada en la descarga desde una fuente única. 
 
Respecto a los protocolos utilizados en las descargas de ficheros, el que mejor 
resultados nos ha dado es HTTP/2. En todo momento se ha mostrado superior 
a HTTP/1.1, su versión previa.  Por lo tanto, es el protocolo que utilizaremos 
para la DMC. 
 
Se ha probado el sistema en varios escenarios: un escenario real en el que un 
usuario accede a una página web para descargar un fichero. La descarga de 
este fichero se realiza mediante el uso de la DMC con resultados satisfactorios. 
El segundo escenario emula una situación de alto estrés para la DMC; para 
ello, se realizaron pruebas de carga contra una réplica. Este escenario quedó 
invalidado parcialmente debido a un corte del servicio por parte de nuestro 
proveedor de hosting. En el tercer y último escenario, se comparan las 
descargas monofuente contra la DMC. Para ello, se utiliza una réplica y un 
fichero para la descarga monofuente y; dos réplicas y dos chunks para la 
multifuente. Los resultados fueron los esperados, mostrando una mejoría en la 
descarga más que evidente por parte de nuestra solución. 
  
En cuanto a las ventajas de la DMC se destacan: un incremento en la velocidad 
de descarga significativa; reducción en la carga de cada una de las réplicas 
debido a que ésta se reparte de forma uniforme entre las réplicas; el sistema de 
recuperación n-ario que permite que la descarga no se vea afectada por 
problemas puntuales y con un impacto en el usuario mínimo.  
 
Finalmente, en cuanto a líneas futuras, se considera la implementación de los 
módulos que se quedaron fuera del ámbito de alcance del trabajo. Esto es, la 
implementación de la web de gestión para clientes de la DMC siguiendo el 
diseño propuesto en la Sección 3.1 y la automatización del proceso de 
segmentación y réplica mediante la implementación del servicio propuesto en la 
Sección 3.2. Finalmente, no estaría de más añadir la funcionalidad de pausado 
de descargas. En una descarga monofuente mediante CDN, si un usuario 
pausa la descarga, no es seguro que pueda reanudarla desde el punto en el 
que se quedó, ya que al reanudar la descarga, es posible que se utilice un 
servidor distinto  al utilizado previamente. Tal y como se ha demostrado con el 
sistema de recuperación n-ario, con la DMC sí es posible, pero requiere de 
implementar una serie de mejoras en el cliente ranger. 
 
Debido a que este proyecto, básicamente, se trata de un desarrollo de 
software, el impacto ambiental se ve reducido al consumo energético durante la 
elaboración del trabajo.  
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 ANEXO A. CONFIGURACIÓN DE LOS SERVIDORES DE 
DESCARGA 
 
A.1. h2load 
 
A continuación se presenta la configuración empleada en el archivo h2o.conf. 
Aquí se configuran los directorios dónde se vuelcan los logs, el usuario a 
utilizar para ejecutar el servidor y se añade configuración específica por host. 
En nuestro caso tenemos uno “localhost” dónde se añade cross domain para 
todo dominio (para un entorno de pruebas), se especifica el content root, el 
puerto a escuchar y la clave y certificados ssl. 
 
# global configuration 
access-log: /var/log/h2o/access.log 
error-log: /var/log/h2o/error.log 
user: www-data 
 
# listening ports and protocols 
hosts: 
  "localhost": 
    header.add: "Access-Control-Allow-Origin: *" 
    paths: 
      "/": 
        file.dir: /home/nadim/www 
    listen: 
      port: 4432 
      ssl: 
        key-file: /home/nadim/www/server.key 
        certificate-file: /home/nadim/www/server.crt 
 
Para ejecutar el servidor utilizamos el siguiente comando y le especificamos la 
ruta al archivo de configuración: 
 
h2o -c /home/nadim/h2o.conf 
 
Para más información sobre la instalación y configuración de h2o visitar el 
siguiente enlace: https://h2o.examp1e.net/configure/quick_start.html 
 
 
A.2. nginx 
 
A continuación se muestra la configuración empleada para nginx.El archivo a 
modificar está ubicado en la carpeta sites-enabled dentro de la ruta de nginx. 
En nuestro caso es /etc/nginx/sites-enabled/h11 y en él configuramos los 
parámetros requeridos para HTTP/1.1 sobre TLS. Para ello en las primeras 
cuatro líneas especificamos el puerto a escuchar tanto en ipv4 como en ipv6 y 
los directorios dónde se encuentra la clave privada y el certificado digital. 
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Seguidamente especificamos el content root y configuramos el cross domain 
para todo origen (mala política pero válido para entorno de pruebas). 
 
 
server { 
  listen 4431 ssl default_server; 
  listen [::]:4431 ssl default_server; 
 
  ssl_certificate /home/nadim/www/server.crt; 
  ssl_certificate_key /home/nadim/www/server.key; 
 
  root /home/nadim/www; 
 
  location / { 
    try_files $uri $uri/ =404; 
 
    if ($request_method = 'OPTIONS') { 
      add_header 'Access-Control-Allow-Origin' '*'; 
      return 204; 
    } 
    if ($request_method = 'GET') { 
      add_header 'Access-Control-Allow-Origin' '*'; 
    } 
  } 
} 
 
Para ejecutar nginx, utilizamos /etc/init.d/nginx start 
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 ANEXO B. INCIDENCIA CON PROVEEDOR DE HOST 
 
Durante la realización de las pruebas de carga sufrimos un corte de servicio en 
nuestros servidores. Seguidamente recibimos un correo de nuestro proveedor 
de host, digitalocean. A continuación se adjuntan los correos electrónicos 
intercambiados durante esta incidencia en orden de creación: 
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