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Abstract
We employ a 훥CoVaR model in order to measure the potential impact of temperature fluc-
tuations on systemic risk, considering all companies from the STOXX Europe 600 Index, 
which covers a wide range of industries for the period from 1/1/1990 to 29/12/2017. Fur-
thermore, in this study, we decompose temperature into 3 factors; namely (1) trend, (2) 
seasonality and (3) anomaly. Findings suggest that, temperature has indeed a significant 
impact on systemic risk. In fact, we provide significant evidence of either positive or non-
linear temperature effects on financial markets, while the nonlinear relationship between 
temperature and systemic risk follows an inverted U-shaped curve. In addition, hot tem-
perature shocks strongly increase systemic risk, while we do witness the opposite for cold 
shocks. Additional analysis shows that deviations of temperature by 1 ◦C can increase the 
daily Value at Risk by up to 0.24 basis points. Overall, higher temperatures are highly det-
rimental for the financial system. Results remain robust under the different proxies that 
were employed to capture systemic risk or temperature.
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1 Introduction
Understanding the empirical relationship between climate change and financial markets 
is gaining much prominence within the recent climate - finance literature. Literature has 
shown that temperature is a risk factor that can erratically affect economic activity (Dell 
et al. 2014; IPCC 2014). At the same time, the persistent trend of rising temperature has 
been spreading uncertainty to the whole financial system and thus it significantly contrib-
utes to systemic risk (e.g., Battiston et al. 2017). The systemic risk element of temperature 
has a twofold justification. First, variations of temperature can trigger a direct revaluation 
of climate sensitive assets. Particularly, equity losses can occur due to direct exposures 
to climate shocks such as natural catastrophes, changes in climate policy and increased 
energy costs (ESRB Advisory Scientific Committee 2016). Second, firms that possess 
climate sensitive assets could affect the financial system given their high interconnection 
with other businesses, thereby increasing systemic risk indirectly (Battiston et  al. 2017). 
For instance, on one hand, temperature could affect agricultural output (i.e., direct impact 
of temperature) (Schlenker and Roberts 2009), while on the other, agricultural firms that 
experience abnormal losses due to weather conditions might subsequently transmit uncer-
tainty to their counterparts or to other industries with which they trade (i.e., indirect impact 
of temperature) (Miranda and Glauber 1997). Amid climate change, radical uncertainty1 
impedes the capacity of financial markets to operate efficiently. The reason is that investors’ 
expectations about future environmental regulations and climate change events are highly 
disparate and therefore climate sensitive assets are impossible to be reevaluated instantane-
ously (Aglietta and Espagne 2016; Karydas and Xepapadeas 2019). Instead, what can be 
observed, historically, is investors’ reaction on temperature changes. With these in mind, 
our overriding priority is to investigate whether systemic risk is conditioned on tempera-
ture changes. At the same time, we also address other noteworthy questions such as: Is 
climate uncertainty priced in financial markets? How much is the cost for the financial 
system? Do we have only losers or also gainers?
As far as the motivation of our study is concerned, it should be noted that in this paper, 
we combine knowledge from (1) the effects of temperature on stock markets and (2) the 
broader systemic risk literature. The first strand of the literature concentrates mainly on 
how temperature innovations influence stock market returns (e.g., Cao and Wei 2005; 
Bansal and Ochoa 2011; Novy-Marx 2014; Donadelli et  al. 2017b; Balvers et  al. 2017). 
This strand has mainly identified that temperature has macroeconomic risk characteris-
tics that affect stock market returns. A possible explanation has been given by labour pro-
ductivity scholars. In particular, Hsiang (2010), Donadelli et  al. (2017b), Letta and Tol 
(2018) underscore that temperature and productivity are negatively related and this could 
potentially lead to financial turmoil, considering that their interaction might change the 
components of aggregate supply and demand (ESRB Advisory Scientific Committee 2016; 
Dafermos et al. 2017). In close relation to this, Weagley (2018) supports that extreme tem-
peratures would increase the energy demand and consequently increase operational cost 
for firms. By contrast, Cao and Wei (2005) offers an alternative justification by claiming 
1 Radical uncertainty hypothesis has been described by Aglietta and Espagne (2016) and defined as collec-
tive prudential actions that minimise the probability of occurrence of unforeseen events due to high uncer-
tainty. For instance, investors might be driven away from climate sensitive firms (selling climate sensitive 
stocks) because they anticipate unexpected climate events.
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that temperature variations can affect financial behaviour as temperature has been found to 
cause psychological disturbances.
The second strand of the literature highlights the importance of systemic risk on finan-
cial stability; especially during financial crises (e.g., crisis 2007–2009), when financial sta-
bility seems quite vulnerable to rises in systemic risk. Systemic risk does not only affect 
financial markets but it can also have severe consequences to the real economy (Galati and 
Moessner 2013). For this reason, policymakers and researchers have developed analytic 
tools in order to measure and predict rises in systemic risk (e.g., Engle and Manganelli 
2004; White et al. 2015; Adrian and Brunnermeier 2016). Accordingly, the main objective 
of these tools is to stress the equilibria generated by exogenous shocks. Empirical exam-
ples are abundant, for instance, Reboredo and Ugolini (2015) who study systemic risk 
dependency across European sovereign debt markets, Mensi et al. (2017a) who find that oil 
price volatility generates systemic risk to currencies and vice versa. Along a similar vein, 
de Mendonça and da Silva (2018) show that liquidity, profitability, leverage and interest 
rates have important role in triggering systemic risk fluctuations in the financial sector.
In this regard, to empirically examine whether temperature shocks affect systemic risk, 
we follow the Conditional Value at Risk (CoVaR) literature (Adrian and Brunnermeier 
2016). CoVaR is a systemic risk measure that is robust to spillover effects and distribu-
tion assumptions and is defined as the spread between the Value at Risk of the financial 
system and that of an institution under distress. The attractiveness of CoVaR lies in its abil-
ity to pinpoint the root of economic crises, while computationally can be easily facilitated 
through a quantile regression framework. The motivation of using CoVaR stems from the 
fact that some firms might be affected by climate change while others not. This method 
offers a unique potential to identify both an asset that has the highest risk exposure and the 
interconnectedness of this asset with other assets across the financial system. Given that 
temperature can directly trigger macroeconomic alterations (Dell et al. 2014), climate-sen-
sitive firms inevitably absorb the initial shock emerging from these alterations and transmit 
it even further, generating spillovers to the whole economy. Hence, with the use of CoVaR, 
we can examine the Value at Risk dependency on temperature fluctuations.
Our study provides the following main contributions. First, while previous literature 
investigates whether temperature affects stock market returns (Cao and Wei 2005; Bansal 
et  al. 2016; Apergis and Gupta 2017; Balvers et  al. 2017), this is the first study, to the 
best of our knowledge, to empirically investigate if temperature has an impact on systemic 
risk. Our study is motivated by prior literature underlining the systemic element of climate 
change (Aglietta and Espagne 2016; ESRB Advisory Scientific Committee 2016; Battiston 
et al. 2017). Second, the study provides strong evidence from the European Union; an area 
highly committed to climate change mitigation. Contrary to existing literature that uses 
lower frequency data, we use 28 years of daily data that might directly account for both 
short-term and long-term temperature effects. That is, either quarterly or annual data can-
not fully detect temperature variations because crucial information about temperature is 
cancelled out. Thus, CoVaR can measure the maximum daily losses attributed to changes 
in temperature. Finally, we decompose temperature as suggested by the climate change lit-
erature (Vecchio and Carbone 2010; Ji et al. 2014) and thus we provide a more meaningful 
and articulate picture of temperature effects. Particularly, the decomposition employed in 
this study implies that we provide evidence about the unexpected temperature variations on 
the systemic risk of firms.
The main findings of the study indicate that, in a panel data sample of 600 firms for 
7305 trading days in 17 different EU countries from 1/1/1990 to 29/12/2017, tempera-
ture has a prominent role in affecting the 99% daily and monthly CoVaR. In particular, we 
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document that temperature has a nonlinear effect on systemic risk. Moreover, we observe 
that temperature shocks contain a systemic risk factor that strongly increases the losses of 
firms. What is more, cold shocks have a negative contribution to systemic risk, while the 
effect of hot shocks appears to be positive. Alternative model specifications, such as differ-
ent systemic risk and temperature shock proxies as well as lower frequency examination, 
establish the robustness of the results with some small variations across different indus-
tries. Particularly, in line with Balvers et  al. (2017), we demonstrate that manufacturing 
firms seem to be the ones mostly affected by temperature variations.
The findings of the study are very important to promote the climate-finance research. 
Scholars can monitor climate-sensitive firms that have spillover effects to the whole finan-
cial system. IPCC (2014) forecasts higher frequency and magnitude of extreme weather 
events and rising temperatures. For this reason, our study pinpoints a possible way of meas-
uring firms’ climate systemic impact and thus helps the financial system to be equipped 
with adequate tools and knowledge in view of further climate change deterioration.
The remainder of the paper is structured as follows: Sect. 2 outlines the previous cli-
mate change - financial literature and states the hypotheses. Section 3 presents the data, the 
CoVaR methodology, the temperature components and the testable regressions. In Sect. 4, 
results are reported. Section 5 summarises and concludes.
2  Literature Review and Hypotheses
2.1  Systemic Risk
We commence this section by presenting a brief review of the literature on systemic risk. 
Systemic risk can be defined as the increase in losses due to the spreading of financial dis-
tress across firms (Engle and Manganelli 2004; Adrian and Brunnermeier 2016). There is 
a large body of literature that proposes different methods in order to model systemic risk. 
Assessing systemic risk has been highlighted especially during financial crises (Galati and 
Moessner 2013).
Value at Risk (VaR) is the most widespread measure of losses due to its simplicity. The 
VaR for any firm given can be written as:
where Xi is the stock return losses of a firm i for which VaRqi is defined and q% is the quan-
tile of the probability distribution, where the upper tail of the distribution denotes the high-
est financial losses. However, VaR is not sufficiently focused on systemic risk and this is 
because VaR is a sample of returns of a firm i at isolation. Thus, VaR neglects the spillover 
effects, which are responsible for spreading the risk. Another problematic setting in VaR 
calculation is that financial time-series are highly skewed, indicating that VaR underesti-
mates or overestimates the actual risk. As described by Angelidis et  al. (2007), in order 
to forecast the risk accurately, VaR modelling needs to accommodate non-symmetrical fat 
tails.
Dealing with the skewness of returns, Giot and Laurent (2003) propose univariate and 
multivariate ARCH models based on skewed student distribution. Furthermore, Engle 
and Manganelli (2004) use a combination of quantile regressions with GARCH models 
in order to allow for relaxation of any distribution assumptions, but at the same time this 
method assumes that systemic risk has a short autoregressive memory. Similarly, White 
Pr(Xi ≤ VaRqi) = q%,
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et al. (2015) propose a method that utilizes vector autoregressive models simultaneously 
with the associated quantile of stock returns. This method is robust to outliers and tailors 
different variables in order to deal with the spillover effects.
The most recent contributions to VaR modelling emphasise the importance of spillo-
ver effects (e.g., Girardi and Tolga Ergün 2013; Reboredo et al. 2016; Mensi et al. 2017b; 
Karimalis and Nomikos 2018). In the influential study of Adrian and Brunnermeier (2016), 
the VaR of the whole financial sector is conditional on one particular firm under distress; 
this is known in the risk literature as CoVaR. CoVaR can be easily measured by quantile 
regressions. 훥CoVaR , which is the main risk measure of this analysis, is the difference 
between the CoVaR of a firm under distress and the CoVaR of the median state of this firm. 
Adrian and Brunnermeier (2016) show that 훥CoVaR is a robust method, which captures the 
tail dependency of stock returns, and the sensitivity of 훥CoVaR can be tested by accommo-
dating different micro and macro risk variables.
2.2  Temperature and Economy
We now move on to discuss why temperature is a macroeconomic risk factor. Rising global 
temperature can have an impact on the economy and activate macroeconomic alterations. 
Fankhauser and Tol (2005), Stern (2007), Du et  al. (2017), Colacito et  al. (2018) argue 
that climate change will have a direct effect on countries’ GDP due to the fact that they 
have to bear the consequences of extreme weather events, such as rainstorms, extreme tem-
peratures and floods. Having quantified this effect, Horowitz (2009) documents that 1 ◦ C 
increase in average temperature would decrease the world GDP by 3.8%. Heal and Kris-
tröm (2002), Dell et al. (2014), Donadelli et al. (2017a), Arbex and Batu (2018) underline 
that temperature shocks are inevitably connected with agricultural outcome, health, tour-
ism, productivity, energy consumption, research & development and to some extent the 
economic performance of firms. Schlenker and Roberts (2009) identify that temperature 
changes can have an impact on agricultural products; their findings indicate that different 
temperature change scenarios can lead to decrease in the average crop yield from 30 to 82% 
by the end of the century. Moreover, Deschenes (2014) underscores that the direct recipient 
of climate change is humans, and the main threat is whether humans will be able to adapt 
to the new environment or not. According to World Health Organization,2 (2016) the direct 
cost to health will be 2–4 billion USD annually by 2030 due to the increasing number of 
deaths caused by climate change. Letta and Tol (2018) find a strongly negative relationship 
between total factor productivity and temperature. Donadelli et  al. (2017b) support that 
temperature shifts have a long run negative effect on labour productivity. Hsiang (2010) 
finds that increasing temperature by 1 ◦ C can have negative effect of 2.4% on labour pro-
ductivity. Similar finding is supported by Graff Zivin and Neidell (2014) who identify that 
a temperature rise reduces the hours worked in industries.
Besides, literature supports that temperature is a risk factor that affects the economy. 
Global warming can bring financial instability because it directly affects components of 
aggregated demand for energy (Dafermos et al. 2017; Weagley 2018). Therefore, to some 
extent macroeconomic consequences are attributed to climate change, however the main 
challenge is to test if temperature risk is transmitted to financial markets.
2 Retrieved from http://www.who.int/media centr e/facts heets /fs266 /en/.
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2.3  Temperature and Financial Markets
Before turning to the empirical climate-finance literature, it is sequential to understand 
the link between stock price movements and temperature. This link can be summarised 
in four main points: (1) evidence from psychological literature shows that temperature 
affects investors’ mood (Kamstra et al. 2003; Cao and Wei 2005); (2) temperature acts as a 
reminder and increases investors’ concerns about imminent de-carbonised policies (Kary-
das and Xepapadeas 2019); (3) extreme temperatures would increase energy consumption, 
and thus firms have to bear higher cost to maintain standard working conditions (Weagley 
2018); and (4) temperature shocks act as a systematic negative productivity shock, which 
in turn affect the stock valuations (Balvers et al. 2017; Donadelli et al. 2019).
A summary of the empirical literature is given by Table 1. In the seminal contributions 
of Kamstra et al. (2003), Cao and Wei (2005), a stock market anomaly was observed; high 
temperature causes apathy towards financial markets while cold temperature is followed 
by higher risk-taking. Temperature-stock anomaly is also supported by Novy-Marx (2014) 
who states that global warming can be used as a proxy because it has a significant role in 
predicting financial anomalies.
Additionally, Bansal and Ochoa (2011) present that temperature is a source of aggre-
gated risk and they identify a temperature beta in the stock market, which is the risk expo-
sure of stocks to the temperature. They perform cross sectional regressions for different 
portfolios sorted by country and their results indicate that countries closer to Equator 
hold a strong and negative temperature risk premium but moving away from Equator the 
effect becomes positive. Negative beta is followed by higher stock returns, implying that 
there is a higher compensation for assets that are exposed to higher temperatures. Bansal 
et al. (2016) add long-run temperature shifts in their analysis in order to separate the long 
from the short run effect of the temperature. They, overall, find that temperature risk has a 
negative effect on equity valuations. Similarly, Balvers et al. (2017) examine the effect of 
temperature shocks on the cost of equity. By taking different portfolios and incorporating 
temperature shocks in asset pricing models, the authors identify that temperature is a risk 
factor that has significant and negative effect on firms’ stock returns that operate in climate 
sensitive industries. Their findings suggest that 0.22% of the total cost of equity is attrib-
uted to temperature risk. Therefore, it can be argued that temperature is an aggregated risk 
factor that influences the stock returns depending on the geographical latitude (Bansal and 
Ochoa 2011) and the industry (Balvers et al. 2017). Temperature negatively affects produc-
tivity and therefore the results are not surprising since productivity shocks play a crucial 
role in equity valuations (Garlappi and Song 2016). In align with the theory of finance, 
temperature risk can be categorised as a risk factor that has a negative effect on equity 
evaluations (Chen and Wang 2012).
2.4  Temperature Information
Before proceeding to state our hypotheses, it is important to investigate the different tem-
perature proxies used in relevant analyses and the information content of temperature data.
There is a plethora of proxies about the temperature effects. While, Kamstra et al. (2003) 
employ daily raw temperature data as predictive variable of stock returns, most of the studies 
use temperature anomaly. Temperature anomaly is defined either as the difference between 
the daily temperature and the average historic temperature, or as the innovations of tempera-
ture, when lower frequency data are examined (Cao and Wei 2005; Novy-Marx 2014; Bansal 
1729Can Variations in Temperature Explain the Systemic Risk of…
1 3
Ta
bl
e 
1 
 Li
ter
atu
re
 be
tw
ee
n s
to
ck
 re
tu
rn
s a
nd
 te
m
pe
ra
tu
re
Au
th
or
s
M
eth
od
Ar
ea
Pe
rio
d
Re
su
lts
Ka
m
str
a e
t a
l. 
(2
00
3)
OL
S
US
, C
an
ad
a, 
Br
ita
in
, G
er
m
an
y, 
Sw
ed
en
, 
Au
str
ali
a, 
Ja
pa
n N
ew
 Z
ea
lan
d a
nd
 S
ou
th
 
Af
ric
a
Da
ily
 da
ta 
fro
m
 Ja
nu
ar
y 4
, 1
92
8 t
o D
ec
em
-
be
r 2
9, 
20
00
Hi
gh
er
 te
m
pe
ra
tu
re
 sl
ig
ht
ly
 in
cr
ea
se
s s
to
ck
 
re
tu
rn
s f
or
 U
S,
 N
ew
 Z
ea
lan
d a
nd
 S
ou
th
 
Af
ric
a. 
Re
st 
fo
re
ig
n s
to
ck
 m
ar
ke
t r
etu
rn
s 
ar
e u
na
ffe
cte
d b
y t
em
pe
ra
tu
re
Ca
o a
nd
 W
ei 
(2
00
5)
OL
S
US
, C
an
ad
a, 
Br
ita
in
, G
er
m
an
y, 
Sw
ed
en
, 
Au
str
ali
a, 
Ja
pa
n a
nd
 T
aiw
an
Da
ily
 da
ta 
fro
m
 Ja
nu
ar
y 2
, 1
98
9 t
o D
ec
em
-
be
r 3
1, 
19
99
Lo
we
r t
em
pe
ra
tu
re
 le
ad
s t
o h
ig
he
r s
to
ck
 
re
tu
rn
s a
nd
 hi
gh
er
 te
m
pe
ra
tu
re
 to
 bo
th
 
hi
gh
er
 or
 lo
we
r s
to
ck
 re
tu
rn
s
Ba
ns
al 
an
d O
ch
oa
 (2
01
1)
OL
S
38
 co
un
tri
es
 an
d g
lo
ba
l t
em
pe
ra
tu
re
An
nu
al 
da
ta 
fro
m
 19
29
 to
 20
09
Eq
ui
ty
 re
tu
rn
s a
nd
 te
m
pe
ra
tu
re
 ha
ve
 hi
gh
 
ris
k i
n c
ou
nt
rie
s c
lo
se
r t
o E
qu
ato
r w
hi
le 
th
e r
isk
 is
 lo
w 
in
 co
un
tri
es
 aw
ay
 fr
om
 th
e 
Eq
ua
to
r
No
vy
-M
ar
x (
20
14
)
OL
S
Ne
w 
Yo
rk
M
on
th
ly
 da
ta 
fro
m
 Ju
ly
 19
73
 to
 D
ec
em
be
r 
20
12
Lo
w 
an
d h
ig
h t
em
pe
ra
tu
re
s h
av
e a
n a
bn
or
-
m
al 
pr
ed
ict
ive
 po
we
r o
f t
he
 fi
na
nc
ial
 
m
ar
ke
ts
Ba
ns
al 
et 
al.
 (2
01
6)
OL
S
US
An
nu
al 
da
ta 
fro
m
 19
34
 to
 20
14
Te
m
pe
ra
tu
re
 ha
s a
 ne
ga
tiv
e e
ffe
ct 
on
 eq
ui
ty
 
pr
ice
s
Ba
lve
rs 
et 
al.
 (2
01
7)
OL
S
US
M
on
th
ly
 da
ta 
fro
m
 A
pr
il 
19
53
 to
 M
ay
 
20
15
Te
m
pe
ra
tu
re
 ca
us
es
 hi
gh
er
 ri
sk
 re
tu
rn
s a
nd
 
hi
gh
er
 co
st 
of
 ca
pi
tal
Ap
er
gi
s a
nd
 G
up
ta 
(2
01
7)
GA
RC
H
Ne
w 
Yo
rk
 te
m
pe
ra
tu
re
 an
d S
ou
th
 A
fri
ca
n 
sto
ck
 re
tu
rn
s
Da
ily
 da
ta 
fro
m
 Ja
nu
ar
y 2
, 1
97
3 t
o D
ec
em
-
be
r 3
1, 
20
15
Ne
w 
Yo
rk
 te
m
pe
ra
tu
re
 ha
s a
 st
ati
sti
ca
lly
 si
g-
ni
fic
an
t n
eg
ati
ve
 eff
ec
t o
n t
he
 st
oc
k r
etu
rn
s 
in
 S
ou
th
 A
fri
ca
Do
na
de
lli
 et
 al
. (
20
17
b)
VA
R
US
An
nu
al 
da
ta 
fro
m
 19
50
 to
 20
15
Hi
gh
 te
m
pe
ra
tu
re
 in
cr
ea
se
s t
he
 eq
ui
ty
 
vo
lat
ili
ty
 an
d h
as
 ne
ga
tiv
e c
or
re
lat
io
n w
ith
 
m
ar
ke
t r
etu
rn
s
Do
na
de
lli
 et
 al
. (
20
19
)
OL
S
UK
An
nu
al 
da
ta 
fro
m
 19
00
 to
 20
15
Te
m
pe
ra
tu
re
 vo
lat
ili
ty
 ca
rri
es
 a 
po
sit
ive
 ri
sk
 
pr
em
iu
m
 in
 th
e e
qu
ity
 m
ar
ke
t
1730 P. Tzouvanas et al.
1 3
et al. 2016; Apergis and Gupta 2017; Donadelli et al. 2017b, 2019). This method eliminates 
the seasonality of the raw temperature data but at the same time, it contains information 
about both the trend and temperature shocks. Temperature trend and shocks are two different 
components, which need to be distinguished. According to IPCC (2014), temperature trend 
follows a linear gradual increase and can be observed for the last 150 years, while tempera-
ture shocks are more extreme since about 1950. Dealing with the different temperature com-
ponents, Balvers et  al. (2017) decompose the monthly temperature series and obtain tem-
perature shocks. Even though, their paper estimates shocks through detrended analysis, they 
neglect to distinguish between cold and hot shocks as it was previously suggested by Cao and 
Wei (2005), Novy-Marx (2014). Temperature shocks can be either cold or hot and can have 
significantly different economic consequences (Dell et al. 2012).
Notwithstanding the use of lower frequency temperature data in the climate-economy 
literature (Hsiang 2010; Dell et al. 2012; Du et al. 2017; Colacito et al. 2018), while cli-
mate-finance studies tend to use higher frequency data (Kamstra et al. 2003; Cao and Wei 
2005; Apergis and Gupta 2017). This can be explained by the unavailability of higher 
frequency macroeconomic and, sometimes, temperature data (particularly in developing 
countries) as well as, there are conceptually different research objectives between econo-
mists and finance scholars.
To provide more insights about temperature information, we now turn our attention to 
climate change literature. Daily temperature records are characterized by nonlinearities. By 
using monthly or annual aggregated data, critical information could be missed and tem-
poral resolution will be reduced (Vecchio and Carbone 2010). For this reason, an empiri-
cal decomposition on daily data can provide us with meaningful information. As Vecchio 
and Carbone (2010) explain temperature contains three equally important components; (1) 
trend, (2) seasonality and (3) anomaly. Trend is usually referred to as the gradual increase 
in the average temperature which is a linear function that can vary over time (Ji et  al. 
2014). Seasonality is an oscillatory factor with constant frequency ( ≈ 365 days) and it is 
probably the least important component in terms of the information contained. In contrast, 
the anomaly component corresponds to the temperature variation, which is the unexpected 
temperature deviations from the detrended and deseasonalized mean temperatures.
2.5  Hypotheses of the Study
According to Dell et al. (2014), temperature can be seen as a macroeconomic risk varia-
ble, which can potentially affect not only different economies but also individual firms. We 
extend this concept and, particularly, the unedited research question we posit is whether 
and, if so, how systemic risk responds to temperature changes. For instance, assume that 
a highly leveraged firm experiences losses from unanticipated temperature changes. This 
may impair the firm’s ability to meet its financial obligations, and pose a threat to the finan-
cial system as a whole (ESRB Advisory Scientific Committee 2016). To put it differently, 
we ask whether a firm’s losses that result from temperature changes can be causal of losses 
to other firms within the industry or the economy.
Synchronously, Horowitz (2009), Schlenker and Roberts (2009), Dell et al. (2012), Dell 
et al. (2014), Aglietta and Espagne (2016), Du et al. (2017) underline the importance of non-
linear temperature effects on different economic activities. Aggregate economic losses accel-
erate with increasing temperature; according to different scenarios an average temperature 
increase beyond 2 ◦ C would amplify economic losses, while temperature increase below this 
threshold does not seem to cause a sizeable reaction to the economy (IPCC 2014). For a 
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similar reason, if temperature has nonlinear effects on the economy, then higher temperatures 
should amplify investors’ concerns about climate change. Therefore, in the remainder of this 
research, we explore a nonlinear relation between temperature changes and systemic risk.
Hypothesis 1: Temperature has asymmetric effects on systemic risk.
It should be recognized that the multifaceted information content of temperature change 
might hinder a direct identification of its effects on the economy and financial markets. 
Moreover, if information about temperature is regarded as a significant pricing factor of 
stocks, then stock prices, returns and losses should respond to unanticipated changes in 
temperature, rather than to trend or seasonality. Therefore, to ascertain whether the asym-
metric temperature effects are driven by unanticipated changes to temperature, and to delve 
deeper into the temperature-systemic risk nexus, we decompose the temperature variable 
into trend, seasonality component and anomaly, as suggested by Vecchio and Carbone 
(2010), Balvers et al. (2017). Temperature anomaly should lead to gradual devaluation of 
climate-sensitive assets (Bansal et al. 2016) and thus we expect the entire financial system 
to be affected. As Jacobsen and Marquering (2009) claim, raw temperature might be cor-
related with different seasonal patterns and thus results might be driven by seasonal unob-
served characteristics. For this reason, similarly with Hypothesis 1, temperature anomaly 
should be an appropriate measure to account for the potential asymmetries.
Hypothesis 2: Temperature anomaly has asymmetric effects on systemic risk.
There is adequate literature to support that temperature shocks have an effect on the pro-
ductivity of firms (see e.g., Hsiang 2010; Graff Zivin and Neidell 2014; Dafermos et al. 2017; 
Donadelli et al. 2017b). Productivity is depleted by temperature shocks; in turn, productivity 
shocks can explain a large variation in the cross section of stock returns (Garlappi and Song 
2016). To be more explicit, temperature shocks should generate concerns to investors about 
global warming and thus a positive impact of temperature shocks on systemic risk is expected.
It is worth noting that for its most part, the climate-finance literature does not distin-
guish between hot and cold temperature shocks. Yet, in practice, temperature shocks can 
either be positive (e.g. a heat wave) or negative (e.g., extremely low temperatures). Pilcher 
et al. (2002) puts forward the argument that, on one hand, exposure to cold weather can 
negatively affect reasoning and memory tasks, while on the other, hot exposure reduces 
attentional and perceptual tasks. Therefore, considering these distinct effects on perfor-
mance, it would be interesting to investigate whether temperature effects hold given that 
the present study proceeds with a disaggregation of temperature shocks into hot and cold.
Based on the above, there are two main competing views on how hot or cold shocks 
should influence systemic risk. The first view relates to energy consumption. Authors such 
as Weagley (2018) maintain that extreme temperature deviations are associated with higher 
risk taking in financial markets. Weagley (2018) argues that this connection is justified by 
the additional energy needed in order to cool or heat a particular place in the aftermath of 
a temperature shock, which can be regarded as an adverse shock to the demand for energy, 
and can be generally perceived as “bad” news by investors and traders. Therefore, continu-
ous and extreme temperature shocks can increase the energy demand and, in turn, firms 
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will have to factor, in their profit functions, higher long-term operational cost to maintain 
standard working conditions.
Hypothesis 3a: Hot and Cold temperature shocks should increase systemic risk.
The second view relates to the psychological literature. More particularly, Heal and Kris-
tröm (2002), Cao and Wei (2005) identify that extreme temperatures are connected not only 
with different levels of productivity but also with psychological effects. Particularly, Cao 
and Wei (2005) find that cold temperature causes aggression and high risk-taking, while 
hot temperature can affect the mood of investors by causing either aggression or apathy and 
thus, either high or no risk-taking. In general, aggressive investors will tend to engage in 
more risky investments. As a result, investors will submit more demand orders for risky 
stocks, which will lead to an increase (decrease) in stock prices and returns (losses). In turn, 
lower losses are associated with lower levels of systemic risk. Therefore, according with the 
psychological literature, hot and cold shocks should decrease systemic risk.
Hypothesis 3b: Hot and cold temperature shocks should decrease systemic risk.
3  Research Design
3.1  Sample
The sample consists of 600 European firms that are included in STOXX 600 Index from 
the period 1/1/1990 to 29/12/2017. Firms are coming from 10 different industries from 17 
different countries (see, Table 2). All the data are in daily frequency, making a strongly bal-
anced panel of 4383,000 firm-day observations. The mean temperature and the precipitation 
for all 17 different locations have been retrieved from the European Climate Assessment 
& Dataset (ECA&D).3 We match the firms’ main market location with the closest weather 
station in order to extract the weather data (see, panel C in Table  2). The stock market 
returns are available at Datastream, while the macroeconomic data are collected from Fed-
eral Reserve Bank of St. Louis. We choose this period of examination for the subsequent 
two reasons. First, financial and weather daily data are scarce before this period. Second, 
the Intergovernmental Panel on Climate Change (IPCC) and the United Nations Framework 
Convention on Climate Change (UNFCCC), that are the two most prominent actions against 
climate change, were established relatively to this period (1988 and 1992, respectively).
A critical issue is the frequency of the data. In the climate-economy literature, tem-
perature is commonly approximated with low frequency data (monthly, quarterly, annually) 
(Colacito et al. 2018); this is because climate change is a long term phenomenon which 
systematically affects macroeconomic conditions (e.g. Dell et  al. 2014). However, in the 
case of financial markets, the situation is different. Due to the technology advances, high 
frequency traders react instantly to relevant news (O’Hara 2015). Another example that 
further stresses the debate between low and high frequency data, is that if one day of the 
month is very hot and another day is very cold, then the monthly aggregated result would 
be downward biased (Vecchio and Carbone 2010). Therefore, the higher the frequency of 
data, the more precise results we obtain. Although, daily data are used is the main analy-
sis, we also consider monthly data in order to test whether long-run temperature shifts can 
shape the perception of investors in the financial markets.
3 https ://www.ecad.eu/.
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Table 2  Industry, country and weather stations
Panel A: Industry composition
Industry Number of firms Percentage
1. Consumer goods 74 12.33
2. Financials 138 23
3. Health care 49 8.17
4. Oil & gas 20 3.33
5. Technology 28 4.67
6. Industrials 123 20.5
7. Consumer services 71 11.83
8. Basic material 47 7.83
9. Telecommunications 21 3.5
10. Utilities 29 4.83
Panel B: Country composition
Country Number of firms Percentage
1. Switzerland 51 8.5
2. United Kingdom 160 26.67
3. France 90 15
4. Netherlands 29 4.83
5. Belgium 15 2.5
6. Germany 75 12.5
7. Spain 29 4.83
8. Denmark 22 3.67
9. Norway 13 2.17
10. Italy 30 5
11. Sweden 44 7.33
12. Austria 7 1.17
13. Finland 17 2.83
14. Ireland 9 1.5
15. Czech Republic 2 0.33
16. Portugal 4 0.67
17. Luxembourg 3 0.5
Total 600
Panel C: Weather stations
Country Market Ecad ID and station name
1. Switzerland Zurich 244 ZUERICH/FLUNTERN
2. United Kingdom London 1860 HEATHROW
3. France Paris 38 PARIS-MONTSOURIS
4. Netherlands Amsterdam 161 DE KOOY
5. Belgium Brussels 944 BIERSET
6. Germany Frankfurt 2761 M-FLUGHAFEN
7. Spain Madrid 230 MADRID-RETIRO
8. Denmark Copenhagen 116 KOEBENHAVN
9. Norway Oslo 193 OSLO BLINDERN
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3.2  CoVaR
In this sub-section, we define systemic risk as the contribution of Value at Risk (VaR) of 
one firm to the Value at Risk of the industry, in which this firm operates. For example, how 
HSBC Bank PLC under distress can transmit instabilities to the whole financial sector in 
the EU. In this study, a firm under distress is reflected on the 99% of the losses distribution. 
This part of the distribution represents the highest daily expected losses, which can easily 
be computed through the traditional VaR method. An alternative procedure to control for 
VaR, which is robust to outliers, spillover effects and is directly associated with systemic 
risk, is proposed by Adrian and Brunnermeier (2016):
where Xj is industry return losses conditional on the losses of a particular firm i ( Xi ) at any 
part of the distribution (i.e. q = 99% ). CoVaRj|C(Xi) is the Value at Risk of the industry j 
conditional on some event C(Xi) of institution i. CoVaR can be implicitly estimated by run-
ning the following quantile regression:
where the predictive values of Xjq are the Value at Risk of financial system conditional 
on Xi . Therefore CoVaRi
q
= X̂
j
q and CoVaRiq is the VaR of j conditional on VaR of i at any 
q given. Additionally, to more effectively approximate systemic risk we use the 훥CoVaR 
measure, which is the change in CoVaR of institution i at q = 99% to its median state 
( q = 50% ). The median state of any institution can be estimated by running the Eq.  (2) 
at q = 50% and then saving its fitted values ( CoVaRj|VaRi50q  ). In other words, we run Eq. (2) 
twice at q = 99% and at q = 50% , and save the fitted values. Then, 훥CoVaR can be meas-
ured as shown in Eq. (3):
(1)Pr(Xj|C(Xi) ≤ CoVaRj|C(Xi)q ) = q%,
(2)Xjq = aiq + 훽 iqXi + uiq, q ∈ (0, 1),
(3)훥CoVaRi
q
= CoVaRi
q
− CoVaR
j|VaRi
50
q .
Table 2  (continued)
Panel C: Weather stations
Country Market Ecad ID and station name
10. Italy Milan 242 LUGANO
11. Sweden Stockholm 10 STOCKHOLM
12. Austria Vienna 16 WIEN
13. Finland Helsinki 28 HELSINKI KAISANIEMI
14. Ireland Dublin 121 DUBLIN PHOENIX PARK
15. Czech Republic Prague 27 PRAHA-KLEMENTINUM
16. Portugal Lisbon 229 BADAJOZ
17. Luxembourg Luxembourg 203 LUXEMBOURG AIRPORT
Firms are allocated to industries according to the Industry Classification Benchmark (ICB). Ecad ID is the 
weather station identifier as listed in the www.ecad.eu database
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3.3  Temperature Decomposition
We focus on the short-term temperature variations related to the 28-year time-span of our 
sample. In order to extract the short behaviour of temperature, we consider time-series 
decomposition. In the traditional time-series decomposition, the data can be a product of 
three components as shown by Zarnowitz and Ozyildirim (2006):
where t denotes the time, Temp is the time series of the raw temperature data, Trend is the 
trend-cycle component, Season is the seasonality and Anom is the anomaly component. 
The frequency of the seasonality can be easily defined as a 365 day cycle by including all 
weekend temperatures and excluding the 29th of February when the year is leap. We repeat 
this procedure for the 17 different market locations over the 28 years of our sample period.
The trend-cycle component contains the long-term temperature characteristics and it 
corresponds to A persistent temperature increase. We are now able to remove the seasonal-
ity from the raw temperature data. Finally, anomaly is defined as the unexpected tempera-
ture variations for any given day of our sample. It is important to underline that superscript 
t is retained only if t corresponds to market calendar day.
3.4  Empirical Model
Having defined 훥CoVaRi
q
 (hereafter, 훥CoVaRi,t ), we are now in a position to examine if 
higher temperature can incite extreme losses of firms. Hence, we add a nonlinear setting in 
the following regression:
where, i and t denotes the firm and day respectively with i = 1,… , 600 and 
t = 01∕01∕1990,… , 29∕12∕2017 (7305 trading days), k corresponds to the geographical 
market location with k = 1,… , 17 , p is the industry with p = 1,… , 10 (see, Table 2 Panel 
A and B) and 휙 is the year with 휙 = 1990,… , 2017 . We add an autoregressive term of 
systemic risk ( 훥CoVaRi,t−1 ) to account for the short memory of systemic risk. Following 
Apergis and Gupta (2017), Donadelli et  al. (2017b), we add precipitation (Preci) as an 
alternative weather proxy, which is measured as millimetres of water fallen at a particu-
lar site for any given day. We also use Monday dummy (Mon) and January dummy (Jan) 
in order to capture some seasonal effects (Zhang and Jacobsen 2013; Apergis and Gupta 
2017). We then follow the finance literature and add some important determinants of sys-
temic risk (White et al. 2015; Adrian and Brunnermeier 2016). TED, which is defined as 
the difference between the 3 month LIBOR rate and Treasury bill rate, can capture the 
short term liquidity risk. Credit is the spread between Moody’s Baa corporate bond and the 
10-year treasury bond. TED and Credit are known to capture variations of stock returns. 
Market return (Mar.R) as the daily return of STOXX 600 Index. Equity volatility (Vol) 
is defined as the 22-day rolling standard deviation of the daily stock market return. Yield 
presents the 10-year government bond yields for the European Union, which is available 
(4)Tempt = Trendt + Seasont + Anomt,
(5)
훥CoVaRi,t = 훾0 + 훾1훥CoVaRi,t−1 + 훾2Tempk,t + 훾3Temp
2
k,t
+ 훾4Precik,t + 훾5Mont
+ 훾6Jant + 훾7TEDt + 훾8Creditt + 훾9Mar.Rt + 훾10Volt + 훾11Yieldt
+ 훾12Sizei,t +
28∑
휙
훿 ∗ Year
휙
+
17∑
k
휃 ∗ Countryk +
10∑
p
휆 ∗ Industryp + 휀i,t,
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in monthly frequency. Finally, we include Size which is defined as the logarithm of the last 
daily market value of each firm. Our model also includes year, country and industry dum-
mies in order to absorb the remaining heterogeneity of systemic risk.
Equation (5) is tested with pooled OLS and it can provide an answer to Hypothesis 1. 
The standard errors are robust correcting for heteroskedasticity. Our model is free of mul-
ticollinearity according to the variance inflation factor (VIF) test and we also perform aug-
mented Dickey-Fuller unit root test for all variables in order to observe the auto-correlation 
of our data.4
To answer Hypothesis 2, Temp and Temp2 are substituted with (1) the Trend to iden-
tify the deterministic process of the temperature data and (2) the anomaly (Anom) and the 
squared value of anomaly ( Anom2 ) as stochastic temperature components.
where Z is a vector that contains all of the remaining explanatory variables appearing in 
Eq. (5).
Finally, answering Hypothesis 3 demands to incorporate hot and cold temperature 
shocks. We calculate positive and negative temperature shocks, in line with Weagley 
(2018). A simplified way to calculate these shocks is through the energy needed to cool or 
heat a place, which can be approximated similar to a standard temperature derivative con-
tract. Such a contract would consider that for temperature more than 18 ◦ C, any workplace 
needs to be cooled, while the place needs to be heated if the temperature is less than 18 ◦ C. 
Based on this logic, the Chicago Mercantile Exchange trades weather derivative contracts 
around this threshold (65 Fahrenheit degrees) (Perez-Gonzalez and Yun 2013; Elias et al. 
2014).
where CDD is the cooling degree day and HDD is the heating degree day. In other words, 
if CDD = 0 then it indicates that this is a cold day, while if CDD > 0 this day is hot. There-
fore, in Eq. (5), Temp and Temp2 are substituted with either CDD or HDD:
3.5  Descriptive Statistics
Table  3 reports the descriptive statistics for the variables of the study. 99% 훥CoVaR 
takes values from 0.43 to 7% with higher values indicating higher systemic risk. Temp 
represents the raw temperature data. The 600 firms of our sample experience an average 
(6)
훥CoVaRi,t = 휉0 + 휉1훥CoVaRi,t−1 + 휉2Trendk,t + 휉3Anomk,t + 휉4Anom
2
k,t
+ 퐙�B
+ 휖i,t,
(7)
CDDk,t = Max{Tempk,t − 18, 0},
HDDk,t = Max{18 − Tempk,t, 0},
(8)훥CoVaRi,t = 휓0 + 휓1훥CoVaRi,t−1 + (휓2CDDk,t or 휓3HDDk,t) + 퐙�B + 휖i,t,
4 Non-stationary data are transformed into stationary by taking their first difference (D.).
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temperature of 10.6 ◦ C. A more articulated picture of the variables of interest is shown 
in Figs. 1 and 2, while a more detailed picture of the temperature components is shown 
in Fig. 3. Interestingly, for the 28 years of our examination the temperature has increased 
by 0.6  ◦ C (see, Trend in Fig.  3). Also, Anom reports minimum value of −  22.25 and 
maximum of 13.2, displaying the most extreme unexpected cold and hot temperatures 
respectively. In terms of the distribution, apart from the temperature variables that are 
very close to satisfy the normality conditions, the rest of the variables are not normally 
distributed. Furthermore, comparing the mean, 1st percentile (Q1) and 99th percentile 
(Q99), we can conclude that our analysis does not seem to have extreme outliers except 
Table 3  Descriptive statistics and auto-correlations
훥
CCoVaR and Size are compressed to millions of Euro. The  Augmented Dickey-Fuller test is reported 
as unit root test. Asterisk (*)  denotes that the variable is not stationary but the first difference is. Xi 
is the return losses of firm i and Xj is the industry losses. 훥CoVaR is calculated as shown in Eq.  (3). 
훥
CCoVaR = Size x훥CoVaR . PC1 is calculated as shown in “Appendix 1”, and hj,i is calculated as shown in 
“Appendix 2”. Temp is the raw temperature data. Trend, Anom and Season are the temperature  components 
as shown in Eq. (4). CDD is the cooling degree day. HDD is the heating degree day. Preci is the precipita-
tion in millimetres of water. Mon is the Monday dummy and Jan the January dummy. TED is the difference 
between the 3-month LIBOR and the Treasury bill rate. Credit is the spread between the Moody’s Baa cor-
porate bond yield and the 10-year treasury bond yield. Mar.R is the total market return of the STOXX 600 
Index. Vol is the 22-day rolling standard deviation of the total market return. Yield is the 10-year yield of 
the EU bond. Size is the market capitalization for every firm
Mean Std Min Max Skew Kurt Q1 Q99 Unit root 
(p value)
Xi − 0.00028 0.0233 − 1.3437 1.7918 0.776 98.039 − 0.061 0.060 0
Xj 0.00018 0.0127 − 0.1486 0.1359 0.142 11.497 − 0.0342 0.0373 0
99% 
훥CoVaR
3.251 0.046 0.434 7.007 0.749 97.458 3.123 3.377 0
99% 
훥
CCoVaR
39 72.2 0.001 1180 4.392 29.826 0.2337 364 1*
PC1 ≈ 0 1.2162 − 43.053 57.391 0.2957 20.5319 − 3.2413 3.5099 0
hj,i 0.0135 0.0213 0.000 0.9213 7.0469 88.826 0.0003 0.1033 0
Temp 10.622 6.984 − 23.300 33.800 − 0.093 2.810 − 5.500 26.000 0
Trend 10.619 1.916 5.805 17.789 0.309 4.600 6.213 15.777 1*
Season − 0.006 5.845 − 13.902 12.823 0.114 1.816 − 9.918 10.982 0
Anom − 0.077 3.204 − 22.254 13.209 − 0.186 3.671 − 8.179 7.352 0
CDD 0.4762 1.5367 0.000 15.8 4.063 21.3937 0.000 8.000 0
HDD 7.8538 6.2396 0.000 41.3 0.5313 2.6966 0.000 25.500 0
Preci 2.211 4.960 0.000 176.800 6.483 90.669 0.000 21.700 0
Mon 0.200 0.400 0.000 1.000 1.500 3.250 0.000 1.000 0
Jan 0.085 0.279 0.000 1.000 2.979 9.875 0.000 1.000 0
TED 0.0049 0.0037 0.0009 0.0458 3.301 22.354 0.00140 0.002 0
Credit 0.0237 0.00759 0.012 0.0616 1.623 7.673 0.0138 0.0557 1*
Mar.R 0.0002 0.011 − 0.079 0.094 − 0.245 9.050 − 0.033 0.030 0
Vol 0.009 0.005 0.002 0.047 2.187 10.403 0.003 0.028 0
Yield 0.0508 0.0267 0.00613 0.1114 0.624 2.636 0.0077 0.11 1*
Size 12 22 0.001587 360 4.49295 31.1174 0.063009 110 0.99*
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from the market capitalization (Size), which is also a sign of the heterogeneity of our 
sample.  
At a first glance, in line with our expectations, temperature seems to have a quadratic 
effect on systemic risk (Fig. 4). In order to provide a clearer picture of the relationship, we 
proceed to examine each one of our Hypotheses.
Fig. 1  Temperature, 훥CoVaR and interconnectedness. Temperature corresponds to the average raw tempera-
ture data as recorded by the 17 weather stations. 99% 훥CoVaR is the average 훥CoVaR of the 600 firms of 
our sample and hj,i is the average dynamic conditional covariance of our sample, and is calculated as shown 
in “Appendix 2”
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4  Empirical Results
4.1  Regression Analysis
Table 4 reports the OLS regression results based on Eqs. 5 and 6, with the dependent vari-
able 99% 훥CoVaR . The total number of observations reaches approximately 2.75 million, 
while the R-squared is more than 20%. The economic interpretation of 훥CoVaR is similar 
to the interpretation of the correlation coefficients (Adrian and Brunnermeier 2016). Most 
of the control variables appear significant, with the January dummy, market return and 
market capitalization being the ones decreasing systemic risk, while precipitation, Monday 
dummy, TED, credit risk, volatility and yield are associated with higher 훥CoVaR . How-
ever, the lagged 훥CoVaR , precipitation and volatility do not affect systemic risk. Column 1 
indicates that higher temperature (Temp) is associated with higher systemic risk. Columns 
2 provides direct support of Hypothesis 1, that temperature has a nonlinear effect on sys-
temic risk. The coefficients of both linear and squared terms of temperature are statistically 
significant, with the former being positive while the latter is negative, indicating that tem-
perature-risk relationship follows an inverted U-shaped curve. This finding confirms our 
expectations; thus, we can conclude that temperature has positive and asymmetric effects 
on the daily losses of firms (Hypothesis 1).
In columns 3–6 (Table  4), we add the decomposed temperature time series to test 
Hypothesis 2 (temperature anomaly). We consider three different specifications of tem-
perature anomaly, (1) the temperature anomaly (Anom) from the decomposed temperature 
Fig. 2  Macro variables
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series, (2) the first difference of Anom ( D.Anom = Anomk,t − Anomk,t−1 ), and (3) a rela-
tive measure of temperature, which is the difference between the Anom and the average 
European anomaly ( EU.Anom = Anom − 훴K=17
k=1
Anom∕K ) . In column 3, temperature 
anomaly seems to increase 훥CoVaR at 5% level of significance. Moving to column 4, we 
witness that temperature anomaly and systemic risk follow an inverted U-shaped curve. 
When testing for the innovations in temperature anomaly (D.Anom and D.Anom2 in col-
umn 5) and the average EU anomaly temperature (EU.Anom and EU.Anom2 in column 6), 
both seem to monotonically increase systemic risk of firms. This finding indicates that the 
Fig. 3  Temperature series decomposition. The decomposition is based on Eq.  (4). The data used are the 
weighted temperature records as retrieved by the 17 weather stations. The moving average of temperature 
anomaly has been calculated as the 260-day rolling average of the absolute values of temperature anomaly; 
the right vertical axis scales the  grey line
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temperature-risk relationship is both positive and nonlinear. Thus, there is a strong evi-
dence to support that temperature variations can influence the perception of financial mar-
kets about climate change. Thus far, Hypothesis 2, that temperature anomaly has an asym-
metric effect on systemic risk, can be partially supported.
Spillover effects from a firm to the financial markets might need some time to be observed. 
Similarly, temperature effects are commonly categorised as long-term phenomena. To ascer-
tain whether the frequency of data can potentially moderate the results, we aggregate daily 
data to a monthly frequency by taking the median values of every month. Table 5 reports 
the monthly estimations. Results are more positive compared to the daily data estimations 
(Table 4). Particularly, higher temperatures significantly increase systemic risk (columns 1 
and 2). The slope of this relationship appears to be steeper, and hence Hypothesis 1 is par-
tially supported. Regarding Hypothesis 2, both Anom and EU.Anom strongly increase sys-
temic risk, as both the level and quadratic terms are positive, while temperature innovations 
(D.Anom) seem to exhibit an inverted U-shaped curve with the 훥CoVaR . Surprisingly, when 
daily data were examined, the relationship appeared both positive and asymmetric, while at 
the monthly frequency, the positive sign dominates. A possible explanation is that tempera-
ture changes have adverse long-term effects, while in the short-term, this effect is weaker.
Furthermore, Table 6 presents the results on Hypothesis 3, which distinguishes between 
hot and cold temperature shocks. Columns 1 and 3 report the hot shock (CDD) and the 
cold shock (HDD) estimations, respectively. Columns 2 and 4 test for nonlinear effects of 
CDD and HDD. Our results suggest that hot shocks have a linear and positive associa-
tion with systemic risk, while the effect of cold shocks is negative and significant. Particu-
larly, higher CDD and lower HDD tend to be associated with higher systemic risk. Taken 
together, the results indicate that high temperatures are detrimental for the financial system, 
but low temperatures are not. At the same time, there is not enough evidence to support 
nonlinear temperature shock effects. Additionally, there is some ambiguity regarding which 
is the most appropriate way to justify the temperature shock-systemic risk relationship; 
either energy consumption or psychological effects. Our findings indicate that the former is 
Fig. 4  99% 훥CoVaR-temperature. The line shows a quadratic regression between 99% 훥CoVaR and tem-
perature with no other covariates. Our full sample is used for the calculations
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Table 4  Daily data. Temperature on 훥CoVaR
(1) (2) (3) (4) (5) (6)
훥CoVaRt−1 ×104 5.573 5.398 6.691 6.530 6.742 6.715
(22.705) (22.705) (22.719) (22.719) (22.724) (22.719)
Temp ×104 0.423*** 0.811***
(0.039) (0.097)
Temp2 ×104 − 0.018***
(0.004)
Anom ×104 0.165** 0.131*
(0.079) (0.079)
Anom2 ×104 − 0.050***
(0.015)
D.Anom ×104 0.100
(0.108)
D.Anom2 ×104 0.071***
(0.017)
EU.Anom ×104 0.356***
(0.118)
EU.Anom2 ×104 0.048
(0.030)
D.Trend − 1.976* − 1.971* − 1.964*
(1.036) (1.036) (1.036)
D.EU.Trend − 40.201**
(18.690)
Preci ×104 0.026 0.008 0.044 0.041 0.045 0.046
(0.051) (0.051) (0.051) (0.051) (0.051) (0.051)
Mon ×104 8.498*** 8.513*** 10.702*** 10.713*** 10.653*** 55.899**
(0.654) (0.654) (1.314) (1.314) (1.314) (22.101)
Jan ×104 − 3.437*** − 2.866*** − 6.677*** − 6.418*** − 6.701*** − 6.774***
(1.040) (1.049) (0.993) (0.995) (0.993) (0.993)
TED ×104 14.069*** 13.902*** 13.367*** 13.297*** 13.237*** 13.288***
(1.835) (1.836) (1.836) (1.837) (1.835) (1.835)
D.Credit ×104 93.159*** 92.655*** 96.399*** 96.171*** 97.049*** 97.155***
(11.636) (11.636) (11.638) (11.638) (11.638) (11.639)
Mar.R − 1.822*** − 1.822*** − 1.823*** − 1.823*** − 1.823*** − 1.823***
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Vol 0.254 0.252 0.230 0.233 0.229 0.229
(0.484) (0.484) (0.484) (0.484) (0.484) (0.484)
D.Yield ×104 8.772*** 8.877*** 7.765*** 7.979*** 7.666*** 7.622***
(1.473) (1.474) (1.469) (1.471) (1.468) (1.468)
D.Size − 0.134*** − 0.134*** − 0.134*** − 0.134*** − 0.134*** − 0.134***
(0.009) (0.009) (0.009) (0.009) (0.009) (0.009)
Cons 3.248*** 3.248*** 3.248*** 3.248*** 3.248*** 3.251***
(0.007) (0.007) (0.007) (0.007) (0.007) (0.007)
Year Yes Yes Yes Yes Yes Yes
Country Yes Yes Yes Yes Yes Yes
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related to hot shocks, while the latter to the cold shocks. Particularly, hot shocks increase 
systemic risk, as stated in Hypothesis 3a, while cold shocks decrease systemic risk, in line 
with Hypothesis 3b.
In order to provide evidence about the aggregated temperature shock effects, we 
transform our daily data into a monthly frequency. Table 7 reports estimations based on 
monthly data. It seems that the level coefficients for CDD and HDD remain positive and 
negative, respectively, in line with the daily examination. Surprisingly, the quadratic coef-
ficients follow a different pattern than the one in the daily analysis. Hot shocks and sys-
temic risk exhibit an inverted U-shaped curve, while cold shocks and systemic risk exhibit 
a U-shaped curve. Daily analysis clearly shows that temperature shocks have a linear effect, 
while monthly analysis demonstrates that this effect is asymmetric. It can be suggested that 
hot (cold) shocks are not adequately approximated; for instance if one day of the month 
is very hot while the other is very cold then the median effect is negligible (Vecchio and 
Carbone 2010). Therefore, the results might be downward biased when lower frequency 
temperature shocks are examined.
Even though, extreme temperatures might be associated with higher energy consump-
tion and thus one would expect a higher systemic risk, this is only true for hot shocks. 
These findings can have a threefold explanation, in line with Cao and Wei (2005), Bansal 
et al. (2016), Apergis et al. (2016).
First, consistently with the energy-consumption-based view, hot weather is expected 
to increase demand and prices of electricity (Hypothesis 3a). In turn, high energy 
prices may increase operational costs of firms, and eventually these firms may incur 
losses. The results imply that an imminent increase in electricity prices can be con-
sidered by stock market investors and traders as “bad” news. Subsequently, investors 
and traders tend to sell off stocks, which leads to a propagation of losses within and 
across the industries, which in turn destabilises the financial system. Thus, the results 
are supportive of Hypothesis 3a, but not Hypothesis 3b, which postulates a negative 
relation between hot shocks and systemic risk. However, if hot weather causes apa-
thy among stock market traders and investors, they are likely not to engage in risk-
ier investments. Even if hot temperature causes aggression, Griffitt and Veitch (1971) 
assert that such aggression can be causal of an increased antisocial behaviour, which is 
The results are based on Eqs. (5) and (6). The dependent variable is 99% 훥CoVaR . Robust standard errors 
reported in parentheses. *, **, *** denote 10%, 5% and 1% significance levels, respectively. D. indicates 
the first difference of the variable. Temp is the raw temperature data. Anom is the value of the temperature 
anomaly and Trend is the trend from the decomposed temperature series (Eq. 4). EU. Anom is the difference 
between the Anom of the firm’s market location and the average EU Anom as recorded by the 17 weather 
stations. EU.Trend is the average EU trend from the 17 market locations. Preci is the precipitation in milli-
metres of water. Mon is the Monday dummy and Jan the January dummy. TED is the difference between the 
3-month LIBOR and the Treasury bill rate. Credit is the spread between the Moody’s Baa corporate bond 
yield and the 10-year treasury bond yield. Mar.R is the total market return of the STOXX 600 Index. Vol is 
the 22-day rolling standard deviation of the total market return. Yield is the 10-year yield of the EU bond. 
Size is the market capitalization for every firm
Table 4  (continued)
(1) (2) (3) (4) (5) (6)
Industry Yes Yes Yes Yes Yes Yes
Obs 2754,821 2754,821 2750,000 2750,000 2749,118 2750,000
R2 20.82 20.82 20.83 20.83 20.83 20.83
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Table 5  Monthly data. Temperature on 훥CoVaR
(1) (2) (3) (4) (5) (6)
훥CoVaRt−1 ×104 69.839 60.482 163.430*** 162.769*** 168.675*** 262.651***
(45.063) (45.056) (44.311) (44.296) (44.869) (45.326)
Temp ×104 0.194*** 0.015
(0.007) (0.019)
Temp2 ×104 0.008***
(0.001)
Anom ×104 1.702*** 2.353***
(0.088) (0.106)
Anom2 ×104 0.587***
(0.042)
D.Anom ×104 0.588***
(0.110)
D.Anom2 ×104 − 1.998***
(0.199)
EU.Anom ×104 1.678***
(0.107)
EU.Anom2 ×104 0.606***
(0.0446)
D.Trend 1.175*** 1.017*** 1.188***
(0.078) (0.079) (0.0782)
D.EU.Trend 0.005***
(0.0002)
Preci ×104 − 0.026 − 0.025 0.025 0.001 0.032 0.0022
(0.022) (0.022) (0.022) (0.022) (0.0221) (0.0222)
Jan ×104 − 2.801*** − 3.086*** − 4.603*** − 4.233*** − 5.173*** − 2.861***
(0.117) (0.119) (0.100) (0.107) (0.099) (0.127)
TED ×104 18.638*** 21.196*** 5.475*** 8.199*** 4.982*** 16.912***
(1.048) (1.061) (0.858) (0.917) (0.859) (0.989)
D.Credit ×104 0.139 0.138 − 0.039 − 0.013 − 0.074 − 0.247***
(0.093) (0.093) (0.093) (0.093) (0.0934) (0.0934)
Mar.R − 0.966*** − 0.966*** − 1.058*** − 1.035*** − 1.082*** − 1.030***
(0.010) (0.010) (0.009) (0.010) (0.009) (0.010)
Vol ×104 − 66.855*** − 64.236*** − 52.824*** − 52.162*** − 54.412*** − 31.811***
(10.434) (10.437) (10.453) (10.448) (10.453) (10.432)
D.Yield ×104 0.398** 0.436** 0.513*** 0.478*** 0.555*** 0.104
(0.172) (0.172) (0.173) (0.173) (0.173) (0.172)
D.Size ×104 − 0.183*** − 0.184*** − 0.181*** − 0.181*** − 0.181*** − 0.178***
(0.021) (0.021) (0.021) (0.021) (0.021) (0.021)
Cons 3.228*** 3.231*** 3.195*** 3.196*** 3.194*** 3.166***
(0.015) (0.015) (0.014) (0.014) (0.015) (0.015)
Year Yes Yes Yes Yes Yes Yes
Country Yes Yes Yes Yes Yes Yes
Industry Yes Yes Yes Yes Yes Yes
Obs 144,647 144,647 144,395 144,395 144,395 144,395
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not necessarily consistent with individual risk-taking. On the contrary, it can even lead 
to increased pessimism about future stock prices and returns, which can further trans-
late into heightened risk aversion (Lucey and Dowling 2005). Risk-averting investors 
tend to sell off riskier stocks, which trigger a collapse (rise) in stock prices and returns 
(losses). The ensuing losses can propagate within and across the industries, and give 
rise to higher levels of systemic risk.
Second, if the energy-consumption based view holds, cold shocks are expected 
to increase systemic risk. However, the results do not accord with Hypothesis 3a. 
Instead, they agree with the second view, which builds on investor psychology to pre-
dict a negative relation between cold temperature shocks and systemic risk (Hypoth-
esis 3b). According to Cao and Wei (2005), lower temperatures are associated with 
increased risk-taking as investors become more aggressive. As a result, investors tend 
to buy risky assets. These purchases, in turn, drive up (down) stock prices and returns 
(losses), and are associated with a bull market stance. Therefore, the net effect on 
investors’ risk preferences depends upon the balance between concerns about increas-
ing energy demand and/or other psychological factors. Arguably, the latter dominates 
the former, which manifests in a negative effect of HDD. This leads to lower losses 
from securities trading, which are transmitted within the industry, in which the firm 
operates, and across other industries of the economy.
Yet a third explanation, which caters to both hot and cold shocks, underscores the 
geographical location. In this regard, Bansal et al. (2016) advocate that countries with 
hotter climate also perform poorly in terms of financial development and are not well 
equipped to deal with adverse shocks. Therefore, hot shocks might negatively affect 
countries such as Italy, Spain and Portugal as their financial markets are quite vul-
nerable to exogenous shocks (Engle et  al. 2014). By contrast, cold shocks, occur-
ring mainly in the northern Europe coincide with markets that have higher financial 
stability.
4.2  Portfolio Analysis
Climate change is a risk factor that should have more detrimental effect on industries 
such as Agriculture, Health Care and Manufacturing and less detrimental effect on Ser-
vices (Schlenker and Roberts 2009; Deschenes 2014; Balvers et al. 2017). In order to test 
The results are based on Eqs. (5) and (6). The dependent variable is 99% 훥CoVaR . Robust standard errors 
reported in parentheses. *, **, *** denote 10%, 5% and 1% significance levels. D. indicates the first differ-
ence of the variable. Temp is the raw temperature data.Anom is the value of the temperature anomaly and 
Trend is the trend from the decomposed temperature series (Eq. 4). EU. Anom is the difference between 
the Anom of the firm’s market location and the average EU Anom as recorded by the 17 weather stations. 
EU.Trend is the average EU trend from the 17 market locations. Preci is the precipitation in millimetres of 
water. Mon is the Monday dummy and Jan the January dummy. TED is the difference between the 3-month 
LIBOR and the Treasury bill rate. Credit is the spread between the Moody’s Baa corporate bond yield and 
the  10-year treasury bond  yield. Mar.R is the total market return of the STOXX 600 Index. Vol is the 
22-day rolling standard deviation of the total market return. Yield is the 10-year yield of the EU bond. Size 
is the market capitalization for every firm
Table 5  (continued)
(1) (2) (3) (4) (5) (6)
R2 14.50 14.55 14.41 14.48 14.27 14.46
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Table 6  Daily data. Temperature shocks on 훥CoVaR
The results are based on Eq. (8). The dependent variable is 99% 훥CoVaR . Robust standard errors reported 
in parentheses. *, **, *** denote 10%, 5% and 1% significance levels, respectively. D. indicates the first 
difference of the variable. CDD is the cooling degree day and HDD is the heating degree day. Preci is 
the precipitation in millimetres of water. Mon is the Monday dummy and Jan the January dummy. TED 
is the difference between the 3-month LIBOR and the  Treasury bill rate. Credit is the spread between 
the Moody’s Baa corporate bond yield and the 10-year treasury bond yield. Mar.R is the total market return 
of the STOXX 600 Index. Vol is the 22-day rolling standard deviation of the total market return. Yield is the 
10-year yield of the EU bond. Size is the market capitalization for every firm
(1) (2) (3) (4)
훥CoVaRt−1 ×104 6.442 6.441 5.419 5.377
(22.702) (22.702) (22.705) (22.705)
CDD ×104 0.277* 0.445
(0.162) (0.402)
CDD2 ×104 − 0.023
(0.050)
HDD ×104 − 0.510*** − 0.280**
(0.044) (0.113)
HDD2 ×104 − 0.012**
(0.006)
Preci ×104 0.043 0.043 0.018 0.011
(0.051) (0.051) (0.051) (0.051)
Mon ×104 8.404*** 8.404*** 8.519*** 8.518***
(0.654) (0.654) (0.654) (0.654)
Jan ×104 − 6.633*** − 6.615*** − 3.011*** − 2.824***
(0.995) (0.996) (1.045) (1.049)
TED ×104 13.311*** 13.326*** 14.078*** 13.971***
(1.835) (1.835) (1.835) (1.836)
D.Credit ×104 96.617*** 96.587*** 92.612*** 92.548***
(11.631) (11.632) (11.637) (11.637)
Mar.R − 1.823*** − 1.823*** − 1.822*** − 1.822***
(0.003) (0.003) (0.003) (0.003)
Vol 0.230 0.230 0.258 0.255
(0.484) (0.484) (0.484) (0.484)
D.Yield ×104 7.763*** 7.772*** 8.847*** 8.892***
(1.468) (1.468) (1.473) (1.473)
D.Size − 0.134*** − 0.134*** − 0.134*** − 0.134***
(0.009) (0.009) (0.009) (0.009)
Cons 3.248*** 3.248*** 3.249*** 3.249***
(0.007) (0.007) (0.007) (0.007)
Year Yes Yes Yes Yes
Country Yes Yes Yes Yes
Industry Yes Yes Yes Yes
Obs 2754,821 2754,821 2754,821 2754,821
R2 20.82 20.82 20.82 20.82
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Table 7  Monthly data. Temperature shocks on 훥CoVaR
The results are based on Eq. (8). The dependent variable is 99% 훥CoVaR . Robust standard errors reported 
in parentheses. *, **, *** denote 10%, 5% and 1% significance levels, respectively. D. indicates the first 
difference of the variable. CDD is the cooling degree day and HDD is the heating degree day. Preci is 
the precipitation in millimetres of water. Mon is the Monday dummy and Jan the January dummy. TED 
is the difference between the 3-month LIBOR and the  Treasury bill rate. Credit is the spread between 
the Moody’s Baa corporate bond yield and the 10-year treasury bond yield. Mar.R is the total market return 
of the STOXX 600 Index. Vol is the 22-day rolling standard deviation of the total market return. Yield is the 
10-year yield of the EU bond. Size is the market capitalization for every firm
(1) (2) (3) (4)
훥CoVaRt−1 ×104 132.992*** 102.344** 77.896* 52.054
(44.206) (44.430) (45.085) (45.210)
CDD ×104 0.742*** 1.836***
(0.039) (0.082)
CDD2 ×104 − 0.197***
(0.013)
HDD ×104 − 0.202*** − 0.493***
(0.008) (0.024)
HDD2 ×104 0.017***
(0.001)
Preci ×104 0.031 − 0.030 − 0.023 − 0.034
(0.022) (0.022) (0.022) (0.022)
Jan ×104 − 4.335*** − 4.032*** − 2.832*** − 3.079***
(0.096) (0.097) (0.118) (0.119)
TED ×104 13.287*** 17.324*** 17.055*** 21.865***
(0.950) (0.990) (1.029) (1.052)
D.Credit ×104 − 0.016 0.034 0.118 0.131
(0.093) (0.093) (0.093) (0.093)
Mar.R − 1.061*** − 1.030*** − 0.970*** − 0.953***
(0.010) (0.010) (0.010) (0.010)
Vol ×104 − 55.033*** − 54.570*** − 66.309*** − 62.733***
(10.450) (10.441) (10.439) (10.441)
D.Yield ×104 0.333* 0.367** 0.368** 0.426**
(0.173) (0.173) (0.172) (0.172)
D.Size ×104 − 0.181*** − 0.182*** − 0.183*** − 0.184***
(0.021) (0.021) (0.021) (0.021)
Cons 3.208*** 3.218*** 3.226*** 3.234***
(0.0144) (0.0144) (0.0147) (0.0147)
Year Yes Yes Yes Yes
Country Yes Yes Yes Yes
Industry Yes Yes Yes Yes
Obs 144,647 144,647 144,647 144,647
R2 14.33 14.49 14.44 14.54
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the sensitivity of the previous results, we construct industry portfolios. Ten portfolios are 
constructed in respect to Table 2 Panel A. Then, we run regressions separately for every 
portfolio to observe the temperature effects within each industry. According to Dell et al. 
(2014), Balvers et al. (2017), we expected to identify some variations of the results depend-
ing on how vulnerable the industry is to weather patterns. Table 8 presents the results for 
Hypotheses 1, 2 and 3. First, in column 1, temperature (Temp) coefficient is positive for 
9 portfolios and in 6 of them is statistically significant, the squared term ( Temp2 ) is nega-
tive in 8/10 portfolios while it is only significant in 3 portfolios. The results illustrate that 
temperature asymmetrically affects the losses of Financials, Health Care and Oil & Gas 
portfolios, while 4 portfolios (Technology, Consumer Services, Telecommunications and 
Utilities) are unaffected and 3 portfolios (Consumer Goods, Industrials, Basic Materials) 
are linearly affected. Second, in order to test Hypothesis 2, we now pay attention to the 
coefficient of temperature anomaly (Anom in column 2). As it is shown, on average, Con-
sumer Goods, Oil & Gas and Basic Materials are significantly affected by the temperature 
anomaly; findings are in line with Balvers et al. (2017) who underline the direct detrimen-
tal temperature effects on the manufacturing sector. Even though, we can partially support 
Table 8  Industry portfolios
The results are based on Eqs.  (5), (6) and (8). The dependent variable is 99% 훥CoVaR . Robust standard 
errors reported in parentheses. *, **, *** denote 10%, 5% and 1% significance levels, respectively. The 
rest of control variables are not reported here for brevity but are available upon request. Temp is the raw 
temperature data. Anom is the value of the temperature anomaly (Eq. 4). CDD is the cooling degree day and 
HDD is the heating degree day
Portfolio (1) (2) (3) (4)
Temp ×104 Temp2 × 104 Anom ×104 Anom2 × 104 CDD ×104 HDD ×104 Obs ≈ R2 ≈
Consumer 0.994*** − 0.0125 0.389* − 0.0616 1.010* − 0.855*** 355,000 16.4
Goods (0.346) (0.0138) (0.228) (0.0424) (0.568) (0.145)
Financials 0.462** − 0.0209** 0.124 − 0.0336 − 0.314 − 0.0391 647,000 26.5
(0.193) (0.0082) (0.160) (0.0306) (0.408) (0.0898)
Health 0.793** − 0.0333** 0.245 0.0156 − 0.447 − 0.159 217,000 13.9
Care (0.325) (0.0146) (0.264) (0.0505) (0.713) (0.141)
Oil  & 1.901*** − 0.0526** 1.950*** − 0.0494 1.313 − 0.670** 89,000 21.9
Gas (0.575) (0.0218) (0.508) (0.0939) (1.010) (0.297)
Technol-
ogy
0.681 − 0.0237 − 0.228 − 0.0667 − 2.521** − 0.325 131,000 20.8
(0.508) (0.0224) (0.431) (0.0075) (1.170) (0.251)
Industri-
als
1.022*** − 0.0117 − 0.111 − 0.101*** 1.003** − 0.964*** 609,000 20.3
(0.186) (0.0082) (0.164) (0.0302) (0.450) (0.093)
Consumer 0.194 0.0069 − 0.204 − 0.0078 − 0.036 − 0.450*** 289,000 21.2
Services (0.315) (0.0134) (0.245) (0.0488) (0.713) (0.142)
Basic 1.160*** − 0.0166 0.536* 0.0358 2.951*** − 0.953*** 205,500 23.8
Material (0.317) (0.0145) (0.279) (0.0489) (0.821) (0.162)
Telecom- − 0.0283 − 0.0152 − 0.885* − 0.0196 − 1.982* 0.274 85,500 22.5
munica-
tions
(0.456) (0.0193) (0.471) (0.0819) (1.1070) (0.254)
Utilities 0.152 0.0083 0.221 − 0.0988 1.081* − 0.291 125,000 21.2
(0.393) (0.0137) (0.312) (0.0657) (0.563) (0.182)
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Hypothesis 1 about the nonlinear effect of temperature, we are unable to support the same 
for the temperature anomaly when examined at a sector level. Overall, results indicate that 
higher temperatures increase systemic risk.
The importance of analysing very cold and hot temperatures has been also underlined 
by Luterbacher et al. (2004), whose results show that extreme temperatures can affect the 
economy. In columns 3 and 4 in Table 8, regression results are reported based on Eq. (8) 
for different industries, using 99% 훥CoVaR as the dependent variable. This table provides 
further evidence regarding Hypothesis 3. In line with our previous estimations, hot shocks 
(CDD) have significantly positive effects on different industries (4 out of 10 industries) 
while cold shocks (HDD) decrease systemic risk (5 out of 10 industries). On average, there 
is a robust evidence that Consumer Goods, Industrials, Basic Materials and Utilities are 
industries that are most vulnerable to hot shocks; in line with Dell et al. (2014), Balvers 
et  al. (2017). While, Consumer goods, Oil & Gas, Industrials, Consumer Services and 
Basic Materials can benefit from lower temperatures. Results also show that temperature 
effects do not negatively affect industries such as Technology, Consumer Services and Tel-
ecommunications. This finding implies that temperature shocks can influence the invest-
ment climate, particularly when climate sensitive firms are considered. Therefore, insti-
tutional investors and traders make investment decisions based on two principles; (i) how 
sensitive to climate change industries are and (ii) cold weather is “good” news, while hot 
weather is ‘bad” news for the financial markets.
4.3  Robustness Checks
The degree of interconnection in stock returns can be seen as a proxy for return-spillover 
effects between a firm and the financial system (Billio et  al. 2012). To corroborate our 
results, we use two additional dependent variables as measures of interconnectedness. 
First, we focus on the endogenous risk between firm and industry losses by taking the first 
principal component (PC1) (see more in “Appendix 1”). Second, we compute the dynamic 
conditional covariance ( hj,i ) in an endogenous system, constituted by losses of firm i and 
industry j (see more in “Appendix 2”). Because hj,i already accounts for the dynamics in 
the model, the autoregressive variable is omitted. In addition, both variables account for a 
degree of volatility in the market and therefore volatility (Vol) variable is excluded in order 
to avoid any simultaneity problem.
The results are reported in Table 9, columns 1–4 and columns 5–8 show the estima-
tions for PC1 and hj,i , respectively. In line with the previous estimations, PC1 appears to 
confirm Hypothesis 1 and reject Hypotheses 2; temperature and PC1 exhibit an inverted 
U-shaped curve (Temp and Temp2 coefficients are positive and negative respectively, in col-
umn 1); the effect of temperature anomaly on PC1 does not follow a nonlinear pattern, but 
this linearly increases (column 2). Regarding Hypothesis 3, hot shocks (CDD) increase the 
interconnection of the financial markets (column 3), but cold temperatures (HDD) seem to 
decrease this interconnection (column 4). In terms of hj,i , the results appear qualitatively 
similar with the previous specifications. The conditional covariances between a firm and 
its industry are equally affected by temperature effects. Importantly, the only difference 
with PC1 estimations, is that both raw temperature and temperature anomaly monotoni-
cally increase the firm-industry interconnection (see hj,i in columns 5 and 6).
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4.4  Additional Results
In order to provide more plausible results, we consider the 훥CCoVaR methodol-
ogy. In Eqs.  (5), (6) and (8), we remove Size variable since it is used to compute 
the 훥CCoVaR , which in turn is our new alternative dependent variable. Therefore, 
훥
CCoVaRi,t = Sizei,t × 훥CoVaRi,t . The C sign denotes the change of the size of the firm in 
Euro amounts conditional on any variable. Size is the market capitalization of any firm 
i at any day t and 훥CoVaR is defined as previously. We also consider both the 99% and 
95% 훥CCoVaR in order to measure a reasonable confidence interval of the losses. To attain 
stationarity, in line with Adrian and Brunnermeier (2016), we normalise the 훥CCoVaR by 
the cross-sectional average market capitalization and our new measure is now expressed 
in basis points. In contrast with the 훥CoVaR , the 훥CCoVaR takes into account the size of 
every institution which is closely related to the “Too big to fail” suggestion, indicating that 
poor performance of large firms would have amplified negative consequences to the finan-
cial system.
The results are reported in Table 10, where columns 1–4 use 99% 훥CCoVaR and col-
umns 5–8 use 95% 훥CCoVaR as dependent variable. As shown, 훥CCoVaR is substantially 
different from 훥CoVaR . In column 1, Temp is positive and significant at 1% but Temp2 
is insignificant. The Temp coefficient of 0.147 implies that an increase in temperature by 
1 ◦ C would increase 훥CCoVaR by 0.147 basis points of daily market equity losses at the 
99% quantile. In column 2, Anom is positive and its squared term is negative, representing 
an inverted U-shaped curve, confirming Hypothesis 2. Regarding CDD and HDD, results 
illustrate that hot shocks increase and cold shocks decrease systemic risk (Hypothesis 3). 
Particularly, the impact of temperature shocks is estimated to cause daily losses ranging 
between -0.303 and 0.239 basis points. This findings show that temperature is priced in 
financial markets. Despite the relatively “small” effect, we can claim that information 
about climate change is appreciated by investors. Specifically, it can be implied that low 
temperatures are perceived as “good” news, while high temperatures as “bad” news for 
the financial market. Overall, results can be explained by the climate change uncertainty, 
expectations about increasing energy demand and by psychological factors. Hence, inves-
tors are highly uncertain about the probability distribution of future payoffs, since their 
future expectations are based on current weather events.
5  Discussion and Conclusions
The purpose of this paper is to examine if systemic risk is driven by temperature changes. 
Systemic risk is measured by making use of the 훥CoVaR methodology (Adrian and Brun-
nermeier 2016), while temperature data is retrieved from the closest weather stations to the 
firms’ main market locations. Using a sample of 600 European firms listed in STOXX 600 
Index for 7305 trading days in 17 different financial markets, we find that temperature has a 
versatile effect on the losses of firms. To be more explicit, in line with the existing climate 
change literature, we decompose the temperature series to (1) trend, (2) seasonality and 
(3), anomaly components. In turn, we make the following assumptions: (1) temperature 
has asymmetric effects on systemic risk, (2) similarly, temperature anomaly has nonlinear 
effects on systemic risk and (3) hot and cold shocks are detrimental (beneficial) for the 
financial system. On general principles, all of our hypotheses can be partially supported 
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to some extent, under all different specifications; however, we do record certain deviations 
among industries.
Our results provide support to the argument that temperature affects systemic risk. Spe-
cifically, raw temperature data and temperature anomaly seem to either increase or exert 
nonlinear effect on systemic risk. We argue that these asymmetries can be explained on the 
basis of decomposed temperature factors. For instance, on the one hand we show, in line 
with the psychological literature, that cold temperature shocks significantly decrease the 
훥CoVaR , while, on the other, we have adequate evidence to support, in line with the energy 
consumption view, that hot shocks positively influence systemic risk. More importantly, 
the portfolio analysis demonstrates that the manufacturing sector is strongly influenced 
by temperature changes (Balvers et  al. 2017), while Technology, Telecommunications 
and Consumer Services firms seem to be unaffected by  temperature. Finally, a numerical 
example based on the alternative measure of systemic risk, 훥CCoVaR , suggests that 1 ◦ C 
temperature change can increase systemic risk by up to 0.24 basis points.
Our study is important for many different stakeholders, as it provides informed insights 
in connection with the impact of climate change. While proposing hedging strategies and 
adaptation mechanisms are rather challenging, this paper underscores that the examina-
tion of the climate-finance relationship should receive priority and be further promoted. In 
addition, given the sample market of our study, our findings are quite useful to European 
firms that operate in relatively developed and well-informed markets and have the capacity 
to protect themselves against climate change (e.g., by purchasing weather derivatives). An 
interesting avenue for future research, would be to investigate how financial markets react 
to temperature changes in developing countries (Dell et al. 2012).
In turn, our findings can have important research implications. Scholars can gauge the 
effect of climate change on the financial system. The intuition for using 훥CoVaR rests in 
its unique capability to identify, among others, systemic climate sensitive firms that could 
potentially affect the entire financial system. Therefore, future studies should also inves-
tigate particular characteristics of these firms. Our findings also suggest that temperature 
variations are priced in financial markets. This finding could be important for the asset 
pricing literature (Apergis and Gupta 2017). It can be suggested that market participants 
fear the regulatory pressure arising from changes in climate patterns (Balvers et al. 2017); 
this can be an alternative channel that helps to rationalise our results.
On a final note, the main limitation of this study is the assumption that temperature 
recorded on a firm’s primary market location affects the activity and the performance of 
investors and employees, respectively; thus contributing to higher levels of risk. However, 
it is also true that firms are able to mitigate this impact by diversifying activities to differ-
ent countries or even continents that are subject to very different weather patterns. In this 
regard, gathering temperature data from multiple business locations might help resolve this 
issue. In line with arguments mentioned above, our results do not apply to all the finan-
cial markets. EU is an area adherent to environmental regulations (e.g. emissions trading 
scheme), and thus investors might be highly driven by climate change effects. As Bansal 
and Ochoa (2011) assert, heterogeneous temperature effects depend on geographic loca-
tion. For this reason, similar studies should be conducted about different areas of the world, 
such as the United States, in order to determine (and compare) the accuracy of our findings.
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Appendix 1: PCA
The appendix bellow proposes the construction of a measure of connectedness with princi-
pal component analysis (PCA), methodologically similar to the study of Billio et al. (2012).
Instead of running PCA among all institutions simultaneously, we focus on the causal 
spillovers (endogenous risk) between a firm and its industry; we repeat this procedure for 
all the firms in the sample (600). Particularly, the two variables of interest are the firm ( Xi ) 
and industry ( Xj ) losses. In the PCA, the number of variables, that join the system, should 
be equal to the number of extracted components, also variables should be correlated; in 
fact, the correlation between ( Xi ) and ( Xj ) is, on average, 48%. As shown below, the prin-
cipal components are new variables that combine the returns of firm i with the returns of 
industry j:
where the weights a are chosen so that: (1) the components are uncorrelated and (2) the 
first component accounts for the maximum possible variance of the set (OECD 2008). 
The first component (PC1) is used as a measure of connectedness and it is our alternative 
dependent variable. PC1 satisfies the Kaiser criterion that components with more than 1 
eigenvalue, make sense to be included in the analysis. In this instance, PC1 explains 74% 
of the variability between the returns of firms and their industries, with eigenvalue 1.48, 
while PC2 explains the remaining 26 % with eigenvalue 0.52.
Appendix 2: DCC
Adrian and Brunnermeier (2016) build on a bivariate diagnonal VECH-GARCH to esti-
mate the conditional covariance between the firm and industry’s losses, an alternative 
dynamic systemic risk measure. Similarly, we employ a parsimonious DCC-GARCH(1,1) 
model to identify the dynamic conditional correlation and the conditional covariance 
between the firm and industry’s returns; as proposed by Engle (2002):
퐗t ≡ (X
j
t , X
i
t
)� is a vector of daily return losses of j industry and i firm, 휖t is a vector of ran-
dom disturbance terms, 퐯퐭 is a vector of normal, independent and identically distributed 
innovations, and 퐇t is the conditional variance and covariance matrix, defined as:
(9)
PC1t = a1,1X
i
t
+ a1,2X
j
t
PC2t = a2,1X
i
t
+ a2,2X
j
t ,
(10)퐗t = 흓0 + 흋퐗t−1 + 흐t, 흐t = 퐇
1∕2
t 퐯t,
(11)퐇t = 퐃
1∕2
t 퐑t퐃
1∕2
t =
(
h
j,j
t h
j,i
t
h
j,i
t h
i,i
t
)
,
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where hj,it  , the conditional covariance, is another measure of interconnection between firm 
and industry. It is conceptually similar to the alternative dynamic approaches of Billio et al. 
(2012), Adrian and Brunnermeier (2016). 퐃퐭 is a diagonal matrix of conditional variances 
[ 퐃t = diag(휎j
2
t
), 휎i
2
t
) ] from the univariate GARCH(1,1), and 퐑퐭 is the time-varying quasi-
correlation matrix, which is calculated as:
and 퐑t has the following form:
where 퐮퐭 = 퐃
−1∕2
t 휖t and 퐮퐭 is used to estimate the parameters of the conditional correla-
tion, 퐐t is the time-varying covariance matrix of 퐮퐭 , 퐐̄ ( 퐐̄ = E[퐮퐭퐮퐭
�
] ) is the unconditional 
variance and covariance matrix of 퐮퐭 and parameters a and b should be non-negative and 
less than unity in aggregate. The coefficients of conditional mean and conditional variance 
models are estimated by maximizing the log-likelihood function for any t observation as 
shown below:
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