Abstract: CD8 T-cells are critical in controlling infection by intracellular pathogens. Upon encountering antigen presenting cells, T-cell receptor activation promotes the differentiation of naïve CD8 T-cells into strongly proliferating activated and effector stages. We propose a 2D-multiscale computational model to study the maturation of CD8 T-cells in a lymph node controlled by their molecular profile. A novel molecular pathway is presented and converted into an ordinary differential equation model, coupled with a cellular Potts model to describe cell-cell interactions. Key molecular players such as activated IL2 receptor and Tbet levels Computation 2014, 2 160 control the differentiation from naïve into activated and effector stages, respectively, while caspases and Fas-Fas ligand interactions control cell apoptosis. Coupling this molecular model to the cellular scale successfully reproduces qualitatively the evolution of total CD8 T-cell counts observed in mice lymph node, between Day 3 and 5.5 post-infection. Furthermore, this model allows us to make testable predictions of the evolution of the different CD8 T-cell stages.
Introduction
During viral infection in a tissue, resident antigen presenting cells (APC), such as dendritic cells (DCs), uptake antigen and recirculate via lymphatics to reach a nearby lymph node (LN) within 2-3 days [1] , where they encounter different types of immune cells (e.g., B-and T-cells) including CD8 T-cells. The establishment of cellular contact between a CD8 T-cell and an APC provides the opportunity for antigen recognition to occur through CD8 T-cell receptor (TCR) interactions with peptide-major histocompatibility complexes (MHC) that are present at the surface of the APC (activation phase). In addition, CD8 T-cell-APC contacts involve various other receptor-ligand interactions (including those of co-stimulatory and adhesion molecules [2] ) and the delivery of soluble mediators (e.g., interleukin 2, IL2) that modulate the outcome of CD8 T-cell activation. Productive contacts (in terms of timing and strength) between naïve CD8 T-cells and APC result in the differentiation of naïve CD8 T-cells into activated, effector and memory CD8 T-cell stages and, thereby, in their clonal expansion. In particular, the short-lived cytotoxic effector cells elaborate cytokines and granzymes to kill pathogen-infected cells and control the infection [3] . Following pathogen clearance, most effector T-cells undergo cell apoptosis (contraction phase), while 5%-10% of them survive and mature into long-lived memory CD8 T-cells [4] . CD8 T-cells specific for a given peptide only consist of a small fraction of naïve repertoire; therefore, robust proliferation is required to combat rapidly replicating pathogens [5] .
In LNs, CD8 T-cells receive signals during both short-lived contacts and long-lived interactions with APC. These contacts are highly regulated events and are influenced by the timing of activation via the TCR, the signal strength (antigen load together with the binding affinity of TCR to MHC I-peptide complex), the inflammatory environment (e.g., interferon-gamma and interleukin-12) and the presence of other responding T-cells. For these interactions to occur, cell motility plays a crucial role. The rate of CD8 T-cell-APC contacts is not only the result of random collision events [6] . Chemokines produced at the site of CD8 T-cell-APC conjugates [2] and the extracellular environment (e.g., fibroblastic reticular cell network) might bias the direction of cell movement [6, 7] .
An activated CD8 T-cell is exposed to a myriad of signals and environmental cues. How these signals are transmitted into cells and translated into gene expression patterns that promote T-cell proliferation and differentiation is an important and complex question [8] .
Mathematical models of the immune response in the lymph nodes may provide important insights into how interactions between CD8 T-cells and APC can lead to specific results. Different types of mathematical models have been used to model different aspects of the immune response, including continuous models [9, 10] . These models describe cell populations as densities, which makes the consideration of the role of CD8 T-cell and APC properties, such as cell shape and cell adhesion (important for modeling cell-cell interactions that lead to T-cell activation), mathematically complicated. Therefore, individual-based models (IBMs), where each cell is treated as an individual entity, are more appropriate.
Beltman et al. [11] used a particular type of IBM, the Glazier-Graner-Hogeweg model (also called the Cellular Potts Model (CPM) [12] ), to model the interactions between T-cells and DCs in the LN paracortex. The 3D space is filled with static rods, representing the reticular network. T-cells randomly move in the domain, and their movements are not biased by any external factors (for instance, chemotaxis or haptotaxis). DCs, however, are less motile but they extend their dendrites (long projections) to facilitate contact with T-cells. When T-cells and DCs come into contact, T-cells decrease their motility because of an increase of the strength of adhesion and putative "stop signals" that antigen-bearing DCs transmit to T-cells. The authors investigated which circumstances are required to obtain long-lived interactions between T-cells and DCs, and they focused on how the migratory behavior of T-cells is affected by changes in their adhesion properties and in the 'stop signals' transmitted by DCs, as well as by the dynamic behavior of DC's dendrites. Simulations suggested that the initial decrease in T-cell motility after antigen appearance is mainly due to "stop signals" transmitted by activated DCs to T-cells.
In addition, Gong et al. [13] used a 3D IBM (where cells were modeled as non-deformable spheres), which allows for differentiation into effector cells in different antigenic conditions in the LN. The authors suggested that a 3D model (compared to 2D) is more appropriate to analyze LN function, since T-cell encounters DCs and TCR repertoire scanning is more efficient. The results suggested that reducing the time naïve T-cells need to bind DCs before becoming activated would increase the rate at which effector cells are produced.
Riggs et al. [14] used a 2D IBM to compare chemotaxis with random T-cell motion in the LN and showed that chemotaxis increased the total number of T-cell-DC contacts, but decreased the number of contacts with a given T-cell, ultimately producing fewer activated T-cells. Results suggested that, within an LN T-zone (the subcortical zone where T-cells mainly interact with DCs), a random search strategy is optimal for a rare cognate T-cell to find its DC match and maximize the production of activated T-cells.
LNs may become larger during infection, due to a reduced ability of T-cells to exit the LN, an increase in the T-cell flow to the LN and the T-cell proliferation within those LN [15] , an important phenomenon with implications for T-cell-APC interactions, which has been initially addressed by Bogle and Dunbar [16] . In particular, the latter authors allowed their 3D simulation domain to grow during an immune response, although they did not study in detail how this expanding LN affects output.
Baltazzi et al. [17] used a 3D hybrid discrete/continuous model of the LN focusing on the lymphocyte recruitment and trafficking (accounting for the effect of chemotaxis on cell motility) inside the lymph node. The model tracks the evolution of three types of cells: Th (helper) cells, B-cells and DCs. Each type of cell consists of different (e.g., antigen, chemokine) receptors (e.g., CXCR5, CCR7, S1P1), where each one is randomly chosen to be expressed or not, affecting the status of each cell. The model reproduces first the expected dynamics of the system with and without the presence of antigenic stimulation and also investigates the role of DCs and S1P1-control of lymphocyte exit from LN. It is shown that DC removal at early times produces large effects, with an immune response that is greatly delayed and reduced in magnitude due to the lack of active Th cells that are able to provide the right co-stimulation to B-lymphocytes. S1P1 control, instead, affects essentially the magnitude of the immune response rather than the timing, by decreasing the overall number of specific lymphocytes that can participate in antigen detection.
One of the complexities of the immune response lies within its intrinsic multiscale nature. All of the previous cited studies described cell-cell interactions without an explicit description of the molecular events involved. On the other hand, a number of studies investigated the functioning of the molecular responses [18, 19] without an explicit description of the cell-cell interaction level. In this work, we aimed at providing the first multiscale model of the early immune CD8 T-cell response within an LN, based on the description of the first observable activation stages of CD8 T-cells; that is, naïve, preactivated, activated, and effector stages. An explicit description of a molecular regulatory network (based upon an ordinary differential equation (ODE) system) is coupled with the cellular and extracellular levels (based upon the use of a CPM and a partial differential equation (PDE), respectively) in order to observe the emergence of the global tissue behavior. Our model successfully recapitulates qualitative features of the experimental evolution of the total CD8 T-cells in draining LN upon infection, and can make predictions about the evolution of the different CD8 T-cell differentiation stages. Figure 1 . Experimental CD8 T-cell counts over time in mice lymph nodes. The data were collected following intranasal H1N1 infection in C57Bl/6 mice (adoptively transferred with F5 cells 24 h prior to the infection). The data used were from two independent experiments with different kinetics and two to four mice per time point. Error bars show the SEM and the average is marked in blue ("x"). (Figure 1 ), the lymph node draining the site of infection (lung, mediastinal lymph node) was harvested at different time points, and the number of F5 transgenic CD8 responder T-cells was assessed by flow cytometry, based on CD8/CD45.1/CD45.2 expression. All experimental procedures were approved by our local animal experimentation ethics committee (CECCAPP; Lyon, France), and accreditations have been obtained from French governmental agencies.
Multiscale Model
In this section, we describe the three different levels of our cell-based, multiscale model. One should note that we aim in this work at describing early LN events (see Figure 1 ) during a time frame where no memory cells yet appear. We therefore did not include into our model the molecular events leading to the generation of memory cells. Differentiation only proceeds up to the effector stage from the naïve and through a preactivated and activated stage.
Subcellular Level
In the following, we describe a novel molecular regulatory pathway of T-cell activation ( Figure 2 ). This is a simplified model which, although not describing the full picture, provides all of the necessary information for the coupling between the intracellular molecular level and cellular fates (differentiation and apoptosis). The dynamical state of the molecular model will decide cell proliferation (TCR activation and IL2 production), cell apoptosis (activation of caspases) and cell differentiation (via the level of expression of the activated IL2 receptor and the protein, Tbet). Table 1 . Description of the molecular signaling pathways in Figure 2 .
Description Reference
1. Activated TCR increases the amount of non-activated IL2R [20] 2. Activated TCR activates Tbet [21] 3. Transition: from low to activated IL2R [19] 4. Transition: from high to non-activated IL2R [19] 5. Activated IL2R increases the amount of non-activated IL2R [20] 6. Activated IL2R inhibits the expression of IL2 gene (via Blimp1) [22] 7. Activated IL2R induces the expression of IL2 gene [20] 8. Tbet promotes the inhibition of IL2 gene expression (via Blimp1) [23] 9. Internal IL2 gets secreted and gives rise to the external IL2 [19] 10. External IL2 enhances the transition from non-activated to activated IL2R [20] 11. Tbet inhibits the secretion of IL2 [24, 25] 12. IL2 gene activation from TCR (via Erk) [20] 13. TCR inhibits caspase (via Erk and Bim/Bax/Bcl2) [26] 14. Activated IL2R inhibits caspase (via Stat5, Bcl2, and BAX) [27] 15. Tbet induces the expression of FasL [28] 16. FasL activates Fas through cell contact [29] 17. activated Fas (Fas * ) induces caspase activation [29] 18. Transition: from non-activated to activated form of Fas [29] 19. Transition: from activated to non-activated form of Fas [29] 20. Tbet maintenance [30, 31] CD8 T-cell proliferation follows TCR stimulation and production of IL2 ( Figure 2 ). TCR stimulation induces the upregulation of IL2 gene expression [20] and expression of the non-activated IL2 receptor (aggregating all steps toward the formation of the active form of the receptor), IL2R [20] . Following IL2 secretion by the CD8 T-cell, IL2 binds to IL2R [20] to form the activated IL2 receptor (that is the quaternary ligand/receptor complex IL2Ra (CD25)/IL2Rb (CD122)/IL2Rg (CD132)/IL2), IL2R
* [19] .
IL2R
* can favor the production of IL2R and the upregulation of the IL2 gene [20] , but also down-regulates the IL2 gene expression (through Blimp1) [22] , enhanced by Tbet (encoded by Tbx21), a T-box transcription factor [23] . Caspases, on the other hand, play essential roles in cell apoptosis. Although there are several types of caspases, we do not make any distinction among them and use caspases in a more generic form. The activation of T-cells leads to the expression of the surface protein Fas-ligand (denoted by FasL), the ligand of protein Fas, via the activation of Tbet protein [28] . Fas-induced apoptosis is one of the main mechanisms by which cytotoxic T-lymphocytes induce cell death in cells expressing foreign antigens [32] . Perforin and Granzyme B also play a role in inducing cell death [28] , yet we do not explicitly describe their role. Fas-FasL signaling activated by cell contact has a positive impact on caspases [29] , which is inhibited by both TCR activation and the IL2R * (through Stat5 in the IL2R signaling cascade) [26, 27] . Although the precise processes involved in the generation of activated and effector stages remain undefined, IL2R
* and Tbet have been found to play an important role in activated and effector cell fate decisions, respectively [3, 33] . Stimulated TCR activates Tbet [21] , and the increment of Tbet levels might be an effect of both direct autoregulatory regulation [30] and other intermediate pathways (e.g., EGR1 [31] ), even though evidence has only been obtained for CD4 T-cells [30, 31] . Arrow 20 in Figure 2 represents both the Tbet self-maintenance and also the contribution from other molecular elements. Tbet was also demonstrated to suppress IL2 secretion [24, 25] .
The novelty in the current study is the coupling between the cellular level (differentiation of T-cells) and the molecular pathway as shown in Figure 3 . The state of the dynamical molecular network described above and in Figure 2 defines the different CD8 T-cell stages, as follows: naïve (no prior contact with APC; no TCR activation), preactivated (came in contact with APC and its activated IL2R is below a threshold), activated (came in contact with APC and its activated IL2R is above a threshold) and effector (came in contact with APC and Tbet is above a threshold). Figure 2 ), once a naïve T-cell comes into contact with an APC it becomes preactivated, then evolves to an activated cell when its IL2R * dynamically crosses a threshold and, eventually, to an effector stage when Tbet dynamically crosses a threshold. The caspase activation level is essential for cell apoptosis. Fas-FasL signaling further enhances apoptosis of activated and effector stages if activated-effector or effector-effector cells come into contact (cytotoxic effect). In contrast, the death of APC is independent of caspase levels, because the molecular network does not apply for APC. Key: N, naïve; PA, preactivated; A, activated; E, effector; APC, antigen presenting cell. The complex dynamics of the molecular pathway presented in Figure 2 can be converted in the following nonlinear ODE model:
Activated IL2R:
Tbet:
Non-activated Fas:
activated Fas:
Caspase:
with most of the parameters λ representing the strengths of feedbacks (except for λ F : the baseline rate of transcription of Fas in naïve T-cells). Parameters k with a subscript R, R * , T, F, F * , C are the decay rates of corresponding variables, and µ + , µ − with subscripts IL2, F are the association and dissociation rates for IL2R and Fas, respectively. T-cells appear to sum up TCR signals that are delivered during early and late encounters with APCs, which is a feature that helps them sense the overall amount of antigen available in the LN [2] . As a consequence, the quality and the functional heterogeneity of a T-cell response might be shaped by the history of contacts that have been experienced by individual T-cells. Therefore, in Equations (1), (3) and (6) we chose f (AP C) to represent the strength of TCR signaling and, more specifically, to be the number of simultaneous contacts of a T-cell with APCs. Therefore, if a T-cell is not in contact with any APC, f (AP C) = 0, which implies no TCR activation, and if, for instance, a T-cell is in contact with two APCs, then f (AP C) = 2. In reality, only a small fraction of T-cells will express T-cell receptors specific for a given epitope. Yet, in our model we do not make this distinction since our experimental data have been generated using F5 transgenic cells, for which naïve cells all express the TCR recognizing the NP68 antigen.
The single-cell ODE dynamical system (1)- (6) is coupled to neighbor cells via two terms, IL2 cm and T b cm . In Equations (1) and (2), IL2 cm represents the concentration of IL2 at the boundary (cell membrane) of each T-cell. In Equations (4) and (5), T b cm is the sum of all Tbet concentrations from all of the neighbor cells in contact. In fact, T b cm implicitly describes the FasL-induced caspase activation, since we decided not to explicitly describe the Fas-FasL interaction for the sake of simplicity. In Equations (4) and (5), H is the Heaviside function where H = 1 if an effector cell comes into contact with at least another effector or activated cell, and H = 0, otherwise. It represents the Fas-FasL interaction which promotes the upregulation of caspases.
Cellular Level: Cellular Potts Model
In the lattice-based CPM, cells are represented as spatially-extended, discrete objects with explicit cell shapes evolving in a 2D computational domain. The cell interactions are characterized through a total energy:
where J are the contact energies between cells, a σ the cell area and A σ the target cell area. In addition, τ (σ) represents the type of the cell occupying a grid space σ, which in our model can be either an APC or one of the four T cell stages (naïve; preactivated; activated; effector). The Kronecker delta function is δ x,y = 1, if x = y; 0, if x = y, and the term (1 − δ σ( x),σ( x ) ) ensures that adhesive energy only accrues at cell surfaces (not inside the cells); and E can be any constraint on the cell behavior (e.g., chemotaxis). To mimic cytoskeletally-driven, active surface fluctuations, a lattice site x and a neighboring target x are randomly selected. Then, we calculate how the effective energy would change if the initial site displaced the target. If the energy decreases (∆E = E new −E old < 0), the change occurs with probability one. However, if E increases (∆E > 0), the change will be accepted with Boltzmann probability, p = exp(−∆E/T ), where T is the 'temperature' of the system; T influences the likelihood of energetically unfavorable events taking place: the higher T , the more out-of-equilibrium the system will be. Biologically, the T indicates the amplitude of cell membrane fluctuations (and not active cell movement), which is characterized by polarized membrane extension and retraction. On a lattice with M sites, M site copy attempts represent our basic unit of time, one Monte Carlo Step (MCS). For our computational results presented in the next section, we use the open-source simulation environment CompuCell3D (CC3D) [34] . The source code is freely available upon request to the first author. Our model is formulated on a square domain (size 200 µm × 200 µm).
By equating the initial cell volume in the model to the real cell size (e.g., 5 × 5 pixels = 10 × 10 µm 2 [35] ), we can convert the lattice spacing to microns (1 pixel = 4 µm 2 ). In addition, we set the time conversion to be 1 MCS = 1 min, a value similar to those used in other CPM studies [36] .
In Table 2 , we summarize the different behaviors of the APC and T cells, which are discussed in detail in the following text.
To allow for cell-cell interactions, we expand the widely used CPM to incorporate cell motility. This is achieved by including an extra term in the total energy,
with r representing the cell speed from its center of mass ( x CM = i x i /a σ ), where i denotes pixels belonging to a given cell, and θ(t) ∈ [0, 2π] the rotation angle which updates every t per (the persistence time in MCS). The t per (= 90 min) refers to the average duration of locomotion in one direction before a random change of direction.
We assume that (all types of) T-cells move randomly in the domain with constant speed ∼ 0.75 µm/min (r = 150), and they stop moving (r = 0) once they come into contact with APC [2, 37] .
In contrast to T-cells, APCs move rather slowly, ∼ 0.1 µm/min (r = 20). The limitations on the maximum speed of cells that can be reached in the Potts model mainly depending on the dissociation of cells (break up into small pieces or fragments) above a certain value of r led to smaller cell speed than the range mentioned in [2] . This could be considered for further investigation in a subsequent study. [38] ). The molecular content of the parental cell is partitioned stochastically between the two daughters cells [39] . To achieve this, one daughter cell inherits the k i ∈ (0.7, 1.0) fraction of the parent cell (for each molecular element in system (1)- (6)), and the other daughter inherits 2 − k i . This will result in heterogeneity in the possible fate of the two daughter cells, a well-described phenomenon [40] [41] [42] . Although the exact range of variation of the molecular context that each of the two daughter cells inherit from the parent cell is unknown and difficult to track experimentally, we chose (0.7, 1.0) in order to include non-negligible, yet moderate, stochasticity.
Regarding cell death, APCs have a lifespan of 32-40 h [43, 44] , and therefore, each APC is randomly assigned a lifespan in this range taken from a uniform distribution. The lifespan of naïve T-cells lies in a range of 165-365 days (see Supplementary Information of [38] ), but since this time frame is far from the scope of our model (which spans between day 3 and 5.5 post-infection), we assume no death of naïve T-cells. Except for naïve T-cells, all of the other CD8 T-cells (preactivated, activated and effector) die based on their molecular profile (once their caspase level reaches its threshold; see Table 5 ).
Extracellular Level
We consider one extracellular cytokine, IL2, one of the main regulatory cytokines of T-cell fate after activation [19] , whose concentration evolves according to the following PDE:
where [IL2] is the IL2 concentration, which diffuses in the square domain (with no flux boundary conditions), D, the diffusion coefficient, and δ the decay rate. The second term on the right-hand side represents the secretion rate, which is, for the first time, to our knowledge, controlled by molecular entities (TCR activation and IL2R * ; see Figure 1 ). We set D = 0.2 pixels/MCS, since the diffusion length (L) = D/δ ∼ 1 cell length [18] , and from there we can calculate δ = 0.008 min −1 . Note that, although unrealistic, the use of the CPM implies that IL2 identically diffuses through cell bodies and the extracellular space. In Section 6.1, we provide a discussion on how the parameter values used in our simulations for the subcellular, cellular and extracellular level were estimated, and these are summarized in Tables 3-5 . A AP C APC target area 1000 µm 
Results and Discussion
In this section we present results from our in silico multiscale model. At first, we present results at the population level (cell counts), and in the next section we will explain the validation process at the intracellular level. We discuss the sensitivity of the model to some parameter values in Paragraph 4.3. Figure 5A shows that our computational results (total T-cell counts) can fit very well in a qualitative manner the results from our experiments (described in Section 2). Note that, the computational cost of the in silico model is the main limiting factor for the two orders of magnitude difference observed between the population sizes in the model and the cell counts in Figure 1 . This emerged from both the resolution and coupling of the models (e.g., the ODE model at the subcellular level) and equations (e.g., PDE for IL2 secretion and diffusion) at the different scales. Figure 5B presents computational results for the total cell counts, as well as the counts for each type of T-cell and APC. In particular, it is predicted that the number of naive T-cells (blue curve) starts to decrease early enough because of APC encountering and their transition into preactivated cells (green curve). The first activated T-cells start to appear within ∼17 h and proliferate intensively for approximately 30 h. A portion of activated T-cells convert into effector T-cells, which appear after 1.5 days and then strongly proliferate. Effector T-cells outnumber activated cells during the last ∼6 h, due to a high differentiation of activated cells and a strong proliferation of effector cells. Therefore, our model can be used to make predictions on the evolution for each of the T-cell stages. Tables 3-5 . N, Naïve; PA, preactivated; A, activated; E, effector; T, total (N + PA + A + E). In this section, we describe the dynamics at the molecular level, by focusing on the activation phase (TCR activation); that is, when a single APC and a single T-cell come into contact, so that f (AP C) = 1 (as in Equation (1)), which implies the initiation of the T-cell differentiation process.
Dynamics at the Population Level
First, we make the assumption that IL2 secretion depends only on the TCR signaling (without considering the later effects from activated IL2R, IL2R * ). This situation is an approximation of the early times of the activation, when only the APC modifies the state of the molecular regulatory network. That is, IL2 is secreted only when f (AP C) = 1, and therefore, Equation (9) becomes:
To evaluate λ 1 (the secretion rate), its value has been derived such that the IL2 cm (the IL2 at the cell membrane) is ∼20 pM [18] once a preactivated T-cell just turns into sn activated T-cell. Figure 6A ,B present the molecular profiles of IL2R * , Tbet, and caspase, along with IL2 expression and secretion, from preactivated and activated T-cells. At t = 0 h an APC came into contact with a single naïve T-cell which turned into a preactivated T-cell (because of TCR activation). Note that a single preactivated T-cell remains in contact with an APC (f (AP C) = 1), however, once it becomes activated it loses contact (f (AP C) = 0) [2, 37] . The preactivated T-cell evolves to its activated phenotype once its IL2R * exceeds a threshold (see Table 5 ). This threshold has been evaluated by the end of a 20-h preactivated T-cell-APC contact having an approximately seven-fold increase from its value at t = 0 [49] . The IL2R * eventually goes to zero, because the production term in Equation (2) vanishes in contrast to Tbet which keeps on increasing, even though the increase is slowed down following contact loss. Caspase, on the other hand, has slower kinetics and it keeps increasing after the loss of contact, since f (AP C) becomes zero. The activated T-cell may evolve to its effector phenotype once its Tbet concentration exceeds a threshold, which was evaluated such that Tbet reaches an approximately 40-fold increase in about 28 h [50] . Preactivated T-cells secrete IL2 ( Figure 6B ; since f (AP C) = 1), and its steady level of expression is consistent with published data (∼ 20 pM [18] ). (10)), and IL2 levels off at ∼ 20 pM [18] , whereas activated T-cells stop secreting IL2 due to the loss of contact with APC (f (AP C) = 0; see Equation (10)). The parameters used for simulations are presented in Tables 3-5 . 
A Preliminary Assessment of the Sensitivity of Parameter Values
We managed to determine most of the numerous parameters of the model (see Tables 4 and 5 , and Section 6.1.2) from the literature and also by making reasonable biological assumptions. Nevertheless, we still rely upon the value of some free parameters (λ T 3 , λ c1 , λ c2 , λ c3 , λ c4 ), which could not be derived from the literature. We therefore examined the impact of some of those free parameters, λ c1 and λ T 3 , on the simulation outcomes. These parameters characterize caspase production and Tbet maintenance, respectively. They consequently act directly on T-cell death and differentiation (into effector cells) rates and can then be considered as essential for the CD8 T-cell response. Figure 7 shows results by varying λ c1 (the activation rate of caspase without the role of Fas-FasL) and λ T 3 (the sensitivity of Tbet to its self-regulation). It is shown that by increasing λ c1 (e.g., from 0.01 to 0.02), there is increased preactivated, activated and effector cell death. Consequently, in Figure 7A , one does not observe the progression of the effector subpopulation by Day 4.5, contrary to what can be observed in Figure 5B , and the overall T-cell production decreases dramatically due to increased cell death. By increasing λ T 3 (e.g., from 0.01 to 1) the activated T-cell population increases since the amount of Tbet remains below the predefined threshold and in such case T cells are not able to differentiate into effector cells, on the considered time scale (see Figure 7B) . The Tbet threshold would be reached later, and so would start the effector T-cell production. One must however note that naïve cell dynamics are not affected by modifications of λ c1 and λ T 3 , because these parameters influence biological processes related to proliferating CD8 T cells. 
Conclusions
CD8 T-cells play a major role in protective immunity against many infectious pathogens. The path from naïve precursor to activated and effector CD8 T-cell development begins with interactions with antigen presenting cells (APC).
In this paper, we have developed a 2D multiscale computational model with the aim to understand the dynamics between APC and CD8 T cell interactions in the lymph node (LN), which can lead to the activation, differentiation and clonal expansion of CD8 T-cells. A novel molecular signaling pathway of CD8 T-cells has been presented. Although this is a simplified molecular network, that does not describe the full picture, it does provide the potential for CD8 T-cells to make decisions (differentiate, die by apoptosis) based on their molecular profile. In particular, a CD8 T-cell can convert into its activated phenotype once its activated IL2 receptor level exceeds a threshold, and it can further evolve to its effector phenotype once its Tbet level exceeds a second threshold. Both thresholds were derived based on the time needed for each phenotype to be generated from its precursor, e.g., a preactivated CD8 T-cell can convert into its activated phenotype after a 20-h contact with an APC, and an activated CD8 T-cell needs approximately 28 h to evolve into its effector phenotype.
Our integrated model successfully reproduces, qualitatively, the experimental data (total T-cell counts) after deriving most of the parameters (as shown in Tables 4 and 5 ) and by making biologically reasonable assumptions of the values of the remaining free parameters (λ T 3 , λ c1 , λ c2 , λ c3 , λ c4 ).
This results in giving to our model the capacity of making predictions on the evolution of each CD8 T cell differentiation stage which can be tested experimentally (ongoing experimental work).
Preliminary results on the sensitivity of some of those free parameters have shown that either increasing the activation rate of caspase (without the contribution of Fas-FaL) or the sensitivity of Tbet to its self-regulation results in decreased or increased total cell counts, respectively. Further exploration of the parameter space will be the main focus of our next study in order to investigate different possible outcomes, as well as the sensitivity of the current results to the variation of the fixed parameters.
The induction of CD8 T-cell activation depends on several factors, including cell density, cell motility, the CD8 T-cell:APC ratio in terms of numbers and size, the strength of cell-cell adhesion, IL2 gradients, etc. In the current study, those factors have been carefully taken into account; however, a thorough investigation on the sensitivity of our results based on those factors could reveal noteworthy observations and possible directions for guided experimental investigations.
Our model also considered the role of extracellular IL2 acting on the transition from non-activated to activated IL2R, where the concentration of the latter controls the activation of CD8 T-cells. The simulation results were generated by assuming first that IL2 secretion is mainly dependent on TCR signaling (using Equation (10)). In a subsequent study, we will investigate the effect and sufficiency of both positive and negative feedbacks on IL2 and assess any possible impacts on the population level (evolution and differentiation of CD8 T-cells).
There is a variety of individual-based model approaches (e.g., cellular automata, Cellular Potts Models, hybrid discrete/continuous models). In our study, we used the CompuCell3D open-source simulation environment. Other immune-based frameworks exist (e.g., C-ImmSim [51] , Simmune [52] ) and could well be applied. It would be very interesting in the future to compare model results emerging from different model frameworks.
Considering the ability of the model to couple the molecular, cellular, and extracellular levels, interesting questions can be addressed regarding how and how much molecular inputs and the microenvironment can affect the behavior at the population level. We believe that our study could pave the way for future studies to integrate single-cell approaches of the fate specification of CD8 T-cells.
Supplementary Information

Parameter Values
The default parameter values used for our simulations are summarized in Tables 3-5 , unless otherwise stated. Below we provide a discussion on how some of those were estimated, and the rest are derived in Section 6.1.2. Interactions between neighboring pixels in the CPM have an effective energy, J (as it appears in Equation (7)), which characterizes the strength of cell-cell adhesion (see Table 3 ). A larger J means more energy is associated with the interface between two cells, which is less energetically favorable, corresponding to weaker adhesivity. Note that in Table 3 , when we are referring to a T-cell, it applies to all stages (naïve, preactivated, activated, and effector). It can be observed that J AP C,A and J AP C,E are higher than J AP C,P A . We make the assumption that preactivated T cells stay in contact with APCs until they get activated where they lose contact and continue to (randomly) migrate in the domain to search for APCs.
Parameter Derivation
For the derived parameters in Tables 4 and 5 , we made the following assumptions based on existing literature:
• λ 1 : chosen to be 10 −12 M min −1 , so that ∼20 h [18] are needed for a preactivated cell to become activated, IL2 cm ∼ 20 pM.
• λ R1 : it affects the activated IL2R threshold for T-cell activation (from preactivated to activated phenotype), which takes ∼20 h to reach and increases approximately 7-fold [49] .
• λ R2 : it is a rate chosen to be within the same order as rates λ T 2 and λ c4 .
• λ T 1 : it affects the Tbet threshold for effector T-cells, which takes ∼48 h to reach and increases approximately 40-fold [50] .
• µ − IL2 : we assume that this is equal to or at least of the same order as µ − F [19] .
• µ • Caspase threshold: we evaluated the caspase threshold to be the value at which the lifespan of the effector T cells is ∼60 h (Supplementary Information of [38] ).
For the free parameters, to start with we chose the following values based on the following assumptions:
• λ c1 : both λ c1 and λ T 1 represent production rates, and therefore, we choose λ c1 = λ T 1 .
• λ c2 : due to the lack of any reference values, we assume λ c2 ∼ 1/λ T 3 in order to be dimensionally consistent: [λ c2 ] = M −1 .
• λ c4 : due to the lack of any reference values, we assume λ c4 ∼ λ T 2 in order to be dimensionally consistent: [λ c4 ] =min −1 .
• λ T 3 : an important biological question based on which we tried to find a reasonable value to start with for λ T 3 , is whether and when an activated T cell can evolve to an effector phenotype (with positive and non-zero Tbet). From Equation (3), we can get an upper bound for λ T 3 ; that is,
. By using the value of Tbet at the time when a preactivated T cell becomes activated, that gives λ T 3 < 1.24 (an upper bound for λ T 3 ).
