There are two ways of studying the relationship between various methods for the stummation of divergent series. One consists in the attempt to determine directly whether or not one is more general than the other, and if this is not the case to determine under what conditions both methods apply and give the same sum to the series that is used. Another method involves the determination of the relative scope of the various processes in summing certain general tvpes of series that are of fundamental importance in analysis. The former method is more exhaustive from the theoretical point of view; the latter is, perhaps, of greater practical interest.
The two most important types of series in analysis at the present time are power series and Fourier's series. It Having found that Borel's method is less effective than Ceshro's in su'mming Fourier's series, we next wish to determine if it is more effective than ordinary convergence. The kernel of the singular integral that arises in the study of convergence, the well known Dirichlet's integral, is
The values of L(n) =f1 (n, t) I dt (2) for successive values of n are termed Lebesgue constants, this designation having been introduced by Fej6r and adopted by later writers. The fact that they become infinite with n is tied up with the fact that the Fourier's series of a continuous function may diverge, and their order of infinity may be regarded as one form of measure of the degree of divergence that is possible in the case of the Fourier's series of a continuous function. The values for odd integral values of X of the function LB(X), defined by (1), may be regarded as the analogues of the Lebesgue constants for the application of Borel's method of summation. In spite of the factor e~X in the integrand of (1), it may be shown that LB(n) is of the same order of infinity as L(n), this order being that of log n. The cosine development of this function diverges for x = 0, and cannot be summed at this point by Borel's method. If, however, we set a(x, n) = 2k"3 xsin 2W (O < x 5 21"'), a(x, n) = sin 2n' x (2 4< <X 7r), and form
we obtain a function whose cosine development diverges for x = 0 but can nevertheless be summed at that point by Borel's method. The underlying reason for these facts may be briefly stated as follows. The essential cause for the divergence as well as the failure of Borel sum, mability in the case of the Fourier's development of Fej&'s function lies in the degree of rapidity with which the oscillations in the neighborhood of the origin of the individual terms of the series defining this function increase in frequency as we pass from one term to the next. The effect of the modifications we have made in the series defining Fej&'s function is to remove such of the oscillations of each term as lie in a certain neighborhood of the origin, this neighborhood becoming steadily smaller as we, pass to later terms. Thus we find in the resulting function oscillations of higher and higher frequency sufficiently near to the origin to cause divergence of the Fourier's development at that point. On the other hand we have removed enough of the oscillations in the immediate neighborhood of the origin to attain Borel summability of the development at that point, since the factor e in the corresponding singular integral neutralizes the effect of the others.
It is apparent that the foregoing discussion, in addition to shedding further light on the relation between Borel and Cesro summability, also furnishes one scheme for distinguishing between various types of continuous functions that have divergent Fourier's developments. It Math. Soc., Ser. 2, 11,1911 (1-16), p. 10.
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