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Abstract
In this paper we offer a systematic survey and comparison of the Esscher martingale
transform for linear processes, the Esscher martingale transform for exponential processes,
and the minimal entropy martingale measure for exponential Le´vy models and present some
new results in order to give a complete characterization of those classes of measures. We
illustrate the results with several concrete examples in detail.
Key words: Esscher transform, minimal entropy, martingale measures, Le´vy processes.
1 Introduction
Le´vy processes combine great flexibility with analytical tractability for financial modelling. Essen-
tial features of asset returns like heavy tails, aggregational Gaussianity, and discontinuous price
movements are captured by simple exponential Le´vy models, that are a natural generalization of
the famous geometric Brownian motion. More realistic dependence structures, volatility clustering
etc. are easily described by models based on Le´vy processes.
Typically such models create incomplete markets; that means that there exist infinitely many
martingale measures and equivalent to the physical measure describing the underlying price evo-
lution. Each of them corresponds to a set of derivatives prices compatible with the no arbitrage
requirement. Thus derivatives prices are not determined by no arbitrage, but depend on investors
preferences. Consequently one approach to find the ”correct” equivalent martingale measure, con-
sists in trying to identify a utility function describing the investors preferences. It has been shown
in many interesting cases, maximizing utility admits a dual formulation: to find an equivalent
martingale measure minimizing some kind of distance to the physical probability measure given,
see Bellini and Frittelli (2002).
For exponential utility the dual problem is the minimization of relative entropy, see Frittelli
(2000). Therefore the minimal entropy martingale measures has attracted considerable interest
both, in a general, abstract setting, but also for the concrete exponential Le´vy models.
Another popular choice for an equivalent martingale measure in the framework of exponential
Le´vy processes is based on the Esscher transform, see Gerber and Shiu (1994).
The Esscher transform approach has been used to study the minimal entropy martingale mea-
sure by Chan (1999), Fujiwara and Miyahara (2003), and Esche and Schweizer (2005). It turned
out, that this Esscher martingale measure is different from the Esscher martingale measure of
Gerber and Shiu (1994), and there was some confusion in the literature.
∗Corresponding author
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Kallsen and Shiryaev (2002) introduce the Esscher martingale measure for exponential pro-
cesses and the Esscher martingale transform for linear processes to distinguish the two kinds of
Esscher transforms and clarify the issue.
Esche and Schweizer (2005) provide the main results on the minimal entropy martingale mea-
sure for exponential Le´vy processes in rigorous way, the relation to the Esscher martingale trans-
form for the linear processes, an explanation of the structure preservation property of the minimal
entropy martingale measure, a generalization to the multivariate case, and an application to a
particular stochastic volatility model.
In the present note we present in a detailed and systematic way both the Esscher martin-
gale transform for the exponential and the linear processes in the simple and concrete setting of
exponential Le´vy models.
Then we provide the converse of some of the statements contained in Esche and Schweizer
(2005), that allows a complete characterization of the minimal entropy martingale measure by the
Esscher martingale transform for linear processes. This result is in particular useful for investi-
gating and characterizing the existence of the minimal entropy martingale measure in concrete
models in an analytically tractable way.
We discuss in particular the case when the minimal entropy martingale measure does not exist,
and illustrate that in this case the entropy has an infimum that is not attained.
In the general literature, both, on maximization of utility, and on the minimum distance
martingale measures, a frequent assumption is local boundedness of the asset price processes, see
Delbaen et al. (2002), and Frittelli (2000), Bellini and Frittelli (2002), Grandits and Rheinla¨nder
(2002), Goll and Ru¨schendorf (2001). Yet most concrete exponential Le´vy models, that have been
suggested as asset price models, do not have this property. We hope our detailed discussion of
the situation, when the minimum entropy martingale measure does not exist, could be useful, or
at least stimulating, for future research on the dual problem of utility maximization for processes
that are not locally bounded, and helps in obtaining a better understanding of that situation. We
refer the reader for new results and further references in this field to Biagini and Frittelli (2004),
and especially Biagini and Frittelli (2005).
We also present applications of the theory developed to some specific parametric models,
namely the normal inverse Gaussian Le´vy process, the variance gamma Le´vy process, and for
illustrative purposes, a simple Poisson difference mod l, where all calculations can be performed
in elementary and explicit way.
In Section 2 we will discuss the Esscher transform for Le´vy processes, the exponential and
logarithmic transforms, and both kinds of Esscher martingale measures.
In Section 3 the results about the minimal entropy martingale measure and the relation with
the Esscher martingale transform for linear processes will be recalled, and some new results will
be provided.
In Section 4 the examples are discussed in detail.
For the clarity of exposition and the continuity of the treatment we will postpone longer proofs
to the appendix.
2 The Esscher transform
2.1 The Esscher transform for random variables
The Esscher transform is originally a transformation of distribution functions: Given a distribution
function F (x) and a parameter θ the Esscher transform F θ(x) is defined by
dF θ(x) =
eθxdF (x)∫
eθydF (y)
, (1)
2
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provided the integral exists. If F (x) admits a density f(x) then F θ(x) has the density
fθ(x) =
eθxf(x)∫
eθyf(y)dy
. (2)
The transformation is named in honor of the Swedish actuary Fredrik Esscher, who introduced
it for a special case in Esscher (1932). See (Bohman and Esscher, 1965, Section 13) for the
early history and further references. In the statistical literature the transformation is known as
exponential tilting.
The Esscher transform of probability measures is defined analogously: Given a probability
space (Ω,F , P ), a random variable X, and a parameter θ, the Esscher transform P θ, sometimes
also called Esscher measure, is defined by
dP θ =
eθXdP
E[eθX ]
, (3)
provided the expectation exists. This transformation depends on the parameter θ and the random
variable X. It should be specified clearly which θ and X are used, when talking about the Esscher
transform of P or the Esscher measure.
2.2 The Esscher transform for a Le´vy process
The Esscher transform generalizes naturally to probability spaces carrying Le´vy processes. In the
following let ’ d=’ denote equality in distribution. Suppose (Ω,F , P ) is a probability space, (Ft)t≥0
a filtration, satisfying the usual conditions, and (Xt)t≥0 is a Le´vy process, in the sense that
1. X has independent increments, i.e., Xt2 −Xt1 is independent of Ft1 for all 0 ≤ t1 ≤ t2.
2. X has stationary increments, i.e, we have Xt2 −Xt1 d= Xt2−t1 for all 0 ≤ t1 ≤ t2.
3. X0 = 0 a.s.
4. (Xt)t≥0 is stochastically continuous.
5. (Xt)t≥0 has ca`dla`g paths.
We shall also speak of a Le´vy process (Xt)0≤t≤T , where T > 0 is a finite horizon, and the meaning
of this terminology is apparent, cf. (Karatzas and Shreve, 1991, Definition 1.1, p.47).
To fix notation, let us recall a few concepts and facts related to Le´vy processes. There is a
cumulant function κ(z), that is defined at least for z ∈ C with <z = 0, such that
E[ezXt ] = eκ(z)t. (4)
Let us fix a truncation function h(x). This can be any function with compact support that satisfies
h(x) = x in a neighborhood of x = 0, for example h(x) = xI|x|≤1, but sometimes other choices
are possible and simpler. The Le´vy-Kintchine formula asserts
κ(z) = bz + c z
2
2 +
∫
(ezx − 1− h(x)z)U(dx), (5)
where b ∈ R, c ≥ 0, and U a positive measure on R \ {0}, called the Le´vy measure. It satisfies∫
(1 ∧ x2)U(dx) <∞. (6)
We call (b, c, U) the Le´vy triplet of X. We note, that b depends on h, but not c and U . When
E[X21 ] <∞ we may take h(x) = x. If the process X is of finite variation, which is equivalent to∫
|x|≤1
|x|U(dx) <∞, (7)
we can also use h(x) = 0.
3
Page 4 of 35
E-mail: quant@tandf.co.uk  URL://http.manuscriptcentral.com/tandf/rquf
Quantitative Finance
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
For Peer Review Only
Theorem 1 Suppose T > 0 and θ ∈ R such that
E[eθX1 ] <∞. (8)
Then
dP θ
dP
= eθXT−κ(θ)T (9)
defines a probability measure P θ such that P θ ∼ P and (X)0≤t≤T is a Le´vy process under P θ with
triplet (bθ, cθ, Uθ) given by
bθ = b+ θc+
∫
(eθx − 1)h(x)U(dx), (10)
cθ = c, (11)
Uθ(dx) = eθxU(dx). (12)
Proof: (Shiryaev, 1999, Theorem 2, Section VII.3c, p.685) 
Let us denote expectation with respect to P θ by Eθ. We have Eθ[ezXt ] = eκ
θ(z)t for 0 ≤ t ≤ T ,
where
κθ(z) = κ(z + θ)− κ(θ). (13)
Remark 1 Let us write Q loc∼ P if Q is a probability measure such that Q|FT ∼ P |FT for all T ≥ 0.
If we do not consider T > 0 as a fixed number in the previous theorem, but set
dP θT
dP
= eθXT−κ(θ)T (14)
for all T ≥ 0, then (P θT )T≥0 defines a consistent family of measures. With the usual, additional
technical assumptions to apply the Kolmogoroff consistency theorem we can define a measure P θ loc∼
P , such that (Xt)t≥0 becomes a Le´vy process with triplet (bθ, cθ, Uθ) as above.
The measure P θ, if it exists, is called Esscher transform of P , or Esscher measure. Let us stress,
that it depends on the Le´vy process X and on the parameter θ. Again, it should be specified
clearly which θ and X are used, when talking about the Esscher transform of P . In a more explicit
notation we could write
P θ = P θ·X . (15)
The Esscher transform for Le´vy processes and its application to option pricing was pioneered by
Gerber and Shiu (1994). The Esscher transforms for a Le´vy process are also studied in statistics
as an exponential family of processes, see Ku¨chler and Lauritzen (1989).
2.3 The Esscher martingale transforms in option pricing
In the context of option pricing only one particular choice of the parameter θ is of interest: The
one, such that the discounted asset price becomes a martingale under P θ. To emphasize this
aspect, that particular Esscher transform is called the Esscher martingale transform.
In the option pricing literature two variants have been used, corresponding to two different
choices of the Le´vy process X. Their close relation was clarified in Kallsen and Shiryaev (2002). In
that paper the authors introduced the names Esscher martingale transform for linear processes and
Esscher martingale transform for exponential processes to distinguish the two variants. Moreover
they generalized both concepts to arbitrary semimartingales, the most general class of processes
for (mainstream) continuous-time finance. We will discuss both transforms for Le´vy processes in
detail in the next two subsections. In Section 4 two concrete examples are worked out.
Let us first recall the definition and a few properties of the exponential and logarithmic trans-
form from (Kallsen and Shiryaev, 2002, Sec.2.1), see also (Jacod and Shiryaev, 2003, II.§8a,
p.134ff), and (Cont and Tankov, 2004, Sec.8.4.3, p.286ff). They apply to resp. hold true for
4
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arbitrary semimartingales starting at zero, though we we think of X as a Le´vy process at present.
Suppose S0 > 0 is a constant, and the process (St)t≥0 defined by
St = S0eXt (16)
is modelling the discounted price of a traded asset. By Itoˆ’s formula we obtain the stochastic
differential equation
dSt = St−dX˜t, (17)
where (X˜t)t≥0 is given by
X˜t =
∫ t
0
S−1u−dSu. (18)
The process X˜ is called the exponential transform of X. Thus we can also write
St = S0E(X˜)t. (19)
We observe
∆X˜t = e∆Xt − 1 (20)
and thus ∆X˜ > −1. Conversely, if (X˜t)t≥0 satisfies ∆X˜ > −1 then the process (Xt)t≥0 defined
by
Xt = ln E(X˜)t (21)
is called the logarithmic transform of X˜. Clearly the exponential and logarithmic transform are
inverse operations.
Theorem 2 Suppose X is a Le´vy process, then its exponential transform X˜ is a Le´vy process
with ∆X˜ > −1. Suppose conversely X˜ is a Le´vy process with ∆X˜ > −1 then its logarithmic
transform X is a Le´vy process. The characteristic triplets (b, c, U) and (b˜, c˜, U˜) with respect to the
truncation function h are related by
b˜ = b+
1
2
c+
∫
(h(ex − 1)− h(x))U(dx) (22)
c˜ = c (23)
U˜(dx) = (U ◦ g−1)(dx), (24)
resp.
b = b˜− 1
2
c˜−
∫
(h(x)− h(ln(1 + x)))U˜(dx) (25)
c = c˜ (26)
U(dx) = (U˜ ◦ g˜−1)(dx), (27)
where
g(x) = ex − 1, g˜(x) = ln(1 + x). (28)
Proof: (Kallsen and Shiryaev, 2002, Lemma 2.7.2, p.400) 
Note that actually g˜ = g−1. Let us recall a few auxiliary results and some properties for later
usage.
Proposition 1 Suppose X is a Le´vy process, and X˜ is its exponential transform. Let U and U˜
denote their Le´vy measures. Then we have
5
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1. U admits a density iff U˜ does. If so the corresponding densities u and u˜ satisfy
u˜(x) =
1
1 + x
u(ln(1 + x)) (29)
for x > −1, resp.
u(x) = exu˜(ex − 1) (30)
for x ∈ R.
2. For all z ≤ 0 we have
E[ezX˜1 ] <∞. (31)
3. We have the following properties:
(a) X is a compound Poisson process iff X˜ is,
(b) X is increasing resp. decreasing iff X˜ is so,
(c) X has finite variation iff X˜ has,
(d) X has infinite variation iff X˜ has.
Proof: The proof is given in the appendix. 
Let us conclude this subsection with some (heuristic) intuition: The right tail of X˜t is much
heavier than the right tail of Xt. The left tail of X˜t is very light. Unless the right tail of Xt is
extraordinarily light we have E[ezX˜t ] =∞ for all z > 0.
2.3.1 The Esscher martingale transform for exponential Le´vy processes
Theorem 3 Suppose T > 0 and there exists θ] ∈ R such that
E[eθ
]XT ] <∞, E[e(θ]+1)XT ] <∞, (32)
and the equation
κ(θ] + 1)− κ(θ]) = 0 (33)
holds. Then
dP ]
dP
= eθ
]XT−κ(θ])T , (34)
defines an equivalent martingale measure for (St)0≤t≤T . The process (Xt)0≤t≤T is a Le´vy process
under P ] with characteristic triplet (b], c], U ]), where
b] = b+ cθ] +
∫
(eθ
]x − 1)h(x)U(dx), (35)
c] = c, (36)
U ](dx) = eθ
]xU(dx). (37)
Proof: This follows from (Kallsen and Shiryaev, 2002, Theorem 4.1, p.421), combined with Theo-
rem 1 above. 
Let us denote expectation with respect to P ] by E]. We have
E][ezXt ] = eκ
](z)t (38)
for 0 ≤ t ≤ T , where
κ](z) = κ(z + θ])− κ(θ]). (39)
The measure P ] is called the Esscher martingale transform for the exponential Le´vy process eX .
If no θ] ∈ R satisfying (32) and (33) exists, we say that the Esscher martingale transform for the
exponential Le´vy process eX does not exist. In the notation above P ] = P θ
]
where X is used in
the Esscher transform, or more explicitly, P ] = P θ
]·X .
6
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Remark 2 The first condition in (32) is required to assure that P ] exists, the second to assure
that the asset price process S is integrable under P ]. Referring to (Sato, 1999, Theorem 25.17,
p.165) we can express those moment conditions as moment conditions for the Le´vy measure. Using
the monotonicity of the exponential function we see, that the conditions are equivalent to∫
x<−1
eθ
]xU(dx) <∞,
∫
x>1
e(θ
]+1)xU(dx) <∞. (40)
The equation (33) in conjunction with equations (38) and (39)with z = 1 show, that E][eXt ] = 1
for 0 ≤ t ≤ T . As X has independent increments, this implies that S is a martingale under P ].
2.3.2 The Esscher martingale transform for linear Le´vy processes
In view of equation (17) finding an equivalent (local) martingale measure for S is equivalent to
finding an equivalent (local) martingale measure for X˜.
Remark 3 Actually the term local is redundant in the context of Le´vy processes. It can be shown,
that any Le´vy process and any (ordinary) exponential of a Le´vy process, that is a local martingale
(or even a sigmamartingale), is automatically a martingale, see (Kallsen, 2000, Lemma 4.4, p.372)
or (Cherny, 2001, Theorem 3.3 and the following remark, p.11). This observation is related to the
property, that the first jump time of a Poisson process is a totally inaccessible stopping time and
one cannot control the size of the last jump for a Le´vy process stopped at a stopping time. We
will not use sigmamartingales and totally inaccessible stopping times in this paper, and refer the
interested reader therefor to (Jacod and Shiryaev, 2003, I§2c and III§6e).
Theorem 4 Suppose T > 0 and there exists θ∗ ∈ R such that
E[|X˜T |eθ∗X˜T ] <∞, (41)
and the equation
κ˜′(θ∗) = 0 (42)
holds. Then
dP ∗
dP
= eθ
∗X˜T−κ˜(θ∗)T , (43)
defines an equivalent martingale measure for (St)0≤t≤T . The process (Xt)0≤t≤T is a Le´vy process
under P ∗ with characteristic triplet (b∗, c∗, U∗), where
b∗ = b+ θ∗c−
∫
(h(x)eθ
∗(ex−1) − h(ex − 1))U(dx), (44)
c∗ = c, (45)
U∗(dx) = eθ
∗(ex−1)U(dx). (46)
Proof: This follows from (Kallsen and Shiryaev, 2002, Theorem 4.4, p.423), combined with Theo-
rem 1 and Theorem 2 above. 
Let us denote expectation with respect to P ∗ by E∗. We have E∗[ezXt ] = eκ
∗(z)t for 0 ≤ t ≤ T ,
but in this case we do not have a simpler expression for the cumulant function κ∗(z) than the
Le´vy-Kintchine formula
κ∗(z) = b∗z + c∗
z2
2
+
∫
(exz − 1− h(x)z)U∗(dx). (47)
The measure P ∗ is called the Esscher martingale transform for the linear Le´vy process X˜. If no
θ∗ ∈ R satisfying (41) and (42) exists, we say that the Esscher martingale transform for the linear
Le´vy process X˜ does not exist. In the notation above P ∗ = P θ
∗
where X˜ is used in the Esscher
transform, or more explicitly, P ∗ = P θ
∗·X˜ .
7
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Remark 4 The condition (41) assures that P ∗ exists and that the asset price process S is inte-
grable under P ∗. The condition is equivalent to∫
x>1
eθ
∗exU(dx) <∞. (48)
Condition (42) assures that X˜, and thus also S, is a martingale under P ∗.
2.4 Relations between the Esscher and other structure preserving mar-
tingale measures for exponential Le´vy models
The Le´vy-Itoˆ decomposition tells us, that any Le´vy process X with triplet (b, c, U) can be written
as
Xt = bt+Xct +
∫ t
0
∫
h(x)(µ− ν)(dx, ds) +
∫ t
0
∫
(x− h(x))µ(dx, ds), (49)
with Xct =
√
cWt, where W is a standard Brownian motion, with µ(dx, dt) the jump measure
of X, and ν(dx, dt) = U(dx)dt its compensator.
Remark 5 The first double integral on the right hand side of (49) is the stochastic integral with
respect to a compensated random measure, see (Jacod and Shiryaev, 2003, Definition II.1.27,
p.72) or (He et al., 1992, p.301) for a precise description. Alternatively, one can avoid this slightly
technical concept from stochastic calculus for general semimartingales and rewrite the expression
as an explicit limit in terms of compound Poisson approximations to X, see (Sato, 1999, Section
6.33, p.217) and Cherny and Shiryaev (2002). If X is of finite variation, then we have∫ t
0
∫
h(x)(µ− ν)(dx, ds) =
∑
s≤t
h(∆Xs)− t
∫
h(x)U(dx). (50)
Suppose (Xt)0≤t≤T is a Le´vy process under P and also under another measure P †. Then we call
the change of measure, or just the measure P †, structure preserving, if (Xt)0≤t≤T is a Le´vy process
under P †.
Theorem 5 Suppose T > 0, ψ ∈ R, and y : R→ (0,∞) is a function satisfying∫
(
√
y(x)− 1)2U(dx) <∞. (51)
Then
N˜t = ψXct +
∫ t
0
∫
(y(x)− 1)(µ− ν)(ds, dx) (52)
is well-defined and
dP †
dP
= E(N˜)T (53)
defines a measure P † such that P † ∼ P and (Xt)0≤t≤T is a Le´vy process under P † with charac-
teristic triplet (b†, c†, U†), where
b† = b+ cψ +
∫
h(x)(y(x)− 1)U(dx) (54)
c† = c (55)
U†(dx) = y(x)U(dx). (56)
8
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Proof: The proof is given in the appendix. 
Let us comment on this theorem and its conditions: The condition (51) is a condition on small
jumps for infinite activity Le´vy processes. It is automatically satisfied for compound Poisson
processes. If the Le´vy process has infinitely many jumps in finite intervals, then they reveal the
behaviour of the Le´vy measure around zero. This must be the same under equivalent measure
changes. See (Cont and Tankov, 2004, Example 9.1 and the remark following this example) for a
concrete illustration and further explanation.
The first term in (52) changes the drift of the Gaussian part of X, the second term changes the
law of the jumps. Omitting the second term we get the familiar Girsanov theorem for changing
the drift of a Brownian motion. Intuition for the second term can be obtained by specializing to
a compound Poisson process. Then the integral with respect to the compensated jump measure
can be expressed in terms of a finite sum of (functions of) the jumps, see (Cont and Tankov, 2004,
Prop. 9.6, p.305).
Now let us look at the change in the triplet. The formula for b† contains the Brownian change
of drift plus a term related to jumps, that is necessary due to the presence of the truncation
function h. The second characteristic, the ’diffusion coefficient’ cannot be changed. Finally the
formula for U† shows that the function y is simply the Randon-Nikodym derivative of U† with
respect to U . In the compound Poisson case, it describes the change in intensity and distribution
of the individual jumps.
Remark 6 Similar theorems on the change of measure for Le´vy processes have been proved and
are available in many textbooks and articles, for example (Sato, 1999, Theorem 33.1, p.218),
Eberlein and Jacod (1997), Esche and Schweizer (2005). They differ slightly with respect to our
statement. For example some start with P †  P given, while we want to construct P † from given
Girsanov parameters (ψ, y). Some other use the canonical setting to achieve a measure P † loc∼ P ,
such that (Xt)t≥0 is a Le´vy process, etc. Therefore we provide a proof for our formulation. The
reader interested in the Girsanov Theorem for general semimartingales can consult, for example,
(Jacod and Shiryaev, 2003, Section 3.3–5) or (He et al., 1992, Chapter XII).
The critical argument, why E(N˜) is not only a local martingale, but a proper martingale in the
present setting, is taken from Kallsen (2000) and Cherny (2001), see the proof in the appendix for
details.
It can be shown, that for F being the natural filtration of X, all structure preserving measures
are as in the theorem above.
Let us denote expectation with respect to P † by E†. We have E†[ezXt ] = eκ
†(z)t for 0 ≤ t ≤ T ,
where
k†(z) =
(
b+ cψ +
∫
h(x)(y(x)− 1)U(dx)
)
z + c
z2
2
+
∫
(ezx − 1− h(x)z)y(x)U(dx). (57)
The process (St)0≤t≤T is a martingale under P † if∫
x>1
exy(x)U(dx) <∞ (58)
and
b+ c(ψ + 12 ) +
∫
((ex − 1)y(x)− h(x))U(dx) = 0. (59)
Thus we see, that the Esscher transform for exponential Le´vy processes uses the function y(x) =
eθ
]x. The Esscher transform for linear Le´vy processes uses y(x) = eθ
∗(ex−1). Structure preserving
measure changes have
y(x) =
dU†
dU
(x). (60)
9
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3 The minimal entropy martingale measure for exponential
Le´vy models
3.1 Definition of the minimal entropy martingale measure
Suppose (Ω,F , P ) is a probability space and Q is another probability measure on (Ω,F). The
relative entropy I(Q,P ) of Q with respect to P is defined by
I(Q,P ) =
{
EP
[
dQ
dP ln
(
dQ
dP
)]
if Q P ,
+∞ otherwise.
(61)
Note, that even if Q P it might be the case that I(Q,P ) = +∞.
Suppose S is a stochastic process on (Ω,F , P ) modelling discounted asset prices. Let
Qa(S) =
{
Q P ∣∣ S is a local Q-martingale}. (62)
A probability measure Pˆ ∈ Qa(S) is called minimal entropy martingale measure for S, if it satisfies
I(Pˆ , P ) = min
Q∈Qa(S)
I(Q,P ) (63)
The minimum entropy martingale measure and related issues in a general semimartingale setting
have been introduced and thoroughly investigated in Frittelli (2000), Bellini and Frittelli (2002),
Grandits and Rheinla¨nder (2002), and Cherny and Maslov (2003). Note that many general results
require locally bounded asset price processes, and this is not the case for most Le´vy processes of
interest in our context.
Suppose G is a sub-sigmaalgebra of F . Then we set
IG(Q,P ) = I(Q|G , P |G). (64)
When working with a filtration (Ft) sometimes the notation
It(Q,P ) = IFt(Q,P ), (65)
is used and (It) is called the entropy process.
3.2 Main results on the minimum entropy martingale measure for ex-
ponential Le´vy processes
The minimal entropy martingale measure for exponential Le´vy processes has been studied by Chan
(1999) under the assumption of the existence of exponential moments. More general results are
provided in Fujiwara and Miyahara (2003). In this section we summarize their results, and add
a small contribution, namely the converse statement of the main result by Esche and Schweizer
(2005), that allows a complete characterization of the minimal entropy martingale measure as the
Esscher transform for the linear Le´vy process X˜ in the univariate case.
We also discuss the case when the minimal entropy martingale measure does not exist, and
we compute the infimum of the entropies, that is not attained in this case. This discussion could
provide a basis for counterexamples in the context of dual problems related to maximization of
exponential utility.
Let us first summarize a few explicit computations for the entropy.
Theorem 6 Suppose P ] is the Esscher martingale transform for the exponential Le´vy process eX ,
then
I(P ], P ) = (θ]κ′(θ])− κ(θ]))T. (66)
Suppose P ∗ is the Esscher martingale transform for the linear Le´vy process X˜, then
I(P ∗, P ) = −κ˜(θ∗)T. (67)
10
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Suppose P † is an equivalent martingale measure for eX , that corresponds to the deterministic and
time-independent Girsanov parameters (ψ, y) with respect to X, then
I(P †, P ) =
[
1
2
cψ2 +
∫
(y(x) ln(y(x))− y(x) + 1)U(dx)
]
T. (68)
Proof: This is a reformulation of (Cont and Tankov, 2004, Proposition 9.10, p.312). 
A key assumption in the general theory is, that there is at least one equivalent martingale
measure with finite entropy. The next theorem shows, that, except for trivial cases, when no
equivalent martingale measure exists, this assumption is satisfied for exponential Le´vy models
Theorem 7 Suppose the Le´vy process X is increasing or decreasing, but not constant, then eX
admits arbitrage. Otherwise eX admits no free lunch with vanishing risk, and there is an equivalent
martingale measure for eX with finite entropy, such that X remains a Le´vy process.
Proof: This theorem is proved in Jakubenas (2002) and Cherny and Shiryaev (2002), except for
the assertion on finite entropy. This is done in the appendix. See also Eberlein and Jacod (1997).

Now we are ready to state the main result, the characterization of the minimum entropy
martingale measure for the exponential Le´vy process eX as the Esscher transform for the linear
Le´vy process X˜.
Theorem 8 The minimum entropy martingale measure for the exponential Le´vy process eX exists
iff the Esscher martingale measure for the linear Le´vy process X˜ exists. If both measures exist,
they coincide.
Proof: In view of the previous theorem we can reformulate Theorem A of Esche and Schweizer
(2005) for a real-valued Le´vy process X as follows: Suppose the minimal entropy martingale
measure Pˆ for the exponential Le´vy process eX exists. Then X is a Le´vy process under Pˆ .
Theorem B of Esche and Schweizer (2005) says: If the Esscher martingale measure for the linear
Le´vy process X˜ exists, then it is the minimum entropy martingale measure for the exponential
Le´vy process eX . In the appendix we show the converse: If the minimum entropy martingale
measure for the exponential Le´vy process eX exists, then it is the Esscher martingale measure for
the linear Le´vy process X˜. 
Let us now discuss existence.There is θ¯ ∈ [0,+∞] such that
E[|X˜1|eθX˜1 ] <∞ ∀θ < θ¯ (69)
and
E[|X˜1|eθX˜1 ] =∞ ∀θ > θ¯ (70)
The expectation E[|X˜1|eθ¯X˜1 ] can be finite or infinite. Let us use the convention κ˜′(θ¯) = +∞ if
E[|X˜1|eθ¯X˜1 ] = +∞. If E[|X˜1|eθ¯X˜1 ] < +∞ then trivially E[eθ¯X˜1 ] < +∞ and κ˜(θ¯) is a well-defined
finite number.
Corollary 1 If
inf
θ<0
κ˜′(θ) ≤ 0 (71)
and
κ˜′(θ¯) ≥ 0 (72)
then the minimum entropy martingale measure for eX exists and coincides with the Esscher mar-
tingale measure for the linear Le´vy process X˜.
Let us now discuss non-existence: If X is decreasing or increasing, but not constant we have
arbitrage, so let us exclude those trivial cases.
11
Page 12 of 35
E-mail: quant@tandf.co.uk  URL://http.manuscriptcentral.com/tandf/rquf
Quantitative Finance
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
For Peer Review Only
Theorem 9 Suppose the Le´vy process X is neither increasing nor decreasing and
κ˜′(θ¯) < 0. (73)
Then the minimum entropy martingale measure does not exist,
inf
Q∈Qa(S)
I(Q,P ) = −κ˜(θ¯)T (74)
and there is a sequence of structure preserving equivalent martingale measures Pn, such that
lim
n→∞ I(P
n, P ) = inf
Q∈Qa(S)
I(Q,P ). (75)
Proof: The proof is given in the appendix 
Interpretation: in the above situation the process eX is a supermartingale and we must shift
mass to the right. However this has to be done by reweighing the jumps with y(x) = eθ(e
x−1).
Taking θ = θ¯ is not enough, but taking any θ > θ¯ is too much, as integrability is lost. A more
decent choice of y(x) is required.
Remark 7 So far we studied the minimum entropy martingale measure on a fixed horizon T , that
was implicit in the notation. To discuss the dependence on the horizon let us briefly introduce the
following more explicit notation: Let
QaT (S) =
{
Q P ∣∣ (St)0≤t≤T is a local Q-martingale}. (76)
A probability measure PˆT ∈ QaT (S) is called minimal entropy martingale measure for the process S
and horizon T , if it satisfies
IT (PˆT , P ) = min
Q∈QaT (S)
IT (Q,P ). (77)
If we consider the problem for 0 < t ≤ T , then it follows that
P ∗t = P
∗
T |Ft . (78)
4 Exponential Le´vy Examples
4.1 The normal inverse Gaussian Le´vy process
The normal inverse Gaussian distribution NIG(µ, δ, α, β) with parameter range
µ ∈ R, δ > 0, α > 0, −α ≤ β ≤ α. (79)
is defined by the probability density
p(x) =
αδ
pi
eδ
√
α2−β2+β(x−µ)K1(α
√
δ2 + (x− µ)2)√
δ2 + (x− µ)2 . (80)
Here K1 is the modified Bessel function of second kind and order 1, also known as Macdonald
function. The cumulant function is
κ(z) = µz + δ
(√
α2 − β2 −
√
α2 − (β + z)2
)
, (81)
and it exists for
−α− β ≤ <(z) ≤ α− β. (82)
The Le´vy density is
u(x) =
δα
pi
eβx|x|−1K1(α|x|). (83)
12
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If (Xt)t≥0 denotes a Le´vy process, such that X1 ∼ NIG(µ, δ, α, β), then Xt ∼ NIG(µt, δt, α, β)
for all t > 0. Using the asymptotics from (Abramowitz and Stegun, 1965, 9.7.2, p.378),
K1(z) =
√
pi
2z
e−z
(
1 +O
(
1
z
))
(z →∞), (84)
we see that
p(x) ∼
 A1x
−3/2e−(α−β)x x→ +∞
A2(−x)−3/2e(α+β)x x→ −∞
(85)
where
A1 =
√
α
2pi
eδ
√
α2−β2+(α−β)µ, A2 =
√
α
2pi
eδ
√
α2−β2−(α+β)µ. (86)
This shows that p(x) has semi-heavy tails, except for the following two extremal cases: If β = α
then the right tail is heavy, if β = −α then the left tail is heavy. If |β| < α then
E[X1] = µ+
δβ√
α2 − β2 , V[X1] =
δα2√
α2 − β23
. (87)
If |β| = α those moments do not exist. Using the asymptotics from (Abramowitz and Stegun,
1965, 9.6.11 and 9.6.7, p.375),
K1(z) = z−1
(
1 +O
(
z2 ln z
))
(z → 0), (88)
we obtain
u(x) ∼ δ
pi
x−2 x→ 0, (89)
and this shows that the NIG Le´vy process has infinite variation. We will also use
u(x) ∼

δ
√
α
2pix
−3/2e−(α−β)x x→ +∞
δ
√
α
2pi (−x)−3/2e(α+β)x x→ −∞.
(90)
4.1.1 The Esscher transform for the exponential NIG process
Proposition 2 If
0 < α <
1
2
(91)
or
α ≥ 1
2
, |µ| > δ√2α− 1 (92)
then the Esscher martingale measure P ] for the exponential process eX does not exist. If
α ≥ 1
2
, |µ| ≤ δ√2α− 1 (93)
then the Esscher martingale measure P ] for the exponential process eX does exist. The Esscher
parameter is then
θ] = −β − 1
2
− µ
2δ
√
4α2δ2
µ2 + δ2
− 1. (94)
and X is under P ] a NIG(µ, δ, α, β]) process, where
β] = −1
2
− µ
2δ
√
4α2δ2
µ2 + δ2
− 1. (95)
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Proof: The Esscher transform P θ for the exponential NIG process exists always for
−α− β ≤ θ ≤ α− β. (96)
The process X is a NIG(µ, δ, α, β + θ) process under P θ. If 0 < α < 12 , then no P
θ produces
integrability for eX , and thus P ] does not exist. If α ≥ 12 , the Esscher transform P θ exists and
eX is integrable under P θ for
−α− β ≤ θ ≤ α− β − 1. (97)
The function
f(θ) = κ(θ + 1)− κ(θ) (98)
is increasing on [−α− β, α− β − 1] with
f(−α− β) = µ− δ√2α− 1, f(α− β − 1) = µ− δ√2α− 1. (99)
Thus if |µ| > δ√2α− 1 then P ] does not exist. If µ ≤ δ√2α− 1 then there is a solution, that can
be computed explicitly as (95). Looking at the new cumulant function gives the law of X under
P ]. 
4.1.2 The Esscher transform for the linear process
Proposition 3 If
0 < α <
1
2
, (100)
or
α ≥ 1
2
, α− 1 < β ≤ α, (101)
or
α ≥ 1
2
, −α ≤ β ≤ α− 1, µ ≥ δ(
√
α2 − (β + 1)2 −
√
α2 − β2) (102)
then the Esscher martingale measure P ∗ for the linear process X˜, and thus the minimal entropy
martingale measure for eX does exist. If
α ≥ 1
2
, −α ≤ β ≤ α− 1, µ < δ(
√
α2 − (β + 1)2 −
√
α2 − β2) (103)
then the Esscher martingale measure P ∗ for the linear process X˜, and thus the minimal entropy
martingale measure for eX does not exist.
Proof: The Esscher transform for the linear process X˜ exists for ϑ ≤ 0. We cannot simplify
the integral representation for the cumulant function and its derivative, and we have to solve the
martingale equation for ϑ numerically. For 0 < α < 12 , or if α ≥ 12 and α− 1 < β ≤ α, we obtain
from the results above, that
lim
ϑ→−∞
κ˜′(ϑ) = −∞, lim
ϑ→−0
κ˜′(ϑ) = +∞, (104)
thus, there is always a solution, and P ∗ exists. If α ≥ 12 and −α ≤ β ≤ α− 1, we obtain from the
results above, that
lim
ϑ→−∞
κ˜′(ϑ) = −∞, lim
ϑ→−0
κ˜′(ϑ) = µ+ δ(
√
α2 − β2 −
√
α2 − (β + 1)2). (105)
Thus, if we have the inequality µ < δ(
√
α2 − (β + 1)2 −
√
α2 − β2) then P ∗ does not exist, while
for µ ≥ δ(√α2 − (β + 1)2 −√α2 − β2) it exists. 
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4.1.3 Structure preserving measure changes
Any function y(x) with ∫
(
√
y(x)− 1)2eβx|x|−1K1(α|x|)dx <∞ (106)
gives a structure preserving change of measure. If (Xt)0≤t≤T ∼ NIG(µ, δ, α, β) under P , and
(Xt)0≤t≤T ∼ NIG(µ′, δ′, α′, β′) under P ′, and P ′ ∼ P , then this implies µ′ = µ and δ′ = δ. This
change of measure is characterized by the function
y(x) = e(β
′−β)xα
′K1(α′|x|)
αK1(α|x|) . (107)
The martingale condition is
µ+ δ
[√
α′2 − β′2 −
√
α′2 − (β′ + 1)2] = 0. (108)
Conversely, all structure preserving equivalent measure changes are of this type. This illustrates,
that there are structure preserving changes of measure, that are not Esscher transforms.
4.2 The variance gamma Le´vy process
The variance gamma distribution V G(µ, λ, γ, β) with parameters
µ ∈ R, λ > 0, γ > 0, β ∈ R (109)
is defined by the probability density
p(x) =
√
2
pi
γλ
Γ(λ)
√
β2 + 2γ
λ−1/2 e
β(x−µ)|x− µ|λ−1/2Kλ−1/2
(
|x− µ|
√
β2 + 2γ
)
. (110)
The cumulant function is
κ(z) = µz + λ ln
(
γ
γ − βz − z2/2
)
(111)
and it exists for
−β −
√
β2 + 2γ < <(z) < −β +
√
β2 + 2γ. (112)
The Le´vy density is
u(x) = λ|x|−1(e−c1xIx>0 + ec2xIx<0) (113)
where
c1 = −β +
√
β2 + 2γ, c2 = β +
√
β2 + 2γ. (114)
If (Xt) denotes a Le´vy process, such that X1 ∼ V G(µ, λ, γ, β), then Xt ∼ V G(µt, λt, γ, β) for all
t > 0. We have
E[X1] =
λβ
γ
, V[X1] =
λ
γ
(
1 +
β2
γ
)
. (115)
Using again the asymptotics from (Abramowitz and Stegun, 1965, 9.7.2, p.378), we see that
p(x) ∼
 A1x
λ−1/2e−c1x x→ +∞
A2x
λ−1/2ec2x x→ −∞
(116)
with some constants A1 and A2.
The Le´vy density has the asymptotics
u(x) = λ|x|−1(1 +O(|x|)) (x→ 0) (117)
so the process is of infinite activity and of finite variation.
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4.2.1 The Esscher transform for the exponential process
Proposition 4 If
β2 + 2γ ≤ 1
4
(118)
then the Esscher martingale measure P ] for the exponential process eX does not exist. If β2+2γ >
1
4 then the Esscher martingale measure P
] for the exponential process eX does exist. The Esscher
parameter is then
θ] = −β − 1
ε
+
1
ε
√
1 + β2ε2 − + 2γ2 (119)
where
ε = 1− eµ/λ (120)
and X is under P ] a V G(µ, λ, γ], β]) process, where
γ] = γ − βθ] − θ]2/2 (121)
and
β] = β + θ]. (122)
Proof: The Esscher transform P θ for the exponential VG process exists always for
−β −
√
β2 + 2γ < θ < −β +
√
β2 + 2γ. (123)
The process X is a V G(µ, δ, α, β + θ) process under P θ. If β2 + 2γ ≤ 14 , then no such P θ grants
integrability for eX , and thus P ] does not exist. If β2 + 2γ > 14 , the Esscher transform P
θ exists
and eX is integrable under P θ for
−β −
√
β2 + 2γ < θ < −β − 1 +
√
β2 + 2γ. (124)
The function
f(θ) = κ(θ + 1)− κ(θ) (125)
is increasing on (−β−
√
β2 + 2γ,−β−
√
β2 + 2γ) with f(θ) tending to −∞ resp. +∞ for θ tending
to the left resp. right endpoint of this interval. Thus there is a solution, that can be computed
explicitly as (119). By looking at the new cumulant function we can identify the law of X under
P ]. 
4.2.2 The Esscher transform for the linear process
The Esscher martingale transform for the linear process and thus the minimal entropy martingale
measure has been discussed in (Fujiwara and Miyahara, 2003, Example 3.3, p.524).
4.2.3 Structure preserving measure changes
Any function y(x) with ∫
(
√
y(x)− 1)2u(x)dx <∞ (126)
gives a structure preserving change of measure. If (Xt)0≤t≤T ∼ V G(µ, λ, γ, β) under P , and
(Xt)0≤t≤T ∼ V G(µ†, λ†, γ†, β†) under P †, and P † ∼ P , then this implies µ† = µ and λ† = λ. This
change of measure is characterized by the function
y(x) = e−(c
†
1−c1)xI{x>0} + e(c
†
2−c2)xI{x<0}. (127)
where
c†1 = −β† +
√
β†2 + 2γ†, c†2 = β
† +
√
β†2 + 2γ†. (128)
The martingale condition is
µ+ λ ln
(
γ†
γ† − β† − 1/2
)
= 0. (129)
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4.3 The Poisson difference model
This model is not commonly used, but we think it is not completely unrealistic, at least in com-
parison to other models, and allows the most explicit calculations.
Suppose returns are given by
Xt = µt+ α1N1t − α2N2t , (130)
where N1 and N2 are two independent standard Poisson processes with intensity λ1 > 0 resp.
λ2 > 0, and µ ∈ R and α1 > 0 and α2 > 0 are parameters. Let us call this the Poisson difference
model DP (µ, α1, α2, λ1, λ2). We have
E[Xt] = (µ+ α1λ1 − α2λ2) t (131)
and
V [Xt] = (α21λ
2
1 + α
2
2λ
2
2)t. (132)
The cumulant function is
κ(z) = µz + λ1(eα1z − 1) + λ2(e−α2z − 1). (133)
Alternatively, this model can be described as compound Poisson processes
Xt = µt+
Nt∑
k=1
Yk. (134)
Here N is a standard Poisson process with intensity
λ = λ1 + λ2 (135)
and (Yk)k≥1 is an independent iid sequence with
P [Yk = α1] =
λ1
λ1 + λ2
, P [Yk = −α2] = λ2
λ1 + λ2
. (136)
For numerical illustration we take annual parameters
µ = 0, α1 = 0.001, α2 = 0.001, λ1 = 20050, λ2 = 19950, (137)
and we assume 250 trading days. This yields daily returns with mean 0.0004 and standard devia-
tion 0.01265. In Figure 1 the histogram for daily returns is shown, in Figure 2 an intra-day path
simulation is displayed.
4.3.1 The Esscher transform for exponential processes
The Esscher transform for exponential processes exists always, and the parameter satisfies
µ(θ + 1) + λ1(eα1(θ+1) − 1) + λ2(e−α2(θ+1) − 1) = µθ + λ1(eα1θ − 1) + λ2(e−α2θ − 1). (138)
If µ = 0, which we will assume from now on, this equation can be solved elementarily and we
obtain
θ] =
1
α1 + α2
ln
[
λ2(1− e−α2)
λ1(eα1 − 1)
]
. (139)
Under P ] we have X ∼ DP (λ]1, λ]2, α1, α2) where
λ]1 = λ1
[
λ1(1− e−α2)
λ2(eα1 − 1)
] α1
α1+α2
, λ]2 = λ2
[
λ2(1− e−α2)
λ1(eα1 − 1)
]− α2α1+α2
. (140)
The entropy is
IT (P ], P ) = (θ]κ′(θ])− κ(θ]))T. (141)
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Figure 1: Probability function for the distribution of daily returns in the Poisson difference model
with µ = 0, α1 = 0.001, α2 = 0.001, λ1 = 20050, λ2 = 19950.
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Figure 2: A path simulation for one day in the Poisson difference model with µ = 0, α1 = 0.001,
α2 = 0.001, λ1 = 20050, λ2 = 19950.
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4.3.2 The Esscher transform for linear processes
The exponential transform of X is
X˜t = α˜1N1t − α˜2N2t , (142)
where
α˜1 = eα1 − 1, α˜2 = 1− e−α2 . (143)
Thus X˜ ∼ DP (λ1, λ2, α˜1, α˜2), and the cumulant function is
κ˜(z) = λ1(eα˜1z − 1) + λ2(e−α˜2z − 1). (144)
The solution to κ˜′(θ) = 0 is
θ∗ =
1
eα1 − e−α2 ln
[
λ2(1− e−α2)
λ1(eα1 − 1)
]
. (145)
Under P˜ ∗ we have X ∼ DP (λ∗1, λ∗2, α1, α2) where
λ∗1 = λ1
[
λ2(1− e−α2)
λ1(eα1 − 1)
] eα1−1
eα1−e−α2
, λ∗2 = λ2
[
λ2(1− e−α2)
λ1(eα1 − 1)
]− 1−e−α2
eα1−e−α2
. (146)
The entropy is
IT (P ∗, P ) = −κ˜(θ∗)T. (147)
A Proofs
A.1 Proof of Proposition 1
1. This follows from (24), (27), (28), and the change of variable formula for integration with
respect to an image measure.
2. Since we saw ∆X˜ > −1 the Le´vy measure U˜ is supported by (−1,∞). The moment
condition (31) is by (Sato, 1999, Theorem 25.17, p.165) equivalent to∫
|x|>1
ezxU˜(dx). (148)
But ezx ≤ ez for x ≥ 1 when z ≤ 0 and thus (148) is finite, since U˜ is a Le´vy measure and thus
satisfies U˜([1,∞)) <∞.
3. We will use (Kallsen and Shiryaev, 2002, Lemma 2.6, p.399), which states,
X˜t = Xt +
1
2
〈Xc, Xc〉t +
∑
s≤t
(e∆Xs − 1−∆Xs) (149)
and
Xt = X˜t − 12 〈X
c, Xc〉t +
∑
s≤t
(ln(1 + ∆Xs)−∆Xs). (150)
(3a) Suppose X is a compound Poisson process, then we can write
Xt =
Nt∑
k=1
Yk, (151)
where N is a standard Poisson process and (Yi)i≥1 is and independent sequence of iid random
variables. Equation (149) becomes in this case
X˜t =
Nt∑
k=1
Y˜k, (152)
19
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where Y˜k = eYk−1. Thus X˜ is a compound Poisson process. Similarly if X˜ is a compound Poisson
process with jumps Y˜k > −1, we get from (150) in this case (151) with Yk = ln(1 + Y˜k), and thus
X is a compound Poisson process.
(3b) Suppose X is increasing. Then its jumps are summable, non-negative, and X has no
continuous martingale part. We can write
Xt = b0t+
∑
s≤t
∆Xs. (153)
with some b0 ≥ 0, see (Cont and Tankov, 2004, Corollary 3.1, p.87). From (149) we get
X˜ = b0t+
∑
s≤t
(e∆Xs − 1), (154)
which is increasing as ex − 1 ≥ 0 for x ≥ 0. The same argument holds true for X decreasing, only
with ∆X < 0 and b < 0, and ex − 1 ≤ 0 for x ≤ 0. The converse statement follows from ln(1 + x)
being negative for −1 < x < 0 and positive for x > 0 in a similar way.
(3c) Suppose X has finite variation. According to (Sato, 1999, Definition 11.9.p.65 and Theo-
rem 21.9, p.140f) this is equivalent to c = 0 and∫
|x|≤1
|x|U(dx) <∞. (155)
From (23) we see c˜ = 0 and from (24) and ex − 1 ∼ x as x→ 0 we obtain∫
|x|≤1
|x|U˜(dx) <∞. (156)
Thus X˜ has finite variation. The converse statement follows in a similar way from (26), (27) and
the asymptotic equivalence ln(1 + x) ∼ x as x → 0. (3d) The same theorem in Sato (1999) says,
if X has infinite variation then this means c > 0 or∫
|x|≤1
|x|U(dx) =∞. (157)
as in 3b we see that c˜ = c and and from the asymptotics just given we get that (157) is equivalent
to ∫
|x|≤1
|x|U˜(dx) =∞. (158)

A.2 Proof of Theorem 5
In this proof we use heavily notions and results from (Jacod and Shiryaev, 2003, Sections II.1–2).
Step 1
Let us start the proof with a few integrability properties, that will be used later. Let us state the
inequality
x2I|x|≤1 + xIx>1 ≤ 1
(
√
2− 1)2 (1−
√
1 + x)2 (x > −1) (159)
from (Jacod and Shiryaev, 2003, Proof of Theorem 1.33d p.74). We recall that y(x) ≥ 0 and
trivially
|y(x)− 1| ≤ 1⇔ 0 ≤ y(x) ≤ 2 |y(x)− 1| > 1⇔ y(x) > 2. (160)
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We evaluate (159) for x 7→ y(x)− 1 and get
(y(x)− 1)2I{0≤y(x)≤2} ≤ 1
(
√
2− 1)2 (
√
y(x)− 1)2 (161)
and
|y(x)− 1|I{y(x)>2} ≤ 1
(
√
2− 1)2 (
√
y(x)− 1)2. (162)
Now we have ∫
(1 ∧ x2)|y(x)− 1|U(dx) =∫
0≤y(x)≤2
(1 ∧ x2)|y(x)− 1|U(dx) +
∫
y(x)>2
(1 ∧ x2)|y(x)− 1|U(dx)
≤
∫
(1 ∧ x2)U(dx) + 1
(
√
2− 1)2
∫
(
√
y(x)− 1)2U(dx) <∞. (163)
The first integral in the last line is finite, since U is a Le´vy measure, the second by (51). This
implies ∫
(1 ∧ x2)y(x)U(dx) ≤
∫
(1 ∧ x2)|y(x)− 1|U(dx) +
∫
(1 ∧ x2)U(dx) <∞. (164)
Thus U† is a Le´vy measure. We will also need∫
0≤y(x)≤2
(y(x)− 1)2U(dx) ≤
∫
0≤y(x)≤2
|y(x)− 1|U(dx) <∞, (165)
which follows from (160), (161) and (51), and∫
y(x)>2
U(dx) ≤
∫
y(x)>2
|y(x)− 1|U(dx) ≤ 1
(
√
2− 1)2
∫
(
√
y(x)− 1)2U(dx) <∞, (166)
which follows from (160), (162) and (51). The last two integrability conditions imply that that
U ◦ y¯−1 is a Le´vy measure, where
y¯(x) = y(x)− 1. (167)
Consequently∫
|eiu(y(x)−1) − 1− iuh(y(x)− 1)|U(dx) =
∫
|eiux− 1− iuh(x)|U¯(dx) <∞, (168)
for u ∈ R, cf. (Sato, 1999, Proof of Theorem 8.1(ii), p.40). We have also∫
|h(y(x)− 1)− (y(x)− 1)|U(dx) =
∫
|h(x)− x|U¯(dx) <∞. (169)
This follows from the fact that h is a truncation function and (166) above. Next we observe∫
|x|≤1
x|y(x)− 1|U(dx) =
∫
|x|≤1
|y(x)−1|≤x
x|y(x)− 1|U(dx) (170)
+
∫
|x|≤1
x<|y(x)−1|≤1
x|y(x)− 1|U(dx) +
∫
|x|≤1
|y(x)−1|>1
x|y(x)− 1|U(dx) ≤
∫
|x|≤1
x2U(dx) +
∫
|y(x)−1|≤1
(y(x)− 1)2U(dx) +
∫
|y(x)−1|>1
|y(x)− 1|U(dx) <∞.
This implies by the definition of a truncation function, that∫
h(x)|y(x)− 1|U(dx) <∞. (171)
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Step 2
Next we need the space Gloc(µ) from (Jacod and Shiryaev, 2003, Definition II.2.1.27a, p.72). The
condition (51) implies by (Jacod and Shiryaev, 2003, Theorem II.2.1.33d, p.73) that y(x) − 1 is
in Gloc(µ). Thus we can define N˜ according to (52), using (Jacod and Shiryaev, 2003, Defini-
tion II.2.1.27b, p.72). Consequently N˜ is a local martingale starting at zero, with continuous
martingale part and jumps given by
N˜ ct = ψX
c
t , ∆N˜t = y(∆Xt)− 1. (172)
From the construction it is clear, that N˜ is a Le´vy process. For a rigorous proof of that fact, let
us consider for arbitrary fixed u ∈ R the complex semimartingale
Θt = eiuN˜t , (173)
cf. (Jacod and Shiryaev, 2003, II.4.13, p.106). The reader uneasy about complex valued processes
can rewrite the following steps for the real and imaginary parts separately. From Itoˆ’s formula,
see (Jacod and Shiryaev, 2003, Theorem I.4.57, p.57) and (172) we obtain
Θt = 1 + iu
∫ t
0
Θs−dN˜s − u
2
2
∫ t
0
Θs−d〈N˜ c, N˜ c〉s (174)
+
∑
s≤t
Θs−(eiu∆N˜s − 1− iu∆N˜s)
= 1 + iu
∫ t
0
Θs−dN˜s − cψ2u
2
2
∫ t
0
Θs−ds (175)
+
∑
s≤t
Θs−(eiu(y(∆Xs)−1) − 1− iu(y(∆Xs)− 1))
Let us rewrite the jump part: In view of the properties of the truncation function h and by (Jacod
and Shiryaev, 2003, I.1.5, p.69) we have∑
s≤t
Θs−(eiu(y(∆Xs)−1) − 1− iu(y(∆Xs)− 1)) = (176)
=
∑
s≤t
Θs−(eiu(y(∆Xs)−1) − 1− iuh(y(∆Xs)− 1))
+iu
∑
s≤t
Θs−(h(y(∆Xs)− 1)− (y(∆Xs)− 1))
=
∫ t
0
∫
Θs−(eiu(y(x)−1) − 1− iuh(y(x)− 1))µ(dx, ds)
+iu
∫ t
0
∫
Θs−(h(y(x)− 1)− (y(x)− 1))µ(dx, ds). (177)
We want to show ∫ t
0
∫
Θs−(eiu(y(x)−1) − 1− iuh(y(x)− 1))µ(dx, ds) (178)
=
∫ t
0
∫
Θs−(eiu(y(x)−1) − 1− iuh(y(x)− 1))(µ− ν)(dx, ds)
+
∫ t
0
∫
Θs−(eiu(y(x)−1) − 1− iuh(y(x)− 1))ν(dx, ds).
The left-continuous process Θt− is locally bounded, and referring to (168) and (Jacod and Shiryaev,
2003, Proposition II.1.30b, p.73 and Proposition II.1.28, p.72) we verify, that our manipulation is
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valid. With a similar argument (169) implies the validity of∫ t
0
∫
Θs−(h(y(x)− 1)− (y(x)− 1))µ(dx, ds) (179)
=
∫ t
0
∫
Θs−(h(y(x)− 1)− (y(x)− 1))(µ− ν)(dx, ds)
+
∫ t
0
∫
Θs−(h(y(x)− 1)− (y(x)− 1))ν(dx, ds).
Collecting terms we obtain
Θt −
∫ t
0
Θs−a¯(u)ds = (180)
1 +
∫ t
0
Θs−dN˜s +
∫ t
0
∫
Θs−(eiu(y(x)−1) − 1− iu(y(x)− 1))(µ− ν)(dx, ds), (181)
where
a¯N˜ (u) = iubN˜ − cN˜
u2
2
+
∫
(eiux − 1− iuh(x))UN˜ (dx) (182)
with
bN˜ =
∫
(h(y¯(x))− y¯(x))U(dx), (183)
cN˜ = cψ
2 (184)
UN˜ = U ◦ y¯−1, (185)
Equation (180) describes a local martingale, and using (Jacod and Shiryaev, 2003, Theorem II.2.42,
p.86) we can identify the semimartingale characteristics of N˜ , namely (bN˜ t, cN˜c, UN˜ (dx)dt), From
(Jacod and Shiryaev, 2003, Corollary II.4.19, p.107) we see, that N˜ is a Le´vy process with triplet
(bN˜ , cN˜ , UN˜ ). From (Kallsen, 2000, Lemma 4.4, p.372) or (Cherny, 2001, Theorem 3.3 and the
following remark, p.11) it follows that N˜ is a martingale, though we do not use this fact in the
present proof.
Step 3
Next we define
Lt = E(N˜)t. (186)
This is a priori a local martingale, but we will show below that it is in fact a proper martingale
with E[Lt] = 1 for 0 ≤ t ≤ T . As stochastic exponential it satisfies dLt = Lt−dN˜t and thus its
continuous martingale part and jumps are
Lct = ψ
∫ t
0
Ls−dXct , ∆Lt = Lt−(y(∆Xt)− 1). (187)
As y is non-negative, we have see from (172) that ∆N˜ > −1. By Theorem 2 we can write
E(N˜) = eN , where N is the logarithmic transform of N˜ , and also a Le´vy process. The stochastic
exponential of a local martingale is a local martingale, and again from (Kallsen, 2000, Lemma 4.4,
p.372) or (Cherny, 2001, Theorem 3.3 and the following remark, p.11) we conclude that it is a
martingale, and E[E(N˜)T ] = 1. So (53) indeed defines a probability measure P † ∼ P .
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Step 4
To show that X is a Le´vy process under P †, and to identify its triplet under P †, we proceed as
above when showing that N˜ is a Le´vy process. We will show, that for arbitrary fixed u ∈ R the
complex process
M†t = Ξt − a†(u)
∫ t
0
Ξs−ds (188)
is a local martingale under P †, where
Ξt = eiuXt (189)
and
a†(u) = iub† − c†u
2
2
+
∫
(eiux − 1− iuh(x))U†(dx). (190)
By the Bayes formula for conditional expectations, see for example (Karatzas and Shreve, 1991,
Lemma 5.3, p.193), M† is a local martingale under P †, iff M†L is a local martingale under P .
From integration by parts
M†t Lt = 1 +
∫ t
0
M†s−dLs +
∫ t
0
dLs−dM†s + [M
†, L]t. (191)
As X is a Le´vy process under P we infer from (Jacod and Shiryaev, 2003, Corollary II.4.19, p.107
and Theorem II.2.42, p.86) that
Mt = Ξt − a(u)
∫ t
0
Ξs−ds (192)
is a local martingale under P , where
a(u) = iub− cu
2
2
+
∫
(eiux − 1− iuh(x))U(dx). (193)
Trivially
M†t =Mt + (a(u)− a†(u))
∫ t
0
Ξs−ds (194)
and thus ∫ t
0
Ls−dM†s =
∫ t
0
Ls−dMs + (a(u)− a†(u))
∫ t
0
dLs−Ξs−ds. (195)
We compute according to (Jacod and Shiryaev, 2003, Theorem I.4.52, p.55)
[M†, L]t = 〈M†c, Lc〉t +
∑
s≤t
∆M†s∆Ls. (196)
The process M† has continuous martingale part and jumps satisfying
M†c = iu
∫ t
0
Ξs−dXcs , ∆M
† = Ξt−(eiu∆Xt − 1). (197)
Thus (196) becomes with (187)
[M†, L]t = iucψ
∫ t
0
Ξs−Ls−ds+
∑
s≤t
Ξs−Ls−(eiu∆Xs − 1)(y(∆Xs)− 1) (198)
24
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Let us rewrite the jump term:∑
s≤t
Ξs−Ls−(eiu∆Xs − 1)(y(∆Xs)− 1) = (199)∫ t
0
∫
Ξs−Ls−(eiux − 1)(y(x)− 1)µ(dx, ds) =∫ t
0
∫
Ξs−Ls−(eiux − 1− iuh(x))(y(x)− 1)µ(dx, ds)
+iu
∫ t
0
∫
Ξs−Ls−h(x))(y(x)− 1)µ(dx, ds)
=
∫ t
0
∫
Ξs−Ls−(eiux − 1− iuh(x))(y(x)− 1)(µ− ν)(dx, ds)
+iu
∫ t
0
∫
Ξs−Ls−h(x)(y(x)− 1)(µ− ν)(dx, ds)
=
∫ t
0
∫
Ξs−Ls−(eiux − 1− iuh(x))(y(x)− 1)ν(dx, ds)
+iu
∫ t
0
∫
Ξs−Ls−h(x)(y(x)− 1)ν(dx, ds).
As above we observe that the left-continuous process Ξt− is locally bounded, and invoke (171) and
(Jacod and Shiryaev, 2003, Proposition II.1.30b, p.73 and Proposition II.1.28, p.72) to justify the
last manipulations.
Collecting terms yields
M†t Lt = 1 +
∫ t
0
M†s−dLs +
∫ t
0
Ls−dMs +
∫ t
0
Ls−Ξs−(eiux − 1)(µ− ν)(dx, ds). (200)
This shows that M†L is indeed a local martingale under P , and thus we M† is a local martingale
under P †. Using again (Jacod and Shiryaev, 2003, Theorem II.2.42, p.86, and Corollary II.4.19,
p.107) we see that X has semimartingale characteristics (b†t, c†t, U†(dx)dt) under P †. And using
again (Jacod and Shiryaev, 2003, Corollary II.4.19, p.107) we conclude, that X is a Le´vy process
with triplet (b†, c†, U†) under P †. 
A.3 Proof of Theorem 7
In this proof we use the truncation functions
ha(x) = xI{|x|≤a} (201)
for a > 0 and denote the first characteristic with respect to ha by ba. So we have for the cumulant
function
κ(z) = baz + c
z2
2
+
∫
(ezx − 1− ha(x)z)U(dx). (202)
Using a structure preserving change of measure P 7→ P ′ with deterministic Girsanov parameters
(ψ, y) the new triplet (b′a, c
′, U ′) with respect to ha is given by
b′a = ba + cψ +
∫
ha(x)(y(x)− 1)U(dx), (203)
c′ = c, (204)
U ′(dx) = y(x)U(dx). (205)
The new cumulant function is
κ′(z) = b′az + c
′ z
2
2
+
∫
(ezx − 1− ha(x)z)U ′(dx). (206)
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The martingale condition is κ′(1) = 0, which means
ba + c
(
ψ +
1
2
)
+
∫
((ex − 1)y(x)− ha(x))U(dx) = 0. (207)
The entropy is
I(P ′, P ) =
1
2
cψ2 +
∫
(y(x) ln(y(x))− y(x) + 1)U(dx). (208)
Remark 8 We have for y ≥ 0 the inequality
(
√
(y)− 1)2 ≤ y ln y − y + 1, (209)
and thus, if a function y(x) satisfies∫
(y(x) ln y(x)− y(x) + 1)U(dx) <∞, (210)
then this implies the integrability condition (51) in the corresponding structure preserving change
of measure.
Now we follow (Cherny and Shiryaev, 2002, p.18f) and consider six cases.
Case I. Suppose there exists a > 0 such that U((−∞, a)) > 0 and U((a,+∞)) > 0, i.e., there
are positive and negative jumps. Then we choose
ψ = 0, y(x) =
 α x < −a1 |x| ≤ a
βe−2x x > a,
(211)
where α and β are finite, positive constants, determined as follows: If
ba + c/2 +
∫
{|x|≤a}
(ex − 1− x)U(dx) ≤ 0 (212)
then
α = 1, β = −
ba + c/2 +
∫
{|x|≤a}(e
x − 1− x)U(dx) + ∫{x<−a}(ex − 1)U(dx)∫
{x>a}(e
x − 1)e−2xU(dx) , (213)
otherwise
α = −
ba + c/2 +
∫
{|x|≤a}(e
x − 1− x)U(dx) + ∫{x>a}(ex − 1)e−2xU(dx)∫
{x<−a}(e
x − 1)U(dx) , β = 1. (214)
The entropy is
I(P ′, P ) =
∫
{x<−a}
(α lnα− α+ 1)U(dx)+
∫
{x>a}
(
βe−2x(lnβ − 2x)− βe−2x + 1)U(dx), (215)
which is, in view of the integrability properties of U(dx), clearly finite.
Case II. Suppose ν((−∞, 0)) = 0 and ∫
0<x≤1 xU(dx) =∞. Then we can find a > 0 such that
ν((a,+∞)) > 0 and
ba +
c
2
+
∫
{0<x≤a}
(ex − 1− x)U(dx) < 0. (216)
We use
ψ = 0, y(x) =
{
1 x ≤ a
βe−2x x > a, (217)
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where β is a finite, positive constants, determined as
β = −
ba + c2 +
∫
{0<x≤a}(e
x − 1− x)U(dx)∫
{x>a}(e
x − 1)e−2xU(dx) . (218)
Obviously the entropy is finite.
Case III. Suppose U((−∞, 0)) = 0, ∫
0<x≤1 xU(dx) <∞, and c > 0. We take
ψ = −1
2
− 1
c
b1 + ∫
{0<x≤1}
(ex − 1− x)U(dx) +
∫
{x>1}
(ex − 1)e−2xU(dx)
 (219)
and
y(x) =
{
1 x ≤ 1
e−2x x > 1, (220)
The entropy is finite.
Case IV. Suppose U((−∞, 0)) = 0, U((0,+∞)) > 0, ∫
0<x≤1 xU(dx) < ∞, c = 0, b0 < 0. We
can find a > 0, such that U((a,+∞)) > 0 and
ba +
∫
{0<x≤1}
(ex − 1− x)U(dx) < 0. (221)
We proceed as in case II.
Case V. This case corresponds to a subordinator and is of no concern to us.
Case VI. This case covers Brownian motion, and the entropy is clearly finite.
Let us now consider the cases, where the Le´vy measure is concentrated on the negative real
line.
Case II’. Suppose ν((0,+∞)) = 0 and ∫−1≤x<0 xU(dx) = −∞. As
ba = b1 −
∫
{−1≤x<−a}
xU(dx) (222)
we can find a > 0 such that
ba +
c
2
+
∫
{−a≤x<0}
(ex − 1− x)U(dx) > 0. (223)
We use
ψ = 0, y(x) =
{
α x ≤ −a
1 x > a, (224)
where α is a finite, positive constants, determined as
α = −
ba + c2 +
∫
{−a≤x<0}(e
x − 1− x)U(dx)∫
{x<−aa}(e
x − 1)U(dx) . (225)
Obviously the entropy is finite.
Case III’. Suppose U((0,+∞)) = 0, ∫−1≤x<0 xU(dx) > −∞, and c > 0. We take
ψ = −1
2
− 1
c
b1 + ∫
{−1≤x<0}
(ex − 1− x)U(dx) +
∫
{x<−1}
(ex − 1)U(dx)
 (226)
and
y(x) = 1. (227)
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The entropy is finite.
Case IV’. Suppose U((0,+∞)) = 0, U((−∞, 0)) > 0, ∫−1≤x<0 xU(dx) > −∞, c = 0, b0 > 0.
We can find a > 0, such that U((−∞, a)) > 0 and
ba +
∫
{−1≤x<0}
(ex − 1− x)U(dx) > 0. (228)
We proceed as in case II’.
Case V’. This case corresponds to the negative of a subordinator and is of no concern to us. 
A.4 Proof of Theorem 8
To prove Theorem 8 we first show two lemmas.
Lemma 1 Suppose X is neither decreasing nor increasing. Then
inf
θ<0
κ˜′(θ) < 0. (229)
Proof: Suppose that X has no negative jumps, no Brownian component, and finite variation.
Then
κ˜′(ϑ) = b˜+
∫ +∞
0
(eϑ(e
x−1)(ex − 1)− h(ex − 1))U(dx). (230)
We can apply the Monotone Convergence Theorem. If X has negative jumps then there is a
number  > 0, such that ∫ −
−∞
(ex − 1)U(dx) < 0. (231)
If X has a Brownian component, then X˜ has the same, and its second characteristic satisfies c˜ > 0.
Suppose ϑ ≤ − and let us use from now on in this proof the truncation function h(x) = xI|x| ≤ 1.
We have
κ˜′(ϑ) = b˜+ c˜ϑ+
∫ −
−∞
(eϑ(e
x−1) − 1)(ex − 1)U(dx) +
∫ ln 2
−
(eϑ(e
x−1) − 1)(ex − 1)U(dx)
+
∫ +∞
ln 2
eϑ(e
x−1)(ex − 1)U(dx) (232)
≤ b˜+ c˜ϑ+ (eϑ(e−−1) − 1)
∫ −
−∞
(ex − 1)U(dx) +
∫ +∞
ln 2
e−(e
x−1)(ex − 1)U(dx). (233)
This follows from elementary inequalities for the first and third integrand in (232), and the obser-
vation that the second integrand is negative. Recalling c˜ ≥ 0 we obtain the desired limit. Suppose
now that X has no negative jumps, no Brownian component, but infinite variation. Then∫ ln 2
0
(ex − 1)U(dx) =∞. (234)
We have
κ˜′(ϑ) = b˜+
∫ ln 2
0
(eϑ(e
x−1) − 1)(ex − 1)U(dx) +
∫ +∞
ln 2
eϑ(e
x−1)(ex − 1)U(dx). (235)
Applying Fatou’s Lemma to the first integral, and the Monotone Convergence Theorem to the
second we obtain the desired conclusion for θ → −∞. 
Lemma 2 Suppose X is neither increasing nor decreasing and the jumps of X are bounded from
above. Then θ¯ = +∞ and
sup
θ>0
κ˜′(θ) ≥ 0. (236)
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Proof: Suppose the Le´vy process X is neither increasing nor decreasing, and its jumps are bounded
from above. Then the jumps of X˜ are bounded from above and below and X˜ has moments of all
orders. Thus we can work with the truncation function h(x) = x. Under the given assumptions
E[|X˜1|eθX˜1 ] <∞ for all θ ∈ R. Suppose the jumps of X˜ are bounded by r > 1. We have
κ˜(θ) = b˜θ + c˜
θ2
2
+
∫
(−1,0)
(eθx − 1− xθ)U˜(dx) +
∫
(0,r]
(eθx − 1− xθ)U˜(dx) (237)
and
κ˜′(θ) = b˜+ c˜θ +
∫
(−1,0)
(eθx − 1)xU˜(dx) +
∫
(0,r]
(eθx − 1)xU˜(dx) (238)
Case (i): Suppose there is a diffusion component or there are positive jumps. Then
lim
θ→+∞
c˜θ +
∫
(0,r]
(eθx − 1)xU˜(dx) = +∞ (239)
while
∫
(0,r]
(eθx − 1)xU˜(dx) remains bounded as θ → +∞. So κ˜′(θ)→ +∞ as θ → +∞.
Case (ii): Suppose there is no diffusion component and there are no positive jumps. Then
κ˜′(θ) = b˜+
∫
(−1,0)
(eθx − 1)xU˜(dx) (240)
and
lim
θ→+∞
κ˜′(θ) = b˜−
∫
(−1,0)
xU˜(dx). (241)
As we are working with h(x) = x the expression on the right hand side is the linear drift of X˜.
Since we assumed that X, thus X˜ is not decreasing, this quantity has to be positive. 
To complete the proof of Theorem 8 we need the following proposition.
Proposition 5 Suppose the minimum entropy martingale measure for the exponential Le´vy pro-
cess eX exists. Then it is the Esscher martingale transform for the linear Le´vy process X˜.
Proof: Suppose X is neither increasing nor decreasing and its jumps are bounded from above
From Lemma 2 we see, that the Esscher martingale measure P ∗ for the linear process X˜ exists.
By (Esche and Schweizer, 2005, Theorem B) we conclude the minimal entropy measure exists and
coincides with P ∗.
It remains to treat the case, when the jumps of X are not bounded from above. For ease of
notation and without loss of generality we assume T = 1. Suppose the minimum entropy measure
exits. By (Esche and Schweizer, 2005, Theorem B) it is obtained via a structure preserving change
of measure with deterministic and time-independent Girsanov parameters (ψ0, y0) with respect
to X. They satisfy the martingale constraint
b+ c(ψ0 +
1
2
) +
∫
((ex − 1)y0(x)− h(x))U(dx) = 0 (242)
and the minimal entropy is
I(0) =
1
2
cψ20 +
∫
(y0(x) ln y0(x)− y0(x) + 1)U(dx). (243)
Suppose A is an arbitrary compact subset of R \ {0}. Then there exists r0 > 0 such that r0 > x
for all x ∈ A. Since y0(x) > 0 U -a.e. and y ln y − y + 1 ≤ y for y ≥ e2 we can find r1 > r0 and
r2 > r1 such that
0 <
∫
B
(ex − 1)y0(x)U(dx) <∞, (244)
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where B = [r1, r2]. Let
α =
∫
A
(ex − 1)y0(x)U(dx), β =
∫
B
(ex − 1)y0(x)U(dx), (245)
and set
yδ(x) =
(
1 + δIA(x)− δα
β
IB(x)
)
y0(x). (246)
The pair (ψ0, yδ) is for
|δ| < β
1 + |α| (247)
the Girsanov pair corresponding to changing to an equivalent martingale measure. The entropy
I(δ) =
∫
(yδ(x) ln yδ(x)− yδ(x) + 1)U(dx) (248)
must have a minimum at δ = 0. By splitting the integral into contributions from A, B, and
R \ (A ∪ B) we can justify by elementary arguments differentiation under the integral sign. We
have I ′(0) = 0, with
I ′(0) =
∫
ln y0(x)
(
IA(x)− α
β
IB(x)
)
y0(x)U(dx). (249)
In a similar way we can check I ′′(0) > 0. We can rewrite (249) as∫
A
y0(x) ln y0(x)U(dx) =
α
β
∫
B
y0(x) ln y0(x)U(dx). (250)
Let
θ =
1
β
∫
B
y0(x) ln y0(x)U(dx). (251)
Then (250) can we rewritten as∫
A
(ln y0(x)− θ(ex − 1))y0(x)U(dx) = 0. (252)
Now θ depends on B, and thus to some extent on A. But we can use the same B, thus the same θ
for any compact subset A′ ⊆ A. This implies
ln y0(x) = θ(ex − 1) (253)
U -a.e. on A. By considering an increasing sequence of compact sets approaching R \ {0} we see
that (253) holds U -a.e. That shows, that y0 corresponds to the Esscher martingale transform for
the linear Le´vy process X˜. 
A.5 Proof of Theorem 9
We know from the assumptions, that κ˜′(θ¯) < 0. This implies E[|X˜1|eθ¯X˜1 ] <∞. Thus E[|X˜1|] <∞,
or equivalently,
∫
x>1
xU˜(dx) < ∞. We also have E[eθ¯X˜1 ] < ∞. Let us use h(x) = xI|x|≤1 as
truncation function. We consider changes of measure with Girsanov parameters with respect to X˜
given by
ψ = θ¯, y(x) =
 e
θ¯x x ≤ 1
eθnx 1 < x ≤ n
1 x > n,
(254)
with θn to be defined by the martingale condition as follows: The function
f˜(θ) = b˜+ c˜(θ¯ + 1/2) +
∫
x<1
(xeθ¯x − h(x))U˜(dx) +
∫
1<x≤n
xeθxU˜(dx) +
∫
x>n
xU˜(dx) (255)
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is increasing in θ. We have f˜(θ¯) < 0 and f˜(θ)→ +∞ as θ → +∞, at least for sufficiently large n.
If we define θn to be a solution to f˜(θn) = 0, then θn is decreasing to θ¯ as n→∞. Let Pn denote
the corresponding measure.
We have seen above
∫
x>1
xU˜(dx) <∞, thus ∫
x>n
xU˜(dx) vanishes as n→∞. From f(θn) = 0
we conclude
lim
n→∞
∫
1<x≤n
xeθxU˜(dx) = −
[
b˜+ c˜(θ¯ + 1/2) +
∫
x<1
(xeθ¯x − h(x))U˜(dx)
]
. (256)
Since θn > θ¯ the integrand in the following integral is nonnegative, and by the Fatou Lemma
lim
n→∞
∫
(eθnx − eθ¯x)I{1<x≤n}(x)U˜(dx) = 0, (257)
and thus
lim
n→∞
∫
1<x≤n
eθnxU˜(dx) =
∫
eθ¯xU˜(dx). (258)
Without loss of generality let us assume T = 1. Then the entropy is
I(Pn, P ) =
1
2
cθ¯2 +
∫
x≤1
(eθ¯x(θ¯x− 1) + 1)U˜(dx) +
∫
1<x≤n
(eθnx(θnx− 1) + 1)U˜(dx). (259)
∫
1<x≤n
(eθnx(θnx− 1) + 1)U˜(dx) (260)
=
∫
1<x≤n
U˜(dx) +
∫
1<x≤n
eθnxU˜(dx) + θn
∫
1<x≤n
xU˜(dx)−
∫
1<x≤n
eθnxU˜(dx).
Letting n→∞ we obtain from the previous arguments
lim
n→∞ I(P
n, P ) = −κ˜(θ¯). (261)
So we have proved that the value κ˜(θ¯)T is approached by the entropy of a sequence of equivalent
martingale measures. Let us now show that this value is actually a lower bound for the relative
entropy. We follow the proof of Theorem 3.1 in(Fujiwara and Miyahara, 2003, p.520): Suppose
Q  P is a probability measure, such that (X˜)0≤t≤T is a local martingale under Q. Let τn be a
localizing sequence of stopping times, taking values in [0, T ] and tending Q-a.s. to T . For m ≥ 1
let
Xˇmt =
∑
s≤t
∆X˜sI{1<∆X˜s≤m} (262)
and
X¯mt = X˜t − Xˇmt . (263)
Then Xˇm and X¯m are two independent Le´vy processes with cumulant functions
κˇm(z) =
∫
(1,m]
(ezx − 1)U˜(dx) (264)
and
κ¯m(z) = κ˜(z)− κˇm(z). (265)
We consider an arbitrary sequence θm increasing to θ¯, such that θm < θ¯ for all m ≥ 1. We can
find m0 ≥ 1 such that U˜((1,m]) > 0 for all m ≥ m0. Let us define now for m ≥ m0 the measures
Rm by
dRm
dP
= eN
m
T , (266)
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where
Nmt = θmX˜t + mXˇ
m
t − κ¯m(θm)t− κˇm(θm + m)t (267)
and m > 0 is chosen to satisfy
ER
m
[X˜T ] = 0. (268)
Clearly m decreases as m→∞. We observe
ln
dRm
dP
∣∣∣∣
Fτn
= Nmτn . (269)
We have
IFT (Q|P ) ≥ IFτn (Q|P ) ≥ EQ
[
ln
(
dRm
dP
∣∣∣∣
Fτn
)]
= EQ[Nmτn ]. (270)
The first and the second inequalities follow from well-known properties of the entropy, see (Fujiwara
and Miyahara, 2003, Lemma 2.1 (2–3), p.314f). Now X˜ stopped at τn is a martingale under Q
and thus EQ[X˜τn ] = 0. The process Xˇ
m is nonnegative, and so
EQ[Nmτn ] ≥ −(κ¯m(θm) + κˇm(θm + m))EQ[τn]. (271)
We have EQ[τn]→ T by dominated convergence. Finally,
κ¯m(θm) + κˇm(θm + m) = κ˜(θm)− κˇm(θm) + κˇm(θm + m) (272)
and
κˇm(θm + m)− κˇm(θm) =
∫
1<x≤m
(emx − 1)eθmxU˜(dx). (273)
The integrand is nonnegative, and another application of Fatou’s Lemma shows that this integral
vanishes as m→∞. As κ˜(θm)→ κ˜(θ¯) for m→∞ we conclude
I(Q,P ) ≥ −κ˜(θ¯)T (274)
and we are done. 
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