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One of the abstract concepts of measurement in quantum information theory is the generalized
measurement, a special subclass of which is the positive-operator value measurements. A different
paradigm of measurement comes from Quantum Optics, when one considers measurements continu-
ous in time. Their natural description involves the concept of a stochastic process—a time-dependent
random variable. In this paper we construct a continuous stochastic process to simulate any gener-
alized measurement—in the long time limit it gives the same outcomes with the right probabilities
as the measurement being simulated. This stochastic evolution takes the form of a random walk in
a space of measurement parameters, and the continuous measurement process must in general take
into account the outcomes of earlier measurements.
I. INTRODUCTION
The first and simplest definition of measurement that one
learns in a course on quantum mechanics involves projective
operators which sum up to the identity [1]. Usually, these pro-
jective operators come from a resolution of the identity gen-
erated by a particular observable, represented by a hermitian
operator. A generalization is needed when composite systems
are considered—a projective measurement on the whole sys-
tem is not usually a projective measurement on a part of the
system. Every generalized measurement can be simulated by
adding an ancilla to our given system, doing an appropriate
unitary transforming both system and ancilla, followed by a
projective measurement on the ancilla. The dimension of the
ancilla must be at least equal to the number of outcomes from
the measurement and the number of orthogonal projectors on
the ancilla.
The projection operation itself can be carried out as a
sequence of weak generalized measurements [2]. Here weak
means that after each step in the sequence the system is dis-
turbed by a small amount relative to the final strong pro-
jective measurement being simulated. Each step also takes
a certain finite amount of time, and thus so will the final
strong projective measurement. This line of thought is in
sharp contrast to the usual assumptions we make about ab-
stract measurements—that they are instantaneous and thus
strong.
We want to construct a state evolution model that is con-
tinuous in time, but that simulates the abstract strong mea-
surements: in the end, the system is in one of the final states
with the right probability. We prove that both visions mea-
surement are equivalent in power and applicability, and so we
can use either of them when thinking about the concept. Each




known definition is better suited to address problems from
a more algebraic point of view, while the premise that the
measurements are weak can be employed when a continu-
ous description is more useful: we are able to take deriva-
tives and use other analytical tools of calculus [3, 4]. On the
level of physical reality, it is still difficult to argue which of
these is more fundamental, if any of them is. For a long time
it has seemed that measurements are instantaneous just be-
cause those were the kind of measurements we were able to
perform. With the advance of quantum optics, where quan-
tum systems are continuously monitored, new ways of de-
scribing the evolution of the system had to be conceived —
models such as quantum trajectories or decoherent histories
[5, 6, 7, 8, 9, 10, 11, 12]. All of this serves to show that there
are numerous ways to think about measurements in quantum
mechanics which are not necessarily contradictory, but on the
contrary, are in some sense complementary.
The purpose of this paper is to construct a continuous
stochastic process, the final result of which is the same as a
that of a specified (strong) generalized measurement. In Sec-
tion II we first consider the discrete case of successive weak
but finite measurements as a good and fairly simple intro-
duction to what happens in the continuous case. After that,
in Section III we derive a stochastic differential equation for
the continuous stochastic process simulating a projective mea-
surement. We prove that our stochastic process really does
generate the results of the generalized measurement as a limit
of the stochastic process when time goes to infinity. Finally,
in Section IV we show how the same thing could be done for
any generalized measurement, and give an example of the gen-
erated quantum state diffusion equations. Section V briefly
summarizes our results and conclusions.
II. REPEATED WEAK MEASUREMENTS FOR
PROJECTIVE MEASUREMENTS
Let’s consider a projective measurement on the system.
The measurement operators are denoted by Pˆi and they have
2the following properties
Pˆ †i = Pˆi = (Pˆi)
2,




Let’s describe the discrete procedure for simulating the pro-










and by ∆¯n – the closure of ∆n
∆¯n =
(











x(k) = ne (2)




) ∈ ∆n. These n points x(k) are going to
indicate the outcomes of the weak measurements that we do,
and we will refer to them as the fundamental steps for our
discrete stochastic process. The measurement operators that



































eiPˆi = Iˆ .
We assume that initially our quantum system is in state |ψ0〉 .
If we measure the system using the above measurement oper-
ators over and over again, after a long enough time (strictly
speaking in the limit of time going to infinity) the system is
bound to end up in one of states
˛˛
ψ¯i〉 = Pˆi |ψ0〉p
p0i
with the right probabilities p0i = 〈ψ0| Pˆi |ψ0〉 . After ev-
ery measurement we get a measurement outcome (k), k ∈
{1, ..., n} so after s steps we have a sequence (k1, k2, ..., ks)












































































it follows that x˜s ∈ ∆n. In these new coordinates the initial






ψ¯i〉 where x˜i0 =

























Here again xs ∈ ∆n. Then |ψ0〉 is given by (7) with xi0 = 1n .
Another observation is that instead of keeping track of the
sequence of outcomes (k1, k2, ...) we can equally well use the
sequence of points (x˜1, x˜2, ...) or (x1, x2, ...) in ∆
n. There is
a one-to-one correspondence between sequences of outcomes
and sequences of permissible points in ∆n. By permissible
point we mean a point for which there exists at least one
sequence of outcomes (k1, k2, ..., ks) that generates that point,
by formula (6) or (8) respectively, given some initially chosen
and fixed fundamental steps {x(k)}. To prove that all three
type of sequences carry the same information we’ll need to
notice that ∆n can be given a group structure.
Definition 1 ∆n is an abelian group with multiplication ⋆ :
∆n ×∆n → ∆n where x ⋆ y for x, y ∈ ∆n is defined as





Let’s introduce the Hadamard product x ◦ y of two vectors x
and y of the same dimension by
(x ◦ y)i = xiyi.






3Using these notations, equation (9) reads as
x ⋆ y =
x ◦ y
Tr(x ◦ y) .
The identity e of the group ∆n is e = (1/n, ..., 1/n), and the










Now it is easy to see that given a sequence of permissible
points (x1, x2, ..., xs), generated by the measurement proce-
dure with some pre-fixed fundamental steps, every element of
the sequence (x1, x2x
−1
1 , ..., xsx
−1
s−1) is one of the fundamental
steps x(k) for some k. Here x
−1 is the inverse of x with respect
to the group multiplication. So (x1, x2x
−1
1 , ..., xsx
−1
s−1) =
(x(k1), x(k2), ..., x(ks)) for some (k1, ..., ks) chosen appropri-
ately, which is exactly the sequence of outcomes. It’s as easy
to prove the same for a sequence (x˜1, x˜2, ..., x˜s).
The value of keeping track of sequences of permissible
points is that we need only the last element xs of the sequence
and the last outcome is+1 from the (s + 1)-th measurement
in order to find the state of the system |ψs+1〉 at time s+ 1:
it is given by formula (7) with




Another way of interpreting this result is by modeling the
measurement procedure by a discrete stochastic process. Let
(Ω,F,P) be a probability space. We define the stochastic pro-
cess as x : N0×Ω→ P∆n by giving its distribution law. Here
P∆n is the set of permissible points for a concrete choice
of fundamental steps x(k) and N0 = {0, 1, 2, ...} is the time
set. Usually we will denote x(s, ω) as xs(ω) for ω ∈ Ω. The
probability distribution of xs thought of as random variable,
is ds(x) =
P
pk1,...,ks where the sum is over all sequences of











or in other words, for which the last entry in the sequence
with s elements is exactly x. If there is no such sequence with
s elements then ds(x) = 0. The reinterpretation of formula
(10) in these new terms is that the process x is Markovian.
III. CONTINUOUS PROCESS FOR
PROJECTIVE MEASUREMENTS
We will now move to construct a continuous stochastic pro-
cess which simulates the strong projective measurement (1).
Unlike the discrete case, we are now not restricted to perform-
ing the same measurement at every time step (in a sense, the
fundamental steps can be chosen to be different). These mea-
surements can be arbitrary, but they must depend smoothly
on the state of the system at the current moment but not ex-
plicitly on the time. Let’s make these ideas precise. As in the
discrete case, we are going to concentrate on the evolution of
the classical state analog of the system Xt ∈ ∆n rather than
its quantum state |ψt〉 . The measurement on the system is
now given by a Lesbegue-measurable set D(x; δ) ⊂ ∆n, of
vectors which is a neighborhood of e ∈ ∆n, and satisfies a





dh⋆(z) = eA(x; δ) (12)
with A(x; δ) being the (n− 1)-dimensional volume of D(x; δ)
and h⋆(x) the Haar measure on ∆








d(z, e) = 0 (13)
where d(z, x) is the standard distance function on ∆n thought
of as a subset of Rn. The set D(x; δ) depends on the current
state of the system x and on a small positive parameter (0 ≤
δ ≪ 1) which at some point we will let go to zero, thus getting
a continuous stochastic process. The measurement operators
are given as in (3):






ziPˆi with z ∈ D(x; δ) (14)































When we perform a measurement we get an outcome zo from
the set D(x; δ). The new state of the system z is given by
formula (10):
z = x ⋆ zo =
x ◦ zo
Tr(x ◦ zo) .
The probability density for the system to be in state z ∈
D⋆x(x; δ) is
µ(z) = 〈ψt| Nˆ†(zo, x; δ)Nˆ(zo, x; δ) |ψt〉 (15)
where |ψt〉 is given by (7) and D⋆u(x; δ) is the left translation
of D(x; δ) by u (sometimes the notation u⋆D(x; δ) could also
be used) defined as
D⋆u(x; δ) = {y ∈ ∆n|y = u ⋆ yo, for some yo ∈ D(x; δ)}.











































Tr(x ◦ p0 ◦ (x−1 ⋆ z))
Tr(x ◦ p0) (16)
and if z ∈ ∆n\D⋆x(x; δ) then µ(z) = 0.
We want to emphasize that performing a measurement with
operators (14) on the system at time t gives the new state of
4the system at a later time t+ ε. For the stochastic process to
be continuous we want that ε→ 0 as δ → 0.
The easiest way to derive the stochastic differential equa-
tion for the process X requires the concept of stopping time.
To give a proper definition we need to consider not just a
probability space but a filtered probability space. More infor-
mation on probability spaces, stochastic processes, stochas-
tic differential equations and Ito¨’s calculus can be found in
[13, 14, 15, 16, 17].
Definition 2 Let (Ω,F,P) be a probability space. A family
{F(t)}t≥0 of σ-algebras F(t) ⊆ F is a filtration on the proba-
bility space (Ω,F,P) if F(s) ⊆ F(t) for s ≤ t. We are going to
call (Ω, F(t)}t≥0, F,P) a filtered probability space.
In this article we will always assume that the filtered probabil-
ity space satisfies all the needed hypotheses. F is P-complete,
Ft contains all the null sets in F, Ft is right-continuous. Also,
all the stochastic processes are to be adapted to the filtration.
Definition 3 A process X : R+ × Ω → V (with (V,V) a
measurable space) is adapted if Xt = X(t) := X(t, ·) is Ft-
measurable for all t ∈ R+.
Definition 4 A process X : R+×Ω→ V (with (V, τ ) a topo-
logical space) is continuous if X(t, ω) is a continuous function
of t for all ω ∈ Ω.
Now we can give the definition of a stopping time.
Definition 5 A random variable τ : Ω → [0,∞] is called a
stopping time with respect to {Ft}t≥0 provided
{τ ≤ t} = τ−1([0, t]) ∈ Ft for all t ≥ 0.
Definition 6 Given a stochastic process X : R+ × Ω → V
and a stopping time τ the stopped process Xτ is defined as
Xτt = Xmin{t,τ}
The stopping times that we will deal with are called hitting
times.
Lemma 1 Let X : R+ × Ω → V be an adapted stochastic
process and S ⊂ V a measurable set. Then
τ := inf{t ≥ 0 |Xt ∈ S}
is a stopping time.
The hitting time is just the first time when the stochastic
process touches the set S.
Now we can derive the stochastic differential equation for
our stochastic process Xt. Let S ∈ ∆n and B ⊂ ∂S be a part
of the boundary ∂S of S. Let PXB (X0) be the probability that,
when the stochastic process X with time evolution generated
by the measurement operators (14) and initial condition X0
hits the boundary, ∂S, it hits it in the subset B rather than
in ∂S\B. Let’s denote by τ∂S the hitting time of the process
of the the boundary ∂S.
What we want is to find a second-order differential equation
for PXB (x). Let’s assume that at time t the system state is
localized at the point x; Xt = x. Performing the measurement
with operators (14) gives us the state of the system Xt+ε at
time t+ε which is a random variable with probability density
distribution given by (16). Now we need the following simple
theorem:
Theorem 1 Let Xt be the value of the stochastic process de-
fined above at some time t < τ∂S. Then if X
→ is the stochas-
tic process with time evolution generated by the measurement
operators (14) but with initial condition X→0 = Xt we have
PXB (X0) = P
X→
B (Xt).
The statement of the theorem is trivial because X→t = Xt+T .
From the theorem follows that
PXB (x) = P
X
B (Xt+ε). (17)
PXB (X0) is a conditional probability — it’s the probability for
hitting B given that the initial condition is X0, and thus it















where ΘX0(z) = P(X
−1
0 (z)) is the probability distribution of
X0 and θX0(z) the probability density with respect to the
Haar measure h⋆. Substituting this in (17) we have










Tr(x ◦ p0 ◦ (x−1 ⋆ z))
Tr(x ◦ p0) .
After changing the coordinates z → x⋆z, given that the Haar
measure is invariant under left translations (h(A) = h(x ⋆ A)









Tr(x ◦ p0 ◦ z)
Tr(x ◦ p0) . (21)
Equations (20) and (21) are the starting point for deriving
the differential equation for PXB (x). We first do an integral
estimate that is needed to take the limit δ → 0 in (20). We
want to estimate the integral
Z
i1,...,ik







(z − e)i1 ...(z − e)ikdh⋆(z).
Using the notation in (13) for the ik-th component of z − e
thought of as a vector in Rn we get
(z − e)ik ≤ d(x; δ) for z ∈ D(x; δ)
5and it follows immediately that








= dk(x; δ)A(x; δ) ∈ O(dk(δ)A(δ)) as δ → 0.





∈ O(dk−2(δ)) as δ → 0. (22)
Now we can take the limit δ → 0 of (20), dividing it first
on both sides by d2(δ). For this purpose we first expand the
integrand in a Taylor series. Because of (22), all terms of order
three or more in the series go to zero as δ → 0, and so we need
to keep only terms of order zero, one and two. To simplify
the notation we denote p(z) = PXB (z), θ˜(z) = θ˜Xt+ε(z) and
y = x ⋆ z. We have
































































· (z − e)
«
+O((z − e)3).
Above · denotes the usual dot product in Rn. Substituting
this in (20) while recalling thatZ
D(x;δ)










































(z − e)⊗kθ˜(z)dh⋆(z). (24)
Expanding θ˜(z) in a Taylor series,













(x ⋆ p0) · (z − e),







(x ⋆ p0) · Zk+1(x; δ). (25)
Now we can simplify (23), and after dividing both sides of the







































































The term in the first line of (26) is zero because (12) can be
rewritten as Z
D(x;δ)
(z − e)dh⋆(z) = 0 = Z1(x; δ).
Now we can take the limit δ → 0. As
Z2(x; δ)
d2(δ)A(δ)
∈ O(1) as δ → 0
it has a finite limit which we denote by η(x). From its defi-
nition it follows that this matrix is positive with at least one











(zi − ei)(z − e)kdh⋆(z) = 0. (27)
We will assume that all other eigenvalues of η(x) are different
from zero. Because O(d(δ)A(δ)) → 0 as δ → 0, we finally


























































= n2xi(2xjxk − xjδik − xkδij). (30)
6The matrix (29) has a pseudo-inverse given by 1
nxi
(δki − 1n )




















= δkj − 1n.


































Tr(x ◦ p0) . (33)
It’s simple to derive the stochastic equations for the process
Xt having equation (32) for the probability P
X
B . We use the
following theorems to that purpose
Theorem 2 (Ito¨’s formula for stopping times) Given





j, a stopping time τ and a C2,1-function



































Taking expectations of (34) we get















Theorem 3 Given the conditions in the theorem above, the
C2-function u(x) defined on some smooth, bounded domain U
given by
u(x) = E(h(Xτ )) with X0 =
satisfies the boundary value problem
Lu = 0 in U,
u = h on ∂U.
We can now apply this to our case:
LPXB = 0 in S,
PXB = 1 on ∂B,












From these theorems we see that if we require that the
stochastic process satisfies the following stochastic differen-
















(39) is the equation we consider for governing the evolution of
the continuous measurement process. We want to point out
the form of the equation is not accidental. Such equation arise
when one considers stochastic processes in local coordinates
on Riemannian manifolds equipped with an adapted (but not
torsion-free) connection. When one considers Brownian mo-
tion on manifolds the same equation appears but the term
in front of dt involves the Levy-Civita connection associated
with the metric g. For further reading on stochastic processes
on manifolds one can turn to references [18, 19, 20, 21, 22].
Now we prove that if the metric g(x) is chosen properly,
the stochastic process simulates the strong measurement.
Theorem 4 Let the metric g be invariant under the action
of ∆n on itself and of the symmetric group Sn. Then the
stochastic process satisfying (39) starting from X0 = e ends
in one of the vertices v(k) of ∆¯
n with probability p0k in the
limit t→∞.
The action of Sn on ∆¯
n is defined as follows — for σ ∈ Sn
and x ∈ ∆¯n,
(σx)i = xσ(i).
The components of the vertices vi(k) are equal to δ
i
k.
Proof. The conditions for invariance of the metric g together
with condition (27) fix the form of the metric very stringently
— the metric is unique up to a constant conformal factor and




xi(δiα − xα)ηαβxj(δjβ − xβ), (41)
where the matrix ηαβ is constant and equal to the projector
from Rn to ∆n:
ηαβ = δαβ − 1
n
. (42)








xi(δiα − xα)σαk dW k, (43)
with σ is the unique square root of η:
σαk = δ
α
k − 1n. (44)
7If we change the coordinates from x to x˜, defined by
x˜ = x ⋆ p0, (45)




x˜i(δiα − x˜α)σαk dW k = x˜i
nX
k=1
(δik − x˜k)dW k. (46)
From this it immediately follows that the stochastic process
Xt in these coordinates is a local martingale; and as it takes
values in the bounded set ∆n, it is a martingale. As the
process is a Lp-integrable martingale for any p ≥ 1, it follows
by the martingale convergence theorem that there exists a
random variable x˜∞ which is the limit of x˜t as t→ ∞. Now
we will prove that the limit x˜∞ is localized on the vertices of












(x˜i)2(δik − x˜k)dW k
=
`






(x˜i)2(δik − x˜k)dW k.
Taking the expectation value, we arrive at an ordinary differ-
ential equation for E(m2):
dE(m2)
dt







As the limit of x˜t as t → ∞ exists, so does the limit of
E(m2(x˜t)). This means that the time derivative of E(m2(x˜t))
goes to zero as time goes to infinity:






x˜∞)) = 0. (48)
This last equation implies that the range of the random vari-
able x˜∞ is a subset of the set of all zeros of the function`
m2 − 2m3 + m22
´
(x). It is easy to show that the roots of this
function are exactly the vertices of ∆¯n by considering the
inequality
`
















(x˜i)2(1− 2x˜i + (x˜i)2) =
nX
i=1
(x˜i)2(1− x˜i)2 ≥ 0 (49)
with equality when x ∈ {v(1), ..., v(n)}. This proves that the
stochastic process ends at one of the vertices of ∆¯n when time
goes to infinity.




qk, for x = v(k)
0, for x 6= v(k) for ∀k = 1, ..., n
(50)
for some q = (q1, ..., qn) ∈ ∆n. As x˜t is a martingale it follows
that
E(x˜0) = E(x˜t) = E(x˜∞). (51)
In the x-coordinates the process starts from x0 = e. By (45)
















k = qi. (52)
This proves the theorem.
IV. CONTINUOUS PROCESSES FOR
GENERALIZED MEASUREMENTS
Having the above process on the classical state space
∆n, it is easy to prove the existence of a stochastic pro-
cess on the quantum state space that simulates any kind
of generalized measurement given by measurement operators
Mˆj (j = 1, ..., n) satisfying the usual completeness relationPn
j=1 Mˆ
†
j Mˆj = Iˆ. To that purpose we will use the fact that
the homomorphisms of stochastic differential equations(the
transformations that preserve the structure of the equations)
must be at least twice differentiable maps. We will give an
example of a mapM taking points in ∆n and mapping them
to operators acting on the state space of our quantum system.
This map should satisfy the following three requirements: it
should be twice differentiable in ∆n, equal to the identity Iˆ at
the identity e of ∆n, and equal to the measurement operators
at the vertices of ∆¯n.
Let Mˆj = UˆjLˆj be the left polar decomposition of Mˆj , so
Lˆj are positive and Uˆj are unitary. The map Mˆ will be the
product of two maps Υˆ(x) and Λˆ(x): the first involving the
unitaries Uˆi, and the second the positive operators Lˆj . If the
hamiltonians coresponding to the unitaries Uˆj are Hˆj , then















We can readily see that, as constructed, the map has all the
required properties, and also has the property that Υˆ(x) is











with f(x) = 1 + n
Pn
j=1 x
j(1 − xj). The square root above
is well-defined because the the expression in parentheses is
a positive operator for every x ∈ ∆n. We also note that
Λˆ(x) is invertible for every x ∈ ∆n. This follows from the




jLˆj = Iˆ .
The map Mˆ(x) is given by Υˆ(x)Λˆ(x).






It is obvious that the constructed map is far from unique —
there are infinitely many maps that satisfy the three required
conditions. This shows that there are numerous ways to sim-
ulate a strong generalized measurement using weak measure-
ments of the type that we are considering.
8As an example, we will give the quantum diffusion equation
for the state of a quantum system in the case of commutative
positive measurement operators. As the measurement opera-
tors are positive the unitaries in the their polar decomposition
are all equal to the identity operator. Thus the map Mˆ(x) is
just Λˆ(x). A pure state will evolve by the analog of (55):
|ψt〉 = Λˆ(xt) |ψ0〉
〈ψ0| Λˆ2(xt) |ψ0〉 12
. (56)
As the measurement operators commute, it is easy to take
derivatives, and then use the Ito¨’s rule to get the quantum
diffusion equation for |ψt〉 (in the following we use the Ein-
stein summation rule over repeated upper and lower indices):






































































































Using all these we arrive at the following coupled stochastic
differential equations


















































In this paper we have constructed stochastic processes that
are continuous analogs of a discrete, instantaneous measure-
ment. We have proven that in the long time limit this process
arrives at the same final states with the same probabilities as
the strong measurement. This gives us the ability to think
in terms of this continuous process when we consider mea-
surements, and a natural way to express statements involving
measurements in the language of stochastic calculus. For ex-
ample, we can easily differentiate with respect to the process
using Ito¨’s calculus. One application of this idea has already
been made to entanglement monotones, giving new differen-
tial conditions for them, as shown in [3].
A related and still unsolved question concerns the converse
problem to the one considered in this paper: namely, if we
are able to perform a certain restricted class of operations
or if we have control over certain parameters of a quantum
system, to what extent we can utilize this freedom to set up
an experiment in which the system’s evolution is governed by
the model considered above? Given some class of weak mea-
surements that can be experimentally performed, what class
of generalized measurements can we generate? This question
has relevance when one starts exploring an experimental real-
ization of the proposed type of continuous measurement, and
is the subject of ongoing research.
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