Abstract. We establish a mixed-norm Strichartz type estimate for the wave equation on Riemannian manifolds (Ω, g), for the case that Ω is the exterior of a smooth, normally hyperbolic trapped obstacle in n dimensional Euclidean space, and n is a positive odd integer. As for the normally hyperbolic trapped obstacles, we will some loss of derivatives for data in the local energy decay estimate. Hence the global Strichartz estimate has a derivative loss. However, we can show that the forcing term is bounded by the sum of no more than two Lebesgue (p, q) mixed norms.
Introduction.
Let (Ω, g) be a Riemannnian manifold of dimension n ≥ 3. Throughout this paper, we will assume Ω to be the region outside a normally hyperbolic trapped obstacle.
The Strichartz-type estimates are a family of space time estimates on the solution u(t, x) : (0, T ) × Ω −→ C to the wave equation 
− ∆ g )u(t, x) = F (t, x), (t, x) ∈ R + × Ω u(0, · ) = f, x ∈ Ω ∂ t u(0, · ) = g, x ∈ Ω u(t, x) = 0, on R + × ∂Ω, where ∆ g denotes the Laplace-Beltrami operator on (Ω, g).
If Ω is a non-trapping domain, K. Hidano, J. Metcalfe, H. Smith, C. Sogge and Y. Zhou proved in [14] the global inhomogeneous mixed-norm Strichartz estimates. The result states that
γ denotes the L 2 homogeneous Sobolev space over Ω of order γ, and p, r > 2, q, s ≥ 2 and they satisfy the gap condition
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One of the key inequality to get above (1.2) is the plain local energy estimates, which says
x (V ) , for some neighbourhood U and V near the obstacle. However, if some of the bicharacteristics on Ω form closed paths, the issue is more intricate. In this case, geometrically we say the non-trapping condition fails, and we call such domain a trapped domain. As a consequence, the plain local energy (1.3) estimates is not necessarily true [8] [3] . So the above Strichartz estimates (1.2) do not hold for some of the trapped domains, in particular, the hyperbolic trapped domains.
In fact, the study of wave equations on trapped spaces is fascinating and has attracted many mathematicians. For example, M. Ikawa [15] , X. Yu [29] , and H. Christianson [6] studied such Strichartz estimate problems for different trapped spaces. And the problem for hyperbolic trapped domains are still open.
In this work, we will establish a Strichartz-type mixed-norm estimates on a hyperbolic tapped domain, assuming that the solution satisfies Dirichlet homogeneous boundary conditions. The corresponding estimates for problems with Neumann boundary conditions can be established similarly.
Let us give a precise description of hyperbolic trapped domain first.
Consider Ω = Ω 0 (R n \B(0, R)), where Ω 0 is a smooth compact Riemannian manifold with boundary, and the smooth, time-independent metric g equals to the Euclidean metric onb the infinite end R n \ B(0, R). So g ij = δ ij when |x| > R. For simplicity we assume the compact part Ω 0 and the Euclidean end R n \ B(0, R) are glued together smoothly without any gaps or holes. Moreover, we want the trapped set for the geodesic flow on S * Ω is normally hyperbolic in the following sense, as it is defined in Sec 1.2 of [28] .
Dynamical Assumptions for Normally Hyperbolic Trapped Sets:
Let ϕ t denote the geodesic flow, and let r denote the distance function to a fixed point in Ω. Locally define the backward/forward trapped sets by:
Where π is the projection from the cotangent bundles to Ω, and U 2 is naborhood near the trapped set K, compactly supported in Ω.
Then the trapped set is defined to be
Let p be the principle symbol of ∆ g , and write K λ = K ∩p −1 (λ). Then the Dynamical Hypotheses are 1, There exists δ > 0 such that dp = 0 on p −1 (λ) for |λ| < δ.
2, Γ± are codimension-one smooth manifolds intersecting transversely at K.
3, The flow is hyperbolic in the normal direction to K within the energy surface: there exists subbundles
and there exists θ > 0 such that for all |λ| < δ,
Now we can consider the Laplace-Beltrami operator ∆ g associated with g, We shall assume throughout that the spatial dimension n ≥ 3 is odd.
In order to describe the Sobolev spaces that is used on Ω, we shall start with the regular L 2 Sobolev space on R n . The definition is the same as the definition of the Sobolev spaces used in [14] and [29] .
Recall thatḢ γ (R n ) is the L 2 homogeneous Sobolev space with norm given by
While the inhomogeneous Sobolev space H γ (R n ) has norm defined by
withf denoting the Fourier transform and △ denoting the standard Laplacian.
Then take a smooth cut-off function β on R n . Assume that β is supported in |x| < 2R, and β(x) = 1 when |x| < R. Let Ω ′ be the embedding of Ω ∩ {|x| < 2R} into a compact manifold with boundary, so that ∂Ω ′ = ∂Ω. Then we can define the inhomogeneous
and the homogeneous L 2 Sobolev norm on Ω
Notice that the spaces H γ (Ω ′ ) are defined by a spectral decomposition of ∆ g | Ω ′ , subject to the Diriclet boundary condition. In fact,
As we mentioned at the beginning, the plain local energy estimates fails in hyperbolic trapped case. However, later we will see that we can get a similar estimates with some derivative loss. And this new local energy estimates helped us to conquer some of the difficulties. And in order to deal with the extra derivative loss in the local energy estimate, we introduce a Sobolev-type norm in the follow, as it did in [29] .
to be the space with norm
Notice that, for both positive and negative ε, above Sobolev-type norm has the following properties:
And for non-negative ε, we even have
Now we can define the Sobolev-type norm on a manifold Ω similarly, as what we did earlier in (1.4) and (1.5).
When ε = 0, our definition turns out to coincide with the homogeneous Sobolev spaces, and we haveH
Now let us consider the wave equation (1.1) on hyperbolic trapped domain (Ω, g). We assume n is odd,
2 ),and (p, q, γ) satisfies
Our first result concerning Strichartz-type mixed-norm estimates is the following. Theorem 1.2. Let n ≥ 3 be odd, and fix Ω = Ω 0 ∪ (R n \ B(0, R)) as a normally hyperbolic trapped domain, and (p, q, γ) satisfying above (1.10) . Assume that p > 2 and
Theorem 1.2 gives the global mixed-norm Stricharts-type estimates for solutions of homogeneous wave equation on Ω. As we mentioned, there are derivative losses in the local energy estimates. And (1.11) shows that the global mixed-norm estimates inherited those derivative losses. However, later in the proof we can see that the homogeneous local Strichartz-type mixed-norm estimate does not have such derivative loss.
The appearance of derivative loss in the global estimates makes it hard to get a good estimates for the inhomogeneous equation. For example, X. Yu encountered similar difficulties in [29] . So she has to construct a certain weighted-norm Strichartz-type estimates.
In this work, we get through this difficulty by showing that we need no more than two Lebesgue (p, q) mixed-norms to bound the inhomogeneous solution. So the main Strichartz-type estimate is the following.
Theorem 1.3. Let n ≥ 3 be odd, and fix a normally hyperbolic trapped domain as it is in Theorem 1.2 above. Assume
2 ), and (p, q, γ) and (r, s, 1 − γ) both satisfy (1.10).
Let u = u(t, x) solve (1.1). Then for any ε, δ > 0, we have
.
The idea and method of the proofs are inherited from [14] and [29] . In section 2, we will prove the afore mentioned local energy estimate. It is different from the wellknow plain local energy estimates since it contains some derivative loss, which comes out naturally from the geometry of the normally hyperbolic trapping. In section 3, we show a local Strichartz-type mixed-norm estimate for homogeneous wave equation on Ω. Even considering the existence of trapped geodesics, the local estimates still looks the same as the usual one. However, careful readers may notice that the domain for the Lebesgue index (p, q) here is much smaller than those for the Minkowski case. In section 4, we combine the well-known global Strichartz estimate for wave equations on Minkowski space with the results in section 2 and 3, and get the global Strichartz type estimate and prove theorem 1.2. This part of proof is a direct application of a result of X. Yu [29] . In section 5, we prove the inhomogeneous estimates in theorem 1.3 using a T T * argument.
Local Energy Decay Effect for Weakly Trapped Domain.
Consider the normally hyperbolic trapped domainΩ = Ω 0 (R n \B(0, R)) described in Section 1, satisfy the afore mentioned Dynamical Assumptions. Assume that u = u(t, x) solves (1.1) with f , g, F compactly supported near ∂Ω.
Then a special case of Theorem 3 in Section 5 of [28] is, Corollary 2.1. Supposed that Ω is a normally hyperbolic trapped domain as above. Assume that, if for a fixed R > 0, u solves (1.1). Assume that F = 0 and f ,g compactly supported in {|x| < R}. Then there exists α > 0, K ∈ Z + , for some C = C(α, K, R), we have
Interpolate (2.1) with the energy estimate, we get the following lemma.
For any ε > 0 Lemma 2.2 is a local energy decay estimate. It states that the local energy near the trapped sets decays exponentially with respect to the time variable t, comparing to the Soblove norms of the initial data. Using this estimate, we can get the local energy estimate, as it is stated in the following proposition. 
ds. Now let us prove Proposition 2.3. Notice that the functions of both sides of the equation are compactly supported, the left hand side of (2.3) is equivalent to
x (R+×{|x|<R}) . When F = 0, taking square and integral on both sides of (2.2), we get the desired homogeneous estimates,
Assume that D g = −∆ g . Taking F = 0, we can get from (2.2) that
for h ∈Ḣ ε (Ω) Supported in |x| < R.
Then by Duhammel's Principle and applying Minkowski inequality to
we get the desired estimate for F = 0.
Local Strichartz Estimates.
In order to prove the local Strichartz estimates, we will need a special case of a lemma of Christ and Kiselev [5] . So we quote it here as the following lemma. A proof of Christ-Kiselev Lemma could be found in [25] . 
. Set
The main result of this section is the following proposition: 2 ). Then for (p, q, γ) satisfying (1.10), we have, for all ε > 0,
In order to prove Proposition 3.2, let us consider a smooth cutoff function ϕ ∈ C ∞ 0 (R n ). Assume that ϕ(x) = 0 when |x| > 2R, and ϕ(x) = 1 when |x| < R.
Then for the solution u in Proposition 3.2, by taking v = ϕu and w = (1 − ϕ)u, we can write it as
The second part, w = (1 − ϕ)u, solves the following equation, as g ij = δ ij when |x| > R.
Notice that, as w vanishes in |x| < R, and G(t, x) = −[ϕ, ∆ g ]u is supported on {R < |x| < 2R}, (3.5) is a wave equation in the Minkowski Space. So if w 0 solves the corresponding homogeneous equation (∂ 2 t − ∆)w 0 = 0 , by Corollary 1.2 in chapter 4 of [25] , we have,
for (p, q, γ) satisfying (1.10).
On the other hand, if w 1 solves the inhomogeneous equation (∂ t − ∆)w 1 = F (t, x) on Minkowski space, with zero initial data. By Duhammel's Principle,
So combine (3.6) and (3.7), we get,
on R < |x| < 2R, according to the local energy effect, we can get
So w is bounded by
Which is equivalent to
Now let us consider v = ϕu.
Notice that v satisfies the following wave equation, (3.10)
Since v itself, the forcing term and the initial condition are all compactly supported in {x ∈ Ω : |x| < 2R}, we can consider the wave equation as on a compact manifold (Ω,g) with boundary. We can takeΩ so that ∂Ω = ∂Ω, andg coincide with g.
Then by Theorem 1.1 in [1] , if (p, q, γ) satisfies (1.10), and v 0 solves the corresponding homogeneous wave equation,
By Duhammel's principle and the spectrum decomposition of the Sobolev norm on compact manifolds, we get that
If v 1 solves (3.14)
So by (3.12) and (3.13), it follows that
Global Strichartz Estimates for Homogeneous Wave Equation.
There is a long history to establishing the global Strichartz estimate in Minkowski space, beginning with the original work by Strichartz [26] . Some subsequent work is done by Genibre-Velo [13] , Pecher [23] , Kapitanski [16] , Lindblad-Sogge [19] [20], Mockenhaupt-Seeger-Sogge [21] , Keel-Tao [18] , etc. One of the result is the following estimate, which can be found as Corollary 2.1 in chapter 4 of [25] .
Global Minkowski Strichartz estimates.
For solutions to (1.1) with F = 0, in the case of Ω = R n and g ij = δ ij , the following holds, when p > 2, (p, q, γ) satisfies (1.10), we have that,
Xin Yu defined almost admissibility in [29] , we state the definition here, 
Xin Yu [29] also proved the following Generalized Strichartz Estimates Theorem. 
Now from proposition 3.2 and (4.1), we can see that (
2 ), (p, q, γ) satisfying (1.10) and any ε > 0. So Theorem 1.2 follows by applying Theorem 4.2.
Inhomogeneous Estimates.
Notice that the homogeneous Strichartz estimates in Theorem 1.2 is different from the usual Strichartz estimates we have seen for Euclidean space, non-trapping domain or manifolds with or without boundary. Because it contains derivative loss on the right hand side of the inequality. This cause problems for getting a inhomogeneous estimate that could maintain the order of derivatives on both sides of the inequality. So when dealing with this problem, I need to use two different Lebesgue (p, q) mixed-norms to hedge the potential derivative loss.
Proof of Theorem 1.3:
By theorem 1.2, it suffices to prove the case for f = g = 0.
By Duhammel's Principle, we have to show,
, for (p, q, γ) and (r, s, 1 − γ) satisfying (1.10) respectively, and any δ > 0 By Christ-Kiselev Lemma, it suffices to show
From theorem 1.2, we can see the left hand side of (5. If (r, s, 1 − γ) satisfies (1.10), for ε > 0, the duality of (1.11) for (r, s, 1 − γ, 0) gives (5.5)
And by definition of theH Similarly, consider (r,s, 1 − (γ + 2ε)) satisfying (1.10). Then the duality of (1.11) for (r, s, 1 − (γ + 2ε), 0) gives And the left and side of (5.7) turns out to be, Which provides the bound for the second term in (5.4). Notice that ε can be arbitrarily small, it follows that we can chooses ′ = s ′ − δ, for arbitrarily small δ > 0. And this completed the proof for Theorem 1.3.
