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Representations of Generalized Symmetric Groups
and Disjunctive Sums of Welter’s Games
Yuki Irie∗
We present a relation between representations of generalized symmetric groups
and disjunctive sums of Welter’s games. Let p be a prime. For a k-tuple of Young
diagrams Y , let ρY be the irreducible representation of the generalized symmetric
group (Z/kZ) ≀ Sym(n) corresponding to Y . Let sgp(Y ) be the Sprague-Grundy
value of Y as a position in a p-saturation of a disjunctive sum of Welter’s games.
We present an explicit formula for sgp(Y ). Moreover, we show the following two
results: (1) the degree of ρY is prime to p if and only if sgp(Y ) = n; (2) the re-
striction of ρY to (Z/kZ) ≀Sym(sgp(Y )) has an irreducible component with degree
prime to p.
1 Introduction
Sato [10–13] conjectured that representations of groups and Welter’s game are related. A re-
lation between representations of symmetric groups and Welter’s game was obtained in [6]. In
this paper, we generalize this relation to representations of generalized symmetric groups and
disjunctive sums of Welter’s games.
1.1 Welter’s Game and Young Diagrams
Welter’s game is a two-player impartial game played with a finite number of coins and a semi-
infinite strip of squares indexed by nonnegative integers. These coins are placed on distinct
squares. Two players alternately move a coin to an empty square with a lower number. The
player who moves last wins. Figure 1 shows an example of Welter’s game.
We define the Young diagram corresponding to a position in Welter’s game. Suppose that the
coins are placed on squares numbered a1,a2, . . . ,am. This position can be described by the m-
tuple (a1,a2, . . . ,am) ∈ Nm, where N is the set of nonnegative integers. Let A= (a1,a2, . . . ,am).
By rearranging ai, we may assume that a1 > · · · > am. Define Y (A) = (a1−m+ 1,a2−m+
2, . . . ,am). For example, if A = (7,5,3), then Y (A) = (5,4,3). We can visualize Y (A) using a
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Player A moves 7 to 1. Player B moves 5 to 2. Player A moves 3 to 0
and wins. 
Figure 1: An example of Welter’s game.
Young diagram. For example, the Young diagram of (5,4,3) is shown in Figure 2 (a). We will
identify Y (A) with its Young diagram.
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Figure 2: Young diagram (5,4,3).
Let Y be a Young diagram. We denote by |Y | the number of boxes in Y . For a box b in Y ,
the hook of b consists of the boxes to the right of and below b, and including b. Figure 2 (b)
shows the hook of the box (1,2). Note that moving a coin corresponds to removing a hook. For
example, let A = (7,5,3); then moving the coin on 7 to 1 corresponds to removing the hook of
the box (1,2) (see Figure 3). Using this correspondence, we can consider a Young diagram as a
position in Welter’s game. The number of boxes in the hook of b is called the hook-length of b.
Figure 2 (c) shows the hook-lengths of the Young diagram (5,4,3). Let H(Y ) be the multiset of
hook lengths of Y . For example, H((5,4,3)) = {1,1,1,2,3,3,3,4,5,5,6,7}.
0 1 2 3 4 75 6 0 1 2 3 4 75 6
Figure 3: Moving a coin corresponds to removing a hook. If we get two diagrams when we take
away a hook, then we push these two diagrams together.
Theorem 1.1 ([10–12,16]). Let A be a position in Welter’s game, and let sg2(A) be the Sprague-
Grundy value (see Section 2.3) of A. Then
sg2(A) =
⨁
h∈H(Y (A))
2 N2(h) = a1⊕2 · · ·⊕2 am⊕2
⨁
i< j
2 N2(ai−a j),
where ⊕2 is addition without carry in base 2, N2(h) = 2ord2(h)+1−1, and ord2(h) is the 2-adic
order of h.
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For example, if A= (7,5,3), then
sg2(A) =
⨁
h∈{1,1,1,2,3,3,3,4,5,5,6,7}
2 N2(h)
= 1⊕2 1⊕2 1⊕2 3⊕2 1⊕2 1⊕2 1⊕2 7⊕2 1⊕2 1⊕2 3⊕2 1
= 6.
1.2 Representation Theory
We briefly summarize the basics of the representation theory of symmetric groups. See, for
example, [9] for details.
Let G be a finite group and V a finite-dimensional vector space over the complex field C. Let
GL(V ) denote the group of invertible linear transformations from V to V . A representation ρ of
G is a group homomorphism from G to GL(V ), that is, ρ(στ) = ρ(σ)ρ(τ) for σ ,τ ∈ G. The
dimension of V is called the degree of R.
Example 1.2. Let G be the symmetric group Sym(3) and V = C3. For σ ∈ G, let ρ(σ) be the
permutation matrix of σ , that is, the i j-component of ρ(σ) is 1 if j = σ(i) and 0 if i ̸= σ( j).
For example,
ρ((12)) =
⎡⎣0 1 01 0 0
0 0 1
⎤⎦ and ρ((132)) =
⎡⎣0 0 11 0 0
0 1 0
⎤⎦ .
Then ρ is a (matrix) representation of Sym(3) with degree 3.
We can decompose ρ into a direct sum of two subrepresentations as follows. Let e1 = [1,0,0]⊺,
e2 = [0,1,0]⊺, and e3 = [0,0,1]⊺. Let W = ⟨e1+ e2+ e3⟩, that is, W is the subspace spanned by
e1+ e2+ e3. Then W is G-stable, that is, ρ(σ)(w) ∈W for all w ∈W and all σ ∈ G. Hence, by
restricting ρ(σ) :V →V toW , we obtain a representation ρW :G∋ σ ↦→ ρ(σ)|W ∈GL(W ). This
representation ρW is called a subrepresentation of ρ . Consider W⊥ = ⟨e1− e2,e2− e3⟩. We see
that ρW⊥ is also a subrepresentation of ρ . Let f1 = e1 + e2 + e3, f2 = e1− e2, and f3 = e2− e3.
Then ρ(σ)(a1 f1) = ρW (σ)(a1 f1) and ρ(σ)(a2 f2+a3 f3) = ρW⊥(a2 f2+a3 f3) for a1,a2,a3 ∈C.
Define the direct sum ρW ⊕ρW⊥ : G→ GL(V ) of ρW and ρW⊥ by
(ρW ⊕ρW⊥)(σ)(a1 f1+a2 f2+a3 f3) = ρW (σ)(a1 f1)+ρW⊥(σ)(a2 f2+a3 f3).
Then ρ = ρW ⊕ρW⊥ . In other words, ρ can be decomposed into the direct sum ρW ⊕ρW⊥ . We
can also show that ρW and ρW⊥ have no (nontrivial) subrepresentations. Such a representation is
said to be irreducible. In general, it is known that every representation of G can be decomposed
into a direct sum of irreducible representations.
For a subgroup H of G, the restriction of ρ to H is the representation ρ|H : H → GL(V ) of
H. Consider ρW⊥ |Sym(2). This representation is not irreducible. Indeed, if U = ⟨e1− e2⟩, then U
and U⊥ (= ⟨e1+ e2−2e3⟩) are Sym(2)-stable.
The irreducible representations of the symmetric group Sym(n) are in one-to-one correspon-
dence with Young diagrams with n boxes. For a Young diagram Y with n boxes, let ρY denote
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the irreducible representation of Sym(n) corresponding to Y . For example, in Example 1.2,
ρW = ρ , ρW⊥ = ρ , ρU = ρ , ρU⊥ = ρ .
We can calculate their degrees and restrictions by
degρY =
n!
∏
h∈H(Y )
h
and ρY |Sym(n−1) =
⨁
Y−
ρY
−
,
where the direct sum runs over all Young diagrams Y− obtained from Y by removing a hook of
length 1. For example,
degρ =
3!
3!
= 1 , degρ =
3!
3 ·12 = 2,
and
ρ |Sym(2) = ρ ⊕ρ .
1.3 Representations and Games
Fix a prime p. One of the central unsolved problems of representation theory is the McKay
conjecture about representations with degree prime to p. Such representations play an important
role to connect representations and games. For a position A in Welter’s game, define
ψ p(A) =
⨁
h∈H(Y (A))
p Np(h) = a1⊕p · · ·⊕p am⊖p
(⨁
i< j
p Np(ai−a j)
)
,
where ⊕p is addition without carry in base p, Np(h) = pordp(h)+1−1, and ordp(h) is the p-adic
order of h. Note that ψ2 = sg2.
Let sgp(A) be the Sprague-Grundy value of A as a position in a p-saturation (see Section 2.4)
of Welter’s game.
Theorem 1.3 ([6]). Let A be a position in Welter’s game and Y = Y (A). Then the following
statements hold.
(1) sgp(A) = ψ p(A).
(2) The degree of ρY is prime to p if and only if sgp(A) = |Y |.1
(3) The restriction of ρY to Sym(sgp(A)) has an irreducible component with degree prime to
p.
Remark 1.4. The key step of the proof of Theorem 1.3 is to show that the restriction of ρY to
Sym(ψ p(A)) has an irreducible component with degree prime to p. From this result in repre-
sentation theory, we can obtain Theorem 1.3.
1In general, sgp(A)≤ |Y |.
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Example 1.5. Let p= 2 and A= (7,4,3). Then the hook lengths of Y (A) are given by
7 6 5 2 1
4 3 2
3 2 1
.
Therefore
sg2(A) =
⨁
h∈{1,1,2,2,2,3,3,4,5,6,7}
2 N2(h)
= 1⊕2 1⊕2 3⊕2 3⊕2 3⊕2 1⊕2 1⊕2 7⊕2 1⊕2 3⊕2 1 = 7
and
degρY (A) = degρ =
11!
12 ·23 ·32 ·4 ·5 ·6 ·7 = 660.
Theorem 1.3 asserts that ρ |Sym(7) has an irreducible component with odd degree. Indeed,
ρ is its irreducible component and degρ = 7!/(13 ·2 ·3 ·4 ·6) = 35.
The main result is a generalization of Theorem 1.3.
The irreducible representations of the generalized symmetric group (Z/kZ) ≀Sym(n) are in
one-to-one correspondence with k-tuples of Young diagrams with n boxes in total (see [8]). Let
Y be a k-tuple of Young diagrams (Y 1, . . . ,Y k) and |Y | = ∑i
⏐⏐Y i⏐⏐. Let ρY denote the irreducible
representation of (Z/kZ) ≀ Sym(n) corresponding to Y , where n = |Y |. Let H(Y ) = H(Y 1)⊔
·· ·⊔H(Y k). For example, {1,1,2}⊔{2,3}= {1,1,2,2,3}. Then
degρY =
n!
∏
h∈H(Y )
h
and ρY |(Z/kZ)≀Sym(n−1) =
⨁
Y−
ρY
−
,
where the direct sum runs over all k-tuples of Young diagrams Y − obtained from Y by removing
a hook of length 1. For example, if Y = ((4,4,2),(2,1)), then their hook lengths are given by
6 5 3 2
5 4 2 1
2 1
and 3 11 .
Hence
degρ( , ) =
13!
14 ·23 ·32 ·4 ·52 ·6 = 144144.
Moreover,
ρ( , )|(Z/2Z)≀Sym(12) = ρ( , )⊕ρ( , )⊕ρ( , )⊕ρ( , ).
Let A be a k-tuple (A1, . . . ,Ak) of positions in Welter’s game andY =Y (A)= (Y (A1), . . . ,Y (Ak)).
Define
ψ p(A) =
k⨁
i=1
p ψ p(Ai) =
⨁
h∈H(Y )
p Np(h).
Let sgp(A) be the Sprague-Grundy value of A as a position in a p-saturation of a disjunctive sum
of Welter’s games.
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Theorem 1.6. Let A be a k-tuple (A1, . . . ,Ak) of positions in Welter’s game and Y =Y (A). Then
the following three statements hold.
(1) sgp(A) = ψ p(A).
(2) The degree of ρY is prime to p if and only if sgp(A) = |Y |.
(3) The restriction of ρY to (Z/kZ) ≀Sym(sgp(A)) has an irreducible component with degree
prime to p.
Example 1.7. Let A = ((6,5,2),(3,1)) and Y = Y (A) = ((4,4,2),(2,1)). Then
sg2(A) = sg2((6,5,2))⊕2 sg2((3,1)) = 6⊕2 1 = 7.
By Theorem 1.6, ρ ( , )|(Z/2Z)≀Sym(7) has an irreducible component with odd degree. Indeed,
ρ ( , ) is its irreducible component and degρ ( , ) = 7!/(13 ·22 ·3 ·4) = 105.
2 Impartial Games
We define subtraction games and introduce disjunctive sums and Sprague-Grundy functions. We
also define p-saturations of subtraction games.
2.1 Subtraction Games
We first introduce some notation for games. Let Γ be a digraph with vertex set P and edge
set E , that is, P is a set and E ⊆P2. The digraph Γ is called a (short impartial) game if the
maximum length of a path from each A ∈P is finite. If Γ is a game, then the vertex set P is
called its position set. Let A and B are two positions in Γ. If (A,B) ∈ E , then B is called an
option of A. If there exists a path from A to B, then B is called a descendant of A.
We now define subtraction games. LetP ⊆ Nm and C ⊆ Nm \{(0, . . . ,0)}. Let
E (C ) = {(A,B) ∈P2 : A−B ∈ C } .
Then the game (P,E (C )) is called a subtraction game.
Example 2.1. LetP = Nm and
C1 = {C ∈ Nm : wt(C) = 1} ,
where wt(C) is the Hamming weight of C, that is, the number of nonzero components of C.
Then the subtraction game (P,E (C1)) is called Nim and is denoted byN m.
Example 2.2. Let
PmWel = {A ∈ Nm : ai ̸= a j for 1≤ i< j ≤ m} ,
where A = (a1, . . . ,am). Then the subtraction game (PmWel,E (C1)) is Welter’s game and is
denoted by W m.
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2.2 Disjunctive Sums
Let Γi be a game with position setP i and edge set E i for i∈ {1,2}. The disjunctive sum Γ1+Γ2
of Γ1 and Γ2 is defined to be the game with position setP1×P2 and edge set
{((A1,A2),(B1,A2)) : (A1,B1) ∈ E 1, A2 ∈P2 }
∪{((A1,A2),(A1,B2)) : (A2,B2) ∈ E 2, A1 ∈P1 } .
For example,
N m =N 1+ · · ·+N 1  
m
.
Note that the disjunctive sum of two subtraction games is again a subtraction game.
2.3 Sprague-Grundy Functions
Let Γ be a game with position setP and edge set E . For A ∈P , the Sprague-Grundy value of
A is defined by
sg(A) = sgΓ(A) = mex{ sgΓ(B) : (A,B) ∈ E } ,
where mexS = min{α ∈ N : α ̸∈ S}. It is known that A is a winning position for the second
player if and only if sgΓ(A) = 0 (see, for example, [1, 2, 4, 14] for details).
Theorem 2.3 ([5, 15]). Let Γ1 and Γ2 be games. If Ai is a position in Γi for i ∈ {1,2}, then
sgΓ1+Γ2((A
1,A2)) = sgΓ1(A
1)⊕2 sgΓ2(A2).
In particular,
sgN m(A) = a
1⊕2 · · ·⊕2 am,
where A= (a1, . . . ,am) ∈ Nm.
2.4 p-Saturations
Let Γ be a subtraction game with vertex setP (⊆ Nm). Define
C (p) =
{
C ∈ Nm \{(0, . . . ,0)} : ordp
(
m
∑
i=1
ci
)
= mordp(C)
}
,
where C = (c1, . . . ,cm) and mordp(C) = min{ordp(ci) : 1≤ i≤ m}. For example, if p= 3 and
m= 2, then (1,0),(1,1) ∈ C (3) and (1,2) ̸∈ C (3) because
ord3(1+0) = 0 = min{ord3(1),ord3(0)}= min{0,∞} ,
ord3(1+1) = 0 = min{ord3(1),ord3(1)}= min{0,0} , and
ord3(1+2) = 1 > 0 = min{ord3(1),ord3(2)}= min{0,0} .
If the Sprague-Grundy function of a subtraction game (P,E (C )) is equal to that of (P,E (C (p))),
then the subtraction game (P,E (C )) is called a p-saturation of Γ.
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Example 2.4 ( [6]). Let Γ be a p-saturation of NimN m and A a position in Γ. Then
sgΓ(A) = a
1⊕p · · ·⊕p am,
where A = (a1, . . . ,am). In particular, N m is a 2-saturation of itself. Moreover, a subtraction
game (Nm,E (C )) is a 2-saturation of N m if and only if C1 ⊆ C ⊆ C (2) [3]. Note that, by
Theorem 1.3, Welter’s game is also a 2-saturation of itself.
Remark 2.5. For an integer p greater than one, we can define p-saturations of subtractions
game. When p is not prime, Example 2.4 and Theorem 1.6 (1) still hold, although Theorem 1.6
(2) and (3) do not hold.
3 Proofs
3.1 Notation
When no confusion can arise, we write ψ and N instead of ψ p and Np, respectively.
Let Ω= {0,1, . . . , p−1}. For n,L ∈ N, let nL denote the Lth digit in the p-adic expansion of
n. Then
n= ∑
L∈N
nLpL, nL ∈Ω.
We will identify n ∈ N with the infinite sequence [n0,n1, . . .] ∈ ΩN. Let n<L and n≥L be the
remainder and the integer quotient of n divided by pL, respectively. If n≥L = 0, then we write
n= [n0,n1, . . . ,nL−1]. For example, if p= 2 and n= 14, then n= [0,1,1,1,0,0, . . .] = [0,1,1,1],
n<2 = [0,1] = 2, and n≥2 = [1,1] = 3.
3.2 p-Saturations of Disjunctive Sums
For subtraction games Γ1, . . . ,Γk, we give a sufficient condition for the Sprague-Grundy function
of a p-saturation of Γ1+ · · ·+Γk to be equal to sgΓ˜1⊕p · · ·⊕p sgΓ˜k , where Γ˜i is a p-saturation of
Γi.
Let Γ be a subtraction game and let Γ˜ be its p-saturation. The game Γ is said to be p-tame if
the following condition holds: if B is a descendant of a position A in Γ, then
sgΓ˜(A)− sgΓ˜(B)≡
m
∑
i=1
ai−bi (mod pN+1),
where A= (a1, . . . ,am), B= (b1, . . . ,bm), and N = mordp(A−B). In other words,
ordp
(
sgΓ˜(A)− sgΓ˜(B)
)≥ N
and
sgΓ˜(A)N− sgΓ˜(B)N ≡
( m
∑
i=1
ai−bi
)
N
(mod p).
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Example 3.1. We show that Nim is p-tame. Let Γ˜ be a p-saturation of Nim N m. Then, for
A ∈ Nm,
sgΓ˜(A) = a
1⊕p · · ·⊕p am.
Let B be a descendant of A and N = mordp(A−B). Then bi<N = ai<N . Hence
sgΓ˜(B)L = b
1
L⊕p · · ·⊕p bmL = a1L⊕p · · ·⊕p amL = sgΓ˜(A)L
for 0≤ L< N. Moreover,
sgΓ˜(A)N− sgΓ˜(B)N ≡∑
i
aiN−biN ≡
(
∑
i
ai−bi
)
N
(mod p).
Therefore Nim is p-tame.
Lemma 3.2. For i ∈ {1, . . . ,k}, let Γi be a p-tame subtraction game. Then the disjunctive sum
Γ1+ · · ·+Γk is p-tame. Moreover, if Γ˜ is a p-saturation of Γ1+ · · ·+Γk, then
sgΓ˜(A) = sgΓ˜1(A
1)⊕p · · ·⊕p sgΓ˜k(Ak)
for every position A in Γ˜, where Γ˜i is a p-saturation of Γi and A = (A1, . . . ,Ak).
proof. We may assume that Γ˜i=(P i,E (C (p))) and Γ˜=(P1×·· ·×Pk,E (C (p))). Let φ i(Ai)=
sgΓ˜i(A
i) and φ(A) = φ 1(A1)⊕p · · ·⊕p φ k(Ak). To prove that sgΓ˜(A) = φ(A), it suffices to show
the following two statements.
(SG1) If B is an option of A in Γ˜, then φ(B) ̸= φ(A).
(SG2) If 0≤ β < φ(A), then φ(B) = β for some option B of A in Γ˜.
Let B be a descendant (B1, . . . ,Bk) of A and let
N = mordp(A−B) = min{ordp(ai, j−bi, j) : 1≤ i≤ k,1≤ j ≤ mi } ,
where Ai = (ai,1, . . . ,ai,mi) and Bi = (bi,1, . . . ,bi,mi). We first show that
φN(A)−φN(B)≡
(
∑
i, j
ai, j−bi, j
)
N
(mod p), (1)
where φN(A) = φ(A)N . Let Ni = mordp(Ai−Bi). Then Ni ≥ N. Since Γi is p-tame, it follows
that
φ iN(A
i)−φ iN(Bi)≡
(
∑
j
ai, j−bi, j
)
N
(mod p).
This implies that
φN(A)−φN(B)≡∑
i
φ iN(A
i)−φ iN(Bi)
≡∑
i
(
∑
j
ai, j−bi, j
)
N
≡
(
∑
i, j
ai, j−bi, j
)
N
(mod p).
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Therefore (1) holds. Note that φL(A) = φL(B) for 0≤ L≤ N−1 since φL(Ai) = φL(Bi).
We now show (SG1). Let B be an option of A and N = mordp(A−B). Then(
∑
i, j
ai, j−bi, j
)
N
̸= 0.
By (1), (SG1) holds.
We next show (SG2). Let α i = φ i(Ai) and α = α1⊕p · · · ⊕p αk (= φ(A)). Let β ∈ N with
0≤ β <α . By Example 2.4, there exist β 1, . . . ,β k ∈N satisfying the following three conditions:
(1) β i ≤ α i.
(2) ordp
(
∑iα i−β i
)
= min{ordp(α i−β i) : 1≤ i≤ k}.
(3) β 1⊕p · · ·⊕p β k = β .
If β i = α i, then let Bi = Ai. If β i < α i, then, since α i = φ i(Ai) = sgΓ˜i(Ai), we see that Ai has
an option Bi such that φ i(Bi) = β i in Γ˜i. Let B= (B1, . . . ,Bk). Then φ(B) = β 1⊕p · · ·⊕pβ k = β .
We prove that B is an option of A. By (1), it suffices to show that βN ̸= αN , where N =
mordp(A−B). Let Ni = mordp(Ai−Bi). Then
Ni = ordp(α i−β i). (2)
Indeed, if α i = β i, then Ai = Bi, so (2) holds. Suppose that α i > β i. Since Bi is an option of Ai
and Γi is p-tame, it follows that
Ni = ordp
(
∑
j
ai, j−bi, j
)
= ordp
(
φ i(Ai)−φ i(Bi)
)
= ordp(α i−β i).
Hence (2) holds. By (2) and (2),
N = min
{
Ni : 1≤ i≤ k}= min{ordp(α i−β i) : 1≤ i≤ k}
= ordp
(
∑
i
α i−β i
)
.
(3)
Since α i<N = β i<N , it follows that
αN−βN ≡∑
i
α iN−β iN ≡
(
∑
i
α i−β i
)
N
(mod p).
By (3), we see that αN ̸= βN . It follows from (1) that B is an option of A in Γ˜. Therefore
sgΓ˜(A) = φ(A). In particular, Γ1+ · · ·+Γk is p-tame.
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3.3 Proof of Theorem 1.6 (1)
Since ψ((A1, · · · ,Ak))=ψ(A1)⊕p · · ·⊕pψ(Ak), it suffices to show that Welter’s game is p-tame.
Let A be a position in Welter’s game. Then the following equation holds [6]:
ψ(A) = a1⊕p · · ·⊕p am⊖p
(⨁
i< j
p N(ai−a j)
)
. (4)
Since the proof is not difficult, we give it here. We may assume that a1 > · · · > am. From
the correspondence between removing a hook and moving a coin, we see that H(Y (A)) is
equal to {ai−b : 0≤ b< ai,b ̸∈ A} as a multiset; for example, if A = (4,1), then H(Y (A)) =
{1,1,2,4}= {1−0,4−3,4−2,4−0}. Since
N(1)⊕pN(2)⊕p · · ·⊕pN(h) = (1⊖p 0)⊕p (2⊖p 1)⊕p · · ·⊕p (h⊖p (h−1)) = h,
it follows that
ψ(A) =
⨁
h∈H(Y (A))
p N(h)
=
m⨁
i=1
p
⎛⎝ ⨁
0≤b<ai,b̸∈A
p N(ai−b)
⎞⎠
=
m⨁
i=1
p
( ⨁
0≤b<ai
p N(ai−b)⊖p
⨁
i< j
p N(ai−a j)
)
= a1⊕p · · ·⊕p am⊖p
(⨁
i< j
p N(ai−a j)
)
.
Thus (4) holds.
Let B be a descendant of A and N = mordp(A−B). Then ai<N = bi<N . Let NL(h) = (N(h))L.
By the definition of N,
NL(h) =
{
p−1 if h<L = 0,
0 if h<L ̸= 0.
Hence
N≤N(ai−a j) =N≤N(bi−b j),
where N≤N(h) = [N0(h), . . . ,NN(h)]. It follows from (4) that
ψ(A)−ψ(B)≡ 0≡
m
∑
i=1
ai−bi (mod pN)
and
ψN(A)−ψN(B)≡
m
∑
i=1
aiN−biN (mod p),
where ψN(A) = (ψ(A))N . Therefore Welter’s game is p-tame.
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3.4 Proof of Theorem 1.6 (2)
We will prove Theorem 1.6 (2) by using an argument based on [7].
For a multiset H whose elements are from positive integers, let wL(H) denote the number
of elements h such that h is divisible by pL. For example, if H = {1,2,2,3} and p = 2, then
w0(H) = 4 and w1(H) = 2. Let wL(H) be the remainder of wL(H) divided by p. Note that if A
is a position in Welter’s game and Y is its Young diagram, then
ψ(A) = ∑
L∈N
wL(H(Y ))pL. (5)
Indeed, since N(h) = ∑ordp(h)L=0 p
L, it follows that
⨁
h∈H(Y )
p NL(h) = |{h ∈ H(Y ) : ordp(h)≥ L}|
=
⏐⏐{h ∈ H(Y ) : pL | h}⏐⏐= wL(H(Y )).
Therefore (5) holds.
Let τL(H) = wL(H)− pwL+1(H) and τL(H) = wL(H). For example, if H = {1,2, . . . ,n},
then wL(H) = n≥L and τL(H) = τL(H) = nL. For N ∈ N, we see that
∑
L∈N
τN+L(H)pL = ∑
L∈N
(wN+L(H)− pwN+L+1(H))pL
= (wN(H)− pwN+1(H))+(pwN+1(H)− p2wN+2(H))+ · · ·
= wN(H).
In particular, for two multisets H and H ′, we see that τ(H) = τ(H ′) if and only if w(H) =w(H ′),
where w(H) = [wL(H)]L∈N and τ(H) = [τL(H)]L∈N.
Lemma 3.3. Let H be a multiset whose elements are from positive integers, and let n= w0(H).
Suppose that τL(H)≥ 0 for every L∈N. Then ordp(∏h∈H h)= ordp(n!) if and only if τL(H)= nL
for every L ∈ N.
proof. Let H ′ = {1,2, . . . ,n}. Note that
ordp
(
∏
h∈H
h
)
= ∑
L≥1
wL(H) and ordp(n!) = ∑
L≥1
wL(H ′).
First, suppose that τL(H)= nL (= τL(H ′)) for every L∈N. Then w(H)=w(H ′), so ordp(∏h)=
ordp(n!).
Next, suppose that ordp(∏h) = ordp(n!). Then ∑L∈N τL(H) = ∑L∈N nL because
∑
L∈N
τL(H) = ∑
L∈N
wL(H)− pwL+1(H) = n+ordp
(
∏h
)− pordp (∏h)
and
∑
L∈N
nL = ∑
L∈N
τL(H ′) = ∑
L∈N
wL(H ′)− pwL+1(H ′) = n+ordp (n!)− pordp (n!) .
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We now show that τL(H) = nL. Since ∑τL(H)pL = n = ∑nLpL, we see that τ0(H) ≡ n0
(mod p). Since τ0(H)≥ 0, it follows that τ0(H) = n0+ pc0 for some c0 ∈ N. Hence
τ0(H)+ τ1(H)p≡ n0+ pc0+ τ1(H)p≡ n0+n1p (mod p2).
This implies that τ1(H)+c0 = n1+ pc1 for some c1 ∈N. By continuing this process, we see that
τL(H)+ cL−1 = nL+ pcL for some cL ∈ N. This implies that ∑τL(H)+∑cL = ∑nL+ p∑cL, so
cL = 0 for L ∈ N. Therefore τL(H) = nL.
We now prove Theorem 1.6 (2). Let Γ˜ be a p-saturation ofW m1 + · · ·+W mk and A a position
(A1, . . . ,Ak) in Γ˜. Then sgΓ˜(A) =ψ(A) by Theorem 1.6 (1). LetY i=Y (Ai) andY = (Y 1, . . . ,Y k)
(= Y (A)). Then
ψ(A) =
⨁
i
p ψ(Ai) =
⨁
i
p τ(H(Y i)) = τ(H(Y )),
where τ(H) = [τL(H)]L∈N. Hence ψL(A) = τL(H(Y )). Let n= |Y |. Since
degρY =
n!
∏h∈H(Y ) h
,
it follows from Lemma 3.3 that
degρY ̸≡ 0 (mod p)
⇐⇒ τL(H(Y )) = nL for every L ∈ N
⇐⇒ τL(H(Y )) = nL for every L ∈ N
⇐⇒ ψ(A) = n.
3.5 Proof of Theorem 1.6 (3)
We will prove a slightly stronger result than Theorem 1.6 (3). We begin with an easy remark.
Remark 3.4. Let Y be a k-tuple of Young diagrams with degρY ̸≡ 0 (mod p). Then the restric-
tion ρY |(Z/kZ)≀Sym(|Y |−1) has an irreducible component ρY− with degree prime to p because the
degree of ρY is equal to the sum of the degrees of irreducible components of ρY |(Z/kZ)≀Sym(|Y |−1):
degρY =∑
Y−
degρY
−
.
Let A be a position (A1, . . . ,Ak) in a p-saturation of W m1 + · · ·+W mk . Let α i = ψ(Ai) and
α = ψ(A) = α1⊕p · · ·⊕pαk. By Remark 3.4, it suffices to show that ρY (A)|(Z/kZ)≀Sym(α˜) has an
irreducible component with degree prime to p for some α˜ ≥ α . Let
M = max
{
L ∈ N : α1L+ · · ·+αkL ≥ p
}
,
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where max /0 =−1. Define
α˜ = (pM+1−1)+α≥M+1pM+1 = [p−1, . . . , p−1,αM+1,αM+2, . . .].
Then α˜ ≥ α .
We first show that there exist α˜1, . . . , α˜k ∈ N satisfying the following two conditions.
(1) α˜ i ≤ α i
(2) α˜1+ · · ·+ α˜k = α˜1⊕p · · ·⊕p α˜k = α˜ .
For L≥M+1, let α˜ iL = α iL. Since α1M+ · · ·+αkM ≥ p, there exist α˜1M, . . . , α˜kM such that
α˜ iM ≤ α iM and α˜1M+ · · ·+ α˜kM = p−1 = α˜M.
By rearranging α i if necessary, we may assume that α˜1M < α1M. For L ≤M− 1, let α1L = p− 1
and α iL = 0 for i≥ 2. Let α˜ i = [α˜ i0, α˜ i1, . . .] = ∑ α˜ iLpL. Then α˜1, . . . , α˜k satisfy (1) and (2).
By Theorem 1.3, there exists a descendant A˜i of Ai such that ψ(A˜i) = |Y (A˜i)| = α˜ i. Let
A˜ = (A˜1, . . . , A˜k). Then
ψ(A˜) = α˜1⊕p · · ·⊕p α˜k = α˜.
Since α˜ = |Y (A˜1)|+ · · ·+ |Y (A˜k)| = |Y (A˜)|, it follows from Theorem 1.6 (2) that the degree of
ρY (A˜) is prime to p. This completes the proof.
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