Abstract: J.A.Solinas suggested an optimal signed binary representation for pairs of integers, which is called a Joint Sparse Form (JSF). JSF is at most one bit longer than the binary expansion of the larger of the two integers, and the average joint Hamming density among Joint Sparse Form representations is 1/2. This paper extends the Joint Sparse Form by using a window method, namely a new representations, for pairs of integers, which is called Width-3 Joint Sparse Form (JSF 3 ). The representation is at most one bit longer than the binary expansion of the larger of the two integers, and the average joint Hamming density is 19/52. So, computing the form of uP+vQ by using JSF 3 is almost 9% faster than that by using JSF.
Introduction
Known to all, the design of the Public Key Cryptosystem mostly depends on the particular algebra construction. The basic public-key operation in a finite field GF(q) is to compute g a for a given element g∈GF (q) and a positive integer a. This is typically accomplished by the binary method, based on the binary expansion of a.
:
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The method requires approximately l/2 general multiplications and approximately l squarings (on average) (l= ).
  q 2 log
More generally, it is commonly needed to evaluate expressions of the form g a h b . In particular, most common digital signatures (RSA, ECDSA) are verified by evaluating an expression of the above. This is typically accomplished by the Straus' Methods [1] (also called Squaring-Multiple Method), presented by Shamir in 1985. The method requires proximately l general multiplications and proximately l squarings (on average). After then, numerous methods for speeding up scalar multiplication have been discussed in the literature; for a survey, see
Ref. [2] .
While on general Elliptic Curve E(GF(q)), P=(x,y)∈E(GF(q))
, then −P=(x,−y). Thus point subtraction is as efficient as addition. This motivates the use of a signed binary expansion (allowing coefficients 0 and ±1). A particularly useful signed digit representation is the non-adjacent form (NAF) [3] . By using a window method, one processes some other signed digit representation, called the width-w nonadjacent form (NAF w ) [2−4] . (when w=2, NAF w is equivalent to NAF). There is a simple and efficient algorithm for presenting NAF w of any integer. When
Computing kP, the method requires approximately l/(w+1) general point addition and l double.
Furthermore, many Elliptic Curve Cryptosystems require the computation of the form uP+vQ, where P,Q are points on an elliptic curve, and u,v are integers, such as verification schemes of ECDSA. In the following, we will call this form as multi scalar multiplications. So the efficiency of implementation depends mostly on the efficiency of evaluation of the multi scalar multiplications. Thus, fast multi scalar multiplication is essential for Elliptic Curve
Cryptosystems. There are lots of research papers on the problem of speeding up uP+vQ in recent years [2−7] .
For computing the form uP+vQ, J.A.Solinas suggested an optimal signed binary representation for pairs of integers, called Joint Sparse Form (JSF). JSF is at most one bit longer than the binary expansion of the larger of the two integers, and the average joint Hamming density among Joint Sparse Form representations is 1/2. This paper presents the concept of form representation of integers, brings forward Width-3 Joint Sparse Form (JSF 3 ), extends the JSF method by using some other signed digit representation of integers, and also proves that the average joint Hamming density(AJHD) is 19/52. So, this improvement can speed up the computation of the form uP+vQ by up to 9%, while compared to computation by using JSF.
The paper is organized as follows: Section 2 gives some preparation knowledge on the representation of integers; Section 3 first gives the definition of JSF 3 for pairs of positive integers u 1 ,u 2 , then proves its unique existence, and presents an algorithm for producing it, and finally shows AJHD of that is 19/52 via stochastic process; Section 4 gives the application of the technique and discusses the avenues for further work.
Preparation Knowledge
A given nonegative integer n has a common binary expansion n=(a l ,…,a 1 ,a 0 )= ,a −1)}, w>0. We call it the width-w generalized (binary) expansion form of a (GF w ). Obviously, there are many such expansions. We say that GF w is reduced if the expansion has the property that the product of any w consecutive terms is nonegative. More, the reduced GF w is width-w non adjacent form (NAF w ) if the expansion has the property that there is at most a nonzero term of any w consecutive terms. We know, every integer has a unique NAF w [3] . There is also a simple and efficient algorithm for computing the NAF w of a given integer. The NAF w of a positive integer is at most one bit longer than its binary expansion, and the NAF w has the minimal Hamming weight among GF w s of n. Namely, the average Hamming [3] .
Definition 1.
A width-3 generalized expansion of n is half sparse form (HSF 3 ) if it satisfies the following conditions:
1.
Of any four consecutive terms, at least two are zero;
2.
The product of any adjacent terms equals to 0, 3, 9.
Let n be a positive integer, then the notation "n mods Lemma 1. For HSF 3 for n, n=(a l ,…,a 1 ,a 0 ), we can obtain that:
For any four consecutive terms (a j+3 ,a j+2 ,a j+1 ,a j ), we use the sign of "0" as the value that is certain to be zero, and use the sign of "*" as the value that is certain to be nonzero, and use the sign of "?" as the value that is not certain. The pattern denoted by the signs of "0", "*", "?" is called pattern of a j . It is easy to follow that if the expansion for n is HSF, when a j fetches FOV, FAV, FSV, FNV, then its pattern corresponds to the form of (?,0,0,*),(0,*,0,*),(0,0,*,*),(0,0,*,*).
JSF for Pairs of Integers
We call the joint width-3 generalized expansions for integers n 0 , n 1 the width 3-joint generalized expansion form of n 0 , n 1 (JGF 3 ). Furthermore, we call it the reduced width-3 generalized expansion form of n 0 , n 1 (JRF 3 ) if both are reduced. Analogically, we call it the joint NAF 3 (JNF 3 ). The number of the nonzero columns of JGF 3 is called the joint Hamming weight (JHW) and the ratio of JHW to its length is its average joint Hamming density (AJHD), where n 0 , n 1 run over l-bit integers of N. It isn't difficult to see that JHW of JNF 3 is quite smaller among all JGF 3 s, but it is not the smallest. Thereinafter, we give the expansion that is the smallest among JGF 3 s, whose AJHD is 19/52, while that of JNF 3 is 7/16. If u 0,j ≠0, u 0,j+2 ≠0, u 1,j ≠0, u 1,j+2 ≠0, then there exists i∈{0,1} which satisfies u i,j u i,j+2 >0, u i,j+2 =±3 and
If there exists i∈{0,1} which satisfies u i,j ≠0, u i,j+1 =±3, then u 0,j+4 =0, u 1,j+4 =0, or u 0,j+4 ≠0, u 1,j+4 ≠0.
Obviously, each row expansion of JSF 3 is HSF 3 of an integer. We can prove that the assumption is not correct by analyzing the four cases of u 0,g , w 0,g . Because the space is limited, the details are omitted.
Uniqueness of JSF

The existence of JSF 3 for pairs of integers
The most straightforward way to prove the existence of JSF 3 for every pair of positive integers n 0 , n 1 is to present an algorithm for producing it. 
Set j←j+1;
EndWhile
In order to prove the desired properties of JSF 3 , it is necessary to generalize Algorithm 1 by allowing inputs JRF 3 for a pair of e 0 , e 1 .
Algorithm 2. JSF 3 .
Input: JRF 3 for integers e 0 ,e 1 , not both zero. Tables 1 and 2 ). It is easy to verify the following by checking all the cases. As a result, we have the following values for S j+1 for each S j . All the following states are shown in Table 2 . Finally, it will be useful to further combine the above 24
states into six as follows (see Table 3 ). Table 3 Simple-State-Following-Table Proof: It is straightforward to verify that the expansion produced by the Algorithm 2 is in fact JGF for n 0 , n 1 .
It remains to prove that this expansion satisfies the terms of Definition 2. The process is similar to that.
Efficiency of JSF 3 for pairs of integers
Now, Our primary task is to prove that AJHD of JSF 3 is 19/52. It is easy to see that GF 3 is at most one bit longer than the ordinary binary expansion. As a result, JSF 3 is at most one bit longer than the binary expansion of the larger of the two integers. Proof: Let state space Γ={G i |i=0,1,…,10,11}, where,
Obviously, a stochastic process {S n |n≥0} output by Alg.2 takes values in a countable set Γ, and is a homogeneous Markov Chain in terms of Γ (see definition in page 252 of Ref. [8] 
, where G j ∈,m≥0,n≥1) . From the equations below, which π j (j=0,1,…,11) satisfies [8] , where g= (1,1,1,1,1,1,1,1,1,1,1,1) , and the symbol denotes matrix transposition.We get the solution 
Applications to ECC
The execution time of ECC schemes such as the ECDSA is typically dominated by point multiplications, In ECDSA, there are two types of point multiplications kP, where P is fixed (signature generation), and uP+vQ, where P is fixed and Q is not known a priori (signature verification). Using the above algorithm technique, the latter type can be sped up by precomputing some data for points,such as 2P, 2Q, 3P, 3Q, P±Q, P±3Q, 3P±Q, 3P±3Q, and storing some data for points such as P, Q, 3P, 3Q, P±Q, P±3Q, 3P±Q, 3P±3Q. Adapting the fast Shamir Method by using JSF 3 yields a technique which requires approximately l doublings and 19l/52 general additions (on average).
In other words, that sometimes works almost 9% faster than that by using the Joint Sparse Form.
The front type can also be sped up. The simplest approach is described below. Suppose that the order r of the private key space is less than 2 2l . Let Q=2 l P then k=a+b2 l Q, thus compute k=aP+bQ, one applies Alg. 
