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Abstract. This collection of articles is the ﬁrst of two parts of a special issue on “Neural Networks and Structured
Knowledge.” The contributions to the ﬁrst part shed some light on the issues of knowledge representation and
reasoning with neural networks. Their scope ranges from formal models for mapping discrete structures like graphs
or logical formulae onto different types of neural networks, to the construction of practical systems for various
types of reasoning. In the second part to follow, the emphasis will be on the extraction of knowledge from neural
networks, and on applications of neural networks and structured knowledge to practical tasks.
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1.

Introduction

The ability to exchange and preserve knowledge has
had a major impact on the fate of humanity, and arguably is a major factor in the evolutionary success of
the human species. And for thousands of years, thinkers
have sought for ways to improve communication of
knowledge, its representation and preservation, and for
innovations to increase the descriptive power of whatever methods and mechanisms have been in use to deal
with knowledge [1]. In the history of mankind, the
most successful knowledge representation and communication mechanism has been spoken and written
language. Especially written language, with the potential to be preserved over timespans that surpass that
of humans, has had a major impact on the preservation of knowledge. Three particular variations of written language have been especially successful: logographic writing systems, syllabic and alphabet-based
ones. Logographic systems use a symbol or icon for
one word, and sometimes the symbol carries a pictorial resemblance to the object represented; an example of such a system is Chinese. In syllabic scripts, a
symbol stands for one syllable, and words are composed from the symbols representing the respective

syllables. One of the major problems especially with
logographic systems is the huge number of symbols
that is needed to represent knowledge: in a pure logographic script, a separate symbol is required for every
word in the language. This problem is not an issue
with alphabetic scripts, which use a relatively small
set of symbols, the alphabet, and composes syllables
and words as sequences of these basic symbols. The
expression of words by sequences of symbols in a nat
ural way leads to the representation of sentences as
sequences of words, augmented by punctuation marks
for easier processing. From a knowledge representa
tion perspective, an important aspect of such a writing system is its compositionality: Smaller units can
be composed according to certain rules into larger
ones. Independent of the writing system, the sym
bols need to be interpreted by the user, and thus serve
as the carriers of information and knowledge. These
skills of reading and writing have been very impor
tant for the preservation and distribution of human
knowledge.
Over the last ﬁfty years or so, most of the re
search into the utilization of computers for dealing
with knowledge has been performed in the domain
of Artiﬁcial Intelligence. The most inﬂuential and

commercially successful approaches to knowledge
processing are based on the representation and manip
ulation of knowledge as sequences of symbols, which
ultimately have to be interpreted by humans in order to
gain access to the knowledge contained therein. This
representation of knowledge is governed by syntacti
cal rules which clearly specify the permitted conﬁg
uration of symbol sequences. The manipulation of
knowledge relies on inference rules based on or derived
from mathematical logic, which again provide con
cise instructions about permissible operations on se
quences of symbols. Due to its heavy reliance on sym
bols, this family of approaches is frequently referred to
as symbolic or symbol-oriented knowledge processing.
In addition to the fundamental problem of symbols and
their associated meanings mentioned above, symboloriented approaches suffer from a number of additional
conceptual and technical problems: Similarity in inter
nal representation does not imply the similarity of the
corresponding objects or concepts, and vice versa; a
small error in the representation or processing can have
severe consequences; the computation time and space
requirements for similar tasks can be vastly different.
These and some other considerations strengthen the
case for an alternative representation mechanism, fre
quently termed sub-symbolic, indicating that there are
important issues to be dealt with at a level below sym
bols. In many cases, neural networks serve as the un
derlying computational mechanism for this alternative
approach, and a lot of this research has been performed
under the term connectionism [2–8]. One of the ideas
common to many of these approaches is that of dis
tributed representation: an item is not represented by
one single symbol or sequence of symbols, but by the
combination of many small representational entities,
often referred to as microfeatures. The concept ‘apple’,
for example, would not be represented as a string
of characters, but as an entity that has the properties
‘fruit’, ‘edible’, ‘round’, (‘yellow’ or ‘red’ or ‘green’),
and other characteristics of apples. Such representation
schemes have some favorable properties like similaritybased access, fault tolerance, quick response time, etc.
On the other hand, their internal workings are usually
not easy to inspect, formal aspects like correctness or
completeness are difﬁcult or impossible to assess, and
most existing systems are research prototypes. This
makes them complementary to the symbol-oriented
ones, and in fact a whole class of hybrid approaches
incorporating the favorable aspects of both symboloriented as well as subsymbolic approaches has been
investigated over the last years [9–12].

This special issue of “Applied Intelligence” deals
with the usage of neural networks for knowledge
representation and manipulation purposes. It consists
of six contributions investigating various knowledgerepresentation and reasoning mechanisms based on
neural networks. A companion issue [13] will concen
trate on the issues of extracting knowledge from neural
networks, and practical applications of knowledge pro
cessing based on neural networks.
In the remainder of this editorial, I will review the
terms data, knowledge, and information as used in
this context and discuss some issues of knowledge
representation and the respective operations. This is
followed by a brief preview on the individual con
tributions, and how they ﬁt into the overall context
of knowledge representation and reasoning with neural
networks.
2.

Data, Knowledge, and Information

It is important to clarify the terminology used, and in
the following Section I will present some attempts at
deﬁning the terms “data”, “knowledge”, and “infor
mation”. There are not many deﬁnitions of knowledge
speciﬁcally targeted at and suitable for the represen
tation and processing of knowledge with computers,
and most deﬁnitions from general dictionaries are too
broad for our particular context here. The deﬁnition at
tempts are followed by a short clariﬁcation with partic
ular emphasis on aspects that are especially important
for the purpose of using neural networks as compu
tational tools for the representation and processing of
knowledge.
2.1.

Data

Deﬁnitions for the term “data:”
1. The ﬁrst deﬁnition is from the Collins COBUILD
dictionary [14], and describes the term quite well
for our purposes [14]: Information, usually in the
form of facts or statistics that you can analyse, or
that you use to do further calculations.
2. The second one from the Infopedia encyclopedia
[15] is somewhat more comprehensive, but also
captures the essential aspects:
(a) factual information (as measurements or
statistics) used as a basis for reasoning,
discussion, or calculation;

(b) information output by a sensing device or or
gan that includes both useful and irrelevant or
redundant information and must be processed
to be meaningful;
(c) information in numerical form that can be dig
itally transmitted or processed.
Important aspects: Out of the three terms illuminated
in this section, this one is relatively easy to character
ize in our context. For computer science in general,
the term is used to describe items that are used in
computations. Data structures describe generic ele
ments with a clearly deﬁned internal structure, spe
ciﬁc properties, and procedures for manipulation.
The input and output of programs in general, and of
neural networks in particular, are also often referred
to as data. A common feature is that data typically are
arranged into a rigid, simple structure (e.g., tables or
arrarys). It is interesting to note that most deﬁnitions
of the term data rely on the term information.
2.2.

Knowledge

Deﬁnitions of the term “knowledge:”
1. The following characterization given by Kasabov
[16] refers to knowledge representation and pro
cessing in a system: Concise presentation of previ
ous experience which can be interpreted in a system.
2. In one of the very inﬂuential papers on knowledge
and computers, Newell [17] deﬁnes knowledge with
respect to agents and on the basis of rationality:
Whatever can be ascribed to an agent, such that its
behaviour can be computed according to the princi
ple of rationality. Newell’s principle of rationality
states that “If an agent has knowledge that one of
its action will lead to one of its goals, then the agent
will select that action” [17].
3. The following deﬁnition is from the Infopedia en
cyclopedia [15]:
(a) the fact or condition of knowing something with
familiarity gained through experience or asso
ciation;
(b) acquaintance with or understanding of a
science, art, or technique
(c) the fact or condition of being aware of
something; the range of one’s information or
understanding; the circumstance or condition
of apprehending truth or fact through reasoning:
cognition; the fact or condition of having infor
mation or of being learned;

(d) the sum of what is known: the body of
truth, information, and principles acquired by
mankind.
Important aspects: The deﬁnitions for knowledge
given by Newell and Kasabov both rely on the intui
tion of the reader, and Newell’s is circular by refer
ring to rationality, which refers back to knowledge
[18].
Many methods to represent knowledge in com
puters rely on a separation of knowledge items, and
relationships between these items. This leads to the
representation of knowledge as a graph, with nodes
representing the items, and vertices the relation
ships. The items itself can be atomic, or composed
of other items. A prominent example of this graphbased approach are semantic networks, and some
early work related to our topic of neural networks
and structured knowledge is based on semantic net
works [19]. In human knowledge representation,
many of the relations expressed explicitly in such
graph-based models are hidden, e.g., as associa
tions, or only accessible if triggered by some related
event.

2.3.

Information

Deﬁnitions of the term “information:”
1. This deﬁnition is again from Kasabov [16]: Col
lection of structured data. In its broad meaning it
includes knowledge as well as simple meaningful
data.
2. The following two deﬁnitions are from different dic
tionaries; it is interesting to note that they emphasize
rather different aspects of information. The ﬁrst one
is from Collins [20]:
(a) knowledge acquired through experience or
study;
(b) knowledge of speciﬁc and timely events or
situations; news;
(c) the act of informing or the condition of being
informed;
(d) the results derived from the processing of data
according to programmed instructions;
(e) another word for data.
3. This deﬁnition is again from Infopedia [15]:
(a) the communication or reception of knowledge
or intelligence;

(b) knowledge obtained from investigation, study,
or instruction; intelligence, news; facts, data;
(c) the attribute inherent in and communicated by
one of two or more alternative sequences or
arrangements of something (as nucleotides in
DNA or binary digits in a computer program)
that produce speciﬁc effects;
(d) a signal or character (as in a communication
system or computer) representing data; some
thing (as a message, experimental data, or a
picture) which justiﬁes change in a construct
(as a plan or theory) that represents physical or
mental experience or another construct;
(e) a quantitative measure of the content of
information; specif: a numerical quantity that
measures the uncertainty in the outcome of an
experiment to be performed.
Important aspects: This term has a precise mean
ing in some speciﬁc domains, such as information
theory. In our context here, it is sometimes used
in a similar way as in information theory to describe
the information capacity of neural networks [21–24].
Frequently it is used in rather more generic way, both
in discussions of knowledge representation as well
as in computer science in general.
For our purposes here, the emphasis will lie on the
term knowledge. The term structured knowledge indi
cates that the underlying conceptual notion of know
ledge relies on entities to be represented, together with
interrelationships between these entities. Frequently
this is achieved through the usage of graphs, where
nodes stand for the entities, and vertices for the con
nections. Graphs are often used as the basis for symboloriented approaches to knowledge representation and
processing, either directly as in semantic networks, or
indirectly to visualize certain properties of the repre
sentation method. The treatment of knowledge with
neural networks sometimes also relies on a graph-based
representation scheme; since in this case conceptual
entities correspond to individual neurons, these mod
els are often referred to as “localist”. This stands in
contrast to “distributed” models, where one entity is
represented jointly by several neurons, and conversely
each neuron contributes to the representation of several
nodes.
Structured knowledge also enhances the difference
between data and knowledge. As the term “data struc
ture” indicates, there is an underlying structure to data.
This structure, however, is usually the same for all the

instances of a particular data type, and the essential
information is carried by the values of the individual
ﬁelds inside an instance of the data type. Operations
on such data then rely heavily on the pre-deﬁend struc
ture of a particular data type. Two typical examples
are arrays and records: In an array, each element is of
the same type, and operations to access or modify ele
ments depend on the arrangement of the elements into
columns and rows. In a database, the general structure
is often deﬁned through an entity-relationship diagram,
and records composed of ﬁelds are used to accomo
date individual items. In this case, the structure already
is much more important than for the array example,
since the relationships between the different ﬁelds of
the record contribute in an essential way to the informa
tion contained in a data base. For the representation of
knowledge, the importance of relations between indi
vidual entities becomes even stronger: instead of using
the same relationships for a whole collection of in
stances, relationships can be established between any
pair or set of entities in the domain under considera
tion. This scheme is much more ﬂexible on one hand,
but requires more overhead for storage and processing.
This difference between data and knowledge can be
visualized as a pyramid (see Fig. 1). The “raw” data at
the bottom may come from sensors, and represent in
formation about the real world, such as measurements,
images, or sound. After some initial procesing, they are
mapped into data structures such as arrays or records
with pre-deﬁned relationships between the individual
items. Further processing then may lead to more struc
tured elements such as records in a data base, or frames
in a knowledge-base. Once the emphasis shifts from
a collection of elements with identical internal struc
ture to individual elements with separate relationships
among each other, in our perspective the transition from
data to knowledge takes place. At the top of the pyramid
ﬁnally is meta-knowledge, or knowledge about knowl
edge, which expresses more abstract information about
the relationships between elements at the knowledge
level. As indicated by the arrows on the side of the dia
gram, the level of abstraction and the information den
sity increase from the bottom to the top, and the degree
of detail as well as redundancy are higher at the bottom.
3.

Contributions to this Part of the Special Issue

This section provides a brief preview of the contribu
tions in this ﬁrst part of the special issue on “Neural
Networks and Structured Knowledge”.

Figure 1.

3.1.

Knowledge pyramid.

Comparing Structures Using a Hopﬁeld-Style
Neural Network

The ﬁrst contribution by Kristina Schädler and Fritz
Wysotzki describes an approach to represent and
process labeled graphs in neural networks. Labeled
graphs form the basis for many knowledge represen
tation mechanisms, and consequently operations on
labeled graphs are very important for processing of
structured knowledge. One of the particularly pow
erful operations is the comparison of two graphs, or
graph matching. Unfortunately, this operation is com
putationally rather expensive, belonging to the class
of NP-complete problems. For many applications it is
beneﬁcial or necessary to perform approximate graph
matching, which checks two graphs not for identity,

but for similarity. For this case, the situation is prob
ably even worse because there is no intuitive or com
monly agreed upon similarity measure for graphs. This
contribution describes a representational scheme for
labeled graphs based on Hopﬁeld-style neural net
works. This scheme lends itself to a formulation of
a similarity measure for the approximate matching
task in terms of the minimization of the network’s
energy function. This similarity function has the ad
ditional advantage that user knowledge and prefer
ences about the similarity of graphs can be incorpo
rated by changing the parameters and the dynamics of
the network. The approach is evaluated experimentally
by applying it to the classiﬁcation of organic chem
ical structures and the prediction of their biological
activity.

3.2.

Massively Parallel Probabilistic Reasoning
with Boltzmann Machines

A special type of graphs, namely Bayesian networks,
and their representation together with operations for
probabilistic reasoning, is the topic of the second paper,
by Petri Myllymäki. In his contribution, he describes
the mapping of a Bayesian network to a Boltzmann
machine, which is a stochastic neural network archi
tecture especially well suited for massively parallel
evaluation. This evaluation is also known as simu
lated annealing, and allows the approximate solution
of NP-hard optimization problems in a computationally efﬁcient way. A straightforward usage of simulated
annealing as global optimization method on Bayesian
networks is possible, but very slow. The author pro
poses a hybrid Bayesion-neural system, which uti
lizes the Bayesian network for the construction of the
model as seen by the user, and the Boltzmann machine
for the parallel performance of probabilistic reason
ing. Thus the system allows for the construction of
neural models from expert knowledge on one hand,
and the efﬁcient evaluation of Bayesian reasoning on
the other hand. Simulations show that one particu
lar advantage of the system is its scalability: Con
ventional algorithms suffer from combinatorial explo
sion when the network size is increased, which is not
the case for the massively parallel algorithm. The
speedup gained from this parallelization, however, de
pends on the availability of suitable massively parallel
hardware.
3.3.

Approximating the Semantics of Logic
Programs by Recurrent Neural Networks

Reasoning according to ﬁrst-order predicate logic is the
topic of the third paper. In this contribution, the authors
Steffen Hölldobler, Yvonne Kalinke and Hans-Peter
Störr investigate the relationship between the semantics
of ﬁrst-order logic programs and recurrent networks
that approximate the ﬁxed point of the meaning func
tion of such a program. Similar as in Myllymäki’s
approach, a symbol-oriented method can be mapped
onto a neural network with favorable properties like
approximate computations, parallel execution, or the
possibility to apply learning techniques like backpro
pagation. In the other direction, the neural network can
be converted into a logic program, allowing inspection
of or rule extraction from the neural network. In con
trast to similar previous approaches by the authors and

others, which are essentially limited to propositional
logic this article discusses an extension to the map
ping between a class of ﬁrst order logic programs and
three-layered feedforward networks. This mapping, at
present, is mainly a theoretical result, and does not
represent a direct practical solution since it would re
quire the representation of inﬁnitely many elements.
This problem, however, may be overcome by using
ﬁxed-length distributed representations such as recur
sive auto-associative memories [25] and their exten
sions to include labels [26] (see also a forthcoming
contribution by Sperduti in the second part of this spe
cial issue), holographic reduced representations [27]
spattercoding [28], or multiplicative binding [29].

3.4.

The Connectionist Inductive Learning
and Logic Programming System

Knowledge representation and reasoning via logic pro
gramming is also one corner point of a massively paral
lel computational model proposed in the fourth article
by Artur S. d’Avila Garcez and Gerson Zaverucha. The
propositional logic program is translated into a neural
network that can be trained with examples, and then
reconverted into a revised logic program. The map
ping algorithm in fact is based on previous work by
Hölldobler et al. [30], but uses a different type of neu
ral networks. With these bipolar semi-linear neurons,
the resulting network still is a massively parallel model
for logic programming, but it can also perform induc
tive learning based on a logic program as background
knowledge and backpropagation as learning algorithm.
This network is capable of performing both inductive
learning from examples and deductive reasoning. The
method has been applied to DNA classiﬁcation prob
lems as test cases, and the results show that it is com
parable to or better than any other system investigated
by the authors.

3.5.

Advances in SHRUTI—A Neurally Motivated
Model of Relational Knowledge Representation
and Rapid Inference Using Temporal Synchrony

The knowledge representation and inference mecha
nism described by Lokendra Shastri in the ﬁfth contri
bution, SHRUTI, relies on synchronous ﬁring of neu
rons for the the propagation of activity in a network of
nodes and links. In contrast to the previous approaches,
which emphasize the formal correspondence between

symbol-oriented representation and processing, and the
respective neural counterparts, the goal of SHRUTI is
to demonstrate that a neurally plausible network is ca
pable of substantial knowledge representation and rea
soning tasks. In this article, the author describes more
recent enhancements and developments over the origi
nal model, e.g., as described in [31, 32]. Some of these
enhancements are of a more fundamental nature, such
as the improvements of the expressiveness by allowing
negated facts, inconsistent beliefs, or evidential facts
and rules, whereas others are targeted towards more
efﬁcient evaluation and better usability. In addition to
its computational aspects, the neurally inspired archi
tecture of SHRUTI allows some predictions about the
nature of reﬂexive reasoning and aspects of working
memory in humans.
3.6.

A Hybrid Architecture for Situated Learning
of Reactive Sequential Decision Making

In the sixth and ﬁnal article of this ﬁrst part, Ron
Sun, Todd Peterson, and Edward Merrill describe an
approach that combines localist and distributed repre
sentations into the hybrid model Clarion. Whereas
various aspects, applications, and enhancements of the
Clarion model have been described in previous pub
lications (see the article by Sun et al. for references),
this paper concentrates on reactive sequential deci
sion tasks. Such tasks are especially important for au
tonomous agents that need to make quick decisions
about actions to take on the basis of currently avail
able perceptual information together with background
knowledge. One task, the simulated navigation of an
underwater vessel through a mineﬁeld towards a target
location, is a complex and realistic one developed by
the Naval Research Lab. These experiments show that
the hybrid model clearly outperforms a version that
utilizes only procedural knowledge acquired through
reinforcement learning. The experiments also expose
a signiﬁcant similarity with human performance on the
same task, thus demonstrating the cognitive validity of
the architecture.
4.

An Outlook to the Second Part: Rule
Extractions and Applications

The second part [13] of the collection of articles on
neural networks and structured knowledge will be
devoted to the issue of knowledge extraction from neu
ral networks, and to applications of neural-network

based approaches to structured knowledge. Knowl
edge extraction from neural networks is interesting
from two perspectives: It allows for a limited inspec
tion of the “contents” of a neural network, thus making
the foundations for the response of a network to a given
input more comprehensible to humans. It is also the
basis for many approaches to hybrid systems, combin
ing neural networks with symbol-oriented approaches
like expert systems or theorem provers. An existing set
of rules, for example, can be reﬁned by converting it
into a neural network and training the neural network
with example data, thus modifying the given rules so
that they also ﬁt the example data.
The viability of a novel approach for knowledge pro
cessing with computers should eventually be checked
by its application to realistic problems. Whereas some
of the contributions in this ﬁrst part describe applica
tions brieﬂy, the emphasis lies on the presentation of
the approach itself. The second part will contain con
tributions that concentrate on the application of neural
networks to tasks requiring the processing of structured
knowledge, such as the recognition of handwritten dig
its, or the prediction of structural properties for chemi
cal compounds.
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