Textbooks on reponse surface methodology emphasize the importance of lack-of-fit tests when fitting response surface models, and stress that, to be able to test for lack of fit, designed experiments should have replication and allow for pure-error estimation. In this paper, we show how to obtain pure-error estimates and how to carry out a lack-of-fit test when the experiment is not completely randomized, but a blocked experiment, a split-plot experiment, or any other multi-stratum experiment. Our approach to calculating pure-error estimates is based on residual maximum likelihood (REML) estimation of the variance components in a full treatment model (sometimes also referred to as a cell means model). It generalizes the one suggested by Vining et al. (2005) in the sense that it works for a broader set of designs and for replicates other than center point replicates. Our lack-of-fit test also generalizes the test proposed by Khuri (1992) for data from blocked experiments because it exploits replicates other than center point replicates and works for split-plot and other multi-stratum designs as well. We provide analytical expressions for the test statistic and the corresponding degrees of freedom, and demonstrate how to perform the lack-of-fit test in the SAS procedure MIXED. We re-analyze several published data sets and discover a few instances in which the usual response surface model exhibits significant lack of fit.
Introduction
When analysing data using empirical response surface models, it is often desirable to allow detection of failures of assumptions. In particular, an analysis which allows separation of lack of fit from pure error is useful. When experiments are completely randomized, this is easily accomplished since the pure-error estimate is obtained from replicate points, and is implemented in several packages for analysing experimental data -see Box and Draper (2007) for a full explanation.
In blocked response surface designs, when the block effects are taken as fixed, more care is needed with the definition of pure error, but the most reasonable, discussed in detail by Gilmour and Trinca (2000) , is that it is the expectation of the residual mean square from the block-treatment model. In this model, each combination of factor levels used in the experiment is taken to be a discrete treatment. It is sometimes desirable to treat block effects as random and similar models are used with split-plot and other multistratum structures. The purpose of this paper is to show how a test for lack of fit can be conducted in response surface models with these structures. Khuri (1992) tested for lack of fit with random block effects, but based his pure-error estimates only on replicated center points, although we will see that extending the definition of Gilmour and Trinca (2000) allows more precise pure-error estimation. Vining et al. (2005) and Vining and Kowalski (2008) recommended a simple analysis based on estimation of each variance component using the sample variance obtained from replicate points. However, this method is only applicable to particular types of designs and only uses replicate points within whole plots and completely replicated whole plots to obtain pure-error estimates. Gilmour and Trinca (2000) showed, in the context of blocked response surface designs, that this is a stronger definition of pure error than is used in completely randomized designs, which requires only the use of the full treatment model (also referred to as the cell means model). Parker et al. (2007) noted that the pure-error estimates could also be used to test for lack of fit, but did not give detailed explanation of how this could be done. Almimi et al. (2009) pointed out the importance of developing procedures for checking the adequacy of fit of split-plot models. To do so, they proposed the use of two different coefficients of determination or R 2 values, one for the whole-plot stratum in the analysis and one for the sub-plot stratum. Similarly, they suggested PRESS values for both the whole-plot and sub-plot strata. However, they did not present a formal lack-of-fit test for models estimated from split-plot experimental data. In this paper, we show how to carry out formal lack-of-fit tests for random block models, split-plot models and splitsplit-plot models. We apply the test to several data sets described in the literature and use a simulated data set to show that the test can be extended for use in a split-split-plot design.
Model

Full treatment model
In any experimental design, blocking factors arise from restrictions to the randomization, so that particular sets of treatments must appear together in blocks. Unless each block consists of the same set of treatments, some information for comparing treatments is confounded with block effects. If the order of the blocks is randomized, we can use random block effects in the model to recover this inter-block information. Split-plot designs have treatments defined by combinations of the levels of several factors applied in two strata, i.e. some factors have main effects completely confounded with the effects of blocks. Hence, blocked reponse surface designs with random block effects and split-plot response surface designs have exactly the same structure and model, the only difference being that, in the former, no main effects are completely confounded with block effects.
We assume that the model is Y = X t τ + Zδ + ǫ,
where Y is a random variable of which the response vector y is assumed to be a realization, X t is the full treatment design matrix, having its (i, t)th element equal to 1 if treatment t appears in run i and 0 otherwise, τ is the corresponding vector of treatment means, δ is a vector of random block or whole-plot effects, Z is the design matrix for these random effects and ǫ is the vector of random experimental unit errors. We further assume that δ ∼ N (0, σ 2 1 I), ǫ ∼ N (0, σ 2 0 I) and that δ and ǫ are independent. We refer to model (1) as the full treatment model. Some textbooks on analysis of variance use the term cell means model instead, especially in completely randomized structures.
This model makes the fundamental assumption of additivity of unit and treatment effects (additivity in the broad sense as defined by Hinkelmann and Kempthorne (2008) ). This assumption is made in the analysis of all experimental data, e.g. completely randomized designs, randomized block designs, factorial designs, etc. As noted by Hinkelmann and Kempthorne (2008) , "It is intrinsic in analyses of experimental data that additivity holds; otherwise different experiments will lead to the existence of interaction between experiments and treatments." Unit-treatment additivity obviously implies no interaction between treatment effects and unit effects, such as block effects and whole-plot effects.
If nonadditivity with a factor defined on the experimental units is expected, that factor should be included as a noise factor (i.e. a treatment factor) in the design, rather than as a blocking factor. If nonadditivity is not expected at the design stage, but turns out to be true, most designs (complete and incomplete block designs, confounded factorial designs, regular split-plot designs, etc.) will not allow this to be detected. This is also true for most blocked and split-plot response surface designs, although occasionally designs are used which have replicates within blocks or whole plots. Khuri (1996) goes beyond that traditional assumption and allows treatment effects to vary from block to block, using a mixed effects analysis. However, since designs are usually not chosen for this analysis, it is rarely informative. In this article, we stick to the traditional assumption that there is no interaction between blocks and whole plots, on the one hand, and treatment factors, on the other hand.
Response surface model
In a typical response surface experiment, we want to further interpret the treatment effects, for example by assuming that
where X is the model matrix for a polynomial regression model and β is the vector of parameters of this model. Obviously, adopting the polynomial regression model is a much stronger assumption than that of model (1), which allows any pattern of treatment effects. Therefore, we would like to be able to test for lack of fit of this polynomial model. Only if such lack of fit is detected is it worth considering higher-order terms or nonlinear models.
Although, mathematically, lack of fit can be accounted for by higher order polynomial terms, this often does not give a realistic form of model. Instead, models with transformations of the explanatory variables, as in fractional polynomial response surface models (Gilmour and Trinca, 2005) , or nonlinear models might be more realistic. However, the lack-of-fit test described here does not require prior specification of a specific alternative model form. It is a preliminary test which allows experimenters to identify the need for modeling beyond the second-order polynomial.
Estimation and Testing
Estimated Standard Errors of Fixed Effects
In response surface studies, the main interest is usually in estimating the fixed effects β in the polynomial regression model (2). However, to test for lack of fit, we must fit the full treatment model (1). This is usually done using the empirical GLS estimator
whereV =σ (McCulloch et al., 2008) applied to the full treatment model. The variance matrix of these estimators is usually estimated bŷ
The corresponding estimated standard errors of the fixed effects' estimates are known to be negatively biased. A correction, which usually gives much less biased estimated standard errors, was suggested by Kenward and Roger (1997) .
Simple orthogonal block structures are those made up of crossed and nested blocking factors, in which each block contains equal numbers of units (Nelder (1965) ; see also Gilmour and Trinca (2006) ), irrespective of the treatment structure or model. In simple orthogonal block structures, the approximate variance matrix for fixed effects, with the Kenward-Roger correction, isV
whereΛ is obtained by plugging the REML estimators of the variance components into
Since
we obtain from direct differentiation that To obtain the u ij values, we use the asymptotic sampling variance of the REML estimators of variance components, given by McCulloch et al. (2008) for example:
Testing for Lack of Fit
In completely randomized response surface designs, it is common practice to carry out a hypothesis test to check for lack of fit of the second-order model (Box and Draper, 2007) ; it is also straightforward to do in blocked response surface designs with fixed block effects . The extension to random block effects and split-plot designs is not trivial. One possibility would be to perform a likelihood ratio test to compare the polynomial model with the full treatment model. Although it should have good asymptotic properties, such a test suffers from problems in realistic sized experiments. Instead, we recommend using the approximate F -test proposed by Kenward and Roger (1997) , which uses their adjusted estimated variance-covariance matrix in Wald-type test statistics.
We rewrite the full treatment model by separating the polynomial model parameters,
where
and L has dimensions l × t. The additional terms L ′ τ represent higher order polynomial terms, though it is not essential for them to be parameterized in this way.
The lack-of-fit test should test the null hypothesis H 0 :
but this does not reduce to the standard F -test when the latter is appropriate, e.g. in orthogonal designs. Kenward and Roger derived an approximation which does and, in our case, this gives the test statistic F * = λF , where
,
Under H 0 , F * has approximately an F distribution with l and m degrees of freedom. This test for lack of fit is easily programmed, so that checking for lack of fit in a randomized block or split-plot response surface design becomes almost as simple as in a completely randomized response surface design. Also, the lack-of-fit test can be readily performed in the SAS procedure MIXED. We refer to the Appendix for two example SAS programs. Gilmour and Ringrose (1999) and Gilmour and Trinca (2000) described a pastry dough experiment carried out in the Department of Food Science and Technology at the University of Reading. The factors investigated in the experiment were the feed flow rate (x 1 ), the initial moisture content (x 2 ) and the screw speed (x 3 ) of a mixing process for pastry dough. The goal of the experiment was to acquire an understanding of how the various properties of a dough depend on the settings of the three factors and to develop an overall control scheme for the process. The experiment involved seven days, on each of which four runs were performed. The design for the experiment was obtained using the blocking algorithm of Trinca and Gilmour (2000) . It is displayed in Table 1 , along with five of the responses: a longitudinal expansion index (y 1 ) and a cross-sectional expansion index (y 2 ), and three variables representing the color of the pastry using the CIE 1976 (L * a * b * ) color system (Commission internationale de l'éclairage, 1986), the lightness (y 3 ), the redness (y 4 ) and the yellowness (y 5 ). The redness response has not previously been analyzed in the literature. The design involves 15 distinct factor level combinations, labeled 1-15 in Table 1 . As a result, the full treatment model required for the pure-error estimates of the variance components and the lack-of-fit test involves 15 parameters.
Examples
Pastry dough experiment
For each of the five responses, we tested the second-order response surface model for lack of fit. The pure-error estimates of the block error variance σ 2 1 and the residual error variance σ 2 0 , along with the denominator degrees of freedom, F test statistic and p-value for the lack-of-fit test, are given in Table 2 . For the purpose of comparison, we have also shown the variance component estimates obtained by using the response surface model in the table. Note that the numerator degrees of freedom for the lack-of-fit tests equal 5 for each of the five responses. This is because the design involves 15 different factor level combinations or treatments and the response surface model has 10 unknown parameters.
Response y 4 is the only one for which there is a significant lack of fit, giving a p-value of 0.0345. By adding either of the linear-by-quadratic interaction terms
to the full quadratic model, we can get rid of the significant lack of fit. In that case, the F test statistic and the p-value equal 2.74 and 0.1076, respectively. Both linear-byquadratic interaction effects lead to the same p-value for the lack-of-fit test because they are completely aliased with each other in this design. Unlike for the other responses, the two sets of variance component estimates for response y 4 is somewhat different. More specifically, σ 2 0 seems to be overestimated in the response surface model, presumably due to contamination by higher-order effects. For the other responses, the variance component estimates are not much different in the two models, which strongly suggests that higher- to the full quadratic model results in a small increase of the R 2 value from 0.4760 to 0.4795. The detection of the lack of fit is therefore unimportant for the purpose of prediction in this data set. 4.2 Galvanized steel experiment Khuri (1992) analyzed data from an experiment in which the impact of two factors, temperature (x 1 ) and curing time (x 2 ), on the shear strength y of the bonding of galvanized steel bars was investigated. The two factors had three levels each, 375, 400 and 450
• F for temperature and 30, 35 and 40 seconds for curing time. These levels were coded as −1, 0 and 2 for the first factor, and −1, 0 and 1 for the second factor. The design involved nine different treatment combinations, and included twelve blocks. Eight of these blocks had nine runs, one for each treatment combination. Two of the four remaining blocks had twelve runs, and the remaining two blocks had eleven runs. The difference in size of the blocks was entirely due to replications of the center run in the latter four blocks. The design and the data are shown in Table 3 .
For these data, Khuri (1992) reports the results for a test for lack of fit. His test is based on the replicated observations within the blocks, i.e. on the replicated center points only. With his test involving 91 degrees of freedom for lack of fit and ten degrees of freedom for pure error, Khuri obtains a p-value of 0.225. Our test for lack of fit differs from Khuri's because it is based on the full treatment model instead of on the response surface model and because it also exploits the replication of treatment combinations other than the center run. Our test uses three degrees of freedom for lack of fit and 98.9 degrees of freedom for pure error, and results in a test statistic of 3.10 and a p-value of 0.0301. Hence, unlike Khuri's, our test suggests a significant lack of fit.
The lack of fit can be accounted for by adding a linear-by-quadratic interaction term, involving x 1 x 2 2 , to the response surface model. The test statistic for the corresponding lack-of-fit test (involving two degrees of freedom for lack of fit and 99.1 for pure error) drops to 2.72, giving a p-value of 0.0708. Removing the lack of fit by adding the linearby-quadratic interaction term results in a small increase of the R 2 value from 0.9125 to 0.9147 for the response surface value. So, detecting the lack of fit is unimportant for the purpose of prediction in this example.
In this example, the pure-error estimates of σ 
Strength of ceramic pipes
The experiment on ceramic pipes reported by Vining et al. (2005) has 12 whole plots, each with four runs, and three complete whole plots consisting of replicated center points. The experimental factors were zone-1 temperature (x 1 ), zone-2 temperature (x 2 ), amount of binder (x 3 ) and grinding speed (x 4 ). The former two factors were whole-plot factors, while the latter two were sub-plot factors. The design for the ceramic pipe experiment was based on a four-factor central composite design. Hence, it involves 25 distinct factor level combinations or treatments. The design and the response data are shown in Table 4 . The response, y, was the strength of a ceramic pipe.
When fitting a second-order response surface model to the ceramic pipe data, there is no evidence of lack of fit. The F test statistic equals 1.13, while the numerator and denominator degrees of freedom amount to 10 and 6.96, respectively. This results in a p-value of 0.4499. The pure-error estimates of the variance components σ Simpson et al. (2004) report the results from a wind tunnel experiment, involving four different responses: coefficient of lift at the front of the car (y 1 ), coefficient of lift at the rear of the car (y 2 ), drag (y 3 ) and lift over drag ratio (y 4 ). The design for the experiment, which is shown in Table 5 along with the response data, had nine whole plots of five runs. Four experimental variables were studied: front ride height (x 1 ), rear ride height (x 2 ), yaw angle (x 3 ) and grille coverage (x 4 ). The first two of these are whole-plot factors, whereas the others are sub-plot factors. The design involved 25 distinct factor level combinations or treatments, 20 of which were duplicated. A special feature of the design was that only one of the quadratic whole-plot effects and only one of the quadratic sub-plot effects could be estimated. Hence, we estimated a model including main effects, two-factor interaction effects and two of the four quadratic effects. The results of the lack-of-fit tests for the four responses are given in Table 6 .
Wind tunnel experiment
For two of the responses in the wind tunnel experiment, y 2 and y 4 , there is significant lack of fit. For these responses, there are substantial differences between the pure-error estimates of the variance components and the estimates obtained from the response surface model. Note that, for the wind tunnel experiment, the denominator degrees of freedom for the lack-of-fit test equal 16 for each of the responses. This is due to the orthogonality of the sub-plot design to the whole plots.
To remove the lack of fit for the y 2 and y 4 responses, more than just a few higher-order interactions have to be added to the model. For y 2 , for instance, adding all three-factor interactions to the model does not suffice. Adding all three-factor interactions and all estimable linear-by-quadratic interactions, however, does remove the lack of fit. The F statistic and the p-value of the corresponding lack-of-fit test equal 1.87 and 0.1654, respectively. The original response surface model for y 2 has an R 2 value of 0.9747, while the modified model has an R 2 value of 0.9938. For the y 4 response, one model that does not exhibit significant lack of fit is the model including all three-factor interactions and the four-factor interaction. The corresponding F statistic and p-value are 2.38 and 0.0719, respectively. The modified model for y 4 has an R 2 value of 0.9932, whereas the original response surface model has an R 2 value of 0.9894. So, both for the y 2 response and the y 4 response, the R 2 value only improves somewhat by removing the lack of fit, from an already high value.
In any case, it should be clear that, for two of the responses in the wind tunnel experiment, no simple response surface model exists that does not exhibit significant lack of fit. This may be due to the rounding used for the responses, the extremely small estimates for the variance components, and a few outlying observations. Especially for the y 2 response, the estimates for σ 1 and σ 0 are of the same order of magnitude as the rounding error. A transformation of the y 2 and y 4 responses did not result in simpler solutions to avoid lack of fit.
Split-split-plot example
The lack-of-fit test we propose can also be applied to data from multi-stratum experiments other than split-plot experiments. For lack of published data sets from industrial splitsplit-plot response surface experiments, we simulated data for a design presented by Trinca and Gilmour (2016) as an alternative to a D-optimal split-split-plot design computed by Jones and Goos (2009) . The design of Trinca and Gilmour (2016) , which is shown in Table 7 along with the simulated response data, involves 12 whole plots, 24 sub-plots and 48 runs. It has 29 distinct factor level combinations or treatments, 19 of which are duplicated. Three complete sub-plots are duplicated in different whole plots (i.e., subplots 1 and 3, 4 and 6, and 20 and 23). Trinca and Gilmour (2016) constructed their design using a composite optimal design criterion that pays an equal amount of attention to three criteria, named DP s , A s and DF efficiency. DP s efficiency refers to a design's ability to allow for a powerful global F -test based on pure error. A s efficiency refers to a design's ability to produce precise point estimates of the factors' effects, and DF efficiency corresponds to degree-of-freedom efficiency and represents the fraction of runs that allow treatment effects to be estimated. With their compound criterion, Trinca and Gilmour (2016) aim at constructing a design that allows for pure-error estimates and lack-of-fit testing, while also producing precise estimates of the treatment factors' effects in the response surface model under consideration. They constructed the design based on a model involving the main effects and all two-factor interactions of six treatment factors. The first two factors, x 1 and x 2 , are whole-plot factors. The third factor, x 3 , is a sub-plot factor, and the remaining three factors, x 4 , x 5 and x 6 , are sub-sub-plot factors.
The 19 duplicated treatments can be used to obtain pure-error estimates for the variance components corresponding to the whole plots, the sub-plots and the runs in the splitsplit-plot model
where Y is a random variable of which the response vector y is assumed to be a realization, X t is the full treatment design matrix, τ is the corresponding vector of treatment means, δ is a vector of random whole-plot errors, Z 2 is the design matrix for these random effects, γ is a vector of random sub-plot errors, Z 1 is the design matrix for these random effects, and ǫ is the vector of random experimental unit errors. We further assume that δ ∼ N (0, σ (7) is the full treatment split-split-plot model.
We simulated responses for the split-split-plot design in Table 7 assuming the model
where the indices i, j and k refer to the whole plots, sub-plots and runs, respectively. So, when generating the data, we assumed that two three-factor interactions (one involving x 1 , x 2 and x 3 with coefficient −6.5, and one involving x 1 , x 2 and x 4 with coefficient 5) are active. One of the three-factor interactions (the one involving x 1 , x 2 and x 3 ) is estimated in the sub-plot stratum, while the other (the one involving x 1 , x 2 and x 4 ) is estimated in the runs stratum. When simulating the data, we also assumed that the variance components σ When estimating a response surface model involving main effects and two-factor interaction effects, the lack-of-fit test has seven numerator degrees of freedom (29 treatments minus 22 model parameters) and 6.58 denominator degrees of freedom. The F test statistic is 49.46, which results in a p-value smaller than 0.0001. This suggests there is lack of fit and is in line with the model used to simulate the data.
The pure-error estimates of σ 2 2 , σ 2 1 and σ 2 0 are 8.9320, 0.7740 and 0.7491, respectively. Each of these are completely different from the estimates obtained from the second-order response surface model: 0, 24.3988 and 13.4362. As in the pastry dough experiment, the galvanized steel experiment and the wind tunnel experiment, a symptom of the lack of fit is the large estimate for σ 2 0 obtained from the response surface model, relative to the pure-error estimate obtained from the full treatment model. In this example, we also obtain a large estimate for σ 2 1 from the response surface model when compared to the pure-error estimate. Adding the two active three-factor interactions to the model leads to an F statistic of 0.61 and a p-value of 0.6988 for the lack-of-fit test. Adding one of the two active three-factor interactions leads to p-values smaller than 0.0005, which suggests that adding one threefactor interaction effect to the model is not enough. In this example, the R 2 value for the response surface model with main effects and two-factor interactions is 0.8201, while it is 0.9505 for the improved model including the two active three-factor interactions.
Remarkably, adding the three-factor interactions to the initial response surface model with main effects and two-factor interactions leads to estimates of 8.2504, 0.8672 and 0.6459 for σ 2 2 , σ 2 1 and σ 2 0 , respectively. These new variance components estimates strongly resemble the pure-error estimates and deviate substantially from the variance component estimates obtained from the initial response surface model. This illustrates once more that the variance component estimates strongly depend on the exact specification of the response surface model.
Follow-up tests for split-plot and split-split-plot designs
The lack-of-fit test we described above is an omnibus test, in the sense that it makes no distinction between lack-of-fit in the different strata of split(-split)-plot designs. In case there is significant lack of fit, we recommend constructing diagnostic plots of the best linear unbiased predictions (BLUPs) of the whole-plot effects in case of split-plot data, and of the whole-plot and sub-plot effects in case of split-split-plot data, and of the residuals for any type of data. This may, for instance, suggest that transformations of the response and/or one or more explanatory variables are required. It is also possible to conduct follow-up lack-of-fit tests to acquire more insight into the nature of the lack-of-fit.
For a split-plot design, one can use the following test procedure:
1. Conduct the overall lack-of-fit test outlined above. If the lack of fit is insignificant, stop. Otherwise, go to step 2.
2. Fit the full treatment model treating all the whole-plot effects in the vector δ in model (1) as fixed. This results in a pure-error estimate of the sub-plot error variance σ 2 0 and a lack-of-fit test for the sub-plot stratum. If the lack of fit for the sub-plot stratum is insignificant, then this suggests the lack of fit involves whole-plot factors only. Otherwise, there certainly is lack of fit at the sub-plot stratum and possibly also at the whole-plot stratum.
For the ceramic pipe example in Section 4.3, there is no point in performing the follow-up lack-of-fit test, since the omnibus test suggested there is no lack of fit. For two of the four responses in the wind tunnel experiment in Section 4.4, the omnibus lack-of-fit test does indicate a problem with the model. The follow-up test for the y 2 response, with fixed effects for the whole plots, results in a test statistic of 8.37 and a p-value smaller than 0.0001. For the y 4 response, the follow-up lack-of-fit test results in a test statistic of 3.60 and a p-value of 0.0094. This indicates a significant lack of fit at the sub-plot stratum for both y 2 and y 4 . This is in line with the fact that third-and fourth-order interactions are required to remove the lack of fit for these responses.
For a split-split-plot design, the following test procedure can be used:
2. Fit the full treatment model treating all the whole-plot effects in the vector δ in model (7) as fixed. This results in a pure-error estimate of the residual error variance σ 2 0 and the sub-plot error variance σ 2 1 , and an overall lack-of-fit test for the sub-plot and sub-sub-plot strata. If the lack of fit for the sub-plot and sub-sub-plot strata is insignificant, then this suggests the lack of fit involves whole-plot factors only and the test procedure can be stopped. Otherwise, go to step 3. and a lack-of-fit test for the sub-sub-plot stratum. If the lack of fit for the sub-subplot stratum is insignificant, then this suggests the lack of fit involves whole-plot and sub-plot factors only. Otherwise, there certainly is lack of fit at the sub-sub-plot stratum and possibly also at the whole-plot and sub-plot strata.
For the split-split-plot example in Section 4.5, the overall lack-of-fit test resulted in a p-value smaller than 0.0001. The first follow-up lack-of-fit test, with fixed effects for the 12 whole plots, results in a test statistic of 48.36 (with seven numerator degrees of freedom and 5.29 denominator degrees of freedom) and a p-value of 0.0002. This suggest there is lack of fit at at least one of the two lower strata (the sub-plot and sub-sub-plot strata). The second follow-up test, with fixed effects for the 24 sub-plots, results in a test statistic of 73.29 (with two numerator degrees of freedom and seven denominator degrees of freedom) and a p-value smaller than 0.0001. Thus, according to the second follow-up test, there is significant lack of fit at the sub-sub-plot stratum. This is in line with the way in which the data for the split-split-plot example were generated. One active third-order interaction involves the two whole-plot factors and the sub-plot factor. So, that effect is estimated in the sub-plot stratum, and not including that effect in the model results in lack of fit at the sub-plot stratum. The second active third-order effect involves the two whole-plot factors and one sub-sub-plot factor. That effect is estimated in the sub-subplot stratum, and not including it in the model results in lack of fit at the sub-sub-plot stratum.
Discussion
Testing for lack of fit is a routine part of response surface methodology, when the runs can be completely randomized. It should similarly be done routinely in blocked, splitplot and other multi-stratum response surface experiments. We have shown that this testing is fairly straightforward, given an appropriate linear mixed models program. We recommend that this test should always be done before interpreting a fitted polynomial response surface model. If no evidence of lack of fit is found, then we can interpret the response surface model output with more confidence. If lack of fit is found then further investigation is required. Sometimes, a single third-order term can explain the lack of fit, in which case we can modify our model accordingly; at other times, the lack of fit might be caused by an outlier, or indicate the need for a transformation of the response. In other cases, the lack of fit, though statistically significant, might have little impact on the interpretation of the data and can be effectively ignored. The most difficult cases are those like the wind tunnel data, where it is very difficult to see a clear pattern indicated by the lack of fit. In such cases, we should proceed to interpretation with caution.
In all examples involving significant lack of fit in this paper, a substantially larger estimate for the variance σ 2 0 was obtained from the original response surface model than from the full treatment model. In other words, the pure error estimate was substantially smaller than the estimate obtained from the response surface model. For efficiently designed blocked experiments, this is certainly logical. As a matter of fact, when using orthogonally blocked or nearly orthogonally, optimally, blocked designs, all or nearly all available information about the treatment factors' effects appears within the blocks. Consequently, if treatment effects are missing in a model, it is the estimate of the variance component describing the within-block variation that will be inflated. Only when an effect that is missing in the response surface model is partially or completely confounded with the blocks, will the estimate of the variance component for the blocks be inflated. For split-plot and split-split-plot designs, all variance component estimates obtained from the response surface model could be affected by lack of fit, depending on whether the model is missing whole-plot, sub-plot or sub-sub-plot effects. Generally, the majority of the factor effects are estimated in the lower stratum/strata in the event split-plot and split-split-plot designs are used. For this reason, it seems to us that there is more opportunity for misspecifying the response surface model in such a way that there is lack of fit in the lower stratum/strata. Consequently, it seems more likely that the estimates of the variance components corresponding to the lowest strata will be inflated than those of the higher strata.
The test described here is not restricted to response surface treatment designs, but could equally well be used in factorial designs with qualitative factors. In such cases however, it is less common to have nonorthogonal designs with replicated treatments. The test also works in mixed cases, where some factors are qualitative and some are continuous. Designs for such cases which allow testing for lack of fit is an interesting area for future research.
The power of the lack-of-fit test we describe for blocked and split(-split)-plot experiments strongly depends on the design used. For the pastry dough experiment, the galvanized steel experiment, the ceramic pipe experiment and the wind tunnel experiment in Sections 4.1, 4.2, 4.3 and 4.4, there are many replicated treatments from which pure error estimates have to be obtained for two variance components. Therefore, a high power for the lack-of-fit test can be anticipated. Also the split-split-plot design we used in Section 4.5 contains many replicates, so that the power for our lack-of-fit test should be acceptable for that design. To obtain a split-split-plot design with sufficient replication and lack-of-fit degrees of freedom, we had to use the methodology of Trinca and Gilmour (2016) which is tailored to create designs with replicated treatments and nonzero degrees of freedom for lack of fit. While their methodology does not guarantee that the lack-of-fit tests presented in this paper will always work for any stratum, it does much better than the traditional D-and I-optimality criteria. D-and I-optimal designs occasionally have some replication, but it is often insufficient to conduct the lack-of-fit tests we describe.
At this point, it is important to stress that the power of the lack-of-fit test also strongly depends on the exact nature of the lack of fit. In their Section 13.7, Box and Draper (2007) provide an illustrative example where a certain completely randomized design allows the detection of an interaction effect but has zero power for detecting quadratic effects and a rotated version of that design allows the detection of quadratic effects but not the detection of the interaction effect. This example shows that it is hard to make general statements about the power of lack-of-fit tests.
It is possible, however, to evaluate the capability of any given design for detecting specific kinds of lack-of-fit. To enable the reader to evaluate the power of our lack-of-fit test in a specific scenario, we provide two simulation programs in the online supplementary materials at http://www.asq.org/pub/jqt/. The programs have been written in the SAS IML language and can be run using the SAS IML Studio. One program was set up for the ceramic pipe example (which involves a split-plot design), while the other program was set up for the split-split-plot example. The programs should be easy to amend for other data sets.
General construction methods for efficient split-plot and other multi-stratum designs that allow for pure-error estimation and lack-of-fit testing have been lacking for a long time. A first step in this direction can be found in Khadim (2012) , who developed an algorithm for finding D-efficient split-plot designs that allow for pure-error estimation of the variance components. Recently, however, Trinca and Gilmour (2016) extended the approach of Gilmour and Trinca (2012) for completely randomized designs and designs with fixed block effects to deal with split-plot and other multi-stratum designs. This allowed us to construct the split-split-plot design in Section 4.5.
class block treat; model y = x1 x2 x1*x2 x1*x1 x2*x2 treat/ ddfm=kr solution; random block; run; * lack-of-fit test second-order response surface model + linear-by-quadratic interaction; * shows there is no lack of fit left after adding the linear-by-quadratic interaction; proc mixed; class block treat; model y = x1 x2 x1*x2 x1*x1 x2*x2 x1*x2*x2 treat/ ddfm=kr solution; random block; run;
Split-split-plot example data splitsplitplot; input wp sp treat x1-x6 y; datalines; 1 1 1 -1 -1 -1 -1 -1 -1 96.9 1 1 4 -1 -1 -1 -1 1 1 93.8 1 2 10 -1 -1 1 -1 -1 1 88.7 ... 12 23 62 1 1 1 1 -1 1 106.6 12 24 49 1 1 -1 -1 -1 -1 96.4 12 24 54 1 1 -1 1 -1 1 104.0 ; * two-factor interactions model; proc mixed data = splitsplitplot; class wp sp; model y = x1|x2|x3|x4|x5|x6@2 / ddfm = kr solution; random wp sp; run; * lack-of-fit test for two-factor interactions model; proc mixed data = splitsplitplot; class wp sp treat; model y = x1|x2|x3|x4|x5|x6@2 treat/ ddfm = kr solution; random wp sp; run; * lack-of-fit test for two-factor interactions model with 2 three-factor interactions; * shows there is no lack of fit left after adding the 2 three-factor interactions; proc mixed data = splitsplitplot; class wp sp treat; model y = x1|x2|x3|x4|x5|x6@2 x1*x2*x3 x1*x2*x4 treat/ ddfm = kr solution; random wp sp; run; Appendix B. SAS Program for Follow-Up Lack-of-Fit Tests for Split-Split-Plot Example * first follow-up lack-of-fit test for two-factor interactions model with whole-plot effects treated fixed; * shows there is significant lack of fit at sub-plot stratum and/or sub-sub-plot stratum; proc mixed data = splitsplitplot; class wp sp treat; model y = wp x1|x2|x3|x4|x5|x6@2 treat/ ddfm = kr solution; random sp; run; * second follow-up lack-of-fit test for two-factor interactions model with whole-plot effects and sub-plot effects treated fixed; * shows there is significant lack of fit at sub-sub-plot stratum; proc mixed data = splitsplitplot; class wp sp treat; model y = wp sp x1|x2|x3|x4|x5|x6@2 treat/ ddfm = kr solution; run; * first follow-up lack-of-fit test for two-factor interactions model with 2 three-factor interactions and whole-plot effects treated fixed; * shows there is no more significant lack of fit left at sub-plot stratum and/or sub-sub-plot stratum; proc mixed data = splitsplitplot; class wp sp treat; model y = wp x1|x2|x3|x4|x5|x6@2 x1*x2*x3 x1*x2*x4 treat/ ddfm = kr solution; random sp; run; * second follow-up lack-of-fit test for two-factor interactions model with 2 three-factor interactions and whole-plot effects and sub-plot effects treated fixed; * shows there is no more significant lack of fit left at sub-sub-plot stratum; proc mixed data = splitsplitplot; class wp sp treat; model y = wp sp x1|x2|x3|x4|x5|x6@2 x1*x2*x3 x1*x2*x4 treat/ ddfm = kr solution; run;
