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Abstract
Let B denote the set of functions φ(z) that are analytic in the unit disk D and satisfy |φ(z)| 1 (|z| < 1). Let P denote the set
of functions p(z) that are analytic in D and satisfy p(0) = 1 and Rep(z) > 0 (|z| < 1). Let T denote the set of functions f (z) that
are analytic in D, normalized by f (0) = 0 and f ′(0) = 1 and satisfy that f (z) is real if and only if z is real (|z| < 1). In this article
we investigate the support points of the subclasses of B, P and T of functions with fixed coefficients.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
By A we denote the space of functions analytic in the unit disk D = {z: |z| < 1}. Endowed with the topology of
uniform convergence on compact subsets of the unit disk, A is a locally convex topological vector space. A function
f is called a support point of a compact subset F of A if there is a continuous linear functional J on A such that ReJ
is non-constant on F and
ReJ (f ) = max{ReJ (g): g ∈F}.
The set of support points of F is denoted by suppF .
Let B denote the set of functions φ(z) that are analytic in D and satisfy |φ(z)|  1 (|z| < 1). Let B0 denote the
subset of B of functions φ which additionally satisfy φ(0) = 0. Let f,F ∈A. Then f is said to be subordinate to F ,
denoted by f ≺ F , if and only if there exists a function φ0 ∈ B0 such that f (z) = F(φ(z)). Especially, if F(z) = 1+z1−z ,
then s(F ) is just the class P of all functions p(z) analytic and having positive real part in D, with p(0) = 1.
Characterizing the set suppF , where F is a compact subset of A, has much appeal. Many people gave their
attention to studying the set supp s(F ) in past years. The set suppB0 was proved to consists of all finite Blaschke
products in B0 by P.C. Cochrane and T.H. MacGregor [3] and D.J. Hallenbeck and T.H. MacGregor [6]. Similary, it is
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proved{
F(xz): |x| = 1}⊂ supp s(F ).
Abu-Muhanna [1] proved that
supp s(F ) ⊂ {F (φ(z)): φ(z) ∈ suppB0}
if F ∈A and is non-constant. In the same paper [1], Abu-Muhanna proved that
supp s(F ) = {F (φ(z)): φ(z) ∈ suppB0}
if F is analytic on D¯ = {z: |z| 1}. D.J. Hallenbeck and T.H. MacGregor [6] proved that
supp s(F ) = {F (φ(z)): φ(z) ∈ suppB0}
if F is analytic, univalent and convex in D. Particularly, the set suppP consists of all functions which may be written
p(z) = 1 + zφ(z)
1 − zφ(z) (1)
where φ(z) is a finite Blaschke product. Lemma 7.11 in [8] shows that p(z) can be written in formula (1) if and only
if
p(z) =
m∑
k=1
λk
1 + xkz
1 − xkz (2)
where λk  0,
∑m
k=1 λk = 1, and |xk| = 1 (m = 1,2, . . .). Thus the set suppP consists of all functions which may be
written in formula (2) [8, p. 94].
Let T denote the set of functions f (z) that are analytic in D, normalized by f (0) = 0 and f ′(0) = 1 and satisfy
that f (z) is real if and only if z is real (|z| < 1). T is a classical class of analytic function. In the recent years there
are many works on T [9–11]. In paper [6], D.J. Hallenbeck and T.H. MacGregor proved that the set suppT consists
of all functions which may be written
f (z) =
m∑
k=1
λk
z
(1 − xkz)(1 − x¯kz) (3)
where λk  0,
∑m
k=1 λk = 1, |xk| = 1 and Imxk  0 (m = 1,2, . . .).
Since
z
(1 − xkz)(1 − x¯kz) =
z
1 − z2
{
1
2
1 + xkz
1 − xkz +
1
2
1 + x¯kz
1 − x¯kz
}
,
it follows from (3) and Lemma 7.11 in [8] that the set suppT consists of all functions f (z) which satisfy f (z) ∈ T
and may be written
f (z) = z
1 − z2 ·
1 + zφ(z)
1 − zφ(z) , (4)
where φ(z) is a finite Blaschke product.
Now suppose c0, c1, . . . , cn are constants and let
B(c0, . . . , cn) =
{
ϕ: ϕ(z) = c0 + c1z + · · · + cnzn + an+1zn+1 + · · · ∈ B
}
,
P(c1, . . . , cn) =
{
p: p(z) = 1 + c1z + · · · + cnzn + an+1zn+1 + · · · ∈ P
}
,
T (c2, . . . , cn) =
{
f : f (z) = z + c2z2 + · · · + cnzn + an+1zn+1 + · · · ∈ T
}
.
In paper [12] the author discussed the extreme points of P(c1, . . . , cn) and T (c2, . . . , cn). In this article we investigate
the support points of B(c0, c1, . . . , cn), P(c1, . . . , cn) and T (c2, . . . , cn) in the case that each of the three classes of
analytic functions contains more than one element.
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At first, we will give a lemma which is a consequence of the Schur algorithm [2,5]. Although the result in the
lemma was previously known and one can find it in [4, Chapter 1], we will give a proof to the lemma for the sake of
completeness of this paper.
Lemma 1. Suppose B(c0, c1, . . . , cn) contains more than one element. Then there exist polynomials p,q, r and s such
that
(1) ps − qr = czn where c is a positive constant;
(2) φ(z) ∈ B(c0, c1, . . . , cn) if and only if
φ(z) = p(z)ϕ(z) + q(z)
r(z)ϕ(z) + s(z) (5)
where ϕ(z) ∈ B0.
Proof. By the Maximum Modulus Theorem, |c0| 1 and if |c0| = 1 then φ(z) = c0 is the only element in B(c0, c1,
. . . , cn). If |c0| < 1 and φ(z) ∈ B(c0, c1, . . . , cn) then let
φ1(z) = φ(z) − c01 − c¯0φ(z) . (6)
It is easy to see that φ1(z) ∈ B(0, c11, c12, . . . , c1n) where c11, c12, . . . , c1n are determined by c0, c1, . . . , cn. By
the Schwarz’s Lemma |c11|  1 and if |c11| = 1 then only function φ1(z) = c11z ∈ B(0, c11, c12, . . . , c1n). Hence
B(c0, c1, . . . , cn) contains only one function which can be written
φ(z) = c11z + c0
1 + c¯0c11z .
If |c11| < 1 and let
φ2(z) =
1
z
φ1(z) − c11
1 − c¯11 1z φ1(z)
, (7)
then φ2(z) ∈ B(0, c21, c22, . . . , c2,n−1) where c21, c22, . . . , c2,n−1 are determined by c11, c12, . . . , c1n. Similarly,
|c21| 1.
Generally, suppose that φk(z) ∈ B(0, ck1, . . . , ck,n−k+1) is determined for 1  k  n. Then |ck1|  1. If |ck1| = 1
then there is only one function φk(z) = ck1z in B(0, ck1, ck2, . . . , ck,n−k+1) and so B(c0, c1, . . . , cn) contains only one
element which is a finite Blaschke product. If |ck1| < 1 then we next let
φk+1(z) =
1
z
φk(z) − ck1
1 − c¯k1 1z φk(z)
. (8)
Also, φk+1(z) ∈ B(0, ck+1,1, ck+1,2, . . . , ck+1,n−k) where ck+1,1, ck+1,2, . . . , ck+1,n−k are determined by ck1, ck2,
. . . , ck,n−k+1 and |ck+1,1| 1.
We continue the process. If there exists an integer k (1 k  n) such that |ck1| = 1 then B(c0, c1, . . . , cn) contains
only one element which is a finite Blaschke product. If |ck1| < 1 for any k with 1 k  n then ϕ(z) ∈ B0 where
ϕ(z) =
1
z
φn(z) − cn1
1 − c¯n1 1z φn(z)
. (9)
Now, it follows from Eqs. (6) and (7) that
φ(z) = φ1(z) + c0
1 + c¯0φ1(z) (10)
and
φ1(z) = z φ2(z) + c11 . (11)1 + c¯11φ2(z)
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φ(z) = p2φ2 + q2
r2φ2 + s2 , (12)
where p2 = z + c0c¯11, q2 = c11z + c0, r2 = c¯0z + c¯11, s2 = c¯0c11z + 1 and
p2s2 − q2r2 =
(
1 − |c0|2
)(
1 − |c11|2
)
z.
By using Eq. (8) and by using induction on k we can get
φ(z) = pnφn + qn
rnφn + sn (13)
where pn, qn, rn, sn are polynomials and
pnsn − qnrn =
(
1 − |c0|2
)(
1 − |c11|2
) · · · (1 − |cn−1,1|2)zn−1.
Finally, by (9) and (13) we have
φ(z) = pϕ + q
rϕ + s ,
where p = pnz + qnc¯n1, q = pncn1z + qn, r = rnz + snc¯n1, s = rncn1z + sn and
ps − qr = (1 − |c0|2)(1 − |c11|2) · · · (1 − |cn1|2)zn.
Let c = (1−|c0|2)(1−|c11|2) · · · (1−|cn1|2). Then c > 0 and ps−qr = czn. Since the above processes are reversible,
the validity of the lemma follows. 
It is easy to see from the proof of Lemma 1 that the following remarks are valid.
Remark 1. In Eq. (5), r(z)ϕ(z) + s(z) = 0 whenever ϕ ∈ B0.
Remark 2. In Eq. (5), φ is a finite Blaschke product if and only if ϕ is a finite Blaschke product. So, if B(c0, c1, . . . , cn)
contains more than one element then it contains functions which are not finite Blaschke product.
Theorem 1. Suppose that there is more than one element in B(c0, c1, . . . , cn). Then the set suppB(c0, c1, . . . , cn)
consists of all finite Blaschke products in B(c0, c1, . . . , cn).
Proof. Suppose that φ0 ∈ suppB(c0, c1, . . . , cn). There is a continuous linear functional J defined on A such that
ReJ (φ0) = max
{
ReJ (φ): φ ∈ B(c0, c1, . . . , cn)
} (14)
and ReJ is not constant on B(c0, c1, . . . , cn). Let p, q , r , s be the polynomials as that given in Lemma 1. Then
Lemma 1 shows that there exists ϕ0 ∈ B0 such that
φ0 = pϕ0 + q
rϕ0 + s .
Suppose that ϕ ∈ B0 and 0   1. Then (1 − )ϕ0 + ϕ ∈ B0 as B0 is convex. By Lemma 1,
p(z)((1 − )ϕ0(z) + ϕ(z)) + q(z)
r(z)((1 − )ϕ0(z) + ϕ(z)) + s(z) ∈ B(c0, c1, . . . , cn).
Thus, (14) implies that
ReJ
(
p(z)((1 − )ϕ0(z) + ϕ(z)) + q(z)
r(z)((1 − )ϕ0(z) + ϕ(z)) + s(z)
)
 ReJ (φ0). (15)
Since
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(
((1 − )ϕ0 + ϕ)p + q
((1 − )ϕ0 + ϕ)r + s
)
= J
(
pϕ0 + q
rϕ0 + s +
(ps − qr)(ϕ − ϕ0)
(rϕ0 + s)2  + o()
)
= J (φ0) + cJ
(
zn(ϕ − ϕ0)
(rϕ0 + s)2
)
 + o(),
where the first o() term indicates a function which is analytic in D and which when divided by  tends to 0 uniformly
on compact subsets of D as  → 0+, it follows from (15), by letting  → 0+, that
ReJ
(
zn(ϕ − ϕ0)
(rϕ0 + s)2
)
 0
for all ϕ in B0. Consequently,
ReJ
(
znϕ
(rϕ0 + s)2
)
 ReJ
(
znϕ0
(rϕ0 + s)2
)
(16)
whenever ϕ ∈ B0. For any f ∈A, let
L(f ) = J
(
znf
(rϕ0 + s)2
)
.
Noting that r(z)ϕ0(z) + s(z) = 0 (|z| < 1), we conclude that L is a continuous linear functional on A since
znf
(rϕ0+s)2 ∈A whenever f ∈A. We will prove that ReL is not constant on B0.
Suppose that ReL is constant on B0. Since r(z) and s(z) are polynomials and ϕ0 ∈ B0, there exists a positive
number M such that |r(z)ϕ0(z)+s(z)|2 M for all |z| < 1. As ± 1M zk(rϕ0 +s)2 ∈ B0 (k = 1,2, . . .), we conclude that
ReL( 1
M
zk(rϕ0 + s)2) = ReL(− 1M zk(rϕ0 + s)2). It follows that ReJ (zn+k) = 0 (k = 1,2, . . .). So ReJ is constant
on B(c0, c1, . . . , cn). This contradiction implies that ReL is not constant on B0. Therefore ϕ0 ∈suppB0 by (16), and
so, ϕ0 is a finite Blaschke product. By Remark 2 we see that φ0 is also a finite Blaschke product.
Now let φ0 be a finite Blaschke product and φ0 ∈ B(c0, c1, . . . , cn). Then φ0 ∈ suppB . Hence there exists a con-
tinuous linear functional J on A such that ReJ is not constant on B and
ReJ (φ0) = max
{
ReJ (φ): φ ∈ B}.
If ReJ is constant on B(c0, c1, . . . , cn), then each member of B(c0, c1, . . . , cn) is a support point of B . Hence each
member of B(c0, c1, . . . , cn) is a finite Blaschke product. Recalling Remark 2 we see that B(c0, c1, . . . , cn) contains
functions which are not finite Blaschke products. This is a contradiction. So, ReJ is not constant on B(c0, . . . , cn)
and therefore φ0 ∈ suppB(c0, c1, . . . , cn). 
Theorem 2. Suppose P(c1, c2, . . . , cn) contains more than one element. Then f (z) ∈ suppP(c1, c2, . . . , cn) if and
only if f (z) ∈ P(c1, c2, . . . , cn) and
f (z) = 1 + φ(z)
1 − φ(z)
where φ(z) is a finite Blaschke product.
Proof. Since f (z) ∈ P if and only if
f (z) = 1 + φ(z)
1 − φ(z)
where φ(z) ∈ B0, it follows that there exist numbers d1, d2, . . . , dn such that f (z) ∈P(c1, c2, . . . , cn) if and only if
f (z) = 1 + φ(z)
1 − φ(z) (17)
where φ(z) ∈ B(0, d1, d2, . . . , dn). Furthermore, there is more than one element in B(0, d1, d2, . . . , dn) since
P(c1, c2, . . . , cn) contains more than one element. So, by Lemma 1, there exist polynomials p(z), q(z), r(z) and
s(z) which satisfy ps − qr = czn (c > 0) such that f (z) ∈ P(c1, c2, . . . , cn) if and only if
f (z) = (r + p)ϕ + s + q (18)
(r − p)ϕ + s − q
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Now let f0 = [(r + p)ϕ0 + s + q]/[(r − p)ϕ0 + s − q] ∈ suppP(c1, c2, . . . , cn). Then ϕ0 ∈ B0 by (18) and there
is a continuous linear functional J :A→C such that
ReJ (f0) = max
{
ReJ (f ): f ∈P(c1, c2, . . . , cn)
} (19)
and ReJ is not constant on P(c1, c2, . . . , cn). Suppose that ϕ ∈ B0 and 0   1. Then (1 − )ϕ0 + ϕ ∈ B0 as B0 is
convex. It follows from (18) and (19) that
ReJ
{
(r + p)[(1 − )ϕ0 + ϕ] + s + q
(r − p)[(1 − )ϕ0 + φ] + s − q
}
 ReJ (f0). (20)
Since
J
{
(r + p)[(1 − )ϕ0 + ϕ] + s + q
(r − p)[(1 − )ϕ0 + φ] + s − q
}
= J
{
(r + p)ϕ0 + s + q
(r − p)ϕ0 + s − q +
2czn(ϕ − ϕ0)
[(r − p)ϕ0 + s − q]2  + o()
}
= J (f0) + 2cJ
{
zn(ϕ − ϕ0)
[(r − p)ϕ0 + s − q]2
}
 + o(),
it follows from (20) that
ReJ
{
zn(ϕ − ϕ0)
[(r − p)ϕ0 + s − q]2
}
+ o()

 0. (21)
By letting  → 0+, (21) gives that
ReJ
{
zn(ϕ − ϕ0)
[(r − p)ϕ0 + s − q]2
}
 0
for all ϕ in B0. Consequently,
ReJ
{
znϕ
[(r − p)ϕ0 + s − q]2
}
 ReJ
{
znϕ0
[(r − p)ϕ0 + s − q]2
}
(22)
whenever ϕ ∈ B0. A continuous linear functional L is defined on A by
L(f ) = J
{
znf
[(r − p)ϕ0 + s − q]2
}
since (znf )/[(r − p)ϕ0 + s − q]2 ∈A whenever f ∈A. We will prove that ReL is not constant on B0.
Assume that ReL is constant on B0. Noting that r,p, s, q are all polynomials and ϕ0 ∈ B0 we see that there exists
a constant M > 0 such that |[(r −p)ϕ0 + s−q]2|M for all |z| < 1. So ± 1M zk[(r −p)ϕ0 + s−q]2 ∈ B0 when k  1.
Hence ReL{ 1
M
zk[(r − p)ϕ0 + s − q]2} = ReL{− 1M zk[(r − p)ϕ0 + s − q]2} for k  1. Therefore ReJ (zn+k) = 0
if k  1 and this implies that ReJ (f ) = ReJ (1 + c1z + · · · + cnzn) when f ∈ P(c1, c2, . . . , cn). This contradiction
implies that ReL is not constant on B0. Thus (22) implies that ϕ0 ∈ suppB0. So, ϕ0 is a finite Blaschke product. Let
φ0 = (pϕ0 + q)/(rϕ0 + s). Then φ0 is a finite Blaschke product by Remark 2 and f0 = (1 + φ0)/(1 − φ0).
Conversely, suppose p0(z) = (1+φ0(z))/(1−φ0(z)) ∈P(c1, c2, . . . , cn) and φ0 is a finite Blaschke product. Then
p0 is a support point of P . There is a continuous linear functional J :A→C such that ReJ is not constant on P and
ReJ (p0) = max
{
ReJ (p): p ∈ P}. (23)
Since P(c1, c2, . . . , cn) ⊂P , it follows from (23) that
ReJ (p0) = max
{
ReJ (p): p ∈ P(c1, c2, . . . , cn)
}
. (24)
If ReJ is not constant on P(c1, c2, . . . , cn), then it follows from (24) that p0 ∈ suppP(c1, c2, . . . , cn).
Suppose that ReJ is constant on P(c1, c2, . . . , cn). Then each function p(z) = (1 + φ(z))/(1 − φ(z)) ∈
P(c1, c2, . . . , cn) is a support point ofP . Especially, if φ is not a finite Blaschke product but φ(z) ∈ B(0, d1, d2, . . . , dn)
then p(z) ∈ suppP . This is impossible. Thus we have a contradiction and therefore ReJ is not constant on
P(c1, c2, . . . , cn). This completes the proof. 
Z. Peng / J. Math. Anal. Appl. 340 (2008) 209–218 215We now consider the support points of T (c2, . . . , cn). Let Br denote the subset of B of functions φ(z) such that
φ(z) is real when z is real (|z| < 1). Let Br0 denote the subset of Br of functions φ which additionally satisfy φ(0) = 0.
Let PR denote the subset of P of functions p(z) such that p(z) is real when z is real (|z| < 1). p(z) ∈PR if and only
if
p(z) = 1 + φ(z)
1 − φ(z) (25)
where φ ∈ Br0 . f ∈ T if and only if there is a function p in PR so that [8, p. 20]
f (z) = z
1 − z2 p(z). (26)
Since Eq. (26) establishes an one to one correspondence between T and PR , we have
Theorem 3. The set suppPR consists of all functions which may be written
p(z) = 1 + φ(z)
1 − φ(z) (27)
where φ(z) is a finite Blaschke product in Br0 .
Proof. Suppose p0 = (1 + φ0)/(1 − φ0) where φ0 is a finite Blaschke product in Br0 . Then f0 = z1−z2 p0 is a support
point of T . There is a continuous linear functional J :A→C such that
ReJ (f0) = max
{
ReJ (f ): f ∈ T }.
and ReJ is not constant on T . Let the continuous linear functional L :A→C be defined as
L(g) = J
(
z
1 − z2 g
)
, g ∈A.
Then ReL is not constant on PR and
ReL(p) = ReJ
(
z
1 − z2 p
)
 ReJ
(
z
1 − z2 p0
)
= ReL(p0)
whenever p ∈ PR . So, p0 ∈ suppPR .
Conversely, suppose p0 ∈ suppPR . Then there is a continuous linear functional L :A→C such that
ReL(p0) = max
{
ReL(p): p ∈PR
} (28)
and ReL is not constant on PR . Let A0 be the subspace of A of functions f with f (0) = 0. J :A0 →C is defined by
J (f ) = L
(
1 − z2
z
f
)
, f ∈A0.
Then J is apparently a continuous linear functional on A0. By the Hahn–Banach theorem J can be extended to
a continuous linear functional on A. Let f0 = z1−z2 p0. Then (26) and (28) show that
ReJ (f ) = ReL
(
1 − z2
z
f
)
 ReL(p0) = ReL
(
1 − z2
z
f0
)
= ReJ (f0)
whenever f ∈ T . Since ReL is not constant on PR , it is clear that ReJ is not constant on T and so f0 ∈ suppT . Thus
there exists a finite Blaschke product φ0 ∈ Br0 such that
f0 = z1 − z2 ·
1 + φ0
1 − φ0 .
Therefore
p0 = 1 − z
2
z
f0 = 1 + φ01 − φ0 . 
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φ ∈ Br and φ is a finite Blaschke product.
Proof. Suppose that φ0 ∈ suppBr0 . There is a continuous linear functional J :A→C such that
ReJ (φ0) = max
{
ReJ (φ): φ ∈ Br0
} (29)
and ReJ is not constant on Br0 . Equation (25) defines a one-to-one correspondence between Br0 and PR . Suppose
p0 = 1+φ01−φ0 and I : PR → C is defined by I (p) = J (φ) where p =
1+φ
1−φ . Suppose that q ∈ PR and 0    1. Then
(1 − )p0 + q ∈PR as PR is convex. Hence
I
(
(1 − )p0 + q
)= J
(
p0 − 1 + (q − p0)
p0 + 1 + (q − p0)
)
= J
(
p0 − 1
p0 + 1 + 2
q − p0
(p0 + 1)2  + o()
)
= J (φ0) + 2J
(
q − p0
(p0 + 1)2
)
 + o(),
where the first o() indicates a function which is analytic in D = {z: |z| < 1} and which when divided by  tends
to 0 uniformly on compact subsets of D, as  → 0+. Since I ((1 − )p0 + q) = J (φ) for some φ in Br0 , it follows
from (29), by letting  → 0+, that
ReJ
(
q
(p0 + 1)2
)
 ReJ
(
p0
(p0 + 1)2
)
. (30)
Since f
(p0+1)2 ∈A whenever f ∈A, a continuous linear functional L on A is defined by
L(f ) = J
(
f
(p0 + 1)2
)
. (31)
If ReL is not constant on PR , then (30) implies p0 ∈ suppPR .
Suppose that ReL is constant on PR . Since 1 ± zn ∈ PR (n = 1,2, . . .), we have ReL(1 + zn) = ReL(1 − zn).
Thus ReL(zn) = 0 for n = 1,2, . . . . By approximation by polynomials it follows that ReL = 0 on A0 (the subset
of A of functions vanishing at z = 0). Since zn(p0 + 1)2 ∈ A0, we have ReJ (zn) = ReL(zn(p0 + 1)2) = 0 when
n = 1,2, . . . , and so ReJ = 0 on A0. As Br0 ⊂A0, ReJ = 0 on Br0 . We have a contradiction. Therefore ReL is not
constant on PR and so p0 ∈ suppPR . It follows from Theorem 3 that φ0 is a finite Blaschke product in Br0 .
Now suppose that φ0 is a finite Blaschke product in Br0 . Then φ0 ∈ suppB0. Hence there exists a continuous linear
functional J on A such that ReJ is not constant on B0 and
ReJ (φ0) = max
{
ReJ (φ): φ ∈ B0
}
.
Since Br0 ⊂ B0, it follows that
ReJ (φ) ReJ (φ0)
whenever φ ∈ Br0 . We say that ReJ is not constant on Br0 . In fact, if ReJ is constant on Br0 , then each φ ∈ Br0
is a support point of B0 and so φ is a finite Blaschke product. Since Br0 contains φ which is not a finite Blaschke
product, we have a contradiction. Therefore ReJ is not constant on Br0 and so φ0 ∈ suppBr0 .
It is an easy exercise to use the result about suppBr0 to show that the set suppB
r consists of all finite Blaschke
products in Br . We omit the proof. 
Suppose that c1, c2, . . . , cn are real numbers. Let
Br0(c1, . . . , cn) =
{
φ: φ = c1z + · · · + cnzn + an+1zn+1 + · · · ∈ Br0
}
,
PR(c1, . . . , cn) =
{
p: p = 1 + c1z + · · · + cnzn + an+1zn+1 + · · · ∈ PR
}
.
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such that
(1) the coefficients of p,q, r, s are all real numbers and ps − qr = czn where c is a positive constant;
(2) φ(z) ∈ Br(c0, c1, . . . , cn) if and only if
φ(z) = p(z)ϕ(z) + q(z)
r(z)ϕ(z) + s(z) (32)
where ϕ(z) ∈ Br0 .
The proof of Lemma 2 is the same as that of Lemma 1. Similarly, we have
Remark 3. In Eq. (32), r(z)ϕ(z) + s(z) = 0 whenever ϕ ∈ Br0 .
Remark 4. In Eq. (32), φ is a finite Blaschke product if and only if ϕ is a finite Blaschke product. So, if
Br(c0, c1, . . . , cn) contains more than one element then it contains functions which are not finite Blaschke product.
If we replace B(c0, c1, . . . , cn), B0, Lemma 1 and Remark 2 in the proof of Theorem 1 by Br(c0, c1, . . . , cn), Br0 ,
Lemma 2 and Remark 4 separately, we can prove.
Theorem 5. Suppose Br0(c1, . . . , cn) contains more than one element. Then the set suppB
r
0(c1, . . . , cn) consists of allfinite Blaschke products in Br0(c1, . . . , cn).
Similarly, we have
Theorem 6. Suppose PR(c1, c2, . . . , cn) contains more than one element. Then f (z) ∈ suppPR(c1, c2, . . . , cn) if and
only if f (z) ∈ PR(c1, c2, . . . , cn) and
f (z) = 1 + φ(z)
1 − φ(z)
where φ(z) is a finite Blaschke product.
The proof of Theorem 6 is just the same as that of Theorem 2, only needing to replace P(c1, c2, . . . , cn),
B(0, d1, d2, . . . , dn), B0, Lemma 1 and Remark 2 in the proof of Theorem 2 by PR(c1, c2, . . . , cn), Br(0, d1, d2,
. . . , dn), B
r
0 , Lemma 2 and Remark 4 separately.
Theorem 7. Suppose T (c2, . . . , cn) contains more than one element. Then f (z) ∈ suppT (c2, . . . , cn) if and only if
f (z) ∈ T (c2, . . . , cn) and f (z) can be written
f (z) = z
1 − z2 ·
1 + zφ(z)
1 − zφ(z) ,
where φ(z) is a finite Blaschke product.
Proof. Considering Eq. (26), we conclude that there exist real constants u1, . . . , un−1 such that f (z) ∈ T (c2, . . . , cn)
if and only if p(z) = (1−z2)f (z)
z
∈ PR(u1, . . . , un−1).
Now suppose f0 = z1−z2 p0(z) ∈ suppT (c1, c2, . . . , cn), where p0 ∈ PR(u1, . . . , un−1). Then there is a continuous
linear functional J :A→C such that
ReJ (f0) = max
{
ReJ (f ): f ∈ T (c1, c2, . . . , cn)
}
.
and ReJ is not constant on T (c1, c2, . . . , cn). Let the continuous linear functional L :A→C be defined as
L(g) = J
(
z
2 g
)
, g ∈A.1 − z
218 Z. Peng / J. Math. Anal. Appl. 340 (2008) 209–218Then ReL is not constant on PR(u1, . . . , un−1) and
ReL(p) = ReJ
(
z
1 − z2 p
)
 ReJ (f0) = ReJ
(
z
1 − z2 p0
)
= ReL(p0)
whenever p ∈ PR(u1, . . . , un−1). So p0 ∈ suppPR(u1, . . . , un−1). It follows from Theorem 6 that p0(z) = 1+zφ0(z)1−zφ0(z)
where φ0(z) is a finite Blaschke product. Therefore f0(z) = z1−z2 · 1+zφ0(z)1−zφ0(z) , where φ0(z) is a finite Blaschke product.
Conversely, suppose f0(z) = z1−z2 · 1+zφ0(z)1−zφ0(z) ∈ T (c2, . . . , cn), where φ0(z) is a finite Blaschke product. Then p0 =
1+zφ0(z)
1−zφ0(z) ∈ suppPR(u1, . . . , un−1) by Theorem 6. Hence there is a continuous linear functional L :A→C such that
ReL(p0) = max
{
ReL(p): p ∈PR(u1, . . . , un−1)
} (33)
and ReL is not constant on PR(u1, . . . , un−1). Now we define J :A0 →C by
J (f ) = L
(
1 − z2
z
f
)
, f ∈A0.
Then J is obviously a continuous linear functional on A0. By the Hahn–Banach theorem, J can be extended to
a continuous linear functional on A. Since f0 = z1−z2 p0. it follows from (33) that
ReJ (f ) = ReL
(
1 − z2
z
f
)
 ReL(p0) = ReL
(
1 − z2
z
f0
)
= ReJ (f0)
whenever f ∈ T (c2, . . . , cn). Since ReL is not constant on PR(u1, . . . , un−1), it is clear that ReJ is not constant on
T (c2, . . . , cn) and so f0 ∈ suppT (c2, . . . , cn). 
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