In this paper, we propose generalized feedback decoding (GFD) which can be applied to any convolutional code and still maintain its simplicity. In order to give a clear illustration, the discussion is concentrated on the binary rate of one-half convolutional codes. The approach presented, however, can be easily extended to other convolutional codes.
To simplify exposition, we adopt the following notation: u is the transmitted sequence, which is a code path encoded by the message sequence; v is the received sequence, which differs from u because of noise; w is the tentatively decoded sequence, a path in the code tree being compared with the received sequence v; t = v D w is the test-error sequence which has ones in those positions in which w and v differ;
and g is the generator sequence, which has a constraint length of K branches long and is utilized to determine the hookup of the K-stage shift register encoder. The basic decoding flow diagram is given in Fig.  1 . We first derive two small sets of one-to-oine corresponding sequences: a set of special test-error patterns and a set of paths selected from the code tree; both are stored in a small memory for decoding use. During the real time decoding process, whenever a code path at minimum distance from the received sequence is found, the decoder carries out the basic branch operation (BBO). That is, the decoder shifts out the earliest branch (or segment) in the tentatively decoded sequence w as a correct representation of the corresponding transmitted branch. Since the previous branches of w are tentatively accepted, there are only two possible choices for the newly decoded branch, namely, the two branches connected to the last branch previously selected. The decoder selects the one which is closer to the newly received branch. Then, the testerror sequence t is checked by the memory for an exact match to one of the stored special patterns. If an exact match is found, the corresponding code path stored in the memory is modulo-2 added to both w and t to replace the original w and t, and then returns to BBO. Otherwise, the decoder directly returns to BBO. This algorithm is minimum distance decoding, which gqarantees better performance than conven- Fig. 2 , where g(0) is a code branch consisting of all zero digits. In this presentation, we use a rate one-half code generated by g = 11 01 00 01 00 01 00 001 00 ... g(2K1-) selected from [7] to illustrate our decoding procedure.
Without loss of generality, we can state that two code branches stemming from the same node are always binary complements of each other, either 00 and 11 or 01 and 10 [5, 91. Thus, independent of the received code branch, two branches of test-error patterns stemming from the same node are either 00 and 11 or 01 and 10. If the two newly determined testerror patterns are 00 and 11, BBO selects the code branch having the 00 test-error pattern since it represents an exact match between the tentatively decoded branch and the newly received branch. But choosing between 01 or 10 would make no difference in terms of distance (i.e., both patterns have Hamming weight equal to 1); we could impose a rule that under BBO, the newly accepted test-error pattern must be either 00 or 01 and eliminate the possibilities of being equal 10 and 11. By utilizing code properties, the design of our decoder presented later is very simple. To begin our explanation, we assume that the decoder has three K-branch shift registers to hold the received sequence v, the tentatively decoded sequence w, and the testerror sequence t. For any of the sequences, say t, we let G be the last b branches of t. Thus t, is the last branch of t and, under BBO, t, must be either 00 or 01 .
The basic decoding strategy of the proposed approach is always to derive a path w at minimum 
III. GENERALIZED FEEDBACK DECODING
We begin our discussion on distance properties of convolutional codes and their utilizations before introducing the simple decoding procedure.
We explained that under BBO, t, must be either 00 or 01, and when t1 = 01, a backup search may be needed. In the following, our discussion will be focused on this case. When a tentatively decoded sequence w results in t, = 01, we demonstrate how to determine whether a backup is needed, and if it is needed, how to conduct this backup search.
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Eg ( 5) g( l 4) = g (8)EOg (6) g( l 5) =g (8) T*(b) on required backup distance b* = b for the utilized rate one-half code is tabulated in Table I .
B. Development of Minimum Test-Error Pattern Tree
By utilizing the initial code tree and based on the basic properties of BBO, a minimum test-error pattern tree can be developed branch by branch prior to the real time decoding process.
As we know that convolutional codes are group codes, the test-error sequence t derived from a proper decoding process is determined only by the channel noise sequence, not by the transmitted code sequence [10] . For this reason, we have the option to take any path in the code tree to be the transmitted sequence u to study the minimum test-error pattern tree. Here we select the top path in the initial code tree, the all-zero digit sequence, to be u. Considering that the decoder has not yet accepted any decoding error (it has just started to decode from the initial code tree), we 00 00 00 00 00 00 00 00 00 01 00 00 00 01 00 00 00 00 10 00 00 00 01 03 00 00 00 01 00 01 00 00 10 00 00 00 00 10 00 01 00 01 00 00 00 00 01 00 00 01 00 01 00 01 00 00 01 00 10 00 00 10 00 00 00 00 10 00 00 01 00 10 00 01 00 00 10 00 10 03 01 00 00 00 00 01 00 00 00 01 01 00 00 01 00 01 00 00 10 00 01 00 01 00 00 11 00 00 00 03 03 01 00 10 00 00 10 10 00 00 00 10 00 00 30 00 10 00 30 00 31 10 30 00 01 03 10 03 00 10 00 10 00 01 00 00 10 00 01 00 01 10 00 10 00 00 01 10 00 00 00 Fig. 3 . Minimum test-error pattern tree up to five branches deep. w = u, from which we derive v = w t = t. Knowing v = t, we shall then be able to search for a w at the minimum distance from v.
When the decoder starts BBO from the first branch, independent of what the received branch v1 is (i.e., v1 could be equal to 00, 01, 10, or 11), there are only two possible choices for t4: 00 and 01. Since both the t1 have weight ltdl < 1 < T*(1) = 2 (refer to Table I), we conclude that there is no better w' and thus the decoder returns to BBO which again results in two new pairs of possible choices for the tl, 00 and 01, to add to each of the first branches. Therefore, there are four possible : 00 00, 00 01, 01 00, and 01 01. The first three t4 have weight It2j1 1 < T*(2) = 2, but the last t2 has a greater weight jt2j = 2 = T*(2), which implies that a backup search would be needed at b* = 2.
Referring to Fig. 2 , if w2 = g(0) g(0) = 00 00 and V2 = t = 01 01, there is a w' = g(l) g(2) = 11 01 (i.e., the first two branches of g located on the top of the lower half initial code tree) with t' = 10 00 such that lt2I = 1 < jt2j = 2. Thus we replace t2 = 01 01 by the minimum test-error pattern t' = 10 00 before continuing BBO to search for the third branch. We also store this pair of t2 and t' in a small memory for future decoding use -whenever BBO results in a t2 whose t2 = 01 01, the decoder will replace this t2 by the minimum test-error pattern t' = 10 00.
By utilizing the same procedure of adding a pair of possible choices for t1, 00 and 01, to each of the minimum test-error patterns, we could build up a tree branch by branch which has the following two properties: 1) Each tb in the tree represents one of the minimum test-error patterns, and all t4 in the tree represent all possible minimum test-error patterns, 2) during the process of either building the tree or in real time decoding, if BBO results in a t whose tail sequence tb is the same as one of the previously stored tb, we directly replace this t, by its corresponding tbThe resultant t' is guaranteed to have minimum weight and thus the decoder can return to BBO without further backup search. The proof of the last statement is given in Appendix B. Fig. 3 demonstrates the minimum test-error pattern tree up to five branches deep; the underlines indicate where a tb has been replaced by a tb. There are totally six pairs of corresponding t, and tb required for b = 6, and they are tabulated in Table II rect double errors. Further detailed discussion on this minimum test-error tree will be given in Section IV.
C. Permissible Path Decoding
It is interesting to note that the modulo-2 sum of each corresponding pair of t, and t4 described in the last subsection is indeed a code path. Let t, = wb e3 Vb and t' = Wb @ Vb, then tb @ tb = (Wb @ Vb) a (Wb @ Vb) = Wb @ Wb.
According to the closure property of the group code, (Wb Q wb) is a special truncated path in the lower half initial code tree [5] . We refer to such a path as a permissible path, P(i) = tb . tb, where i is the sequential order of the permissible path. Detailed properties of permissible paths are available in [5] . It is noted that storing a corresponding pair of tb and P(i) instead of a pair of tb and t' in the memory could further minimize the complexity of the decoder as well as the decoding operation. The reason is as follows: First, the relationship between a pair of tb and tb is a one-toone correspondence while the relation between tb and P(.) is many-to-one correspondence (refer to Table II) . Second, the correct decoding path could be easily derived from Wb = Wb @(tb $ tb) = Wb @ P() Therefore, utilization of P(i) is one of the special advantages in our proposed decoding approach.
The basic approach of utilizing permissible path decoding has been outlined in Fig. 1 and a further organized schematic diagram is given in Fig. 4 for ready reference. From this new diagram, we can see the detailed functional and operational procedure of GFD with a search length L of six branches. It consists of three shift registers, each having six branches long to hold the v, w, t, and a small memory device to store a set of six t(i) and a corresponding set of P(i) where 1 < i K 3. The decoding procedure is the following: 1) We hardwire the set of t(i) and P(i) to the shift registers holding t and w.
2) Consider that each message digit x, is encoded into xtc, and received as x.c' where xtc, may or may not equal x,c,, depending on the channel noise distribution. Therefore, message sequence x,xvX,-4x-3 Xt2Xtxt... is encoded into x, 5c, sx-4 ...xtc... and received as x5 c'x4 '. I... When the decoder shifts in a new branch v1 = x:ct, it uses the xt in v1 and the tentatively decoded message digits in w to encoded w, and to conduct BBO. Thus, we obtain t4 and t (the procedure described above is only applicable to systematic code; for nonsystematic code, we need to assume a binary value of the message digit. for v1 to conduct BBO).
3) If the tail part of t exactly matches one of the store patterns t(i), we replace t and w by t D P(i) and w D P(i), respectively. Then go to Step 4; otherwise, just go directly to Step 4. 4) Return to BBO. That is, we shift out the oldest branch from each of the three registers, v, t, and w, and accept the first digit shifted out from the w register to be the decoded message digit. Then return to Step 2. This approach is minimum distance decoding and thus it guarantees that the accepted t always has minimum test-error weight.
The decoding configuration presented in Fig. 4 is intended to explain the principle of operational procedure, and it can be greatly simplified by hardware design. For example, we could utilize the circuitry shown in Fig. 5 to carry out the decoding operation of GFD described in Fig. 4 .
IV. COMPUTER DESIGN PROCEDURE
The decoding process of GFD is very simple. It only requires conducting three basic operations: the BBO and two modulo-2 additions, w e P(i) and t e P(i). Although the principle of GFD has already been discussed in Section III, we feel that it would be useful to outline the precise procedure in a systematic way for easier reference.
A. Background Preparation
Before getting into the detailed system design, we first discuss the following three aspects. 1) We select a good code from the literature to fit the specified system requirement. We then derive the threshold condition 7*(b) from the distance function d(b) as shown in Table I .
2) The principle of the permissible path decoding can be modified to the following systematic statement. and P2 = 00 01 where P2 is the last two branches of P(i) if P(i) is longer than two branches. The proof of the above assertions is given in Appendix C. Let us examine the code paths given in Table   II : P(1j and P(3) are two truncated paths of the generator sequence which is the top path of the lower half initial code tree in Fig. 2 . We can see that both these two permissible paths obey the necessary conditions of P(i1 stated above. The utilization of these criteria for P(i) to simplify the designing procedure is discussed next.
3) In order to search for the set of special testerror patterns and its one-to-one correspondence code paths, we first build the initial code tree and the minimum test-error pattern tree.
a) The development of the initial code tree can be obtained by placing the selected generator sequence for g in Fig. 2 . If the GFD in design has a search length of L branches, then both the initial code tree and the minimum test-error pattern tree should be developed to L branches deep. Table III , where H< 21tblma* We can see that P(7, 7) and P (7, 9) satisfy all the necessary conditions on P(i), and thus they are two of the candidate paths for P(i). The sufficient condition of a P(b, H) to be a P(i) is that there exists a tb such that It bl = ltb e P(b, I)| = ItbI -1.
Therefore, these P(7, 7) and P (7, 9) are merely candidate paths since they do not satisfy the sufficient condition. Now, we start to develop the minimum test-error pattern tree. Since the upper half tree duplicates the lower half tree, we shall only concentrate our study on the lower half tree. In the following, the lower half tree of Fig. 3 3) When the tree is three branches deep, there are four new t3 in the lower half tree. Since neither of them contains a t2 = 01 01 nor is its weight 1t3j > T*(3) = 3, no additional search is needed. 4) When the tree is four branches deep, there are eight t4 in the lower half tree. Since six of them are such that 1J41 < T*(4), and two of them contain a t2 = 01 01, we apply the stored P(l) to modulo-2 add to the later two t2; then we return to BBO. The resultant patterns, t' = t . P(i), are underlined in Fig. 3 Note: Symbols with a wavy underline correspond to boldface symbols in the text.
ts; none of them has a tail matching one of the stored patterns tb nor is its weight 1t5I > T*(5). Therefore, they do not require additional search. The second group contains two t4, 01 00 00 01 01 and 10 00 00 01 01. We modulo-2 add the stored P(l) to these two t4 and return to BBO. The third group contains four t, denoted as ts(1) = 01 00 10 00 01, t5(2) = 10 00 10 00 01, t4(3) = 01 00 01 00 01,t4(4) = 10 00 01 00 01; all have a Itj4 = T*(5) = 3 and require additional search. For each of them, we apply all the candidate paths, P(b, H), where b > 5 and H < 21t(4 = 6 to search for a new t' satisfying the sufficient condition It'j = its@ P(b, H)j = 2. By utilizing computer search, we found P(Z) = 11 10 10 00 01 and P(3) = 11 01 00 01 00 01 satisfying the sufficient condition on P(i) (i.e., IP(p) @ t4(1)1 = IP(2,) Q t,(2)1 = IP(3) D ts(3)1 = 2). We then store these three t,(5) and their corresponding Pu) in the memory, where 1 4 i < 3 and 1 j < 2, and replace these three t5(i) by their corresponding new t5(i) = t4(i) e Pu) in the tree.
Since there is no P(b, H) satisfying (t4(4) e P(b, H)I = 2, it implies that this t4(4) is still a minimum testerror pattern, and we return to BBO. 6) We continue to build the tree until it is developed to L branches deep, and at the same time, store all the t, and their corresponding P(j) in the memory. The GFD presented above demonstrated that it is applicable to any convolutional code and is not limited to either rate one-half or systematic convolutional code. Some interesting results obtained from computer search are tabulated in Table IV . For convenience, the quaternary digits, 0, 1, 2, 3 are used to represent code branches (i.e. 014 = 0012, 114 = 01 12, 214 = 1012, and 314 = 1112). From Table IV , two important aspects could be noted. First, the relationship between the stored tb and P(i) are many-to-one correspondence. Second, the length of P(j) could be longer than tb. For example, the relationship between P(l,) = 32201010001 and t4 is one-to-18, where the value of b varies in a range of 9 < b < 11. Also, we could see that the number of required test-error patterns tb and permissible paths P(g) is indeed quite small. Today, since the memory device is cheap and small, to extend the value of search length L beyond 20 should not be a difficult task. V. DISCUSSION Feedback decoding is a special technique that uses past decoding decisions to improve the probability of correctly decoding subsequent digits. In recent years, there are three common feedback decoders reported in literature. They are the conventional feedback decoder, suboptimum feedback decoder, and syndrome feedback decoder.
Conventional feedback decoder is the majority decision threshold decoder introduced by Massey (1] .
It is the most simple error correction device. The drawback of this decoder is the limitation to a class of self-orthogonal codes which, in general, are nonoptimum. Since we are interested in a common code for different decoding applications, conventional feedback decoder is obviously not suitable for such an approach.
The typical example of suboptimum feedback decoder is the sequential decoder with a finite backup distance [2] . We will not discuss its details here because its complexity is too great to be used in simple terminals.
Syndrome feedback decoder (SFD) was introduced by Heller [3] . It does not require the use of selforthogonal codes and is relatively simple. Therefore a comparison between the SFD and our proposed GFD would be of interest.
1) Hardware Complexity. Consider that complexity of both SFD and GFD is determined by their memory requirement. Let us denote the search length in branches to be L, the number of required patterns for GFD to be NL, and the number of required syndromes for SFD to be N ¶ (i.e., we assume that SFD only requires memorization of the syndromes). Since there are 2L syndromes for L information digits, it implies that N* = 2L. But from 2) Performance. Since SFD is bounded distance decoding and GFD is minimum distance decoding, the performance of GFD will always be equal to or better than that of SFD. 3) Adoptability in Sequential Decoing. Because of the bounded distance approach, SFD cannot be adopted in sequential decoding, but GFD can be utilized to speed up and simplify sequential decoding.
The basic operation in sequential decoding j1i1, 12] is the BBO, which is also the basic operation in GFD. Therefore, sequential decoding can adopt the GFD to eliminate all short searches, thus speeding up its process. An example of using this approach to beliminate all short searches up to backup distance L = 10 branches is given in Fig. 6 . The received sequence v is obtained from an all-zero transmitted sequence and contains four errors. The decoder starts by using the BBO, and whenever the tail of test-error sequence t matches one of the stored patterns t, where b < 10, a mapping operation is performed. The lines show the path taken by the decoder through the code tree. The quaternary digits are again used to represent branches. Each branch of w is given above the path, and the corresponding branch of t appears below the path. It shows that to correctly decode the 12-branch received sequence, GFD requires only 12 BBOs and 4 mapping operations which could be eliminated by hardwiring as shown in Fig. 5 . This is significantly less than the decoding effort required by other sequential decoding schemes to correct the same pattern of errors.
At the present time, we are also interested in utilizing other properties to improve the efficiency of using long convolutional codes. As we know that sequential decoding is an attractive technique to achieve the reliability of communication promised by the channel coding theory. However, sequential decoding operates on selection and computation of the Fano metric which is based on the statistical measurement of the communication channel. Therefore, its performance is sensitive to channel parameter variations and it cannot simultaneously minimize both decoding effort and probability of decoding error. By utilizing the distance properties of the codes, we could adopt the threshold condition 7h(b), as shown in Table I , to overcome these two drawbacks caused by Fano Proof of the statement that t' resulting from replacing tb of t by t', where jt'l < 1t,J, is a minimum test-error pattern.
Since w is an extension by BBO of an accepted path which had minimum test-error weight, we have Itbl -Itil -< 1t1| -t'l. Now since 1t1l = 1, It'| < (thl exists only if Itbl -Itil = It'j -it'1 and jt'l = 0.
Thus, It'i = Itbi -1 and t' is the minimum test-error pattern.
APPENDIX C
Proof of the necessary conditions on P(i) stated in Section IV A. 1) P(,) belongs to the lower half initial truncated code tree.
Since P(i) = w a) w', where w and w' are two code paths belonging to opposite half truncated code tree, it implies that P(i) is one of the distance pattern between two half-trees. But the lower half initial truncated tree contains all the distance patterns between two-half trees; this implies that P(i) belongs to the lower half initial code tree.
2) {PI is odd.
Since Ittl = ltbl -1, this implies that one of these two paths has odd weight and the other has even weight. Therefore, Itbi + It'l = n and n is odd. Consider that IPI = Itb @ t'l = n -2m, where m and n are positive integers, and m is the number of places of one digits matches between the two binary sequences t, and t'; then we have IPj = odd -even = odd.
3) |P| < 21t1. In Appendix B, we proved that t = 01 and t _ 00. Therefore P1 = t1 s t' = 01. S) P, = 00 01 when b > 2. There are only two t2 derived by BBO which may require additional backup search. They are 01 01 and 00 01. But, if t, = 01 01, it would be directly changed to t2 = Go P( = 10 00, which implies that actually t2 = 00 01 is the only possibility that we may need to search. 
