Abstract-Working in high-dimensional latent spaces, the internal encoding of data in Variational Autoencoders becomes -unexpectedly -sparse. We highlight and investigate this phenomenon, that seems to suggest that, at least for a given architecture, there exists an intrinsic internal dimension of data. This can be used both to understand if the network has sufficient internal capacity, augmenting it to attain sparsity, or conversely to reduce the dimension of the network removing links to zeroed out neurons. Sparsity does also explain the reduced variability in random generative sampling from the latent space one may sometimes observe with variational autoencoders.
I. INTRODUCTION
Variational Autoencoders (VAE) ( [6] , [8] ) are a fascinating facet of autoencoders, supporting, among other things, random generation of new data samples. Many interesting researches have been recently devoted to this subject, aiming either to extend the paradigm, such as conditional VAE ( [9] , [10] ), or to improve some aspects it, as in the case of importance weighted autoencoders (IWAE) and their variants ( [1] , [7] ). From the point of view of applications, variational autoencoders proved to be successful for generating many kinds of complex data such as natural images [5] or facial expressions [12] , or also, more interestingly, for making probabilistic predictions about the future from static images [11] . In particular, variational autoencoders are a key component of the impressive work by DeepMind on representation and rendering of three-dimensional scenes, recently published on Science [3] .
Variational Autoencoders have a very nice mathematical theory, that we shall briefly survey in Section II. One important component of the objective function neatly resulting from this theory is the Kullback-Leibler divergence KL(Q(z|X)||P (z)), where Q(z|X) is the distribution of latent variables z given the data X guessed by the network, and P (z) is a prior distribution of latent variables (typically, a Normal distribution). This component is acting as a regularizer, inducing a better distribution of latent variables, essential for generative sampling.
The contribution of our work is to highlight an additional benefit of the Kullback-Leibler component: working in latent spaces of sufficiently high-dimension, the latent representation becomes sparse. Many latent variables are zeroedout (independently from the input), the associated variance computed by the network is around one (while the real variance is close to 0), and in any case those variables are neglected by the decoder.
As far as we have been able to check, this phenomenon has been never previously documented in the literature, in spite of its evident relevance. It was conjecture before that the Kullback-Leibler divergence was acting as a regularizer, but the regularization effect was never associated with sparsity (that is typically achieved in neural networks by means of weight-decay L1 regularizers, see e.g. [4] ). The relation between Kullback-Leibler divergence and sparsity will be informally discussed in Section VI.
The most interesting consequence is that, at least for a given architecture, there seems to exist an intrinsic internal dimension of data. This property cab be exploited both to understand if the network has sufficient internal capacity, augmenting it to attain sparsity, or conversely to reduce the dimension of the network removing links to unused neurons. Sparsity also help to explain a loss of variability in random generative sampling from the latent space one may sometimes observe with variational autoencoders.
II. VARIATIONAL AUTOENCODERS
In this section we briefly recall the theory behind variational autoencoders; see e.g. [2] for a more thoroughly introduction.
In latent variable models we express the probability of a data point X through marginalization over a vector of latent variables:
where θ are parameters of the model (we shall omit them in the sequel).
Sampling in the latent space may be problematic for several reasons. The variational approach exploits sampling from an auxiliary distribution Q(z). In order to understand the relation between P (X) and E z∼Q(z) P (X|z, θ) it is convenient to start from the Kullback-Leibler divergence of Q(z) from P (z|X):
or also, exploiting Bayes rule,
P (X) does not depend on z and may come out of the expectation; rephrasing part of the right hand side in terms of arXiv:1812.07238v1 [cs.
LG] 18 Dec 2018 the KL divergence of Q(z) from P (z) we obtain, by simple manipulations:
Since the Kullback-Leibler divergence is always positive, the term on the right is a lower bound to the loglikelihood P (X), known as Evidence Lower Bound (ELBO).
In Equation 4 , Q(z) can be any distribution; in particular, we may take one depending on X, hopefully resembling P (z|X) so that the quantity KL(Q(z)||P (z|X)) is small; in this case the loglikelihood P (X) is close to the Evidence Lower Bound; our learning objective is its maximization:
The term on the right has a form resembling an autoencoder, where the term Q(z|X) maps the input X to the latent representation z, and P (X|z) decodes z back to X. The common assumption in variational autoencoders is that Q(z|X) is normally distributed around an encoding function µ θ (X), with variance σ θ (X); similarly P (X|z) is normally distributed around a decoder function d θ (z). All functions µ θ , σ θ and d θ are computed by neural networks.
Provided the decoder function d θ (z) has enough power, the shape of the prior distribution P (z) for latent variables can be arbitrary, and for simplicity we may assume it is a normal distribution
The term KL(Q(z|X)||P (z) is hence the KL-divergence between two Gaussian distributions G(µ θ (X), σ 2 θ (X)) and G(1, 0) which can be computed in closed form:
As for the term E z∼Q(z|X) log(P (X|z), under the Gaussian assumption the logarithm of P (X|z) is just the quadratic distance between X and its reconstruction d θ (z). Sampling, according to Q(z|X)) is easy, since we know the moments µ θ (X) and σ 2 θ (X) of this Gaussian distribution. The only remaining problem is to integrate sampling with backpropagation, that is solved by the well known reparametrization trick ( [6] , [8] ).
Let us finally observe that, for generating new samples, the mean and variance of latent variables is not used: we simply sample a vector of latent variables from the normal distribution G(0, 1) and pass it as input to the decoder.
III. DISCUSSION
The mathematical theory behind Variational Autoencoders is very neat; nevertheless, there are several aspects whose practical relevance is difficult to grasp and look almost counter-intuitive. For instance, in his Keras blog on Variational Autoencoders 1 , F.Chollet writes -talking about the 1 https://blog.keras.io/building-autoencoders-in-keras.html
Kullback-Leibler component in the objective function -that "you can actually get rid of this latter term entirely". In fact, getting rid of it, the Gaussian distribution of latent variables would tend to collapse to a Dirac distribution around its mean value, making sampling pointless: the variational autoencoder would resemble a traditional autoencoder, preventing any sensible generation of new samples from the latent space. Still, the relevance of sampling during the training phase, apart from reducing overfitting and improving the robustness of the autoencoder, is not so evident. The variance σ 2 θ (X) around the encoding µ θ (X) is typically very small, reflecting the fact that only a small region of the latent space will be able to produce a reconstruction close to X. Experimentally, we see that the variance decreases very quickly during the first stages of training; since we rapidly reduce to sample in a small area around µ θ (X), it is natural to wonder about the actual purpose of this operation.
Moreover, the quadratic penalty on µ θ (X) in Equation 6 is already sufficient to induce a Gaussian-like distribution of latent variables: so why we try to keep variance close to 1 if we reasonably expect it to be much smaller?
In the following sections we shall try to give some empirical answers to these questions, investigating encodings for different datasets, using different neural architectures, with latent spaces of growing dimension. This will allow us to uncover the interesting sparsity phenomenon, that we shall discuss in Section VI.
IV. MNIST
In a video available on line 2 we describe the trajectories in a binary latent space followed by ten random digits of the MNIST dataset (one for each class) during the first epoch of training. The animation is summarized in Figure1, where we use fading to describe the evolution in time.
Each digit is depicted by a circle with an area proportional to its variance. Intuitively, you can think of this area as the portion of the latent space producing a reconstruction similar to the original. At start time, the variance is close to 1, but it rapidly gets much smaller. This is not surprising, since we need to find a place for 60000 different digits. Note also that the ten digits are initially very sparse, but progressively dispose around the origin in a Gaussian-like shape.
The real purpose of sampling during training is to induce the generator to exploit as much as possible the latent space surrounding each encoding of data points. How much space can we occupy? In principle, all the available space, that is why we try to keep the distribution P (z|y) close to a normal distribution (the entire latent space). The hope is that this should induce a better coverage of the latent space, resulting in a better generation of new samples. In the case of MNIST, we start getting some significant empirical evidence of the previous fact when considering a sufficiently deep architecture in a latent space of dimension 3 (with 2 dimensions it is difficult to appreciate the difference). In Figure 2 , we show the final distribution of 5000 MNIST digits in the 3-dimensional latent space with and without sampling during training (in the case without sampling we keep the quadratic penalty on µ θ (X)). We also show the result of generative sampling from the latent space, organized in five horizontal slices of 25 points each.
We may observe that sampling during training induces a much more regular disposition of points in the latent space. In turn, this results in a drastic improvement in the quality of randomly generated images.
A. Towards higher dimensions
One could easily wonder how the variational approach scales to higher dimensions of the latent space. The fear is as usual related to the curse of dimensionality: in a high dimensional space encoding of data in the latent space will eventually be scattered away, and it is not evident that sampling during training will be enough to guarantee a good coverage in view of generation.
In Figures 3 we show the result of generative sampling from a latent space of dimension 16, using a 784-256-32-24-16 dense VAE architecture. The generated digits are not bad, confirming a substantial stability of Variational Autoencoders to a growing dimension of the latent space. However, we observe a different and much more intriguing phenomenon. In Table I we show, for each latent variable, the mean of its variance (that we expect to be around 1, being normally distributed), and the mean of the computed variance σ 2 θ (X) (that we expect to be a small value, close to 0). The mean value is around 0 as expected, and we do not report it.
All variables highlighted in red have an anomalous behavior: their variance is very low (in practice, they always have value 0), while the variance σ 2 θ (X) computed by the network is around 1 for each X. In other words, the representation is Figure 4 we show a few digits randomly generated from Gaussian sampling in the latent space (upper line) and the result of generation when inactive latent variables have been zeroed-out (lower line): they are indistinguishable.
B. Convolutional Case
With convolutional networks, sparsity is less evident. We tested a relatively sophisticated network, whose structure is summarized in Figure 5 .
The previous network is able to produce excellent generative results (see Figure 6) .
As for sparsity, 3 of the 16 latent variables are zeroed out. Having less sparsity seems to suggest that convolutional networks make a better exploitation of latent variables, typically resulting in a more precise reconstruction and improved generative sampling. This is likely due to the fact that latent variables encode information corresponding to different portions of the input space, and are less likely to become useless for the generator.
V. GENERATING TILES
We repeated the experiment on a different generative problem, consisting in generating images containing a given number of small white tiles on a black background. The number of expected tiles should depend on the kind of training images provided to the autoencoder. In this case, we fed as training data images containing a number of tiles ranging between 1 and 3. All tiles have dimension 4 × 4 and the whole image is 28 × 28, similarly to MINST.
We start addressing the problem with the a dense network with dimensions 784-512-256-64-32-16.
In Figure 7 we give some example of input images (upper row) and their corresponding reconstructions (bottom row).
The mediocre reconstruction quality testifies that this is a The disposition of encodings in (A) has much more spherical shape, resulting in a drastic improvement in the quality of generated samples. much more complex problem than MNIST. In particular, generative sampling is quite problematic (see Figure 8) Again, we have the same sparsity phenomenon already observed in the MNIST case: a large number of latent variables is inactive (see Table II ):
A. Convolutional Case
We tested the same architecture of Section . In this case, reconstruction is excellent (Figure 9 ). Generative sampling has improved too (see Figure 10 ), but for an annoying counting problem: we expected to generate images with at most three tiles, while they frequently contain a much larger number of them 3 . From the point of view of sparsity, 4 latent variables out of 16 result to be inactive.
VI. KULLBACK-LEIBLER DIVERGENCE AND SPARSITY
Let us consider again the loglikelihood for data X.
If we remove the Kullback-Leibler component from previous objective function, or just keep the quadratic penalty on latent variables, the sparsity phenomenon disappears. So, sparsity must be related to that component, and in particular to the part of the term trying to keep the variance close to 1, that is − σ It is also evident that if the generator ignores a latent variable, P (X|z) will not depend on it and the loglikelihood is maximal when the distribution of Q(z|X) is equal to the prior distribution P (z), that is just a normal distribution with 0 mean and standard deviation 1. In other words, the generator is induced to learn a value µ θ (X) = 0, ans a value σ θ (X) = 1; sampling has no effect, since the sampled value for z will just be ignored.
During training, if a latent variable is of moderate interest for reconstructing the input (in comparison with the other variables), the network will learn to give less importance to it; at the end, the Kullback-Leibler divergence may prevail, pushing the mean towards 0 and the standard deviation towards 1. This will make the latent variable even more noisy, in a vicious loop that will eventually induce the network to completely ignore the latent variable.
The previous interpretation seems to fit with the observed behaviour (see Figure 11 ): each latent variable struggles to get a small variance, but at some point some of them give up the fight, getting overwhelmed by the Kullback-Leibler component. A formal analysis of the phenomenon looks difficult, due to the peculiar shape of the loss function 4 , the complex interplay between the weights of the net and the computed variance, and the difficulty of decoupling the contribution of a single latent variable in the posterior probability P (X|z). We are currently working on it.
VII. CONCLUSIONS
We highlighted the interesting phenomenon of sparsity in Variational Autoencoders, associating it with the KullbackLeibler component of the objective function. Given a particular network, the degree of sparsity (the number of inactive latent variables) may slightly vary from training to training, but not in a really substantial way: in particular, for similar final values of the loss function, it is seems to be relatively stable. This seems to suggest that, given a certain neural architecture, there exists an intrinsic compression of data in the latent space. If the network does not exhibit sparsity, it is probably a good idea to augment the dimension of the latent space; conversely, if the network is sparse we may reduce its dimension removing inactive latent variables and their connections.
