Concerning the issue of high-dimensions and low-failure probabilities including implicit and highly nonlinear limit state function, reliability analysis based on the directional importance sampling in combination with the radial basis function (RBF) neural network is used, and the RBF neural network based on first-order reliability method (FORM) is to approximate the unknown implicit limit state functions and calculate the most probable point (MPP) with iterative algorithm. For good efficiency, based on the ideas that directional sampling reduces dimensionality and importance sampling focuses on the domain contributing to failure probability, the joint probability density function of importance sampling is constructed, and the sampling center is moved to MPP to ensure that more random sample points draw belong to the failure domain and the simulation efficiency is improved. Then the numerical example of initiating explosive devices for rocket booster explosive bolts demonstrates the applicability, versatility and accuracy of the approach compared with other reliability simulation algorithm.
Introduction
Explosive bolts are essential parts of initiating explosive devices which are applied to the separation of rocket boosters with the core-level. The reliability assessment of the initiator unlock device in separation process is directly related to space flight missions, thus the reliability analysis of explosive bolts is of great significance.
Since the failure probability of initiating explosive devices to be computed is usually very small, it is not feasible to estimate the failure probability. Therefore, this paper lays emphasis on structural reliability analysis of high-dimension and low-failure probability *Corresponding author. Tel.: +86-10-82338356.
E-mail address: zjg@buaa.edu.cn Foundation item: National Level Project 1000-9361/$ -see front matter © 2012 Elsevier Ltd. All rights reserved. doi: 10.1016/S1000-9361 (11) event. Currently it focuses on the structural reliability problems whose limit state function is implicit and highly non-linear. First-order reliability method (FORM) and second-order reliability method (SORM) are widely used to estimate the failure probability at present, however the techniques that require limit state function gradient with respect to the basic variables, such as FORM and SORM, have their performance affected when direct or analytical differentiation is not possible [1] [2] . It is generally adopted by Monte Carlo simulation (MCS) in the calculation of implicit limit state function, and MCS method is suitable for complex systems and small failure probability events which require a large number of samples and prohibitive computational cost [3] . Therefore, some sampling variance reduction techniques, such as the importance sampling, Latin hypercube sampling, radial sampling, gradual sampling and area sampling methods have been proposed to reduce the number of samples and computational time to a certain extent [4] [5] . The stochastic response surface method (SRSM) is a
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· 209 · recently developed technique which can provide an efficient and accurate estimation of structural reliability regardless of the complexity of the failure process. The SRSM approximates the true limit state function using sampling and explicit mathematical model (typically quadratic polynomials) of the random variables involved in the limit state function. However the SRSM has the limitations when estimating the failure probability accurately in some problems with non-linear limit state functions and low failure probabilities [6] [7] [8] . Recent studies have investigated that neural network algorithm rapidly becomes a key research to approximate limit state function, and it is suitable for highly non-linear limit state function. In Ref. [9] neural networks is combined respectively with FORM and SORM to approximate implicit limit state function and solve the first-order and second-order partial derivatives. In Ref. [10] neural network response surface is compared with other structural reliability methods. Deng and Zhu [11] combines finite element, neural network and MCS to estimate the structural reliability of mining structure column and geotechnical engineering.
In response to the implicity and nonlinearity of the limit state function, the reliability analysis based on directional importance sampling in combination with RBF neural network is used to improve the simulation efficiency, where the importance sampling density function is constructed, so that more sample points will draw belong to the failure domains, and accelerate the convergence of failure probability computation. Example of structural reliability analysis for explosive bolts is given to illustrate that the proposed approach is applicable to structural reliability analysis involving implicit, non-linear limit state function when it is compared to conventional methods such as crude MCS.
Reliability Analysis Based on RBF Neural Network

RBF neural network technology
RBF neural network is a kind of three-layer feedforward neural network, and the activation function which is obtained by RBF is non-linear [12] [13] , which is shown in Fig. 1 . RBF is used in the output from the ith neuron of hidden layer, which is given as follows: (2) where i is the width of the RBF of the ith neuron of hidden layer, and the output of neural network is linear superposition for the output of hidden layer units
where w i is the weight coefficient of neural network. The first-order derivatives of the output function are computed by using the chain partial differentiation rule.
where x j and c ij are respectively the jth components of vectors X and c i .
Reliability analysis for RBF neural network
The implicit limit state function can be simultaneously approximated through RBF neural network, then the method of RBF neural network based on FORM or SORM is used to calculate the failure probability [14] [15] (see Fig. 2 in which P * is the design point, the distance between the new design point and the origin, i.e., reliability index, and u 1 and u 2 are radom variables in standard normal space). Step 1 Select random variables affecting the structural reliability, specify the probabilistic characters, and define limit state function.
Step 2 Assume that the initial design point is X * , the initial iteration point is taken as the mean point
, then calculate the corresponding value of the limit state function g (X * ).
Step 3 (6)
Step 4 Establish the limit state function model which is based on RBF neural network and calculate the partial derivatives of design point using RBF neural net-
Step 5 In the standard normal space, compute partial derivatives of the limit state function:
Step 6 Calculate the value of the new design point in the standard normal space using the following equation:
where ( .
Step 7 Calculate the distance between the new design point and the origin:
where the calculation accuracy is presented in the following expression:
Step 8 Compute the new design point in the original coordinate system
Calculate the function values of limit state equation at the new design point until it satisfies the desired accuracy when the neural network approximates the true limit state function.
MCS with Importance Sampling Based on RBF Neural Network
MCS with directional importance sampling
At present, the MCS method which is based on the probability theory and mathematical statistics is to calculate the structure reliability by stochastic simulation. The costs involved in estimating probabilities may be extremely high and even prohibitive by crude MCS for low-failure probability and high dimensions which needs a large number of samples (see Fig. 3 ). MCS with importance sampling (MCIS) and directional sampling are two significant methods for improving sampling efficiency. The basic idea of MCIS is generating samples which are dropped into the areas lying in the failure domain by establishing the importance sampling density function [16] [17] . And the directional sampling is to estimate the failure probability by reducing dimensions, which has higher sampling efficiency when limit state surface is spherical or nearly spherical. MCS with directional importance sampling (MCDIS) integrates the above advantage, constructing a key direction of sampling density function, and makes more sample points of the importance directional sampling density function draw belong to the failure domain.
Set the random variables of Cartesian coordinates as
, which can be presented as X=RA under the polar coordinate system, where R is polar radius, A the unit direction vector corresponding to vector X . In polar coordinate system, the failure probability can be expressed as
r a a r a r a ar a (12) where H(a) is the directional sampling density function 
The variance of the expectation of the failure probability can be described by 
Reliability analysis for RBF neural network
The key issue of MCDIS is to construct the optimal importance sampling density function whose point is closer to the failure domain, and the center of sampling density function is moved to the MPP of limit state function in order to ensure that the random samples have larger proportion to draw belong to the failure region, thus the failure probability converges on the true value faster For the issue of high-dimensions and low-failure probabilities including implicit and highly nonlinear limit state function, FORM or SORM is not feasible to calculate MPP. Therefore, it approximates unknown implicit limit state function by using RBF neural network, then computes the MPP (Calculation process is introduced in detail in Section 1.1). Then, the center of the importance sampling density function is chosen at the MPP in order to compute the structure reliability. There are two approaches which determine whether the circulation is ended. One is that the circulation is terminated when the sampling number reaches the threshold which is given according to the calculation accuracy, and the other is that the circulation is suspended when the coefficient of variation of failure probability is less than the given threshold, then the second one is used in this paper. The details are as follows.
Step 1 Set the upper bound max of variation coefficient for failure probability and specify the initial value i=0.
Step 2 The MPP X * k which is calculated by the kth is obtained through the approach of RBF neural network-based FORM in Section 1.2.
Step 3 Determine the sampling direction. The MPP X * k is chosen as the center of sampling, and the sampling direction is that
Step 4 The sampling density function H A (a) is established by
Step 5 Generated the random sample i =[a i1 a i2 ··· a in ] subject to the distribution of sampling density function which is constructed by Step 4.
Step 6 Calculate the limit state function g( i ), when
Step 7 Calculated the failure probability and coefficient of variation, while number of iteration is i, the failure probability is given by
The coefficient of variation of failure probability is given by 
Step 8 The iteration is stopped if f P < max , or else the above steps are repeated.
Step 9 The failure probability with MCDIS based on RBF neural network is gained through the above steps.
Similarly, the circulation can be carried out when the sampling number is given according to the calculation accuracy , and the sampling number is given by 
Calculate the failure probability using Eq. (14) . More sample points draw belong to the failure domain by combining RBF neural network with MCDIS and sampling efficiency has been improved, just as Fig. 4 shows.
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No.2 
Reliability Evaluation of Explosive Initiating Device
Explosion mechanics FEA analysis
The desired structural reliability of a carrier rocket booster separation task is 0.999 9. Explosive bolt is used as separation device, and the structure is shown in Fig. 5 . The operating course of the separation device is the action process of the detonation wave under strong dynamic load. Heat generation is considered in detonation wave rather than shockwave in mathematical description. Shockwave propagation equation mainly includes state equation and conservation equation [18] [19] [20] . State equation is used to express the function relationships of pressure, density and internal energy under different conditions for solid or liquid, and it is crucial for the accuracy of the calculation results to choose the state equation and the corresponding parameters. There are generally two kinds of state equations for explosion product [21] [22] . Arbitrary Lagrangian equation (ALE) coupling method is used to conduct the calculation of explode simulation. Hexogen explosive and air use Euler unit, while body of bolt and piston rod use Lagrange griddling. Surface to surface touch is defined between body of bolt and piston rod, and the 'live-die unit' technology is adopted for the body of the bolt. The result of FEA can be seen in Fig. 6 .
The initial detonation pressure of explosive bolt is 9.6 GPa calculated by Eq. (21) . Detonation pressure curve of simulation model is shown as Fig. 7 , and the initial detonation pressure is 9.5 GPa. The test result of explosive bolt is shown in Fig. 8 .
Calculated result of explosion mechanics theoretical formula is almost identical to the value of explosion No.2
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Reliability simulation analysis for explosive bolt
1) The definition of limit state function and probabilistic characters of random variables.
The model of stress and strength interference is applied to computing the separating failure probability of explosive bolt and the limit state function is defined as
where
is the element maximum equivalent stress of incision groove bottom of bolt, which can be calculated by LS-DYNA, D the detonation velocity, p d the detonation pressure, F the ultimate tensile strength of bolt, E 0 the explosive heat capacity of mechanical energy, and A, B, R 1 , R 2 and are parameters varying with explosive density change. As is shown in Fig. 9 , Z >0 responds to safe domain while Z<0 responds to failure domain. In Fig. 9 , f R,S is the joint probability density function. The probabilistic characters of random variables are in Table 3 .
2) Reliability simulation analysis Since the limit state function of separation failure Fig. 9 Limit state space for explosive bolt shaped charge. probability of explosive bolt is implicit and highly nonlinear associated with random variables, it is difficult to calculate failure probability by using FORM and SRSM. The method of MCDIS combined with RBF neural network is used to compute high-dimension and low-failure probability of explosive bolt separation, and the applicability is verified compared to crude MCS.
Eq. (21) shows that the maximum equivalent pressure of explosive bolt is response variable and it can be calculated by FEA.
A, B, R 1 , R 2 , , D, p d and E 0 are design variables, and limit state function is implicit and non-linear. Limit state function can be approximated by three-layer RBF feed-forward neural network.
The number of neurons for input layer of neural network is eight and there are seventeen hidden layers, one output layer. The number of neural network training set is 50. The relation between root mean square error (RMSE) of neural network output vector and the number of training epochs is shown in Fig.10 . The relation between training error and the number of epochs is shown in Fig. 11 . Fig. 11 Training errors vs number of epochs.
The calculated values of limit state function by FEA and the predict results of training RBF neural network are listed in Table 4 . From Table 4 , it can be seen that the error of the limit state function values which is calculated by the RBF neural network is small compared to the calculated values by FEA, so the implicit limit state function of explosive bolt can be approximated by RBF neural network.
Then separation failure probability of explosive bolt can be calculated using MCDIS approach, which is compared to crude MCS method based on RBF neural network (see Fig.12 and Table 5 ). From Fig.12 and Table 5 , it can be seen that 1) The number of MCDIS based on RBF neural network is 18 000 compared to 50 000 with crude MCS method when coefficients of variation of failure probability are similar obtained with both methods. Fig. 12 Reliability index, mean value and coefficient of variation of failure probability vs the number of simulation based on a trained RBF neural network. 2) The results which are gained by the above methods are almost the same, and the relative error is 0.04 , which can be seen that the efficiency with MCDIS based on RBF neural network is more than crude MCS method. Fig.13 shows the reliability-based design sensitivity analysis of parameters influencing the reliability of bolt separation. It involves studying the dependence of the failure probability on design parameters, which can reflect the trend of the failure probability with respect to the design parameters, and it will provide useful information for design sensitivity analysis. Generally the design sensitivity of limit state function is analyzed by finite difference method, and the design sensitivity of explosive bolts can be calculated by the method in- 
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· 215 · troduced in Ref. [23] . The brunet histogram represents the sensitivity of mean value for random variables, while light-colored histogram represents the sensitivity of standard deviation for random variables. Obviously, the reliability R of explosive bolts is very sensitive to detonation pressure p d . R goes up to 0.999 96 when the p d value goes up to 39.2 GPa, so detonation pressure needs to be controlled very carefully. Finally, R is not sensitive to the standard deviation of each parameter except pressure. After the improvement of parameter design, the reliability R of explosive bolts is more than 0.999 9, which satisfies the requirements of reliability.
Conclusions
1) The RBF neural network is used to approximate the implicit limit state function, the MPP of limit state function is obtained using chain partial differentiation rule, and MPP satisfies the accuracy requirement through the iterative algorithm.
2) Importance sampling density function is established, and it is improved by shifting the location of sampling center close to MPP, so that more sample points can draw belong to failure domain, which accelerates convergence of failure probability calculation, and improves simulation efficiency compared to crude MCS approach.
3) The example of explosive bolt separation has been analyzed to illustrate the proposed method. It indicates that the calculation accuracy produced by using MCDIS in combination with RBF neural network and crude MCS is almost the same. However simulation efficiency of proposed method is more than crude MCS, and it reduces the frequency of the FEA computation. Moreover, the level of reliability for explosive bolt is significantly affected by the distribution of the detonation pressure through the analysis of the reliability-based design sensitivity.
