In this paper, we present a novel technique for a non-parallel voice conversion (VC) with the use of cyclic variational autoencoder (CycleVAE)-based spectral modeling. In a variational autoencoder (VAE) framework, a latent space, usually with a Gaussian prior, is used to encode a set of input features. In a VAE-based VC, the encoded latent features are fed into a decoder, along with speaker-coding features, to generate estimated spectra with either the original speaker identity (reconstructed) or another speaker identity (converted). Due to the non-parallel modeling condition, the converted spectra can not be directly optimized, which heavily degrades the performance of a VAEbased VC. In this work, to overcome this problem, we propose to use CycleVAE-based spectral model that indirectly optimizes the conversion flow by recycling the converted features back into the system to obtain corresponding cyclic reconstructed spectra that can be directly optimized. The cyclic flow can be continued by using the cyclic reconstructed features as input for the next cycle. The experimental results demonstrate the effectiveness of the proposed CycleVAE-based VC, which yields higher accuracy of converted spectra, generates latent features with higher correlation degree, and significantly improves the quality and conversion accuracy of the converted speech.
Introduction
Using a voice conversion (VC) system, voice characteristics of a source speaker can be transformed into that of a desired target speaker, while keeping the linguistic contents intact. Such transformation can be achieved, for example, by performing statistical conversion of spectral envelope parameters of the vocal tract spectrum, and a proper alteration of excitation features, such as fundamental frequency (F0). Within two decades, many speech applications have been realized by employing the VC framework, such as creation of speech database with various voice characteristics [1] , singing voice conversion [2] , recovery of impaired speech signal [3, 4] , expressive speech synthesis [5, 6] , body-conducted speech processing [7, 8] , and articulatory controllable speech modification [9] . For flexible development of related applications, it is important to consider a VC technique that can be realized using easily available speech data.
There are two main VC frameworks, non-parallel VC and parallel VC. In the non-parallel VC, it is not straightforward to measure the correspondence between source spectral features and the target spectral features, due to the non-existence of paired utterances. On the other hand, in a parallel VC [10, 11] , because of the availability of the paired utterances, their correspondence can be directly achieved by performing time-alignment, such as with dynamic-time-warping (DTW) algorithm. However, not all of the time a proper parallel dataset, i.e., where the source and the target speakers utter the same set of sentences, can be collected for the development of a VC system. Consequently, as our main focus in this work, a consideration for a reliable non-parallel VC using data-driven statistical modeling would be highly beneficial for real-life applications.
Indeed, the challenge in developing the non-parallel spectral conversion model has attracted many works within the recent years, such as: with the use of clustered spectral matching algorithms [12, 13] ; with adaptation/alignment of speaker model parameters [14, 15] ; with restricted Boltzmann machine [16] ; with generative adversarial networks (GAN)-based methods [17, 18] ; and with variational autoencoder (VAE)-based frameworks [19, 20, 21, 22] . In this work, we focus on the use of VAE-based system, due to its potential in employing latent space to represent common hidden aspects of speech signal, between different speakers, e.g., phonetical attributes. Further, its implementation can be flexibly realized through any network architectures, such as with convolutional or recurrent models.
In a VAE framework [23] , a latent space, usually with a Gaussian prior, is used for encoding a set of input features. In a VAE-based VC [19] , additional speaker-coding features are used, alongside the encoded latent features, to reconstruct the spectral features in the generation phase. Speaker-code associated with the source (original) speaker is used to estimate the reconstructed spectra, while speaker-code associated with a desired target speaker is used to estimate converted spectra. However, due to the non-parallel condition, the spectral model parameters are optimized with respect only to the reconstructed spectra. Hence, because of the only reliance in speaker-code capability to disentangle speaker identity, the performance of a conventional VAE-based VC is still insufficient.
In this paper, to improve VAE-based VC, we propose to use cycle-consistent mapping flow [24] , i.e., CycleVAE-based VC, that indirectly optimizes the conversion flow by recycling the converted spectral features. Specifically, in the proposed CycleVAE, the converted features are fed-back into the system to generate corresponding cyclic reconstructed spectra that can be directly optimized. The cyclic flow can, then, be continued by feeding the cyclic reconstructed features back into the system. Therefore, the conversion flow, i.e., the estimation of converted spectra, is indirectly considered in the computation of both the reconstruction losses and the regularizations of latent space. In the experiments, it has been demonstrated that the proposed CycleVAE-based VC shows higher correlation degree of latent features, i.e., more similar latent attributes between different speakers (possibly within phonetical space), and higher accuracy of converted spectra. Perceptual evaluation also shows significant improvements in both quality and accuracy of converted speech, especially when the speaker identities are considerably distant, such as in cross-gender conversions.
Conventional VAE-based VC
The flow of conventional VAE-based VC is illustrated by the upper part of Fig. 1 
⊤ be the De + Ds, De, and Dsdimensional feature vectors of the input, the excitation, and the spectra, respectively, at frame t. In the training phase, given a set of network parameters {θ, φ}, a sequence of input features
⊤ and time-invariant Dc-dimensional source speaker-code features c (x) [19] , a set of updated network parameters {θ,φ} is estimated by maximizing the variational lower bound function [23] as follows:
where
notes an encoder network, g θ (·) denotes a decoder network, ⊙ denotes an element-wise product, and N (; µ, Σ) is for a Gaussian distribution with mean vector µ and covariance matrix Σ.
Therefore, the reconstructed source spectra feature vector s
t , i.e., estimated spectra with the same speaker characteristics as the input source speaker, is given bŷ
On the other hand, the converted source-to-target spectraŝ (y|x) t , i.e., estimated spectra with the voice characteristics of a desired target speaker, is given bŷ
where c (y) denotes the time-invariant Dc-dimensional target speaker-code features [19] . In this paper, we use not only source, but also target speakers as input in training. In order to use the corresponding target speaker as the input speaker, i.e., optimization of reconstructed target spectra and/or performing target-to-source conversion, the notations of x and y, in Eqs. (1)- (7), are swapped with each other. Though, the performance of VAE-based VC is noticeably insufficient because the conversion flow is not considered in the parameter optimization.
Proposed CycleVAE-based VC
In this paper, to improve the VAE-based VC, as illustrated in Fig. 1 , we propose CycleVAE, which is capable of recycling the converted spectra back into the system, so that the conversion flow is indirectly considered in the parameter optimization. A similar idea has also been proposed as a cycle-consistent flow in a self-supervised method for visual correspondence [24] .
In the proposed CycleVAE-based VC, the parameter optimization is defined as follows: where
where s is an observed value, andŶ
The index of the n-th cycle is denoted as n. The total number of cycle is N .Ŷ n,t denotes the converted input features at n-th cycle,ê (y|x) t denotes the converted source-to-target excitation features, e.g., linearly transformed F0,ŝ (x|x) n,t denotes the cyclic reconstructed spectra at n-th cycle, and at n = 1,ŝ
and X1,t = Xt. Hence, in the proposed CycleVAE-based VC, the conversion flow is indirectly optimized through the consideration of the converted spectraŝ 
Experimental Evaluation

Experimental conditions
We used a subset of the Voice Conversion Challenge (VCC) 2018 [25] dataset, which included four speakers, i.e., SF1, SM1, TF1, and TM1. The speaker notations are as follows: S denotes source speaker, T denotes target speaker, F denotes female speaker, and M denotes male speaker. The total number of utterances in the training and the testing sets were 81 and 35, respectively. The average length per one audio sample is about 3.5 seconds. To develop a non-parallel training dataset, the first 40 utterances were used for corresponding source speaker, while the last 41 were for the target speaker.
WORLD [26] package was used to perform speech analysis. As the spectral envelope parameters, we used the zeroth through 34 th mel-cepstrum coeficients converted from the spectral envelope, which was extracted frame-by-frame. As the excitation features, we used log-scaled of continuous F0 also including an unvoiced/voiced binary decision feature, and 2-dimensional aperiodicity coding coefficients. To perform excitation conversion, mean and variance transformation [11] was performed with respect to the log-scaled F0 values. The sampling rate of the speech signal was 22,050 kHz. The number of FFT points was 1024. The frame shift was set to 5 ms.
To develop the spectral networks, we used a recurrent neural network (RNN)-based model, which was as follows: dilated convolutional layers were used, to capture the context of -4/+4 input frames, with a kernel size of 3 and 2 layers of 1 and 3 dilation, respectively; gated recurrent unit (GRU) [27] was used with 1024 hidden units and 1 hidden layer; a linear output layer was used; output frame was also fed-back into GRU. Fixed normalization and denormalization layers were used before convolutional and after output layers, respectively, that were set with the statistics of training data. Dropout [28] layers were used with 0.5 probability after convolutional and GRU layers. Network parameters are initialized with Glorot [29] method, and optimized using Adam [30] with 0.0001 learning rate. A batchframe size of 80 was used.
Four one-to-one spectral models were developed for each of the conventional VAE-and the proposed CycleVAE-based VC, with respect to the four corresponding speaker pairs, i.e., SF1-TF1, SF1-TM1, SM1-TF1, and SM1-TM1. To code the speaker identity, a binary decision value was used. Search of hyperparameters was conducted by varying the number of latent dimensions to 8, 16, 32, 50, and 64, and the number of cycles N , in Eq. (12), to 1, 2, 3, 4, and 5. The optimum number of latent dimensions for both VAE and CycleVAE was 16. The optimum number of cycles for CycleVAE was 3. Objective evaluation was performed to measure the accuracy of the reconstructed and the converted spectra, and the degree of latent features correlation. Another RNN-based parallel spectral conversion models were developed as the upper bound in measuring conversion accuracy. Subjective evaluation was performed to perceptually measure the quality and the accuracy of converted speech between conventional VAE and proposed CycleVAE 1 .
Objective evaluation
Mel-cepstral distortion (MCD) [11] was used to measure the accuracy of both the reconstructed and the converted spectra. Their values are respectively charted, during 180 training epochs, in Figs. 2 and 3 . It can be observed that the proposed CycleVAE-based VC yields higher accuracy of converted spectra and lower accuracy of reconstructed spectra compared to the conventional VAE. This trend is somewhat inline with [31] , 1 Implementation is being made available at https://github.com/patrickltobing/cyclevae-vc where reconstruction performance is not a proper measure for a better disentanglement of speaker identity (or for better conversion performance). Moreover, MCD values of converted spectra were also computed after applying global variance (GV)-postfilter [11] , as given in Table 1 . The result shows that the proposed CycleVAE is more suited to additional postfiltering phase compared to the conventional VAE, especially when the speaker identities are considerably distant.
To measure the condition of the latent features, we computed the cosine similarities between the latent features of the source and of the target speaker within the same utterances, which were charted during 180 training epochs, as in Fig. 4 . It can be clearly seen that the proposed CycleVAE-based VC generates latent features with higher correlation degree compared to conventional VAE. As studied in [32] , higher cosine similarities would be produced by latent attributes that represent either equal phonetic space or equal speaker identities. Hence, Cycle-VAE is more likely to give latent representations that are closer to phonetic domain due to different speaker identities.
Subjective evaluation
Perceptual evaluation was performed to compare the quality and the conversion accuracy of converted speech, between the conventional VAE-and the proposed CycleVAE-based VC, by conducting two forced-choice preference tests. In the quality preference test, each listener was presented with two audio stimuli at a time, and was asked to choose a prefered audio by considering both speech naturalness and intelligibility. In the similarity preference test, i.e., to measure the conversion accuracy, each listener was given two audio stimulis, and a reference audio with different utterance, then, was asked to choose a prefered audio that has the closer speaker characteristics to the reference speaker. The numbers of distinct utterances in quality and similarity tests were 6 and 5, respectively, which were randomly chosen from the testing set. Converted speech using parallel spectral models were also included. GV-postfiltered converted spectra was used. The number of listeners was 10.
The results of quality and similarity preference tests are given in Tables 2 and 3 , respectively. These results show that the proposed CycleVAE-based VC significantly improves the overall quality and accuracy of converted speech, especially for cross-gender (SF1-TM1, SM1-TF1) conversions, compared to conventional VAE. Their performances for same-gender conversions are statistically similar. This tendency is inline with the objective measurements shown in Table 1 , where the conventional VAE-based VC suffers from degradation in cross-gender conversions and the CycleVAE significantly improves them. All audio samples and complete perceptual results can be accessed at http://bit.ly/2Wg3oIt.
Conclusions
We have presented a novel framework to improve conventional VAE, for a non-parallel VC, by using a cycle-consistent flow, i.e., the proposed CycleVAE. Specifically, the converted spectra, which is not directly optimized, is recycled back into the system, to generate cyclic reconstructed spectra that can be directly optimized. The cyclic flow can be continued by feeding the cyclic reconstructed features back into the system. The experimental results demonstrate that the proposed CycleVAEbased VC yields higher correlation degree of latent features and more accurate converted spectra, while significantly improves the quality and conversion accuracy of the converted speech. Future work includes development of many-to-many VC, and incorporates the use of discrete latent space [33] , better prior [34] , i-vector [35] , additional classifier network [22] , and neural waveform generator [36] to produce naturaly sounding converted speech [37] with the proposed CycleVAE.
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