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Методические указания касаются одного из разделов тео-
рии обработки и распознавания изображений – структурного 
подхода. В теоретической части вводятся основные понятия 
структурного подхода, определяются его этапы.  
Изучение теоретического материала, изложенного в указа-
ниях, и выполнение лабораторной работы дает студентам воз-
можность понять правила решения двух основных задач струк-
турного подхода: задачи построения исходного словаря, т. е. 
наборов характерных элементов и описаний их взаимного рас-
положения, и задачи построения правил описания нового объ-
екта из элементов заданного словаря. 
Лабораторная работа направлена на освоение студентами 
изложенного материала в ходе самостоятельной разработки 
приложения для экспериментального исследования заданного 
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Цель работы: изучить основы структурного подхода при 
распознавании изображений. 
 
1. Применение структурного подхода  
при решении задач распознавания образов 
 
Математические методы решения задач распознавания об-
разов разделяются на две группы, одну из которых можно 
трактовать с позиций теории решений (дискриминантный под-
ход), а другую – в рамках структурного (или синтаксического) 
подхода. В первом подходе объекты описываются значениями 
признаков, характеризующих их. При структурном подходе 
объекты описываются не множеством числовых значений при-
знаков, а структурой. Структурные методы обладают малой 
чувствительностью к сдвигу, растяжению, сжатию, повороту, 
изменению наклона и другим искажениям. 
Структурный подход применяется к задачам распознавания 
образов, в которых важна информация, описывающая струк-
туру каждого объекта. От процедуры распознавания требует-
ся, чтобы она давала возможность не только отнести объект к 
определенному классу (классифицировать его), но и описать те 
его стороны, которые исключают отнесение к другому классу. 
Типичным примером таких задач служит распознавание изо-
бражений или, говоря шире, анализ сцен. Рассматриваемые в 
этом классе задач объекты обычно сложны и число требуемых 
признаков часто велико. Это делает привлекательней идею опи-
сания сложного объекта в виде иерархической структуры бо-
лее простых объектов. 
Иерархия предполагает описание сложных объектов с по-
мощью более простых подобъектов. Те, в свою очередь, могут 
быть описаны с помощью подобъектов следующего уровня  
и т. д. Этот подход основан на аналогии между структурой 
объектов и синтаксисом языков. Он приемлем тогда, когда 
простейшие подобъекты вычленять и распознавать легче, чем 
изображение (объект) в целом.  
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На рис. 1 представлено изображение и описание его иерар-
хической структуры.  
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Рис. 1. Изображение (а) и его иерархическое  
структурное описание (б) 
 
Правила композиции простейших (непроизводных) элемен-
тов при описании объекта в целом называют грамматикой 
языка описания объектов. Таким образом, каждый объект пред-
ставляется совокупностью непроизводных элементов, «соеди-
ненных» между собой теми или иными способами, или, дру-
гими словами, «предложением» некоторого «языка». Путем син-
таксического анализа (грамматического разбора) «предложе-
ния» устанавливается его синтаксическая «правильность» или, 
что эквивалентно, определяется, может ли некоторая фикси-
рованная грамматика, описывающая класс, породить имею-
щееся описание объекта. Грамматический разбор производит-
ся так называемым «синтаксическим анализатором», который 
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представляет полное синтаксическое описание объекта в виде 
дерева грамматического разбора, если объект является син-
таксически правильным, т. е. принадлежит классу, описывае-
мому данной грамматикой. В противном случае, объект либо 
отклоняется, либо подвергается анализу с помощью других 
грамматик, описывающих иные классы объектов. Известны 
бесконтекстные, автоматные и другие типы грамматик. Одна-
ко задача восстановления (определения) грамматик по неко-
торому множеству высказываний (предложений-описаний объ-
ектов), порождающих данный язык, является трудно форма-
лизуемой. В литературе приводится описание эвристических 
правил автоматического восстановления грамматик для кон-
струирования и применения лингвистических алгоритмов рас-
познавания образов. 
Преимущество структурного подхода проявляется в том 
случае, если удается большое количество сложных объектов 
представлять с помощью небольшого множества непроизвод-
ных элементов и грамматических правил (например, распо-
знавание устных слов по последовательности фонем).  
На рис. 2 представлен пример описания объекта (а) при 
помощи операции композиции «составление цепочки» из не-
производных элементов (б) .ddcccbbaaa   
 












Рис. 2. Прямоугольник (а) и его непроизводные элементы (б) 
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На рис. 3 приведен более сложный пример структурного 
описания цифры 8 (восемь).  
 









   b + b  + c  +  c + d + dс + с + d + a  +  a  +  b  
 
Рис. 3. Изображение цифры 8 и его структурное описание 
 
Грамматика языка описания объектов формируется на эта-
пе обучения на основе обучающей выборки. Теоретической 
базой данного подхода является теория формальных языков и 
лежащих в их основе порождающих грамматик.  
В качестве примера приведены фрагменты языка описания 
изображений PDL (Picture Description Language). Определены 
непроизводные элементы 
 da cb  
, имеющие 
различающиеся головную и хвостовую точки, а также четыре 
бинарных оператора соединения элементов в цепочки:  
 
a b      b 
а 
  
головная точка а примыкает к хвосто-








 хвостовая точка а примыкает к хвостовой 
точке b; 
a b   
a
b
 головная точка а примыкает к головной 
точке b; 
 




 головная точка а примыкает к го-
ловной точке b и )(  хвостовая точка а примыкает к хвосто-
вой точке b.  
 
На рис. 4 приведено выражение на языке PDL, описываю-
щее букву . A
 





Рис. 4. Структурное описание буквы А на языке PDL 
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2. Основные этапы и требования  
к выполняемой работе 
 
В ходе выполнения лабораторной работы необходимо раз-
работать подсистему распознавания сложных зрительных об-
разов (сложных изображений) на основе изложенного струк-
турного подхода.  
Разрабатываемая подсистема является подсистемой распо-
знавания «с учителем», поэтому она должна состоять из двух 
частей: обучения и распознавания. 
А. Обучение.  
1. Пользователю должна быть предоставлена возможность 
классификации учебного материала, в ходе которой он после-
довательно вводит в машину изображения обучающей выбор-
ки и информацию о том, к какому образу эти изображения от-
носятся. Как правило, на этом этапе используются утоньшен-
ные изображения. 
Рассмотрим методы утоньшения бинарного изображения. 
Любые полутоновые и цветные могут быть приведены к би-
нарным. 
1.1. Утоньшение методом LRTB 
Граничным элементом (ГЭ) называется пиксель, который 
не обладает четырехсвязностью по крайней мере с одним из 
ближайших соседей. Точка дуги (ТД) – пиксель, который об-
ладает четырехсвязностью только с верхним и нижним эле-
ментом, или правым и левым. Дуговой концевой элемент (ДКЭ) 
обладает четырехсвязностью только с одним своим соседом.  
Утоньшение выполняется в 4 этапа: 
– ГЭ удаляются с левой стороны  объекта, если они не яв-
ляются ТД и их удаление не ведет к нарушению восьмисвяз-
ности; 
– ГЭ удаляются с правой стороны объекта, если они не яв-




– ГЭ удаляются с верхней стороны объекта,  если они не 
являются ТД и их удаление не ведет к нарушению восьми-
связности; 
– ГЭ удаляются с нижней стороны объекта,  если они не 
являются ТД и их удаление не ведет к нарушению восьми-
связности. 
И так до тех пор, пока нельзя будет удалить не один эле-
мент без нарушения восьмисвязности. 















Рис. 5. Утоньшение методом LRTB 
а – исходное изображение; б – утоньшение с левой стороны объекта;  
в – утоньшение с правой стороны объекта; г – утоньшение с верхней  
стороны объекта; д – утоньшение с нижней стороны объекта 
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1.2. Утоньшение методом Зонга–Суня  




















Рис. 6. Матрица нумерации пикселов для утоньшения 
 
Накладываем матрицу на изображение, совмещая интере-
сующий нас пиксел с Р1. 
Каждая  итерация состоит из двух шагов. 
Шаг 1. Пиксел Р1 удаляется из изображения, если выпол-
няются следующие условия: 
a) 2 < = B(P1) <= 6; 
b) A(P1) = 1; 
c) P2P4P6 = 0; 
d) P4P6P8 = 0, 
где А(Р1) – число конфигураций 01 в последовательности  P2, 
P3, P4, P5, P6, P7, P8, P9 замыкает эту цепочку на Р2, т. е. во-
круг этого пиксела существует только один переход от 0 к 1; 
B(P1) – количество пикселей со значением, равным 1, оп-








Шаг 2. Выполняется аналогично, только 
c) Р2Р4Р8 = 0; 
d) P2P6P8 = 0. 
Таким образом, в процессе выполнения шага 1 происходит 
удаление точек на юго-восточной границе и северо-западных 
угловых точек, а в процессе выполнения шага 2 – удаление 




Однако этими условиями алгоритм не охватывает некото-
рые случаи. 











1 1  
 
Рис. 7. Случай некорректной  работы алгоритма 
 
Пиксел Р, если он был  единицей, не удаляется на основа-
нии тех условий, которые были описаны выше. Поэтому про-
водится еще одна итерация, которая устраняет подобные не-
дочеты. 
На этой итерации ищутся два единичных пиксела по верти-
кали или горизонтали, которые окружены нулями. 
Итак, точка Р удаляется, если выполняется одно из условий: 
1) !P9P4P6 = 1; 
2) !P5P8P2 = 1; 
3) !P3P6P8 = 1; 
4) !P7P2P4 = 1, 
где !P9 – отрицание Р9. 
2. На каждом изображении необходимо выявить заранее 
определенное пользователем число характерных простейших 
элементов, а затем для каждого из найденных характерных 
элементов вычислить код его направлений. Характерные эле-
менты и коды направлений запоминаются. Этот этап может 
выполняться либо пользователем в диалоговом режиме, либо 
автоматически. Для реализации этапа в автоматическом ре-
жиме можно использовать нижеперечисленные алгоритмы. 
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2.1. Определение характерных элементов 
Наиболее информативными элементами с точки зрения опи-
сания изображений являются участки с сильным изменением 
формы – характерные элементы. 
Для поиска характерных элементов необходимо осущест-
вить сканирование изображения с помощью окошка, размер 
которого меньше, чем размер исследуемого изображения («рас-
сматривая» изображение через такое окошко, программа «вы-
резает» из него отдельные элементы). Затем среди «вырезан-
ных» элементов с помощью функции информативности отби-
раются характерные. Для этого предварительно на поле рецеп-
торов окошка можно нарисовать стандартный фрагмент, пред-
ставляющий собой пятно черноты, которое убывает от центра 
окошка к его периферии. Тогда в качестве функции информа-
тивности можно принять евклидово расстояние в пространстве 
рецепторов окошка между точкой, соответствующей фрагмен-
ту, нарисованному в окошке, и точкой, соответствующей фраг-
менту, «видимому» на изображении через окошко. 
Будем считать, что когда центр окошка расположен так, что 
функция информативности имеет локальный экстремум, то в 
этот момент окошко «вырезает» на изображении характерный 
элемент. Выделенные таким способом характерные элементы 
являются характерными простыми фигурами, для которых мож-
но подобрать простые названия. Нахождение экстремумов ха-
рактерных элементов может быть выполнено с помощью од-
ного алгоритма оптимизации, например, Хука–Дживса. 
2.2. Определение кодов направлений 
После выделения всех характерных элементов на каждом 
изображении обучающей выборки определяется их взаимное 
расположение на соответствующем изображении. Для этого 
каждому элементу присваивается код направлений, указываю-
щий, в каких направлениях от данного элемента присутству-
ют, а в каких отсутствуют другие характерные элементы. Код 
направлений может иметь 8 разрядов, каждый из которых ха-




ся в центр характерного элемен-
та. В разряды кода направле-
ний ставится 1, если в направ-
лении сектора, соответствую-
щего номеру разряда, есть дру-
гие характерные элементы, 0 – 
если их нет. Иногда в разряды 
этого кода ставится количество 
характерных элементов, суще-
ствующих в данном направле-
нии. Полученный таким обра-
зом код характеризует положе-
ние данного элемента на исследуемом изображении независимо 
от размеров изображения и его расположения. Сформирован-
ные коды направлений для всех характерных элементов с гео-
метрической точки зрения можно интерпретировать как точки














Множество отобранных характерных элементов и множест-
во кодов направлений классифицируется на заданное число 
классов. Каждому классу элементов и направлений присваива-
ется условный номер. Этот этап также может выполняться либо 
пользователем в диалоговом режиме, либо автоматически. Для 
реализации этапа в автоматическом режиме можно ис
ь один из алгоритмов объективной классификации.  
Совокупность классов элементов и направлений может в даль-
нейшем использоваться при распознавании новых изображений. 
Однако для оптимизации процесса распознавания можно ис-
пользовать и эталонные фрагменты каждого класса. Они содер
т в себе нечто общее, характерное для всего данного класса. 




Рис. 9. Набор изображения для формирования 
эталонного фрагмента 
 
Для каждой из фигур запишем ее код и сложим поразрядно 
коды всех трех фигур, затем определим среднее значение зна-
чимых разрядов, (т. е. отличных от нуля). Результат приведен 




Рис. 10. Определение среднего значения значимых разрядов 
 
После этого сравним каждый разряд суммарного кода со 
средним значением значимых разрядов и сформируем код 
эталонного фрагмента, поставив единицы в тех разрядах, где 
разряд суммарного кода больше среднего значения значимых 
разрядов, а ноль – в остальных разрядах. Полученный эталон-







Рис. 11. Эталонный фрагмент для набора изображений с рис. 9 
 
3. По результатам выполнения предыдущих этапов необхо-
димо сформировать характеристические таблицы для всех изо-
бражений обучающей выборки. На предыдущих этапах было 
получено некоторое количество m различных эталонных фраг-
ментов и некоторое количество n эталонов направлений. Тогда 
любое изображение можно представить с помощью его описа-
ния на основании характеристической таблицы, состоящей из 
m строк и n столбцов. В клетке таблицы ставится 1, если в изо-
бражении имеется хотя бы один соответствующий данной стро-
ке фрагмент на соответствующем данному столбцу месте. Ноль 
в клетке таблицы означает, что соответствующего фрагмента 
на соответствующем месте изображение не содержит. 
В. Распознавание  
1. Для распознавания нового изображения необходимо обес-
печить возможность его загрузки и поиска на нем заданного 
числа характерных элементов, а затем – определения кодов на-
правлений для каждого элемента. Поиск характерных элемен-
тов необходимо выполнить аналогично поиску характерных 
элементов на обучающей выборке, размер окошка не изменять. 
2. Выполнить классификацию найденных характерных эле-
ментов и кодов направлений. Они должны быть отнесены к 
одному из классов, полученных на втором этапе обучения. 
Для этого можно использовать различные меры близости и 
алгоритмы. Мерой близости может служить средний потенци-

















полагая при этом, что потенциал характеризует среднее рас-
стояние от точки x, соответствующей распознаваемому харак-
терному элементу или коду, до всех точек xi одного из сфор-
мированных классов, например, класса A. Если же для клас-
сификации используются эталонные фрагменты и эталоны 
направлений, то в качестве меры близости можно использо-






















полагая при этом, что потенциал характеризует расстояние от 
точки x1, соответствующей распознаваемому характерному 
элементу или коду, до точки x2, соответствующей одному из 
эталонных фрагментов или направлений. 
3. Составить характеристическую таблицу распознаваемого 
изображения. 
4. Выполнить сравнение характеристической таблицы рас-
познаваемого изображения с характеристическими таблицами 
изображений обучающей выборки. Отнесение распознаваемо-
го изображения к определенному классу (образу) обучающей 
выборки можно производить двумя способами. 
Первый способ состоит в определении сходства между таб-
лицами. В этом случае характеристические таблицы изображе-
ний трактуются как точки в некотором пространстве с размер-
ностью, равной числу клеток в каждой из таблиц (mn). В этом 
пространстве каждому классу изображений обучающей выбор-
ки будет соответствовать группа точек, изображающих объек-
ты этого класса. Новый объект (распознаваемое изображение) 
 16 
 
относится к тому классу (образу), к которому он ближе, т. е. 
которому отвечает наибольшее значение меры близости. 
Второй способ более экономный и заключается в логиче-
ском сравнении таблиц. В этом случае составляется табличное 
описание класса (образа) изображений, состоящее из двух 
таблиц, совпадающих по форме с характеристическими таб-
лицами отдельных изображений. Пусть эти таблицы условно 
называются таблицей обязательных элементов (кодов) О и 
таблицей исключаемых элементов (кодов) И. В ячейке табли-
цы О ставится 1, если характеристические таблицы всех изо-
бражений данного класса (образа) в соответствующей ячейке 
имеют единицы. В ячейке таблицы И ставится ноль, если ни 
одна из характеристических таблиц в соответствующей ячейке 
не содержит единицы. Таким образом, таблица О указывает, 
что должно присутствовать, а таблица И – что должно отсут-
ствовать в изображениях данного класса (образа).  
Распознаваемое изображение должно быть отнесено к тому 
классу (образу), который обеспечивает наилучшее по сравне-
нию с другими классами (образами) выполнение следующего 
критерия принадлежности: характеристическая таблица рас-
познаваемого изображения должна содержать единицы везде, 
где есть единицы в таблице О данного класса (образа), и нули 
везде, где есть нули в таблице О этого класса (образа). Это эк-
вивалентно требованию: распознаваемое изображение должно 
содержать «все обязательное» и не содержать «ничего исклю-
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