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Abstract—Machine learning techniques have deeply rooted in our everyday life. However, since it is knowledge- and labor-intensive to
pursue good learning performance, humans are heavily involved in every aspect of machine learning. To make machine learning
techniques easier to apply and reduce the demand for experienced human experts, automated machine learning (AutoML) has
emerged as a hot topic with both industrial and academic interest. In this paper, we provide an up to date survey on AutoML. First, we
introduce and define the AutoML problem, with inspiration from both realms of automation and machine learning. Then, we propose a
general AutoML framework that not only covers most existing approaches to date, but also can guide the design for new methods.
Subsequently, we categorize and review the existing works from two aspects, i.e., the problem setup and the employed techniques.
The proposed framework and taxonomies provide a detailed analysis of AutoML approaches and explain the reasons underneath their
successful applications. We hope this survey can serve as not only an insightful guideline for AutoML beginners but also an inspiration
for future research.
Index Terms—automated machine learning,neural architecture search,hyper-parameter optimization,meta-learning,transfer-learning
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1 INTRODUCTION
Mitchell’s famous machine learning textbook [1] begins with
the statement: “Ever since computers were invented, we
have wondered whether they might be made to learn. If
we could understand how to program them to learn - to
improve automatically with experience - the impact would
be dramatic”. This quest gave birth to a new research area,
i.e., machine learning, for Computer Science decades ago.
Till now, machine learning techniques have been deeply
rooted in our every day’s life, such as recommendation
when we are reading news and handwriting recognition
when we are using our cell-phones. Furthermore, machine
learning has also gained significant achievements. For ex-
ample, AlphaGO [2] defeated human champion in the game
of GO, ResNet [3] surpassed human performance in image
recognition, Microsoft’s speech system [4] approximated
human level in speech transcription.
However, these successful applications of machine learn-
ing are far from fully automated, i.e., “improving auto-
matically with experience ”. Since there are no algorithms
that can achieve good performance on all possible learning
problems with equal importance (according to No Free
Lunch theorems [5] [6]), every aspect of machine learning
applications, such as feature engineering, model selection,
and algorithm selection (Figure 1), needs to be carefully
configured. Human experts are hence heavily involved in
machine learning applications. As these experts are rare
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resources, the success of machine learning comes at a great
price.
Thus, automated machine learning (AutoML) does not
just remain an academic dream as described in Michell’s
book, but also attracts more attention from practitioners.
If we can take the human out of these machine learning
applications, we can enable faster deployment of machine
learning solutions across organizations, efficiently validate
and benchmark the performance of deployed solutions, and
make experts focus more on problems with more application
and business values. These would make machine learning
much more accessible for real-world usages, leading to
new levels of competence and customization, of which the
impact can be indeed dramatic.
Motivated by the above academic dream and practical
needs, in recent years, AutoML has emerged as a new
sub-area in machine learning. It has got more attention
not only in machine learning but also in computer vision,
data mining and natural language processing. Up to now,
AutoML has already been successfully applied in many
important problems (Table 1).
TABLE 1
Examples of AutoML approaches in industry and academic.
application industry academic
automated model selection Auto-sklearn [7], [8]
neural architecture search Google’s Cloud [9], [10]
automated feature engineering Feature Labs [11], [12]
The first example is Auto-sklearn [7]. As different classi-
fiers are applicable to different learning problems [1], [13], it
is natural to try a collection of classifiers on a new problem,
and then construct a final prediction from them. However,
setting up classifiers and their hyper-parameters is a tedious
task, which usually requires human involvement. Based on
the popular scikit-learn machine learning library [14], Auto-
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2Fig. 1. To use machine learning techniques and obtain good performance, humans usually need to be involved in data collection, feature
engineering, model and algorithm selection. This picture shows a typical pipeline of machine learning application, and how AutoML can get involved
in the pipeline and minimize participation of humans.
sklearn can automatically find good models from some
out-of-the-box machine learning tools for classification by
searching for proper models and optimizing their corre-
sponding hyper-parameters.
The second example is the neural architecture search
(NAS) [9], [15], [16]. Since the success of AlexNet [17] on
image classification of ImageNet data set [18], architecture
design has become the main source of performance im-
provement in the realm of deep learning. Examples are
VGGNet [19], GoogleNet [20], ResNet [3] and DenseNet
[21]. Hence, for the tasks in hand, automated design of
neural architectures is of great importance to good learning
performance. Many researchers have been working on NAS,
e.g., [9], [10], [16], [22], [23], [24], [25], [26]. Besides, NAS
has been used in Google’s Cloud AutoML, which frees cus-
tomers from the difficult and time-consuming architecture
design process.
The last example is automated feature engineering. In
traditional machine learning methods, the modeling perfor-
mance depends greatly on the quality of features [1]. Hence,
most machine learning applications take feature engineering
as a vital preposition step, where useful features are gener-
ated or selected. Such operations, in the past, are usually car-
ried out manually by human experts with in-depth domain
knowledge in a trial-and-error manner. Automated feature
engineering [11], [12] aims to construct a new features
set, with which the performance of subsequent machine
learning tools can be improved. By this means, intensive
human knowledge and labor can be spared. Existing works
on this topic include Data Science Machine (DSM) [12],
ExploreKit [11] and FeatureHub [27]. Besides, we have also
seen commercial products such as FeatureLabs [12].
With such a rapid development of AutoML in both
research and industry, we feel it necessary to summarize
existing works and conduct a survey on this topic at this
moment. First, we discuss what the AutoML problem is.
Then, we propose a general framework that summarizes
how existing approaches work towards AutoML. Such a
framework further motivates us to give taxonomies of exist-
ing works based on what (by problem setup) and how (by
techniques) to automate. Specifically, problem setup helps
us to clarify what learning process we want to use, while
techniques give us the technical methods and details to ad-
dress the AutoML problem under the corresponding setup.
Based on these taxonomies, we further give a guidance on
how AutoML approaches can be developed.
1.1 Contributions
Below, we summarize our contributions in this survey:
• We discuss the formal definition of AutoML. The defini-
tion is not only general enough to include all existing
AutoML problems, but also specific enough to clarify
what is the goal of AutoML. Such definition is helpful
for setting future research target in the AutoML area.
• We propose a general framework for existing AutoML
approaches. This framework is not only helpful for set-
ting up taxonomies of existing works, but also gives in-
sights of the problems existing approaches want to solve.
Such framework can act as a guidance for developing
new approaches.
• We systematically categorize existing AutoML works
based on “what to automate” and “how to automate”.
Problem setups are from the “what” perspective, indicat-
ing which learning process we want to make automated.
Techniques are from the “how” perspective, introducing
the methods proposed to solve AutoML problems. For
each category, we present detailed application scenarios
for reference.
• Compared to existing AutoML related surveys1, we pro-
vide a detailed analysis of existing techniques, which
is based on the proposed framework. We not only in-
vestigate a more comprehensive set of existing works,
but also present a summary of the insights behind each
1. In this survey we focus on the usage of existing techniques in
AutoML, for individual reviews on related topics please refer to [28],
[29], [30] for meta-learning, [31] for transfer learning, [32] for hyper-
parameter optimization and [33] for neural architecture search.
3technique. This can serve as an good guideline not only
for beginners’ usage but also for future researches.
• We suggest four promising future research directions in
the field of AutoML in terms of the problem setting,
techniques, applications and theory. For each, we provide
a thorough analysis of its disadvantages in the current
work and propose future research directions.
1.2 Organization
The survey is organized as follows. The overview is in Sec-
tion 2, which gives the definition of AutoML, the proposed
framework of AutoML approaches, and taxonomies by
problem setup and techniques of existing works. Section 3
describes the taxonomy by problem setup, and techniques
are detailed in Section 4-6. Three application examples listed
in Table 1 are detailed in Section 7. The survey is summa-
rized in Section 8 with a brief history, the current status, and
discussion on future works. Finally, we conclude the survey
in Section 9.
1.3 Notation
In the rest of this survey, we denote a machine learning
tool as F (x; θ), where x is the model parameters learned by
training and θ contains configurations of the learning tool.
Besides, the most important concepts used in the survey are
explained as follows.
• A learning process is a part or the whole of a machine
learning pipeline. Examples of learning processes are
feature engineering, model and/or algorithm selection,
and neural architecture design.
• A learning tool is a method which can solve some prob-
lems appear in machine learning. For example, a support
vector machine (SVM) model is a learning tool, which can
solve specific classification problems; and sparse coding
[34] is also a learning tool, which can address feature
learning problem for certain types of data.
• We use the term configuration to denote all factors but
the model parameters x (which are usually obtained from
model training) that influence the performance of a learn-
ing tool. Examples of configurations are, the hypothesis
class of a model, the features utilized by the model,
hyper-parameters that control the training procedure,
and the architecture of a neural network.
2 OVERVIEW
In Section 1, we have shown why we need to do AutoML.
In this section, we first define what AutoML problem is in
Section 2.1. Then, in Section 2.2 we propose a framework
of how AutoML problems can be solved in general. Finally,
taxonomies of existing works based on “what to automate”
and “how to automate” are presented in Section 2.3.
2.1 Problem Definition
Inspired by automation and machine learning, here, we
define what the AutoML problem is. Based on the definition,
we also explain core goals of AutoML.
2.1.1 AutoML from two Perspectives
From its name, we can see that AutoML is naturally the
intersection of automation and machine learning. While
automation has a long history, which can even date back to
BC [35], machine learning was only invented decades ago
[1]. The combination of these two areas has just become a
hot research topic in recent years. The key ideas from these
two fields and their impacts on AutoML are as follows.
• Machine learning, as in Definition 1, is specified by E, T
and P , i.e., it tries to improve its performance on task T
measured by P , when receiving training data E.
Definition 1 (Machine learning [1]). A computer program
is said to learn from experience E with respect to some classes
of task T and performance measure P if its performance can
improve with E on T measured by P .
From this perspective, AutoML itself can also be seen as
a learning tool that has good generalization performance
(i.e., P ) on the input data (i.e., E) and given tasks (i.e., T ).
However, traditional machine learning researches focus
more on inventing and analyzing learning tools, it does
not care much about how easy can these tools be used.
One such example is exactly the recent trend from simple
to deep models, which can offer much better performance
but also much hard to be configured [36]. In the contrast,
AutoML emphasizes on how easy learning tools can be
used. This idea is illustrated in Figure 2.
a strong and powerful
learning tool
AutoML: computer program
self-adapting
to problems 
data prediction
Fig. 2. AutoML from machine learning’s perspectives.
• On the other hand, automation is the use of various
control systems for operating underneath building blocks
[37]. In pursuit of better predicting performance, config-
urations of machine learning tools should be adapted
to the task with input data, which is often carried out
manually. As shown in Figure 3, the goal of AutoML
from this perspective is to construct high-level controlling
approaches over underneath learning tools so that proper
configurations can be found without human assistance.
AutoML: computer program
configurations
feature model algorithm
controller
data prediction
Fig. 3. AutoML from automation’s perspectives.
These two perspectives are the main motivations for our
AutoML’s definition in the sequel.
4TABLE 2
Why we need to have AutoML: an overview comparison of classical machine learning and AutoML.
classical machine learning AutoML
feature engineering humans design and construct features from data
humans process features making them more informative
model selection
humans design or pick up some machine learning tools
based on professional knowledge automated by the computer programhumans adjust hyper-parameters of machine learning
tools based on performance evaluation
algorithm selection humans pick up some optimization algorithms to findparameters
summary human experts are involved in every aspect of machinelearning applications
the program can be directly reused on other
learning problems
2.1.2 The Definition of AutoML
From Section 2.1.1, we can see that AutoML not only wants
to have good learning performance (from machine learn-
ing’s perspective) but also requires such performance be-
ing achieved without human assistance (from automation’s
perspective). Thus, an informal and intuitive description of
AutoML can be expressed as
max
configrations
performance of learning tools, (1)
s.t.
{
no human assistance
limited computational budget
.
Put it more formally, we describe what AutoML is in
Definition 2. Such definition is inspired by Definition 1 and
the fact that AutoML itself can also be seen as another
machine learning approach (Figure 2).
Definition 2 (AutoML). AutoML attempts to construct ma-
chine learning programs (specified by E, T and P in Defini-
tion 1), without human assistance and within limited computa-
tional budgets.
A comparison of classical machine learning and Au-
toML is in Table 2. Basically, in classical machine learning,
human are heavily involved in configuring learning tools
by operating feature engineering, model selection and al-
gorithm selection. As a result, human take the most labor
and knowledge-intensive job in machine learning practices.
However, in AutoML, all these can be done by computer
programs. To understand Definition 2 better, let us look back
at those three examples in Table 1:
• Automated feature engineering: When original features are
not informative enough, we may want to construct more
features to enhance the learning performance. In this
case, E is the raw feature, T is construction of features,
and P is the performance of models which are learned
with the constructed features. DSM [12] and ExploreKit
[11] remove human assistance by automatically construct
new features based on interaction among input features.
• Automated model selection: Here, E denotes input training
data, T is a classification task, and P is the performance
on the given task. When features are given, Auto-sklearn
can choose proper classifiers and find corresponding
hyper-parameters without human assistance.
• Neural architecture search (NAS): When we try to do some
image classification problems with the help of NAS, E
is the collection of images, T is the image classification
problem, and P is the performance on testing images.
NAS will automatically search for a neural architecture,
i.e., a classifier based on neural networks, that has good
performance on the given task.
Finally, note that Definition 2 is general enough to cover
most machine learning approaches that can be considered
automatic. With this definition, a machine learning pipeline
with fixed configurations, that do not adapt according to
different E, T , and P , is also automatic. Approaches of this
kind, though require no human assistance, are rather limited
in their default performance and application scopes. Thus,
they will not be further pursuit in the sequel.
From above discussion, we can see that while good
learning performance is always desired, AutoML requires
such performance can be obtained in a more special manner,
i.e. without human assistance and within limited computa-
tional budgets. These set up three main goals for AutoML
(Remark 2.1).
Remark 2.1 (Core goals). The three goals of AutoML:
(A). Good performance: good generalization performance across
various input data and learning tasks can be achieved;
(B). No assistance from humans: configurations can be automat-
ically done for machine learning tools; and
(C). High computational efficiency: the program can return an
reasonable output within a limited budget.
Since AutoML itself can be seen as a machine learning
tool (Figure 2), here we remark that the goal (A) actually
intends to escape the “curse” of the notorious No Free
Lunch theorems stated in [5] and [6]. These theorems state
that in a noise-free scenario of supervised learning, all learn-
ing algorithms have the same generalization performance
(error rate) when averaged over all possible learning tasks.
Although these theorems are mathematically proven, it is
hard (and even impossible) to apply them to the reality
and make empirical test. This is because that the average on
the performance over all possible learning tasks (with equal
weights) is very brutal. It is highly possible that learning
tasks in reality take up only a very narrow spectrum in
all theoretically possible tasks. And the information on the
distribution of reality tasks can be utilized in a context of
meta-learning or transfer learning, for which we will give
further investigation in Section 6.1 and 6.2.
Once above three goals can be realized, we can fast
deploy machine learning solutions across organizations,
quickly validate and benchmark the performance of de-
ployed solutions, and let human focus more on problems
that really need humans’ engagements, i.e., problem defini-
5tion, data collection and deployment in Figure 1. All these
make machine learning easier to apply and more accessible
for everyone.
2.2 Basic Framework
In Section 2.1, we have defined the AutoML problem (Def-
inition 2) and introduced its core goals (Remark 2.1). In
this section, we propose a basic framework for AutoML
approaches.
2.2.1 Human Tuning Process
However, before that, let us learn how configurations are
tuned by human. Such process is shown in Figure 4. Once a
learning problem is defined, we need to find some learning
tools to solve it. These tools, which are placed in the right
part of Figure 4, can target at different parts of the pipeline,
i.e., feature, model or optimization in Figure 1. To obtain a
good learning performance, we will try to set a configura-
tion using our personal experience or intuition about the
underneath data and tools. Then, based on the feedback
about how the learning tools perform, we will adjust the
configuration wishing the performance can be improved.
Such a trial-and-error process terminates once a desired
performance is achieved or the computational budgets are
run out.
human expert learning tools
try a configuration
feedback
Fig. 4. The process of configurations tuned by humans.
2.2.2 Proposed AutoML Framework
Motivated by the human-involved process above and con-
trolling with feedbacks in the automation [38], we summa-
rize a framework for AutoML, as shown in Figure 6. Com-
pared with Figure 4, in this figure, an AutoML controller
takes the place of human to find proper configurations for
the learning tools. Basically, we have two key ingredients
inside the controller, i.e., the optimizer and the evaluator.
Their interactions with other components in Figure 6 are
as follows:
• Evaluator: The duty of the evaluator is to measure the
performance of the learning tools with configurations
provided by the optimizer. After that, it generates feed-
backs to the optimizer. Usually, to measure the perfor-
mance of learning tools with given configuration, the
evaluator needs to train a model based on the input data,
which can be time-consuming. However, the evaluator
can also directly estimate the performance based on
external knowledge, which mimics humans’ experience.
Such estimation is very fast but may be inaccurate. Thus,
for the evaluator, it needs to be efficient but also accurate
in measuring the performance of configurations.
• Optimizer: Then, for the optimizer, its duty is to update or
generate configurations for learning tools. The search space
of the optimizer is determined by the targeted learning
process, and new configurations are expected to have bet-
ter performance than previous ones. However, feedbacks
offered by the evaluator are not necessarily required or
exploited by the optimizer. This depends on which type
of the optimizer we are utilizing. Finally, the optimizer
should be chosen based on the learning process and
corresponding search space, as the latter determines the
applicability of different optimization methods. We also
wish the structure of the search space can be simple and
compact so that more generic and efficient optimization
methods can be employed.
As we will see, this framework is general enough to
cover nearly all existing works (e.g. [7], [9], [11], [12], [22],
[39], [40], [41], [42], [43], [44], [45], [46], just to name a few).
In Section 7, we provide more detailed examples demon-
strating how the it can cover existing works. Furthermore,
this framework is also precise enough to help us setup
taxonomies for AutoML approaches (Section 2.3), and it
gives insight to the future direction of AutoML (Section 8.3).
2.3 Taxonomies of AutoML Approaches
In this section, we give taxonomies of existing AutoML
approaches based on what and how to automate.
2.3.1 “What to automate”: by problem setup
The choice of learning tools inspires the taxonomy based on
problem setup in Figure 5(a), this defines “what” we want to
make automated by AutoML. Basically, for general learning
problems, we need to do feature engineering, model selec-
tion and optimization algorithm selection. These three parts
together make up the full scope of general machine learning
applications (Figure 1). We also list NAS there as a very
important and special case. The reason is that NAS targets
at deep models, where features, models and algorithms
are configured simultaneously. The focus and challenges of
AutoML problem under each setup are detailed in Section 3.
2.3.2 “How to automate”: by techniques
Figure 5(b) presents the taxonomy by AutoML techniques.
These are the techniques used for the controller, and cate-
gorize “how” we solve an AutoML problem. In general, we
divide existing techniques into basic and experienced ones:
• Basic techniques: As there are two ingredients, i.e., the op-
timizer and evaluator, in the controller, we categorize ba-
sic techniques based on which ingredient they operating
on. The optimizer focus on the searching and optimizing
configurations, and there are many methods can be used,
from simple methods as grid search and random search
[47] to more complex ones as reinforcement learning
[9] and automatic differentiation [48]. However, for the
evaluator, which mainly measures the performance of
learning tools with current configurations by determine
their parameters, there are not many methods can be
taken as basic ones.
• Experienced techniques: Experienced techniques learn and
accumulate knowledge from past searches or external
data. They usually need to be combined with basic tech-
niques and enhance the optimizer and/or evaluator in
6problem setup
feature engineering
model selection
algorithm selection
neural architecture 
search
full scope: general case
full scope: deep learning
(a) “What to automate”: by problem setup.
simple search approaches
optimization from samples
gradient descent
optimizer: optimization & search
evaluator: performance evaluation
basic evaluation strategies
basic
experienced
meta-learning
transfer learning
techiniques
(b) “How to automate”: by techniques.
Fig. 5. AutoML approaches taxonomies by problem setup and techniques, which is inspired by the proposed framework in Figure 6. Taxonomy by
problem setup depends on which learning tools we used, it clarifies “what” we want to make automated; taxonomy by techniques depends on the
how we want to solve AutoML problems. Specifically, feature engineering, model selection and optimization algorithm selection together make up
the full scope of general machine learning applications (Figure 1).
optimizer
evaluator
AutoML controller
configurationfeedback
learning process
feature, model, algorithm
learning tools
determine
search space
measure
performance
Fig. 6. Basic framework for how existing approaches solving AutoML
problem. The dashed line (feedback) inside the controller, which de-
pends on what techniques are used for the optimizer, is not a must.
various manners. Generally, there are two main methods
popularly used in AutoML, i.e., meta-learning [29], [49]
and transfer learning [31].
Note that, as E, T and P are also involved in the
AutoML’s definition (Definition 2), taxonomies of machine
learning, e.g., supervised learning, semi-supervised learning
and unsupervised learning, can also be applied for AutoML.
However, they do not necessarily connect with removing
human assistance in finding configurations (Figure 4). Thus,
taxonomies here are done based on the proposed framework
in Figure 6 instead. Finally, we focus on supervised AutoML
approaches in this survey as all existing works for AutoML
are supervised ones.
2.3.3 Workflow based on Taxonomies
In the sequel, basic techniques and core issues they need to
solve are introduced in Section 4 and 5 for the optimizer and
evaluator respectively. After that experienced techniques are
described in Section 6. The working flow of designing an
AutoML approach is summarized in Figure 7, which also
acts a a guidance through this survey.
setup
figure out configurations,
determine search space
Section 3
optimizer
find basic methods for 
the optimizer
evaluator
find basic methods for 
the evaluator
Section 4
Section 5
experienced
techniques
further improve
performance and efficiency
Section 6
AutoML controller
problem setup techniques
Fig. 7. Working flow of designing AutoML approaches based on the
proposed framework (Figure 6) and taxonomies.
3 PROBLEM SETTINGS
In this section, we give details on categorization based on
problem setup (Figure 5(a)). Basically, it clarifies what to be
automated. AutoML approaches do not necessarily cover
the full machine learning pipeline in Figure 1, they can also
focus on some parts of the learning process. In order to
setup an AutoML problem, common questions that should
be asked are:
Remark 3.1. Three important questions to setup an AutoML
problem are
(A). What learning process we want to focus on?
(B). What learning tools can be designed and used?
(C). What are resultant corresponding configurations?
By answering these questions we can define the search
space for an AutoML approach. Table 3 gives an overview
on how the focused learning process changes the search
space. In the sequel, we briefly summarize existing learning
tools for each setup and what are the corresponding search
space.
7TABLE 3
The taxonomy of existing AutoML approaches by problem setup. For each setup, we need to select or design some learning tools, and then figure
out the resulting configurations (see Remark 3.1).
learning process learning tools search space examples
feature engineering (subsequent) classifiers feature sets [11], [12], [50], [51], [52]
feature enhancing methods and
their hyper-parameters [7], [8], [39]
model selection classifiers classifiers and theirhyper-parameters [7], [39], [42], [53], [54]
optimization algorithm selection classifiers algorithms and theirhyper-parameters [43], [55], [56], [57], [58]
full scope general classifiers
an union of search space in feature,
model, and/or algorithm [7], [8], [23], [39]
neural architecture
search (NAS) neural networks network structures
[9], [22], [25], [45], [59], [60],
[61], [62], [63], [64], [65], [66]
3.1 Feature Engineering
The quality of features, perhaps, is the most important per-
spective for the performance of subsequent learning models
[1], [13]. Such importance is further verified by the success of
deep learning models, which can directly learn a represen-
tation of features from the original data [67]. The problem of
AutoML for feature engineering is to automatically construct
features from the data so that subsequent learning tools can have
good performance. The above goal can be further divided into
two sub-problems, i.e., creating features from the data and
enhance features’ discriminative ability.
However, the first problem heavily depends on applica-
tion scenarios and humans’ expertise, there are no common
or principled methods to create features from data. AutoML
only makes limited progress in this direction, we take it as
one future direction and discuss it in Section 8.3.1. For now,
we focus on feature enhancing methods.
3.1.1 Feature Enhancing Methods
In many cases, the original features from the data may
not be good enough, e.g., their dimensionality may be too
high or samples may not be discriminable in the feature
space [67]. Consequently, we may want to perform some
post-processing on these features to improve the learning
performance. Fortunately, while human assistance is still
required, there are common methods and principled ways
to enhance features. They are listed as follows:
• Dimension reduction: It is the process of reducing the
number of random variables under consideration by ob-
taining a set of principal variables. Dimension reduction
is useful when the features have great redundancy or
the feature dimensionality is too high. Techniques of this
kind can be divided into feature selection and feature
projection. Feature selection tries to select a subset of
features from the original ones, where popular methods
are greed search and lasso. Feature projection trans-
forms original features to a new low-dimensional space,
e.g., PCA [68], LDA [69], and recently developed auto-
encoders [70].
• Feature generation: Unexplored interactions among origi-
nal features, once discovered, may significantly improve
the learning performance. Feature generation is to con-
struct new features from the original ones based on some
pre-defined operations [11], [12], [50], [51], [52], [71],
[72], e.g., multiplication of two features, and standard
normalization.
• Feature encoding: The last category is feature encoding,
which re-interprets original features based on some dic-
tionaries learned from the data. Since the dictionary can
capture the collaborative representation in the training
data, training samples that are not discriminable in the
original space become separable in the new space. Popu-
lar examples of this kind are sparse coding [34] (and its
convolutional variants [73]) and local-linear coding [74].
Besides, kernel methods can also be considered as fea-
ture coding, where basis functions act as the dictionary.
However, kernel methods have to be used with SVM, and
basis functions are designed by hand and is not driven by
data.
While there are practical suggestions for using above
feature enhancing tools, when facing with a new task, we
still need to try and test.
3.1.2 Search Space
There are two types of search space for above feature en-
hancing tools. The first one is made up by hyper-parameters
of these tools, and configuration exactly refers to these
hyper-parameters [7], [8], [39]. It covers dimension reduc-
tion and feature encoding methods. For example, we need to
determine the dimension of features when employing PCA,
and the level of sparsity if sparse coding is used.
The second type of search space contains feature to be
generated and selected. It commonly considered in feature
generation, e.g., [11], [12], [50], [51], [52], [71], [72]. Basi-
cally, the search space is spanned by operations on original
features. One example of new feature generated from plus,
minus and times operations is shown in Figure 8. For these
methods, a configuration is a newly generated feature in the
search space.
3.2 Model Selection
Once features have been obtained, we need to find a model
to predict the labels. Models selection contains two com-
ponents, i.e., picking up some classifiers and setting their
corresponding hyper-parameters. In this AutoML setup ,
the task is to automatically select classifiers and set their hyper-
parameters so that good learning performance can be obtained.
8A B C D
A ✖  B - ( C + D )
+
✖ -
new feature
operations
original features
Fig. 8. An example of a newly generated feature (A × B − (C + D)),
which is based on plus (+), minus (−) and times (×) operations.
3.2.1 Classification Tools
Many classification tools have been proposed in the litera-
ture, e.g., tree classifiers, linear classifiers, kernel machines
and, more recently, deep networks. Each classifier has its
own strength and weakness in modeling underneath data
[1], [13]. Some out-of-the-box classifiers implemented in
scikit-learn are listed in Table 4. As can be seen, different
hyper-parameters are associated with each classifier. Tra-
ditionally, the choice among different classifiers and their
hyper-parameters are usually determined by human with
his/her experience in a trial-and-error manner.
TABLE 4
Example classifiers in Scikit-Learn and their hyper-parameters.
Generally, hyper-parameters can be (a) discrete, e.g., number of
neighbors in kNN, or (b) continuous. e.g., the value of penalty in logistic
regression.
number of hyper-parameters
total discrete continuous
AdaBoost 4 1 3
Bernoulli naive Bayes 2 1 1
decision tree 4 1 3
gradient boosting 6 0 6
kNN 3 2 1
linear SVM 4 2 2
kernel SVM 7 2 5
random forest 5 2 3
logistic regression 10 4 6
3.2.2 Search Space
In the context of model selection, the candidate classifiers
and their corresponding hyper-parameters make up the
search space. Figure 9 shows a hierarchical structure that
is commonly used to represent the search space [7], [8],
[39], [42], [53], [54]. The rationale behind this structure is
that we need to determine the hyper-parameters only if the
corresponding classifier is considered.
3.3 Optimization Algorithm Selection
The last and the most time consuming step of machine
learning is the model training, where optimization is usually
involved. For classical learning models, optimization is not
a concern, since they usually employs convex loss functions
and their performance obtained from various optimization
algorithms are nearly the same [75]. Hence, efficiency is the
main focus on the choice of optimization algorithm.
However, as the learning tools get increasingly more
complex, e.g. from SVM to deep networks, optimization
a configuration
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c: n_neighbors
d: leaf_size
c: class_weight
c: C
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d: loss
c: alpha
c: class_prior
d: binarize
d: fit_prior
Fig. 9. An illustration of the search space for model selection, where
KNN, linear SVM and Bernoulli naive Bayes classifiers are considered.
Hyper-parameters are derived based on Scikit-Learn, “c:” indicates that
the hyper-parameter is continuous while “d:” means that it is discrete. In
this figure, a configuration is made up by the selection of KNN classifier
and its values in corresponding hyper-parameters.
is not only the main consumer of computational budgets
but also has a great impact on the learning performance
[22], [76]. Consequently, the goal of algorithm selection is
to automatically find an optimization algorithm so that efficiency
and performance can be balanced.
3.3.1 Optimization Algorithms
For each learning tool, many algorithms can be used. Some
popularly approaches to minimize smooth objective func-
tions, like logistic regression, are summarized in Table 5.
While gradient descent (GD) does not involve extra param-
eters, it suffers from slow convergence and expensive per-
iteration complexity. Two popular variants of GD are limited
memory-BFGS (L-BFGS) and stochastic gradient descent
(SGD). The former is more expensive but converges faster
[77], while in the latter each iteration is very cheap but many
iterations are need before convergence [75].
TABLE 5
Some popular optimization algorithms for minimizing smooth
objectives. L-BFGS needs to select the length of stored gradient
(discrete); SGD needs to determine mini-batch size (discrete) and
step-size (e.g. η0/(1+λη0t)c where t is the number of iterations, η0, λ
and c are continuous hyper-parameters [75]).
number of hyper-parameters
total discrete continuous
GD 0 0 0
L-BFGS 1 1 0
SGD 4 1 3
3.3.2 Search Space
Traditionally, both the choices of optimization algorithms
and their hyper-parameters are made by humans based on
their understanding of the learning tools and observations
of the training data. To automate algorithm selection, the
search space is determined by configurations of optimiza-
tion algorithms, which contains the choice of optimization
algorithms and the values of their hyper-parameters, e.g,
[55], [56], [57], [58]. There is also naturally a hierarchy in
such search space, which is similar to that shown in Figure 9,
9as hyper-parameters of an algorithm will be considered only
when the corresponding algorithm is selected.
3.4 Full Scope
In the this section, we discuss the full pipeline in Figure 1.
There are generally two classes of full-scope AutoML ap-
proaches.
• The first one is general case. The learning process consid-
ered in this case is a combination of feature engineering,
model selection and algorithm selection. The resulting
search space is also an union of previous ones discussed
in Section 3.1-3.3, as has been considered in [7], [8], [39],
[42], [78] already.
• The second one is NAS, which targets at searching good
deep network architectures that suit the learning prob-
lem. There are three main reasons why we discuss it in
parallel with the full scope. First, NAS itself is currently
an extremely hot research topic under which many pa-
pers have been published, i.e., [9], [22], [25], [26], [45],
[59], [60], [61], [62], [63], [64], [65], [66], [79] and etc.
The second reason is that the application domain for
deep networks is relative clear, i.e., the domain of learn-
ing from low-semantic-level data such as image pixels.
Finally, since the application domain is clear, domain-
specific network architectures can fulfill the learning
purpose, where feature engineering and model selection
are both done by NAS.
3.4.1 Network Architecture Search (NAS)
Before describing the search space of NAS, let us look at
what is a typical architecture of a convolutional neural
network (CNN). As shown in Figure 10, basically, CNN is
mainly made up by two parts, i.e., a series of convolutional
layers and a fully connected layer in the last.
Fig. 10. A very typical CNN architecture, which contains filters, pooling
and jump connections (the image is from [80]).
The performance of a CNN is mostly influenced by the
design of convolutional layers [81], of which some common
design choices are listed in Figure 11. The search space is
made up by above design choices among all convolutional
layers, and one configuration for NAS is a point in such a
search space.
Among various DNN architectures, we focus on CNN in
this survey, but the presented idea can be similarly applied
for other architectures, such as long-short-term-memory [82]
and deep sparse networks [83].
• number of filters
• filter height
• filter width
• stride height
• stride width
• skip connections
Fig. 11. Some common design choices for one convolutional layer in a
CNN.
4 BASIC TECHNIQUES FOR OPTIMIZER
Once the search space is defined, as in the proposed frame-
work (Figure 6), we need to find an optimizer to guide the
search in the space. In this section, we discuss the basic
techniques for the optimizer.
Remark 4.1. Three important questions here are
(A). what kind of search space can the optimizer operate on?
(B). what kind of feedbacks it needs?
(C). how many configurations it needs to generate/update before
a good one can be found?
The first two questions determine which type of tech-
niques can be used for the optimizer, and the last one
clarifies the efficiency of techniques. While efficiency is a
major concern in AutoML (see Remark 2.1), in this section,
we do not categorize existing techniques based on it. This is
because the search space is so complex where convergence
rates for each technique are hard to analyze. We take it as
one future direction in Section 8.3.4.
At the same time, experienced techniques (Section 6) can
accelerate basic ones in various ways. Thus, in the sequel,
we divide those techniques into three categories, i.e., simple
search approaches, optimization from samples, and gradient
descent, based on the first two questions. An overview of the
comparison among these techniques are in Table 6.
4.1 Simple Search Approaches
Simple search is a naive search approach, they make no
assumptions about the search space. Each configuration
in the search space can be evaluated independently. Grid
search and random search are two common approaches.
• Grid search (brute-force): it is the most traditional way
of hyper-parameters tuning. To get the optimal hyper-
parameter setting, grid search have to enumerate every
possible configurations in the search space. Discretization
is necessary when the search space is continuous.
• Random search: it randomly samples configurations in
the search space. Random search empirically performs
better than brute-force grid search [47]. As shown in
Figure 12, random search can explore more on important
dimensions than grid search.
Simple search approaches gather the feedbacks from the
evaluator merely to keep track of the good configurations.
Because simple search does not exploit the knowledge
gained from the past evaluations, it is usually inefficient.
However, due to its simplicity, it is still popularly used in
AutoML.
4.2 Optimization from Samples
Optimization from samples [84] is a kind of smarter search
approach compared with simple ones in Section 4.1. It it-
eratively generates new configurations based on previously
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TABLE 6
Comparison of various techniques for the optimizer based on Remark 4.1. Multi-step means the configuration can be made up by a several
decision steps.
type method conti-nuous discrete
multi-
step example feedback in example
simple search
√ √ × [47] none
optimization evolutionary algorithm
√ √ × [15] performance on validation set
from samples Bayesian optimization
√ √ × [39] performance on validation set
reinforcement learning
√ √ √
[9] performance on validation set (reward)and a sequence of configurations (state)
gradient descent
√ × × [41] performance on validation set andgradients w.r.t hyper-parameters
greedy search × √ √ [10] performance on validation set
(a) Grid search. (b) Random search.
Fig. 12. Illustration of grid and random search with 9 trials in 2-D search
problem. This figure also illustrates that random search does more
exploration than grid search when the number of trials is same (the
image is from [47]).
evaluated samples. Thus, it is also generally more efficient
than simple search methods. Besides, it does not make
specific assumptions about the objective.
In the sequel, according to different optimization strate-
gies, we divide existing approaches into three categories,
i.e., heuristic search, model-based derivative-free optimiza-
tion, and reinforcement learning.
4.2.1 Heuristic Search
Heuristic search methods are often inspired by biologic
behaviors and phenomenons. They are widely used to solve
optimization problems that are non-convex, non-smooth, or
even non-continuous. The majority of them are population-
based optimization methods, and differences among them
are how to generate and select populations. The framework
of heuristic search is shown in Figure 13. The initialization
step generates the first population (a bunch of configura-
tions in AutoML). At each iteration, a new population is
generated based on the last one, and the fitness (perfor-
mances) of the individuals are evaluated. The core idea of
heuristic search is how to update the population.
Some popular heuristic search methods are listed as
follow:
• Particle swarm optimization (PSO) [53]: PSO is inspired
by the behavior of biological communities that exhibit
both individual and social behavior; examples of these
communities are flocks of birds, schools of fishes and
swarms of bees. Members of such societies share common
goals (e.g., finding food) that are realized by exploring
its environment while interacting among them. At each
iteration, the population is updated by moving towards
the best individuals. PSO optimizes by searching the
neighborhoods of the best samples. It has a few hyper-
parameters itself and can be easily parallelized. In such
way, PSO hopes to find the best position in search space.
• Evolutionary algorithms [85]: Evolutionary algorithms are
inspired by biological evolution. The generation step of
evolutionary algorithms contains crossover and muta-
tion. Crossover involves two different individuals (an-
cestors) from the last generation. It combines them in
some way to generate an new individual. In principal,
the more promising an individual is, the more likely is it
to be chosen as an ancestor. Mutation, on the other hand,
slightly changes an individual to generate a new one.
With crossover mainly to exploit and mutation mainly
to explore, the population is expected to evolve towards
better performance.
population
evaluated configurations
new population
new configurations
optimizer
generate new population
evaluator
evaluate new population
initialization
Fig. 13. Work flow of heuristic search. It is the population-based search
approach, and starts with a initialization process.
The above methods have been widely applied in Au-
toML. For example, evolutionary algorithms has been ap-
plied in feature selection and generation [50], [86], [87],
[88], [89], and model selection [90]. PSO has been used
for model selection [53], [91], feature selection for support
vector machine (SVM) [91], and hyper-parameter tuning
for deep networks [92]. While evolutionary algorithms have
already been used in NAS one decade ago [93], [94], [95], it is
only recently that better performance than human designed
architecture are achieved [15], [96], [97], [98]. In these works,
network structures are encoded with binary strings, on
which the evolutionary operations are performed.
4.2.2 Model-Based Derivative-Free Optimization
The general framework of model-based derivative-free op-
timization is showed in Figure 14. It is different from the
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heuristic search in sense that model-based optimization
builds a model based on visited samples. Full utilization
of feedbacks from the evaluator helps it generate more
promising new samples. The popular methods of this kind
are Bayesian optimization, classification-based optimization
and optimistic optimization:
samples
evaluated configurations
new samples
new configurations
evaluator
evaluate new configuration
model-based
optimizer
generate new configuration
initialization
Fig. 14. Work flow of model-based derivative-free optimization. It is
different from the heuristic search. The most important component of
model-based optimization is the model built on previous samples.
• Bayesian optimization [99], [100], [101]: Bayesian optimiza-
tion builds a probabilistic model, e.g., Gaussian pro-
cess [102], [103], tree-based model [104], [105], or deep
network [106], that maps the configurations to their
performance with uncertainty. Then, it defines an ac-
quisition function based on the probabilistic model, e.g.,
expected improvement, upper confidence bounds, to bal-
ance exploration and exploitation during search. At each
iteration, a new sample is generated by optimizing the
acquisition function, and used to update the probabilistic
model once it is evaluated.
• Classification-based optimization (CBO) [44], [107], [108]:
Based on previous samples, classification-based opti-
mization learns a classifier that divides the search space
into positive and negative areas. Then, new samples are
randomly generated in the positive area where it is more
likely to get better configurations. The learned classifiers
can be very simple, which produce decision boundary
in parallel with coordinates of the search space. Thus,
classification-based optimization is usually very efficient.
• Simultaneous Optimistic optimization (SOO) [109], [110]:
SOO is a branch-and-bound optimization algorithm. A
tree structure is built on the search space where each leaf
node bounds a sub area. SOO deeply explores the search
space by expanding leaf nodes according to some strate-
gies. Trough the tree model, SOO can balance exploration
and exploitation to find the global optimum when the ob-
jective function is local-Lipschitz continuous [110]. But it
also suffers from the curse of dimensionality because the
tree grows extremely complicated when dimensionality
the search space is high.
Due to its long history and sound theoretical justifi-
cation, Bayesian optimization is perhaps the most popu-
larly used method in this category. Early attempts include
[99], [102], [111], [112], which have shown a promising
performance of Bayesian optimization for hyper-parameter
tuning. Later on, it has been applied in sklearn [7], [113]
and Weka [8], [39] for automatic configuration of out-of-
box classifiers. More recently, CBO has been developed
as a better method than Bayesian optimization for hyper-
parameter tuning [44] and policy search [107].
4.2.3 Reinforcement Learning
Reinforcement learning (RL) [114] is a very general and
strong optimization framework, which can solve problems
with delayed feedbacks. Figure 15 illustrates its general
framework when used in AutoML. Basically, the policy in
RL acts as the optimizer, and its actual performance in the
environment is measured by the evaluator. However, unlike
previous methods, the feedbacks (i.e., reward and state) do
not need to be immediately returned once an action is taken.
They can be returned after performing a sequence of actions.
action
candidate decisions
reward
evaluation results
new state
select new decision 
based on evaluations
policy
optimizer: generate 
candidate decisions
environment
evaluator: estimate the 
delayed reward and 
update state
feedbacks
current state
uncompleted configuration
Fig. 15. Workflow of reinforcement learning. It is different from heuristic
search and model-based derivative-free optimization as feedbacks need
not be immediately returned for receiving a configuration.
Resulting from the above-mentioned unique property,
RL is recently used in NAS [9], [16]. The reason is that
CNN can be built layer-by-layer, and the design of one layer
can be seen as one action given by the optimizer. However,
the performance of an architecture can only be evaluated
after its whole structure is composed, which implies a
delayed reward. Thus, the iterative architecture generation
naturally follows the property of RL (see details in Sec-
tion 7.2). However, due to the delayed feedbacks, AutoML
with reinforcement learning is highly source-consuming,
and more efficient methods needs to be explored. Some
current endeavors addressing this problems are learning
transferable architectures from smaller data sets [23], and
cutting the search space by sharing parameter [115], [116].
Besides, a special case of RL, i.e., bandit-based approach,
where rewards are returned for each action without a delay,
is introduced to AutoML for hyper-parameter optimization
[117], [118]. Finally, RL has also been used for optimization
algorithms search [22], automated feature selection [119],
and training data selection in active learning [120].
4.3 Gradient descent
Optimization problems of AutoML is very complex, and the
objective is usually not differentiable or even not continu-
ous. Thus, gradient descent is not as popular as methods in
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Section 4.2. However, focusing on some differentiable loss
function [121], e.g., squared loss and logistic loss, continu-
ous hyper-parameters can be optimized by gradient descent.
Compared with above methods, gradients offer the most
accurate information where better configurations locates.
Unlike traditional optimization problems whose gradi-
ents can be explicitly derived from the objective, in AutoML
problems, the gradients need to be numerically computed.
Usually, this can be done with finite differentiation meth-
ods [121] but at high costs. For some traditional machine
learning methods, e.g., logistic regression and SVM, the ap-
proximate gradient is proposed to search continuous hyper-
parameters [122]. The computation of exact gradients relies
on the convergence of model training. Through inexact gra-
dient, hyper-parameters can be updated before the model
training converges, which makes gradient descent method
more efficient.
Another way to compute gradients is through reversible
learning (also named as automatic differentiation) [48]. It
computes gradients with chain-rule, which is also used in
the back-propagation process of network training. It has
been applied in deep learning hyper-parameter search [41],
[123].
4.4 Greedy search
Greedy search is a natural strategy to solve multi-step
decision-making problem. It follows a heuristic that makes
locally optimal decision at each step with the intent of
finding a global optimum. For example, in travel salesman
problem, greedy search selects to visit the nearest city at
each step of the journey. Greedy search cannot find the
global optimum, but it can usually find a local optimum
which approximates the global optimum in a reasonable
time cost. Besides, such good empirical performance is
also theoretically justified in many applications, e.g., feature
selection [124] and submodular optimization [125].
candidate
decisions
optimizer
generate candidate 
decisions
evaluator
evaluate candidate 
decisions
new decision
selected according to  
evaluation results
past decisions
uncompleted configuration
Fig. 16. Workflow of greedy search. It targets at multi-step decision
problems, where a local optimal decision is made at each step.
Multi-step decision-making problems are also com-
monly encountered in AutoML. For example, in NAS prob-
lem, the architecture for each layer needs to be decided,
and greedy search is applied in [24] for multi-attribute
learning problems; greedy search is also employed in [10],
[116] to search block structures within a cell, which is later
used to construct a full CNN. Besides, in feature generation
problems where the search space can be prohibitively large,
greedy search is recently considered in [11], [12] to generate
more discriminative features with original ones.
4.5 Other techniques
Finally, there are some techniques that do not fall into
above categories. They are usually developed case-by-case.
Currently, a popular one is to change the landscape of the
search space so that more powerful optimization techniques
can be used. For example, in NAS, as the configuration space
is discrete soft-max is used in [46] to change the search space
to a continuous one, which enables the usage of gradient
descent instead of RL; an encoder-decoder framework is
used in [126], which also maps discrete configurations into
a continuous search space.
5 BASIC TECHNIQUES FOR EVALUATOR
In Section 4, we discussed how to choose a proper basic
technique for the optimizer. In this section, we will visit
techniques for another component, i.e., the evaluator in
Figure 6. Once a candidate configuration is generated, the
evaluator needs to measure its performance. This process is
usually very time-consuming as it involves model training
for most of the times.
Remark 5.1. Three important questions to determine the basic
technique for the evaluator are:
(A). Can the technique provide fast evaluation?
(B). Can the technique provide accurate evaluation?
(C). What feedbacks need to be provided by the evaluator?
As illustrated in Figure 17, there is usually a trade-off be-
tween the focus of questions (A) and (B) as faster evaluation
usually leads to degraded result, i.e., with lower accuracy
but larger variance. The last question in Remark 5.1 is a de-
sign choice, it also depends on choices of the optimizer. For
example, as shown in Table 6, while Bayesian optimization
only requires the performance, gradient descent methods in
addition need gradient information.
Fig. 17. The trade off between evaluation’s accuracy and time, where DE
denotes direct evaluation (see Section 5.1) and both time and accuracy
are measured relatively to that of DE. The gray lines indicate variance in
accuracy obtained.
5.1 Techniques
Unlike the optimizer, the evaluator seldom cares about the
search space of configurations. Since the majority of opti-
mizers generate candidates that can be directly applied on
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learning tools, the most simple and straightforward way to
evaluate them is to learn the model parameters and estimate
the performance:
• Direct evaluation: This is the simplest method, where
the model parameters are learned on the training set,
and the performance is measured on the validation set
afterwards. Direct evaluation is often accurate but expen-
sive.
In AutoML problems, usually, many candidate configu-
rations will be generated and evaluated. The direct evalua-
tion approach, though very accurate, is usually prohibitively
expensive to be invoked repeatedly. Consequently, some
other methods have been proposed for acceleration by trad-
ing evaluation accuracy for efficiency:
• Sub-sampling: As the training time depends heavily on the
amount of training data, an intuitive method to accelerate
evaluation is to train parameters with a subset of the
training data. This can be done by either using a subset of
samples, a subset of features or multi-fidelity evaluations
[127]. In general, the less training data is used, the faster
and more noisy will be the evaluation.
• Early stop: In classical machine learning, early stop is
a popular method to prevent over-fitting. However, in
the context of AutoML, it is usually used to cut down
the training time for unpromising configurations. Such
configurations can usually be easily identified at the
early stage of model training, with their performance
monitored on the validation set [65], [105], [128], [129]. If
a poor early-stage performance is observed, the evaluator
can terminate the training and report a low performance
to indicate that the candidate is unpromising. Early stop
cuts down the total running time of AutoML, but also
introduces noise and bias to the estimation as some
configurations with bad early-stage performance may
eventually turn out to be good after sufficient training.
• Parameter reusing: Another technique is to use parame-
ters, of the trained models in previous evaluations, to
warm-start the model training for the current evaluation.
Intuitively, parameters learned with similar configura-
tions can be close with each other. For a candidate that is
close to previously evaluated configurations, parameters
of the latter can be a good start point for training and may
lead to faster convergence and better performance. In
such cases, parameter reusing can be very helpful [130].
However, as different start points may lead convergence
to different local optima, it sometimes brings bias in the
evaluation [131]. Parameter reusing can be considered as
one of the most straightforward applications of transfer
learning, which will be further discussed in Section 6.2.
• Surrogate evaluator: For configurations that can be readily
quantized, one straightforward method to cut down the
evaluation cost is to build a model that predicts the
performance of given configurations, with experience of
past evaluations [10], [43], [59], [129], [132], [133]. These
models, serving as surrogate evaluators, spare the com-
putationally expensive model training, and significantly
accelerate AutoML. Surrogate evaluators can predict not
only the performance of learning tools, but also the train-
ing time and model parameters. However, their appli-
cation scope is limited to hyper-parameter optimization
since other kinds of configurations are often hard to
quantize, which hinders surrogate model training. In Sec-
tion 6.1, we will introduce meta-learning techniques that
are promising to address this problem. Finally, it should
be noted that, while surrogate models are also used in
sampled-based optimization techniques (Section 4.2.2),
they do not act as surrogate evaluators, but are used to
generate potentially promising configurations.
Direct evaluation, due to its simplicity and reliability, is
perhaps the most commonly used basic evaluator technique
in AutoML. Sub-sampling, early stop, parameter reusing,
and surrogate evaluator, enhance Direct evaluation in various
directions, and they can be combined for faster and more
accurate evaluation. However, the effectiveness and effi-
ciency of these techniques depend on the AutoML problem
and data, and it is hard to quantitatively analyze their
improvement over Direct evaluation.
While the basic techniques for evaluators are seemingly
much fewer than those for optimizers, it does not make the
evaluator less important. In fact, the accuracy and efficiency
of the evaluator have a great impact on both the quality of
the final result and the runtime of the AutoML program. In
order to make evaluators more powerful, various techniques
based on, e.g., meta-learning and transfer learning have
been introduced to AutoML. They will be discussed in
Section 6.
6 EXPERIENCED TECHNIQUES
In Section 2.2, we discussed the general framework to
automatically construct learning tools for given learning
problems. The framework highlights a search procedure that
comprises configuration generation and evaluation. In this
section, we review experienced techniques that can improve
the efficiency and performance of AutoML, by putting them
into our proposed framework. Two major topics of this
section are: 1) meta-learning, where meta-knowledge about
learning is extracted and meta-learner is trained to guide
learning; 2) transfer learning, where transferable knowledge
is brought from past experiences to help upcoming learning.
Remark 6.1. It should be noted that the scope of meta-learning
overlaps with that of transfer learning since they all aim to exploit
experience gained from past learning practices. Besides, there are
no unified definitions of meta-learning and some researchers also
take transfer learning as a special case of meta-learning [29], [49],
[134]. The discussion on the intrinsic similarities and differences
between meta-learning and transfer learning is beyond the scope
of this survey. Here, we distinguish them with the following
criterion: an approach is a meta-learning one if it extracts meta-
knowledge about learning problems and tools (e.g., meta-features
and performance) from past learning and trains a meta-learner to
facilitate the future; otherwise, it is a transfer learning approach
if it directly uses the final or intermediate results (e.g., best con-
figuration, or surrogate model) of past learning. Please compare
Figure 18 and 19.
6.1 Meta-Learning
Meta-learning in general learns how specific learning tools
perform on given problem from past experiences, with the
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TABLE 7
The required meta-knowledge and meta-learners for different purposes (in existing literature).
application
meta-knowledge
(extracted from past experience)
meta-learner
(applied on upcoming problems) examples
learning
problem learning tool other input output
configuration
evaluation
model
evaluation
meta-
features of
data
meta-features
of models
(optional)
performance, or
applicability, or
ranking of models
meta-features of
data and models
performance,
or
applicability,
or ranking of
models
[57], [135],
[136]
general
configuration
evaluation
meta-
features of
data
(optional)
configura-
tions, or
meta-features
of configura-
tions
(optional)
performance of
configurations
meta-features of
data, and
configurations
or meta-features
of
configurations
performance
of configura-
tions
[11], [137]
configuration
generation
promising
configuration
generation
meta-
features of
data
-
well-performing
configurations or
generation strategy
meta-features of
data
promising
configura-
tions or
generation
strategy
[138],
[139], [140]
warm-
starting
configuration
generation
meta-
features of
data
- well-performingconfigurations
meta-features of
data
promising
initial config-
urations
[141],
[142], [143]
search space
refining -
configura-
tions
importance of
configurations, or
promising search
regions
configurations
of learning tools
refined search
space
[144],
[145], [146]
dynamic
configuration
adaptation
concept drift
detection
statistics of
data, or
attributes
-
indicator (whether
concept drift
presented,
optional)
statistics of data,
or attributes
indicator, or
indicating
attributes
[147],
[148]
dynamic
configuration
adaptation
meta-
features of
data
- well-performingconfigurations
meta-features of
current data
promising
configuration
[149],
[150], [151]
aim to recommend or construct promising learning tools
for upcoming problems. Meta-learning is closely related to
AutoML since they share same objectives of study, namely
the learning tools and learning problem. In this section,
we will first briefly introduce the general framework of
meta-learning and explain why and how meta-learning
can help AutoML. Then, we review existing meta-learning
techniques by categorizing them into three general classes
based on their applications in AutoML: 1) meta-learning
for configuration evaluation (for the evaluator); 2) meta-
learning for configuration generation (for the optimizer);
and 3) meta-learning for dynamic configuration adaptation.
6.1.1 General Meta-Learning Framework
Meta-learning satisfies the definition of machine learning
(Definition 1). It is, however, significantly different from
classical machine learning since it aims at totally different
tasks and, consequently, learns from different experiences.
Table 8 provides an analogy between meta-learning and
classical machine learning, indicating both their similarities
and differences.
Like classical machine learning, meta-learning is
achieved by extracting knowledge from experience, training
learners based on the knowledge, and applying the learners
on upcoming problems. Figure 18 illustrates the general
framework of meta-learning. First, learning problems and
tools are characterized. Such characteristics (e.g., statistical
properties of the data set, hyper-parameters of learning
tools) are often named meta-features, as thoroughly re-
TABLE 8
Comparison between meta-learning and classical machine learning.
classical machine
learning meta-learning
tasks
to learn and use
knowledge about
instances
to learn and use knowledge
about learning problems
and tools
experiences about instances about learning problemsand tools
method to train learners with experiences and
apply them on future tasks
viewed in [28], [29], [135]. Then, meta-knowledge is ex-
tracted from past experiences. In addition to meta-features,
empirical knowledge about the goal of meta-learning, such
as performance of learning tools or the promising tools
for specific problems, is also required. Afterwards, meta-
learners are trained with the meta-knowledge. Most existing
machine learning techniques, as well as simple statisti-
cal methods, can serve to generate the meta-learners. The
trained meta-learner can be applied on upcoming, charac-
terized learning problems to make predictions of interest.
Meta-learning helps AutoML, on the one hand, by char-
acterizing learning problems and tools [29], [152]. Such char-
acteristics can reveal important information about the prob-
lems and tools, for example, whether there are concept drift
in the data [150], [151], or whether a model is compatible
for particular machine learning tasks [153], [154]. Further-
more, with these characteristic, similarities among different
tasks and tools can be evaluated, which enables knowledge
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Fig. 18. The general framework of meta-learning techniques in AutoML.
reuse and transfer between different problems. A simple
but widely-used approach is to recommend configuration
for a new task using the empirically best configuration in a
neighborhood of this task in the meta-feature space [141],
[142], [143], [155]. On the other hand, the meta-learner
encodes past experience and acts as a guidance to solve
future problems. Once trained, the meta-learners can fast
evaluate configurations of learning tools, sparing the com-
putational expensive training and evaluation of models [11],
[57], [135], [136], [137]. They can also generate promising
configurations, which can directly specify a learning tool or
serve as good initialization of the search [141], [142], [143], or
suggest effective search strategies [52]. Hence, meta-learning
can greatly improve the efficiency of AutoML approaches.
In order to apply meta-learning in AutoML, we need
to figure out the purpose of meta-learning, and the corre-
sponding meta-knowledge and meta-learners, as noted in
Remark 6.2.
Remark 6.2. To apply meta-learning in AutoML, we should
determine:
(A). what is the purpose to apply meta-learning?
(B). what meta-knowledge should be extracted to achieve the
purpose?
(C). what meta-learners should be trained to achieve the pur-
pose?
Table 7 summarizes the meta-knowledge and meta-
learners that should be extracted and trained for different
purposes, according to existing works in the literature.
6.1.2 Configuration Evaluation
The most computation-intensive step in AutoML is config-
uration evaluation, due to the cost of model training and
validation. Meta-learners can be trained as surrogate evalu-
ators to predict performances, applicabilities, or ranking of
configurations. We summarize representative applications
of meta-learning in configuration evaluation as follow:
• Model evaluation: The task is to predict, given a learn-
ing problem, whether or how a class of machine learn-
ing models is applicable so that the most suitable and
promising configuration can be identified. The meta-
knowledge includes the meta-features of learning prob-
lems and the empirical performance of different models,
and optionally the meta-features of models. The meta-
learner is trained to map the meta-features to the per-
formance [55], [154], [156], applicability [153], [157]2, or
ranking [158], [159], [160], [161] of models. More recent
research on this topic include active testing [136], [162],
runtime prediction [57], [163], and more sophisticated
measurements for models [164], [165]. A more complete
review of on this topic can be found in [135].
• General configuration evaluation: The evaluation for other
kinds of configurations can equip meta-learning in simi-
lar ways: in ExploreKit [11], ranking classifiers are trained
to rank candidate features; in [137], meta-regressor is
trained to score kernel widths as hyper-parameters for
SVM.
In short, with the purpose to accelerate configuration
evaluation, meta-learners are trained to predict the perfor-
mance or suitability of configurations. When used in the
configuration generation procedure, such meta-learners can
significantly cut down the number of actual model training.
Furthermore, in the configuration selection setting [135],
[149], where all possible choices have been enumerated,
best configurations can be directly selected according to the
scores and rankings predicted by the meta-learner.
6.1.3 Configuration Generation
Meta-learning can also facilitate configuration generation by
learning, e.g., configurations for specific learning problems,
strategies to generate or select configurations, or refined
search spaces. These approaches, in general, can improve
the efficiency of AutoML:
• Promising configuration generation: The purpose is to di-
rectly generate well-performing configurations for given
learning problem. For this purpose, meta-knowledge
indicating the empirically good configurations are ex-
tracted, and the meta-learner take the characteristics of
learning problem as input and predict promising config-
urations, such as kernel [138], adaptive network archi-
tectures [139], [140]. Additionally, it is also possible to
learn promising configuration generation strategies. For
example, in [52], the authors trained a meta-learner that
predicts useful feature transformations.
• Warm-starting configuration generation: Meta-knowledge
utilized in promising configuration generation can also be
exploited to better initialize configuration search. The
basic approach is, given a new learning task, to iden-
tify the past tasks that are closest to it in the meta-
feature space, and use their best-performing configura-
tions to initialize search. Most work of this kind focus
on hyper-parameter tuning, with particle swarm opti-
mization [141], [155], evolutionary algorithm [142], or
Bayesian optimization [7], [143], [166], [167].
• Search space refining: Meta-learning can accelerate con-
figration search by refining the search space. Existing
2. Literally, applicability indicates whether a machine learning model
is useful (to perform well) for a given problem [153]. Better performance
means higher applicability.
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works of this line make effort to evaluate the importance
of configurations [144], [146], [168], or identify promising
regions in the search space [145].
6.1.4 Dynamic Configuration Adaptation
So far we have focused on the difference among different
learning problems and tools, which raises the need of Au-
toML. However, in the real life, the data distribution varies
even in a single data set, especially in data streams. Such
change in data distribution is often termed as “concept
drift”. In classical machine learning practices, concept drift
is often priorly assumed or posteriorly detected, followed
by specific design so that the learning tool can adapt to such
drift. Meta-learning can help to automate this procedure by
detecting concept drift and dynamically adapting learning
tools to it:
• Concept drift detection: With statistics of data or features,
we can detect if concept drift present in a learning prob-
lem. In [147], attributes that might provide contextual
clues, which indicate the changes in concept, are iden-
tified based on meta-learning. In [148], a non-parametric
approach is proposed to detect concept drift. A new class
of distance measures is designed to indicate changes
in data distribution, and concept drift is detected by
monitoring the changes of distribution in a data stream.
• Dynamic configuration adaptation: Once the concept drift is
detected, configuration adaptation can be carried out by
predicting the promising configurations for current part
of data [149], [150], [151]. Such approaches are similar to
those in promising configuration generation.
6.1.5 Summary
We have thus far reviewed major meta-learning techniques
in the context of AutoML. Meta-learning improves the per-
formance of AutoML by extracting useful knowledge from
past experiences. However, applying meta-learning requires
certain efforts, as will be discussed in Section 8.3.2.
6.2 Transfer Learning
Transfer learning, according to the definition in [31], tries
to improve the learning on target domain and learning
task, by using the knowledge from the source domain and
learning task. In the context of AutoML, the source and
target of transfer are either configuration generations or con-
figuration evaluations, where the former setting transfers
knowledge among AutoML practices and the latter transfers
knowledge inside an AutoML practice. On the other hand,
transferable knowledge that has been hitherto exploited in
AutoML is often the final or intermediate results of the
source configuration generation or evaluation, such as the
configurations or parameters of the learning tool [23], [64],
[81], [115], or the surrogate model trained during hyper-
parameter training [169], [170], [171]. Figure 19 illustrates
how transfer learning works in AutoML. Remark 6.3 points
out the key issues in applying transfer learning, and Ta-
ble 6.2 summarizes the different source, target, and transfer-
able knowledge involved in transfer learning in the existing
AutoML literature.
Remark 6.3. To apply transfer learning in AutoML, we need to
determine:
(A). what is the purpose of knowledge transfer?
(B). what are the source and target of knowledge transfer?
(C). what knowledge to be transfered?
source
transferable
knowledge
target
extract
apply
configuration
generation
configuration
generation
configuration
generation
configuration
generation
learned
models
learning tool
configurations
search
strategies
…
Fig. 19. An illustration of transfer learning in AutoML.
In the remaining of this section, we will review the
transfer learning techniques that have been employed to
help: 1) configuration generation (for the optimizer), and
2) configuration evaluation (for the evaluator).
6.2.1 Configuration Generation
In AutoML, the search for good configurations is often
computational expensive due to the costly evaluations and
extensive search spaces. Transfer learning has been ex-
ploited to reuse trained surrogate models or promising
search strategies from past AutoML search (source) and
improve the efficiency in current AutoML task (target):
• Surrogate model transfer: Bayesian optimization for hyper-
parameters suffers from the cold-start problem, as it is ex-
pensive to initialize the surrogate model from scratch for
every AutoML problem. Transfer learning techniques are
hence proposed to reuse the knowledge gained from past
experiences, by transferring the surrogate model [169],
[170] or its components such as kernel function [171]. A
more generalized case is hyper-parameter optimization
machine [173] where a transfer function incorporates the
loss function of previously visited learning tasks.
• Network cell transfer: Transfer learning is especially
widely-used in NAS due to the transferability of net-
works. In [23], [64], the NAS problem is converted to
searching for architecture building components, often
named as ‘cells’, that can be learned with low costs on
small data sets and transferred to larger ones.
It should be noted that multi-task learning, a topic
closely related to transfer learning, is also employed to help
configuration generation. In [112], Bayesian optimization
is accompanied with multi-task Gaussian process models
so that knowledge gained from past tuning tasks can be
transfered to warm-start search. In [174], a multi-task neural
AutoML controller is trained to learn hyper-parameters for
neural networks.
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TABLE 9
Different source, target and knowledge for transfer learning in AutoML (in existing literature).
applications source target knowledge example
configuration
generation
surrogate model
transfer
past hyper-parameter
optimization
current hyper-parameter
optimization
surrogate model, or
model components
[169], [170],
[171]
network cell transfer past networkarchitecture search
current network
architecture search network cells [23], [64]
configuration
evaluation
model parameter
transfer
past architecture
evaluation
current architecture
evaluation model parameter [81], [115]
function-preserving
transformation
past architecture
evaluation
current architecture
evaluation
the function represented
by the network
[25], [26],
[66], [172]
6.2.2 Configuration Evaluation
In the search for promising learning tools, a great num-
ber of candidate configurations need to be evaluated. In
common approaches, such evaluation involves expensive
model training. By transferring knowledge from previous
configuration evaluations, we can avoid training model
from scratch for the upcoming evaluations and significantly
improve the efficiency. Based on the well-recognized and
proven transferability of neural networks, transfer learning
techniques have been widely employed in NAS approaches
to accelerate the evaluation of candidate architectures:
• Model parameter transfer: The most straightforward
method is to transfer parameters from trained architec-
tures to initialize new ones. According to [81], initializing
network with transferred features layers, followed by
fine-tuning, brings improvement in deep neural network
performance. Following this idea, in [115], child networks
are forced to share weights so that the training costs can
be significantly reduced.
• Function-preserving transformation: Another line of re-
search focus on the function-preserving transformation,
first proposed in Net2Net [172] where new networks are
initialized to represent the same functionality of a given
trained model. This approach has been proven capable
to significantly accelerate the training of new network ar-
chitectures [25]. Additionally, function-preserving trans-
formation also inspires new strategies to explore the
network architecture space in recent approaches [26],
[66].
6.2.3 Summary
As we can observe, the applications of transfer learning in
AutoML is relatively limited. Most approaches focused on
the network architecture search problem, and the transfer-
ability of knowledge is not well addressed in an automatic
manner, which motivates the discussion in Section 8.3.2.
7 REPRESENTATIVE EXAMPLES
In this section, we revisit three examples mentioned in
Section 1, i.e., Auto-sklearn [7], NASNet [9] and ExploreKit
[11]. We will show in detail how these methods follow the
basic framework of AutoML proposed in Section 2.2.2.
7.1 Model Selection using Auto-sklearn
As each learning problem has its own preference over learn-
ing tools [1], suitable machine learning models should be
chosen specifically for each learning problem. Automated
model selection is a very typical application of AutoML
(Section 3.2). In the context of supervised classification, the
purpose is to automatically select best classifiers and setup
their hyper-parameters properly.
An representative example of automated model selection
approach is Auto-sklearn [7], which is built on Scikit-Learn
[14] package. Some widely used classifiers and their hyper-
parameters are listed in Table 4. In Auto-sklearn, model
selection is formulated as a CASH problem (Example 1),
which aims to minimize the validation loss with respect to
the model as well as its hyper-parameters and parameters.
Example 1 (CASH Problem [7], [39]). Let F = {F1, · · · , FR}
be a set of learning models, and each model has hyper-parameter
θj with domain Λj , Dtrain = {(x1, y1) , · · · , (xn, yn)}
be a training set which is split into K cross-validation
folds {D1train, · · · ,DKtrain} and {D1valid, · · · ,DKvalid} with Ditrain ∪
Divalid = Dtrain for i = 1, . . . ,K . Then, the Combined Algorithm
Selection and Hyper-parameter (CASH) optimization problem is
defined as
F ∗, θ∗=argmin
θ∈Λj
Fj∈F
1
K
K∑
i=1
min
w
L (Fj(w; θ),Ditrain,Divalid), (2)
where L (Fj(wj ; θj),Ditrain,Divalid) denotes the loss that Fj
achieves on Divalid with parameter wj , hyper-parameter θj and
training data Ditrain.
As discussed in Section 3.2.2, in the model selection
problem, a candidate configuration comprises a classifier
in Scikit-Learn and its hyper-parameters, and the search
space is spanned by configurations of this kind. However,
(2) is very hard to optimize. First, since there is no explicit
expression for the objective, we do not know its properties,
e.g., the degree of smoothness, which can be very helpful for
traditional optimization problems. In addition, the decision
variables, i.e., θ and Fj , may not even be continuous, e.g., θ
for kNN includes the number of nearest neighbors that is a
discrete variable. Finally, in order to estimate the validation
loss, we need to train the model Fj and update its parameter
wj , which is usually very expensive.
In [39], sequential model-based algorithm configuration
(SMAC) [105], a tree-based Bayesian optimization method,
was used as the optimizer to solve (2). Then, for the eval-
uator, the basic method, i.e., direct evaluation was used.
Besides, meta-learning was employed as the experienced
technique to get better initialization (i.e., warm-starting
configuration generation in Section 6.1.3). Finally, rather
than discarding models searched in the configuration space,
Auto-sklearn stores them and to use a post-processing
method to construct an ensemble of them. This automatic
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TABLE 10
Illustration of how examples Section 7 fall into the proposed framework in Figure 6. The “naive” means there is no special design in the evaluator,
the evaluation is directly done by optimizing parameters of learning tools on the training data.
example controller learning toolsoptimizer evaluator
Auto-sklearn [7] SMAC [105] algorithm (warm-startby meta-learning)
direct evaluation (train model parameter
with optimization algorithms) out-of-box classifiers
NASNet [9] recurrent neural networks (trainedwith REINFORCE algorithm [175])
direct evaluation (train child network
with stochastic gradient descent)
convolutional neural
networks
ExploreKit [11] greedy search algorithm classifiers trained with meta-features subsequent learningmodels
TABLE 11
Performance comparison between Auto-sklearn (ASK) and other 15 classifiers (C1-C15) within its configuration space. OpenML data sets (their
IDs are in the first column) are used and median balanced error (BER) are reported. BER of Auto-sklearn is obtained based on an ensemble of top
classifiers it searched in configuration space; and BERs of C1-C15 are obtained by fine-tuning each classifier separately. Bold number indicates
the best BER as well not those statistical significant ones.
ID ASK C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15
38 2.15 2.68 50.22 2.15 18.06 11.22 1.77 50.00 8.55 16.29 17.89 46.99 50.00 8.78 2.34 15.82
46 3.76 4.65 — 5.62 4.74 7.88 3.49 7.57 8.67 8.31 5.36 7.55 9.23 7.57 4.20 7.31
179 16.99 17.03 19.27 18.31 17.09 21.77 17.00 22.23 18.93 17.30 17.57 18.97 22.29 19.06 17.24 17.01
184 10.32 10.52 — 17.46 11.10 64.74 10.42 31.10 35.44 15.76 12.52 27.13 20.01 47.18 10.98 12.76
554 1.55 2.42 — 12.00 2.91 10.52 3.86 2.68 3.34 2.23 1.50 10.37 100.00 2.75 3.08 2.50
ensemble construction makes the final result more robust
against overfitting.
Table 11 (from Table 3 in [7]) shows the performance of
Auto-sklearn (denoted as “ASK”), where classifiers C1-15
denotes: Adaboost, Bernoulli naive Bayes, decision tree, ex-
treme random trees, Gaussian naive Bayes, gradient boost-
ing, KNN, LDA, linear SVM, kernel SVM, multinomial naive
Bayes, passive aggressive, QDA, random forest, and linear
classifier, respectively. As we can see, Auto-sklearn consis-
tently finds the best configuration in its search space, which
demonstrates the success of AutoML in model selection.
7.2 Reinforcement Learning for NAS (NASNet)
As mentioned in Section 1, since the success of AlexNet on
image classification of ImageNet data set [17], the design of
new neural architectures has become the main means to get
better predicting performance in the deep learning domain.
This raises the research interests in automatic searching
network architectures for given tasks [9], [15], [16].
Taking CNN as an example, the design choices for each
convolution layer are listed in Figure 11. A configuration
(architecture design) contains designs of all convolution
layers in a CNN, which leads to a very large search space.
The common approach is to build the architecture layer-by-
layer. As shown in Figure 20 one configuration in the NAS
problem is a sequence of design decisions. However, in a
CNN architecture, the effect of lower layer design depends
on those of higher ones [81], [130]. This makes the final
performance of the whole architecture a delayed reward.
Motived by such facts, RL is employed in NAS to search for
a optimal sequence of design decisions [16], [64]. Besides,
the direct evaluation is used in these works as the evaluator.
As RL is slow to converge, to make the search faster,
transfer learning, which is firstly used to cut the search
space into several blocks, was developed in [23], [64]; then, a
parameter sharing scheming is proposed in [115] to further
narrow down the search space; and greedy search has also
been considered as a replacement for RL [10], [116].
Fig. 20. An illustration of the multi-step decision process of generating a
configuration for one convolutional layer using recurrent neural network
(RNN) (the image is from [22]), where anchor point is used to deal with
skip connections.
Table 12 presents a comparison between human-
designed CNN and those searched by NAS. As can be
seen, through AutoML, CNN with less depth and fewer
parameters with comparable performance to that of state-
of-art CNN designed by humans.
TABLE 12
Comparison of some commonly used human-designed networks with
recently proposed NAS methods on CIFAR-10 data set. Parameters are
in millions and error are measured by top-1 accuracy (in percentage).
network depth parameters error
human- AlexNet [176] 5 0.4M 11.21%
designed VGG16 [19] 16 138M 6.44%
ResNet [3] 1001 10.2M 4.62%
DenseNet [21] 190 25.6M 3.46%
automated NASNet [9] 39 37.4M 3.65%
by NAS NASNet-A [23] — 27.6M 2.40%
Block-QNN [64] 22 39.8M 3.54%
ENAS [115] 20 4.6M 2.89%
PNAS [10] 15 3.2M 3.41%
7.3 Feature Construction using ExploreKit
One of the most representative works in automatic feature
construction is ExploreKit [11]. It aims to generate new
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features to improve the performance of the learning tools. In
this setting, a candidate configuration is a set of generated
features. Figure 21 shows the system architecture of Ex-
ploreKit. Its main body of the is an iterative process, where
each iteration comprises three steps, candidate feature gen-
eration, candidate feature ranking, candidate feature evalu-
ation and selection. It is by instinct a greedy search strategy
since the search space is extremely large. Additionally, meta-
learning techniques are employed in the ranking step to fast
estimate the usefulness of candidate features and accelerate
the subsequent evaluation step.
Fig. 21. The system architecture of ExploreKit (the image is from [11]).
The optimizer of ExploreKit employs a greed rule-based
strategy to explore the search space. At the candidate feature
generation step, new features are constructed by applying
operators on features that are already selected. Employed
operators include: 1) unary ones (e.g., discretization, nor-
malization), 2) binary ones (e.g., +, −, ×, ÷), and 3) higher-
order ones (e.g., GroupByThenMax, GroupByThenAvg). A pre-
determined enumerating procedure is invoked to apply
these operators on all selected features that are applicable to
generate candidates. In order to limit the size of candidate
feature set, generated features will not be reused to further
generate new candidates.
Since ExploreKit generates candidates exhaustively,
evaluating all these features may be computational in-
tractable. To address this issue, ahead of the evaluation
and selection step, ExploreKit uses meta-learning roughly
rank all candidate features. At this step, a ranking classifier,
trained with historical knowledge on feature engineering, is
used to fast identify promising candidates. In the evaluation
step that follows, features predicted more useful will be
considered first.
Finally, ExploreKit conducts more expensive and accu-
rate evaluations on the candidate features. Error reduction
on the validation set is used as the metric for feature
importance. Candidate features are evaluated successively
according to their ranking, and selected if their usefulness
surpass a threshold. This procedure terminates if enough
improvement is achieved. The selected features will be used
to generate new candidates in the following iterations.
TABLE 13
Experimental results of ExploreKit [11] on ten representative data sets.
This table reports the percentage of error reduction brought by the
features generated with ExploreKit. Three base machine learning
models are considered, namely decision tree (DT), support vector
machine (SVM), and random forest (RF).
data set DT SVM RF
CPU act 23.2% 23.6% 13.9%
CPU small 26% 25.1% 13.6%
Delta elevators 24.1% 0.8% 7.6%
Mammography 47.51% 45.7% 40.6%
Ailerons 30.5% 2.4% 49.6%
Web Data 1.7% 10.3% 0.27%
Bank marketing 29.5% 10.3% 31.4%
Vehicle IT 1.6% 10.6% 1.3%
Vehicle Norm 11.4% 10.9% 9.4%
Poker 57.5% 8.34% 13.2%
Average
(Median)
25.3%
(25.1%)
14.8%
(10.5%)
18.1%
(13.4%)
Table 13 presents the improvement ExploreKit achieves
on ten representative data sets. The performance of the
generated features depends on the data set and the base
classifier, and some encouraging results have been observed.
8 SUMMARY
In this section, we first review the history of AutoML
(Section 8.1), then briefly summarize how its current status
in the academy and industry (Section 8.2), finally discuss its
future works (Section 8.3).
8.1 A Brief History of AutoML
As mentioned in Section 1, the idea of AutoML emerged
long before it was formally proposed as a new concept
in Auto-weka [39] and ICML-2014’s AutoML workshop
[177]. Besides, automation of different learning processes
in AutoML, i.e., feature engineering, model selection and
algorithm selection, as shown in Figure 1, has also been in-
dividually visited by many researchers in fields of machine
learning, data mining and artificial intelligence. However,
AutoML only becomes practical and a big focus recently,
due to the big data, the increasing computation of modern
computers, and of course, the great demand of machine
learning application.
On the feature level, feature selection is a traditional
topic in machine learning, it tries to automatically remove
unnecessary features making learning models simpler and
more interpretable [178]. Many methods have been pro-
posed and Lasso [179] is a landmark of them. Dimension
reduction methods, such as PCA [68] and LDA [69], have
also been popularly used to deal with high-dimensional fea-
tures. These methods tries to find a better representation for
the input data. However, the size of the reduced dimension
needs human specifications. During 1990s, many attempts
were done to automatically construct better features based
on genetic algorithms [86], [87], [88]. However, only recently
did automated learning feature representations become pos-
sible for some structured data, such as CNN for images and
RNN for sequential data [67].
Model selection is the task of selecting a proper model
from a set of candidate models. Theoretical foundation, i.e.,
statistical learning theory [13], [180], is firstly paved for
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TABLE 14
A brief list of AutoML products in the industrials, and “——” indicated no official announcements are found.
company AutoML products customer
public Google Deployed in Google’s Cloud Disney, ZSL, URBN
company Microsoft Deployed in Azure ——
IBM IBM Watson Studio ——
startup H2O.ai H2O AutoML Package AWS, databricks, IBM, NVIDIA
Feature Labs Feature Labs’ platform NASA, MONSANTO, MIT, KOHL’S
4Paradigm AutoML platform Bank of China, PICC, Zhihu
model selection, which shows how a model can generalize
from the given to unseen data. For a specific model, its
performance is most influenced by its hyper-parameters.
The grid search is the most commonly used method to
determine proper values for hyper-parameters. However,
it can only deal with a very small number of hyper-
parameters. Later, optimization based methods, such as
derivative-free optimization [181], [182] and gradient-based
optimization [121], have been considered for finding hyper-
parameters. These methods have strong assumptions on
the optimization model, which limits their application in
practice. These motivate many tailormade methods for the
selection of various machine learning models, such as the
kernel selection for SVM [183], learning K for K-means [184]
and genetic programming for neural networks architectures
[93], [94]. Finally, as a single model may not be strong
enough, configuring an ensemble of models is considered
in [185].
Finally, once the model is fixed, optimization algorithms
are required to find good parameters. Algorithm selection
originally dates back to 1970’s, where many researcher tried
to design better algorithms for hard combinatorial problems
[56], [186]. As these problems are mostly NP-hard, it is not
possible to find their optimal solutions. Each algorithm has
its own heuristics and strength for solve a certain type of
problems. The algorithm selection attempts to identify the
best algorithm for the given combinatorial problem. In the
past, convex and simple models, such as logistic regression
and SVM, are widely used in machine learning, and the data
sets are also not large. At that time, algorithm selection is not
an important problem, and it is easy to find good parameters
for a given model [187]. Recently, as the data gets larger, and
complex models, e.g., deep networks, become popular, the
optimization algorithms can have an important impact on
the generalization performance [75], [76], [188]. Beside, more
hyper-parameters are also involved in these algorithms, e.g.,
Adagrad [189] has more hyper-parameters than plain SGD
[75], which make them harder to tune.
8.2 Current Status
Nowadays, in academy, AutoML is a very complex problem
and also an extremely active research area, and there are
many new opportunities and problems in AutoML that are
not visited in the above history, e.g., usage of experienced
techniques (Section 6). Lots of papers focusing on AutoML
appear on various conferences and journals, such as ICML,
NIPS, KDD, AAAI, IJCAI and JMLR (see the reference list)
and some of their open-source projects are extremely pop-
ular on GitHub (Table 15); many workshops are organized,
such as AutoML workshop at ICML from 2014 to 2018 [177],
[190], [191], [192], [193]; some competitions such as, AutoML
Challenge at PAKDD [194] and NIPS [195], are hold as well.
TABLE 15
Some popular open-source research projects on Github (up to Nov.
2018). More stars indicates greater popularity.
Project stars Project stars
TPOT 4326 hyperopt 2302
autokeras 3728 adanet 1802
H2O AutoML 3262 darts 1547
Auto-sklearn 2367 ENAS-pytorch 1297
MOE 1077 Spearmint 1124
In industry, many products of AutoML are also available.
Some examples are listed in Table 14. All these compa-
nies try to develop an end-to-end AutoML pipeline (Fig-
ure 1), but with different focuses. For example, Feature
Labs targets at feature engineering; NAS is built in Google’s
Cloud to help design deep networks for computer vision
applications. All these products significantly reduce their
customers’ efforts in deploying machine learning tools for
real applications.
8.3 Future Works
First of all, as AutoML focuses on how to do machine
learning in a special way (Definition 2), the current trends
in machine learning can also be seen as future works of
AutoML. Examples are human interpretability [196] and
privacy [197] in machine learning. In the rest of this section,
we focus more on future works that are closely related to
the framework proposed in Section 2.2.
8.3.1 Problem setup
How to create features from the data is a fundamental
problem not only in machine learning, but also many related
areas. For example, scale-invariant feature transform (SIFT)
[198] and histograms of oriented gradients (HoG) [199], suc-
cessfully generalized for many problems and applications in
computer vision. Similarly, in natural language processing
(NLP), “term frequency-inverse document frequency” (TF-
IDF) [200], is easy to calculate and performs well across
many NLP tasks.
As what data should be used for the subsequent learning
tools heavily depends on application scenarios (Figure 1),
there are no general rules or unified models for creating
features from the data. Specifically, interactions underneath
the given data need to be understood by humans, then
features are usually designed based on humans’ expertise,
e.g., SIFT and TF-IDF. Due to such difficulties, automatically
creating features from the data have only became possible
for some specific data types. For example, SIFT has been
replace by CNN and TF-IDF have been taken over by
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RNN. More recently, some endeavors have been made for
relational data set, i.e., DSM [12] (Table 2). Their success
lies on utilizing the common relationships inside the data.
Besides, with those automatically generated features, the
performance of subsequent learning tools are significantly
improved. Thus, one important future work is to automati-
cally creating features from the data.
8.3.2 Techniques
Basic techniques: In Section 2.2, we have proposed a
framework, where configurations are updated based on
alternative iterations between the optimizer and evaluator.
However, AutoML can be extremely resource-consuming
because of the extensive and complex search space, and
the expensive evaluation. For example, 800 GPUs and 28
days are used in [16] for NAS with reinforcement learn-
ing to discover the convolutional architecture on CIFAR-10
data set. Thus developing more efficient basic techniques
is always desired. Higher efficiency can be achieved by
either proposing algorithms for the optimizer, which visit
less configurations before reaching a good performance, or
designing better methods for the evaluator, which can offer
more accurate evaluations but in less time.
One interesting direction is to simultaneously optimize
configurations and parameters, such methods have been re-
cently explored in NAS [46], [201] and automated searching
step-size for SGD [202], which have shown to be much more
efficient than previous state-of-the-arts.
Experienced techniques: Meta-learning has been widely
used to facilitate AutoML. However, there are some con-
siderations for using meta-learning, which also indicate the
orientation for future study, for example: how to better char-
acterize learning problems, tools, and any other experience
of interest; how to effectively and efficiently collect meta-
knowledge; and how to study the reasons underneath the
success or failure of a learning tool. Furthermore, we would
like to point out that though meta-learning can help Au-
toML, how to automate meta-learning is also an interesting
and meaningful research topic.
Transfer learning has found its successful applications
mainly in NAS. We are looking forward to more transfer
learning techniques employed in a wider scope of AutoML.
Also, it has been well realized that knowledge transfer
does not always offer improvement. One research topic
of transfer learning is “negative transfer” [31], where the
phenomena that knowledge transfer causes performance
degradation is studied. An appealing solution to address
this issue is to automatically determine when and how to
transfer what knowledge.
8.3.3 Applications
In this survey, we have focused on the supervised-learning
problem. It is also the most considered problem in AutoML,
due to the learning performance can be clearly evaluated.
However, AutoML can be applied in many other problems
in machine learning as well. For example, recently, AutoML
approaches have been applied in, e.g., active learning [120],
neural network compression [203], and semi-supervised
learning (SSL) [204].
While the framework in Section 2.2 and techniques in
Section 5-6 can still be applied in these problems, as different
learning tools have to be used, the search space is different.
Besides, properties underneath these problems should be
further and carefully explored in order to achieve good
performance. Taking semi-supervised learning [204] as an
example. Existing AutoML for supervised learning can not
well address SSL problems. The reason is that SSL intro-
duces new challenges. Specifically, the feature engineering
is much harder and the performance is much more sen-
sitive, due to the limited labeled data. Thus, appropriate
meta-features (perhaps unsupervised feature is one possible
solution) and safeness are crucial for automated SSL to boost
the performance upper-bound and lower-bound simultane-
ously.
8.3.4 Theory
Optimization theory: As shown in Figure 6, the search-
ing process of AutoML can be considered as a black box
optimization problem, where the underneath optimization
function is measured by the evaluator. While many theories
of convergence have been developed for basic techniques in
Section 4, e.g., derivative free optimization [84], [108], gradi-
ent descent [121], and greedy search [125], it is still not clear
how fast they can identify a good configuration. However,
convergence speed is a critical problem for AutoML and
matters a lot in the choice of techniques for the optimizer, as
the evaluation of one configuration usually requires a model
training, which is very expensive.
Learning theory: On this topic, we first care about which
type of problems can or cannot be addressed by an AutoML
approach. In Section 2.1, we have shown that it is not possi-
ble for an AutoML approach to achieve good performance
on all learning problems due to No Free Lunch theorems
stated in [5] and [6]. However, AutoML attempts to obtain
good performance across learning tasks and data sets. Thus,
it is interesting to figure out which type of learning problems
can AutoML deal with and what assumptions can we made
on these learning problems.
After determine whether the problem can be addressed
by AutoML, for a specific AutoML approach, it is also
important to clarify its generalization ability, i.e., “how much
training data is sufficient? what general bounds can be found to
relate the confidence of the learned hypotheses to the amount of
training experience and characters of learner’s hypothesis space?
[1]”. This will help us better design AutoML approaches
and understand how these approaches can generalize from
seen to unseen data. AdaNet [205] is a pioneering work
towards this direction, it analyzed the generalization ability
of all possible architectures in a NAS problem and used the
derived bound to guide a simple optimization technique to
search for architecture.
9 CONCLUSION
Motivated by the academic dream and industrial needs, the
automated machine learning (AutoML) has recently became
a hot topic. In this survey, we give a systematical review of
existing AutoML approaches. We first define what is the
AutoML problem and then introduce a basic framework to
show how these approaches are realized. We also provide
taxonomies of existing works based on “what” and “how”
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to automate, which acts as a guidance to design new and use
old AutoML approaches. We further discuss how existing
works can be organized according to our taxonomies in
detail. Finally, we briefly review the history of AutoML and
show promising future directions. We hope this survey can
act as a good guideline for beginners and show light upon
future researches.
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