We determine which complex abelian varieties can be realized as the automorphism group of a smooth projective variety.
there exists a nontrivial automorphism ϕ ∈ Aut 0 (A) that acts trivially on A[n]. We claim that the automorphism ψ of Y × A given by (y, a) → (y, ϕ(a)) descends to an automorphism ψ of X; since ψ is not in the image of ι, this proves that Aut(X) is strictly larger than ι(A). To see that ψ descends to X, it suffices to check that for every t ∈ A[n] we have ψ(t · (y, a)) = t · ψ((y, a)), that is, ψ((ι(t)y, a − t)) = t · (y, ϕ(a)) ⇐⇒ (ι(t)(y), ϕ(a − t)) = (ι(t)(y), ϕ(a) − t);
this last equality holds since ϕ is a group homomorphism and t is in A[n], which ϕ fixes pointwise.
Abelian varieties with finite automorphism group
We will now prove that any abelian variety such that Aut 0 (A) is finite can be realized as the automorphism group of a smooth projective variety Y . We first make some remaks on the structure of abelian varieties with finite automorphism group.
Lemma 3.1. Let A and B two isogenous abelian varieties then Aut 0 (A) is finite if and only if
Aut 0 (B) is finite.
Proof. Since being isogenous is a symmetric relation, it suffices to prove that if A → B is an isogeny and Aut 0 (A) is infinite, then so is Aut 0 (B). Write B ∼ = A/H, where H is a finite subgroup of A, and assume that Aut 0 (A) is infinite. Notice that every automorphism ϕ of A which leaves H stable induces an automorphismφ of B, and thatφ is trivial if and only if ϕ is trivial. Proof. Suppose by contradiction that we can find two distinct but isogenous simple abelian subvarieties A 1 , A 2 of A. By Poincaré's reducibility theorem, there is an abelian subvariety C of A such that the multiplication map A 1 × A 2 × C → A is an isogeny. Let B be an abelian variety such that there exists isogenies ϕ i : B −→ A i and define the isogeny
) defines an automorphism of B 2 ×C of infinite order, and by the previous Lemma we conclude that Aut 0 (A) is also infinite, contradiction. The proof that for any simple abelian subvariety A 1 of A the group Aut 0 (A 1 ) is finite is completely analogous.
From now on we fix an abelian variety A with finite automorphism group Aut 0 (A). By the previous Lemma and Poincaré reducibility Theorem we know that there exist uniquely determined simple abelian subvarieties A 1 , . . . , A h of A such that the sum
is an isogeny. We denote by Σ the finite kernel of this map and denote by N its order. By Lemma 3.2, A i and A j are not isogenous if i = j and Aut 0 (A i ) is finite for all i. Finally, notice that any abelian variety constructed in this way has finite automorphism group.
Construction of the example
Let A be as above and choose a prime number p ≥ 7 such that (*) for i = 1, . . . , h, for any subgroup H of A i contained in A[N ], and for any nontrivial ϕ ∈ Aut 0 (A i /H), p is larger than the order of (
Notice that if ϕ is a nontrivial automorphism of a simple abelian variety then ϕ has only finitely many fixed points, so a prime number p with this property exists. Let S/C be a smooth hypersurface of degree p in P 3 with Aut(S) ∼ = Z/pZ and such that every automorphism of S acts on it without any fixed points; an explicit example of such a hypersurface is given in Theorem 3.12. Let G = Aut(S) ∼ = Z/pZ and set X := S/G. We now proceed to describe some basic properties of X ( §3.1.1), construct a certain smooth projective variety Y of dimension 2 + dim A ( §3.1.2), and prove that Y has automorphism group isomorphic to A (Theorem 3.9 in §3.2). Proof. X is smooth since G acts on S without fixed points, and is projective since any quotient of a projective variety by a finite group of automorphisms is projective (see [Ser58, Remarque on page 51]).
Lemma 3.4. X does not admit any nontrivial automorphisms.
Proof. Let ϕ : X → X be an automorphism. Composing with the natural projection π : S → X, we obtain a map ϕ • π : S → X which, since S is simply connected, lifts to a mapφ : S → S. Clearlyφ is algebraic, and it is easily seen to be a covering map, so it is an isomorphism since S is connected and simply connected. It follows thatφ : S → S is in G, hence (by passing to the quotient) it induces the identity on X. Since on the other handφ induces ϕ on X, we get ϕ = id X as claimed.
Lemma 3.5. X has Kodaira dimension 2.
Proof. Kodaira dimension is invariant under finiteétale covers, so kod(X) = kod(S). By adjunction,
Lemma 3.6. The Albanese variety of X is trivial, therefore there are no non-constant maps from X to any abelian variety.
Proof. Clearly S is the universal cover of X, so π 1 (X) is isomorphic to Aut(S → X) ∼ = Z/pZ and in particular is finite. Since the Albanese variety of X is dual to its Picard variety, one has dim Alb(X) = dim H 1 (X, O X ) = h 1,0 (X); on the other hand, the fact that π 1 (X) is finite implies that
is trivial as claimed.
A nontrivial A-torsor Y → X
Definition 3.7. Fix an isomorphism χ : G → Z/pZ and a point P such that (**) P is a p-torsion point of A which is not contained in any proper abelian subvariety of A.
The abelian subvarieties of A are all of the form A i1 + · · · + A i k , so a point with this property exists. We let Z/pZ act on the group generated by P in the obvious way (that is, for n ∈ Z the class of n in Z/pZ sends P to nP ). We set Y = (S × A)/G, where the action of G on the product S × A is given by g · (s, a) = (g · s, a + χ(g)P ).
As in the proof of Lemma 3.3, it is easy to see that Y is a smooth projective variety; moreover, Y has a natural structure of principal space under A. Indeed for each b ∈ A, the translation map
commutes with the action of G, so it descends to an automorphism of Y = (S × A)/G that we denote by y → b + y or by τ b . This defines an action of A on Y which is free and transitive along the fibers of the map Y → X. Moreover, Y → X is an A-torsor in the analytic (and in fact eveń etale) topology: indeed, S is anétale covering of X, and the pullback of Y to S is trivial. − − → A → 0 and take cohomology to obtain the long exact sequence
By Serre's GAGA principle, all maps from X to A are algebraic, so by Lemma 3.6 we have H 0 (X, A) = A, and H 0 (X, A)
− − → A, which is surjective. It follows in particular that the natural arrow
is injective. Consider Z := (S × P )/G ֒→ Y , where P denotes the order p subgroup of A(C) generated by P . By the injectivity of (1) (with n = p), proving that Z is a nontrivial covering space of X suffices to show that Y → X is a nontrivial torsor. But this is clear, because the natural map S → S × A → (S × P )/G is injective and surjective, hence (since S is compact) a homeomorphism. It follows that Z ∼ = S is a nontrivial cover of X as desired.
Determination of Aut(Y )
In this section we show:
Theorem 3.9. The automorphism group of Y is isomorphic to A.
Preliminaries on simple abelian varieties
We shall need the following basic fact about simple abelian varieties. 
if α is translation by a point of A, then the determinant of
(1 − α) * : H 1 (T, Q) → H 1 (T, Q) is 0;
if α is not translation by a point of A, then α has at least one fixed point and the determinant of
is the number of fixed points of α.
Proof. The statement of (1) is obvious, because translations induce the identity on H 1 (T, Q). Assume now that α is not a translation and identify T with A by choosing a point t 0 ∈ T as the origin. We prove first that α has at least one fixed point. Letting a = α(t 0 ) − t 0 we have α(t) = ϕ(t) + a, where ϕ ∈ Aut 0 (A) is different from the identity. Let ψ = ϕ − id A : A −→ A; it is an endomorphism of A, and since A is simple and ϕ is nontrivial the image of ψ is A itself. One checks that b ∈ T is a fixed point of α if and only if ψ(b) = −a. As ψ is surjective, such b exist, and there are only finitely many of them because the set {b : ψ(b) = −a} is naturally a torsor under the finite group ker ψ. We can then choose the origin t 0 to be a fixed point of α, in which case α belongs to Aut 0 (A) and we have ψ(t) = α(t) − t, so that A ϕ is equal to the kernel of ψ and its order is the degree of ψ. The lemma follows from the fact that for a complex torus H n (ψ, Q) = det(ψ * : H 1 (T, Q) −→ H 1 (T, Q)).
Preliminaries on surfaces of Kodaira dimension 2
We shall need the following consequence of [DHP08] . Proof. Suppose by contradiction that f is surjective. Then by [DHP08, Theorem 1.1] the surface S admits a finiteétale cover which is a product of projective spaces and an abelian variety: since Kodaira dimension is invariant under finiteétale covers, this contradicts the fact that the Kodaira dimension of S is 2, because any such product has non-positive Kodaira dimension. So the image of f can only be a single point or a curve, which is then automatically irreducible since A is. Suppose that the image of f , call it Z, is a curve, and letZ be its normalization. By the universal property of normalization, f induces a (dominant, hence surjective) map from A toZ; applying [DHP08, Theorem 1.1] again we obtain thatZ is covered by either P 1 or an elliptic curve, which proves the statement about the genus.
Proof of Theorem 3.9
We already noticed that A injects into Aut(Y ). For the other inclusion let ϕ be an automorphism of Y . We prove first that ϕ preserve the fibers of the map π : Y −→ X. For each x ∈ X, let Y x be the fiber of π over x and let
Suppose that for general x the image of Y x is not reduced to a single point: then Lemma 3.11 implies that generically the image of ϕ x is a (possibly singular) curve of genus at most 1. By [BHPVdV04, Proposition VII.2.1], a surface of Kodaira dimension 2 admits no algebraic system (of positive dimension) of effective divisors whose general member is a (possibly singular) rational or elliptic curve. By Lemma 3.5 we know that X is a surface of Kodaira dimension 2, so it follows that ϕ x is constant for all x ∈ X. In particular,
descends to a map ϕ X : X → X, which is easily seen to be biregular (its inverse being (ϕ −1 ) X ), and hence an automorphism. It follows from Lemma 3.4 that ϕ X is the identity, which implies that the equality ϕ(Y x ) = Y x holds for all x ∈ X. Thus we see that for every x ∈ X the automorphism ϕ of Y induces an automorphism ϕ| Yx of Y x .
Thus, locally in the analytic topology, the automomorphism ϕ can be described as follows. For each x ∈ X we can choose an open connected neighborhood U ⊂ X of x such that V = π −1 (U ) can be identified with U × A (as an A-torsor) and ϕ(u, a) = (u, φ(u, a) ). Let r : U −→ A be defined by r(u) = φ(u, 0) − 0. Then a → φ(u, a) − r(u) is an automorphism of A as an algebraic group, and since Aut 0 (A) is finite it must be equal to an automorphism φ independent of u. Hence ϕ(u, a) = (u, φ(a) + r(u)) and ψ = φ − id A is an endomorphism of A as an algebraic group. Furthermore, since any two identifications of a fiber of Y → X with the trivial A-torsor differ only by a translation, we see that the endomorphism ψ thus obtained is independent of our choice of U and of the local trivialization π −1 (U ) ∼ = U × A.
We now prove the theorem by induction on h, the number of simple factors of A. Assume first that h = 1, so that A is simple. For x ∈ X we define
it is a continuous function on X. Since X is connected and Z is discrete, it follows that n(x) is actually constant: let n be the common value of the various n(x). We show that n = 0. Suppose by contradiction that n > 0. LetX = Y ϕ and letπ be the restriction of π toX. We prove thatπ is an n-to-1 covering of X. The fact that it is n-to-1 follows from Lemma 3.10. The claim that it is a covering can be checked locally using the analytic topology: using the local description above we obtain V ϕ = {(u, a) : ψ(a) = r(u)}, which is a covering of U . If at least one of the connected components ofX is the trivial cover of X, then this gives a section of the projection map π : Y → X, contradicting Lemma 3.8. Otherwise, take a connected subcover ofX: this is a connected m-to-1 cover of X for some m ≤ n which is smaller than p by our assumption (*) on p. This contradicts the fact that #π 1 (X) = p.
It follows that n(x) = n = 0 for all x, hence by Lemma 3.10 ϕ| Yx is translation by a point a(x) ∈ A (recall that Y x is naturally a torsor under A, so it makes sense to identify translations of Y x with elements of A). Now x → a(x) gives a map X → A, which is necessarily constant by Lemma 3.6, hence ϕ is globally a translation by a point of A.
We now prove the inductive step. Let h > 1. Since ϕ preserves the fibers Y x , composing with a translation by an element of A we can assume that there exists y 0 ∈ Y such that ϕ(y 0 ) = y 0 . We want to prove that in this case ϕ is the identity. Let π : A → A ′ := A/A 1 be the natural projection and set A ′ i := π(A i ) for i = 2, . . . , h. We let P ′ = π(P ) and writeπ :
for the homomorphismπ (a 1 , . . . , a h ) = (π(a 2 ), . . . , π(a h ));
finally, we set Σ ′ :=π(Σ). One then checks that the sum σ
, so the analogue of condition (*) is satisfied by A ′ and the prime p. It is immediate to check that (**) also holds for A ′ , p, and the point P ′ . In particular, by induction, the automorphism group of
which we prove to be a categorical quotient by the action of A 1 . Indeed let f : Y −→ Z be a A 1 -invariant map. It induces a G × A 1 -invariant map f 1 : S × A −→ Z and therefore a map f 2 : S × (A 1 × · · · × A h ) −→ Z which is invariant by the action of both A 1 and Σ on the second factor. Since the quotient of A 1 × · · · × A h by the subgroup generated by A 1 and Σ is A ′ , the map f 2 induces a regular map g 2 : S × A ′ −→ Z such that f 2 = g 2 • (id S × π ′ ), where π ′ := π • σ is the natural map A 1 × · · · × A h → A ′ . Since furthermore f 2 is G-invariant, g 2 is also G-invariant, hence it induces a map g : Y ′ −→ Z such that f = g • q. Moreover, as q is surjective, the map g is unique.
We can now prove that ϕ is the identity. For a ∈ A denote by τ a the translation by a in Y . Notice that for each a and for each x ∈ X there exists φ x ∈ Aut 0 (A) such that
In particular, if a ∈ A 1 , then φ x (a) ∈ A 1 . Being Y ′ a categorical quotient of Y by the action of A 1 , we have that ϕ induces a map ϕ ′ : Y ′ −→ Y ′ , which is an automorphism since (ϕ −1 ) ′ is its inverse. Moreover, the image of y 0 in Y ′ is fixed by ϕ ′ , so ϕ ′ is equal to the identity. Hence ϕ(y) − y ∈ A 1 for all y ∈ Y . Arguing in the same way, but using A 2 instead of A 1 , we obtain ϕ(y) − y ∈ A 2 for all y. So ϕ(y) − y ∈ A 1 ∩ A 2 for all y ∈ Y , and since A 1 ∩ A 2 is finite and ϕ(y 0 ) = y 0 we obtain ϕ(y) = y for all y.
3.3 A hypersurface in P
