Many applications of Szemerédi's Regularity Lemma for graphs are based on the following counting result. If G is an s-partite graph with partition V (G) =
other subhypergraphs) using Kohayakawa-Rödl-Skokan result and provides an alternative proof of the counting lemma in the sparse case. Since the counting lemma in the dense case applies to k-uniform hypergraphs for arbitrary k, there is a possibility that the approach of this paper can be adopted to the general case as well.
Introduction and the Main Result
For a graph G = (V, E) and two disjoint nonempty sets A, B ⊂ V , denote by E(A, B) the set of edges {a, b} ∈ E with a ∈ A and b ∈ B. Szemerédi's Regularity Lemma [9] says that all graphs can be decomposed intoregular, 'random like' pieces. Theorem 1.1 (Szemerédi's Regularity Lemma). For every given > 0 and integer t, there exist integers T = T ( , t) and N = N ( , t) such that every graph G = (V, E) with V ≥ N vertices admits a partition V = s i=1 V i , such that (1) t ≤ s ≤ T , (2) |V i | − |V j | ≤ 1 for all pairs (i, j), 1 ≤ i < j ≤ s, and (3) pairs (V i , V j ) are -regular for all but s 2 pairs (i, j), 1 ≤ i < j ≤ s.
A partition described in the above theorem is called an -regular partition.
Szemerédi's Regularity Lemma is one of the most powerful tools in extremal graph theory. Many applications of Szemerédi's Regularity Lemma are based on a 'counting lemma' which states that the number of cliques K s , i.e. complete subgraphs with s vertices, in a 'random-like' graph is as expected. For a graph G, let K s (G) be the set of all s-element sets that induces a copy of K s in G. The following fact is easy to prove. A natural question arises whether the Regularity Lemma can be generalized to hypergraphs in a way that allows for a similar counting lemma. It turns out that this is a hard problem. Frankl and Rödl developed such a regularity lemma for 3-uniform hypergraphs in [4] . In a way similar to Theorem 1.1, Frankl-Rödl's regularity lemma allows one to count the number of cliques K r j=1
(1.1) Theorem 1.9 (Counting lemma for 3-uniform hypergraphs [7] ). Let s ≥ 3 be an integer. For every µ > 0 and d 3 ∈ (0, 1] there exists δ > 0 such that for every d 2 ∈ (0, 1] there exist > 0 and integers r and m 0 such that the following assertion holds. If G is an s-partite graph with partition V = s i=1 V i , where V i = m > m 0 for 1 ≤ i ≤ s, and H is an s-partite 3-uniform hypergraph with the same partition such that (1) G is ( , d 2 )-regular, and (2) G underlies H, and H is (δ, d 3 , r)-regular with respect to G,
s .
Note that due to the quantification of Theorem 1.9 (∀µ ∀d 3 ∃δ ∀d 2 ∃ ∃r ∃m 0 ∀m), one must prove this theorem for every d 2 , and consequently for d 2 δ. In this case, the underlying graph G is sparse which is the main reason why all known proofs became very technical. Unfortunately, the situation d 2 δ cannot be avoided after the application of the regularity lemma from [4] .
If the underlying graph G is dense, then it is relatively simple to count the number of cliques. Recently, Kohayakawa, Rödl and Skokan [6] proved a counting theorem for k-uniform hypergraphs, which for k = 3 reduces to a special case of Theorem 1.9. Specifically, they showed that Theorem 1.9 is true when G is a complete s-partite graph and r = 1. 
In this paper, we show how to reduce the harder, sparse case (i.e. when d 2 δ) to the dense case (when δ d 2 = 1). We prove that a 'dense substructure' randomly chosen from the 'sparse δ-regular structure' is δ-regular as well. In order to state our result, we need to describe the environment (or our 'sparse δ-regular structure') in which we will work.
Through the remaining part of this paper, we will work within the following setup. Due to the quantification of Theorem 1.9: ∀µ ∀d 3 ∃δ ∀d 2 ∃ ∃r ∃m 0 ∀m ≥ m 0 , we may assume the following.
Setup.
(S1) We also need the following definition. Definition 1.11. For 2 ≤ t ≤ s, we call a t-tuple of h-subsets (L 1 , . . . , L t ), where
is a complete t-partite graph. For t = 1, every h-subset L 1 ⊂ V 1 is called complete.
The following remark estimates the number of complete s-tuples of h-subsets. Note that it is also a generalized version of the Counting Lemma for the graph case given in Fact 1.2. 
Thus the quantity s i=1
Mi h counts asymptotically the number of complete s-tuples of h-subsets in G. Consequently, the quantification "For all but f (δ)
complete s-tuples of h-subsets, where f (δ) → 0 as δ → 0" means "For almost all complete s-tuples of h-subsets".
Now we present our main result.
Theorem 1.13 (Main theorem).
There exists a positive function f (δ) with the property f (δ) → 0 as δ → 0 such that the following holds.
For all but at most f (δ)
Consequently, all but at most f (δ)
subsets satisfy assumptions of Lemma 1.10, and thus enable to count the number of cliques K
The following result is a direct consequence of Theorem 1.13 and Lemma 1.10. Corollary 1.14. There exists a positive function f (δ) with the property f (δ) → 0 as δ → 0 such that the following holds.
Applying Corollary 1.14 and a double counting argument, we can easily enumerate the number of cliques K (3) s in H. This gives an alternative proof of Theorem 1.9. Details are given in Section 3.
Notation

[W ]
k denotes all k element subsets of a set W .
V (G) is the vertex set of a graph or a hypergraph G.
E(G)
is the edge set of a graph or a hypergraph G.
stands for the subhypergraph of G induced on a set W .
G(x) denotes the neighborhood of a vertex x in a graph G.
is called the joint neighborhood of a set W in a graph G.
K j is a clique of size j in a graph.
denotes the set of all triangles in a graph G.
is a clique of size j in a 3-uniform hypergraph.
K j (H) denotes the set of all cliques of size j in a 3-uniform hypergraph H.
2,2,2 is a complete 3-partite 3-uniform hypergraph whose every partite set contains precisely two vertices.
H(x) = {e\{x} : e ∈ E(H), x ∈ e} is the link of a vertex x in a 3-uniform hypergraph H.
is called the joint link of a set W in a 3-uniform hypergraph H.
2 in a 3-uniform hypergraph H.
For three numbers a, b and δ > 0, b = a ± δ means that b ∈ (a − δ, a + δ).
Proof of Theorem 1.9
At this point, we prove Theorem 1.9 by applying Corollary 1.14 and a double counting argument. We will frequently use some easy facts regarding -regularity of graphs. These facts are summarized in the Appendix A as Facts A.1-A.10.
Denote by C h,t the set of all complete t-tuples of h-sets in G, that is
Now we shall outline the proof of Theorem 1.9. We first apply Corollary 1.14 to estimate
where C stands for the summation over all s-tuples
. This is done in Claim 3.2. Then, for a fixed complete s-tuple (a 1 , . . . , a s )
. Since this quantity is essentially the same (say, equal to B) for almost all (a 1 , . . . , a s )∈V 1 × · · · × V s , we can conclude that the number of copies of K
where h(δ) is a positive function with the property h(δ) → 0 as δ → 0.
Proof of Claim 3.2. Corollary 1.14, Remark 1.12, and 1/m 1/h δ imply that
where f (δ) is the function from Corollary 1.14 and h(δ) is a positive function with the property that h(δ) → 0 as δ → 0. Corollary 1.14 and Fact A.7(3) also imply that
Let (a 1 , . . . , a s ) ∈ V 1 × · · · × V s be a complete s-tuple. Now we estimate the number of s-tuples
Proof of Claim 3.3. Let (a 1 , . . . , a s ) ∈ V 1 × · · · × V s be a complete s-tuple. We need to estimate the number of complete s-tuples
. By Fact A.3 and
Since the right hand side of (3. 
Consequently, by Fact A.7(1), we have
Now we use double counting and Claims 3.2 and 3.3 to finish the proof.
Proof of Theorem 1.9. In Claim 3.2, we proved that the summation of the number of cliques in 
Combining these two claims and the fact that δ, d 2 , d 3 , we obtain
and
This completes the proof.
Proof of Theorem 1.13
It follows from Section 3 that the main task is to prove Theorem 1.13. In order to do so, we apply an equivalent condition for (δ, d, 1)-regularity of 3-uniform hypergraphs when the underlying graph is complete. The corresponding equivalence was proved by Y. Kohayakawa, V. Rödl and J. Skokan in [6] . Before stating this result, we introduce a definition.
Definition 4.1. Let H 0 be a 3-partite 3-uniform hypergraph with partition
where |H 0 | is the number of edges in H 0 . We also denote by com(H 0 ) the number of copies of K
2,2,2 in H 0 .
Now we are ready to state the result from [6] .
Lemma 4.2. Let G 0 be a complete 3-partite graph and H 0 be a 3-partite 3-uniform hypergraph with the same partition
, then the following properties are equivalent:
The equivalence of properties (1) and (2) is understood in the following sense. For two properties P = P (δ) and P = P (δ ), "P ⇒ P " means that for every δ > 0 there is a δ > 0 so that any 3-uniform hypergraph H 0 satisfying P (δ) must also satisfy P (δ ), provided n > M 0 (δ ). By Lemma 4.2, to prove Theorem 1.13, it is sufficient to show the following theorem. For all but at most f (δ)
3 , and
In order to prove this theorem, for t = 3, 4, . . . , s, we will introduce statements Den t (ppp) regarding the 'density' of subhypergraphs of H and statements Com t (ppp) regarding the number of copies of K (3) 2,2,2 in subhypergraphs of H. These statements will be proved by induction on t. Den s (ppp) and Com s (ppp) will then imply conditions (P 1 ) and (P 2 ) of Theorem 4.3.
We start with some definitions. Set
for every 1 ≤ p ≤ t and p + 1 ≤ i ≤ s.
Remark 4.5. All but 
The second property regards the number of copies of K
Here, we view C 4 as a set of four 2-subsets. Notice that a four-cycle
has the 'right' number of copies of K (3) 2,2,2 . Now we are ready to state Den t (ppp) and Com t (ppp).
satisfy the following condition:
Com t (ppp): All but at most δ
We note that Den s (ppp) and Fact A.7 (2) imply that for almost all complete s-tuples of Hence, our goal is to prove Den s (ppp) and Com s (ppp). The proofs of these two statements are very similar. In this paper, we present only the proof of Com s (ppp). It can be easily modified to prove Den s (ppp). Details of proving Den s (ppp) are given in [8] and we omit them here.
We will prove Com t (ppp) for 3 ≤ t ≤ s by induction on t. Our induction scheme is quite complex and we need several other auxiliary statements defined in the following section.
Induction scheme
While proving Com t+1 (ppp), our assumption will reflect the situation when a 'typi-
. . , L t as the "past" and sets
as the "future". There are four possible types of triple systems in the hypergraph H[
f3 ], where t+1 ≤ f 1 < f 2 < f 3 ≤ s, that is, hypergraphs induced on the union of three sets from the future.
f2 ], where 1 ≤ p ≤ t and t + 1 ≤ f 1 < f 2 ≤ s, that is, hypergraphs induced on the union of three sets one of which is from the past and two are from the future.
f ], where 1 ≤ p 1 < p 2 ≤ t and t + 1 ≤ f ≤ s, that is, hypergraphs induced on the union of three sets two of which are from the past and one is from the future.
induced on the union of three sets from the past.
For the 'f f f ' type triple systems, we are interested in their regularity. For the remaining three types of triple systems, we are interested in the number of copies of K (3) 2,2,2 in them. To deal with this situation we are going to use assertion Com t (ppp) together with assertions
For 2 ≤ p ≤ t, we set
. Now we formulate Reg t (f f f ).
the following conditions.
(
Before stating Com t (pf f ) we need one related definition. For a given t, 1 ≤ t ≤ s − 2, and a triple (L p , W
f2 ] has the 'right' number of copies of K (3) 2,2,2 . Now we are ready to state Com t (pf f ).
Similarly, we introduce assertion Com t (ppf ). First, for a given t, 2 ≤ t ≤ s − 1, and a triple (L p1 , L p2 , W (t) f ), where 1 ≤ p 1 < p 2 ≤ t and t + 1 ≤ f ≤ s, we define the following C 4 -extension property.
f ] has the 'right' number of copies of K (3) 2,2,2 . Then, we state Com t (ppf ) as follows.
In sections to come, we are going to prove the following statements.
From (i)-(viii), one may deduce by induction (see the diagram below) that Com t (ppp) holds for every t, 3 ≤ t ≤ s.
Statement (i) is verified in the next section and Section 7 contains the proof of (ii). Section 8 shows (iii) and the proof of (iv) is given in Section 9. Implications (v) and (vi) are deduced in Section 10 and implications (vii) and (viii) in Section 11.
Proof of Reg
The proof is based on Claim 6.1 and Claim 6.2 which regard conditions (1) and (2) in Reg 1 (f f f ), respectively.
The proof of Reg 1 (f f f ) will be completed by proving the following claim.
Indeed, combining Claims 6.1 and 6.2, we obtain that all but 2
Proof of Claim 6.2. We prove this claim by contradiction. Fix any
We will derive a contradiction by applying the fact that H is (δ, d 3 , r)-regular with respect to G. We distinguish two cases.
Case 1. Suppose that 2d
Then we consider a good h-subset L ⊂ V 1 for which (*) holds. In other words, there exist r 1 subgraphs
In order to apply the (δ, d 3 , r)-regularity of H (note that r 1 = r in this case), we are going to prove that
, Fact A.9, and 2d
Combining the above inequality with (6.3) and (1.2), we obtain
Fact A.9 implies that
Since H is (δ, d 3 , r)-regular with respect to G and r 1 = r in this case, we have
This is a contradiction to (6.4) since δ 1. Case 2. Suppose that 2d
Observe that in this case inequality (6.6) and consequently inequality (6.5) cannot be guaranteed. To overcome this problem, we will use the existence of subgraphs Q i 1 , . . . , Q i r1 (cf. (*)) for a family of r = r/r 1 h-subsets L i satisfying condition (*) and prove an inequality similar to (6.5) (cf. inequality (6.9) below). Then we apply the (δ, d 3 , r)-regularity of H.
We define an auxiliary graph D with
By Fact A.6, all but at most
We are going to apply Fact A.10 to the graph D with parameters n = m h , σ = 1/4 , c = 1/12 , and t = (1/d 2 ) 3h . Set W = {L : L satisfies condition (*)} and observe that |W | ≥ cn by the assumption.
Using Fact A.10, we obtain the existence of
Note that r > 1 since 2d
In order to apply the (δ, d 3 , r)-regularity of H (note that r 1 × r = r), we are going to prove that
We apply the Inclusion-Exclusion Principle and obtain
Now we estimate both sums on the right-hand side of (6.10). Due to (4.1), the (
, and Fact A.9, we have
We apply this to (6.1) and obtain
Furthermore, by (6.8), the (
and, consequently,
(6.12) Combining (6.11), (6.12,) and (6.10) yields
The last inequality follows from 1/h, d 2 , δ and δ 1. Fact A.9 implies that
Since H is (δ, d 3 , r)-regular with respect to G, we have
It also follows from (6.11), (6.12), 1/h, and δ 1, that
(6.14)
Now we will obtain a lower bound on H ∩
and derive a contradiction to (6.13). Applying (6.2) and the Inclusion-Exclusion Principle, we get
, by applying (6.14), we have
This contradicts (6.13) because δ 1. Similarly, we can prove that at most
Therefore, we proved that for any
. This completes the proof.
Before proving implication (ii), we introduce one additional definition.
The proof of implication (ii) is a consequence of the following lemma.
is a good t-tuple of h-subsets satisfying conditions (1) and (2) in Reg t (f f f ), then all but at most
Sketch of the proof. Since a good l-tuple of h-subsets (L 1 , . . . , L t ) satisfies conditions (1) and (2) in Reg t (f f f ), we know that the (
t , d 3 , r t )-regular. This enables us to select L t+1 in a similar situation as for L 1 .
Replacing by
Proof. Let (L 1 , . . . , L t+1 ) be a good (t + 1)-tuple of h-subsets which does not satisfy conditions (1) and (2) in Reg t+1 (f f f ). We distinguish two cases.
Case 1. (L 1 , . . . , L t ) satisfies conditions (1) and (2) in
From Fact A.7(3) we know that there are at most 1 + 2
Consequently, the number of (t + 1)-tuples (L 1 , . . . , L t+1 ) as described above is at most
there are at most
h choices for L t+1 . Therefore, the number of (t + 1)-tuples (L 1 , . . . , L t+1 ) in this case is at most
Combining (7.2) and (7.1), we obtain that all but at most
. . , L t+1 ) satisfy both conditions ( (1) and (2)) in Reg t+1 (f f f ).
Proof of Com
The proof of Com 1 (pf f ) will be completed by proving the following claim. 
Indeed
To prove Claim 8.1, we define an auxiliary bipartite graph Γ = (U 1
Then, Claim 8.1 translates into showing that
for all but at most δ
f2 ], Fact A.8, and 1, we have
Consequently, the proof of Claim 8.1 follows from the following claim.
Claim 8.2. In the graph Γ, all but at most δ
Since the proof of this claim requires additional claims and lemmas, we put it as a separate subsection.
Proof of Claim 8.2
We will state and prove three auxiliary statements first, then we return to Claim 8.2.
Proof. Fix arbitrary f 1 , f 2 so that 2 ≤ f 1 < f 2 ≤ s. It follows from Fact A.4 that all but at most 4 1/2 m 2 pairs {x, 
Combining (8. 1.2) ). The fact that d 2 allows to prove Claim 8.3 in a standard way. The proof of Lemma 8.4 is, however, more complicated. This is because d, the density of the graph G, can be smaller than δ which measures the regularity of H. The proof of this lemma is given in Section 8.2.
The following claim is a consequence of Lemma 8.4. 4 /4 four-cycles C 4 ∈ U 2 satisfy both (8.2) and (8.5). We will show that (8.6) holds for each such C 4 = {x, y}, {y, x }, {x , y }, {y , x} .
Set
In a view of the definition of Γ, to prove (8.6), we need to estimate the number of L ∈ U 1 for which |N C4 ∩ L| − d To accomplish this, we use Chernoff's inequality for the hypergeometric distribution [5] .
Let L be a random h-subset of M C4 and X = N C4 ∩ L = H(C 4 ) ∩ L . Then X has the hypergeometric distribution with parameters M C4 , h, and N C4 .
Observe that M C4 = 1 ± 1/4 4 d The last inequality follows from δ, d 2 and the fact that 2e
10 /2 when h 1/δ. Now suppose that Claim 8.2 is not true, i.e., there exist more than δ
We are going to derive a contradiction to (8.8) . By (4.1), the (
, and Fact A.8, we know that This contradicts (8.8) since δ 1.
Proof of Lemma 8.4
In order to verify Lemma 8.4, we need to show that all but at most δ 
The proofs of these two lemmas are given in Sections 8.3 and 8.4. In addition to these two lemmas,we will also use the following result, which is a modification of an earlier result of Duke-Lefmann-Rödl [3] . Although Lemma 8.8 resembles Proposition 2.5 in [3] , this proposition cannot be applied to our situation because it is designed for the case when d is larger thanδ. In our situation, we consider graph B 0 and set δ = δ 
Here, due to (1.2), we cannot rule out the situation whenδ ≥ d. The purpose of Lemma 8.8 is to be applied to this situation. The proof of this lemma is a modification of the earlier proof of Duke-Lefmann-Rödl result (or an earlier similar result given in [1] ) and it is given in Appendix B.
Proof of Lemma 8.4. We are going to apply Lemmas 8.6, 8.7, and 8.8 to the bipartite graph B 0 constructed at the beginning of this section. Letδ, d and D 0 be defined as above. We know that D 0 ≤δm 2 (cf. (8.14). We will verify that 
Thus, we have verified that B 0 satisfies the assumptions of Lemma 8. 
Proof of Lemma 8.7
We start with some definitions and notation. 
We are going to use the following two lemmas, of which the first was proved by Dementieva, Haxell, Nagle, and Rödl (cf. Lemma 5.1 with the choice of constants given by (13)-(15) in [2] ).
Lemma 8.11. (see [2] ) All but at most δ
2 satisfy the following properties:
(1) for any 2 ≤ f ≤ s,
, r )-regular. Here, the vertex set of graph H(x, x ) is G(x, x ) and r is an integer satisfying 1/r d 2 .
Lemma 8.12. Let {x, x } be a pair satisfying ( 8.17) .
We postpone the proof of Lemma 8.12 until we finish the proof of Lemma 8.7. 
Now what is left, is to prove Lemma 8.12. In order to do so, we will need the following two facts. Fact 8.13. Let {x, x } be a pair satisfying ( 8.17) . Then all but at most
Proof. Let {x, x } be a pair satisfying (8.17) . Again, by the (
and Fact A.4, all but at most
Fact 8.14. Let {x, x } be a pair satisfying ( 8.17) .
, r )-regular, and consequently (δ
We are going to show that there are less than 2 
, r )-regular, we have
(8.24)
On the other hand, since the degree of each vertex y ∈ U in H(x, x )[U ∪W ] is bounded by (8.21), we get
This, however, contradicts (8.24) because of the fact that 2δ
6 . In order to apply the (δ
. From (8.20), we know that 
Now we apply Fact A.10 to choose y 1 , y 2 , . . . , y r ∈ C, and then use the InclusionExclusion Principle to derive (8.25). First, we define an auxiliary graph D with vertex set
2 )-regular, by Fact 8.13, we also have
Second, we set σ = 16
4 /2, and t = 1/d 2 . We apply Fact A.10 to the graph D and find r = µ/d 2 vertices y 1 , . . . , y r ∈ W satisfying
This immediately implies
for 1 ≤ i < j ≤ r . Subsequently, by (8.27 ) and (8.28), 
Now we are going to use our assumption on vertices in C − to get a contradiction to (8.31). By the Inclusion-Exclusion principle, (8.26), (8.27), (8.29), and , δ 1, we also note that
For every vertex y i ∈ C, recall that W i is the set of all neighbors of y i in H(x, x )[V f1 ∪ V f2 ] and U i is the set of all bad friends of y i satisfying (8.21). Thus, the degree of each vertex y ∈ U i in H(x, x )[U i ∪ W i ] is bounded by (8.21), and, therefore,
Combining the above inequality and (8.26) yields
Consequently,
Applying (8.32) with the above inequality, we have
1. This, however, contradicts (8.31).
Proof of Lemma 8.12. Let {x, x } be a pair satisfying (8.17), i.e.,
holds for any f , 2 ≤ f ≤ s, and suppose H(x, x ) is (δ
, r )-regular. By Fact 8.14, we know that (1) all but at most δ
Applying Fact 8.13, we obtain (2) all but at most 8
Combining (1), (2), and (8.17), we obtain that for every such pair {x,
Similarly, by (1) and (8.17), we obtain the following lower bound on the number of copies of
Proof of Lemma 8.6
The proof of Lemma 8.6 is very similar to the one of Lemma 8.7. We are going to use the following two results.
Lemma 8.15. (see [2] ) All but δ 1/4 m vertices x ∈ V 1 satisfy the following properties:
Here, the vertex set of the graph H(x) is G(x).
The proof of Lemma 8.15 is given in [2] and Lemma 8.16 can be proved along the lines of the proof of Lemma 8.12. We omit details here. 
Proof of Reg
In order to prove this implication, we need to consider two types of triple systems
], where t + 2 ≤ f 1 < f 2 ≤ s, and
], where 1 ≤ p ≤ t and t Figure 9 .1 Different types of triple systems considered
We prove two auxiliary lemmas (one for each type of triple systems), which are then used to prove implication (iv).
9.1. A lemma for Type 1 triple systems Lemma 9.1. Let (L 1 , . . . , L t ) be a good t-tuple of h-subsets satisfying conditions (1) and (2) in Reg t (f f f ). Then all but at most δ
are such that (L 1 , . . . , L t+1 ) satisfies the following condition:
), where t + 2 ≤ f 1 < f 2 ≤ s, possess property
Sketch of the proof. Since a good t-tuple of h-subsets (L 1 , . . . , L t ) satisfies conditions (1) and (2) 
Consequently, the proof of Lemma 9.1 is the same as the proof of Com 1 (pf f ). The only modification is to replace by 1/2 , δ by δ
1/4
t , m by 1 ± 1/4 ht M t+1 , and r by r t .
9.2. A lemma for Type 2 triple systems Lemma 9.2. Let (L 1 , . . . , L t ) be a good t-tuple of h-subsets satisfying condition (*) in Com t (pf f ). Then all but at most δ
Proof. We will complete our proof by proving: Claim 9.3. For any fixed triple of integers (p, f 1 , f 2 ), where 1 ≤ p ≤ t and t + 2 ≤ f 1 < f 2 ≤ s, all but at most δ
Indeed, Claim 9.3 implies that all but at most
t+1 satisfy condition ( ) given in Lemma 9.2.
Proof of Claim 9.3. Fix any triple of integers (p, f 1 , f 2 ), where 1 ≤ p ≤ t and t + 2 ≤ f 1 < f 2 ≤ s. We find it convenient to reformulate Claim 9.3 as an equivalent statement (Claim 9.6) and prove it instead. Before stating this claim, we need a definition related to the relevant property C4EP t+1 (p, f 1 , f 2 ). 
] contains more than To reformulate Claim 9.3, we construct an auxiliary bipartite graph Γ = (U ∪ W, E). The set U consists of all bad four-cycles in G[W
t+1 , and C 4 ∈ U and L t+1 ∈ W are adjacent in Γ if and only if
). In a view of Remark 9.5, we can reformulate Claim 9.3 as follows. Proof of Claim 9.6. We first estimate e(Γ) and then apply a double counting argument to bound the number of vertices in W with 'big' degree.
We observe that Γ satisfies the following conditions: 
Therefore by a double counting argument, the number of vertices in W with degree at least δ
This completes the proof of Claims 9.6 and 9.3.
Proof of Reg
. . , L t+1 ) be a good (t + 1)-tuple of h-subsets not satisfying condition (*) in Com t+1 (pf f ). We distinguish two cases. Case 1. a good t-tuple (L 1 , . . . , L t ) violates either condition (1) or (2) in Reg t (f f f ) or (*) in Com t (pf f ). Since we assume that Reg t (f f f ) and Com t (pf f ) are true, the number of (t + 1)-tuples (L 1 , . . . , L t+1 ) of this kind is at most
Proof of Claim 10.2. We fix any triple of integers (p, t + 1, f ), where 1 ≤ p ≤ t and t + 2 ≤ f ≤ s. Now we reformulate Claim 10.2 as an equivalent statement (Claim 10.5) and then we prove this new statement. We start with a definition related to the relevant property C4EP t+1 (p, t + 1, f ).
Definition 10.3. We call a four-cycle
] contains more than
In order to reformulate Claim 10.2, we construct an auxiliary bipartite graph Γ = (U ∪ W, E), where U consists of all bad four-cycles Proof of Claim 10.5. We first estimate e(Γ) and then apply a double counting argument to bound the number of vertices in W with 'big' degree. We observe that Γ has the following properties:
f ] and Fact A.4 imply that for all but 4
and this implies (b). Since |W
, we have (c).
. This is indeed equivalent to that L t+1 does not satisfy condition ( ) in either Lemma 10.1 or Lemma 10.6.
By Fact A.7(3), Lemma 10.1, and Lemma 10.6, the number of good (t + 1)-tuples (L 1 , . . . , L t+1 ) in this case is at most
Combining (10.1) and (10.2), we obtain that all but at most
Proof of Com
In the proof of these two implications, we need to consider only one type of triple systems:
The core of the proof of both implications lies in the following lemma.
Lemma 11.1. Let (L 1 , . . . , L t ) be a good t-tuple of h-subsets satisfying condition (*) in Com t (ppf ). Then all but at most δ
Proof. The proof will be completed by proving:
Claim 11.2. For any fixed triple of integers (p 1 , p 2 , t+1) , where 1 ≤ p 1 < p 2 ≤ t, all but at most δ
Indeed, Claim 11.2 implies that all but at most
t+1 satisfy condition ( ) in Lemma 11.1.
Proof of Claim 11.2. Fix any triple of integers (p 1 , p 2 , t + 1), where 1 ≤ p 1 < p 2 ≤ t. We reformulate Claim 11.2 as an equivalent statement (Claim 11.5) and then we prove this new claim. We start with a definition related to the property C4EP t+1 (p 1 , p 2 , t + 1). As before, we construct an auxiliary bipartite graph Γ = (U ∪W, E), where U consists of all bad four-cycles
We join C 4 ∈ U and L t+1 ∈ W by an edge in Γ if and only if
In a view of Remark 11.4, Claim 11.2 can be reformulated as follows.
Claim 11.5. In the graph Γ, the number of vertices in W with degree at least δ
Proof of Claim 11.5. We first estimate the number of edges e(Γ) of Γ and then use a double counting argument to bound the number of vertices in W with 'big' degree. First we note that Γ has the following properties:
, we have (b). By (a) and (b), we claim that
Therefore, by a double counting argument, the number of vertices in W with degree at least δ 1/4 t+6 h 4 /4 is no more than
The last inequality follows from the fact that 1/m 1/h and δ 1. This completes the proof of Claims 11.5 and 11.2.
11.1. Sketch of the proof of Com 2 (ppf ) ⇒ Com 3 (ppp) In this case, statement Com 2 (ppp) is vacuously satisfied. Hence, the proof of this implication follows from the proof of Com t (ppf ) ∧ Com t (ppp) ⇒ Com t+1 (ppp), which is based on Lemma 11.1.
Now we prove the implication Com t (ppf )∧Com t (ppp) ⇒ Com t+1 (ppp) for 3 ≤ t ≤ s−1 by applying Lemma 11.1 (we, indeed, prove it also for t = 2).
Proof. If a good (t + 1)-tuples of h-subsets (L 1 , . . . , L t+1 ) does not satisfy condition (*) in Com t+1 (ppp), then one of the following two cases occurs.
Case 1: a good t-tuple (L 1 , . . . , L t ) violates condition (*) in either Com t (ppf ) or Com t (ppp). By Com t (ppf ) and Com t (ppp), the number of (L 1 , . . . , L t+1 ) of this kind is at most Case 2: a good t-tuple (L 1 , . . . , L t ) satisfies condition (*) in both Com t (ppf ) and Com t (ppp), but L t+1 is such that (L 1 , . . . , L t+1 ) violates condition (*) in Com t+1 (ppp). This is equivalent to saying that L t+1 does not satisfy condition ( ) in Lemma 11.1.
By Fact A.7(3) and Lemma 11.1, the number of (t + 1)-tuples (L 1 , . . . , L t+1 ) in this case is at most Appendix A. Some facts related to the regularity of graphs
In this appendix, we state a few facts which are related to the regularity of graphs. The proofs are given in [8] . 
This fact can be further extended in the following two ways. Applying the above fact to the graph G from Setup, we have the following consequences. Fact A.6. All but at most
for all 2 ≤ j ≤ s. 
(A.
3)
The next fact guarantees that an independent set of certain size can be found in every big subset inside a graph with small density.
Fact A.10. Let U be a set of size n and D be an arbitrary graph with vertex set U and D ≤ σn 2 . Then for every subset W ⊂ U with at least cn vertices and a positive integer t such that there exists an independent set {x 1 , . . . , x t } ⊂ W in the graph D.
Appendix B. Proof of Lemma 8.8
Proof.
Recall that δ = (11δ) 1/5 and set λ = 1 − d. Let U = {x 1 , x 2 , . . . , x u } and W = {y 1 , y 2 , . . . , y w } and define a u × w matrix M for the pair (U, W ) with rows indexed by the elements of U and columns by the elements of W as follows.
For each x i ∈ U and y j ∈ W the entry m(x i , y j ) in the row of x i and column of y j is given by m(x i , y j ) = λ if (x i , y j ) ∈ E, −d if (x i , y j ) ∈ E.
Let U ⊆ U and W ⊆ W be two subsets with U W ≥ δ U W (note that this implies that U ≥ δ U and W ≥ δ W ). Our goal is to show that d(U , W ) = (1 ± δ )d.
Let E be the subset of E consisting of all edges of B joining a vertex from U to a vertex from W . By reordering, we may assume that U = {x 1 , x 2 , . . . , x u } and W = {y 1 , y 2 , . . . , y w }. Let M be the u × w submatrix of M associated with U and W . That is, M = (m(x i , y j )) 1≤i≤u ,1≤j≤w .
The sum of all of the entries of M is equal to λ times the number of edges in E minus d times the number of non-edges in E . In what follows, we will find an upper bound for
For each x i ∈ U we have 
