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Abstrakt
Cílem bakalárˇské práce bylo absolvování odborné praxe ve firmeˇ Tieto Czech s.r.o. za
úcˇelem vytvorˇení funkcˇního produktu pro uchovávání dat s pomocí open-source tech-
nologií, jakožto náhradu za placené technologie (Atlassian Confluence, Microsoft Sha-
rePoint) a sjednocení aktuálneˇ používaných technologií naprˇícˇ firmou. Práce popisuje
teoretickou cˇást i praktickou cˇást implementace open-source produktu XWiki do korpo-
rátního prostrˇedí a vytvorˇení vysoce dostupné platformy.
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Java, databáze, rozkládání záteˇže, CMS
Abstract
The aim of this bachelor’s thesis was to absolve individual professional practice in Ti-
eto Czech s.r.o. company for the purpose of creating company-wide content manage-
ment platform based on open-source technologies as a replacement for paid proprietary
technogies (such as Atlassian Confluence or Microsoft SharePoint) and unification of cur-
rently used technologies. Thesis describes theoretical and practical implementation of
open-source product XWiki into corporate environment and creation of high-available
cluster platform.
Keywords: XWiki, bachelor’s thesis, Tieto, application cluster, high-availability, Java,
databases, load-balancing, CMS
Seznam použitých zkratek a symbolu˚
AJAX – Asynchronous JavaScript and XML
APR – Apache Portable Runtime
BIO – Blocking Input/Output
CDI – Contexts and Dependency Injection
CI – Continuous Integration
CMS – Content Management System
GARBD – Galera arbitrator daemon
GSSAPI – Generic Security Service Application Program Interface
HA – High availability, vysoká dostupnost
NAS – Network Attached Storage
HTML – HyperText Markup Language
I/O – Input / Output
J2EE – Java 2 Enterprise Edition
JAAS – Java Authentication and Authorization Service
JDBC – Java Database Connectivity
JNDI – Java Naming and Directory Interface
JPA – Java Persistence API
JSR – Java Specification Request
JVM – Java Virtual Machine
KDC – Key Distribution Center
LDAP – Lightweight Directory Access Protocol
MVCC – Multiversion concurrency control
NIO – Non-blocking Input/Output
NTLM – NT LAN Manager
PXC – Percona XtraDB Cluster
RHCS – Red Hat Cluster Suite
SaaS – Software as a service
SPNEGO – Simple and Protected GSSAPI Negotiation Mechanism
SSO – Single sign-on
STONITH – Shoot The Other Node In The Head
URL – Uniform Resource Locator
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51 Úvod
Tato bakalárˇská práce popisuje pru˚beˇh implementace open-source platformy XWiki ja-
kožto náhradu za soucˇasneˇ používaná proprietární rˇešení a vytvorˇení jednotné databáze
interních dat, jakožto i interních dat jednotlivých týmu˚. XWiki bylo vybráno z du˚vodu již
existující implementace v rámci našeho týmu (Java middleware), kde je daná platforma
používána pro uchovávání interních informací o zákaznících a o týmu samotném.
Práce je rozdeˇlena na dveˇ cˇásti, teoretickou a praktickou. Úkolem teoretické cˇásti je
popsat platformu XWiki a možnosti využití ve firemním prostrˇedí s prˇihlédnutí k bez-
pecˇnostním hledisku˚m. Praktická cˇást popisuje vytvorˇení služby (SaaS) pro celofiremní
použití s více jak 10 tisíci aktivními uživateli.
62 Profil firmy
2.1 Tieto
Tieto je finsko-švédská IT firma zabývající se poskytováním IT služeb širokému spektru
zákazníku˚ v soukromém i verˇejném sektoru. Firma založená v roce 1968 s hlavním sídlem
v Helsinkách zameˇstnává témeˇrˇ 14 000 expertu˚ z oblasti informacˇních technologií.
V Cˇeské republice se nachází od roku 2004 pobocˇka Tieto Czech s.r.o. s centrem v
Ostraveˇ. Zde má Tieto více než 2000 zameˇstnancu˚ a je tak trˇetí nejveˇtší pobocˇkou Tieto,
jakožto i jedním z nejveˇtších IT zameˇstnavatelu˚ v celé republice. Kromeˇ hlavního sídla
Tieto Towers v Ostraveˇ Mariánských horách má Tieto Czech s.r.o. pobocˇky ve Veˇdecko-
technickém parku Ostrava a v Brneˇ.
2.2 Pozice ve firmeˇ
Ve firmeˇ jsem byl cˇlenem Java týmu pod vedením Ing. Daniela Frejka, zabývajícím se
poskytováním podpory pro middleware aplikace prˇímo i neprˇímo souvisejících s Java
technologiemi. Tým se deˇlí na tým poskytující continuous services1 a dva projektové týmy.
Tým zabývající se Oracle technologiemi (prˇedevším WebLogic aplikacˇní server) a tým
zabývající se IBM a open-source technologiemi, jehož soucˇástí jsem byl i já. Zde jsem
se specializoval prˇedevším na Tomcat aplikacˇní server, Nginx a Apache httpd webové
servery a prˇidružené technologie. Mým hlavním úkolem bylo vytvorˇit zmíneˇnou plat-
formu, vedlejšími úkoly byla instalace a správa zákaznických serveru˚ a investigace a
rˇešení vzniklých cˇi možných problému˚.
1Neprˇetržité udržování zákaznických prostrˇedí
73 XWiki
XWiki je systém pro dynamickou správu obsahu (CMS), oznacˇovaná jako wiki druhé ge-
nerace. Principem wiki první generace je sdílení prˇedevším textového obsahu, wiki druhé
generace slouží nejen pro sdílení dat, ale i jako platforma pro jednoduché vytvárˇení
webových aplikací. XWiki vytvorˇil Ludovic Dubost v roce 2003 a v roce 2006 prˇevzal
pozici šéfa vývoje Vincent Massol, dlouhodobý open-source vývojárˇ a expert na Maven,
JUnit a agilní metody vývoje.
Z diskuze o noveˇ vytvárˇeném celofiremním rˇešení lze vytvorˇit seznam požadavku˚,
kterými by platforma meˇla disponovat.
• Sdílení textoveˇ orientovaných dat naprˇícˇ firmou
• Obsah mu˚že tvorˇit jakýkoliv zameˇstnanec
• Správa oprávneˇní (urcˇité kategorie mu˚že modifikovat pouze urcˇená skupina lidí)
• Propojení s interními systémy (automatické prˇihlášení, interní sociální služba, aj.)
• Responzivní design
• Možnost vytvárˇení oddeˇlených celku˚ pro potrˇeby týmu˚
• Snadná rozširˇitelnost, správa a nasazení
• Možnost lokalizace do více jazyku˚
• Správa verzí stránek a prˇíloh
Nejcˇasteˇji používané open-source systémy neumožnˇují snadnou tvorbu webových
aplikací koncovými uživateli cˇi dynamickou správu oprávneˇní. Pro tyto úcˇely se výborneˇ
hodí práveˇ navrhovaná XWiki. Hlavním principem XWiki jsou stránky. Každá takováto
stránka patrˇi do unikátní kategorie (dále oznacˇována jako Space) a musí mít unikátní
název (obsažený v URL, taktéž obsahuje zobrazovaný titulek). Také mu˚že obsahovat
libovolné množství prˇíloh. Stránka má nejvýše jednoho rodicˇe a neomezené množství
potomku˚, lze tedy tvorˇit obsah ve stromové strukturˇe. Každá stránka mu˚že obsahovat
kromeˇ své textové cˇásti i objekty, cˇi být trˇídou. Objektem mu˚že být interní struktura, nebo
jiná stránka. Pro každou stránku a Space lze nastavit oprávneˇní pro uživatele a skupiny.
Jelikož základním stavebním prvkem XWiki jsou stránky, každý registrovaný uživa-
tel je veden jako stránka obsahující objekt XWiki.XWikiUsers s prˇíslušnými parametry.
Analogicky je také každé nastavené oprávneˇní cˇi komentárˇ objektem prˇirˇazeným dané
stránce. Z tohoto du˚vodu obsahuje každý Space stránku WebPreferences, která jej defi-
nuje, a stránku WebHome, která je jeho hlavní stránkou.
XWiki obsahuje hlavní wiki (oznacˇená xwiki), volitelneˇ lze vytvárˇet další wiki (zvané
subwiki) s oddeˇlenou správou. Subwiki mu˚že obsahovat lokální uživatele, nedostupné
na hlavní wiki a má oddeˇlenou administraci, databázi i URL, lze ji tedy efektivneˇ použít
pro potrˇeby týmu˚.
83.1 Rozširˇování
Du˚ležitou funkcionalitou systému je jeho snadná rozširˇitelnost. XWiki nabízí dveˇ mož-
nosti rozšírˇení: komponenty[1] a rozšírˇení.
Komponenty jsou Java knihovny globálneˇ rozširˇující stávající funkcionalitu systému
a jsou nacˇteny prˇi startu platformy. Komponenta mu˚že mít libovolné použití, od REST
API, prˇes WYSIWYG editor, API pro odesílání emailu˚, až po LDAP integraci a SSO au-
tentizaci.
Rozšírˇení (anglicky extensions) jsou rozšírˇení vytvárˇená prˇes webové rozhraní. Mo-
hou být klientská (JavaScript a CSS pomocí StyleSheetExtension a JavascriptExtension trˇíd[2]),
cˇi serverová[3]. Zde lze díky integraci JSR-223 použít množství skriptovacích jazyku˚. Pri-
márneˇ se zde používá šablonovací systém Velocity, které umožnˇuje integraci se systémem
oprávneˇní. Díky tomu mu˚žou této funkcionality využívat všichni registrovaní uživatelé
bez nutnosti rˇešit problematiku nedovoleného prˇístupu k datu˚m. Beˇžné skriptovací ja-
zyky (naprˇ. Groovy cˇi Python) tuto integraci neumožnˇují, je zde tedy definováno pro-
gramovací oprávneˇní, které umožní prˇistup k celému Java API platformy. Dále lze tvorˇit
rozšírˇení pomocí maker, která umožnˇují znovupoužitelnost urcˇité funkcionality (od na-
cˇtení obsahu jiné stránky po vykreslení struktury celé wiki).
3.2 App Within Minutes
Obrovskou výhodou XWiki je možnost tvorˇení aplikací uživateli bez znalosti programo-
vání. App Within Minutes je komponenta, která umožnˇuje jednoduše vytvorˇit definici
XWiki trˇídy a všechny potrˇebné stránky s uživatelsky prˇíjemným prostrˇedím. Výsled-
kem je stránka, kde mu˚že uživatel prˇidávat záznamy s jasneˇ definovanou strukturou.
V prvním kroku se definuje název vytvorˇené aplikace a její popis. Ve druhém kroku
si uživatel pomocí principu Drag and Drop vybere, která polícˇka má daný záznam obsa-
hovat. Zde má uživatel možnost zvolit naprˇíklad textové pole, seznam, cˇi pole s výbeˇrem
uživatelu˚. V posledním kroku si uživatel vybere, která polícˇka záznamu˚ chce zobrazovat
na hlavní stránce aplikace. Vytvorˇená struktura obsahuje dva Space, první obsahuje defi-
nici trˇídy a jak se budou záznamy zobrazovat (technická cˇást), druhý obsahuje vytvorˇené
záznamy (každý záznam je jedna stránka s objektem vytvorˇené trˇídy).
Prˇedstavme si tedy že existuje subwiki využívána týmem vývojárˇu˚ využívajícího agil-
ního prˇístupu k vývoji Scrum. Scrum master by potrˇeboval mít prˇehled o vývoji nových
funkcionalit (Scrum task board). Zde by stacˇilo ve druhém kroku vytvorˇit aplikaci s násle-
dujícími polícˇky:
1. Název funkcionality (text)
2. Detailní popis funkcionality (dlouhý text)
3. Vývojárˇ (uživatel, vícenásobná volba)
4. Sprint (seznam)
5. Stav (výcˇet)
9V prˇípadeˇ programování dané funkcionality by byl trˇeba vývojárˇ a urcˇité množství
cˇasu (peneˇz). V prˇípadeˇ použití komponenty App Within Minutes mu˚že funkcionalitu
vytvorˇit kdokoliv v krátkém cˇase.
3.3 Technické zázemí
XWiki je J2EE aplikace používající moderní technologie webových aplikací.
Z hlediska klientské cˇásti využívá knihovny Bootstrap pro dosažení moderního re-
sponzivního layoutu. V serverové cˇásti XWiki využívá technologie Servlet 3.0 a Apache
Struts pro vykreslování. Na datové vrstveˇ se používá JPA, konkrétneˇ implementace Hi-
bernate, JDBC a DBCP pro connection pooling2. Pro logování se využívá knihovny SLF4J.
Pro cache mezi datovou a aplikacˇní vrstvou se využívá Infinispan. Pro cluster-awareness3
je využito knihovny JGroups. Díky využití technologie Java Beans je možné nahradit
knihovny Infinispan a JGroups za libovolnou implementaci (naprˇ. OSCache cˇi Hazel-
Cast). Pro usnadneˇní vývoje a znovupoužitelnosti instancí trˇíd je využíváno CDI. Z vý-
vojového hlediska je využíváno nástroje Maven pro automatickou správu závislostí a
build procesu.
Pro zpracování kancelárˇských je použit OpenOffice spušteˇný jako headless4 server.
Pro vyhledávání je vyžíván Apache Solr, který pro použití v clusteru využívá Apache
ZooKeeper z rodiny Hadoop pro uchování interní konfigurace.
V implementovaném prostrˇedí je místo DPCB použit HikariCP z du˚vodu rychlosti.
Pro perzistentní uložení dat je použita databáze Percona, rychlejší modifikace MySQL.
Místo OpenOffice je použit LibreOffice, jakožto více vyvíjená alternativa.
2Vícenásobné prˇipojení do databáze pro sdílení spojení
3Aplikace má podveˇdomí o ostatních instancích
4Beˇžící na pozadí
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4 Teoretická cˇást
4.1 Rozbor problému˚
Prˇi plánování nového prostrˇedí bylo trˇeba zdokumentovat možné problémy a navrhnout
infrastrukturu s ohledem na možné špicˇkové záteˇže, jakožto i celodenní dostupnost.
Celý životní cyklus implementace lze rozdeˇlit do neˇkolika cˇástí
• Analýza starého prostrˇedí
• Návrh infrastruktury nového prostrˇedí s prˇihlédnutím k vysoké dostupnosti
• Instalace a konfigurace nového prostrˇedí
• Modifikace platformy pro použití ve firemním prostrˇedí (implementace SSO, pro-
gramování dodatecˇných funkcionalit)
• Testování nového prostrˇedí
• Poloautomatická migrace z jiných systému˚
4.2 Staré prostrˇedí
Staré prostrˇedí se skládá ze dvou serveru˚ pro dosažení vysoké dostupnosti. Zde byla
možnost postavit cluster jako active-passive, tedy systém, kdy je aktivní pouze jeden server
a v prˇípadeˇ výpadku prˇevezme jeho funkci server druhý. Z du˚vodu zbytecˇného plýtvání
prostrˇedku˚ byla tato možnost zavrhnuta a cluster je postaven jako active-active, tedy oba
servery jsou aktivní ve stejnou dobu a záteˇž je rozkládána.
Pro dosažení skutecˇné vysoké dostupnosti je možné použít clusterware (software spra-
vující cluster), který periodicky kontroluje stav clusteru a spravuje beˇžící služby. V kor-
porátní sférˇe jsou nejpoužívaneˇjší dveˇ služby, Veritas Cluster a RHCS. Oba produkty jsou
placené, nicméneˇ RHCS je postaven na open-source projektu Linux-HA, volba tedy padla
na neˇj. Clusterware se skládá ze dvou služeb Corosync a Pacemaker (ve starší verzi Heart-
beat a Pacemaker). Corosync se stará o stav clusteru a zajišt’uje synchronizaci dat mezi
servery v clusteru. Pacemaker se stará o jednotlivé služby na serverech a hlídá jejich stav.
Zde je možnost nastavit služby jako active-passive, nebo jako cloned. Active-passive zna-
mená, že služba beží pouze na jednom serveru v clusteru a v prˇípadeˇ výpadku daného
serveru bude služba automaticky migrována na server jiný. Cloned služba funguje jako
active-active, tedy služba beˇží na všech serverech v clusteru. Pro potrˇeby platformy je
použita kombinace obou služeb.
Vzhledem k použití active-active clusteru beˇží všechny aplikace v cloned módu, tedy
na obou serverech. Active-passive je použito na load balancing5. To je možné zprˇístupnit
neˇkolika zpu˚soby. První možnost je použití více A záznamu˚ v DNS. V prˇípadeˇ návšteˇvy
stránky bude posíláno více IP adres a systém vybere vždy jednu, na kterou se prˇipojí. Zde
vzniká rˇada bezpecˇnostních problému˚, nejdu˚ležiteˇjší je zverˇejneˇní IP adres jednotlivých
5Rozkádání záteˇže
11
serveru˚. Pro vyhnutí se teˇmto problému˚m je vhodné použít softwarový loadbalancer v
kombinaci s plovoucí IP adresou. Zde figuruje IP adresa, která je aktivní pouze na jed-
nom serveru v daném cˇase (active-passive) a v prˇípadeˇ výpadku serveru je automaticky
prˇesunuta na jiný fungující server. V tomto prˇípadeˇ tedy active-passive služby budou
plovoucí IP adresa a SW loadbalancer nginx.
Pro vysokou dostupnost je trˇeba nastavit i další služby. Službu ZooKepeer, která je
použita pro uchovávání konfigurace pro službu Solr, lze použít v cluster módu. Lze tedy
nastavit komunikaci mezi všemi aktivními instancemi v clusteru. V prˇípadeˇ výpadku
webového serveru není trˇeba rˇešit výpadek ostatních služeb, nicméneˇ v prˇípadeˇ výpadku
služby ZooKeeper je trˇeba mít k dispozici náhradu, ze které si bude moci Solr nacˇíst
aktuální konfiguraci. Pokud zde nastavíme Solr pro více ZooKeeper serveru˚, docílíme
plné vysoké dostupnosti.
Nakonec zde vzniká problém s duplikací databáze. Vzhledem k vybranému režimu
active-active je nejvhodneˇjší databázi nastavit pro multi-master replikaci, tedy v prˇípadeˇ
zápisu na jakýkoliv server bude zmeˇna viditelná v celém clusteru. V prˇípadeˇ použití
Percona XtraDB Cluster je tento zpu˚sob replikace zajišteˇn s pomoci knihovny Galera a
všechny zmeˇny jsou replikovány skrze celý cluster. Nicméneˇ pokud použijeme pouze 2
servery, vzniká zde problém zvaný split-brain. V tomto prˇípadeˇ, pokud vznikne sít’ový
problém mezi dveˇma fungujícími servery, je komunikace prˇerušena a aktivní servery ne-
tuší, který z nich má aktuální data. Pro vyhnutí se možné ztráteˇ dat zde funguje politika
STONITH, neboli aktivní server, který netuší, zda je aktivní, se prˇeruší v prˇípadeˇ kolize.
Pokud se server vypne a spustí, nevzniká zde tento problém (spušteˇný server ví, že ne-
musí mít aktuální data).
V prˇípadeˇ sít’ového problému se oba servery vypnou a databáze není dostupná. Toto
je du˚vod, procˇ všechny clusterové konfigurace existují v alesponˇ trˇech serverech. Pokud
máme k dispozici pouze dva servery, je vhodné využít Garbd. Garbd funguje jako daemon
suplující existující databázový server, ale neuchovává data. V prˇípadeˇ výpadku jednoho
serveru se prˇikloní na stranu dostupného serveru a vynutí synchronizaci serveru nedo-
stupného. Zde je trˇeba brát v úvahu nedostupnost konkrétní síteˇ, je tedy doporucˇeno mít
trˇetí server (cˇi Garbd) na oddeˇlené síti. V prˇípade vzniklého problému split-brain je trˇeba
spustit jeden server jako hlavní, pro Perconu zde figuruje init parametr bootstrap-pxc. Po-
kud dojde ke kompletnímu výpadku služby (vypnutí všech serveru˚ v jednu dobu) není
trˇeba split-brain rˇešit díky direktiveˇ pc.recovery[4], kdy je stav clusteru uložen na disk.
V prˇípadeˇ clusterování služby je také trˇeba brát v úvahu dostupnost uložených dat.
U starého prostrˇedí je použit GlusterFS, jakožto distribuované rˇešení, všechna data jsou
tedy dostupná na všech serverech. Není zde použit sharding, jelikož lze prˇedpokládat
nedostupnost více serveru˚.
Samotná XWiki aplikace beží pod aplikacˇním serverem Tomcat 7 spolecˇneˇ s vyhledá-
vací aplikací Solr.
4.3 Nové prostrˇedí
Prˇi návrhu infrastruktury nového prostrˇedí bylo trˇeba v první rˇadeˇ brát v úvahu vyšší
návšteˇvnost a záteˇž platformy. Následneˇ bylo trˇeba zaprˇemýšlet nad distribuovaným da-
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tovým úložišteˇm. Použité GlusterFS bylo jistou variantou, nicméneˇ vyžaduje N-násobný
pocˇet místa (N = pocˇet serveru˚ v clusteru). Nakonec bylo zvoleno sít’ové úložišteˇ (NAS)
nabízené jako interní služba. Celkový pohled na infrastrukturu je zobrazen na obrázku
cˇ. 2.
Pro eliminaci co nejvíce problému˚ byla zvolena následující pocˇátecˇní konfigurace:
• 3 virtuální servery
– 8 procesoru˚
– 16 GB operacˇní pameˇti
– 40 GB disk na operacˇní systém
– 30 GB disk na aplikace
– NAS storage prˇipojený prˇes protokol CIFS
– Red Hat Enterprise Linux 6.5
• Active-active cluster (Linux-HA projekt)
– OpenAIS stack
– Databáze (cloned)
– LibreOffice (cloned)
– ZooKeeper (cloned)
– Aplikacˇní server Tomcat (cloned)
– Plovoucí IP adresa + load balancer Nginx (active-passive)
• Oracle JDK 7 jakožto stabilní otestované JVM
• Apache Tomcat 7
• nginx 1.6 webový server pro load-balancing
• Vyhledávací služba Apache Solr 4.9
• ZooKeeper 3.4.6
• LibreOffice 4.3
• Percona XtraDB Cluster 5.6
• XWiki Enterprise 6.2
• Munin jako monitorovací nástroj
Vzhledem k vestaveˇné podporˇe plovoucí IP adresy (VRRP protokol) v clusterware
není trˇeba využívat dalšího software (naprˇíklad Keepalived).
Du˚vodem pro zvolení rˇešení Percona XtraDB Cluster je zabudována podpora multi-
master replikace a rychlejší zpracování požadavku˚ vzhledem k MySQL. Percona XtraDB
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je drop-in6 náhrada transakcˇního úložišteˇ InnoDB s mnoha výkonnostními vylepšeními
a plnou podporou nejpoužívaneˇjší metody verzování MVCC. Percona dále také nabízí
nástroje pro správu databáze, naprˇíklad innobackupex pro neblokující zálohu databáze.
Jakožto aplikacˇní server byl zvolen Apache Tomcat, open-source aplikacˇní J2EE ser-
ver. XWiki nevyžaduje standard EJB3, je tedy možné použít práveˇ Tomcat jakožto jedno-
duché a rychlé rˇešení. Oproti aplikacˇnímu serveru Jetty nabízí více možností modifikace
a výkonnostních úprav. Pro urychlení odbavení požadavku˚ byly použity Tomcat-Natives,
nativní systémové konektory s pomocí APR. Webový server nginx byl zvolen jakožto
load-balancer a proxy server pro odbavení statických dat a SSL. Pro load-balancing na-
bízí nginx neˇkolik možností konfigurace:
• Round-robin - každý následující požadavek je prˇedán následujícímu dostupnému
serveru
• Least-connected - prˇíchozí požadavek je prˇedán dostupnému serveru s nejméneˇ ak-
tivními spojeními
• IP-hash - na IP adresu klienta je použita hashovací funkce, která urcˇuje cˇíslo serveru
Nginx nabízí i další load-balancing funkcionalitu zvanou sticky cookies, která pracuje
na principu sticky-sessions, nicméneˇ pouze v placené verzi. Tato funkcionalita prˇi první
návšteˇveˇ nastaví klientovi zašifrovanou cookie, která urcˇuje, na který server se prˇipojil
naposled a v prˇípadeˇ následující návšteˇvy je klient smeˇrován primárneˇ na tento server,
pokud je dostupný. Toto efektivneˇ rˇeší problémy se synchronizacemi sezení (session),
uživatel tedy nebude naprˇíklad náhodneˇ odhlašován. Prˇi použití round-robin cˇi least-
connected by každý požadavek mohl být smeˇrován na rozdílný server, nebyla by tedy
zajišteˇna integrita požadavku˚ (naprˇíklad v prˇípadeˇ omezené sekce v informacˇním sys-
tému). Prˇi použití IP-hash zde tento problém nevzniká, nicméneˇ prˇi použití v monoli-
tické síti (interní sít’ový subnet) dochází k prˇeteˇžování pouze jednoho serveru, což se
mu˚že negativneˇ projevit na dobeˇ odezvy.
Prˇestože neplacená verze nginx serveru funkcionalitu sticky cookies nenabízí, exis-
tuje opensource modul nginx-sticky-module-ng, který je ale trˇeba explicitneˇ nastavit prˇi
kompilaci aplikace. Našteˇstí je nginx distibuován s tzv. specfile, neboli souborem s defi-
nicemi pro snadné vytvorˇení RPM balícˇku. Je tedy možné vytvorˇit instalacˇní balícˇek s
potrˇebným modulem a využívat schopnosti balícˇkovacího systému. Nginx dále nabízí
i možnost použít experimentální protokol SPDY, který je základem nového protokolu
HTTP/2.
4.3.1 Výkonnostní testy zvolených technologií
Výkonnostní testy byly provedeny na následující konfiguraci:
• Cˇistá minimalistická instalace Debian 7.7 Wheezy ve virtualizaci LXC
• Sdílený procesor Intel(R) Core(TM) i5-2520M CPU @ 2.50GHz, 2 jádra s HT
6vzájemneˇ kompatibilní
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Aplikacˇní server Pru˚meˇrná doba (ms) Nejdelší požadavek (ms) Propustnost (req/s)
Tomcat 7 (BIO) 10.603 1331 14052.56
Tomcat 7 (NIO) 13.299 1072 11204.04
Tomcat 7 (APR) 10.132 307 14705.87
nginx 1.2.1 3.862 221 38578.34
Tabulka 1: Výkonnostní test, 100 000 požadavku˚, 150 požadavku˚ v jednu dobu, prázdná
stránka, s Keepalive funkcionalitou
Aplikacˇní server Pru˚meˇrná doba (ms) Nejdelší požadavek (ms) Propustnost (req/s)
Tomcat 7 (BIO) 16.802 1024 8868.14
Tomcat 7 (NIO) 21.505 3022 6928.57
Tomcat 7 (APR) 14.745 1014 10105.07
nginx 1.2.1 13.213 39 11276.59
Tabulka 2: Výkonnostní test, 100 000 požadavku˚, 150 požadavku˚ v jednu dobu, prázdná
stránka, bez Keepalive funkcionality
• SSD Corsair Force 3
Pro otestování byl použit Apache Benchmark. Každý test byl pušteˇný trˇikrát a vý-
sledky byly zpru˚meˇrovány. Tento test nereflektuje schopnost technologií na použitých
virtuálních serverech, jde spíše o srovnání použitých aplikacˇních serveru˚. Z výsledku˚
testu˚ (tabulky 1, 2, 3, 4, 5) lze vyvodit, že nejlepší bude použít kombinaci nginx a Tom-
cat s APR konektorem. Nginx nabízí nejstabilneˇjší a nejrychlejší odbavení požadavku˚, je
tedy jej vhodné použít pro statická data a jako proxy server s load-balancingem. Nginx
navíc nabízí rozšírˇené možnosti cache (microcache pro proxy) a odolnost vu˚cˇi rozlicˇným
útoku˚m (naprˇíklad Slowloris) bez nutnosti instalace dodatecˇných modulu˚.
Tabulka cˇ.1 ukazuje záteˇžový test s konfigurací ab -k -n 100000 -c 149 [URL]. Zde je vi-
ditelné, že nginx je bezkonkurencˇneˇ nejrychlejší. U Tomcat konektoru˚ lze videˇt, že rozdíl
mezi blokujícími a nativními konektory je zanedbatelný, což je pravdeˇpodobneˇ zpu˚so-
beno nezatíženým procesorem (odbavování cˇisté stránky, žádné I/O), nicméneˇ stabilita
nativních konektoru˚ (rozdíl mezi pru˚meˇrnou dobou a nejdelší dobou) je mnohem lepší
prˇi použití APR. Tento zpu˚sob testu nám dokáže ukázat chování aplikacˇních serveru˚ prˇi
zatížení jedním strojem díky použitému Keepalive (prˇepínacˇ -k).
Následující testy, reprezentované tabulkami cˇ. 2 a cˇ. 3, byly spušteˇny bez Keepalive a
dokážou nám ukázat prˇedpokládanou odezvu prˇi špicˇkové záteˇži (pouze statická data).
Rozdíl mezi Tomcat konektory a nginx serverem se výrazneˇ zmenšil, nicméneˇ zde všude
dominuje práveˇ nginx a APR konektory. V testu cˇ. 4 lze videˇt razantní nárust odezvy
prˇi použití Java SSL implementace (NIO, BIO) oproti OpenSSL (nginx, APR). Z tohoto
du˚vodu je nginx použit pro odbavování statických dat a zpracování SSL s podporou
microcache pro proxy požadavky.
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Aplikacˇní server Pru˚meˇrná doba (ms) Nejdelší požadavek (ms) Propustnost (req/s)
Tomcat 7 (BIO) 33.240 7044 4482.56
Tomcat 7 (NIO) 31.932 1120 4666.17
Tomcat 7 (APR) 27.257 1097 5466.40
nginx 1.2.1 22.041 1027 6760.06
Tabulka 3: Výkonnostní test, 100 000 požadavku˚, 150 požadavku˚ v jednu dobu, soubor o
velikosti 100 kB, bez Keepalive funkcionality
Aplikacˇní server Pru˚meˇrná doba (ms) Nejdelší požadavek (ms) Propustnost (req/s)
Tomcat 7 (BIO) 306.199 1258 32.66
Tomcat 7 (NIO) 303.424 1153 32.96
Tomcat 7 (APR) 21.664 65 461.59
nginx 1.2.1 19.629 47 509.45
Tabulka 4: Výkonnostní test SSL, 1000 požadavku˚, 10 požadavku˚ v jednu dobu, prázdná
stránka, bez Keepalive funkcionality
4.4 Verzování konfigurací a plánování vývoje
Pro dokumentování modifikací operacˇního systému byla použita utilita etckeeper, která
vytvorˇí repozitárˇ na konfiguracˇním adresárˇi /etc pomocí volitelného verzovacího sys-
tému (zde Git). Etckeeper také podporuje integraci s balícˇkovacím systémem yum, ne-
dovolí tedy nainstalovat balícˇky bez zdokumentovaných prˇedchozích úprav.
Konfigurace celé webové aplikace byla uložena do Git repozitárˇe na interní instanci
aplikace GitLab. Zde jsou také uložené veškeré vyvíjené komponenty a Web Hooks jsou
použité pro integraci s CI systémem Jenkins. Každá aktualizace komponenty tedy spustí
automatickou kompilaci celé komponenty, JUnit testy a kontrolu kompatibility. Pro kom-
plexneˇjší projekt by bylo vhodné zvážit použití centralizovaného úložišteˇ, naprˇíklad Ar-
tifactory.
Pro efektivní metodu vývoje bylo zváženo neˇkolik metodik. Vzhledem k již vyvinu-
tému software nebyl du˚vod rozebírat výhody a nevýhody agilního prˇístupu prˇi vývoji
celého informacˇního systému. Z du˚vodu malého týmu byla zvolena modifikace agilního
Scrum vývoje. Vývoj jednotlivých komponent probíhal v iteracích, vždy byl vytvorˇen
funkcˇní celek a další funkcionalita byla vyvíjena dodatecˇneˇ. Zde bylo využíváno auto-
matické správy závislostí a kompilace pomocí aplikace Maven. Dále zde byl používán
Checkstyle plugin pro dodržování urcˇitého programovacího standardu.
Základem programovacího standardu jsou následující položky:
• Javadoc dokumentace
• Odsazení (nahrazení tabulátoru˚ mezerami)
• Maximální komplexnost metod (cyclomatic complexity - maximální vnorˇenost bloku˚,
délka metody)
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• Dodržování XWiki code style
4.5 Monitoring
Pro základní systémové monitorování je používána interní služba v rámci celofiremní
integrace. Pro podrobneˇjší sbeˇr dat pro potrˇeby výkonnostního zlepšování platformy byl
zvolen Munin. Munin je založený na RRDTool, databázi pro ukládání cˇasoveˇ závislých
dat a generování grafu˚, a byl vybrán z du˚vodu jednoduchosti a snadné rozširˇitelnosti
monitoringu.
Munin je napsán v programovacím jazyce Perl a je složen ze dvou cˇástí: Munin server
a Munin agent. Munin server obsahuje trˇi nástroje pro generování grafu˚, HTML stránek a
sbeˇr dat. Munin agent slouží jako brána pro prˇipojení serveru a spouští definované spus-
titelné soubory napsané v jakémkoliv programovacím jazyce, prˇicˇemž vyžaduje speci-
fický výstup skriptu (klícˇe / hodnoty a definici grafu). Díky tomuto principu je jednodu-
ché vytvorˇit pluginy pro sbeˇr nejru˚zneˇjších dat. Pro monitoring platformy byly vyvinuty
a upraveny následující pluginy:
• ZooKeeper plugin (vytvorˇen, sbeˇr dat z TCP streamu, Python)
• Solr plugin (vytvorˇen, sbeˇr dat z REST API, Python)
• Tomcat plugin (modifikován pro Tomcat 7 s APR konektory, Perl)
• XWiki plugin (vytvorˇen, jednoduchý plugin pro zjišteˇní stavu platformy, Bash)
• MySQL plugin (modifikován, prˇidány XtraDB specifické grafy, naprˇ. mutex moni-
toring, Bash a Perl)
Z nasbíraných dat je možné zjistit výkonnostní nedostatky, naprˇíklad pomalé disky,
nedostatek pameˇti, zatížení JVM heap, cˇi návšteˇvnost. Dále lze naprˇíklad detekovat pro-
blémy se synchronizací databáze a sít’ové problémy. Munin také nabízí možnost spus-
tit libovolný skript prˇi detekci chyby (pro sbíraná data lze nastavit limity), díky cˇemuž
lze jednoduše nastavit emailové notifikace v prˇípadeˇ vzniklé chyby. Pro co nespolehli-
veˇjší monitoring byl monitorovací server umísteˇn na jiný virtuální server v jiné lokaliteˇ.
Ukázky grafu˚ lze nalézt na obrázcích 3, 4 a 5.
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5 Praktická cˇást
Vytvárˇení nového prostrˇedí lze rozdeˇlit na trˇi etapy:
1. Instalace middleware
2. Instalace a konfigurace XWiki
3. Úprava a vývoj funkcionalit
5.1 Instalace middleware
Celá platforma je nainstalována na trˇech identických serverech. Zvolen byl operacˇní sys-
tém Red Hat Enterprise Linux z du˚vodu profesionální podpory v prˇípadeˇ problému˚ s
Linuxovým jádrem. Pro plánované budoucí použití in-memory rendering cache7 bylo zvo-
leno 16GB operacˇní pameˇti, 9GB bylo prˇideˇleno aplikacˇnímu serveru pro XWiki a Solr.
Cˇást zbylé pameˇti byla prˇideˇlena databázovému serveru pro memory cache (InnoDB Bu-
ffer Pool), zbytek je použit pro podpu˚rný middleware a operacˇní systém.
Pro potrˇeby clusteru byly alokovány cˇtyrˇi IP adresy, jedna pro každý ze serveru˚ a
jedna IP adresa, která bude používána jako tzv. plovoucí.
Veškerý middleware byl instalován do speciálneˇ vytvorˇeného LVM oddílu, který je
prˇipojen na /opt mountpoint. Toto bylo zvoleno pro zamezení zahlcení systémového disku
nepotrˇebnými daty (v dobeˇ psaní této práce zabírá tento diskový oddíl 10GB, z toho 5GB
databáze), LVM je použit z du˚vodu snadného rozšírˇení v prˇípadeˇ nedostatku místa.
5.1.1 Konfigurace systému˚
Základní instalace operacˇního systému RHEL 6 obsahuje spoustu zbytecˇných balícˇku˚.
Prvním krokem byla revize instalovaných balícˇku˚ a odinstalování nepotrˇebných. Kromeˇ
Xorg serveru a implementace OpenGL Mesa byly odstraneˇny i rozlicˇné ovladacˇe Wi-
Fi karet, QLogic úložišt’ a IPTV karet. Taktéž byl odstraneˇn NetworkManager, jelikož
nastavení síteˇ bude statické.
Následujícím krokem byla deaktivace SELinux, bezpecˇnostního rozšírˇení Linuxového
jádra, z du˚vodu možného blokování instalovaného middleware. Taktéž byly aplikovány
nejnoveˇjší bezpecˇnostní aktualizace.
5.1.2 Clusterware
Následneˇ byl instalován a konfigurován zvolený clusterware, tedy Corosync a Pacema-
ker. Tyto aplikace jsou nabízeny v rámci prˇedplatného RHCS a nejsou k dispozici z ofici-
álního RedHat repozitárˇe, lze je nicméneˇ nainstalovat z repozitárˇe spolecˇnosti SUSE cˇi z
repozitárˇe distribuce CentOS.
7Uchovávání vykreslených stránek v operacˇní pameˇti
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V dobeˇ instalace clusterware aplikací byla k dispozici stabilní verze Corosync 1.4,
který využívá OpenAIS stack pro správu nastavených služeb a propojení s aplikací Pace-
maker je zajišteˇno zastaralým pluginem. Ve verzi 2.X Corosync využívá všech výhod
nového stacku CMAN. Pro konfiguraci služeb ve stávajícím prostrˇedí je použit crmsh
wrapper, v noveˇjší verzi je nahrazen moderneˇjším pcs. Z du˚vodu možné interference
mezi rozlicˇnými cluster službami v použité sdílené podsíti byl Corosync nakonfigurován
na UDP unicast. Tímto zabráníme dynamickému prˇidání nového serveru do stávajícího
clusteru, kdy je trˇeba modifikovat konfiguraci všech existujících serveru˚ a provést restart
služby. Nastavení unicast komunikace nicméneˇ prˇináší lepší bezpecˇnostní hledisko, jeli-
kož nelze komunikaci jednoduše odposlechnout. Pro zvýšení bezpecˇnosti je komunikace
naprˇícˇ clusterem šifrovaná pomocí generovaného klícˇe o velikosti 1024 bitu˚8.
Prˇi startu operacˇního systému je spušten Corosync a Pacemaker. Jakmile je získáno
quorum (je ustanoven vu˚dce clusteru), jsou spušteˇny požadované služby. V prˇípadeˇ, že
server z clusteru vypadne, je aplikováno pravidlo STONITH a odpojený server násilneˇ
ukoncˇí spravované služby pro vyvarování se možné situaci split-brain. I proto je vhodné
server provozovat minimálneˇ ve varianteˇ se trˇemi instancemi. Kromeˇ služeb nastaveny
v režimu cloned mají všechny active-passive služby nastaveny tzv. collocation, neboli pro-
pojení. Tímto docílíme, že v prˇípadeˇ neopravitelné chyby jedné z active-passive služeb
budou všechny takto spojené služby automaticky prˇesunuty na server jiný. Pokud tedy
vznikne naprˇíklad sít’ový problém a plovoucí IP adresa nebude moci být prˇideˇlena na ur-
cˇitý server, všechny ostatní služby budou prˇesunuty na server jiný. Je tedy vhodné takto
propojit služby sít’ového stacku a softwarový loadbalancer.
5.1.3 Nginx
Nginx je použit jako softwarový loadbalancer a jednotný prˇístupový bod pro koncové
uživatele. Také je použit pro zpracování SSL požadavku˚. Spolecˇneˇ s použitím plovoucí
IP adresy vznikne izolace fyzických serveru˚ a skrytí skutecˇné infrastruktury prˇed ná-
všteˇvníkem. Lze také dynamicky upravovat nastavení HTTP protokolu, limity návšteˇv,
cˇi odstavit urcˇitý server pro prˇípad údržby, což by v prˇípadeˇ použití DNS loadbalancingu
nebylo možné.
Nginx využívá funkcionality vláken a víceprocesorového systému. Prˇi inicializaci
spustí neˇkolik procesu˚ (každý mu˚že být odbavován jiným procesorem, v závislosti na
schopnostech OS) a každý proces mu˚že vytvorˇit maximálneˇ nastavený pocˇet vláken.
Je tedy možné soucˇasneˇ efektivneˇ odbavovat až P*V9 klientu˚. Pro optimalizaci prˇenosu
dat na transportní vrstveˇ jsou povoleny direktivy sendfile, tcp_nopush a tcp_nodelay, které
zajistí optimálneˇ velké pakety a minimalizují zpoždeˇní zpu˚sobené Nagleovým algorit-
mem[5]. Následneˇ je také nastavena gzip komprese pro textové dokumenty (text/plain, tex-
t/css, application/x-javascript, text/xml, application/xml, application/xml+rss, text/javascript).
Tyto soubory jsou prˇi požadavku zkomprimovány prˇímo na serveru a ke klientovi je
prˇeneseno menší množství dat. Pro následnou cache teˇchto souboru˚ je použita nginx
8Napevno nastaveno v aplikaci, bylo by vhodneˇjší zvolit veˇtší klícˇ
9pocˇet procesoru˚ * pocˇet vláken
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microcache, která uloží nastavené požadavky do pameˇti a je tedy tyto soubory možné
odbavit rychleji. Toto nastavení je vhodné pro statické soubory, tedy obrázky, kaskádové
styly, cˇi JavaScript soubory a volitelneˇ i pro dynamický obsah. Vzhledem k použití pouze
v interní síti je zvýšen limit maximální velikosti požadavku na 2GB.
Nginx podporuje nastavení neˇkolika rozdílných webových adres, což plneˇ podporuje
protokol HTTP 1.1 (díky vynucení hlavicˇky Host). Pro možnost nastavení více SSL certi-
fikátu˚ podporuje nginx také SSL rozšírˇení SNI. U spojení je šifrování provádeˇno na nižší
vrstveˇ OSI/ISO modelu, což znemožnˇuje identifikovat žádanou webovou URL pomocí
zmíneˇné hlavicˇky. Pomocí metody SNI klient prˇedem oznámí serveru o jakou webovou
stránku má zájem a následná výmeˇna klícˇu˚ již probíhá pomocí privátního klícˇe správ-
ného certifikátu.
Je zde nastaveno neˇkolik webových adres:
• XWiki (SSL, pro prˇímý prˇistup k platformeˇ)
• Blog (SSL, pro prˇímý prˇístup k aplikaci na platformeˇ XWiki)
• CRM (prˇístup k statickým informacím o clusteru, jiný port)
• Status (prˇístup k informacím o nginx serveru pro Munin monitoring, dostupné
pouze z daného serveru na portu 81)
Pro zvýšení bezpecˇnosti je prˇi prˇístupu na platformu prˇes nešifrovaný HTTP protokol
poslán stavový kód 301 spolecˇneˇ s hlavicˇkou Location signalizující prˇesmeˇrování na za-
bezpecˇený kanál. Prˇi prˇedávání dat prˇes zabezpecˇený kanál je automaticky odeslána kli-
entovi hlavicˇka Strict-Transport-Security, díky které bude prohlížecˇ preferovat tento bez-
pecˇneˇjší kanál.
Pro zabezpecˇení SSL prˇenosu jsou zakázány nebezpecˇné verze protokolu SSL a je
povolen pouze protokol TLS. Dále jsou povoleny pouze dostatecˇneˇ bezpecˇné šifry, jsou
prˇedgenerovány Diffie-Hellman parametry[6] a v prˇípadeˇ široce dostupného webu je
vhodné povolit i dodatecˇnou kontrolu platnosti certifikátu, tzv. OCSP Stapling a Public
Key Pinning[7], který nastaví platné klícˇe certifikátu˚. Zamezí se tedy použití neautori-
zovaného certifikátu vydaného kompromitovanou du˚veˇryhodnou certifikacˇní autoritou
jako naprˇíklad v prˇípadeˇ CNNIC[8, 9]. Pro certifikát je použit privátní klícˇ o velikosti
2048 bitu˚.
Pro správné generování adres aplikacˇním serverem je vhodné nastavit HTTP hlavicˇky
X-Forwarded-For, X-Forwarded-Proto a X-Real-IP, aby aplikacˇní server dokázal správneˇ de-
tekovat IP adresu návšteˇvníka (REMOTE_ADDR promeˇnná je generována na straneˇ apli-
kacˇního serveru). Na straneˇ aplikacˇního serveru je trˇeba správneˇ zpracovat prˇijímané hla-
vicˇky, pro Tomcat existuje built-in J2EE valve (ventil) org.apache.catalina.valves.RemoteIpValve.
5.1.4 Percona XtraDB Cluster
Percona XtraDB Cluster je nejvhodneˇjší nainstalovat z oficiálního repozitárˇe10 poskyto-
vaného firmou Percona, který nám zajistí prˇístup k nejnoveˇjší stabilní verzi. Základní
10Centrální úložišteˇ instalacˇních souboru˚
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instalace vytvorˇí soubor /etc/my.cnf obsahující konfiguraci a složku /var/lib/mysql/ obsa-
hující databázová data. Prvním krokem bylo prˇesunutí této složky do adresárˇe /opt/xwiki/
z du˚vodu jistého náru˚stu dat, zmeˇna byla trˇeba provést i v uvedeném konfiguracˇním
souboru.
V konfiguracˇním souboru byly provedeny pouze malé zmeˇny, jelikož nelze odhad-
nout, které parametry je trˇeba upravit. Nastaven byl limit memory cache InnoDB (in-
nodb_buffer_pool) na hodnotu 2GB pro cache cˇastých dotazu˚ a performance-schema-instrument
pro dodatecˇný monitoring mutexu˚. Dále byly nastaveny potrˇebné parametry clusteru pro
úspeˇšné propojení v rámci všech instancí. Zde byl nastaven název aktuálního serveru, ná-
zev vytvorˇeného clusteru, údaje k databázi a doporucˇené nastavení[10] vcˇetneˇ xtrabackup
pro State Snapshot Transfer11. Je vhodné nastavit i gcache pro prˇípad výpadku serveru[11],
zde nicméneˇ díky problému s použitou verzí VMware hypervizoru (nemožnost alokovat
velké soubory) nebyla použita.
Dále byl nakonfigurován a upraven odpovídající plugin do Munin monitoringu pro
potrˇebná data v prˇípadné zjišt’ování výkonnostních problému˚ (deadlock, slow queries, aj.).
Zde již je databáze dostatecˇneˇ nakonfigurována a je ji trˇeba spustit. Vzhledem k neexistu-
jící Primary Component (zvolený vu˚dce clusteru) je trˇeba jeden server spustit jako vu˚dce
prˇíkazem service mysql bootstrap-pxc. Nyní již máme plneˇ funkcˇní databázový multi-master
cluster.
5.1.5 LibreOffice
Dalším krokem byla instalace LibreOffice, který bude spušteˇn v headless režimu jako
server. LibreOffice je používán pro konverzi kancelárˇských dokumentu˚, je prˇes neˇj tedy
možné efektivneˇ importovat a exportovat naprˇíklad dokumenty s prˇíponami DOC a XLS.
Tímto docílíme užitecˇné funkcionality a umožníme uživatelu˚m vytvárˇet hotové stránky z
existujících dokumentu˚ cˇi generovat tabulky dle prˇílohy. Je také realizováno generování
obrázku˚ z prezentacˇních formátu˚ pro uživatelsky prˇíveˇtivé zobrazení a export stránek
do formátu RTF a PDF. Pro propojení je používán JODConverter, fungující jako most mezi
aplikací a LibreOfice serverem. Zvolen byl LibreOffice ve verzi 4.3, prˇi testování verze 4.4
vznikaly problémy díky zmeˇneˇ interního API. Pro správu serveru byl vytvorˇen Pacema-
ker agent za použití aplikace screen.
5.1.6 Apache Tomcat
Jelikož platforma XWiki i vyhledávací aplikace Solr figurují jako webové aplikace nevy-
žadující EJB, zvolen byl Tomcat jakožto nenárocˇný a rychlý aplikacˇní server. Jak již bylo
zmíneˇno v kapitole 4.3.1, byl nastaven s podporou APR konektoru (manuální kompi-
lace APR a Tomcat-natives). Pro správu spušteˇné instance byl vytvorˇen systémový init
skript12, kterého využívá i Pacemaker agent. Zde byla provedena základní konfigurace,
modifikace portu serveru, smazání nepotrˇebných dat a nastavení autentikátoru pro Mu-
nin plugin (sbeˇr informací o JVM, zatížení a prˇenesených datech s volitelnou možností
11Plná synchronizace dat
12Spoušteˇcí skript
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monitoringu prˇes JMX). Dodatecˇná konfigurace byla provedena prˇi konfiguraci plat-
formy XWiki.
5.1.7 Solr a ZooKeeper
Solr je webová aplikace nabízející indexaci strukturovaných dat a jejich následné vyhle-
dávání. Základním prvkem je Core, jádro, které obsahuje informace o prˇijímaných da-
tech a jejich zpracování. XWiki nabízí možnost spustit Solr jako embedded (spušteˇný prˇi
startu platformy pod vestaveˇným aplikacˇním serverem Jetty), nenabízí nicméneˇ možnost
clusterování. Z tohoto du˚vodu a z du˚vodu lepší správy byl zvolen Solr Cloud.
Solr Cloud využívá aplikace ZooKeeper, která je soucˇástí projektu Hadoop a již rˇeší
všechny cluster problémy. ZooKeeper funguje jako úložišteˇ konfigurací a Solr zde má
uložené definice jader a informace o existujících instancích. Každý Solr node byl nasta-
ven na komunikaci se všemi ZooKeeper servery, aby se docílilo plné vysoké dostupnosti.
V prˇípadeˇ výpadku jednoho ze ZooKeeper serveru˚ je tedy stav clusteru nezmeˇneˇn a vy-
hledávání je stále funkcˇní. Nákres infrastruktury je viditelný na obrázku 6.
5.2 Instalace a konfigurace XWiki
XWiki je webová aplikace distribuována jako WAR archiv. Složka /WEB-INF/ obsahuje
konfiguracˇní soubory. nejdu˚ležiteˇjší z nich jsou hibernate.cfg.xml, xwiki.cfg, xwiki.properties
a observation/remote/jgroups/tcp.xml. Volitelneˇ lze nastavit Infinispan Cache v adresárˇi
cache/inifinispan/.
Soubor hibernate.cfg.xml obsahuje nastavení databáze a connection pooling. Pro prˇi-
pojení k databázi byl zvolen oficiální MySQL JDBC konektor, jakožto stabilní a výkonná
implementace. Bylo zváženo i použití MariaDB konektoru, jelikož Percona XtraDB je zá-
kladní databázový engine distribuovaný s MariaDB, nicméneˇ z du˚vodu nedokonalosti
a nestabiliteˇ nebyl zvolen. Pro connection pooling byl zvolen HikariCP, který musel být
zkompilován s vlastní implementací Hibernate Connection Provider vzhledem k použité
starší verzi JPA implementace Hibernate. Zde bylo použité následující nastavení: 20 spo-
jení minimum, 50 spojení maximum, timeout 30 sekund.
V konfiguracˇním souboru xwiki.cfg je základní nastavení platformy. Nejdu˚ležiteˇjším
nastavením zde je ukládání dat, kdy XWiki v základním nastavení ukládá veškeré prˇí-
lohy do databáze. Vzhledem k nevhodnosti ukládání binárních dat do relacˇní databáze
bylo ukládání prˇíloh nastaveno na sdílený systém souboru˚ (NAS). Dále se zde nastavuje
naprˇíklad povolení databázové migrace prˇi aktualizaci platformy na noveˇjší verzi, cache,
cˇi nastavení autentizace. Zde byla také nastavena vlastní implementace autentikátoru pro
SSO.
Konfiguracˇní soubor xwiki.properties obsahuje konfiguracˇní data použitých kompo-
nent. Nejdu˚ležiteˇjším parametrem je nastavení adresárˇe pro ukládání permanentních dat
(prˇílohy a logy komponent). Dále zde je trˇeba nastavit OpenOffice a Solr komponenty
pro použití externích instancí a Observation modul. Observation modul je API tvorˇící most
mezi event-driven principem XWiki a JGroups knihovnou pro zajišteˇní synchronizace v
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clusteru. Vzhledem k aktivní Infinispan cache by v prˇípadeˇ vzniklé zmeˇny ostatní in-
stance nebyly informovány a naprˇíklad prˇi úpraveˇ dokumentu by zmeˇna nebyla vidi-
telná. Na toto slouží práveˇ JGroups, který zajišt’uje prˇenos vzniklých událostí (eventu˚)
mezi ostatními instancemi. V xwiki.properties je trˇeba tuto funkcionalitu zapnout a nasta-
vit cestu k JGroups konfiguracˇnímu souboru (tcp.xml zmíneˇný v úvodu kapitoly). Zde
byla zvolena metoda TCPU (TCP unicast), JGroups tedy komunikuje pouze se servery,
které má nastavené v daném konfiguracˇním souboru. Je zde tedy myšleno na stejné bez-
pecˇnostní hledisko jako v prˇípadeˇ aplikace Corosync. Pokud by daný cluster byl veˇtší, ve
vzdáleneˇjších lokalitách, nebo by vzniklých událostí bylo hodneˇ, je vhodneˇjší zvolit UDP
unicast.
WAR archiv XWiki dále obsahuje složky /resources/ obsahující permanentní statické
knihovny trˇetích stran (JavaScript a CSS, zde se prˇechází na použití webjars), /templa-
tes/ obsahující základní šablony jednotlivých akcí a /skins/ obsahující jednotlivé vzhledy
XWiki. V noveˇjší verzi (6.0+) se používá skin flamingo, který využívá schopností knihovny
Bootstrap a poskytuje moderní vzhled.
Zde je již instance XWiki v základní konfiguraci, dále bylo trˇeba provést zmeˇny týka-
jící se vzhledu dodržujícího interní UI standard a integraci s používanými službami.
5.3 Úprava a vývoj funkcionalit
5.3.1 Single Sign On
Ve firmeˇ se používá autentizace s pomocí Active Directory, nejvhodneˇjší je tedy použít ur-
cˇitou formu Kerberos SSO díky použití Linux serveru. Je du˚ležité zmínit použití více AD
serveru˚ (KDC), je tedy trˇeba použít implementaci, která toto umožnˇuje. Zde byla zvo-
lena metoda SPNEGO, nahrazující zastaralé a nebezpecˇné NTLM, konkrétneˇ knihovna
SPNEGO SourceForge poskytující jednoduchý prˇístupový bod k JAAS. Tato knihovna
obsahuje J2EE filter, který lze jednoduše použít v konfiguracˇním souboru použitého apli-
kacˇního serveru. Tímto docílíme pouze autorizovanému prˇístupu k platformeˇ.
Zde nicméneˇ vzniká neˇkolik problému˚. V prˇípadeˇ kontroly dostupnosti je trˇeba mít
Kerberos ticket a klienta s podporou GSSAPI. Zde se dá použít knihovna libcurl, obsahu-
jící podporu zmíneˇného API, nicméneˇ se nelze spoléhat na použití této knihovny všemi
aplikacemi. SPNEGO knihovna již obsahuje funkcionalitu pro obejití autentizace v prˇí-
padeˇ návšteˇvy z lokálního pocˇítacˇe (volitelneˇ), byla tedy implementována funkciona-
lita pro pevné prˇirˇazení uživatelského jména specifikované IP adrese. Následneˇ zde byl
nalezen problém, který lze jasneˇ vyvodit ze specifikace protokolu. V prˇípadeˇ návšteˇvy
stránky je prˇístup zamítnut a klientovi je odeslána hlavicˇka žádající o autentizaci. Klient
následneˇ odešle požadavek znovu a prˇipojí hlavicˇku, pomocí které server oveˇrˇí validitu
údaju˚. Klient tedy požadavek odesílá dvakrát, což v normálním prˇípadeˇ nezpu˚sobuje
žádný problém, nicméneˇ v prˇípadeˇ odesílání multipart dat (soubory) jsou tyto soubory
odeslány dvakrát, což zpu˚sobuje jednak uživatelskou neprˇíveˇtivost, tak i zvýšenou záteˇž
serveru. Pro rˇešení tohoto problému se nabízejí dveˇ možnosti:
1. Speciální stránka pro autentizaci
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2. Prˇíznak specifikující již probeˇhlou autentizaci (funkcionalita sticky-cookies)
První možnost znamená vytvorˇení speciální stránky, která zpracuje prˇihlášení a na-
staví prˇíznak, že autentizace probeˇhla (stejneˇ jako v bodeˇ cˇ. 2). Výhodou a zároveˇnˇ i
nevýhodou této metody je, že autentizace je pouze "volitelná", musíme tedy pocˇítat s
anonymním prˇístupem na platformu.
Tento problém rˇeší metoda cˇ. 2, kdy byla do SPNEGO knihovny implementována
funkcionalita umožnˇující propušteˇní požadavku v prˇípadeˇ nalezené cookie. Zde bylo trˇeba
vytvorˇit bezpecˇnou implementaci oveˇrˇení v autentikátoru na straneˇ XWiki, aby nedo-
šlo k propušteˇní neplatného požadavku, naprˇíklad v prˇípadeˇ modifikace hodnoty co-
okie. V prˇípadeˇ první návšteˇvy platformy je klient autentizován pomocí knihovny SP-
NEGO a verifikován na straneˇ XWiki. Zde je vytvorˇen speciální rˇeteˇzec ve formátu "user-
name@REALM:timestamp", zašifrován silnou symetrickou šifrou a nastaven jako hodnota
potrˇebné cookie. V prˇípadeˇ opakované návšteˇvy klienta je prohlížecˇem odeslána tato co-
okie, SPNEGO autentikátor propustí požadavek bez verifikace platnosti a požadavek je
zpracován XWiki autentikátorem. Ten se pokusí hodnotu cookie rozšifrovat a oveˇrˇí její
platnost (volitelneˇ i timestamp13) a v prˇípadeˇ neplatnosti cookie smaže a nastaví prˇesmeˇ-
rování. Zde již klient cookie nepošle a je autentizován SPNEGO knihovnou.
V obou prˇípadech je trˇeba myslet na neˇkolik bezpecˇnostních hledisek, naprˇíklad délka
platnosti cookie, modifikace cookie klientem, zcizení cookie, cˇi nedostatecˇneˇ silná šifra.
Vzhledem k použití v korporátní sférˇe a nedostupnosti platformy prˇes internet bylo prˇed-
pokládáno, že zcizení cookie není pravdeˇpodobné a šifra je dostatecˇneˇ silná.
Dále bylo v knihovneˇ opraveno neˇkolik bezpecˇnostních problému˚ a prˇidána mož-
nost zobrazit klientovi volitelnou prˇihlašovací zprávu pomocí parametru realm u Autho-
rization hlavicˇky HTTP protokolu. Problémem také bylo, jak zajistit zobrazení informací
uživateli v prˇípadeˇ, že se nebude moci prˇihlásit (nedostupné KDC, chybné údaje, cˇi ja-
kákoli jiná chyba). Pokud uživatel odmítne záložní Basic autentizaci14, odpoveˇd’ skoncˇí s
HTTP chybou 401, stejnou chybu je ale nutné posílat i v prˇípadeˇ, že autentizace probíhá
(pro správnou Negotiate autentizaci je trˇeba vykonat dva HTTP požadavky), není tedy
možné tento "chybový"stav odchytávat na straneˇ proxy serveru. Taktéž není žádoucí po-
sílat velký statický obsah v teˇle požadavku z du˚vodu zvýšené záteˇže a zhoršené možnosti
modifikace (nutný restart aplikacˇního serveru). Jelikož chybový kód není ze sekce prˇe-
smeˇrování (stavy 3xx), prohlížecˇ by jakýkoliv pokus o prˇesmeˇrování s pomocí hlavicˇky
Locate ignoroval. Je nicméneˇ možné zkombinovat možnost odeslání teˇla požadavku prˇi
stavu 401 s možností jazyka HTML (atribut http-equiv u tagu meta). Použitím zmíneˇ-
ného atributu uvnitrˇ tagu meta signalizujeme prohlížecˇi, že máme zájem o prˇesmeˇrování,
které zapocˇne až v prˇípadeˇ nacˇtení celé stránky. Pokud se uživatel úspeˇšneˇ autentizuje,
teˇlo odpoveˇdi je zahozeno, pokud uživatel autentizaci odmítne, bude prˇesmeˇrován na
námi požadovanou stránku. Odesílaná zpráva má malou velikost, umožnˇuje dynamicky
upravovat odkazovanou stránku a v prˇípadeˇ kombinace se sticky-cookies je zvýšená zá-
teˇž minimální. Pu˚vodní verze knihovny SPNEGO tuto funkcionalitu neumožnˇuje, byla
tedy implementována.
13Cˇasové razítko
14Prˇihlášení jménem a heslem
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Následujícím problémem byla konzistence uživatelských dat (osobní data, informace
o skupinách). Možnosti existují dveˇ, synchronizovat uživatelská data synchronneˇ prˇi ná-
všteˇveˇ (autentizaci) a asynchronní synchronizace všech uživatelu˚. Zvolena byla druhá
možnost vzhledem k neintruzivnímu použití. Byla vytvorˇena komponenta která kaž-
dých 24 hodin synchronizuje osobní informace a informace o skupinách všech uživa-
telu˚ ze všech dostupných KDC serveru˚. Pro možnost clusterování bylo nastavené po-
cˇátecˇní zpoždeˇní (náhodneˇ generované) a vytvorˇen nový event LDAPGroupSynchroni-
zationEvent. V prˇípadeˇ spušteˇné synchronizace na jedné instanci je tento event vypálen,
pomocí JGroups je distribuován skrze všechny spušteˇné instance. Komponenta dále ob-
sahuje event listener, který zachytí vypálený event, zruší vytvorˇený cˇasovacˇ a vytvorˇí
nový se zpoždeˇním 24 hodin + náhodný interval. Tímto docílíme synchonizace pouze na
jedné instanci a v prˇípadeˇ výpadku bude synchronizace spušteˇna na jiné instanci.
5.3.2 Úprava vzhledu
Pro dodržení interních UI standardu˚ byla lehce upravena základní šablona Flamingo a
vytvorˇena speciální stránka obsahující SkinExtensions, které se nacˇítají u všech stránek.
Bylo tedy dosaženo efektivní a snadné zmeˇny vzhledu. Bylo zmeˇneˇno i rozložení úvodní
stránky pro snadnou orientaci mezi dostupnými stránkami.
5.3.3 Blogy
Pro potrˇebu blogování byla použita Blog aplikace distribuována s XWiki. Aplikace byla
upravena a byla prˇidána funkcionalita pro interní potrˇeby (nahrávání obrázku˚ jednot-
livým prˇíspeˇvku˚ s využitím funkcionalit technologie HTML5). Aplikace je dostupná na
oddeˇlené URL.
5.3.4 WYSIWYG Editor
XWiki obsahuje propracovaný a snadno rozširˇitelný WISYWYG editor, který nabízí spoustu
možností. WYSIWYG editor samotný je vytvorˇen pomocí GWT, knihovny vyvinuté spo-
lecˇností Google pro jednoduché tvorˇení dynamických webových aplikací. Samotná apli-
kace je napsána v programovacím jazyce Java, využívající veškerých výhod tohoto ja-
zyka, a následneˇ je zkompilována pomocí GWT do jazyka JavaScript. Tento editor nicméneˇ
není dokonalý a bylo ho potrˇeba lehce upravit. V prˇípadeˇ, že chcete zmeˇnit vlastnosti
vloženého obrázku, je trˇeba obrázek nejdrˇíve oznacˇit a posléze kliknout na prˇíslušnou
ikonku v menu. Editor byl tedy upraven s funkcionalitou dvojkliku, tedy v prˇípadeˇ dvoj-
kliku na obrázek bude otevrˇeno okno modifikací. Interneˇ bylo tedy nutné vytvorˇit event
listener na DoubleClickEvent, získat daný element, oznacˇit ho a spustit otevrˇení modifi-
kacˇního okna (výpis 1).
Další modifikací bylo volitelné vytvorˇení cˇisté HTML tabulky nepoužívající základní
vzhled.
/∗∗
∗ {@inheritDoc}
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Obrázek 1: Úvodní dynamický tutoriál na XWiki
∗
∗ @see DoubleClickHandler#onDoubleClick(DoubleClickEvent)
∗/
public void onDoubleClick(DoubleClickEvent event)
{
Element elem = Element.as(event.getNativeEvent().getEventTarget());
if (elem != null && event.getSource() == plugin.getTextArea()
&& "img".equalsIgnoreCase(elem.getTagName())) {
Document doc = plugin.getTextArea().getDocument();
Selection s = doc.getSelection() ;
Range r = doc.createRange();
r .selectNode(elem);
s.removeAllRanges();
s.addRange(r);
plugin.onImageEdit();
}
}
Výpis 1: Zpracování dvojkliku na obrázek v GWT
5.3.5 Úvodní dynamický tutoriál
Pro nezkušené uživatele byl vytvorˇen dynamický tutoriál pomocí JavaScript knihovny
Bootstro.js, která využívá funkcionality Popover knihovny Bootstrap. Tímto bylo dosaženo
uživatelsky prˇíveˇtiveˇ prezentace jednotlivých prvku˚ na XWiki.1
26
5.3.6 Podpu˚rné komponenty
XWiki v základu obsahuje komponentu pro autentizaci vu˚cˇi LDAP serveru. Této kom-
ponenty nebylo využito, byla nicméneˇ základem prˇi tvorbeˇ vlastní komponenty pro pe-
riodickou synchronizaci uživatelských dat. Umožnˇuje du˚ležitou funkcionalitu, synchro-
nizaci uživatelských skupin se skupinami na XWiki. Prˇi návrhu funkcˇnosti byla zvolena
metoda inspirována návrhovým vzorem Lazy loading, tedy každý zameˇstnanec se stane
uživatelem wiki až v prˇípadeˇ, že jí navštíví. Tato volba byla zvolena z du˚vodu menší
záteˇže. V prˇípadeˇ, že se vytvárˇí nová týmová subwiki, cˇi je trˇeba nastavit oprávneˇní uži-
vateli, je nutné uživatele požádat, zda by mohl nejdrˇíve platformu navštívit. Toto rˇešení
je neefektivní a zdlouhavé, byla tedy prˇidána funkcionalita do synchronizacˇní kompo-
nenty, dostupná uživatelu˚m s administrátorským oprávneˇním, která dokáže simulovat
prˇihlášení uživatele a vyžádá synchronizaci potrˇebných informací.
Pokud je trˇeba nastavit zmíneˇnou synchronizaci uživatelských skupin, je nutné vložit
prˇesný unikátní identifikátor (DN) nacházející se v LDAP serveru. Jelikož k této infor-
maci nemají veˇtšinou koncoví uživatelé prˇístup, byla do zmíneˇné komponenty prˇidána
také možnost zobrazit všechny skupiny daného uživatele. Poslední funkcionalitou této
komponenty, kromeˇ manuálního spušteˇní synchronizace všech uživatelu˚, je spušteˇní syn-
chronizace specifického uživatele v prˇípadeˇ nutné akutní zmeˇny informací (a prˇedevším
zarˇazení do skupin).
Díky použití centralizované správy uživatelu˚ pomocí Active Directory je uživatelský
obrázek uložen ve formátu cˇistých binárních dat v atributu jpegPhoto. Prˇestože z názvu
atributu by bylo patrné, že obrázek bude ve formátu JPEG, není to nutností a je trˇeba po-
cˇítat i s jiným formátem obrázku˚ (z binárních dat je trˇeba zjistit správný tzv. content type).
Jelikož nebylo vhodné ukládat obrázky jako prˇílohu k jejich stránce z du˚vodu verzo-
vání a zvýšené záteˇže, byla vytvorˇena oddeˇlená J2EE aplikace, která periodicky stahuje
aktuální uživatelské obrázky z LDAP serveru˚ a ukládá je na disk ve formátu uzivatel-
ske_jmeno.pripona. Data jsou prˇístupná prˇes server nginx, je tedy jejich odbavení rychlé
a nezateˇžuje aplikacˇní server. Zde bylo využito znalostí z prˇedmeˇtu Java Technologie a
aplikace využívá CDI a JNDI.
5.3.7 Nalezené problémy
V produkcˇním provozu platformy bylo nalezeno neˇkolik podstatných problému˚, které
musely být vyrˇešeny. Prvním problémem byla odezva databázové replikace. V prˇípadeˇ
rozsáhlejší zmeˇny trvala synchronizace delší cˇasový úsek (v rˇádu sekund), zatímco JGroups
již distribuoval vzniklé události. Následneˇ došlo na ostatních instancích v clusteru k re-
validaci cache na datové vrstveˇ, nicméneˇ dokument nebylo možné z databáze nacˇíst a
revalidace skoncˇila s chybou. Bylo tedy možné, aby se porušila synchronicita instancí a
každá mohla prezentovat rozdílné informace. Zde bylo zprvu využito možné modifikace
JGroups pomocí protokolu DELAY, kterým lze nastavit zpoždeˇní odesílaných informací.
Toto rˇešení nicméneˇ problém nerˇeší, v prˇípadeˇ práce s veˇtším obnosem dat (naprˇíklad
veˇtší transakce prˇi hromadné úpraveˇ dokumentu˚) bylo možné se s uvedeným problé-
mem setkat, našteˇstí pouze v minimální mírˇe. Následneˇ byl zjišteˇn problém s imple-
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mentací uvedeného protokolu, kdy každý požadavek je spoušteˇn v oddeˇleném vlákneˇ
a vlákno je zablokováno po dobu uvedenou prˇi konfiguraci protokolu. Je tedy teoreticky
možné, aby byl server neúmeˇrneˇ zatížen prˇi vzniku více událostí po danou dobu (1).
bela_: Note that this blocks the sending thread, and uses a receiving thread
bela_: Pretty simple&stupid impl, I should have used tasks to free the thread
and deliver the message later
Bela Ban, autor JGroups, diskuze problému˚ s DELAY protokolem
7. listopad 2014, #jgroups kanál na irc.freenode.net
(1)
Zde byla nakonec zvolena modifikace JDBC nastavení. Použítý MySQL konektor
umožnˇuje nastavit loadbalancing mezi více servery. Jelikož po delším zkoumání nebyla
nalezena podrobná specifikace dané funkcionality, byla zvolena možnost jiná. Jelikož je
garantováno, že na serveru obsahující plovoucí IP adresu je vždy dostupný databázový
server, byl konektor nastaven pro prˇipojení práveˇ na tuto plovoucí IP adresu. V jednu
dobu tedy všechny instance prˇistupují ouze na jeden databázový server, nedochází zde
ale k porušení vysoké dostupnosti. V prˇípadeˇ problému na daném serveru je plovoucí IP
adresa prˇesunuta na server jiný a databázové spojení je znovu vytvorˇeno, dojde zde tedy
ke minimální prodleveˇ, díky rychlému navázání spojení s databázovým serverem. Al-
ternativním rˇešením by byla modifikace jádra XWiki, vytvorˇení fronty prˇijatých JGroups
událostí a vícenásobným pokusu˚m o zpracování událostí. Zde by nicméneˇ bylo nutné
rˇešit jistou transakcˇní vrstvu.
Další nalezený problém souvisí s aplikací Blog, která funguje na jiné doméneˇ. Jeli-
kož XWiki umožnˇuje doménoveˇ oddeˇlit pouze jednotlivé wiki, docházelo k problému˚m
s CORS prˇi AJAX požadavcích (naprˇíklad prˇi nahrávání obrázku˚). Zde bylo prvním po-
kusem použít vestaveˇný Tomcat filtr, ten se nicméneˇ ukázal jako nedokonalá implemen-
tace a problém nerˇešil. Byl tedy vytvorˇen vlastní filtr, který danou funkcionalitu imple-
mentoval a v prˇípadeˇ nalezené správné Origin hlavicˇky byly nastaveny správné hlavicˇky
(Access-Control-Allow-Origin pro povolení požadavku a Access-Control-Allow-Credentials
pro odesílání cookies v požadavku). Jelikož je daná bezpecˇnostní funkcionalita kontro-
lou pouze na straneˇ klienta, není trˇeba rˇešit neplatnou hlavicˇku Origin.
5.3.8 In-memory rendering cache
Dalším problémem byla implementace další vrstvy cache. Jelikož zpracování získaných
dat mu˚že trvat delší dobu, naprˇíklad díky skriptování a pohledu˚m prˇes více stránek, je
vhodné implementovat cache pro vykreslená data. Výsledky porovnání rozdílných zpu˚-
sobu cache jsou zobrazeny v tabulce 5. XWiki již obsahuje jistou implementaci, nicméneˇ ji
bylo trˇeba nejdrˇíve opravit, jelikož nepocˇítala s použitím SkinExtensions. Dále bylo trˇeba
vytipovat stránky, které nemají danou cache používat, naprˇíklad rozdílné dynamické ad-
ministracˇní stránky. Nejveˇtším problémem nicméneˇ bylo zpracování vztahu˚ mezi strán-
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kami. Jestliže je stránka upravena, je její cache vytvorˇena znovu, nicméneˇ pokud na dané
stránce závisí stránky jiné, je jejich cache nedotcˇena a je zobrazován starý obsah. Na-
prˇíklad pokud existuje týmová wiki zobrazující kalendárˇ, kdy každá stránka odpovídá
jednomu záznamu v kalendárˇi, v prˇípadeˇ prˇidání, smazání, cˇi úpraveˇ záznamu je výpis
o zmeˇnách neinformován a zobrazuje zastaralé informace. Jelikož je vhodné udržovat
stránky v pameˇti co nejdelší dobu, vzniká zde zásadní problém, který je trˇeba vyrˇešit.
XWiki již obsahuje statistický modul, který schranˇuje informace o vztahu jednotli-
vých stránek, monitoruje nicméneˇ pouze urcˇité závislosti (naprˇíklad makra pro zobra-
zení cˇásti jiné stránky). Tento modul je navíc pomeˇrneˇ nárocˇný, byla tedy zvolena mož-
nost vývoje vlastní komponenty. Modifikací rendering modulu v XWiki jádrˇe byla prˇi-
dána možnost zneplatnit cache specifikované stránky. Implementovaná komponenta po-
skytuje API použitelné prˇi skriptování, které umožní uživateli definovat závislosti této
stránky cˇi stránku oznacˇit jako závislost stránky jiné. Také obsahuje metody pro zrušení
závislostí a statistické metody pro administraci. Interní cˇástí této komponenty je Single-
ton obsahující podstatnou implementaci mazání cache, EventListener pro události strá-
nek (úprava, prˇidání, smazání) a rˇada "správcu˚".
Princip komponenty spocˇívá v existenci tzv. kotev stránek, rˇeteˇzci, které definují, že
pro danou stránku existuje závislost. Použitá implementace je pomocí hašovacích tabu-
lek pro rychlé nalezení potrˇebných informací. Díky použití CDI, kde existuje rozhraní a
jeho implementace, je možné jednoduše vytvorˇit novou implementaci rozhraní s vyšší
prioritou. Zde existuje neˇkolik prˇípadu˚ užití:
1. Stránka je závislá na jiné stránce
2. Stránka je závislá na stránkách v jistém Space
3. Stránka je závislá na stránce o urcˇitém názvu v jakémkoliv Space
4. Stránka je závislá na svém potomkovi
5. ...
Díky rozdílným prˇípadu˚m užití a možnosti vzniku dalších byla zvolena modulární
implementace pomocí zmíneˇných správcu˚. Každou kotvu definuje trˇída implementující
rozhraní CacheObserverHandler, které obsahuje metodu vracející seznam kotev pro daný
dokument. Prˇi registraci závislosti se uloží tato kotva jako klícˇ tabulky a prˇi vzniku udá-
losti je z definice všech kotev získán seznam kotev odpovídající danému dokumentu.
Iterací tohoto seznamu a dotazu na uloženou strukturu je získán seznam dokumentu˚,
kterým se má zneplatnit cache (výpis 2). Použitá struktura pro uložení dat, hašovací ta-
bulka, obsahuje kotvu jako klícˇ a jako hodnotu množinu popisovacˇu˚ stránek, aby nebyla
držena reference na celý dokument a nebyla tedy ztížena práce garbage collectoru.
V prˇípadeˇ, že chceme oznacˇit rodicˇovskou stránku Test.Parent jako závislost, stacˇí re-
gistrovat kotvu parent:xwiki:Test.Parent, kterou definuje daná implementace (výpis 3).
V prˇípadeˇ vzniklé události je vytvorˇena kotva parent:Rodicˇ.Stránky a je vyhledána v
použité strukturˇe. Zde je získán seznam závislých stránek a jejich cache je zneplatneˇna.
Tato implementace nabízí široké možnosti rozširˇování a efektivní správu závislostí
zcela nezávislých na použitém propojení a použití je zcela v režii uživatele.
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5.4 Testování nového prostrˇedí
Díky neexistujícímu automatickému testování platformy byla zvolena manuální kontrola
funkcionalit celé platformy. Pomocí nástroje ab byla vykonána série záteˇžových testu˚ na
celou platformu a ze získaných dat z nástroje Munin byla vytvorˇena základní konfigurace
jednotlivých komponent.
5.5 Migrace z jiných platforem
Du˚ležitým úkolem po vytvorˇení platformy byla migrace dat z ru˚znorodých prostrˇedí.
Prvním migracˇním projektem byl import dat ze systému Trac. XWiki nabízí neˇkolik mož-
ných zpu˚sobu vložení dat. Nejpoužívaneˇjším zpu˚sobem je XAR balicˇek. XAR je archiv
serializovaných stránek do XML souboru˚ a každou existující stránku je možné do tohoto
formátu exportovat. Lze tak dosáhnout pomeˇrneˇ efektivní zálohy potrˇebných stránek.
Druhým zpu˚sobem importu dat je REST API nabízené platformou. Zde lze POST po-
žadavkem poslat serializovaný dokument ve formátu XML na adresu, která specifikuje
URL vytvárˇené stránky. Lze tak efektivneˇ hromadneˇ vytvárˇet stránky z existujících dat.
XWiki podporuje neˇkolik možných jazykových syntaxí od XWiki syntaxe, prˇes HTML
až po Markdown. Systém Trac nicméneˇ používá vlastní syntaxi, kterou platforma nepod-
poruje. Z tohoto du˚vodu byl použit skript vytvorˇený v jazyce Perl, který zpracovává gra-
matiku Trac jazyka a generuje MediaWiki syntaxi. Zde bylo trˇeba skript cˇástecˇneˇ upravit
a s pomocí podpu˚rných skriptu˚ v jazyce Python byly automaticky prˇevedeny všechny
potrˇebné stránky do XWiki syntaxe. Jelikož systém Trac umožnˇuje verzování stránek,
bylo nutné vytvorˇit ekvivalentní pocˇet XML souboru˚ se specifikovanou prioritou im-
portu.
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6 Záveˇr
Má práce za dobu absolvování této praxe vedla k vytvorˇení vysoce dostupné platformy
postavené na open-source technologiích, která funguje spolehliveˇ pro veˇtší množství uži-
vatelu˚ a je efektivní náhradou neˇkterých proprietárních placených technologií. Vytvorˇená
platforma je hojneˇ používána naprˇícˇ firmou a je užitecˇným nástrojem pro rozlicˇné týmy.
V pru˚beˇhu absolvování praxe jsem se setkal s rˇadou zajímavých a neobvyklých pro-
blému˚ z rozdílných odveˇtví informacˇních technologií. Výhodou byla jistá prˇedchozí zna-
lost dané problematiky a všeobecný prˇehled. Vzhledem k použití operacˇního systému
Linux by bylo vhodné absolvovat prˇedmeˇt Správa operacˇních systému˚, který byl nicméneˇ
k dispozici až pro poslední semestr bakalárˇského studia. Díky rozsáhlému použití plat-
formy zde byl brán zrˇetel i na bezpecˇnost celého rˇešení, což je cennou zkušeností.
Výhodou také bylo absolvování prˇedmeˇtu˚ Java technologie, Úvod do databázových a in-
formacˇních systému˚, Skriptovací programovací jazyky a Operacˇní systémy, které byly prˇínosem
prˇi návrhu a vytvárˇení platformy.
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A Výpisy kódu
@Inject
private Provider<List<CacheObserverHandler>> cacheObserverHandlerProvider;
@Override
public Set<DocumentReference> obtainHandlers(XWikiDocument doc)
{
Set<DocumentReference> handlers = new HashSet<DocumentReference>();
for (CacheObserverHandler h: cacheObserverHandlerProvider.get()) {
for (String fullname: h.getURIs(doc)) {
logger. info ("Searching for ’{}’ in tree with size {}", fullname, tree .size () ) ;
Set<DocumentReference> tmp = tree.get(fullname);
if (tmp != null) {
logger. info ("Obtained {} handlers for ’{}’ with document {}",
tmp.size() , fullname, doc.getDocumentReference());
handlers.addAll(tmp);
}
}
}
logger. info ("Obtained {} handlers for ’{}’ page", handlers.size(), doc.getDocumentReference
());
return handlers;
}
Výpis 2: Metoda pro získání závislostí prˇedané stránky
/∗∗
∗ Cache handler for parent document lookup (parent:subwiki:Space.Page).
∗
∗ @version $Id$
∗/
@Component
@Named("CacheObserverHandler_parent")
public class ParentHandler implements CacheObserverHandler
{
@Override
public List<String> getURIs(XWikiDocument doc) {
return Arrays.<String> asList(
String .format("parent:%s", doc.getParentReference().toString())
) ;
}
}
Výpis 3: Implementace kotvy pro definování rodicˇe
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B Tabulky
Typ stránky Cache Pru˚meˇrná doba (ms) První nacˇtení (ms)
Neexistující bez UI
Infinispan 165.918 198
Infinispan + rendering 163.114
Existující bez UI
Infinispan 214.908 293
Infinispan + rendering 168.443
Existující s UI
Infinispan 384.090 905
Infinispan + rendering 330.149
Existující složiteˇjší s UI
Infinispan 541.222 13 376
Infinispan + rendering 336.260
Tabulka 5: Výkonnostní test XWiki
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C Obrázky
Obrázek 2: Navrhovaná nová infrastruktura
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Obrázek 3: Munin graf, pocˇet prˇístupu˚ na nginx
Obrázek 4: Munin graf, pocˇet prˇístupu˚ na nginx, podrobneˇjší
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Obrázek 5: Munin graf - ukázka, zatížení procesoru
Obrázek 6: Nastavení Solr Cloud se ZooKeeper servery pro vysokou dostupnost
