Abstract-We focus on trellis-based joint code design for twouser Gaussian multiple-access channel (MAC) in the short block length regime. We propose a design methodology, provide specific code designs and report numerical performance results. We compare the performance of the jointly designed codes with the performance of the codes designed for point-to-point (P2P) channels including optimum (in terms of minimum distance) convolutional codes. Our results show that the proposed codes achieve superior performance compared to these alternatives especially in the high signal-to-noise (SNR) regime in equal power scenarios.
of convolutional codes, making it feasible to compute performance bounds in various scenarios, see e.g. [4] , [5] . This is in contrast to low density parity check (LDPC) codes, where the traditional methods for code performance evaluation, such as EXIT charts, focus on the asymptotic regime (in the block length). Moreover, it is possible to develop optimal (in the maximum-a-posteriori (MAP) or maximum likelihood (ML) sense) decoding algorithms if trellis-based codes are employed at both users. Another point that makes convolutional codes attractive in MAC scenario is the similarities between the space-time coding (STC) scenario and the MAC scenario, and the good performance of trellis-based codes in STC scenarios [6] - [10] .
Motivated by these observations, we focus on convolutional (trellis-based) coding framework for short block length codes over Gaussian multiple access channels. We propose a design methodology, provide specific code designs and report numerical performance results. We compare performance of the designed codes with the performance of the optimum (in terms of minimum distance) convolutional codes designed for P2P channels, and available short length LDPC codes. We illustrate how jointly designed and decoded convolutional codes achieve superior performance compared to the strategy of using codes designed for P2P channels. Our results indicate that it is particularly important to jointly design codes when the users have equal power and the regime of operation is high SNRs.
The paper is organized as follows: in Section II, the system model is described. Performance analysis and the proposed joint convolutional code design approach are described in Section III. Numerical performance results for the designed codes are reported in Section IV. The paper is concluded in Section V.
II. SYSTEM MODEL
We consider a multiple-access channel with two users. The users separately encode their messages into length-codewords and , where , with representing the output symbol transmitted from user at time . The received signal at time can be expressed as follows (1) where 's denote the real and fixed channel gains, and represents the i.i.d. zero mean Gaussian noise with variance . Let be the codeword matrix of size that represents the codewords for both users together as follows (2) 1070-9908 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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The model for transmission of one frame can be expressed more compactly as follows (3) where , and .
III. PERFORMANCE ANALYSIS

A. Pairwise Error Probability
Upon receiving , the receiver produces the estimates of the codewords and . It is desired to send both codewords reliably so that the error event is defined as (4) The error event can be also expressed in terms of the two user codeword matrix as . The optimal decoder decides according to the minimum Euclidean distance criterion. The pairwise error probability that the received signal is closer to another codeword pair instead of when was transmitted can be expressed as follows [4] , [5] 
where , and is the squared Euclidean distance between and . It can be expressed as follows (6) where (7) is the two user codeword difference correlation matrix. Here denotes the transpose.
B. Union Bound
Using the union bound, the frame error probability can be upper-bounded as follows (8) where denotes the set of codeword pairs , and denotes the cardinality of the set.
C. Product Weight Enumeration for Convolutional Codes
Although the above analysis holds for any given code, in general it is not possible to efficiently calculate the bound in (8), due to the complexity of enumeration of the multiplicities of the matrices for all possible correct-erroneous codeword pairs. An exception is the case of convolutional (or trellis-based) codes, for which this calculation can be done systematically. In this section, we discuss this point, and give details on how to do this efficiently.
Let and denote the state of the trellis and the state transition matrix for user . Using one can calculate the individual weight enumerators for user . Instead, we consider the state transitions for the two users jointly and define a two-user joint trellis which represents the state transitions for both users. The states in this two-user joint trellis are in the form , where denotes the state of the path for th user, i.e. state for the path for the codeword . There are such states, where is the number of states for the th user's code. We represent the associated state transition matrix with . Using , weight enumeration for the joint two user code can be found.
In order to be able to evaluate the performance, two user codeword difference correlation matrix given in (7) for all possible codeword pairs have to be tracked, i.e. multiplicities of all the possible 's over the joint code of the two users should be found. For this purpose, a product state trellis is defined, where the states are in the form . Here and denote the state of the path for and , respectively. There are such states. The associated state transition matrix is labeled as . The entries of are either zero corresponding to the case where the transition is not allowed, or in the form (9) where is the th row th column entry of the matrix . Here are dummy variables, and the exponent gives the contribution of the transition from state to state to the th row th column entry of the codeword different correlation matrix
. We note that since we have , we only need to keep track of one of these parameters.
In order to tighten the bounds, expurgation technique is adopted and only simple error events are considered [4] , [11] . For simple error events, the codeword matrices and only differ in one segment of the path. To keep track of simple error events, we use an extended state diagram where an extra state is introduced in . Let us denote this state as . Transition to is done only from the states where an error has occurred, i.e. where the states corresponding to and differ. From such an error state, transition is done to when the error event ends, i.e. the simple error event terminates. If the path enters this state, the only possible transition is to stay in this state.
For an stage trellis, by calculating the th power of , and accounting for trellis termination, we find the complete list of possible and their multiplicities. These quantities can then be used to compute the union bound on the error rate of the code pair.
D. Code Search Approach
We use the frame error rate bound in (8) evaluated using the product weight enumeration method presented in Section III-C as the performance criteria in our code search. This method jointly determines the codes for both users.
In Section III-C, it is assumed that enumeration of the weights is done over the duration of the entire frame. The computational cost of such an operation is high [5] , making its direct usage for the purpose of code search a poor choice. Hence, we consider the following simplification: a shorter frame length than the intended design length is used for weight enumeration. This modification is motivated by the general nature of convolutional codes, and the related observation that for decoding of convolutional codes, it is possible to obtain satisfactory performance with a traceback length of four or five times the constraint length [12, Ch.4] . Hence actual block length of the codes may not be crucial in the design of the convolutional code. Our numerical experiments suggest that for a sufficiently long length, (again five times is a good rule of thumb), the general performance rankings of the candidate codes are preserved.
Another simplification adopted for computational efficiency is related to the magnitude of the entries of . We drop out the terms with magnitude greater than a threshold as they do not have an appreciable effect on the error bounds, similar to the approaches in [4] , [5] presented in the space-time coding framework. This threshold is chosen according to the constraint length of the codes for which the search is being performed and the chosen modulation.
E. Alternative Code Design Approaches
We now compare our code design approach with some alternative approaches. Although here we focus on convolutional codes, another option would be to use LDPC codes. Indeed, excellent performance results for LDPC codes are reported for the long block length regime for multi-user channels (e.g. Gaussian MAC, broadcast channel) [13] , [14] . Nevertheless, design and use of LDPC codes as short block length codes is problematic. This stems from both difficulties that exist in the short length scheme for LDPC codes even for P2P channels, and also from difficulties specific to the MAC channel. Code design with LDPC codes in multi-user scenarios typically utilize tools designed specifically for the long block length scheme [13] , [14] . Although there is a small number of works that focus on the design of LDPC codes with short block lengths for P2P channels [15] , [16] , it is not straightforward to extend these approaches for the MAC channel.
This lack of joint design tools is not a matter that can be easily dismissed. To demonstrate this point, we now give an example which illustrates using strong codes that are designed for P2P channels is, in general, not the optimal strategy even when ML decoding is possible. In our example, we use the (24,12) extended binary Golay code. The minimum distance of this code is 8, hence it is very attractive in a P2P setting for . Moreover, due to the short length of the code, for error performance comparison purposes, it is possible to perform joint ML decoding. To use this code in the MAC scenario, we consider the strategy where one of the users encodes his/her message using a Golay code, and the other user employs an interleaved version. 1 The error performance of Golay code pair is observed to be very poor compared to the designed codes: the frame error rate (FER) for the strategy of using Golay code is found to be larger than 0.1 at 8 dB for all of the 10 arbitrarily chosen interleavers. On the other hand, with a code found by the proposed method, , the FER value is found to be as low as 0.0035. (In order to have a convolutional code with the exact rate of 1/2, 14 bits including the terminating zeros are encoded, and the output codeword is punctured at the th bits.)
Another drawback that makes the usage of LDPC codes difficult is the lack of (known) efficient (near-optimal) decoding algorithm for short length LDPC codes on MAC channel. The decoding algorithms typically used on multi-user channels are based on interference cancellation, and good performance with these approaches requires to be able to decode one of the user's message with reasonable fidelity, which in turn is used to decode the message of the other user, see for instance [17] . When the rates are not comparably low, to be able to achieve this low fidelity, one utilizes long block lengths [18] and/or unequal power allocation between users [17] . Indeed, in Section IV, we illustrate the importance of the long block length requirement: using the procedure based on soft interference cancellation in [13] , [14] for decoding of short length rate 1/2 LDPC codes under equal power regime results in poor performance although this method provides very good results for long block lengths [13] , [14] .
While addressing these concerns regarding design and decoding of LDPC codes in short length scheme remains an interesting challenge, motivated by various factors, including the availability of ML decoding, here we have proposed a design methodology based on convolutional (trellis-based) codes. We illustrate the performance of the codes found by this proposed method in Section IV.
IV. SPECIFIC EXAMPLES AND THEIR PERFORMANCE
We now report on the performance obtained by the joint design scheme described in Section III. Decoding for both users is done jointly by the Viterbi algorithm, which provides an ML decoding solution for both users. In our examples, we also compare the performance of the proposed codes with some available LDPC codes. Since it is not possible to perform ML or MAP decoding for LDPC codes, and the channel is a MAC, we resort to the procedure in [13] , [14] performing successive interference cancellation.
We define the signal-to-noise ratio as where , unless otherwise stated. Here with BPSK modulation. To represent the generator polynomials of the convolutional codes, we use octal notation. A code pair for MAC channel is represented by putting the octal representations together, for instance, rate 1/2 codes, for which the first user's code is , is denoted by . We present the performance of the designed rate 1/2 codes with constraint length 2 in Fig. 1 for . We note that due to trellis termination, the code rate is . We observe that the order of magnitude of this frame length is consistent with the applications that motivated this study; such as voice communications with tight latency requirements or access channels that is used for call set-up in mobile environments. This particular choice is made due to availability of the off-the-shelf LDPC codes with this frame length.
Depending on the SNR regime of operation, two different code pairs are found by our proposed code search methodology:
(for high SNR), (for low SNR). To compare the performance of the proposed codes with the available convolutional codes designed for P2P channels, we consider the following "interleaved" scheme: one user encodes by using the given code, and for the second user, another assignment of the generator matrices to the output bits are used. (The generators are fixed, while the index of the output bit they generate changes.) In our example, we use the (5, 7) code which is the code with the largest minimum distance with constraint length 2. Hence the resulting MAC code is . Decoding is again done jointly for both users by the Viterbi algorithm. We observe that at relatively low SNRs, performs very close to one of the designed codes and performs better than the other one. (We also note that the appears as the second best code for low SNR after in our code search.) On the other hand, for high SNR values, both of the jointly designed codes show superior performance compared to . We observe that to obtain a target FER value lower than 0.001 at 9 dB, one needs to use one of the jointly designed codes.
The dependence of the relative performance of these codes on SNR may be interpreted in terms of the relative level of the interference from the other user and the noise. At relatively low SNRs, the dominant performance limiting factor is noise (rather than the other user's signal), hence the main element that determines a code's performance is its noise suppression capabilities. Hence a code designed for a P2P channel can exhibit good performance, as does. However, as SNR becomes higher, the dominant element of interference becomes the other user's transmission. In this case, it is not optimal to treat the interference of the other user as noise, hence it becomes important that the codes jointly form a strong pair.
We have also compared the performance of the designed codes with some available short length LDPC codes. Codes for both users are chosen from LDPC codes with rate 0.5 from [19] with block length . The code of one user is fixed as 96.3.963, and 5 different pairs are formed by choosing the code for the other user from . Due to their poor performance, error values for these LDPC codes are not shown in Fig. 1 : at an SNR of 9 dB, FER values for all the above LDPC code pairs are observed to be larger than 0.1, whereas Fig. 1 shows a FER value in the order of for jointly designed convolutional codes. This poor performance of LDPC codes is consistent with the existence of many factors that may degrade their performance, including lack of joint design, lack of known joint ML decoding procedure, and the possible poor performance of the belief propagation based decoding scheme due to the presence of cycles in the short block length scheme. is the code derived from optimal free distance rate 1/2 code with constraint length 2, LDPC code from [19] .
We now consider a scenario where the users have unequal power. Let . The code search process results in the following code:
. FER values versus the 2nd user's SNR are presented in Fig. 2 along with the performance of , and the performance of the 3rd LDPC code pair from the list above (which has the best performance at 6 dB while the performance of the other pairs are also close). While the LDPC code performance is substantially better than the case where the users have equal power (in terms of how close its performance is to the proposed convolutional code), the designed convolutional code pair still shows superior error performance. The fact that the performance gap between the proposed code ( ) and the codes derived from P2P codes ( and LDPC code) is smaller is again consistent with the expected effect of the dominant interference factor in the system. When one user's power level is low compared to the other, the interference caused by the low power user to the user with higher power level becomes relatively weak in comparison with the channel noise. Hence it becomes possible to decode the message of the high power user with a strong P2P code. This decoded message in turn helps to decode the message of the low power user, for instance, through the soft interference cancellation in the joint (belief propagation) decoding algorithm in the case of LDPC codes. We note that by using time-sharing between different rate point pairs, it may be possible to improve the performance of LDPC codes in equal power scenario through a similar effect. Here rate pairs where one of the users has a relatively low rate will be utilized to assist soft interference cancellation. However, the need for optimization of parameters such as rate pair choices together with the limited availability of short length LDPC codes with varying rates makes pursing this approach more challenging.
V. CONCLUSIONS
Trellis-based codes are designed for the two-user Gaussian MAC in the short block length regime. Our results show that the proposed codes achieve superior performance compared to the available codes designed for P2P channels especially in the high SNR regime in equal power scenarios.
