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Abstract
Aim of this paper is to extend the continuous dependence estimates proved in [27] to
quasi-monotone systems of fully nonlinear second order parabolic equations. As by-product
of these estimates, we get an Ho¨lder estimate for bounded solutions of systems and a rate of
convergence estimate for the vanishing viscosity approximation.
In the second part of the paper we employ similar techniques to study the periodic ho-
mogenization of quasi-monotone systems of fully nonlinear second order uniformly parabolic
equations. Finally, some examples are discussed.
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1 Introduction
This paper is devoted to the weakly coupled system of parabolic equations
∂tui +Hi(t, x, u,Dui, D
2ui) = 0 in (0, T )× Rn, i = 1, . . . ,m (1.1)
where ∂t ≡ ∂/∂t, the operators Hi : (0, T )× Rn × Rm × Rn × Sn are given by
Hi(t, x, r, p,X) = min
ζ∈Zi
max
θ∈Θi
{
− tr
(
Aθζi (t, x, p)X
)
+ fθζi (t, x, r, p,X)
}
(1.2)
and u(x) = (u1(x), . . . , um(x)). In fact, our techniques may be easily adapted to the case of systems
of elliptic equations. Here, all (sub-, super-) solutions will always be in viscosity sense (see below
for the precise definition; for the main properties, we refer the reader to [26] and also to [15] for a
single equation).
Quasi-monotonicity is a basic assumption which guarantees the validity of the maximum
principle for weakly coupled systems. In [26] this assumption has been exploited to prove general
existence and uniqueness results for solutions of systems of fully nonlinear second order PDEs.
Aim of this paper is to show that this assumption allows to extend to weakly coupled systems two
well known properties of fully nonlinear equations: continuous dependence estimates and periodic
homogenization.
Continuous dependence estimates (namely, an estimate of |u(t, x)−v(t, x)| where u and v are
two solutions to (1.1)-(1.2) with different coefficients) are useful tools to obtain regularity results
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and rate of convergence estimates (e.g. for vanishing viscosity and numerical approximation).
A general result for, possibly degenerate, scalar equations was proved in [27, 28] (see also [31])
using techniques based on the maximum principle for semi-continuous solutions: doubling the
variables and adding a penalization term. We show that the quasi-monotonicity assumption allows
to extend the result in [27] to weakly coupled systems at the same level of generality (see also [7],
[9] for related results). As an application of continuous dependence estimates, we obtain regularity
estimates (a priori L∞ and Ho¨lder bounds; we refer the reader to [12, 22] for Harnack type estimates
for these systems) and a rate of convergence estimate for the vanishing viscosity approximation
(in this direction, this paper extends the results in [5] to the case of quasi-monotone systems).
We shall also illustrate our results for a class of systems which arises in optimal control theory
and, as scalar equation, it encompasses the Hamilton-Jacobi-Bellman-Isaacs equation associated
to stochastic differential games (see [19, 20]). In this case, taking advantage of the special form of
the coefficients, we obtain a simpler expression of the estimates.
In the second part of the paper we are concerned with periodic homogenization of weakly
coupled systems of uniformly parabolic equations. In this case, the coefficients in (1.2) have the
form
Aθζi = A
θζ
i
(
x,
x
ε
)
, fθζi = f
θζ
i
(
x,
x
ε
, r, p
)
and are Zn-periodic in the x/ε-variables. The parameter ε is meant to tend to 0. This fact
modelizes a medium displaying heterogeneities in a microscopic scale while one seeks a description
of the macroscopic phenomena (which are the only relevant ones). At the limit, the solutions are
expected to converge to the solution of a “homogenized” problem where the effective operator
needs to be suitably defined.
The homogenization problem for a scalar equation has been studied e.g. in [1, 3, 17, 24,
30] (see [2] for a general review of the results). A homogenization result for quasi-monotone
systems of first order Hamilton-Jacobi equations was obtained in [13]. For systems of second order
equations we refer the reader to [6, 4] for the quasi-linear case and to [10, 11] for homogenization
via probabilistic techniques. Also for the homogenization we are able to generalize the result
from the scalar case to the weakly coupled one making a crucial use of the quasi-monotonicity
assumption. The proof relies on an appropriate modifications of the perturbed test function’s
method introduced by Evans [17].
This paper is organized as follows: in the rest of this section, we introduce our notations,
we list the standing assumptions and we recall the definition of viscosity solution of a system of
PDEs. Section 2 is devoted to the continuous dependence estimate; in particular, we illustrate our
results for a class of systems which arise in optimal control problems. Taking advantage of this
estimate, in Section 3, we deduce a regularity result and a rate of convergence for the vanishing
viscosity; moreover, we work out in detail the vanishing viscosity approximation of a first order
system arising in optimal control. Section 4 is devoted to homogenization results. Finally, in the
Appendix we give the proof of a technical Lemma and, for the sake of completeness, we quote some
results yet established in the literature.
1.1 Notations and standing assumptions
Notations: We set I := {1, . . . ,m} and Qt := (0, t) × Rn. Sn denotes the set of n × n real
symmetric matrices; it is endowed with the Frobenius norm and the usual order, namely: |X | =
tr(XXT )1/2 and X ≥ Y whenever X − Y is a semidefinite positive matrix. For each function h
defined on (0, T ) × Rn, P¯2,+h(τ, ξ) and P¯2,−h(τ, ξ) denote respectively the parabolic super- and
subjects at the point (τ, ξ) (see [15, Section 8]). For f : Rn → Rm, we define the C0-norm by ‖f‖ =
supi∈I, x∈Rn |f(x)| and, for µ ∈ (0, 1], the Ho¨lder seminorm by [f ]µ := supi∈I, x 6=y |fi(x)−fi(y)||x−y|µ . For
µ ∈ (0, 1], Cµ(Rn) denotes the Ho¨lder space of functions f such that: ‖f‖+ [f ]µ < +∞. Finally,
BUC(Rn) denotes the space of uniformly continuous, bounded functions f : Rn → Rm.
Standing assumptions: For i ∈ I and Hi defined as in (1.2), we assume
(C0) The sets Θi and Zi are compact metric spaces. Moreover, wlog, we assume Θi = Θ and
2
Zi = Z (it suffices to consider Θ = ΠiΘi, Z = ΠiZi and to extend the functions fi and Ai
to these sets).
(C1) For every R > 0, fθζi ∈ C([0, T ]× Rn × Rm × Rn × Sn) is uniformly continuous on the set
[0, T ]× Rn × [−R,R]m ×BRn(0, R)×BSn(0, R) uniformly in θ, ζ.
(C2) For every X,Y ∈ Sn with X ≤ Y there holds
fθζi (t, x, r, p,X) ≥ fθζi (t, x, r, p, Y ) ∀t, x, r, p, θ, ζ.
(C3) For every t, x, p, θ, ζ, Aθζi (t, x, p) = a
θζ
i (t, x, p)a
θζ
i (t, x, p)
T for some matrix aθζi ∈ C([0, T ] ×
R
n×Rn). Furthermore, for every R > 0, aθζi is uniformly continuous on [0, T ]×Rn×BRn(0, R)
uniformly in θ, ζ.
(C4) For every R > 0, there is γR ∈ R s.t. if r, s ∈ [−R,R]m and rj − sj = max
k∈I
{rk − sk} ≥ 0,
then
fθζj (t, x, r, p,X)− fθζj (t, x, s, p,X) ≥ γR(rj − sj) ∀t, x, p,X, θ, ζ.
(C5) There exists µ ∈ (0, 1] such that: for every R > 0 there exists a constant Cf,R such that∣∣∣fθζi (t, x, r, p,X)− fθζi (t, y, r, p,X)∣∣∣ ≤ Cf,R (|p||x− y|+ |x− y|µ)
for every θ, ζ, i, t, x, y, p, r,X with |r| < R.
(C6) There is a constant Ca such that∣∣∣aθζi (t, x, p)− aθζi (t, y, p)∣∣∣ ≤ Ca|x− y| ∀θ, ζ, i, t, x, y, p.
(C7) There holds: Cf := supθ,ζ,i,t,x |fθζi (t, x, 0, 0, 0)| ≤ +∞.
Remark 1.1 Assumption (C4) implies a quasi-monotonicity property of the system (1.1); namely,
for every R > 0, there is γR ∈ R s.t. if r, s ∈ [−R,R]m and rj − sj = max
k∈I
{rk − sk} ≥ 0, then
Hj(t, x, r, p,X)−Hj(t, x, s, p,X) ≥ γR(rj − sj) ∀t, x, p,X. (1.3)
Remark 1.2 We refer the reader to Section 2.1 for a class of systems (arising in optimal control
theory) which fulfills assumptions (C0)-(C4). Let us also observe that, when system (1.1)-(1.2)
reduces to a single equation, the above assumptions are satisfied, e.g., by: the Hamilton-Jacobi-
Bellman-Isaacs equation associated to a two-players zero-sum stochastic differential game, the
equation of mean curvature flow of graphs, the p-Laplacian with p > 2 (see [15, 27]). Further-
more, let us recall that a wide class of nonlinear operators can be written in the form (1.2) (see
[29, 18]).
Definition of solution ([26]): (i) An USC function u : QT → Rm is a subsolution of (1.1) if:
whenever φ ∈ C2(QT ), i ∈ I and ui − φ attains a local maximum at (t, x), then there holds
∂tφ(t, x) +Hi(t, x, u(t, x), Dφ(t, x), D
2φ(t, x)) ≤ 0.
(ii) A LSC function u : QT → Rm is a supersolution of (1.1) if: whenever φ ∈ C2(QT ), i ∈ I and
ui − φ attains a local minimum at (t, x), then there holds
∂tφ(t, x) +Hi(t, x, u(t, x), Dφ(t, x), D
2φ(t, x)) ≥ 0.
(iii) A function u is a solution of (1.1) if it is both a sub- and a supersolution. In particular, it
belongs to C(QT ).
3
2 The continuous dependence estimate
In this section we prove the continuous dependence estimate for the problem (1.1)-(1.2).
Theorem 2.1 Assume that, for k = 1, 2, Hk = {Hki }i∈I satisfies assumptions (C0)-(C4) with
constant γkR. Let u
1 and u2 be respectively a bounded subsolution to problem (1.1)-(1.2) with H =
H1 and a bounded supersolution to problem (1.1)-(1.2) with H = H2. Set R := max(‖u1‖, ‖u2‖)
and γ = min(γ1R, γ
2
R). Then for each 0 ≤ t ≤ T , γ¯ ≥ 0 and α > 0, we have
sup
Eαt
(
eγτ
(
u1i (τ, x) − u2i (τ, y)
)− α
2
eγ¯τ |x− y|2)) ≤
sup
Eα
0
(
u1i (0, x)− u2i (0, y)−
α
2
|x− y|2)+ + t sup
Dαγt
(
eγτ [fθζ,1i (τ, y, r, p,X)− fθζ,2i (τ, x, r, p,X)]
+ 3αeγ¯τ |aθζ,1i (τ, x, p)− aθζ,2i (τ, y, p)|2 −
α
2
γ¯eγ¯τ |x− y|2
)+
where
∆α :=
{
(x, y) ∈ Rn × Rn : |x− y| ≤ 2R
1/2
√
α
}
(2.1)
Eαt := {(τ, x, y, i) : 0 ≤ τ ≤ t, (x, y) ∈ ∆α, i ∈ I}
Dαγt := {(τ, x, y, i, r, p,X, θ, ζ) : p = α(x− y)e(γ¯−γ)τ , (τ, x, y, i) ∈ Eαt ,
|r| ≤ e−γtmin(‖u1‖, ‖u2‖), |X | ≤ 3αne(γ¯−γ)τ , θ ∈ Θ, ζ ∈ Z}.
Proof We first consider the case γ = 0. Without loss of generality, assume ‖u1‖ ≤ ‖u2‖ (the
other case can be dealt with in a similar manner and we shall omit it). Fix t ∈ (0, T ], α > 0 and
γ¯ ≥ 0. For every 0 < ε ≤ α/5, we set
σ0 := sup
Eα
0
(
u1i (0, x)− u2i (0, y)−
α
2
|x− y|2)+
σ := −σ0 + sup
Eαt
{
u1i (τ, x)− u2i (τ, y)−
(α
2
eγ¯τ |x− y|2 + ε
2
(|x|2 + |y|2) + ε
t− τ
)}
.
Since we want to derive an upper bound of σ, it is not restrictive to assume σ > 0. For δ ∈ (0, 1),
set
ψ(τ, x, y, i) := u1i (τ, x) − u2i (τ, y)−
δστ
t
−
(
α
2
eγ¯τ |x− y|2 + ε
2
(|x|2 + |y|2) + ε
t− τ
)
(2.2)
for every τ ∈ (0, t), x, y ∈ Rn and i ∈ I. Since the functions u1i and u2i are bounded in Qt
and ψ tends to −∞ both as τ → t− and as |x| + |y| → +∞, we deduce that there exists a
point (τ0, x0, y0, i0) where the function ψ attains its global maximum, i.e.
ψ(τ0, x0, y0, i0) ≥ ψ(τ, x, y, i) ∀(τ, x, y, i) ∈ [0, t)× Rn × Rn × I.
By its definition (2.2), the function ψ satisfies
sup
Eαt
ψ ≥ σ + σ0 − δσ = (1− δ)σ + σ0. (2.3)
Lemma 2.1 Let (τ0, x0, y0, i0) be the point where the function ψ in (2.2) attains its maximum.
Then
i) There holds
|x0 − y0| ≤ 2
(
R
α
)1/2
, |x0|, |y0| ≤ 2
(
R
ε
)1/2
(2.4)
where R is the constant introduced in Theorem 2.1; in fact, there exists a modulus of conti-
nuity m such that
|x0|, |y0| ≤ ε−1/2m(ε). (2.5)
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ii) Assume that u1 and u2 are continuous in x uniformly in t, namely, there exists a modulus
of continuity ω such that: |uj(τ, x)− uj(τ, y)| ≤ ω(|x− y|) (j = 1, 2). Then, we have
αeγ¯τ0 |x0 − y0|2 ≤ ω(|x0 − y0|). (2.6)
iii) Assume that either u1 or u2 belongs to C1. Then, we have
αeγ¯τ0 |x0 − y0| ≤ n
[
min
j=1,2
{[uj]1}+ ε1/2
√
2R
]
. (2.7)
The proof is postponed to the Appendix. We continue with the proof of Theorem 2.1.
By Lemma 2.1-(i), we deduce that τ0 > 0; actually, for τ0 = 0, inequality (2.3) implies
σ0 + (1− δ)σ ≤ ψ(0, x0, y0, i0) ≤ σ0
and, in particular, σ ≤ 0, a contradiction.
We introduce the test function
φ(τ, x, y) :=
δστ
t
+
α
2
eγ¯τ |x− y|2 + ε
2
(|x|2 + |y|2) + ε
t− τ
and, for i = i0 fixed, we invoke [15, Thm 8.3]: for every ν > 0, there exist values a, b ∈ R and
matrices X,Y ∈ Sn such that
(a, px0 , X) ∈ P¯2,+u1i0(τ0, x0), (b, py0, Y ) ∈ P¯2,−u2i0(τ0, y0), (2.8)
a− b = ∂τφ(τ0, x0, y0) ≡ δσ
t
+
ε
(t− τ0)2 +
α
2
γ¯eγ¯τ0 |x0 − y0|2 (2.9)
− (ν−1 + α¯+ ε)
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ Φ+ νΦ2, (2.10)
where
α¯ := eγ¯τ0α, Φ :=
(
φxx φxy
φyx φyy
)
(τ0,x0,y0)
, px0 := Dxφ(τ0, x0, y0), py0 := −Dyφ(τ0, x0, y0)
(note that, according to notations of [15], the norm of a symmetrix matrix A is defined as follows:
|A|∗ := sup{|λ| | λ is an eigenvalue of A} = sup{| < vA, v > | | |v| ≤ 1}; recall also that |A| ≤
n|A|∗). For ν = (α¯+ 2ε)−1, relation (2.10) entails
− 2(α¯+ ε)
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3α¯
(
I −I
−I I
)
+ 2ε
(
I 0
0 I
)
. (2.11)
From this inequality, one can deduce that, for every (θ, ζ) ∈ Θ× Z, there holds
tr
(
Aθζ,1i0 (τ0, x0, px0)X
)
− tr
(
Aθζ,2i0 (τ0, y0, py0)Y
)
≤ 3α¯
∣∣∣aθζ,1i0 (τ0, x0, px0)− aθζ,2i0 (τ0, y0, py0)
∣∣∣2
+ 2ε(|aθζ,1i0 (τ0, x0, px0)|2 + |a
θζ,2
i0
(τ0, y0, py0)|2) (2.12)
In order to prove this inequality, we shall use the arguments by Ishii [25]. Multiplying the latter
inequality in (2.11) by the matrix
 aθζ,1i0 (τ0, x0, px0)aθζ,1i0 (τ0, x0, px0)T aθζ,2i0 (τ0, y0, py0)aθζ,1i0 (x0, px0)T
aθζ,1i0 (τ0, x0, px0)a
θζ,2
i0
(τ0, y0, py0)
T aθζ,2i0 (τ0, y0, py0)a
θζ,2
i0
(τ0, y0, py0)
T


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(which is symmetric and nonnegative definite) and evaluating the trace, we obtain
tr
(
Aθζ,1i0 (τ0, x0, px0)X −A
θζ,2
i0
(τ0, y0, py0)Y
)
≤
3α¯ tr
[(
aθζ,1i0 (τ0, x0, px0)− a
θζ,2
i0
(τ0, y0, py0)
)(
aθζ,1i0 (τ0, x0, px0)− a
θζ,2
i0
(τ0, y0, py0)
)T ]
+ 2ε tr
(
aθζ,1i0 (τ0, x0, px0)a
θζ,1
i0
(τ0, x0, px0)
T + aθζ,2i0 (τ0, y0, py0)a
θζ,2
i0
(τ0, y0, py0)
T
)
and therefore, by using our choice of ε and of α¯, we get relation (2.12). Since u1 is a subsolution
to problem (1.1), the former relation in (2.8) and (2.9) yield
0 ≥ a+min
ζ∈Z
max
θ∈Θ
{− tr
(
Aθζ,1i0 (τ0, x0, px0)X
)
+ fθζ,1i0 (τ0, x0, u
1(τ0, x0), px0 , X)}
≥ b+ δσ
t
+min
ζ∈Z
max
θ∈θ
{− tr
(
Aθζ,2i0 (τ0, y0, py0)Y
)
+ fθζ,2i0 (τ0, y0, u
2(τ0, y0), py0 , Y )
+ tr
(
Aθζ,2i0 (τ0, y0, py0)Y −A
θζ,1
i0
(τ0, x0, px0)X
)
+ fθζ,1i0 (τ0, x0, u
1(τ0, x0), px0 , X)
− fθζ,2i0 (τ0, y0, u2(τ0, y0), py0 , Y )}+
α
2
γ¯eγ¯τ0 |x0 − y0|2.
(2.13)
From (2.11), it follows that
X ≤ Y + 4εI, |X |, |Y | ≤ n(3α¯+ 2ε); (2.14)
actually, in order to prove these estimates, it suffices to evaluate inequality (2.11) on the vectors
(v, v), (v, 0) and (0, v) respectively. Whence, assumption (C2) ensures
fθζ,2i0 (τ0, y0, u
2(τ0, y0), py0 , Y ) ≤ fθζ,2i0 (τ0, y0, u2(τ0, y0), py0 , X − 4εI). (2.15)
Moreover, by ψ(τ0, x0, y0, i0) ≥ ψ(τ0, x0, y0, j) and by (2.3), we get respectively
u1i0(τ0, x0)− u2i0(τ0, y0) ≥ u1j(τ0, x0)− u2j(τ0, y0) for any j ∈ I
and
u1i0(τ0, x0)− u2i0(τ0, y0) ≥ 0.
Hence by (C4) and recalling that γ = min(γ1R, γ
2
R) = 0, we get
fθζ,2i0 (τ0, y0, u
2(τ0, y0), py0 , X − 4εI) ≤ fθζ,2i0 (τ0, y0, u1(τ0, x0), py0 , X − 4εI). (2.16)
By (2.13), (2.15) and (2.16) we get
0 ≥ b+ δσ
t
+min
ζ∈Z
max
θ∈Θ
{− tr
(
Aθζ,2i0 (τ0, y0, py0)Y
)
+ fθζ,2i0 (τ0, y0, u
2(τ0, y0), py0 , Y )
+ tr
(
Aθζ,2i0 (τ0, y0, py0)Y − A
θζ,1
i0
(τ0, x0, px0)X
)
+ fθζ,1i0 (τ0, x0, u
1(τ0, x0), px0 , X)
− fθζ,2i0 (τ0, y0, u1(τ0, x0), py0 , X − 4εI)}+
α
2
γ¯eγ¯τ0 |x0 − y0|2
≥ b+ δσ
t
+min
ζ∈Z
max
θ∈Θ
{− tr
(
Aθζ,2i0 (τ0, y0, py0)Y
)
+ fθζ,2i0 (τ0, y0, u
2(τ0, y0), py0 , Y )}
+min
θ,ζ
{tr (Aθζ,2i0 (τ0, y0, py0)Y −Aθζ,1i0 (τ0, x0, px0)X)+ fθζ,1i0 (τ0, x0, u1(τ0, x0), px0 , X)
− fθζ,2i0 (τ0, y0, u1(τ0, x0), py0 , X − 4εI)}+
α
2
γ¯eγ¯τ0 |x0 − y0|2.
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Hence, since u2 is a supersolution, we get
δσ
t
≤ max
θ,ζ
{− tr (Aθζ,2i0 (τ0, y0, py0)Y −Aθζ,1i0 (τ0, x0, px0)X)− fθζ,1i0 (τ0, x0, u1(τ0, x0), px0 , X)
+ fθζ,2i0 (τ0, y0, u
1(τ0, x0), py0 , X − 4εI)}+
α
2
γ¯eγ¯τ0 |x0 − y0|2
≤ max
θ,ζ
{
3α¯
∣∣∣aθζ,1i0 (τ0, x0, px0)− aθζ,2i0 (τ0, y0, py0)
∣∣∣2
+ fθζ,2i0 (τ0, y0, u
1(τ0, x0), py0 , X − 4εI)− fθζ,1i0 (τ0, x0, u1(τ0, x0), px0 , X)
+ 2ε(|aθζ,1i0 (τ0, x0, px0)|2 + |a
θζ,2
i0
(τ0, y0, py0)|2)
}
+
α
2
γ¯eγ¯τ0 |x0 − y0|2
(2.17)
where the last inequality is due to (2.12).
Set p := αeγ¯τ0(x0 − y0), px := εx0, py := εy0 and observe that px0 = p + px, py0 = p − py. We
define
Fα,εt := {(τ, x, y, i, r, p, px, py, X, θ, ζ) : X = X1 +X2, (τ, x, y, i, r, p,X1, θ, ζ) ∈ Dα0t
|X2| ≤ 2nε, ε1/2|x|, ε1/2|y| ≤ m(ε), |px|, |py| ≤ (2Rε)1/2} (2.18)
From (2.17), we have
δσ
t
≤ sup
Fα,εt
{
(3α¯+ 2ε)
∣∣aθζ,1i (τ, x, p+ px)− aθζ,2i (τ, y, p− py)∣∣2
+ fθζ,2i (τ, y, r, p− py, X − 4εI)− fθζ,1i (τ, x, r, p+ px, X)
− α
2
γ¯eγ¯τ |x− y|2 + 2ε(|aθζ,1i (τ, x, p+ px)|2 + |aθζ,2i (τ, y, p− py)|2)
}+
.
By definition of Fα,εt and (C1) and (C3), we get that there exists a modulus of continuity ω such
that
δσ
t
≤ sup
Fα,εt
{
fθζ,2i (τ, y, r, p,X)− fθζ,1i (τ, x, r, p,X) + 3α¯
∣∣aθζ,1i (τ, x, p)− aθζ,2i (τ, y, p)∣∣2
− α
2
γ¯eγ¯τ |x− y|2 + ω(|px|+ |py|+ ε) + 2ε(|aθζ,1i (τ, x, p+ px)|2 + |aθζ,2i (τ, y, p− py)|2)
}+
.
If (τ, x, y, i) ∈ Eαt , by definition of σ, we get
u1i (τ, x)− u2i (τ, y)−
α
2
eγ¯τ |x− y|2 ≤ σ + σ0 + ε
{
1
t− τ +
1
2
(|x|2 + |y|2)
}
By the last two inequalities we get
u1i (τ, x)− u2i (τ, y)−
α
2
eγ¯τ |x− y|2
≤ σ0 + t
δ
sup
Fα,εt
{
fθζ,2i (τ, y, r, p,X)− fθζ,1i (τ, x, r, p,X) + 3α¯
∣∣aθζ,1i (τ, x, p)− aθζ,2i (τ, y, p)∣∣2
− α
2
γ¯eγ¯τ |x− y|2 + ω(|px|+ |py|+ ε) + 2ε(|aθζ,1i (τ, x, p+ px)|2 + |aθζ,2i (τ, y, p− py)|2)
}+
+ ε
{
1
t− τ +
1
2
(|x|2 + |y|2)
}
(2.19)
Observe that, by (C3) and the definition of Fα,εt , we have
ε
(
|aθζ,1i (τ, x, p+ px)|2 + |aθζ,2i (τ, x, p− py)|2
)
≤ Cε(1 + |x|2) ≤ Cε(1 + m(ε)
2
ε
).
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Then sending ε → 0 (note that, since ‖u1‖ = ‖u1‖ ∧ ‖u2‖, by (2.18), as ε → 0, Fα,εt converges to
Dα0t) and then δ → 1− in (2.19), we get the estimate.
The general case γ 6= 0 can be proved following the argument of the corresponding result in
[27, Thm 3.1]. ✷
Remark 2.1 This result can be generalized (using the same proof) to the case of a bounded above
subsolution u1 and a bounded below supersolution u2. Actually, in order to treat this case, it suffices
to set R := max{‖u1+‖, ‖u2−‖} and to replace “min{‖u1‖, ‖u2‖}” with “min{‖u1+‖, ‖u2−‖}” in
the definition of Dαγt.
Remark 2.2 Theorem 2.1 can be improved when either u1 or u2 satisfies additional regularity
properties. For instance, when they are both continuous functions with modulus of continuity ω1
and ω2, respectively, the result of Theorem 2.1 holds with ∆α in (2.1) defined by
∆α :=
{
(x, y) ∈ Rn × Rn : α|x− y|2 − ω1(|x− y|)− ω2(|x − y|) ≤ 0
}
.
When either u1 or u2 belongs to C1(QT ), then ∆α can be defined as
∆α :=
{
(x, y) ∈ Rn × Rn : |x− y| ≤ nmin([u1]1, [u2]1)α−1
}
.
With the previous definitions of ∆α, the proof of Theorem 2.1 can be easily adapted by using Lemma
2.1.(ii) and (iii) (see [27] for more details).
2.1 Systems arising in control theory
Weakly coupled systems are the dynamic programming equations of optimal control problem of
Markov process with random switching (see [21]) and arise in many areas as in connection with
the optimal control of hybrid systems ([8, 16, 23]). Consider the control problem with dynamics
dX(s) = bθs,ζsνs
(
s,X(s)
)
ds+ aθs,ζsνs
(
s,X(s)
)
dWs, s ∈ [t, T ]
X(t) = x
(2.20)
whereWt is a standard Brownian motion, θt, ζt are the controls and νt is a continuous time random
process with state space {1, . . . ,m} for which
P{νt+∆t = j | νt = i, Xt = x} = cθ,ζij (t, x)∆t+O(∆t) (2.21)
for ∆t→ 0, i, j ∈ I, i 6= j. Let v = (v1, . . . , vm) be the value function defined by
vi(x, t) = inf
θ∈T
sup
ζ∈Z
Ex,i
{∫ T
t
lθs,ζsi
(
s,X(s)
)
ds+ u0,i(X(T ))
}
(t, x) ∈ [0, T )× Rn, i ∈ I.
(2.22)
where T stands for the set of admissible strategies of the first player (namely, non-anticipating
maps θ : Z → T , see [20]). Then the function u(x, T − t) := v(x, t) is formally the solution of (1.1)
with initial datum ui(x, 0) = u0,i(x) where the operators Hi are defined by
Hi(t, x, r, p,X) = min
ζ∈Z
max
θ∈Θ

− tr
(
Aθζi (t, x)X
)
+ bθζi (t, x) · p+ lθζi (t, x) +
∑
j∈I
dθζij (t, x)rj

 (2.23)
and Aθζi (t, x) = a
θζ(t, x)aθζ(t, x)T , dθζij = −cθζij for j 6= i, dθζii = −
∑
j c
θζ
ij . Besides assumptions
(C0)-(C6), we require the following assumptions
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– the coefficients aθζi and b
θζ
i are Lipschitz continuous in x uniformly in t and in (θ, ζ); namely,
for h = aθζi , b
θζ
i , there holds
|h(t, x) − h(t, y)| ≤ Lh|x− y| ∀x, y, t, θ, ζ, i;
– the coefficients lθζi and d
θζ
ij are Ho¨lder continuous in x uniformly in t and in (θ, ζ); namely,
for h = lθζi , d
θζ
ij , there holds
|hθζi (t, x)− hθζi (t, y)| ≤ Lh|x− y|µ ∀x, y, t, θ, ζ, i.
Theorem 2.2 Let H1 and H2 be two operators of the form (2.23) which fulfill the above assump-
tions. Let u1 and u2 be respectively a bounded subsolution to problem (3.1) with H = H1 and u0 =
u10 ∈ Cµ(Rn) and a bounded supersolution to problem (3.1) with H = H2 and u0 = u20 ∈ Cµ(Rn).
Set R := max(‖u1‖, ‖u2‖) and γ := min{γ1R, γ2R}. Then there exists a constant K > 0 (depending
only on T , R and on the constants entering in our assumptions) such that, for every 0 ≤ t ≤ T ,
there holds
eγt‖u1(t, ·)− u2(t, ·)‖ ≤ ‖u10 − u20‖+Kt sup
i∈I,(τ,x)∈Qt,θ,ζ
[
|ℓθζ,1i − ℓθζ,2i |+ |dθζ1 − dθζ2 |
]
+Ktµ/2 sup
i∈I,(τ,x)∈Qt,θ,ζ
[
|bθζ,1i − bθζ,2i |µ + |aθζ,1i − aθζ,2i |µ
]
where dθζk is the matrix (d
θζ,k
ij )i,j∈I for k = 1, 2.
Remark 2.3 If u1 and u2 are both solutions and supζ,θ,t,x,i |lθζ,ki (t, x)| < +∞ (k = 1, 2), then
Theorem 3.1 below guarantees that u1 and u2 are bounded and it also provides an estimate of R.
Proof By the arguments of [27, Thm 3.2 and 4.1], this result is a consequence of Theorem 2.1
and of the regularity of the coefficients and of the initial data.
For Cµ := min{[u10]µ, [u20]µ}, we have
eγt‖u1(t, ·)− u2(t, ·)‖ ≤ sup
Eαt
(
eγτ
(
u1i (τ, x)− u2i (τ, y)
)− α
2
eγ¯τ |x− y|2))
sup
Eα
0
(
u10,i(x)− u20,i(y)−
α
2
|x− y|2)+ ≤ ‖u10 − u20‖+ α−µ/(2−µ)C2/(2−µ)µ .
By these inequalities, for
fθζ,ki = b
θζ,k
i (t, x) · p+ lθζ,ki (t, x) +
∑
j∈I
dθζ,kij (t, x)rj , a
θζ,k = aθζ,k(t, x) (k = 1, 2),
Theorem 2.1 yields
eγt‖u1(t, ·)− u2(t, ·)‖
≤ ‖u10 − u20‖+ α−µ/(2−µ)C2/(2−µ)µ + t sup
Dαγt
{
eγτ
[
|bθζ,1i (τ, x)− bθζ,2i (τ, x)||p|
+ |lθζ,1i (τ, x)− lθζ,2i (τ, x)|+R
∑
j∈I
|dθζ,1ij (τ, x) − dθζ,2ij (τ, x)| + Lb|x− y||p|
+ (Ll +mLdR)|x− y|µ
]
+ 3αeγ¯τ
(
|aθζ,1i (τ, x)− aθζ,2i (τ, x)| + La|x− y|
)2
− α
2
γ¯eγ¯τ |x− y|2
}
≤ ‖u10 − u20‖+ α−µ/(2−µ)C2/(2−µ)µ + t sup
Dαγt
{
eγτ
[
|lθζ,1i (τ, x) − lθζ,2i (τ, x)|
+R
∑
j∈I
|dθζ,1ij (τ, x)− dθζ,2ij (τ, x)|
]
+ αeγ¯τ |bθζ,1i (τ, x) − bθζ,2i (τ, x)|2
+ eγτ(Ll +mLdR)|x− y|µ + 6αeγ¯τ |aθζ,1i (τ, x)− aθζ,2i (τ, x)|2
+ αeγ¯τ |x− y|2
(
1 + Lb + 6L
2
a −
γ¯
2
)}
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where the last inequality is due to the Young one and to the choice p = α(x− y)e(γ¯−γ)τ .
We choose γ¯ sufficiently large such that
1 + Lb + 6L
2
a − γ¯/2 = −1.
Furthermore, by standard calculus, we get
(Ll +mLdR)e
γτ |x− y|µ − αeγ¯τ |x− y|2 ≤ K1α−µ/(2−µ)
where K1 is a constant depending only on Ll, Ld,R, γ, γ¯ and T . Taking into account the last three
inequalities, for K2 := C
2/(2−µ)/2
µ + tK1 we obtain
eγt‖u1(t, ·)− u2(t, ·)‖
≤ ‖u10 − u20‖+ t sup
Dαγt
{
eγτ
[
|lθζ,1i (τ, x)− lθζ,2i (τ, x)| +R
∑
j∈I
|dθζ,1ij (τ, x)− dθζ,2ij (τ, x)|
]}
+K2α
−µ/(2−µ) + αt sup
Dαγt
{
eγ¯τ
[
|bθζ,1i (τ, x) − bθζ,2i (τ, x)|2 + 6|aθζ,1i (τ, x) − aθζ,2i (τ, x)|2
]}
Minimizing the right-hand side by an adequate choice of α, we have
eγt‖u1(t, ·)− u2(t, ·)‖
≤ ‖u10 − u20‖+ t sup
Dαγt
{
eγτ
[
|lθζ,1i (τ, x)− lθζ,2i (τ, x)| +R
∑
j∈I
|dθζ,1ij (τ, x)− dθζ,2ij (τ, x)|
]}
+K3t
µ/2
(
sup
Dαγt
{
eγ¯τ
[
|bθζ,1i (τ, x) − bθζ,2i (τ, x)|2 + |aθζ,1i (τ, x)− aθζ,2i (τ, x)|2
]})µ/2
.
where K3 is a constant depending only on T , and on the constants entering in our assumptions.
Finally, by the Young inequality, one can easily accomplish the proof. ✷
Remark 2.4 By the proof above, this result is still true when, for each i ∈ I, either u10,i or u20,i
belongs to Cµ(Rn) and the assumptions on the regularity are fulfilled by either aθζ,1i or a
θζ,2
i , either
bθζ,1i or b
θζ,2
i , either l
θζ,1
i or l
θζ,2
i .
3 Regularity estimates and vanishing viscosity
In this Section we collect some applications of Theorem 2.1: the first part is devoted to establish
a regularity estimate for the solution to system (1.1) provided that the initial condition and the
coefficients are Ho¨lder continuous. In the second part we prove an estimate of the vanishing
viscosity approximation.
3.1 Regularity estimates
In this section, we address the Cauchy problem{
∂tui +Hi(t, x, u,Dui, D
2ui) = 0 in QT
ui(0, x) = u0i(x) on R
n, i ∈ I (3.1)
with Hi of the form (1.2) and we establish two results for the solution u: an L
∞-estimate and the
Ho¨lder continuity.
Theorem 3.1 Assume conditions (C0)-(C4) and (C7). For u0i continuous and bounded (i ∈ I),
let u be a bounded solution to problem (3.1). Then, for γ := γ‖u‖ (the constant γR is introduced in
(C4)) there holds:
‖u(t, ·)‖ ≤ e−γt‖u0‖+ teγtCf .
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Proof Assume γ‖u‖ = 0 in (C4). We shall proceed following the same arguments as those of
Theorem 2.1 with u1 ≡ 0 and u2 = u (clearly, u1 is the solution to (1.1) with zero coefficients).
Relations (2.8) and (2.9) guarantee
0 ≤ b+min
ζ∈Z
max
θ∈Θ
{− tr
(
Aθζi0 (τ0, y0, py0)Y
)
+ fθζi0 (τ0, y0, u(τ0, y0), py0 , Y )}
≤ a− δσ
t
+min
ζ∈Z
max
θ∈Θ
{− tr
(
Aθζi0 (τ0, y0, py0)Y
)
+ fθζi0 (τ0, y0, u(τ0, y0), py0 , Y )}
where py0 = αe
γ¯τ0(x0 − y0) − εy0. We observe that (a, px0 , X) ∈ P¯2,+0 iff a = 0, px0 = 0 and
X ≥ 0; hence, by (2.14), we get Y ≥ X − 4εI ≥ −4εI. Therefore, the above estimate entails
σ ≤ tδ−1min
ζ∈Z
max
θ∈Θ
{4ε tr
(
Aθζi0 (τ0, y0, py0)
)
+ fθζi0 (τ0, y0, u(τ0, y0), py0 ,−4εI)}
≤ tδ−1min
ζ∈Z
max
θ∈Θ
{4ε tr
(
Aθζi0 (τ0, y0, const.ε
1/2)
)
+ fθζi0 (τ0, y0, 0, const.ε
1/2,−4εI)}
where the last inequality is due to the same arguments as in (2.16) and to Lemma 2.1-(i) and -(iii).
Observe that assumption (C3) and estimate (2.5) ensure
ε tr
(
Aθζi0 (τ0, y0, const.ε
1/2)
)
≤ const.m(ε).
Letting ε→ 0 and δ → 1, we obtain
−‖u0‖ − inf
x∈Rn,i∈I
{ui(t, ·)} ≤ σ ≤ tCf ;
namely, one side of the statement is established. Reversing the role of u and 0, one can easily
deduce the other inequality of the statement. The case γ‖u‖ 6= 0 will follow as for Theorem 2.1. ✷
Theorem 3.2 Assume (C0)-(C6) and u0 ∈ Cµ(Rn) for some µ ∈ (0, 1]. Then any bounded
solution u to problem (3.1) is Ho¨lder continuous in x and, for some positive constant K, it fulfills
[u(t, ·)]µ ≤ Keγ¯t
(
[u0]µ + t
1−µ/2eγ
+tCf,‖u‖
)
where γ+ := max{0, γ‖u‖} and γ¯ := 2(Cf,‖u‖ + 3C2a + 1)+ γ+ (the constants γR, Cf,R and Ca are
those introduced respectively in (C4), (C5) and (C6)).
Proof This proof relies on the arguments of [27, Thm 3.3-(b)]: the application of Theorem 2.1
with fθζ,1i = f
θζ,2
i , a
θζ,1
i = a
θζ,2
i and u
1 = u2 with a careful estimates of the two sides. For the
sake of completeness, let us sketch them. We observe that
sup
i∈I, x∈Rn
(
eγt(u1i (t, x)− u2i (t, x))
)
≤ sup
Eαt
(
eγτ
(
u1i (τ, x) − u2i (τ, y)
)− α
2
eγ¯τ |x− y|2))
and
sup
Eα
0
(
u1i (0, x)− u2i (0, y)−
α
2
|x− y|2)+ ≤ [u0]µ|x− y|µ − α
2
|x− y|2 ≤ 2[u0]
2
2−µ
µ α
−µ
2−µ
where the last inequality is due to the Young inequality with exponents 2/µ and 2/(2− µ). More-
over, by conditions (C5) and (C6) (recall p = α(x− y)e(γ¯−γ)τ) and by our choice of γ¯, we have
eγτ [fθζ,2i (τ, y, r, p,X)− fθζ,1i (τ, x, r, p,X)] + 3αeγ¯τ |aθζ1,i(τ, x, p)− aθζ2,i(τ, y, p)|2 −
α
2
γ¯eγ¯τ |x− y|2
≤ eγτCf,‖u‖|x− y|µ + αeγ¯τ |x− y|2
(
Cf,‖u‖ + 3C
2
a −
γ¯
2
)
≤ eγτ [Cf,‖u‖|x− y|µ − α|x− y|2]
≤ K1eγt(Cf,‖u‖)2/(2−µ)α−µ/(2−µ)
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where last inequality is due to standard calculus and K1 is a constant depending only on µ.
Therefore, taking into account the last two inequalities, Theorem 2.1 entails
eγτ
(
u1i (τ, x)− u2i (τ, y)
) ≤ [2[u0] 22−µµ +K1eγt(Cf,‖u‖)2/(2−µ)
]
α−µ/(2−µ) +
α
2
eγ¯τ |x− y|2
and the statement follows by a suitable choice of α (see [27, Thm 3.3-(b)] for detailed calculations).
✷
3.2 Vanishing viscosity
We consider the viscous approximation to (1.1)
∂tu
ε
i +Hi(t, x, u,Du
ε
i , D
2uεi ) = ε∆u
ε
i in QT , i ∈ I (3.2)
where Hi is as in (1.2). In the next proposition we establish an estimate on the rate of convergence
of uε to u.
Proposition 3.1 Assume (C0)-(C7) and that, for any ε > 0, there exists a bounded solution uε
to (3.2). Then there exists a solution u ∈ Cµ(QT ) to (1.1)-(1.2) and
‖u(t, ·)− uε(t, ·)‖ ≤ C(‖u(0, ·)− uε(0, ·)‖+ εµ/2) t ∈ [0, T ]
where C is independent of ε.
Proof The existence of the solution u to (1.1) and the local uniform convergence of the sequence
uε to u can be obtained by employing the classical weak limit method introduced by Barles-
Perthame, which can be easily adapted to systems. Moreover by Theorem 3.2, the functions uε
and u belong to Cµ(QT ) for any ε. The proof of the rate of convergence is based on the estimate
in Theorem 2.1 applied to problem (1.1) and (3.2) with
fθζ,1i (t, x, r, p,X) = f
θζ
i (t, x, r, p,X)
fθζ,2i (t, x, r, p,X) = f
θζ
i (t, x, r, p,X)− ε tr(X)
Aθζ,1i (t, x, p) = A
θζ,2
i (t, x, p) = A
θζ
i (t, x, p)
Since it is very similar to the proof of the corresponding result in [27], we omit it. ✷
Remark 3.1 A similar estimate for the vanishing viscosity approximation of weakly coupled sys-
tems has been recently proved in [14] using different techniques and stronger assumptions.
3.2.1 Vanishing viscosity for a first order problem
Let us establish a rate of convergence for the vanishing viscosity approximation of a first order
system arising in optimal control problem. Being a straightforward application of Proposition 3.1,
the proof is omitted.
Proposition 3.2 Assume the hypotheses of Section 2.1. Let uε and u be the solution of
∂tu
ε
i +min
ζ∈Z
max
θ∈Θ

−ε tr
(
Aθζi (t, x)D
2uεi
)
+ bθζi (t, x) ·Duεi + lθζi (t, x) +
∑
j∈I
dθζij (t, x)u
ε
j

 = 0
and respectively of
∂tui +min
ζ∈Z
max
θ∈Θ

bθζi (t, x) ·Dui + lθζi (t, x) +
∑
j∈I
dθζij (t, x)uj

 = 0.
Then
‖u(t, ·)− uε(t, ·)‖ ≤ C(‖u(0, ·)− uε(0, ·)‖+ εµ/2) t ∈ [0, T ].
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4 Periodic Homogenization of quasi-monotone systems
In this section we study the periodic homogenization of the fully nonlinear systems
 ∂tu
ε
i +Hi
(
x,
x
ε
, uε, Duεi , D
2uεi
)
= 0 in QT
uεi (0, x) = u0i(x) on R
n, i ∈ I
(4.1)
where
Hi(x, y, r, p,X) = min
ζ∈Z
max
θ∈Θ
{
− tr
(
Aθζi (x, y)X
)
+ fθζi (x, y, r, p)
}
.
For the sake of clarity, let us list the assumptions that will hold throughout this section.
(H0) The sets Θ and Z are two compact metric spaces.
(H1) The functions fθζi are continuous and, for some constant Lf and a modulus of continuity ω,
they satisfy
|fθζi (x1, y1, r1, p1)− fθζi (x1, y1, r1, p1)| ≤ Lf |(x1, y1)− (x2, y2)|(|p1| ∨ |p2|+ |r1| ∨ |r2|)
+ ω(|(x1, y1)− (x2, y2)|) + Lf(|r1 − r2|+ |p1 − p2|)
for every xk, yk, rk, θ, ζ, i (k = 1, 2). Moreover, there exists a constant C such that
|fθζi (x, y, 0, 0)| ≤ C ∀x, y, r, θ, ζ. (4.2)
(H2) Aθζi (x, y) = a
θζ
i (x, y)a
θζ
i (x, y)
T for some bounded, continuous matrix aθζi satisfying∣∣∣aθζi (x1, y1)− aθζi (x1, y2)∣∣∣ ≤ La|(x1, y1)− (x2, y2)| ∀xk, yk, θ, ζ, i ∈ I (k = 1, 2).
(H3) fθζi (x, ·, r, p) and aθζi (x, ·) are Zn-periodic in y for any x, r, p, θ, ζ, i.
(H4) The matrix Aθζi is uniformly elliptic, namely, for some positive constant ν there holds
aθζi (x, y) ≥ νI, ∀x, y, θ, ζ, i.
(H5) There exists γ ∈ R such that if r, s ∈ Rm and rj − sj = max
k∈I
{rk − sk} ≥ 0, then
fθζj (x, y, r, p)− fθζj (x, y, s, p) ≥ γ(rj − sj) ∀x, y, p, θ, ζ.
We consider the cell problem:
For any fixed i ∈ I and (x, r, p,X) ∈ Rn×Rm×Rn× Sn, find a constant Hi = Hi(x, r, p,X) such
that the equation
Hi(x, y, r, p,X +D
2
yv(y)) = Hi, y ∈ Rn (4.3)
admits a periodic solution vi = vi(·;x, r, p,X).
It is well known (see: [17, 3, 2, 31]) that there exists exactly one value Hi such that (4.3)
has a solution; moreover, Hi can be obtained as the (uniform) limit of −λvλ,i as λ→ 0, where the
approximated corrector vλ,i := vλ,i(y;x, r, p,X) is the solution to
λvλ,i +Hi(x, y, r, p,X +D
2
yvλ,i) = 0, y ∈ Rn. (4.4)
We associate to each Hamiltonian Hi the corresponding effective Hamiltonian Hi. Note that at
this level the index i is fixed, hence the definition of the effective Hamiltonians does not involve any
coupling among the equations. Nevertheless, in view of existence and uniqueness results for the
homogenized problem, we need to study the regularity of the effective Hamiltonians in particular
with respect to the variable r ∈ Rm.
In the next proposition we collect some useful properties of the approximated correctors vλ,i
and of the effective operators Hi.
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Proposition 4.1 The following properties hold:
i) For any i, x, r, p,X, the approximated equation (4.4) admits exactly one periodic continuous
solution vλ,i. Moreover, as λ → 0+, λvλ,i and (vλ,i − vλ,i(0)) converge respectively to the
ergodic constant −Hi and to a solution vi of (4.3) with vi(0) = 0.
ii) For any i ∈ I, the effective Hamiltonian Hi is continuous in (x, r, p,X) and
a) For some constant C1 > 0 and a modulus of continuity ω1, there holds
|Hi(x, r1, p1, X1)−Hi(x, r2, p2, X2)| ≤ C1 (|r1 − r2|+ |p1 − p2|+ |X1 −X2|) ;
|Hi(x1, r, p,X)−Hi(x2, r, p,X)| ≤ C1(1 + |p|+ |r| + |X |)|x1 − x2|+ ω1(|x1 − x2|);
|Hi(x, r, p,X)| ≤ max
y,θ,ζ
∣∣∣− tr(Aθζi (x, y)X) + fθζi (x, y, r, p)∣∣∣
for every xk, pk, rk, Xk (k = 1, 2).
b) Hi is uniformly elliptic. Moreover, if Hi is convex, then Hi is also convex.
c) {Hi}i∈I is quasi-monotone, namely, it satisfies (1.3).
Proof For statement (i), we refer to [17] (see also [2] and [3]). The estimates in (ii).a follow by
the continuous dependance estimates in [31, Thm 3.1] (note that in the cell problem both r and p
are fixed), while property (ii).b is proved for example in [2] and in [17]. We finally prove that Hi,
i ∈ I, satisfy the quasi-monotonicity condition (1.3). Assume by contradiction that there exist r,
s ∈ Rm such that rj − sj = max
k∈I
{rk − sk} ≥ 0 and
Hj(x, r, p,X) < Hj(x, s, p,X)
for some x ∈ Rn, p ∈ Rn, X ∈ Sn. Let ur and us be two periodic solutions respectively of
Hj(x, y, r, p,X +D
2ur) = Hj(x, r, p,X) y ∈ Rn,
Hj(x, y, s, p,X +D
2us) = Hj(x, s, p,X) y ∈ Rn.
(these functions exist by point (i)). Since ur, us are bounded, by adding a constant we can assume
w.l.o.g. ur > us in R
n. Since
Hj(x, y, r, p,X +D
2ur) = Hj(x, r, p,X) < Hj(x, s, p,X) = Hj(x, y, s, p,X +D
2us)
≤ Hj(x, y, r, p,X +D2us)
(where the last inequality follows by (H5)), then for λ sufficiently small
λur +Hj(x, y, r,Dur, X +D
2ur) ≤ λus +Hj(x, y, r,Dus, X +D2us) y ∈ Rn.
By the comparison principle for problem (4.4), we deduce λur ≤ λus; as λ → 0+, we infer
Hi(x, r, p,X) ≥ Hi(x, s, p,X) which gives the desired contradiction. ✷
Proposition 4.2 Let u0 ∈ BUC(Rn). Then
– For any ε > 0 there exists a unique solution uε ∈ BUC(QT ) to (4.1). Moreover uε is bounded
uniformly in ε.
– There exists a unique solution u ∈ BUC(QT ) to the effective problem{
∂tui +Hi(x, u,Dui, D
2ui) = 0 in QT
ui(0, x) = u0i(x) on R
n, i ∈ I (4.5)
where the operators Hi are defined by the cell problem (4.3).
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Proof By routine adaptation of the arguments in [26], (4.1) and (4.5) satisfy a comparison
principle for sub and supersolution.
In order to prove the existence of the solution, we note that assumption (H1) ensures
|fθζi (x, y, r, 0)| ≤ C + L|r|. We deduce that, for a constant C˜ sufficiently large, the functions
u±(x, t) = ±(‖u0‖ + eC˜t, . . . , ‖u0‖ + eC˜t) are respectively a super- and a subsolution of (4.1).
Actually, by this inequality, we have
∂tu
+
i +Hi
(
x,
x
ε
, u+, Du+i , D
2u+i
)
= C˜eC˜t +Hi
(
x,
x
ε
, u+, 0, 0
)
≥ (C˜ − L)eC˜t − C − L‖u0‖ ≥ 0
provided that C˜ = L + 1 + C + L‖u0‖; hence u+ is a supersolution. Being similar, the proof for
u− is omitted. By the Perron’s method for system, see [26], it follows the existence of a solution
uε ∈ BUC(QT ) to (4.1) such that
−‖u0‖ − eC˜T ≤ uεi (t, x) ≤ ‖u0‖+ eC˜T , (t, x) ∈ QT , i ∈ I.
The existence of a bounded solution to (4.5) is proved in the same way. ✷
Theorem 4.1 The solution uε of (4.1) converges locally uniformly on [0, T ]× Rn to the solution
u ∈ BUC(QT ) of (4.5).
Proof By Proposition 4.2 there exists a continuous solution uε of (4.1) which is bounded
independently of ε. We follow the argument in [24, Thm 3.5]. We introduce the half-relaxed limits
u(t, x) = lim sup
ε→0,(tε,xε)→(t,x)
uε(tε, xε) and u(t, x) = lim inf
ε→0,(tε,xε)→(t,x)
uε(tε, xε).
We first show that u is a subsolution of the system (4.5). We assume there exists i ∈ I and φ ∈ C2
such that ui − φ has a strict maximum point at some (t, x) ∈ (0, T ) × Rn with ui(t, x) = φ(t, x).
We assume wlog i = 1 and we want show that
∂tφ(t, x) +H1(x, u(t, x), Dφ(t, x), D
2φ(t, x)) ≤ 0. (4.6)
Let v = v(y) be a periodic viscosity solution of
H1(x, y, u(t, x), Dφ(t, x), D
2φ(t, x) +D2v(y)) = H1(x, u(t, x), Dφ(t, x), D
2φ(t, x));
namely, v solves the cell problem (4.3) with (x, r, p,X) = (x, u(t, x), Dφ(t, x), D2φ(t, x)) (we recall
that its existence is ensured by Proposition 4.1-(i)). By [24, Lemma 2.7] (recalled in Lemma A.2
below) for each η > 0, there exists a periodic supersolution w ∈ C(Rn) ∩W 2,∞(Rn) of
H1(x, y, u(t, x), Dφ(t, x), D
2φ(t, x) +D2w(y)) = H1(x, u(t, x), Dφ(t, x), D
2φ(t, x))− η. (4.7)
Define the “perturbed test-function”
φε(t, x) = φ(t, x) + ε2w
(x
ε
)
.
By standard results, we have that, up to extract subsequences, there exist (tε, xε) ∈ QT , (tε, xε)→
(t, x) for ε→ 0 such that (tε, xε) is a local maximum of uε1(t, x)− φε(t, x) and limε→0 uε1(tε, xε) =
u1(t, x).
Assume for the moment that w ∈ C2(Rn) so that φε is an admissible test function for uε1 at (tε, xε).
Then
∂tφ(tε, xε)+H1
(
xε,
xε
ε
, uε(tε, xε), Dφ(tε, xε) + εDw
(xε
ε
)
, D2φ(tε, xε) +D
2w
(xε
ε
))
≤ 0. (4.8)
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Set δε := u
ε
1(tε, xε)−φε(tε, xε). By the definition of u, up to a subsequence, for j 6= 1 uεj(tε, xε)→ r¯j
with r¯j ≤ uj(t, x) . By (4.8) and (H5),
0 ≥ ∂tφ(tε, xε) +H1
(
xε,
xε
ε
, uε(tε, xε), Dφ(tε, xε) + εDw
(xε
ε
)
, D2φ(tε, xε) +D
2w
(xε
ε
))
= ∂tφ(tε, xε) +H1
(
xε,
xε
ε
, (φε(tε, xε) + δε, u
ε
2(tε, xε), . . . , u
ε
m(tε, xε)) , Dφ(tε, xε) + εDw
(xε
ε
)
,
D2φ(tε, xε) +D
2w
(xε
ε
))
≥ ∂tφ(tε, xε) +H1
(
xε,
xε
ε
, (φε(tε, xε), u
ε
2(tε, xε), . . . , u
ε
m(tε, xε)) , Dφ(tε, xε) + εDw
(xε
ε
)
,
D2φ(tε, xε) +D
2w
(xε
ε
))
+ γδε.
We denote by ξ the limit in Rn/Zn of xε/ε as ε → 0. Passing to the limit for ε → 0 in the
previous inequality, by the periodicity of H1 and w, (4.7) and (H5) with r = (u1(x, t), r¯2, . . . , r¯m)
and s = (u1(t, x), u2(t, x), . . . , um(t, x)) we get
0 ≥ ∂tφ(t, x) +H1(x, ξ, (u1(t, x), r¯2, . . . , r¯m), Dφ(t, x), D2φ(t, x) +D2w(ξ))
≥ ∂tφ(t, x) +H1(x, ξ, (u1(t, x), u2(t, x), . . . , um(t, x)), Dφ(t, x), D2φ(t, x) +D2w(ξ))
≥ ∂tφ(t, x) +H1(x, u(t, x), Dφ(t, x), D2φ(t, x))− η.
and, for the arbitrariness of η we get (4.6). If w is not smooth, using in [24, Lemma 3.6] (recalled
in Lemma A.3) it is possible to find Xε ∈ Sn such that
(Dw(
xε
ε
), Xε) ∈ J¯2w(xε
ε
)
(Dφ(tε, xε) + εDw(
xε
ε
), D2φ(tε, xε) +Xε) ∈ J2,+uε(tε, xε)
hence the above arguments hold with Xε in place of D
2w(xεε ). The rest of the proof to obtain
(4.6) is exactly the same.
We prove that u is a viscosity supersolution of (4.5) in a similar way. From Proposition 4.2,
we then obtain u ≤ u in QT , hence u = u := u where u is the (local) uniform limit of the uε’s. ✷
Remark 4.1 Observe that in the previous proof we exploit three facts
– for each i ∈ I, Hi is ergodic, i.e. the cell problem (4.3) admits a solution for any (x, r, p,X).
– there exist “sufficiently regular” approximations to the solution to the cell problem (4.3)
– The effective Hamiltonian Hi satisfies the properties in Prop. 4.1.ii).
The uniform ellipticity of Hi is a sufficient condition to ensure these properties (for the last one,
some regularity assumptions on the coefficients is also needed). Let us stress that such properties
still hold under different hypotheses as, for instance, for first order equations, the coercivity with
respect to p (in this case, the regular approximations of the solution to the cell problem will belong
to W 1,∞).
Example 4.1 Consider the weakly coupled system
∂tu
ε
i − tr
(
ai
(
x,
x
ε
)
D2uεi
)
+ Fi
(
x,
x
ε
, u,Duεi
)
= 0 (t, x) ∈ QT , i ∈ I (4.9)
where Fi (x, y, r, p) = min
ζ∈Z
max
θ∈Θ
{
−fθζi (x, y) · p− lθζi (x, y)−
∑
j d
θζ
ij (x, y)rj
}
.
For each x, u, p,X, the cell problem reads
−tr (ai(x, y)D2yv)− tr (ai(x, y)X)+ Fi (x, y, u, p) = H(x, u, p,X).
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By standard theory for linear ergodic problems (see [6] and also [2]), there holds
H(x, u, p,X) = −tr (a¯i(x)X) + F i (x, u, p) (4.10)
where the effective diffusion a¯ and the effective operator F¯i have respectively the form
a¯i(x) :=
∫
[0,1)n
ai(x, y) dµx(y), F i (x, r, p) :=
∫
[0,1)n
Fi (x, y, r, p) dµx(y).
Here, for x fixed, the measure µx is the unique invariant measure for the diffusion a(x, y), i.e. the
solution in the sense of distributions of the equation
n∑
i,j=1
∂2
∂yi ∂yj
(aij(x, y)µx) = 0, µx periodic.
As a straightforward application of Proposition 4.1-(ii), Proposition 4.2 and Theorem 4.1,
we have the following result
Corollary 4.1 Let uε and u be respectively the solution to system (4.1) with Hi as in (4.9) and
the solution to (4.5) with H as in (4.10). Then uε converges locally uniformly to u on [0, T ]×Rn.
A Appendix
For the proof of Lemma 2.1, we need the following technical Lemma:
Lemma A.1 Let f ∈ USC(RN × R+ × I) be bounded from above and g ∈ C(RN × R+) be
nonnegative. For ε > 0, set ψε(ξ, t, i) := f(ξ, t, i) − εg(ξ, t) and assume that ψε attains its global
maximum in some point (ξε0 , t
ε
0, i
ε
0). Then, as ε→ 0, maxψε → sup f and εg(ξε0, tε0)→ 0.
Proof Set mε := maxψε and m := sup f . For η > 0, let (ξ
′, t′, i′) be such that: f(ξ′, t′, i′) ≥
m− η. For ε′ sufficiently small, we have: ε′g(ξ′, t′) ≤ η. In particular, since g is nonnegative, there
holds
m ≥ mε′ ≥ f(ξ′, t′, i′)− ε′g(ξ′, t′) ≥ m− 2η.
Letting ε′ → 0, we get the first part of the statement.
For ε sufficiently small, the above relations entail
mε = f(ξ
ε
0 , t
ε
0, i
ε
0)− εg(ξε0, tε0) ≥ m− 2η;
in particular, for kε := εg(ξ
ε
0, t
ε
0), we deduce that the sequence {kε}ε is bounded. Let us pick a
subsequence (still denoted kε) convergent to some value k ≥ 0. Since mε = f(ξε0 , tε0, iε0) − kε ≤
m − kε, by the first part of the statement, as ε → 0, we obtain k ≤ 0. Hence k = 0 and the
statement is completely proved. ✷
Proof of Lemma 2.1 (i). Relations (2.2) and (2.3) entail
0 ≤ ψ(τ0, x0, y0, i0) ≤ 2R−
(α
2
eγ¯τ0 |x0 − y0|2 + ε
2
(|x0|2 + |y0|2)
)
;
therefore, inequalities (2.4) easily follows. The estimates (2.5) are an immediate consequence of
(2.4) and Lemma A.1.
(ii). The inequality 2ψ(τ0, x0, y0, i0) ≥ ψ(τ0, x0, x0, i0) + ψ(τ0, y0, y0, i0) yields
αeγ¯τ0 |x0 − y0|2 ≤
[
u1i0(τ0, x0)− u1i0(τ0, y0)
]
+
[
u2i0(τ0, x0)− u2i0(τ0, y0)
]
;
therefore, inequality (2.6) is a consequence of the regularity assumption.
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(iii). Assume u1 ∈ C1 (being similar, the other case will be omitted). Let {ek} be an
orthogonal basis of Rn. For h ∈ R sufficiently small, the inequality ψ(τ0, x0, y0, i0) ≥ ψ(τ0, x0 +
hei, y0, i0) yields
αeγ¯τ0
(|x0 − y0 + hek|2 − |x0 − y0|2)+ ε
2
(|x0 + hek|2 − |x0|2) ≤ u1i0(τ0, x0)− u1i0(τ0, x0 + hek).
Dividing by h and letting h→ 0±, we obtain
|αeγ¯τ0(x0,k − y0,k) + εx0,k| ≤ [u1]1.
Summing on k and taking advantage of estimate (2.4), we conclude the proof. ✷
For the sake of completeness, let us now state two results established by Horie and Ishii
in [24, Lemma 2.7 and 3.6]. For their proof, we refer the reader to the original paper.
Lemma A.2 Assume conditions (H0)-(H4) and fix x, p ∈ Rn, r ∈ Rm, X ∈ Sn, i ∈ I. Let
v = v(y) be a bounded continuous solution to (4.3). Then
(a) v is Lipschitz continuous in Rn.
(b) Let R > 0 be a constant such that ‖Dv‖ ≤ R. Then, for each ε > 0, there are functions
v± ∈ C(Rn) ∩W 2,∞(Rn) and a constant C (depending on R and on the constants entering
in the assumptions) such that
‖v − v±‖ ≤ ε, ‖v±‖ ≤ ‖v‖
‖Dv±‖ ≤ ‖Dv‖, ‖v±‖W 1,∞(Rn) ≤ C,
and
Hi(x, y, r, p,X +D
2v+(y)) ≥ Hi(x, r, p,X)− ε in Rn
Hi(x, y, r, p,X +D
2v−(y)) ≤ Hi(x, r, p,X) + ε in Rn.
Lemma A.3 Let Ω ⊂ Rn be open, u ∈ USC(Ω) and v ∈ C(Ω) ∩ W 2,∞(Ω). Let xˆ ∈ Ω and
(p,X) ∈ J2,+(u− v)(xˆ). Then there exists a Y ∈ Sn such that
(Dv(xˆ), Y ) ∈ J2v(xˆ), (p+Dv(xˆ), X + Y ) ∈ J2,+u(xˆ)
where J2,+u(xˆ) is the set of superjets of u at the point xˆ (see [15, Section 2]) while J¯2v(x) denotes
the set of those points (q, Y ) ∈ Rn × Sn for which there is a sequence xj → x such that v is twice
differentiable at xj and (Dv(xj), D
2v(xj))→ (q, Y ) (see [15, Section 3]).
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