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Анотацiя: показано, що перспективним напрямом в розробцi адаптивних
систем обробки експериментальних даних є iнтегрування в них iнформацiйно-
вимiрювальних систем, а також, що оптимiзацiя адаптивної системи обробки експери-
ментальних даних зводиться до отримання аналiтичної залежностi для цiльових фун-
кцiй вимiрювання, наприклад, для похибок вимiрювань; знаходження спiввiдношень
параметрiв адаптивних систем при вирiшення задач оптимiзацiї; ухвалення рiшення
по одному з вибраних критерiїв.
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Вступ
По вiдношенню до технiчних систем (ТС), якими називатимемо суку-
пнiсть динамiчно пов’язаних штучних компонентiв, що утворюють цi-
лiсну внутрiшню структуру i володiють зовнiшньою цiлеспрямованiстю,
термiн “адаптацiя” вперше з’явився в теорiї автоматичного керування,
потiм в радiотехнiцi i зв’язку, в гiдроакустицi i iнших галузях науки i
технiки. Пiд адаптивними ТС (АДТС) розумiлися такi, для яких було
зручно застосовувати термiн “адаптацiя”, причому сам термiн не вима-
гав додаткових роз’яснень. Дещо пiзнiше за його сталь визначати через
термiни, що не пiдлягають уточненню, типу “навчання”, “самонавчан-
ня”, “ефективнiсть” тощо, що не дуже сприяло проясненню ситуацiї. В
широкому значеннi адаптивнiсть ТС – це здатнiсть системи модифiку-
вати себе або зовнiшнє середовище при змiнi умов функцiонування з ме-
тою компенсацiї (хоча б часткової) втрати ефективностi функцiонуван-
ня [1].
Нами було визначено, що з технiчної точки зору адаптацiя є одним iз
способiв використання автоматизованої технiки, що приводять до появи
якiсно нової властивостi у функцiонуваннi ТС. В технiцi - це вищий сту-
пiнь автоматизацiї ТС, що характеризується не тiльки наявнiстю зворо-
тних зв’язкiв, але i обов’язковою наявнiстю у складi ТС пристроїв ви-
мiрювання i аналiзу результатiв цих вимiрювань, надiляючи властивi-
стю пам’ятi i володiючих здатнiстю ухвалювати деякi рiшення на основi
аналiтичних i формальних логiчних висновкiв.
З системної точки зору адаптацiя є процесом безперервної оптимiза-
цiї, тому будь-яка АДТС повинна, принаймнi, протягом деякого часу,
пiдтримувати свою оптимальнiсть.
З математичної точки зору АДТС повиннi вирiшувати задачi стоха-
стичної екстраполяцiї, тобто прогнозувати якiсть свого функцiонування
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i пiдтримувати його на деякому заданому рiвнi (наприклад, верхньому)
протягом наперед певного iнтервалу часу.
Загальний принцип побудови адаптивних систем заснований на ви-
мiрюваннi, тобто отриманнi оцiнок, вiдомих (або визначуваних в процесi
роботи АДТС) iнформативних параметрiв, запам’ятовуваннi цих оцiнок
i введення їх у вибраний функцiонал обробки. При цьому практично
завжди залишається нез‘ясованою оптимальнiсть всiєї процедури в цi-
лому, оскiльки вид оцiнки вибирається з позицiй теорiї вимiрювань, що
припускає отримання оцiнок параметрiв з деякою погрiшнiстю, а фун-
кцiонал обробки з позицiй теорiї перевiрки гiпотез, що припускає наяв-
нiсть достатньо повної iнформацiї про об’єкт.
Розумiючи пiд оптимiзацiєю досягнення якнайкращого результа-
ту функцiонування ТС з можливих варiантiв її побудови, у складi
системи обробки експериментальних даних (СОЕД) на рiвнi систем-
ного аналiзу розглянено вимiрювальний блок (далi - iнформацiйно-
вимiрювальна система – IВС, iнформацiйно-вимiрювальний комплекс –
IВК або вимiрювально-обчислювальний комплекс – ВОК) та блок аналi-
зу i ухвалення рiшень [2].
З теоретичної точки зору iнформацiйно-вимiрювальний пiдхiд гаран-
тує вимiрнiсть рiзних множин. Основою побудови теорiї вимiрювань по-
винне бути вивчення топологiчних властивостей множин, причому мi-
ра топологiї вимiрних множин повинна дозволити ввести амплiтудний,
просторовий i тимчасовий заходи процесу i прийти до поняття iнфор-
мацiйної продуктивностi ознак, властивостi яких вiдображаються у ви-
глядi результатiв вимiрювань [3].
Постановка задачi
Розробити класифiкацiю адаптацiї у системах обробки експеримен-
тальних даних та iнформацiйно–вимiрювальних системах; розробити
загальнi для всiх систем, їх вузлiв i блокiв, а також середовищ розповсю-
дження сигналiв (носiїв iнформацiї), методологiї вимiрювання iнформа-
тивних параметрiв; отримати оцiнки цих параметрiв та оптимальне їх
узгоджування.
Основний змiст
IВС (синонiми – IВК, ВОК) – багатоканальний i (або) багатофункцiо-
нальний технiчний пристрiй, призначений для вимiрювань i є сукупнi-
стю засобiв вимiрювань (ЗВ) - вимiрювальних приладiв (ВП), первинних
i вторинних вимiрювальних перетворювачiв (ПВП i ВВП), з’єднаних за-
гальним алгоритмом функцiонування i призначену для отримання да-
них про стани об’єкту шляхом деяких перетворень безлiчi фiзичних ве-
личин, розподiлених в часi i в просторi.
Якщо результатом перетворень є iменоване число [N ] = n∆x, яке має
розмiрнiсть x i отримане як результат рахунку n одиниць вимiрюван-
ня ∆x, то таке перетворення називається вимiрюванням [3]; якщо логi-
чнi вислови типу “бiльше, рiвно, менше” – то контролем. Звiдси слiду-
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ють вiдмiнностi мiж IВС i системами автоматизованого контролю (тоб-
то з участю людини-оператора) або автоматичного контролю (без участi
оператора), часто що позначаються абревiатурою САК.
СОЕД, виконуючi всi основнi функцiї IВС, мають додаткову можли-






льової функцiї експерименту (погрiшностi, надiйностi, витрат ресурсiв i
т.д.). В таких термiнах задача оптимiзацiї АДТС зводиться до послiдов-
ного рiшення для обох блокiв ТС трьох основних етапiв:
– отриманню аналiтичної залежностi для цiльових функцiй (напри-
клад, для погрiшностей вимiрювань, що є визначальним показником
якостi для СОЕД i IВС);
– знаходженню математичних спiввiдношень для цiлком певних за-
дач оптимiзацiї;
– ухвалення рiшення по одному з вибраних (або спецiально розробле-
них) критерiїв.
Для оцiнки ефективностi будь-якої ТС необхiдно передбачити сумi-
сний аналiз ефекту вiд застосування ТС при виконаннi сукупностi умов,
що реалiзовують прийнятi принципи i витрати на його досягнення. При
цьому використовують технiчнi, економiчнi i технiко-економiчнi крите-
рiї ефективностi ТС .
Технiчнi критерiї (їх досить багато) зазвичай вiдображають технi-
чний рiвень ТС (тобто “досконалiсть” з погляду розробникiв) або ступiнь
придатностi ТС для вирiшення поставлених задач. Проте така оцiнка
носить одностороннiй характер i є в бiльшостi випадкiв недостатньою,
за винятком тих, випадкiв, коли знятi економiчнi обмеження (напри-
клад, у вiйськовiй галузi, в космiчних дослiдженнях).
Економiчнi критерiї (вартостi витрат ресурсiв), будучи бiльш загаль-
ними i унiверсальними, не вiдображають, в бiльшостi випадкiв, технi-
чної досконалостi, з погляду розробникiв, i динамiки роботи ТС.
Технiко-економiчнi (комплекснi) критерiї переважатимуть в проекту-
ваннi, тому вимагають спроб формування таких критерiїв оцiнки ефе-
ктивностi ТС, що представляють, наприклад для IВС, собою мiнiмум
похибок при обмеженнях щодо ресурси.
Для бiльшостi ТС можливi чотири види адаптацiї [1]:
– зовнiшньо-зовнiшня, коли ТС реагує на зовнiшнi змiни модифiкацi-
єю свого оточення (вимкнення, у тому числi i знищення, зовнiшнiх дже-
рел перешкод; екранування, перенесення самої ТС в iнше мiсце);
– зовнiшньо-внутрiшня, коли ТС реагує на зовнiшнi змiни модифiка-
цiєю самої себе (прикладом є змiна структури оптимального приймача
сигналiв при змiнi характеру перешкод), включаючи самолiквiдацiю;
– внутрiшньо-зовнiшня, при якiй ТС реагує на внутрiшнi змiни моди-
фiкацiєю свого оточення (включення зовнiшнiх джерел живлення при
енергетичнiй адаптацiї, включення зовнiшнього резерву при вiдмовах,
а також прийоми дублювання i резервування тощо;
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– внутрiшньо-внутрiшня, коли ТС у вiдповiдь на внутрiшнi змiни мо-
дифiкує сама себе (наприклад, адаптивнi приймачi з внутрiшнiм конту-
ром адаптацiї).
Iснування рiзних шляхiв i методiв зменшення похибок СОЕД i IВС
викликано деякою вiдмiннiстю в пiдходi до їх аналiзу в теорiях вимi-
рювань, надiйностi, перешкодозахисностi (перешкодостiйкостi) i iнших
сумiжних галузях науки i технiки [3].
Методи пiдвищення точностi систем можна розбити на три основнi
групи, включаючи тi або iншi принципи адаптацiї.
1. Усунення самих джерел похибок або їх знищення в мiсцi виникне-
ння. Прикладами можуть служити методи знищення iндустрiальних
перешкод усерединi цих джерел (екранування); зменшення внутрiшнiх
шумiв блокiв i вузлiв електронної апаратури при переходi на доскона-
лiшу (або iншу) елементну базу; ослаблення взаємного впливу мiж ка-
налами (тимчасове, просторове i iнше роздiлення сигналiв в каналах
IВС); пiдвищення перешкодостiйкостi систем за рахунок переходу кана-
лiв зв’язку на складнi i шумоподiбнi сигнали; перехiд на нетрадицiйнi
дiапазони передачi i обробки сигналiв (мiлiметровi хвилi, оптичнi лiнiї),
де рiвень перешкод рiзко зменшується; термостабiлiзацiя i термоiзоляцiя
(зменшення тепловидiлення); зменшення числа контактiв шляхом за-
стосування iнтегральної технологiї; стабiлiзацiя джерел живлення, то-
що.
2. Ослаблення дiї джерел похибок в тих мiсцях системи, де дiя їх
максимальна. Сюди можна вiднести застосування просторово-часової
обробки сигналiв в приймальних частинах IВС для зменшення впли-
ву перешкод; застосування принципiв компенсацiї, iнварiантностi i ком-
плексiрування вимiрювань для зменшення апаратурної похибки; резер-
вування апаратури i вбудований контроль для пiдвищення надiйностi
[2], в тому числi i метрологiчної; застосування принципу зворотнього
зв’язку у всiй IВС або її частинах для зменшення погрiшностi вимiрю-
вань за рахунок зменшення внутрiшнiх нестабiльностей, зменшення лi-
нiйних i нелiнiйних спотворень, знищення деяких видiв перешкод то-
що; термостатировання, екранування i iншi види захисту вiд електри-
чних, магнiтних, акустичних i iнших полiв; тренування апаратури для
виявлення вiдмов тощо.
3. Комбiнованi методи, що дозволяють усунути однi джерела похибок
i ослабити дiю деяких iнших джерел.
Одним з основних комбiнованих методiв дiї є перехiд вiд аналогової
до цифрової обробки електричних сигналiв, при якiй усувається похиб-
ка вiд нелiнiйностi, зменшується вплив нестабiльностi тракту передачi.
Завдяки використанню iнтегральних схем з великим рiвнем iнтегра-
цiї двiйкових цифрових елементiв з’являється можливiсть реалiзацiї
бiльш перешкодостiйких алгоритмiв обробки (адаптивних, просторово-
часової обробки, стохастичних iтерацiйних тощо) i розширяються мо-
жливостi резервування апаратури за рахунок застосування типових
елементiв замiни (ТЕЗ).
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Проте, разом iз застосуванням ряду специфiчних для цифрової оброб-
ки ефективних алгоритмiв, що пiдвищують сумарну точнiсть δΣ СОЭД,
з’являються новi джерела похибок, наприклад, похибки вiд квантува-
ння i похибки алгоритмiв. Проте при цьому розширяється смуга частот
каналiв зв’язку в IВС, що може усилити вплив iнших похибок, напри-
клад, вiд кiнцевої швидкостi виконання операцiй на ЕОМ. Але в бiльшо-
стi випадкiв аналого-цифрова обробка дає можливiсть пiдвищити “уза-
гальнену точнiсть“ ET = 1/δΣ (exactitude – ET) СОЕД i IВС [1], дє δΣ –
сумарна вiдносна похибка.
Бiльшiсть об’єктiв i сигналiв при вимiрюваннях параметрiв траєкто-
рiй рухомих об’єктiв в геоцентричнiй або гелiоцентричнiй системах ко-
ординат, сейсмологiї при локалiзацiї наземних i пiдземних аномалiй, ра-
дiолокацiї, гiдрографiї i гiдроакустицi, фiзичному моделюваннi в авiацiї
i космонавтицi (продування моделей в аеродинамiчних трубах тощо опи-
сується моделями iмовiрностi. В основi експериментальних дослiджень
в цих галузях частiше за все лежить отримання оцiнок характеристик
iмовiрностi випадкових процесiв, тобто статистичнi вимiрювання пара-
метрiв сигналiв. Якщо iнформацiя про дослiджуванi процеси обмежена,
то виникає необхiднiсть в адаптацiї (у широкому значеннi), оскiльки на-
перед практично неможливо оптимiзувати структуру системи вимiрю-
вання i обробки сигналiв, або, iнакше кажучи, задати кiлькiсть i вид
статистичних характеристик.
В iнформацiйно-вимiрювальнiй технiцi в даний час отримали розви-
ток, разом з традицiйними, так званi структурнi методи пiдвищення то-
чностi [5], що використовують зовнiшньо-внутрiшню адаптацiю.
При вiдомiй структурi ТС i заданому алгоритмi обробки сигналiв на
етапi проектування IВС, приймаючи за визначальний показник яко-
стi похибку вимiрювання певної характеристики, можна сформулювати
вимоги до одного каналу IВС як до засобу вимiрювання (ЗВ), що мiстить
вимiрювальний перетворювач (ВП), який проводить процедуру вимi-
рювання i отримання результатiв вимiрювання у виглядi iменованого
числа одиниць вимiрювання i спецiалiзованої аналогової (електроннiй,
оптичної тощо) або цифрової ЕОМ (host computer), що виконує оптималь-
ну, по обраному або заданому критерiях, обробку вихiдних сигналiв ВП
на фонi перешкод.
Таким чином в IВС, на вiдмiну вiд систем автоматичного керуван-
ня (САК), дiйснi значення вхiдного сигналу невiдомi i, отже, не можуть
бути оцiнений так швидко, як виробляється “помилка розузгодження”,
що є основою для побудови САК. В IВС принципово неможливо охопи-
ти зворотним зв’язком первиннi ВП, яки є основними джерелами неста-
бiльностi характеристик. Тому при проектуваннi СОЕД i IВС рiзного рiв-
ня, у тому числi i адаптивних, необхiдно враховувати наступнi основнi
принципи:
– застосування iнформацiйних критерiїв ефективностi адаптацiї;
– облiк ступеня апрiорної невизначеностi умов роботи;
– використання статистичних методiв iмовiрностi;
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– використання формалiзованого опису пiдсистем IВС.
Звичайно, в таких випадках говорять про задачу статистичного син-
тезу з повною апрiорною iнформацiєю про вхiднi сигнали, тобто коли
густина iмовiрностi сигналу i перешкоди вiдома. Якщо ж густина iмо-
вiрностi або деякi їх параметри невiдома, то прийнято говорити про за-
дачi статистичного синтезу в умовах апрiорної невизначеностi, причому
слiд завжди мати на увазi, що за вiдсутностi апрiорних вiдомостей про
сигнали i перешкоди рiшення задачi синтезу оптимальної системи не-
можливе у принципi. Проте на практицi завжди є деякi данi, заснованi
на попередньому досвiдi, iнтуїцiї або фiзичному трактуваннi задачi. З
погляду iнформатики фiзичне трактування задачi i iнтуїцiя належать
до ключових задач моделювання, а задача отримання апрiорних даних
– до задач формування баз знань у визначеному роздiлу науки i технiки,
що надалi називатимемо проблемним ареалом – Problem area (PRAR).
Зрештою можна говорити про розробку iнформацiйного забезпечення
(IЗ) i математичного (МЗ) забезпечення системи автоматизованого про-
ектування (САПР) у визначенiй PRAR (наприклад, при вимiрюваннях
параметрiв шорсткостi в машинобудуваннi, хвилястостi поверхнi в авiа-
будуваннi тощо) i принципiв адаптацiї алгоритмiв роботи СОЕД i IВС.
Вважаючи, що адаптивна IВС може пристосовуватися до змiни умов,
модифiкуючи свою структуру, кращi результати отримають при здiй-
сненнi спрямованого перебору варiантiв структур, що спирається на пев-
нi знання, причому бiльш досконалi системи спираються на велику базу
знань.
Перший рiвень самовдосконалення будь-якої автоматизованої ада-
птивної СОЕД завжди орiєнтований тiльки на конкретну PRAR (на-
приклад, експертнi системи), а алгоритм роботи системи представле-
но фiксованими програмами обробки. Саме програма обробки є основ-
ним iнварiантом однорiвневої адаптивної СОЕД, оскiльки такi системи
пристосовуються до поточних вхiдних дiй i поточного стану своєї бази
знань.
Другий рiвень самовдосконалення автоматизованої адаптивної СО-
ЕД повинен дати можливiсть змiнювати програму основної обробки i
вiдповiдну частину бази знань, часто звану умовно-постiйною iнфор-
мацiєю (класифiкатори i тезауруси), при змiнi умов функцiонування.
Основними iнварiантами дворiвневої адаптивної СОЕД вважаються
критерiї ефективностi, програми оптимiзацiї (наприклад, для IВС - ме-
тоди пiдвищення точностi) i фiксованi набори модулiв (IЗ, МЗ i багато-
функцiональнi елементи), з яких можуть збиратися адаптивнi IВС рi-
зної архiтектури. До цього типу дворiвневих СОЕД вiдноситься бiль-
шiсть сучасних адаптивних СОЕД [1].
В процесi проектування число ефективних iдей убуває приблизно по
експоненцiальному закону при одночасному непрогнозованому зростан-
нi витрат, причому може виявитися, що за час проектування певна iдея
до моменту закiнчення проектування i випробувань застарiє. Тому ре-
алiзацiя оптимiзацiї, в даному випадку по критерiю “зменшення часу
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проектування”, є необхiдностью. Проте використання методiв оптимiза-
цiї в "чистому виглядi"для задач проектування СОЕД ускладнено через
нечiтку постановку задачi i майже завжди потрiбна розробка специфi-
чного для даної PRAR пiдходу.
Класична задача оптимiзацiї полягає в знаходженнi екстремального
значення деякої функцiї f(S1, S2, . . . SK) у визначенiй прийнятим чином
областi, що задається нерiвностями вигляду G або G(S1, S2, . . . SK) 6 0.
Для вирiшення цiєї задачi застосовується багато методiв: лiнiйне,
нелiнiйне, динамiчне, дискретне, опукле квадратичне (або стохасти-
чне) програмування з рiзними пiдходами до облiку дiючих обмежень
(симплекс-метод Данцига; класичнi методи варiацiйного числення - рiв-
няння Ейлера-Лагранжа; градiєнтнi методи – принцип оптимальностi
Р. Беллмана; принцип максимуму Понтрягина i iншi методи). Вибiр пiд-
ходу залежить вiд вибору цiльової функцiї i характеру обмежень, що
припускає дослiдження самої постановки на коректнiсть.
Визначення коректностi можна представити у виглядi z = R(u) , де
z – рiшення кiлькiсної задачi за початковими даними, z i u є елемен-
ти метричних просторiв Z i U з вiдстанями мiж елементами ρu(u1u2) i
ρz(z1z2), u1u2 ∈ U , z1z2, при виконаннi двох умов.
Умова I. Задача знаходження z ∈ Z i називається коректною на парi
метричних просторiв i, якщо:
– визначено поняття рiшення по u, тобто вiдомо, який результат i в
якiй формi бажано його отримати;
– є множину u = {ui}, i = 1, N таке, що для всякого u ∈ U є z ∈ Z;
– rank(u) = z, тобто рiшення однозначно;
– задача стiйка на просторi рiшень z = R(u), тобто виконується умова
II.
Умова II . Задача знаходження z = R(u) стiйка, якщо для будь-якого
числа iснує таке, що з витiкає
де z1 = R(u1); z2 = R(u2); u1 u2 ∈ U ; z1 z2 ∈ Z.
Порушення хоча б одного з пунктiв цих умов свiдчить про некоре-
ктнiсть задачi.
Задачi оптимiзацiї бiльшостi СОЕД некоректнi майже по всiх пун-
ктах, тому для прикладних задач математиками (А.Н. Колмогоровим,
А.Н. Тiхоновим, А.А. Самарою, М.I. Лаврентьевим, Г.И. Марчуком тощо)
були розробленi методи глобальної регуляризацiї слабо коректних i не-
коректних задач: метод регуляризацiї А.Н. Тiхонова; методи регуляри-
зацiї задач лiнiйного програмування на принципi iнварiантностi опти-
мальних рiшень; методи регуляризацiї задач дискретного програмуван-
ня, наприклад, метод “равильних” вiдсiкань (алгоритм Гоморi), тощо.
Умова регуляризацiї задач великої розмiрностi m ∗ n, де m – число
невiдомих при n обмеженнях, типовим зразком яких є задача оптимiза-
цiї IВС в будь-якiм PRAR, може бути сформульовано як умова застосу-
вання покрокової оптимiзацiї – субоптимiзацiї, яка має унiверсальний
характер i є керiвним правилом при оптимiзацiї рiзних багатоступiнча-
тих iєрархiчних структур i тому часто породжує дiю аналогiчних прийо-
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мiв: декомпозицiї, iєрархiчностi, модульностi тощо. Наприклад, в ада-
птивних СОЕД визначальним показником якостi є сумарна вiдносна
похибка δΣ вимiрювань, витрати на досягнення якої вступають в су-
перечнiсть з цiннiстю, звичайно що зменшується з часом.
Звернув увагу те, що оптимальне рiшення обов’язково повинне ле-
жати в областi компромiсiв i, враховуючи рекомендацiї до вибору пока-
зникiв якостi Q АДТС, по науковому обґрунтовуванню рiшень i мето-
дiв проектування, при наявностi яких вимоги надiйностi, у тому числi
i метрологiчної, є обов’язковими, а також про першорядне значення для
бiльшостi СОЕД iнформацiйної цiнностi, приходимо до необхiдностi уто-
чнення процедури формування показника Q.
Фiзичному сутнiсть процесу формування показника якостi базується
на принципi порiвняння з еталоном, для якого вiдомi або сформульованi
на стадiї зовнiшнього проектування основнi i оптимальнi в певному зна-
ченнi показники Q0 = 〈Q01, Q02, . . . , Q0N 〉. При оптимiзацiї досягається
мiнiмум вiдстанi ρ(Q1Q2) мiж кiнцями n- мерных векторiв показникiв,




α1(Q1 −Q01)2 + . . .+ αN (QN −Q0N)2)
2,




Параметрична чутливiсть S вiдстанi ρ(Q1Q2) до змiн будь-кого






= αiQ1(Q1 −Q0), i = 1, n,
з якого виходить умова вибору найiстотнiших для заданого показника
якостi параметрiв, що забезпечують SρQ1 = MAX.
Комплексний показник якостi повинен вiдображати вирiшення го-
ловних i принципових для СОЕД компромiсiв:
– мiж цiннiстю V iнформацiї i витратами C на отримання даних (ре-
зультатiв вимiрювання, контролю тощо), що досягають однiєї з основних
метрологiчних характеристик СОЕД – похибки δΣ (Рис. 1)
– мiж витратами E на експлуатацiю СОЕД i початковими витратами
P при змiнi параметрiв системи (наприклад, надiйностi R) (Рис. 2).
Досягнення першого компромiсу (Рис. 1) припускає досягнення
MAX [V (δ)− C(δ)], а другого компромiсу – досягнення мiнiмуму сумар-
них витрат ресурсiв FΣ = MINFΣ (Рис. 2). Рiзниця мiж Rmin i Ropt видна
з побудов, вiдображених на Рис. 2.
Звiдси витiкає, що показник якостi адаптивної СОЕД повинен бути
складеним i комплексним, тобто вiдображати технiко-економiчнi (ви-
тратнi) аспекти всього життєвого циклу системи.
Комплексний показник якостi СОЕД або IВС може бути приведений
в адитивнiй фермi при забезпеченнi в процесi оптимiзацiї наступних
умов:
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Рис. 1 – Перший компромiс мiв витратами C на отримання даних i цiн-
нiстю V iнформацiї
Рис. 2 – Другий компромiс – Fσ = MIN Fσ сумарних витрат ресурсiв
Q1 = β1F1 + β2F2, MAXF1 = MAX[V (δ)− C(β)],MAXF2 = MINFΣ,
де β1 + β2=1 – ваговi коефiцiєнти.
Спiльнiсть властивостей даного комплексного показника якостi си-
стеми вiдображається за допомогою понятiв цiнностi V iнформацiї i ви-
трат E на її отримання i обробку.
Цiннiсть iнформацiї є основним критерiєм для СОЕД i включає насту-
пнi чинники: похибка (точнiсть) вимiрювання IВС, iнтегрованої у склад
СОЕД; давнiсть iнформацiї про стан об’єкту (час отримання результа-
тiв i узгодженням їх з параметрами об’єкту); давнiсть iнформацiї для
вироблення рiшення (керуючої дiї); можливiсть прогнозування (iнакше
кажучи, можливiсть проведення адаптацiї); доцiльнiсть i пiслядiя.
Проектування адаптивних СОЕД третього рiвня самоорганiзацiї в
бiльшостi випадкiв зводиться до проектування якоїсь дворiвневої ада-
птивної СОЕД, дє iнварiантами є вже метакритерiї (критерiї бiльш ви-
сокого рангу, наприклад, етичнi або естетичнi). Початковими даними
в цих СОЕД є iнформацiя про зовнiшню обстановку i можливi внутрi-
шнi стани всiєї безлiчi проектованих СОЕД нижнiх рiвнiв. До такого
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роду систем вiдносяться так званi “iнтелектуальнi” i деякi iншi СОЕД,
що спираються в своїй роботi на бази знань, що постiйно обновляються,
наприклад, активнi (локацiйнi) i пасивнi системи виявлення i класифi-
кацiї, системи глобального позицiонування (GPS) та iншi.
Вiдомо, що адаптивна СОЕД є дiалоговою системою, в якiй дiалог
будується на аналiзi iнформацiї, отриманої в результатi рiшення стро-
го формалiзованих задач на основi методiв математичного моделюва-
ння. Для кожного класу проектованих систем змiстовна сторона про-
цедури опису (формалiзацiї) має свою специфiку i у багатьох випад-
ках, наприклад в медицинi, унiкальна. Ця теза дає пiдстави вважати,
що неможливе створення унiверсальної адаптивної СОЕД, iнварiантної
до PRAR. Аналогiчним є становище i з розробкою експертних систем,
оскiльки доведено, що унiверсальнi методи ефективнi в обмежених ви-
падках. Проте, основнi принципи побудови, як експертних систем, так
i СОЕД рiзного призначення, швидше за все, єдинi i можуть бути вико-
ристанi при їх проектуваннi.
Таким чином, будь-яка адаптивна технiчна система повинна безпе-
рервно вирiшувати оптимiзацiйнi задачi, або, iнакше кажучи, вирiшу-
вати задачi стохастичної екстраполяцiї (прогнозу) випадкових процесiв.
Методи статистичного прогнозу випадкових процесiв. дозволяють оцi-
нювати майбутнi значення за наслiдками вимiрювання минулих i по-
точних значень заданих характеристик iмовiрностi. До найточнiших,
хоча i достатньо громiздким, способам прогнозування вiдносяться суча-
снi методи моделювання, в першу чергу iмiтацiйного моделювання на
ЕОМ [4]. Передбаченi тим або iншим способом значення iнформативних
параметрiв є початковими даними для вироблення або керiвної дiї, або
для ухвалення рiшення.
Наприклад, в системах автоматичного керування (САК), процес пе-
ретворення цих даних в керiвну дiю складається з ряду математичних
i логiчних операцiй, виконуваних аналоговими або цифровими проце-
сорами. При цьому однiєю з найважливiших задач є розробка ефектив-
них алгоритмiв функцiонування процесора при заданих (або вибраних)
параметрах, наприклад, точностi, швидкодiї тощо. Тобто завжди треба
мати на увазi, що у складi будь-якої системи керування завжди є блок
(вузол, пристрiй) вимiрювання сигналу розузгодження, що має структу-
ру адаптованої IВС.
Висновки
Для систем обробки експериментальних даних та iнформацiйно-
вимiрювальних систем розглянуто кiлька видiв адаптацiї для унiфi-
кованого каналу вимiрювання шорсткостi, що може бути перспектив-
ним напрямом при оптимiзацiї адаптивних автоматизованих систем,
якi проектуються.
1. Розроблено класифiкацiю видiв адаптацiї СОЕД для унiфiкованого
каналу вимiрювання шорсткостi.
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2. Показано, що перспективним напрямом в розробцi адаптивних СО-
ЕД є iнтегрування в них iнформацiйно-вимiрювальних систем.
3. Показано, що найдоцiльнiшими видами адаптацiї СОЕД явля-
ється зовнiшньо-внутрiшня адаптацiя, типовим прикладом якої
є структурнi методи пiдвищення точностi, а також внутрiшньо-
внутрiшня адаптацiя.
4. Показано, що оптимiзацiя адаптивної СОЕД зводиться до отрима-
ння аналiтичної залежностi для цiльових функцiй вимiрювання,
наприклад, для похибок вимiрювань; знаходження спiввiдношень
параметрiв адаптивних систем при вирiшення задач оптимiзацiї;
ухвалення рiшення по одному з вибраних критерiїв якостi системи.
5. Розроблена методологiя формування визначального показника яко-
стi, яким для СОЕД є сумарна похибка вимiрювання оцiнок iнфор-
мативних параметрiв.
6. В адитивнiй формi сформовано комплексний показник якостi ада-
птивних систем, який вiдображає вирiшення головних i принципо-
вих для СОЕД компромiсiв мiж цiннiстю iнформацiї та витратами
на її отримання i обробку, а також показник якостi мiж витратами
на експлуатацiю i початковими витратами на зовнiшнє проектува-
ння СОЕД.
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