Abstract-In this paper we consider voice calls in 802.11e infrastructure mode networks. We demonstrate that in standard 802.11 WLANs it is throttling of voice traffic at the access point that is the primary limitation on voice call capacity. We demonstrate that a straightforward 802.11e prioritisation strategy avoids this throttling and yields close to the theoretical maximum call capacity.
I. INTRODUCTION
In recent years, 802.11 wireless LANs have become pervasive. While providing wire-free connectivity at low cost, it is widely recognized that the 802.1 1 MAC layer requires greater flexibility and the new 802.1 le standard consequently allows tuning of MAC parameters that have previously been constant. Although the 802.1 le standard provides adjustable parameters within the MAC layer, the challenge is to use this flexibility to achieve enhanced network performance.
In this paper we study the behavior of infrastructure mode 802.11 networks where traffic is transmitted via an access point (AP). Our starting point is the observation that the 802.11 Carrier Sensing Multiple Access/Collision Avoidance (CSMA/CA) mechanism enforces per station fairness, i.e. each station has approximately the same number of transmission opportunities. This includes not only the wireless stations (STAs), but also the AP itself. We show that this has profound implications for network performance.
Consider an 802.1 lb WLAN carrying n two-way voice conversations. There are n wireless stations each transmitting the voice of one speaker and n replies transmitted by the AP'. Figure 1 shows throughput, loss and delay for both the AP and the aggregate of the wireless stations, with increasing number of voice conversations. As the number of conversations rises above 8, the throughput achieved by the AP falls relative to that of the wireless stations. When the number of calls exceeds approximately 10, the loss-rate of the downstream AP traffic increases beyond a viable level. These results are with small buffers, so queueing delays are short and loss is the limiting factor.
We compare this behavior with the following simple capacity calculation. Table I gives the overhead budget for the 1Parameters for the voice calls are taken from [1] : 64kb/s on-off traffic streams where the on and off periods are distributed with mean 1.5 seconds. Periods of less than 240ms are increased to 240ms in length, to calls, which is 50% higher than the above measured capacity. The figure of 15.4 calls is over-optimistic as it neglects the idle time spent during contention window count-down as well as many other details of the channel behavior (such as packet collisions). Nevertheless, it suggests that room for improvement may well exist and it is this which is the subject of the present paper.
As voice calls are two-way, it is evident from Figure 1 Figure 2 . The figure shows the ratio of the throughputs achieved by competing upstream and downstream UDP flows as the number of flows is varied (with an equal number of uploads and downloads). Evidently, the throughput ratio is equal to the number nri of uploads.
This simple argument leads us to propose that the AP be prioritized so as to restore parity between upstream and downstream flows. While we might prioritize downstream traffic by using an appropriate value of CWmin at the AP, the utility of CWmin is constrained by the availability of only a coarse granularity (CWmin can only be varied by powers of two in 802.1 le). The AIFS parameter might also be used, but is better suited to strict prioritization rather than proportional prioritization. Instead we propose that the TXOP packet bursting mechanism in 802.1 le provides a straightforward and fine grained mechanism for prioritizing downstream traffic. [7] and [8] . Details of our analytic model are contained in the Appendix; using specified 802.11 MAC parameters and arrival rates, the model predicts transmission probability, collision probability and throughput. The predictive accuracy of the model is illustrated in Figures 4 and 5 , where model predictions are compared with throughput data from NS packet-level simulations, with 540 Byte payloads, as the arrival rate is varied across its range and as the number of wireless nodes is varied. The collision probabilities corresponding to Figure  4 are shown in Figure 3 (similar accuracy is obtained for the conditions used in Figure 5 ).
The utility of the model for modeling VoIP traffic, both in peer-to-peer and infrastructure mode networks, is demonstrated in Figure 1 . It can be seen that the model makes remarkably accurate predictions.
B. Voice Traffic A. Analytic Modeling As before, we consider setting the AP TXOP to be equal Following the seminal paper of Bianchi [6] , much of the to the number of active downlink voice calls. Figure 6 shows analytic work on 802.11 MAC performance has focused on throughput and delay with this scheme as the number of 216 We introduce new states (0, k)e for k E [0,Wo -1], representing a node which has transmitted a packet, but has none waiting. This is called postbackoff. Note that i = 0 in all such states, because if i > 0 then a collision has occurred, so we must have a packet awaiting transmission.
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We assume that for each station there is a constant probability 1 -q that the station's buffer has no packets awaiting transmission at the start of each counter decrement. This enables us to derive relationships between the per-station quantities: q, the probability of at least one packet awaiting transmission3 at the start of a counter decrement; m, the maximum backoff stage; p, the probability of collision given the station is attempting transmission; P, the Markov chain's transition matrix; b, the chain's stationary distribution; and T, the stationary distribution's probability that the station transmits in a slot. These relationships can be solved for p and T, and network throughput predicted. It is important to note that the Markov chain's evolution is not real-time, and so the estimation of throughput requires an estimate of the average state duration.
Under our assumptions, we have for 0 < k < Wi
. If the counter reaches 0 and a packet is queued, then we begin a transmission. We assume there is a station-dependent probability p that other stations transmit at the same time, resulting in a collision. In the case of a collision we must increase the backoff stage (or discard). In the case of a successful transmission we return to backoff stage 0 and the station's buffer is empty with probability 1-q. In the case with infinitely many retransmission attempts we need introduce no extra per-station parameters and for 0 < i < m and k > 0 we have
Naturally, these transitions could be adapted to allow discards after a certain number of transmission attempts.
3In order to move between model and simulation arrival rates, we use the following logic. When we have small buffers, the parameter qi is the probability that at least one packet arrives in the expected time spent per state, ES defined in equation (8) . In simulation, the probability that at least one packet arrives during ES is one mninus the probability that the first interpacket time is greater than E,. Hence, when inter-packet arrival times are exponentially distributed the exponential rate Ai should be set so that qi = 1 -exp(-AiE8), i-e. )i = -log(1 -q)/E8. With Observe that p, the probability of a collision given that we are about to transmit, is the probability that at least one other station is transmitting. This is also the probability that the medium is busy if we know the station under consideration has been silent. Hence we substitute Pidle = 1 -p. Given the collision probability p for this station in the system and per-station parameters q, Wi and m we may solve for a stationary distribution of this Markov chain. This will enable us to deterrmine the probability T that this station is attempting transmission in a typical slot. Finally, the normalization (1) gives
The main quantity of interest is T, the probability that the station is attempting transmission. A station attempts transmission if it is in the state (i, 0) (for any i) or if it is in the state (0, 0)e, a packet arrives and the medium is sensed (6) where b(0, 0)e is given in equation (5), so that r is expressed solely in terms of p, q, Wo and m. While q, Wo and m are fixed for each station, in order to determine the collision probability, p, we must give a relation between the stations competing for the medium.
Consider the case where n stations are present, labeled = 1,... n,n. Equation (6) gives an expression for Tr, the per-station transmission probability, in terms of a per-station arrival process qa and a per-station collision probability pl.
Observe that 1-PlP=J J(1-rj), for I = 1,..., n,
i that is, there is no collision for station 1 when all other stations are not transmitting. With n stations, (6) and (7) The normalized throughput of the system is then S n Si, with Si = Ps:iEi/Es and where Ei is the time spent transmitting payload data for source i. Thus in order to determine the throughput and collision probability for each station, and the overall throughput, one first solves equations (7) using equations (5) and (6) . Then one uses equations (8) , and the expressions for Si and S.
