Abstract-Cloud computing is a commercial model for distributed computing that provides users with resources or computing services with different specifications. These users have many requests and dynamic targets which lead to different levels of service. Depending on the precision of these applications or the business service orientation, three scheduling levels were identified (service level scheduling, task level scheduling, virtual machine level scheduling). The availability and the load on the resources increase with time, so scheduling in the Cloud is a complicated problem especially the need to ensure different (QoS) quality requirements. This article presents a bibliographic research about works dealing with the various scheduling levels in the Cloud Computing; a comparison between different levels scheduling algorithms related to this work has been done.
I. INTRODUCTION
HE Cloud Computing is a computer science paradigm, emerging from distributed computing in which applications; data and infrastructure are proposed as a service that can be consumed anywhere and anytime, in a flexible and transparent way. This simplification allowed developing the concept of resources on demand with the "payas-you-go" economical model.
The scheduling problem is one of the major challenges of the cloud. Three scheduling levels were identified: service level, task level and virtual machine level (VM) [1] . Therefore, it is essential for the cloud to integrate an efficient scheduler to optimize different criteria depending on suppliers and users.
The scheduler finds a virtual resource allocation among the various suppliers (a deployment plan) that optimizes QoS (Quality of Service) parameters that respects the placement constraints but also that manages other strong constraints (restrictions to perform certain tasks on certain types of resources). These (QoS) parameters can be defined and offered by various service contracts, SLAs (Service Level Agreements). This scheduling mechanism can be modeled in two ways. In the first way, a direct link is established between the client and the infrastructure services provider, this type of cloud model is twofold. In the second way, we find a broker 1 LINFI Laboratory, Computer Science Department, Biskra University, Algeria 2 LRDE, Le Kremlin-Bicêtre, France 3 Computer Science Department, Biskra University, Biskra, Algeria that acts as a mediator between the client and the provider called three levels model [1] . The rest of this paper is organized as follows: section 2 defines the scheduling problem and its different levels, then section 3 presents the works that treats scheduling problem in each level. In section 4, a comparison was made between these different algorithms with different QoS considered parameters. Section 5 and 6 provide a synthesis and a conclusion with future work respectively.
II. SCHEDULING IN THE CLOUD
There are different entities in the Cloud scheduling model. In the service level scheduling, two types of entities are considered: client and cloud provider. For the task level scheduling, we consider a client service set and a set of instance type of VMs. In the third VMs scheduling level, assignment process actors are the set of VMs and the set of data center that make up the cloud. Therefore, the aims of all scheduling levels are to allocate sets of (clients services requests, client applications, VMs) to the set (cloud providers, VMs instance types and data center.
III. SCHEDULING LEVELS
The scheduling process is applied to the different levels according to Cloud's nature of service; if it is market-oriented (scheduling in the service level and task level), if non-marketoriented (VM-level scheduling) [11] .
A. Service-level scheduling This scheduling level is static and concerns a part of the resource management layer. The main criteria to optimize at this level are the profile.
B. Task-level scheduling
This type of scheduling is dynamic and adapted to cloud changes. Its objective is to optimize the assignment according to the QoS constraints of each task and of each client, all with minimizing the total execution price and the time cost. The scheduler to the task level is dedicated to a single data center (Cloud), and it is unable to manage the resource of another cloud from another provider. The matching process between the task and the VM is made through a broker.
C. VM-level scheduling
It is the lowest scheduling layer, it is used to provide with the set of VMs requested by the task in task level scheduling. The purpose of this level is to find the best scheduling of virtual machines on hosts that make up data centers (Cloud The client can guide its VMs allocation by specifying a minimum of performance and maximum budget, as well as constraints, load balancing and hardware configuration of each VM.
Providers offer several configurations of virtual machines. Cloud broker has two main actions: the first action is to find the optimal placement of virtual resources of a virtual infrastructure through a set of cloud providers; the second one is the management and control of these virtual resources through the manager of virtual infrastructures. The latter is responsible for deployment of each VM in the selected cloud that is characterized by VMs models, as well as life cycle management of these ones. Then, a plan generated by the scheduler, which is a broker component of Cloud, this plan contains a list of VMs models. Each model includes targeted cloud provider to deploy VMs and specific attributes for the selected provider, such as the identifier of the VM image in this cloud.
In [3], the authors proposed a multi-objective genetic algorithm MO-GA for jobs scheduling on cloud virtual machines. The algorithm minimizes energy consumption and maximizes provider's services profit under the delay constraint. The first MO-GA step is the generation of the initial population with two methods (random and greedy).
After the calculation of fitness, the solutions have the best rank (best fitness) are stored in the Pareto archive that contains non-dominating solutions generated through generations. The selection operator is the tournament, based on elitism strategy and crowding. Reproduction operators are crossover and mutation. Finally selecting the best solution in Pareto archive is done according to the current user preference between the two objectives.
Modular broker architecture was presented in [4], based on different scheduling strategies using different optimization criteria (cost optimization and performance optimization), constraints (performance budget and types of instance) and environmental conditions (static / dynamic). The Cloud scheduler is a main component of cloud broker that is responsible for making scheduling decisions based on a dynamic pricing system, of users' demands and different performances of instances types. The scheduler can be configured to work with the different scheduling policies (cost optimization policy and performance optimization policy) based on different optimization criteria such as the cost of service, service performance, etc...Depending on these policies, the scheduler performs optimal deployment of different component services.
The work in [5]
proposes a market-oriented package for hierarchical scheduling in a distributed cloud. This approach processes hierarchically level service and task level scheduling, which every workflow instance is mapped on the cloud service; the objective of this approach is to minimize the execution time, cost and time of processing. For service level scheduling, a random algorithm was established, whereas for the task level one, there are three meta-heuristics (genetic algorithm, optimization through ants' colony and optimization through particle swarm). A local scheduler is responsible for the latter level, which its function is to optimize the task-VM assignment in the data center of the Cloud. The first step is to get QoS constraints for each task, while the second step is to optimize the task-VM assignment for a data center portion to reduce the cost of overall performance of the latter. An initial list task to VM with a reasonable size should be used as an input to the task level scheduling algorithm; each virtual machine has its own local list of tasks. To start running the algorithm, a local scheduler shall acquire the current list of VMs and can be automatically combined with an embedded tasks graph that is made-up of all tasks. The purpose of this step is to generate an optimal schedule or close to the optimal one by a specific meta-heuristic algorithm. It can reduce the overall execution time of the system and the cost of data center, while meeting the QoS constraints of workflow and non workflow tasks. NB: This work treats two levels at the same time: servicelevel scheduling and task-level scheduling.
B. Task-level scheduling
The aim of the work [6] is to optimize the allocation of requests of VMs in a brokerage infrastructure in the three levels cloud: the client, the cloud provider and the cloud broker. The role of this latter is to find the best configuration of resources proposed by the supplier to meet demands of VMs. The aim of this optimization is minimizing the response time and the cost of VMs instances while satisfying the client and to maximize the broker's profit.
This model defines two types of services; the infrastructure service connected to provider and a business service connected to the broker. The client exposes his demands with their QoS constraints into two types. The first type is stated by the client. The second one is derived and used by the algorithm. To solve this problem, a new approach for the cloud brokering using a multi-objective genetic algorithm (MOGA) has been proposed to provide a set of Pareto optimal allocations on the best instances with minimal cost and response time.
In [7] , the author presents in the Pareto approach, the NSGA-II algorithm. This latter is a population-based metaheuristics adapted to solve a multi-objectives scheduling problem of workflow in the IaaS infrastructure.
Multiple QoS metrics as (the makespan, the cost, reliability, and availability) as well as constraints on these metrics (time, budget and others), and strong constraints (a task Ta has to be executed on services like MVb or MVc) are taken into consideration to resolve this problem. The aim of the NSGA-II algorithm is to provide the user with a set of compromise solutions, instead of a single solution according to the requirement of QoS.
This work [8] develops an approach through aggregating objectives for solving the multipurpose scheduling problem of workflows in the IaaS virtualized infrastructure. In this approach, a genetic algorithm (GA) is proposed, which takes into account multiple service qualities (QoS) metrics: The completion time or makespan, the cost, reliability and availability can be used to determine to what extent the set of allocated virtual machines are used. The algorithm begins its running by a random initial generation. Each task of the solution has a rank that allows the indication of its execution order in the case of existing of two or several tasks that can be launched on the same time and on the same VM.
The second step is the scheduling process that is performed on each individual (solution) in order to satisfy the precedence relation between tasks. Each individual will be assessed using a fitness function. The genetic operators: selection, crossover, mutation and replacement will be applied to individuals to ensure the development of solutions. The stopping criteria of this algorithm is the number of iterations or until the overall value of the fitness shall no more develop. A genetic algorithm based on the viral infection (GA*) is an improved genetic developed algorithm, taking into account multiple QoS metrics such as makespan, the cost, reliability, and availability more constraints on these metrics (the duration, the budget) and strong constraints that force to perform certain tasks on certain VMs. The same steps of the genetic algorithm shall be adopted in GA* except the penalty integrated to the fitness function to satisfy the QoS constraints, and a viral infection operator to process severe constraints specified in the SLA [9].
C. VM-level scheduling
The large energy consumption of high-performance computers forces researchers to explore ways for reducing this energy consumption. In this work, authors present a new scheduling algorithm based on the technical DVFS (Dynamic Voltage Frequency Scaling) to reduce the energy consumption of a single virtualized cluster. The aim of this schedule is the allocation of virtual machines in a cluster for a more efficient computing where virtual machines are dynamically provided to run Cluster jobs. The main idea is to reduce the frequency of the Cluster clock as low as possible to be compatible with the demands of virtual machines [10] .
In [11] , the authors developed a two-tier control system to optimize the management of data center resources, local controllers at the application level determine the amount of resources needed for the application to ensure its performance. A global controller at data center level determines the placement of VMs and resources allocation. It allocates all virtual machines at the same time, while trying to find the optimal allocation in accordance with the objectives and constraints. A VMs placement policy was proposed by using an improved genetic algorithm with a fuzzy multi-objective evaluation to simultaneously minimize the total waste of resources, energy consumption and the cost of heat dissipation to combine different objectives. In this algorithm, the best solution is the one that belongs more to each fuzzy set provided with an aim.
TABLE I presents a comparison of different works stated above.
V. SYNTHESIS
Several heuristics and meta-heuristics are studied to treat the scheduling problem; the latter is seen as a combinatorial optimization problem, where it is impossible to find the optimal global solution using algorithms or simple rules.
Depending on the level of scheduling, parameters are taken into consideration, such as: response time, cost, profit, availability, power consumption, etc to increase client satisfaction and in the same time to improve the use of different resources (Table II presents the metrics considered in the algorithms presented above). Most of these studies focused on aggregation of objectives, and on optimizing two metrics of QoS, often execution time and cost, and do not take into account other metrics as well as precedence constraints between tasks.
VI. CONCLUSION
This work presents an overview about the different works dealt with scheduling levels (Service level, task level, virtual machine level) in the Cloud Computing. At each scheduling level, we presented different scheduling algorithms of existing tasks (workflow or independent tasks) with their service quality parameters that must meet users' requirements as well as it should improve the use of resources so that it can satisfy the user and the resource provider.
On our future works, we intends to direct towards the suggestion of formal approach for the conception of scheduling algorithms in the cloud computing.
We will work with Petri networks, specifically the Evolutionary Petri Net (EPN) which is based on a wide class of Petri nets called Resizable Petri nets, and two genetic operators (crossover and mutation) that provide a basis for the development of a robust evolutionary algorithm for optimization. To optimize some metric of service quality and specify, simulate, verify other performance measures (execution time, cost, number of satisfied customers, average waiting time, number of customers in the queue, wait ... .etc.). 
