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Abstract
In this paper, we prove the strong Feller property for stochastic delay (or
functional) differential equations with singular drift. We extend an approach
of Maslowski and Seidler to derive the strong Feller property of those equa-
tions, see [10]. The argumentation is based on the well-posedness and the
strong Feller property of the equations’ drift-free version. To this aim, we
investigate a certain convergence of random variables in topological spaces
in order to deal with discontinuous drift coefficients.
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ferential equation, strong Feller property, singular drift, Zvonkin’s transfor-
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1. Introduction
In this paper, we investigate a certain convergence of random variables in topological
spaces and apply the results to prove an improved version of the strong Feller property
of the following stochastic delay (or functional) differential equation (SDDE).
dXx(t) = B(t,Xxt ) dt+b(t,X
x(t)) dt+σ(t,Xx(t)) dW(t),
Xx0 = x
(1)
whereW is a d-dimensional Brownian motion, B : R≥0×C
(
[−r, 0],Rd)→ Rd is measur-
able and strictly sublinear in the second variable, σ : R≥0 ×Rd → Rd×d is measurable,
1
bounded, non-degenerate and Lipschitz in space and b ∈ Lqloc
(
R≥0;L
p
(
Rd
))
where
1 < p, q fulfill
d
p
+
2
q
< 1. (2)
The well-posedness and stability of equation (1) without a delay drift term, i.e. B ≡ 0,
has been studied thoroughly: Krylov and Ro¨ckner have shown existence and uniqueness
for the special case σ ≡ Id in [8], which had elaborated previous results, for exam-
ple of Portenko [11], Veretennikov [16] and Zvonkin [21]. Mart´ınez and Gyo¨ngy have
proven well-posedness for non-constant σ in [6], however under the stricter assump-
tion b ∈ L2d+2(Rd+1). In [20], Zhang was able to improve it further by only assuming∣∣∇xσi,j∣∣ ∈ Lqloc (R≥0;Lp (Rd)), i, j = 1, . . . , d. In [1], we extended the well-posedness
result of Zhang [20] to the delay case, essentially by using a combination of Zvonkin’s
transformation, several Girsanov techniques and a stochastic Gronwall lemma from von
Renesse and Scheutzow in [12, 17]. The existence of a unique strong solution for SDDEs
with singular drift has also been shown in [7].
The strong Feller property with respect to the state space Rd of equation (1) without
delay drift has also been shown by Zhang in [20]. However, in this paper we are interested
in the state space of path segments C([−r, 0],Rd). Several Harnack inequalities have been
studied for stochastic delay differential equations, which imply the strong Feller property.
Es-Sarhir, von Renesse and Scheutzow have investigated the case b ≡ 0 and σ ≡ const
in [3]. Wang and Yuan have established results for non-constant and uniformly non-
degenerate diffusion coefficients, which do not depend on the past, in [18]. By remark
1.4 in [3], the strong Feller property might not be given if the diffusion term is of real
functional nature. Both papers are based on a coupling technique.
However, we do not use a coupling technique but the probabilistic approach of Maslowski
and Seidler, see [10]. In order to deal with discontinuous drift coefficients, we consider a
certain convergence for topological spaces, see Theorem 1.8. As a result, we gain a sim-
ple method to derive the strong Feller property of equation (1) from the well-posedness
and the strong Feller property of the simpler special case B ≡ 0 and b ≡ 0.
Notation 1.1. We denote by ‖·‖OP and ‖·‖HS the operator norm and respectively the
Hilbert-Schmidt norm for matrices A ∈ Rd×d, i.e.
‖A‖op = sup
v∈Rd,|v|=1
|Av| , ‖A‖HS =
√√√√ d∑
i,j=1
|Ai,j|2.
Additionally, we write for a, b ∈ [−∞,+∞]
a ∧ b := min{a, b}, a ∨ b := max{a, b}.
Notation 1.2. In the sequel, let r > 0 be an arbitrary but fixed number and define
C := C
(
[−r, 0],Rd
)
2
equipped with the supremum norm ‖·‖∞. For a process X defined on [t−r, t] with t ≥ 0,
we write
Xt(s) := X(t+ s), s ∈ [−r, 0].
Furthermore, we introduce the following function spaces, which will be used later on:
define for 0 ≤ S ≤ T <∞ and p, q ∈ (1,∞)
Lqp(S, T ) := Lq
(
[S, T ];Lp
(
Rd
))
, Lqp(T ) := L
q
p(0, T ),
H
q
2,p(S, T ) := L
q
(
[S, T ];W 2,p
(
Rd
))
, Hq2,p(T ) := H
q
2,p(0, T ),
Hq2,p(S, T ) := W
1,q
(
[S, T ];Lp
(
Rd
)) ∩Hq2,p(, T ), Hq2,p(T ) := Hq2,p(0, T ),
equipped with the norm
‖u‖Hq2,p(S,T ) := ‖∂tu‖Lqp(S,T ) + ‖u‖Hq2,p(S,T ) , u ∈ H
q
2,p(S, T ).
Notation 1.3. Let (Ω,F ,P) be some probability space. Then we denote by P∗ the
corresponding outer measure, i.e.
P∗(A) := inf {P(B) : A ⊆ B,B ∈ F} , A ⊆ Ω.
Notation 1.4. In the sequel, we always equip topological spaces with their correspond-
ing Borel σ-algebra, and subspaces with the usual subspace topology. Furthermore, if
(E, E) is some measurable space, we denote by Bb(E) the space of bounded, measurable
functions.
Notation 1.5. If not stated otherwise, W will be a d-dimensional Brownian motion on
some arbitrary but fixed probability space (Ω,F ,P) and every strong solution shall be
defined on this space.
However, weak solutions of equation (1) might be defined on different filtrated prob-
ability spaces. Therefore, we use the short hand notation (Xx, W˜ x,Qx) where Xx is
an adapted, continuous stochastic process, W˜ x is an adapted Brownian motion, both
with respect to some filtrated probability space (Ω˜, F˜ ,Qx, (F˜t)t≥0), and (Xx, W˜ x) solves
equation (1) with initial value x.
Condition C1. Let p, q > 1 be given with (2). One has for every T > 0
b ∈ Lqp(T ).
Condition C2. Assume that for all T > 0 there exists some Cσ = Cσ(T ) > 0 such that
1. C−1σ Id×d ≤ σ(t, x)σ(t, x)⊤ ≤ CσId×d ∀t ∈ [0, T ], x ∈ Rd,
2. ‖σ(t, x)− σ(t, y)‖HS ≤ Cσ |x− y| ∀t ∈ [0, T ], x, y ∈ Rd.
Condition C3. For t ∈ [0, r] the function x 7→ B(t, x) is continuous and for all T > 0
there exists some monotone increasing gT : R≥0 → R≥0 with
1. |B(t, x)| ≤ gT (‖x‖∞) ∀x ∈ C, t ∈ [0, T ],
3
2. lim
r→∞
gT (r)/r = 0.
Condition C4. For all T > 0 there exists some CB = CB(T ) > 0 such that
|B(t, x)−B(t, y)| ≤ CB ‖x− y‖∞ ∀t ∈ [0, T ], x, y ∈ C.
The main results read as follows.
Theorem 1.6. Assume conditions (C1), (C2) and (C3). Then for each initial value x ∈
C, equation (1) has a global weak solution (Xx, W˜ x,Qx), which is unique in distribution.
Furthermore, one has the strong Feller property for all t > r, i.e.
lim
y→x
EQyf(X
y
t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).
Moreover, if condition (C4) is fulfilled, then equation (1) has a unique strong solution
and it holds
lim
y→x
EP |f(Xyt )− f(Xxt )| = 0 ∀f ∈ Bb(C).
The following theorem is the key element for proving Theorem 1.6.
Theorem 1.7. Let (Ω,F ,P) be some probability space and (E, d) be a metric space.
Furthermore, let X,Xn : Ω→ E, n ∈ N be measurable maps. Then the statement
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0,
b) lim
n→∞
PXn (O) = PX (O) , for all open O ⊂ E
implies
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(C).
Additionally, if there exists some null set N ⊂ Ω such that X(Ω \N) is separable, then
the converse implication is also true.
Moreover, we give a version of Theorem 1.7 in a topologically more general setup,
which reads as follows (the topological terminologies are given in subsection 2.1).
Theorem 1.8. Let (Ω,F ,P) be some probability space and (E,D) be a gauge space.
Furthermore, let X,Xn : Ω → E, n ∈ N be measurable maps and assume that PX is
outer regular and there exists some null set N ⊂ Ω such that X(Ω\N) is Lindeo¨f. Then
the following statements are equivalent
1. a) lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0, d ∈ D,
b) lim
n→∞
PXn (O) = PX (O) for all open O ⊂ E.
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
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Remark 1.9. To the best of our knowledge, this kind of convergence has not been studied
systematically. In this work, it is a key element for proving the strong Feller property
together with the approach of Maslowski and Seidler, see [10]. In subsection 3.1, we
introduce the underlying strategy, which is applicable to a much more general setup.
Additionally, in subsection 2.3 we give some examples to compare the different con-
vergence concepts.
Remark 1.10. The continuity assumption in condition (C3) might look artificial. How-
ever, the following example illustrates that the strong Feller property is not given in
general if one drops this assumption. Consider the SDDE (with r = 1)
dXx(t) = sgn (X(t− 1)) dt+dW(t),
Xx0 = x
with the convention
sgnx =
{
1 if x ≥ 0,
−1 if x < 0.
This equation has for each initial value a unique strong solution, which can be con-
structed recursively. Now, set yn ≡ −1/n, n ∈ N, then one has
X0(1) =W (1) + 1,
Xyn(1) =W (1)− 1− 1
n
.
Thus, the strong Feller property is not given.
Remark 1.11. In appendix B, we consider the strict topology on the space of bounded,
continuous functions as an example of a non-metrizable, locally convex space where
all assumptions of Theorem 1.8 are fulfilled. The strict topology is used for Markov
processes with a state space that is not locally compact, see [14].
2. Convergence of Random Variables in Topological Spaces
and Examples
2.1. Preliminaries
Definition 2.1. A topological space X is called Lindelo¨f if every open cover of X has a
countable subcover. X is called hereditarily Lindelo¨f if every open set of X is Lindelo¨f
with respect to the subspace topology.
Definition 2.2. Let E be some nonempty set and D be a nonempty set of pseudometrics
on E. Then we call (E,D) a gauge space and its topology shall be generated by{
Bdr (x) : x ∈ E, d ∈ D, r > 0
}
where
Bdr (x) := {y ∈ E : d(x, y) < r} , x ∈ E, d ∈ D, r > 0.
5
Definition 2.3. A Borel probability measure P on a topological space (E,T ) is called
outer regular if for all Borel sets A ∈ B(E) and ε > 0 there exists some open O ∈ T
with A ⊆ O such that
P(O \ A) < ε.
2.2. Convergence of Random Variables in Topological Spaces
At the beginning we prove the following abstract lemma.
Lemma 2.4. Let (Ω,F ,P) be some probability space and (E,E) be a measurable space.
Furthermore, let Xn : Ω → E, n ∈ N be a sequence of measurable maps, X : Ω → E be
measurable and S ⊆ E such that
∀A ∈ E, ε > 0 ∃S ∈ S : PX(A∆S) < ε
where ∆ denotes the symmetric difference of sets. Then the following statements are
equivalent
1. a) lim
n→∞
P (X ∈ S,Xn /∈ S) = 0 for all S ∈ S,
b) lim
n→∞
PXn (A) = PX (A) for all A ∈ E.
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Proof. Implication 2. ⇒ 1. is trivial. Hence, we only show implication 1. ⇒ 2. Since f
is bounded, it suffices to prove for all A ∈ E
lim
n→∞
P (X ∈ A,Xn /∈ A) = 0.
Let ε > 0. By assumption, there exists some S ∈ S such that
PX(A∆S) < ε.
Now, choose n0 ∈ N large enough such that
PXn (A∆S) < ε
for all n ≥ n0. Then one has for all n ≥ n0
P (X ∈ A,Xn /∈ A) ≤ P (X ∈ S,Xn /∈ S) + 2ε.
By assumption, one obtains
lim
n→∞
P (X ∈ A,Xn /∈ A) ≤ 2ε.
Since ε > 0 was chosen arbitrarily, the proof is complete.
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Remark 2.5. Let (E,T ) be a topological space and (Pn)n∈N be a sequence of probability
measures that converges pointwise on T to some outer regular probability measure, i.e.
lim
n→∞
Pn(O) = P(O) ∀O ∈ T .
Then one has pointwise convergence on all Borel sets:
lim
n→∞
Pn(A) = P(A) ∀A ∈ B(E).
This can be seen as follows. Let A ∈ B(E) and ε > 0. Since P was assumed to be outer
regular, one can find an open set O ⊇ A and a closed set C ⊆ A such that
P(O \ C) < ε.
By assumption, it follows
P(C) = lim
n→∞
Pn(C) ≤ lim inf
n→∞
Pn(A) ≤ lim sup
n→∞
Pn(A) ≤ lim
n→∞
Pn(O) = P(O)
and consequently,
P(A)− ε ≤ lim inf
n→∞
Pn(A) ≤ lim sup
n→∞
Pn(A) ≤ P(A) + ε ∀ε > 0.
Now, one can apply the previous lemma to the topological context, which reads as
follows.
Corollary 2.6. Let (Ω,F ,P) be some probability space and (E,T ) be a topological space.
Furthermore, let Xn : Ω→ E, n ∈ N be a sequence of measurable maps and X : Ω→ E
be measurable such that the measure PX is outer regular. Then the following statements
are equivalent
1. for all open O ∈ T holds
a) lim
n→∞
P (X ∈ O,Xn /∈ O) = 0,
b) lim
n→∞
PXn (O) = PX (O).
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Remark 2.7. For a separable metric space (E, d), it holds
B(E × E) = B(E)⊗ B(E).
If one drops the separability assumption, this may fail. See for exampleX = 2R equipped
with the discrete topology. Consequently, for two measurable random variables X,Y :
Ω→ E, the map
Ω ∋ ω 7→ d(X(ω), Y (ω))
7
could be not measurable. To overcome this problem, one can use the outer measure
P∗ (A) := inf {P(B) : A ⊂ B, B measurable}
to evaluate
P∗ (d(X,Y ) ≥ ε) , ε > 0.
This provides a natural definition of convergence in probability for non-separable metric
spaces. For a discussion in detail, see [15].
Lemma 2.8. Let (Ω,F ,P) be some probability space and (E,D) be a gauge space. Fur-
thermore, let X,Xn : Ω→ E, n ∈ N be a measurable maps and assume that PX is outer
regular and there exists some null set N ⊂ Ω such that X(Ω \N) is Lindelo¨f. Then the
following statements are equivalent
1. lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0, d ∈ D,
2. lim
n→∞
P (X ∈ O,Xn /∈ O) = 0 for all open O ⊂ E.
Proof. 1.⇒ 2. : Without loss of generality, one can assume
max(d1, d2) ∈ D ∀d1, d2 ∈ D.
Let O ⊆ E be open and δ > 0. The probability measure PX was assumed to be outer
regular. Thus, there exists an open set V with E \O ⊆ V and
PX (V ∩O) < δ.
Additionally, for every x ∈ O there exist some pseudometric dx ∈ D and rx > 0 such
that
O =
⋃
x∈O
Bdxrx (x).
Then it follows
E =
⋃
x∈O
Bdxrx (x) ∪ V,
and since X(Ω \N) is Lindelo¨f, one can find di ∈ D, ri > 0, xi ∈ E, i ∈ N such that
PX
(
O \
m⋃
i=1
Bdiri (xi)
)
< δ.
Then it holds
P (X ∈ O,Xn /∈ O) ≤
m∑
i=1
P
(
X ∈ Bdiri (xi),Xn /∈ O
)
+ δ
≤
m∑
i=1
P
(
X ∈ Bdiri (xi),Xn /∈ Bdiri (xi)
)
+ δ
8
Hence, it suffices to show
lim
n→∞
P
(
X ∈ Bdr (x),Xn /∈ Bdr (x)
)
= 0 ∀d ∈ D, x ∈ E, r > 0.
Let d ∈ D, x ∈ E and r > 0. By assumption, one has
lim
n→∞
P∗ (d (X,Xn) ≥ ε) = 0 ∀ε > 0.
Consequently, every subsequence of (Xn)n∈N has a subsequence that converges pointwise
to X with respect to d almost surely. It follows
lim
n→∞
P
(
X ∈ Bdr (x),Xn /∈ Bdr (x)
)
= 0.
2.⇒ 1. : Let ε, δ > 0 and d ∈ D. Since X(Ω \N) was assumed to be Lindelo¨f, one can
choose m ∈ N large enough such that
PX
(
m⋃
i=1
Bdε (xi)
)
> 1− δ
with suitable x1, . . . , xm ∈ E. Then one has
P∗ (d (X,Xn) ≥ ε)
≤P∗
(
X ∈
m⋃
i=1
Bdε (x), d(X,Xn) ≥ ε
)
+ P∗
(
X /∈
m⋃
i=1
Bdε (xi), d(X,Xn) ≥ ε
)
≤
m∑
i=1
P∗
(
X ∈ Bdε (xi), d (X,Xn) ≥ ε
)
+ P
(
X /∈
m⋃
i=1
Bdε (xi)
)
≤
m∑
i=1
P
(
X ∈ Bdε (xi),Xn /∈ Bdε (xi)
)
+ δ
By assumption, it follows
lim
n→∞
P∗ (d (X,Xn) ≥ ε) ≤ δ
for all δ > 0, which completes the proof.
Definition 2.9. In a topological space a Gδ-set is an intersection of countably many
open sets. A topological space is called a Gδ-space if every closed set is a Gδ-set.
Lemma 2.10. Let (E,T ) be a Gδ-space. Then every Borel probability measure P on E
is outer regular.
Proof. The proof is standard and can be found for polish spaces in [2, p. 224-225].
Consider the set A
A := {A ∈ B(E) : A and E \ A outer regular} .
Clearly, A is a σ-algebra. Therefore, it is sufficient to show that every closed C ⊆ E is
contained in A. By assumption, each closed set is a countable intersection of open sets,
which completes the proof.
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Remark 2.11. Examples for Gδ-spaces are metric spaces and hereditarily Lindelo¨f gauge
spaces.
Proof of Theorem 1.7. By Corollary 2.6 and Lemma 2.8, it is sufficient to show
lim
n→∞
P (X ∈ O,Xn /∈ O) = 0 ∀ open O ⊂ E.
Furthermore,
lim
n→∞
P∗ (d(X,Xn) ≤ ε) = 0 ∀ε > 0
implies that every subsequence of (Xn)n∈N has a subsequence that converges almost
surely. Thus, it follows
lim
n→∞
1O(X)1E\O(Xn) = 0 in probability,
which proofs the implication. Under the additional assumption, one can apply Lemma
2.8 again to conclude the reverse direction.
Proof of Theorem 1.8. This is a consequence of Corollary 2.6, Lemma 2.8 and Lemma
2.10.
2.3. Examples
At first, two simple examples are given to visualize that both conditions are necessary.
Then we consider two one-dimensional SD(D)Es to investigate the difference between
the strong Feller property and its “improved” version.
1. Consider a sequence (xn)n∈N in R
d that converges to some x0 ∈ Rd with xi 6= x0
for all i ∈ N. Then the deterministic random variables
Xn ≡ xn
converge pointwise to x0 but their laws δxn do not converge pointwise to δx0 . In
particular, it holds
E
∣∣1{x0}(X) − 1{x0}(Xn)∣∣ = 1.
On the other hand, let N be a standard Gaussian random variable and consider
instead the sequence
Yn := xn +N.
Then one has
lim
n→∞
E |f(Yn)− f(Y )| = 0 ∀f ∈ Bb(R).
2. Let X ∼ N (0, 1) be a standard Gaussian random variable and define
Xn := −X ∼ N (0, 1).
It holds
P(X ∈ A) = P(Xn ∈ A) ∀n ∈ N, A ∈ B(R).
Obviously, Xn does not converge to X in probability and it holds
E
∣∣1R≥0(X) − 1R≥0(Xn)∣∣ = 1 ∀n ∈ N.
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3. Now, assume we have a one-dimensional SDE that has a unique strong solution
for each real initial value
dX(t) = b(t,X(t)) dt +σ(t,X(t)) dW(t),
Xx(0) = x ∈ R
where W is a d-dimensional Brownian motion on some probability space, and
b : R≥0 × R → R and σ : R≥0 ×R → R1,d are measurable. Assume furthermore
that X has the Feller property, i.e.
lim
y→x
Ef(Xy(t)) = Ef(Xx(t)) ∀f ∈ Cb(R).
Then for every sequence (xn)n∈N ⊂ R with xn → x, one has
Xxn → Xx locally uniformly a.s.
In particular, by Theorem 1.7, the strong Feller property is equivalent to
lim
n→∞
E |f(Xxn(t))− f(Xx(t))| = 0 ∀f ∈ Bb(R).
This can be seen as follows: by uniqueness, one has monotonicity for the solutions,
i.e. for all x ≤ y holds
Xx(t) ≤ Xy(t) ∀t ≥ 0 a.s.
On the other hand, for each sequence (xn)n∈N with xn ↓ x, the following limit
exists
X˜(t) := lim
xn↓x
Xxn(t) ∀t ≥ 0 pointwise a.s.
since allXxn are bounded from below byXx. Thus, one has for all t ≥ 0, f ∈ Cb(R)
Ef(Xx(t)) = lim
xn↓x
Ef(Xxn(t)) = Ef(X˜(t)).
Additionally, it holds
X˜(t) ≥ Xx(t) ∀t ≥ 0 a.s.
so they are indistinguishable. By Dini’s theorem, one even has uniform convergence
on every compact interval.
4. For the sake of overview, we embed real constants in C naturally. Now, let us
consider the one-dimensional SDDE (with r = 1)
dXx(t) = sgn(Xx(t− 1)) dW(t)
X0 = x ∈ C
where we use the convention
sgnx =
{
1 if x ≥ 0,
−1 if x < 0.
This SDDE can be solved uniquely by constructing the solution recursively. By
Levy’s characterization, each solution Xx is distributed on R≥0 like a shifted Brow-
nian motion, in particular
Xxt ∼Wt + x(0) ∀t > 1.
It is not difficult to show that one has for t > 1
lim
y→x
Ef(Xyt ) = limy→x
Ef(Wt + y(0)) = Ef(Wt + x(0)) = Ef(X
x
t ) ∀f ∈ Bb(R),
see for example [3]. So, X has the strong Feller property with respect to the state
space C. On the other hand, one has for all y ≥ 0, x < 0
‖Xy2 −Xx2 ‖∞ ≥ |Xy(1)−Xx(1)| = |2W (1) + y − x| a.s.
Therefore, convergence in probability is not given.
3. Application to Stochastic Delay Differential Equations
3.1. Introduction to the Method
In this subsection, we want to illustrate the strategy to prove Theorem 1.6, which is
based on an approach of Maslowski and Seidler, see [10], and the convergence discussed
in section 2. In order, we make use of a toy example with state space Rd. Consider the
equation
dXx(t) = b(t,Xx(t)) dt+σ dW(t),
Xx(0) = x ∈ Rd
whereW is some d-dimensional Brownian motion, σ ∈ Rd×d is invertible, b : R≥0×Rd →
Rd is measurable and for every T > 0 there exists some CT ∈ R with
〈b(t, u)− b(t, v), u − v〉 ≤ CT |u− v|2 ∀u, v ∈ Rd, t ∈ [0, T ],
|b(t, u)| ≤ CT ∀u ∈ Rd, t ∈ [0, T ].
Additionally, we consider its drift-free equation
dMx(t) = σ dW(t),
Mx(0) = x ∈ Rd,
which is trivial in that case for the sake of simplicity. Observe that both equations have
a unique strong solution and the drift-free one depends continuously on the initial value
in the sense that
lim
n→∞
Mxn(t) =Mx(t) in probability
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for each sequence (xn)n∈N ⊂ Rd converging to x. Now, one can observe that M has the
strong Feller property, i.e.
lim
y→x
Ef(My(t)) = Ef(Mx(t)) ∀f ∈ Bb(Rd).
Also, PXx has a Girsanov density with respect to PMx , i.e.
Ef(Xx(t)) = E [Dx(t)f(Mx(t))] ∀f ∈ Bb(Rd)
with
Dx(t) = exp
(∫ t
0
σ−1b(s,Mx(s))⊤ dW(s)− 1
2
∫ t
0
∣∣σ−1b(s,Mx(s))∣∣2 ds) .
At first, we show that X has the strong Feller property, too. Let f ∈ Bb
(
Rd
)
, then one
has
Ef(Xx(t))− Ef(Xy(t))
=E[Dx(t)Mx(t)]− E[Dy(t)My(t)]
≤E[Dx(t)(f(Mx(t))− f(My(t)))] + ‖f‖∞E |Dx(t)−Dy(t)| .
By Theorem 1.7, one has
lim
y→x
E |f(Mx(t))− f(My(t))| = 0
and in particular,
lim
n→∞
Dx(t)f(Mxn(t)) = Dx(t)f(Mx(t)) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x. By the dominated convergence theo-
rem, it follows
lim
y→x
E[Dx(t)(f(My(t))− f(Mx(t)))] = 0.
Consequently, it remains to show
lim
y→x
E |Dx(t)−Dy(t)| = 0.
Since one has EPD
z(t) = 1 for all z ∈ C, it suffices to show for each sequence (xn)n∈N ⊂ C
converging to x
lim
n→∞
Dxn(t) = Dx(t) in probability.
This can be seen as follows: by Fatou’s lemma,
2− lim
n→∞
EP |Dxn(t)−Dx(t)| = lim
n→∞
EP (D
x(t) +Dxn(t)− |Dxn(t)−Dx(t)|) ≥ 2
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would hold and the L1-convergence would be an immediate consequence. Therefore, it
is sufficient to show
lim
y→x
E
∫ t
0
|b(s,My(s))− b(s,Mx(s))|2 ds = 0,
by the martingale isometry. However, this is a direct consequence of Theorem 1.7.
Finally, one ends up with
lim
y→x
Ef(Xy(t)) = Ef(Xx(t)).
By Ito¯’s formula and Gronwall’s lemma, one can easily show
lim
n→∞
Xxn(t) = Xx(t) in probability
for each sequence (xn)n∈N ⊂ Rd converging to x. Thus, it even follows
lim
y→x
E |f(Xy)(t)− f(Xx(t))| = 0
by Theorem 1.7.
The well-posedness and the strong Feller property of the drift-free equation, the exis-
tence of densities of Xx with respect toMx, x ∈ Rd, and their convergence in probability
are exactly the requirements Maslowski and Seidler needed for one of their approaches to
show the strong Feller property, cf. Theorem 2.1 in [10]. Theorem 1.7 systematically ex-
tends their approach by showing the convergence of the densities even for discontinuous
drift coefficients.
Now, we can summarize the strategy for showing the strong Feller property in a few
steps without specifying the details: show that
1. the drift-free version of the original equation has a unique strong solution Mx for
each initial value x.
2. M has the strong Feller property and for every sequence (xn)n∈N with xn → x,
one has
lim
n→∞
Mxnt =M
x
t in probability
(without specifying the state space).
3. The equation with drift has for each initial value x a weak solution Xx that is
unique in distribution.
4. For every initial value x, PXx has a density with respect to PMx such that for any
sequence (xn)n∈N with xn → x, one has
lim
xn→x
dPXxn
dPMxn
(Mxn) =
dPXx
dPMx
(Mx) in probability.
As illustrated by the previous example, Theorem 1.7 is the key element for verifying
this step since one has to deal with discontinuous coefficients.
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If, in addition, the equation with drift has for each initial value x a unique strong solution
Xx such that for every sequence (xn)n∈N with xn → x, one has
lim
n→∞
Xxnt = X
x
t in probability,
then one can apply Theorem 1.7 again to deduce the “improved” version of the Feller
property.
3.2. A-priori Estimates, Uniqueness and Existence
In the sequel, denote by Mx, x ∈ C the global, unique strong solution of
dMx(t) = σ (t,Mx(t)) dW(t),
Mx0 = x.
Remark 3.1. Condition (C3) implies the following important property of the delay drift
B: for all α > 0 and T > 0 there exists a Kα,T > 0 such that
|B(t, x)| ≤ α ‖x‖+Kα,T ∀t ∈ [0, T ].
In the sequel, this property will be exploited to show that the Novikov-condition is
fulfilled for various Girsanov densities.
Moreover, condition (C2) implies the following inequalities
‖σ‖op ,
∥∥σ−1∥∥
op
≤
√
Cσ.
Lemma 3.2. Assume condition (C2). Let T > 0 and p′, q′ > 1 be given with
d
p′
+
2
q′
< 2.
Then one has for all 0 ≤ S < T and f ∈ Lq′p′(S, T ) the estimate
E
(∫ T
S
f(t,Mx(t)) dt
∣∣∣∣FS
)
≤ C ‖f‖
Lq
′
p′
(S,T )
for some constant C = C(d, p′, q′, T, Cσ). In particular, the constant C is independent
of the initial value x ∈ C.
Proof. This follows directly from Theorem 2.1 in [20].
Lemma 3.3. Assume condition (C2). Then for any R,T > 0 and p′, q′ > 1 with
d
p′
+
2
q′
< 2
there exists a constant CR = CR(d, p
′, q′, T, Cσ) such that
E exp
(∫ T
0
f(t,Mx(t)) dt
)
≤ CR
for all f ∈ Lq′p′(T ) with ‖f‖Lq′
p′
(T )
≤ R.
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Proof. See Lemma 2.2 in [1].
Lemma 3.4. Assume condition (C2). Then for any T > 0 and 0 ≤ α < (2dCσT )−1, it
holds
E exp
(
α sup
0≤t≤T
|Mx(t)|2
)
≤ 4√
1− 2αdCσT
exp
(
α
1− 2αdCσT |x(0)|
2
)
.
Proof. See Lemma 2.4 in [1].
Theorem 3.5. Assume conditions (C1), (C2) and (C3). Then for every initial val-
ues x ∈ C, equation (1) has a global weak solution. Moreover, for each weak solution
(Xx, W˜ x,Qx) of equation (1) on some time interval [−r, T ], T > 0, one has
QxXx(A) = EP
[
1A(M
x) exp
(∫ T
0
ax(t)⊤ dW(t)− 1
2
∫ T
0
|ax(t)|2 dt
)]
,
ax(t) := σ(t,Mx(t))−1 [B(t,Mxt ) + b(t,M
x(t))] , t ∈ [0, T ]
for all measurable A ⊂ C([−r, T ],Rd). In addition, if condition (C4) holds, equation (1)
admits a unique strong solution.
Proof. At first, we show the existence of a weak solution. The additional statement
about the pathwise uniqueness has been shown in [1], Theorem 1.5, and the existence of
a strong solution then follows from the Theorem of Yamada and Watanabe [19].
The strong solution Mx is by definition (Ft)t≥0-adapted where (Ft)t≥0 is the aug-
mented filtration generated by W . Next, we construct a probability measure on
F∞ := σ (Ft : t ≥ 0)
such that Mx is a global weak solution for equation (1). By Lemma 3.3, Lemma 3.4,
condition (C2) and condition (C3), it holds
EP exp
(
α
∫ T
0
∣∣σ(t,Mx(t))−1B(t,Mxt )∣∣2 dt
)
<∞,
EP exp
(
α
∫ T
0
∣∣σ(t,Mx(t))−1b(t,Mx(t))∣∣2 dt) <∞
for all α ∈ R and T > 0. Therefore, Novikov’s condition is fulfilled and Girsanov’s
theorem is applicable, which gives that
W¯ (t) :=W (t) +
∫ t
0
σ(s,Mx(s))−1a(s,Mx) ds, t ≥ 0
is a Brownian motion on [0, T ] under the probability measure
dP¯T := exp
(∫ T
0
(
σ(t,Mx(t))−1a(t,Mx)
)⊤
dW(t)
− 1
2
∫ Z
0
|σ(t,Mx(t))a(t,Mx)|2 dt
)
dP
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and (Mx, W¯ , P¯T ) is a weak solution of (1) on [−r, T ] for each T > 0. Additionally, one
has for 0 < T1 < T2
P¯T1(A) = P¯T2(A) ∀A ∈ FT1 ,
so the probability measure on F∞ uniquely defined by
P¯(A) := PT (A) ∀T > 0, A ∈ FT
is indeed a well-defined and (Mx, W¯ , P¯) is a global weak solution.
Now, let (Xx, W˜ x,Qx) be a weak solution on some time interval [0, T ], T > 0. The
following approach is inspired by the techniques used in [9]. Define
τn(ω) := inf {s ≥ 0 : |ω(s)| ≥ n} ∧ T, ω ∈ C([−r, T ],Rd), n ∈ N.
Then the stopped process Xx,n(t) := Xx(t ∧ τn(Xx)), t ∈ [−r, T ] fulfills the equation
dXx,n(t) = 1τn(Xx,n)≤t [B(t,X
x,n
t ) + b(t,X
x,n(t))] dt+1τn(Xx,n)≤tσ(t,X
x,n(t)) dW˜x
By condition (C3) and Girsanov’s theorem,
W˜ x,n(t) :=
∫ t∧τn(Xx,n)
0
σ(s,Xx,n(s))−1B(s,Xx,ns ) ds+W˜
x(t), t ≥ 0
is a Brownian motion with respect to the probability measure
dQx,n := exp
(
−
∫ τn(Xx,n)
0
(
σ(t,Xx,n(t))−1B(t,Xx,nt )
)⊤
dW˜x(t)
− 1
2
∫ τn(Xx,n)
0
|σ(t,Xx,n(t))B(t,Xx,nt )|2 dt
)
dQ .
The process Xx,n solves the equation
dXx,n(t) = b(t,Xx,n(t)) dt+σ(t,Xx,n(t)) dW˜x,n(t), t ∈ [0, τn(Xx,n)],
Xx,n0 = x.
Such a solution is unique by Theorem 1.3 in [20], i.e.
Xx,n(t) = Y x,n(t), t ∈ [−r, τn(Xx,n)]
where Y x,n is the unique strong solution of
dYx,n(t) = b(t, Y x,n(t)) dt+σ(t, Y x,n(t)) dW˜x,n(t),
Y x,n0 = x.
and it holds
τn(Xx,n) = τn(Y x,n) a.s.
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Consequently, the process Xx,n is distributed, with respect to Qx,n, as the stopped
process t 7→ Y x,n(t ∧ τn(Y x,n)), t ≥ −r. It follows
Qx(Xx ∈ A)
= lim
n→∞
Qx(τn(Xx) = T,Xx ∈ A)
= lim
n→∞
Qx(τn(Xx,n) = T,Xx,n ∈ A)
= lim
n→∞
EQx,n
[
1τn(Xx,n)=T1A(X
x,n) exp
(∫ T
0
(
σ(t,Xx,n(t))−1B(t,Xx,nt )
)⊤
dW˜x,n(t)
− 1
2
∫ T
0
∣∣σ(t,Xx,n(t))−1B(t,Xx,nt )∣∣2 dt
)]
= lim
n→∞
EQx,n
[
1τn(Y x,n)=T1A(Y
x,n) exp
(∫ T
0
(
σ(t, Y x,n(t))−1B(t, Y x,nt )
)⊤
dW˜x,n(t)
− 1
2
∫ T
0
∣∣σ(t, Y x,n(t))−1B(t, Y x,nt )∣∣2 dt
)]
for all measurable A ⊂ C([−r, T ],Rd). On the other hand, by Lemma 3.3, the process
Wˆ (t) :=W (t)−
∫ t
0
σ(s,Mx(s))−1b(s,Mx(s)) ds, t ≥ 0
is a Brownian motion under the probability measure
dPˆ := exp
(∫ T
0
(
σ(t,Mx(t))−1b(t,Mxt )
)⊤
dW(t)
− 1
2
∫ T
0
|σ(t,Mx(t))b(t,Mxt )|2 dt
)
dP .
and Mx solves the equation
dMx(t) = b(t,Mx(t)) dt+σ(t,Mx(t))Wˆ (t)
Mx0 = x.
Again, by uniqueness in distribution, one has PˆMx = Q
x,n
Y x,n for all n ∈ N. With this in
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hand, one obtains
EP
[
1A(M
x) exp
(∫ T
0
ax(t)⊤ dW(t)− 1
2
∫ T
0
|ax(t)|2 dt
)]
= lim
n→∞
EP
[
1τn(Mx)=T1A(M
x) exp
(∫ T
0
ax(t)⊤ dW(t)− 1
2
∫ T
0
|ax(t)|2 dt
)]
= lim
n→∞
E
Pˆ
[
1τn(Mx)=T1A(M
x)
× exp
(∫ T
0
B(t,Mxt )
⊤
(
σ(t,Mx(t))σ(t,Mx(t))⊤
)−1
dMx(t)
− 1
2
∫ T
0
(2b(t,Mx(t)) +B(t,Mxt ))
⊤
(
σ(t,Mx(t))σ(t,Mx(t))⊤
)−1
B(t,Mxt ) dt
)]
= lim
n→∞
EQx,n
[
1τn(Y x,n)=T1A(Y
x,n)
× exp
(∫ T
0
B(t, Y x,nt )
⊤
(
σ(t, Y x,n(t))σ(t, Y x,n(t))⊤
)−1
dYx,n(t)
− 1
2
∫ T
0
(2b(t, Y x,n(t)) +B(t, Y x,nt ))
⊤
(
σ(t, Y x,n(t))σ(t, Y x,n(t))⊤
)−1
B(t, Y x,nt ) dt
)]
= lim
n→∞
EQx,n
[
1τn(Y x,n)=T1A(Y
x,n) exp
(∫ T
0
(
σ(t, Y x,n(t))−1B(t, Y x,nt )
)⊤
dW˜x,n(t)
− 1
2
∫ T
0
∣∣σ(t, Y x,n(t))−1B(t, Y x,nt )∣∣2 dt
)]
=Qx(Xx ∈ A)
for all measurable A ⊂ C([−r, T ],Rd).
Lemma 3.6. Assume conditions (C1), (C2) and (C3). Let T > 0, R > 0 and p′, q′ ∈
(1,∞) be given with
d
p′
+
2
q′
< 2.
Then for each weak solution (Xx, W˜ x,Qx) of equation (1) on [−r, T ] with ‖x‖∞ ≤ R,
one has
sup
f∈Lq
′
p′
(T ):‖f‖
L
q′
p′
(T )
≤R
EQx exp
(∫ T
0
f(t,Xx(t)) dt
)
≤ CR.
with a constant CR = CR(p, q, p
′, q′, d, T, Cσ , ‖b‖Lqp(T ) , gT ). Additionally, one has
EQx
∫ T
0
f(s,Xx(s)) ds ≤ C ‖f‖
Lq
′
p′
(T )
with a constant C > 0.
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Proof. As before, let
ax(t) := σ(t,Mx(t))−1 (B(t,Mxt ) + b(t,M
x(t))) , t ∈ [0, T ].
By Theorem 3.5, one has
EQx exp
(∫ T
0
f(t,Xx(t)) dt
)
=EP exp
(∫ T
0
f(t,Mx(t)) dt+
∫ T
0
ax(t)⊤ dW(t)− 1
2
∫ T
0
|ax(t)|2 dt
)
≤
[
EP exp
(∫ T
0
2f(t,Mx(t)) dt
)] 1
2
[
EP exp
(
2
∫ T
0
ax(t)⊤ dW(t)−
∫ T
0
|ax(t)|2 dt
)] 1
2
≤
[
EP exp
(∫ T
0
2f(t,Mx(t)) dt
)] 1
2
·
[
EP exp
(
6
∫ T
0
|ax(t)|2 dt
)] 1
4
.
The uniform bound follows from condition (C3), Lemma 3.3 and Lemma 3.4. By Lemma
3.2, one has ∫ T
0
f(t,Mx(t)) ds→ 0 in probability
if ‖f‖
Lq
′
p′
(T )
→ 0. Together with the exponential bound from above, it follows
EQx
∫ T
0
f(t,Xx(t)) dt→ 0
if ‖f‖
Lq
′
p′
(T )
→ 0. Consequently, the linear operator A : Lq′p′(T )→ R given by
f 7→ EQx
∫ T
0
f(t,Xx(t)) dt
is continuous, which provides the existence of the desired constant.
Lemma 3.7. Assume conditions (C1), (C2) and (C3) and let T > 0 be given. Then
one has for every weak solution (Xx, W˜ x,Qx) of equation (1) on [−r, T ] the inequality
EQx exp
(
α sup
−r≤t≤T
|Xx(t)|2
)
≤ C
4
√
1− 4αdκT exp
(
α
1− 4αdκT ‖x‖
2
∞ + (16dCσT )
−1 ‖x‖2∞
)
for all 0 ≤ α < (4dκT )−1 and a constant C = C(d, T,Cσ, p, q, ‖b‖Lqp(T ) , gT ).
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Proof. As before, let
ax(t) := σ(t,Mx(t))−1 (B(t,Mxt ) + b(t,M
x(t))) , t ∈ [0, T ].
By the assumed conditions, Lemmas 3.3, 3.4, Young’s inequality and Ho¨lder’s inequality,
one has
EP exp
(
6
∫ T
0
|ax(t)|2 dt
)
≤C1
√
EP exp
(
12Cσ
∫ T
0
|B(t,Mxt )| dt
)
≤C2
√√√√EP exp
(
(4dCσT )−1 sup
−r≤r≤T
|Mx(t)|2
)
≤C2 exp
[
(8dCσT )
−1
(
‖x‖2∞ − |x(0)|
)]√√√√EP exp
(
sup
0≤t≤T
|Mx(t)|2
)
≤C3 exp
(
(4dCσT )
−1 ‖x‖2∞
)
for constants C1, C2 and C3 that only depend on d, T , Cσ, p, q, ‖b‖Lqp(T ) and gT . By
Theorem 3.5, one obtains
EQx
(
α sup
−r≤t≤T
|Xx(t)|2
)
=EP exp
(
α sup
−r≤t≤T
|Mx(t)|2 +
∫ T
0
ax(t)⊤ dW(t)− 1
2
∫ T
0
|ax(t)|2 dt
)
≤
[
EP exp
(
2α sup
−r≤t≤T
|Mx(t)|2
)] 1
2
·
[
EP exp
(
2
∫ T
0
ax(t)⊤ dW(t)−
∫ T
0
|ax(t)|2 dt
)] 1
2
≤
[
EP exp
(
2α sup
−r≤t≤T
|Mx(t)|2
)] 1
2
·
[
EP exp
(
6
∫ T
0
|ax(t)|2 dt
)] 1
4
≤ C
4
√
1− 4αdκT exp
(
α
1− 4αdκT ‖x‖
2
∞ + (16dCσT )
−1 ‖x‖2∞
)
for a constant C = C(d, T,Cσ , p, q, ‖b‖Lqp(T ) , gT ).
3.3. Stability
The following stability result has essentially been shown in [1], where σ was supposed
to be weakly differentiable with∣∣∇xσi,j∣∣ ∈ Lqloc ([0, T ];Lp (Rd)) , i, j = 1, . . . , d.
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Formally, condition (C2) does not imply this integrability assumption and for the con-
venience of the reader, we provide the completely similar proof.
Theorem 3.8. Assume conditions (C1), (C2), (C3) and (C4). Then one has for any
T0, R > 0 and γ ≥ 1
E ‖Xxt −Xyt ‖γ∞ ≤ C ‖x− y‖γ∞ , 0 ≤ t ≤ T0
for all x, y ∈ C with ‖x‖∞ , ‖y‖∞ ≤ R and some constant C depending only on γ, d, p,
q, T0, Cσ, ‖b‖Lqp(T0), gT , CB and R.
By Theorem A.1, for every 0 < T ≤ T0, there exists a solution
u˜(·;T ) ∈
(
Hq2,p(T0)
)d
of the coordinatewise PDE system
∂tu˜(t, x;T ) + Ltu˜(t, x;T ) + b(t, x) = 0,
u˜(T, x;T ) = 0
for all t ∈ [0, T ] and x ∈ Rd where
Ltv(t, x) :=
1
2
d∑
i,j,k=1
σi,k(t, x)σj,k(t, x)∂i∂jv(t, x) + b(t, x) · ∇v(t, x), v ∈ Hq2,p(T0).
Additionally, it holds
sup
T∈[0,T0]
(∥∥∂tu˜i(·;T )∥∥Lqp(T ) + ∥∥u˜i(·;T )∥∥Hq2,p(T )
)
<∞, i = 1, . . . , d
and by the embedding Theorem A.2, there exists a uniform δ such that for all 0 ≤ S ≤ T
with T − S ≤ δ
|u˜(t, x;T )− u˜(t, y;T )| ≤ 1
2
|x− y|
for all t ∈ [S, T ] and x, y ∈ Rd. Furthermore, the function
u(t, x;T ) := u˜(t, x;T ) + x
satisfies coordinatewise the equation
∂tu(t, x;T ) + Ltu(t, x;T ) = 0,
u(T, x;T ) = x.
Proof. Choose δ > 0 like above. By induction, it suffices to prove for every 0 ≤ S ≤ T ≤
T0 with T − S ≤ δ the implication
E
∥∥XxS −XyS∥∥γ∞ ≤ C1 ‖x− y‖γ∞ ∀x, y ∈ C, ‖x‖∞ , ‖y‖∞ ≤ R
=⇒ E∥∥XxT −XyT∥∥γ∞ ≤ C2 ‖x− y‖γ∞ ∀x, y ∈ C, ‖x‖∞ , ‖y‖∞ ≤ R
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with some constants C1 and C2 depending only on γ, d, p, q, T0, Cσ, ‖b‖Lqp(T0), gT , CB
and R. For the sake of simplicity, we write u(·) := u(·;T ). Furthermore, define
Y x(t) := u(t,X(t)), S ≤ t ≤ T,
Y y(t) := u(t, Xˆ(t)), S ≤ t ≤ T.
By the choice of δ, one has for the difference processes Z(t) := Xx(t) − Xy(t) and
Z˜(t) := Y x(t)− Y y(t)
1
2
∣∣∣Z˜(t)∣∣∣ ≤ |Z(t)| ≤ 3
2
∣∣∣Z˜(t)∣∣∣ , S ≤ t ≤ T.
Due to Lemma 3.6, Lemma A.3 is applicable, which gives
Z˜(t) =
∫ t
S
(Du(s,Xx(s))B(s,Xxs )−Du(s,Xy(s))B(s,Xys )) ds
+
∫ t
S
(Du(s,Xx(s))σ(s,Xx(s))−Du(s,Xy(s))σ(s,Xy(s))) dW(s)
and consequently
d
∣∣∣Z˜∣∣∣2γ(t)
=2γ
∣∣∣Z˜(t)∣∣∣2γ−2 Z˜(t)⊤ (Du(t,Xx(t))B(t,Xxt )−Du(t,Xy(t))B(t,Xyt )) dt
+ 2γ
∣∣∣Z˜(t)∣∣∣2γ−2 Z˜(t)⊤ (Du(t,Xx(t))σ(t,Xx(t))−Du(t,Xy(t))σ(t,Xy(t))) dW(t)
+ γ
∣∣∣Z˜(t)∣∣∣2γ−2 ‖Du(t,Xx(t))σ(t,Xx(t))−Du(t,Xy(t))σ(t,Xy(t))‖2HS dt
+ 2γ(γ − 1)
∣∣∣Z˜(t)∣∣∣2γ−4
×
∣∣∣(Du(t,Xx(t))σ(t,Xx(t))−Du(t,Xy(t))σ(t,Xy(t)))⊤ Z˜(t)∣∣∣2 dt .
Using the boundedness of Du and condition (C3) gives for S ≤ t1 ≤ t2 ≤ T
|Z(t2)|2γ − |Z(t1)|2γ
≤c
∫ t2
t1
‖Zs‖2γ∞ ds
+c
∫ t2
t1
|Z(s)|2γ−1 ‖Du(s,Xx(s))−Du(s,Xy(s))‖op |B(s,Xxs )| ds
+c
∫ t2
t1
∣∣∣Z˜(s)∣∣∣2γ−2 Z˜(s)⊤ (Du(s,Xx(s))σ(s,Xx(s))−Du(s,Xy(s))σ(s,Xy(s))) dW(s)
+c
∫ t2
t1
|Z(s)|2γ−2 ‖Du(s,Xx(s))σ(s,Xx(s))−Du(s,Xy(s))σ(s,Xy(s))‖2HS ds
=I1 + I2 + I3 + I4
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where c > 0 is a constant depending only on γ, d, p, q, T0, Cσ, ‖b‖Lqp(T0), gT , CB and
R. The idea is to apply the stochastic Gronwall Lemma A.5. To get rid of the badly
behaving terms I2 and I4, one can use a suitable multiplier of the form e
−A(t) - as in [5]
- where A is an adapted, continuous process. Here, we choose
A(t) := c
∫ t
S
|B(s,Xxs )|
‖Du(s,Xx(s))−Du(s,Xy(s))‖op
|Z(s)| 1Z(s)6=0 ds
+ c
∫ t
S
‖Du(s,Xx(s))σ(s,Xx(s))−Du(s,Xy(s))σ(s,Xy(s))‖2HS
|Z(s)|2 1Z(s)6=0 ds
for S ≤ t ≤ T . To show that A is indeed well defined, it suffices to show the existence
of a constant Cˆ = Cˆ(γ, d, p, q, Cσ , T0, ‖b‖Lqp(T0) , gT , CB , R) ≥ 0 such that
E exp
(
1
2
A(T )
)
≤ Cˆ.
Since u belongs coordinatewise to Hq2,p(T0) and by conditions (C2), it holds
(Du · σ)i,j ∈ Lq
(
T0;W
1,p
(
Rd
))
, i, j = 1, . . . , d.
Additionally, C∞c
(
Rd+1
)
is dense in Lq
(
T0;W
1,p
(
Rd
))
. Hence, by Young’s inequality,
Lemma 3.6 and Lemma 3.7, it suffices to show for all R˜ > 0 the existence of a constant
CR˜ = CR˜(d, p, q, Cσ , T0, ‖b‖Lqp(T0) , gT , CB , R) such that
E exp
(∫ T
S
|f(s,Xx(s))− f(s,Xy(s))|2
|Z(s)|2 1Z(s)6=0 ds
)
≤ CR˜
for all f ∈ C∞ (Rd+1) with ‖f‖Lq(T0;W 1,p(Rd)) ≤ R˜. By Lemmas 3.6 and A.4, one
obtains
E exp
(∫ T
S
|f(s,Xx(s))− f(s,Xy(s))|2
|Z(s)|2 1Z(s)6=0 ds
)
≤E exp
(
C2d
∫ T
S
(M|∇f | (Xx(s)) +M|∇f | (Xy(s)))2 ds
)
≤CR˜
where CR˜ = CR˜(d, p, q, Cσ , T0, ‖b‖Lqp(T0) , gT , CB , R). By the Ito¯ formula, it holds
e−A(t) |Z(t)|2γ ≤ |Z(S)|2γ + c
∫ t
S
e−A(s) ‖Zs‖2γ∞ ds+local martingale.
Applying the stochastic Gronwall Lemma A.5 gives
E
[
sup
S≤t≤T
e−
1
2
A(t) |Z(t)|γ
]
≤ C˜E ‖ZS‖γ∞ ≤ C˜C1 ‖x− y‖γ∞
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for a constant C˜ = C˜(γ, d, p, q, Cσ , T0, ‖b‖Lqp(T0) , gT , CB , R). Due to the estimates from
above, the Cauchy-Schwarz inequality and by redefining γ := 2γ, one finally obtains
E
[
sup
S≤t≤T
|Z(t)|γ
]
≤
(
Ee
1
2
A(T )
) 1
2
[
E
(
sup
S≤t≤T
e−
1
2
A(t) |Z(t)|2γ
)] 1
2
≤C2 ‖x− y‖γ∞
for some constant C2 = C2(γ, d, p, q, Cσ , T0, ‖b‖Lqp(T0) , gT , CB , R).
3.4. Strong Feller Property
The following theorem is a consequence of a log-Harnack inequality that has been shown
in [18] and requires the Lipschitz-continuity of σ in space.
Theorem 3.9. Assume condition (C2). Then one has for all t > r
lim
y→x
Ef(Myt ) = Ef(M
x
t ) ∀f ∈ Bb(C).
Although, the drift-free equation has no delay, we need the strong Feller property with
respect to the state space of path segments C. For Theorem 3.9, we do not know so far
whether one can weaken the Lipschitz condition on σ to the “usual” assumption∣∣∇xσi,j∣∣ ∈ Lqloc ([0, T ];Lp (Rd)) , i, j = 1, . . . , d.
Then the following results would still hold even with that weaker assumption.
Lemma 3.10. Assume condition (C2). Then one has
lim
y→x
E
∫ T
0
|b(t,Mx(t))− b(t,My(t))|2 dt = 0.
Proof. By Theorems 1.7 and 3.9, one has for all t > 0
lim
y→x
E |f(Mx(t))− f(My(t))| = 0 ∀f ∈ Bb(Rd).
Therefore, one has for all f ∈ Bb
(
[0, T ]×Rd)
lim
y→x
E
∫ T
0
|f(t,Mx(t))− f(t,My(t))| dt = 0.
Consequently, b(·,Mxn(·)) converges to b(·,Mx(·)) in measure with respect to P⊗λ|[0,T ]
for each sequence (xn)n∈N ⊂ C converging to x. By Lemma 3.2, it follows
lim
α→∞
sup
y∈C
E
∫ T
0
1|b(t,My(t))|≥α |b(t,My(t))|2 dt = 0.
Hence,
{
|b(t,My(t))|2 : y ∈ C
}
is uniformly integrable and the stated L2-convergence
follows.
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Proof of Theorem 1.6. Let t > r. Due to Theorems 1.7 and 3.8, it suffices to show that
lim
y→x
EQyf(X
y
t ) = EQxf(X
x
t ) ∀f ∈ Bb(C).
Let f ∈ Bb(C), then one has by Theorem 3.5
EQxf(X
x
t )− EQyf(Xyt )
=EP(D
x(t)f(Mxt ))− EP(Dy(t)f(Myt ))
=EP[D
x(t)(f(Mxt )− f(Myt ))] + EP[(Dx(t)−Dy(t))f(Myt )]
≤EP[Dx(t)(f(Mxt )− f(Myt ))] + ‖f‖∞EP |Dx(t)−Dy(t)|
where we define for every z ∈ C
az(t) := σ(t,Mz(t))−1 (B(t,Mzt ) + b(t,M
z(t))) ,
Dz(t) := exp
(∫ t
0
az(s)⊤ dW(s)− 1
2
∫ t
0
|az(s)|2 ds
)
.
By condition (C2), Ito¯’s formula and the stochastic Gronwall Lemma A.5, it holds
lim
n→∞
Mxnt =M
x
t in probability
for each sequence (xn)n∈N ⊂ C converging to x. Applying Theorems 1.7 and 3.9, gives
lim
y→x
EP |f(Myt )− f(Mxt )| = 0
and in particular,
lim
n→∞
Dx(t)f(Mxnt ) = D
x(t)f(Mxt ) in probability
for each sequence (xn)n∈N ⊂ C converging to x. By the dominated convergence theorem,
it follows
lim
y→x
EP[D
x(t)(f(Myt )− f(Mxt ))] = 0.
Consequently, it remains to show that
lim
y→x
EP |Dy(t)−Dx(t)| = 0.
Since one has EPD
z(t) = 1 for all z ∈ C, it suffices to show for each sequence (xn)n∈N ⊂ C
converging to x
lim
n→∞
Dxn(t) = Dx(t) in probability.
This can be seen as follows: then by Fatou’s lemma,
2− lim
n→∞
EP |Dxn(t)−Dx(t)| = lim
n→∞
EP (D
x(t) +Dxn(t)− |Dxn(t)−Dx(t)|) ≥ 2
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holds and the L1-convergence would be an immediate consequence. Therefore, it is
sufficient to show
lim
y→x
EP
∫ t
0
|ay(s)− ax(s)|2 ds = 0
by the martingale isometry. One has
EP
∫ t
0
|ay(s)− ax(s)|2 ds
≤2EP
∫ t
0
∥∥∥σ (s,My(s))−1 − σ (s,Mx(s))−1∥∥∥2
op
|B(s,Mxs ) + b(t,Mx(s))|2 ds
+ 2CσEP
∫ t
0
|B(s,Mys ) + b(s,My(s))−B(s,Mxs )− b(s,Mx(s))|2 dt .
The second term converges to zero by condition (C3), Theorem 1.7, Lemma 3.7, Theorem
3.9 and Lemma 3.10. Moreover, for each sequence (xn)n∈N ⊂ C converging to x,
lim
n→∞
∥∥∥σ (·,My(·))−1 − σ (·,Mx(·))−1∥∥∥
op
= 0 in measure w.r.t. P⊗ λ|[0,t]
holds by Theorem 3.8, the continuity of σ in space and the continuity of the inverting
map A 7→ A−1 on the space of invertible matrices. Additionally, one can bound the first
integrand by
2Cσ |B(·,Mx· ) + b(·,Mx(·))|2 ,
which is P⊗λ|[0,t]-integrable by Lemma 3.2. Consequently, one can apply the dominated
convergence theorem and the proof is complete.
A. Appendix
Theorem A.1. Assume conditions (C1) and (C2). Then for any T > 0 and f ∈ Lqp(T ),
there exists a unique solution u ∈ Hq2,p(T ) of the following PDE
∂tu(t, x) + Ltu(t, x) + f(t, x) = 0,
u(T, x) = 0
with the bound
‖u‖Hq2,p(S,T ) ≤ C ‖f‖Lqp(S,T )
for any S ∈ [0, T ] and some constant C = C(T,Cσ, p, q, ‖b‖Lqp(T )) > 0.
Proof. See [20].
Theorem A.2. Let p, q ∈ (1,∞), T > 0 and u ∈ Hq2,p(T ).
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1. If dp +
2
q < 2, then u is a bounded Ho¨lder continuous function on [0, T ] × Rd and
for any 0 < ε, δ ≤ 1 satisfying
ε+
d
p
+
2
q
< 2, 2δ +
d
p
+
2
q
< 2,
there exists a constant N = N(p, q, ε, δ) such that
|u(t, x)− u(s, x)| ≤ N |t− s|δ ‖u‖1−
1
q
−δ
H
q
2,p(T )
‖∂tu‖
1
q
+δ
Lqp(T )
,
|u(t, x)| + |u(t, x)− u(t, y)||x− y|ε ≤ NT
− 1
q
(
‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
2. If dp +
2
q < 1, then ∇u is a bounded Ho¨lder continuous function on [0, T ]×Rd and
for any ε ∈ (0, 1) satisfying
ε+
d
p
+
2
q
< 1,
there exists a constant N = N(p, q, ε) such that
|∇u(t, x)−∇u(s, x)| ≤ N |t− s|δ ‖u‖1−
1
q
− ε
2
H
q
2,p(T )
‖∂tu‖
1
q
+ ε
2
Lqp(T )
,
|∇u(t, x)|+ |∇u(t, x)−∇u(t, y)||x− y|ε ≤ NT
− 1
q
(
‖u‖Hq2,p(T ) + T ‖∂tu‖Lqp(T )
)
for all s, t ∈ [0, T ] and x, y ∈ Rd, x 6= y.
Proof. See [4, p. 22, 23, 36].
In the next lemma we identify every u ∈ Hq2,p with its regular version.
Lemma A.3 (Ito¯ formula for Hq2,p-functions). Let T > 0, p > 1 and q > 1 satisfying
(2). Let X : Ω × [0, T ] → Rd be a semimartingale on some filtrated probability space(
Ω,F ,P, (Ft)t≥0
)
of the form
dX(t) = b(t) dt+σ(t) dW(t)
where W is a d-dimensional Brownian motion, b : Ω× [0, T ]→ Rd and σ : Ω× [0, T ]→
Rd×d are progressively measurable with
P
(
‖b‖L1[0,T ] +
∥∥ai,j∥∥
Lδ[0,T ]
<∞
)
= 1, i, j = 1, . . . , d
for some 1 < δ ≤ ∞ where a := σσ⊤. Furthermore, assume that there exists a constant
C > 0 with
E
∫ T
0
f(t,X(t)) dt ≤ C ‖f‖
L
q/δ∗
p/δ∗
(T )
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for all f ∈ Lq/δ∗p/δ∗(T ) where δ∗ denotes the conjugate exponent of δ. Then for any u ∈
Hq2,p(T ), the Ito¯ formula holds, i.e.
u(t,X(t)) − u(0,X(0)) =
∫ t
0
∂tu(s,X(s)) ds+
∫ t
0
∇u(s,X(s))⊤b(s) ds
+
∫ t
0
∇u(s,X(s))⊤σ(s) dW(s)
+
1
2
d∑
i,j=1
∫ t
0
∂i∂ju(s,X(s))a
i,j(s) ds .
Proof. See [1].
Let φ be a locally integrable function on Rd. The Hardy-Littlewood maximal function
is defined by
Mφ(x) := sup
0<r<∞
1
|Br|
∫
Br
φ(x+ y) dy
where Br is the Euclidean ball of radius r. The following result is cited from [20].
Lemma A.4.
1. There exists a constant Cd > 0 such that for all φ ∈ C∞
(
Rd
)
and x, y ∈ Rd,
|φ(x)− φ(y)| ≤ Cd |x− y| (M|∇φ| (x) +M|∇φ| (y)) .
2. For any p > 1, there exists a constant Cd,p such that for all φ ∈ Lp
(
Rd
)
,
‖Mφ‖Lp ≤ Cd,p ‖φ‖Lp.
Lemma A.5. Let Z be an adapted non-negative stochastic process with continuous paths
defined on [0,∞) that satisfies the inequality
Z(t) ≤ K
∫ t
0
sup
0≤r≤s
Z(r) ds+M(t) + C,
where C ≥ 0, K ≥ 0 and M is a continuous local martingale with M(0) = 0. Then for
each 0 < p < 1, there exist universal finite constants c1(p), c2(p) (not depending on K,
C, T and M) such that
E
[
sup
0≤t≤T
Z(t)p
]
≤ Cpc2(p)ec1(p)KT for every T ≥ 0.
Proof. See [17].
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B. The Strict Topology on Cb(E)
In this subsection we want to consider the strict topology for the function space Cb(E)
of bounded, continuous functions on a polish space E as a nontrivial example where the
results given before are applicable.
In this subsection, we assume that E is a polish space. Equipping Cb(E) with the
usual supremum norm might have some drawbacks if E is not (locally) compact. A
well-known result is the following
Proposition B.1. (Cb(E), ‖·‖∞) is separable iff E is compact.
Additionally, if E is not locally compact, the dual space of (Cb(X), ‖·‖) may not
coincide with the space of complex Borel measures on E. That might give rise to consider
different topologies on Cb(E). The strict topology on Cb(E) is defined as follows.
Definition B.2. Define
H+(E) := {u : E → R≥0 : {u ≥ α} compact for all α > 0} .
Then the strict topology β on Cb(E) shall be generated by the seminorms
ρu(f) := ‖uf‖∞ , f ∈ Cb(E).
Remark B.3. It turns out that a sequence converges with respect to the strict topology
iff the sequence converges uniformly on compact sets and is uniformly bounded (both
with respect to the supremum norm).
The strict topology has a rich structure and is discussed deeply in the context of
Markov processes and Feller semigroups in [14]. A remarkable property is the following:
the topology β is the finest locally convex topology such that the dual space coincides
with the space of complex Borel measures on E.
Definition B.4. A collection N of subsets of E is called a network if for any x ∈ E and
open O ⊆ E with x ∈ O there exists some N ∈ N with x ∈ N ⊆ O.
Lemma B.5. The space (C(E), β) has a countable network. In particular, it is heredi-
tarily Lindelo¨f.
Proof. The approach is analogous to the one for the topology of pointwise convergence,
which can be found in Lemma 7.1 in [13]. Let B be a countable base for E. Then define
for B ∈ B, m ∈ N, a, b ∈ Q with a < b
[B, a, b,m] := {h ∈ Cb(E) : h(B) ⊆ (a, b), ‖h‖∞ < m}
and
N˜ := {[B, a, b,m] : B ∈ B, a, b ∈ Q, a < b,m ∈ N} .
Now,
N :=
{
n⋂
i=1
Ai : A1, . . . , An ∈ N˜ , n ∈ N
}
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is countable and the candidate for the claimed network. Let f ∈ Cb(E), u ∈ H+(E) and
ε > 0 be given. Then one has to show that there exists some N ∈ N such that
f ∈ N ⊆ {g ∈ Cb(E) : ‖u(g − f)‖∞ < ε} .
The first step is to use the compactness property of u: define
m := inf {n ∈ N : n ≥ ‖f‖∞}
and
K :=
{
x ∈ E : |u(x)| ≥ ε
2m
}
.
By construction, it holds for each B ∈ B, a, b ∈ Q with a < b
|u(x)(h(x) − f(x))| < ε ∀x ∈ E \K,h ∈ [B, (a, b),m].
If K = ∅, the proof would be finished. Thus, assume K 6= ∅ and define
ε˜ :=
ε
‖u‖∞
.
So, it remains to show that there exists an N ∈ N with f ∈ N and
|h(x)− f(x)| < ε˜ ∀x ∈ K,h ∈ N.
Since f is continuous, there exists for every x ∈ K a Bx ∈ B with
f(Bx) ⊆ (f(x)− ε˜/4, f(x) + ε˜/4) .
Additionally, K is compact. Consequently, there exist x1, . . . , xn, n ∈ N with
K ⊆
n⋃
i=1
Bxi .
Now, choose suitable a1, b1, . . . , an, bn with
f(xi) < f(xi)− ε˜/2 < ai < f(xi)− ε˜/4 < f(xi) + ε˜/4 < bi < f(xi) + ε˜/2, i = 1 . . . n.
Then it holds f ∈ ⋂ni=1[Bxi , ai, bi,m] ∈ N and
|h(x)− f(x)| < ε˜ ∀x ∈ K,h ∈
n⋂
i=1
[Bxi , ai, bi,m].
In the following corollary, the space Cb(E) will be implicitly equipped with the strict
topology β.
Corollary B.6. Let (Ω,F ,P) be some probability space and X,Xn : Ω→ Cb(E), n ∈ N
be measurable maps. Then the following statements are equivalent
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1. a) lim
n→∞
P (ρu(X −Xn) > ε) = 0 ∀ε > 0, u ∈ H+(E),
b) lim
n→∞
PXn (O) = PX (O) , for all open O ⊂ Cb(E).
2. lim
n→∞
E |f(X)− f(Xn)| = 0 ∀f ∈ Bb(E).
Remark B.7. The strict topology is not metrizable if E is not compact. This can be
seen as follows: assume that (C(E), β) is metrizable and E is not compact. Then the
zero function has a countable neighborhood base and there is a sequence (xn)n∈N in E
that has no cluster points with xn 6= xm if n 6= m. Thus, there exists a countable set
(ui)i∈N ⊂ H+(E) such that
∀u ∈ H+(E) ∃i ∈ N : u(xn) ≤ ui(xn) ∀n ∈ N.
Additionally, one has for every u ∈ H+(E)
lim
n→∞
u(xn) = 0.
Now, one can construct a uˆ ∈ H+(E) that contradicts to the inequality above. Define
inductively
n1 := 1, ni+1 := inf {n ∈ N : n > ni, ui+1(xn) ≤ 1/(i + 1)}
and
uˆ (xni) := ui (xni) + 1/i,
uˆ(y) := 0, y ∈ E with ∄ i ∈ N : y = xni .
Indeed, the function uˆ is well defined and it holds uˆ ∈ H+(E) with
uˆ (xni) > ui (xni) , i ∈ N.
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