1. Introduction. We shall present asymptotic error estimates for a Galerkin method for the approximate solution of the nonlinear Dirichlet problem -V • (a(x, w)Vw) = f(x) on £2, u(x) = g(x) on 3£2, where £2 is a bounded domain in R" with n < 3. Assume that £2 is locally on one side of its smooth boundary 3£2, that a(x, u) is a twice continuously differentiable mapping of £2 x R into [a0, o¡j ], where 0 < a0 < a. <°°, and that the derivatives of a(x, r) through second order are bounded on £2 x R. As we shall see later, it follows from well-known regularity results and a uniqueness theorem of Douglas-Dupont-Serrin [1] that if, for some a G (0, 1), / G C°(£2) and if g can be extended to £2 to be in C2"1"0^), then there exists a unique weak solution u of (1) and, moreover, u G C2+a(£2). (The class C*+a(£2) consists of all functions whose derivatives through order k axe Holder continuous of order a on £2.)
The Galerkin method we shall employ is the straightforward generalization of a method of Nitsche [3] to this nonlinear case and the form of the asymptotic error estimate produced for this method is essentially the same as in the corresponding linear case. The primary tool used in proving these error estimates is the fact that the formal derivative,
of the elliptic operator in (1) is a linear elliptic operator for which the Dirichlet problem has a unique solution; this (nonobvious) fact follows from [1] . The nonsingularity of the Dirichlet problem for (2) is also used in showing that the nonlinear algebraic equations arising in the Galerkin method can be solved by Newton's method provided a sufficiently good approximation of the answer can be found with which to begin the Newton iteration.
2. The Approximate Solution. For 1 < p < °° and k a nonnegative integer, let rV*(£2) be the functions in Lp(£2) whose distribution derivatives through order k axe also in Ip(£2). Take INI^/km) to be the natural norm on M^(£2): The following lemma is an easy consequence of the inverse hypothesis (4iii). Lemma 1 (Nitsche) . There exist positive constants p and y0, depending only on £2, n, c., a0 and a., such that, ify-^y0,
For each y > 0 there exists c2 = c2iy, at) such that (8) \B(z; v, w)\ < CjllMH Ml, v,wEH, zE ¿2(£2).
We shall assume henceforth that 7 ^ 70 and is fixed; hence c2 is also fixed and (7) holds.
Define an approximate solution uh to be an element of M" satisfying
To see that there exists at least one solution un of (9) consider the map S: Mft -► Mft defined by
The condition (7) implies the nonsingularity of the finite set of linear equations that define S, and choosing w = Sy in (10) shows that the range of S is contained in a ball. Since S is clearly continuous, the Brouwer fixed point theorem implies that (9) has a solution.
3. Convergence Result. Our main result for the procedure given by (9) is the following theorem. Theorem 1. Suppose that, for some a E (0, 1), / G Ca(£2) and g can be extended to be in C2 + Ci(£2). Suppose also that u E ^(£2) for some s satisfying 2 < s < r 4 1. Then there exists a constant c3 such that for ft sufficiently small 00 \\u-uh\\4h\\\u-ufl\\\<c3hs.
Proof. Because of the finite dimensionality of the Mft's the infimum in (4i) is actually assumed; let x G Uh be such that |||« -xlll + ftll« _ ^wl(si) 's mmmial-N°te that (7), (9) and (5) imply that pIIK -xlll2 < B(uh; uh -x,uh-x) The inequality (19) proves the theorem provided we can show that ||f|| -► 0 as ft -► 0; this is done via a compactness argument. From (12) and the fact that \a(x, z)\ < a. for (x, z) E £2 x R we see that there is a constant independent of ft such that |||u" -«III < C. Hence We want to show that w = u by showing that w is a weak solution of (1). Take and using the convergence of un to w, we see that (23) (a(w)Vw, Vu) = (/, u), u G C£(£2).
Thus we see from (22) and (23) that w is a weak solution in W2(^) °^ 0)-Assume for the moment that such weak solutions are unique. Then w = u, and it follows by a standard argument that un -■*■ u in ¿2(£2) as ft -► 0. Hence, ||f|| -► 0 as ft -* 0, and the conclusion (11) follows from (19).
To show that weak solutions of (1) are unique we shall first use a "boot-strap" argument to see that weak solutions are smooth solutions and then apply the results of [1] . Suppose that w E W2(£2) satisfies (22) Finally we can apply the Schauder estimates (see [2, Theorem 5.6.3] ) to see that w E C2+a(£2). Thus, weak solutions of (1) are in fact classical solutions of (1) and belong to C2(£2); therefore, Theorem 1 of [1] implies that these solutions are unique. This completes the proof of Theorem 1.
4. Newton's Method. Using an additional hypothesis on the function spaces Mft, we shall find conditions under which Newton's method can be used to compute the solutions un of the nonlinear algebraic equations (9).
For z G Z,2(£2) define a bilinear form N(z; y) on H by We shall assume throughout this section that un converges to u sufficiently rapidly that (29) """ "*"/.-(«) +CTftH"-"ftUi ~+° asft^O.
In addition, we shall assume that there is a constant c4 independent of ft, such that (30) II«. II . <c4; in many cases this can be verified by using Theorem 1 together with approximation and inverse assumptions which are slightly stronger than those made in (4).
Our main result for Newton's method is the following.
Theorem 2. There exist positive constants ft0, ô and cs such that, ifO < ft < ft0 and on\\z0 -un\\. < 5, then {zk}k=0 exists and vk = \\\zk -uh\\\ is a decreasing sequence satisfying (*) vk+i < cs°h\\zk -"ftHl < c5aft"fc-
The proof of Theorem 2 relies heavily on the following lemma. The conclusion, (*), then follows from Lemma 2, (39), (40), and (41).
In the cases where Mft is obtained from piecewise polynomial functions over a quasi-regular triangulation of £2, one can show that oh « In ft-1, n = 2, or çh « h~Vl, n = 3.
