Recent calculations have significantly decreased the scheme and residual scale dependence of basic radiative corrections of the Standard Electroweak Model. This leads to a theoretically accurate prediction of the W -boson mass M W , as well as a reduced upper bound for the Higgs boson mass M H . The implications of a precise M W measurement on the M H estimate are emphasized.
Two of the main objectives in current theoretical studies of the Standard Model (SM) are the improvement of the estimate of the Higgs boson mass M H and its upper bound, and the accurate prediction of the W boson mass M W . In this connection, theorists distinguish two types of errors: parametric ones, which in principle can be reduced by improving experimental inputs, and theoretical uncertainties derived from the truncation of the perturbative series. The latter are usually estimated by comparing different schemes of calculation that contain all the available theoretical information at a given order of accuracy. The difference between different approaches is referred to as the scheme-dependence.
Because of its accuracy and its sensitivity to M H , the effective electroweak mixing parameter sin ) and use α, G µ , and M Z as inputs [1, 2] , examine three electroweak resummation approaches and two different ways of implementing the relevant QCD corrections. One of the approaches (MS) employsα(M Z ) and sin
2 , the MS QED and electroweak mixing parameters evaluated at the scale µ = M Z , while the other two (OSI and OSII) make use of the on-shell parameters α and sin
As expected, the dependence on the electroweak scale µ cancels through O( 
where δs 2 ef f and δM W are the variations induced by shifts δ∆r and δ∆r of the basic radiative corrections ∆r [4] and ∆r [5] . As the two-loop corrections that have not been included are not enhanced by factors (M 
where Tables 1 and 2 . For brevity, we show the coefficients in the case of the µ t -parametrization, a procedure of implementing the QCD corrections in which the pole top-quark mass M t is expressed in terms ofm t (µ t ) = µ t , the MS-parameter, leading to sharply reduced QCD effects, and µ t /M t is evaluated by optimization methods. In Ref. [2] it was shown that in the three electroweak schemes this method of implementing the QCD corrections gives results very close to the direct use of M t , an approach that is frequently employed in the literature. In the range 75 GeV ≤ M H ≤ 350 GeV, with the other parameters within their 1 − σ errors, Eq. (3) approximates the detailed calculations of Ref. [2] with average absolute deviations of ≈ 4 × 10 −6 and maximum absolute deviations of (1.1 − 1.3) × 10 −5 , depending on the scheme; Eq. (4), which involves an additional parameter, shows average absolute deviations of approximately 0.2 MeV and maximum absolute deviations of (0.8 − 0.9) MeV. Outside the above range, the deviations increase reaching (2.6 − 2.8) × 10 −5 and (3.1 − 3.3) MeV at M H = 600 GeV. We briefly discuss the estimation of M H from Eq. (3) and the prediction of M W from Eq. (4) using the direct experimental information on s
where the superscript c means that the central experimental values in s 6)) and Eq. (4) contains a quadratic term in A 1 , the error analysis is slightly more involved in the M W case. Defining 2 and taking into account the correlations one finds
In the linear approximation (d 5 = 0) Eq. (8) reduces to the simpler expression:
We illustrate the application of these expressions using the first row coefficients in Tables 1 and 2 (MS approach). Inserting the current world averages s [7] , and the evaluation (∆α) h = 0.02804 ± 0.00065 [8] we find from Eqs. (5-7) [9] :
or, equivalently,
where henceforth the inequalities represent 95% C.L. upper bounds. From Eqs. (4, 8) and (10) one obtains the prediction
We repeat this analysis for the other two schemes, with the results listed in Table 3 . We see that the three approaches give close values. One way of combining them is to average the central values of ln(M H /100) and M W and expand the error to cover the range of the three calculations. This gives ln (M H /100) = 0.000
M W = 80.384 ± 0.034 GeV.
The dominant QCD contribution in these calculations is δ QCD , the relevant correction in the evaluation of the electroweak parameter ∆ρ. For M t = 175 GeV, its theoretical error has been estimated as ±5.2 × 10 −3 [10] . This induces errors of ±1.8 × 10 −5 in s 2 ef f and ±3.1 MeV in M W , which are of the same magnitude although somewhat larger than the differences between the µ t and m t parametrizations found in Ref. [2] . As there are additional QCD contributions, we may enlarge the QCD theoretical error to ±3 × 10 −5 in s 
where we have included the QCD uncertainty. Although this scaling method is not generally employed in current analyses of the electroweak data (an exception is Ref. [11] ), it provides a more conservative and perhaps more realistic estimate of M H . This state of affairs strongly suggests the desirability of obtaining constraints on M H derived from future precise measurements of M W . Using M W as an input, we see from Eq. (4) 
with standard deviation
As an illustration, we assume future measurements of M W and M t with σ M W = 35 MeV, σ Mt = 3 GeV, without changes in (∆α) h , α s (M Z ) and M 
The QCD uncertainty ∆ M W = ±5 MeV increases the 95% C.L. upper bound to 308 GeV.
Comparison of Eqs. (14) and (21) shows that an M W determination of M H with σ M W = 0.035 GeV and σ Mt = 3 GeV would be somewhat more restrictive than the current s Next, we consider the simultaneous use of (s (4), this is most easily done with a numerical χ 2 -analysis employing the theoretical expressions of Eqs. (3, 4) . Using the MS scheme, Table 4 gives the M H values and the 95% C.L. upper bounds for the current experimental inputs and for a future scenario with σ M W = 35 MeV and σ Mt = 3 GeV. In both cases we employ the conventional and scaled versions of the s 2 ef f uncertainty. We see that the constraints in the future scenarios are somewhat less restrictive than when we consider M W alone. This is due to the fact that the present M (10) is due to the fact that the fit to the electroweak data lowers the value of M t ). We see that the central value and 1σ upper bound estimated in the analysis of the fit are about 30% larger than the value derived in the MS scheme from Eq. (3). If we use the same inputs in the OSI and OSII schemes, average the ln(M H /100) results as before and include the estimate of the QCD error, we find M H = 85 80.385 ± 0.033 
