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INTRODUCTION 
L Non-stationary vector autoregressive processes 
Consider the order vector autoregressive process 
(1.1) 
t=l 
where Yj is a fe dimensional vector. Let Y_p+i,Yq be the initial conditions and ej be 
a zero mean i.i.d. sequence with covariance matrix See. The behaviour of the process Yt 
is governed by the roots of an associated determinantal equation called the characteristic 
equation. For the process (1.1), the characteristic equation is 
1#(A)|=0 (1.2) 
where 
®W=I-EA'Ai. 
X=1 
If all the roots of (1.2) are bigger than one in absolute value, then under suitable initial 
conditions the process Yt is asymptotically stationary. By asymptotically stationary, we 
mean that for sufficientiy large t, the distribution of Yt converges to that of a stationary 
process. However, the process is nonstationary if the characteristic equation has at least one 
unit root. In this work we will study the problem of testing hypotheses about the number 
of unit roots of the characteristic equation. This problem is closely related to the concept 
of cointegration found in econometrics. 
The idea of cointegration was formally put forward by Engle and Granger (1987). They 
observed that though some vector series appear to be nonstationary with stationary first 
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differences, there were linear combinations of the process which appeared to be stationary. 
They called such processes cointegrated series and defined the rank of cointegration to be 
the maximum number of linearly independent linear combinations of the process which were 
stationary. The vector which induces stationarily is called the cointegrating vector. Engle 
and Granger showed that a cointegrated process must satisfy the model 
AYt= BiYt-i+^BjAYt-i+i+Vt (1.3) 
t=2 
where Vt is a zero mean stationary process and the rank of the coefficient matrix Bi is equal 
to the rank of cointegration. 
Note that the process (1.1) can be written in the reparametrised form 
AYt= {n,-l)Yt-i+j2UiAYt-i+i+et (1.4) 
i=2 
where Hi—I = —$(1) and the coefficient matrices in (1.4) are linear combinations of the 
coefficient matrices in (1.1). When the characteristic equation (1.2) has r unit roots and 
rank($(l)) = k—r, then the coefficient matrix Hi—I is of reduced rank k—r. By comparing 
(1.3) and (1.4), we see that model (1.4) or equivalently model (1.1) with unit roots in the 
characteristic equation can be useful in modeling cointegrated series. 
The problem of testing for unit roots is important for two reasons. Since the first dif­
ferences of a cointegrated series are stationary, it might be tempting to model the first 
differences as a stationary autoregressive series. However, that would ignore the non-null 
coefficient matrix on the first lag of the process which we know from (1.3) must be present 
in the model. On the other hand, if we model the cointegrated process as an autoregressive 
series, the model will be correctly specified but will fail to incorporate the restrictions that 
are present on the coefficient matrices due to the reduced rank structure of (1.3). This 
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could lead to inefficient estimation of the process parameters (Reinsel 1990, pg. 180). 
Furthermore, if the model is estimated using the stationary likelihood the fitted model will 
be a stationary one. Estimated stationary models give forecasts which tend to the mean, 
inefficient given the partial non-stationarily of the series. (Reinsel 1990, pg. 180) 
Several tests for cointegration have been suggested. They can be broadly classified into 
two categories. 
1) Single equation methods 
2) System methods. 
The single equation tests: 
a) can only be used for testing one cointegrating relationship 
b) assume that it is possible to identify one non zero element of the cointegrating vector. 
c) make no assumptions about the dynamics of the process 
d) assume that all components of the original vector time series are nonstationary 
The system tests: 
a) can be used for testing more than one cointegrating relationship 
b) assume nothing about the cointegrating relation 
c) sometimes make assumptions about the process dynamics 
We will discuss some of the tests for cointegration based on these approaches. The 
single equation tests are obtained fi-om the following general principle. Suppose that Yt = 
(YitjYjj)' is a fe dimensional cointegrated process where Yu is a scalar series and all the 
components of Yt are non-stationary. Let Yu have a non-zero coefficient in one of the 
possibly several cointegrating relations. Wthout loss of generality the coefficient can be 
taken to be one since the cointegrating vector is unique only up to scale. Thus there exists 
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a vector 0 such that 
rt = Yit-0'Yn (1.5) 
A  
is stationary. Let 0 be the ordinary least squares estimate in the regression of Yu on Y2t-
Since any linear combination of Yt other than the true cointegrating vector will be non-
A  
Stationary and so have an increasing variance, the ordinary least squares estimate 0 which 
minimises the residual sum of squares, estimates the cointegrating vector (Engle and Granger 
1987). Thus, in the presence of cointegration, the residual n in the regression of Fit on 
should be approximately stationary. Hence any univariate unit root test may be applied to 
Tt, with rejection of a unit root in the rt process leading to rejection of the null hypothesis of 
no cointegration in the Yt process. If the alternative hypothesis of cointegration includes a 
non-zero mean and/or trend, then a constant and/or trend is included in the regression of lit 
on Y2t. The two most popular single equation tests are the augmented Dickey-Fuller(1979) 
t test and Phillip's (1987) Za and Zt tests. 
The augmented Dickey Fuller t-test was suggested by Engle and Granger (1987) as a 
cointegration test and its asymptotic properties for this problem were studied by Phillips and 
Ouliaris (1990). The regression (1.5) is first run and an autoregressive model of order p is 
then fit  to the residuals r t .  
rt= Qi rt_i +y^Q!iA T't-i+i 4-^t (1-6) 
t=2 
The Dickey Fuller t-test is then used to test Qi = 1. The limiting distribution depends on the 
dimension of the Yt process and on the deterministic trends included in the regression (1.5). 
For the asymptotic distribution of the test statistic to hold, the order of the autoregressive 
process that is fit should go to infinity at a certain rate. In practice, one fits a sufficientiy 
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large order so that the residuals are reasonably uncorrelated. The Za and Zt tests of Phillips 
(1987) replace the problem of choosing the order with the task of estimating the spectrum. 
Phillips Za and Zt tests: In these tests, the following model is fit to the residuals rj: 
Then the presence of a unit root (ax = 1) is tested either by the estimated coefficient directly 
{Za test) or by the t-test (Zt test). However, the test statistics have to be modified to take 
into account the serial correlation left in the errors vt due to imderfitting of the model. The 
modification entails the estimation of a nuisance parameter called the long run variance of 
the error term Vt. The long run variance is 
where /„ (0) is the spectral density of Vf Thus, though the Phillips method avoids the order 
fitting problem, the modification requires estimating a fiinction of an infinite dimensional 
parameter. Methods for non-parametric estimation of are given in Andrews (1991) and 
Andrews and Monahan (1992). 
Some other single equation tests include ones based on the significance of spurious 
regressors (Park, Ouliaris and Choi 1988) and the variance ratio tests (Phillips and Ouliaris 
1988). 
In contrast to the single equation approach, the system tests can be used to test more 
general hypotheses such as the rank of cointegration. Some of the more common system 
tests are the likelihood ratio test, the Stock and Watson test and the Phillips and Ouliaris 
trace test. 
A  A  
n= Oil n-i +vt (1.7) 
2 
(1.8) 
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The likelihood ratio test was derived by Johanson (1988) under the assumption that Yt 
is a Gaussian autoregressive process of order p. Then Yt can be written in the form (1.4). 
The coefficient matrix Hi—I is null when there is no cointegration and is non-null, but 
of reduced rank, in the presence of cointegration. Conditional on the first p values of the 
process, Johanson showed that the likelihood ratio test for testing the hypothesis of r unit 
roots of Hi (or equivalentiy rank(Hi—I) =k — r) was a function of the r smallest sample 
canonical correlations between AYt and Yt_i, given AYt_i,AYt_p+i. It can be shown 
that the likelihood ratio test statistics can be approximated by the sum of the r smallest 
characteristic roots of the following determinantal equation: 
I (hi -I) Vri^ (HI -I)' - A Se (1.9) 
where IIi is the ordinary least squares estimator of Hi in (1.4), See is the estimator of 
the covariance matrix of the error sequence and the estimated variance of vec (^Hi^ is 
See ®Vii. When fc = 1, the distribution of the test statistic reduces to the distribution of 
the square of the Dickey-Fuller t-statistic. 
The Stock and Watson (1988) test is a multivariate generalisation of the Phillips Za test. 
We will describe the test only for the null of no cointegration. However, like the likelihood 
ratio test, this test can be used for more general hypotheses, though a slight modification is 
required. For testing the null of no cointegration, the following model is fit; 
Yt = HiYt_i+7t (1.10) 
A  A  
The test statistic is n(Amm —1), where Amin is the smallest characteristic root of 
Hi-V (EYt-iY;_i)" ' ,  (1.11) 
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V is an estimate of E ^nd n is the sample size. When fc = 1, this test 
statistic reduces to Phillips Za statistic. The matrix V can be calculated by the method 
^ven in Hansen (1992). Stock and Watson derived the limiting distribution of their statistics 
and showed that they depend on the dimension of the observed vector as well as on the 
deterministic trends included in the regression (1.10). 
Phillips and Ouliaris (1988) showed that when Yj is cointegrated, the long run covariance 
matrix n of AYt is singular, where 
«=lHn"-^{(| :AY.)( | :AY;)}. (. ,2) 
The test they suggest is 
Py = n l^trace{Q, M^)| (1-13) 
A  -  A  
where n is an estimate of f2 and Myy = ra-^E?=iYtYi. The estimate O has to be 
computed using the residuals Vt in the regression 
Yt=HiYt_i+Vt (1.14) 
since estimating it from AYt would lead to an inconsistent test (Phillips and Ouliaris 1990). 
Monte Carlo studies by Gregory (1994) indicate that no one test dominates in terms of 
size and power when testing for cointegration. The system type tests have the advantage 
that they can be used for testing more general hypotheses than the single equation tests. 
Furthermore, they are generalisations of the unit root tests in the univariate case. In the 
univariate case, the unit root test based on the Dickey-Fuller t-test is more powerful than that 
based on the coefiEicient. Thus, in the multivariate case, we would expect the likelihood 
ratio test to do better than the Stock Watson test, and this is borne out in the study by 
8 
Gregory. The Phillips and Ouliaris trace test require the estimation of the long run variance 
matrix, while the likelihood ratio test requires only ordinary least squares estimation. In our 
work, we will concentrate on tests which are of the same form as the likelihood ratio test, but 
based on alternative estimators. Pantula, Gonzalez-Farias and Fuller (1994) have studied the 
univariate Dickey Fuller t-test based on altemative estimators and their Monte Carlo results 
show that these new tests are more powerful than the t-test based on the ordinary least 
squares estimator. Motivated by this result, we consider a test of the likelihood ratio form 
for cointegration based on a modified estimator of the vector autoregressive parameters. 
2. Long memory time series 
Most commonly used time series models such as the autoregressive moving average (ARMA) 
models are known as short memory time series since they have correlations which decay 
to zero at an exponential rate. It is becoming more and more apparent that there exist 
processes whose correlations decay hyperbolically. Processes with hyperbolically decaying 
correlations are known as long memory or long range dependent processes. 
Interest in long memory time series was stirred by a paper by Hurst (1951) in which 
he analysed yearly Nile flow minima. For this data the correlations at lag h decayed at 
the rate h~^-^ (Beran 1992). Since this paper, it has been found that data from a wide 
variety of fields exhibit long range dependence. These fields include astronomy (Jeffreys 
1939), hydrology (Lawrence and Kottegoda 1977) and linguistics (Damerau and Mandelbrot 
1973). See Beran (1992) for more references. There are so many examples in hydrology and 
geophysics that long range dependence is considered to be the rule rather than the exception 
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by hydrologists and geophysicists (Beran 1992). Most recently, long memory processes 
have foimd application in modeling financial data such as stock returns ^Harvey 1993). 
Long memory processes are characterised by slowly decaying correlations and a spectral 
density that is unbounded at the origin. The correlations at lag h decay at the rate h~°' for 
some a e (0,1) and the spectral density behaves like for A near the origin. As a result 
the correlations are not summable and standard laws of large numbers that hold for i.i.d. or 
short memory processes no longer hold. Most estimates and test statistics have a slower rate 
of convergence than the usual y/n rate. Hence wrongly assuming short range dependence 
will lead to overestimating the precision of the estimates. Thus, it is important to recognise 
any long range dependence in the data and incorporate it into the model. 
Two classes of processes that show long range dependence are stationary increments of 
self similar processes and fractional ARMA models. 
2.1 Self similar processes 
A process (Xt)t&R+ is called self similar with self similarity parameter H, if for any 
c > 0 the process the same distribution as has stationary 
increments Xi = Yi — Yi-i (i 6 N), then the covariances Rk = cov(Xi, Xk+i) decay at the 
rate and the spectral density of Xi for A near the ori^n increases to oo at the rate 
(Beran 1992). Thus for H e (0.5,1), the process Xi exhibits long range dependence. 
In general, data will show dependence on a short range scale as well as on a long range 
basis. Unfortunately, the correlation structure of increments of self similar processes are 
described entirely by the one parameter, H, which dictates only the long range behaviour 
of the process. This shortcoming is overcome by fractional ARIMA models which we now 
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consider. 
2.2 Fractional AREMA (FARIMA) processes 
These models were introduced independently by Granger and Joyeux (1980) and Hosking 
(1981) and are a generalisation of the standard ASJMA(p,d,q) models of Box and Jenkins 
(1970). For d e (—0.5,0.5), a FARIMA(p, d, q) process Xt is defined by the equation 
Here, the are an i.i.d (0, process, B  denotes the backshift operator, # ( B )  and © ( B )  
are polynomials of order p and q respectively with all roots outside the unit circle. (1 — B)"^ 
is the fractional difference operator defined as 
When d = 0, Xt is just an ARMA(p, q) process with short memory. The spectral density 
ofXtis 
It can be shown that / (A) near the origin behaves like A~^ and that the correlations of Xt 
at lag k decay at the rate (Brockwell and Davis 1987). Thus for d E (0,0.5), Xt 
is a long memory process. FARIMA processes can display a wide variety of short range 
behaviour through the ARMA part. Long range dependence is parsimoniously described 
through the single parameter d. 
The first attempt at maximum likelihood estimation for long memory processes was by 
Yajima (1985), who considered a FARIMA(0, d, 0). process. He proved asymptotic normal­
ity of the maximum likelihood estimates of d and <7^ under the assumption of normality. 
$ ( B )  { l - B f X t  =  Q { B ) e t .  (2.15) 
{ \ - B f  =  Y .  { - B f .  
fc=o I fc , 
(2.16) 
(2.17) 
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Assuming a restricted parameter space but relaxing the normality assumption, he also showed 
asymptotic normality of the estimates of d and obtained by the Whittle (1953) approxi­
mation to the maximum likelihood procedure. In the Whittle approximation, the parameter 
estimates for a stationary process Xt are obtained by minimising the function 
(0) = (27r)-' 1'^ {logfe (A) + (A) ^ (A)} dA (2.18) 
where fe (A) is the spectral density of the process and In (A) is the periodogram ^ven by 
In (A) = (27rn)' 
2 
n 
3=1 
(2.19) 
In the case when Xt is Gaussian and long range dependent. Fox and Taqqu (1986) showed 
asymptotic normality of the maximum likelihood estimates obtained by the Whittie aproxi-
mation (2.18), without assuming a FARIMA structure. Dahlhaus (1989) studied the asymp­
totic behaviour of the exact maximum likelihood estimates obtained by minimising the 
function 
Ln (0) = (2n)-' jlogdet V„ (0) + (^X„- A ij (9) A l) } (2.20) 
where Xn = (Xi, V„ (0) = Var{ X n )  and A is a consistent estimator of E {Xi}. 
Dahlhaus (1989) showed that the exact maximimi likelihood estimates, as well as those ob­
tained by minimising (2.18), are asymptotically normal and efiScient. Giraitis and Surgailis 
(1990) proved asymptotic normality of the Whittle approximation maximum likelihood es­
timates in the case when Xt is a linear process. The result of Giraitis and Suigailis (1990) 
was extended to the multivariate case by Heyde and Gay (1993). 
The maximum likelihood procedures all assume a model. If one is interested only in the 
long memoiy parameter, one useful method which circumvents the specification problem is 
the periodogram based estimation procedure. 
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The periodogram based estimation procedures capitalise on the fact that for a long memory 
process, the spectral density / (A) at low frequencies can be approximated by 
where 6 is a positive constant. Geweke and Porter (1983) suggested estimating d by the 
regression 
for small values of j, where Wj = n~^27rj is the Fourier frequency. Though this 
procedure is non-parametric and does not require full specification of the spectral density, 
it has some disadvantages. Since relation (2.21) holds only for low frequencies, some of 
the data has to be disregarded, leading to a loss of efficiency. On the other hand, the more 
frequencies one tries to use, the greater might be the deviation from the relation (2.21), 
leading to biased estimates. Furthermore, Hurvich and Beltrao (1993) have shown that the 
standard properties of the periodogram at low Fourier frequencies break down in the presence 
of long range dependence. Hurvich and Beltrao (1993) show that at low Fourier frequencies 
the periodogram is neither asymptotically independent nor identically distributed. The exact 
asymptotic properties of the regression estimator of d obtained from (2.22) were studied 
by Robinson (1992). Robinson (1992) showed that if the regression (2.22) were run using 
frequencies Wj, where ni < j < nz and ni -+ oo, then the limiting distribution of the 
estimators of h and d was normal. 
Another problem which has received attention in the literature is that of estimating the 
parameters in the regression model 
/(A) = 6A-^ A-^0 (2.21) 
log/„ iw^) = log 6 - 2dlogt37j. + ej (2.22) 
Y = X/3 + € (2.23) 
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where the error vector e is a stationary long memory process. In this case, Yajima (1991) 
gave necessary and sufficient conditions for the least squares estimate of yd to be efficient, 
thus extending the result of Grenander (1954) in the short memory case. Yajima (1991) 
obtained the limiting variance covariance matrix of both the least squares estimate and 
the generalised least squares estimate. When the regressors are polynomial trends in time, 
Yajima (1991) showed that the least squares estimates are no longer efficient and the rate of 
convergence for both the least squares estimate and the generalised least squares estimate is 
slower than y/n and depends on the long range parameter d. In the polynomial trend case, 
the least squares estimates have a high relative efficiency, which decreases as the number of 
parameters increases. Under some conditions on the regressors and assuming all moments for 
the errors, Yajima (1991) showed that the limiting distribution of the least squares estimates 
is normal. Dahlhaus (1992) constructed a weighted least squares estimate of the regression 
parameters, which he showed to be asymptotically efficient for certain kinds of regressors 
including polynomial trends. The weights in Dahlhaus' weighted procedure are very simple 
and depend on the long memory parameter d. Dahlhaus (1992) also showed that in the 
Gaussian case, the regression parameter estimates obtained from an iterated weighted least 
squares procedure using an estimate of the long memory parameter d are asymptotically 
efficient. 
3. Dissertation organization 
The dissertation consists of four research papers followed by a general summary and a 
bibliography listing references cited in the Introduction. 
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A TEST FOR COINTEGRATION 
A paper to be submitted to the Journal of the American Statistical Association 
Rohit Deo and Wayne A. Fuller 
Abstract; A vector autoregressive process of order p and dimension k such that the 
associated autoregressive operator has r <k unit roots and has other roots less than one in 
unit value is studied. We assume that there exists a linear transformation of rank k — r, such 
that k — r components of the transformed vector are stationary in which case the process is 
said to be cointegrated of rank k—r. A test for cointegration similar to the likelihood ratio test 
but based on alternative estimators of the process parameters is considered. The asymptotic 
distribution of the test statistics is derived and the performance of the test evaluated via 
Monte Carlo studies. This test procedure provides a definite improvement in power relative 
to the likelihood ratio test for cointegration. 
L Introduction 
We consider a k dimensional autoregressive (AR) process {Y*} given by 
l + Y^AiB' 
i=l 
Yt = et, (1.1) 
where B is the backshift operator, {et} is a sequence of independent (0,S) random vectors, 
det $ (B) =0 has r < A: unit roots with the remaining roots outside the unit circle and it is 
assumed that rank $ (1) = A: — r = s. It is assumed that (Y_p+i, Y_p+2,..., Yq) is a matrix 
of random vectors independent of (ei, 62,...). Under these assumptions, there exists an s x fc 
matrix Q of rank s such that for suitable initial conditions, Zt = QY^ is a stationary process. 
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See Fuller (1995). Then Yj is said to be co-integrated with co-integrating rank s. See Engle 
and Granger (1987). In this paper, we study the problem of testing the co-integrating rank. 
Models of the kind (1.1) have been used extensively in modeling vector processes in 
economics. Components of economic time series often display non-stationary behaviour 
and the first differences of such series appear to be stationary. Furthermore, the existence 
of linear combinations of the vector series, which are stationary is related to economic 
theories of eqiulibrium for the system. Modeling the first differences as stationary vector 
autoregressive moving average processes may lead to the model being mis-specified. See 
Engle and Granger (1987). If the co-integrating rank is known, the model (1.1) can be 
estimated with the number of unit roots restricted to the known number. Thus the problem 
of testing the number of unit roots is of practical importance. 
Several researchers have suggested tests for co-integration. Among these are the aug­
mented Dickey-Fuller test of Engle and Granger (1987), the Za and Zt tests of Phillips 
(1987) and Phillips and Perron (1988) and the likelihood ratio test of Johansen (1988). In 
this paper we study a variant of the test proposed by Johansen. Section 2 contains a de­
scription of the likelihood ratio test. In section 3 we describe a new estimator of the process 
parameters on which our tests are based as well as our principal result on its limiting be­
haviour. In Section 4 we present Monte Carlo studies in which we compare our procedure 
with others including the likelihood ratio test. All mathematical proofs are relegated to 
Section 5. 
16 
2. The likelihood ratio test 
The model (1.1) may be rewritten as 
Yt = Hi Yt_i + HiAYe-i+i + e^, (2.2) 
t=2 
where AY^ = Y^ - Y^-i, Hi = - E?=i A,-, Hp = A, and H^.^ = E?=p-i A,- i = 
Let H be the ordinary least squares estimator of H = (Hi, Hj, Hp) in the regression 
of Yt on Lt-i = (Yi_i, AY;_„ AY^.^i)' and 
t=p+i 
where et— Yt — HLt_i and df = n — p{k + l). 
Johansen (1988) developed the likelihood ratio test statistic for testing the hypothesis of 
r unit roots of Hi under the assumption of Gaussianity of the vector process. Also see 
Ahn and Reinsel (1990). Under the null hypothesis of r unit roots, rank(Hi — I) = A: — r, 
Johansen showed that the likelihood ratio test statistic is ^ven by 
T = -nlog(|d/See| |d/Soo|"') (2.3) 
where df (Soo) is the residual sum of squares matrix obtained under the restriction that 
rank(Hi — I) = fe — r. He showed that the test statistic (2.3) is equal to 
T ^ - n  j z  (2-4) 
i=fc—r+l 
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a2 A2 
where p{> . . .  >P^ are the sample canonical correlations between AY^ and Yt-i, given 
AYt_i,..., AYt_p+i. When the null hypothesis is r unit roots and the alternative hypothesis 
is s(< r) unit roots, the test statistic is 
Trs = -n E log(l-p') (2.5) 
»=fc—r+3 
The statistic (2.4) can be approximated by 
Ti= E Ai (2.6) 
j=fc-r+l 
A  A  
where Ai> .. • >Afcare the roots of 
(hi -I) (HI -I)' - A Se = 0, (2.7) 
and Vii is the upper left k x k portion of the inverse of Tests for co-
integration based upon the roots of (2.7) but with a different class of estimators of Hi, called 
symmetric estimators are discussed in section 3. In this paper we study the performance of 
co-integration tests based on a modified symmetric estimator. 
3. Likelihood-ratio-type tests based on symmetric estimators 
Consider a univariate AR(p) process 
p 
It = tto + + St (3.8) 
i=l 
A class of estimators of a, called symmetric estimators, are obtained by minimising the 
objective function 
Qn(Q:)= X) + X) (1" "'t+i) 
t=p+i L t=i J t=i I t=i J 
(3.9) 
IS 
The ordinary least squares estimator is obtained by setting = 1. Two important estimators 
in this class are the simple symmetric estimator and the weighted symmetric estimator. 
Dickey, Hasza and Fuller (1984) discussed the simple symmetric estimator obtained by 
setting Wt = 0.5. Pantula, Gonzalez-Farias and Fuller (1994) studied the weighted symmetric 
estimator obtained by using the weights 
=  { n - 2 p  +  2 ) ~ ^ { t - p )  t  =  p  +  l , . . . , n - p  +  l  (3.10) 
= 1 t = n — p + 2,... ,n 
They presented a Monte Carlo study that demonstrated that the test statistic 
where i = 1,... are the weighted symmetric estimators of the process parameters 
and vii is the estimated standard error of their sum, is more powerful than that based on 
the ordinary least squares statistic against stationary alternatives. The limiting distribution 
of is that of 
( g -  [ t -  w ( i ) (  - { a -  e ) + c'] (3.11) 
where 
G= r w ^ { s ) d s ,  
J o  
c =  f ^ W { s ) d s ,  
JO 
7 =  f ^ W { s ) c l W { s )  
J o  
and W (s) is a standard Wiener process. 
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The extension of symmetric estimators to the multivariate case can be done as follows. 
Let Yt satisfy (1.1) and define 
n-p 
= E + E (1 - "'+1) Y.+jY;„. 
t=p+l t=i 
where the wt are given weights. Let 
and 
Then an estimator of H' is 
where 
G„ = block (G„,,) 
H'= -ThG-1 
T h  =  
and an estimator of is 
' - I  - I  . . .  - i^  
0 I 
^ 0 0 . . .  I  y 
^ " , 
See= df ®t®t 
t=p+l 
whered f  =  n —  { k  +  l ) p  and 
Yt- Hi Yt_i - H, AY,_f+i 
p 
E 
t=2 
(3.12) 
If = 1 we obtain the ordinaiy least squares estimator. Let Ai> 
islic roots of 
| (hi -l)vri^(Hi - l ) ' - A S e  = 0, 
>Xk be the character-
(3.13) 
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where Vn is the upper left kxk submatrix of The limiting distribution of the 
roots of equation (3.13) depend on the type of estimator of Hi. If Hi has r unit roots and 
Ai> ... are the roots of (3.13) using the ordinary least squares estimator of Hi, then the 
A  A  
distribution of (Ak-r+i, - • • converges in distribution to that of the roots (t;i,.. .,Vr) 
of 
|yG-^7-ul |=0 (3.14) 
•where 
' y =  f^W{ r ) d W ' { r ) ,  (3.15) 
Jo 
G = r W (r) W (r) dr (3.16) 
Jo 
and W (r) is the standard r dimensional vector Wiener process. See Johansen (1988) and 
Ahn and Reinsel (1990). The limiting distribution is different for the symmetric estimators. 
Under the hypothesis of r unit roots, the distribution of (Aat+i, • • •, At) for the simple 
symmetric estimator of Hi converges to that of the roots v,) of 
|0.25 (7 - y -1) G"^ (7 - y -1) - V l| = 0 
If the roots are computed using the weighted symmetric estimator, the distribution of the 
smallest r roots converges to that of the r roots of 
|(7 - G)' G"^ (7 - G) - z;l| = 0 
Another estimator which has been studied is the standardised least squares estimator 
suggested by Park (1990). For Park's procedure, the data are transformed using a non-
singular linear transformation which isolates the estimated unit root processes. Then the 
components of the new vector are standardised to have unit variance and an estimator of Hi 
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is constructed. Li the univariate AR(1) case, the estimator reduces to the sample correlation 
coefficient. In the univariate case, the limiting distribution of the test statistic for the unit 
root test using the standardised least squares estimator is the same as that for the simple 
symmetric procedure. 
To describe the standardised least squares estimator in more detail we consider an AR(1) 
A  
process. Let Q be the matrix whose rows consist of the characteristic vectors of (3.13) 
A  A  
computed using the ordinary least squares estimator and define the new process Vt=Q Y^. 
The standardised least squares estimator of Hi is 
Hi= Hvi M„i (3.17) 
A  ^  o  
where Hui is the ordinary least squares estimator of the Vt process and is a diagonal 
A  A '  
matrix whose diagonal elements are the same as the diagonal elements of Vt-iVt-i • 
For the standardised process, the equation analogous to (3.13) is 
(Hi -I) (Ha -l)' - = 0 (3.18) 
t=2 
Parte (1990) showed that under the hypothesis of r  unit roots, the smallest r roots of (3.18) 
converge in distribution to the r roots of 
= 0 
where 
f ^ W { s ) d W { s ) '  -  W  ( s ) W  ( s ) ' d s J  
J o  J o  
i l= [  W(s)W(s) 'ds 
J o  
and J is a diagonal matrix whose (z,i) element is 
W i { l f ( 2 £ W i { s f d s ^  '  
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and Wi (r) is the i— element of W (s), which is an r dimensional standard vector Wiener 
process. The determinantal equation from which the characteristic roots are computed for 
the standardised least squares procedure for an autoregressive process of order p is computed 
as follows. Consider the k dimensional autoregressive process of order p 
Yt = AiYt_i +... + ApYt-p + ©t- (3.19) 
A  
Let Q be the matrix whose rows consist of characteristic vectors of (3.13) computed using 
A  A  
the ordinary least squares estimator of (3.19). Define the new process Vt=Q Yt and the 
new regression equation 
Zt,o = +... + BpZtj, + S{ (3.20) 
where 
/ - \ -0.5' 
Zm = diag E 
y7n=p+l y 
Vt-i i = 0,...,p, t=p + l,...n. (3.21) 
The test statistics are then computed from the roots of the equation (3.13) using the ordinary 
least squares estimators from the regression (3.20). 
Studies (Fuller 1995, Deo and Fuller 1994) have demonstrated that the weighted symmet­
ric estimator provides a superior test against stationarity in the univariate case and for the 
test of a single unit root in the multivariate case. However, using the symmetric estimator 
in a test analogous to the likelihood ratio test for a test of two unit roots does not always 
lead to the same increase in power relative to ordinary least squares. On the conjecture that 
the crossproduct terms in the distribution of the matrix estimators were responsible for the 
diflference in the results for the univariate and multivariate cases, we construct a test statistic 
based on transformed data. The transformation of the data transforms the original vector 
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into a new matrix containing a subvector of estimated imit root processes and a subvector of 
estimated stationary processes, where the transfonnation is estimated under the null model. 
An estimator of the coefficient matrix closely related to the weighted symmetric estimator 
is constiucted firom the transformed observations. The estimator is constiucted so that the 
symmetric modification of ordinaiy least squares is primarily a modification of the diagonal 
elements of the random matrix. We now describe our model and define our procedure. 
Let 
Ye = Ho + HiYt-i + + e^, (3.22) 
<=2 
where YJ = (Y'„, Y^^) is a & X 1 vector and Yit is the vector composed of the first 
r elements of Yt. Let Hi = block diagonal{Ir, Hi,22} and assume that Hi,22 - Ifc-r is 
nonsingular. All partitions of vectors and matrices henceforth will be conformable to the 
partition of Yt unless otherwise stated. Let Hq = (0', H{x))' and let be an iid(0, See) 
sequence where Seen = Ir- Then (AY'i^, Yjt) is a stationary process and 
Yit = C^eii + Op(l), (3.23) 
t=i 
where 
c=k-gh,.nj , 
Hj,ii is the upper left r x r  submatrix of Hy, and the O p  (1) term in (3.23) is stationary and 
independent of {e^: s > t}. See Theorem 10.3.1 of Fuller (1995). Let 
f«) = ("-?)"' E Y,_,, 
t=p+l 
Yt-i  = Yt-i  - Y(f) i = 0,1, ...p. 
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Let H be the ordinary least squares estimator of H = (Hi, H2, Hp) in the regression of 
yt on Lt-i == (yi-i, and "See be the estimator of See computed using 
the residuals Let Vn be the upper left k x k  portion of the inverse of S?=p+i 
Let 
sio = vri^(hi-iy, 
soi = sjo, 
and 
sflo = +s01v11s10. 
t=p+X 
(3.24) 
Assume that the null hypothesis is that the process contains r  unit roots. Let (Pun, Pi2n)' 
be the A: X r matrix of the characteristic vectors corresponding to the r smallest roots of 
= 0 (3.25) 
and let (Ps2in, Ps22n)' be the A: X (A: — r) matrix of the characteristic vectors corresponding 
to the A: — r largest roots of 
SioSgo^Soi— V V--xr-l  11 = 0. (3.26) 
The roots At, i = 1, •.., A: of (2.7) are related to the roots Vi, i = 1,..., A: of (3.26) 
by Vi= ^1 + df^ Ai^ Ai • The matrix (Pa2in, Ps22n)' contains the estimated co-
integrating vectors and the matrix (Pun, Pi2n)' contains the vectors that estimate the linear 
combinations of Yt that are unit root processes. Thus the vector 
— psnyt — 
jit 
Jit 
(3.27) 
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where 
P' = 
* on 
PI -pi Hn ^s21n (3.28) 
^12n ps22n / 
contains a vector Ju of estimated unit root processes and a vector of estimated stationary 
processes. Also the estimated covariance matrix of the error process for is I. Let 
Zt= be the residual vector in the regression of Jt on (AJj, ...,AJt_p+2) and let 
rt= (P2in, P22n)' Yt be the residual vector in the regression of za on Zu. We will show 
that the matrices (P2in, P22n)' differ by an Op(l) amount from (Psain, Ps22n)'- Thus the 
vector 
Kt = PsnYt = 
( \ 
Ku 
K 2t 
where 
P' = P
I p/ lln ^ 21n 
p/ p/ y ^12n ^22n / 
(3.29) 
(3.30) 
still contains a vector Kit of estimated unit root processes and a vector K2t of estimated 
stationary processes. Furthermore, the estimated covariance matrix of the error process for 
Kit is I. Let = (Hki, ^K2, H/^p) be the ordinary least squares estimator of 
hif = (hk-i, h^-p) in the regression of kt on (k;_i, ak;_i, ak;_p+i). Define 
-1 
ck= ir-ehicill 
V i=2 > 
and 
c-^ 
K 
\ 0 
\ 
/ 
(3.31) 
where Hicjn is the upper left r x r submatrix of H/fj. Let Mn^ be such that 
n 
miin iiltblt ^lln ~ diag (/^inj ••••> a^) 
t=p 
(3.32) 
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and = I, where bt is the residual vector in the regression of C"^Kt on 
(c-iakt,...,c-iakt_p+2). 
Now define the following vector 
xt = MnC-'Kt,  
where 
M„ = 
0 
\ 0 I 
The first r components of Xt are estimated unit root processes that are uncorrelated while the 
remaining k — r components are estimated stationary processes. The estimated covariance 
matrix of the errors associated with the first r components of Xt is the identity matrix. Let 
Xt_i be the residual vector in the regression of Xt_i on ..., AxJ.p^j). Let 
H,i = X) ( E 3ct_ax;_i +MnC-iM-iA„) , (3.33) 
t=p+i yt=p+i J 
where 
( ai" 0 
an — 
I «  "  
and 
Ai„ = diag |(n - p + l)"^diagl>in, - XpX^}. (3.34) 
Furthermore, let 
= 53 "a: 
f=p+i 
where df = n — {k + l)p — 1 and Uj is the residual vector in the regression of xt on 
^xi_i, Axi_i, ..., AxJ.p^i) . We shall study tests based on roots of equations of the type 
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(3.13) using estimator (3.33). We now state our principal result. The proof is given in 
Section S. 
Theorem 3.1 Let {Yt} sati^  model (3.22) and let Ai,n > A2,„ > ... > Afc,„ be the roots of 
where 
= 0. (3.35) 
t=p+i 
Then (Ajfc_r+i,n, —, \,n) converges in distribution to the distribution of the vector of roots 
of 
|w, (G-CC)"' w; - Al| = 0, (3.37) 
where 
W^=r - W (1) C' - (G-CC') + QDaQ', (3.38) 
W (s) is a standard r dimensional vector Wiener process, 
Q = rw{s)ds 
Jo 
Gandt aredefinedin(3.16) and(3.I5)respectively. G is an rxr matrix, and = q )^ 
is the matrix of characteristic vectors of G—CC' such that Q'Q = I, 
Da ..., Or), 
and 
Oi^qiCCqi i = l,2,...,r. 
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Remark 3.1 The limiting distribution of the roots associated -with the least squares estimator 
is the distribution of the roots of 
|Wj (G-CC')~^ W{ - Al| = 0 (3.39) 
•where 
Wz = Y'-W(1)C' 
The roots are unchanged if we transform the matrices by the random orthogonal matrix Q, 
where 
Q'(G-CO"'Q = Dgg (3-40) 
That is, the roots of 
IQ'WiQDg^gQWIQ - AI| = 0 (3.41) 
are the roots of (3.39). The roots of (3.37) are the roots of 
|Q'W^QDg'GQW;„Q - AI| = 0 (3.42) 
where 
Q'W^Q = Q'W^Q - Dgg + Da 
and 
Dg°6®Q'W^Q = Q'WjQ - + Da^c'Da- (3.43) 
If we think of (3.43) as normalised estimators of the deviationsfrom the unit roots we see that 
the effect of the suggested procedure is to modify the diagonal elements of the transformed 
ordinary least squares estimator. Observe that for r = 1, the limiting distribution of the test 
statistic reduces to the square of that given in (3.11). 
Remark 3.2 Under the hypotheses of model (1.1) there exists a non-singular matrix T such 
that 
THiT"  ^= block (^ agonal{1 ,^ Hi,22} , (^ -44) 
Hi,22 — Ifc-r is nonsingular and TSggT"  ^ has an r x r identity matrix in the upper left 
comer. Since our test procedures are invariant to non-singular linear tran^rmations, there 
is no loss of generality in stutfying the model under the restriction (3.44). 
4. Monte Carlo results 
For the Monte Carlo study, we compared the performance of unit root tests based on the 
roots of (3.13), computed using three estimators of Hi. These three estimators are; 1. 
Ordinary least squares (OLS). 2. Standardised least squares ( SLS). 3. Modified symmetric 
(MS). The standardised least squares procedure was suggested for the first order process by 
Park(1990). Vector AR models of order one and two were used and samples were generated 
for both the two and the three dimensional case. When computing the critical values, the 
initial value Yo was set to zero and an AR(1) process was used. Two values of See were 
used in conjimction with different values for the process parameters. In both cases the errors 
were taken to have unit variance. All correlations were set equal to zero in one case and 
all correlations were set equal to 0.7 in the other. The critical values for the tests were 
computed from 50000 samples of size 100 each. Ten thousand samples of size 100 were 
used to compute the power. The estimators were computed using deviations from the mean 
and the correct order of the model was used in fitting. 
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For the AR(1) process, the model was 
Yt = UiYt-i + et, (4.45) 
where {e^} ~NI(0, See) • The coefficient matrix Hi was always a diagonal matrix. There is 
no loss of generality in using the diagonal matrix since, as noted in Section 3, the model can 
always be reduced to this form. When calculating the power, the initial values were taken 
from the stationary distribution corresponding to the parameter values under consideration. 
Tests of three hypotheses were studied for the two dimensional process and of six hypotheses 
for the three dimensional case. The test statistics for each of these hypotheses are those 
given in (2.5). The determinantal equations from which the characteristic roots of (2.5) are 
computed are (2.7) for the OLS procedure, (3.18) for the SLS procedure and (3.35) for the 
MS procedure. 
In the AR(1) case, we see from tables 3-6 that the MS procedure has power superior 
to that of the other two procedures for all the tests while the OLS procedure is uniformly 
inferior. The power of SLS is generally between OLS and MS and closer to MS than to 
OLS. The superiority of MS is greatest when all the roots are less than one in absolute value. 
In the two dimensional case, the power for a lixed parameter configuration is larger in the 
presence of correlation than for a diagonal See when testing for two unit roots. This can 
be attributed to the fact that the coefficients of the non-stationary components are estimated 
with a faster rate than those of the stationary components but the presence of correlation 
carries this effect over to the estimates of the stationary component coefficients. On the 
other hand, when testing for one unit root the power is smaller in the presence of correlation 
when one root is 0.9 and the other is 0.7. In this case, the major contribution to power 
should be from the 'most' stationary component vwth root 0.7. However, this component is 
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'less' stationary when it is correlated with the almost non-stationary component with root 
0.9, and hence the lower power. 
A pattern similar to the two dimensional case seems to hold in the three dimensional 
case. The power superiority of the MS procedure is greatest when all roots are less than 
one and decreases as the number of unit roots increases. When testing for the number of 
unit roots less than three, the levels of the test are affected by the value of the remaining 
roots. For example,when testing for two unit roots, the tests are imdersized even when the 
third root of Hi is zero. The amount by which the size is less than nominal increases as 
the third root approaches unity in the uncorrelated case. In the correlated case however, the 
size is closer to nominal and in fact is greater than the nominal size when the third root is 
greater than zero. This loss of size results in the tests being biased, though the MS and SLS 
tests are less biased than OLS. 
For the AR(2) processes, the component was defined as 
+ Ci,t (4.46) 
where 
aii = mii + rriii, a-i = -mum^i (4.47) 
and |mii| < 1, \mn\ < 1 are the roots of the process. The initial two values were drawn 
from the appropriate stationary distribution. In the case of a unit root, the process was 
defined by 
= 7n2iA3^,t_i + ei,t. (4.48) 
1^,0 was set to zero and = AYi^i was drawn from the stationary distribution. 
In the two dimensional AR(2) case, the OLS procedure is again the least powerful and 
the MS procedure has power superior to that of the other two procedures. When making 
power comparisons in the higher order cases one has to exercise caution, since the gain in 
power is sometimes a pseudo gain due to the tests being oversized. When testing for two 
unit roots against the alternative of not two unit roots, the MS performs the best in all of the 
situations considered. The size of all tests increases as the second root of each component 
increases with the size of the SLS increasing the most. The OLS shows the least distortion 
in size. When testing against the alternative of a single unit root, both the SLS and the MS 
are more oversized than the OLS for laige second roots of each component. In the test of 
one unit root against none, the MS has the highest power of the three procedures. The MS 
and the SLS seem to maintain their size better than the OLS, which is undersized for all 
parameters when testing for a single imit root. 
The power for the three dimensional AR(2) case is similar to that of the two dimensional 
AR(2) case. In the test of three unit roots, all the tests show an increase in size as the second 
root of each component increases. However, when the null hypothesis is for less than three 
unit roots, the tests are almost always undersized and the size decreases as the non-unit 
roots approach one. As a result, the tests are quite heavily biased in the neighbourhood of 
unit roots. In most of the tests in the three dimensional AR(2) case, the MS shows power 
superior to that of the other two, while the OLS has power which is uniformly lower than 
that of the SLS and the MS. 
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5. Proof of theorem and lemmas 
We present the proof of Theorem 3.1 followed by lemmas needed in the proof of the theorem. 
Proo£ Let F„ = Q„ = and E„ = Then Xt = F„yt 
and 
(h,i - i) Fn = Tin + Tan + Hi - I, 
where 
T,„ = (H,-I)Q„A„F'-'(G„ + Q„A„P'„"') 
= ( E e.y;-i-QnA„F'-M (G„ + Q„A„P'-')"' 
\t=p+l J 
= (5.49) 
Gxx is defined in (3.36), is as in (3.24) and yt-i is the residual vector in the regression 
of yt_i on (Ay^_i, ..., We now establish the orders of the elements of Ti„ and 
Tan- Towards this purpose, we first obtain the orders of the elements of A„ of (3.34)and 
P~^ of (3.28).By Theorem 5.3.7 of Fuller (1995), 
eyitylt. = Op (i), 
\ t=i t=i / 
and 
72) = Op (1) (5.50) 
Using Lemma 5.3 and (5.50) gives 
A„ = 
^ Op (n) 0 ^ 
0 0, 
(5.51) 
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Letting 
and using Lemma 5.3, gives 
p-^ = 
^ pll pl2 ^  
•^n "^n 
v / 
p;:' = pri'n + op(n-i) 
^ Op {n-^!^) Op 
\ 
(5.52) Op(l) Op(l) 
Op Op 
•Since Mjfiii = Op (1) and = Op (1), the rates in (5.52) hold for F~^ and Q„. Thus, 
by (5.52) and (5.51), 
Op (n) Op 
^ Op («•/=) 0,(1) ^ 
By Theorem 5.3.7 of Fuller (1995), 
(5.53) 
^ Op(n^) Op(n3/2)^ (5.54) 
Op (7i3/2) Op (n) J 
The orders of the elements of QnAnFJf^ are smaller than those of the corresponding ele­
ments of Gj^. Thus, by (5.54), 
/ 
(g^ + qna„f;-^)" = 
Hence, by (5.53) and (5.55), 
Op (n 2) Op (n 3/2) 
op op (n~^) 
\ 
(5.55) 
/ 
ti„ = 
\ 
0 0 
op(n-^) op(n-i) 
(5.56) 
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Furthermore, by Theorem 5.3.7 of Fuller (1995) 
E ^tyr-\ = 
t=p+i 
Op (n) Op 
Op in) Opin^l"^) 
and so, (5.53), (5.55), and (5.56) give 
t2n = 
^ Op {n ^) Op ^ 
\  Op (n Op (n 1/2^ ^ 
Using (5.56) and (5.58) in (5.49) gives 
f;1(h,i-i)f„ = ^ Op (n Op (n 
 ^ Op {n Op (1)  ^
Now the roots of 
(H,i-I)G,,(H,I-I)'-AS„ 
are the same as the roots of 
= 0 
If;' (h.1 -1) p„e„r„ (h., -1)' F-' - AS^ = 0. 
(5.57) 
(5.58) 
(5.59) 
(5.60) 
But (5.54) and (5.59) allow us to use the same argument as in Theorem 4.2 of Park (1990) 
and show that the roots of (5.60) differ by Op (1) from the roots of 
BiiSiiB'ij AS, 1^11 0, (5.61) 
where 
and 
bii bi2 ^ 
b21 b22 y 
S ^ an 012 
s21 s22 
-1 
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By (5.51), (5.52), and (5.55), 
bii = | e t yi,-iy;,_i) 
^t=p+i J \t=p+i / 
+0p {n~^^ 
= + Op (n-1) (5.62) 
\t=P+i J 
By (5.62), 
BnSnBii = U„ ( | + Op (1). (5.63) 
\t=p+i / 
We now establish the distributions of the elements of U„. 
By Phillips and Durlauf (1986) 
E ei« ° (if - w (1) c) c (5.64) 
t=P+l 
We decompose the second tenn of U„ to get 
pr,'„mrianm5ic^p;i; = primiil-'gbmbjms'cvpiij 
-prim5;.diag (iipx;) 
st3„-t4„ (5.65) 
But, by construction, 
ei' = P'mC'Pi,„ + o,(l) (5.66) 
and, hence, by Phillips and Durlauf (1986X 
n-iT3n-^(G-CC')C- (5-67) 
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By part (v) of Lemma 5.3, 
plimPiinPiin = I, (5.68) 
and by definition, 
= I. (5.69) 
Thus, by (5.68) and (5.69), 
p Urn - P'n„M'„„) = 0. (5.70) 
Let QJji = MiinPiin. By (5.66), (5.68), (5.69), (5.70), and the construction of xt, we have 
= A n + Op (1) 
t=l 
and 
QnlQnl ~ I+Op (1) , 
where A „ = diag(Ai„, ..., A^) are the roots of n~^C~^ Ht-iYity'uC''^, and 
t-1 
Hence, letting Q„ = (qin, qm), by Lemma 5.1 and Lemma 5.2, 
QinC^n  ^qiq^ i = 1, r,  (5.71) 
where Q = (qi,q,), Q' (G-CC) Q =A, and Q'Q = L 
Also, 
n-^diag 3^x^ = diag (am, a^) + Op (1), 
where 
ain = ^~^qi„C-^yiS^iC-^qi„ ^ tr {CC'qiqi} = (5.72) 
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by (5.71) and Theorem 5.3.7 of Fuller (1995). Thus, by (5.66) and (5.71), 
(n-Miag xi,x^ ) QniC + Op (1) 
(5.73) 
1=1 
by Lemma 5.1. 
Since 
E ^ C (G-CC) C, (5.74) 
t=p+i 
the result follows from (5.63), (5.64), (5.65), (5.67), (5.73), (5.74), and the fact that 
P »oo ^rpill ~ I-
The following lemmas are used in the proof of Theorem 3.1. 
Lemma 5.1 Let {A„}, {Pn} ond {A „} be sequences of k x k random matrices on the 
same probability space (fi, F, P) such that 
(i) An is positive definite almost surely and An A, where A is positive definite with 
unique roots almost surely. 
(ii) A „ =itiag{\in, Aftn), where Am > ... > Afc„ are the roots of An. 
(Hi) 
p^anpn = a n + op (1) , 
p;p„ = 1+0,(1) 
Then 
PtnPin ^ PfPi « = 1, 2, ..., k, 
where P„ = (pim P2n» •••, Pkn) ond pi is the normed characteristic vector of A corre­
sponding to the i-th root Af.  
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ProoC Condition (iii) implies 
(An x^nl) Ptn ~ 0+Op (1) , 
PinPin = 1 + Op (1) i = l, k (5.75) 
Since (An, A Pn) is tight (See Theorem 29.3, Billingsley, 1986.), there exists a subse­
quence Tim and a matrix such that 
(a-nm ) a nm 5 purn ) ^  (A, A , Pn.), (5.76) 
where A =diag(A i,..., A k) and (Ai,At) are the roots of A. By Skorohod's device 
(see Theorem 29.6, Billlingsley, 1986), there exists a probability space (fio, FQ, Pq) on 
which are defined matrices (Aon„, A on™, Potim) and (Aq, A o, Pom) such that 
> "A nm, PnjTi ) ~ (Aonm) A Onm 3 ) ) 
and 
^in^(Aonnj) A Onm) Porim) (Aoj A 0) Ponro) 
for all a; in B and P {B) = 1, and 
(A, A , Pn.) S (AO, A 0, Pon.), (5.77) 
where ~ means identically distributed. Let Pon,„ = (poin,„, Pofcrw)- By (5.75) and 
(5.77), 
(Aflnm ~ ^Oinm^) Poirim = 0 + Op (1) 
and P(hn„Potnm = 1 + Op (1) « = 1) —) k. Thus, there exists a further subsequence n^s 
and a set C such that P (C) = 1 and on C, 
jijs) POtrima = 0 
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and 
® 2. •••> *:• (5.78) 
Let D be the set such that P (D) = 1 and AQ has unique roots for all uj in D. Define 
E = BnCnD and fix an a; in E. Then by (5.77) and (5.78), 
~ Pofn^ = (Ao - A(kI) Poi = 0 (5.79) 
and 
PoinmaP®*"™* POtmPOim Ij ® Ij 2, k. 
Thus, pofm are the characteristic vectors of Aq and by the uniqueness of the roots of Ao, 
PoimPtHm 'S uiiique. Furthermore, since Aq does not depend on m, PoimPmm are independent 
of m. Thus, 
Pin„Pin„ ^ POiPffi « = 1> 2, k, 
where poi are the normed characteristic roots of AQ. Since 
PoiPK ~ PiPl i = 1, k, 
the proof is complete. 
Lemma 5.2 Let be a sequence of iidN (0,1) vectors of dimension k. Let 
A=£^u,u;-2(f t?u.) (S-rfu;), 
= G-CC 
•where 7 i  =  ( — 2  [{2i — 1) tt]"^ and G and C ore as defined in Theorem 3.1. Then A 
is positive definite and has distinct characteristic roots with probability one. 
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ProoC We first show that the elements of A have an absolutely continuous distribution with 
respect to the Legesque measure on and that there exists a deterministic sequence 
{^}Si ^ computed for that sequence has imique roots. The result then follows 
from both the lemma and the argument in the Theorem of Okamoto (1973). 
To show the absolute continuity of the distribution of the elements of A, we prove that 
A has the same distribution as 
(5.80) 
t=i 
where {AJ is a sequence of positive real numbers such that 
£Ai<cxD. (5.81) 
i=l 
Note that by Lemma 2.2.1 of Fuller (1995), B is a well defined limit almost surely. Hence, 
we may write 
B=f^AiUiU;+ f;  AiUiU; = B„i+Bn2 n>k. 
1=1 »=n+l 
By Theorem 1 of Khatri (1966), B„i has a density. Furthermore, B„i and B„2 are indepen­
dent. Thus, by Theorem 20.3 of Billingsley (1986), the elements of B have an absolutely 
continuous distribution and, hence, so do the elements of A. We now show that A has the 
same distribution as B. 
Note that since {7^}^ is an absolutely summable sequence, A is the well defined almost 
sure limit of X„, where 
x„ = w„c„w;, 
W„ = (Ui,U2, ...,u„), 
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Cn = D„-2d„<, 
D„ = diagonal (7?, 7^) , 
and 
<= (T^. 7I,-, (5.82) 
We first show that C„ is of fiill rank and positive definite for all n. For any vector 
y = (yi> 2/2) —J Vn)', by the Cauchy Schwarz inequality, we have 
y'Cjr = t-^ y!-2(t,T?y)' 
i=l \j=l / 
(Et?) 
"(eti!'?) (i-2|:7?v (5.83) 
Thus, it is enough to show that 
2-'>E7' ri>l.  
i=l 
That is, 
S-^TT^ >f^(2i- 1)"'^. (5.84) 
i=l 
But 
n 2n n 
8-i7r2 - ^  (2i - l)-2 = S-^TT^ + E (2«)"' 
t=l i=l i=l 
n 2n 
= 8-v-3(4)-^i:r2-
i=l t=n+l 
f n 2n 
= 8-^6) 6-v-5:r^ - 1: 
l i=l J i=n+l 
Now, 
and 
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oo 2n 
= 8-^6) 5: r^- g i-\ (5.85) 
i=n+l t=n+l 
oo oo ^+1 
^ i~^> ^ r x'^da = (n +1)"^ 
t=n+l i=n+l 
2n 2n 
2 ^ ^ / a; = (n + 1)"^ — (2n) ^. 
•—•i-Ll • -I-l •'^ "X t=;n+l t=n+l 
Using these inequalities in (5.85) gives 
8-^2 - ^  (22 - 1)"^ > 8"^ (6) {n + 1)-^ - (n + 1)"^ + (2n)-^ 
i=l 
= [4/1 (n +1)]"^ (n + 2) > 0. (5.86) 
Thus, from (5.83), (5.84), and (5.86), we see that 
y'C„y>0 fory^O. 
Furthermore, there exists a n n x n  orthogonal matrix P„ such that 
PnC„Pn = diagonal (Am, A2„, An„), 
where 
aln ^ ^271 ^ ••• ^ ^ 0 
are the characteristic roots of C„. Since the Uf are iid N (0,1) and Pn is an orthogonal 
matrix, it follows from (5.82) and (5.87) that Xn is identically distributed as Tn, where 
T„ = f^Ai„UiU;. (5.88) 
i=l 
By (5.82) and the positive definiteness of C„, we have 
0 < e ai„ = tr c„ < <K<oo, (5.89) 
t=i «=i 
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for some K. Also, by Exercise 1, page 210, of Magnus and Neudecker (1988), 
•^t,ti+l ^ (5-90) 
for a fixed i. 
Thus, by (5.89) and (5.90), for fixed i, Xm is a nondecreasing sequence bounded above 
and, hence, there exists a real positive number A{ such that 
Um Ai„ = Ai, i  = l ,2,  . . . .  (5.91) 
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Furthermore, for all M, 
MM n 
^ < K < OO 
t=l t=l t=l 
by (5.89) and, hence, 
f ^ X i < K < o o .  (5.92) 
t=i 
In addition, by Theorem 14, page 211, of Magnus and Neudecker (1988), for any M, we 
have 
= (5.93) 
i=Af i=M 
for ail n. Let 
i=l 
and for any matrix Gn, denote its {j,  A;)-th element by Gnjk- Then for any 5 > 0 and e > 0, 
/ M n n \ 
P - Bnjkl > 5] < «5-M £ lAi„(5-94) 
\i=l t=M i=M ) 
For the given e > 0, by (5.92) and (5.93), there exists M such that 
Am < SK-h (5.95) 
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Ai < 6K-^e (5.96) 
i=M 
For this choice of M, by (5.91), there exists JVq such that 
|Ain — Ail < SK~^e for n> No (5.97) 
and 1 < i < M. Thus, by (5.94), (5.95), (5.96), and (5.97), 
(T„-B„) = 0. (5.98) 
But by (5.92) and Lemma 2.2.1 of Fuller (1994) 
lim B„ = VAiUiUi = B a.s. (5.99) 
n—*oo ' i=l 
Thus, by (5.82), (5.88), (5.98), and (5.99), A is identically distributed as B. 
We now show that there exists a deterministic sequence {wj} for which A has unique 
roots. Let Uj = 0 if i > 2fc. Then 
A = (ui, U2fc) C2k (ui, U2fc)'. 
Now the same argument as on page 765 of Okamoto (1973) can be used to complete the 
proof. 
Lemma 5.3 Let model (3.22) hold, let Pa„ be as in (3.28) and P„ as in (3.30). Then 
(/)pi2„ = op(n-i/2) 
(k) Ps21n = Op (n-^) 
(«0 P322n = Op 
(iv) P722n = Op 
(v) plim„_oo = I 
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rv(>p2in=0p(n-i) 
(vii) P22n = Op 
(viii) P  ^= Op (^ 1/2) 
Proo£ By Theorem 10.3.5 of Fuller (1995), we can write 
where 
(Hj-l)Vr,'(H,-iy = biin bx2n 
>21n »22n 
bam = Op{n}") 
B22n = Op {n),  (5.100) 
ai„ = op(l), 
and \in, i = 1, —5 r are the r smallest roots of (3.25). Let the i-th vector in (Pun, Pi2n)' 
be (Piin, Pi2n)'. Then 
b21npiln b22npi2n ~ (^»7»?21nptln "1" ^»ro22npt2n) ^ ~ 1) •••> 
By (5.100) and the fact that 
we get that B22n - Ai„i3^,22n is nonsingular. Thus, 
Pt2n — ^B22n ^in^rft]22r^ ^ B21n 4" AinSjj,j21n^ Piln 
and result 0) follows from (5.100) and the fact that Pii„ = Op (1). 
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Furthermore, converges in distribution to a nonsinguiar matrix where D„ = 
diagonal^n, n, n, (See page 10-118, Fuller (1995).) Hence, if E„ is the 
matrix of characteristic vectors of (3.26), we have 
dnviidn = d„e„e;d„ = op (1) 
and results (ii) and (lii) follow. By Theorem 10.3.3 of Fuller (1995) and the facts that 
converges in distribution, that 
^ £ Vt'nt = ^e 
t=p+l 
and that 
2? lim n ^SoiVuSio = B, 71—>00 
where B is a positive semidefmite matrix (see Lemma 4.3, Parte (1990)), we get 
d^^sios^^soid-^ = 
where L is a positive definite matrix. Also, 
^ Op (1) Op (1) 
^ Op (1) L+ Op (1) ^ 
(5.101) 
( \ 
(5.102) I'll + Op (1) Op (1) 
^ Op(l) L22 +Op (1) ^ 
where Ln and L22 are positive definite. (See pages 10-118, Fuller (1995).) Thus, the 
(fc — r) largest roots of (3.26) converge in probability to the roots of a positive definite 
matrix and, hence, are bounded away fi-om zero. By (5.101), result (ii), and the definition 
of (P521n, Ps22n)', We get 
s22n^^322n'^ y  ^ — "i" (^) > (5.103) 
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where A„ = diagonal(Ain,and (Ajn,Xk-r,n) are the A: - r largest roots of 
(3.26). Thus, by (5.103), 
""'ipmhopw 
and result (iv) follows. Result (v) follows from result (i), and the facts that p lim = See, 
n—»oo '' 
Seen = I» and the definition of (Pun Pi2n)'- To prove (vi)-(viii), we note that 
(P21n P22n) = (Ps21n Ps22n) " E (Plln Pl2n) (5.104) 
A . 
where E is the regression coefficient matrix in the regression of zu on Zu . By using the 
results (i)-(v) proven above and the rates for the sum of squares of the matrix sr=p 
from Theorem 5.3.7 of Fuller (1995), we get 
E= P32inPnn + Op (n-^) . (5.105) 
The results (vi)-(viii) follow from (5.104) and (5.105). 
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Table 1. Critical points at the 10% level 
based on 50000 replications 
Test OLS SLS MS 
n 
100 1000 
n 
100 1000 
n 
100 1000 
1 vs. 0 6.57 6.64 5.43 5.49 4.98 5.00 
2 vs. not 2 16.33 15.99 14.97 14.58 13.75 13.36 
2 vs. 1 13.60 13.17 12.73 12.31 11.81 11.44 
3 vs. not 3 30.38 29.26 28.72 27.78 26.75 25.73 
3 vs. 2 20.63 19.48 19.88 18.86 18.87 17.78 
3 vs. 1 28.44 27.31 27.12 26.04 25.44 24.34 
Table 2. Critical points at the 5% level 
based on 50000 replications 
Test OLS SLS MS 
n 
100 1000 
n 
100 1000 
n 
100 1000 
1 vs. 0 8.22 8.25 6.89 6.88 6.46 6.42 
2 vs. not 2 18.74 18.24 17.29 16.70 16.03 15.50 
2 vs. 1 15.71 15.11 14.92 14.29 13.89 13.37 
3 vs. not 3 33.70 32.21 31.87 30.62 29.73 28.38 
3 vs. 2 23.27 21.87 22.53 21.26 21.36 20.05 
3 vs. 1 31.50 30.11 30.17 28.91 28.35 27.01 
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Table 3. Power for two dimensional AR(1) process with uncorrelated errors 
Test 1 Ho : 2 imit roots vs. Hi: not 2 
Test 2 Ho : 2 iinit roots vs. Hi: 1 unit root 
Test 3 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
hu ^22 10% 5% 10% 5% 10% 5% 
1 1 .9 .2705 .1577 .2900 .1780 .3283 .1962 
1 .8 .6264 .4557 .6930 .5228 .7504 .5735 
1 .7 .9213 .8292 .9578 .8830 .9731 .9148 
.95 .85 .5638 .3949 .6539 .4681 .7269 .5433 
.9 .7 .9880 .9560 .9970 .9818 .9993 .9902 
2 1 .9 .2314 .1285 .2481 .1422 .3068 .1715 
1 .8 .6265 .4561 .6713 .4927 .7628 .5832 
1 .7 .9442 .8549 .9630 .8866 .9834 .9360 
3 .95 .85 .1807 .0780 .2993 .1481 .3555 .1786 
.9 .7 .5257 .3280 .6874 .4757 .7348 .5189 
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Table 4. Power for two dimensional AR(1) process with correlated errors 
Test 1 Ho : 2 unit roots vs. Hi: not 2 
Test 2 Ho : 2 unit roots vs. Hi: 1 unit root 
Test 3 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
hii h22 10% 5% 10% 5% 10% 5% 
1 1 .9 .5258 .3764 .5709 .4181 .6039 .4409 
1 .8 .9557 .8935 .9667 .9235 .9799 .9430 
1 .7 .9992 .9968 .9997 .9977 1 .9991 
.95 .85 .7288 .5694 .8181 .6618 .8676 .7300 
.9 .7 .9985 .9937 .9997 .9973 .9998 .9990 
2 1 .9 .5102 .3619 .5512 .3983 .6114 .4411 
1 .8 .9673 .9163 .9711 .9274 .9876 .9584 
1 .7 .9998 .9985 .9999 .9987 1 .9998 
3 .95 .85 .2030 .0979 .2976 .1594 .3445 .1888 
.9 .7 .4852 .3001 .6336 .4310 .6834 .4727 
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Table 5. Power for three dimensional AR(1) process with uncorrelated errors 
Test 1 Ho : 3 unit roots vs. Hi: not 3 
Test 2 Ho : 3 unit roots vs. Hi: 2 unit roots 
Test 3 Ho : 3 unit roots vs. Hi: 1 unit root 
Test 4 Ho : 2 unit roots vs. Hi: not 2 
Test 5 Ho : 2 unit roots vs. Hi: 1 unit root 
Test 6 Ho : 1 unit root vs. Hi: No unit roots 
Test Roots OLS SLS MS 
Level Level Level 
hii h22 has 10% 5% 10% 5% 10% 5% 
1 .9 .9 .9 .4846 .3235 .5519 .3763 .6499 .4715 
.9 .95 .95 .2711 .1621 .3100 .1830 .3787 .2377 
1 .8 .9 .5564 .3957 .6436 .4358 .6828 .5156 
1 1 .85 .2511 .1535 .2772 .1602 .3128 .1878 
1 1 .9 .1701 .0925 .1768 .0986 .2007 .1117 
2 1 1 .8 .3592 .2231 .3795 .2418 .4388 .2851 
1 1 .9 .1440 .0778 .1510 .0805 .1703 .0917 
3 1 .95 .8 .4265 .2798 .4452 .2923 .5370 .3700 
1 .9 .9 .2607 .1539 .2745 .1632 .3509 .2153 
4 1 1 0 .0986 .0500 .0980 .0481 .0950 .0481 
1 1 .8 .0591 .0196 .0642 .0235 .0783 .0311 
1 .8 .85 .2557 .1278 .3290 .1655 .4117 .2177 
1 .85 .9 .1160 .0487 .1510 .0614 .2062 .0907 
.8 .85 .9 .5859 .3619 .7276 .4998 .8209 .6227 
.85 .9 .95 .1925 .0821 .2829 .1271 .3882 .2008 
5 1 1 0 .0962 .0507 .0940 .0506 .0944 .0450 
1 .8 .85 .2035 .0886 .2555 .1136 .3637 .1763 
1 .85 .9 .0736 .0264 .0956 .0337 .1504 .0581 
6 1 0 0 .0966 .0478 .0968 .0471 .0963 .0475 
1 .8 .85 .0655 .0206 .1028 .0366 .1217 .0521 
.85 .9 .95 .0816 .0193 .2027 .0620 .2794 .0938 
.8 .85 .9 .3413 .1325 .6005 .3198 .6820 .3997 
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Table 6. Power for three dimensional AR(1) process with correlated errors 
Test 1 Ho : 3 unit roots vs. Hi: not 3 
Test 2 Ho : 3 unit roots vs. Hi: 2 unit roots 
Test 3 Ho : 3 unit roots vs. Hi: 1 unit root 
Test 4 Ho : 2 unit roots vs. Hi: not 2 
Test 5 Ho : 2 unit roots vs. Hi: 1 unit root 
Test 6 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
hii h22 has 10% 5% 10% 5% 10% 5% 
1 .9 .9 .9 .4846 .3235 .5519 .3763 .6499 .4715 
.9 .95 .95 .3344 .2010 .3872 .2383 .4592 .3003 
1 .8 .9 .9059 .8159 .9233 .8407 .9533 .8913 
1 1 .85 .6760 .5367 .7011 .5594 .7466 .6085 
1 1 .9 .4151 .2879 .4335 .3058 .4641 .3280 
2 1 1 .8 .9093 .8222 .9136 .8309 .9405 .8729 
1 1 .9 .3837 .2552 .4045 .2744 .4268 .2905 
3 1 .95 .8 .8680 .7681 .8845 .7849 .9246 .8467 
1 .9 .9 .5397 .3930 .5636 .4184 .6411 .4841 
4 1 1 0 .1016 .0519 .0988 .0503 .0975 .0498 
1 1 .8 .1009 .0492 .1010 .0485 .1105 .0532 
1 .8 .85 .4668 .2962 .5383 .3545 .6041 .4142 
1 .85 .9 .2484 .1322 .2985 .1594 .3577 .2017 
.8 .85 .9 .6185 .4091 .7471 .5384 .8163 .6354 
.85 .9 .95 .2656 .1317 .3619 .1951 .4579 .2695 
5 1 1 0 .0974 .0519 .0969 .0500 .0986 .0488 
1 .8 .85 .4463 .2752 .5058 .3156 .6079 .4042 
1 .85 .9 .2096 .1032 .2503 .1247 .3265 .1726 
6 1 0 0 .0972 .0477 .0971 .0464 .0958 .0463 
1 .8 .85 .0840 .0340 .1042 .0456 .1205 .0567 
.85 .9 .95 .1015 .0301 .2141 .0788 .2775 .1145 
.8 .85 .9 .3358 .1402 .5657 .3030 .6463 .3759 
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Table 7. Power for two dimensional AR(2) process with uncorrelated errors 
Test 1; Hi): 2 unit roots vs. Hi: not 2 
Test 2: Ho : 2 unit roots vs. Hi: 1 unit root 
Test 3: H© : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
mil mi2 m2i m22 10% 5% 10% 5% 10% 5% 
1 1 0 1 0 .0992 .0509 .0998 .0512 .1053 .0550 
I .1 1 .3 .1001 .0501 .1040 .0531 .1065 .0555 
1 .8 1 .9 .1273 .0677 .1691 .0960 .1474 .0847 
.9 .8 .92 .82 .3186 .1875 .3835 .2384 .4220 .2665 
.95 .85 .95 .85 .2291 .1297 .2800 .1661 .2871 .1727 
1 0 .8 -.8 .5887 .4188 .6688 .4903 .7275 .5471 
1 .45 .8 -.8 .5995 .4299 .6789 .5079 .7352 .5571 
1 .8 .8 -.8 .6239 .4528 .7051 .5461 .7421 .5792 
2 1 0 1 0 .0970 .0529 .0992 .0500 .1071 .0546 
1 .1 1 .3 .0983 .0517 .1042 .0523 .1103 .0562 
1 .8 1 .9 .1256 .0687 .1556 .0874 .1561 .0910 
1 0 .8 -.8 .5881 .4127 .6456 .4659 .7345 .5552 
1 .45 .8 -.8 .6069 .4270 .6617 .4821 .7491 .5712 
1 .8 .8 -.8 .6351 .4629 .6933 .5213 .7722 .6006 
3 1 0 .8 -.8 .0842 .0349 .0995 .0459 .1044 .0491 
1 .8 .8 -.8 .0802 .0356 .1023 .0508 .0888 .0415 
.8 .9 .82 .86 .1199 .0430 .2319 .0977 .2898 .1224 
.7 .74 .76 .78 .4282 .2211 .6429 .4001 .7018 .4550 
.7 .85 .72 .82 .2817 .1217 .4737 .2484 .5439 .3008 
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Table 8. Power for two dimensional AR(2) process with correlated errors 
Test 1 Ho : 2 unit roots vs. Hi: not 2 
Test 2 Ho : 2 unit roots vs. Hi: 1 unit root 
Test 3 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
mil mi2 m2i m22 10% 5% 10% 5% 10% 5% 
1 1 0 1 0 .0992 .0509 .0998 .0512 .1053 .0550 
1 .1 1 .3 .0998 .0501 .1061 .0534 .1063 .0541 
1 .8 1 .9 .1326 .0708 .1966 .1115 .1472 .0855 
.95 .85 .95 .85 .2291 .1297 .2800 .1661 .2871 .1727 
.9 .8 .92 .82 .3206 .1934 .3868 .2444 .4255 .2701 
1 0 .8 -.8 .8545 .7313 .8953 .7950 .9311 .8381 
1 .45 .8 -.8 .7145 .5568 .7808 .6353 .8335 .6909 
1 .8 .8 -.8 .5558 .3921 .6507 .4858 .6902 .5218 
2 1 0 1 0 .0970 .0529 .0992 .0500 .1071 .0546 
1 .1 1 .3 .0993 .0502 .1032 .0537 .1094 .0550 
1 .8 1 .9 .1327 .0707 .1790 .1019 .1577 .0914 
1 0 .8 -.8 .8809 .7644 .9056 .7994 .9511 .8719 
1 .45 .8 -.8 .7413 .5761 .7892 .6316 .8654 .7261 
1 .8 .8 -.8 .5669 .3915 .6379 .4640 .7212 .5458 
3 1 0 .8 -.8 .0957 .0446 .1039 .0507 .1117 .0556 
1 .8 .8 -.8 .0743 .0281 .1049 .0457 .0922 .0380 
.8 .9 .82 .86 .1239 .0443 .2347 .0986 .2870 .1241 
.7 .85 .72 .82 .2799 .1238 .4757 .2483 .5427 .3011 
.7 .74 .76 .78 .4293 .2240 .6432 .3927 .6991 .4503 
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Table 9. Power for three dimensional AR(2) process with imcorrelated errors 
Test 1 Ho : 3 unit roots vs. Hi: not 3 
Test 2 Hb : 3 unit roots vs. Hi: 2 unit roots 
Test 3 Ho : 3 unit roots vs. Hi: 1 unit root 
Roots OLS SLS MS 
Test Level Level Level 
mn mi2 ni2i ni22 ni3i ni32 10% 5% 10% 5% 10% 5% 
1 1 0 1 0 1 0 .0964 .0456 .0979 .0491 .1152 .0600 
1 .8 1 .8 1 .8 .1687 .0941 .2119 .1209 .2208 .1358 
1 .75 1 .8 1 .85 .1680 .0935 .2173 .1249 .2221 .1379 
.8 -.8 .75 .7 .65 .8 .8684 .7525 .9129 .8168 .9507 .8853 
.8 -.9 .75 .85 .75 .9 .7095 .5563 .7819 .6364 .8342 .7105 
.8 .6 1 .7 1 .8 .2971 .1763 .3455 .2213 .3732 .2416 
.75 .7 1 .9 1 .8 .3319 .2047 .4154 .2779 .4069 .2770 
.8 -.8 1 .8 1 .8 .4515 .2993 .5881 .4393 .5527 .3944 
.9 .85 .82 .86 1 .8 .2760 .1672 .3290 .2068 .3514 .2265 
.8 -.8 .7 .7 1 .8 .7188 .5667 .7682 .6304 .8289 .6996 
2 1 0 1 0 1 0 .0985 .0487 .0968 .0490 .1145 .0601 
1 .8 1 .8 1 .8 .1615 .0856 .1871 .1029 .2171 .1357 
1 .75 1 .8 1 .85 .1610 .0863 .1931 .1056 .2210 .1339 
.8 .6 1 .7 1 .8 .2678 .1601 .3031 .1840 .3461 .2167 
.8 -.8 1 .8 1 .8 .4387 .2871 .5647 .4118 .5451 .3799 
.75 .7 1 .9 1 .8 .3034 .1838 .3578 .2274 .3900 .2539 
3 1 0 1 0 1 0 .0975 .0482 .1008 .0487 .1164 .0600 
1 .8 1 .8 1 .8 .1692 .0980 .2056 .1188 .2271 .1393 
1 .75 1 .8 1 .85 .1732 .0991 .2121 .1224 .2288 .1420 
.8 -.8 .7 .7 1 .8 .6987 .5459 .7384 .5922 .8210 .6878 
.9 .85 .82 .86 1 .8 .2562 .1528 .2934 .1774 .3322 .2071 
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Table 10. Power for three dimensional AR(2) process with uncorrelated errors 
Test 4 Hb : 2 unit roots vs. Hi : not 2 
Test 5 Ho : 2 unit roots vs. Hi : 1 unit root 
Test 6 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
mil mi2 11121 m22 ni3i "132 10% 5% 10% 5% 10% 5% 
4 1 .2 1 .4 .5 .6 .0626 .0242 .0739 .0300 .0820 .0371 
1 .8 1 .8 .9 .7 .0325 .0099 .0466 .0152 .0480 .0196 
.82 .86 .75 .8 .6 .92 .1455 .0595 .2244 .0982 .2970 .1406 
.9 .8 .75 .85 .95 .7 .0893 .0339 .1385 .0558 .1885 .0775 
1 .75 .75 .65 .8 .7 .1437 .0606 .2011 .0913 .2357 .1086 
1 .8 .75 .85 .95 .7 .0480 .0183 .0729 .0260 .0851 .0332 
5 1 .2 1 .4 .5 .6 .0597 .0232 .0693 .0282 .0816 .0350 
1 .8 1 .8 .9 .7 .0230 .0070 .0364 .0114 .0440 .0155 
1 .75 .75 .65 .8 .7 .1122 .0435 .1554 .0637 .2078 .0898 
1 .8 .75 .85 .95 .7 .0323 .0097 .0510 .0161 .0632 .0218 
6 1 0 .5 .6 .6 .7 .0715 .0252 .0973 .0410 .1132 .0513 
1 .8 .95 .85 .9 .8 .0144 .0027 .0332 .0079 .0452 .0128 
.95 .85 .95 .85 .9 .8 .0211 .0035 .0544 .0137 .0806 .0233 
.8 .7 .65 .85 .9 .6 .1019 .0284 .2552 .0872 .3331 .1251 
58 
Table 11. Power for three dimensional AR(2) process with correlated errors 
Test 1 Ho : 3 unit roots vs. Hj: not 3 
Test 2 Ho : 3 unit roots vs. Hi: 2 unit roots 
Test 3 Ho : 3 unit roots vs. Hi: 1 unit root 
Roots OLS SLS MS 
Test Level Level Level 
mil mi2 mai ni22 ni3i ni32 10% 5% 10% 5% 10% 5% 
1 1 0 1 0 1 0 .0964 .0456 .0979 .0491 .1152 .0600 
1 .8 1 .8 1 .8 .1687 .0941 .2119 .1209 .2208 .1358 
1 .75 1 .8 1 .85 .1681 .0939 .2198 .1283 .2206 .1385 
.8 -.8 .75 .7 .65 .8 .8654 .7454 .9108 .8103 .9456 .8786 
.8 -.9 .75 .85 .75 .9 .7038 .5452 .7936 .6534 .8343 .7098 
.8 .6 1 .7 1 .8 .3345 .2103 .4100 .2771 .4335 .2967 
.8 -.8 1 .8 1 .8 .3657 .2347 .6528 .5353 .4841 .3417 
.9 .85 .82 .86 1 .8 .3139 .1959 .3881 .2598 .4076 .2805 
.8 -.8 .7 .7 1 .8 .6964 .5345 .7631 .6242 .8268 .6942 
2 1 0 1 0 1 0 .0985 .0487 .0968 .0490 .1145 .0601 
1 .8 1 .8 1 .8 .1615 .0856 .1871 .1029 .2171 .1357 
1 .75 1 .8 1 .85 .1616 .0851 .1910 .1050 .2221 .1338 
.8 .6 1 .7 1 .8 .3008 .1856 .3716 .2394 .4121 .2740 
.8 -.8 1 .8 1 .8 .3439 .2148 .6425 .5245 .4746 .3283 
3 1 0 1 0 1 0 .0975 .0482 .1008 .0487 .1164 .0600 
1 .8 1 .8 1 .8 .1692 .0980 .2056 .1188 .2271 .1393 
1 .75 1 .8 1 .85 .1731 .0986 .2149 .1241 .2277 .1439 
.8 -.8 .7 .7 1 .8 .6838 .5152 .7409 .6000 .8263 .6880 
.9 .85 .82 .86 1 .8 .2913 .1807 .3551 .2313 .3954 .2655 
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Table 12. Power for three dimensional AR(2) process with correlated errors 
Test 4 Ho : 2 unit roots vs. Hi: not 2 
Test 5 Ho : 2 unit roots vs. Hi: 1 unit root 
Test 6 Ho : 1 unit root vs. Hi: No unit roots 
Roots OLS SLS MS 
Test Level Level Level 
mil nii2 m2i ni22 mai ni32 10% 5% 10% 5% 10% 5% 
4 1 .2 1 .4 .5 .6 .0876 .0408 .0982 .0463 .1042 .0506 
1 .8 1 .8 .9 .7 .0401 .0133 .0608 .0237 .0618 .0262 
.82 .86 .75 .8 .6 .92 .1634 .0682 .2427 .1103 .3120 .1576 
.9 .8 .75 .85 .95 .7 .1047 .0407 .1594 .0716 .2112 .0941 
1 .75 .75 .65 .8 .7 .1937 .0918 .2642 .1352 .2887 .1558 
1 .8 .75 .85 .95 .7 .0719 .0286 .1079 .0469 .1136 .0525 
5 1 .2 1 .4 .5 .6 .0889 .0407 .0935 .0449 .1038 .0508 
1 .8 1 .8 .9 .7 .0314 .0102 .0485 .0174 .0557 .0196 
1 .75 .75 .65 .8 .7 .1519 .0674 .2164 .1036 .2719 .1318 
1 .8 .75 .85 .95 .7 .0489 .0155 .0769 .0280 .0882 .0373 
6 1 0 .5 .6 .6 .7 .0810 .0368 .1013 .0481 .1156 .0556 
1 .8 .95 .85 .9 .8 .0198 .0047 .0393 .0119 .0558 .0156 
.8 .7 .65 .85 .9 .6 .1107 .0311 .2591 .0924 .3294 .1279 
.95 .85 .95 .85 .9 .8 .0230 .0047 .0547 .0159 .0802 .0228 
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ASYMPTOTIC THEORY FOR CERTAIN REGRESSION MODELS 
WITH LONG MEMORY ERRORS 
A paper to be submitted to the Journal of Time Series Analysis 
Rohit Deo 
Abstract: The asymptotic distribution of the ordinary least squares estimators of a regres­
sion model with long memory errors is shown to be normal for certain regressors. This result 
can be used to derive the limiting distribution of the least squares estimators for polynomial 
trends and also of the periodogram at fixed Fourier frequencies. A weighted least squares 
estimator, which is asymptotically efficient for polynomial trend regressors is also shown to 
be asymptotically normal. 
L Introduction 
Suppose the observed process Zt follows the regression model 
zt=x'tp+yt (1.1) 
where a/j = {xti,xt2, • - •, xtp) is a lxf» vector of explanatory variables and yt is a stationary 
zero mean error process.In this paper, we study the asymptotic distribution of the least 
squares estimator (LSE) and a weighted LSE of the regression coefficients in model (1.1) 
for certain regression functions, when the errors are correlated. The regression model with 
errors which are correlated and exhibit short memory has been studied extensively (See eg., 
Grenander and Rosenblatt 1957, Hannan 1970). Short memory processes are those which 
have bounded spectral densities and covariance functions which decay to zero exponentially. 
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In this paper we consider the case where the error process exhibits long memoiy. More 
specifically, we assume that yt is a zero mean stationary sequence with spectral density /(A) 
where / (A) is of the form 
I il—2/f 
/(A) = r(A)|l-e '^ |  ,  0.5<il<l (1.2) 
and f* (A) is an even positive function, bounded both above and away from zero, and 
continuous on [—tt, tt] . The spectral density has a pole at the origin and the correlation 
function of yt decays hyperbolically to zero and is not summable. Two common long 
memoiy models that have spectral densities of the type (1.2) are fractional ARIMA models 
introduced simultaneously by Hosking (1981) and Granger and Joyeux (1980) and fractional 
Gaussian noise (Mandelbrot and Van Ness 1968). 
Yajima (1989,1991) studied the regression model (1.1) with long memory errors. He 
derived necessary and sufficient conditions for the least squares estimator (LSE) to be 
asymptotically efficient relative to the best linear unbiased estimators (BLUE). This extended 
the work of Grenander (1954) in the short memory case. Yajima also derived the asymptotic 
distribution of the LSE for certain regressors, under conditions on the cumulants of the 
white noise process of the errors. One surprising result is that in the case of polynomial 
regression, the LSE is no longer asymptotically efficient, as it is in the short memory case. 
See Grenander (1954). Though the LSE shows high relative efficiency for p = 1, the relative 
efficiency declines as p increases and H approaches 1. See Yajima (1989). 
In some cases it might be important to get efficient estimates of the regression coefficients. 
For example, the controversial question of whether global warming has taken place can be 
studied through a test of the existence of a trend in global temperature. See Bloomfield 
(1992). However,  to calculate the BLUE of the trend coefficient requires inversion of an nxn 
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matrix, which can be cumbersome, especially since examples involving long memory data 
typically involve thousands of observations.Dahlhaus (1992) constructed a weighted LSE 
which is much simpler then the BLUE to compute because the weight function depends 
only on the long memory parameter H. He showed the weighted LSE to be asymptotically 
efficient for the polynomial regression case. 
Another interesting set of regressors are of the form xa = sin {n~^27rit) and xu = 
cos (Tr^2mt), which are used to compute the periodogram of yt at Fourier frequencies. 
The behaviour of the periodogram for long memory time series at a fixed Fourier frequency 
Xi = n~^2m was studied by Hurvich and Beltrao (1993). They showed that the periodogram 
ordinates at a set of fixed Fourier frequencies were asymptotically dependent and not iden­
tically distributed.Again, this is a marked departure from the laige sample behaviour of 
the periodogram ordinates in the short memory case. In the long memory Gaussian case, 
the distribution of the periodogram at a fixed Fourier frequency is asymptotically that of a 
weighted linear combination of two independent chi-squared variables. Hurvich and Bel­
trao also studied the asymptotic relative bias in the ordinary periodogram and the tapered 
periodogram as estimators of /(•), at fixed Fourier frequencies. Using the cosine bell taper 
(Bloomfield, 1976, pg. 84), they showed that the tapered periodogram has less asymptotic 
relative bias than the usual periodogram. This result is of practical importance for frequency 
domain estimation methods in long memory time series. See Dahlhaus (1988). 
In this paper, we assume that the error process is a linear long memory process \wth 
a spectral density of the form (1.2). Under assumptions on the fourth moments of the 
variables of the linear process, we obtain a central limit theorem for certain weighted linear 
combinations of the long memoiy process. Using this result, we obtain limiting normal 
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distributions for the LSE and the weighted LSE of Dahlhaus for the polynomial regression 
case. Furthermore, this result is shown to hold when the weights are estimated from the 
residuals of the least squares regression. This allows one to obtain confidence intervals 
for the regression coefficients, which are easy to construct and asymptotically equivalent to 
those computed from the BLUE. Our result gives the asymptotic distribution for the tapered 
periodogram at fixed Fourier frequencies for the non-Gaussian case and for a general class 
of taper functions. We also give a closed form expression for the asymptotic relative bias 
of the tapered periodogram, extending the result of Hurvich and Beltrao (1993). 
We first state some results that we will need to obtain our limit theorem. 
2. Fractional Brownian Motion 
Let BH (S) be a stationary Gaussian random process with mean zero and covariance function 
E{BMBH (X)} = .5{T/2^  + - IX - YF") 
where B h (0) = 0 and H  G (0.5,1). Then B h (s) is called fractional Brownian motion.See 
Mandelbrot and Van Ness (1968) for more details. 
The concept of stochastic integration with respect to Brownian motion is discussed by 
Doob (1953). We now define stochastic integrals with respect to fractional Brownian motion 
in the same spirit. Let g{x) be a deterministic left continuous step function on [0,1]. Then 
there exists a partit ion O = ao<ai<.. .<am = l  and real numbers {cj} i  = 1,. . . ,  m 
such that 
g(x) = Ci Ui-i < X < Qi, i = 
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Define 
fi JUL 
/ g{s)dBH (s) =Y^Ci {Bff (oj) - Bh (oi-i)} (2.3) 
Then 
£7{jr'5(s)dbh(5)}=0 
and 
var jjt g{s)dBH (s)| = ~ 
m—1 m 
+ 53 £ ~ Ot-l)^^ + (®i-l ~ + (aj-i — + (Oj — 
i=l j=i+l 
=  2 H ( 2 H - l ) f  f  g { x ) g { y ) { x  -  y f ^ ' ^ d y d x  (2.4) 
Jo Jo 
We now extend this definition to more general functions g{-). Let g(x) be a positive 
deterministic function, continuous on (0,1) such that 
Ng{x)g{y){x - yf"~^dydx < oo 
(A sufficient condition for this is that Jq g'^{x)dx < oo for some q > {2H — 1)"^). By 
Theorem 1.17 of Rudin (1986) and the continuity of g{-), there exists a sequence of non-
decreasing left continuous step functions ^m(®) such that 
JiSo/ \9{x)-9m{x)\dx = 0 (2.5) 
and hence 
m%^ ooJo l5n(®)-fl'm(a;)|da; = 0 (2.6) 
Thus by (2.3), (2.5) and the dominated convergence theorem 
mS^Joo {Jo ~ 9m{ s )}dBH (s)) = 0 
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and the sequence /J gm{s)dBH (s) is Cauchy in mean square and conveiges in mean square 
to a random variable. We denote this limit random variable by fg g(s)dBff (s). Note that 
the limit random variable is Gaussian. The definition can be extended to functions that 
can be negative by the familiar device of expressing them as the difference of two positive 
functions. 
3. Limit theorems 
Let the process t/t with the spectral density (1.2) be a linear process 
OO 
yt = Y^Oiiet-i (3.7) 
1=0 
where 2nd the sequence is i.i.d(0,(T^) with E{et} < oo. Furthermore, 
assume that Var{Y^x yt} ~ ri^^L (re), where L (•) is a function slowly varying at oo. See 
Feller (1971, pg. 276). Define the process 
[ns] 
Yn (s) = 0 < s < 1 (3.8) 
i=l 
The following result is from Davydov (1970) and Taqqu (1975). 
Theorem 3.1 For the process defined in (3.8), 
Yn{s)=^<T{H)BH{s) 
where 
We now state our primary result. 
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Theorem 3.2 l£t  ^(•)  be a continuous function on (0,1) such that [a; (1 — x)]° ^ (a:) is 
hounded on [0,1], where a < min(0.5, q~ )^ and q — max(2, {2H — 1)"^ ). Then 
w„ S (« +1)-" ff (if) jT' a W<iBH (s) 
where a (H) is defined in Theorem 3.1 and yi is defined in (3.7). 
FrooC We will prove the result only for positive functions. By Theorem 1.17 of Rudin 
(1986), there exists a sequence of non-decreasing left continuous step functions gm which 
converges to g everywhere and hence g — gm converges to zero in L^. Let 
Wnm = (n. + 1) ^29m Vi 
= f 9m ( s )  dYn+i ( s )  - ( n  + 1)"^ (1) y „+i. (3.10) 
Jo 
Let fm = g — gm and Dnm = Wn — ^nm- Since |7j; {h)\ < (Theorem 2.1, Beran 
1994) where 7^ ( h )  is the a.utocovariance function of yt,  
(3.n) 
Using the Cauchy Schwarz inequality and the L' convergence of fm to zero, we get 
lim lim E (= 0 (3.12) 
m—•oon-*^oo i.  ^
Since gm is a left continuous step function, we can express fo gm (s) dYn+i (s) in the form 
(2.3) and hence by Theorem 3.1 we obtain 
gm (s) dF„+i (s) ^  a {H) £ gm (s) dBn {s) (3.13) 
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plim (n + 1)"^ g„i (1) Pn+i = 0 (3.14) 
n—*oo 
and 
(s)  dBn (s)  a (H) J^g{s) dBn (s)  (3.15) 
in mean square. The result follows by (3.11)-(3.15) and Proposition 6.3.9 of Brockwell and 
Davis (1987). 
The following results are obtained by applying Theorem 3.2 in conjunction with the 
Cramer-Wold device. 
Corollary 3.1 Suppose the model (1.1) holds where yt satires (3.7), x't = 
and  ^ .^ Pp)' 6 BP. Lst be the LSE estimator of /? and X — where 
Xij  = and Dn = [diag {X'X)f^.  Then 
^-(h-0.5)^^ ^ y-lU (2.16) 
where 
U^a{H) (jt'go (s) dBtj  (s), • • •, 9P-I {S)dBn (s))' 
Pi(s)=s*"^ i  = l , . . . ,p-l  
and 
V=((ui,)) with Vij= 
Bemark 3.1 Yajima (1991) obtains Corollary 3.1 assuming the existence of all moments of 
yt. His theorem provides a limit distribution for a larger class of regressors. 
Corollary 3.2 Let the assumptions of Corollary 3.1 hold 
Let Wk,H (®) = a {^x(l — A: = 0,1, Let W be an n x n diagonal matrix 
70 
with element wq^h LstY = {yi,... X = ((xij))„^p where Xij = and 
Pn = diag{l ,n~^, . . . ,  Define 
p-/3 = {X'WXy^ X'WY (3.17) 
Then 
where 
and 
E = a-(H) wo,H (s)  dBn ( s ) , . . . ,  j T  ( s )  d B n  ( s ) ^  
^ = ((oij))  = f Wi+j-2,H (x)  dx 
Jo 
(3.18) 
Remark 3.2 Dahlhaus (1992) showed that the weighted LSE (3.17) is asymptotically effi­
cient for polynomial regression. 
The next theorem shows that Corollary 3.2 still holds when the weight function is based 
on an estimate of H, which converges to its true value at the rate That such an 
estimator can be obtained from the residuals of the least squares regression has been shown 
by Yajima (1988). 
Theorem 3.3 let the assumptions of Corollary 3.2 hold Let H he a consistent estimator 
of H. let /3 he the weighted LSE (4.10) computed using H. Then nv Pn  ^ — 
A-^E 
A A 
ProoC Let W denote the matrix W computed using H. We will show that 
(3.19) 
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The rest of the proof follows along similar lines. Denote the j— element of 
rr^PnX' (w— Y by m, and let ai„ = (l — ^)- Then by a Taylor expansion 
H-H for some 0 < £ < .5 
hii=i"-" g «{"i," - v\ 
< Op (1) ^ (;r^) for eveiy 5 > 0 
= op (1) 
since 0.5 < H < 1, jB{|yi|} < cx3 and [x(l — da; < oo for every 5 > 0 
and j > 1. 
Bemark 3.3 Dahlhaus (1992) proved a slightly stronger version of Theorem 3.3, under 
the added assumption of normality. He showed that one needed only an nP consistent 
estimator of H for Theorem 3.3 to hold, for any p > 0. Such a result will be useful in a 
semi-parametric setting, where one is unwilling to make any assumptions about the spectral 
density f (•) other than those about its behaviour at the origin. Robinson (1992) provides a 
non-parametric estimator of H in this setup and shows that it converges to the true value 
at a rate slower than n" ®. 
Our final application of Theorem 3.2 is to obtain the limiting distribution and asymptotic 
relative bias of the tapered periodogram at fixed Fourier frequencies. 
Corollary 3.3 Let Qn (•) cmd g (•) be a sequence of functions continuous on [0,1] such that 
sup \g (x) - (x)l = O Let G? = ESri 5n (""^0  ^G2 = fo 9  ^(x) dx. Define 
0<a:<l 
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the normalised tapered periodogram to be 
where xuj = rr^ 2-Kj andyt satires (3.7). Then 
I^(wi)^a\Zl + (4Zl (3.20) 
where 
al = {2wG2f* (0))"^ cr^ (H) jT g{x)g {y) cos {27rjx) cos {2Trjy) \x  -  dxdy, 
al  = (27rG2/* (0))"^ (H) jT jT g{x)g {y) sin {27rjx) sin {2Trjy) \x  -  yf"~^ dxdy 
and Z\ and Zi are bivariate normal variables with zero mean, unit variance and correlation 
p = (27rG2/* (0))"^ (H) [  f g (x) g (y) sin {27cj {a; + y}) \x -  yf^~^ dxdy.  
Jo Jo 
When g (•) = l,we obtain p = 0 and Zx artd Z-i are independent. Furthermore, if we assume 
that the coefficients cui of (3.7) sati^  
lim lajl < oo (3.21) t-+oo 
then 
E {Jn (taj)} = al + al (3.22) 
= (27rG2/* (0))"^ cr^  (H) g (x) g (y) cos (27rJ {x + y}) [x - dxdy 
ProoC The distribution result follows directly from Theorem 3.2. The asymptotic bias result 
follows because the fourth moment of expressions of the kind n~^ I^2=i 'hnVt, where otn is 
a bounded array, is bounded for all n. See the Corollary to Theorem 25.12 of Billingsley 
(1986) and expression 6.2.5 of Theorem 6.2.1 of Fuller (1995). 
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QUASI MAXIMUM LIKELIHOOD ESTIMATION FOR 
CONTAMINATED LONG MEMORY TIME SERIES 
A paper to be submitted to Annals of Statistics 
Rohit Deo 
Abstract: We assume that an observed process is the sum of a Gaussian long memoiy 
signal and an independent noise process. The asymptotic distribution of the parameter 
estimates obtained by treating the observed data as Gaussian are shown to be asymptotically 
normal. This extends eariier known results for the Whittle approximation to the likelihood 
in the short and long memory case. The result is useful in modeling stochastic volatility in 
fmancial data, in which long memory processes are used to model the variance. 
L Introduction 
In this paper, we consider parameter estimation for an observed time series Zt, which is 
the sum of a signal and an independent noise process. We assume that the signal It is a 
stationary zero mean Gaussian process with spectral density g (•) which is of the form 
I .XI-2D 5(a) =5;(a)|l-e*^| 0<d<0.5 (1.1) 
where (A) is a positive even function indexed by the parameter vector /3, bounded both 
above and away from zero and continuous on [—vr, TT]. The spectral density has a pole at the 
origin and the correlation function of Vi decays hyperbolically to zero and is not summable. 
Such processes are said to exhibit long memory in contrast to short memory processes. The 
spectral densities of short memoiy processes are bounded and their correlation functions 
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decay to zero exponentially. Examples of short memoiy processes are stationary ARIMA 
time series. Examples of processes with spectral densities of the form (1.1) are fractional 
ARJMA. models, introduced simultaneously by Hosking (1981) and Granger and Joyeux 
(1980) and fractional Gaussian noise (Mandelbrot and Van Ness 1968). 
If the spectral density (•) of the observed series Zt is specified by the parameter vector 
0, a common estimator of 0, is the estimator On, obtained by maximising the Whittle (1953) 
approximation to the Gaussian log likelihood. The approximation is 
Lw {0) = - (47r)-^ jT |log47rV9 (A) + 
where /„ (A) is the periodogram. 
n = (-7r, 7 r ) ,  (1.2) 
In (A) = (27rn) -1 ^Ztexp{—iXt) 
t=i 
2 
(1.3) 
The asymptotic distribution of when the signal Yi is a short memory process may be 
obtained from the work of Dunsmuir and Hannan (1976), Dunsmuir (1979), and Hosoya 
and Taniguchi (1982). Under the assumption that the signal is a linear process though not 
necessarily Gaussian, they showed that On is asymptotically normal. A similar result, when 
It is a long memory series with an unbounded spectral density of tiie form (1.1), may be 
obtained from the central limit theorem of Heyde and Gay (1993). 
Dahlhaus (1988) points out that when the spectrum of the process has peaks, the small 
sample behaviour of On may be poor compared to that of the estimator obtained by max­
imising the Gaussian likelihood. He attributes this to the "leakage effect", caused by a, 
possibly large, positive bias in J„ (A) at the peaks of fe (•). To avoid the leakage effect, 
Dahlhaus suggested that the ordinary periodogram be replaced by the tapered periodogram. 
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The tapered periodogram is given by 
^ 9^fr £ v^texp(-at) 
Z7m2,n t=l 
2 
(1.4) 
where 
n 
»2,» = e'^" (1.5) 
t=l 
and kt^n is a sequence of real numbers. Hurvich and Beltrao (1993) have studied the 
asymptotic relative bias in both (A) and (A) as estimators of fg (•), at low Fourier 
frequencies. The leakage effect may be expected to be the worst at these frequencies, since 
the spectral density fg (•) is imbounded at the origin. Using the cosine bell taper (Bloomfield, 
1976, p. 84), Hurvich and Beltrao showed that the tapered- periodogram showed a smaller 
asymptotic relative bias than the periodogram, except at the first Fourier frequency, where 
the bias of the tapered estimator was larger than that of the periodogram for values of d 
close to 0.5. 
In this paper we study the asymptotic distribution of the quasi maximum likelihood 
estimates obtained by treating the observed process as Gaussian. The limiting distribution is 
obtained for noise that may not be distributed normally. In section 2 we describe the model 
and give an example in which it applies. Section 3 contains the main result with the proofs. 
2. The model 
M + ^  + Ct ^ 2, n, 
where {li}~ is a normal FARIMA(p, d, q) process, i.e., {Yt} satisfies 
cf>{B){l-BYYt = e{B)et ,  
(2.6) 
(2.7) 
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where B is the backshift operator, and <f> and 9 are polynomials of degree p and q, respec­
tively, that do not have any zeros in common and do not vanish within or on the imit circle. 
The {et} are iidiV(0, d eQd = Mio, <^20] C (0, 0.5), cr^ € [afo, a^] C (0, 00), and 
(ai, Op, /3i, Pg) € Qq0, where (aj, Op) and {Pi, /?,) are the coefficients of 
the polynomials 4> and 6, respectively, and Qap is a compact convex subset of such 
that the above conditions on 0 and 6 are satisfied. Let G = kio, X ©rf X Qaff and 
0 = (cr^, d, ai, /3i, Pq). Let {^i} be iid (0, c), where c is a known constant. 
Let E < 00 and assume that {Yt} and {^t} are independent. Since and {^t} are 
independent, the spectral density of {Zt} is 
fz {x, 0) = fy {x, 9) + (27r)"^ c, (2.8) 
where /y denotes the spectral density of {>!}. We note that fz satisfies conditions (^42) — 
(i49) of Dahlhaus (1989). We shall abbreviate fz {x, 0) to fe. 
An example in which (2.6) applies is in modeling financial data like stock returns. It 
is known (Harvey 1993) that the squares of such data are serially correlated over time. 
One way to model this correlation is through the stochastic volatility model, in which the 
observations are assumed to satisfy the equation 
xt = CFt^t ~ iid (0,1) (2.9) 
where 
al = £r^exp(/ii) 
and ht is independent of et. The model (2.9) may be linearised by taking the logarithm of 
the squares. If /if is assumed to be a FARIMA process, then we get model (2.6) for the 
logarithms of a|. 
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Bemark 2.1 Our assumption in model (2.6) that the variance of the error term is known is 
mathematically unnecessary and our proof goes through if the variance is to be estimated 
However, since the asymptotic variance covariance matrix involves the fourth cumulant of 
the error term, -which cannot be estimated consistently, the assumption that the distribution 
of the error term is known permits us to obtain an estimated asymptotic variance covariance 
matrix of the parameter estimates. 
3. Principal results 
In this section we consider the asymptotic distribution of the quasi maximum likelihood 
estimator. The estimator, denoted by 0„, is obtained by minimising the negative of the 
likelihood 
in (0, ^n) = (2n)-^ logdet {T„ (fa)} + (2n)-' (Z - Z^l)' (/«) (Z - Znl) , (3.10) 
where 
Z = (Zi,Zj satisfies (2.6), 1 = (1,1)', 
T„ i f g )  =  ( f e  (a;) exp ( i x  ( r  -  s ) )  
is the n X n covariance matrix of Z, fg satisfies (2.8), and is the sample mean. 
Our principal result is Theorem 3.1. The proof uses lemmas and theorems which are 
given after the primary result. In all proofs K will denote a generic constant. For a twice 
diflFerendable function /ig : © ^ iR, we let 
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where R = dim 0. We will also make use of the fact that for an n x n matrix A (9), whose 
elements are continuously differentiable functions of 9, 
See Davies (1973). 
Theorem 3.1 let model (2.6) hold caid let On minimise (3.10). Then 
(^n - 0o) ^ (O, G-^DG"^). 
•where 
G = (4^)-' £ (V/..) /i;', 
and 
D = (4jr)-" (V log f,„) (V log U 
+ (16»^)"' (jT (2x)-' (jT (27r)-" . 
where K.^  is the fourth cumulant of 
Proo£ By a Taylor expansion 
0 = VL„ [0, Z„) = VL„ {Bo, Zn) + {0\ Zn) (©„ - 0o), 
where 9* is between 0 and 0o. By Lemma 3.2, 
V^VLniBo, ,io)^N{0,B). 
By parts (i) and (iii) of Theorem 3.2 of Dahlhaus (1989), 
(vln (00, a^o) - vl„ (00, zn)) = op (1) 
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and 
sup Iv'in (0, Z„) - {e, /lo)l = Op (1) . 
g I V / I 
By Theorem 5.1 of Dahlhaus (1989), 
( ^ 0 , =  G  ( 3 . 1 1 )  
Using a Taylor expansion and an argument similar to that used for Lemma 5.4 , part (c) of 
Dahlhaus (1989), we get 
(9*, /zo) - (00, /^o)| < ||<9„ - 0o|| n'Wn (3.12) 
for all 5 > 0 and Wn = Op(l). Thus, by (3.11), (3.12) and Theorem 3.2, 
P^]^V2L„(0%;zo) = G (3.13) 
and the result follows. 
In Lemma 3.1 we prove that the estimator is consistent. 
Lemma 3.1 Let model (2.6) hold and let On minimise (3.10). Then 
p lim On = 00. 
n—*<x> 
where OQ is the true parameter value. 
ProoC We prove that 
{Ln (01, fM>) -  Ln (00, //o)} = 0, (3.14) 
where fio = E{Zi}. The rest of the proof follows from Theorem 3.1 of Dahlhaus (1989). 
The quadratic form in (3.14) can be decomposed into quadratic forms in Y and We 
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consider first the quadratic form in Y. Let Syy =var^o (Y), where Y = {Yi, 1^)'. 
Then 
Hm V',, {n-'Y' [T;' (/,.) - T;' (/„)] Y) 
= {(t;' (/».) - T;> {/«,)) Syy} 
= Urn 2uHr [{ (T;' (/,,) - T;' {/,.)) T„ (M 
= JM 2n-'(r [{{T;' (/,.) - T;' IF J) T„ {/,,)}'] 
+Jhn 2c'n-2ir [{T"'  (/ . .)  -  T;'  (/«.)}']  
-4c Bm n-'ir [T;' (/,.) -T;' (A„)] T„ (/,.) [t;' (/„.) - T;' (/ft,)] (3.15) 
where we have used Tn (fe) = Syy {9) + cl. The first term after the last equality is the 
same as that just above expression (3) of Theorem 3.1 of Dahlhaus (1989), and has limit 
zero. Since fa is bounded away from zero for all 9, 
Ai„,e<iC<oo i  = l,  2, 
where Ai„,e are the roots of T~^ (fe) (Brockwell and Davis 1987, Proposition 4.5.3). Thus, 
Um {T;' (/.,)} = Um n-'(r {t;' (/,,)} = 0 (3.1«) 
and 
Jimr!-^|tr{T;'(A)T;'(A.)}| 
[t;® (/«.)] }"' = o-
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Hence, the second term in (3.15) has limit zero. Expanding the third term in (3.15) shows 
it to be 
-Ac^n-Hr {T;:^ (/ej T„ ife,) (/«,)} 
+8c^n-Hr[T-^{fg,)} 
-4c^lim (fg^)}. (3.17) 
The last two terms of (3.17) have limit zero by the same argument as in (3.16). Since, by 
Lemma 5.3 of Dahlhaus (1989), 
=0(n') (3.18) 
for some 0 < e < 1 and all 0i, Oq, the absolute value of the first term of (3.17) is bounded 
by 
4c Urn [T;'« (/,.) T„ (/,,)] (r {t;' {/,.)} = 0 
by (3.18). Hence, the third term of (3.15) has limit zero. Consider now the quadratic form 
in ^ appearing in (3.14). We have 
Um Mr [r-' (/.,) - r-i (/„.)]«} 
< /f hm n-v {2^' (a.) - t„-' {my = 0 
because the have finite fourtii moments. Finally, we consider the bilinear form in Y 
and ^ that appears in (3.14). Using l^(Y'A^) = V{E (Y'A^|$)} + (Y'A^I^)} = 
0 + S($'A'SyyA^),weget 
Um v{n-'r [T;' (A.) - T;' (/,,)]«} 
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= Urn m-V {[t;' {M - t;' (A,)] 
Sry[T;l(/,.)-T;i(/..)]} 
= cn-V { [T;' iM - T-' (/,.)] 
T„ (/„)[!;;'(A.)-T;'(/„)]} 
-jto ff'n-vlt;' (/»,) -t;' {/«,)}' 
= 0 
as shown in (3.16) and (3.17) above. 
We now prove that §„ converges to 9o at the rate n~^ for some /3 > 0. This is required to 
prove the convergence (3.13) of the second derivative of the log likelihood in the neighbour­
hood of 00- Since we no longer have Gaussianity, we are unable to use the equicontinuity 
result for quadratic forms in Graussian variables that Dahlhaus (1989) proves to achieve this 
purpose. 
Theorem 3.2 l£t model (2.6) hold and let minimise (3.10). Then 
p lim nP pn - ©oil = 0, 
n—»oo 11 II 
where 0 < 0 < 2"^ min (o.5 — do, [2 (1 + -R)]"^) and R equals the dimension of 0. 
Froo£ We prove this in three steps. First, we show that L„ {O, — Ln{9, fio) goes 
to zero sufficiently fast. Second, we show that L„ {0, pa) — E {L„ {0, fio)} goes to zero 
sufficiently fast. Finally, we show that E {L„ {9, fio) — Ln {0o, fM))} is positive for large n 
for 0 outside a shrinking neighborhood of 0o. Recalling that /A) denotes E {Zi}, 
| l„  (0 , z„ ) -  {0 ,  /Xo)| < |71-1 (z - i fg) 1 (/io - Zn)\ 
85 
+ |(27i)-'(#<o-2„)'l'T;'(/,)l 
< ((z - (/,) (z - ^1))"" \z„ - (i't;' {/«) i)"' 
+ (2n)-'(Z„-n,yiWt)l .  
Since inf /e > iiii > 0 for some Ki, using Proposition 4.5.3 of Brockwell and Davis (1987) 
0 
gives 
supAmax (T"^ (/e)) <K <oo (3.19) 
where (A) denotes the largest characteristic root of the matrix A. Fix a such that 
2/3 <a< min (o.5 — do, [2 (1 + i2)]~^). From the bound 
sup |L„ (ff, Z„) - L„ {9, Ato)| < K (Z - //QI)' (Z - \Zn - Ato| 
+2-1 [Zn-fX^)' 'K 
and using the fact that = Op (1) (see Yajima (1988)), we get 
n°sup |L„ (0, (9, fXo)\ = Op (1). (3.20) 
We now prove that 
Tl® sup |L„ {e, fM))-E {Ln {9, //o)}| = Op (1), 
ee&i 
where 0i = {0 : ||0 — 0oll < and ri is defined in Lemma 3.4. To do this, we first 
establish a rate for V {L„ {9, /^o)}- We restrict attention to 0 € ©i. 
V {Ln {9, fio)} = VE {Ln {9, iio) 1^} + EV (0, iMy) } 
< Kn-^ V$!T-' ife) ^  + KnHr^ ir-' (/,) Syy)'} 
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+Kn-Hr{T-'ifg)J:YYTnHfe)} 
< Kn-Hr {T;2 (/,)} + Kn-Hr |(/,) Syy)'} 
+Kn-Hr {t;:^ (/,) SyyT-^ (/«)} (3.21) 
where Syy = Ve, (y), Y = {Yi,..., y„)'. By (3.19), sup (T'^ (0)) < K Hence, for 
e 
the first term in (3.21), 
supn~V |T~^ (/g)} = O (n~^) . (3.22) 
Also, for the second term in (3.21), 
n-Hr { (t;1 (/,) -Syrf] = n^tr { (a) s^)'}. 
But f0>K |a;|-2<io+2ri+5 ^11 0 £ ©j and all (5 > 0. (See page 1758, Dahlhaus 1989). 
Thus, 
sy^'yt"^ (/e) ^ YY < (K 
and by Theorem 5.1 of Dahlhaus (1989) and Lemma 3.5 
sup rrHr I(T;^^ {fe) < sup nrHr | (^ k j 
< n-^tr |(t;^ (K syy)^| 
= O (tT^) (3.23) 
thus bounding the second term. Using Theorem A.4.7 of Anderson (1984) and the fact that 
Amax (Syy) < K < OO, WQ get 
supn-V {T-'{fg)ByYTZHfe)} 
fleei 
= sup n-Hr (fg) SyyT;^ ifg) 
a c d .  ^  *  0601 
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< sup re-^A^ax (spj,) ^ir |(T;^ ( f g )  Syy)^|^ 
= O (n-^) (3.24) 
by the same argument as above. Thus, by (3.21), (3.22), (3.23), and (3.24) we get 
sup V (Ln (0)) = O (TT^). Let 5 > 0 be given and set €„ = n~^. By definition (3.3) 
flegi 
and Lemma 4.1 of Pollard (1990), ©i C where kn < Kn^^, 0i € ©, and 
Ain = {0: 11^ - 0i|| < €n}. Now 
n°' sup \Ln {0, fJ<i)-E {Ln {0, /io)}l 
9601 
< ri'' |ln {0i, fJo)-E {!„ {0i, /xo)}i 
+71°^ sup |L„ {0,  ^ o) - E {L„ (0, fJa)} 
egei n>ii„ 
—Ln (0,, Mo) + E {Ln (0i, /io)}| 
< n" \Ln {0i, fJo)-E {Ln {0i, /io)}| + n°' max e„K (3.25) 
by using the bound for expression (4) of Dahlhaus (1989), where {K} is a sequence of 
random variables such that E {K} = O (1). Thus, by (3.25) 
P [72°= supflgei \Ln {0, lio)-E {Ln {0, /io)}| > 5] 
< P  n°' \Ln {0i, iMi)-E {l„ {0i, /io)}| > 0.55 4- P [n'^ €nVn > 0.56] 
and 
< + Kn-'^E {Vn} 
i=l 
< i<'n-^+2a+2ar^^^-a 
n"' sup \ L n  { 0 ,  f i o ) - E  { L n  ( 0 ,  yuo)}| = Op (1). (3.26) 
0e0i 
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We now show that E{L„ {0, //o) — Ln (^o, A'o)} is positive for large n and 0 outside 
a shrinking neighboiiiood of OQ. By a Taylor series expansion and using the fact that 
^ (B{L„ (e, W))})^, = 0, we get 
B{I^(e,lio)}-E(i„(»„, ,^,)} = (9-e„)' {A. (», «,)}) (f - So) 
where 0* is between 0 and 0Q.  Hence, by using Lemma 3.4, for (5i > 0, there exists Mi>0 
such that 
a ^ {^n (0, fJo)} -  E {Ln {00, fM))} 
nP\\a-eo\\>Si 
ee&i 
>6^71'^^ M a„un,n(®) 
> 6ln-^^Mi for all ra > iVi (3.27) 
for some integer Ni, where ( 0 )  is the smallest characteristic root of 
For the given 6i > 0, let 62 = Ar^SlMi. Given e > 0, by (3.20) and (3.26), there exists N2 
such that 
sup \Ln (0) — ELn (^)l < n °'62 
6e&\ 
> 1-e  
and 
sup |l„ (0, Zn) -Ln{0)\<n '^82 dsgi i ^ i >  l - €  (3.28) 
for n> N2. Now we combine the above results to finish the proof By elementary algebra. 
inf Ln (0, ^N) Ln (^ 00, -^ N) 
eeOi 
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— inf Ln {0, fio) — Ln {00, fJn) + L„ {o, Zn) 
n^\[e-eo\\>Si 
ee&i 
—Ln {0, Pa) + Ln {00, IMi) — Ln (0Q, Zr^  
n^i|9-eoll>«l flesi 
+ inf E {Ln {0, /zo)} — E {L„ {0o, /io)} 
np|10-0oi|>^i 
0601 
+E {Ln {00, /A))} — Ln {00, /Jo) 
+ inf {Ln (0, Z„) - Ln {0, /io)| 
n^ ||0—So||>5i  ^  ^ J 
flesi 
+ inf |L„ (00) fMi) — Ln (00, •^n)} • 
n^l|0-eoll>^i \ /j 
0601 
Thus, for n > max(iVi, JV2), using (3.27) and (3.28) 
inf Ln (0, Zn") Ln {00, > 0 
n^ ||fl-eo||>«l V / V / 
. flesi 
>P ^ inf Lni0,Zn)-Ln(0o,Zn)>n-^HlMr-82n-'' 
n^ ||0-eo||>5l V / V / 
eeoi 
>  1 - e  
But by Lemma 3.1, 
and the result follows from Lemma 5.5.1 of Fuller (1995). 
We now prove asymptotic normality of the derivative of the likelihood with respect to 
the parameter vector. Define Z = {Zx, Zn)', Y = {Yi, Yn)' and 4 = (6) —> ^n)'-
For a differentiable function /i: © —> iif?, let 
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and Vh = (Vj/i,... Vij/i)'. Let 
Aoi = T;^ (/fl)T„(Vi/«)T;M/fl) i = 
and 
Syy = yeo(i")-
Lemma 3.2 let model (2.6) hold Then, 
ni/2vl„(0o, fm>)^nio, d), 
where 
D = (4jr)-' jT (V log/^) (Vlog A„)' 
+ (iffer^)"' K, (£ (2x)-' cV/j;") (£ (2;r)-' cV/„;')' 
wAere K4 is the fourth cumulant of i^. 
FrooC From Dahlhaus (1989), page 1757, we have for z = 1,..., JE 
vil„(do,/zo) = (2n)-^tr{T-^ (/,o)T„(Vi/eo)}-(2n)-'(Z-/iiol)'A,3i(Z 
= (2n)-' tr {Ag,i (Syy + d)} -  (2n)-' (Y + $)' (Y + 
= (2n)-^ {tr {Aeoi^yy} - Y'Ag,iY - 2Y'Ag,i$} 
+ (2n)"^ {tr {cA^oi} -  ^'Agoi^}. 
Thus, for any real numbers {rj}, i = 1,2,..., JJ, 
l^riviln {00, ato)| 
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= jfr (rfasoi) syy| 
-Y' (Z'-iA..') Y - 2Y' 
' jir |c fenA»„A I - f ferjAnoA 
= m"' (g--'^') 
+ (2™*") < ^ ri w j «' ( Xi ,.,) < 
= Hin + Hin-
We first establish the conditional distribution of Hin given Let 
b 
u = y + ^  
and 
D = {2-n}''^) B. 
Since Y and ^ are independent, 
U|$~JV(t Syy). 
Also, 
Hin = -U'BU + E {U'BU|$}. 
Thus, 
E{Hinm=Q 
and 
y(fi„|0 = 2tr{(bsyyf}+4^'bsyyb^ 
jyy 
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= (2n)~^ jtr Syy Sv 
syy ^^tjaffoi^ ^| . (3.29) 
After expanding the first term on the right of (3.29), we see that Theorem 5.1 of Dahlhaus 
(1989) applies and the first term converges to 
=Vi,  (3.30) 
where /e.y is the spectral density of Yt. The expected value of the second tenn in (3.29) is 
vT^ctr 
= rT^ctr i tiaflofsyy^ rf aooi^ t„ ((27r)"^) | (3.31) 
Again, expanding the brackets in (3.31) and using Theorem 5.1 of Dahlhaus (1989), gives 
the limit of the expected value of the second term in (3.29) to be 
f  R  \  ^
C £je-o'fooy = V2. (3.32) 
The variance of the second term in (3.29) is bounded above by a multiple of 
I (E ^yy ''iI , (3.33) 
which converges to zero by Theorem 5.1, Dahlhaus (1989). Hence, by (3.30), (3.32) and 
(3.33) 
pumf(iri„|0 = vi + v2 
and there exists a subsequence {rim) and a set S2 such that P {S2) = 1 and 
]imV{H,r.J^) = V^ + V2 
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on S2. For r > 2, the r-th cumulant of the conditional distribution of Hin given ^ is (see 
page 55, Searle (1970)) 
Kr = 2'-i(r-l)![fr{(bsky)'-} + r^'b(sykb)'-'^] 
= 2"^ (r - l)!n-'-/2 [tr {(DSyy)""} + r^'D (SyyD)*-' . 
By Theorem 5.1, Dahlhaus (1989), ^Im n~''/''tr{(D53yy)'"} = 0. 
cn-''/2tr {d (SyyD)'""^} = Jm E (SyyD)'""^!} = 0 
and 
V (SyyD)'""^ $) < Kn-'-^^nrHr {d (SyyO)'"^}^ = O . 
Thus, by the Borel Cantelli lemma, there exists a set Sr such that P(Sr) = 1 and 
lim Kr = 0 on Sr for all r > 2. Let S = f) 'Sr- Then P (5) = 1 and by the cumulant 
n->oo r_2 
method, 
bjn < 1^6, = $ (x(yi + 2^}-^ ) a.s. (3.34) 
for all X € 11, where $ is the standard normal distribution function. 
We now derive the limiting distribution of Jl2n- To do this, we approximate ffsn by 
another sequence Hsn. Let 
ffsn = (2r!"')"' |tr |c (E'-'P'.i) | " «• (E''®''") «} • 
where Fggi = T„ (-V, (47r2/eJ~^) i = Then E {H^n -  -ffsn} = 0. Also, 
n-V - ^ 'Feoi^ } < n'Ktr 
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< Kn ^ (tr -  2tr {A^oiFfloi} + ir {Fl^i}) .  
By Theorem 5.1, Dahlhaus (1989), 
and 
n Hr {AeoiFfloi} = (27r) ^ (47r2) ^ (Vi/eJ^. 
By the theorem on page 64, Grenander and SzegO (1958), 
{f|^ j = {2ir)~^ /g"/ (47r2) ^ (Vifeof. 
Thus, by (3.35), (3.36), (3.37), (3.38), and (3.39), 
n-i/2 - Feoi) ^  -  ctr {Ag,i -  F,„a] = op (1). 
A similar argument holds for the second component of ii/zn — -Hsn and, hence, 
hin — hzn = op (1). 
But 
where 
i?3n ^ iV(0,1^3) 
V3 = (47r) -1 (27r) ^ cfg^^ {^riVife, 
i=l 
+ (l67r2) ^4 £^i2Tr) ^ cfg^^ (^^nVifeo^ 
(3.35) 
^l^n Hr {a|^J = (27r) ^ (47r2) ^ (3.36) 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
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and K4, is the fourth cumulant of by Theorem 2 of Giraitis and Suigailis (1990), since 
their condition (1-6) can be easily verified by using the theorem on page 64 of Grenander 
and Szego (1958). The lemma now follows from (3.34), (3.40), (3.41) and Lemma 3.3. 
Lemma 3.3 Let {5^} and {X„} be sequences of random variables on the same probability 
space (£2, F, P). let gn {Xi, Yi, Yn) and /„ (Fj, Yn) be a sequence of ran­
dom variables such that 
(i) U{Yi,...,Yn)^ N{Q,ai). 
(ii) For every subsequence there exists a sub subsequence rim  ^ such that 
for all X e M, where # is the standard normal distribution function Then 
/ . \ / /n(yi, . . .^Yn) 
^ Qn (-^1) •*•: Yi, in) J 
N 
V 
0 
0 
^ 2 n a( 0 
0 cto // 
n-oo£ Denote Qn {Xi,X„, Yi, Yn) by gn and /„ (Fi, Yn) by /„. For any pair of 
real numbers (a, b), 
P [ f n < a , g n < b ]  =  E { I { f n < a } I { g n < b } }  
=  E [ E { I  {/„ < a} 7 { g n  <  b }  |Fi, ..., yj] 
= E{I {•/„ <a}E{I {gn < b} jVi, Yn}) 
=  E { I { f n < a } P i g n < b \ Y , . . . , Y n ) )  
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The sequence P [/„ <a,gn< 6] is bounded and must have at least one convergent sub­
sequence {nm}. By (ii), there exists a sub subsequence {remfc} such that 
Urn P < 6|y,, .... = » (iwj') a-S-
By CO, 
where X ~ JV (0, af). Thus, 
= I {/n„. < o} ^  S 6|n {W) • 
Since is a sequence of bounded random variables, 
hjn P <a,g^^<b)=\^ E(Z^ )^ 
= #{6<rf')£(/{x<o}) 
= $ (6o-2 . 
Since the limit is the same for all such subsequences, the result follows. 
Lemma 3.4 Let the conditions of model (2.6) hold Then there exists a/i rj > 0 cmd a matrix 
B {B) such that 
jsi ii®" (^) ~ ® wll = 0' 
where 
Bn («) = {i» (».»«)})) «! = {«: lie - Soil < r,} 
and B {6) is a symmetric matrix with inf (B {0)) > 0, where AnUn (A) is the smallest 0601 
characteristic root of the matrix A. 
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Proo£ Let 0 < e < (100)"^. By Theorem 5.1 of Dahlhaus (1989), there exists a matrix 
B (0) such that 
for all 0 € ©e = {0 : 1|0 — 0o|| < e}- Let B„ij (0) denote the (i, j)th element of B„ (0), 
To = 
Bnij(0) = -(2n)-^tr{t,-it(vi,)t,-it(v«)} 
+ (2n)-'tr{t,-^t(vi,<,)} 
+ (2n)-' tr {t^^T (Vjg) Tj'T (Vis) 
-  (2n)-^ tr {tj^T (Vijg) T ,-^te„} 
+ (271)-^  tr {TJ^T (Vie) (V,-^ ) T.-^ T^o} 
lhnB„(e) = B(d) (3.42) 
and 
\deidejd9kj 
t(v,-9) = t, 
T(Vi,„) = T, 
T (Vijke) = T, 
Then, 
5 
— ^ dijln (0) ) 
and for 0i, 02 E ©«, 
(3.43) 
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where 0$ lies between 0i and 02, and R equals the dimension of 6. We now show that 
dgjjin (0) lim sup 
'eese de. 
< oo 1 = 1,2, ..., 5 
/: = 1, 2, R. 
Consider 
dgtjan (0) 
ddk < |(2n)-^ tr {tj^T (V«,) (Vi<,) T.-^T (V,,,) Tj^Teo}| 
+ \{2n)-' tr {T^'T (Viko) (V,-,) T,-^T<,,}| 
+ |(2n)-' tr {T;^T (Vie) Tj'T (Vjto) (V,-,) 
+ |(2n)-' tr {tj^T (Vie) (V.ka) T^'Teo}\ 
+ |(2n)-^ tr {T^^T (vi^) t.-^t (Vje) t.-^t (v^,) t.-^t.o}| (3.44) 
Let 
Ae = (vfcfl) (Vie) 
Cg = (v,v,) Bg = 
We use the facts that for any two matrices E and F, 
itrefl < (tree')^^^ (trff')^^^ 
and that for symmetric matrices G and H 
tr{(GH)=^} <fr{G2H2}. 
See Theorem 12.2.3 of Graybill (1983). For the first term of (3.44) 
^n'Hr {AeBflCflDfl}] < n~^ (tr |AflBflCeBeAa|y''^ (tr {d||) 1/2 
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< n"' (tr {B9A|B|A|B«})"'' (fr {c#})"* (tr {D|})"' 
< (<r{BSA3})'" (f {CJ})"^ (T{D|})"'' 
< n- (tr {B|})"' (tr {A|})'" (tr {CJ})'" (tr {D|})"'^ . (3.45) 
We now show that the terms of (3.45) are uniformly bounded in 0. For ei > 0 such that 
0 < e < ei < (100)"\ we have \Vkf0 (a;)|  < and fe {x) > i(:|a: |-2' '°+2€i+5 
for all 5 > 0 and 6 € 0e. (See page 1758 of Dahlhaus 1989). Hence, T„ (Vfca) < 
Tn and Hence, by Lemma 3.5 below, 
sup n-Hr {B|} < vrHr | (T"^ [K T„ (K 1x1"®''°-^'^-'®))®! . 
By Theorem 5.1 of Dahlhaus (1989), the trace is 0(1). All other terms of (3.44) and of 
(3.45) can be bounded uniformly in similar fashion. Hence, (3.43) gives 
\Bnij (01) - Bnij (02)1 < \\01 - 02\\ Kn (3.46) 
for all 9i, 92 E. ©« and 
Kn < sup 
06 e« 
9Bnij |2- 1/2 
= 0(1). 
Equation (3.46) also gives 
\Bii (0i) - Bij (02)1 < ||0i - 02\\ lim Kn. (3.47) 
Thus, (3.42), (3.46) and (3.47) give by Lemma 5.5.5 (Fuller, 1995) 
Im sup |1B„ (0) - B (0)11 = 0, 
9ee« 
(3.48) 
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where Bij (0) = (0). Since B (OQ) is positive definite (3.47) implies that there 
exists r > 0 such that 
A^(B(0))>O. (3.49) 
Let ri = min (e, r) and 0i = {0 : \\0 — ©oil < ^i}- The result now follows from (3.48) 
and (3.49). 
Lemma 3.5 Let g arui f be symmetric Junctions such that \g (a;)| < / (re) x 6 [—tt.tt] . 
let E and f be positive definite nxn matrices such that E~  ^< f~ .^ Then, for cmy integer 
P> 0, 
tr I (E-^/^Tn (g) < tr |  (f-^/=^T„ (/) .  
ProoC Let Xi be the roots of E"^/^T„ (g) E'^/^and fXi be the roots of E~^/^T„ (/) E"^''^. 
Since (yj ^ -1/2 < e-V2t„ {g) £"^2 < E-^^^Tn (/)E-^/2 jheorem 7.3 of 
Bellman (1960), we have [Ai] < fXi. Thus, 
tr {{E-"»T, (9) = f: < E/x? = f { (e-"^T„ (/) E->«)^}, 
^ •' i=l x=l ^ ^ 
but 
t r  i f )  =  t r  ( / )  E-^T^/^ 
and using a similar argument to bound t r  (/) (/)} by t r  ( / )  ( / ) }  
yields the result. 
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APPROXIMATE MAXIMUM LIKELIHOOD ESTIMATION FOR 
FARIMA PROCESSES 
A paper to be submitted to Communications in Statistics 
Rohit Deo 
Abstract: An approximate maximum likelihood estimation is proposed for a class of 
linear long memory processes. The limiting distribution of the estimators is studied and is 
shown to be asymptotically normal. 
L Introduction 
Most commonly used time series models, such as autoregressive moving average models, 
have spectral densities that are bounded at the origin and correlation functions that decay to 
zero at an exponential rate. For this reason, such time series are known as short memory 
series. In contrast to this are long memory processes, that have correlation functions which 
decay to zero at a hyperbolic rate and have unbounded spectral densities at the origin. 
Under the assumption of Gaussianity, maximum likelihood estimation for long memory 
processes has been studied by Fox and Taqqu (1986) in the frequency domain and Yajima 
(1985) and Dahlhaus (1989) in the time domain. Giraitis and Sutgailis (1990) and Heyde 
and Gay (1993) studied frequency domain maximum likelihood estimation assuming only 
linearity of the process. Dahlhaus (1988) points out that the small sample behaviour of the 
frequency domain maximum likelihood estimators may be inferior to that of the time domain 
estimators when the spectrum of the process has peaks. On the other hand, the exact time 
105 
domain likelihood can be computationally tedious, especially in moderately laxge samples. 
Furthermore, the assumption of normality might not always hold. In this paper, we study 
an approximate maximum likelihood estimation method for a common class of linear long 
memory models called fractional ARIMA (FARIMA) processes. 
These models were derived simultaneously by Hosking (1981) and Granger and Joyeux 
(1981). A time series Yt is said to be a FARIMA(p, <2,9) if it satisfies the relation 
$ (5) (1 - Bf {Yt = ^  (B) et (1.1) 
where {e^} is an i.i.d. (0,(T^) sequence, B denotes the backshift operator so that BYt = Yt-i, 
0<d < .5, and $ (x) = 53i=o (a) = 2Zi=o A®* are polynomials of degree p and q, 
respectively, with all roots bigger than one in absolute value and no common zeroes. Under 
these assumptions, it is possible (Theorem 12.4.2, Brockwell and Davis (1987)) to express 
as an infinite autoregression 
f:^jie)yt.j = et (1.2) j=0 
where 0 = {d,d2) = {d,ai,.. . ,ap,Pi,.. . ,/3q). The coefficients can be obtained as the 
convolution 
eiW=E«m(d)7i-m(02), (1.3) 
m=0 
where (d) and 7^ (^2) are the coefficients in the expansion of the polynomials 
r (a;) = (x) $ (x) = £ 7j (©2) |a;| < 1 (1.4) 
< j=0 
and 
(1 — x)"* = E Kj (d) xP |x| < 1 (1.5) 
i=o 
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where 
i 
>^3 (<^)=n ^  ~  •? ^  (1-6)  
t=i 
It is also possible to show that Yt is the mean square limit of the sequence 
OO 
= (1.7) 
s=0 
where the coefficients tj?a (0) can be obtained from the convolution of the coefficients in the 
expansion of r~^ (a;) and (1 — x)~''. (See Brockwell and Davis 1987 pg. 469). The infi­
nite autoregressive representation (1.2) is the motivation behind our approximate maximum 
likelihood estimator, which we describe next. 
2. An approximate maximum likelihood estimator 
Let Y = (Yi,...,Yn) be n observations from a FAR]MA(p,d,q) as defined in (1.1). For 
simplicity, we will assimie that the process mean /z = 0. We will see that the sample mean 
may be used when /i is unknown, yielding the same asymptotic results as in the known 
mean case. Define the truncated residual 
st{0) = t.^ao)yt-j (2.8) 
3=0 
where the coefficients (0) are defined in (1.3). We define the approximate maximum 
A 
likelihood estimator 6 to be that value of 0 which minimises the objective function 
«»(e)=n-'Es?(e) (2.9) 
t=2 
The estimator of is defined to be 
a=n-^qr ,{0) .  (2 .10)  
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After this woik was complete, it came to our attention that Beran (1994) also suggested 
the estimator in (2.9). Beran also outlined a procedure that might be used to show that the 
estimator is asymptotically normal for Gaussian FARIMA processes. Our method of proof 
differs from his suggestion and we do not assume a Gaussian error process. 
A 
We have the following strong law and limiting normal distribution for the estimator 0. 
Theorem 2.1 Lst Yt sati:^  (1.1) and let E{e\} < oo. Let the parcaneter space be Q = 
©d x ©a/9 i^vhere = [dio, ^ 20] c (0, .5) and is a compact subset of such that 
the roots of $ (•) and (•) are outside the unit circle. Then 
lim 0= 0 a.s. (2.11) n—>00 
y/n (0 -0^ N (0,1) (2.12) 
and 
r 2 plimcr = a 
n—^oo 
where V= ((%)), 
and0 = {ei,...,ep+g+i) = {d,ai,...,ap,Pi,...,Pg). 
Fk'ooC To keep the proof simple yet explicit, we will demonstrate Theorem 2.1 for the case 
p = q = 0. We will see later on that the proof carries over in a straightforward way to the 
case p > 0, g > 0. Henceforth, we assume that p = g = 0 in all our proofs and lemmas. 
When p = q = 0, 0 =d and the coefficients I/JJ {0) in expression (2.8) reduce to KJ ( d ) .  
Result 2.11 follows from lemma 2.2 and lemma 5.5.1 of Fuller (1995). We now prove the 
limiting distribution result given in 2.12. 
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Since d minimises Qn(d), by using a Taylor series expansion, we get 
. dQn(d) dQ„(do) . 
^  " i t "  =  ~ '  
where d* lies on the line segment joining d and do. Hence, 
- 1  
-do) = . (2.14) 
Now, 
l/i^QniAo) n -112-^ q (J 
where 
St{d)=Yt + '^Kj{d)Yt.j. 
i = i  
Consider tiie difference 
where 
and 
(2.15) 
od od 
= n-^/2 ^  + „-i/2 ^  (2 16) 
t=i t-i 
D, = -£Kj(d„)Y,.j, 
j=t 
TT '^^ ADO) 
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We will show that the difference in (2.15) converges to zero in mean square by showing 
that the two terms in (2.16) converge to zero in mean square. We concentrate only on the 
first term in (2.16), the proof being similar for the second term. Now 
I E E{DtLtDsL,}. (2.17) 
^ \ t=l / J t=l t=l a=t+l 
To get bounds on the expectations in (2.17), it is convenient to approximate the random 
variables A and Lt by linear combinations of the error sequence {et}. To do so, we make 
use of the fact (see Brockwell and Davis (1987, pg. 467)) that {lt}has the infinite moving 
average representation 
= (2.18) 
j=0 
where the coefficients Vv (d) are such that 
lim sup { d )  <  oo. (2.19) 
i—*00 
For the sake of brevity, we supress the dependence of Kj (<i) on d for the remainder of this 
proof Since (2.18) implies that 
lim E 
m—•oo 
4 1  m 
p=0 
= 0 
uniformly in t, we have 
where 
lim 
o o  m 
But 
— 53 23 IppCt-j-p . j=t p=0 
oo m+j 
D f m  —  5 3  l ^ j ' ^ a - j ^ t - 3  
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m+t a oo 3 
= 53x)kjva-ie£-s+ Kji)s-jet-a 
s=t j=t s=m+t+l j=s—m 
0 t—q oo s 
= x) z)«p^t-9-pe5+ Yl 12 I^j^s-jet-s 
q=—m p=t a=Tn+t+l j=zs—m 
0 oo a 
= Y, «t,4-969+ Y, Y Kjtps-jet-s 
qz=-m s=:m+t+l j=s—m 
— Dtml + Dtm2- (2.20) 
where 
t-q 
= Yi '^ ''Pt-q-p • 
p=t 
The bounds obtained in (2.19) and (2.46) can be used to show that Ji^ E{Df„^2} = 0 > 
yielding 
lim E{Dt-Dt^iy = 0 . (2.21) 
m—too 
Thus, we have expressed Dt as a mean square limit of a linear combination of the error 
d K -
sequence {et}. A similar approximation is now made for Lt. Denote by k'j. Consider 
t-l m 
Ltm = Y> '^3 YJ j=l p=0 
t-l m+j 
j=i 3=3 
t-l 3 m+1 t-l 
= YY KjTps-jet-s +YY Kji^s-jet-s 
a=l 3=1 s=t 3=1 
00 {—1 
+ Y Y Kjips-jet-s 
a=m+2 3—3—m 
I l l  
= Ltml + Ltmi + Ltw3-• 
From (2.46) and (2.54) we get = 0 , and hence 
Jm E{{Lt - Lt^x - = 0. (2.22) 
Define Utm — -^tmi "I" •^tm2- Then 
t-l t-q 0 t-1 
Utm =  ^l^ p'^ t-q-p^g + 
9=1 p=l ?=t-m—lp=l 
t-l 0 
= Xrf ^>t-9®9 + Xrf lt,t-q^q — Kml + > (2.23) 
g=l g=t—m-1 
where 
t-g 
0t,t-g = '^p^t-q-p 
p=l 
and 
t-l 
7t,t-9 = '^p^t-9-P • 
p=l 
From (2.20), (2.21), (2.22), (2.23) and Holder's inequality , we get for j  > t ,  
E{DtLtDjLj} = E{DtmlUtmDjmlUjm} 
~ ^ 1^0 ^ {(i^tnil^^nil "i" DfjnlVtm2)(,^Jml^jml "t" 
= J^Tf^E{DtmlVtmlDjmlVjml} + E{DtmlVtm2DjmlVjm2} • (2-24) 
Consider 
Jdm •£'{/?tml^ml-^^jml^'ml} 
But 
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iq=-m u=1 
/ ft-1 
= j™ e««.t+9%.i+9 e , 
\9=0 u=1 
t+q 9 
|q:t,£+g| — E '%>^«+9-p < 53 Ku+tV'g-u p=t u=0 
9-1 
< m x;(« + + m(t + q)-^ 
u=0 
9-1 
-l-d 
< Mi '''^{u + t) ^{q-u) ^{q-uY + M{t + q) ^ -l-d 
•u=0 
(2.25) 
< MqH ^(t + q) ^ [y~!('" + ^ ) ^ + E(5~'") M+-^(^ + 9) ^ 
\u=o 11=0 y 
< MqH~^{t + g)"^ log[(g + i - l)ge(t - 1)"^] + M{t + 
< 2M(^t~'^{t + q)~^ log[(g + t)e] + M{t + q)~^~'^ 
Thus, 
< Mt + q) log[(g + i)e] • 
e"t.t+9 ^ ^ e^ + 9) ^"^^{logk? + t)e\y 
5=0 g=0 
(2.26) 
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< mr^+^£(4 + g)-^-^{log[(g + t)e]p < mr^+^ , 
9=0 
where 1 — 2d > 45 > 0 . Hence, by the Cauchy-Schwarz inequality. 
53 ^ m+9<^ij+9 
g=0 
Now 
\Pt,t-q\ — 
t-q 
P=1 
(2.27) 
t—q—l 
< M ^ (log p)p~'^~'^{t -q- + M(t - log(t - g). (2.28) 
p=i 
But the first term on the light of (2.28) is 
0°s - 9 -
p=i 
=  ( < - 9 )  ^  z i b ^  +  ( i - 9 - p )  ' ' l o g  p  
p=i 
<  M ( t - g ) - n ~ f 2  ( t - g - p)i  { t - q - (2.29) 
\ p=i p=i / 
where 1 — 2d > e > 0 and d > e > 0 . The second term in (2.29) is 
p=i 
t-?—1 
p=i 
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=  { t - q -  E  ( t  -  ?  -
p=i 
(2.30) 
The first term in (2.29) is 
-  9  -  < { t -  q Y .  
p=i 
(2.31) 
Using (2.29), (2.30), and (2.31) in (2.28), we get 
|/3t,t-gl < M { t - q )  -l+d (2.32) 
Similarly, \Pj,j-q\ < M{j — q) . Thus, by the Cauchy-Schwarz inequality, we have 
t-i 
9=1 
/t-1 t-1 \ 
\g=l 9=1 / 
< m(j - t)-l/2+<i+« _ 
Using (2.27) and (2.33) in (2.25), we obtain 
(2.33) 
Jim -1) _ f\-l+d+3S/2 (2.34) 
Now consider 
< M 
liin \E{DtTnlVtm2DjmlVjm2}\ 
g=—oo ^=—oo 
+ 
^=—oo g=—oo 
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+ 
0 0 
f=—oo g=—oo 
+ 
q=-oo 
= Ti + T2+T3 + T4 . (2.35) 
Using an argument similar to the one used to bound Pt,t-q , we get for g > 0 , 
|7t,t+5l <M{t + q) -l+d (2.36) 
Using (2.27), (2.32), (2.36), and the Cauchy Schwarz inequality, we get 
|7i| < 
and 
-l+<i+«--l+d+tf (2.37) 
ital < , (2.38) 
\Tz\ < l+d+fi--l+d+tf (2.39) 
it4i < (2.40) 
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Hence by (2.24), (2.34), (2.35) and (2.37X2.40) we get 
n—1 n 
E E 
t=l a=f+l 
The above arguments also give 
lim y; V E{DtLtDM = 0 . 
n—*oo 
t=l 
and hence, 
n 
2? lim DtLt = 0 . (2.41) 
n—t-oo ^ ' 
Arguments analogous to those used to prove (2.41) yield 
2 etUt = 0 . (2.42) 
t=i 
Thus, (2.15), (2.41) and (2.42) give 
= 0,(1) 
t=l 
Let 
Applying Theorem 5.3.4 of Fuller (1994) to the triangular array, 
Ztn^n-^"'etXt 
gives 
Thus, 
[a'^E {X?}) iV(0, 1) . 
2iV (O, {Xf}) . (2.43) 
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By arguments similar to those used in the proof of Lemma 2.2, 
(2.44) 
where 
Result (2.12) follows from (2.14), (2.43), (2.44), the continuity of E{Xt{d)} and the con-
It can be seen that the proofs of Theorem 2.1 and of the lemmas required for it, depend 
only on the rates of decay of the coefficients Kj (d) and their derivatives. Lemma 2.3 shows 
that these rates are retained in the general case when p > 0, g > 0. Thus, theorem 2.1 holds 
for FARIMA(p, d, q) processes. 
Remark 2.1 If the mean is unknown, the truncated residuals in (2.8) may he computed 
using deviations from the sample mean. It is known (Yajima 1988) that the sample mean is 
^0.5-d consistent for the true value. This rate is sufficient to ensure that Theorem 2.1 and 
all lemmas required for it still hold when deviations from the mean are used. 
Lemma 2.1 Let Yt satisfy the assumptions of Theorem 2.1 and let he a sequence 
of constants such that 
sistency of d. 
limsupj^^"^^^aj < oo 
j-»oo 
for some 6>0 . Let Vt = oijYt-j. Then 
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FrooC Since 2 |«il < oo, VJ is a well defined sequence a.s. Let 
s. = 2a,r,.,-
3=0 
Then 
where 
Now 
s u-'ef? k'e(s. + ^n 
t=l \ t=l / \ t=l / 
a  =  5 t - v i  =  5 ] q , y ; _ , - .  
j=t 
and both the sequences {1^} and {Wt^} are strictly stationary with finite expectation. Thus, 
it follows fi-om Theorem 2.1 of Doob (1953, pg. 465) that 
«~'e(5t + k)2 = 0(l) a.s. 
Also, 
t=i 
e{D^,D',} = E 
2 / \ 2 oo \ 
{j=t J \j=3 J 
. 2 / \2 oo \ / CO \ 
-2S„-2S 
s ^ i e m  i  e m  = i ^ t - ~ s  
where E \Yt} < M < oo . Thus, 
T=X 
for some a > 0 . By arguing along the lines of Theorem 10, 6.2 of Doob (1953), we obtain 
n ^ e £>4 = 0 a.s. 
t=i 
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and the result follows. 
Lemma 2.2 Let the parameter space be = [dio, ^20] C (0, 0.5) and let do e 0<i where 
do denotes the true value of d. Define 
Qn{ d )  =  n - 1  Y i  S U d )  . f o r  d e e ^ .  
t=2 
where 
Then 
j=0 
U ~ > 0 a.s. \d-do\>r) 
for all 7/ > 0. 
PlrooC Let 
et{d)=f;Kj{d)Yt-j, d e e ^ .  j=0 
From Remark 4, Section 12.4 of Brockwell and Davis (1987), we have 
lim sup (d) < 00 
J—*00 
Lemma 2.1 and (2.46) ^ve, 
Qn(d) - n ^Y^e\{d) = 0 , a.s. 
t=i 
Since et{d) is strictly stationary and ergodic, we have 
^et(rf) = E |et(d)} a.s. Vd 6 0<i . 
By the mean value theorem, 
IQn(^^l) ~ Qn{d2)\ < \dl — d2 
dQnjd) 
dd 
(2.45) 
(2.46) 
(2.47) 
(2.48) 
Vdi, dieQd. (2.49) 
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Now 
Since 
we get 
where 
Also, 
and 
Hence, 
giving 
dd '  dd • 
3 
r 
i=2 
Kj(d)| = ldini ^(i-l-d) 
sup |«j(d)| < aj = fji ^(i - 1 - dio) 
deed i=2 
lim sup < oo. 
J—*CO 
—Kj{d) = d\\^i ^(i — 1 — d) > 0 
1=2 
log[-/Cj(d)] = log d + ^ log [i ^(i - 1 - rf)] 
i=2 
dd dd 
1  ^ 1 
- - t — ^  
sup 
deed 
d K j { d )  
dd 
< bj = % 
— 1 — (i2o) ^ 
i=2 
From (2.52) and (2.53) we conclude that 
(2.50) 
(2.51) 
(2.52) 
(2.53) 
lim sup (log j) ^ j—*oo 
d K j { d )  
dd 
< oo (2.54) 
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and 
We also have 
lim sup (log j) ^ b j  < 0 0  j—voo 
dQn{d) 
sup 
dSOd dd 
< L n ,  
(2.55) 
(2.56) 
where 
<=i \i=o / \j=o J 
By arguing as in Lemma 2.1 and making use of (2.51) and (2.55), it follows that 
lim [Ln — Xn) = 0 a.s. 
where = 2n-^ J2Z=i UtVt, 
and 
j=o 
j=0 
Now UtVt is a strictly stationary process, and by Theorem 2.1 of Doob (1953, pg. 465), 
there exists a random variable X such that 
lim X„ — X = lim L„ a.s. (2.57) 
Since li^inf E{Xn} < cx) , it follows from Fatou's lemma that E{X} < 00 . Thus, by 
(2.49) and (2.56) we get 
iqn(<^l) — qncc'a)! < ml ~ d2\Ln vdj, ^2 € ©d (2.58) 
A similar argument shows that there exists a random variable U such that E{U} < oo and 
\E {e2(di)} - E {elid^)} | < |rfi - Vdj, e (2.59) 
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Thus by (2.47), (2.48), (2.57), (2.58), (2.59) and Lemma 5.5.4 of Fuller (1994), we get 
Furthermore, ei{do) defines the unique minimum variance prediction error for the predictor 
oiYt given Yt-\, . See Section 2.9 of Fuller (1995). Thus, 
Hence (2.45) follows from (2.60) and (2.61). 
Lemma 2.3 For the sequence (0) defined in (1.3), where kj (d) and 7j (62) ewe given in 
(1.6) and (1.4) respectively, we have 
a) limsupj^^ (0)| < 00 
b) supe \^j (0)| < 00 
where dio and 0 are as in Theorem 2.1. 
Fk-ooC We will prove only a), the proofs of the others being similar. From the appendix, 
we have 
a.s. (2.60) 
(2.61) 
c) lim supj-_^ (log j) 
d) limsupj_^ (logj)"^ supe 
lim sup r  ^sup j^j (02)1 < 00 (2.62) 
J—>00 02 
and 
(2.63) 
for some 0 < r < 1. Thus 
ici wl = (^) ti-m (^2) 
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<3 l+d 
[i] 
^ Km{d)^j-m{02) 
m=0 
[i] 
+j l+d £ Km{d)'rj-ra{02) 
-[§] 
m=[i] 
where M is a constant and we have made use of (2.62) and (2.46). 
3. APPENDIX 
Let $ ( x )  =  yjLft OiX* and ^ (x) = XlLo A®* be polynomials of degree p and q, respectively, 
with all roots bigger than one in absolute value and no common zeroes. Let 
r (a:) = ^ ( x )  #  ( x )  =  Et?  W ^  kl <  1 
3=0 
where A =  ( A i , X p + q )  =  ( a i , / ? , )  l i e s  w i t h i n  a  c o m p a c t  s u b s e t  o f  T h e n  
(3.64) 
lim sup r  ^sup IT,- (A)] < oo 
j-KX> A 
and 
lim sup r  ^sup 
j-»oo A 
&YJ (A) 
dX 
< oo 
(3.65) 
(3.66) 
for some 0 < r < 1. 
Proof: The result (3,65) follows from section 3.3 of Brockwell and Davis (1987). Their 
expressions (3.3.3) and (3.3.4) also give 
7j(a) = 
«=1 k=l 
(3.67) 
where Cjjt = 0 or 1 and 0 < Uik, Vik < j. Thus 
H (A) 
sup 
A d\ 
< jM^ for some M < oo 
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and so by the dominated convergence theorem we get 
for |x| < < 1. ar(x)_g.ayi(a)^,. 
dX i=o dX 
We also have 
ar(x) 
dX dx 
$-1 (a;) fa:) 
oo 
= ^ fJLj (A) aP for |a;| < >1 < 1 
j=0 
and hence from (3.68) and (3.70) we get 
(A) 
dx = y-j (• )^ • 
(3.68) 
(3.69) 
(3.70) 
But lij (A) is obtained from the convolution of the coefficients of the polynomials in (3.69) 
and each of those coefficients satisfy the rate (3.65). Thus 
dlA>) lim sup r ^ sup 
J—>oo A dx 
= lim sup r ^ sup |jUj (A)| < oo. 
i-»oo A 
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c o n c l u s i o n s  
Tests for unit roots in multivariate autoregressive processes were studied. A test for 
cointegration similar to the likelihood ratio test but based on alternative estimators of the 
process parameters was proposed. The limiting distribution of the test statistic was derived. 
Monte Carlo studies showed that the new test statistic provided a definite improvement in 
power over the likelihood ratio test. A further avenue of research would be to compare 
the performance of the new test procedure against some of the single equation type test 
procedures in testing for cointegration. 
Parameter estimation for long memory processes was also studied. When an observed pro­
cess is the sum of a Gaussian long memory signal and an independent identically distributed 
noise, the quasi maximum likelihood estimators obtained by maximising the Gaussian like­
lihood were shown to be asymptotically normal. This provides an alternative method of 
estimation to the fi'equency domain estimation method which is known to generally pro­
duce biased estimates. In addition, limit distributions were established for a certain class of 
linear combinations of a long memory process. This result was used to derive asymptotic 
distributions for the ordinaiy least squares estimator and a weighted least squares estima­
tor in a regression model with polynomial trends as regressors and long memory errors. 
Thus asymptotic confidence intervals may be computed for regression coefiicients in such 
models. A closed form expression was obtained for the asymptotic relative bias in the ta­
pered periodogram at fixed Fourier firequencies for long memory series. This result can be 
used to choose an appropriate taper function, which will hopefully produce parameter esti­
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mates with less bias by the frequency domain estimation method. Finally, an approximate 
maximum likelihood estimator was proposed for a class of linear long memory processes. 
The estimator was shown to be asymptotically normal. A simulation study to compare the 
performance of this estimator against that of other estimators like the frequency domain 
estimators, especially when the process is non-Gaussian is also an area for more research. 
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