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Abstract. For every finite-to-one map λ : Γ → Γ and for every abelian group K, the generalized shift
σλ of the direct sum
⊕
Γ K is the endomorphism defined by (xi)i∈Γ 7→ (xλ(i))i∈Γ [3]. In this paper
we analyze and compute the algebraic entropy of a generalized shift, which turns out to depend on the
cardinality of K, but mainly on the function λ. We give many examples showing that the generalized
shifts provide a very useful universal tool for producing counter-examples.
We denote by Z, P, and N respectively the set of integers, the set of primes, and the set of natural
numbers; moreover N0 = N ∪ {0}. For a set Γ, Pfin(Γ) denotes the family of all finite subsets of Γ. For
a set Λ and an abelian group G we denote by GΛ the direct product
∏
i∈ΛGi, and by G
(Λ) the direct
sum
⊕
i∈ΛGi, where all Gi = G. For a set X, n ∈ N, and a function f : X → X let Per(f) be the set
of all periodic points and Pern(f) the set of all periodic points of order at most n of f in X.
1. Introduction
The measure entropy was introduced by Kolmogorov and Sinai in ergodic theory in the mid fifties
of the last century. Some ten years later Adler, Konheim, and McAndrew [1] introduced the notion of
topological entropy htop(T ) of a continuous self-map T : X → X of a compact topological space X. A
prominent example in both cases is provided by the Bernoulli shifts. Since these shifts are the core of
this paper, we introduce them here in full detail.
Example 1.1. Let K be a non-trivial finite group with neutral element eK .
(a) The two-sided Bernoulli shift βK of the group K
Z is defined by
βK(. . . , x0, x1, x2, . . .) = (. . . , x−1, x0, x1, . . .), (i.e., βK((xn)n∈Z) = (xn−1)n∈Z, for (xn)n∈Z ∈ KZ).
(b) The right Bernoulli shift βK (respectively, left Bernoulli shift Kβ) of the group K
N0 is defined
by
βK(x1, x2, x3, . . .) = (eK , x1, x2, . . .), (respectively, Kβ(x0, x1, x2, . . .) = (x1, x2, x3, . . .).
The standard product measure of the compact group KZ (respectively, KN0) coincides with its Haar
measure and βK (respectively, Kβ) is a measure-preserving continuous automorphism (respectively,
endomorphism) with topological entropy log |K| coinciding with the measure entropy. This explains
their relevance to both ergodic theory and topological dynamics.
The right Bernoulli shift βK of K
N0 is less relevant in this respect for two reasons: it is not measure-
preserving (so not relevant for ergodic theory) and its topological entropy is 0.
A possible definition of algebraic entropy for endomorphisms of abelian groups was briefly mentioned
in [1]. Later on, in 1975 in [6] Weiss defined the algebraic entropy as follows: let G be an abelian
group and F be a finite subgroup of G; for an endomorphism φ : G → G and n ∈ N, let Tn(φ, F ) :=
F + φ(F ) + . . .+ φn−1(F ) be the n-trajectory of F with respect to φ. The algebraic entropy of φ with
respect to F is
H(φ, F ) := lim
n→+∞
log |Tn(φ, F )|
n
,
and the algebraic entropy of φ : G→ G is
ent(φ) = sup{H(φ, F ) : F is a finite subgroup of G}.
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Since the definition is based on finite subgroups F , and in particular F is contained in the torsion
part t(G) of G, the algebraic entropy depends only on the restriction of φ on t(G), that is ent(φ) =
ent(φ t(G)). The basic properties of the algebraic entropy can be found in [4, 6]. The most relevant of
them, known also as Addition Theorem, can be found in §2 (Theorem 2.3), which collects all relevant
properties of the algebraic entropy used in this paper.
As far as the algebraic entropy is concerned, the right Bernoulli shift restricted to the direct sum
K(N0) turned out to be more relevant (while the restriction of the left Bernoulli shift Kβ K(N0) has
algebraic entropy 0, see Example 4.10). More precisely, for a non-trivial finite abelian group K the
restriction βK K(N0) has entropy log |K| [4, Example 1.9] and one can show that every function f
defined on all endomorphisms of torsion abelian groups with values in the extended non-negative reals
and satisfying f(βZ(p) Z(p)(N0)) = log |p|, the Addition Theorem and a few other natural properties
(namely, Lemmas 2.1, 2.2 and Remark 2.4 (b)) must necessarily coincide with the algebraic entropy
ent(−) [4, Theorem 6.1].
With the aim of computing the entropy of other endomorphisms of abelian groups, in this paper we
consider a modification of the generalized shifts, introduced in [3].
Definition 1.2. [3] For a non-empty set Γ, an arbitrary map λ : Γ → Γ and an abelian group K the
generalized shift σλ,K : K
Γ → KΓ is defined by (xi)i∈Γ 7→ (xλ(i))i∈Γ for every (xi)i∈Γ ∈ KΓ.
When there is no possibility of confusion we write σλ instead of σλ,K . In case |K| > 1, the subgroup
K(Γ) of KΓ is σλ,K-invariant if and only if λ has finite fibers (see Lemma 4.3), and it is possible to
consider the restriction σ⊕λ,K = σλ,K K(Γ) of σλ,K to K(Γ). Again, when there is no possibility of
confusion we write σ⊕λ,K simply as σ
⊕
λ , σλ,K or just σλ.
There is a close relation between the Bernoulli shifts and the generalized shifts. For example, the
left Bernoulli shift and the two-sided Bernoulli shift are generalized shifts (see Examples 4.10 and 4.15
(d) respectively), while the right Bernoulli shift βK K(N0) cannot be obtained as a generalized shift σ⊕λ
from any function λ : N0 → N0. Nevertheless, it can be “approximated” quite well by the generalized
shift σ⊕ψ of K
(N0) induced by the map ψ : N0 → N0 defined by ψ(i) = i− 1 for every i > 0 and ψ(0) = 0.
Indeed, both σ⊕ψ and βK K(N0) leave invariant the finite-index subgroup H = K(N) and σ⊕ψ H= βK H
(in particular, they have the same entropy log |K|).
In this paper we compute the entropy of an arbitrary generalized shift σ⊕λ : K
(Γ) → K(Γ). More
precisely, we show that ent(σ⊕λ ), depends only on combinatorial properties of the map λ and the
cardinality of K. To prove this we analyze the structure of the map λ and, more specifically, its
(iterated) counter-images (since, in some sense, the iterations of λ and the iterations of σλ “go in opposite
directions”). Roughly speaking we decompose the generalized shift σ⊕λ in “independent elementary
shifts” (as the generalized shift σ⊕ψ considered above), which have the same algebraic entropy as the
right Bernoulli shift βK K(N0) , and the number sλ of these independent elementary shifts, multiplied
by log |K|, gives precisely ent(σ⊕λ ) (see Theorem 4.14).
Convention. From now on we assume that Γ is a non-empty set, λ : Γ→ Γ is an arbitrary map, and
K is a non-trivial finite abelian group. We denote by GΓ the group K
(Γ) and for a subset A of Γ, we
identify K(A) with the subgroup {x ∈ GΓ : supp(x) ⊆ A} of GΓ, and we denote K(A) by GA. In case
A = ∅ we assume that G∅ = {0}. We denote the generalized shift based on GΓ and λ : Γ → Γ simply
by σλ, writing it in some cases σλ,K , when we need to specify the group.
2. Background on algebraic entropy
We start collecting basic results on algebraic entropy, mainly from [4, 6].
Lemma 2.1. [6, Proposition 1.2] Let G, H be abelian groups and φ : G → G, η : H → H endomor-
phisms. If there exists an isomorphism ξ : G→ H such that φ = ξ−1ηξ, then ent(φ) = ent(η).
Lemma 2.2. [6, Proposition 1.3] Let G be an abelian group and φ : G → G an endomorphism. Then
ent(φk) = k ent(φ) for every non-negative integer k. If φ is an automorphism, then ent(φk) = |k|ent(φ)
for every k ∈ Z.
The following is one of the main results on algebraic entropy.
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Theorem 2.3 (Addition Theorem). [4, Theorem 3.1] Let G be a torsion abelian group, φ : G→ G an
endomorphism and H a φ-invariant subgroup of G. If φ : G/H → G/H is the endomorphism induced
on the quotient by φ, then ent(φ) = ent(φ H) + ent(φ).
Remark 2.4. Let G be an abelian group and φ : G→ G an endomorphism.
(a) A particular case of the above theorem was proved in [6, Proposition 1.4]: if n ∈ N, G =⊕ni=1Gi
and Gi is a φ-invariant subgroup of G for i = 1, . . . , n, then ent(φ) =
∑n
i=1 ent(φ Gi).
(b) If the groupG is a direct limit of φ-invariant subgroups {Gi : i ∈ I}, then ent(φ) = supi∈I ent(φGi)
[4, Proposition 1.6].
(c) Using (b), one can extend (a) to arbitrary direct sums G =
⊕
i∈I Gi.
Lemma 2.5. [4] Let G be an abelian group and φ : G→ G an endomorphism.
(a) If X is a set of generators of G and for every x ∈ X there exists dx ∈ N such that φdx(x) = 0,
then ent(φ) = 0.
(b) If φ is periodic, then ent(φ) = 0.
3. Strings and an effective equivalence relation
Now we introduce a notion that will play a prominent role in the computation of the algebraic entropy
of the generalized shifts.
Definition 3.1. (a) A string of λ (in Γ) is an infinite sequence of pairwise distinct elements S =
{mt}−t∈N0 such that λ(mt) = mt+1 for every −t ∈ N.
(b) Let sλ := sup{|F| : F is a family of pairwise disjoint strings of λ}, and
(c) Γ+ :=
⋂∞
n=1 λ
n(Γ).
A string S = {mt}−t∈N0 of λ in Γ is said to be acyclic if λn(m0) 6∈ S for every n ∈ N. The next
claim is easy to prove.
Claim 3.2. Each string S of λ in Γ contains an acyclic string S′ of λ.
The importance of Γ+ consists in the fact that it contains all strings of λ as well as all periodic points
of λ. Obviously, Γ+ = Γ if and only if λ is surjective. In general, the restriction λ Γ+ : Γ+ → Γ+ need
not be surjective (but this holds true if λ has finite fibers).
Consider the following equivalence relation: i<λj in Γ if and only if there exist m,n ∈ N0 such
that λn(i) = λm(j). Let αλ := |{i/<λ ∈ Γ/<λ : i/<λ contains at least one string of λ}|. Obviously,
αλ ≤ sλ.
Example 3.3. Suppose that λ is injective.
(a) The relation <λ in this particular case becomes: <λ = {(i, j) ∈ Γ× Γ : ∃m ∈ Z : i = λm(j)}.
(b) The relation <λ has three types of equivalence classes:
(b1) finite equivalence classes,
(b2) infinite equivalence classes contained in Γ
+ (i.e., containing a string of λ), of the form
{. . . , λ−1(i), i, λ(i), λ2(i), . . .}.
(b3) infinite equivalence classes non-contained in Γ
+ (i.e., non-containing a string of λ), of the
form {i, λ(i), λ2(i), . . .} with i ∈ Γ \ λ(Γ).
(c) Then αλ is the number of the infinite equivalence classes in (b2). Consequently αλ = sλ.
Example 3.4. Let Γ = N0. For every n ∈ N let ϕn : Γ→ Γ be defined by
ϕn(m) =
{
0 if m = 0, 1, . . . , n,
m− 1 otherwise.
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The diagram for ϕn with n > 1 is the following:
...

n+ 2

n+ 1

1
''OO
OOO
OOO
O 2
  A
AA
AA
. . . n− 1
zzuuu
uuu
n
ttiiii
iiii
iiii
ii
0 ZZ
In this case sϕn = αϕn = 1 and λ(Γ) = Γ
+ = Γ \ {1, . . . , n− 1}.
For every n ∈ N, let ψn : Γ→ Γ be defined by
ψn(m) =
{
0 if m = 0, 1, . . . , n,
(k − 1)n+ i if m = kn+ i with 0 ≤ i < n and k ∈ N.
The diagram for ψn is the following:
...

...

. . .
...

...

2n+ 1

2n+ 2

. . . 3n− 1

3n

n+ 1

n+ 2

. . . 2n− 1

2n

1
**VVV
VVVV
VVVV
VVVV
V 2
%%JJ
JJJ
JJ . . . n− 1
yyttt
ttt
n
ttjjjj
jjjj
jjjj
jj
0 ZZ
For this function sψn = n, αψn = 1 and Γ
+ = Γ. Note that ψ1 = ϕ1.
Let Γ = N0 × N0 and λ0 : Γ→ Γ be defined by
λ0(m, k) =

(0, 0) if m = k = 0,
(m− 1, 0) if k = 0 and m ∈ N,
(m, k − 1) if m ∈ N0 and k ∈ N.
The diagram for λ0 is the following:
...

...

...

. . .

...

. . .
(0, 2)

(1, 2)

(2, 2)

. . .

(m, 2)

. . .
(0, 1)

(1, 1)

(2, 1)

. . .

(m, 1)

. . .
(0, 0)
WW
(1, 0)oo (2, 0)oo . . .oo (m, 0)oo . . .oo
In this case sλ0 = ω, αλ0 = 1 and Γ
+ = Γ.
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4. The entropy of the generalized shift
Remark 4.1. Let µ : Γ → Γ be a function. If H is a subgroup of an abelian group L, then HΓ is
a σµ,L-invariant subgroup of L
Γ. Moreover, σµ,L HΓ= σµ,H : HΓ → HΓ. Analogously, if L(Γ) is a
σ⊕µ,L-invariant subgroup of L
Γ, then H(Γ) is a σ⊕µ,L-invariant subgroup of L
(Γ), and σ⊕µ,L H(Γ)= σ⊕µ,H :
H(Γ) → H(Γ).
Claim 4.2. Let x ∈ GΓ and F = supp(x). Then for every m ∈ N:
(a) supp(σmλ (x)) = λ
−m(F );
(b) σmλ (GF ) ≤ Gλ−m(F );
(c) Tm(σλ, GF ) ≤ GF∪λ−1(F )∪...∪λ−m+1(F ).
Proof. (a) If y = σλ(x), then yi = xλ(i) 6= 0 if and only if λ(i) ∈ F , that is, i ∈ λ−1(F ), and so
supp(y) = λ−1(F ). Proceeding by induction it is possible to prove that supp(σmλ (x)) = λ
−m(F ) for
every m ∈ N.
(b) Follows from (a).
(c) By (b) Tm(σλ, GF ) ≤ GF + Gλ−1(F ) + . . . + Gλ−m+1(F ) and GF + Gλ−1(F ) + . . . + Gλ−m+1(F ) ⊆
GF∪λ−1(F )∪...∪λ−m+1(F ). 
The next lemma shows the relevance of our following assumption on λ of having finite fibers.
Lemma 4.3. The following conditions are equivalent:
(a) λ−1(i) is finite for each i ∈ Γ;
(b) σλ,K(GΓ) ⊆ GΓ;
(c) σλ,L(L
(Γ)) ⊆ L(Γ) for every non-trivial abelian group L.
Proof. (b)⇒(a) Let i ∈ Γ and x ∈ G{i} \ {0}. By Claim 4.2(a) supp(σλ(x)) = λ−1(i) and by the
assumption σλ(x) ∈ GΓ, hence λ−1(i) is finite.
A similar argument shows that (a)⇒(c) and (c)⇒(b) is obvious. 
Convention. From now on we suppose that λ has finite fibers, that is, λ−1(i) is finite for every i ∈ Γ.
Proposition 4.4. Let L be an abelian group with at least two elements and let µ, ν : Γ→ Γ be functions
with finite fibers. For σµ, σν : L
Γ → LΓ and σ⊕µ , σ⊕ν : L(Γ) → L(Γ):
(a) σµ ◦ σν = σµ◦ν and σ⊕µ ◦ σ⊕ν = σ⊕µ◦ν (hence σmµ = σµm and (σ⊕µ )m = σ⊕µm for every m ∈ N).
(b) [3] The following conditions are equivalent:
(b1) µ is injective (respectively, surjective);
(b2) σµ is surjective (respectively, injective);
(b3) σ
⊕
µ is surjective (respectively, injective).
(c) In particular, the following conditions are equivalent:
(c1) µ is bijective;
(c2) σµ is an automorphism of L
Γ;
(c3) σ
⊕
µ is an automorphism of L
(Γ).
In this case, (σµ)
−1 = σµ−1 and (σ⊕µ )
−1 = σ⊕µ−1 .
Note that the equivalences (b1)⇔(b2) and (c1)⇔(c2) hold without any assumption on the fibers of
µ and ν.
Corollary 4.5. For every m ∈ N, kerσmλ = GΓ\λm(Γ).
Proof. It suffices to prove that kerσλ = GΓ\λ(Γ) and then apply Proposition 4.4(a). If x ∈ kerσλ,
equivalently supp(σλ(x)) = ∅. By Claim 4.2(a) supp(σλ(x)) = λ−1(supp(x)). Then supp(σλ(x)) =
λ−1(supp(x)) = ∅ if and only if supp(x) ∩ λ(Γ) = ∅. This is the same as supp(x) ⊆ Γ \ λ(Γ), that is,
x ∈ GΓ\λ(Γ). 
The next lemma gives a characterization (in terms of λ) of the σλ-invariance of the subgroups GA
of GΓ.
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Lemma 4.6. If A ⊆ Γ, then GA is σλ-invariant if and only if λ−1(A) ⊆ A. If A is also λ-invariant,
then σλ GA= σλA .
Proof. The condition σλ(GA) ⊆ GA is equivalent to σλ(Gi) ⊆ GA for every i ∈ A, that is, λ−1(i) ⊆ A
for every i ∈ A, which is equivalent to λ−1(A) ⊆ A. Assume now that λ−1(A) ∪ λ(A) ⊆ A. Then it is
possible to consider both σλ GA and σλA . It is clear that they coincide on GA. 
Lemma 4.6 shows that in case λ−1(A) ⊆ A for A ⊆ Γ, it is possible to consider σλ GA : GA → GA.
Remark 4.7. We see here that we can assume that for the relation <λ there exists only one equivalence
class in Γ (so coinciding with the whole Γ).
Indeed, if i/<λ is a generic equivalence class, then i/<λ ⊇ λ(i/<λ) ∪ λ−1(i/<λ). By Lemma 4.6
(4.1) σλ i/<λ= σλi/<λ .
Let now R be a set of representing elements of <λ in Γ. Then GΓ =
⊕
i∈RGi/<λ . By Remark 2.4(c)
and (4.1)
ent(σλ) =
∑
i∈R
ent(σλ Gi/<λ ) =
∑
i∈R
ent(σλi/<λ ),
and so we can assume that R is a singleton.
The next result gives the very useful formula (4.2), which is applied in the proof of the main theorem.
Remark 4.8. Let Γ = Γ′ ∪ Γ′′ be a partition of Γ. Then λ−1(Γ′) ⊆ Γ′ if and only if λ(Γ′′) ⊆ Γ′′.
Suppose that these equivalent conditions hold. By Lemma 4.6 GΓ′ is σλ-invariant.
(a) Let p2 : GΓ = GΓ′ ⊕ GΓ′′ → GΓ′′ and pi : GΓ → GΓ/GΓ′ be the canonical projections.
Denote by ξ : GΓ/GΓ′ → GΓ′′ the (unique) isomorphism such that p2 = ξ ◦ pi. Finally, let
σλ : GΓ/GΓ′ → GΓ/GΓ′ be the homomorphism induced by σλ. Then σλ = ξ−1σλΓ′′ ξ. To
better explain the situation, this means that the following diagram commutes:
GΓ
pi %%J
JJJ
J
p2 // GΓ′′
σλ
Γ′′ // GΓ′′
GΓ/GΓ′
ξ
99sssss
σλ // GΓ/GΓ′
ξ
99sssss
By Lemma 2.1 ent(σλ) = ent(σλΓ′′ ).
(b) By (a) and Theorem 2.3
(4.2) ent(σλ) = ent(σλ GΓ′ ) + ent(σλΓ′′ ).
Therefore,
(4.3) ent(σλ) ≥ ent(σλ GΓ′ ) and ent(σλ) ≥ ent(σλΓ′′ ).
The next corollary shows that ent(σλ) can be computed from its restriction to Γ
+ ⊆ Γ.
Corollary 4.9. (a) ent(σλ) = ent(σλΓ+ ).
(b) In particular, for each k ∈ N, ent(σλ) = ent(σλ
λk(Γ)
).
(c) If there exists a non-empty finite subset F of Γ such that Γ =
⋃
n∈N0 λ
n(F ), then Γ+ = Per(λ)
and consequently ent(σλ) = 0.
Proof. (a) Since λ(Γ+) ⊆ Γ+, by (4.2) in Remark 4.8(b) ent(σλ) = ent(σλ GΓ\Γ+ ) + ent(σλΓ+ ). We
prove that ent(σλ GΓ\Γ+ ) = 0. Let x ∈ GΓ\Γ+ . Then supp(x) ⊆ Γ \ Γ+. For every i ∈ supp(x) there
exists h(i) ∈ N such that i 6∈ λh(i)(Γ), and so λ−h(i)(i) = ∅. Let h(x) = max{h(i) : i ∈ supp(x)}. By
Claim 4.2(a) supp(σ
h(x)
λ (x)) = λ
−h(x)(supp(x)), which is empty, and so σh(x)λ (x) = 0. By Lemma 2.5(a)
ent(σλ GΓ\Γ+ ) = 0.
(b) Follows from (a) since ent(σλ) ≥ ent(σλ
λk(Γ)
) ≥ ent(σλΓ+ ), where (4.3) in Remark 4.8(b) is
applied twice.
(c) Clearly Γ+ ⊇ Per(λ). Let i ∈ Γ+. For every n ∈ N there exists in ∈ Γ such that λn(in) = i.
Moreover, for n ∈ N there exist mn ∈ N and jmn ∈ F such that λmn(jmn) = in and so λn+mn(jmn) = i.
Since F is finite, there exists j ∈ F such that for a strictly increasing sequence (nk)k∈N in N one has
jmnk = j for all k ∈ N. Then λnk+mnk (j) = i for all k ∈ N. Choose k ∈ N such that nk > n1 + mn1 ,
then nk +mnk > n1 +mn1 as well. Therefore, i = λ
n1+mn1 (j) = λnk+mnk (j) yields i ∈ Per(λ). 
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Example 4.10. Let λ : N0 → N0 be defined by λ(n) = n+ 1. Then σλ : K(N0) → K(N0) coincides with
the left Bernoulli shift Kβ of K
(N0). Since N+0 = ∅ (in the notation of Corollary 4.9), we deduce from
Corollary 4.9(c) that ent(σλ) = 0.
Another application of Corollary 4.9 is the following example, in which Γ is a compact metric space.
Example 4.11. Let (Γ, d) be a compact metric space and λ : Γ→ Γ be a contraction (i.e., d(λ(x), λ(y)) <
d(x, y) for every pair of distinct points x, y of Γ) such that for each i ∈ Γ, λ−1(i) is finite. Then
ent(σλ) = 0.
Indeed, using a standard compactness argument one proves that λ(Γ+) = Γ+ 6= ∅. Moreover,
|Γ+| = 1 since otherwise there exist x, y ∈ Γ+ such that d(x, y) = diam Γ+. By λ(Γ+) = Γ+ there
exist x′, y′ ∈ Γ+ with λ(x′) = x and λ(y′) = y. So diam Γ+ = d(x, y) = d(λ(x′), λ(y′)) < d(x′, y′), a
contradiction. Therefore, |Γ+| = 1, so Corollary 4.9(a) applies.
4.1. The main theorem. For a set X, in what follows we use the following notation:
|X|∗ :=
{
|X| in case |X| is finite,
+∞ in case |X| is infinite.
Definition 4.12. Two strings S and S′ of λ in the set Γ are said to be strongly disjoint if S and λn(S′)
are disjoint for every n ∈ N0 and S′ and λn(S) are disjoint for every n ∈ N0.
By the definition of string we immediately have the following result.
Claim 4.13. If sλ = n ∈ N0 is finite, then Γ contains n strings of λ that are pairwise strongly disjoint.
The next is our main theorem, which calculates the entropy of a generalized shift σλ : GΓ → GΓ,
proving that it depends only on the function λ : Γ→ Γ and on the cardinality of K.
Theorem 4.14. Let Γ be a set, λ : Γ → Γ a function such that λ−1(i) is finite for every i ∈ Γ, and
consider σλ : GΓ → GΓ, where GΓ = K(Γ) and K is a non-trivial finite abelian group. Then
ent(σλ) = |sλ|∗ log |K|.
Proof. By Corollary 4.9(a) and Remark 4.7 we can assume without loss of generality that Γ = Γ+ and
that there exists only one equivalence class for <λ.
Suppose that sλ = n for some n ∈ N0. If n > 0, there exist n pairwise strongly disjoint acyclic
strings of λ
S1 := {m1t}−t∈N0 , . . . , Sn := {mnt }−t∈N0
in Γ by Claims 3.2 and 4.13.
Let Ψ = ∅ if n = 0 and Ψ := S1 ∪ . . . ∪ Sn otherwise. Then λ−1(Ψ) ⊆ Ψ, since Γ = Γ+, and so GΨ
is σλ-invariant by Lemma 4.6. Let ν := λ Γ\Ψ. By (4.2) in Remark 4.8(b)
ent(σλ) = ent(σλ GΨ) + ent(σν).
For F = {λ(m10), . . . , λ(mn0 )}, Γ \ Ψ =
⋃
n∈N0 ν
n(F ), since the strings are acyclic. By Corollary 4.9(c)
ent(σν) = 0 and so
(4.4) ent(σλ) = ent(σλ GΨ).
Now Ψ is disjoint union of S1, . . . , Sn and so GΨ = GS1 ⊕ . . . ⊕ GSn . Moreover, λ−1(Sj) ⊆ Sj since
Γ = Γ+, and so by Lemma 4.6 GSj is σλ-invariant for each j ∈ {1, . . . , n}. By Remark 2.4(b)
(4.5) ent(σλ GΨ) = ent(σλ GS1 ) + . . .+ ent(σλ GSn ).
For every j ∈ {1, . . . , n}, since σλ GSj is precisely the right Bernoulli shift βK GSj : GSj → GSj ,
(4.6) ent(σλ GSj ) = log |K|.
By (4.4), (4.5) and (4.6) ent(σλ) = n log |K| = sλ log |K|.
Assume now that |sλ|∗ = +∞. Then sλ > n for every n ∈ N. Fix n ∈ N. There exist n pairwise
disjoint strings of λ
S1 := {m1t}−t∈N0 , . . . , Sn := {mnt }−t∈N0
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in Γ. Define
Λ1 := S1 ∪ {λs(m10) : s ∈ N}, . . . ,Λn := Sn ∪ {λs(mn0 ) : s ∈ N} and Λ := Λ1 ∪ . . . ∪ Λn.
Note that λ(Λ) ⊆ Λ, so that we can consider the map λ Λ: Λ→ Λ. By (4.3) in Remark 4.8(b)
(4.7) ent(σλ) ≥ ent(σλΛ).
Since sλΛ = n, by the finite case of the proof of the theorem applied to the map λ Λ, ent(σλΛ) =
n log |K|. By (4.7) ent(σλ) ≥ n log |K|, and this holds true for every n ∈ N, so that ent(σλ) = +∞ =
|sλ|∗ log |K|. 
We see now a first application of our main theorem.
Example 4.15. (a) In general ent(σλ) ≥ |αλ|∗ log |K|. Indeed, by the definitions sλ ≥ αλ and so
apply Theorem 4.14.
(b) The inequality in (a) can be strict: consider the functions of Example 3.4. In all three cases
there exists just one equivalence class and so one equivalent class containing at least one infinite
string of λ. Then αϕn = αψn = αλ0 = 1, but ent(σϕn) = log |K|, ent(σψn) = n log |K| and
ent(σλ0) = +∞.
(c) If λ : Γ → Γ is injective, the inequality in (a) becomes an equality, since in this case αλ = sλ:
by Theorem 4.14 and Example 3.3 ent(σλ) = |αλ|∗ log |K| = |sλ|∗ log |K|.
(d) For λ : Z → Z defined by λ(n) = n − 1 for every n ∈ Z, the generalized shift σλ coincides
with the two-sided shift βK K(Z) of K(Z). Since αλ = sλ = 1, one obtains from Theorem 4.14
ent(βK K(Z)) = ent(σλ) = log |K|.
5. Applications of the main theorem
We give now other consequences of Theorem 4.14. The first one is an application of Theorem 4.14
together with Remark 4.8(b). It shows that, even if the restriction of σλ to an invariant subgroup is
not necessarily a generalized shift, its entropy obeys the same formula as the generalized shift does.
Corollary 5.1. Let Λ ⊆ Γ be such that λ−1(Λ) ⊆ Λ. Then |sλ|∗ log |K| = ent(σλ GΛ)+|sλΓ\Λ |∗ log |K|.
Proof. By (4.2) in Remark 4.8(b) and Theorem 4.14 |sλ|∗ log |K| = ent(σλ) = ent(σλ GΛ)+ent(σλΓ\Λ) =
ent(σλ GΛ) + |sλΓ\Λ |∗ log |K|. 
Remark 5.2. If Λ ⊆ Γ is such that λ−1(Λ) ⊆ Λ, and S is a string of λ with S ∩ Λ 6= ∅, then S \ Λ is
finite and we can assume without loss of generality that S ⊆ Λ. Hence we can think that either S ⊆ Λ
or S ⊆ Γ \ Λ. This shows that:
(a) sλΓ\Λ is the number of all strings of λ which miss Λ, and
(b) in case sλ is finite, sλ − sλΓ\Λ is the number of all strings of λ contained in Λ.
Corollary 5.3. (a) Let Λ ⊆ Γ be such that λ−1(Λ) ⊆ Λ. If {ent(σλ), ent(σλ GΛ)} ∩ {0,+∞} = ∅,
then ent(σλ GΛ)/ent(σλ) is rational. Moreover, if 0 < r ≤ 1 is a rational number such that
r(ent(σλ)/ log |K|) ∈ Z, then there exists Λ ⊆ Γ, such that ent(σλ GΛ)/ent(σλ) = r.
(b) Let L be another finite abelian group and assume that both K and L have at least two elements.
Then log |L|ent(σλ,K) = log |K|ent(σλ,L).
Proof. (a) By Theorem 4.14, Corollary 5.1 and our assumption {ent(σλ), ent(σλ GΛ)} ∩ {0,+∞} = ∅,
sλ is finite and ent(σλ GΛ)/ent(σλ) = (sλ − sλΓ\Λ)/sλ is a rational number.
By hypothesis there exists m ∈ N such that rsλ = m. Let S1, . . . , Ssλ be the strongly disjoint strings
in Γ that realize sλ (this is possible by Claim 4.13 since sλ is finite by hypothesis). Since r ≤ 1, it
follows that m ≤ sλ. So it is possible to consider T := S1 ∪ . . . ∪ Sm and define Λ :=
⋃
n∈N0 λ
−n(T ).
Then λ−1(Λ) ⊆ Λ. By Remark 5.2 sλ − sλΓ\Λ = m, since {S1, . . . , Sm} is a family of pairwise disjoint
strings in Λ of the maximal possible cardinality. By Corollary 5.1 ent(σλ GΛ) = m log |K|. Then
ent(σλ GΛ)/ent(σλ) = m/sλ = r.
(b) Is a simple application of Theorem 4.14. 
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Corollary 5.4. For M a torsion infinite abelian group and σλ : M
(Γ) →M (Γ),
ent(σλ) =
{
0 if sλ = 0,
+∞ if sλ > 0.
Proof. In view of Remark 4.1 and Theorem 4.14, it is easy to see that
ent(σλ) = sup{ent(σλ H(Γ)) : H is a finite subgroup of M}
= sup{ent(σλ,H) : H is a finite subgroup of M}
= sup{|sλ|∗ log |H| : H is a finite subgroup of M}.
If sλ = 0, ent(σλ) = 0. If sλ > 0, then ent(σλ) converges to +∞ with log |H|. 
Example 5.5. (a) Let Γ be a monoid.
(a1) For each s ∈ Γ consider λs, ρs : Γ→ Γ defined by λs(t) = st and ρs(t) = ts for every t ∈ Γ.
The element s is invertible if and only if λs and ρs are bijective. By Example 4.15, the
endomorphisms σλs and σρs of GΓ have the following properties.
(i) If s is of finite order n ∈ N, then (λs)n = λsn = idΓ (i.e., λs is periodic) and similarly
(ρs)
n = ρsn = idΓ (i.e., ρs is periodic). By Proposition 4.4(a) σ
n
λs
= σλns = σλsn =
idGΓ and σ
n
ρs = σρns = σρsn = idGΓ . Hence ent(σλs) = ent(σρs) = 0 by Lemma
2.5(b).
(ii) Suppose that s is invertible. If s has infinite order, then λs and ρs are injective and
by Example 4.15 their entropy is positive. So, ent(σλs) = ent(σρs) = 0 if and only if
s is of finite order.
(a2) For each invertible s ∈ Γ consider µs : Γ→ Γ defined by µs(t) = sts−1 for every t ∈ Γ. By
Example 4.15, the endomorphism σµs of GΓ has ent(σµs) > 0 if and only if there exists
t ∈ Γ such that {sn : n ∈ N} ∩ {v ∈ Γ : vt = tv} = ∅.
(b) Suppose now that Γ is an abelian group and λ : Γ→ Γ a group homomorphism such that kerλ
is finite (i.e., λ has finite fibers).
(b1) If Γ = Z, there exists n ∈ Z such that λ(x) = nx for every x ∈ Z. If n 6= ±1, then there
exists no string of λ and so ent(σλ) = 0 by Theorem 4.14. If m = ±1, then λ2 = idΓ and
so by Proposition 4.4(a) σ2λ = σλ2 = σidΓ = idGΓ and by Lemma 2.5(b) ent(σλ) = 0.
(b2) Suppose that λ ∈ Aut(Γ). Then the orbits of λ are exactly the equivalence classes of the
relation <λ (see Example 3.3). Therefore, if λ has infinitely many infinite orbits, αλ is
infinite and by Example 3.3 and Theorem 4.14 ent(σλ) = +∞.
(b3) Consider Γ = Z × Z and λ ∈ Aut(Γ) defined by λ(x, y) = (x + y, y) for every (x, y) ∈ Γ.
For every n ∈ N the orbits of (0, n), that is,
(0, n)/<λ = {. . . , (−2n, n), (−n, n), (0, n), (n, n), (2n, n), . . .},
are infinitely many and pairwise disjoint. Then ent(σλ) = +∞ by (b2).
The next example is dedicated to the composition of generalized shifts. Let us mention that from
the formulas ent(σkλ) = k ent(σλ) (see Lemma 2.2) and σ
k
λ = σλk (see Proposition 4.4), and Theorem
4.14 we obtain the useful non-obvious formula sλk = ksλ.
Example 5.6. Let Γ = N0 and let µ1 : Γ→ Γ be defined by
µ1(m) =

p2k if m = p2k+1 with p ∈ P and k ∈ N,
p2k+1 if m = p2k with p ∈ P and k ∈ N,
m otherwise.
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Hence µ21 = idΓ and by Proposition 4.4(a) σ
2
µ1 = σµ21 = σidΓ = idGΓ . Then ent(σµ1◦µ1) = 0 and since
σµ1 is periodic, ent(σµ1) = 0 by Lemma 2.5(b). The diagram for µ1 is the following:
...
...
... . . .
... . . .
22k+1

32k+1

52k+1

. . . p2k+1

. . .
22k
ee
32k
ee
52k
ee
. . . p2k
bb
. . .
...
...
... . . .
...
...
8

27

125

. . . p3

. . .
4
hh
9
ff
25
ee
. . . p2
gg
. . .
0 ZZ 1 ZZ 2 ZZ 3 ZZ 5 ZZ 6 ZZ . . .ZZ p XX . . .ZZ
Let µ2 : Γ→ Γ be defined by
µ2(m) =

p2k−1 if m = p2k with p ∈ P and k ∈ N,
p2k if m = p2k−1 with p ∈ P and k ∈ N,
m otherwise (i.e., m is not a prime power).
Analogously, µ22 = idΓ and by Proposition 4.4(a) σ
2
µ2 = σµ22 = σidΓ = idGΓ . Then ent(σµ2◦µ2) = 0 and
sice σµ2 is periodic, so ent(σµ2) = 0 by Lemma 2.5(b). The diagram for µ2 is the following:
...
...
... . . .
... . . .
22k

32k

52k

. . . p2k

. . .
22k−1
ff
32k−1
ff
52k−1
ff
. . . p2k−1
ff
. . .
...
...
... . . .
...
...
4

9

25

. . . p2

. . .
0 ZZ 1 ZZ 2
hh
3
hh
5
gg
6 ZZ . . .ZZ p
gg
. . .ZZ
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The diagram for µ1 ◦ µ2 : Γ→ Γ is the following:
...

...

...

. . .
...

. . .
22k

32k

52k

. . . p2k

. . .
22k−2

32k−2

52k−2

. . . p2k−2

. . .
...

...

...

. . .
...

...
4

9

25

. . . p2

. . .
0 ZZ 1 ZZ 2

3

5

6 ZZ . . .ZZ p

. . .ZZ
8

27

125

. . . p3

. . .
...

...

...

. . .
...

. . .
22k−1

32k−1

52k−1

. . . p2k−1

. . .
22k+1

32k+1

52k+1

. . . p2k+1

. . .
...
...
... . . .
... . . .
In this case sµ1◦µ2 = αµ1◦µ2 = ω (so |sµ1◦µ2 |∗ = +∞) and by Theorem 4.14 ent(σµ1◦µ2) = +∞.
Similarly one can see that also sµ2◦µ1 = αµ1◦µ2 = ω and so that ent(σµ2◦µ1) = +∞.
By Proposition 4.4(a) σµ1◦µ2 = σµ1 ◦ σµ2 ; hence σµ1 ◦ σµ2 is an example of an endomorphism of
infinite entropy with both σµ1 and σµ2 of entropy 0. The same is σµ2 ◦ σµ1 .
Let %1 : Γ → Γ be defined by %1(0) = 1 and %1(m) = m for every m ∈ N. Then s%1 = 0 and so
ent(σ%1) = 0 by Theorem 4.14.
The diagram for %1 ◦ ϕ1 : Γ→ Γ is the following:
...

3

0
=
==
= 2

1 ZZ
For this function s%1◦ϕ1 = 1, and so by Theorem 4.14 ent(σ%1◦ϕ1) = log |K|.
By Proposition 4.4(a) σ%1◦ϕ1 = σ%1 ◦ σϕ1 ; consequently ent(σ%1 ◦ σϕ1) = ent(σϕ1) = log |K|, while
ent(σ%1) = 0.
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Theorem 5.7. If λ : Γ → Γ, µ : Υ → Υ are such that for each (i, j) ∈ Γ × Υ, λ−1(i) and µ−1(j) are
finite, then for the endomorphism σλ×µ : GΓ×Υ → GΓ×Υ we have:
ent(σλ×µ) = 0 if

ent(σλ) = ent(σµ) = 0, (a0)
ent(σµ) = |Per(µ)| = 0 and ent(σλ) > 0, (a1)
ent(σλ) = |Per(λ)| = 0 and ent(σµ) > 0. (a2)
(a)
Moreover,
ent(σλ×µ) =

+∞ if ent(σλ) > 0 and ent(σµ) > 0, (b0)
|Per(µ)|∗ent(σλ) if ent(σµ) = 0, |Per(µ)| > 0 and ent(σλ) > 0, (b1)
|Per(λ)|∗ent(σµ) if ent(σλ) = 0, |Per(λ)| > 0 and ent(σµ) > 0. (b2)
(b)
Proof. If ent(σλ×µ) > 0, then by Theorem 4.14, there exists a string {(mt, nt)}−t∈N0 of λ× µ (for each
−t ∈ N0, (mt+1, nt+1) = (λ(mt), µ(nt))), therefore at least one of the sequences {mt}−t∈N0 or {nt}−t∈N0
is a string, which shows that either ent(σλ) > 0 or ent(σµ) > 0, in view of Theorem 4.14. This proves
(a0).
Assume that ent(σµ) = 0 and ent(σλ) > 0. We prove that ent(σλ×µ) = 0 if |Per(µ)| = 0. To this
end, suppose that ent(σλ×µ) > 0. By Theorem 4.14 sλ×µ > 0, so let {(mt, nt)}−t∈N0 be a string of
λ× µ. Since ent(σµ) = 0, sµ = 0 by Theorem 4.14, and so {mt}−t∈N0 has to be a string of λ and n0 is
a periodic point of µ. In particular |Per(µ)| > 0. This proves (a1).
Reverting the roles of λ and µ one can prove (a2).
Now let ent(σλ) > 0 and ent(σµ) > 0. By Theorem 4.14 there exist strings {mt}−t∈N0 and {nt}−t∈N0
respectively of λ and µ. For each −l ∈ N0, let zl := (m0, nl). Then {(mt, nl+t)}−t∈N0 is a string of
λ × µ for every l ∈ N, and these strings are pairwise disjoint. This means that |sλ×µ|∗ = +∞ and by
Theorem 4.14 ent(σλ×µ) = +∞. This proves (b0).
Assume that ent(σµ) = 0, |Per(µ)| > 0 and ent(σλ) > 0. We prove that
(5.1) ent(σλ×µ) ≤ |Per(µ)|∗ent(σλ).
If ent(σλ×µ) = 0 the inequality in (5.1) is trivially satisfied. So we can assume that ent(σλ×µ) > 0.
By Theorem 4.14 sλ×µ > 0. Let {(mt, nt)}−t∈N0 be a string of λ × µ. Since sµ = 0 by Theorem
4.14, {mt}−t∈N0 has to be a string of λ and each nt is a periodic point of µ. If {(mt, nt)}−t∈N0 and
{(m′t, n′t)}−t∈N0 are disjoint strings of λ× µ, then either {mt}−t∈N0 and {m′t}−t∈N0 are disjoint strings
of λ or n0 and n
′
0 are distinct periodic points of µ. This proves that sλ×µ ≤ |Per(µ)|sλ. In particular
(5.1) holds by Theorem 4.14.
We show now that under the same hypotheses, also the converse implication holds true, that is, we
prove that
(5.2) ent(σλ×µ) ≥ |Per(µ)|∗ent(σλ).
If {mt}−t∈N0 is a string of λ, and j ∈ Per(µ) with {j = j0, j1, j2, . . . , js} the finite orbit of j (i.e.,
µ(jk) = jk+1 for every k ∈ {0, . . . , s − 1} and µ(js) = j), then {(mt, j[t]s+1)}−t∈N0 is a string of λ × µ
(where, for a ∈ Z, b ∈ N, [a]b denotes the remainder class of a modulo b). In case i, j are distinct
elements of Per(µ), the strings {(mt, j[t]s+1)}−t∈N0 and {(mt, i[t]r+1)}−t∈N0 (where {i = i0, i1, i2, . . . , ir}
is the finite orbit of i, i.e., µ(ik) = ik+1 for every k ∈ {0, . . . , r− 1} and µ(ir) = i) are pairwise disjoint.
This proves that sλ×µ ≥ |Per(µ)|sλ, and by Theorem 4.14 (5.2) holds.
By (5.1) and (5.2) ent(σλ×µ) = |Per(µ)|∗ent(σλ). This concludes the proof of (b1).
Reverting the roles of λ and µ one can prove (b2). 
In the notations of this theorem, the following example shows that in the case where ent(σµ) = 0 and
ent(σλ) = log |K|, it is possible that ent(σλ×µ) is positive and also infinite, depending on the cardinality
of Per(µ).
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Example 5.8. Let t ∈ N, Γt = {1, . . . , t} and θt = (123 . . . t) ∈ SΓt . Let Λ = N0 × Γt. Then
ϕ1 × θt : Λ→ Λ and its diagram is the following:
...

...

...

...

...

(m, 1)

(m, 2)

. . .

(m, t− 1)

(m, t)

(m− 1, 2)

(m− 1, 3)

. . .

(m− 1, t)

(m− 1, 1)

...

...

...

...

...

(m− t, 1)

(m− t, 2)

. . .

(m− t, t− 1)

(m− t, t)

(m− t− 1, 2)

(m− t− 1, 3)

. . .

(m− t− 1, t)

(m− t− 1, 1)

...

...

...

...

...

(2, t− 1)

(2, t)

. . .

(2, t− 3)

(2, t− 2)

(1, t)

(1, 1)

. . .

(1, t− 2)

(1, t− 1)

(0, 1) // (0, 2) // . . . // (0, t− 1) // (0, t)ll
Let θ = (12) ∈ SN and let Λ = N× N0. The diagram for θ × ϕ1 : Λ→ Λ is the following:
...

...

...

. . .

...

...
(1, 2)

(2, 2)

(3, 2)

. . .

(n, 2)

. . .
(2, 1)

(1, 1)

(3, 1)

. . .

(n, 1)

. . .
(1, 0) // (2, 0)
\\
(3, 0)
WW
. . .ZZ (n, 0)WW
. . .ZZ
Then by Theorem 4.14 ent(σϕ1×θt) = t log |K| and ent(σϕ1×θ) = +∞, while ent(σϕ1) = log |K| and
ent(σθ) = ent(σθt) = 0, since |Per(θt)| = t, |Per(θ)|∗ = +∞.
The next is an application of Theorem 5.7 and Corollary 5.3. Indeed considering the product of two
finite abelian groups K×L instead of only one finite abelian group K (as in Theorem 5.7) is not a more
general situation, since Theorem 4.14, but also Corollary 5.3, shows that the entropy of a generalized
shift depends mainly on its string number sλ.
Corollary 5.9. Let K and L be finite non-trivial abelian groups and let λ : Γ → Γ and µ : Υ → Υ
be such that for each (i, j) ∈ Γ × Υ, λ−1(i) and µ−1(j) are finite. Then for σλ×µ : (K × L)(Γ×Υ) →
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(K × L)(Γ×Υ) we have:
ent(σλ×µ) = 0 if

ent(σλ) = ent(σµ) = 0, (a0)
ent(σµ) = |Per(µ)| = 0 and ent(σλ) > 0, (a1)
ent(σλ) = |Per(λ)| = 0 and ent(σµ) > 0. (a2)
(a)
Moreover,
ent(σλ×µ) =

+∞ if ent(σλ) > 0 and ent(σµ) > 0, (b0)
log |K×L|
log |K| |Per(µ)|∗ent(σλ) if ent(σµ) = 0, |Per(µ)| > 0 and ent(σλ) > 0, (b1)
log |K×L|
log |K| |Per(λ)|∗ent(σµ) if ent(σλ) = 0, |Per(λ)| > 0 and ent(σµ) > 0. (b2)
(b)
Proof. By Corollary 5.3 ent(σλ×µ,K×L) =
log |K×L|
log |K| ent(σλ×µ,K). Now apply Theorem 5.7. 
In the next example we associate to a given map λ a natural extension map Λ such that ent(σΛ) is
either infinite or 0, depending on whether ent(σλ) is positive or 0.
Example 5.10. Define Λ : Pfin(Γ)→ Pfin(Γ) by Λ(A) = {λ(i) : i ∈ A} = λ(A) for every A ∈ Pfin(Γ).
(Since Γ embeds into Pfin(Γ) in a natural way via the singletons, Λ can be considered as an extension
of λ.) For each A ∈ Pfin(Γ), Λ−1(A) is a finite subset of Pfin(Γ). Consider σΛ : GPfin(Γ) → GPfin(Γ).
Then:
ent(σΛ) =
{
0 if ent(σλ) = 0,
+∞ if ent(σλ) > 0.
If ent(σΛ) > 0, by Theorem 4.14 there exists at least one string {At}−t∈N0 of Λ in Pfin(Γ). In particular
there exists a string {mt}−t∈N0 of λ in Γ: indeed, there exists −t ∈ N0 such that not all elements of At
are periodic for λ. Suppose without loss of generality that t = 0 and let m0 ∈ A0 \ Per(λ). Then there
exists an infinite sequence {mt}−t∈N0 of elements of Γ such that mt ∈ At and λ(mt) = mt+1 for every
−t ∈ N. The elements mt have to be distinct because m0 is not periodic. So {mt}−t∈N0 is a string of
λ and by Theorem 4.14 ent(σλ) > 0. This proves that if ent(σλ) = 0 then ent(σΛ) = 0.
If ent(σλ) > 0, by Theorem 4.14 there exists a string {mt}−t∈N0 of λ in Γ. For each l ∈ N0,
Sl := {{mt,mt−1, . . . ,mt−l}}−t∈N0 is a string of Λ in Pfin(Γ) and obviously S1, . . . , Sl, . . . are pairwise
disjoint strings of Λ in Pfin(Γ). So Theorem 4.14 leads us to the desired result, that is ent(σΛ) = +∞.
6. Final remarks and open problems
We consider here the generalized shift σλ on K
Γ and, in case λ has finite fibers, its restriction σ⊕λ on
K(Γ). Theorem 4.14 calculates precisely the value of the entropy of σ⊕λ : K
(Γ) → K(Γ). The necessary
property on λ to have finite fibers helps us in finding the explicit formula for the entropy of σ⊕λ . In the
general case of σλ : K
Γ → KΓ we leave open the following problem.
Problem 6.1. Calculate the entropy of σλ : K
Γ → KΓ. Is ent(σλ) = ent(σ⊕λ ) in case λ has finite
fibers?
Note that ent(σλ) ≥ ent(σ⊕λ ) in the latter case, since then K(Γ) is σλ-invariant in KΓ.
Problem 6.2. (a) Is it possible to have ent(σ⊕λ ) = 0, but ent(σλ) > 0?
(b) Is it possible to have 0 < ent(σλ) < +∞?
Moreover, Theorem 4.14 concerns only a single abelian group K. If {Ki : i ∈ Γ} is a family of abelian
groups and ρi : Kλ(i) → Ki is a homomorphism for every i ∈ I, define σ˜λ :
∏
i∈ΓKi →
∏
i∈ΓKi by
σ˜λ(x) = (ρi(xλ(i)))i∈Γ for every x = (xi)i∈Γ ∈
∏
i∈ΓKi. It is possible to consider also σ˜λ restricted to
the direct sum, that is, σ˜⊕λ :
⊕
i∈ΓKi →
⊕
i∈ΓKi.
Problem 6.3. Suppose that for every i ∈ Γ Ki is a finite abelian group.
(a) Calculate the entropy of σ˜λ :
∏
i∈ΓKi →
∏
i∈ΓKi.
(b) Calculate the entropy of σ˜⊕λ :
⊕
i∈ΓKi →
⊕
i∈ΓKi.
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A particular case of this problem is when for each i ∈ Γ Kλ(i) ≤ Ki, that is, ρi : Kλ(i) → Ki is an
injective homomorphism. So one can consider first the problem in this case.
Let K be a finite field and R = K[x]. For r ∈ R, let mr : R→ R be defined by mr(s) = rs for every
s ∈ R. It is easy to see that for the natural isomorphism j : K[x]→ K(N0) the conjugated isomorphism
j ◦mx ◦ j−1 coincides with the right Bernoulli shift βK of K(N0) (and consequently, j ◦mxn ◦ j−1 = βnK).
Therefore, the endomorphism mr is (conjugated to) a linear combination of powers of the Bernoulli
shift βK .
Problem 6.4. Calculate the entropy of mr : K[x] → K[x]. What about the ring K[x1, . . . , xn] of
polynomials in more variables?
This problem can be generalized for graded rings. (Let us recall that a graded ring is a ring R with
a family {Ri : i ∈ N0} of subgroups of (R,+) such that R =
⊕∞
i=0Ri and RiRj ⊆ Ri+j for all i, j ∈ N0
[2, Chapter 10].) For r ∈ R, let mr : R→ R be defined by mr(s) = rs for every s ∈ R.
Problem 6.5. Compute the entropy ent(mr) in case R is a graded ring, r ∈ R and mr : R→ R.
Problem 6.5 can be extended also to graded R-modules M and the endomorphism mr of M defined
by the multiplication, in M , by a fixed element r ∈ R as above.
We conclude with a problem suggested by Example 5.5(b).
Problem 6.6. Let Γ be an abelian group and λ : Γ→ Γ an endomorphism.
(a) Is it true that sλ > 0 implies sλ infinite?
(b) Describe in which cases sλ = 0 and in which cases sλ is infinite.
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