In [18] Wess and Zumino gave a method for constructing noncommutative differential calculus (or de Rham complex) on the quantum affine space associated to a Hecke symmetry R. Also, they constructed the corresponding algebra of linear differential operators. Since the algebra of linear differential operators on the n-dimensional affine space is the n-th Weyl algebra, this algebra is regarded as a quantum analogue of the Weyl algebra, and called the quantum Weyl algebra (associated to R).
In [18] Wess and Zumino gave a method for constructing noncommutative differential calculus (or de Rham complex) on the quantum affine space associated to a Hecke symmetry R. Also, they constructed the corresponding algebra of linear differential operators. Since the algebra of linear differential operators on the n-dimensional affine space is the n-th Weyl algebra, this algebra is regarded as a quantum analogue of the Weyl algebra, and called the quantum Weyl algebra (associated to R).
Let R q,P be the multiparameter R-matrix of the quantum deformation of GL n parameterized by a scalar q and an n × n matrix P = (p ij ) in [3] . For the quantum Weyl algebra A n (q, P ) associated to R q,P , Demidov [6] and Rigal [15] consider quantum versions of classical theory of the Weyl algebras including Bernstein's inequality. And, some ring-theoretic properties of A n (q, P ) have been studied in [1, 2, 9, 10, 11] etc. In [11] Jordan constructed a simple localization B n (q, P ) of A n (q, P ), which is a better analogue of the Weyl algebra A n from the point of view of noncommutative ring theory.
The purpose of this paper is to define an analogue of the inverse and direct images for the quantum Weyl algebra A n (q, P ), and to investigate their properties. In particular, we prove a quantum analogue of Kashiwara's theorem (Section 4), and consider preservation of holonomicity under inverse and direct images (Section 5).
Throughout this paper we fix a ground field K and let q be a nonzero element of K such that q 2 is not a root of unity, and we use the following q-integer notation:
− 1 q −2 − 1 (i : a nonnegative integer ).
In this paper, we use the terminology and the results of [14] for noncommutative ring theory, and refer to [4, 5] for the theory of the Weyl algebras, and [12] for the facts concerning Hopf algebras and quantum groups.
Preliminaries
Let V be an n-dimensional vector space. Assume that a non-degenerate linear transformation R : For the Hecke symmetry R q,P in Example 1.1, we write K q,P [X] for K R q,P [X] . Then the relations of K q,P [X] are as follows:
In [18] Wess and Zumino construct examples of noncommutative differential calculus on the quantum affine space. 
DEFINITION 1.3 ([18, 10]). The quantum Weyl algebra
In addition, commutation relations between ∂ i and ξ j are given by
EXAMPLE 1.4. Consider the Hecke symmetry R q,P in Example 1.1. We write Ω(q, P ) and A n (q, P ) for Ω(R q,P ) and A n (R q,P ), respectively. The relations of Ω(q, P ) are
The relations of A n (q, P ) are given by
When P is the n × n matrix whose entries are all 1, we write A q n for A n (q, P ). From the above relations one can obtain the following lemma. LEMMA 1.5. Let P = (p ij ) be an n × n matrix as in Example 1.1. Denote by P t its transposed matrix.
(1) There exists a DG-algebra isomorphism σ : Ω(q, P )
Here Ω(q, P )
op denotes the opposite DG-algebra of the DG-algebra Ω(q, P ).
In [11] Jordan constructed a simple localization of A n (q, P ).
is an Ore sets in A n (q, P ) [11, 3.1] . We denote by B n (q, P ) the localization of A n (q, P ) at Z. In [11, Thm. 3.2] it is proved that the localization B n (q, P ) is simple of Krull and global dimension n like the Weyl algebra A n in characteristic zero. REMARK 1.6. The localization B n (q, P ) has another generators. For 1
i+1 ∂ i , where z n+1 = 1. Then, as described in [2, 1.7] , the K-algebra B n (q, P ) is generated by
By [2, 1.5 ] the relations of these elements are as follows :
In [15] Rigal prove the following fact on the Gelfand-Kirillov dimension of modules over B n (q, P ).
Bernstein's inequality [15, Thm.3(c) ]. For a finitely generated nonzero left B n (q, P )-module M , its Gelfand-Kirillov dimension GKdim(M ) ≥ n.
Following [15] we say that a finitely generated left B n (q, P )-module M is holonomic if M = 0 or GKdim(M ) = n.
We say that an element u of a left A n (q, P )-module M is Z-torsion if there exists w ∈ Z such that wu = 0. We say that M is Z-torsionfree if M has no nonzero Z-torsion elements.
Proof. See the proof of [8, Cor.3.2] .
For a left A n (q, P )-module M , let T (M ) be the submodule consisting of the Z- 
From the relations of A n (q, P ) described in Example 1.4, one sees that
Via this linear isomorphism, K q,P [X] has a left A n (q, P )-module structure. Then, ∂ i acts on K q,P [X] as the q-difference operator:
, where j = i).
Obviously, F k is isomorphic as a vector space to 
M (R) has a bialgebra structure with the comultiplication ∆ and the counit ε such that 
j , where i < j and l < k. This bialgebra is regarded as a q-deformation of the coordinate ring O(M n ) of the space of n × n matrices, and usually denoted by
], where det q is the quantum determinant defined in [3] .
The bialgebra M (R) has a cobraided structure , :
Thus , is a bilinear, and satisfies that a, bc = a (1) , c a (2) , b ,
for all a, b, c ∈ M (R), where we use the Sweedler notation ∆(a) = a (1) ⊗ a (2) etc. See [12, Thm. VIII.6.4] .
Throughout this paper we assume that the cobraided structure is extended to H(R). This assumption holds for R q,P .
LEMMA 2.3. (1) There exists a right H(R)
op -comodule algebra structure ρ on A n (R) such that ρ(x i ) = x α ⊗ S(t i α ), ρ(∂ i ) = ∂ α ⊗ t α i , for 1 ≤ i ≤ n,
where S denotes the antipode of the Hopf algebra H(R).
(2) There exists a left H(R)-module algebra structure on A n (R) such that
Proof. This lemma can be directly verified. Also, see [16] .
Define the K-algebra automorphism ϕ :
For later use, we need the following lemma.
LEMMA 2.4. For the Wess-Zumino calculus Ω(R), it holds that
Proof. We may assume that f is a monomial. Clearly, it is true for f = 1 .
Therefore, the lamma follows.
For k ≥ 0, following [16, 17] , we define the twisted bracket
One can verify that, [
is described as follows:
Futher, the following twisted Leibniz rule holds:
We end this section by collecting results needed later.
LEMMA 2.5. In the Wess-Zumino calculus Ω(R), it holds that
d(f ) = ξ α ∂ α (f ) for all f ∈ K R [X]. LEMMA 2.6 ([16]). In K R [X] ⊗ H(R), it holds that D(f ) (0) ⊗ D(f ) (1) = D (0) (f (0) ) ⊗ D (1) f (1) for all D ∈ A n (R), f ∈ K R [X].
Inverse and Direct Images of Modules over Quantum Weyl Algebras
The main purpose of this section is to define a quantum analogue of the inverse and direct images for quantum Weyl algebras. We refer to [4, 5] for the inverse and direct images for the classical Weyl algebra. Fix another nonnegative integer m. Let V be an m-dimensional vector space, and 
, and we denote by , the cobraided structure on H(R ) described in Section 2.
Let F : Ω(R ) → Ω(R) be a DG-algebra morphism. Thus, in particular, the restriction of
where
then Φ i induces the desired linear morphism φ i . Therefore it sufficies to show that the equality (3.3) holds. By a direct computation one sees that the left-hand side of (3.3) equals
and the right-hand side of (3.3) equals
where ϕ is the K-algebra automorphism of
, it follows from Lemma 2.5 and the fact that ξ
Hence it is sufficient to show that, for each β,
From Lemma 2.4 for Ω(R ) it follows that
Applying F to this equation, one obtain
Again, by Lemma 2.4 it follows that, for each l, β,
-lineary independent, the equation (3.4) holds.
PROPOSITION 3.5. Let notations be as above. If it holds that, for
Proof. We have to prove the following equalities:
It is direct to show that the equality (3.6) holds. In fact, by a direct computation one obtain
We will prove that the equation (3.7) holds. We may assume that f is a monomial of K R [X] . By a direct computation, one obtain, for each α, β,
Therefore it sufficies to show that the following equalities holds:
First, we shall prove the equation (3.8) . By Lemma 2.6, one obtain
), one sees that the left-hand side of (3.8) equals
which is equal to the right-hand side of (3.8). Hence (3.8) holds.
Next we consider the equation (3.9). Clearly, the equation (3.9) holds for f = 1, . We assume that f = x s g with g a monomial. Then the left-hand side of (3.9) is equal to
by the induction hypothesis for g. This equals the right-hand side of (3.9).
It remains to show that (3.10) holds. We note that ϕ(f
By (3.4) it follows that, for each l, k, χ, µ,
which implies that
Combining this equation with the equation (3.11) one sees that the left-hand side of (3.10) equals the right-hand side of (3.10) plus
which is equals to zero by the assumption. Therefore (3.10) holds. Proof. We assume that p In the proof of Proposition 3.5, it is known that
On the other hand, when i = j, by the definition of R q,P , the left-hand side of the above equation equals qφ i φ j (f ⊗ u). Therefore, ( * ) holds for i = j. We can asuume that i < j. Since d is a differential of Ω(q, R), it follows that
From the relations of Ω(q, R) and A n (q, R), one obtains
-linearly independent, it follows that ( * ) holds for all i, j.
In the rest of this paper, we will consider only matricies P satisfying the assumption in Corllary 3.12.
The inverse image F A m (q, P ) naturally becomes a A n (q, P )-A m (q, P ) bimodule. Following classical notation, we denote this bimodule by D X→Y . Then it follows that
Given a DG-algebra morphism F : Ω(q, P ) → Ω(q, P ), by Lemma 1.5(1) we obtain a DG-algebra morphism Ω(q
We also denote this morphism by F . Then by the above way we obtain the A n (q
EXAMPLE 3.14. Fix nonnegative integers n and m. Let P = (p ij ) 1≤i,j≤n+m be an (n + m) × (n + m) matrix as in Example 1.1. For Ω(q, P ) and A n+m (q, P ), the variables, the differentials and the derivatives are denoted by
For simplicity, we sometimes abbreviate the notation of the parameters if confusion does not occur. For example, we write A n+m for A n+m (q, P ), B n+m for B n+m (q, P ). 
Furthermore it easily follows that
(2) Let π be the DG-algebra morphism defined in (1). From (1)
From the above isomorphism, it follows that, if M is a left B n+m -module, then π M is naturally a left B m -module.
(3) Let P be the n × n matrix with (i, j)-entry p i,j . For Ω(q, P ) and A n = A n (q, P ), we denote the corresponding variables, differentials and derivatives by Define the DG-algebra morphism ι : Ω(q, P ) → Ω(q, P ) by
For a left A n+m -module M , one easily sees that
Note that, if M is a left B n+m -module, then ι M naturally becomes a left B nmodule. (4) Let ι be the DG-algebra morphism defined in (3). It follows from (3) that
for any A n -module M . Similar to (1), ι M is isomorphic to the left A n+m -module K[∂ ] ⊗ M with the action as follows:
From the above observation, if M is a left B n -module, then ι M is naturally a left B n+m -module. (1) If M is a finitely generated left A m (q, P )-module, then π M is a finitely generated A n+m (q, P )-module, and
(2) If M is a finitely generated left B m (q, P )-module, then π M is a finitely generated B n+m (q, P )-module, and 
In particular, M is holonomic if and only if π M is holonomic. (3) If M is a finitely generated left A n (q, P )-module, then ι M is a finitely generated A n+m (q, P )-module, and
GKdim A n+m (q,P ) (ι M ) = GKdim A n (q,P ) (M ) + m.
(4) If M is a finitely generated left B n (q, P )-module, then ι M is a finitely generated B n+m (q, P )-module, and
GKdim B n+m (q,P ) (ι M ) = GKdim B n (q,P ) (M ) + m.1 , · · · , x n , ∂ 1 , · · · , ∂ n is a filtered K-algebra with the filtration F(C) = {F k (C)} defined by F 0 (C) = K, F 1 (C) = K1 + Kx 1 + · · · + Kx n + K∂ 1 + · · · + K∂ n and F k (C) = F 1 (C) k (k ≥ 1). Then , it is clear that A n+m = C ⊗ A m as a K-vector space,
and that
Since the left C-module K[X] is generated by the single element 1, the subspaces
form a good filtration of K[X] with respect to F(C). By the same way as in Example 1.8, one sees that GKdim C (K[X]) = n .
First, we have to show that π M is finitely generated. As seen in Example 3.14(1), π M can be identified with
Next, we will consider the Gelfand-Kirillov dimension of π M = K[X] ⊗ M . Since the K-linear automorphisms ψ j and ψ j (defined in Example 3.14(1)) preserve the filtration F(C), the K-vector spaces
form a good filtration of the A n+m -module π M with respect to F(A n+m ). By the same way as in the proof of [5, Ch.3, Thm.4.1(1)] we have
Therefore (1) is proved.
In the similar fashion we can conclude (2)- (4).
COROLLARY 3.16. Let notations be as in Example 3.14. (1) If M is a holonomic A m (q, P )-module, then π M is holonomic as a left
Proof. By the Lemma 3.15, it sufficies to show that
(as left A n+m -modules).
But, one easily sees that
, which shows the desired isomorphism.
(2) Simlar to (1).
LEMMA 3.17. Let n, m and r be nonnegative integers, P = (p ij ) 1≤i,j≤n , P = (p ij ) 1≤i,j≤m and P = (p ij ) 1≤i,j≤r matrices as in Example 1.1. Given two DG-algebra morphisms F : Ω(q, P ) → Ω(q, P ) and G : Ω(q, P ) → Ω(q, P ).
Proof. We denote by K[T ] the quantum affine space K q,P [T ] with the variables t
Therefore it remains to show that this isomorphism is an A n (q, P )-module morphism. But, using the equation (3.4) , one can verify this.
(2) By the definition of the direct images, it sufficies that We deal with the category of B n (q, P )-modules instead of the category of A n (q, P )-modules. Throughout this section, we use the notations in Example 3.14.
Let M be a left B n+m (q, P )-module. Following classical notation, we put
In classical case, H denotes the hyperplane {y
From the above fact and the commutation relations between the generators of B n+m (q, P ) described in Remark 1.6,
Let us consider the case m = 1. We write y for y
The functor ι defines an equivalence of the category M n (resp. M Assume that m ≥ 2. Let P be the (n + 1) × (n + 1) matrix with the (i, j)-entry p ij . The DG-algebra morphism ι 1 : Ω(q, P ) → Ω(q, P ) and ι 2 : Ω(q, P ) → Ω(q, P ) are morphisms as in Example 3.14(3) such that ι = ι 2 • ι 1 . We denote by
On the other hand, one easily sees that, for each left B n -module N ,
so the functor κ • ι is isomorphic to the identity functor on M n . Next, we will prove that M ∈ M n+m H is a finitely generated B n+m -module if and only if M 0 is a finitely generated B n -module. Since
is finitely generated by Lemma 3.15 (4) 
Preservation of Holonomicity
We continue to use the notations in Example 3.14. Proof. From Example 3.14(2) and the fact that M = z
Note that there exists a K-algebra isomorphism T :
and B m+n (q 
Then M is holonomic as a left B m+n (q 
By the same way as in the proof of [5, Lemma 18.1.2], one sees that there exist 
Since, for any left A n+m -module N , the left B n -module B n ⊗ An ι N can be regarded as a submodule of the left B n -module ι (B n+m ⊗ A n+m M ) via the morphism
where u ∈ N, α 1 , · · · , α n ≥ 0. Thus, we have
From the above two inequalities,
The left-hand side of the inequality is less than or equal to n by the holonomicity of M and Lemma 5.1. This proves the holonomicity of ι M .
In the simailar fashion we can prove the holonomicity of π M .
We define basic DG-algebra morphisms including generalizations of the morphisms in example 3.14.
DEFINITION 5.3. Assume that 1 ≤ r ≤ n. Let P = (p ij ) 1≤i,j≤n be a n × n matrix as in Example 1.1. Given an r-tuple i = (i 1 , · · · , i r ) with i 1 < · · · < i r , we denote by
(1) The DG-algebra morphism π i : Ω(q, P i ) → Ω(q, P ) is defined by
(2) The DG-algebra morphism ι i : Ω(q, P ) → Ω(q, P i ) is defined by 
where α is the K-algebra automorphism of A n (q, P ) such that α(
and the left A n (q, P )-module structure is given by
where D ∈ A n (q, P ), u ∈ M α (resp. M α −1 ). Since α preserves the filtration F(A n (q, P )) (defined in Remark 1.6), both M α and M α −1 have same Gelfand-Kirillov dimension as that of M . In particular, (m c ) and (m c ) preseve the holonomicity. Consider the functors (E c ) and (E c ) . The quantum Weyl algebra A = A 1 is the K-algebra generated by the elements x and ∂ with the relation ∂x = q 2 x∂ + 1. One easily sees that, for any left A-module M ,
and, for any finite-dimensional K-vector space W ,
(as left A-modules). 
Let l be a positive integer. From the commutation relation between x and ∂, we have
is not a root of unity, there exists a positive integer l 0 such that 0≤i≤r C is q
Finally we consider the preservation of holonomicity under the inverse and direct images in the simplest case.
From now on, if P is the n × n matrix whose entries are all 1, we write Ω n for Ω(q, P ) . 
for some s ≤ n, where C i 1 ···i s = 0 for some i s > 1. Noting that [ 
Then , we claim that F (y 
