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We introduce a simple lattice model in which percolation is constructed on top of critical per-
colation clusters, and show that it can be repeated recursively any number n of generations. In
two dimensions, we determine the percolation thresholds up to n = 5. The corresponding critical
clusters become more and more compact as n increases, and define universal scaling functions of
the standard two-dimensional form and critical exponents that are distinct for any n. This family
of exponents differs from any previously known universality class, and cannot be accommodated
by existing analytical methods. We confirm that recursive percolation is well defined also in three
dimensions.
PACS numbers: 05.50.+q, 05.70.Jk, 64.60.ah, 64.60.F-
The use of percolation theory pervades many parts of
science, ranging from material science to geology, epi-
demiology and sociology [1, 2]. At the percolation thres-
hold it leads to random, scale invariant geometries that
have become paradigmatic in theoretical physics and
probability theory. Lattice models for percolation [3]
have propelled powerful theoretical constructions, lead-
ing to a host of exact results, particularly in two dimen-
sions [4–7].
A typical model is bond percolation, in which each link
of the lattice is taken to be open with probability p. An
important assumption in this model is that the medium is
independent of its preceding history. However, in nume-
rous situations this hypothesis is not fulfilled. Examples
include the percolation of a liquid in a porous medium
like granular rocks [8], or epidemic spread [9, 10], where
a renewed percolation (resp. spread) event may depend
on the history of sedimentation (resp. immunization). In
both cases, the first percolation process imposes a partic-
ular type of quenched disorder on the following process.
The purpose of this Letter is to formulate a simple model
of such recursive percolation and study its properties nu-
merically.
Given a configuration of percolation clusters at criti-
cality, p0 = p0c , with superscript n = 0 for the original
percolation, we define a new (n = 1) percolation pro-
cess on top of them such that occupied bonds are placed
with probability p1 on all the pairs of neighboring sites in
the same cluster. One might then expect that any finite
probability p1 < 1 would destroy the critical singularity
and lead to a subcritical phase where it becomes expo-
nentially difficult to form a large cluster. Contrary to
this expectation, we show that there exists a non-trivial
critical threshold, 1 > p1c > p
0
c , separating a subcritical
and a critical phase. This means in particular that the
construction can be repeated recursively: on top of the
new critical clusters, one may again study a percolation
process and search for its threshold. The same scenario
takes place, so that the construction may be repeated any
number of times. Surprisingly, the nth generation of per-
colation clusters thus generated enjoys, at their thresh-
old p = pnc , distinct critical exponents for any n. The
d = 2 simulations show that the exponents are univer-
sal, i.e., independent of lattice and percolation process
(bond/site). Moreover, they tend to finite limits when
n→∞—in the case of a “worn out” medium.
This family of recursive critical exponents for n ≥ 1
does not appear in any previously known universality
class [4]. Neither can the d = 2 exponents be accounted
for by existing analytical constructions, including the
Coulomb gas (CG) approach to conformal field theory
(CFT) [4, 5], and the more recent Schramm-Loewner evo-
lution (SLE) [6, 7]. These field-theoretical methods have
provided a plenitude of information about critical behav-
ior, predicting exact values [11, 12] of critical exponents
for most two-dimensional lattice models. We find in par-
ticular that recursive percolation for n ≥ 1 violates the
domain Markov property in the context of SLE theory.
Percolation threshold. We study recursive percolation
on periodic L × L square lattices. The starting point is
standard bond percolation [1, 2], with the known thres-
hold p0c =
1
2 . From a given set of percolation clusters C0,
henceforth called standard clusters for clarity, we define
a set of dense clusters C0 by filling in all bonds between
neighboring sites in the same cluster. Here and elsewhere
quantities with (resp. without) an overline refer to the
dense (resp. standard) case.
Suppose that the thresholds p1c , . . . , p
n−1
c are already
known. A configuration of clusters Cn at generation n ≥
1, with a given occupation probability pn, is then defined
as follows: For each i = 1, . . . , n in turn, produce Ci
by performing bond percolation on Ci−1 with probability
pi = pic if i < n, and p
i = pn if i = n.
We have performed extensive simulations for L = 2ℓ,
with ℓ = 4, 5, . . . , 12. The existence of a non-trivial
threshold pnc is revealed by the crossing properties of the
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FIG. 1. (color online) Wrapping probability Rn2 versus p
n
for n = 1, 2, 3, 4. The superscript n is for the nth genera-
tion. Percolation threshold is located by the approximately
common crossing for different sizes L, as denoted by different
colors.
probability Rn2 that one cluster in Cn wraps both peri-
odic lattice directions (see Fig. 1). The finite-size scaling
clearly shows that pnc acts as an unstable fixed point for
nth generation clusters, sustaining flows to the trivial
fixed points pn ≈ 1 and pn = 0 respectively; see Supple-
mental Material (SM) for more details.
TABLE I. Threshold pnc , exponent y
n
t , and wrapping proba-
bility Rn2 for nth generation percolation.
n 1 2 3 4 5
ynt 0.433(1) 0.273(4) 0.182(4) 0.116(10) 0.09(2)
Rn2 0.495(1) 0.547(1) 0.571(2) 0.586(3) 0.595(4)
pnc 0.654902(10) 0.73954(4) 0.7945(1) 0.8342(8) 0.861(4)
From the scaling of Rn2 near p
n
c , we have determined,
for n ≤ 5, the thresholds pnc , the thermal exponent ynt ,
and the critical value of Rn2 (see Tab. I). Notice that the
values of pnc are close to the simple fraction (n+1)/(n+2),
especially for larger n. This suggests that pnc → 1 for n→
∞, meaning that recursive percolation can be defined for
any number of generations.
Observables and scaling. We also measured the size
Cn1 of the largest cluster, the number B
n
R of pseudo-
bridges, the length Hn1 of the largest loop surrounding
percolation clusters, and the size Cnb1 of the largest back-
bone clusters (see SM for detailed definitions). At criti-
cality, the finite-size scaling of these observables is gov-
FIG. 2. (color online) Illustration of recursive single-cluster
growing processes. The n = 0, 1, 2 bonds and clusters are
marked in gray, green, and black, respectively.
TABLE II. Values of critical exponents. For n = 0, the back-
bone is estimated as d0B = 1.6431(6) from a transfer matrix
computation [13] and d0B = 1.643 36(10) by Monte Carlo simu-
lations [14, 15]. Note that dnR coincides with y
n
t in Tab. I. The
equality y0t = d
0
R holds true in any spatial dimension [16, 17].
n 0 1 2 3 4
dnF 1.8958(1) 1.8573(1) 1.8424(1) 1.8357(2) 1.8323(2)
dnB 1.6433(3) 1.7596(1) 1.7942(1) 1.8078(2) 1.8148(2)
dnH 1.75 1.6083(1) 1.5358(1) 1.4967(1) 1.4723(2)
d
n
H 1.3333 1.3739(1) 1.3929(1) 1.4026(2) 1.4075(2)
dnR 0.751(1) 0.433(1) 0.272(2) 0.182(2) 0.121(3)
d
n
R -0.77(3) -0.429(1) -0.275(2) -0.194(6) -0.15(1)
erned by a set of critical exponents,
Cn1 ∝ Ld
n
F , Hn1 ∝ Ld
n
H , BnR ∝ Ld
n
R , Cnb1 ∝ Ld
n
B , (1)
where dnF is the cluster’s fractal dimension, d
n
H is the hull
dimension, dnR is the red-bond exponent, and d
n
B is the
backbone dimension. These critical exponents charac-
terize more precisely the critical clusters Cn. Analogous
measurements were taken for the dense clusters Cn, and
our definitions imply that dnF = d
n
F. The “dense” hulls
correspond to the accessible perimeters in Ref. [18].
The scaling behavior in Eq. (1) is well confirmed by our
numerical data, and the results are shown in Tab. II [19].
Scaling functions. The recursive percolation can be
constructed in an alternative way: Start from a seed
site, grow a percolation cluster, construct a n = 1 cluster
right on top of it from the same seed site, and repeat
the process recursively. This is illustrated in Fig. 2. We
employ this procedure on periodic L×L square lattices,
and record the probability distribution P (s, L) that the
grown cluster is of size s. Figure 3 shows P (s, L) at criti-
cality versus s in a log-log scale for L = 16 384. The al-
gebraically decaying behavior of P (s, L) is well displayed
in a wide range of size s.
The standard scaling theory yields
P (s, L) ∼ s1−τf(s/LdF) , (τ = 1 + d/dF) (2)
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FIG. 3. (color online) Probability distribution P (s, L) in the
single-cluster growing procedure. The size L = 16 384 in the
main plot. The red (n = 0) and blue (n = 1) data are for p0 =
p0c = 1/2 and p
1 = p1c = 0.654902, respectively. The black
curve with p1 = 0.6 < p1c displays sub-critical behavior. The
red/blue straight lines have slopes 1− τ ≡ −d/dnF, with d
0
F =
91/48 and d1F = 1.8573. The right-top inset shows the product
sP (s,L), and the left-bottom corner displays sτ−1P (s, L) for
n = 1 versus s/d1F, with L = 256, 512, . . . , 16 384.
where f is a universal function and the hyperscaling re-
lation τ = 1 + d/dF involves spatial dimension d. A
non-trivial question arises: Does Eq. (2), particularly
the hyperscaling relation, hold true for n ≥ 1, for which
the underlying geometries are already fractal? We ap-
ply in Fig. 3 the critical exponents d0F = 91/48 [11] and
d1F = 1.8573. The latter is taken from Tab. II, obtained
from the other construction of recursive percolation. Sur-
prisingly, the two insets of Fig. 3 strongly support that
the n = 1 recursive percolation enjoys the scaling form
in Eq. (2) with original dimensionality d = 2.
We show in Fig. 4(a) the effective hull dimension d1H
against the variable u = (p1−p1c)Ly
1
t , defined as d1H(L) ≡
log2[H
1
1 (2L)/H
1
1 (L)]. With the choice y
1
t = 0.433(1) the
data for all sizes L collapse perfectly to reveal the univer-
sal scaling function. For u = 0 one has the Cn universality
class, here with d1H = 1.6083(1), while for u > 0 there is
a flow to the Cn−1 universality class, as expected, with
now d
0
H = 4/3. The flow for u < 0 is to the trivial fixed
point with dH = 0.
Critical exponents. In two dimensions, the field-
theoretical methods [11, 12] predict the exact results for
percolation and q-state Fortuin-Kasteleyn (FK) clusters
(a correlated percolation model)
d0F = 2− (6 − g)(g − 2)/(8g) = 91/48 ,
d0H = 1+ 2/g = 7/4 ,
d0R = (4− g)(4 + 3g)/(8g) = 3/4 , (3)
where g = 8/3 for percolation, in which case the above
results are rigorous [6, 7]. The CG duality transformation
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FIG. 4. (color online) Fractal dimensions. (a) effective di-
mensions d1H(L) versus the variable u = (p
1
− p1c)L
y1
t ; d1H(L)
approaches the exact value 4/3 for u >> 0. (b)-(d) the crit-
ical exponent dnX versus generation n, with X = H, F, R,
respectively. The “×” points are from the fitting results. For
each of the exponents, the n-dependence can be fitted to a
common n→∞ limit as shown.
g → 16/g relates d0H → d
0
H, and leads to the duality
relation (d0H − 1)(d
0
H − 1) = 1/4 [12].
By comparing Eq. (3) to the numerical results in
Tab. II, we obtain that for n ≥ 1: (1), dnF cannot be
described by the exact d0F formula in Eq. (3) that has
a minimum dF,min = (2 +
√
3)/2 ≈ 1.866 at g = 2√3,
and (2), the recursive clusters violate the domain Markov
property, since dnH and d
n
H data do not satisfy the duality
relation.
Limiting clusters. The n-dependence of critical expo-
nents is illustrated in Fig. 4(b)-(d). It is shown that as
n increases, the exponents for Cn and Cn approach each
other. They can be convincingly fitted to ratios of low-
degree polynomials, with a common limit for the stan-
dard and dense exponents. The common limiting values
for n→∞ are estimated as:
d∞H = d
∞
H ≃ 1.42(3) ,
d∞B = d
∞
B = d
∞
F = d
∞
F ≃ 1.826(6) ,
d∞R = d
∞
R ≃ 0.00(6) . (4)
The numerical values of Tab. II also appear to satisfy
dnR = −d
n
R for each n; we have no explanation of this. In
particular the common n→∞ limit d∞R = d
∞
R = 0 most
probably holds true. These results provide substantial
evidence that the difference between standard and dense
clusters disappears when n→∞.
4The above results can be used to characterize the lim-
iting clusters C∞ = C∞ in various ways. The fact that
d∞R = 0 means that the number of red bonds in the lim-
iting clusters does not grow with L. This is compatible
with the observation (Fig. 4(c)) that the difference be-
tween the clusters and their backbones vanishes in the
limit. In other words, the limiting clusters are dense ob-
jects, with only few leaves or dangling ends. Moreover,
they are devoid of deep fjords, since their hulls and ex-
ternal perimeter scale in the same way (Fig. 4(b)).
Another set of clusters having similar characteristics
are the FK clusters of the q = 4 state Potts model, whose
hulls behave as the level lines of a free Gaussian field with
central charge c = 1. These Potts clusters can be de-
scribed by the CG construction with the self-dual choice
of the coupling, g = 4 [5]. They have dR = 0, dF =
15
8
and dH =
3
2 , coming from Eq. (3).
Despite of this resemblance, the C∞ clusters are most
definitely different from the q = 4 FK clusters: the fractal
dimensions d∞F and d
∞
H disagree with Eq. (3).
Universality. Changing the lattice from square to tri-
angular, or the process from bond to site percolation [20],
obviously modifies the thresholds pnc . However, the criti-
cal exponents, dnF, d
n
R and d
n
H, are found to be unchanged;
the critical wrapping probability Rn2 also remains the
same for different processes on the same lattice. This
demonstrates the universality of recursive percolation.
Simulations for d = 3 (see SM) produce different expo-
nents, but the thresholds pnc < 1 remain non-trivial, so
we conjecture that recursive percolation is well-defined in
any d below the upper critical dimension duc = 6 [1, 2].
For d > duc we expect p
n
c = 1 for n ≥ 1 and trivial
exponents (see SM).
Discussion. We introduced a simple lattice model, re-
cursive percolation, which represents an infinite family of
new universality classes. A crucial element of its def-
inition is that the nth recursive process occurs on the
set of dense percolation clusters Cn−1 such that occu-
pied bonds can be placed between those neighboring sites
connected via non-local paths. Indeed, using instead the
standard clusters Cn−1 would have been tantamount to
a trivial modification of p in the n = 0 process, leading
to pnc = 1 for all n ≥ 1. We also stress that although the
underlying medium is fractal for n ≥ 1, recursive perco-
lation belongs to the realm of the original d-dimensional
Euclidean space, as witnessed most clearly by the hyper-
scaling relation in Eq. (2). Moreover, we find that the
d = 2 critical exponents for n ≥ 1 are beyond the de-
scription of field-theoretical methods that are applicable
for most two-dimensional lattice models. Several impor-
tant questions arise: is recursive percolation conformally
invariant at criticality, what is the universality criterion,
and how can the exact values of critical exponents be
obtained? Do the n ≥ 1 clusters enjoy multifractal prop-
erties?
It is worth mentioning that earlier studies of statistical
models on top of fractal structures [21] focussed either on
the case where the underlying structure is a self-similar
set, like the Sierpin´ski gasket [22], or where the model
is random walks of the self-avoiding (SAW) [23–28] or
loop-erased [29] types on top of percolation backbones.
While the former case is easy, the latter inherits the dif-
ficulties of the underlying d-dimensional lattice. Inter-
estingly, SAW on backbones defines a new universality
class exactly at p = pc [25] with multifractal properties
[27, 28]. In a renormalization group language this means
that pc is an unstable fixed point from which the system
may flow to either the usual SAW fixed point at p = 1,
or to a trivial fixed point at p = 0. However, recursive
percolation differs from these existing works in various
ways: it can be defined recursively any number of times,
and the critical exponents are incompatible with existing
analytical methods.
We conclude by suggesting that the recursive construc-
tion presented here, via the study of percolation on per-
colation clusters, may carry over more generally to the
q-state Potts model. For instance, it is well known that
q-state FK clusters arise by considering percolation with
pc =
√
q/(1 +
√
q) on top of q-state Potts spin clus-
ters [30], which are widely applied in cluster-type Monte
Carlo methods [31]. Both types of clusters are well de-
fined for arbitrary real 0 ≤ q ≤ 4 [32, 33]. It is thus
tempting to speculate that on top of q-state FK clus-
ters one may define new q1-state FK clusters, and that
the latter will be critical for a suitable non-trivial choice
of the temperature variable, with distinct critical expo-
nents. Future work will show whether this construction
is possible and can be repeated recursively.
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Supplemental Material for: Recursive Percolation
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This supplemental material (SM) provides details on
simulations and fitting procedures in both two and three
dimensions.
TWO DIMENSIONS
Simulations and Sampled Quantities. We investigate
recursive percolation on periodic L × L square lattices.
To generate a bond configuration for a given ith gener-
ation, we independently visit each edge on the lattice,
and randomly place an occupied bond with probability
pi if the visited edge connects two sites in the same clus-
ter for the (i− 1)th generation. The percolation clusters
are then constructed via a breadth-first growing proce-
dure similar to the Leath-Alexandrowicz algorithm [1].
For the nth generation of recursive percolation, this pro-
cedure is performed recursively for i = 0, 1, . . . , n, with
the bond probability pi being set at the previously deter-
mined critical value for i < n, and at any desired value p
for i = n.
FIG. 1. A configuration of percolation clusters, of which one
contributes to Rn2 . Bridges are denoted by the green lines,
and non-bridges are shown as blue and red bonds with the
latter for pseudo-bridges. The loops separating clusters from
their duals are shown as dotted lines on the medial (tilted
square) lattice.
To characterize the geometric properties of the nth
generation of percolation clusters, the occupied bonds
are classified into bridges and non-bridges: a bond is
a bridge if its deletion leads to the disconnection of a
cluster. A bond configuration is mapped onto the cor-
responding Baxter-Kelland-Wu (BKW) loop configura-
tion [2], defined on the medial graph of the square lat-
tice. An example is shown in Fig. 1. A pseudo-bridge is
defined as a non-bridge but both of whose sides are ad-
jacent to the same loop. Removing all the bridges leads
to a configuration of more compact components, called
backbone clusters, in which every pair of sites are con-
nected via at least two independent paths. An efficient
algorithm has been introduced in Ref. [3] for the classifi-
cation of occupied bonds into these three classes.
From the simulations of the nth generation of recursive
percolation, we sampled the following quantities.
• Wrapping probability Rn1 = 〈rx + ry〉/2, with 〈· · · 〉
for ensemble average. If a configuration connects to
itself along the α-direction (α = x, y) on the lattice,
we set rα = 1; otherwise, rα = 0.
• Wrapping probability along both directions Rn2 =
〈rx · ry〉.
• The mean density of occupied bonds ρn.
• The mean number of pseudo-bridges BnR.
• The mean size of the largest cluster Cn1 .
• The mean size of the largest backbone cluster Cnb1.
By definition, the backbone consists of non-bridges.
• The mean length of the largest loop Hn1 .
• The mean maximum time step Sn1 for constructing
percolation clusters. When growing a percolation
cluster via the breadth-first method from a seed
site, the time step is recorded and measures the
shortest-path length between the seed site and any
activated site at the current Monte Carlo step [4].
The time step S for a percolation cluster is then the
maximum shortest-path length between the seed
site and any site in the cluster. Given a bond con-
figuration, Sn1 is defined as the maximum time step
among all the clusters.
The dense percolation clusters are obtained by filling all
the edges that connect two neighboring sites in the same
cluster. In other words, the dense clusters are the (n +
1)th generation of percolation clusters with probability
pn+1 = 1. For the dense clusters, the above quantities are
measured and denoted by R
n
1 , R
n
2 , . . ., with an overline.
By definition, one has Cn1 = C
n
1 .
2According to finite-size scaling and our previous stu-
dies [3, 4], one expects that at criticality,
BnR ∝ L
dn
R , Cn1 ∝ L
dn
F , Cnb1 ∝ L
dn
B ,
Hn1 ∝ L
dn
H , Sn1 ∝ L
dn
S , (1)
where dnR is the dimension of red bonds, d
n
F is the cluster’s
fractal dimension, dnB is the fractal dimension of backbone
clusters, dnH is the hull dimension, and d
n
S is the shortest-
path dimension.
For each generation n, we ran preliminary simulations
within a relatively wide range of pn and for relatively
small values of L, and obtained a rough estimate pnc by
studying the finite-size scaling of dimensionless obser-
vables. Simulations were then performed at and near the
value of pnc estimated in the initial runs. This procedure
was iterated a number of times, and finally we simulated
at the best estimate pnc to determine several sets of crit-
ical exponents. The number of samples (in units of 109)
is about 6.0, 6.0, 5.0, 3.0, and 3.0 for n = 1, 2, . . . , 5,
respectively.
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FIG. 2. Wrapping probability R12 versus bond probability p
1
for square lattices of different sizes L. The inset shows the R12
data as a function of u = (p1 − p1c)L
y1
t , where p1c = 0.654902
and y1t = 0.433 are taken from the fit.
Wrapping probability. The wrapping probabilities,
universal at criticality, are known to be powerful in loca-
ting a phase transition. Indeed, the non-trivial percola-
tion threshold in the n = 1 generation is clearly demon-
strated by Fig. 2, which plots the R12 data versus bond
probability p1. The approximately common intersec-
tion for different sizes yields an approximate threshold
p1c ≈ 0.65. For p
1 < p1c , the wrapping probability R
1
2
quickly drops to zero, illustrating a non-percolating sub-
critical phase. For p1 > p1c , as L increases, R
1
2 converges
to a non-trivial value R12,d ≈ 0.85. This implies that for
p1 > p1c , the system is in a quasi-long-range ordered
phase within the same universality class—namely, the
two-point correlation function decays algebraically as a
function of distance with a p1-independent exponent. In
the terminology of the renormalization group, one has
an unstable fixed point at p1 = p1c , a trivial fixed point
p1 = 0, and a non-trivial fixed point at p1 ≈ 1 (the sec-
ond intersection at about p1 ≈ 0.95 for small sizes may
move to the right for larger systems). It is interesting to
observe that using u = (p1−p1c)L
y1
t with y1t = d
1
R = 0.433
and p1c = 0.654902 from the fitting result, the R2 data for
different sizes approximately collapse onto a single curve,
as shown by the inset of Fig. 2.
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FIG. 3. The wrapping probabilities Rn1 (R
n
1 ) and R
n
2 (R
n
2 )
are shown in frames (a) and (b) respectively as functions of
n at the percolation threshold pnc .
The plots of Rn2 against p
n near pnc (see Fig. 1 in the
manuscript) present very clear crossings for n = 1, 2, 3, 4,
but starting from n = 5 the scaling becomes more prob-
lematic in the sense that larger sizes L are needed to see
a clearer crossing. The critical thresholds pnc are then
determined by least-squares fitting of the R2 (and R1)
data near pnc by
On = Onc + a1 (p
n − pnc )L
yn
t + a2 (p
n − pnc )
2
L2y
n
t
+ b1L
yn
1 + c (pn − pnc )L
yn
t
+yn
1 + b2L
−2 + · · · , (2)
defining the thermal exponent yt and the first correction
to scaling exponent y1. The coefficients a1, a2, b1, b2,
and c are non-universal constants. The correction term
with exponent −2 is generally expected to be present
in two dimensions. We have determined the thresholds
pnc for n ≤ 5, and the leading correction exponent y
n
1 is
found around −1, independently of n. The error bars
in Tab. 1 in the manuscript include the uncertainties in
estimating y1, excluding/including some terms in Eq. (2),
and varying the minimum size for a lower cutoff L ≥
Lmin. The critical values R
n
1,c and R
n
2,c are shown in
Fig. 3, where the “dense” wrapping probabilities R1 and
R2 are obtained from the ansatz
O(L) = Oc + b1L
−1 + b2L
−2 , (3)
with fitting parameters b1 and b2.
Several interesting features are implied by Fig. 3. For
the standard bond percolation n = 0, when we densify
3critical bond percolation clusters by adding bonds be-
tween all pairs of neighboring sites in the same clus-
ter, the wrapping probabilities increase significantly—
R01 = 0.521 → R
0
1 = 0.902 and R
0
2 = 0.352 → R
0
2 =
0.853. For the wrapping probability along either of
the two lattice directions R0e = 2R
0
1 − R
0
2 , one has
R0e = 0.690 → R
0
e = 0.951; namely, only less than 5%
of the critical dense percolation clusters do not perco-
late. This can be understood from the fact that as the
percolation point is approached, large clusters are joined
together by a few bonds, and that they often need just
one bond to become wrapping.
As the generation number n becomes larger, the crit-
ical wrapping probabilities of the “standard” recursive
percolation clusters increase while the dense ones de-
crease. The difference between the “standard” and
the “dense” wrapping probabilities becomes smaller and
smaller and probably vanishes for n→∞.
Scaling function. The probability distribution
P (s, L) for the size of the n = 1 critical cluster size,
obtained in the single-cluster growing procedure, is
shown in Fig. 3 in the manuscript. This plot, together
with the two insets, strongly support that P (s, L) for
n = 1 enjoys the standard scaling form given by Eq. (2)
and the hyperscaling relation τ = 1 + d/d1F involves the
original spatial dimensionality d = 2. The blue and red
curves in the main plot exhibit an almost perfect power
law behavior over six decades. The difference in their
slopes is slight, but can be detected from the figure (the
blue curve is above the red one for small s, and vice
versa). To magnify the difference between the 0th and
1st generations, the upper inset partially “suppresses”
the algebraic behavior by setting the vertical axis to be
sP (s, L). To display the universal function f(s/LdF)
in Eq. (2), the lower inset completely “eliminates” the
algebraic behavior by plotting sτ−1P (s, L) versus s/LdF
for different sizes L.
Further, the three distinct behaviors of P (s, L) are dis-
played by the blue curve in the upper inset. For small
cluster sizes s ∼O(1) of order of lattice spacing, the prob-
ability distribution is non-universal (the correction expo-
nent may be universal). For size 1≪ s≪ LdF , the func-
tion f(s/LdF) ≈ f(0) and thus P (s, L) ∼ s1−τ , indepen-
dently of L. For s ∼ LdF , f(s/LdF) becomes important
and are responsible for the bump and the dip of P (s, L)
in Fig. 3. For s > LdF , the cluster size is limited by the
system volume and P (s, L) drops super-exponentially.
TABLE I. Bond density ρn and ρn for standard and dense
clusters. For n = 0, ρn = 3/4 can be exactly derived [5].
n 0 1 2 3 4
ρn 0.5 0.491(1) 0.489(1) 0.491(1) 0.494(1)
ρn 0.75 0.661(1) 0.618(1) 0.592(1) 0.577(1)
n+3
2(n+2)
0.75 0.667 0.625 0.6 0.583
Bond density. The density of occupied bonds for the
standard and the dense clusters, ρn and ρn, is given in
Tab. I. The results are close, albeit not perfectly equal,
to ρn = 12 independently of n, respectively ρ
n = n+32(n+2) ,
with the common limit ρn, ρn → 12 as n→∞.
We conjecture that ρ∞ = ρ∞ = 12 holds exactly. Given
a configuration of occupied bonds, one can perform a du-
ality mapping and construct the associated percolation
clusters on the dual lattice. Note that the standard and
the “dual” clusters share the same BKW loop configu-
ration and have the same hull exponent. In the n → ∞
limit, the occupation probability p∞c → 1 implies that
the two ending sites of an empty edge must be in dif-
ferent clusters, and that the resulting “dual” clusters re-
duce to a set of backbone clusters. As mentioned in the
manuscript, the standard clusters in the limit are also
compact: the difference from the backbone clusters van-
ishes, the hulls and external perimeters scale in the same
way, and the number of red bonds does not increase with
L. Therefore, we argue that for n → ∞, the standard
and the “dual” clusters become identical, and that the
bond density is ρ∞ = 1/2.
Critical exponents. To determine the critical expo-
nents in Eq. (1), we carry out simulations at the esti-
mated thresholds pnc for n = 1, 2, 3, 4. The Monte Carlo
data for the quantities in Eq. (1) are analyzed by
O(L) = LdO(b0 + b1L
−1 + b2L
−2) , (4)
where O may represent, respectively, the number of
pseudo-bridges BnR, the largest cluster size C
n
1 , the size of
the largest backbone clusters Cnb1, the largest loop length
Hn1 , and the maximum construction time step S
n
1 .
TABLE II. Values of shortest-path exponents. For n = 0, it
has been measured as d0S = 1.130 77(2) [4].
n 0 1 2 3 4
dnS 1.1308(2) 1.0813(2) 1.0645(10) 1.0576(10) 1.053(1)
d
n
S 1.0061(2) 1.0212(5) 1.031(1) 1.036(1) 1.039(1)
The estimates for the shortest-path exponents, dnS and
d
n
S , are shown in Tab. II, and the results for the other ex-
ponents are summarized in Tab. II and shown in Fig. 4 in
the manuscript. As n increases, it can be seen that the
difference in each pair of exponents decreases, namely
(dnH, d
n
H), (d
n
F, d
n
B), (d
n
S , d
n
S), and (d
n
R, d
n
R). This sug-
gests, once again, that as n increases, the distinction be-
tween the standard and the dense percolation clusters
disappears. Further, the decrease of dnR implies that the
percolation clusters become more and more compact.
To see whether the “standard” and “dense” critical
exponents have a common limiting value for n→∞, we
simply apply a low-degree polynomial ansatz
dnO = d
∞
O + a1
1
n
+ a2
1
n2
. (5)
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FIG. 4. Test of the estimated error bars. (a), the wrapping
probability R12 versus linear size L at p
1 = 0.65488, 0.65490
and 0.65492, with an interval of two reported error bars for
p1c. (b-d), scaled observable OL
−dO versus L for O(L) =
C1, BR and BR, respectively. The interval of the dO values
for different curves correspond to five reported error bars. The
curves are obtained from the fits.
TABLE III. Fits of critical exponents at n =∞.
dO nmin a1 a2 d
∞
O χ
2/DF
dH 2 0.43(1) -0.23(1) 1.380(2) 0/0
dH
2 -0.0583(8) - 1.4221(4) 0/1
1 -0.080(2) 0.028(1) 1.4258(5) 2/1
dF
2 0.0403(8) - 1.8222(4) 0/1
1 0.051(2) -0.014(2) 1.8203(5) 0/1
dB
2 -0.0822(8) - 1.8353(4) 0/1
1 -0.095(2) 0.018(2) 1.8377(5) 0/1
dR
1 0.87(3) -0.37(2) -0.070(8) 3/1
2 1.2(2) -0.8(2) -0.13(3) 0/0
dR
2 -0.49(3) - -0.03(1) 0/1
1 -0.70(6) 0.26(4) -0.01(2) 0/1
dS
2 0.045(6) - 1.042(2) 0/1
1 0.06(1) -0.017(9) 1.040(3) 0/1
dS
2 -0.032(5) - 1.047(2) 0/1
1 -0..04(1) -0.017(9) 1.049(3) 0/1
The fitting results are summarized in Tab. III. There is
an unphysical artifact: the backbone dimension d∞B of
percolation clusters is bigger than the corresponding frac-
tal dimension d∞F , and the hull dimension d
∞
H is smaller
than the dense one d
∞
H . Actually, the estimate d
∞
H is al-
ready smaller than d
n
H for n = 2, 3, 4 (see Tab. II in the
manuscript). This is due to the fact that we have only a
limited number of data points and the ansatz (5) is pro-
bably oversimplified. On the other hand, this supports
that for n → ∞, the distinction between the standard
and the dense clusters vanishes, and the convergence is
faster than 1/n. On the basis of these fitting results, we
estimate the limiting values of the critical exponents as
in Eq. (3) of the main manuscript.
To check the estimated error bars in the manuscript
and the supplemental material, we carried out addi-
tional simulations for the n = 1 recursive percolation at
p1 = 0.654880 and 0.654920, about two error bars away
from p1c = 0.654902. The data are plotted in Fig. 4(a).
As L increases, the middle curve asymptotically becomes
horizontal, supporting p1c ∼ p
1 = 0.654900. In contrast,
the upper (lower) curves start to bend upward (down-
ward) for large L, suggesting that they are already away
from the percolation threshold p1c . Taking into account
that such an eye-view fitting is very crude, we conclude
that the estimate p1c = 0.654902(10) has a very conser-
vative error bar. Similarly, we plot in Fig. 4(b-d) the
scaled observable OL−dO versus L for O = C1, BR, and
BR, respectively. The values of dO for the middle curve,
which are respectively dF, dR and dR, are from Table
II in the manuscript; and those for the upper and lower
curves are five error bars away the middle one. These
plots demonstrate the reliability of the results and the
associated error bars reported in this work.
THREE AND HIGHER DIMENSIONS
We have also simulated the recursive percolation model
on the L×L×L simple-cubic lattice for generation n = 1.
The system size is taken as L = 8, 16, . . . , 256, and pe-
riodic boundary condition are applied. The total num-
ber of samples is about 109. Figure 5 shows the wrap-
ping probability R13 (the probability that there exists at
least one cluster wrapping all three periodic lattice di-
rections) as a function of p1 for different sizes. As for
the two-dimensional case, it is clearly demonstrated that
there exists a percolation threshold p1c separating the
non-percolating phase for p1 < p1c and the critical phase
for p1 > p1c . The crossing for small sizes suggests the exis-
tence of an additional non-trivial fixed point at p1 ≈ 0.95.
Nevertheless, we cannot exclude that this is due to some
combined effect of various correction terms, and the ac-
tual fixed point may go to p1 = 1 if larger sizes were
considered. The clarification of this point would request
accurate numerical data, since the curves for p1 > p1c
become close to horizontal for large L; this is a generic
property of stable fixed points. The inset of Fig. 5 is for
the wrapping probability R1e along either of the three di-
rections, and yields a rough estimate of the percolation
threshold p1c ≈ 0.5645. The least-squares fit of the R
1
e
data by Eq. (1) in the manuscript gives p1c = 0.5647(2)
and a thermal exponent y1t = 0.432(8). It is interesting to
observe that, within the error bars, the critical exponents
d1R ≡ y
1
t in two and three dimensions are identical.
Above the upper critical dimension, d > duc = 6, stan-
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FIG. 5. Wrapping probability R13 as a function of p
1 for dif-
ferent sizes L on the simple cubic lattice. The inset is for the
wrapping probability R1e along either of the three directions.
dard percolation has mean-field exponents described by
the Gaussian fixed point of φ3 field theory. The perco-
lation threshold p0c ∝ 1/d, and more precisely there is a
systematic expansion of p0c in powers of s = 1/(2d−1) [6].
At criticality, the construction of a percolation cluster
is basically a branching process with small corrections.
This results in tree-like structures, and since dH < d in
mean-field theory, fjords should be very rare. We there-
fore expect that the densification process, C0 → C0, that
forms part of the definition of n = 1 recursive percola-
tion will only very rarely lead to the formation of loops.
It follows that p1c = 1. Our numerical data for p
0
c and
p1c in d = 2 and d = 3 exhibit a trend in line with this
scenario—(p0c = 1/2, p
1
c = 0.654 902) for d = 2 while
(p0c = 0.248 811 8, p
1
c = 0.5645) for d = 3.
By this argument, recursive percolation for any n ≥ 1
should coincide with standard n = 0 percolation, and
the novel physics of the recursive percolation arises from
strong critical fluctuations in low dimensions. We leave
the explicit numerical check of this statement for d > duc
to future work.
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