Abstract. The core component of a rational agent is its capability to make rational decisions or choices of action, in order to satisfy its design objectives. In agent programming languages for rational agents, such decisions or choices are derived from the agent's beliefs and goals. At any one time, an agent can typically choose from multiple actions, which may all lead to goal achievement. Existing approaches usually select one of those actions non-deterministically. In this paper, we propose the use of goals as hard constraints and qualitative preferences as soft constraints for choosing a most preferred action among the available ones. We use temporal logic for the representation of various kinds of goals and preferences, leading to a uniform framework for integrating goals and preferences into agent programming.
Introduction
The core component of a rational agent is its capability to make rational decisions or choices of action, in order to satisfy its design objectives. In agent programming languages for rational agents, such decisions or choices are derived from the agent's beliefs and goals. These goals are often achievement goals, i.e., goals that define states that are to be achieved. Typically, agent programs consist of a number of rules (usually called action selection or plan rules) that provide the agent with the means to choose actions that achieve its goals. Such rule sets, however, do not necessarily completely determine the choice of action, and, at any one time, an agent can typically choose from multiple actions, which may all lead to goal achievement. Existing approaches usually select one of those actions non-deterministically.
Recent research in both the planning and agent programming field [1, 9, 2, 11, 10] has shown that it can be useful to have additional mechanisms for further constraining the choice of action in an agent program, i.e., for reducing the nondeterminism of the initial agent program. In [11] , for example, we have proposed the use of maintenance goals, i.e., goals that define states that must remain true throughout the execution of the agent, for making a further selection among the actions available for execution. The idea is that an agent should avoid selecting actions which violate maintenance goals.
In this paper, we investigate such mechanisms for further constraining an agent's choice of action in a more general and uniform setting. We distinguish between hard constraints which must be satisfied, and soft constraints or preferences, by means of which one can distinguish more preferred courses of action from less preferred ones. We propose a layered rational action selection architecture which specifies a rational action selection mechanism in which these types of constraints are integrated.
We show how the proposed architecture can be formalized in the context of the GOAL agent programming language [6, 12] . Where GOAL is based on pure propositional logic, we use in this paper temporal logic for the representation of goals and preferences. A key motivation for integrating temporal logic into agent programming languages is the potential that the additional expressiveness thus introduced provides for defining a uniform framework that naturally allows for the integration of hard and soft constraints including such concepts as achievement goals, maintenance goals, as well as (temporally extended) preferences. The work reported is inspired by work in planning where temporal logic is used to "guide" planners through the search space [1] and to select preferred plans [9, 2] . The purpose of this paper is to define a conceptual framework that provides a starting point for future research and unifies the various kinds of goals and their role in rational action selection. We are thus not primarily concerned with the practical implementability of the approach.
In Section 2, we discuss rational action selection in planning and agent programming, and informally present the rational action selection architecture. In Section 3, we present the extension of GOAL with temporal logic, which forms the first layer of our action selection architecture. Section 4 defines some technical preliminaries with respect to temporal logic, which are needed in Sections 5 and 6 in which we realize the second and third layer, respectively, of the action selection architecture in GOAL. In Section 7 we conclude the paper.
2 Rational Action Selection Architecture (RASA)
Planning and Programming
Two important approaches for realizing rational decision making agents are planning [8] and agent programming [4] . The classical AI planning problem is to search for a plan (sequence of actions) to get from the current state to a goal state, given a description of the available actions. That is, one seeks a complete plan, the execution of which will result in the agent achieving its goal (given certain assumptions on the environment). In agent programming, on the other hand, the behavior of the agent is specified by means of a program. This program is executed step by step, without first checking whether the executed actions will eventually lead to the agent reaching its goal. If the programmer has written an effective program, the execution will indeed lead to goal achievement, but whether this is really the case only becomes clear as the execution of the program progresses.
The main advantage of programming over planning is that it typically provides a more efficient solution, since it requires less search through possibly very large search spaces. The main advantage of planning over programming is that it is potentially more flexible since the technique can in principle be applied regardless of where the agent currently is and where it wants to go. Moreover, one knows before execution that the goal will be reached, and it puts less burden on the programmer.
What planning and agent programming approaches have in common, is that they typically allow for various alternative plans to be executed for one particular goal (or set of goals) as in general there are multiple ways of getting from a current state to a goal state. A planner might thus yield various alternative plans, and an agent program typically does not completely determine the behavior of the agent in each state as it allows multiple actions to be executed in a particular state. Planning problems and agent programs thus typically underspecify an agent's behavior.
An Architecture for Rational Action Selection
The underspecification of agent behavior can have benefits from a design point of view. If it doesn't matter whether the agent executes one plan or another for reaching a goal, one can argue that it is more natural to let the planning problem or agent program reflect this by leaving these choices open. However, recent research in both the planning and agent programming field [1, 9, 2, 11, 10] has shown that it can be useful to have additional mechanisms for finding plans to solve the planning problem or to further constrain the choice of action in an agent program. The idea is that additional selection mechanisms can be introduced on top of the existing planning or programming mechanisms, by means of which a further selection among plans can be made, e.g., based on additional constraints or preferences, in order to optimize agent behavior.
Regarding the kinds of additional constraints that may be applied to select among the possible plans, we distinguish between hard constraints which must be satisfied, and soft constraints or preferences, by means of which one can distinguish more preferred plans from less preferred ones (see also [9, 11] ).
What one takes as hard constraints varies across approaches. In [9] , and more generally in planning, the (achievement) goals themselves are considered to be hard constraints. 4 In [11] , maintenance goals are taken as hard constraints, i.e., an agent may never violate a maintenance goal. Preferences can be used to distinguish between optimal and suboptimal plans, e.g., in terms of costs, but may also be used to distinguish plans with respect to which goals are reached (if goals are not considered as hard constraints and not all goals can be reached).
These considerations lead to the following layered rational action selection architecture (RASA).
-Layer 1: The RASA generates options for action, i.e., plans, often on the basis of an agent's beliefs and (achievement) goals. -Layer 2: The RASA verifies whether the plans from layer one satisfy hard constraints and discards those that do not. -Layer 3: The RASA selects from the options remaining after the application of layer two those plans that maximize satisfaction of soft constraints.
In this paper, we show how this architecture can be made concrete in the context of the GOAL agent programming language. It may sometimes be more efficient to implement the architecture by combining various layers, i.e., generating the possible plans while taking into account the constraints (see, e.g., [2] ). This is, however, not the focus of this paper.
Rational Action Selection in Agent Programming
The general RASA as described in Section 2.2 can be applied both to approaches focussing on planning, as well as to those focussing on agent programming. While most existing approaches that follow an architecture similar to the RASA are planning approaches [1, 9, 2] , in this paper we are interested in action selection in agent programming languages. The main difference between applying the RASA in the context of planning and in the context of agent programming is that in planning one compares complete plans against the available constraints, while in agent programming the constraints need to be taken into account continuously during execution.
The way in which we propose to take into account constraints during execution is partly based on our previous work on the incorporation of maintenance goals in agent programming languages [11] . The idea is that the agent has a fixed, usually finite, lookahead horizon, i.e., the agent can lookahead a certain number of execution steps. The agent then evaluates the possible paths (plans) it can take (up to the given horizon) using its constraints, in order to determine which paths are the best. It then takes one step along one of these paths, and the process is repeated.
This approach is thus similar to planning in the sense that the agent looks ahead before executing. The difference is that it is not required that the agent has reached its goals within the number of steps specified by the horizon, i.e., it does not have complete plans at its disposal when selecting an action. This means that the agent has to take into account how paths might progress beyond its lookahead horizon when selecting an action. For example, a path on which a goal might still be satisfied, is probably better than one on which this goal will not be satisfied for certain.
The technical tool we use for the representation of goals and preferences is linear temporal logic (LTL) [7] . This idea is inspired by work on the representation of qualitative preferences in the context of planning [1, 9] . As will become clear in the sequel, the fact that the agent needs to take into account how paths might progress beyond the lookahead horizon, requires an adaptation of the way in which linear temporal logic is used in the context of planning.
In this section, we define the first layer of the RASA architecture in the context of the GOAL agent programming language [6, 12] . We extend the original GOAL language by allowing temporal formulas as goals, rather than only propositional formulas.
The General Idea
In the GOAL language, an agent selects actions on the basis of its beliefs and goals. A program consists of (1) a set of initial beliefs, collectively called the (initial) belief base of the agent, (2) a set of initial goals, called the (initial) goal base, (3) an action specification which consists of a specification of the pre-and post-conditions of basic actions of the agent, and (4) a program section which consists of a set of conditional actions rules.
In the original GOAL language, the belief base and goal base are sets of propositional formulas. The goals are interpreted as achievement goals. That is, if a propositional formula φ is in the goal base, this informally means that the agent wants to reach a situation in which φ is (believed to be) the case. If a basic action is executed, the agent's beliefs change as specified in the preand postconditions of the action, and the achievement goals that are believed to be reached through the execution of the action are removed from the goal base.
5 A conditional action rule consists of a basic action and a condition on the agent's beliefs and goals. Such a rule expresses that the basic action may be executed, if the condition holds. During execution, a GOAL agent selects nondeterministically any of its enabled conditional action rules, i.e., a conditional action rule of which the condition holds, and then executes its corresponding basic action. At any one time, typically multiple conditional action rules are enabled, i.e., a GOAL program underspecifies an agent's behavior.
In [11] , we have extended the GOAL language with maintenance goals. Just like achievement goals, maintenance goals were also expressed by propositional formulas. A maintenance goal φ expresses that the agent wants that φ holds continuously throughout the execution of the agent. Both achievement goals and maintenance goals express particular desired properties of the behavior of the agent. These properties can be expressed conveniently in LTL. LTL has computation traces (sequences of states) as models. An achievement goal for φ can be represented by the LTL formula ♦φ, specifying that φ should hold eventually, i.e., in some state on the computation trace. A maintenance goal for φ can be represented by φ, specifying that φ should always hold. This idea can be generalized by realizing that in fact any LTL formula can be used for expressing goals (as also observed in [13] ).
In this paper, we make this idea concrete in the context of the GOAL language by using LTL for the representation of goals. This increases the expressiveness of the language by allowing the representation of all kinds of goals, and allows for the representation of goals in a uniform way. For example, the goal φU φ , which expresses that the agent wants to ensure that φ while it is trying to achieve φ , can now be expressed easily.
In a more practical setting, we will have to restrict the allowed LTL formulas again in order to make it computationally tractable. What is first needed, however, is a conceptual framework that provides the right starting point and unifies the various kinds of goals and their role in rational action selection. Integrating beliefs, achievements and maintenance goals, as well as preferences into a single framework thus first requires a well-defined theory of how to do that. In this paper, we present the informal motivation of a particular architecture (see Section 2) and the formal framework which provides a proper understanding of how to technically combine all of these concepts and how they are involved in action selection.
Formalization
In the next definition, we define the LTL language that we use for representing goals. For reasons of simplicity we do not investigate and extend the beliefs of an agent in the programming language to temporal formulas. In particular, it is not clear how to determine whether a goal is reached, if the beliefs of the agent are temporal formulas.
The states of the traces on which the LTL formulas are evaluated are belief bases (see also [5] ), i.e., goals express how the belief base of the agent should evolve. 6 We assume a language L 0 of propositional logic with typical element φ, and the standard entailment relation |=. A belief base Σ ⊆ L 0 is a set of propositional formulas. Our LTL language contains the standard (temporal) operators of LTL. The difference between our LTL language and standard LTL is that the states of the traces are belief bases, rather than worlds as valuations of propositional atoms. The semantics of non-temporal propositional formulas is thus defined on belief bases. We specify that a propositional formula φ holds in a belief base Σ if Σ |= φ.
Definition 1 (linear temporal logic (LTL))
Let φ ∈ L 0 . The set of LTL formulas L LTL with typical element χ is defined as follows.
. . be an infinite trace of belief bases and let i ∈ N be a position in a trace. The semantics of LTL formulas is defined on infinite traces t b as follows.
The always operator is defined in terms of the eventually operator as follows: χ ≡ ¬♦¬χ. The entailment relation Ω |= LTL χ with Ω ⊆ L LTL is the standard entailment relation of LTL, except for the base case of purely propositional formulas, since the semantics of the base case is different from standard LTL.
The mental state of a GOAL agent consists of those components that change during execution. That is, a mental state consists of a belief base and a goal base. The goal base is typically denoted by Γ and in temporalized GOAL this is a set of LTL formulas. Mental states should satisfy a number of rationality constraints.
Definition 2 (Mental States)
A mental state of a GOAL agent, typically denoted by m, is a pair Σ, Γ with Σ ⊆ L 0 and Γ ⊆ L LTL where Σ is the belief base, and Γ with typical element χ is the goal base. Additionally, mental states need to satisfy the following rationality constraints:
(i) The belief base is consistent: Σ |= ⊥, (ii) The goal base is consistent: Γ |= LTL ⊥, (iii) The goal base does not contain goals that have already been achieved.
The third rationality constraints is implemented by means of the progression operator which will be introduced below (Definition 4).
A GOAL agent derives its choice of action from its beliefs and goals. In order to do so, a GOAL agent inspects its mental state by evaluating so-called mental state conditions. The syntax and semantics of these conditions is defined next.
The language L M of mental state conditions, typically denoted by ψ, is defined as follows.
The truth conditions of mental state conditions ψ, relative to a mental state m = Σ, Γ , are defined as follows.
The semantics of Bφ is as in original GOAL, and defines that Bφ holds iff φ follows from the belief base under a standard proposition logic entailment relation. The semantics of the G operator is different from original GOAL, where the goal base is a set of propositional formulas. Here, we use the LTL entailment relation to generalize the operator to be able to express arbitrary types of goals. Before we can move on to defining how the execution of a basic action changes the agent's mental state, we need to explain how the goal base is updated. In the original GOAL language, achievement goals that are believed to be achieved after the execution of a basic action are removed from the goal base. Checking whether an achievement goal is achieved is simple if these are represented as propositional formulas: an achievement goal φ is achieved in a mental state if it follows from the belief base in that mental state. In temporalized GOAL, goals are temporal formulas. In order to be able to evaluate the achievement of temporal formulas in a mental state, we use a technique from [1] for "progressing" LTL formulas.
Progression of an LTL formula is a transformation of this formula, which should be performed at each execution step. The idea is that the transformation yields a new formula in which those "parts" of the formula which have already been achieved are set to , leaving an LTL formula which expresses what still has to be satisfied.
For example, if the agent has a goal ♦φ (φ ∈ L 0 ) in a particular mental state and φ is achieved in that mental state, i.e., follows from the belief base, then the progression of this formula is " ", as the agent has produced an execution trace on which the formula holds. If φ does not hold, then the progression is the formula "♦φ" itself, since it still needs to be satisfied. If a formula has progressed to a formula equivalent to , it means the agent has produced an execution trace on which the formula holds. Note that formulas of the form χ can never progress to , since it needs to be checked continuously whether χ holds.
The progression operator can be defined inductively for general LTL formulas, as specified in the next definition. We adapt the definition of [1] slightly, as we want a formula which is reached in a mental state to be true already in that state, rather than one mental state later. For this, we define the progression of χ as Progress(χ ), rather than as χ .
Definition 4 (progression of LTL formulas)
Let Σ be a belief base, let χ ∈ L LTL be an LTL formula, and let φ ∈ L 0 . The progression of χ in Σ, Progress(χ, Σ) is then defined as follows.
We lift the progression function of Definition 4 to sets of LTL formulas Γ ⊆ L LTL as follows: Progress(Γ, Σ) = χ∈Γ Progress(χ, Σ).
The next definition specifies how the execution of a basic action changes an agent's mental state. In the formal definition of GOAL, we use a transition function T to model the effects of basic actions for technical convenience, rather than a specification of pre-and postconditions. The function T maps a basic action a and a belief base Σ to an updated belief base T (a, Σ) = Σ . The transition function is undefined if an action is not enabled in a mental state. The GOAL language also includes special actions for adding and removing goals from the goal base, but we do not discuss these actions here (see e.g. [6] ). The change of the goal base is defined by means of the progression operator. At each step, all goals of the goal base are progressed.
Definition 5 (Mental State Transformer M)
Let a be a basic action, φ ∈ L 0 and T be a transition function for basic actions. Then the mental state transformer function M is defined as a mapping from actions and mental states to updated mental states as follows:
The specification of when a basic action may be executed, is done by means of conditional action rules. A conditional action rule c has the form if ψ then a, with a a basic action. This conditional action rule specifies that a may be performed if the mental state condition ψ holds and the transition function is defined for a. In that case we say that conditional action c is enabled. During execution, a GOAL agent selects non-deterministically any of its enabled conditional actions. This is expressed in the following transition rule, describing how an agent gets from one mental state to another. The execution of a GOAL agent results in a computation trace. We define a trace as a sequence of mental states, such that each mental state can be obtained from the previous by applying the transition rule of Definition 6. As GOAL agents are non-deterministic, the semantics of a GOAL agent is defined as the set of possible computations of the GOAL agent, where all computations start in the initial mental state of the agent. Observe that a computation is infinite by definition, even if the agent is not able to perform any action anymore from some point in time on. Also note that the concept of a computation trace is a general notion in program semantics that is not particular to GOAL. The notion of a computation trace can be defined for any agent programming language that is provided with a well-defined operational semantics.
The semantics R A (m 0 ) thus consists of all traces that may be generated by the agent program. These traces form the first layer of the RASA architecture.
Evaluating Temporal Formulas on Prefixes of Traces
In Sections 5 and 6, we will show how to define the second layer (hard constraints) and third layer (soft constraints) on top of the first layer as defined in the previous section. Both hard constraints and soft constraints will be represented using LTL. In standard LTL, formulas are evaluated on infinite traces. As explained in Section 2.3, however, in our setting an agent can lookahead a finite number of steps and we want to evaluate LTL formulas on such finite traces. We thus need to define the semantics of LTL formulas on such finite traces. This introduces several issues, one of which is the definition of the semantics of the next operator . It is not immediately clear what the semantics of a formula φ should be if it is evaluated in the last state of a finite trace. For explaining our approach, it is important to realize that the finite trace on which we evaluate LTL formulas is only a prefix of a trace which will be continued beyond the lookahead horizon. Intuitively, the truth of a formula φ evaluated in the last state of such a finite prefix cannot be established. Its truth depends on how the trace continues beyond the finite prefix under consideration. A formula ♦φ, on the other hand, clearly holds on a finite prefix if φ holds on some state of this prefix. Similarly, a formula φ is clearly false on a finite prefix if ¬φ holds in some state of this prefix.
From these examples, we can see that the truth of an LTL formula evaluated on a finite prefix of a trace depends on how this trace progresses beyond the finite prefix. If a formula is false on any progression, it is also false on the finite prefix. Similarly, if it is true on any progression, it is true on the finite prefix. In all other cases, we cannot determine the truth of the formula. This intuition is reflected by a 3-valued semantics of LTL as presented in [3] in the context of monitoring. In the 3-valued semantics, the truth value of an LTL formula evaluated on a finite trace is (true), ⊥ (false), or "?" (unknown). We use (a slightly adapted version of) the definition of [3] for evaluating LTL formulas on finite prefixes. We define the semantics of LTL formulas over traces of mental states in terms of the semantics over belief bases as follows, where t b is derived from t by keeping only the belief bases of each mental state: t, i |= LTL χ ⇔ t b , i |= LTL χ.
Definition 8 (3-valued LTL semantics)
Let M be a set of mental states. Finite traces over M are elements of M * and infinite traces are elements of M ω . Both are typically denoted by t. Let t, t ∈ M * ∪ M ω be (finite or infinite) traces. Concatenation of traces t, t is defined as usual and simply denoted as tt ; we stipulate that if t ∈ M ω , then tt = t. The truth value of an LTL 3 formula ϕ with respect to a trace t ∈ M * ∪ M ω , denoted by [t |= χ], is an element of { , ⊥, ?} and defined as follows.
The only difference between our definition and the one of [3] is that in our definition t can also be infinite. This allows us to investigate our semantics also for an infinite lookahead horizon in a uniform way. In [3] , a technique based on the construction of a finite state machine from an LTL formula and a finite trace is presented for determining the truth value of an LTL 3 formula at runtime in implemented systems.
The need for a 3-valued semantics in our approach highlights an important difference with the use of LTL in planning approaches such as [9] . In a planning context, the plans under consideration are always complete. That is, it is not taken into account that these plans might progress beyond their final state. This means that, e.g., a formula ♦φ in those approaches is considered to be false if φ does not hold in some state resulting from execution of the plan, and true otherwise. In our semantics, on the other hand, the truth value of the formula is unknown if φ does not hold on some state of the finite prefix.
RASA Layer 2: Goals as Hard Constraints
Goals of an agent are temporal formulas. The semantics of agent programs provided in Section 3 accounts for the role such goals have in selecting actions using action selection rules. Action selection rules allow an agent to derive actions from its beliefs and goals in a reactive manner, but we argue that this layer in the architecture does not yet account for the full role that such goals can have in the action selection mechanism of a rational agent.
If an agent has the ability to lookahead a (finite) number of steps, it can also use its goals to avoid selecting those actions that prevent the realization of (some of) the agent's goals. In this section we define the second layer of the RASA which accounts for this role of goals. Goals thus viewed introduce additional constraints on action selection to the effect of excluding those actions of which the agent foresees that they will not satisfy its goals. Here we consider such constraints to be hard constraints, meaning that any foreseen violation of goals by performing an action will force a rational agent to choose an alternative action (if possible) or become inactive (in line with previous work, cf. [11] ). That is, actions will only be selected if for all that is known may still eventually satisfy the goals of the agent.
In this view of goals as hard constraints, achievement goals of the form ♦φ per se do not add any additional constraints on action selection since an agent with a finite lookahead horizon will not be able to conclude that an action will prohibit realizing such a goal. Achievement goals thus may be said to have no "selective force" beyond the rule-based mechanism of the action selection architecture. The role of such goals thus is mainly to guide this selection process and, in order to avoid wasting resources, to remove such goals as reasons for action when they have been achieved (see the P rogress operator of Section 3.2). Other types of goals such as maintenance goals do have a selective force in this sense; for example, if φ is a goal of the agent, an agent can conclude that it is no longer possible to satisfy this goal if φ does not hold in some state within the lookahead horizon. An agent thus can use such goals to filter certain options for action generated by the rule-based layer one. 7 Here the 3-valued semantics for LTL discussed in the previous section is particularly useful since it allows us to evaluate goals on finite prefixes of traces. The fact that an achievement goal ♦φ does not have selective force, is reflected by the fact that its truth value in the 3-valued LTL semantics will be "?" (the "unknown" value).
The second layer of the RASA can be defined formally in the context of GOAL as follows. A prefix of a computation t is an initial finite sequence of t or t itself. A prefix of length n of a computation t is denoted by t n with n ∈ N∪{∞}, where t ∞ is defined as t. N is the set of natural numbers including 0, and ∞ is the first infinite ordinal. The lookahead horizon, i.e., the number of execution steps that an agent can lookahead, is denoted by h. The idea is that we take the set of possible execution traces R A that may be selected according to the first layer, and filter out those traces that do not satisfy one or more of the agent's goals, when looking ahead h steps from some state on the trace.
We define a filter function σ h A inductively on the set of traces R A and on the time point i on such a trace. An agent will use its goals to restrict selection of actions from the start, i.e. time 0, which explains why the base case of the inductive definition starts at −1. The base case defines the starting point of traces R A that need to be filtered. For technical reasons the filter function is defined as two different components, and in addition to σ we define a function ς. The idea is that the filter function σ h (i) returns all (infinite) traces that satisfy the goals of the agent on a finite prefix of length h starting from state i, while the function ς h (i) returns all (finite) prefixes of traces that satisfy the goals of an agent given a lookahead capability of h until the end of that prefix but no longer in any possible next state. 
To avoid complicating the definition of the function ς it is defined slightly too general and includes prefixes that do have continuations that satisfy all of an agent's goals. In order to eliminate these prefixes and keep only maximal prefixes of traces that cannot be extended given the agent's goals we additionally introduce a function maxP ref ix. Let t t denote that t is a strict prefix of t and T a set of (in)finite traces. Then t ∈ maxP ref ix(T ) iff there is no t ∈ T such that t t . Using the definitions of the goal filter function(s), we can now provide a simple definition of the semantics of traces induced by the second layer in the action selection architecture. The meaning of an agent at this layer is denoted by H A and defined as the maximal elements of the limit of the filter functions.
Definition 10 (Semantics of GOAL Agent with Goals as Hard Constraints)
The meaning of a GOAL agent H A that applies hard constraints in addition to its rule-based action selection is defined by:
It should be clear from the definition of the meaning of a GOAL agent that the semantics introduced clearly distinguished between the different layers of the RASA. Moreover, given the computational properties of LT L 3 the semantics of the second layer can be realized computationally if the initial prefixes of length h of the traces induced by the first layer can be efficiently generated. In the next section we introduce the third layer to complete our formal picture of the informal RASA discussed in Section 2.
RASA Layer 3: Preferences as Soft Constraints
In the third layer of the RASA an agent aims to select those traces that maximize satisfaction of its preferences. Similarly to goals, preferences are expressed using LTL. Since LTL formulas express properties of traces, this allows an agent to express that it prefers one way of achieving a goal, i.e., one particular trace, over another, if multiple plans for realizing the goal are available. Such preferences are represented by a so-called preference structure. A preference structure consists of a sequence of LTL formulas.
Definition 11 (Preference Structure)
A preference structure Ψ is a sequence (χ 1 , . . . , χ n ) of LTL formulas.
This preference structure expresses that traces on which some χ i is satisfied are preferred over traces on which χ i is not satisfied, and the satisfaction of χ i is preferred over the satisfaction of χ j for j > i. That is, if χ 1 is satisfied on a trace t but not on another trace t , t is preferred over t . If both t and t do not satisfy χ 1 , but t satisfies χ 2 and t does not, t is again preferred over t , etc. This interpretation of the preference structure thus induces a lexicographic ordering on traces.
This ordering can formally be defined as follows. We use Ψ t to denote the sequence (b 1 , . . . , b n ), where b i = [t |= χ i ] for 1 ≤ i ≤ n, i.e., b i ∈ { , ⊥, ?}; we use Ψ i t to denote b i . We now use the ordering ⊥ < ? < to define a lexicographic preference ordering on traces on the basis of a preferences structure. That is, if for a χ i of the preference structure we have [t |= χ i ] = , this is better than when [t |= χ i ] = ?, which is again better than when [t |= χ i ] = ⊥.
Definition 12 (Lexicographic Preference Ordering)
Let Ψ = (χ 1 , . . . , χ n ) be a preference structure and t, t ∈ M * ∪ M ω be finite or infinite traces. Then we say that trace t is (lexicographically) preferred over t with respect to Ψ , written t ≺ ψ t , iff:
The main advantage of using a lexicographic preference order ≺ ψ is that such a preference order on traces is a total preorder, which means that any two traces are either equally good with respect to the preference order, or one is better than the other. It is inspired by the work of [9] . There are, however, many differences with [9] and our approach. Instead of integrating preferences into the situation calculus as in [9] we propose a uniform framework for goals and preferences that is integrated into a programming framework for rational agents, and instead of compiling preferences into certain programs we have taken a more direct approach by defining a layered action selection architecture that is made precise by means of a formal semantics. Finally, we use three-valued LTL to evaluate goals and preferences on (prefixes of) traces.
Preferences are progressed or updated through time, just like goals. The idea is that a preference such as p ∧ q ∧ ♦r has been satisfied when now p holds, in the next state q and possibly sometime thereafter r holds. Such a preference cannot be satisfied anymore when p is not true currently, and to express this we use the P rogression operator of Section 3.2 to keep track of such facts. Since preferences are progressed during execution of the agent, we extend mental states of an agent with the agent's preference structure.
Definition 13 (Mental State with Preferences)
Let m = Σ, Γ be a mental state, and Ψ a preference structure. A mental state with preferences then simply is the tuple Σ, Γ, Ψ .
Definition 14 (Progression of Preference structure)
The progression of a preference structure Ψ = (χ 1 , . . . , χ n ) from a mental state Σ, Γ, Ψ to a new state Σ , Γ , Progress(Ψ, Σ ) is simply defined as the progression of each of the individual preference in the structure, i.e.
Progress(Ψ, Σ ) = (Progress(χ 1 , Σ ) , . . . , Progress(χ n , Σ ))
The semantics of conditional action execution of Definition 6 is changed accordingly as follows, where m = Σ, Γ, Ψ and c = if ψ then a is a conditional action:
The main difference between goals and preferences in our approach is that goals are used as hard constraints to guide action selection whereas preferences are used as soft constraints. That is, an agent would like to satisfy all of its preferences but if this is not possible it will simply choose to satisfy those that are most preferred, if any can be satisfied at all. The preference order introduced above can be used for this purpose. In the third layer of the RASA those traces are selected from the remaining ones (those that survived filtering by layer 2) that are maximal elements in this order. In order to make things precise, we introduce some notation again. We use max (T, ≺ ψ ) to denote the maximal elements of a set of traces T under the lexicographic preference order ≺ ψ , induced by the preference structure Ψ . The preference filter function of layer 3 in our action selection architecture can then be defined similarly to that of the goal filter function.
Definition 15 (Preference Filter Function ψ)
Let A be some agent using layer 2 goal filtering with meaning H A and let h ∈ N be a horizon. Then the preference function ψ A (i − 1)}, ≺ ψ )} Similar to Section 5, the semantics of an agent that uses all three layers of the action selection architecture is defined as the limit of the preference filter function over the traces obtained from layer 2. The definition is somewhat simpler since an agent can always continue on a given trace since it only needs to select a maximum continuation of its past action performance but does not have to stop acting altogether due to a potential violation of a hard constraint. This is one of the main differences between layer 2 and 3.
Definition 16 (Semantics of GOAL with Preferences)
The meaning of a GOAL agent P A that applies soft constraints with horizon h in addition to the action selection mechanisms of layer 1 and 2 is defined by:
Definition 16 completes the specification of each of the three layers of the rational action selection architecture. The informal discussion of the architecture in which we distinguished three layers of action selection is mirrored in respectively Definitions 7, 10, and 16. The formal approach has shown that it is feasible to define a transparent and rich RASA into an agent programming language, that integrates beliefs, goals and preferences as tools for choosing the right action. In particular, the approach offers a uniform framework based on temporal logic to express goals and preferences.
Conclusion and Related Work
In this paper, we have proposed a layered rational action selection architecture which specifies a rational action selection mechanism in which hard and soft constraints are integrated. We have shown how the proposed architecture can be formalized in the context of the GOAL agent programming language. In order to obtain a uniform framework that naturally allows for the integration of hard and soft constraints including such concepts as achievement goals, maintenance goals, as well as (temporally extended) preferences, we have used linear temporal logic for the representation of goals and preferences.
The way in which we use temporal logic is inspired by work in planning where temporal logic is used to "guide" planners through the search space [1] and to select preferred plans [9, 2] . The main difference between the realization of a RASA in the context of planning and in the context of agent programming languages, is that in planning one compares complete plans against the available constraints, while in agent programming the constraints need to be taken into account continuously during execution. Technically, this has resulted in the use of 3-valued LTL for the realization of the RASA in GOAL.
In [13] , a unifying approach for goals in agent systems is proposed, in which LTL is used for illustrating a unifying definition of the notion of goal. That paper, however, does not propose the use of LTL in an agent programming language, and does not propose a RASA in which various kinds of constraints are integrated as we do in this paper.
