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PREFACE
Preface
This thesis presents an example of known discretization methods for spectral problems in
partial differential equations and it is applied with some computations in planar domains
with irregular (non-smooth) and self-similar boundary.
In particular we deal with the Dirichlet eigenvalue problem for the Laplace operator.
An important property of the Laplace operator is that commutes with the elements of the
isometry group of the domain (see page 387 proposition 2.1 [18]). In this work we compute
the fundamental tone which essentially is the first eigenvalue λ1 of the Dirchlet problem
for a family of domains and our purpose is to get an intuition of how the geometry of the
boundary (in this case the irregularity and self-similarity of the curves) affects λ1.
In Section 1 we give an introduction of the properties and connections with other branch
of mathematics and physics.
In Section 2 we introduce preliminary concepts about the analytical formulation of the
problem.
In Section 3 we proof some known results on the discretization method (Finite Element
approximation) to the Dirichlet eigenvalue problem.
In Section 4 we give some computations for a family of examples, such computations are
carried with MATLAB programs.
In Section 5 we provide different examples, a non-simply connected one and its three-
dimensional embedded surface analogue.
I want to thank A´ngeles Carmona and Andre´s Encinas for comments and suggestions.
Guillermo Aparicio Estrems. Barcelona, Spain. June 2017.
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1 INTRODUCTION
1 Introduction
Let M be a Riemannian manifold of dimension n with Riemannian metric g, volume element
dv and Ω ⊂ M an open and connected subset. The Laplace-Beltrami (or also called the
Laplacian when M = Rn) operator on M is defined as the divergence of the gradient, in
local coordinates (x1, ..., xn) it is given by the formula
∆ =
1√| det g|
n∑
i,j=1
∂
∂xi
(√
| det g|gij ∂
∂xj
)
where gij denotes the coefficients of the inverse matrix representing g. It is known that for
the Dirichlet eigenvalue problem { −∆u = λu in Ω
u = 0 on ∂Ω
(1)
there exists a sequence {(λk, Ek)}∞k=1 of real numbers λk ∈ R satisfying
0 ≤ λ1 ≤ λ2 ≤ ... ≤ λn ≤ ... <∞
and of finite-dimensional subspaces Ek ⊂ C∞(Ω) where (λk, u) solves the Dirichlet eigenvalue
problem for each u ∈ Ek. The numbers λk are the Lagrange multipliers of the minimization
problem with Lagrangian
E(u) :=
∫
Ω
1
2
|∇u|2 − λu2 dv
restricted to the Hilbert manifold (see [38]) given by the equation
∫
Ω
u2 dv = 1. One has
similar results for the Neumann eigenvalue problem{ −∆u = µu in Ω
∂u
∂n
= 0 on ∂Ω
In some cases we will need to solve the mixed eigenvalue problem
−∆u = νu in Ω
u = 0 on ΓD
∂u
∂n
= 0 on ΓN
(2)
where ΓD,ΓN ⊂ ∂Ω with ΓD ∪ ΓN = ∂Ω and ΓD ∩ ΓN = ∅.
A precise study of eigenvalue problems is given in [9]. There are many branchs in mathe-
matics and physics showing applications of eigenvalue problems [37, 2, 21, 17, 34, 33, 35, 38,
39, 41, 22].
In this work we restrict to M = R2 and Ω is a planar domain, then in cartesian coordinates
g = dx2 + dy2 is the Euclidean metric and the Laplacian is given by
∆ =
∂2
∂x2
+
∂2
∂y2
.
The examples shown in Section 4 are domains with self-similar boundary [13], which it is
non-Lipschitz. To approximate such domains we use a sequence of domains with polygonal
(piecewise linear) boundary (this argument has been used for several authors [4] and theorem
6.2.3 on [10] shows the convergence) and The Finite Element Method gives in some cases a
good approximation.
1
1 INTRODUCTION
1.1 The Geometry of the Laplacian
Let G be the symmetry group of Ω (if Ω = M we denote it by G = Isom(M)). Then it is
known (see [18]) that the Laplace operator ∆ is invariant under G (note that G acts in Ω
and the action in C∞(Ω) is defined as g · u(x) = u(g−1 · x), ∀g ∈ G). This fact suggest that
the Laplace operator contains an amount of geometric properties, some clever examples are
the trace formulas (Poisson summation formula and Selberg’s trace formula), where a sum
over the eigenvalues is compared with a sum over the primitive and closed geodesics of the
manifold (see [35]) via the Fourier transform. In the study of spectral invariants such as
the counting function, the theta function (heat trace and wave trace) and the zeta function
given respectively by
N (λ) =
∑
j: λj<λ
1,
θ(t) = tr
(
e−t∆
)
=
∞∑
j=1
e−λjt, W(t) = tr
(
eit
√
∆
)
t > 0,
ζ(s) = tr
(
∆−s
)
=
∑
λj 6=0
1
λsj
<s > n
some constants with geometric data can be obtained [41, 34, 21, 24]
N (λ) = vol(Ω)
6pi2
λ3 ± vol(∂Ω)
16pi
λ2 + o(λ), as λ→ +∞,
θ(t) ∼ t−n/2
∞∑
j=0
ajt
j,
where if dv is the volume element induced by the Riemannian metric and S is the scalar
curvature, then
a0 = vol(Ω), a1 =
1
6
∫
Ω
S dv, for ∂Ω = ∅
and
a0 = Cnvol(Ω), a1 = C
′
n|∂Ω|, for ∂Ω 6= ∅
for some constants Cn, C
′
n. For fractals in R
2 the exponents of the counting function are
related with the dimension, see[39] for the details.
These invariants are constructed from the heat equation and the wave equation defined
by the operators ∂t−∆, ∂2t −∆, respectively. Suppose that a perfectly elastic and infinitely
thin membrane of solid matter, of uniform material and thickness, is given in a domain Ω
with a fixed boundary. Then if the height of a point in the membrane x at time t is given
by u(x, t), u must be a solution of the following problem
(∂2t − c2∆)u = 0 in Ω, t > 0
u(·, t) = 0 on ∂Ω, t > 0
u(x, 0) = u0(x) x ∈ Ω
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where u0 is the height of the membrane at the initial time t = 0, and c is a constant de-
pending on the material properties of the membrane [33]. The vibrations of the membrane
decompose into natural vibrations, these natural vibrations {uk}k≥1 are time independent
and they form a numerable system where each uk is a solution of the associated eigenvalue
problem which is given by (1). The number λk ∈ R is called the Dirichlet eigenvalue of
the eigenfunction uk and gives the associated frequency fk =
√
λk
2pi
. The first frequency f1
is called the fundamental tone. Then the solution u can be expressed as a limit of a linear
time-dependent combination of {uk}k≥1.
If M = R and Ω = (0, pi) then the problem consists to find the height of a vibrating string
and the natural vibrations are given by uk(x) = sin(kx) for k ≥ 1.
Other geometric properties can be obtained by the first eigenvalues instead of their asymp-
totics. Faber-Krahn isoperimetric inequality tells us that the minimizer of the first eigenvalue
(over the open subsets of M of fixed area) is the disk which in physical terms essentially
tells us that the the gravest fundamental tone of all possible drums of fixed area is attained
by the disk, the drum with circular boundary. If Ω ⊂ R2, λ1(Ω) denotes the first eigenvalue
of Ω, and vol(Ω) = 1 then the Faber-Krahn isoperimetric inequality reads
λ1(Ω) ≥
j20,1
pi
' 0.76548
where j0,1 is the first zero of the Bessel function J0 (the first eigenfunction of the disk).
1.2 The Finite Difference Method
Finite Differences is a pointwise method which approximates differential operators via a
finite difference approximation of the derivative. The Finite Difference approach using the
5-point Laplacian is only a particular case of the Finite Difference methods. If we use central
differences, i.e., we approximate the derivative of a function u ∈ C1(R) by
du
dx
(x) =
u(x+ h/2)− u(x− h/2))
h
+O(h2)
for h > 0 sufficiently small then for a function u ∈ C2(R) the approximation for the second
derivative is
d2u
dx2
(x) =
u(x+ h)− 2u(x) + u(x− h)
h2
+O(h2).
So for a bounded, open and connected set Ω ⊂ R2 the uniform approximation for the
Laplacian of a function u ∈ C2(Ω) is given by
∆u(x) =
(
∂2
∂x2
+
∂2
∂y2
)
u(x) =
u(x+ h, y)− 2u(x, y) + u(x− h, y)
h2
+
u(x, y + h)− 2u(x, y) + u(x, y − h)
h2
+O(h2).
For a uniform pointwise discretization {(zi)}Ni=1 ⊂ Ω the discretization of (1) reads
Au = λu
3
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where u = (ui)
N
i=1, ui = u(zi) and A is the matrix obtained by the discretization of the
derivative, its coefficients depend on the boundary of the domain and of course of the labels
of the points zi. So the problem is reduced to an ordinary and finite-dimensional eigenvalue
problem. For further details of the application of Finite Difference methods see [27].
1.3 Spectral Methods
It is known that derivatives are reduced to multiplication via the Fourier transform. The
discrete Fourier transform (DFT) of a vector v ∈ Rm is defined to be the vector vˆ with
components
vˆk =
2pi
m
m∑
j=1
e−ikxjvj, k =
m
2
+ 1, ...,
m
2
,
where xj are the Fourier grid points (m equally spaced points in [0, 2pi])
xj = 2pij/m, j = 1, ...,m.
The inverse DFT is given by
vj =
1
2pi
m/2∑
j=−m/2+1
eikxj vˆk, j = 1, ...,m.
Given the vector of values of a function on the Fourier grid one can compute the nth spectral
derivative as follows
1. Compute vˆ from v.
2. Define wˆk = (ik)
nvˆk. If n is odd, set wˆm/2 = 0.
3. Compute w from wˆ.
Since this operation is linear the second derivative can be represented by a matrix or it
can be performed by the use of the Fast Fourier Transform (FFT). The above procedure is
equivalent to first constructing the trigonometric interpolant
p(x) =
1
2pi
1
2
e−ixm/2vˆ−m/2 +
1
2
eixm/2vˆm/2 +
m/2−1∑
k=−m/2+1
eikxvˆk
 ,
and then computing the nth derivative of the interpolant evaluating it
wk = p
(n)(xk).
This procedure can be applied in the unit disk D using sepparation of variables (in polar
coordinates) , which reduces the partial differential eigenvalue problem to an ordinary dif-
ferential eigenvalue problem and can be solved applying the discrete Fourier transform. For
a bounded simply connected polygonal domain Ω ∈ R2 is similar if we map Ω to the disk
via the inverse of the Schwarz-Christoffel mapping f , where
f ′(ω) = C
N∏
k=1
(ω − ωk)βk ,
4
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where ωk are the preimages of the corners zk of the polygon Ω, i.e. ωk = f
−1(zk), see
[4, 11, 12, 5] for the details. In the following two figures we show the preimage of equally
spaced radi and of concentric circles in two examples used in Section 4, the computations
are done with the MATLAB code given in [11].
Figure 1.3.1 Figure 1.3.2
Then, problem (1) is reduced to find (λ, v) where{ −∆v = λ|f ′|2v in D
v = 0 on ∂D
and u = v ◦ f−1.
Another example of spectral methods is the Method of Particular Solutions made by Fox,
Henrici, and Moler (see [14, 6, 20]) which uses linear combinations of analytic expressions of
the eigenfunctions of an unbounded sector of angle pi/α given by
u(k) = (r, θ) = Jαk(
√
λr) sinαkθ
called Fourier-Bessel functions. On then tries to vary λ until one can find a linear combina-
tion, i.e. a function
u∗(r, θ) =
N∑
k=1
c
(N)
k u
(k)(r, θ)
satisfying the boundary conditions. One approach to impose the boundary conditions is to
require u∗(ri, θi) = 0 for i = 1, ..., N where (ri, θi) are N given collocation points on the
boundary. Then one considers the square system of nonlinear equations
A(λ)c = 0
with
aik(λ) = Jαk(
√
λri) sinαkθi, i, k = 1, ..., N.
The modified method given in [6] shows a better approach using collocations points not only
at the boundary but at the interior of the domain.
1.4 On a concept of Fractal Geometry
Since we will deal with domains with fractal boundary we need to define what ’fractal’ means.
Some autors dedicate much work to get a definition and an intuition of what fractality is
[29, ?], since our case is a simple one we only give a few definitions. Most of the examples
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shown in Section 4 are open bounded subsets of R2 and the boundary is given by a piecewise
continuous curve Γ. The curve Γ has infinite Lebesgue measure and zero area. One then
needs to define a measure ”between” length and area.
For ε > 0 define the corresponding tubular neighborhood of ∂Ω to be the set {x ∈ Ω :
d(x, ∂Ω) < ε}, where d(x, ∂Ω) = inf
y∈∂Ω
d(x, y). If voln is the n-dimensional Lebesgue measure
then the volume of the tubular neighborhood is defined to be
V (ε) := voln{x ∈ Ω : d(x, ∂Ω) < ε}.
The Minkowski dimension of ∂Ω is
D = D∂Ω := inf{α ≥ 0 : V (ε) = O(εn−α) as ε→ 0+}.
Then the Minkowski content of ∂Ω is
M =M(D; ∂Ω) = lim
ε→0+
V (ε)ε−(n−D),
and the set ∂Ω is Minkowski measurable if its Minkowski content exists in (0,∞). The upper
and lower Minkowski content are respectively defined by
M∗ =M∗(D; ∂Ω) = lim
ε→0+
supV (ε)ε−(n−D)
and
M∗ =M∗(D; ∂Ω) = lim
ε→0+
inf V (ε)ε−(n−D).
Then we have that 0 ≤ M∗ ≤ M∗ ≤ ∞ and ∂Ω is Minkowski measurable if and only if
M∗ =M∗ =M∈ (0,∞).
In [29] a natural definition of fractality is given, a set is said to be fractal if its Hausdorff
dimension is strictly greater than the topological dimension (in our case n is the topological
dimension). In self-similar cases the Hausdorff dimension and the Minkowski dimension
coincide. For a deep analysis on the subject see [13, 24].
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2 The Differential Eigenvalue Problem
In this section we will give the analytical tools to define formally the eigenvalue problem
we want to solve. We are not dealing in the pointwise sense (which the original problem
(1) is naturally stated) but in a variational sense. First of all, functional analytical tools
are needed for the definition of eigenvalues since the essential property of a diagonalizable
operator is compactness (in our case the Laplacian is not compact but its inverse it is). In
order to reformulate the eigenvalue problem in a variational sense we need some tools based
on weak derivatives and hence on Sobolev Spaces, a good reference on the subject is [1].
These two preliminary parts are the first two subsections, then we proceed by the Spectral
Theory of linear operators only stating the results (see [7] for proofs) and then we prove some
results on approximation theory given in [3, 36]. Finally we give the reformulation of the
source and the eigenvalue problem. We restrict to the Dirichlet problem (for the Neumann
or mixed problem one proceeds similarly).
2.1 Preliminaries on Functional Analysis
Let X be a vector space and let ‖.‖ be a norm defined on X (that is ‖x‖ = 0 ⇐⇒
x = 0, ‖αx‖ = |α|‖x‖∀x ∈ X, ∀α ∈ C, ‖x + z‖ ≤ ‖x‖ + ‖z‖ ∀x, z ∈ X) then the pair
(X, ‖.‖X := ‖.‖) is called a normed space. The linear span of a subset {xn}n≥1 is defined as
〈{xn}n≥1〉 :=
{
x ∈ X| x =
∞∑
n=1
aixi : ∃I ⊂ N : ai 6= 0 ∀i ∈ I, |I| <∞
}
.
We say that (X, ‖.‖X) is a Banach space if it is complete with the given norm i.e., every
Cauchy sequence is convergent. If the norm ‖.‖X is induced by a scalar product (·, ·)X (that is
‖x‖X =
√
(x, x)X then the vector space X (or (X, (·, ·)X)) is called an inner product space.
Note that in complex vector spaces a scalar product is an hermitian and non-degenerate
bilinear form. A Hilbert space is a complete inner product space, in a Hilbert space the
Cauchy-Schwarz inequality holds
|(x, y)X | ≤ ‖x‖X‖y‖X .
We write X = Y ⊕ Z (for X, Y, Z vector spaces) is for each x there is a unique y ∈ Y and
a unique z ∈ Z such that x = y + z. In a Hilbert space X the orthogonal complement of a
closed subspace Y is the closed subspace given by
Y ⊥ := {x ∈ X|(x, y)X = 0 ∀y ∈ Y }.
In an inner product space X a subset {xn}n≥1 is called a complete orthonormal system if
(xi, xj) = δi,j and the system is called a complete orthonormal basis if for each x ∈ X we
can write x =
∑∞
n=1 aixi where ai = (x, xi) i.e., X = 〈{xn}n≥1〉.
Let (X, ‖.‖X) and (Y, ‖.‖Y ) be complex normed spaces. If T : X → Y is a linear operator
(that is T (αx+ βz) = αT (x) + βT (z) ∀α, β ∈ C, ∀x, z ∈ X) then the norm of T is defined
by
‖T‖ = sup
x∈X\{0}
‖Tx‖Y
‖x‖X .
7
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The null space (or kernel) and the image space (or range) of are respectively defined by
N(T ) := {x ∈ X| Tx = 0}, T (X) = {y ∈ Y | ∃x ∈ X : Tx = y}.
The operator T is bounded if ‖T‖ <∞ and the space of bounded linear operators acting on
X and Y is denoted by L(X, Y ) (which is a normed space with norm ‖.‖L(X,Y ) = ‖.‖). The
space of bounded linear functionals L(X,C) =: X ′ is called the dual space. For a bounded
linear operator T : X → Y between normed spaces the adjoint operator T ′ : Y ′ → X ′ is
defined by the property
∀g ∈ Y ′ ∃f ∈ X ′ : f(x) = (T ′g(x)) = g(Tx).
Then ‖T ′‖L(Y ′,X′) = ‖T‖L(X,Y ). In most of cases X is a Hilbert space with a norm induced by
a scalar product (·, ·)X . Let X and Y be Hilbert spaces and T ∈ L(X, Y ), then the adjoint
operator T ∗ of T is defined as T ∗ : Y → X such that ∀x ∈ X and ∀y ∈ Y
(Tx, y)Y = (x, T
∗y)X .
A bounded linear operator T : X → X is said to be Hermitian if T ∗ = T , unitary if T is
bijective and T ∗ = T−1 and normal if TT ∗ = T ∗T . Let X be a Hilbert space and Y a closed
subspace of X. Then the direct sum X = Y ⊕ Y ⊥ holds (see [?]) and it defines a mapping
P : X → Y such that y = Px. The mapping P is called a projection of X onto Y and
satisfies P 2 = P, N(P ) = Y ⊥. A bounded linear operator P : X → X on a Hilbert space X
is a projection if and only if P is self-adjoint and P 2 = P .
2.2 Sobolev spaces
Let Ω be an open bounded set of Rn with Lipschitz boundary ∂Ω. The weak derivative ∂ of
a function in Lp(Ω), for p ≥ 1, is defined as the linear map which respects the integration by
parts formula. It is shown that this map behaves similarly as the derivative for functions that
are not differentiable (that the weak derivative of a constant is 0 in a weak sense, Leibniz’s
rule...). Let α be a multi-index α = (α1, ..., αn) ∈ Nn, we define
∂αf
∂xα
=
∂|α|f
∂xα11 ...∂x
αn
n
where |α| = ∑ni=1 αi. Let s be a non-negative integer and 1 ≤ p < ∞. The Sobolev spaces
are defined as
W s,p(Ω) := {f ∈ Lp(Ω) : ∂αf ∈ Lp(Ω) ∀|α| ≤ s}
associated with the norm
‖f‖W s,p(Ω) :=
∑
|α|≤s
∫
Ω
|∂αf(x)|p dx
1/p .
The corresponding semi-norm is defined as
8
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|f |W s,p(Ω) :=
∑
|α|=s
∫
Ω
|∂αf(x)|p dx
1/p .
W s,p0 (Ω) denotes the closure of C∞0 (Ω) in the W s,p norm. If p = 2 then the Sobolev
spaces W s,2(Ω) are also Hilbert spaces, they are denoted by Hs(Ω) (similarly it is denoted
Hs0(Ω) = W
s,2
0 (Ω)).
The Sobolev spaces of fractional order can be defined as follows. Let s ≥ 0 and 1 ≤ p <∞.
Define bsc to be the greatest non-negative integer less or equal than s and {s} ∈ (0, 1) to
be the corresponding fractional part of s, i.e., s = bsc + {s}. Then W s,p(Ω) is the space of
distributions u ∈ C∞c (Ω)′ such that u ∈ W bsc,p(Ω) and∫
Ω
∫
Ω
|∂αu(x)− ∂αu(y)|p
|x− y|n+{s}p dxdy <∞ ∀|α| = bsc,
with norm
‖u‖pW s,p(Ω) = ‖u‖pW bsc,p(Ω) +
∫
Ω
∫
Ω
|∂αu(x)− ∂αu(y)|p
|x− y|n+{s}p dxdy.
The negative norm for a function f ∈ L2(Ω) is defined as
‖f‖−s := sup
u∈H10 (Ω), ‖u‖Hs(Ω)
|(f, u)L2(Ω)|.
By Schwarz’s inequality, we have
|(f, u)|L2(Ω) ≤ ‖f‖L2(Ω) · ‖u‖L2(Ω) ≤ ‖f‖L2(Ω) · ‖u‖Hs(Ω) =⇒ ‖f‖−s ≤ ‖f‖.
We denote by H−s(Ω) the completion of L2(Ω) with respect to the negative norm ‖.‖−s.
Theorem 2.1. The dual space Hs0(Ω)
′ of Hs0(Ω) may be identifies with the completion of
L2(Ω) with respect to the negative norm, i.e.,
Hs0(Ω) = H
−s(Ω).
Furthermore, any continuous linear functional on H−s(Ω) can be represented by an element
in Hs0(Ω), i.e.,
H−s(Ω)′ = Hs0(Ω).
If u ∈ C∞c (Ω), the restriction of u on ∂Ω, called the trace operator, is defined as
γ0(u) = u|∂Ω.
Theorem 2.2. Let Ω be a bounded Lipschitz domain and 1/2 < s ≤ 1. The mapping γ0
defined on C∞c (Ω) has a unique continuous extension as a linear operator from Hs(Ω) onto
Hs−1/2(∂Ω). In addition
H10 (Ω) =
{
u ∈ H1(Ω) : γ0(u) = 0
}
.
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Proposition 2.1. Poincare´-Friedrichs inequality
If Ω is bounded, then |.|Hm(Ω) is an equivalent norm to ‖.‖Hm(Ω) in Hm0 (Ω).
As a particular case of The Rellich-Kondrachov Theorem (see [1]) we have the following
result.
Theorem 2.3. Compact Embedding
Suppose that Ω ⊂ Rn is a bounded and locally Lipschitz domain. Then for 1 < p < ∞,
2m ≥ n and j ≥ 0 we have that the that the following embeddings
1.
W j+m,p(Ω) ↪→ Cj(Ω) if n > mp
2.
W j+m,p(Ω) ↪→ W j,p(Ω) if n = mp
are compact. The embeddings are also compact if we replace W j+m,p(Ω) by W j+m,p0 (Ω).
In particular, for m ≥ p = n = 2 and j = 0 we have
Hm(Ω) ↪→ C0(Ω), Hm0 (Ω) ↪→ C0(Ω)
and for m = 1
H1(Ω) ↪→ L2(Ω), H10 (Ω) ↪→ L2(Ω)
all embeddings being compact.
2.3 Spectral theory of Linear Operators
Let T : X → X be a bounded linear operator. Then the limit
rσ(T ) := lim
k→∞
‖T k‖1/k
exists and is called the spectral radius of T .
The resolvent operator of T , Rz(T ) is defined as
Rz(T ) = (T − z1)−1
provided that T − z1 has an inverse.
Definition 2.1. Let X be a complex normed space and T : X → X a linear operator. A
regular value z of T is a complex number such that
1. Rz(T ) exists,
2. Rz(T ) is bounded, and
3. Rz(T ) is defined on a set which is dense in X.
The resolvent set ρ(T ) of T is the set of all regular values z of T . Its complement
σ(T ) := C \ ρ(T ) is called the spectrum of T . The spectrum σ(T ) can be partitioned into
three disjoint sets:
10
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1. σp(T ) which is called the point spectrum, is the set of z such that Rz(T ) does not exist
(or not well defined). If z ∈ σp(T ) then z is called an eigenvalue of T ,
2. σc(T ) which is called the continuous spectrum, is the set of z such that Rz(T ) exists
and is defined on a dense set in X, but Rz(T ) is unbounded,
3. σr(T ) which is called the residual spectrum, is the set of z such that Rz(T ) exists and
the domain of Rz(T ) is not dense in X.
For z1, z2 ∈ ρ(T ), the first resolvent equation is given by
Rz1 −Rz2 = (z2 − z1)Rz1Rz2 = (z2 − z1)Rz2Rz1 .
For z ∈ ρ(T1) ∩ ρ(T2), the second resolvent equation is given by
Rz(T1)−Rz(T2) = Rz(T1)(T2 − T1)Rz(T2) = Rz(T2)(T2 − T1)Rz(T1).
Lemma 2.4. For T ∈ L(X), the following properties hold
1. If |z| > rσ(T ), Rz(T ) exists and has the series expansion
Rz(T ) = −
∞∑
k=0
z−k−1T k.
2. ρ(T ) and σ(T ) are nonempty. σ(T ) is compact.
3. rσ(T ) = max
z∈σ(T )
|z|.
Definition 2.2. Let z ∈ σp(T ) be an eigenvalue of T . If
Tzx := Tx− zx = 0
for some x 6= 0, x is called an eigenfunction of T associated to z.
A subspace M of X is called an invariant subspace under T if T (M) ⊂M . If X = M⊕N ,
where M,N are closed subspaces of X and invariant under T , T is said to be completely
reduced by (M,N).
Let λ be an isolated eigenvalue of T such that there exists simple closed curves Γ,Γ′ ⊂
ρ(T ) enclosing λ. Furthermore, both Γ and Γ′ enclose no other eigenvalues of T . Define
P :=
1
2pii
∫
Γ
Rz(T )dz. (3)
Then P ∈ L(X) and by the first resolvent equation
P 2 =
1
(2pii)2
∫
Γ
∫
Γ′
Rz(T )Rz′(T )dz
′dz =
1
(2pii)2
∫
Γ
∫
Γ′
Rz(T )−Rz′(T )
z′ − z dz
′dz.
11
2 THE DIFFERENTIAL EIGENVALUE PROBLEM
Without loss of generality we can suppose that Γ′ does not intersect Γ since ‖Rz(T )−Rz′ (T )‖|z′−z|
is bounded at Γ∩Γ′ and the integral does not depend on different paths in the same homotopy
class [23]. Let’s suppose that Γ′ encloses a bounded open set U (so ∂U = Γ′) such that Γ ⊂ U ,
by this choice it follows that
1
2pii
∫
Γ
1
z′ − zdz = 0,
1
2pii
∫
Γ′
1
z′ − zdz
′ = 1.
Then by Fubini’s theorem we have
P 2 =
1
(2pii)2
∫
Γ
Rz(T )
∫
Γ′
1
z′ − z dz
′dz − 1
(2pii)2
∫
Γ′
Rz′(T )
∫
Γ
1
z′ − zdzdz
′
=
1
2pii
∫
Γ
Rz(T )dz = P.
Thus P is a projection operator. For the given paths P is the projection from X to the
generalized eigenspace associated with λ when T is a compact operator.
Definition 2.3. Let X and Y be normed spaces. An operator T : X → Y is called a
compact linear operator if T is linear and for every bounded subset M ⊂ X, T (M) is
relatively compact, i.e., T (M) is compact.
Proposition 2.2. Let X and Y be normed spaces and T : X → Y be a linear operator.
Then T is compact if and only if for every bounded sequence {xn}n∈N ⊂ X, {Txn}n∈N has
a convergent subsequence.
Let T ∈ L(X, Y ) and S ∈ L(Y, Z). If either T or S us compact, TS is compact from X
to Z.
Lemma 2.5. Let X and Y be normed spaces. Then
1. Every compact linear operator T : X → Y is bounded, hence continuous.
2. If dimX =∞, the identity operator 1 : X → Y is not compact.
Proposition 2.3. Let X and Y be normed spaces and T : X → Y be a linear operator.
Then
1. If T is bounded and dimT (X) <∞, T is compact.
2. If dimX <∞, T is compact.
Proposition 2.4. Let {Tn : X → Y }n∈N be a sequence of compact operators. If {Tn}n∈N is
uniformly convergent, i.e., ‖Tn − T‖ → 0, then the limit operator T := lim
n→∞
Tn is compact.
Proposition 2.5. Let T : X → Y be a linear operator. If T is compact, its adjoint operator
T ′ : Y ′ → X ′ is compact.
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Theorem 2.6. (Fredholm Alternative)
Let X be a Banach space and T : X → X be compact. Then the equation
(z − T )u = f, z 6= 0
has a unique solution u ∈ X for any f ∈ X if and only if the homogeneous equation
(z − T )u = 0
has only the trivial solution u = 0. In such a case, the operator z−T has a bounded inverse
Let T : X → X be a compact linear operator. The set of eigenvalues of T is at most
countable and 0 is the only possible accumulation point. Every λ ∈ σ(T ) \ {0} is an
eigenvalue. If X is infinite dimensional, then 0 ∈ σ(T ).
For an eigenvalue λ 6= 0 the dimension of the corresponding eigenspace of T is finite and
the null spaces of Tλ, T
2
λ , T
3
λ , ... are finite dimensional. There is a number r ∈ N depending
on λ 6= 0 such that
X = N(T rλ)⊕ T rλ(X).
Furthermore, the null spaces satisfy
N(T rλ) = N(T
r+1
λ ) = N(T
r+2
λ ) = ...
and the ranges satisfy
T rλ(X) = T
r+1
λ (X) = T
r+2
λ (X) = ....
If r > 0
N(T 0λ )  N(Tλ)  ...  N(T rλ)
and
T 0λ (X) ! Tλ(X) ! ... ! T rλ(X).
Definition 2.4. The space N(T rλ) is called the generalized eigenspace of T associated to
the eigenvalue λ. The algebraic multiplicity of λ is defined as dimN(T rλ). The geometric
multiplicity is defined as dimN(Tλ).
Let T : X → X be a bounded self-adjoint operator on a complex Hilbert space X. Then
1. σp(T ) ⊂ R (all eigenvalues of T are real)
2. N(Tλ) ⊥ N(Tµ) ⇐⇒ λ 6= µ (the eigenfunctions corresponding to different eigenvalues
of T are orthogonal with respect to the inner product)
3. ‖T‖ = sup
‖x‖=1
|(Tx, x)X |
Theorem 2.7. Let T : X → X be a compact, self-adjoint, linear operator in a Hilbert space
X. Then there exist at most a countable set of real eigenvalues {λn}∞n=1 and corresponding
eigenfunctions x1, x2, ... such that
1. Txj = λjxj and xj 6= 0, j = 1, 2, ...,
13
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2. (xm, xn)X = 0, if n 6= m,
3. |λ1| ≥ |λ2| ≥ ... ≥ 0,
4. if the sequence of eigenvalues is infinite, lim
j→∞
λj = 0
5. Tx =
∑
j≥1
λj(x, xj)Xxj with convergence in X when the sum has infinitely many terms,
6. X = 〈{xn}∞n=1〉 ⊕N(T ).
Let X be a complex Banach space with norm ‖ · ‖ and T be a compact operator on X.
Let {Xh} be a sequence of finite dimensional subspaces of X and {Th : Xh → Xh} be a
sequence of linear operators.
Let Y be a closed subspace of X. For x ∈ X, the distance between x and Y is defined as
d(x, Y ) = inf
y∈Y
‖x − y‖ and for Z a closed subspace of X, d(Y, Z) := sup
y∈Y, ‖y‖=1
d(y, Z). The
gap between Y and Z is defined as
δ(Y, Z) = max{d(Y, Z), d(Z, Y )}.
Let E : X → X be the spectral projection defined in (3) for a closed simple curve
Γ ⊂ ρ(T )∩ρ(Th) (enclosing a domain D ⊂ C with maybe nonempty intersection with σ(T )).
Eh : Xh → Xh is defined similarly
Eh :=
1
2pii
∫
Γ
Rz(Th) dz.
If Th → T as h→ 0, Eh is well defined for h small enough.
The h-norm of an operator T us defined as
‖T‖h = sup
x∈Xh, ‖x‖=1
‖Tx‖.
Theorem 2.8. The Descloux, Nassif, Rappaz (DNR) conditions for a sequence of operators
{Th} defined on Xh and for an operator T on X are
P1. lim
h→0
‖T − Th‖h = 0,
P2. lim
h→0
d(x,Xh) = 0, ∀x ∈ X.
Assume that the first condition is satisfied. Then the following is satisfied
(a) For F ⊂ ρ(T ) closed, there exists a constant C independent of h such that
‖Rz(Th)‖h ≤ C ∀z ∈ F
for h small enough.
(b) Let Ω ⊂ C be an open set such that σ(T ) ⊂ Ω. Then there exists h0 > 0 such that
σ(Th) ⊂ Ω, ∀h < h0
14
2 THE DIFFERENTIAL EIGENVALUE PROBLEM
(c) One has that lim
h→0
‖E − Eh‖h = 0 and lim
h→0
d(Eh(Xh), E(X)) = 0.
(d) If, in addition, the second condition is satisfied, we have that
lim
h→0
d(x,Eh(Xh)) = 0 ∀x ∈ E(X).
Proof. (a) Let z ∈ F ⊂ ρ(T ). Then for any x ∈ X, there exists a constant C > 0 such
that
‖(z − T )x‖ ≥ 2C‖x‖.
For h > 0 small enough, P1 implies
‖(T − Th)x‖ ≤ C‖x‖ ∀x ∈ Xh.
Hence for x ∈ Xh and z ∈ F , we have that
‖(z − Th)x‖ ≥ ‖(z − T )x‖ − ‖(T − Th)x‖ ≥ C‖x‖.
Since Xh is finite dimensional, Rz(Th) exists
‖Rz(Th)‖h ≤ C.
(b) It is a direct consequence of (a).
(c) For h > 0 small enough, one has that
‖E − Eh‖h ≤ 1
2pi
∫
Γ
‖Rz(T )−Rz(Th)‖h|dz| = 1
2pi
∫
Γ
‖Rz(T )(T − Th)Rz(Th)‖h|dz| =
1
2pi
∫
Γ
‖Rz(T )‖ · ‖(T − Th)‖hRz(Th)‖h|dz|.
Combination of P1 and (a) implies lim
h→0
‖E − Eh‖h = 0. Then it follows that
lim
h→0
d(Eh(Xh), E(X))) = 0.
(d) Let x ∈ E(X). From P2, we conclude that there exists a sequence {xh ∈ Xh}h>0 such
that
lim
h→0
‖x− xh‖ = 0.
Thus we have that
‖x−Ehxh‖ = ‖Ex−Ehxh‖ ≤ ‖E(x−xh)‖+‖(E−Eh)xh‖ ≤ ‖E‖‖x−xh‖+‖E−Eh‖‖xh‖.
Since E is continuous we proved (d).
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Assume that T is a compact operator from X to X and {Th}0<h<1, is a family of compact
operators also from X to X. In addition, Th → T in norm as h→ 0.
Let λ ∈ σ(T ), i.e., λ is an eigenvalue of T . Then there exists a smallest integer r, called the
ascent of λ1− T , such that
N((λ1− T )r) = N((λ1− T )r+1).
Recall that the spaceN((λ1−T )r) is finite dimensional and its dimensionm = dimN((λ1− T )r)
is called the algebraic multiplicity of λ. The geometric multiplicity n of λ is the dimension of
N(λ1−T ) (note that n ≤ m). A vector u ∈ N((λ1−T )r) is called a generalized eigenvector
of T and its order is the smallest integer such that u ∈ N((λ1− T )j).
If X is a Hilbert space and T is self-adjoint, the ascent of λ − T is one and the algebraic
multiplicity equals the geometric multiplicity (Theorem 2.7).
Since Th converges to T in norm, Eh converges to E in norm and
dimEh(Xh) = dimE(X) = m.
In addition, there exists exactly m eigenvalues of Th inside Γ if h is small enough. We denote
these values by λ1,h, ..., λm,h. Consequently,
lim
h→0
λj,h = λ for j = 1, ...,m.
Consider the adjoint operator T ′ on the dual space X ′. If λ is an eigenvalue with algebraic
multiplicity m, then λ is an eigenvalue of T ′ with the same algebraic multiplicity m. The
ascent of λ − T ′ is also r. Let E ′ be the projection operator associated with T ′ and λ and
E ′h be the discrete projection operator associated with T
′
h and λ1,h, ..., λm,h. Note that when
X is a Hilbert space, it is natural to work with the Hilbert adjoint T ∗.
The following results we present are due to Babusˇka and Osborn [3]. Let λ be a nonzero
eigenvalue of T with algebraic multiplicity m and ascent r. Let λ1,h, ..., λm,h be the eigen-
values of Th that converge to λ. Let φ1, ..., φm be a basis for R(E) and φ
′
1, ..., φ
′
m be the dual
basis to φ1, ..., φm. The following theorem shows how R(E) can be approximated by R(Eh).
Theorem 2.9. There is a constant C independent of h such that, for h small enough,
δ(R(E), R(Eh)) ≤ C‖(T − Th)|R(E)‖.
The average of the discrete eigenvalues
λˆh =
1
m
m∑
j=1
λj,h.
tends to λ as h→ 0.
Theorem 2.10. Let φ1, ...φm be a basis for R(E) and φ
′
1, ..., φ
′
m be the dual basis. Then
there exists a constant C, independent of h such that
|λ− λˆh| ≤ 1
m
m∑
j=1
|〈(T − Th)φj, φ′j〉|+ C‖(T − Th)|R(E)‖‖(T ′ − T ′h)|R(E)‖.
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Proof. The operator Eh|R(E) : R(E)→ R(Eh) is injective since
‖E − Eh‖ → 0.
In addition, Eh|R(E) : R(E)→ R(Eh) is surjective since
dimR(E) = dimR(Eh) = m.
Hence Eh|R(E) is well defined. For h sufficiently small and f ∈ R(E) with ‖f‖ = 1, we have
that
1− ‖Ehf‖ = ‖Ef‖ − ‖Ehf‖ ≤ ‖Ef − Ehf‖ ≤ ‖E − Eh‖‖f‖ ≤ 1
2
,
which implies ‖Ehf‖ ≥ ‖f‖/2. Hence (Eh|R(E))−1 is bounded in h. Define
Tˆh = (Eh|R(E))−1ThEh|R(E) : R(E)→ R(E)
and Tˆ = T|R(E).
λj,h, j = 1, ...,m, are eigenvalues of Tˆh. We have that
trTˆ = mλ, trTˆh = mλˆh,
and
λ− λˆh = 1
m
tr(Tˆ − Tˆh) = 1
m
m∑
j=1
〈(Tˆ − Tˆh)φj, φ′j〉
where {φj}mj=1 is a basis for R(E) and {φ′j}mj=1 ⊂ R(E)′ is the corresponding the dual basis.
Note that φ′j can be extended to X as follows. Since X = R(E) ⊕ N(E), for f ∈ X, we
write f = g + h with g ∈ R(E) and h ∈ N(E). Defines
〈f, φ′j〉 = 〈g, φ′j〉.
φ′j is bounded on X and thus φ
′
j ∈ X ′. Since
ThEh = EhTh and (Eh|R(E))−1Eh = I|R(E),
one has that
〈(Tˆ − Tˆh)φj, φ′j〉 = 〈Tφj − (Eh|R(E))−1ThEhφj, φ′j〉 = 〈(Eh|R(E))−1Eh(T − Th)φj, φ′j〉 =
〈(T − Th)φj, φ′j〉+ 〈((Eh|R(E))−1Eh − 1)(T − Th)φj, φ′j〉.
Let Lh = (Eh|R(E))−1Eh. Lh is the projection on R(E) along N(Eh). Then L′h is the
projection on N(Eh)
⊥ = R(E ′h) along R(E)
⊥ = N(E ′). Consequently,
〈((Eh|R(E))−1Eh − 1)(T − Th)φj, φ′j〉 = 〈(Lh − 1)(T − Th)φj, (E ′ − E ′h)φ′j〉.
Thus the following holds∣∣〈(Lh−1)(T−Th)φj, (E ′−E ′h)φ′j〉∣∣ ≤ (sup
h>0
‖Lh − 1‖
)
‖(T−Th)|R(E)‖‖(E ′−E ′h)|R(E)‖‖φj‖‖φ′j‖ ≤
C ·
(
sup
h>0
‖Lh − 1‖
)
‖(T − Th)|R(E)‖‖(E ′ − E ′h)|R(E)‖.
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2.4 Variational Formulation for the Dirichlet Problem
Let Ω ⊂ Rn be a bounded, open, connected set and f ∈ C(Ω). The Dirichlet problem in Ω
for the Laplace equation is to find a function u ∈ C2(Ω) such that{ −∆u = f(x) in Ω
u = 0 on ∂Ω
(4)
Multiplying the partial differential equation of (4) by a function v ∈ C∞c (Ω) and integrating
we have
−
∫
Ω
v∆u dx =
∫
Ω
v(x)f(x) dx
using integration by parts formula (or the divergence theorem)∫
Ω
v∆u dx = −
∫
Ω
∇u · ∇v dx+
∫
∂Ω
∂u
∂n
v dy
(where dx denotes the Lebesgue measure on Rn and dy denotes the measure on ∂Ω) we
obtain ∫
Ω
∇u · ∇v dx =
∫
Ω
v(x)f(x) dx.
Since the L2 norm of the gradient of a function vanishing at the boundary ∂Ω is also a
norm and
(C∞c (Ω), ‖∇.‖L2(Ω)) = H10 (Ω) it is natural to define a ”weak” notion of a solution.
Definition 2.5. A weak solution for the Dirichlet Problem (4) is a function u ∈ H10 (Ω) such
that for any v ∈ H10 (Ω) and f ∈ L2(Ω)∫
Ω
∇u · ∇v dx =
∫
Ω
v(x)f(x) dx.
or equivalently
(u, v)H10 (Ω) = (f, v)L2(Ω).
Theorem 2.11. Riesz-Fre´chet
Given (H, (·, ·)) a Hilbert space. Each linear functional can be represented by an element of
H, i.e.,
∀ϕ ∈ H ′ ∃!u ∈ H : ϕ = (u, ·) =: ϕu
or equivalently H ' H ′.
Given ϕ ∈ H ′, u ∈ H such that E(u) = min
v∈H
E(v), where
E(v) :=
1
2
‖v‖2 − ϕ(v)
is called the Lagrangian.
Then for H = H10 (Ω) we have that the Riesz-Fre´chet theorem implies the existence and
uniqueness of a weak solution for the Dirichlet problem (4).
The second-order differential operator
L = −
n∑
i,j=1
∂
∂xj
(
aij(x)
∂
∂xi
)
+
n∑
j=1
bj(x)
∂
∂xj
+ c(x), aij = aji, bi, c ∈ L∞(Ω) ∀i, j = 1, ..., n
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is called elliptic if there exists a constant λ > 0 such that
aijξiξj ≥ λ|ξ|2 ∀ξ ∈ Rn x ∈ Ω.
For elliptic partial differential operators the weak formulation works similarly as for the
Laplace equation (replacing ∆ by L in the definition of the Dirichlet problem). The scalar
product is then replaced by a bilinear form which in general is not symmetric. To obtain
an equivalent result to Riesz-Fre´chet called The Lax-Milgram Lemma (see [7]) the bilinear
form must satisfy the following (for Y = X).
Definition 2.6. 1. Let X and Y be Hilbert spaces. A mapping a : X × Y → C is called
a sesquilinear form if it is complex-bilinear, i.e.
a(α1u+ α2v, φ) = α1a(u, φ) + α2a(v, φ),
a(u, α1φ+ α2ψ) = α¯1a(u, φ) + α¯2a(u, ψ),
∀u, v ∈ X, φ, ψ ∈ Y, α1, α2 ∈ C.
2. The sesquilinear form is bounded if there exists a constant C > 0 such that
|a(u, v)| ≤ ‖u‖X‖v‖Y
for all u ∈ X, v ∈ Y .
3. If Y = X the sesquilinear form is called coercive if there exists a constant α > 0 such
that
a(u, u) ≥ α‖u‖2X
for all u ∈ X.
Theorem 2.12. Lax-Milgram Lemma
Let a : X ×X → C be a bounded coercive sesquilinear form. There exists a unique solution
u ∈ X to
a(u, v) = f(v) ∀v ∈ X
for f ∈ X ′ satisfying
‖u‖X ≤ C
α
‖f‖X′ ,
where C and α are the constants of boundedness and coercivity given in the above definition.
In our case we have that the bilinear form a(·, ·) = (·, ·)H10 (Ω) is real and symmetric, defined
on the Hilbert space X = H10 (Ω), Cauchy-Schwarz inequality gives boundedness of the a and
the coercivity is given by Poincare´ inequality or equivalence of norms (., .)H10 (Ω) ∼ ‖.‖2H1(Ω).
One can obtain similar results using other boundary conditions, Neumann boundary condi-
tions or Mixed boundary conditions, for example. The Neumann Problem for the Laplace
equation is to solve { −∆u = f(x) in Ω
∂u
∂n
= 0 on ∂Ω
(5)
A similar procedure as in the Dirichlet Problem gives us a notion of what should satisfy a
weak solution. In order to define the trace of ∂u
∂n
we need to ask, to the solution u, to be in
H2(Ω) to have ∂u
∂n
∈ L2(Ω).
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Definition 2.7. A weak solution for the Neumann Problem (5) is a function u ∈ H2(Ω)
such that for any v ∈ H1(Ω) and f ∈ L2(Ω)∫
Ω
∇u · ∇v dx =
∫
Ω
v(x)f(x) dx.
Note that to have uniqueness of the weak solution we need to impose some restrictions
to f (see [7]).
2.5 Variational Formulation for the Dirichlet Eigenvalue Problem
Let Ω ⊂ Rn be a bounded, open, connected set. The Dirichlet Eigenvalue Problem in Ω for
the Laplace equation is to find a function u ∈ C2(Ω) and a number λ ∈ R such that{ −∆u = λu in Ω
u = 0 on ∂Ω
(6)
By the Riesz-Fre´chet theorem we can define a monomorphism T : L2(Ω)→ L2(Ω) which
maps f to the weak solution u of the Dirichlet problem (4), i.e., Tf = u and consequently
(Tf, v)H10 (Ω) = (f, v)L2(Ω) ∀v ∈ H10 (Ω).
The compact embedding H10 (Ω) ↪→ L2(Ω) implies that T is a compact operator, note that
it is also self-adjoint.
Definition 2.8. A weak solution for the Dirichlet Eigenvalue Problem (4) is a function
u ∈ H10 (Ω) and a number λ ∈ R such that for any v ∈ H10 (Ω)∫
Ω
∇u · ∇v dx = λ
∫
Ω
vu dx
or equivalently
(u, v)H10 (Ω) = λ(u, v)L2(Ω).
Using the operator T , the problem is equivalent to the operator eigenvalue problem
λTu = u.
Thus, λ is a Dirichlet eigenvalue if and only if µ := 1/λ is an eigenvalue of the compact
self-adjoint operator T .
As in the source problem one can obtain similar results for the Neumann Problem or the
Mixed boundary Problem.
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3 The Finite Element Method
Finite Element methods deal with variational formulation of (1) given in (4). To discretize
the variational problem a mesh for the set Ω is usually needed. In our case (see Section 4)
the mesh is a triangulation satisfying some restrictions and the analysis of discretization of
the variational problem is reduced to an analysis on each triangle (in this case the triangle
is called an element). In this section we follow [36].
3.1 Finite Elements
In what follows we assume that Ω is a Lipschitz bounded domain on R2.
Definition 3.1. A finite element is a triple (K,P ,N ) such that
1. K ⊂ R2 is a Lipschitz polygon (e.g., triangle, square)
2. P is a space of functions (e.g. polynomials) on K,
3. N = {N1, ..., Ns} is a set of linear functionals on P , called degrees of freedom.
Definition 3.2. Let (K,P ,N ) be a finite element. The basis {φ1, ..., φs} of P dual to N
(i.e., Ni(φj) = δij) is called the nodal basis of P .
Definition 3.3. 1. A partition T = {K1, ..., KM} of Ω into triangle elements is called
admissible provided the following properties hold
(a) Ω =
⋃M
i=1Ki,
(b) if Ki∩Kj consists of exactly one point, then it is a common vertex of Ki and Kj,
(c) If for i 6= j, Ki ∩Kj consists of a line segment, then Ki ∩Kj is a common edge
of Ki and Kj.
2. We write Th, h > 0, implying every element has diameter at most 2h.
3. A family of partitions {Th}h is called shape regular provided there exists a constant
κ > 0 independent of h such that every K ∈ Th contains an circle of radius ρK ≥ hK/κ
where hK is the half diameter of K.
The third condition of the above definition it is equivalent (in two dimensions only) to
impose that the minimal angle of each triangulation is bounded below uniformly in the
shape regular class. A similar restriction to impose to the triangles K of a given triangula-
tion should involve the first eigenvalue (of the Laplacian) of the given triangle, requiring a
minimization of the quantity λ1(K)|K|2 it may be useful (at least intuitively) to get the desired
regularity for the triangles.
The reference element in this case is defined to be the triangle Kˆ whose vertices are (0, 0), (1, 0),
and (0, 1). For any K ∈ T , there is an affine mapping FK : Kˆ → K such that F (Kˆ) = K
and such that it is given by
FKxˆ = BKxˆ + bˆ.
The reference element (Kˆ, Pˆ , Nˆ ) is affine equivalent to he finite element (K,P ,N ) if the
following hold
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1. FK( ˆ(K)) = K,
2. FK ◦ Pˆ = P ,
3. N ◦ FK = Nˆ .
LetK be a triangle in T and Pk(K) denote the set of all polynomials of degree at most k. As a
R-vector space it has dimension s := dimRPk =
∑k
r=0(r+1) =
(
k + 2
2
)
= (k+1)(k+2)/2.
Take z1, ..., zs ∈ K s different points which lie on k + 1 lines. The values p(z1), ..., p(zs)
uniquely determine p ∈ Pk. The nodal basis of Pk is a subset of functions such that takes a
nonzero value at exactly one point and it forms a basis of Pk.
In the linear case we have k = 1 and s = 3. Let {z1, z2, z3} be the vertices of K and
N1 = {N1, N2, N3} such that Ni(v) = v(zi). For the reference element Kˆ we have that
z1 = (0, 0), z2 = (1, 0), and z3 = (0, 1) and then the linear basis functions for P1
L1 = 1− x− y, L2 = x, L3 = y,
satisfy Ni(Lj) = δij for i, j = 1, 2, 3.
Definition 3.4. Given a finite element (K,P ,N ), let the set {φi} be the nodal basis for P
dual to N . If v is a function for which all Ni ∈ N are defined, the local interpolant on K is
given by
IKv :=
dimR P∑
i=1
Ni(v)φi.
The global interpolant on Ω is given by
IT |Ki = IKi
It is proved that for every continuous function on a triangle Lagrange element K there is
a unique interpolation polynomial. We also have that any piecewise infinitely differentiable
function v : Ω→ R belongs to Hk(Ω) if and only if v ∈ Ck−1(Ω).
Definition 3.5. The finite element space is
Vh := {v ∈ L2(Ω) : v|K ∈ Pk ∀K ∈ T } ⊂ H1(Ω),
which is a subset of the continuous functions on Ω for k ≥ 1.
3.2 Abstract Convergence Theory
Lemma 3.1. Ce´a’s Lemma
Let {Xh}h>0, be a family of finite dimensional subspaces of a Hilbert space X. Let ϕ ∈ X ′.
Then the problem of finding uh ∈ Xh such that
(uh, vh) = ϕ(vh) ∀ vh ∈ Xh
has a unique solution. In addition, if u is the exact solution of finding u ∈ X such that
(u, v) = ϕ(v) ∀ v ∈ X,
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then there is a constant C independent of u and uh such that
‖u− uh‖ ≤ C inf
vh∈Xh
‖u− vh‖.
Proof. Since Xh is a closed subspace of X, it is a Hilbert space with the same scalar product.
We also have that ϕ ∈ X ′h. Then by the Riesz-Fre´chet theorem there exists a unique solution
uh ∈ Xh.
We have Galerkin orthogonality
(u− uh, vh) = (u, vh)− (uh, vh) = ϕ(vh)− ϕ(vh) = 0 ∀vh ∈ Xh
which implies
(u− uh, uh − vh) = 0 ∀vh ∈ Xh.
Then by Cauchy-Schwarz inequality
‖u− uh‖2 = (u− uh, u− uh) = (u− uh, u− vh) ≤ ‖u− uh‖‖u− vh‖.
Proposition 3.1. Let ρh ≤ diamK ≤ h, where 0 < h ≤ 1, and P be a finite dimensional
subspace of W l,p(K)∩Wm,q(K), where 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, and 0 ≤ m ≤ l. Then there
exists C = C(Pˆ , Kˆ, l, p, q, ρ) such that for all v ∈ P , we have that
‖v‖W l,p(K) ≤ Chm−l+n/p−n/q‖v‖Wm,q(K).
Definition 3.6. Given a triangular mesh Th = {K1, K2, ..., KM} of Ω, the mesh dependent
norm is defined as
‖v‖m,h :=
(∑
K∈T
‖v‖2Hm(K)
)1/2
, m > 1.
Definition 3.7. A Lipschitz domain is said to satisfy the cone condition if the interior angles
are positive (the angles αi satisfy 0 < αi < pi for each i), so that a nontrivial cone can be
positioned in Ω with its tip at the vertex.
Proposition 3.2. Let Ω ⊂ R2 be Lipschitz domain satisfying the cone condition. Let t ≥ 2
and suppose z1, ..., zs are s = t(t + 1)/2 prescribed points in Ω such that the interpolant
operator I : H t → Pt−1 is well defined for polynomials of degree ≤ t− 1. Then there exists
a constant C depending on Ω and zi, i = 1, ..., s, such that
‖u− Iu‖Ht(Ω) ≤ C|u|Ht(Ω) ∀u ∈ H t(Ω).
Proof. Let’s define the norm
|||v||| := |v|Ht(Ω) +
s∑
i=1
|v(zi)|
on H t(Ω) to show that it is an equivalent norm to ‖.‖Ht(Ω).
Since H t(Ω) ↪→ C(Ω) we have
|v(zi)| ≤ C‖v‖Ht(Ω), i = 1, 2, ..., s
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which implies
|||v||| ≤ (1 + Cs)‖v‖Ht(Ω).
On the other hand, suppose that there is no constant C such that
‖v‖Ht(Ω) ≤ |||v||| ∀v ∈ H t(Ω).
Then there exists a sequence {vn}n≥1 ⊂ H t(Ω) such that
‖vn‖ = 1, |||vn||| ≤ 1/n, n = 1, 2, ....
Due to the compact embedding H t(Ω) ↪→ H t−1(Ω) (note that t ≥ 2), there exists a subse-
quence of {vn}n≥1, still denoted by {vn}n≥1, that converges in Ht− 1(Ω). Since |vn|Ht(Ω) → 0
and
‖vm − vn‖2Ht(Ω) ≤ ‖vm − vn‖2Ht−1(Ω) + (|vm|Ht(Ω) + |vn|Ht(Ω))2,
the sequence {vn}n≥1 is Cauchy in H t(Ω). There exists a v∗ ∈ H t(Ω) such that
‖v∗‖Ht(Ω) = 1 and |||v∗||| = 0.
This leads to a contradiction. Hence |||.||| is equivalent to ‖.‖Ht(Ω).
Since Iu(zi) = u(zi) and t ≥ 2
‖u− Iu‖Ht(Ω) ≤ C|||u− Iu||| = C|u− Iu|Ht(Ω) = C|u|Ht(Ω).
Let T be a triangulation for Ω. Define
V t−1 := V t−1(T ) = {v ∈ L2(Ω) : v|K ∈ Pt−1 ∀K ∈ T }.
Then there exists a unique interpolation operator
Ih : H
t(Ω)→ V t−1, t ≥ 2.
Let K and Kˆ be affine equivalent, i.e., there exists a bijective affine mapping F : Kˆ → K
such that
F (xˆ) = Bxˆ + b
where B is a nonsingular matrix and xˆ ∈ Kˆ, b ∈ K. If v ∈ Hm(Ω), then vˆ := v◦F ∈ Hm(Kˆ),
and there exists a constant C depending only on the domain Kˆ and m such that
|vˆ|Hm(Kˆ) ≤ C
‖B‖m√| detB| |v|Hm(K),
|v|Hm(K) ≤ C‖B−1‖m
√
| detB||vˆ|Hm(Kˆ)
where the norm ‖B‖ is taken in R2×2 and since all norms in a finite-dimensional vector space
are equivalent the given inequalities does not depend on the chosen norm. Note that since
the matrix norm is submultiplicative we have ‖B−1‖ ≤ C‖B‖−1.
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Proposition 3.3. Let t ≥ 2, and suppose Th is a shape regular triangulation of Ω. Then
there exists a constant C = C(m, Kˆ, κ) depending only on m, Kˆ and the constant κ given
by Th (see Definition 3.3) such that
‖u− Ihu‖m,h ≤ C(m, Kˆ, κ)ht−m|u|Ht(Ω)
for u ∈ H t(Ω), 0 ≤ m ≤ t.
Proof. Let Th be a shape-regular triangulation for Ω. For K ∈ Th, let R(K) be the radius of
the largest circle inscribed in K (the incircle) and r(K) be the radius of the smallest circle
containing K (the circumcircle). Since K ∈ Th we have R(K) ≤ h. Let F : Kˆ → K for
K ∈ Th be the affine mapping. On the reference triangle Kˆ, by Proposition 3.2, we have
|u− Ihu|Hm(K) ≤ C
√
| detB|‖B−1‖m|uˆ− Ihuˆ|Hm(Kˆ) ≤ C
√
| detB|‖B−1‖m · C|uˆ|Hm(Kˆ)
≤ C
√
| detB|‖B−1‖m · C ‖B‖
t√| detB| |u|Ht(K) ≤ C(‖B‖ · ‖B−1‖)m‖B‖t−m|u|Ht(K).
Since Th is shape-regular, there exists some κ > 0 such that r(K) ≥ hK/κ = R(K)κ which
implies that R(K)
r(K)
≤ κ. In addition, if we choose the spectral norm ‖B‖ := √λmax(BTB)
then
‖B‖ = R(K)/R(Kˆ) ≤ h/R(Kˆ)
and
‖B−1‖ = 1√
λmin(BTB)
=
1
r(K)/r(Kˆ)
= r(Kˆ)/r(K).
This implies
‖B‖ · ‖B−1‖ = r(Kˆ)
R(Kˆ)
· R(K)
r(K)
=: c(Kˆ)κ.
Thus the following holds
|u− Ihu|Hl(K) ≤ Cht−l|u|Ht(K).
Summing over l from 0 to m, we obtain
‖u− Ihu‖Hm(K) ≤ Cht−m|u|Ht(K) ∀u ∈ H t(K), K ∈ Th.
Finally summing over each element K ∈ Th one obtains the result.
3.3 Lagrange Elements for the Source Problem
By the Riesz-Fre´chet theorem we obtain the following
Proposition 3.4. There exists a unique solution u ∈ H10 (Ω) solving the Dirichlet problem
(4) such that
‖u‖H1(Ω) ≤ C‖f‖−1.
The relevance of the following result is shown in the relative errors of examples of Section
4. For the details see [16, 26].
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Theorem 3.2. Let Ω be a bounded Lipschitz polygon. There exists an α0 > 1/2 depending
on the interior angles of Ω such that for all 1/2 ≤ α ≤ α0, the solution of (4) satisfies
‖u‖H1+α ≤ C‖f‖H−1+α .
In particular, α0 = 1 when Ω is convex.
By Poincare´-Friedrichs inequality we have that
inf
vh∈V k
‖u− vh‖L2(Ω) ≤ Chmin{k+1,r}‖u‖Hr(Ω), (7)
inf
vh∈V k
‖u− vh‖H1(Ω) ≤ Chmin{k,r−1}‖u‖Hr(Ω), (8)
Let’s assume that Ω is covered by a regular triangular mesh T . Let Vh ⊂ H1(Ω) be the
finite element space of the Lagrange elements of order k with zero values at the nodes on
∂Ω. For a Lipschitz polygon Ω ⊂ R2 the discrete problem for the Dirichlet Problem (4) is
to find uh ∈ Vh such that
(uh, vh)H10 (Ω) = (f, vh)L2(Ω) ∀vh ∈ Vh.
Since there exists a unique solution for the discrete problem we can define a discrete solution
operator
Th : L
2(Ω)→ Vh ⊂ L2(Ω)
such that
(Thf, vh)H10 (Ω) = (f, vh)L2(Ω) ∀vh ∈ Vh.
It is clear that T is self-adjoint and compact.
Proposition 3.5. Suppose {Th}h>0 is a family of shape regular triangulations of Ω. Let u be
the solution of the Dirichlet problem (4) such that u ∈ Hs0(Ω), s > 1. Let τ := min{k, s−1}
where k is the order of the Lagrange elements. Then the finite element approximation uh of
u satisfies
‖u− uh‖H1(Ω) ≤ Chτ‖f‖H−1(Ω). (9)
Equivalently, we have
‖u− uh‖H10 (Ω) ≤ Chτ‖f‖H−1(Ω)
Proof. From Ce´a’s Lemma (Lemma 3.1),
‖u− uh‖H1(Ω) ≤ C inf
vh∈Vh
‖u− vh‖H1(Ω).
Then (8) implies that
‖u− uh‖H1(Ω) ≤ Chτ‖u‖Hτ+1(Ω) ≤ Chτ‖f‖Hτ−1(Ω),
where we have used Theorem 3.2. By the result on negative norm (Theorem 2.1), we have
that
‖f‖Hτ−1(Ω) ≤ ‖f‖H−1(Ω),
and thus
‖u− uh‖H1(Ω) ≤ Chτ‖f‖H−1(Ω)
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Corollary 3.2.1. Let f ∈ H1(Ω) in (4). Then we have that
‖Tf − Thf‖H1(Ω) ≤ Chτ‖f‖H1(Ω)
Lemma 3.3. Aubin-Nitsche Lemma
Let H be a Hilbert space with the norm ‖ · ‖H and the scalar product (·, ·). Let V be a
subspace which is also a Hilbert space with norm ‖ · ‖V . In addition, the embedding of V
to H is continuous. Let a be a bounded coercive sesquilinear form on V × V .Given f ∈ V ∗,
let u and uk be the solutions of
a(u, v) = f(v) ∀v ∈ V
and
a(uh, vh) = f(vh) ∀vh ∈ Vh,
respectively. Then the finite element solution uh ∈ Vh ⊂ V satisfies
‖u− uh‖H ≤ C‖u− uh‖V sup
g∈H, g 6=0
{
1
‖g‖H infv∈Vh ‖φg − v‖V
}
,
where, for every g ∈ H, φg ∈ V denotes the corresponding unique solution of this equation
a(w, φg) = (g, w) ∀w ∈ V. (10)
.
Proof. By the Riesz Representation Theorem, the norm of an element in a Hilbert space can
be defined as
‖w‖H = sup
g∈H, g 6=0
(g, w)
‖g‖H . (11)
Letting w = u− uh in (10), we obtain by Galerkin orthogonality
(g, u− uh) = a(u− uh.φg) = a(u− uh.φg − vh) ≤ C‖u− uh‖V ‖φg − vh‖V .
It follows that
(g, u− uh) ≤ C‖u− uh‖V inf
vh∈Vh
‖φg − vh‖V .
The duality argument (11) implies that
‖u− uh‖H = sup
g∈H, g 6=0
(g, u− uh)
‖g‖H ≤ C‖u− uh‖V supg∈H, g 6=0
{
inf
vh∈Vh
‖φg − vh‖V
‖g‖H
}
.
Corollary 3.3.1. Let Th be a family of shape regular triangulation of Ω and Vh be the
Lagrange finite element space of order k associated with Th. Let u and uh be the solutions
of (??) and (??), respectively. Assume that u ∈ Hs(Ω), 1 ≤ s ≤ 2 and τ = min{k, s − 1}.
Then
‖u− uh‖L2(Ω) ≤ Chτ‖u− uh‖H1(Ω).
Furthermore, if f ∈ Hτ−1(Ω) so that u ∈ H1+τ (Ω).
‖u− uh‖L2(Ω) ≤ Ch2τ‖f‖Hτ−1(Ω) ≤ Ch2τ‖f‖L2(Ω).
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Proof. Let H = L2(Ω) with norm ‖.‖L2(Ω) and V = H10 (Ω) with H1(Ω) norm. We have
V ⊂ H and the embedding is continuous. Since φg solves (10) the estimates in (9) implies
sup
g∈H, g 6=0
{
inf
vh∈Vh
‖φg − vh‖H1(Ω)
‖g‖L2(Ω)
}
≤ Chτ .
Applying the Aubin-Nitsche Lemma and (7), we obtain that
‖u− uh‖L2(Ω) ≤ Chτ‖u− uh‖H1(Ω).
3.4 Convergence Analysis
The discrete eigenvalue problem is to find uh ∈ Vh and λh ∈ R such that
(uh, vh)H10 (Ω) = λh(uh, vh)L2(Ω) ∀vh ∈ Vh.
The problem is equivalent to the operator eigenvalue problem:
λhThuh = uh.
As in the continuous case, λh is an eigenvalue if and only if µh := 1/λh is an eigenvalue of T .
From the last section we have that (note that T : L2(Ω)→ Vh ⊂ L2(Ω))
‖Tf − Thf‖L2(Ω) ≤ Ch2τ‖f‖L2(Ω)
which implies
‖T − Th‖L2(Ω) ≤ Ch2τ .
Corollary 3.3.2. Let u be an eigenfunction associated with the eigenvalue λ of multiplicity
m. Let w1h, ..., w
m
h be the eigenfunctions associated with the m discrete eigenvalues λ
1
h, ..., λ
m
h
approximating λ. Then there exists uh ∈ 〈w1h, ..., wmh 〉 such that
‖u− uh‖L2(Ω) ≤ Ch2τ‖u‖L2(Ω)
Theorem 3.4. Let λˆh =
1
m
∑m
j=1 λ
j
h where λ
1
h, ..., λ
m
h are the discrete eigenvalues approxi-
mating λ. Then the following convergence rate holds
|λ− λˆh| ≤ Ch2τ .
Proof. Due to the fact that both T and Th are self-adjoint and in view of Theorem 2.10, we
only need to approximate
m∑
j,k=1
|((T − Th)φj, φk)|,
where {φ1, ..., φm} is a basis for the generalized eigenspace R(E) corresponding to λ.
Using the definition of T and Th, symmetry of a(·, ·), Galerkin orthogonality and the estimate
of T − Th, we have that
|((T − Th)u, v)| = |(v, (T − Th)u)| = |a(Tv, (T − Th)u)| = |a((T − Th)u, Tv)|
= |a((T − Th)u, (T − Th)v)| ≤ ‖(T − Th)u‖H1(Ω)‖(T − Th)v‖H1(Ω) ≤ Ch2τ ,
which holds for any u, v ∈ R(E) with ‖u‖L2 = ‖v‖L2(Ω) = 1.
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Theorem 3.5. The operator TH10 (Ω) from H
1
0 (Ω) to H
1
0 (Ω) is compact.
Proof. Let {un}n>0 be a bounded sequence in H10 (Ω). Due to the compact embedding of
H10 (Ω) to L
2(Ω), there exists a convergent subsequence of {un}n>0, still denoted by {un}n>0,
in L2(Ω). Let u := lim
n→∞
un ∈ L2(Ω). Then Tu ∈ H10 (Ω) and
(Tu, v)H10 (Ω) = (u, v)L2(Ω) ∀v ∈ H10 (Ω).
On the other hand, we have that
(TH10 (Ω)un, v)H10 (Ω) = (un, v)L2(Ω) ∀v ∈ H10 (Ω).
Therefore
(Tu− TH10 (Ω)un, v)H10 (Ω) = (u− un, v)L2(Ω) → 0 as n→∞ ∀v ∈ H10 (Ω).
In particular
‖Tu− TH10 (Ω)un‖2H10 (Ω)(Tu− TH10 (Ω)un, Tu− TH10 (Ω)un)H10 (Ω) → 0 as n→∞
which implies
TH10 (Ω)un → Tu as n→∞
so TH10 (Ω) is compact.
3.5 Reduction to an Algebraic Eigenvalue Problem
For a given triangulation T , that is N nodes (with coordinates in a 2×N matrix p) and E
triangles (with boundary nodes in a 3×E matrix t). Let {φ1, φ2, ..., φN} be the basis of the
linear Lagrange element space Vh ⊂ H1(Ω) associated to T . Let
uh =
N∑
j=1
ujφj.
Substituting uh in (??) and choosing vh = φi for each i = 1, ..., N we obtain the following
generalized algebraic eigenvalue problem, that is to find u = (u1, ..., uN)
T such that
Au = λhMu
where
Aij = (φi, φj)H10 (Ω) = (∇φi,∇φj)L2(Ω), Mij = (φi, φj)L2(Ω).
To compute the entries of the matrices we need a numerical quadrature to compute the
integrals appearing in the bilinear products due to the variational formulation.
Let ai, i = 1, 2, 3 be the vertices of the triangle K and aij be the midpoint of the edge aiaj
where 1 ≤ i < j ≤ 3. Then the quadrature used for the linear Lagrange elements is defined
by the rule ∫
K
f(x) dx ' |K|
3
∑
1≤i<j≤3
f(aij).
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This quadrature is exact for polynomials of order up to 2. The interpolation error can be
estimated as the following∣∣∣∣ ∫
Kˆ
f(x) dx− |K|
3
∑
1≤i<j≤3
f(aij)
∣∣∣∣ ≤ Ch3 ∑
|α|=3
∫
Kˆ
|Dαf | dx.
Now, an effective method of computing the eigenvalues of a matrix is needed [40, 36, 15].
In our case, the matrix is sparse and Arnoldi method (which is already implemented in
MATLAB) gives a good approximation of the eigenvalues via the Ritz values [36, 15].
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4 Examples
In this section we show a few examples of some computed (with MATLAB [30]) eigenpairs
with the finite element method with linear Lagrange elements. Our examples consist of two-
dimensional simply connected sets with self-similar boundary (each set in our examples is
determined by its boundary and they are computing using the code in [28]). The boundary
is identified by the sequence of angles [θj]
m
j=1, m ≥ 2 conforming the generating curve
γ1 : [0, 1] → C (a polygonal curve made of segments of angle θi with the abscissa and each
segment with the same length l) and a symmetry number ω which is the number of ”sides” of
the set having at each side the iterated curve, i.e., replacing to a regular polygon of ω sides
(of length 1) the iterated curve at each side. Then we write the identification procedure as
∂Ω ∼ ([θj]mj=1, ω), γ ∼ [θj]mj=1.
To obtain ∂Ω from γ (and similarly ∂Ωk from γk) we only need to rotate γ multiplying it
by e
2pis
ω
i, s = 0, 1, ..., ω − 1 and adding a constant in order to have a continuous boundary.
Using the abuse of notation γ = Im γ = γ([0, 1]) we have
∂Ω = γ ∪
(
γ(1) + e
2pi
ω
iγ
)
∪
(
γ(1) + e
2pi
ω
iγ(1) + e
4pi
ω
iγ
)
∪ ...
∪
(
γ(1) + e
2pi
ω
iγ(1) + ...+ e
2pi(ω−2)
ω
iγ(1) + e
2pi(ω−1)
ω
iγ
)
.
We assume that the given sequences of angles correspond to curves with no self-intersections
(so the set Ω is simply connected). The iteration of the curve is done replacing each segment
of the polygonal curve to the generating curve scaled with a factor hk = 1/rk (h := 1/r)
where r =
m∑
j=0
cos(θj) is called the scaling factor and k is the number of required iterations (in
this case the iterated curve is denoted by γk), for k = 0 the curve is the segment γ0 := [0, 1]
and for k = 1 the curve is the generating curve γ1. We require to the sequence of angles (in
order to obtain an ”admissible” curve) to satisfy θ1 = 0 and l = 1/r.
For example, the Koch snowflake is a set with a boundary generated by a curve of angles
[0, pi/3,−pi/3, 0] at each of the ω = 3 sides of a triangle, we identify the set with the pair
([0, pi/3,−pi/3, 0], 3). In this case we have r = 3. In Figure 4.1 it is shown the generating
curve γ1, in Figure 4.2 ∂Ω1, in Figure 4.3 γ6 and in Figure 4.4 ∂Ω6.
Figure 4.1
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Figure 4.2
Figure 4.3
Figure 4.4
If we use the same generating curve at 4 sides of a square the pair identifying then the set is
([0, pi/3,−pi/3, 0], 4) (see Figure 4.5). Figure 4.6 corresponds to the pair ([0,−pi/3, pi/3, 0], 4),
we identify such pair with the pair ([0, pi/3,−pi/3, 0],−4).
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Figure 4.5
Figure 4.6
We use polygonal approximations to the self-similar sets, that is, the set Ω is approxi-
mated by the monotone sequence {Ωk}k∈N (that is, Ωk ⊂ Ωk+1 ⊂ Ω) of polygons (which are
locally Lipschitz and a finite element method can be applied) and for each ε > 0 there is a
k0 and xk ∈ ∂Ωk such that d(x, xk) < ε (where d denotes the euclidean distance) for each
k > k0 and for each x ∈ ∂Ω. In this case we write
lim
k→∞
Ωk = Ω,
using the same definition of convergence for {γk}k∈N to γ we have
lim
k→∞
γk = γ.
We define Ω0 to be a ω-gon. We normalize the sets Ω to Ωˆ = cΩ + b(Ω) := {y ∈ R2 : y =
cx+ b(Ω), x ∈ Ω}, where b(Ω) = b(Ω0) is the center of the ω-gon, making the measure equal
to 1, i.e., vol2(Ωˆ) = |Ωˆ| = 1, c = 1√|Ωˆ| . Define Ak = |Ωk| and A = |Ω|, now the sequence
{Ωˆk}k∈N
(
with Ωˆk = ckΩ, ck =
1√
|Ωk|
)
is not monotone in general. This normalization is
useful to compare the eigenvalues of some different sets to observe the dependence on the
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regularity (or irregularity) of the boundary and in the following examples we compute the
eigenvalues of Ωˆ instead of Ω. By the Faber-Krahn inequality given in Section 1
λ1(Ωˆ) ≥
j20,1
pi
.
In each example we give the dimension (note that since the curves are self-similar the Haus-
dorff dimension is equal to the Minkowski dimension) of the boundary ∂Ω which is given by
the following formula
dim ∂Ω = logrm =
logm
log r
,
the area of Ωk, 1/c
2
k (computed via determinants of a triangulation covering Ωk, the trian-
gulation does not need to satisfy any regularity condition), if γ(1) = 1 it can be computed
via the formula, which holds for ω ∈ Z
|Ωk| = |Ω0|+ ωI
k∑
j=1
mj−1r−2j = |Ω0|+ ω
1− (m
r2
)k
r2 −m I
|Ω| = |Ω0|+ ωI
∞∑
j=1
mj−1r−2j = |Ω0|+ ω
r2 −mI = limk→∞ |Ωk|
where
I :=
∫ 1
0
=γ(t) dt = |Ω1| − |Ω0|
ω
is the area under the generating curve.
One can compute also the perimeter (using the one dimensional Lebesgue measure)
|∂Ωk| = |ω|
(m
r
)k
, |∂Ω| =∞.
Not all the curves are Minkowski measurable (see [24]). In Table 1 we show some compu-
tations, they suggest that a greater dimension gives a greater first eigenvalue. The isometry
group of Ω denoted as Isom(Ω) contains rotations and involutions only (since Ω ⊂ R2) and it
plays an important role since more symmetry minimizes the first eigenvalue (see [19]). One
can observe in examples 4.5 and 4.6 that obstructions play an important role in the first
eigenvalue, a way to formalize this fact is to compare the inradius, the radius of the largest
circle inscribed in the polygon Ωˆk, where even in the normalized examples a small inradius
in the obstructed geometries is obtained. In the following subsections some eigenfunctions
are shown, the size element h of the triangulations are between 0.01 and 0.07. In some cases
we compute also the relative error of the first eigenvalue λ1(Ωk) for some k. Since all cases
are non-convex the error is not quadratic and one can observe how the error depends on the
angles. In the following figures some approximations of the eigenfunctions are shown for the
respective domains and an approximation of the associated eigenvalues are shown using the
abuse of notation Ωk = Ωˆk. Only in the first example (known as the Koch snowflake) we
give a particular attention due to symmetry, several authors computed approximations of its
eigenvalues [25, 4, 31],. In the other cases the eigenfunctions are computed on a triangulation
on all of Ωk, in each case it is specified the polygonal approximation k.
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Table 1: Approximation of the first eigenvalue
([θj]
m
j=1, ω) k
m
r
dim ∂Ω λ1(Ωˆk) λ1(Ωk)
([0, pi/5, 0], 3) 4 1.068 1.0637 27.0709 52.6693
([0, pi/3, 0, pi/3,−pi/3, 0, pi/3, 0], 3) 3 1.3333 1.1606 25.6690 42.5437
([0, pi/3, 0, pi/3,−pi/3, 0, pi/3, 0],−3) 3 1.3333 1.1606 42.3462 85.0804
([0, pi/3, 0], 4) 4 1.2 1.199 26.1858 16.6416
([0, pi/3, 0], 3) 5 1.2 1.199 38.8490 50.9084
([0, pi/3,−pi/3, 0], 6) 4 1.3333 1.2619 20.8408 6.7285
([0, pi/3,−pi/3, 0], 5) 3 1.3333 1.2619 21.3544 10.0944
([0, pi/3,−pi/3, 0], 4) 5 1.3333 1.2619 23.1961 17.3053
([0, pi/3,−pi/3, 0], 3) 6 1.3333 1.2619 27.2180 39.997
([0, pi/3,−pi/3, 0],−5) 4 1.3333 1.2619 33.6039 25.7627
([0, pi/3,−pi/3, 0],−4) 5 1.3333 1.2619 53.7694 81.5185
([0, pi/3,−pi/3,−pi/3, pi/3, 0], 3) 3 1.5 1.2925 81.7389 188.7678
([0, pi/2, 0,−pi/2,−pi/2, 0, pi/2, 0], 4) 3 1.5 1.5 88.9585 88.9585
([0, pi/2, 0], 4) 5 1.5 1.5850 42.3631 13.8816
([0, pi/2, 0], 3) 5 1.5 1.5850 120.6453 91.2977
([0, pi/2− 0.1,−pi/2 + 0.1, 0], 4) 3 1.8185 1.7586 24.0352 19.9275
([0, pi/2− 0.1,−pi/2 + 0.1, 0],−4) 4 1.8185 1.7586 917.2443 1227.127
([0, pi/2− 0.05,−pi/2 + 0.05, 0],−4) 3 1.9048 1.8685 1021.2484 1165.2774
4.1 ([0, pi/3,−pi/3, 0], 3)
In this case the symmetry group is isomorphic to the dihedral group of order 12 and with the
use of symmetry [31] we can reduce the Dirichlet boundary problem (1) in Ω to the mixed
eigenvalue problem (2) in a portion of Ω, Ω˜ shown in Figure 4.1.1. For the approximation
of linear Lagrange elements in the mixed problem see [32]. The second eigenfunction satisfy
other symmetries as it is shown in Figure 4.1.3 and Figure 4.1.4. It is important to note that
this reduction simplifies the generation of the mesh (since we reduce the number of sides of
the polygon) and gives a better approximation (at least in finite elements) to the solution.
In Figure 4.1.2 the approximation of the first eigenfunction u1 is represented. In this
case, since u1 solves (2) and is normalized with respect to Ω˜
‖u1‖2L2(Ω˜) = 1, ‖u1‖2L2(Ω) = 12‖u1‖2L2(Ω˜) = 12.
Then if we want to normalize u1 with respect to the L
2(Ω) norm we need to consider
u1/sqrt(12). Then, λ1(Ω) =
‖∇u1‖2
L2(Ω)
12
. The relative error of the first eigenvalue is shown in
Figure 4.1.8. Computing other eigenfunctions of Ω˜ gives to other non-normalized symmetric
eigenfunctions shown in Figures 4.1.5, 4.1.6, and 4.1.7.
Similarly, for the second eigenfunction u2 where the approximation is shown in Figure
4.1.4 we have that
‖u1‖2L2(Ω˜) = 1, ‖u1‖2L2(Ω) = 4‖u1‖2L2(Ω˜) = 4
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where now Ω˜ is a quarter part of the polygon shown in Figure 4.1.3. The relative error of
the approximation of u2 is given in Figure 4.1.9
Figure 4.1.1
Figure 4.1.2
Figure 4.1.3
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Figure 4.1.4
Figure 4.1.5
Figure 4.1.6
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Figure 4.1.7
Figure 4.1.8
Figure 4.1.9
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4.2 ([0, pi/3, 0], 3)
Figure 4.2.1
Figure 4.2.2
Figure 4.2.3
39
4 EXAMPLES
Figure 4.2.4
4.3 ([0, pi/2, 0], 4)
Figure 4.3.1
Figure 4.3.2
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Figure 4.3.3
Figure 4.3.4
Figure 4.3.5
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4.4 ([0, pi/3, 0, pi/3,−pi/3, 0, pi/3, 0], 3)
Figure 4.4.1
Figure 4.4.2
Figure 4.4.3
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4.5 [0, pi/2− 0.1,−pi/2 + 0.1, 0]
In the first example the approximate inradius is 0.4571 and in the second is 0.0535.
4.5.1 ([0, pi/2− 0.1,−pi/2 + 0.1, 0], 4)
Figure 4.5.1
4.5.2 ([0, pi/2− 0.1,−pi/2 + 0.1, 0],−4)
Figure 4.5.2
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4.6 ([0, pi/2− 0.05,−pi/2 + 0.05, 0],−4)
In this case the approximate inradius is 0.0261. A small element size h is needed, otherwise
the method does not see the first eigenvalue which means that the first eigenvalue of the
reduced generalized eigenvalue problem (see 3.5) does not correspond with the first eigenvalue
of (1).
Figure 4.6.1
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5 Miscellaneous examples
In this section we only show two anomalous cases given in [29], both of two with dimension
dim Ω = log3 8 ' 1.8928. The first one is known as the Sierpinsky carpet and it has zero
area. If the eigenvalues are bounded then the normalized are zero since
λk ˆ(Ω) = λk(Ω)|Ω|.
The area of the Menger sponge (its surface analog embedded in R3) is 0 too. So in these
cases it is not reasonable to speak about discrete spectrum of Ω in the two-dimensional sense
but it is for the approximation cases Ωk shown in the figures.
5.1 The Sierpinsky carpet
The area of Ωk can be easily computed, |Ωk| = 1 − 18
k∑
r=1
(
8
32
)r
=
(
8
9
)k
. If we also use the
abuse of notation Ωk = Ωˆk then the eigenvalues are given also in the figures.
Figure 5.1.1
Figure 5.1.2
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5.2 The Menger sponge
In the following figure the eigenvalues are of the original set Ω3 instead of the normalized
set.
Figure 5.2
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