We review the application of scanning optical microscopy to bulk microdefect detection in semiconductor materials. After an extensive literature review we summarize theoretical aspects of the scanning infra-red microscope and describe the theory of contrast formation. We also show experimental examples of scanning infra-red images taken by different modes of the microscope and give an experimental confirmation of the contrast theory.
Introduction and literature review
In this paper we review the state of the art of the scanning infra-red microscope (SIRM) applied to image bulk inhomogeneities in semiconductor materials. In what follows we present results of theoretical work most relevant to the image formation of the SIRM and also some simplified theoretical description of light scattering that occurs when light is scattered from bulk inhomogeneities. Experimental images are also presented for a wide variety of specimens and imaging modes. The effect of spherical aberration on imaging is examined in detail. Experimental confirmation of contrast theory is presented.
In the SIRM the light of an infra-red laser (solid state or semiconductor) with a typical wavelength of 1 . 1-1 . 3 mm is focused/imaged by a high-numerical-aperture lens (typically 0 . 8-0 . 9) into the bulk semiconductor specimen, thus forming the probe. The relative positions of the specimen and the probe are varied such that raster scanning is performed. The transmitted/scattered light is detected by an appropriately placed detector or a combination of pinhole and detector. Detector signal, corresponding to individual scan positions, is collected, amplified and stored in a computer memory. The image is built up on the computer screen.
It is not the objective of the present work to present a complete review of the literature of confocal microscopy. For this the reader is referred to the exhaustive work of Wilson & Sheppard (1984) and Wilson (1990) . In the following we review the literature of applications of confocal microscopy to semiconductor materials and, in general, to materials science. Wilson et al. (1980) and Hamilton & Wilson (1987a) used a scanning optical microscope in the OBIC mode to examine a GaP light-emitting diode. When a laser of wavelength 1 . 15 mm was used to inject the electrical carriers, subsurface defects were imaged because of the large penetration depth of the infra-red light. Hamilton & Wilson (1987b) used a reflection confocal scanning optical microscope with infra-red light to examine a silicon microcircuit. By focusing from the front surface down through the silicon wafer they imaged the metal bonding at the back surface.
Considerable work has been performed at the University of Oxford using transmission nonconfocal SIRM to investigate semiconductor specimens. Kidd et al. (1987a,b) examined As-rich precipitate particles in LEC GaAs wafers, Laczik et al. (1989a,b) examined oxide particles in Czochralski silicon wafers and Te-rich particles in CdTe wafers, and Jin et al. (1993) examined In-rich particles in InP wafers. Some of this work was reviewed , mainly from the materials science point of view. For light of wavelength 1 . 3 mm and a lens of NA = 0 . 6, lateral and depth resolutions of typically 2 mm and 30 mm were obtained. Particle number densities and distributions were determined. Individual dislocations were observed either because they were decorated with precipitate particles, or on using polarized light because of their strain fields.
The development of the last generation of the SIRM has been reported in a number of articles. Laczik et al. (1991) described, for the first time, a transmission confocal SIRM and a polarized mode transmission SIRM. With the latter it was possible to image and measure the direction of Burgers vectors for end-on dislocations in LEC GaAs. The axial and lateral resolutions of the confocal transmission SIRM were measured to be 7 and 1 mm, respectively. Török et al. (1993) reported on new imaging modes of the SIRM. These included transmission confocal phase contrast, confocal double-pass, confocal double-pass phase contrast and reflection confocal and reflection phase contrast modes. They pointed out that phase contrast imaging modes are beneficial in the SIRM because some particles did not give amplitude contrast and therefore would not be shown by amplitude contrast imaging. Also, in the reflection confocal mode, a phase contrast arrangement results in partial or full rejection of specular surface reflection.
The imaging modes available to construct SIRM were summarized by Török (1994) . This work examined in detail all possible imaging modes and gave experimental examples for each imaging mode. The effect of spherical aberration was studied both theoretically and experimentally. It was revealed that overcorrection of spherical aberration adversely affects resolution whilst undercorrection has less effect on the imaging properties of the microscope. Török et al. (1995a) presented a combined study of SIRM and transmission electron microscopy (TEM) examinations in silicon specimens. They found that SIRM and TEM techniques provide complementary information concerning the oxide precipitation process. Laczik et al. (1995) presented dark-field reflection confocal SIRM images. With this imaging mode it is possible to eliminate specular reflection from the surface of the specimen. A series of later studies by Török et al. (1996a,b,c) analysed the theoretical aspects of the half-stop dark-field reflection confocal SIRM. They found, by applying the paraxial theory, that the resolution of this microscope mode is maintained as long as the halfstop does not cover more than exactly half of the lens entrance pupil. There was, however, significant light loss predicted when the half-stop is applied. Laczik et al. (1995) also studied the effect of spherical aberration, mainly by repeating the experiment performed earlier by Török (1994) , on the role of over-and undercompensation of spherical aberration in confocal reflection SIRM.
Mule 'Stagno (1996) studied the limitations of a confocal reflection SIRM in detecting precipitates in silicon. It was found that the intensity of the scattered signal essentially obeys Rayleigh scattering laws and that the maximum density of precipitates that can be measured is limited by the physical size of the probe within the sample. Using Poisson statistics Mule'Stagno (1996) explained the inability of the instrument to measure beyond a certain defect density determined by the probe dimensions. Khanh et al. (1995) used the SIRM to study nondestructively microvoids at the interface of direct bonded silicon wafers. By using the SIRM they were able to study void formation in wafers bonded by different techniques, and the effect of different bonding temperatures on the void distribution and size.
Confocal scanning optical microscopes (CSOMs) in general have been put to a wide variety of other uses in the materials sciences. Kino & Corle (1989) used a CSOM to image different layers of stacked transparent materials. Thomason & Knoester (1990) used a CSOM to study the fibre reinforcement of polymer composites. Jang et al. (1992) applied a CSOM to the study of wood pulp fibres. They were able to obtain the transverse dimensions of these fibres by means of image analysis of the digitally captured images. These instruments prove to be especially valuable in detecting surface roughness or anomalous features. They were used in this way by Lange et al. (1993) .
Scanning confocal microscopes are also useful in imaging particles in colloidal solutions or transparent solids. This technique was applied together with a variety of other techniques by Van Blaaderen (1993) , who studied concentrated colloidal dispersions, and Pistillo (1996) , who studied micronized additives in coatings. In the colloidal case the dispersion was the object of interest, while in the coatings case the effect of these additives on the hardness of the coating was investigated. This technique has also proved to be useful in the imaging and measurement of the density of defects in semiconductors (e.g. Laczik et al., 1989a; Török et al., 1995a; Mule'Stagno, 1996) . Falster et al. (1992) used the same technique to study the gettering of (deliberately introduced) metallic contamination onto SiO 2 particles in silicon. In the latter cases, the laser had a wavelength of 1320 nm. At this wavelength silicon is transparent (i.e. the imaginary part of the complex refractive index is zero) and the light scatters off the precipitates which are generally well under 1 mm in size. Mule'Stagno (1996) also correlated the signal scattered off these precipitates with the actual size of the precipitates as measured by TEM.
Another interesting use to which laser scanning confocal microscopes have been applied is the monitoring of in-situ reactions. Two such studies were carried out by Chung & Alkire (1995) and Gu et al. (1992) . In the first study, the lateral copper deposition from a liquid solution was studied, while the second study was concerned with the monitoring of the surface structure of an electrode during redox reactions of metals. In both cases the scanning confocal microscope enabled the real-time monitoring of a dynamic change occurring on a surface as a result of the reaction.
Other places where applications have been found for scanning confocal microscopes include geology and cosmology. Fredrich & Menendez (1995) studied pore structures of geological structures by impregnating the 200-nm pores with an epoxy. The instrument was also used to study the holes and other damage produced by cosmic dust on a spacecraft (Anderson, 1994) . Petford & Miller (1993) applied the confocal scanning microscope in the reflection mode to study microdefects and fission tracks in apatite. They obtained a three-dimensional distribution of these crystal defects in a manner similar to the SIRM studies.
The above examples show that there is a wide range of applications of confocal microscopy in materials science. In addition to the most commonly used semiconductor material, silicon, it is certainly possible to use the SIRM with other semiconductors, such as GaAs, InP, etc. In this work, however, we present only experimental results on Si because it is still by far the most important semiconductor material.
Theory
A theoretical description of the SIRM is of primary importance, mainly to gain a proper understanding of the images taken by the microscope. In the following we discuss two possible ways to approach the problem of theoretical description. Firstly we summarize the relevant results of the paraxial theory as developed by Sheppard & Choudhury (1977) and Wilson & Sheppard (1984) . We show that this theory cannot possibly account for all of our experimental results. Subsequently we refine our approach and discuss the high-aperture theory applicable to the SIRM as developed by Török et al. (1995b Török et al. ( ,c,d, 1996d and Török & Wilson (1997) . Inhomogeneities in the bulk semiconductor are also considered as light scatterers. Although there is no exact theory available to describe the imaging of the SIRM when inhomogeneities are scanned we present simplified theories that can predict the SIRM contrast with good accuracy.
Paraxial theory of image formation
The paraxial theory of confocal microscopy has been developed during the last 20 years. The fundamental principles were established by Sheppard & Choudhury (1977) , whose work was followed by a number of different publications on the subject. The sate of the art was summarized by Wilson & Sheppard (1984) and Wilson (1990) .
Without getting involved too deeply with the relevant mathematical techniques, in this section we summarize the principal results of the above workers. Before this, however, it is essential to define those conditions under which this theory is applicable.
The paraxial theory is based on the paraxial approximation of Kirchhoff 's scalar diffraction integral. When this theory is compared with experimental results and other, more rigorous theories we find that the paraxial theory is applicable to numerical apertures up to Ϸ 0 . 6 (numerical aperture is defined as the convergence semi-angle of the lens in the given optical medium, which essentially means the angle at which the lens is capable of collecting light). In practical confocal microscopy objective lenses with much higher NA are used. This means that results of the paraxial theory should be treated as second-order approximations, the first order being the geometrical optics approach. The paraxial theory cannot, by nature, take into account any polarization-dependent effects of the optical system. It is shown below that polarization-dependent phenomena play an increasingly important role in the imaging properties of the SIRM.
The basis of the paraxial theory is to determine the pointspread function (PSF) of the microscope. This approach is well known in the field of electronic engineering where the Dirac-delta function is frequently chosen as the input excitation to analyse an electronic circuit. In optics the same principle is employed and the physical meaning of the calculation of the PSF is that of how the optical system responds when an infinitesimally small point object is imaged by the microscope. It is possible to show (see e.g. Wilson & Sheppard, 1984) that the overall confocal PSF h overall (u,v) is given by multiplying the PSFs corresponding to the illumination h ill (u,v) and the detection h det (u,v) 
said to be partially coherent and this problem was addressed by Carlini (1988) . As stated above, Eq. (1) gives the overall PSF of the confocal microscope which also means that this function describes the response of the SIRM to a point object. Equations (1) and (3), in the special cases u = 0, v = 0 and P(r) = 1, yield for the detected intensity from a point object: The other typical way to characterize the SIRM is by means of the coherent transfer function (CTF). The physical meaning of this function is that it reveals the capability of the optical system to transmit optical frequencies. It is well known from the theory of electronic circuits that Fourier analysis of an electronic system shows how accurately it responds to, for example, a unit step function. If the system is capable of transmitting high spatial frequencies then the reproduction of the unit step function will be more accurate compared with a system that is only capable of transmitting low spatial frequencies. This analogy also applies to optical systems. In this case, however, we have introduced the term optical frequencies. This can be best understood from Abbe's theory of image formation (see Born & Wolf, 1970, p. 418) : the image is constructed as an interference of individual plane waves propagating through the optical system. These plane waves emerge from the object and propagate with different direction cosines. The CTF characterizes the optical system in the sense that it reveals what direction cosines the system is capable of transmitting. It can also be shown that when a confocal microscope images a plane reflector then, according to the paraxial theory, the axial distribution of the CTF gives the response of the confocal system:
again, assuming a clear aperture and no aberrations. Equation (5) is shown in its functional form in Fig. 1 (b) . As this figure shows, a point object produces a lower depth resolution compared with a plane object. This, however, causes little concern from the SIRM point of view. The wellpronounced axial secondary side lobe for the distribution corresponding to the plane object causes the real concern. This is because, as we show below, the signal difference between a scatterer and the surface of the specimen is such that even the relatively low secondary axial lobe of the distribution from a plane reflector can hinder the detection of a point scatterer.
In the following we consider a simple model of the SIRM imaging a slab of silicon. We model a particle that is situated at depth d below the front surface and determine the minimum depth at which the particle is visible. This model constitutes the very essence of the reflection confocal SIRM, namely design principles of the microscope aim at the suppression of the specular reflection from the front surface of the specimen and detection of small scatterers against the high background of surface reflection. In practice, the detected signal from the front surface of the specimen is two or three orders of magnitude higher than that from a scatterer. In our simple model we choose this ratio to be 800. Figure 2 shows when the signal from a scatterer can be detected against surface reflection, where the unit level means that the signal from the scatterer is stronger than the detected intensity of the specular reflection. This figure shows that a scatterer can only be detected within welldefined depth regions. When scatterers are situated at greater than Ϸ 55 unit depth, which is equivalent to Ϸ 10 mm depth in air or 35 mm depth in silicon (calculated for l = 1 . 3 mm, NA = 0 . 9 and n Si = 3 . 5) the detection is no longer hampered by surface reflection.
As the above example shows, the paraxial theory can be useful in describing certain features and in understanding experimental results of the SIRM. In fact, we show below that the detection limit calculated from the paraxial theory is rather accurate when compared with experimental data.
High-aperture theory
In case of the SIRM the light, usually of a semiconductor or solid-state laser, is focused by a high-NA lens into the specimen. The measurement is required to be nondestructive and noncontaminating, hence the focusing occurs from air directly into the semiconductor specimen. The refractive index of semiconductor materials is high (e.g. n Si = 3 . 5 for l = 1 . 3 mm) compared with that of the air and thus, owing to the large refractive index difference, spherical aberration will be introduced by the focusing process. It is also known that the transition of the focused waves through the air/semiconductor interface is a polarization-dependent effect (see Born & Wolf, 1970, p. 36) . It is therefore essential to consider the polarization of the waves incident upon the interface. The implications are as follows. 1 Owing to the presence of spherical aberration the resolution of the SIRM will be aberration-rather than diffraction-limited; 2 in order to be able to incorporate polarization-dependent phenomena into our theory we must use a full vectorial treatment.
The need for a full vectorial theory also arises because light scattering is a polarization-dependent phenomenon.
The basis of the high-aperture theory is the integral formulae developed by Wolf (1959) and Richards & Wolf (1959) . Their results are not directly applicable to our problem because it considers only a homogeneous medium of propagation. The theory that is capable of incorporating dielectric interfaces was developed later by Török (1994) , Török et al. (1995b Török et al. ( ,c,d, 1996d and Török & Varga (1997) . The basis of this solution is to consider convergent spherical waves, produced by the lens, as the superposition of individual plane waves. These plane waves were transmitted individually via the interfaces and then summed using the principle of coherent superposition. We note that the same theory was used later to obtain highaperture vectorial PSF for the fluorescence microscope for biological application and for a single interface by Sheppard & Török (1997) and for multiple interfaces by Török et al. (1997) .
Following Török et al. (1995b) , we write the Cartesian components of the electric energy as:
where we ignored a constant multiplier and
we note that the optical co-ordinates v and u are defined in a manner slightly different from those of Eq. (2). Now v = k 1 r p sinJ p sina and u = k 2 zsin 2 a. In Eq. (7)
is called the aberration function. In the above equations subscripts 1 and 2 denote quantities in the medium in which the lens is embedded and that of the semiconductor specimen, respectively; furthermore, t p and t s denote the Fresnel coefficients, J n is the angle of incidence and refraction, c p is the polar angle of the observation point, a is the solid semiangle of the lens and d denotes the depth at which the particle is located (focusing depth). With the help of the above equations a number of parameters can be studied that are characteristic of the ᭧ 1997 The Royal Microscopical Society, Journal of Microscopy, 188, 1-16 Fig. 2 . The depth below the surface at which a particle is detectable (unity response) for a reflection confocal SIRM. Surface reflection suppresses particle detection close to the front surface.
electric field. Such quantities are the lateral and axial full width at half-maxima (FWHM) of the electric energy density distributions and peak value and axial location with respect to the Gaussian focus (the location where axial geometric rays intersect with the axis). In order to study the effect of spherical aberration of the image formation in the SIRM we first plotted the axial distribution of the electric energy density as a function of focusing depth for a lens numerical aperture of 0 . 85, n 1 = 1 . 0, n 2 = 3 . 5 and l = 1 . 3 mm. These parameters, apart from the numerical aperture, are used in all of our following numerical computations in this section. The resulting plot is shown in Fig. 3 . This figure reveals that as the depth d and thus the spherical aberration increase the peak electric energy decreases dramatically and its axial distribution widens considerably. The distribution of the electric energy exhibits a strong negative axial lobe that becomes higher in energy at Ϸ 70 mm than the original main peak. This process repeats at Ϸ 150 mm depth. As a conclusion we can state that the original peak of the electric energy decreases rapidly with increasing focusing depth, but this peak is soon to be overtaken by one of the original axial secondary lobes. If the original peak was not overtaken by the axial secondary lobe the SIRM would not be able to detect scatterers at depths greater than Ϸ 70 mm as a result of excessive light loss due to spherical aberration. When the strength of the main peak (Strehl intensity) is computed against the numerical aperture and the probe depth and the result is plotted on an axonometric plot the result is shown in Fig. 4 . It is clearly shown that this curve exhibits an irregular behaviour that is the result of the higher order lobe overtaking the primary peak. This figure already suggests that it will be rather difficult to interpret the images taken by the SIRM unless spherical aberration correction is employed. We can also compute and plot the focus shift in a manner similar to that of Fig. 4 and the result is shown in Fig. 5 . Not surprisingly, this curve also exhibits the irregular behaviour previously observed in Fig. 4 . Finally, we have computed and plotted the axial FWHM of the electric energy density in Fig. 6 . This plot shows three regions of the curve, A, B and C which are interpreted as follows: region A is referred to as a linear region where, owing to a low NA (up to 0 . 6), the focusing depth does not cause nonlinear behaviour. Region B is referred to as the nonlinear region, where the combined effect of high numerical aperture and focusing depth causes a nonlinear behaviour. Finally, region C is referred to as the irregular region, where the combined effect of high numerical aperture and focusing depth causes an irregular behaviour. It is clear that the most favourable region is A, where images are readily interpreted. It is interesting to note that sometimes application of a low-NA lens can be more beneficial as far as the resolution of the microscope is concerned.
Light scattering
The high-aperture theory of focusing reveals that the focal region is a complicated mixture of differently polarized plane waves and so the resulting field will possess a complex polarization structure. Equation (6) shows that for an on-axis illumination the polarization will always be linear. In the SIRM lenses are used with numerical apertures up to 0 . 85; therefore, the question arises as to how much the polarization of the incident electric field will affect the scattering. The maximum numerical aperture (0 . 85) inside, for example, silicon will be reduced dramatically by the large difference in refractive index of air and silicon. In fact, the convergence angle, corresponding to NA Air = 0 . 85, in air is Ϸ 58Њ but in silicon this is only Ϸ 14Њ (NA Si = 0 . 24). It has been shown by Török et al. (1995c) that the final distribution is influenced mainly by the paraxial rays. It seems reasonable therefore to consider light scattering whereas the illumination occurs by a single plane polarized planewave with the polarization direction coinciding with the axial polarization of the illuminating electric field.
Here we follow Török (1994) to obtain the contrast curves that are expected when the SIRM images small spherical scatterers. The theory presented below is based on Mie's theory of light scattering that applies only to spherical scatterers. It is well known that inhomogeneities in semiconductors possess shapes different from spherical. For low-and medium-temperature heat treatment plate particles are formed whilst for high-temperature heat treatment polyhedral, typically octahedral, particles are formed (Laczik & Booker, 1996) . We show, however, that as long as the particle size remains small the scattered intensity dependence on the equivalent size of the particles is unaffected by the particle shape. When the size of scatterers becomes large the particle shape and orientation play a significant role.
The classical theory of light scattering (Mie theory) is used to compute the angle-dependent distribution of light scattered from a spherical particle (see Born & Wolf, 1970, p. 634) and the results are plotted on a normalized scale in Fig. 7 . These and the following computations were performed for n Si = 3 . 5 (refractive index of silicon), n pt = 1 . 5 (refractive index of silicon dioxide particles) and l = 1 . 3 mm (wavelength of illumination in air). For a particle radius (q) of 25 nm the distribution is symmetrical with respect to the 90Њ direction, which indicates that Rayleigh 
scattering occurs. When the particle radius increases to 50 nm the distribution loses its symmetry. The asymmetry is the most pronounced for the highest particle radius computed (250 nm). It is also apparent from the figure that the 180Њ scattered intensity for a particle radius of 250 nm is two orders of magnitude lower than that in the 0Њ direction, which might be regarded as disadvantageous for reflection SIRM measurements where the detection occurs from the 180Њ direction. It is also possible to compute from these data the detector signal of the SIRM. As stated above a microscope objective lens with a numerical aperture of 0 . 85 collects light in silicon within an a = 14Њ solid angle. When the scattered light is integrated within this solid angle the angledependent scattering coefficient Q sca (a, q) is obtained. This function is plotted on a log-log scale in Fig. 8 , where we also give fittings for different sections of the curve. It is shown by this figure that particles exhibit q 6 dependence up to Ϸ 50 nm radius. When the particle radius becomes extremely large 250 nm) a q 1 . 2 dependence is found, a prediction that is likely to be not as accurate when compared with experimental data.
As the result of the classical theory of light scattering it is clear that for small sizes the shape of the particles is not significant. We examine now for an arbitrary particle size, by following Booker et al. (1995) and Laczik & Booker (1996) , how the shape of the particle affects its scattering properties. The work of the above authors applies the discrete dipole approximation (DDA) to determine the scattered field. According to this method a scatterer is replaced by an array of electric dipoles and, on a plane wave illumination, their response irradiation is coherently superimposed, thus obtaining the scattered field . Booker et al. (1995) compared the results given by the DDA method for spherical particles with those given by the rigorous Mie theory and found an excellent agreement. In the following we define the normalized particle size x, where x = 2pqn Si /l.
Oxide particles in silicon are amorphous in structure and can be regarded as SiO 2 in composition (Török et al., 1995a; Laczik & Booker, 1996) . Particles formed by low-and medium-temperature heat treatment are platelets on {100} planes with edges along h011i directions. Their width/ thickness aspect ratio is Ϸ 10:1. Particles formed by hightemperature heat treatments are polyhedral in shape with facets on {111} planes and with edges along h110i directions and are frequently octahedral with {100} base planes. Particle sizes occur, depending on the heat treatment, in the range 5-500 nm (Laczik & Booker, 1996) .
The numerical work of the above authors considers an illumination wave vector k and polarization vector p to be parallel to the h100i and/or h110i crystallographic directions in silicon. The resulting three-dimensional distributions are plotted in Fig. 9 for an octahedral particle (first column), a face-on plate particle (second column) and an edge-on plate particle (third column). The three rows correspond to normalized particle sizes of x = 0 . 1, 1 and 5 Fig. 8 . Detected intensity Q sca (a, q) as a function of spherical particle radius q (computed for n Si = 3 . 5, n pt = 1 . 5, l = 1 . 3 mm and a = 14Њ) as predicted by the classical theory of light scattering. Fig. 9 . Three-dimensional distribution of scattered light from an octahedral particle (first column), a face-on plate particle (second column) and an edge-on plate particle (third column) as predicted by the DDA method. The parameter is the normalized particle size. Reprinted with permission from Laczik & Booker (1996) . Copyright 1996 American Institute of Physics.
that are equivalent to q = 6, 60 and 300 nm, respectively. Each three-dimensional plot has been normalized to the intensity maximum. For particles with x = 0 . 1 the distribution reveals Rayleigh scattering. When the particle size reaches x = 1 the distributions are asymmetrical, showing that Rayleigh scattering no longer occurs. It is interesting that whilst the scattered intensity distribution for the octahedral and the edge-on particles are asymmetrical with respect to the [011] direction the face-on plate produces a closely symmetrical response revealing a strong scattering in the direction [1 00] (that is, the detection direction of the reflection SIRM).
When a detector placed in the [1 00] direction the detected intensity can be computed in a manner similar to that presented above for Mie scattering and for a lens numerical aperture of 0 . 85, thus obtaining the angledependent scattering coefficient Q sca (a, q). When this function is plotted on a log-log scale for a spherical, octahedron, face-on plate and edge-on plate (Fig. 10) particle the graph shows that Q sca (a, q) depend strongly upon the particle shape, size and orientation but the detector signal for small particles is expected to be q 6 . Theoretical results are utilized in the SIRM measurements in many separate ways. As the examples described with the paraxial theory show, it is easy to understand why the SIRM is not capable of imaging particles situated close to the front surface of the specimen. From the results of the highaperture theory we learn to interpret the SIRM images. Results of the high-aperture theory will result in numerical algorithms that can be programmed and used to obtain irregularity free images (e.g. by means of deconvolution). Scattering theories can provide a simple way to estimate the size of the scattering precipitate particles by measuring the relative peak intensity of individual scatterers.
Imaging modes of SIRM
Imaging modes of the SIRM have been extensively discussed by Török (1994) . Here we give a brief account of the imaging modes that have been realized already for SIRM. We should, however, emphasize that in principle any imaging mode of a scanning optical microscope can be realized.
First we address the question of surface reflection from the design point of view. When the SIRM is operated in the reflection mode surface reflection inevitably plays an important role in the image formation of the microscope. The 'confocality' of any reflection mode SIRM is essential because the surface reflection would not allow the imaging of depth structures. When the SIRM is operated in the transmission mode it is not crucial to employ confocal detection. When, however, it is applied, the depth resolution of the microscope increases by a factor of Ϸ 5-10×. There are two basic differences between the transmission and reflection modes of the SIRM. Firstly, the contrast that an in-focus inhomogeneity causes in the transmission SIRM is measured as the dark level (extinction) against a bright background, whilst for the reflection SIRM this is measured as the bright level (scattering) against a dark background. Secondly, the transmission SIRM, when operated in the confocal mode, is sensitive to nonuniformity in specimen thickness and the perpendicular alignment of the specimen with respect to the optical axis. The reflection SIRM is not sensitive to any of the above problems with the specimen.
Design principles of the SIRM, when operated in the reflection confocal mode, are aimed primarily at the suppression of surface reflection and secondly at a possible increase in sensitivity. For the transmission confocal SIRM surface reflection does not affect imaging and thus increasing the sensitivity is of the utmost importance.
Transmission nonconfocal
A configuration of the SIRM is shown in Fig. 11(A) , which embodies the simplest example for a transmission nonconfocal scanning microscope. Light emerges from the laser (a). Light is incident on the input aperture of the lens (b) which images/focuses the light inside the specimen (c). Light traverses the specimen and is collected by either detector (d) or detector (e). The specimen is scanned with respect to the optical beam and the image is built up in the memory of a computer where position data and an amplified signal of the detector are stored. As the magnified area of the specimen in Fig. 11(A) shows, if a particle is situated in the focus region ᭧ 1997 The Royal Microscopical Society, Journal of Microscopy, 188, 1-16 Fig. 10 . Detected intensity Q sca (a, q) as a function of normalized particle size for various particle shapes as predicted by the DDA method. Data abstracted with permission from Laczik & Booker (1996) . Copyright 1996 American Institute of Physics.
then light is scattered from this particle. We consider first the effect of a detector (e) displaced from the optical axis. As a particle approaches the focus, light is scattered by the particle. The strength of the scattered light depends on the distance between the particle and the diffraction focus. It is advantageous to detect the scattered light close to the optical axis, as it gives the strongest scattered intensity. If the detector is displaced from the optical axis and detects no light propagating within the solid angle determined by geometrical optics, then the detection is said to be dark-field. There are some advantages to detecting scattered light in this way. Dark field images of large oxide particles in a silicon specimen were successfully obtained using a displaced detector and the transmission nonconfocal SIRM.
In the usual transmission nonconfocal set-up, the detector (d) is placed on the optical axis close to the specimen. In such a set-up the detection is said to be bright-field. The particle contrast mechanism in this case is substantially different from that of dark-field as here the scattering is not responsible primarily for the contrast but the blocking effect, at least for the particle size range of present interest.
The advantages of this method are as follows. This set-up is the simplest and easiest to align. It does not require highprecision fine mechanics or optics. Disadvantages are that the lateral and depth resolutions are essentially similar to those of a conventional microscope. It follows that the particle number density range that can be examined is limited, typically 10 5 -10 8 cm
¹3
. Furthermore, the specimen must be polished on both sides. The size of the detector is a dominant parameter since either it must be placed close to the specimen to collect sufficient light or must possess a large area. This SIRM mode is sensitive to background light or heat radiation.
Transmission confocal
With some modification the transmission nonconfocal SIRM can achieve better lateral and depth resolution. When a lens is placed in front of the detector to collect the transmitted light and image the probe to the detector through a pinhole, the optical arrangement is called the transmission confocal SIRM. This mode is a bright-field microscope and its block diagram is shown in Fig. 11(B) . Light emerging from the laser (a) is imaged into the specimen (c) by the probeforming lens (b). Light traversing the specimen is collected by the collector lens (d) and imaged to the detector through a pinhole (e). The specimen is raster scanned in a manner similar to that described above for the reflection confocal SIRM. For the box schematically shown and denoted as (a) the same considerations apply as for the reflection confocal SIRM. When the collector lens is corrected for infinite tube length then an additional lens should be applied to focus the light beam collimated by the collector lens to the detector. The application of the transmission confocal microscope for visible and ultraviolet light is well known, mainly for biological specimens. The transmission confocal SIRM can be applied in materials science to detect precipitates in semiconductors, especially when the power of the illumination laser is not high enough to use it in reflection confocal mode.
This set-up, however, possesses a big disadvantage in that changes in the position and/or thickness of the specimen modify the lateral position of the imaged probe on the pinhole (e). In particular, when the specimen surface is not aligned perpendicular to the optical axis and is moved in the lateral direction (e.g. scanned), then the direction of each ray pencil traversing the specimen will be different depending on the focusing depth. The above process results in a laterally misplaced image at the detector (e). A specimen of nonuniform thickness gives the same result.
The main advantages of this imaging mode are as follows. The surface reflection does not affect the imaging and therefore investigations can be performed for particles close to the surfaces. The lateral and axial resolutions are high, which makes it possible to examine specimens in the particle number density range 10 6 -10 10 cm
¹3
. The main disadvantage is misalignment arising from the specimen thickness variations.
Transmission DPC confocal
When the differential contrast principle is applied in the transmission mode then the microscope is called a transmission confocal differential phase contrast SIRM. Its schematic diagram is shown in Fig. 11(C) . Light emerging from the laser (a) is incident on the probe forming lens (b) which images the exit aperture of the laser into the specimen (c) so forming the probe. Transmitted light is collected by the collector lens (d) which images the probe through a beam splitter (e) onto two detectors (g). In front of each detector a pinhole is placed. The half-stops (f) are arranged so that when the probe is not blocked or scattered, both detectors give the same intensity of light. For this setup the use of a half mirror and/or two closely placed (or split) detectors behind a single pinhole can also be successful. By the usual classification this imaging mode embodies a bright-field microscope.
In the transmission mode the specular reflection from the surface of the specimen does not play any role. Therefore the significance of the application of the transmission confocal DPC SIRM is different from that of the reflection confocal DPC SIRM. As discussed above, the contrast mechanism of a transmission microscope is different from that of the reflection SIRM. This difference is caused by the blocking effect of the particles as they block or absorb some of the incident light. There are, however, other features in the semiconductor specimens that affect the propagation of the light. These mainly are strain fields surrounding particles. By scanning through a small particle surrounded by a strain field, the effect of both imperfections changes the direction of propagation of light close to the focus. This direction changing results in a laterally displaced image of the probe on the pinholes and therefore in some change in the difference signal. It can be shown experimentally that some particles can be revealed by the transmission confocal DPC SIRM which are invisible for conventional transmission confocal SIRM.
The advantages of the above imaging mode are as follows. It is simple to align, especially when using two closely spaced detectors or a split detector. It provides additional information with respect to the previous imaging modes as it images some particles which would not have been revealed. The disadvantages of this method are the same as those of a conventional transmission confocal SIRM.
In Fig. 11(D) experimental images of the same specimen taken by transmission confocal and transmission DPC confocal SIRM are compared. As the arrows indicate, two particles are identified by the transmission DPC confocal SIRM which were not revealed by the transmission confocal SIRM examination. Images were taken at a depth of 35 mm below the front surface. The scale bar corresponds to 40 mm.
Reflection DPC confocal
Differential phase contrast (DPC) microscopy makes it possible to suppress the effect of specular reflection from the surface of the specimen in the reflection mode. This imaging mode by the usual classification is a dark-field microscope. The schematic diagram of the reflection mode DPC SIRM is shown in Fig. 11 
by the probe forming lens and split by the beam splitter (c).
In the detector path another beam splitter halves the light beam in such a way that one half is split towards one detector lens (h) and the other half after traversing the beam splitter is incident on the other detector lens (h). Before the light reaches the detectors through the pinholes (g), two half-stops are placed into the detector path in such a way that each of them stops a different half of the incident beam. The alignment of this system is difficult; moreover, the light loss due to the half-stops can be significant. To overcome this problem in practice, instead of using the second beam splitter, a half mirror can be placed so that it transmits one half of the light and reflects the other half towards the other detector. It is also possible to use two closely spaced detectors placed behind a pinhole. This latter arrangement provides the best solution against misalignment in the system. The operation principle of this mode is as follows. When the specimen surface is in focus, both detectors give the same intensity. If the signals of the two detectors are added, the resulting signal is identical to that of a reflection confocal microscope. If, however, the signals are electrically subtracted, then no signal is detected. If a lateral scan is performed then no signal is detected as long as the surface of the specimen is evenly smooth. When a line scan occurs through an imperfection on the surface, the light is scattered, resulting in a direction change in the collimated beam in the detector path. This causes the image of the probe at the detector plane to be laterally displaced with respect to the optical axis. It follows that one detector has an increased signal whilst the other has a decreased signal and the difference is no longer zero. The same principle applies when the probe is scanned through a particle in the bulk specimen, the only difference being the absence of specularly reflected light on the detectors. It is found experimentally that for oxide particles in silicon, the difference signal gives a bright/dark image with both halves equally pronounced when the particle is in focus.
The advantages of the reflection confocal DPC SIRM are as follows. It suppresses the effect of specularly reflected light from the surface of the specimen. Based on experimental data it is found that this imaging mode offers the possibility of distinguishing between in-focus and out-offocus particles from a single measurement. By utilizing two closely spaced detectors, e.g. a single chip detector divided into two halves, the alignment of the system should be similar to that of the reflection confocal microscope. The main disadvantage of the method is that when no split detector is available, the alignment is difficult and the system rarely gives optimum performance.
Reflection confocal
A schematic view of the SIRM is shown in Fig. 11(F) . It utilizes the principle of reflection scanning confocal microscopy to image inhomogeneities in the bulk of the specimen (Török et al., 1993) . A beam of infra-red light (1320 nm wavelength) from a laser is expanded and then focused into the specimen thus forming a probe with approximate dimensions of 1 mm wide by 7 mm long. Only precipitates scatter light whose refractive index is different from that of the bulk. Light scattered from the specimen is collected by the probe forming lens and reaches the detector. A pinhole is placed in front of the detector that closes out light not originating from the probe; hence depth sectioning occurs. The specimen is placed on a table driven by three piezo crystals and a stepper motor. The stepper motor provides large movement while the piezo crystals are used to raster the specimen in any orthogonal axis. While the specimen is rastered a grey-level image is formed of the signal acquired at each raster point.
In Fig. 11 (G) images taken from the same specimen by the reflection confocal and reflection confocal DPC SIRM are compared. Images were taken at 35 mm below the front surface. Particle A corresponds to an in-focus particle, while particle B corresponds to a slightly out-of-focus particle. Scale bar corresponds to 20 mm. 
Experimental
The SIRM is useful for imaging oxide precipitates in the bulk of silicon wafers formed during heat treatments. These particles are created for two main reasons: 1 to nucleate the interstitial oxygen; 2 to create heterogeneous nucleation sites for metal contaminants that are introduced during the device manufacturing process.
The density of these defects is often critical to the success of eventual process steps.
Since the defects are typically 5-50 nm in size, and therefore much smaller than the wavelength of the illuminating laser light (l = 1 . 3 mm), Rayleigh scattering is expected to be the dominant contrast mechanism. If this is the case, the intensity is expected to be a function of the radius of the scatterer to the sixth power (Jackson, 1975) as is discussed in Section 2.3. It is also clear (especially considering this dependence on r 6 ) that there will be some lower limit of precipitate size below which the instrument cannot detect.
In the following we present results of calibration measurements that were performed to evaluate the SIRM, and compare these results with other, more established techniques (e.g. TEM and cleave-and-etch).
As far as the density is concerned, ideally the SIRM should measure exactly the same density of defects as more tested techniques. Owing to the fact that the SIRM uses a focused beam as the probe there must also be some maximum defect density above which the instrument becomes saturated (the probability of finding one or more defects in each probe becomes large). The following two experiments were designed to answer these questions and test these hypotheses.
The SIRM was used in the reflection mode to measure defect density and output signal intensity in a set of commercial quality VLSI silicon wafers which were all given the same low-temperature, oxygen-nucleation heat treatment but different precipitation (growth) anneals. The pretreatment is used to dissolve the oxygen clusters in existence in the as-grown wafer formed during crystal cooling which can give rise to anomalous precipitation behaviour. The low-temperature anneal nucleates the desired density of defects which are then grown to a stable size at 800 ЊC and grown further by the 1000 ЊC anneal. These last two anneals are not believed to create further nuclei. The wafers were first pretreated for 15 min at 1000 ЊC, followed by a ramped anneal between 450 ЊC and 650 ЊC, and 4 h at 800 ЊC (Table 1 ). This heat treatment was designed to create a set of samples with the same defect density but different defect sizes. The size distribution in the precipitates was measured by means of TEM, while the density of defects was measured both by TEM and the cleave-and-etch techniques. X-Y scans were then made with the SIRM at various points along the radius of each wafer. From the data in the images the defect densities and mean scattering signals were calculated. A plot of the densities as measured by the three techniques is shown in Fig. 12 . The fall-off in the SIRMmeasured density is attributed to the loss of sensitivity as the particles became smaller, since all the samples were known 
to have the same density from the TEM measurements. From this and the sizes of precipitates, given by the TEM examinations, it is estimated that the SIRM is unable to detect particles smaller than 50-60 nm in diameter. It is also found, as shown in Fig. 12 , that the densities measured by all the techniques essentially agreed. By comparing the mean scattered intensity with the mean defect size for each sample, it is also found that the intensity varies approximately as a function of the radius of the scatterers to the sixth power, hence proving that Rayleigh scattering is responsible for the contrast mechanism.
In the second experiment a set of wafers with a range of different defect densities was prepared. The wafers were, however, all given the same growth thermal cycle of 16 h at 1000 ЊC. As a result these samples all had the same size precipitates but different particle number densities. This density was measured by the cleave-and-etch technique (Table 2 ) and then by the SIRM.
The densities measured by the SIRM are plotted against the cleave-and-etch densities in Fig. 13 . It is clearly seen that the two techniques measure approximately the same density up to about 5 × 10 10 cm ¹3 but above this the density measured by the SIRM decreases. This effect was explained by Mule'Stagno (1996) in terms of counting statistics. It shows that the instrument is able to measure accurately defect densities below Ϸ 5 × 10 10 cm
¹3
. From this density Mule'Stagno calculated that the volume of the probe had to be about 13 mm 3 , which agreed well with theoretical calculations. We have measured a particle close to the front surface in order to confirm results of paraxial calculations that have been presented in Fig. 2 . We found that the first particle easily visible occurs at Ϸ 35 Ϯ 3 mm from the front surface. Particles closer to the front surface can also be measured when sufficient offset is applied. This example shows that results of paraxial theory can, occasionally, yield accurate estimates on basic imaging properties of the SIRM.
Summary
In this paper we have presented a review of the scanning infra-red microscope (SIRM) and its applications to detect bulk microdefects in semiconductor materials. Following an exhaustive literature review we have summarized the relevant results of paraxial and high-aperture theory. Theoretical aspects of contrast theory have been described and we have found that they gave an excellent agreement when compared with experimental results. We have also presented experimental schematic diagrams for the various possible SIRM imaging modes as well as experimental images taken by the microscope.
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