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ABSTRACT
We study the computational problem called algebraic dependence testing, where we seek
to find a polynomial relation among a set of polynomials. This notion generalizes linear
dependence, and understanding it has had applications to deterministic polynomial iden-
tity testing and algebraic circuit lower bounds. We present previous works on this topic
including Perron’s bound on the annihilating polynomial and the Jacobian criterion. By
Perron’s bound, there is a brute-force algorithm that solves for the annihilating polynomial
in exponential time. By the Jacobian criterion, in fields with large or zero characteristics,
we can represent the polynomials with a set of vectors while preserving independence, thus
reducing the problem to linear dependence testing. We present the above results and discuss
their discrepancy in complexity.
While algebraic independence gives rise to a class of matroids, this relation is rarely
discussed in the computer science literature. We then describe the previous results on
algebraic dependence testing in the perspective of algebraic matroids, and hope to provide
powerful tools and novel directions to explore on this topic in future.
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CHAPTER 1: INTRODUCTION
Computational Complexity is a subfield in theoretical computer science that seeks the
limits of our computation. Specifically, we study the resources needed for computations
under reasonable computational models. Some examples of computational models include
the Turing machine, Boolean circuits, and decision trees. Under specific models we are able
to precisely define the resources required to complete a certain computational task. These
resources typically include time and space. In many cases, and specifically in this thesis, we
study computational models that rely random numbers. In these situations, we also measure
“randomness” as a resource. An example is that in the random Turing machine model, the
machine is able to conduct a coin flip, and take decisions based on the outcome. A central
theme in complexity theory is to find the minimal resource required in order to perform
certain computational tasks. Specifically, the research area of derandomization seeks to
reduce or eliminate the use of randomness in certain computational tasks. In many cases,
the use of randomness is considered
This thesis concerns algebraic complexity, an area in computational complexity. Specifi-
cally, we consider problems that are algebraic in nature, and polynomials appear as a central
mathematical object. The specific computational model this thesis concerns is the algebraic
circuits. Analogous to Boolean circuits, an algebraic circuit receives elements from an un-
derlying field F, (typically) performs addition and multiplication in its gates, and outputs a
constant. It is clear that an algebraic circuit computes a polynomial. The complexity of an
algebraic circuits is generally defined by its number of gates and/or its depth . As it is not
our main interest in this thesis, we will not define algebraic circuits formally. However, we
would like to note that circuits describe polynomials succinctly — expanding a polynomial
described by a polynomial-sized circuit into its monomial form in general takes exponential
time.
A central problem in algebraic complexity is the polynomial identity testing (PIT) problem.
Given a (multivariate) polynomial encoded as an algebraic circuit, does it compute the zero
polynomial? We note that circuits compute polynomials syntactically, and we would like to
test whether a circuit syntactically computes the zero polynomial. For example, x2−x is not
a zero polynomial, but it evaluates to zero at every point in F2. PIT finds many applications,
including in major results such as primality testing[1], and the proof of IP = PSPACE [2].
As discussed before, simply expanding out the polynomials takes exponential time, which
is considered “intractable”. However, a simple randomized algorithm exists due to the
Schwartz-Zippel Lemma[3][4]. The lemma roughly states that if the field cardinality is large,
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the probability of picking a root of the polynomial uniformly from the field is small. There-
fore, given P ∈ F[x1, . . . , xn], we pick a random a ∈ Fn and check whether the evaluation
P (a) is zero. If P (a) = 0, then with high probability the polynomial is the zero polynomial.
This is efficient, and put PIT into coRP. Since then, research has been focusing on the
derandomization of PIT, that is, can we avoid using the Schwartz-Zippel Lemma and still
solve PIT in polynomial time?
The main topic of this thesis is algebraic dependence testing. Algebraic independence is
a generalization of linear independence. A set of polynomials f are algebraically dependent
if there exists polynomial P such that P (f) = 0. The concepts finds applications in topics
such as randomness extraction [5], and restricted cases for PIT [6]. The associated compu-
tational problem, algebraic dependence testing, asks whether a given set of polynomials are
algebraically dependent. By taking the Jacobian of the polynomials, the problem reduces
to PIT [5][14]. However, the reduction breaks down over fields with small characteristics. It
is conjectured [5] that we can solve algebraic dependence testing in randomized polynomial
time, but till this day we do not know the answer.
In this thesis, we will describe the problem of algebraic dependence testing and the classic
criteria. We then provide two perspectives, and hopefully they will give rise to new research
directions. First we discuss the discrepancy between the fine-grained complexity of the
Perron’s criterion and the Jacobian criterion. Then we will formulate the problem in terms of
algebraic matroids, and attempt gain new insights by unifying algebraic dependence testing
with a long standing mathematics field, matroid theory.
1.1 ORGANIZATION
In Chapter 2, we will formulate the main problem of study, algebraic dependence testing,
and present a survey of previous works. In Chapter 3, we introduce algebraic matroids and
connect them with algebraic dependence testing.
1.2 NOTATION
Fields will be denoted by blackboard symbols such as F,K.
The set of integers {1, . . . , n} will sometimes be denoted by [n].
Vectors will be denoted with a bar on top, e.g. v. Usually the dimension will be specified,
for example f = (f1, . . . , fk). Sometimes the dimension is omitted when it is not of interest.
We sometimes abuse the notation and allow x to denote a set where each element is an entry
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in the vector, e.g. F[x] = F[{x1, . . . , xn}] = F[x1, . . . , xn].
A variable that is defined against an integer value (e.g. d ≥ 0) will by default take integer
values. That is, “for d ∈ N” is equivalent to “for d ≥ 0”.
The ranges of sums or products are sometimes omitted when it is not of interest.
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CHAPTER 2: ALGEBRAIC DEPENDENCE TESTING
In this chapter, we introduce the main topic of our study, algebraic (in)dependence along
with the associated computational problem we call algebraic dependence testing. Algebraic
independence generalizes linear independence by using polynomial dependencies instead of
linear dependencies in its definition.
2.1 ALGEBRAIC DEPENDENCE
Algebraic dependence is a long existing concept in mathematics, specifically field theory.
Definition 2.1 (Algebraic dependence). Suppose K/F is a field extension. An element s ∈ K
is algebraically dependent on {t1, . . . , tn} ⊂ K over F if s is algebraic over F(t1, . . . , tn), that
is, there exists a nonzero polynomial f ∈ F(t1, . . . , tn)[x] such that f(s) = 0.
A set T ⊂ K is algebraically dependent over F if there exists t ∈ T such that t is alge-
braically dependent on T − t over F.
A set T ⊂ K is algebraically independent over F if it is not algebraically dependent.
We usually omit “over F” if the field we are working with can be inferred from the context.
From the definition, we can derive some simple facts:
• Any subset of an algebraically independent set is algebraically independent;
• The union of two algebraically dependent sets is algebraically dependent.
The above definition is very “basic” and derived directly from the definition of an element
being algebraic over a field. The below proposition gives us another characterization of
algebraically independent sets, which is more succinct and usually adopted as the main
definition for algebraic (in)dependence.
Proposition 2.1. Suppose K/F is a field extension and t = {t1, . . . , tn} ⊂ K. t is alge-
braically dependent if and only if there is a nonzero polynomial P ∈ F[x1, . . . , xn] = F[x]
such that f(t) = 0. We call such a polynomial an annihilating polynomial.
If such polynomial does not exist, t is algebraically independent.
Proof. (⇒) Suppose t is algebraically dependent, we want to prove that there exists such a
polynomial. WLOG, suppose tn is algebraically dependent on {t1, . . . , tn−1}, then we have





n = 0 (2.1)
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where m ∈ Z+, and not all ai are zero.
Since F(t1, . . . , tn−1) = Frac(F[t1, . . . , tn−1]), for each i ∈ [m],
ai = gi(t1, . . . , tn−1)/hi(t1, . . . , tn−1) (2.2)
where gi, hi ∈ F[x1, . . . , xn−1] and not all gi(t1, . . . , tn−1) are zero.
Now since each hi(t1, . . . , tn−1) is nonzero, we can multiply both sizes of the equation with∏m
i=1 hi(t1, . . . , tn−1). Then the equation becomes
m∑
i=1
gi(t1, . . . , tn−1)h1(t1, . . . , tn−1)
· · ·hi−1(t1 . . . , tn−1)hi+1(t1, . . . , tn−1) · · ·hm(t1, . . . , tn−1)tin = 0 (2.3)
Notice that each of the coefficient is still a polynomial, and not all of the polynomials are
zero since not all gi(t1, . . . , tn−1) are zero. Therefore the above equation gives us a nonzero
polynomial f ∈ F[x] such that f(t1, . . . , tn) = 0.
(⇐) Suppose there is a nonzero polynomial f ∈ F[x] such that f(t1, . . . , tn) = 0. Then for
some ti ∈ t, degti f > 0. Grouping up the terms according to the power of ti, we will have a
polynomial in ti in the form of∑
j
gj(t1, . . . , ti−1, tt+1, tn)t
j
i = 0 (2.4)
where gj has coefficients in F . Not all of the evaluations of gj’s are zero since the in-
dividual degree degti f > 0. Therefore this is a nonzero polynomial with coefficients in
F(t1, . . . , ti−1, ti+1, . . . , tn) evaluated at ti, which makes it an annihilating polynomial. So ti
is algebraically dependent on {t1, . . . , ti−1, ti+1, . . . , tn}.
One of the consequences of the above proposition is that, if s is algebraically dependent
on t, we know that by rearranging and regrouping the terms of the annihilating polynomial,
we are able to get a polynomial p ∈ F(t)[x] such that all the coefficients are in the ring
F [t]. That is, s is algebraically dependent on t if and only if for some m ∈ Z+, polynomials
f0, . . . , fm ∈ F[x],
m∑
j=0
fj(t1, . . . , tn)s
j = 0 (2.5)
and not all of the coefficients of s are zero.
We define several concepts related to algebraic independence, namely transcendence degree
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and transcendence basis. These concepts directly relate and correspond to the linear rank
and linear basis in vector spaces.
Definition 2.2 (Transcendence Basis and Transcendence Degree). Suppose K/F is a field
extension and t = {t1, . . . , tn} ⊂ K. A transcendence basis of t over F is a maximal subset
b ⊆ t such that b is algebraically independent over F. That is, any element in t − b is
algebraically dependent on b over F.
The transcendence degree of t over F is defined as trdegF t =
∣∣b∣∣ for any transcendence
basis b of t.
It is not obvious that the transcendence degree is well-defined. In linear algebra, the fact
that all bases for a vector space have the same size is given by the Steinitz exchange lemma,
which states that a linearly independent set can always be expanded by adding elements
from a basis. The counterpart of this theorem also exists for algebraic independence.
Theorem 2.1 (Transcendence Basis Exchange Lemma). Let K/F be a field extension. Sup-
pose I1, I2 ⊂ K are two algebraically independent sets over F and |I1| < |I2|. Then there
exists x ∈ I2 − I1 such that I1 ∪ x is algebraically independent over F.
The consequence is that any algebraically independent set smaller than a transcendence
basis can receive elements from that basis and be kept algebraically independent. So any
two bases must have the same size.
For the proof, we follow James Oxley’s book chapter[7] on algebraic matroids, in which he
presented the proof of the exchange lemma by van der Waerden (1937). Several properties
on algebraic independence will lead to the proof Theorem 2.1.
Lemma 2.1. Suppose s ∈ K is algebraically dependent on {t1, . . . , tn}, but not algebraically
dependent on {t1, . . . , tn−1}, then tn is algebraically dependent on {t1, . . . , tn−1, s}.
Proof. There exists a nonzero polynomial f ∈ F[x1, . . . , xn, xn+1] such that f(t, s) = 0.
Grouping up the terms according to the power of tn, we will have a polynomial in the form
of ∑
j
gj(t1, . . . , tn−1, s)t
j
n = 0 (2.6)
where for each j ∈ Z+, gj is a polynomial with coefficients in F. It remains to show that at
least one of the polynomials gj(t1, . . . , tn−1) is not zero.
Towards a contradiction, suppose gj(t1, . . . , tn−1) = 0 for all j. Since {t1, . . . , tn−1, s} are
algebraically independent, we must have gj ≡ 0 for every j. Then the original polynomial f




j gj(t1, . . . , tn−1, s)t
j
n = 0 and not all of the coefficients are zero, so tn depends on
{t1, . . . , tn−1}.
Lemma 2.2. Suppose t ∈ K is algebraically dependent on X, and every element of X is
algebraically dependent on Y , then t is algebraically dependent on Y .
Proof. We use induction on |X|. For the base case |X| = 1, so let X = {s}. Then t
is algebraic over F(s) therefore also over F(Y )(s), and s is algebraic over F(Y ). Then
consider the vector space F(Y )(s) and F(Y )(s)(t). We must have [F(Y ) : F (Y )(s)] <∞ and
[F(Y )(s) : F(Y )(s)(t)] <∞. Then
[F(Y ) : F(Y )(s)(t)] = [F(Y ) : F(Y )(s)][F(Y )(s) : F(Y )(s)(t)] <∞ (2.7)
So t is algebraic over F(Y ).
Now assume for |X| < n the result holds. Suppose |X| = n, so let X = {s1, . . . , sn}.
t is algebraic over F(X) = F(s1, s2, . . . , sn) and every si for i = 1, . . . , n is algebraic over
F(Y ) where Y = {u1, . . . , um}. Now consider t algebraic over F(s1)(Y ), since each s2, . . . , sn
is algebraic over F(s1)(Y ), by the induction hypothesis t is algebraic over F(s1)(Y ). Now
this is our base case, since t is algebraic over F(Y )(s1) and s1 is algebraic over F(Y ), so t is
algebraic over F(Y ).
Proof of Theorem 2.1. Towards a contradiction, suppose that for any x ∈ I2 − I1, I1 ∪ x is
algebraically dependent. We claim that x is (algebraically) dependent on I1. If not, then
there exists t ∈ I1, t 6= x, such that t is dependent on I1 ∪ x− t. Also, t is not dependent on
I1 − t since I1 is algebraically independent. Then by Lemma 2.1, x is dependent on I1.
Then every element in I2 − I1 is dependent on I1, so I2 is dependent on I1. Now let
I ′ ⊆ I1 ∪ I2 be a minimum-cardinality set that I2 is dependent on, and |I ′ − I2| is minimal.
Then |I ′| ≤ |I1| < |I2|. Therefore there exists u ∈ I2 − I ′. u is dependent on I ′.
Let I ′′ ⊆ I ′ be the smallest subset of I ′ that u is dependent on. Then I ′′ ∪ u * I2, since
I2 is algebraically independent. So we can find w ∈ I ′′ − I2 such that u is not dependent on
I ′′ − w. Such element exists because of the minimality of I ′′. u is dependent on I ′′ but not
I ′′ − w, so by Lemma 2.1, w is dependent on I ′′ ∪ u− w. So w is dependent on I ′ ∪ u− w.
Then I ′ is dependent on I ′ ∪ u−w. By Lemma 2.2, I2 is dependent on I ′ ∪ u−w. We have
|I ′ ∪ u − w| = |I ′|. However, since w /∈ I2 and u ∈ I2, |I ′ ∪ u − w − I2| < |I ′ − I2|. This
violates the minimal condition for I ′, so we have a contradiction.
As we will see in Chapter 3, algebraic independence in fact induces a matroid structure.
The fact is a direct consequence of the exchange lemma shown above. The matroid structure
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is a more formal generalization of the common “independence” structure we found in linear
independence and algebraic independence.
We have established the definition and some properties of algebraic independence in any
field extension K over F. In this thesis, and in the context of computer science in general,
the elements of concerns will usually be a set (vector) of multivariate polynomials, that is,
a subset of F[x1, . . . , xn] = F[x] where x1, . . . , xn are indeterminants. Notice that we do not
have a field extension, but a polynomial ring over some field F. Certainly any element in
F[x] is within the field of rational functions F(x), so the results proven in the general field
extension setting still holds true for the polynomial ring setting that we are interested in.
The above consequence discussed under Proposition 2.1 further allows us to use polynomials
instead of rational functions everywhere in our formulations.
2.2 ALGEBRAIC DEPENDENCE TESTING
We now give a definition of the computational problem on testing whether a given set of
polynomials are algebraically dependent. In particular, we are interested in the formulation
where the polynomials are given as algebraic circuits.
Definition 2.3 (Algebraic Dependence Testing). Let f = (f1, . . . , fk) represents a vector of
algebraic circuits computing polynomials in F[x1, . . . , xn] = F[x]. The problem of algebraic
dependence testing is that, given f , determine whether f is algebraically dependent over F.
In all the discussions below, n will denote the number of variables in our polynomial ring,
and k will denote the number of polynomials.
We note that the polynomials in the problem formulation is given as algebraic circuits. We
once again note the difference between algebraic circuits and explicit polynomials: circuits
computes polynomials formally and succinctly, for example the polynomial (x + 1)2
n
with
exponential degree can be computed by a polynomial-sized circuit. Furthermore, whenever
we are operating on polynomials represented by circuits, we need to show that the operation
is in fact applicable to circuits.
We first resolve a trivial case for algebraic dependence testing:
Proposition 2.2. For k > n, f is algebraically dependent.
Proof. Clearly the set {x1, . . . , xn} forms a transcendence basis with transcendence degree
n. Therefore f with cardinality k > n must be an algebraically dependent set.
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For k ≤ n, we would like to introduce two criteria for determining whether f is alge-
braically dependent. The criteria discussed below both attempt to reduce algebraic depen-
dence testing to linear dependence testing. This is a natural direction, since we know that
linear dependence testing can be solved in polynomial time with respect to the problem size.
2.3 CRITERIA FROM AN ANNIHILATING POLYNOMIAL DEGREE UPPER
BOUND
The first criterion comes from properties of the annihilating polynomials. We have previ-
ously defined the notion of an annihilating polynomial: recall that an annihilating polynomial
of a set of polynomials is a nonzero polynomial that yields zero while receiving the set of
polynomials as arguments. Clearly, if we can compute an annihilating polynomial explic-
itly, we are able to solve algebraic dependence testing. In the following discussions, we will
explore the properties of these annihilating polynomials.
2.3.1 Structure of all annihilating polynomials
The annihilating polynomial for a set of polynomials f ∈ (F[x])k is by no means unique




P ∈ F[y1, . . . , yk] : P (f) = 0
}
(2.8)
is an ideal in F[y]. This is not hard to see, since for any annihilating P,Q, P + Q is
still annihilating; for any P annihilating and any A ∈ F[y], P · A is still annihilating. An
interesting result, mentioned in P loski [8], and also proven in Kayal in [9], is that this ideal is
principal if trdeg f = k− 1. This implies that there exists a unique (up to constant factors)
irreducible annihilating polynomial in this situation. We roughly follow the proof by Kayal
in [9]. For the properties of the resultant of two polynomials, we refer to several propositions
and theorems in the book by Cox, Little and O’Shea [10].
Theorem 2.2. Suppose f1, . . . , fk, fk+1 ∈ F[x1, . . . , xn] = F[x] are algebraically dependent
and trdegF{f1, . . . , fk+1} = k. Then the ideal I formed by the annihilating polynomials on
f1, . . . , fk+1 is principal, generated by a single (up to constant factor) irreducible annihilating
polynomial A ∈ F[y1, . . . , yk+1].
Proof. First, notice that if an annihilating polynomial factors over F, then one of its factors
must be an annihilating polynomial. Therefore if we have a non-irreducible annihilating
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polynomial, we can keep factor the annihilating polynomial in question and get an irreducible
annihilating polynomial over F.
It remains to show that this irreducible annihilating polynomial is unique up to constant
factors. Suppose A,B ∈ F[y1, . . . , yk+1] are two annihilating polynomials that are irreducible.
WLOG, suppose {f1, . . . , fk} forms a transcendence basis. For our convenience, let: f =
(f1, . . . , fk), g = fk+1, y = (y1, . . . , yk), z = yk+1.
We take the resultant of A and B with respect to z. That is, we consider them single-
variate polynomials with coefficients in F [y]. Then by the property of the resultant, we
have
resz(A,B) = AP +BQ (2.9)
where P,Q are nonzero polynomials in F[y][z]. Notice that the coefficients of P,Q are in the
ring F[y] instead of the fraction field F(y), due to the property of this identity.
Now consider A(f, z) and B(f, z), that is, A,B evaluated partially at y = f . They are
polynomials in z with coefficients in F[x], and they are guaranteed to be nonzero since f is
algebraically independent over F. Also, since A,B are annihilating on (f, g), A(f, z) and
B(f, z) both vanishes at z = g, so they must share a common factor (z−g). By the property
of the resultant, two polynomials share a common factor if and only if their resultant is zero,
so we have
resz(A(f), B(f)) = 0 (2.10)
Now we claim that











i, with bdegz B 6= 0 (2.13)
where ai, bi ∈ F[y]. By the definition of the resultant, resz(A,B)(f) will be the determinant
of the Sylvester matrix Sylz(A,B) over F[y] evaluated at y = f . Now we evaluate A,B
partially at y = f . Since f is algebraically independent, we have the leading coefficient
adegz A(f) 6= 0, bdegz B(f) 6= 0 (2.14)
In turn, the Sylvester matrix Sylz(A(f), B(f)) has the same size with Sylz(A,B))(f), and
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by evaluating Sylz(A,B) entry-wise we observe that
Sylz(A,B)(f) = Sylz(A(f), B(f)) (2.15)
which implies that the two resultants are the same, the claim is proved.
Now, we have
resz(A,B)(f) = 0 (2.16)
Since f is algebraically independent and resz(A,B) is a polynomial in F[y], we must have
resz(A,B) is identically zero. This happens if and only if A and B share a common factor
in F(y)[z] with positive degree in z, which in turn happens if and only if A and B shares a
factor in F[y, z] (Proposition 6.1, [10]). This implies A = cB for constant c ∈ F under the
condition that both are irreducible.
The fact allows us to deal with annihilating polynomials easily: when computing annihi-
lating polynomials, we only need to find the unique generator of the annihilating polynomial
ideal. This fact also allows us to refer to the minimal annihilating polynomial without being
imprecise in later discussions.
2.3.2 Computing an Annihilating Polynomial
Computing the annihilating polynomial is not trivial — given a set of algebraically de-
pendent polynomials, it is not clear that the annihilating polynomial is even computable
without knowing any property of the annihilating polynomial. However, if we can bound
the degree of the annihilating polynomial, there is a natural brute-force algorithm, since now
the number of possible annihilating polynomials is finite.
One important upper bound on the degree of the annihilating polynomial is due to Perron
[11]. For polynomials with n variables, his result concerns the algebraic dependency among
a set of k = n+ 1 polynomials.
Theorem 2.3 (Perron’s bound[11]). Let F be a field and f1, . . . , fn, g be n-variate polyno-
mials in F[x1, . . . , xn] = F[x]. Suppose deg fi = di for all i ∈ [n + 1], then there exists a
nonzero polynomial P ∈ F[y1, y2, . . . , yn+1] = F[y] such that





Specifically, when di ≤ d for some d > 0 for all i, we have degP ≤ dn.
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We will roughly follow the proof presented in P loski [8]. We first sketch of the proof: on
the high level, we would like to establish a relation between the (n + 1)-th polynomial and
the first n polynomials. Concretely, we construct a linear basis of the vector space over F(S)
containing fn+1 using f1, . . . , fn, and write fn+1 in terms of the first n polynomials. From
this relation we extract an annihilating polynomial.
In both of these steps, we use a technique in algebraic geometry, which we shall call the
“generic point” argument. Roughly speaking, we start from a special case and prove that
the theorem holds for that case. Then we generalize and state that the theorem holds for
“generic polynomials” that has some generic property, in this case being that all coefficients
of the polynomials are algebraically independent. Finally, we argue that if the theorem holds
for generic polynomials, it also holds in general.
Definition 2.4 (Generic polynomials). Let F be a field and f = (f1, . . . , fn) be a vector
of polynomials in variables (x1, . . . , xn) = x with degrees (d1, . . . , dn) = d. f is generic if
f has symbolic coefficients that forms an algebraically independent set S over F. That is,






for all i ∈ [n], and S = {αi,x} are algebraically independent over F.
Equivalently, we can consider the coefficients of f as rational polynomials in the field F(S).
This means that we can evaluate the coefficients at some point in Fn. This will be done
repeatedly when we try to look at relations between generic cases and general cases.
Very often, we consider the “coefficients matrix” of polynomials, that is, we consider a




, the basis of all possible
monomials in the polynomials. As the degree of the polynomials are often bounded, we
often have a finite basis. Then each polynomial is a vector and we can analyze algebraic
dependency in terms of linear dependency. When analyzing coefficient matrices generated
by generic polynomials, a useful fact is that the rank of such matrices will not get larger if
we evaluate the symbolic coefficients to a specific point in the field. This fact will be used
repeatedly in the proofs below (and proven in context) when we try to extend result from
special cases to generic cases, and generic cases to general cases by evaluating the coefficients
of generic polynomials.
As the first step, the lemma below constructs a linear basis for F(S)[x] restricted to a
degree upper bound D over F(S) for generic f :
Lemma 2.3. Suppose f is generic with coefficients set S over F. Then for any D > 0, the
12






(aidi + ri) ≤ D, 0 ≤ r < d
}
(2.18)
forms a linear basis for F(S)[x]≤D = {f ∈ F(S)[x] : deg f ≤ D} over F(S).
Proof. For the vector space F(S)[x]≤D, the family of all monomials with degree less than or
equal to D {
xb :
∣∣b∣∣ ≤ D} (2.19)
clearly forms a linear basis over F(S). We evaluate the coefficients as polynomials in F(S)
at certain points in F such that our family of polynomials “becomes” the above basis.
Formally, let ϕ : F(S) → F be an evaluation map such that ϕ(fi) = xdii for all i. Clearly
ϕ is a ring homomorphism. Apply the map coordinate-wise to f and denote f ′ = ϕ(f) =











∣∣b∣∣ ≤ D} (2.20)
We show this by establishing a bijection. For any degree vector b such that
∑
i bi ≤ D,
by Euclidean integer division, there is a unique way of writing each bi as aidi + ri where
0 ≤ ri < di. Therefore each xb is mapped to a unique f
a











for each basis vector xb. Therefore f ′ gives us the desired linear basis.
Now we show that if f ′ suffices for the linear basis construction, so does the generic f . We
show this by considering the rank of the coefficients matrix of f
a
xr in the above construction.











Namely, Mf is the matrix of the coefficients of f
a





i=1 bi ≤ D
}
. We want to show that Mf has full rank for generic f . By the
previous analysis, Mf ′ has full rank (specifically, Mf ′ = I). Therefore detMf ′ 6= 0.
Let the entries of Mf be mi,j. Since ϕ is a ring homomorphism, for any entry in Mf ,
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applying the map ϕ gives us the corresponding entry in Mf ′ . Now since detMf ∈ F(S),



















= detMf ′ 6= 0 (2.24)
where the range of the indices are omitted for our convenience. Therefore we have detMf 6= 0
since ϕ(0F(S)) = 0F.
We now prove Theorem 2.3. First we extract an annihilating polynomial from the above
linear basis, under the condition that f is generic. Then we show that the generic case
implies the general case.
Proof of Theorem 2.3. Suppose f is generic. Let fn+1 = g ∈ F(S)[x] with degree dn+1. We
consider polynomials of the form gxc for all c satisfying 0 ≤ c < d. That is, all monomials
with low individual degree for each xi. These polynomials are precisely all the possible
“remainder” part of the linear basis constructed by Lemma 2.3. Let D = d1 · · · dn, then the
number of such xc is D. For each xc, we use the linear basis given in Lemma 2.3 with degree
bound dn+1 + deg x















where Pc,r are polynomials in F(S)[y1, . . . , yn].
Now, notice that c and r have the same number of possibilities D. Consider c and r
indices ranging from 1 to D in their natural order (the actual order is not important), then
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This gives us an annihilating polynomial on f, g. To see this, replace each fi with yi and
g with yn+1, and once again consider c, r as indices ranging from 1 to D. Then we have a









Pi,σ(i)(y1, . . . , yn)− δi,σ(i)yn+1
))
(2.29)
where σ takes all possible permutations over [D] and δi,j = 1 when i = j and 0 otherwise.




. It is also nonzero since the monomial
yDn+1 will appear exactly once in the summation when the permutation is the identity, so the
monomial will have coefficient ±1. Therefore this is an annihilating polynomial on f, g. We
would like to upper bound its degree. Clearly its total degree is bounded by the degrees of








We analyze the degree of Pi,σ(i). Directly from the summation constraints in the linear
basis decomposition, we have
degx Pc,r(f) ≤ dn+1 + deg xc − deg xr (2.31)
in terms of x. Recall that Pc,r is of the form
∑
tya. In order to obtain a degree upper bound
with respect to y, we would like to maximize |a|1 subject to
∑
i aidi ≤ dn+1 +deg xc−deg xr.
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The right side of the inequality is a constant, so clearly the maximum is achieved when a is




dn+1 + deg x
c − deg xr
mini di
(2.32)
















Here we abuse the notation by allowing σ to permute vectors.
Now it remains to show that for non-generic f, g the above still holds. We once again look











aidi ≤ d1 · · · dn+1
}
(2.34)




bi ≤ d1 · · · dn+1
}
(2.35)
then we have a coefficients matrix M over F(S), where each column represents the coefficients
of f
a
for some a and every row is the coefficients of some monomial xb. Notice that if f, g
are algebraically dependent and the annihilating polynomial only has terms of the degrees
which a can take, then the columns of this matrix are linearly dependent. Now, when f, g
are generic, by the above proof, an annihilating polynomial with such degree bound exists
so the columns of M has a linear dependence. This fact implies that M does not have full
rank. Therefore, if we evaluate the coefficients matrix M at any point in (F)|S|, it will not




⊂ F[x] will be an evaluation of a generic f, g
at some point in (F)|S|, the linear dependence in their coefficient matrix will be preserved,
thus implying that an annihilating polynomial within Perron’s bound exists.
Perron’s bound implies an dependence testing algorithm: In the last part of the proof,
we can already see how algebraic dependence testing can be reduced to linear dependence
testing. Suppose all polynomials have degree less than or equal to d. Let D = dn. We can
write all monomials of the form ya under the condition |a|1 ≤ D, and inspect the coefficient
matrix on f
a
with respect to the linear basis xb, with degree bound
∣∣b∣∣
1
≤ D · d. Then
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there is a linear dependence in the coefficient matrix if and only if there is an annihilating
polynomial.















. Since the degree bound D is exponential,
the size of the linear system will be exponential, so this is a rather inefficient algorithm for
algebraic dependence testing.
Beecken, Mittmann, and Saxena [6] generalized Perron’s bound to arbitrary k: For a vector
of polynomials with transcendence degree r and degree upper bound d, there always exist
an annihilating polynomial with degree dr. We roughly describe the idea: when k > n + 1
we can always take the n+ 1 algebraic dependent polynomials and apply Perron’s bound, so
we only need to account for cases where k < n+ 1. In [6] they constructed homomorphisms
that are “faithful”, in that they reduce the number of variables to r while preserving the
transcendence degree. Subsequently apply Perron’s bound to obtain the general bound dr
for an annihilating polynomial.
Lastly we note that this degree bound is tight. We list two examples from [6] and [9]
without proof:
Example 2.1 (Given in [6]). Let d ≥ 1, the polynomials in F[x]
f1 = x1, f2 = x2 − xd1, f3 = x3 − xd2, . . . , fn = xn − xdn−1, fn+1 = xdn (2.36)
has annihilating polynomials with degree at least dn.
Example 2.2 (Given in [9]). Let d ≥ 1, the polynomials in F[x]
f1 = x
d
1, f2 = x
d






has annihilating polynomials with degree at least dn.
2.4 JACOBIAN CRITERION
Perron’s bound and its derived algorithm is very straightforward and explicitly computes
the annihilating polynomial. In the above proofs, we do not make any assumptions on the
characteristic of F. In this section, we introduce the Jacobian criterion, which is valid and
efficient if we restrict the field characteristic.
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Jacobian criterion was proved by Dvir, Gabizon, and Wigderson in [5]. Assuming the field
characteristic is large, they showed that the rank of the partial derivative matrix of f (also
known as the Jacobian) is the same as the transcendence degree of f . Before we describe
the Jacobian criterion, we first define the concept of formal derivatives on polynomials.
Definition 2.5 (Formal partial derivative). Let R be a unique factorization domain (for













d−1 + · · ·+ 2a2x+ a1 (2.39)
The derivative is “formal” since it is not defined by limits as we do in analysis. The
definition preserves the usual rules for derivatives, such as the product rule and the chain
rule, which we will not prove here. The notion is applicable to multivariate polynomial rings,
since each ai ∈ R can be a polynomial itself. For example, taking ∂f∂xn when f ∈ F[x1, . . . , xn],
we can group the terms in f by xin, then each coefficient ai is in F[x1, . . . , xn−1], we can
subsequently apply the definition.
It is not obvious that such operation can be done on algebraic circuits. Using standard
techniques for algebraic circuits including polynomial interpolation we can derive an algo-
rithm that only increases the circuit size by a polynomial factor. Baur and Strassen [12]
showed that calculating the all the first order partial derivatives on an algebraic circuits is
roughly as hard as computing the algebraic circuit itself. We do not further discuss partial
derivatives here and merely state the fact that taking partial derivatives on an algebraic
circuit is feasible and efficient. Refer to the survey by Shpilka and Yehudayoff [13] for more
details.
Now we have the tools to define the Jacobian:
Definition 2.6 (Jacobian). The Jacobian of polynomials f1, . . . , fk ∈ F[x1, . . . , xn] is the























It is long known that the Jacobian preserves the transcendence degree of the polynomials
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(in the form of column linear independence) when the underlying field has characteristic zero
[14]. In fields with positive characteristics, Dvir, Gabizon, and Wigderson [5] generalized this
to arbitrary chararcteristic. However, a lower bound on the field characteristic is needed:
Theorem 2.4 ([5],[6]). Let F be a field and f1, . . . , fk be polynomials in F[x1, . . . , xn]. Sup-
pose F has characteristic 0 or greater than dr, where r = trdeg f . Then
rankF[x] J (f) = trdegF f (2.41)
The characteristic bound Dvir, Gabizon, and Wigderson gave was (n + 1)dn, Kayal [9]
subsequently improved the bound to (r+1)dr, and Beecken, Mittmann, and Saxena improved
the bound to dr in [6]. Both [9] and [6] used faithful homomorphisms to reduce the number
of variables to the same as the transcendence degree. Here we omit the proof, and instead
refer to [6] for the proof with the tightest bound.
Similar to Perron’s bound, the Jacobian criterion reduces algebraic dependence testing to
linear dependence testing. The reduction only works in a field with zero or large character-




under characteristic p, so we potentially “lose information” when taking partial derivatives.
Specifically, in the proof, we rely on the fact that all partial derivatives of the minimal an-
nihilating polynomial are zero if and only if the minimal annihilating polynomial is zero,
and this is true only when the field characteristic is greater than the minimal annihilating
polynomial’s degree.
We note that the size of the Jacobian matrix is not large — it is of dimension n × k,
which is polynomial of the problem size n and k. Therefore this theorem implies an efficient
randomized algorithm: we calculate the Jacobian of the polynomials (which is efficient by
[12]), then its determinant will be a degree dn polynomial in x. The determinant is zero if
and only if the polynomials are algebraically dependent, therefore the problem is reduced
to polynomial identity testing, which we can solve with one-sided error. Therefore this
restricted version of algebraic dependence is in coRP.
In [5], the authors posed the question whether algebraic identity testing with arbitrary
field characteristics is in coRP. Several works have since made progress along this line of
research. In [15], Mittmann, Saxena, and Scheiblechner put this problem in NP]]P. In [16],
Pandey, Saxena, and Sinhababu generalized the Jacobian criterion to arbitrary characteris-
tics. They consider the inseparable degree of the extension F [x]/F [f1, . . . , fk], and proved
that an efficient algorithm exists when the inseparable degree is constant. Specifically, the
Jacobian criterion is posed as a special case of their criterion. It is currently open whether
dependence testing in small characteristic setting is is coRP.
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2.5 A FINE-GRAINED VIEW ON THE CRITERIA
We have introduced two criteria, Perron’s criterion and the Jacobian criterion. We an-
alyze the complexity of computing algebraic independence deterministically in both cri-
teria. In the following discussions, suppose F is a field of characteristic zero. Suppose
f ∈ (F[x1, . . . , xn])n+1, trdeg f = n, and each polynomial has degree at most d. Also assume
d n.
In the algorithm derived from Perron’s bound, we write all polynomials in the form of f
a
subject to |a|1 ≤ D = dn, and write them in vector form with respect to the basis {xb}.





















. In particular, we need to solve the rank










)2 ∼ Dn+1(Dd)2n = (dn2+n)3 ∼ dn2 (2.43)
Now we discuss the Jacobian criterion. First we obtain the Jacobian matrix, which has
dimension n × (n + 1). Each entry is an element in F[x] with maximum degree d. There’s
no obvious way to solve for the rank of the Jacobian, so again we take the determinant. The
matrix has n rows, therefore the determinant of the Jacobian has degree at most dn. Since
we would like a deterministic algorithm, consider the brute force algorithm for the PIT





∼ (dn)n ∼ d2n (2.44)
Although our estimates are rough, the discrepancy between dn
2
and d2n is asymptotically
significant. One possible explanation is that Perron’s criterion directly solves for the annihi-
lating polynomial, and the Jacobian criterion does not. We would like to know the intuition
behind this, possibly by studying the degree complexity and sparsity of the annihilating
polynomial. Specifically, we ask this question: are all monomials bounded by total degree dn
needed in the annihilating polynomial? We wish to answer this question in future research.
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CHAPTER 3: ALGEBRAIC MATROIDS
In this chapter, we introduce a generalization of the notion of independence, the matroid
structure. Matroid theory is a well-established area in mathematics. Although algebraic
independence has the matroid structure, no connections between were made in the theoretical
computer science literature — usually algebraic independence is treated as a standalone
subject. The purpose of this chapter is to provide a new view on algebraic independence in
the computer science world, and possibly bring in new tools for this line of research from
the long-established matroid theory.
3.1 MATROIDS
Matroids are a class of objects that generalizes the notion of independence from linear
algebra and graph theory. We give a definition of a matroid as a system of axioms below.
Definition 3.1. A matroid M is an ordered pair (E, I), where E is a finite set and I ⊆ 2E,
satisfying the following axioms:
(1) ∅ ∈ I.
(2) If Y ∈ I and X ⊆ Y , then X ∈ I.
(3) If X, Y ∈ I and |X| < |Y |, then there exists a ∈ Y −X such that X ∪ a ∈ I.
Here E is called the ground set and I the collection of independent sets.
The third axiom, which we usually call the exhange property, guarantees that any maximal
independent set of a matroid has the same size. We call such a maximal independent set a
basis, and call the size of the set the rank of the matroid. This is a direct analogy to the
ranks and bases in linear algebra.
As the notion of independence in matroids is a generalization of independence notions
from many different contexts, it is natural to think that the classic linear independence is a
subset of the notion of independence raised by matroids. Suppose V is a vector space over F.
Let E be a finite subset of V and I = {A : A ⊆ E,A linearly independent}, then it is clear
that M = (E, I) is a matroid: ∅ is linearly independent; any subset of a linearly independent
set is linearly independent; finally, the third axiom follows from the fundamental Steinitz
Exchange Lemma in linear algebra.
The class of matroids induced by linear independence in vector spaces are called linear
matroids. Since the elements in this type of matroids are vectors, we are able to write the
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ground set as a matrix. This enables us to represent linear matroids easily with a polynomial
number of bits. In general, it is not clear whether we have a succint representation for an
arbitrary matroid, therefore we are motivated to show that a certain matroid is isomorphic
to a linear matroid, thus representing it as a set of vectors.
We then show that the notion of algebraic independence in fact gives rise to a class of
matroids. The theorem follows directly from the definition of algebraic independence, as
well as Theorem 2.1, the exchange lemma.
Theorem 3.1. Suppose K/F is a field extension, and E ⊂ K is finite. Let I ⊂ 2E be a
collection of subsets of E that are algebraically independent over F. Then M = (E, I) is a
matroid.
Proof. First, ∅ ∈ I by definition. Second, if T = {t1, . . . , tn} is algebraically independent,
then any subset of it is still algebraically independent. By Theorem 2.1, the third axiom
holds for M .
Knowing that algebraic independence gives rise to matroids, we can then apply any prop-
erty of matroids directly to algebraic independence. We are also able to translate previous
definitions into terms in the matroid setting. The transcendence degree of a set of polyno-
mials is the rank of the matroid they induce. Any transcendence basis is also a basis in the
matroid.
3.2 REPRESENTATIONS AND REPRESENTABILITY
We have introduced the linear matroids and algebraic matroids. For those two classes of
matroids, we are able to describe them by specifying the ground set using either a set of
vectors or a set of rational functions. The independent sets will be clear or can be computed
subsequently using the ground set. For an arbitrary matroid, the most general way of
describing it is to specify both the ground set and the set of independent sets. However, for
low rank matroids, there is a way of succinctly describing the ground set and independent
sets.
Consider the following matroids:
Example 3.1 (Fano Matroid). The Fano Matroid F7 and the non-Fano Matroid F
−
7 are
both rank 3 matroids with 7 elements in the ground set, represented by the following graphs.
The independent sets are all of the 1-subsets, 2-subsets, and the non-collinear 3-subsets in
the graph.
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(a) The Fano Matroid F7 (b) The non-Fano Matroid F
−
7
Figure 3.1: The Fano/non-Fano Matroid
These are geometric representations of matroids. Such a representation for rank 3 ma-
troids borrows the notion of collinearity from 3-dimensional vector spaces, as 3 elements are
dependent if and only if they are collinear.
For any matroid M = (E, I) that is isomorphic to a linear matroid, we are able to
“represent” M with the linear matroid. Formally, we have the following definition:
Definition 3.2 (Linear representation). Let M be a matroid. M is linearly representable
over F or simply linear over F if and only if there exists a set of vectors S in a vector field
V over F and a map ϕ : E → S such that for any subset T ⊆ E, T ∈ I if and only if
{ϕ(t) : t ∈ T} is linearly independent over F. Specifically, the vector set S as a ground set
gives rise to a linear matroid. The map ϕ is the linear representation of the linear matroid
M .
Similarly, any matroid that is isomorphic to an algebraic matroid over some field F is
called algebraically representable over F or simply algebraic over F.
We are motivated to represent a matroid by an isomorphic linear or algebraic matroid.
Not only are such representations usually succinct and clear, but they also enable us to show
properties of the matroid using tools in algebra.
As an example, we give algebraic and linear representations of the Fano and non-Fano
matroids:
Proposition 3.1. The Fano Matroid is algebraic over F2. The non-Fano matroid is algebraic
over any field.
Proof. We give explicit representations. For the Fano matroid, define ϕ : {A,B, . . . , G} →
F2[x, y, z] according to Table 3.1. Then this results an algebraic matroid over F2. The
independence relations can easily be check on every line, and notice that for D,E, F to be
algebraically dependent, (x+z)+(y+z)+(x+y) = 0 if and only if our field has characteristic
2. So this representation only works in F2.
For the non-Fano matroid, define ψ : {A,B, . . . , G} → F[x, y, z] according to Table 3.2.
The algebraic independence relations are easy to check for all collinear point. Now it remains
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t A B C D E F G
ϕ(t) x y z x+ z x+ y y + z x+ y + z
Table 3.1: An algebraic representation of F7
t A B C D E F G
ψ(t) x y z xz xy yz xyz
Table 3.2: An algebraic representation of F−7
to show that D,E and F , namely xy, yz, xz are algebraically independent over any field.
We are able to generate x2 = (xy)(yz)/(xz), and y2, z2 similarly. x2, y2, z2 are in different
variables and are algebraically independent over any field. So {xy, yz, xz} has rank at least
3, so the three elements are algebraically independent. Therefore the above representation
is an algebraic representation for the non-Fano matroid over any field.
Now we show that the above algebraic matroids (over F2 and over any field) are also linear
matroids over certain fields.
Example 3.2 (Linear representations of the Fano and non-Fano matroids). Let M be the




A B C D E F G
1 0 0 1 1 0 1
0 1 0 0 1 1 1
0 0 1 1 0 1 1
 (3.1)
Then M is isomorphic to the Fano matroid and this is a linear representation of the Fano
Matroid. The matrix has rank 3 so any 4-subsets is linearly dependent. The dependence of








 = 0 (3.2)
over F2. Other independence relations is clear by observing the vectors.
Now we look at the same matrix, but not over F2. Let N be the linear matroid generated
by vectors in the columns of A, over F3. Then N represents the non-Fano matroid: the only
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 6= 0 (3.3)
This holds if and only if the characteristic of the field is not 2. So this is a linear representation
of the non-Fano matroid over F3.
Notice that a linear matroid over a field F is also an algebraic matroid over that field. This
is natural since algebraic independence is a generalization of linear independence. However
the converse is not true in general: for example the non-Fano matroid is algebraic over F2
but not linearly representable over F2. We will later see examples of algebraic matroids that
are not linearly representable over any field.
In the 2 examples above, we notice that the linear representability of matroids varies
depending on the field we are working with. It is natural to attempt to characterize the
representability of certain algebraic matroids.
Proposition 3.2. The Fano matroid is linearly representable only over fields of charac-
teristic 2; the non-Fano matroid is linearly representable only over fields that do not have
characteristic 2.
The above example linear representations should give hints on how this proof would go.
We need to show that those representations are general enough such that any possible linear
representation will yield a similar result.
For any linear matroid M generated by a matrix A over F, elementary row operations
(interchange rows, multiply rows by a constant in F, and add or subtract a row from another)
does not change the matroid. Thus any such r × n matrix can be reduced to the form
[Ir|D] and still represent the same matroid (interchanging columns along with labels may
be needed). Therefore we are able to “force” the representation of certain linear matroid to
be a certain form, and derive properties based that specific form.
Proof. For both of the matroids, we can assign A,B,C to the standard basis vectors. Since
G cannot be dependent on any two of {A,B,C}, the matrix representing the Fano (or
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non-Fano) matroid must be in the form of
A =

A B C D E F G
1 0 0 − − − α
0 1 0 − − − β
0 0 1 − − − γ
 (3.4)
where α, β, γ are nonzero elements in the field. Since E is dependent on {A,B}, only the
first two entries of E’s vector are nonzero. Also E is dependent on {C,G}, so E must be
associated with a vector of the form
cαcβ
0
 for some nonzero constant c in the field. We can
force the entries of D and F in the similar fashion, and the resulting matrix is

A B C D E F G
1 0 0 dα 0 cα α
0 1 0 0 bβ cβ β
0 0 1 dγ bγ 0 γ
 (3.5)
where all letters are nonzero constants in the field.




∣∣∣∣∣∣∣ = −bcdαβγ − bcdαβγ = −2bcdαβγ (3.6)
Since all the constants are nonzero, the above is equal to zero if and only if the characteristic
of the field is 2. For the Fano matroid, we must have D,E, F collinear so χ(F) = 2. For the
non-Fano matroid, we must have χ(F) 6= 2.
Combining the these two matroids, which are never linearly representable over the same
field, will yield us a matroid that is algebraic over F2 but not linearly representable over any
field. In order to properly combine two matroids, we introduce the direct sum of matroids.
Proposition 3.3. Suppose M1 = (E1, I1) and M2 = (E2, I2) are two matroids where E1 ∩
E2 = ∅, let direct sum of M1 and M2, denoted by M1 ⊕M2, to be defined as
M = M1 ⊕M2 = (E, I) (3.7)
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where the ground set E = E1tE2 and the independence set I = {StT : S ∈ I1 and T ∈ I2}.
Then M is a matroid.
Proof. The first two axiom clearly holds for M . It remains to prove the third axiom. Let
I1, I2 ∈ I such that |I1| < |I2|. We are able to decompose I1 = S1 t T1 and I2 = S2 t T2
where S1, S2 ∈ I1 and T1, T2 ∈ I2. Then at least one of S2, T2 has a larger cardinality than
S1, T1, respectively. WLOG, suppose |S1| < |S2|, then there exists an element a ∈ S2 such
that S1 ∪ a ∈ I1, so S1 ∪ a t T1 ∈ I.
Our goal is to use the direct sum of F7 and F
−
7 in order to construct the non-linearly
representable matroid. We now need to show that the direct sum of two algebraic matroids
remains algebraic. In order to show that the direct sum of matroids properly included
all possible algebraically independent sets, we need to show that the direct sum operation
preserves algebraic independence.
Lemma 3.1. Suppose F ⊂ F(X), F ⊂ F(Y ) are two field extensions. For any S =
{s1, . . . , sn} ⊂ F(X), T = {t1, . . . , tn} ⊂ F(Y ), S ∩ T = ∅, S and T are both algebraically
independent over F if and only if S ∪ T ⊂ F(X, Y ) is algebraically independent over F.
Proof. We prove the counterpositives for both sides. The direction of (¬ ⇒ ¬) is trivial,
since either S or T being algebraically dependent will make the union S ∪ T algebraically
dependent.
(¬ ⇐ ¬). Suppose S∪T is algebraically dependent, then there exits a nonzero polynomial
f ∈ F[x1, . . . xm+n] such that
f(s1, . . . , sn, t1, . . . , tm) = 0 (3.8)
Now we discuss 2 cases:
1. For any w1, . . . , wm ∈ F(Y ), we have f(s1, . . . , sn, w1, . . . , wm) = 0.
Now grouping up the terms and consider this a polynomial in s1, . . . , sn, then not
all of the coefficients are zero. Otherwise, we have f(v1, . . . , vn, w1, . . . , wn) = 0 for
all v1, . . . , vn ∈ F(X), implying that f is a zero polynomial. Therefore this is an
annihilating polynomial for {s1, . . . , sn}, so S is algebraically dependent.
2. For some w1, . . . , wm ∈ F(Y ), we have f(s1, . . . , sn, w1, . . . , wm) 6= 0.
Then consider the polynomial f(s1, . . . , sn, t1, . . . , tm) a polynomial in t1, . . . , tm. Then
not all of the coefficients are zero since substituting ti with wi makes the polynomial
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nonzero. So f is an annihilating polynomial for {t1, . . . , tm} and T is algebraically
dependent.
Therefore either S is algebraically dependent or T is algebraically dependent.
Corollary 3.1. Suppose M1,M2 are algebraic matroids over F. Then M1 ⊕M2 is still an
algebraic matroid over F.
Proof. Suppose M1 = (E1, I1) and M2 = (E2, I2) are two algebraic matroids where E1∩E2 =
∅. Let M = M1⊕M2 = (E, I). Then the lemma claims that for any I = S∪T , where S ⊆ E1
and T ⊆ E2, we have I ∈ I if and only if both S ∈ I1 and T ∈ I2. So the independent sets
in the direct sum matroid M is proper.
Now we are finally able to construct a matroid that is not linearly representable over any
field.
Example 3.3. Let M = F7 ⊕ F−7 be the direct sum of the Fano and non-Fano matroids.
Then M is algebraic over F2, but not linearly representable over any field.
The fact that M is algebraic follows from that F7 is algebraic over F2 and F−7 is algebraic
over any field. We also need that any direct sum of two matroids M and N is linearly
representable if and only if both of M and N are linearly representable. This is not hard
to show: if matrix A represents M ⊕ N , A restricted to the columns corrsponding to the
ground set of M must be a linear representation of M . Likewise, A restricted to the other
columns must linearly represent N . On the other hand, suppose matrix B represents M





must represents M ⊕ N . Now that F7
and F−7 are not both linearly representable over any field guarantees that M is not linearly
representable.
Another example of a matroid that is algebraic but not linearly representable is the non-
Pappus matroid.
Figure 3.2: The non-Pappus Matroid
In [17], Lindström showed that this matroid is algebraic over any finite field. Also, the
matroid is not linearly representable over any field. To see this, we can write generic vectors
28
representing the non-Pappus matroid, and we will obtain contradictions from the indepen-
dence relations of the elements.
3.3 JACOBIAN AND REPRESENTABILITY
Let f be a set of multivariate polynomials over a field F and M be the induced algebraic
matroid. The Jacobian criterion described in Theorem 2.4 gives a linear representation
when the field characteristic is zero or larger than dr, where d is the largest degree of the
polynomials and r is the rank of the matroid. This is because Jacobian preserves rank (or
transcendence degree), so it in turn preserves basis and independence relations.
A consequence is that all algebraic matroids over field of characteristic zero or larger than
dr are linearly representable. As we have mentioned in the Jacobian section (section 2.4), we
do not know whether such bound is tight. We would like to learn more about the Jacobian
criterion, and one possible direction is to understand how tight this bound is, in terms of
linear representability.
Remark 3.1. Question: Can we construct a family of algebraic matroids Md,r with max-
imum degree d and rank r, over F with characteristic dr, such that Md,r is not linearly
representable?
In field with small characteristics, the Jacobian is not always a valid linear representation.
But there are certainly other possible linear representations. We ask whether we can con-
struct asymptotic examples that is tight with respect to the Jacobian criterion bound. For
the aforementioned non-linear matroids, F7 ⊕ F−7 is finite and only applies to F2. For the
Lindstöm construction, the non-Pappus matroid is algebraic over Fp for any prime p, where
the ground set polynomials have maximum degree p. This is also far from tight in terms of
the Jacobian bound. We wish to better understand the Jacobian criterion by constructing
more examples of non-linearly matroids that are algebraic.
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