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Symbols
a nodal values of the magentic vector potential (vector)
A magnetic vector potential
A z component of magnetic vector potential
B magnetic flux density
Bm amplitude of maximum flux density
D electric flux density
E electric field strength
H magnetic field strength
h burr width
J source current density
J z-component of current density
P jacobian matrix
p loss per cubic meter
r residual vector
S stiffness matrix
T damping matrix
t time variable
V volume
W energy
w weighting function
wtot loss density
x cartesian coordinates
y cartesian coordinates
α parameters defining boundary impedance condition
α parameters experimentally obtained Steinmetz’s equation
β parameter defining boundary impedance condition
β parameter defining type of time discretisation
γ parameter defining boundary condition
Γ boundary solution region
η parameter of experimentally obtained Steinmetz’s equation
φ reduced scalar potential
µ0 permeability of air
µ permeability of the material
ν reluctivity of material
ρ free charge density, resistivity of material
σ conductivity of the material
ω angular frequency
Ω magnetic scalar potential
Ω two dimensional solution region
vi
Subindices
air air region
Fe insulated iron region
ia iron air interface
k time steps
n number of iterations
Abbreviations
1-D one-dimensional
2-D two-dimensional
3-D three-dimensional
BEM boundary element method
FEM finite element method
ISO international standard organisation
1 Introduction
1.1 Background
The discovery of magnesia by sheperds in ancient part of Turkey led to the de-
velopment of the first rotating device, Barlow’s wheel (1821), the development in
electric machines has never been stopped. The Barlow’s wheel was developed a year
after the discovery of electromagnetism by Faraday and the first three-phase cage
induction motor was built by Dobrowolsky in 1889. Since then, machines have been
easing human life and many inventions related to electric machines have been made.
Research is still going on to optimise the efficiency of the machines.
Today, electrical machines are the driving horse of industry. The need of today’s
growing industry sector is energy efficient machines. The foremost thing in this ven-
ture is to identify the losses in the electrical machines. Losses in electrical machines
can be broadly classified into electrical, mechanical and additional losses. Electrical
losses occur as copper loss and iron loss. Copper losses are the ones that occur in
windings of the machines. They depend on the number of phase, AC resistance of
the phase winding and current. Iron loss on the other hand, comprises of hysteresis
loss, eddy current loss and excess loss.
These losses add up the heat in electric machines and may damage the insulation
and burn the machine in operating stage if the losses are not predicted accurately
in design stage. The loss identification and its prediction using accurate numeri-
cal computation is essential for electric machine manufactures to design the proper
cooling system and to save in maintenance cost. In loss identification process, the
losses that can arise from manufacturing effect are not properly addressed. How-
ever, machine goes through a series of manufacturing process and in such process
machine parameters and its material properties can be affected and can cause addi-
tional losses.
The time varying magnetic field in machines induces eddy currents in a ferromag-
netic material which results in eddy current losses. Hence, the cores of electrical
machines are built from thin laminated sheets. However, the inter-laminar sheets
are not perfectly insulated, there might be foreign particles introduced during as-
sembly and inspection. Moreover, the manufacturing process such as cutting and
punching deteriorates and introduces the burrs at the edges of laminations. The
burred lamination when stacked deteriorates the insulation of adjacent sheets and
makes galvanic contacts which provides the conducting path for the eddy current
through wielding pass or bolts that are used to hold the stack. These circulating
currents cause the additional losses and if these losses are not identified and treated
properly, they may melt the insulation and damage the machine in operational stage.
21.2 Aim of thesis
The thesis is related to modelling the additional losses due to the manufacturing
effect of electrical sheets. The primary aims of the thesis are as follows:
• To study about the iron loss and the effect of punching on the electrical sheets.
• To study and develop the numerical formulation to model the galvanic contacts
at the edges of laminated sheets, couple it to 2-D finite element and validate
it.
• To implement the developed coupled boundary layer formulation to 37 kW
induction machine and compute the additional losses.
1.3 Outline of thesis
This thesis contains 5 chapters. Chapter 1 gives the overview of the problem and
objectives of the thesis and in Chapter 2, iron loss and effect of punching is dis-
cussed and different numerical formulations for modelling the conducting layers are
reviewed. In Chapter 3, methods of developing boundary layer formulation and its
coupling to 2-D finite element is discussed. In Chapter 4, the implementation of the
coupled boundary layer model for a 37 kW machine is done and finally the thesis
work is concluded in Chapter 5.
32 Losses in sheets
2.1 Iron losses
Losses in ferromagnetic materials such as iron, nickel and their alloys can be calcu-
lated using Maxwell’s equations and Poynting theorem. For a good conductor where
the free charge density is zero, the following Maxwell’s equations are viable [1] where
E, H, B, J are electric field strength, magnetic field strength, magnetic flux density
and current density, respectively.
∇×E(t) = −∂B(t)
∂t
∇×H(t) = J(t)
(2.1)
Applying divergence theorem to a Poynting vector [E(t)×H(t)] and integrating
over the enclosed volume V gives an expression representing the energy flow into
the volume per unit time which is given by the
−
∫
V
∇ · [E(t)×H(t)] dV =
∫
V
[
H(t).
∂B(t)
∂t
+E(t).J(t)
]
dV.
(2.2)
Hence, for a stationary volume where the rate of flux density is
dB(t)
dt
and the the
energy flow between interval of time t1 and t2 is given by,
W =
∫ t2
t1
∫
V
[
H(t).
dB(t)
dt
+E(t).J(t)
]
dV dt. (2.3)
For an isotropic material where B(t) and H(t), J(t)and E(t) are in the same di-
rection, equation (2.3) becomes equation (2.4). However in rotating magnetic field,
the magnetic flux density lags the magnetic field strength due to hysteresis and the
fields are not in same direction even in isotropic materials.
W =
∫
V

∫ B2
B1
HdB︸ ︷︷ ︸
volumetric energy density
+
∫ t2
t1
J2(t)
σ
dt︸ ︷︷ ︸
Eddy loss
 dV (2.4)
Equation (2.4) obtained from solving Maxwell’s equations gives the analytical ex-
pression for total iron loss where the first part, in left hand side of equation (2.4)
is due to hysteresis loss that is graphically represented in Figure 1 and the second
part of equation is associated with eddy current loss.
Hysteresis loss occurs due to movement and rotation of magnetic domains. When-
ever the magnetic field is varied, reversible and irreversible movement of magnetic
domains occur until it reaches to the saturation where all domains are turned in the
4Figure 1: Hysteresis curve
same direction. This magnetic field variation causes the material to cycle through
hysteresis curve where the part of supplied energy is lost. There are different models
to determine the hysteresis loss such as Preisach model where macrosocpic behav-
ior of the material is assumed to results from an infinite number of rectangular
loops [2] [3] [4] and Jiles-Atherton model where ”sigmoid” shapes of hystereis loops
are considered [5]. However, the commonly used method to calculate the hysteresis
loss for a sinusoidal induction is by using Steinmetz’s equation which is given by
Wh = ηB
α . (2.5)
The coefficients η and α are experimentally determined under a low frequency so
that the eddy current will have minimum effect on the obtained coefficients. In case
of non sinusoidal flux density, equation (2.5) is modified and the sum of harmonic
components of flux density are considered. The eddy current loss is calculated as a
function of electrical conductivity of material. The methods of its calculation will be
discussed later. However, the experimentally obtained hysteresis loss and calculated
eddy loss do not balance the measured total loss which gives rise to additional term
called excess loss. The total iron losses of a magnetic sheet wtot is given by equation
(2.6) where Bm is the peak flux density, d is the sheet thickness, σ is the electrical
conductivity, G is the friction coefficient, Vo is a parameter equivalent to coercitive
field and S is the transversal area. [6]
5wtot = ηB
α
m
[
1 +
0.65
Bm
n∑
i=1
∆Bi
]
︸ ︷︷ ︸
Hysteresis loss
+
σd2
12
∫ T
0
(
dB(t)
dt
)2
dt︸ ︷︷ ︸
Classical eddy current loss
+
√
σGVoS
∫ T
0
∣∣∣∣dB(t)dt
∣∣∣∣1.5 dt︸ ︷︷ ︸
Excess loss
(2.6)
The excess loss was explained by Bertotti on the basis of a magnetic object [7].
According to the concept, the movement of the magnetic wall domain dislocate the
other domain wall and they all correlate and form a magnetic object. The movement
of newly formed magnetic object creates a current which needs to be compensated
by external field and causes the excess loss.
The segregation of iron losses eases the loss identification and minimisation process.
It is important to note that the input parameters for loss calculation are obtained
experimentally from an Epstein frame and such assumption on input parameter are
insufficient to model the loss accurately. In practical scenario, the electrical machine
goes through different manufacturing processes such as rolling, punching and cutting
of the sheets to the final assembly of machine parts. These processes deform the
sheets and introduce a residual stress that has an impact on the magnetic properties
of the sheet. The behavior of magnetic properties and iron loss under such stress is
studied in [8], [9], [10], [11] where the increase in hysteresis loss was observed due
to change in permeability. It was observed in [12] that an annealing process reduces
iron losses by 50 % and produces a factor 3 change in permeability of test samples
of laminated sheets.
The cores of the electrical machines and transformers are usually laminated and
insulated to reduce the eddy current losses. Even with the insulated sheets, there
can be additional losses due to the failure of insulation and the formation of burr.
The additional eddy current losses are discussed in the following sections.
2.2 Interlaminar faults
The laminated sheets are not always perfectly insulated from each other. The lami-
nated sheets are subjected to many foreign particles during assembly and in case of
stator cores of machines, inter-laminar insulations are deteriorated due to mechani-
cal damage during assembly of rotor and stator or arcing from winding failure [13].
The electromagnetic core imperfection detector tests [14, 15] are usually done to
identify the inter-laminar faults of stator cores of the large machines. During the
test, the stator cores are excited about 4 % of the opertating flux and the fault
current is detected by using a Chattock potentiometer. It is placed across the teeth
of the core and measures the magnetic potential difference between the two ends. In
a fault free case, it measures the magnetic potential difference which is in a phase
with the exciting current. In a faulted case, it measures the magnetic field result
from faulted current. Since, the fault circuit is resistive, the faulted current is in
phase with the fault voltage and in phase quadrature with the excitation current.
6Finally, the quadrature component of fault current is separated from the excitation
current using a phase sensitive detector and hence, the fault current is identified.
The damaged sheets allow the eddy current to flow through the sheets and causes
localised heating in the stator core and may cause the burning of the cores as shown
in Figure 2. The identification of the fault through measurement is more or less
accurate if the fault region is near the teeth of the core but if the fault is far from
the teeth region, the fault identification through measurement is not sufficient and
requires numerical formulation.
Figure 2: Inter-laminar insulation failure of stator core [13]
The focus of the thesis is to model the additional losses due to the formation of burrs
on the edges of lamination during manufacturing process, and hence it is explained
in the following section.
2.3 Burr formation
Steel sheets are an indispensable constituent in the construction of the cores of elec-
tromagnetic devices. Sheets are rolled to their given thickness and are laminated to
minimise the eddy current loss. Later, they are cut or punched into desired shape
for electromagnetic device. Sheets are laminated or coated before they are cut or
punched to ease the punching and welding process. Coating is done before punching
to prevent the damage to the cutting tools and the sheet itself [16].
The required shape is obtained by cutting techniques, such as punching, guillo-
tine, laser cutting, photocorosion and all these result in cut edges. The cutting
techniques cause the variation in losses. It was observed in [8] that the measured
loss variation was upto 10 % to 20 % for 60 Hz 1.5 T. They also claimed that among
these cutting techniques laser cutting has the biggest effects on sheets. The sheets
obtained from different cut are shown in Figure 3.
7Figure 3: Sheets obtained from different cutting technique [17]
Punching and cutting induce internal mechanical stresses and deteriorate the mag-
netic properties of the sheet. This behaviour becomes very important in high Si-
alloyed grades of non-oriented electrical steel [18]. According to Schmidt [19], when
cutting by punching, stress region can be from 0.35 mm upto 10 mm [20] from the
cut edge and the deformed area can extend for about 0.3 mm due to plastic defor-
mation [17]. However, engineering society has also agreed upon the average affected
cut edge, having a width equal or larger than the thickness of the lamination [21].
Cutting of the steel not only deteriorates the magnetic properties of the steel but
also causes inter-laminar short circuits due to burr formation.
Burr and clearance have a strong impact on interlayer short-circuits as well as on
the cut edge properties. Burr formation occurs due to shearing and it occurs during
the separation of the metal by the two blades of the guillotine. Series of the events
occur, in which the moving blade contacts the sheet and rolls over till it reaches
the fracture shear stress of the sheet. The continuation of load continues initiates
a crack which produces the rapid breakthrough involving a ductile fracture of sheet
and formation of a burr as shown in Figure 4. In [22] Ko based on his work defines
burr as ”undesirable projection of material formed as the result of plastic flow from
a cutting or shearing operation”. The ISO 13715 defines the edge of a workpiece as
burred if it has an overhang greater than zero [23]. In [24] Gillespie has however
defined different types of burrs such as possion burr, rollover burr, tear burr and
cut-off burr as shown in Figure 5.
These burrs certainly deteriorate the properties of the materials in deformed re-
gion and may cause the short-circuits between the laminated sheets by impairing
the insulation of adjacent sheets in case of cores of electric machines. However, there
are many de-burring techniques such as using electrochemical machining, abrasive
flow machining or high pressure water jet. Unfortunately, no single de-burring op-
8(a) Position of guillotine cutting (b) Processes in burr formation
Figure 4: Burr formation [9]
Figure 5: Types of burr [24]
eration can accomplish all required edge conditions without having side effects [25].
The burred edges impair the insulation of adjacent sheets during the stacking of the
sheets and form the conducting layer. The effect of circulating eddy current will
only occur if burrs occur on opposite edges of the laminations [26]. However, bolts
or welding pass which are used to hold the stack of laminations can also provide
the returning path for the eddy current to form the closed loop. The number of
conducting layers formed by burrs within the stacks are uncertain since they are
formed by the stochastic process and are random in nature as shown in Figure 6.
These inter-laminar short circuits are accountable for additional losses in stack of
sheets and are considered indeterminable. The losses generally depend on a large
number of unknowns, such as e.g the short circuit’s geometry, the conductivity of
the contact points and the flux and eddy current distributions in its vicinity [27].
The total influence of all the short circuits can however be modelled by numerous
formulations.
9Figure 6: Schematic diagram of the induced eddy current and galvanic contacts on
electrical sheets
2.4 Literature review: Modeling formulations
There have been few studies done in [28], [26] regarding the modeling of inter-
laminar short circuit losses using artificial burr contacts where effect on permeability
due to punching is assumed constant and randomness of burr contacts were not
completely addressed. Eddy current loss was calculated due to galvanic contacts
on three phase transformer assuming the artificial burr by clamping conducting
copper tape at the opposite end of the limbs as shown in Figure 7. It was assumed
that x component of eddy current loss circulated along the length of the burr and
y component circulated only in a thickness of burr (8 µm). Eddy current loss was
calculated analytically using equation (2.7) and measured experimentally by varying
the number of laminations affected by the burrs. The comparison of calculated
and measured loss revealed that the measured eddy loss decreased compared to the
calculated one as the the contacts of laminations were increased. This is because the
magnetic flux density was considered uniform in the burred region during analytical
calculation but during experimental study exactly opposite burr contacts caused the
eddy current to oppose the magnetizing field and reduce the flux density in burred
region and hence decreased the experimental losses.
p =
pi2f 2B2ml
2
6ρ︸ ︷︷ ︸
eddy current loss along x direction
+
4pi2f 2B2m
ρ
1
3
( b
2
+ h
)3
− b
3
8

︸ ︷︷ ︸
eddy current loss along y direction
W/m3
(2.7)
Similarly, Moses et al. [29] studied the effect of the burrs on the large transformers.
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Figure 7: Cross section of lamination with artifical burrs
For a grain oriented 3 % silicon iron of 0.28 mm sheets burr size lesser than 0.02 mm
was observed. Moses drilled the laminated sheets to have the controllable artificial
contacts. The contacts were varied by inserting conducting pins. They used the
microprocessor controlled thermistor bridge to scan the temperature and measured
the loss on temperature rise principle. They concluded the increase of the loss due
to burr contacts probably up to 5 % of the total loss.
The burred edges can be modeled with finite element method with a very fine mesh
layer and usually an adaptive meshing is done but this fine mesh layer may consist
of degenerated elements or very high number of elements. The degenerated elements
lead to the system of ill conditioned matrix and may require costly solver and high
computational time. The alternative of the fine mesh is to model the conducting
layers formed by the burred edges by using boundary element method or thin shell
elements. These methods have been used to model the conducting shield in rotors
of high speed machines to damp mechanical oscillations and to prevent frequency
noise [30].
If the curl of a vector field has to be zero for a regions, vector field and its derivative
should be defined i.e. region should be simply connected domain and while modeling
the thin conducting layer in 3-D, if a multiple connected domain is present, a cut
should be introduced to make it simply connected domain so that the curl of a field
can be zero and the Green’s function can be applied. In 3-D conducting layers are
modeled with magnetic scalar potential but requirement of the simple connected
domain is a limitation. Hence, Honma et al. [31] modeled the thin conducting
layer having conductivity σ, thickness d and permeability µ, using the magnetic
vector potential to express a boundary impedance condition and a boundary ele-
ment method to solve the boundary integral equation. The boundary impedance
condition equation (2.8) for thin magnetic conducting layer Γ as shown in Figure
8 was obtained by solving the ampere’s law under quasi-static approximation and
expressed in magnetic vector potential as
11
Figure 8: Closed boundary Γ
[
A1
∂A1
∂n
]
=
1
1− αβ
[
1 + αβ 2β
2α 1 + αβ
][
A2
∂A2
∂n
]
(2.8)
where,
α =
σωµ0 tanh(
γd
2
)
jγ
, β =
jγ tanh(γd
2
)
σωµ0
γ =
√
(jωσµ).
The integral equation governing the quasistatic magnetic field of thin layer in the
air regions Ω1 and Ω2 as shown in Figure 8 are derived from the Laplace equation
for A where the thickness of layer was neglected in geometrical sense. The influence
of thickness was compensated by imposing impedance boundary conditions. The
integral equation was discretized by using boundary element method (BEM). BEM
has an advantage of reducing the number of data since it reduces the dimension of
mesh on physical model by one. In case of 2-D analysis, meshing is only done along
the boundaries of the geometry and is suitable if the computation interest is only in
the boundaries of domain. However, BEM is suited to deal with problems relating
to infinite domains but not appropriate for non-linear problems. [32]
Similarly, Muller et al. [33] developed the static and harmonic case formulation
for conducting shell based on boundary equations. The differential equations were
derived on the principle that current in the shell causes the discontinuity of the
tangential component of magnetic field strength. The derived equation of the shell
was coupled with boundary integral equations describing 3-D domains and was dis-
cretised by surface finite element mesh with respectively a point collocation method
for boundary integral equation and variational method for shell. For a 3-D domain
Muller addressed both the cases of closed and open shell. In case of closed shell, two
independent boundary integral equations were developed and in case of open shell
only one equation was developed.
There have also been studies done where the conducting layers are modeled with
thin shell elements. [34] Dular et al. developed the dual formulations to study the
thin conducting layers for 3-D problems and in [35, 36] 1-D thin shell model was
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developed incoporating non-linearity using the formulations developed in [34]. The
two formulations, vector potential formulation and magnetic field formulation were
developed for 3-D problems. The thin shell boundary having thickness d was consid-
ered and the thin shell domain Ωs which is not the part of domain Ω , was reduced
to an average surface Γs situated halfway between inner surface and outer surface
as shown in Figure 9.
The tangential discontinuity of electric field across the shell was addressed by de-
composing vector potential a into continuous ac and discontinuous ad term. The
vector potential a is uniquely defined in conducting region and decomposed part
addressed the shell region. The thin shell was reduced assuming the discontinuous
ad equal to zero on the inner side of the shell Γ
−
s and neglecting the corner and
extremities effect in the shell. Hence, the governing equation is given by
(a) Before reduction of the shell (b) After reduction of the shell
Figure 9: Thin shell formulation∫
Ω
ν(∇× a) · (∇× w)dΩ +
∫
Ωc
σ
∂ a
∂t
· wdΩ +
∫
dΩ/Γs
(n×H) · wdΩ
+ 2
∫
Γs
σβ
∂ ac,t
∂t
· wcdΓs +
∫
Γs
σβ
∂ ad,t
∂t
· wcdΓs +
∫
Γs
σβ
∂ ac,t
∂t
· wddΓs
+
1
2
∫
Γs
σβ
∂ ad,t
∂t
· wddΓs + 1
2
∫
Γs
ad,t
µβ
· wddΓs =
∫
Ωo
Jo ·wdΩ.
(2.9)
Equation (2.9) was discretized by whitney edge elements where w is the test func-
tion and β = d/2 if skin depth is larger than thickness of the shell. The advantage
of the edge element is that its degree of freedom depends on the edge of the element
and it can be interpreted as circulation of the field along the edge and moreover
the tangential component of the vector potential (ac,t,ad,t) or surface gradient of
magnetic scalar potential can be directly obtained from edge elements.
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The above explained models are mostly focused on 3-D problems and hence the
two dimensional boundary layer model was developed to address the conducting
layers formed by the burrs in laminated sheets. The width of the layer was consid-
ered to be less than skin depth and was coupled to the existing 2-D finite element
equations in inhouse software FCSMEK. The formulation of the boundary layer
model is more discussed in the later section.
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3 Methodology
3.1 Finite element method
A finite element method is a numerical computational tool for solving the partial
differential equations in the field of science and engineering. The history of finite
element dates back to the work of Lord Rayleigh (1870) and W. Ritz (1909) on
variational methods and weighted residual approach of B.G. Galerkin (1915) which
formed the theoretical background for finite element [37]. The ”finite element” term
was coined by Ray W. Clough in 1976, and since then finite element method has
been exploited by so many researchers from the field of mathematics, engineering
and applied science.
The use of variational or residual method for solving the partial differential equation
requires choosing of a quality approximation function for the entire geometry of in-
terest. The chosen approximation function also needs to satisfy essential boundary
conditions which becomes tedious as the geometry becomes complex. So, with the
use of finite element method, complex geometry can be divided into simple domains
or elements where suitable algebraic polynomials can be used as approximation
function over the elements. Later, those elements can be assembled based on the
continuity of the solution to represent the entire geometry.
In electromagnetism, FEM is performed with the residual method since the residual
method is established directly from the physical equation that has to be solved and
is more simpler to apply compared to the variational method [6]. In [38] Luomi also
explained the application of the finite element method with the numerical solution of
the magnetic field and the eddy current problems in electric machines. The funda-
mentals of the finite element method and governing equation of the electromagnetic
field solution for electrical machines are discussed in the following.
The quasi-static case (∂D
∂t
= 0) of Maxwell’s equation can be expressed as following
∇×E = −∂B
∂t
(3.1)
∇×H = J (3.2)
∇ ·B = 0 (3.3)
The material equation is given by
B = µH (3.4)
J = σE (3.5)
The electromagnetic field solution is obtained by simplifying the Maxwell’s equation
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and solving the partial differential equation. The application of the finite element
with residual method in solving the above equations requires the space discretisation
of the domain where these equations are solved. The time-dependent term in the
equation requires time discretisation. Moreover, the non-linearity introduced by the
material properties is governed by equation (3.4) and should be taken into account
during computation. The space, time discretisation and non-linearity are discussed
briefly in the following section.
3.1.1 Space discretization
The solution region is discretized in space by dividing the problem region into finite
elements and a shape function is defined over each single element. The space dis-
cretisation is also called as meshing and the accuracy of the solution depends upon
the order of the interpolating polynomials or the shape functions. The type of ele-
ment in meshing depends upon the geometry. For 2-D space, meshing is done with
triangular or quadrilateral elements and for 3-D tetrahedral or hexahedral elements
are generally used. The order of the interpolating functions is chosen by trading
off between the computation cost and the accuracy. In this thesis a boundary layer
formulation is coupled with a 2-D finite element formulation in an inhouse software.
First order triangular elements were used as shown in Figure 10.
(a) First order triangular element in local u-v
plane
(b) First order triangular element in global
x-y plane
Figure 10: Triangular element and its coordinate transformation
Each shape function of triangular element is non-zero over to only those elements
that contain its nodal points and equals zero over all other elements. The first
node of a triangular element is selected freely and nodes are numbered anticlock-
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wise. Shape functions for each element are firstly defined in the local or reference
element as in Figure 10a. Later, locally defined shape functions are transformed into
the global x− y coordinates plane as in Figure 10b by multiplying with coordinate
transformation Jacobian matrix.
3.1.2 Time discretization
The time derivative term in equation (3.1) can be discretized by θ-algorithm [6]
which allows the variable to be expressed for time (t) and increment of time (t+∆t).
The boundary layer formulation derived in section 3.3 is based on the magnetic
vector potential where the magnetic flux density B in equation (3.1) is written as
curl of the magnetic vector potential. The time derivative term of the magnetic
vector potential is then solved by using a time step by step procedure where the
time steps are denoted by k and k+1.
ak+1 = ak +
[
β
∂ a
∂t
|k+1 + (1− β)∂ a
∂t
|k
]
∆t (3.6)
The term β in equation (3.6) determines the type of discretization. There are
usually three methods, the first one is forward Euler (β = 0) which is simple but
bit unstable, the second one is backward Euler (β = 1) which is stable for non-
linear equation since it gives explicit equations in output variables and the third
one is Crank-Nicolson (β = 0.5) method. The backward Euler method damps the
error and consumes energy but Crank-Nicolson method does not damps the error
and conserves energy. Time discretization allows to obtain the field solution at each
time step through the iterative process and from those field solutions transient study
of machine is done.
3.1.3 Non-linearity
The non-linearity is introduced by the material characteristics. In such case, ν = 1/µ
depends on the square of magnetic flux density which results in non-linear equations
and these non-linear equations should be solved iteratively by linearising the equa-
tions. The linearisation is done by Newton Raphson method where nodal value of
each element is corrected at each time step of k by n number of iterations by
akn = a
k
n−1−P−1 r(akn−1) (3.7)
where, r is the residual vector and P is the Jacobian matrix given by,
r(ak) = 0
P =
∂ r(ak)
∂ ak
.
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3.2 Eddy current formulation
The time varying magnetic field induces the eddy current. The direction of induced
current is given by the right hand thumb rule and it can be mathematically rep-
resented in equation (3.1) and equation (3.2). In [38] Luomi presented two basic
formulations for the eddy current problems using the magnetic vector potential (A)
and the electric vector potential (T).
The curl of magentic vector potential gives the magnetic flux density and is given
by
B = ∇×A . (3.8)
Equation (3.8) can be substituted in equation (3.2) and current density (J) is ex-
pressed in terms of magnetic vector potential
∇× (ν∇×A) = J . (3.9)
It should be noted that equation (3.9) is valid for all magneto-static problems and
it is also valid for eddy current problems. The only difference is in case of eddy
current problem J is the induced current density that is given by equation (3.10)
and obtained by solving equations (3.8),(3.9), (3.1) and (3.5).
∇× (ν∇×A) = −σ∂A
∂t
− σ∇φ. (3.10)
where, φ is the reduced scalar potential and ∇φ is the irrotational part due to elec-
tric charges and the polarization of dielectric materials. Hence, the expression for
the magnetic vector potential formulation for eddy current problem is given by
∇× (ν∇×A) + σ∂A
∂t
+ σ∇φ = Js . (3.11)
Equation (3.11) assumes that for a current carrying region there is either a source
current density or eddy current density. In the presence of current source density,
conductivity (σ) is zero and equation (3.11) becomes equation (3.9). In presence of
eddy current density, the source current density Js = 0 and equation (3.11) becomes
equation (3.10). As, the eddy current closes itself, the divergence of the eddy current
density vanishes and gives another equation as
∇ ·
(
σ
∂A
∂t
+ σ∇φ
)
= 0. (3.12)
The continuity conditions of the field at the interface is also satisfied since the
tangential component of electric field
(
∂A
∂t
+∇φ) and the normal component of(
σ ∂A
∂t
+ σ∇φ) is continuous at boundary interface but this formulation does not
ensure the continuity of tangential magnetic field.
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Another eddy current formulation is the T−Ω formulation where the magnetic field
is defined in terms of electric vector potential T and magnetic scalar potential Ω,
H = T−∇Ω . (3.13)
The uniqueness of electric vector potential is obtained by Coulomb gauge as
∇ ·T = 0. (3.14)
Equation (3.13) combined with equation (3.2) gives
∇×T = J . (3.15)
The electric field can be expressed in terms of obtained current density as
E =
1
σ
∇×T . (3.16)
Solving the Maxwell’s equations (3.1),(3.4),(3.13) and (3.16), the electric vector
formulation is obtained as
∇×
(
1
σ
∇×T
)
= −∂ [µ(T−∇Ω)]
∂t
. (3.17)
The divergence of magnetic flux density vanishes ∇ ·B = 0 and from this another
equation is obtained as
∇ · µ(T−∇Ω) = 0 . (3.18)
This formulation ensures the continuity of tangential component of magnetic field
so the tangential component of vector potential T is continuous at the interface also
normal component of µ(T−∇Ω) is continuous at the interface.
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3.3 Boundary layer formulation
The mathematical equation for the coupled boundary layer model for inter-laminar
short circuit is derived on the basis that the presence of surface current at the edges
of sheets causes a discontinuity of magnetic field. In magnetic field problems non-
linear permeability of the material depends on the magnetic field strength and flux
density. Thus, across a surface, the tangential component of the magnetic field and
the normal component of the magnetic flux density are continuous. However, a lin-
ear current density or free surface current on edges causes the discontinuity of the
tangential component of the magnetic field strength. The relation is shown in equa-
tion (3.19) and to derive the expression it is assumed that thin slab is perpendicular
to a x axis and J is constant in the thin conducting layer h and is perpendicular to
the plane as shown in Figure 11.
Figure 11: Thin slab
n×(H1−H2) =
∫ h
0
J dx (3.19)
The current density J in terms of the magnetic vector potential is given in equation
(3.9) and equation (3.10). Integrating the J along the conducting layer and assum-
ing there is no imposed potential difference, equation (3.19) becomes
n×(H1−H2) = −σh∂A
∂t
. (3.20)
The magnetic field can be expressed in terms of magnetic flux density using the ma-
terial equation (3.4) where ν1 and ν2 represents the reluctivities of insulated sheet
and air, respectively.
n×(ν1B−ν2B) = −σh∂A
∂t
n×(ν1∇×A−ν2∇×A) = −σh∂A
∂t
(3.21)
The magnetic vector potential (A) in a two dimensional case is in z direction (A)
and the curl of the magnetic vector potential becomes
n×
(
ν1
∂ A
∂y
i−ν1∂ A
∂x
j
)
− n×
(
ν2
∂ A
∂y
i−ν2∂ A
∂x
j
)
= −σh∂ A
∂t
k . (3.22)
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The normal (n) is decomposed in x and y component in the two dimensional plane
and the cross product of vectors is taken. Equation (3.22) becomes i j knx ny 0
ν1
∂A
∂y
−ν1 ∂A∂x 0
−
 i j knx ny 0
ν2
∂A
∂y
−ν2 ∂A∂x 0
 = −σh∂ A
∂t
k,
[
−nxν1∂ A
∂x
− nyν1∂ A
∂y
]
k−
[
−nxν2∂ A
∂x
− nyν2∂ A
∂y
]
k = −σh∂ A
∂t
k .
(3.23)
The gradient of A is a vector quantity expressed in equation (3.34) and the normal
can be expressed as (n = nx i +ny j) vector. The dot product of two terms is ex-
pressed in equation (3.23) and it becomes
[−ν1∇A ·n +ν2∇A ·n] k = −σh∂ A
∂t
k . (3.24)
The surface current equation in terms of vector potential is given by,
ν1∇A ·n−ν2∇A ·n = σh∂ A
∂t
. (3.25)
Now, solving the Maxwell’s equations,
∇×∇×A = ∇(∇ ·A)−∇2A = µJ, (3.26)
and applying Coloumb gauge, ∇ ·A = 0 in the equation (3.26), the partial differen-
tiation equation (3.26) becomes
− k
[
∂
∂x
(
ν
∂ A
∂x
)
+
∂
∂y
(
ν
∂ A
∂y
)]
= J k . (3.27)
The partial differential equation in two dimensional can be written as
∇ · (ν∇A) = − J . (3.28)
The non-conducting region R comprising insulated iron (ΩFe) and air (Ωair) with
surface current at the boundary as shown in Figure 12 is considered. The J in
equation (3.28) will be zero because of the non-conducting regions. Now, according
to the weighted residual method, multiplying equation (3.28) by the weight func-
tion w and integrating over the respective region, the following equations is obtained
R =
∫
Ω
w∇ · (ν∇A)dΩ =
∫
ΩFe
w∇ · (ν1∇A)dΩ +
∫
Ωir
w∇ · (ν2∇A)dΩ = 0 .
(3.29)
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Figure 12: Definition of two region
Solving in insulated iron region
RFe =
∫
ΩFe
w∇ · (ν1∇A)dΩ = −
∫
ΩFe
ν1∇A ·∇wdΩ +
∫
ΩFe
∇ · (ν1∇A)wdΩ = 0 ,
now, applying divergence theorem and Green’s theorem to the second part of the
equation gives ∫
ΩFe
∇ · (ν1∇A)wdΩ =
∮
Γ
w(ν1∇A) · n dΓ ,
and assuming the weight function vanishes along the Dirichlet boundaries Γdir, the
equation in insulated iron region becomes,∫
ΩFe
ν1∇A ·∇wdΩ −
∮
Γia
w(ν1∇A) · n dΓ −
∮
ΓFe
w(ν1∇A) · n dΓ = 0 . (3.30)
Solving in air region
Rair =
∫
Ωair
w∇ · (ν2∇A)dΩ = −
∫
Ωair
ν2∇A ·∇wdΩ +
∫
Ωair
∇ · (ν2∇A)wdΩ = 0 ,
applying the divergence theorem and Green’s theorem to the second part of the
equation gives ∫
Ωair
∇ · (ν2∇A)wdΩ =
∮
Γ
w(ν2∇A) · n dΓ ,
and assuming the weight function vanishes along the Dirichlet boundaries Γdair, the
equation in air region becomes∫
Ωair
ν2∇A ·∇wdΩ −
∮
Γai
w(ν2∇A) · n dΓ −
∮
Γair
w(ν2∇A) · n dΓ = 0 . (3.31)
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Putting equation (3.30) and (3.31) in equation (3.29) gives,
R =
∫
ΩFe
ν1∇A ·∇wdΩ +
∫
Ωair
ν2∇A ·∇wdΩ
−
(∮
Γia
w(ν1∇A) · n dΓ −
∮
Γia
w(ν2∇A) · n dΓ
)
= 0
where,
−
∮
Γai
w(ν2∇A) · n dΓ =
∮
Γia
w(ν2∇A) · n dΓ
(3.32)
The last term of equations (3.30) (3.31) defines homogeneous Neumann boundary
condition (ν∇A) ·n = 0 and is satisfied naturally. The integrals over boundaries Γia
and Γai have opposite normal vectors directed outwards from the region. The pres-
ence of surface current on the boundary causes the discontinuity of the tangential
component of the magnetic field strength, the difference between these two integrals
gives the surface current. The mathematical expression showing (ν∇A) · n as the
tangential components of the magnetic field strength (Ht)is shown in equation (3.36)
and its geometrical representation is shown in Figure 13.
The vector potential A in two dimension is in z direction and the magnetic flux
density is given by,
B =
[
i j
] [ ∂A
∂y
−∂A
∂x
]
. (3.33)
The gradient of A can be expressed as
∇A = [i j] [∂A∂x∂A
∂y
]
. (3.34)
Hence, magnetic flux density B can be expressed in terms of ∇A with the intro-
duction of matrix term as
B =
[
0 1
−1 0
]
∇A . (3.35)
Using equation (3.4) and taking the inverse of the matrix, ν∇A is expressed in
terms of H as
ν∇A =
[
0 −1
1 0
]
H . (3.36)
Therefore, ν∇A ·n is the tangential component of H whose discontinuity leads to
the surface current.
Multiplying the equation (3.25) by weight function w and taking the line integral
along iron air interface ia, the following expression is obtained∮
Γia
w(ν1∇A) · n dΓ −
∮
Γia
w(ν2∇A) · n dΓ =
∮
Γia
wσh
∂ A
∂t
dΓia. (3.37)
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Figure 13: Geometrical representation as ν∇A ·n as tangential component of H
Putting the equation (3.37) in equation (3.32), the equation to be solved in insulated
iron and air region is obtained as follows,
R =
∫
ΩFe
ν1∇A ·∇wdΩ +
∫
Ωair
ν2∇A ·∇wdΩ −
∮
Γia
wσh
∂ A
∂t
dΓia = 0 . (3.38)
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3.4 Model Analysis
The derived mathematical boundary layer model given by equation (3.38) was com-
pared in COMSOL Multiphysics TMwith a fine layer model. The fine layer model
consisted of very fine mesh that has 950028 quadratic triangular elements. The
model was compared on UI-electrical sheets as shown in Figure 14. The material of
the UI sheet was iron having a relative permeability of 4000. The UI sheets were
considered insulated and conductivity was assumed to be zero. However, along the
edges of the sheets a conductivity of 3 MS/m was used.
Figure 14: UI geometry
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Both the models were studied in frequency domain, varying the frequency from 50
Hz to 150 Hz. In the fine mesh model of UI sheets, a thin conducting layer of width
h was assumed and it was parametrized from 0.05 mm to 0.2 mm as shown in Figure
14. The loss was computed at each thickness and frequency. The boundary layer
model was implemented by considering the same geometry and mesh. The thickness
in the boundary layer model was varied in the formulation. The air gap flux densities
between U and I sheets at different conducting layers and frequencies were plotted
in Figure 15. It can be seen that there is not noticeable difference in the air gap flux
densities between two models. The results are almost equal at low frequency and low
conducting width. The induced losses in the conducting layer were also calculated in
(a) Air gap flux density between U and I sheet along
the length in fine layer model
(b) Air gap flux density between U and I sheet along
the length in boundary layer model
Figure 15: Comaprison of air gap flux density
both the fine mesh model and boundary layer model supplying the external current
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density of 1.5 A/mm2. The results are shown in Figure 16. The calculated losses
from both the models were similar at 50 Hz and at burr width less than 0.1 mm.
It is seen from Figure 16 that as the frequency increases the losses increase but at
the frequency of 150 Hz after 0.15 mm, shielding phenomenon is seen which opposes
the flux to penetrate through conducting layer and hence decreases the loss. How-
ever, the two models behave approximately in similar way. This model can later be
used to model random contacts of sheets by varying the conductivity and burr width.
The random distribution of the conductivity and the width of conducting layer can
be obtained by stochastic approach through measurement. The model was firstly
incorporated in an inhouse software FCSMEK and non-linear model of UI90 sheets
was studied in both FCSMEK and COMSOL Multiphysics TM. The results were
compared and later the model was applied to study the losses in a 37 kW induction
machine.
Figure 16: Comparison of losses between the boundary layer model and fine mesh
model
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3.5 Computation algorithm and incorporation in FCSMEK
The space discretization of the boundary layer model given by equation (3.38) was
done by finite element method where potentials in each element are discretized by
replacing weight function w , with shape functions of active nodes. In this case, it is
assumed that the potential varies linearly and hence the shape function is a linear
polynomial and ’finite element’ is a first order triangular element. The application
of a finite element method results to a system of equations as [38],
Sa+T a˙ = 0 (3.39)
where,
Sij =
∫
Ω
ν∇Ni · ∇NjdΩ ,
i, j = 1, .., 3
a˙ =
∂ a
∂t
Tij =
∫
Γia
σhNiNjdΓ ,
i, j = 1, .., 3
(3.40)
In air region, the system of equations is solved as ν = ν2 (constant) and in non-
linear material of insulated sheet, the equations are solved as ν = ν1(B
2) where
reluctivity (ν1) depends on the magnetic field at least at flux densities higher than
1 T [38]. The time dependent nodal value vector a˙ is time discretized by Crank-
Nicolson method as explained in section 3.6. The non-linearity of the material was
solved by Newton-Raphson method which corrects the nodal value of a at each step
as explained in section 3.7. It is important to note that Tij is line integration along
the material boundaries and shape functions Ni and Nj correspond to only those
nodes that belong to material boundaries.
The inhouse software FCSMEK has the system of equations similar to the matrix
form as shown in equation (3.39). FCSMEK is a FORTRAN based software devel-
oped in Research Group of Electromechanics of Aalto University and is generally
used to study 2-D finite element analysis of electrical machines based on magnetic
vector potential. The incorporation of boundary layer model in FCSMEK can be
done by firstly, identifying the boundary of the material where the model is to be
implemented and secondly, by taking line integration along the boundary and form-
ing T matrix as shown in equation (3.40) then finally, adding it to the existing
system of equations. The detailed procedure for finding the material boundary and
of numerical integration is described as following.
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3.5.1 Boundary identification
In FCSMEK, meshing of geometry (space discretization) can be done with linear,
quadratic or cubic polynomials. Linear meshing results to three nodes per element
as explained in section 3.1.1. Each element is assigned with a material index and
boundary node and periodic ones are assigned with a boundary condition. The
parameters including the dimensions of the geometry, its type of material and the
supply characteristics are stored in cim.data file and once the geometry is meshed,
the information about the coordinates of the nodes, number of elements, boundary
conditions, index of the number of nodes per element, nodal values, material type
of each element and all the required informations are stored in cim.fedat file.
The cim.fedat file was firstly studied in MATLAB and an algorithm to identify
the material boundary was developed in MATLAB. The flow chart describing the
identification of boundary between two materials is shown in Figure 17. To identify
the material boundary in finite elements, the material index of each element was
checked by looping over all the other elements and the element of different material
was identified. Elements of two different materials are separated by common edge
as shown in Figure 21b. The nodes at the common edges were found by looping
over the nodes of identified elements. The identified element and nodes of mate-
rial boundary were assigned with index and stored in matrix which is used later
in numerical integration. The same algorithm is then implemented in FCSMEK to
identify the material boundary for UI sheets and induction machine. The identified
material boundary from FCSMEK was plotted in MATLAB and shown in Figure
23b.
3.5.2 Incorporation in FCSMEK
FCSMEK has collection of routines which are used in preprocessing, FEM analy-
sis and postprocessing. The preprocessing routine is MESH which is used to space
discretize the geometry. SYDC, CIMAC and CIMTD are the routines which are
used to do finite element analyis. CIMAC calculates initial values by doing time
harmonic calculation. CIMTD does the time stepping analysis and solves circuit
equations. CIMPLOT is the post processing routine which is used to plot the so-
lutions. The flow of programs in computing field soultion for induction machine
in FCSMEK is attached in Appendix. The incoporation of boundary layer model
is done in CIMTD module. The discretization of field equations, circuit equations
and formation of coefficient matrix for SPARSPAK solvers are formed in CIMTD
module. The boundary layer model due to conducting edges as explained in section
3.3 is added to the system of non-conducting irons equations (3.39) of trtd routine
in CIMTD. The T comprises the line integration of the boundary line and the nu-
merical integration procedure for boundary line is explained in the following section.
29
Figure 17: Flowchart for identifying boundary line of an element of different material
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3.5.3 Numerical integration
The solution of equations (3.39),(3.40) and computation of losses along the boundary
line requires numerical integration. The Gaussian quadrature method was applied
to perform the numerical integration. In the finite element application, the integral
of function f over a triangular element can be evaluated as summation of the prod-
uct of function at each integration points, weighting function for each point and the
determinant of the Jacobian matrix at each point. The mathematical expression is
shown in equation (3.41).
The multiplication by determinant of Jacobian matrix does the coordinate transfor-
mation from reference u-v plane to global x-y plane. In case of triangular element,
the determinant of the Jacobian matrix is twice the area of the triangle. The inte-
gration along the edge of the first order triangular element involves two nodal points
and the determinant of the Jacobian matrix is the length of the line defined by the
two nodal points. The minimum number of required integration points for integrat-
ing along the edge is one but during the integration of T matrix in the boundary
layer model, the product of two shape function varies quadratically and hence two
integration points were considered.
The potential variation of first order triangular element and 1-D element is shown
in Figure 18. The integration points and weight points are shown in Appendix.∫
Ω
f(x, y)dΩ =
1
2
n∑
i=1
wifi(u, v)|Ji| (3.41)
(a) First order triangular element (b) First order 1-D element
Figure 18: Potential variation in first order 2-D and 1-D element
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4 Results and discussion
4.1 Boundary layer model implementation in UI sheets
The boundary layer model was incorporated into inhouse software FCSMEK and the
solutions were compared with the solutions obtained from COMSOL Multiphysics
TM. The comparison was done on standard geometry of UI90 sheet where non-linear
iron material STABOLEC 260-50A was used. The bh curve of the material is shown
in Figure 19.
Figure 19: BH curve of STABOLEC 260-50A iron sheet.
The geometry of UI90 sheet was constructed in COMSOL Multiphysics TM. It
was meshed with 3348 linear triangular elements and the mesh from the COMSOL
Multiphysics TM was exported and used in FCSMEK. The exported mesh from
COMSOL Multiphysics TM was in Nastran format which is not compatible with
FCSMEK so a MATLAB subroutine was used to parse the exported mesh from
COMSOL to make it compatible with FCSMEK. The meshes obtained from the
two softwares are shown in Figure 20. The boundary layer model was implemented
in both the softwares considering the conductivity (σ = 3 MS/m) and burr width
(h = 0.2 mm). The flux distributions at last time period obtained from the two
softwares were plotted in Figure 21.
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(a) Mesh obtained from COMSOL for UI90 sheet
(b) Exported mesh from COMSOL used in FCSMEK
Figure 20: Transfer of mesh
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(a) Flux density distrubution at 3000 A at 60 ms in FCSMEK
(b) Flux density distrubution at 3000 A at 60 ms in COMSOL
Figure 21: Comparison of flux density distribution
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Time stepping analysis was done for 200 steps per period and three periods were
studied for 50 Hz frequency. The non-linearity was solved by Newton-Raphson
method and time discretization was done by using Crank-Nicolson method. The
sinusoidal source current was supplied and the peak current was varied from 500 A
to 5000 A and the losses were computed in both the models and compared as shown
in Figure 22. The loss computation was done in the last time period in both the
models and the loss was computed along the boundary line using∫
Γ
σh
(
dA
dt
)2
dΓ , (4.1)
Equation 4.1 was numerically calculated considering two integration points as ex-
plained in section 3.5.3.
The losses computed from the two different softwares were similar. However, dif-
ference of less than 3 % was obtained in the computed loss which may be due to a
numerical error in considering the integration points. Since, during loss computa-
tion, the integration points in both the software were not the same.
Figure 22: Comparison of losses obtained from FCSMEK and COMSOL
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4.2 Model application in cage induction machine
The losses computed for UI sheets using the boundary layer formulation from inhouse
software and COMSOL Multiphysics TM were similar. Moreover, the computation
time in inhouse software was less compared to COMSOL Multiphysics TM. So, the
37 kW induction machine was studied implementing the boundary model in FC-
SMEK. The cross section of the geometry and the identified boundary are shown in
Figure 23a and Figure 23b, respectively.
(a) First order triangular element mesh for in-
duction machine
(b) Material boundary identified where bound-
ary layer model is implemented
Figure 23: Geometry of studied induction machine
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The developed subroutine in FCSMEK was used to implement the boundary layer
model. The end effect of the machine is neglected since the reduced scalar potential
was not included in the boundary layer model. The model was studied with 1841
linear triangular elements. The material for the stator and rotor was STABOLEC
260-50A. The bh curve is shown in Figure 19. The non-linearity was solved by
Newton-Raphson method. The Crank-Nicolson method as explained in section 3.1.2
was used for time discretization.
The machine parameters and the time stepping results obtained with and with-
out the model is tabulated in Table 1. The boundary layer model with conductivity
(σ = 3MS/m) and burr width 1 µm slightly increases the terminal current and
torque. This causes the slight increase in the resistive loss of the rotor and stator.
The total stator loss was increased by 10 %. The difference between field solutions
Machine parameters With boundary layer model Without the boundary layer
model
Terminal voltage 400 V 400 V
Terminal current 62.76 A 61.6 A
Power factor 0.797 0.8174
Slip 0.01 0.01
Rotational speed 1485 1485
Air-gap torque 219.201 Nm 218.997 Nm
Shaft power 34.09 kW 34.06 kW
Air-gap flux density 0.867 T 0.872 T
Stator temperature 50 C 50 C
Resistive loss in st.winding 859.48 W 815.31 W
Core losses in the stator 564.03 W 564.53 W
Rotor temperature 50 C 50 C
Total resistive loss of rotor 477.20 Nm 476.39 Nm
Core losses in rotor 200.44 W 200.68 W
Total stator loss 1423.51 W + 94.54 W 1379.84 W
Rotor losses 677.64 W 677.84 W
Total electromagnetic loss 2195.69 W 2056.91 W
Table 1: Results from time stepping analysis
obtained with and without the boundary layer model is shown in Figure 24. The
losses were computed along the boundary edge at slip 0.01 over the last time pe-
riod. The increase in the total electromagnetic losses due to inter-laminar contact
at conductivity 3 MS/m and burr width 1 µm was 6.78%.
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Figure 24: Difference of field solution
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5 Conclusion
The burr formed at the edges of sheets during the punching deteriorates the in-
sulation of adjacent sheets and forms the random inter-laminar galvanic contacts
during stacking of the sheets. The bolts or the welding seam which is used to hold
the sheets provides the path for eddy current and causes additional losses. The
burred region is in range of few micrometers and hence to model this burred region
using only finite elements requires very fine mesh and high computation time. So,
a boundary layer model was developed and coupled to 2-D finite elements to model
the additional losses in electrical machines due to inter-laminar galvanic contacts
at the edges of electrical sheets. The boundary layer model does not require a fine
mesh along the burred region. The boundary layer model was compared with a fine
mesh model and it has acceptable accuracy at 50 Hz and at burr width less than
0.1 mm. The developed boundary layer model is incorporated into in an inhouse
software FCSMEK which is a FORTRAN based software. The coupled boundary
layer model can be used to predict the additional loss caused by inter-laminar gal-
vanic contacts at the edges of sheets. Prediction of such losses is essential for electric
machines manufacturers. The losses introduced due to the manufacturing process
which are still under study adds up the heat in the machine. The accurate prediction
of such losses allows proper design and a cooling system which not only prevents the
damage of the machine in future operations but also saves the cost of maintenance.
However, the formation of the burr is stochastic in nature and depends on the
age of the punching tools and the galvanic contacts are random in nature. The ran-
domness of the contacts can be incorporated into the developed model by identifying
the conductivity distribution. The distribution of the conductivity can be obtained
statistically by measuring conductivity of numerous samples of electrical sheets by
varying the stacking pressure. The obtained distribution can later be validated by
a statistical and stochastic approach.
The coupled boundary layer model is applicable to thin edges where the current
density is assumed to be constant and the accuracy of the model can be improved
by adding the skin effect conditions.
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APPENDIX A
Figure 25: Flow of command line in Time step analysis of induction machine in
FCSMEK
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APPENDIX B
Gaussian quadrature rule
A gaussian quadrature rule is a method to calculate definite integral of function
numerically. It is done by taking weighted sum of function at specified points within
the domain of integration. A polynomial of 2m-1 can be calculated using m number
of integration points. The weight values and integration points for different order of
polynomials are tabulated below.
m xi weight Wi
1 0 2
2 ±0.5777 1
3 0 0.88889
±0.7745 0.555556
4 ±0.339981 0.652145
±0.861136 0.347855
5 0 0.568889
±0.538469 0.478629
±0.90618 0.236927
