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1. INTRODUCTION 
Popov [5] has made an extensive study of the algebraic theory of pointwise 
degenerate systems with one delay, a topic initiated by a conjecture of 
Weiss [7]. In [6], Popov showed how this theory can be utilized for a delay 
feedback optimal solution of a “minimal time regulator problem.” Once this 
application is understood, it becomes clear that the theory of pointwise 
degenerate systems needs to be extended in at least two directions. That is, 
the need exists to consider pointwise degenerate systems with respect to 
several outputs and to allow several delays. It has been shown in [l] that the 
Popov construction in [6] can be extended to the case of several outputs but 
only after imposing severe dimensional requirements. It has also been shown 
how these requirements can be relaxed if we allow two delays. 
It is the aim of this paper to extend Popov’s algebraic theory with respect to 
both the number of outputs and the number of delays. The main results are 
concerned with the structure of the degeneracy set, with necessary and 
sufficient conditions for pointwise degeneracy, and with the structure of a 
special class of strongly regular systems (see Def. 2) to which the “time optimal 
problem” belongs. 
It has been shown by several authors that pointwise degeneracy cannot 
occur for R = 2 and one delay. Zverkin [9] gave an example of a pointwise 
degenerate system for ?t = 2 but with two delays. This example may now be 
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understood from the viewpoint of the theory developed in this paper (see 
Sec. 5). 
The exposition of this paper follows closely the one developed by Popov [l] 
and we refer the reader to that paper for further history and motivation. 
Additional papers related to pointwise degeneracy are Zmood and 
McClamroch [8], Charrier [3], and Kappel [4]. 
2. THE DEGENERACY SET 
In this paper we will be concerned with the delay-differential equation 
with m lag or delay terms 
k(t) = Ax(t) + B&t - h) + Bg(t - U) + 0.. + B&t - mh) (1) 
where A, B$ are n x n matrices with complex entries (B, # 0), x(t) E Cn, 
and h > 0. V” will denote the class of K times continuously differentiable 
functions and R the real line. 
DEFINITION 1. Equation (1) is said to be pointwise degenerate (pd) at tl 
with respect to the tl x p matrix Q if for all initial continuous functions given 
on the interval [-m/z, 0] the corresponding solution x(t) satisfiesQ*x(t,) = 0 
[7]. Otherwise, the delay-differential equation is called pointwise complete. 
The largest set of real numbers at which the equation is pd with respect to Q 
is called the degeneracy set for Q. 
If (1) is pd at tl then it is degenerate for any t larger than tl and the 
degeneracy set is a half-axis. Indeed, if x is a solution defined on [--?nh, t,] 
with tz > tl then z(t) = x(t + tz - tl) is a solution defined on [-m/z, tl]. By 
assumption Q*z(tJ = 0, hence Q*x(tJ = 0. This simple fact is of great 
utility in control theory if one wants to reach a linear manifold in the state 
space of the system in a finite time and remain there. 
In order to prove many of our results it is convenient (following Popov) 
to consider a control system associated with (1) and the Q matrix. For this 
purpose define A,, C, and Qle as the block matrices 
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and 
Qk* = (0 0 .-- 0 Q*) 
where A, is nk x nk, C, is nk x nm, and Qk* isp x nk. The control system 
then takes the form 
j = A,Y + GA v = QUAY (2) 
where u is an nm-vector and y is an &vector with “components” y, and I+ as 
n-vectors: 
y* = (Yl*Ya* **- Yk*)> u* = (ul*uz* a*- urn*). 
The relation between the solutions of (1) and (2) is given by 
LEMMA 1. Let x be a solution of (1) dej%ed on [ -mh, a~). Define y and u by 
y&) = 4t - (k - I-M j = 1, 2 ,..., 12, 
q(t) = x(t - (k + j - l)h), j = 1, 2 ,..., m. 
Then for t > (k - l)h, y is a solution of (2) corresponding to the control u. 
Conversely, let y and u be continuous functions which satisfr (2) on the interval 
(k - 1)h Q t < hk and the conditions 
%((k - 114 = %+1W j = I,..., m - 1 
y,((k - l)h) = eM4 (3) 
Y~+I(@ - l)h) = ~dkh), j = l,..., k - 1. 
Then the function x: [-mh, kh] -+ Cn deJned by 
u,(t + (k + m - l)h) for -mh < t < -(m - 1)h 
x(t) = -h&<O 
O,ct<h 
for (k - I)h *< t < kh 
is continuous and satisjies (1) in the interval (0, kh). 
5051x4/2-8 
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Proof. The p-th equation of (2) is 
9-l 
9, = AY, + C Bile-i + 2 BiUi-s+lp 1 <p,<k. 
i=l i=p 
Using the definitions of yj , ui we have 
P-1 
k(t - (k - p)h) = Ax(t - (k - p)h) + c B&t - (k - P + i)h) 
i=l 
+ ‘f Bix(t - (k -P + i)h) 
i=P 
which is (1) for t > (K - p)h and 1 < p < k. The converse of the lemma is 
immediate if the conditions (3), required by the continuity of solutions of (l), 
are utilized. 
In the next lemma we will define a particular class of functions (y, u) that 
are solutions of (2). As these will be of sufficiently rich structure they will be 
used to construct solutions of (1) using Lemma 1. 
Again following Popov, define the nk x nm polynomial matrix Sk(s) by 
(sl,, - A*) S,(s) = C, det(sl,, - A,,J 
where Iflk is the nk x nk identity matrix. We may write 
S,(s) = P”” + P,ks + *** + P$Jk-l 
where 
Pik = (LY~+$,,, + LX~+~A, + a.0 + Aik-l-i) C, , i = O,..., nk 
and a, are the coefficients of the characteristic polynomial of A,: 
det(sl,, - Ak) = f  CY# (01,~ = 1). 
j=O 
(4) 
(5) 
1 (6) 
LEMMA 2. Let A,, Ck , and Sk(s) be defined as above. For every function 
fi R + Cnm of class Wnk, the function y: R + Cnk defined by 
YW = [&(~)fl(t) (D = d/dt) 
is a solution of (2) corresponding to the control u: R -+ 0” defined by 
u(t) = [de@% - Ak)fl(t). 
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Proof. 
wn* - 4CMw = KmlK - 42) smfl(t> 
= C,[det(DI,, - &)f](t) = Cku(t). 
LEMMA 3. I f  Qk*Sk(s) E 0 for some k > 0, then for any solution of (1) 
defined for t >, -tnh, Q*x will satisfy the ordinary vector d$j%rential equation 
[det(D& - AJQ*x](t) = 0 for (k - 1)h < t. 
Proof. From Qk*Sk(s) E 0 and (5), it follows that Q2,*Pjk = 0. For 
successive values of i, starting with j = nk - 1, we obtain from (6) that 
Qk*AkjCk = 0. By the Cayley-H amilton theorem this expression is valid 
for allj and we deduce that Qk*eAK’k = 0. If x is an arbitrary solution of (l), 
then by Lemma 1 a couple (y, U) satisfying (2) may be constructed and 
r(t) = e A~(t--(k-l)h)y((k - 1)h) + I” 
(k-1)h 
eAk(t-ol)Cku(a) dol 
for t > (k - 1)h. Thus 
Qk*y(t) = Qk*eA*(t-(k-l)h)y((k - 1)h). 
Differentiating this last expression j times and using the Cayley-Hamilton 
theorem shows that 
[det(DI,,k - Ak)Qk*Yl(t) = 0 for t > (k - 1)h. 
From Lemma 1 and the definition of QR we have Qk*y(t) = Q*yk(t) = Q*x(t) 
for t > (k - 1)h. 
We now extend the first major result of Popov. 
THEOREM 1. Assume that Eq. (1) is pd at tI with respect to the matrix Q. 
Then the degeneracy set is of the form [(k - I)h, 00) where k is the smallest 
integer with the property 
Qk*--1&-l(~) + 0, Q,*&(s) = 0. 
Moreover, k > 3. 
Proof. Assume degeneracy occurs for the first time at tl and let k be such 
that (k - 1)h < tl < kh. We first show that Qk*Sk(s) = 0 by selecting 
a function (e.g., a polynomial) f: R -+ Cnm that satisfies 
(D’f)(kh - h) = (Dif)(kk) = 0, j = 0, l,..., nk, 
(Df )(tJ = (pj”)* !7c s j = 0, l,..., nk - 1 
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where (Ii is a column of Qn . For y and u as defined in Lemma 2 we have 
u(Kh - h) = u(kh) = yfkh - h) = y(kh) = 0 and since the continuity 
conditions (3) are satisfied, (y, U) will generate a solution to (1) on the interval 
[-mh, kh]. At t = tr 
d-1 nk-1 nk-1 
[&*sk(D).fl(tl) = jg  (!fi*pikDif)(tl) = c @i**Pjk(Pik)*qi = 1 11 #i*pjk I?* 
i=O j=O 
On the other hand 
[!?i*sk(D)f](tl) = &*Y@l) = !h*Yk@l) = !h*+) = o for i = l,...,p. 
Thus Qk*P,k = 0 for j = 0, I,..., nk - 1 and we have from (5) that 
Qk*&(S) = 0. 
By Lemma 3, Q*x is a solution of the differential equation 
[det(Dhk - Ak) Q*4W for t > (k - 1)h. 
However, Q*x(t) = 0 for t > tr and this impliesQ*x(t) = 0 for t > (k - 1)h. 
Thus the minimal t, is (k - 1)h and the degeneracy set is the half-axis 
[(k - I)h, 00). N ow suppose Qr*.S’?(s) = 0 for r < k. By Lemma 3, Q*x 
satisfies an ordinary differential equation for t > (Y - l)h and since 
Q*x(t) = 0 for t >, tl we must have 9*x(t) = 0 for t > (r - 1)h which is a 
contradiction. 
To see that k > 3, observe first that if m = 1 then k > 3 as proved by 
Popov [5]. To show that k = 2 is not possible for m > 2, we consider the 
solution defined on [0, k] by an initial function such thatg(t) = 0 for t < --h. 
Then for this solution we have z?(t) = Ax(t) + B,g(t - h) and the impos- 
sibility of degeneracy follows from the result of Popov. A similar argument 
isvalidifk = 1. 
Remark 1. If m = 1 then Popov has shown as an obvious corollary of the 
above result that B = bc* yields a pointwise complete system. In Asner and 
Halanay [2] this result was extended using Theorem 1 for B, = bcj* but it 
required a rather long proof. Not yet clarified is the more general situation 
where Bj = b,ci*. 
3. ALGEBRAIC N.A.S.C. FOR POINTWISE DEGENIBACY 
Let C denote the nk x n2mk matrix 
C = (C, A,$‘, ..a A;“-‘C,). 
LEMMA 4. Let rank(C) = nk. Then fbr any set of erectors x0, x1 ,..., +T, , 
(5 E Cn), there etists a solution of (I) such that x(jh) = xI , j = 0, f ,..., k. 
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Proof. If rank(C) = nk then rank(P”) = nk where Pk is the nk x Ark 
matrix Pk = (P,” Plk *** Ptk-J. Indeed, if t*Pk = 0 then r*&(s) = 0, and 
as in the proof of Lemma 3 we have r*AkVk = 0 for j = 0, l,..., nk - 1. 
Hence, r*C = 0 and I = 0. 
Define the nk-vectors z,,* = (x0* x1* *** x$-J, xl* = (xl* x2* **a xh*) 
and construct the n2mk-vector a* = (a,* ur* *.* u&-J from 
Pka = z - r”+zO (7) 
where ui is an nm-vector. This solution exists because rank(P”) = nk. Define 
the nm-vector ank by x0 
w0 + %a1 + --* + ank-lunk-l + %k = Xl [*I : %a-1 
where a$ are the coefficients of the characteristic equation of Ak . (In case 
k < m we consider arbitrary vectors x3 for k < j < m.) 
Select now a functionf: R + Cm@ of class qnk (e.g. a polynomial) such that 
Xl 
(D”f)((k - 1)k) = 0 for i = 0, l,..., nk - 1; (Dkf)((k - 1)k) = 
(Df)(kk) = ai for i = 0, l,,,., nk, 
II “? , %I 
and define 
and 
y(t) = &(t-(k-l)h),o + (&@)f)(t) 
Then 
u(t) = [det(Dkk - Ak)f](t). 
[(Dlnk - Ak)‘J’](t) = (DI,, - AR) f?Ak(t-(k-l%, + [@I,, - A,) &(@f](t) 
= [det(Dlmk - AR) ckfl(t) = ck+)* 
We have 
y((k - l)h) = zo , 
nk-1 nk-1 
Hkh) = eALhzo + C Pjk(Djf)(kk) = eA+zo + c p3kaf = zl , 
j-0 530 
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x0 
u(kh) = z.I, = jgo LY$zf = 
i-1 
“’ . 
%-1 
As the pair ( y, U) satisfy conditions (3) they generate, by Lemma 1, a solution 
to Eq. (1). For this solution we have x( jZz) = y,(kZr) = xi . 
Remark 2. Charrier [3] has proved a similar proposition for the trme 
varying equation x(t) = A(t) x(t) + B(t) x(t - h). 
COROLLARY 1. Zf Eq. (1) is pd at kh then rank(C) < nk. 
Proof. Assume rank(C) = nk, let ql # 0 be the first column of Q, and in 
the above lemma xk = ql . For the constructed solution we have q,*x(kk) = 
ql*xk = ql*ql # 0, a contradiction to (1) being pd at tI = kk with respect 
to Q. 
The following result expresses the desired necessary and sufficient algebraic 
conditions for pointwise degeneracy. 
THEOREM 2. Eq. (1) is pd with respect to Q at t, > 0 z# there exist integers 
I > 0, k > 0 (tl > kh), an 1 x nk matrix R = (RI R, **a Rle) of rank 1, un 
I x I matrix V and a p x 1 matrix T* such that 
and 
RC, = 0, (8) 
RA, = VR, (9) 
T*(eVhR, eVhR, - R, *** eVhR, - Rkml - RJ = -Q& (10) 
Proof. (a) Assume (S)-(lO) are true and let x be a solution of (1). 
Construct y and u as in Lemma 1 and define z(t) = Ry(t). For t > (k - l)h, 
y is a solution of (2) and 
.i.(t) = Rj(t) = R(A,y(t) + C&t)) = RA,y(t) = VRy(t) = Vx(t). 
Thus z(t) = e%(t - h) for t > kh. From the definition of y in Lemma 1 
y*(t) = yi+l(t - h) for i = I,..., k - 1 and 
T*z(t) = T*Ry(t) = T* i Riyi(t) = /L* yR,yi+l(t - h) + T*R,y,(t). 
kl i=l 
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Also 
k-l 
T*s(t) = T*e”*z(t - h) = T*eYhRy(t - h) = T* c Riyi+& - h). 
i-1 
Thus 
0 = T*R,y,(t) = Q*JJk(t) = 8*x(t) for t > kh. 
(b) From Corollary 1 and Eq. (1) pd at Rh for Q we have rank(C) < nk. 
From elementary algebra it is known that the null space 7 of the adjoint of C 
is nonempty iff rank(C) < nk. If dim q(C) = I > 0 then there exists an 
1 x nk matrix R = (R, R, *** Rk), where Rj are I x n matrices, of rank 1 
such that RC = 0, and the rows of R are a basis of ?(C*). The Cayley- 
Hamilton theorem implies that RA,C = 0 and each row of R/l, is in ,(C*) 
and thus a linear combination of the rows of R. It follows that there will exist 
a unique I x 1 matrix V satisfying the equation R/l, = VR. An induction 
argument shows that RAk’ = ViR for i = 0, l,..., hence R&k” = evhR. Thus 
there exist integers I > 0, K > 0, and matrices R, V satisfying (8) and (9). 
Equation (10) will have a solution T if 
eVhR,x,, + (eVhR, - R,) xl + .*. + (eVhR, - Rk) xk-1 - Rgk = 0 
(11) 
will imply Q*xk = 0. Consider a set of vectors x,, , x, ,..., xK that satisfy (11) 
and Q*x, # 0. With the notation in Lemma 4, (11) is eVaRzo = Rz, . But 
evhR = ReAph and R(z, - eAkhz,,) = 0. S’ mce this condition is satisfied (7) 
will have a solution and we may again perform the construction in Lemma 4 
to obtain a solution of Eq. (1) such that x(jh) = xi forj = 0, I,..., k. For this 
solution Q*x(Kh) = Q *xk # 0, a contradiction. 
The following example illustrates Theorem 2 for a degeneracy set equal 
to [4h, co). 
EXAMPLE 1. n = 3, m = 4, h = 3x14,~ = 1. 
;B’il ,-jJ ,$I, ,Io;;, [?J i 
i 
-1 0 1 000 010 000 
R 000 -10 1 000 
= 
000 000 -10 1 000 ’ 
 000  010 I -10 1 
T* = (-292, 1, -2l’s/2,0) 
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To show that the degeneracy set starts at 4h one may transform this system 
using 
1 0 1 
x=0 10x [ 1 1 0 2 
to a system where it becomes clear that degeneracy cannot occur prior to 4h. 
4. STRONGLY REGULAR POINTWISE DEGENERATE SYSTEMS 
Popov called Eq. (1) with m = 1 regular for q if the pair (A, B) is com- 
pletely controllable, (q*, A) completely observable and (1) pd at tr = 2h. We 
extend this definition for systems with m lags and p output vectors. 
DEFINITION 2. A pd system of the form (1) is said to be strong& regukzr 
for Q if(i) the pair (A, [Br B, ... Bm]) is completely controllable, (ii) (Q*, A) 
is completely observable, and (iii) Eq. (1) is pd at tr = 2/z. 
The following is an example of a strongly regular system. 
EXAMPLES. n=m=3,h=2,p=l. 
,;43 I_p j -.FJ [-i” :i -.a [-:i 1: -2, /ij 
One may use Remark 3 with 
I 
to show that this example is pd at tl = 4. 
THEOREM 3. If Eq. (1) is strongly regular f&r Q, then there exists an n x n 
matrix Z such that 
Q*Z2 = 0 
Q *eAh = Q*Z 
Bl = AZ-ZA 
B j+l = -ZB, , j = l,..., m - 1 
Z-B, = 0. 
(12) 
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Proof. With k = 2, the conditions in Theorem 2 reduce to 
R,B, + WL, = 0 j = I,..., m - 1 
RIBm = 0 
R,A + R2B, = VR, 
R&l = VR, 
T*eVhR, = 0, T*eVhR, = T*R, , 
rank(R, R,) = 1. 
(13) 
T*R, = Q*. 
We first show for the l-vector w that w*R2 = 0 iff w = 0. The above 
conditions yield w*R,A = w*VR, and w* VR, = 0. An induction argument 
results in w*RIAf = WAVER, and w*ViR2 = 0 for i an integer. Thus 
w*RIAiB, = w*V8RlBj = -w*V”R B. - 0, forj = l,..., m - 1 and it is 2 3+1- 
easy to see that we have also w*R,A{B, = 0. Since (A, [Bl B, *** B,,J) is 
completely controllable we have w*R, = 0 hence w*R = 0. From 
rank(R) = 2, it follows that w = 0. 
Next we show that R,w = 0 iff w = 0. From R,A = VR, we have 
R,Ai = ViR2 for i an integer. Thus Q*A”w = T*RaAiw = T*ViR2w = 0, 
and w = 0 because the pair (Q*, A) is completely observable. 
As R, is nonsingular we have E = n, V = R2AG1 and we obtain (12) by 
defining Z = GIRl . 
Remark 3. Any system with the construction (12) is pd at tl = Z. This 
follows by letting a(t) = x(t) + Zx(t - h) f or any solution x(t) of (1) and the 
technique of Popov [6]. 
For any column vector Q of Q we have the following. 
COROLLARY 2. If q* and q*&” are dependent, (q*, A) completely observable 
and64 LB1 B2 a-+ B,J) completely controllable, thenpd is impossible at tI = 2h. 
Proof. If such a delay-feedback were to exist then a Z exists. But 
q*eAh = w* implies MI* = q*Z and q*Z2 = 0 implies q* = 0, a contra- 
diction. 
If we assume slightly more on B, we obtain considerably more information 
for strongly regular systems. Let the p rows of Q* be independent so that 
a* 
Q*= i [ 1 and let 49 * 
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COROLLARY 3. Let Eq. (1) be strong& regular for Q and rank(B,) = n - p. 
Then m = 2, n > 2p, and 
z = i rjqj*eAh 
j=l 
where 
q,*Y( = 6,j 
qj*eAlli = 0 for i,j= I,...) p. 
Proof. From (12), Q*eAhB, = 0, rank(Q*eAh) = p, and rank(B,) = B- p 
it follows that the p vectors qi*eAh, j = l,..., p form a basis of 7(B,). Since 
ZB, = 0 each row of Z can be expressed as a linear combination of these base 
vectors. Hence Z = Cpzl r,q,*&h. From Q*eAh = Q*Z and the linear 
independence of the base vectors we deduce that qj*rj = & . Similarly from 
Q*Zs = 0 we obtain qI*eA%i = 0 for i,j = l,..., p. From this last expression 
and the form of Z we also have Z2 = 0 and using (12) B, = -ZAZ, B3 = 0 
for j larger than 2. The conditions for ri are possible only if n > 2~. 
Remark 4. In Example 2 the rank(Ba) = 1 # n - p, and that explains 
m = 3. 
Remark 5. If n > 2p we are always able to construct a pd system for 
given A and Q matrices that solves the “minimal time” problem. This is the 
solution in [l]. Also note that if in Corollary 3 qj*eAhAr, = 0 for i,j = I,..., p 
then B, = 0 and m = 1, (see [l and 51). 
Charrier [3] starting from an entirely different viewpoint constructed an 
example with n = 6, m = 1, p = 2 and h = 1. It is easy to verify that this 
example corresponds to the situation in Remark 5. Indeed, let 
A = (ad, a15=aIB=a26=2, a53=-a54=a64=-1, 
and all other elements of A are zero, 
B = (bij), b,, = b,, = b, = 2, b,, = -b,, = b,, = 1, 
and all other elements of B are zero, 
ql* = (1 -1 -1 1 -2 0) 
and 
q2* = (0 1 0 -1 0 -2). 
Then B = AZ - ZA = (rIql* + r2q2*) eA where 
z = (%l), x31 = z42 = -1 
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and all other elements of 2 are zero. Also 
Yl*=(o 0 -1 0 0 0) 
Tz* = (0 0 -1 -1 0 0). 
5. POINTWISE DEGENERATE SYSTEMS OF THE SECOND ORDER 
This section is partially motivated by the following example due to Zverkin 
which illustrates a strongly regular system. 
EXAMPLE 3. n=2,m=2,h=ln(2),p=l. 
LEMMA 5. Let n = 2 and the system be pd at 2h for Q. Then (Q*, A) is 
completely observable and (A, [BI B, *** B,,J) is completely controllable. 
Proof. We assume m > 1 since it is well known that pd is impossible with 
n = 2, m = 1. From (13) Q*&h = T*R,eAh = T*evhR, = T*R, # 0. 
With RIB, = 0 and Q*eAhB, = 0 we conclude (n = 2) that rank(B,) = 1, 
p = 1, and RI = rQ*eAh for r E Cr. Suppose 
w*Bj = 0, w*ABj = 0 for j = l,..., m. 
The Cayley-Hamilton theorem gives 
w*e-AhB. = 0 3 9 w*Ae-AhB. = 0 3 for j = l,..., m. 
But w*B, = 0 implies w* = pQ*eAh and we get 
pQ*Bj = 0, pQ*ABj = 0 for j = l,..., m, 
which in turn imply pQ*&(s) = 0. F rom Theorem 1, p = 0 hence w = 0 
and complete controllability is established. 
Assume now that (Q*, A) is not completely observable. Then the vectors Q* 
and Q*A are dependent and we may always write Q*A = aQ* which implies 
Q*eAh = phQ* hence RI = &Q*, T*r # 0, and Q*B, = 0. From 
RIBj + RzBj,I = 0 for j = l,..., m - 1 we have 
euhT*rQ*Bj + T*Ra*+l = e”hT*rQ*Bj + Q*Bj+l = 0. 
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Inductively we obtain Q*Bj = 0 and then Q*ABj = 0 for j = I,..., m. This 
is the same contradiction as in the previous paragraph. 
THEOREM 4. Let n = 2 and the system be pd at 2h for Q. Then p = 1, 
m = 2, and the matrix Z in Theorem 3 is given by Z = rQ*eAh where r is 
defined by Q*r = 1 and Q*eAhr = 0. 
Proof. See Corollary 3 and the last lemma. 
Remark 6. It is easy to verify that Zverkin’s example has this structure. 
Note. After this paper was submitted we were able to prove that n = 2, 
m = 2 necessarily implies pd at 2h. 
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