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Summary This Note generalizes two estimators of the quadratic regression with
measurement errors by Fuller and Wolter and Fuller to the polynomial case
  Introduction
Fuller 	 and Wolter and Fuller 
	 consider quadratic functional relation
ships with errors in the variables for two dierent cases regarding the presence case
	 or absence case 
	 of errors in the equation They develop estimators for the
parameters of the quadratic relationship in both cases assuming that in case  the
error variance of the regressor variable or in case 
 the error variances of dependent
and regressor variables be known In case  the errors of dependent and regressor
variables are assumed to be uncorrelated In both cases the errors are taken to be
normally distributed
Both these estimators can be generalized to the model of a polynomial functional
relationship of any degree and with correlated errors of dependent and regressor
variables and with not necessarily normal errors In case  the resulting estimator is
seen to be the same as the one developed by Cheng and Schneeweiss 	 These
authors derived in their paper the asymptotic covariance matrix of the estimator of
case  The same will be done in this note for the estimator of case 

 Case   Errors in the equation
Consider a polynomial functional relationship with errors in the equation
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The 
i
 i       n are unobservable latent	 nonstochastic variables The regressor
error variance 	


and the covariance 	

of regressor error  and dependent variable

error  are assumed to be known The variance 	


 which contains the errorinthe
equation variance component is unknown If the error variables are jointly normally
distributed we have
N	 
i
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It is wellknown that replacing the latent variable  by its observable counterpart
x in the polynomial relationship and estimating the parameters 
j
in the resulting
polynomial regression by OLS yields inconsistent estimates Grilliches and Ringstad
	 As a rst step to remove this inconsistency Fuller 	 suggests to view the
powers of  as k dierent latent regressor variables for which as their observable
counterparts unbiased estimates t
r
computable from the data are available so that
a linear functional relationship results
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are the new measurement errors with Ee
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written as
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For this linear functional relationship a consistent estimator of  can now be con
structed if unbiased estimates

V
i
and v
i
of respectively the covariance matrix
V
i
 Ee
i
e
 
i
	 and the covariance vector v
i
 Ee
i

i
	 are available The error adjusted
least squares normal equations are given by all summations are for i       n	
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where the

denotes averages over i       n cf Fuller  p

	 for the
quadratic relationship
Following an idea of Chan and Mak 	 the estimates t
ri
of 
r
i
are easily con
structed as certain polynomials in x
i
of degree r Their coecients depend on higher
moments of 
i
up to the order of 
r which are assumed to be known In case of N	
only 	


needs to be known and the t
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can be computed by the recursive relation
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The covariance matrix V
i
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Cheng and Schneeweiss 	 derive an unbiased estimate of Et
ri

i
	 in terms of
a linear combination of the t
ri
 the coecients of which depend on E
l
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and E
l
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only l       r and which they denote by
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The normal equations 	 can now be written as
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This is exactly the normal equations system for the ALS estimator of Cheng and
Schneeweiss 	
 Case  No errors in the equation
Wolter and Fuller 
	 construct an estimator of the quadratic functional relation
ship when the whole of  is known This corresponds to the case where there is no
error in the equation but only measurement errors in the variables and the covari
ance matrix of the measurement errors is known The estimator can be computed
without any iterations It can be generalized to the case of a polynomial functional
relationship
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Then a generalization of Wolter and Fullers estimator is given by
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where

 is the smallest positve root eigenvalue	 of
detM  


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see also Moon and Gunst 	 for the special case N	
 The asymptotic covariance matrix of
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Under general conditions
p
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asymptotic covariance matrix 
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which can be computed as follows
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 is the smallest positive eigenvalue and
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 the corresponding eigenvector
Let M M EM  where see appendix	
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Appendix
We sketch a proof of 	 and E
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Averaging A	 over i       n results in 	
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