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The problem of determining the optimum nonlinear filter in the 
mean-square s nse is treated here by a transform technique which is 
essentially a multivariable xtension of the spectrum factorization 
technique developed by Wiener (1949) for the design of linear filters. 
It is shown that the problem can be solved analytically if the higher- 
order correlation functions of the input to the filter are factorable 
in a certain sense and if particular factors are positive definite func- 
tions of their arguments. 
This paper is a supplement o (Katzenelson and Gould, 1962) ~ld 
represents an at tempt o delineate analytically tractable problems in the 
context of the general theory of that  work. 
The outline of the mathematicM problem is as follows: 
Find h(a, ~), such that  h(a,/3) - 0 for a,/3 < 0, ~nd that satisfies 
¢~d(t~, t~) 
/ .  
= I I h (a ,~)O(h- t2 ,h -  a, t2 -  ~)dad~ for t,,t2 > 0 
.Io Io 
The solution is found under the following assumptions: 
1. ¢ .. . .  (t, ,  t~, t~) = ~(t,)¢(t~, t~). 
2. ¢ (h ,  t2) and ¢~,~d(t~, t2)/4(t, - t~.) have Fourier transforms 
@(~,,~2) and X(~,  ~2), respectively. 
3. ¢(o~, ¢o~) > O. 
* This work was made possible by the support extended M.I .T.  by the U. S, 
Army Research Office under Contract No. DA-ARO(D)-31-124-G193 and was 
carried out as part of a doctoral program in Electrical Engineering. 
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Under these assumptions the problem is reduced to finding two functions 
• l (u i  + jv~,  u~ + jr2), ~2(u i  + j r1 ,  u2 + jn2) such that 
1. Tl(u~, u2) = '}2(ui , u2) = %/~(ul , u2) where ul ,  u2 are real. 
2. 'I'1 is analytic for v~, v2 < 0. 
3. T2 is analytic for v~, v2 < 0. 
9, and ~2 are found by the use of the Poisson integral. 
The filter is given by 
f ] a(tt ,t2)e jwlt l+ jw2 t2 dr1 (lt2 
h ( ~ol , ~2 ) = '~ ,o 
~1(~ol , ~) 
where a(h ,  t2) is the Fourier transform of X(~ol, o~2)/'I'2(o~, , o~2). 
The mathematical treatment is analogous to the one used to derive 
the optimum linear filter. The paper points out the similarities and dif- 
ferences between the two problems, which lead to some interesting ques- 
tions regarding random processes mad nonlinear filters in general. 
STATEMENT OF PROBLEM 
The problem considered in this paper is illustrated in Fig. 1. In this 
representation x, the input, and Xd, the desired output, are related sta- 
tionary ergodic random processes. It is required to calculate a filter (h) 
that minimizes the mean square difference between its output and the 
desired output. In this work the filter (h) is restricted to au operator 
of the type 
f0 y( t )  = fJo "'" h(.r~ , . . .  , 7 , )x ( t  -- r l )  . . .  x ( t  -- r,,) dr~ . . .  drn 
namely, a single Volterra kernel of arbitrary degree n which operates on 
the entire past of the signal. It is assumed that the higher order auto- 
correlation functions of x and xa are known. The processes are not 
restricted to be gaussian. 
The central problem of (Katzenelson and Gould, 1962) is the cal- 
culation of (h } when it consists of a finite number of Volterra kernels. 
+ 
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When the first 'r~ kernels are used the output is related to ~;he input by 
the equation 
In solving this problem two steps are involved. First is the finding of 
an optimum kernel when the other kernels are fixed. For example, in a 
filter which consists of h0, hi, and h2 find the best. h~ for given h0 and £2. 
Then h0 and h, are held fixed and the best h2 is ealeulated, hi being the 
value of the first-order kernel calculated in the previous tep. In each 
of these steps the problem solved is similar to the problem which is the 
subjeet of the present work. However, the teehnique used in (Katzenel- 
son and Gould, 1962) is different from the one proposed here. It is now 
proposed to solve the problem by using Fourier transforms and a fae- 
torization technique. The approach taken here is the same as is used by 
Levinson (1949) and can be considered as an extension to many dimen- 
sions of the teehnique used for finding optimum linear filters (Wiener, 
1949). 
The major objective of this article is to investigate the spectrum 
factorization I, eehnique and determine its limitations when applied to 
the design of nonlinear filters of the Volterra type. It turns out that the 
spectrum faetorization technique is applicable only when the random 
processes in question have properties which make the integrals in queS- 
tion multidimensional convolution i tegrals. 
In what follows the equations which specify the filters will be developed 
and the technique for their solution will be outlined. As an example the 
evaluation of h2(a, ~), a second-order filter, is considered. The solution 
for a Volterra kernel of arbitrary degree n is similar. 
SOLUTION 
Let us denote the mean square error by ~. When (h) consists of a 
second-order Volterra kernel, the mean square rror is 
= {Xd(t ' -  ~l')O*e 1~(O~, /~)x(t- OL)x(t - ' )  (7tCg d'} 2 (1) 
where the bar denotes as~atistieal verage. By using the usual teehnique 
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of the variational calculus we find that h(a ,  [3) is given by the equation 
$ . r  
]oJo h (a ,  ~)x( t  - -  a )x ( t  --  t3)x(t --  t l )x(t  --  t2) dw dE 
(2) 
= xd( t )x ( t - -  t l )x ( t - -  t2) for tl,t~ >- 0 
By observing the equation, one notes the following properties of the 
problem: The equation is a two-dimensional linear integral equation of 
the first kind. The unknown kernel is given in terms of two correlation 
functions; a third-order correlation between the desired signal xd and t.he 
signal x, 
Cd(t~, t2) = ¢~d(tl,  t2) = x~(t )x ( t  - -  h )x ( t  - t2) (3) 
and a fourth-order autocorrelation function of the signal 
~4(t l  - t2 ,  tx -a ,  t2 - ~)  = ¢ . . . .  ( t j  - t2 ,  t~ - a ,  t2 - $) 
(4)' 
= x( t  - -  a )x ( t  - -  ~)x ( t  - -  t~)x(t - -  t:i 
This is completely analogous to the equation for a linear filter which is 
determined by the autocorrelation f the signal and the cross-correla- 
tion between the desired output and the input. The analogy between 
this equation and the Wiener-Hopf equation is clearer if the notations 
given by Eq. (3) and Eq. (4) are used in Eq. (2): 
(5) 
for ~-1 ~ 0,~-~  0 
The Wiener-Hopf equation for tke optimum linear filter is: 
f .  
~'~(~) = J0 ~(~ - ~)h(~) g~ for ~ > 0 (6) 
However, there ~s a major difference between the two equations. While 
the integral on the right-hand side of Eq. (6) is a convolution-type 
integral, the right-hand side of Eq. (5) is not a convolution i  two vari- 
ables, since ¢~ depends on r~ - ~2 in addition to rl - a and r2 -- 8. 
Due to this fact, in general the Wiener-Hopf technique (spectrum fac- 
torization) is not suitable for solving this equation except under the 
following assumptions. 
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We assume that  the random process has the following characteristic: 
¢ .... (h -- h ,h - -  a , t~-  13) = $(h - -  t2)¢(h--  a, t2 -  ~) 
that  is, ~ . . . .  is factorable. 
Equat ion (5) becomes 
~bx~xd(tl, t2)= ~p(t l  - t2) ] [  
Jo Jo 
Let us define 
O(tl -- a, h -- ~)h(a, ~) da dfl 
for h ,  te > 0 
(7) 
We assume that  this function has a Fourier transform. Equat ion (7) 
has now the form 
x( t ,  , t2)  = JoJo ~(°' ~>~(~ - ~' ~ - ~' ~° ~ for h,  t2 >=0 (9) 
which is a two-dimensional Wieuer-Hopf equation. 
We now introduce the two functions ~(h  , t2) and ~2(tl, t2) such that  
f;F O(h,  h) = ¢~(h -- a, h - ¢)~b2(a, ~) da d~ (10) 
~( t l , t2 )  = 0 fo r t l ,h  < 0 (11) 
~2(t~, h) = 0 for h ,  h > 0 (12) 
The conditions under which ~1 and ¢/2 exist and the method for finding 
them when existence conditions are fulfilled will be described later. 
I f  there exists a function a(tl, re) such that  
0 0 
x(h ,h  )= i f- a ( t l - -~ , t~- -~)¢2(a ,  fl) dad~ (13) 
eo 
then Eq. (9) becomes 
P o . , .  o 
I ] a(tl - wl ,t2 - T2)~2(T1,T2) dwl (lW2 
d- -  ao J - -  
io f o foTo = ¢J2(r~, ~-2) ¢~(t~ -- r~ -- a, t~ -- r2 -- fl) (14) 
• h(a,  ~) dr1 d~-~ da d¢~ for h , h > 0 
x ( t l ,  h) -- ¢~a(h ,  t2) (8) 
q~(t l -  t2) 
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or  
0= oor  I 
J - -  c~ o¢ 
--fo fo ~l(tl--Tl--°~'~2--T2--8)h(~'~)d°ld8 dT1CIT2 (15)  
for t l , t2  ==- 0 
The above equations will hold if for r l ,  r: _-< 0 and tl, t2 >_- 0 
-~f~ a(t l  - ,1 ,t~ - ~2) - i1-  ~1(tl - ~1 - ~ , t2 -~2-8)h(~,8)  d~d~ = 0 Jo J0 
or  
p~p 
a(tl,t~)=joJo ~(tl-o:,t2-8)a(~,¢)d~d¢ fortl,t~_->0 (16) 
Since ¢1 is zero for negative arguments this equation earl be solved by 
transform methods. This will be done after expressions for ~1 and ~2 
are found. Let 
We assume that this transform exists. The Fourier transform of ¢~ is 
defined by 
Let us assume tha~ 'l~l(ul, u2) exists and is bounded for real u~, u2.  
I f  the above relation holds, then 
1 f ~_ xIIl(%l , u2)e -j(ult1+u~t~) dul du2 ¢~(t~,  t~) - (2~)~ ~ 
We can define the transform of ¢.~ similarly. Now, 
FF FI; • (u l ,  u2) = ~(~,  8)  e j~u~+~'~ 
• ¢2(t l  -- c~, t2 --  8 )  da dE dtl d& 
and by setting t~ -- a = s~; t2 - -  8 = s2 ,weget  
• (ul ,  u2) = T l (u l ,  u2)Y[~(ul, u2) (17) 
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Let us investigate the properties of "Iq(ul, u2). If o~1 = u~ + jvl and 
~o2 = u2 + jv~ 
~1(¢Ol,W2) = f0f0 ~'l(tl't2)e-(~'lt'+~t2)eJ(~m+~t~> dhdh (18) 
oo ¢~ 
d fo-ffO" ~,_(v2tl~_V2t2)~(Ultl÷zt2t2 ) rico [x~Jl(¢°l ' ¢02) ]  = ibex(h ,  ~je ~ dt, dr2 (19) 
£ 
~o2)] = j£ it2~(tt t~)e-(~t~÷'~'~t2>e i( t~+~'~t'~) dh dt~ (20) 
doJ ~ ~o ' 
As ~l(u~, u2) is bounded, ~(oJ~, ¢o2) is bounded for v~ > 0, v2 > 0. 
Similarly, (d/do~)[,~l(Wl, ~2)] is finite for vl, v2 > 0 and (d/d~2). 
[~2(~o~, co2)] is finite for v~ > 0, v~ > 0. From this it follows that 
"Iq(~ol, co2) is analytic in ~ol for vl, v2 > 0 and in ¢o2 for vl > 0, v2 > 0. 
From the theorem (Theorem 2, p. 33 of Bother and Martin, 1948) 
that a continuous function of n complex variables in the domain D 
is analytie in D if it is analytic in each variable, i~ follows that T~(~, ~o2) 
is analytic in cot and co2 for vl, v~ > 0. We shall call this domain U.~H.P. 
Similarly, the domain v~ < 0, v~ < 0 is denoted by L.~H.P. 
From the above discussion one concludes: 
THEOREM A. The two-dimensional Fourier transform (when it exists) 
of a function ¢(t~, t2) vanishing over (h:  --°0, 0; t~: - -~ ,  0) is analytic 
and bounded in U.~H.P. 
By the use of Cauchy's integral theorem (Bocher and Martin, 1948) 
(the integration is performed on a surface in 4-dimensional space) one 
gets the converse of Theorem A: 
THEOnEM B. I f  a function ~( o~ , ~)  is analytic and bounded in U.2H.p., 
its transform vanishes over (h : - ~, 0; t~ : - ~, 0). 
These two theorems and Eq. (16) reduce the finding of 'l~l(h, t2) and 
,I, 2(h, t~) to the following problem in complex variables: Factor ~(~o~, o~) 
into two factors, "~q(¢ol, co~) and ,I,2(~o~, co~), such that "~(u~ ÷ jv~, 
u~ ÷ jv~) is analytic and bounded in U.~H.P. and qZ~(u~ + jv~ , u~ ÷ jr2) 
is analytic and bounded in L.~H.P. 
In order to proceed, the fact that ~(Ul , u2) is positive is 
required. If q~(u~, u~) were a transform of a second-order autoeorrela- 
tion of a function of two variables, then this property would be a result 
of the positive definiteness of the autocorrelation function as follows 
from a theorem of generalized harmonic analysis (Wiener, 1930). 
However, q, (u~ , u~) is a transform of ¢(h,  h) where 0 .... (h , t~ , h) = 
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d(tl) ¢(6 ,  t2). Or, in other words, the requirement that ~(ul ,  u2) > 0 
has to be included as an additional assumption. 
As an analytic function ,I~ can be expressed as 
"~1(ul + j r1 ,  u~ +j r2 )  = P (u l  , u2 , vl , v2) + jQ(u i  , u2 , vl , v2) 
Since this function is analytic for v~, v2 > 0, it follows from the Cauchy- 
Riemann equations 1 that a function 
~1(~1, (~2) = P (u l ,  u2, -v l ,  -v : )  - jQ(u l ,  u2, - vl ,  - w_) 
is analytic for v~, v2 < 0. 
We now choose ~I'2(~i, w2) = ~I,~(~, ~2). It follows that ~(u~,  u2) = 
T2(ui , u2) where ui,  u~ real. Thus, 
,~(u~, u~) -~(u l ,  ~)  = t ~(u~,  u~) I ~ 
Finally on hyperplane v~ = 0, v2 = 0 condition (17) is fulfilled by 
l~(u~,  u~) I = ~/~-~,  u~) 
Thus, the problem is further reduced to that of finding ~Irl(Ul + jv~, 
u2 + jr2) analytic and bounded in U.2H.P., knowing the value of 
This is a Dirichlet problem of the first kind (Paley and Wiener, 1934) 
when the boundary values are given on the hyperplane v~ = 0, v~ = 0. 
A proble m of ~his kind is readily solved by using the Poisson integwal 
(Wienerl 1930; Webster, 1947). 
Let us define 
x(~,, ~) = log ~(~,  ~) 
In terms of its real and imaginary parts 
~(o~, ¢o~) = p(u~,  u~, v~, v~) + jq (u l ,  u~, ~,  v2) 
The  C~uchy-R iemann equat ions  in two complex var iab les  are the  same as 
in one var iable.  When the  der ivat ive  w i th  respect  to one var iab le  is taken,  the  
other  one is regarded as a constant :  
o~ = + 0 9 oR oq 
Oul Or1 OYl Ou~ 
o~ = + oQ oF oe 
Ou2 Or2 Ov~ Ou2 
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Requirements on ~1 are fulfilled if X(wl, ~2) is analytic in U.2H.P. and 
e r(~l'~'~'~:) is bounded in U.2H.P., and if 
p(u~, u2,0, 0) = ½ log ~(u~, u2) 
The condition that X(o~, ~2) be analytic in U.2H.P. is equivalent o the 
condition that p(ul ,  u2, v,, v2) be a harmonic function in Ul. v~. Find- 
ing this p(u~, u2, v~, v2) will solve the problem; q(u~, u2, v~, v2) can 
be found from p(u~, u2, vl, v2). 
p(uL u2. v~. v2) will be found in two steps. First, p(ul,  u2, vl, 0) will be 
found using the values of p(ul , u2 , 0, 0). From p(u~ , u:, v~ , 0), p(u~ ,
u.~, v~, v2) will be found. At the end, X(~,  ~2) will be directly expressed 
in terms of ~(ul ,  u2). 
A harmonic function p(u~, u2, v~, O) in ul ,  v~ when p(u~, u2,0, 0) is 
given is found by using the Poisson integral 
p(u l ,u2 ,v l  0) = _1 f:~ ~,~log ®(~,u~) ~ (2~) 
' ~ (u~ - s) ~ + v, ~ 
From this X(~o~, c~2) can be found as 
X(~l, u~) = ~- f+~½1og ¢(s, u~) ds (22) 
J -~o COl - -  8 
We assume the convergence of the integrals in Eqs. (21) and (22).~ 
Now X(~o~, u:) is bounded and analytic for v~ > 0. Let us consider o~ 
as a constant and find X(co~, e~) from X(~t, u~) in ~he same way as 
X(~o~, u2) was found from X(u~, u:) 
)k(O~l, 0)2) = . . . . .  i f~  X(co~, se) dse (23) 
71" ¢¢ C02 - -  82 
or  
Now 
f~  f~ ½ log ~(sl,  s2) x(~l, ~o2) = ~ ~ ~ ( ;  _- ~)~ - ~) 
~1(( '01 , 0)2) = e x(°~l'°J2) 
(24) 
2 The convergence of these integrals is an interesting point which has not been 
fully investigated. In the one-dimensional case, the divergence of these integrals 
indicates that  the time function x(t) can be predicted perfectly from its past with 
a l inear filter (Wiener, 1949). 
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Thus, ¢ l (h,  t2) is completely determined, and, as e x and e -x are both 
bounded and analytic in U.2H.p., so are ~fl and 1/~Iq, a property to be 
used later. Let us define 
A (,.o~, o~2) = a(h, t2)e (~m+~''t~ dh dt~ 
X(o~, ~o2) = ~: ~, x( h, t2)e (i~t'+~°''t~ dtl d& 
Using Eq. (13), we get 
This concludes the determination of ¢1, ~2, and a. 
To find an expression for the filter let us multiply Eq. (16) by e i'm+i~''t2 
and integrate for h ,  t2 > 0. 
f0U0 fo ]o" a(tl't2)e(3~It'+J~2t2)dhdt2 = h(a, fl) (2~) 
" fo fo ¢l(t l  -- °~' t2 -- ~)eJ~ltl+J~2t2 cla df3 dtl dt2 
Now, if for vl > 0, v2 > 0 
¢~ ao  
H(~l ,~2)  = f f h(a,f~)e/~l+/~w2 dad~ (26) 
'0 J0 
then 
f0 f0 t  eJ ltl+;   2 dtldt2 
H(col, o~2) = qq(~ol, ~o2) (27) 
Equation (27) defines H(Wl, co2) as fl, bounded analytic function in 
U.2H.P. As a(h, t2) is continuous and has been assumed to be bounded, 
the integral in Eq. (27) defines a bounded analytic function in U.2H.P. 
As 1/~1(~ol, ~o2) is analytic and bounded in the same domain, H(Wl, co2) 
has the same properties in the U.2H.P. and has a transform, h(a, ~), 
which is zero for a < 0, fl < 0. As in the one-dimensional case, it is not 
expected that H(wl,  ~o2) will be a transform of a function in the strict 
sense since it might represent an operator which operates on the U.2H.P. 
An example (again Levinson (1949)) is H(~ol, ~o2) = 1/¢o1¢o2 which 
represents he operator d2/dh dt2 for h > O, t2 > O. 
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CONCLUSIONS 
Let us point out again the similarities and the differences bet.ween the 
solution of this problem and that of the optimum linear filter. The 
similarity is a result of the similm'ity of the theorems dealing with one- 
and multidimensional functions of complex variables. Presenting tile 
m~terial along the lines taken by Prof. Levinson emphasizes this fact. 
The difference between the methods lies in the facts which limit the 
scope of this treatment. First, we had to assume that Cx~=(t,, t~, t3) = 
~(6)¢( t2 ,  t3). Second, it was assmned that q~(t2, t~) is positive. So far, 
it is not yet clear which processes have these properties. 
The problem of the convergence of the integrM in Eq. (21) r~ises an 
interesting question. When q~(u) is the transform of an autocorrelation 
function, then the convergence of
f ~ log ¢P(~) d~ 1+~ 2 
indicates whether the rmldom process is deterministic or not (Wiener, 
1949). That  means that if the integral diverges, the future can be 
perfectly determined from the past by means of a linear filter. A similar 
integral indicates whether a filter is physically realizable or not (Paley 
and Wiener, 1934). I t  is expected that the investigation of the properties 
of the integral in Eq. (21) will yield similar results for filters of higher 
order. 
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