Prestack elastic reverse time migration (RTM) of multicomponent seismic data requires separating PP and PS reflections before, or as part of, applying the image condition, and using image conditions that preserve the angle and amplitude information. Both of these requirements are best achieved when all operations are on vectors. We have created a new 2D migration context for isotropic, elastic RTM, which included decomposition of the elastic source and receiver wavefields into P-and S-wave vectors by decoupled elastodynamic extrapolation, which retained the same stress and particle velocity components as the input data. Then, the propagation directions of the incident and reflected P-and S-waves were calculated directly from the stress and particle velocity definitions of the P-and S-wave Poynting vectors. An excitation-amplitude image condition that scaled the receiver wavelet by the source vector magnitude produced angle-dependent images of PP and PS reflection coefficients with the correct polarities, polarization, and amplitudes. It thus simplified the process of obtaining PP and PS angle-domain common-image gathers (ADCIGs); it was less effort to generate ADCIGs from vector data than from scalar data. We found that the resulting prestack elastic images were nearly identical to the corresponding source-normalized crosscorrelation images and had improved resolution because the wavelet broadening that resulted from the crosscorrelation was not present.
INTRODUCTION
Migration of multicomponent data has previously been attempted using ray-based and wave-based solutions. Examples of ray-based solutions include the multicomponent Kirchhoff migrations of Kuo and Dai (1984) , Dai and Kuo (1986) , and Hokstad (2000) , who calculate PP and PS traveltimes and sum data along their corresponding traveltime trajectories; the P and S separation is done implicitly by using P-and S-velocity models to compute the traveltimes. Multicomponent elastic Kirchhoff migration has the same limitations as acoustic Kirchhoff migrations: Ray theory no longer applies if the geology becomes complicated (Gray et al., 2001) . Wave-based solutions McMechan, 1986, 1994; Whitmore, 1995) backpropagate the elastic-data wavefields with the elastic wave equation (Wapenaar and Haimé, 1990) and have fewer limitations than raybased migrations: Wave, rather than ray, extrapolations are needed to get reliable image amplitudes.
Prestack elastic reverse time migration (RTM), as a wave-based solution for imaging common-source data, constructs the source elastic wavefields forward in time, and reconstructs the receiver elastic wavefields propagating backward in time by using multicomponent seismic data as boundary conditions McMechan, 1986, 1994; Nguyen and McMechan, 2015) . The two main difficulties in imaging with elastic wave or elastodynamic equations are P and S wavefield separation and deriving physically correct image conditions. For P and S wavefield separation, the polarization of surface data alone is not sufficient to separate the wavefield accurately (Pestana et al., 1989) . Sun (1999) downward extrapolates the elastic wavefield from the acquisition surface using the elastic-wave equation and then separates the wavefields into P-and S-waves using divergence and curl operators (Aki and Richards, 1980) , followed by independent upward extrapolation of the separated P-and S-wave modes back to the acquisition surface using acoustic wave equations. However, the spatial derivatives in the divergence and curl operators introduce a 90°phase shift and also change the amplitude in the original elastic wavefield (Sun et al., , 2004 (Sun et al., , 2011 . Thus, velocity-dependent corrections are required to obtain accurate angle-dependent image amplitudes (Sun et al., 2011; Nguyen and McMechan, 2015) .
The image condition strongly influences the quality of the migrated images. Yan and Sava (2008) review various elastic image conditions, including imaging with vector displacement components and imaging with scalar and vector potentials from Helmholtz decomposition, and they conclude that the potential-based image condition gives clearer PP and PS images than directly crosscorre-lating vector displacements. However, crosscorrelation of vector components does not preserve the wavefield amplitudes in a form that gives migrated images that can be interpreted as reflection coefficients. To overcome this limitation, we consider a deconvolution type of image condition that is based on an image time defined as the time at which the source amplitude maximum occurs at each grid position (Botelho and Stoffa, 1988; Loewenthal and Hu, 1991) . This approach later evolved into the acoustic and elastic excitationamplitude image conditions McMechan, 2013, 2015) , which we use below.
We create a new workflow for prestack elastic RTM with P-and S-wave vector decomposition. Different from "wavefield separation" by divergence and curl operators, P-and S-wave decomposition preserve the vector components in the decomposed P-and S-waves (Zhang and McMechan, 2010) . Elegant algorithms are available to achieve this P-and S-wave decomposition in isotropic elastic media (Ma and Zhu, 2003; Zhang et al., 2007; Xiao and Leaney, 2010) . The decomposed P-and S-waves have the same components as the input elastic data; no phase or amplitude changes occur during the vector decomposition.
For migration, a corresponding image condition also needs to be developed to use vector data as input to produce separate PP, PS, SS, and SP images with physically correct amplitudes; below, we consider only PP and PS images. Nguyen and McMechan (2013) compare the crosscorrelation image condition with the excitationamplitude image condition, and show that the latter produces higher resolution images because only the peak values in the source wavefield are used, and it also does not have the large storage requirement and high input/output burden of the crosscorrelation image condition. Nonsource-normalized crosscorrelation also has the drawback of generating images whose amplitudes have no physical meaning (Chattopadhyay and McMechan, 2008) . Based on the decomposed P-and S-wave vector information and extending the excitation-amplitude image condition from acoustic to elastic, we formulate a new vector-based (VB) prestack image condition that gives accurate subsurface structural geometry information and accurate PP and PS reflectivities, without any amplitude or phase corrections being needed, provided that the transmission and attenuation losses during extrapolation are correctly compensated.
Angle-domain common-image gathers (ADCIGs) (de Bruin et al., 1990) can also be efficiently obtained using the VB prestack image condition, which we also implement and illustrate below. Poynting vectors (Červený, 2001; Dickens and Winbow, 2011; Yoon et al., 2011; Vyas et al., 2011; Zhao et al., 2012) are inherently ideal for obtaining ADCIGs during elastic RTM, except where waves of the same type (P or S) overlap in slowness and location. Dickens and Winbow (2011) use particle-velocity and stress components to calculate the Poynting vectors. Below, we use the novel approach of directly using the decomposed P and S stress and particle-velocity vector components to calculate Poynting vectors to get the propagation directions of the P-and S-waves separately; then the image values are sorted by incident angle to generate PP and PS ADCIGs.
We begin by showing decoupled elastic wavefield extrapolation with vector PP and PS wavefield decomposition. Then, we illustrate the procedure to obtain propagation directions from decomposed PP and PS vector wavefields, followed by implementation of the VB prestack image condition and the methodology to generate PP and PS ADCIGs. To limit the scope, we omit anisotropy and viscosity. Finally, we illustrate this elastic wavefield imaging procedure with multicomponent data for a flat layered model, and for a portion of the elastic Marmousi2 model. The equations and examples are all in 2D, but all the concepts can be extended to 3D. Figure 1 contains the flowchart of elastic RTM with the VB prestack image condition. The source wavefield extrapolation is done before the receiver wavefield extrapolation, and both extrapolations involve P and S wavefield decomposition in the vector domain . The decomposed P-and S-wave particle-velocity com- Imaging Condition PS Decomposition PS Decomposition P-wave particle velocity and stress S-wave particle velocity and stress Figure 1 . Flowchart of elastic RTM with the VB prestack image condition. The source wavefield extrapolation is done before the receiver wavefield extrapolation, and both extrapolations include P and S wavefield decompositions in the vector domain. The decomposed P-and Swave particle-velocity and stress vectors are used to obtain their propagation directions via Poynting vectors. Because of the different polarizations of PP and PS reflections, the procedures for determining reflection signs in the image condition are also different.
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ponents and stresses are used to obtain their propagation directions (Dickens and Winbow, 2011) . Because of the different polarizations of PP and PS reflections, the procedures to determine the reflection's signs are also different. In the following subsections, the procedures are explained in detail for each. Madariaga (1976) and Virieux (1984 Virieux ( , 1986 ) define a 2D stressparticle-velocity formulation for 2D elastic isotropic media:
Elastodynamic extrapolation
to solve the elastodynamic equations with second order in space, and second order in time, staggered-grid finite differencing. In equations 1-5, λ and μ are Lamé parameters, τ xx and τ zz are horizontal and vertical normal stresses, τ xz is the shear stress, and v x and v z are the horizontal and vertical particle-velocity components. Unlike the displacement finite-difference wave equation formulation (e.g., Kelly et al., 1976) , the stress-particle-velocity elastodynamic formulation on a staggered grid is stable for all values of Poisson's ratio (Levander, 1988) , and it is accurate for modeling irregular fluid-solid interfaces. λ, μ, and ρ are not uniquely defined by the P-and S-propagation velocities; at least one more piece of independent information is needed, which could be from locally determined, empirical velocity-density relations, well logs, petrophysical measurements on cores, or elastic full-wavefield inversion. The stress-particle-velocity formulation is used to extrapolate the source and receiver wavefields in the elastic RTM; provided that the propagation times are sufficiently large that all the wavefield values at the largest times are very small, we need to record only the particle velocities as seismograms because the stress components are retrieved iteratively from the particle velocities during extrapolation . If the magnitudes of the stresses and particle velocities are too large at the grid boundaries, then saving and inserting only particle velocities will generate large grid-edge artifacts; this can be overcome with added computational expense by saving stresses and particle velocities .
P and S decomposition
P and S decomposition is necessary to get PP and PS images that are free from crosstalk artifacts. The stress-particle-velocity formulation extrapolates elastic wavefields with the P-and S-waves superimposed and coupled across the wavefield components, so if they are not separated, either before extrapolation, or as part of the image condition, they will be superimposed in the migrated images. Instead of using curl and divergence, we decompose the wavefield in the vector domain, so the vector information in the input elastic wavefield is preserved in the output. This can be achieved by calculating an additional P-wave stress τ p , which is a scalar wavefield similar to the pressure in the acoustic-wave equation, while solving the stress-particle-velocity formulation in equations 1-5. The calculation for the P-wave stress has a scalar form (Xiao and Leaney, 2010) 
Then, the vertical and horizontal particle-velocity components of the P-waves are calculated from τ p by finite differencing
for the vertical component v p z of the P-wave particle-velocity and
for the horizontal component v p x of the P-wave particle velocity. This gives a complete description the particle-velocity components of the P-wavefield; the S-wavefield can then be obtained by a simple direct subtraction of the P-wavefield from the complete wavefield, component-by-component:
where v s z and v s x are vertical and horizontal particle-velocity components of the S-waves.
The process of decomposition is embedded in the wavefield extrapolation, which is a part of the prestack elastic migration. The decomposed results (v p and v s ) are P-and S-wave particle-velocity vectors. Zhang et al. (2007) use a different formulation, but they can be proven to be mathematically equivalent (see Appendix A of .
The vector decomposition algorithm (equations 6-10) assumes decoupling of P-and S-waves, so to implement this in the elastic RTM, the parameter model needs to be smoothed to avoid artifacts caused by secondary reflections and mode conversions produced by coupling at reflectors. The amount of smoothing required is model dependent. Too much smoothing will, to some extent, affect the image amplitudes and angles and may turn wide-angle reflections into turned waves ; too little smoothing will retain artifacts from secondary reflections. The length of the optimal smoothing operator is the order of the dominant wavelength; discussions and examples are given by Chattopadhyay and McMechan (2008) and . In the present context, the source wavefield ideally contains only P-waves, and the reconstructed receiver wavefield contains PP and PS converted waves, so P and S decomposition via equations 6-10 is required for the receiver wavefield extrapolation, and is also recommended for the source wavefield extrapolation to reduce any new artifacts produced during the extrapolation when calculating propagation directions. It is not sufficient to do acoustic (P-wave) extrapolation only, rather than elastic, for the source wavefield because acoustic and elastic amplitudes are not the same (e.g., Deng and McMechan, 2008) and scalar acoustic waves also do not provide the vector components needed for the angle calculations.
Elastic vectors and propagation directions
Most existing methods for calculating propagation directions for obtaining ADCIGs from scalar data involve complicated wavefield propagation angle decompositions (Yan and Xie, 2011; Jin et al., 2014) , or require that the migrated PP images provide reflector normal directions (Zhang and McMechan, 2011) as part of ADCIG extraction. The power of the readily available polarization and elastic vector component information is previously underestimated. In 2D elastic isotropic media, the P-wave particle-velocity vectors are polarized parallel to the propagation direction, and the S-wave particle-velocity vectors are polarized perpendicular to the propagation direction in the 2D plane. This relation is useful only if the elastic wavefield is completely decomposed into P-and S-wave vectors, so the propagation directions can be obtained from the P and S polarizations. However, the polarization gives two possible propagation directions, whereas the Poynting vectors, which involve particlevelocity and stress, give only one direction.
By definition, the Poynting vector s is the energy flux density vector (Červený, 2001; Yoon and Marfurt, 2006) and defines the energy flow direction; its magnitude is the amount of energy transmitted through a unit area per unit time, and the angles of the Poynting vectors can be used for angle gather calculation (Dickens and Winbow, 2011; Yoon et al., 2011; Vyas et al., 2011; Zhao et al., 2012) :
where j and k indicate the x-or z-component (in 2D) of the Poynting vectors s, which is consistent with the notation of Dickens and Winbow (2011); τ jk is the stress tensor, and v k is the kth component of the particle velocity. Because we use the stress-particle-velocity formulation for extrapolation, vector components of stress and particlevelocity are available for calculating the Poynting vectors. Equation 11 does not distinguish between P-and S-waves; both are implicitly included. However, the P and S vector wavefield decomposition makes separate calculations of P and S Poynting vectors possible. The propagation of P-waves involves only the normal stress, so we set j ¼ k in equation 11, and the Poynting vectors for P-waves are
where v p j are components of decomposed P-wave particle-velocity; τ p is the P-wave stress from the decomposition algorithm (equations 6-10), and s p j is a component of the P-wave Poynting vector with subscript j as the component index.
We subtract the scalar P-wave stress τ p from the normal stress components τ kk (only for k ¼ x or z) in the complete stress tensor τ jk ; the remaining nonzero elements are the components of the Swave stress tensor, which can be viewed as the stress version of equations 9 and 10. From the Poynting vector formulation in equation 11, the components of the S-wave Poynting vector can be obtained as
where v s k is the kth component of the decomposed S-wave particlevelocity vector, and δ is the Dirac delta function. Equation 12 will later be used to obtain the reflector normal and incident angles during RTM, and equation 13 can potentially be used to get PS reflection angles.
Consider a 2D test to demonstrate why vector wavefield decomposition is essential to predict propagation directions and to show the result of the above decomposition algorithm. In a homogeneous model, we place a P-wave source and an S-wave source at different positions, and a snapshot of particle velocities is captured at a later time (Figure 2 ). Inside the black box of Figure 2 , the P and S particle-velocity components are superimposed, and the relations between particle motion and propagation direction break down; the corresponding Poynting vectors give only the composite (superimposed) P and S energy flow direction (Figure 3a and 3b) , not the individual P-and S-wave propagation directions. After P-and Swave vector decomposition (Figure 3c and 3e), the particle velocities contain opposite directions in alternate adjacent half-cycles and still do not define their propagation directions. Using the decomposed P and S particle-velocity and stress components, with equations 12 and 13, produces P-and S-wave Poynting vectors, which point in only one (propagation) direction at each grid point for P-and S-waves (Figure 3d and 3f) .
Vector-based elastic image condition
The P and S vector wavefield decomposition and Poynting vectors provide the basis for constructing a VB elastic image condition, which is an extension of the excitation-amplitude image condition McMechan, 2013, 2015) and generates PP and PS images directly from the decomposed elastic wavefield vectors. The source wavefield extrapolation needs to be done prior to the reverse time receiver wavefield extrapolation. During the source wavefield extrapolation, the image time T is determined at each grid point ðx; zÞ as the one-way time from the source to that grid point and corresponds to the maximum particle-velocity amplitude at ðx; zÞ during the source wavefield extrapolation over all times. Thus, Tðx; zÞ ¼ argmax½Aðx; zÞ; t;
where A is the amplitude of the source wavefield, and the argmax operator gives values of time t corresponding to the maximum value of A at (x, z) over all times. The image time Tðx; zÞ determines when to apply the image condition at ðx; zÞ during the reverse time receiver wavefield extrapolation to produce images. Several modifications need to be made to the excitation amplitude image condition to be applicable for imaging directly using vectors. First, a vector magnitude is used to represent the source amplitude
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where v p src is the source P-wavefield particle-velocity vector, and the k · k operator calculates the magnitude of the vector argument. Second, in addition to the image time T, the P-wave particle-velocity vector components of the source wavefield is also saved for calculating the propagation direction using the Poynting vector. The P-wave stress τ p has a scalar form, and so the saved stress Γ p also has only one value at each grid point. The reason for saving V p src and Γ p is that both are necessary for generating Poynting vectors using equation 12 (Dickens and Winbow, 2011) , and V p src is also needed for determining the sign of the reflection coefficient in the following procedure; saving only the maximum amplitude and propagation direction is not sufficient.
During the source wavefield extrapolation, the image time map Tðx; zÞ, the P-wave particle-velocity vector V p src , and the P-wave stress Γ p (only at the maximum magnitude at each grid point), are stored in RAM. Compared with the crosscorrelation image condition, which requires full source wavefield snapshots at all time steps, the storage requirement for this vector image condition is orders of magnitude lower McMechan, 2013, 2015) .
The reverse time receiver wavefield extrapolation is performed after the source wavefield extrapolation is completed. The receiver wavefield is also decomposed into P-and S-wave vectors at each time step. The image at each grid point is obtained at its image time Tðx; zÞ. The incident angle in this paper is evaluated with P-wave Poynting vectors from source and receiver decomposed P-wave particle-velocity and stress via equation 12; an alterative is to use reflector normals provided from previously migrated images (Zhang and McMechan, 2011) . To make the values of the images physically meaningful, we need to get the angle-dependent reflectivity information from the image condition; the most straightforward method is to use the magnitude of the reconstructed receiver particle-velocity wavefield divided by that of the source wavefield. However, magnitudes are always positive, so we also need to determine the corresponding sign of the reflection coefficient. Thus, the application of the VB prestack image condition is performed in two steps as described in the following two subsections.
Step 1: Calculating the reflector normal, incident angle, and sign of PP and PS reflection coefficients at each reflection position
The signs of PP and PS reflections can be determined from the principle that the incident and reflected waves have the same polarity for a negative reflection coefficient, and they have opposite polarity for a positive reflection coefficient (Aki and Richards, 1980) . For a PP reflection in an isotropic medium, the incident angle equals the reflection angle. At the image time T at each grid point, the reflector normal direction n at this grid point (on the same side of the reflector as the incident and reflected waves) can be obtained from the PP reflection:
nðx; zÞ ¼s Vector-based elastic RTM S249 which is the same for PP and PS reflections, and thus it can be used as the reference for generating PP and PS ADCIGs. The ⋅ means the dot product of the two vectors. Similarly, PP and PS reflection angles and corresponding common-image gathers can also be generated with geometric relations between the reflection normal (equation 18), the P-wave Poynting vectors (equation 12), and the S-wave Poynting vectors (equation 13), but only the incident angle (θ in equation 19) common-image gathers are calculated and shown in the examples below. A basic assumption for determining the reflection signs is that the phase change due to the reflection is either 0 or AEπ radians. Thus, this procedure, as currently implemented, is more reliable for precritical than postcritical reflections because large phase changes occur in the latter.
The polarity of a PP reflection can be determined from the components of the incident and reflected P-wave particle-velocity normal to the reflector (Figure 4a ), each determined separately in their respective propagating wavefields. At a reflection point, the projection of the source P-wave particle-velocity vector V p src ðx; zÞ to the reflector normal direction n, gives the projected vectorV p src . During the receiver wavefield extrapolation, at the image time of each grid point, the projection of the P-wave particle-velocity vector to the reflector normal direction n givesv 
The calculation does not have to be very accurate because it is only a sign determination. The polarity of a PS reflection is determined by the component of the S-wave particle motion projected parallel to the reflector (Figure 4b) . Similar to the procedure to get the PP reflection signs, we project V p src ðx; zÞ and the receiver S-wave particle-velocity vector v s rec ðx; z; TÞ to the reflector tangent to get their projectionsV Figure 3. Enlarged image of the vector sum of the particle-velocity components in the boxed area in Figure 2a and 2b. (a) The arrows indicate the particle-velocity vector directions in the superimposed P and S wavefronts, and the corresponding Poynting vectors in panel (b), which give the energy flow directions of the superimposed P-and S-waves. After P and S vector wavefield decomposition, the particle velocity polarization directions (in panels [c] and [e]) along with the stress vectors produce Poynting vector directions in panel (d) for the decomposed Pwaves and in panel (f) for the decomposed S-waves. The Poynting vectors are calculated by equations 12 and 13, for the P-and S-waves, respectively. 
Inaccurate velocity models will lead to a spatial shift of the sign distributions, as well as the corresponding magnitudes, which is also present in all other imaging conditions.
Step 2: Calculating reflectivities of PP and PS reflections as a function of position and incident angle
With knowledge of the signs of the PP and PS reflections, the calculation of PP and PS reflection coefficients is straightforward. At the image time of each grid point, the magnitude of the receiver (reflected) P or S particle velocity divided by the maximum (peak or trough) source (incident) magnitude is the absolute value of reflectivity at angle θ (Sheriff and Geldart, 1995) , and is multiplied by the sign of the PP or PS reflection to get the corresponding signed reflectivity: 
where r pp and r ps are PP and PS reflection coefficients, respectively. There is no possibility of instability associated with division by a small number because V p src ðx; zÞ is the maximum P-wave source amplitude at each ðx; zÞ. It is also possible to include multipath contributions at each grid point; see the sparse crosscorrelation implementation by Nguyen and McMechan (2015) .
In step 1, we constrain the reflection sign calculation to only precritical reflections. However, the amplitudes of source and receiver wavefields are accurate even for critical and postcritical reflections, which makes the absolute values of the r pp and r ps correct. Unwrapped phase can also be accurately extracted for any wavelet (see Zhu and McMechan, 2011 ), but propagation angles cannot be, where the phase is changing near and beyond a critical angle. The problem comes from the changing orientation of the apparent phase velocity vector when the position of a peak in the wavelet changes location progressively within the wavelet as a function of propagation distance (see Figure 5 of McMechan, 1983) . The apparent phase and group velocities are not the same when the reflection coefficient goes complex.
Image condition summary
In summary, the VB prestack image condition is implemented by a forward source wavefield propagation to extract the required wavefield attributes and time information, followed by application of the image condition during a backward extrapolation of the receiver wavefield. At each grid point, during the source wavefield extrapolation, the maximum amplitude of the particle-velocity vector is detected, and the corresponding time (the image time T), the Figure 4 . Kinematic example of (a) PP and (b) PS particle motions and the corresponding reflection signs.S i src ands i rec are propagation directions of the vector source (src) and receiver (rec) wavefields, where i is the wave mode (P or S); n is the reflector normal determined from the incident and reflected P-waves; V i src and v i rec are particlevelocity vectors;V p src andv p rec are the incident and reflected P-wave particle-velocity vectors projected onto the reflector normal; andV p src andv s rec are the projections, of the incident P-wave and reflected S-wave particle-velocity vectors, tangent to the reflector.
Vector-based elastic RTM S251 P-wave particle-velocity (vector components), and the P-wave stress (scalar) are saved. Then, during the reverse time receiver wavefield propagation, the particle-velocity reflection amplitude at the image time T at each grid point is divided by the previously saved maximum source particle-velocity amplitude at the same time and location and multiplied by the reflection sign determined from the source/receiver and PP/PS propagation directions and polarizations (equations 22 and 23). The division is a deconvolution image condition, and the migration of a single shot produces the angledependent reflection coefficients; see Nguyen and McMechan (2013) for the corresponding acoustic version.
With multiple sources, the image values can be sorted to form ADCIGs for subsequent analyses, such as amplitude versus angle analysis and migration velocity analysis. However, to obtain accurate angle-dependent reflectivities, compensations of attenuation and transmission losses are also necessary during the source and receiver wavefield extrapolations of the prestack RTM (de Bruin et al., 1990; McMechan, 2007, 2008) , which are difficult to implement. In this paper, we concentrate only on the image conditions.
SYNTHETIC TESTS
We test the VB prestack image condition with two synthetic elastic data sets; the first is for a flat layered model, and the second is for a portion of the Marmousi2 model (Martin et al., 2002) . Both simulations use an eighth-order in space, second-order in time, stressparticle-velocity, staggered-grid, finite-difference solution of the isotropic elastodynamic equation (Madariaga, 1976; Virieux, 1986; Levander, 1988) . Convolutional perfectly matched layer (CPML) absorbing boundary conditions (Komatitsch and Martin, 2007) are used on all four grid edges to reduce unwanted reflections; the CPML code is downloaded and modified from the Komatitsch (2007) public domain website.
To have sufficient grid points for eighth-order finite differences of the derivatives in elastic-wave equations, the virtual surface (z ¼ 0) is defined at the fifth-grid point on the z-axis from the inner bound of the top absorbing layer. The sources for both tests are explosive Ricker wavelets with a 15-Hz dominant frequency.
Layered model test
Consider the 2D flat layered model (Figure 5a) , which has 5-m grid spacing in the z-and x-directions. The source is located at ðx; zÞ ¼ ð2.0; 0.0Þ km; 801 receivers are evenly spaced along the surface (z ¼ 0.0 km) from 0.0 to 4.0 km, with 5 m spacing; the time sample increment is 0.5 ms. The source is recorded by all receivers. We record the x-and z-particle velocities as 2C synthetic seismograms; Figure 5b and 5c contains the representative 2C commonsource gather for the source at x ¼ 2.0 km, with the direct waves removed.
The parameter models (V P , V S , and density) need to be smoothed before migration. In the prestack elastic RTM for each common-source gather, the source wavefield is first extrapolated to record the image time map T (Figure 6a) , the P-wave stress Γ p (Figure 6b) , and the two components of particle-velocity vector V p src (Figure 6c and 6d) at the time of the maximum magnitude of the particle-velocity vector at each grid point. The VB elastic image conditions (equations 22 and 23) are applied during the reverse time decoupled extrapolation of the receiver wavefield; Figure 7 contains the migrated PP and PS images from the elastic common-source gather in Figure 5b and 5c. Figure 7a and 7b contains the migrated PP and PS images obtained using the VB image condition, and for comparison, Figure 7c and 7d contains the normalized crosscorrelation (NC) images obtained using divergence and curl for P and S separation (Sun The Pwave stress map and the horizontal and vertical particle-velocity component maps, respectively; all correspond to the maximum magnitude of source P-wavefield particle-velocity vector over all times at each grid point. Because the model is smoothed, the P-wave stress values are all at nearly the same phase (the peak or trough); as a result, the values of the P-wave stress have the same sign at all grid points. Figure 7 . Migrated (a) PP and (b) PS images using the VB prestack image condition; (c and d) PP and PS images using NC, and using divergence and curl for P and S separation (with compensation applied). The image resolution of the vector image condition is higher because only the peak values of the source wavefield are used rather than the whole wavelet, as in the NC image condition. For both image conditions, the PS images (b and d) have a higher resolution than the PP images (a and c) because the S-wave velocity is lower. See Figure 8 for a quantitative amplitude comparison.
and McMechan, 2001; Nguyen and McMechan, 2015) . In the context of the VB image condition, the sign of the reflection is determined using polarization and propagation directions, rather than polarization alone; thus, the PS image (Figure 7b) does not have the polarity reversal problem, which exists in images using the crosscorrelation image condition (Figure 7d) . Therefore, the migrated common-source PS images from the VB migration will stack constructively.
The peak values in the prestack migrated images from the VB image condition (Figure 7a and 7b) can be directly used as reflection coefficients, and this is also true for the NC (Figure 7c and 7d) when amplitude compensations are included , and phase reversal of the PS image is corrected by multiplying its amplitudes by −1 in the region to the left of the source (Sun and McMechan, 2001) ; the phase changes caused by spatial derivatives in divergence and curl operators will be the same for the source and receiver wavefields, and so they will have no net effect during crosscorrelation or NC; thus, no other phase compensation is needed in this case.
We illustrate the behavior of the prestack image conditions in the precritical region by extracting the migrated image values with maximum absolute value in three depth windows containing the migrated images of the three reflectors; the close correspondence of the black and red lines in Figure 8 indicates equivalent accuracy of the VB and NC image conditions in approximating the reflection coefficients. This is based on the condition that no attenuation or transmission losses occur and that geometric spreading is automatically and accurately compensated during the elastodynamic extrapolations of the source and receiver wavefields. To satisfy these conditions, only the precritical PP and PS image data from the uppermost reflector are compared with the theoretical plane-wave reflection amplitudes (the blue lines) from the Zoeppritz equations in Figure 8a and 8b; no transmission loss occurs in the homogeneous layer above this reflector, and the imaged reflection coefficients are well fitted by the Zoeppritz calculations. Figure 9 contains a portion of a resampled Marmousi2 model (Martin et al., 2002) , that is modified by substituting solid material with nonzero S-velocity for the uppermost water layer. The grid spacings in the x-and z-directions are 5 m. One hundred sources are excited on the surface of the model from x ¼ 500 to 4500 m with a horizontal spacing of 40 m. Receivers are located along the model surface with 5-m spacing. The time increment is 0.5 ms. A representative elastic common-source gather for a source at ðx; zÞ ¼ ð2.5; 0.0Þ km is shown in Figure 10 .
Marmousi2 model test
PP and PS ADCIGs are generated by migration of all 100 common-source gathers using the P and S vector decomposition algorithm and the VB prestack image condition discussed above. The smoothed parameter models used for migration are shown in Figure 11 . Every grid point in the migrated image for each shot corresponds to an incident angle, which is calculated from the P-wave Poynting vectors of the source and receiver wavefields (equation 19), and then image amplitudes are sorted into ADCIGs. Consider three ADCIGs at x ¼ 1.5, 3.0, and 4.0 km for PP (Figure 12a) and PS (Figure 12b ) reflections. Figure 13a and 13b shows the stacked PP and PS images, which are stacked over incident angles of −50°to 50°of the ADCIGs. As expected, the PS image has resolution about twice that of the PP image. The PS image does not have the polarity reversal problem across the source position as shown and explained in Figure 7 ; thus, the PS image will always be enhanced by stacking over sources.
DISCUSSION
The VB prestack image condition is implemented by extending the acoustic excitation-amplitude image condition (Nguyen and McMechan, 2013) to elastic, but there are several important differences. First, the signed magnitudes of the elastic particlevelocity vectors are used instead of the pressure amplitudes. Second, for acoustic RTM using the excitation-amplitude image condition, only the maximum amplitude map and corresponding image time map need to be stored during the source wavefield extrapolation, whereas in the VB prestack image condition for elastic RTM, in addition to the image time and amplitude maps, the Pwave particle-velocity vectors and P-wave stress component at the time of the maximum magnitude of P-wave particle-velocity vectors in the source wavefield over all times, at each grid point, are required for calculating the Poynting vectors to build the final image. Third, because the magnitudes of particle-velocity vectors are always positive, to get accurate reflectivity information, the signs of the reflections (PP and PS) need to be determined and multiplied by the absolute value of reflectivity in the image condition (equations 22 and 23). Our reflection sign calculation assumes that the shape of the wavelet does not change (except for the sign), which means the phase change caused by postcritical reflection, or where there is interference between a reflection and a head wave, cannot yet be handled correctly. Vector-based elastic RTM S255 However, the absolute values of the reflection coefficients are still correct.
The output of the VB prestack image condition is an image of PP or PS reflectivity information; to increase the accuracy of the reflectivity, compensations for transmission loss and attenuation loss (e.g., McMechan, 2007, 2008) are also necessary, but they are beyond the scope of the present paper. The generated PP and PS ADCIGs from the VB prestack image condition can be further input to prestack inversions to estimate V P , V S , and density (Deng and McMechan, 2008) . This is also left for future work.
The theory of the VB prestack image condition is not limited to the excitation-amplitude image condition. With the same scheme to obtain PP/PS reflection signs from propagation directions and polarizations, a vector-based crosscorrelation or normalized crosscorrelation image condition can be formulated by saving the P-wave particle-velocity and stress τ p components (for calculating the Poynting vectors) at all time steps during the source wavefield extrapolation and crosscorrelating the PP or PS magnitudes and multiplying by the signs at each grid point for all time steps during the reverse time receiver wavefield extrapolation. However, the CPU expense is higher than for the excitation-amplitude image condition; a detailed comparison between the crosscorrelation and excitation-amplitude image conditions can be found in Nguyen and McMechan (2013) for the acoustic solution and in Nguyen and McMechan (2015) for the elastic solution.
Besides the PP and converted PS images generated using particlevelocity components, stress images, as well as ADCIGs, can also be constructed; the decomposed P-and S-wave stress vectors are used instead of particle velocities, and the calculation for reflection signs should be similar to the procedure discussed above. The stress image will provide additional information for image interpretation and inversions. Note also that the ratio of stress to particle velocity is the impedance (Helbig, 1983; Hildebrand and McMechan, 1994) . All the methodology and synthetic tests shown above are 2D, but they can be extended to 3D, in which the P-wave stress τ p remains a scalar, and following equation 6, it is calculated using three particlevelocity components. The reflection signs (both PP and PS) are calculated in a plane containing the incident P-wave and the reflected P-(and S-) waves for each image point at its image time. Magnitudes of the 3C particle-velocity vector are used in the deconvolutional image condition. Extensions to include attenuation and anisotropy also seem possible. The vector wavefield decomposition method for isotropic viscoelastic wavefields is also possible . An anisotropic vector wavefield can be decomposed into P and S vector components by solving the Christoffel equation (Zhang and McMechan, 2010; Cheng and Fomel, 2014) ; the relation between propagation direction and polarization needs to be explicit for the anisotropy symmetry used. The VB prestack image condition for anisotropic RTM needs to be further investigated.
Another related issue is multipathing. Multipathing refers to a single reflection point being illuminated by two or more waves traveling different paths between a single source and a reflection point, or between a reflection point and a receiver, with correspondingly different traveltimes and incident/reflection angles. The crosscorrelation image condition implicitly uses all multipaths at the expense of increasing cost, crosstalk artifacts, and background noise. In this paper, we keep only the reflection associated with the largest incident magnitude at each image point; this is much cheaper than crosscorrelation, but it does not handle multipathing. This limitation has been overcome by keeping the second and/or subsequent largest incident magnitudes and the corresponding traveltimes from different wavelets during the source wavefield extrapolation; see the MEXIC algorithm from Jin et al. (2015) , the sparse crosscorrelation algorithm of Nguyen and McMechan (2015) , and the multiple time path algorithm of Hauser et al. (2008) .
CONCLUSIONS
A new workflow (including P and S vector decomposition and a vector image condition) is established for 2D isotropic elastic RTM using multicomponent data. P-and S-waves are decomposed in the vector domain during the source and receiver wavefield extrapolations. Propagation directions for P-and S-waves are efficiently calculated using Poynting vectors with the decomposed P-and S-wave particle-velocity and stress vector components as input. The PP and PS reflection signs at each image point are determined using the relation between the propagation and particle-velocity directions of the source and receiver wavefields. The image condition is built in the context of the excitation-amplitude image condition using the maximum magnitude of particle-velocity vectors, the stress, and the PP/PS reflection sign at each grid point; this is a deconvolution image condition that is efficient, robust, and capable of obtaining angle-dependent reflection coefficients directly from prestack RTM. The decomposed Poynting vectors also provide the incident and reflection angle information, thus simplifying the process of obtaining PP and PS ADCIGs. Synthetic tests show acceptable results for the migrated images and ADCIGs. 
