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Abstract
We show that wave breaking occurs for the modified Camassa-Holm (mCH) equation. Next we classify all
traveling wave solutions of the modified Camassa-Holm equation in the weak sense via parametrization of their
maxima, minima and wave velocity constants. This equation is shown to admit in addition to more popular
solutions like smooth traveling waves and peakons, some not so well-known traveling waves as, for example, kinks,
cuspons, composite waves and stumpons. Moreover, explicit peakons in terms of Jacobian elliptic functions are
found.
Keywords: Wave breaking, peakons and global weak solutions.
1. Introduction
The original Camassa-Holm equation was introduced by Fuchssteiner and Fokas [12] through
the method of recursion operators in 1981 and derived from physical principles by Camassa
and Holm in 1999 [3].
Our purpose is to investigate the modified Camassa-Holm equation (mCH)
ut − uxxt = uuxxx + 2uxuxx − 3u2ux, x ∈ R, t > 0 (1)
u(x, 0) = u0(x), (2)
obtained from modified Dullin-Gottwald-Holm (mDGH) equation [21]
u˜t + κu˜x − u˜xxt − κu˜xxx = u˜u˜xxx + 2u˜xu˜xx − 3u˜2u˜x, x ∈ R, t > 0,
by transformation u(x, t) 7→ u˜(x + κt, t). The original DGH equation was obtained by Dullin,
Gottwald and Holm [11] for a unidirectional water wave with fluid velocity u(x, t), where the
constant κ 6= 0 is the linear wave speed for undisturbed water at rest at spatial infinity.
The mCH equation can also be obtained from the ab-family of equations [14, 15, 16]
ut + (a(u))x − uxxt =
(
b
′
(u)
u2x
2
+ b(u)uxx
)
x
(3)
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where a, b : R −→ R are smooth function and a(0) = 0, by considering a(u) = u3 and b(u) = u.
From [14, 16] it is also known that (1) has three natural invariants:
E(u) = −
∫
R
[
u4
8
+
uu2x
2
]
dx, F (u) =
1
2
∫
R
[u2 + u2x] dx and V (u) =
∫
R
u dx. (4)
Equation (1) has been investigated in recent years. Tian and Song in [24] obtained peakons
composed of hyperbolic functions. In [25, 26], Wazwaz employed this modified form with k = 0
as a vehicle to explore the change in the physical structure of the solution from peakons to
bell-shaped solitary wave solutions and showed that mCH equation has a sec h like solitary
wave solution. In [27], a variational homotopy perturbation method (VHPM) has been studied
to obtain solitary wave solutions of the mCH equation. More recently in [7], we guarantee
results about the orbital instability for a specific class of periodic traveling wave solutions with
the mean zero property and large spatial period.
In this paper, we prove steepening at inflection points, i.e., we consider an initial condition
in H3(R) that has an inflection point to the right of its maximum and get that the time
dependent slope at the inflection point becomes vertical in finite time. This property means
that wave breaking holds. Next we classify all traveling wave solutions, u(x, t) = φ(x − ct),
c ∈ R, for mCH equation (1) using a weak formulation in H1loc(R) and obtain explicit formulas
for peakons in terms of Jacobian elliptic functions. As for the mDP equation [9], we also obtain
some very interesting types of solutions such as kinks, cuspons, composite waves and stumpons,
in addition to the more familiar smooth waves and peakons. To get an idea: the composite
waves are obtained by combining cuspons and peakons into new traveling waves and the waves
called stumpons are obtained by inserting intervals where φ equals a constant at the crests of
suitable cusped waves.
In the course of this work, we denote ⋆ the convolution on R. We also use (·, ·) to represent
the standard inner product in L2per(R). For 1 ≤ p ≤ ∞, the norm in the Lpper(R) will be denoted
by || · ||Lp, while || · ||s will stand for the norm in the classical Sobolev spaces Hsper(R) for s ≥ 0.
2. Preliminaries
Formally, problem (1)-(2) is equivalent to the hyperbolic-elliptic system
ut + ∂x
(
u2
2
)
+ Px = 0, (x, t) ∈ R× R+, (5)
P − Pxx = u3 + u
2
2
+
ux
2
2
, (x, t) ∈ R× R+, (6)
u(x, 0) = u0(x), x ∈ R (7)
The operator (1− ∂2xx)−1 has a convolution structure:
(1− ∂2xx)−1(f)(x) = (G ⋆ f)(x), (8)
where G(x) is the Green function
G(x) =
e−|x|
2
, x ∈ R.
2
Hence we have
P (x, t) = G ⋆
(
u3 +
u2
2
+
u2x
2
)
(x, t), (9)
and (5)-(7) can be rewritten as a conservation law with a non-local flux function F :
ut + F (u)x = 0, (x, t) ∈ R× R+, (10)
u(x, 0) = u0(x), x ∈ R, (11)
where F (u) = u
2
2
+G ⋆ (u3 + u
2
2
+ u
2
x
2
).
Definition 1. Let u0 ∈ H1(R) be given. A function u : [0, T ]×R→ R is called a weak solution
to (1), if u ∈ Lloc∞ ([0, T ];H1) satisfies the identity∫ T
0
∫
R
(uψt + F (u)ψx)dxdt+
∫
R
u0(x)ψ0(x)dx = 0
for all ψ ∈ C∞0 ([0, T ] × R) that are restrictions to [0, T ) × R of a continuously differentiable
function on R2 with compact support contained in (−T, T )× R.
3. Steepening lemma
The local well posedness of the Cauchy problem of Equation (1) with initial data u0 ∈ Hs(R),
s > 3
2
can be obtained by applying Katos semigroup theory [17]. More precisely, we have the
following well-posedness result.
Theorem 1. Given u0 ∈ Hs(R), s > 32 , there exists a maximal t0 > 0 and a unique solution
u(x, t) to problem (1)-(2) such that
u ∈ C([0, t0), Hs(R)) ∩ C1([0, t0), Hs−1(R)).
Moreover, the solution depends continuously on the initial data. For u0 ∈ H3(R) the solution
posseses the aditional regularity
u ∈ C([0, t0), H3(R)) ∩ C1([0, t0), H2(R)).
Proof. See Hakkaev, Iliev and Kirchev in [16].
Remark 1. The solutions obtained in Theorem 1 are called strong solutions to Equation (1).
Assume now that u0 ∈ H3(R) and let u ∈ C([0, t0);H3(R)) ∩ C1([0, t0);H2(R)) be the
corresponding strong solution of (1)-(2).
Remark 2. If u0 ∈ H3(R), then the ||u(·, t)||1 norm is conserved in time as long as the solution
exists, which implies by the Sobolev embedding H1(R) ⊂ L∞(R) that
M := sup
t∈[0,∞)
||u(·, t)||L∞ <∞. (12)
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The operator (1− ∂2xx)−1 can be represented as a convolution operator:
((1− ∂2xx)−1)f(x) =
∫
R
G(x− y)f(y)dy, f ∈ L2(R),
where
G(x) =
e−|x|
2
, x ∈ R.
From equation (10) we get
ut + uux = −∂x
(
G ⋆
(
u3 +
u2
2
+
u2x
2
))
= −∂x
∫
R
1
2
exp(−|x− y|)
(
u3(y, t) +
u2
2
(y, t) +
u2y
2
(y, t)
)
dy (13)
in C([0, T );H1(R)).
By differentiation with respect to x we get
utx + u
2
x + uuxx = −∂2x
(
G ⋆
(
u3 +
u2
2
+
u2x
2
))
= (Q2 − Id)
(
G ⋆
(
u3 +
u2
2
+
u2x
2
))
=
(
u3 +
u2
2
+
u2x
2
)
−
(
G ⋆
(
u3 +
u2
2
+
u2x
2
))
,
and therefore
utx + uuxx = u
3 +
u2
2
− u
2
x
2
−
(
G ⋆
(
u3 +
u2
2
+
u2x
2
))
(14)
in the space C([0, T );L2(R)).
We prove now the following blow-up result for (1)-(2):
Lemma 1. (Steepening Lemma [3, 6]) Suppose the initial profile of velocity u0 ∈ H3(R),
has an inflection point at x = x to the right of its maximum. Moreover we assume that
ux(x, 0) < −
√
2(M2 + 2M3) , where M is the constant defined in (12).Then, the negative slope
at the inflection point will become vertical in finite time.
Proof. Consider the evolution of the slope at the inflection point t → x(t) that starts at time
0 from an inflection point x = x of u0(x) to the right of its maximum so that
ρ0 = ux(x(0), 0) <∞.
Define ρt = ux(x(t), t), t ≥ 0.
Equation (14) yields an equation for the evolution of t → ρt. Namely, by using that
uxx(x(t), t) = 0 (u(t) ∈ H3(R) ⊂ C2(R)) and (12) one finds
4
dρt
dt
= −ρ
2
t
2
+ u3(x(t), t) +
u2
2
(x(t), t)
−
∫
R
1
2
exp(−|x(t)− y|)
(
u3(y, t) +
u2
2
(y, t) +
u2y
2
(y, t)
)
dy
≤ −ρ
2
t
2
+M3 +M2 +
∫
R
1
2
exp(−|x(t)− y|)(u3−(y, t))dy
≤ −ρ
2
t
2
+M2 + 2M3, (15)
where u− stands for the negative part of u. Here, we used that
∫
R
1
2
exp(−|x(t)− y|)dy = 1.
Let ρ˜t be the solution of the equation
dρ˜t
dt
= − ρ˜
2
t
2
+M, ρ˜0 = ρ0, (16)
where M =M2 + 2M3.
Observe that
d
dt
(
(ρt − ρ˜t)e 12
∫ t
0 (ρs+ρ˜s)ds
)
≤ 0, ρ0 − ρ˜0 = 0,
therefore ρt ≤ ρ˜t for all t > 0 for which both are well defined.
Integrating (16) we obtain
coth−1
(
ρ˜t√
2M
)
=
1
2
ln
∣∣∣∣∣ ρ˜t +
√
2M
ρ˜t −
√
2M
∣∣∣∣∣ =
√
2M
t
2
+ k, (17)
where k = ln
∣∣∣∣ρ0+
√
2M
ρ0−
√
2M
∣∣∣∣ < 0. Since limt→−2k/√2M ρ˜t = −∞ it follows that there is a time
τ ≤ −2k/
√
2M by which the slope ρt = ux(x(t), t) becomes negative and vertical.
4. Weak formulation
For a traveling wave u(x, t) = φ(ξ), with ξ = x− ct, the equation (1) is equivalent to
−cφ′ + cφ′′′ = φφ′′′ + 2φ′φ′′ − 3φ2φ′ , (18)
where ′ denotes the derivative with respect to the variable ξ.
After an integration with respect to the variable ξ we can rewrite (18) as follows
(φ
′
)2 + 2φ3 − 2cφ = ((φ− c)2)′′ + a. (19)
for some constant of integration a ∈ R. We see that for (19) to make any sense it is sufficient
to require φ ∈ H1loc(R). Thus, the following definition is plausible.
Definition 2. A function φ ∈ H1loc(R) is a traveling wave of the mCH equation if φ satisfies
(19) in distribution sense for some a ∈ R.
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5. Classification of traveling waves
Theorems 2 and 3 classify all bounded traveling waves φ ∈ H1loc(R), of (1). The bounded
traveling waves are parametrized by their maxima, minima and speeds of propagation.
Theorem 2. Consider z ∈ C \ R such that ℜ(z) = −(m + M)/2 satisfying the equation
m2 +M2 − |z|2 +mM − 2c = 0. Any bounded traveling wave of the mCH equation belongs to
one of the following categories:
(a) Smooth periodic: If m < M < c, there is a smooth periodic traveling wave φ(x− ct) of
(1) with m = minξ∈R φ(ξ) and M = maxξ∈R φ(ξ).
(b) Periodic peakons: If m < M = c, there is a periodic peaked traveling wave φ(x − ct) of
(1) with m = minξ∈R φ(ξ) and M = maxξ∈R φ(ξ).
(c) Periodic cuspons: If m < c < M , there is a periodic cusped traveling wave φ(x− ct) of
(1) with m = minξ∈R φ(ξ) and c = maxξ∈R φ(ξ).
(a
′
) Smooth periodic: If c < M < m, there is a smooth periodic traveling wave φ(x− ct) of
(1) with M = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(b
′
) Periodic peakons: If c = M < m, there is a periodic peaked traveling wave φ(x− ct) of
(1) with M = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(c
′
) Periodic cuspons: If M < c < m, there is a periodic cusped traveling wave φ(x− ct) of
(1) with c = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(d) Composite waves: For each c ∈ R fixed, with c < 0, consider the equation
2a = (M +m)(|z|2 −mM) (20)
in space (m,M,ℑ(z)) with z ∈ C \R satisfying, less than a change of variables, the hyperboloid
of two sheet
m2
α2
− M
2
β2
− ℑ(z)
2
γ2
= 1, (21)
where α =
√−2c, β = 2√−c and γ = √−c. For any (m,M, c) ∈ {m < c 6 M} ∪ {m >
c > M} there is a corresponding cuspon or peakon according to (b) or (c) and (b′) or (c′). A
countable number of cuspons and peakons corresponding to points (m,M, c) that belong to the
same hyperboloid of two sheet, may be joined at their crests to form a composite wave φ. If the
Lebesgue measure µ(φ−1(c)) = 0, then φ is a traveling wave of (1).
(e) Stumpons: For a = 2c3 − 2c2 the equation (20) jointly with (21) contains the points
(m,M,ℑ(z)) = (c, c,±√4c2 − 2c). These equations correspond only to cuspons. Let φ be a
composite wave obtained by joining countably many of these cuspons with each other and with
intervals where φ ≡ c. Then φ is a traveling wave of (1) even if µ(φ−1(c)) > 0.
Theorem 3. Consider z = −m − r −M with r ∈ R satisfying the equation r2 +m2 +M2 +
rm+ rM +mM − 2c = 0. Any bounded traveling wave of the mCH equation belongs, less than
an alternation of z for r, to one of the following categories:
(a) Smooth periodic: If z < r < m < M < c, there is a smooth periodic traveling wave
φ(x− ct) of (1) with m = minξ∈R φ(ξ) and M = maxξ∈R φ(ξ).
(b) Smooth with decay: If z < r = m < M < c, there is a smooth traveling wave φ(x− ct)
of (1) with m = infξ∈R φ(ξ), M = maxξ∈R φ(ξ) and φ ↓ m exponentially as ξ → ±∞.
(c) Kinks: If z = m < M = r < c, there is a kinked smooth traveling wave φ(x − ct) of
(1) with m = infξ∈R φ(ξ), M = supξ∈R φ(ξ) and, φ ↑ M and φ ↓ m exponentially as ξ → ±∞,
respectively.
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(d) Periodic peakons: If z < r < m < M = c, there is a periodic peaked traveling wave
φ(x− ct) of (1) with m = minξ∈R φ(ξ) and M = maxξ∈R φ(ξ).
(e) Peakons with decay: If z < r = m < M = c, there is a peaked traveling wave φ(x− ct)
of (1) with m = infξ∈R φ(ξ), M = maxξ∈R φ(ξ) and φ ↓ m exponentially as ξ → ±∞.
(f) Periodic cuspons: If z < r < m < c < M , there is a periodic cusped traveling wave
φ(x− ct) of (1) with m = minξ∈R φ(ξ) and c = maxξ∈R φ(ξ).
(g) Cuspons with decay: If z < r = m < c < M , there is a cusped traveling wave φ(x− ct)
of (1) with m = infξ∈R φ(ξ), c = maxξ∈R φ(ξ) and φ ↓ m exponentially as ξ → ±∞.
(a
′
) Smooth periodic: If c < M < m < r < z, there is a smooth periodic traveling wave
φ(x− ct) of (1) with M = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(b
′
) Smooth with decay: If c < M < m = r < z, there is a smooth traveling wave φ(x− ct)
of (1) with M = minξ∈R φ(ξ), m = supξ∈R φ(ξ) and φ ↑ m exponentially as ξ → ±∞.
(c
′
) Kinks: If c < r = M < m = z, there is a kinked smooth traveling wave φ(x − ct) of
(1) with M = infξ∈R φ(ξ), m = supξ∈R φ(ξ) and, φ ↓ M and φ ↑ m exponentially as ξ → ±∞,
respectively.
(d
′
) Periodic peakons: If c = M < m < r < z, there is a periodic peaked traveling wave
φ(x− ct) of (1) with M = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(e
′
) Peakons with decay: If c = M < m = r < z, there is a peaked traveling wave φ(x− ct)
of (1) with M = minξ∈R φ(ξ), m = supξ∈R φ(ξ) and φ ↑ m exponentially as ξ → ±∞.
(f
′
) Periodic cuspons: If M < c < m < r < z, there is a periodic cusped traveling wave
φ(x− ct) of (1) with c = minξ∈R φ(ξ) and m = maxξ∈R φ(ξ).
(g
′
) Cuspons with decay: If M < c < m = r < z, there is a cusped traveling wave φ(x− ct)
of (1) with c = minξ∈R φ(ξ), m = supξ∈R φ(ξ) and φ ↑ m exponentially as ξ → ±∞.
(h) Composite waves: For each c ∈ R fixed, with c > 0, the equation
2a = −(M +m)r2 − (m+ r)M2 − (M + r)m2 − 2mrM (22)
describes three planes intersecting in space (m,M, r) with r ∈ R satisfying, less than a change
of variables, the ellipsoid
m2
α2
+
M2
β2
+
r2
γ2
= 1, (23)
where α = β = 2
√
c and γ =
√
c. For any (m,M, r, c) ∈ {z < r 6 m < c 6 M} ∪ {z > r >
m > c > M} there is a corresponding cuspon or peakon according to (d)− (g) and (d′)− (g′).
A countable number of cuspons and peakons corresponding to points (m,M, r, c) that belong to
the same ellipsoid, may be joined at their crests to form a composite wave φ. If the Lebesgue
measure µ(φ−1(c)) = 0, then φ is a traveling wave of (1).
(i) Stumpons: For a = 2c3 − 2c2 the equation (22) jointly with (23) contains the points
(m,M, r) = (c, c,−c ± √−2c2 + 2c). These equations correspond only to cuspons. Let φ be a
composite wave obtained by joining countably many of these cuspons with each other and with
intervals where φ ≡ c. Then φ is a traveling wave of (1) even if µ(φ−1(c)) > 0.
In addition to Theorems 2 and 3 is possible to characterize the existence or no of some
unbounded traveling waves of the mCH equation.
Theorem 4. If the polynomial P (φ) in (35) has only a real zero, say m, then the mCH equation
has not bounded solutions φ to c < m or m < c with m = minξ∈R φ(ξ) or m = maxξ∈R φ(ξ),
respectively. In particular, the mCH equation has traveling wave solutions with exponential
behavior.
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Remark 3. Differently from the classical case, the mCH equation has not traveling wave solu-
tions with similar behavior to a parabola because this is only possible if the polynomial P (φ) in
(35) has only a real zero with multiplicity equal to one.
Remark 4. For the modified Degasperis-Procesi equation
ut − uxxt = uuxxx + 3uxuxx − 4u2ux,
we can also classify all traveling wave solutions for this equation and get similar results like
the above theorems. In order to get this, we proceed the same way as for the mCH equation,
by considering in the next section p(v) = 8
3
φ3 − 2cφ − a and Lemma 1 of [19] in the proof of
Lemma 5 in this paper. Moreover, to obtain a equation like (26) we multiply by φφ
′
the weak
formulation to mDP equation given by
8
3
φ3 − 2cφ = ((φ− c)2)′′ + a,
where a is a constant of integration as in (19).
6. Proof of Theorems 2, 3 and 4
Lemma 2. Let p(v) be a polynomial with real coefficients. Assume that v ∈ H1loc(R) satisfies
(v2)
′′
= (v
′
)2 + p(v) in D′(R).
Then,
vk ∈ Cj(R) para k > 2j.
Proof. See [18], Lemma 1, page 404.
Lemma 3. Let f : R −→ R be an absolutely continuous function. Then f ′ = 0 a.e. on f−1(c)
for any c ∈ R.
Proof. See [18], Lemma 2, page 405.
Lemma 4. Let f ∈ W 2,1loc (R). Then, f
′′
= 0 a.e. on f−1(c) for any c ∈ R.
Proof. See [18], Lemma 3, page 405.
Lemma 5. A function φ ∈ H1loc(R) is a traveling wave of (1) with speed c if and only if the
following three statements hold:
(TW1) There are disjoint open intervals Ei, i > 1, and a closed set C such that R\C =
⋃+∞
i=1 Ei,
φ ∈ C∞(Ei) for i > 1, φ(ξ) 6= c for ξ ∈ E =˙
⋃+∞
i=1 Ei, and φ(ξ) = c for ξ ∈ C.
(TW2) There is an a ∈ R such that
(i) For each i > 1, there exists di ∈ R such that
(φ
′
)2 = F (φ) for ξ ∈ Ei and φ→ c at any finite endpoint of Ei, (24)
where,
F (φ) =
φ2
(
c− φ2
2
)
+ aφ+ di
c− φ ; (25)
(ii) If C has strictly positive Lebesgue measure, µ(C) > 0, then a = 2c3 − 2c2.
(TW3) (φ− c)2 ∈ W 2,1loc (R).
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Proof. Applying Lemma 2, with v = φ− c and p(v) = 2φ3 − 2cφ− a, we see that
(φ− c)k ∈ Cj(R) para k > 2j.
Define C = φ−1(c). Since φ is continuous, C is a closed set. Since every open set is a
countable union of disjoint open intervals, there are disjoint open intervals Ei, i > 1, such that
R \ C = ⋃∞i=1Ei. By construction, it follows that (TW1) is satisfied.
Now let’s prove (TW2). To get this, we consider Ei one of these open intervals. Since φ is
C∞ in Ei, we infer that (19) holds pointwise in Ei. So, multiplying (19) by φ
′
we obtain
−2cφφ′ + 2cφ′φ′′ + 2φ3φ′ = 2φφ′φ′′ + (φ′)3 + aφ′ .
Equivalently, we can rewrite the above equation as
−c(φ2)′ + c[(φ′)2]′ +
(
φ4
2
)′
= [(φ
′
)2φ]
′
+ aφ
′
and from an integration with respect to the parameter ξ, we deduce
(φ
′
)2(c− φ) = φ2
(
c− φ
2
2
)
+ aφ+ di, ξ ∈ Ei (26)
for some constants of integration di. Dividing (26) by c− φ we have (24). That φ → c at the
finite endpoints of Ei it follows from the continuity of φ and (TW1). This proves (i) of (TW2).
The left-hand side of (19) is in L1loc(R). Hence, ((φ− c)2)
′′ ∈ L1loc(R) and so follows (TW3).
To show (ii) of (TW2), let us assume µ(C) > 0. Since φ ∈ H1loc(R) and (φ− c)2 ∈ W 2,1loc (R),
we obtain from Lemma 3 and Lemma 4 respectively,
φ
′
(ξ) = 0 and ((φ− c)2)′′(ξ) = 0 a.e. in C. (27)
By the fact that (φ− c)2 ∈ W 2,1loc (R), we have that (19) holds a.e. in R, i.e.,
(φ
′
)2 + 2φ3 − 2cφ = ((φ− c)2)′′ + a a.e. in R.
In particular, the above equation occurs a.e. in C. Then, from (27) it follows that
2φ3 − 2cφ = a a.e. in C.
Since µ(C) > 0 and φ ≡ c in C, we conclude that a = 2c3 − 2c2. This shows that all the
traveling waves of equation (1) satisfy (TW1)− (TW3).
Reciprocally, note that from the differentiation of (24) we have
(φ
′
)2 + 2φ3 − 2cφ = ((φ− c)2)′′ + a in E =˙
∞⋃
i=1
Ei. (28)
If µ(C) = 0, then (28) implies that
(φ
′
)2 + 2φ3 − 2cφ = ((φ− c)2)′′ + a a.e. in R. (29)
Since ((φ − c)2)′′ ∈ L1loc(R) by (TW3), (29) implies (19), from which we conclude that φ is a
9
traveling wave solution of (1).
To complete the demonstration it remains to show that (29) also occurs in the case where
µ(C) > 0. Suppose µ(C) > 0. Since φ ∈ H1loc(R) and (φ − c)2 ∈ W 2,1loc (R), we obtain from
Lemmas 3 and 4 that equation (27) holds. From (ii) of (TW2) we have a = 2c3−2c2. So, since
φ ≡ c in C, we deduce for a.e. ξ in C,
(φ
′
)2 + 2φ3 − 2cφ = ((φ− c)2)′′ + a.
Jointly with (28), what we have just shown implies (29) and the result follows.
To prove Theorems 2 and 3, we will show that the set of bounded functions satisfying
(TW1)− (TW3) in Lemma 5 consists exactly of the waves presented in the statements of these
theorems.
Suppose that φ satisfies (TW1) − (TW2). From (TW1) and (TW2) there is a countable
number of C∞ wave segments separated by a closed set C such that each wave segment φ
satisfies
(φ
′
)2 = F (φ) for ξ ∈ E, F (φ) =
φ2
(
c− φ2
2
)
+ aφ+ d
c− φ
and φ→ c at any finite endpoint of E (30)
for some interval E and constants a, d. If we are able to find all solutions of (30) for different
intervals E and different values of a and d, then we can join solutions defined at intervals in
which the union is R \C for some closed set C of null measure. We will have the function that
we constructed defined in R, satisfying (TW1) and (TW2) if, and only if, all the wave segments
satisfy (30) with the same constant a. In addition, if for a = 2c3 − 2c2 we allow µ(C) > 0, this
procedure will give us all the functions satisfying (TW1) and (TW2). Let us show that these
functions we have just constructed belong to H1loc(R), satisfy (TW3) and are exactly the waves
in Theorems 2 and 3.
To study (30), we first observe that for general equations of the form
(φ
′
)2 = F (φ), (31)
where F : R −→ R is a rational function, Lenells in [18] explored the qualitative behavior of
solutions to (31) at points where F has a zero or a pole. In resume, if F (φ) has a simple zero
at φ = m, so that F
′
(m) > 0, then the solution φ of (31) satisfies
φ(ξ) = m+
1
4
(ξ − η)2F ′(m) +O((ξ − η)4) at ξ ↑ η, (32)
where φ(η) = m. Assuming that F (φ) has a double zero at m, so that F
′
(m) = 0 and
F
′′
(m) > 0, we get
φ(ξ)−m ≈ αexp(−ξ
√
F ′′(m)) as ξ →∞ (33)
for some constant α, then φ ↓ m exponentially as ξ →∞. So, whenever F has two simple zeros
m,M and F (φ) > 0 for m < φ < M we have the periodic solutions. If F has a double zero m,
a simple zero M , and F (φ) > 0 for m < φ < M , then there are solutions with decay. To F
with a simple zero at m and F (φ) > 0 for m < φ, then no bounded solution φ exists.
If we include all the functions φ ∈ H1loc(R) that are solutions of (31), we will expand the
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class of solutions, so that they will have another qualitative behavior. If φ approaches a simple
pole φ = c of F , then, if φ(ξ0) = c,
φ(ξ)− c = α|ξ − ξ0| 23 +O((ξ − ξ0) 43 ) as ξ → ξ0 (34)
for some constant α, so cusped solutions occur. Also, peakons occur when the evolution of φ
according to (31) suddenly changes direction, that is, φ
′ 7→ −φ′.
Applying the above discussion to the particular case
F (φ) =
P (φ)
c− φ, with P (φ) = φ
2
(
c− φ
2
2
)
+ aφ+ d, (35)
we can classify all the bounded solutions of (30). The proof is basically an inspection of all
possible distributions of zeros and poles of F . Note that P (φ) is a fourth-degree polynomial
with real coefficients, then it has one, two or four real zeros. Moreover,
To prove Theorem 4 suppose that P (φ) has only a real zero. This zero has double multiplicity
because the polynomial P (φ) is fourth-degree. Let m ∈ R this double zero and z, z the others
zeros in C \ R. For this distribution of zeros, we can write
P (φ) = −1
2
(φ−m)2(φ− z)(φ − z)
and so, we obtain F
′
(m) = 0 and
F
′′
(m) = −|m− z|
2
c−m .
Thus, we can see that the solution φ of the mCH equation satisfies (33) to c < m < φ and,
therefore, φ is not bounded. If φ < m < c, then −F ′′(m) > 0 and a similar result is obtained.
Suppose that there are two simple real zeros, say m andM , and we going to prove Theorem
2. We write for z ∈ C \ R
P (φ) =
1
2
(M − φ)(φ−m)(φ− z)(φ − z)
and comparing the coefficients of (35) we obtain that ℜ(z) = −(M + m)/2 with z ∈ C \ R
satisfying the hyperboloid of two sheet in (m,M,ℑ(z)),
5
4
m2 +
5
4
M2 − ℑ(z)2 + 3
2
mM − 2c = 0. (36)
In addition, we have
F
′
(m) =
1
2
· (M −m)|m− z|
2
c−m
and, from (32), we deduce from that there are periodic solutions C∞ for (30) if and only if
m < M < c or c < M < m. Checking the different cases it is shown that these are all the C∞
bounded solutions of (30) for P (φ) with two simple real zeros. Note that these solutions never
touch the line φ = c. Thus, the interval E in (30) must be the whole real line. In particular,
these C∞ solutions can never be glued together with another wave.
For the case of bounded solutions to (30) for which φ→ c at a finite end-point of E, gluing
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two of these together will give rise to a non-smooth wave. Periodic peakons occur if we leave
m < M = c. In fact, consider φ a solution such that m 6 φ 6 M . If φ is decreasing it will
reach m and turn back up to reaches M . φ can not stop or turn back anywhere because φ has
not singularities at points where φ 6= c. But note that φ increases until reaches φ = c and it
can make a sudden turn at this point. This suddenly change of direction of φ makes φ
′
have a
jump which gives rise to a peak. To see how periodic cuspons happen, consider m < c < M .
In this case, F (φ) has a simple zero at m, a simple pole at c and F (φ) > 0 for m < φ < c.
Thus, from (34) we have
φ
′
(ξ) =
{
2
3
α|ξ − ξ0|− 13 +O((ξ − ξ0) 13 ) as ξ ↓ ξ0
−2
3
α|ξ − ξ0|− 13 +O((ξ − ξ0) 13 ) as ξ ↑ ξ0,
for some constant α. In particular, the solution φ has a cusp.
These are all nontrivial bounded solutions of (30) for this distribution of zeros of the poly-
nomial P (φ) and correspond to items (a)− (c) and (a′)− (c′) of Theorem 2.
Finally, let’s determine which solutions of (30) have the same constant a to be glued into a
function satisfying (TW3). We can find the integration constant a, corresponding to a solution
φ, identifying the coefficients of φ in (35). Recalling that ℜ(z) = −(M +m)/2, we obtain
2a = (M +m)(|z|2 −mM),
where z ∈ C \ R satisfies the equation (36). Moreover, the quadric (36) can be rewritten, less
than a change of variables, in its reduced form
m2
α2
− M
2
β2
− ℑ(z)
2
γ2
= 1,
with α =
√−2c, β = 2√−c and γ = √−c, for c < 0.
Thus, we obtain all bounded functions satisfying (TW1) and (TW2) for P (φ) with two sim-
ple real zeros by gluing of all possible ways the solutions corresponding to the same hyperboloid
of two sheet. Note that the waves resulting of this approach are exactly the waves of Theorem
2.
To prove Theorem 3, assume that there are four real zeros, say m, M , z, and r, and write
P (φ) =
1
2
(M − φ)(φ−m)(φ− z)(φ − r).
Analogously to the previous case we obtain z = −m− r −M with r satisfying the ellipsoid in
(m,M, r),
r2 +m2 +M2 + rm+ rM +mM − 2c = 0, (37)
F
′
(m) =
1
2
· (M −m)(m− z)(m− r)
c−m
and
F
′′
(m) =
(M −m)[(m− r) + (m− z)]− (m− z)(m− r)
c−m +
(M −m)(m− z)(m− r)
(c−m)2 .
Also, checking the different cases we conclude that there are periodic solutions C∞ for (30) if
and only if z < r < m < M < c or c < M < m < r < z. A bounded solution φ with φ ↓ m
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when ξ → ±∞, exists for z < r = m < M < c. A solution φ ↑ m when ξ → ±∞, exists for
c < M < m = r < z. A solution φ where both above cases occur, that is, φ ↑M when ξ → +∞
and φ ↓ m when ξ → −∞, happens for z = m < M = r < c or to c < r = M < m = z with
φ ↓M and φ ↑ m when ξ → ±∞.
Moreover, for bounded solutions to (30) for which φ→ c at a finite end-point of E we have,
for example, periodic peakons if z < r < m < M = c and cuspons with decay if we consider
z < r = m < c < M . In general, the different possibilities for bounded solutions of (30) for
P (φ) with four real zeros are those presented in (a)− (g) and (a′)− (g′) of Theorem 3.
Again to determine which solutions of (30) have the same integration constant a we identify
the coefficients of φ in (35) obtaining
2a = −(M +m)r2 − (m+ r)M2 − (M + r)m2 − 2mrM
where z = −m−r−M and r ∈ R satisfies equation (37). So, (37) can be rewrite in its reduced
form
m2
α2
+
M2
β2
+
r2
γ2
= 1,
with α = β = 2
√
c and γ =
√
c, for c > 0. Gluing of all possible ways the solutions correspond-
ing to the same ellipsoid we obtain that all bounded functions satisfying (TW1) and (TW2)
for this case are the waves of Theorem 3.
To finalize the proof of Theorems 2 and 3 is enough to show that these waves belong to
H1loc(R) and satisfy (TW3). This fact is ensured by Lemma 9 but in order to prove this lemma
we need to establish some technical results and notation.
Definition 3. A function f : I −→ R, I = [a, b] ⊂ R, is said to be of bounded variation if
sup
N∑
i=1
|f(ti)− f(ti−1)| < +∞,
where the supremum is taken over all natural number N and all choices of partitions {ti}Ni=1
such that a = t0 < t1 < · · · < tN = b. BV (I) denote the set of functions f : I −→ R of bounded
variation on I. BVloc(R) denote the space of functions f : R −→ R of bounded variation for all
compact intervals I ⊂ R.
Definition 4. A function f : X −→ R defined on some set X ⊂ R is an N-function if f maps
sets of measure zero to sets of measure zero.
Lemma 6. A function f : I −→ R, I = [a, b] ⊂ R, is absolutely continuous if and only if
f ∈ W 1,1loc (I).
Lemma 7. Let f : I −→ R, I = [a, b] ⊂ R, be a continuous function of bounded variation.
Then, f is absolutely continuous if and only if f is an N-function.
Lemma 8. If f : I −→ R, I = [a, b] ⊂ R, is continuous and |f | is absolutely continuous, the
f is absolutely continuous.
The proof of Lemmas 6−8 can be found on book [22].
Lemma 9. Any bounded function φ satisfying (TW1) and (TW2) belongs to H1
loc
(R) and sat-
isfies (TW3).
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Proof. Consider Ei and C as in (TW1). We initially prove that φ is an N -function. To get
this, we write
φ(N) = φ(N ∩ C) ∪
(
+∞⋃
i=1
φ(N ∩ Ei)
)
for any set N of null measure and then we use Lemma 7 for φ restricted to N ∩ Ei and also
observe that φ(N ∩ C) = {c}.
Now, we will show that φ ∈ BVloc(R). Consider {ik}+∞k=1, or simply {j}+∞j=1, a subsequence
and I a compact subinterval such that
I ⊂ C ∪
(
+∞⋃
j=1
Ej
)
and
+∞∑
j=1
|Ej| < +∞,
where |Ej | denote the length of the interval Ej.
Suppose, for example, the polynomial Pj(φ) = φ
2(c− φ2/2) + aφ+ dj with four real zeros,
say zj , rj, mj and Mj , and the case zj < rj 6 mj 6 φ < c 6 Mj . From (24), we see that
|Ej| = 2
∫ c
mj
√
c− φ√∣∣∣φ2 (c− φ22 )+ aφ+ dj∣∣∣
dφ. (38)
Note that Pj(c) > 0 for all j. Moreover, the derivative of Pj is independent of j and since
Pj has four zeros we have that the bj ’s form a bounded set. Therefore, we obtain
0 6 Pj(φ) 6 D(c−mj), mj 6 φ 6 c, j > 1, (39)
for some positive real constant D independent of j.
So, using (38) and (39) it follows that
|Ej | > D0(c−mj), j > 1, (40)
where D0 = 4/3
√
D. Thus, φ ∈ BVloc(R) because the total variation of φ in I is bounded above
by
2
+∞∑
j=1
(
c−min
ξ∈Ej
φ(ξ)
)
= 2
+∞∑
j=1
(c−mj) 6 2
D0
+∞∑
j=1
|Ej| < +∞.
Moreover, φ is continuous on I (see [18], page 417) and so φ is continuous in R. Hence, since
φ is an N -function of bounded variation, we have by Lemma 7 that φ is absolutely continuous.
This means by Lemma 6 that the distributional derivative of φ is in L1loc(R), φ is differentiable
in the classical sense at almost all points and the two derivatives coincide.
To conclude that φ ∈ H1loc(R), we will show that φ
′ ∈ L2loc(R). Using (24) and (39), we get∫
Ej
(φ
′
)2 dξ 6
√
D
√
c−mj
∫ c
mj
1√
c− φ dφ = 2
√
D(c−mj), j > 1
and so, by (40), ∫
Ej
(φ
′
)2 dξ 6
3
2
D|Ej |, j > 1.
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Thus, we obtain ∫
⋃+∞
j=1 Ej
(φ
′
)2 dξ 6
3
2
D
+∞∑
j=1
|Ej | < +∞.
As Lemma 3 implies that φ
′
= 0 a.e. on C = φ−1(c), it follows from the above inequality that
φ ∈ H1loc(R).
Finally, it remains to prove that (φ−c)2 ∈ W 2,1loc (R). To get this, we will show that |(φ−c)φ
′ |
is a bounded variation continuous N -function.
Since φ
′ ∈ L2loc(R) and φ
′
= 0 a.e. on C, we have that (φ − c)φ′ = 0 a.e. on C. Therefore,
from (24),
|(φ− c)φ′| =
√
Pj(φ)
√
c− φ, c ∈ Ej , j > 1 (41)
and, then, |(φ− c)φ′ | is smooth on any interval Ej and |(φ− c)φ′ | → 0 at finite endpoint of Ej .
So, on each Ej, |(φ− c)φ′| is a symmetric function with respect to the midpoint of Ej with two
humps. Thus, by (39) and (40), the total variation of |(φ− c)φ′| in I is bounded by
4
+∞∑
j=1
sup
ξ∈Ej
|(φ(ξ)− c)φ′(ξ)| = 4
+∞∑
j=1
sup
ξ∈Ej
√
Pj(φ) sup
ξ∈Ej
√
c− φ 6 8
3
+∞∑
j=1
|Ej | < +∞.
We see from (41) that |(φ− c)φ′| is continuous. Now writing,
|(φ− c)φ′|(N) = |(φ− c)φ′|(N ∩ C) ∪
(
+∞⋃
j=1
|(φ− c)φ′|(N ∩ Ej)
)
and using Lemma 7 with |(φ − c)φ′ | restricted to N ∩ Ej , we obtain that |(φ − c)φ′| is an
N -function.
Again, we apply Lemma 7 to get that |(φ− c)φ′| is absolutely continuous. Moreover, since
(φ − c)φ′ is smooth on Ej and, for ξ ∈ C, (φ(ξ)− c)φ′(ξ) = |(φ − c)φ′|(ξ) = 0, we have that
(φ− c)φ′ is continuous. Thus, Lemma 8 implies that (φ− c)φ′ is absolutely continuous.
We conclude, since (φ− c)2 is absolutely continuous, that
[
(φ− c)2]′ = 2(φ− c)φ′ ∈ W 1,1loc (R)
and, consequently, (φ− c)2 ∈ W 2,1loc (R).
Remark 5. In Theorems 2 and 3 the solutions are defined on the whole real line. Here we
restrict the solution to the interval between two crests in the case of periodic waves, and to the
part left or right of the crest in the case of decaying waves. The interval E is accordingly defined
to be a finite or half-infinite interval.
7. Dependence on parameters
In addition to Theorems 2 and 3, it is possible to characterize the relation between the
traveling waves of (1) and the parameters m, M and c. Namely, such traveling waves are
continuously dependents on these parameters.
Theorem 5. Let (mi,Mi, ci), i > 1, and (m,M, c) be such that there are corresponding traveling
waves of (1) according to (a)− (c) of Theorem 2 or (a)− (g) of Theorem 3. Let φi, i = 1, 2, ...
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and φ be these traveling waves translated so that they all have crests at ξ = 0. If (mi,Mi, ci)→
(m,M, c), then φi → φ in H1loc(R). In particular, we have uniform convergence on compact
sets.
Sketch of proof. Assume (mi,Mi, ci), i > 0 and (m,M, c) as in the statement of Theorem 2 or
3 and φi and φ the correspond traveling waves with crests at zero.
Note that to the mCH equation we obtain from (24) and (25) that φ and φi are given
implicitly by
ξ =


ξ0 +
∫ φ
φ0
dy√
F (y)
, φ
′
> 0
ξ0 −
∫ φ
φ0
dy√
F (y)
, φ
′
< 0,
(42)
where φ(ξ0) = φ0. Moreover, by choosing ξ0 = 0, we have φ0 = maxξ∈R φ(ξ) = min{M, c} and
ξ = −
∫ φ
min{M,c}
dy√
F (y)
, 0 < ξ <
L
2
,
where L is the period of φ given by
L = 2
∫ min{M,c}
m
dy√
F (y)
= 2
∫ min{M,c}
m
√
c− y√
P (y)
dy.
The rest of proof follows a similar line to that of Theorem 2 in [18], by considering the
different distributions of zeros to the polynomial P (φ) = φ2 (c− φ2/2) + aφ + d instead of
P (φ) = φ2(c− φ) + aφ+ d in the equations (6.4), (6.13) and (6.17) of [18].
Also, Theorem 5 is true for waves satisfying (a
′
)− (c′) and (a′)− (g′) of Theorems 2 and 3,
respectively.
8. Explicit formulas for peakons
Suppose that φ is a wave corresponding to (d) − (e) of Theorem 3. In this section we
determine explicit formulas for the peaked traveling waves.
From (42), we have
|ξ − ξ0| =
∫ φ
φ0
dy√
F (y)
=
√
2
∫ φ
φ0
√
c− y√
(M − y)(y −m)(y − z)(y − r) dy. (43)
Making φ = m+ (M −m) sin2(θ), we rewrite (43) by
|ξ − ξ0| = 2
√
2√
M −m
∫ θ
θ0
√
A− sin2(t)√
B + sin2(t)
√
C + sin2(t)
dt (44)
where
A =
c−m
M −m, B =
m− r
M −m and C =
m− z
M −m.
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The period of φ is given by
L = 2
√
2
∫ min{M,c}
m
√
c− y√
(M − y)(y −m)(y − z)(y − r) dy
= 4
√
2√
M −m
∫ θmax
θ0
√
A− sin2(t)√
B + sin2(t)
√
C + sin2(t)
dt. (45)
Assume φ a periodic peakon solution as in item (d) of Theorem 2. So, A = 1 and B,C > 0,
with B 6= C. From (44), we have
|ξ − ξ0| = 2
√
2√
M −m
∫ θ
θ0
cos(t)√
B + sin2(t)
√
C + sin2(t)
dt
=
2
√
2√
M −m
[
− i√
C
· F
(
arcsin
(
i
B
sin(t)
)
;
√
B
C
)] ∣∣∣∣∣
θ
θ0
,
where F denotes the elliptic integral of the first kind (see Appendix), since 0 < B/C < 1.
Choosing ξ0 such that φ(ξ0) = m, that is, ξ0 is a trough, we get θ0 = 0. Moreover, since
M = c we obtain sin(θ) =
√
φ−m/√c−m. Thus
|ξ − ξ0| = − i
D1
· F
(
i · arcsinh
(
1
B
√
φ−m
c−m
)
; k
)
,
where D1 =
√
C
√
c−m/2√2 and k = √B/C is the module of the elliptical integral (see
Appendix).
So, by properties of the elliptic integral of the first kind [2], we obtain
sin
(
i · arcsinh
(
1
B
√
φ−m
c−m
))
= sn(D1|ξ − ξ0|i ; k),
where sn is a Jacobian elliptic function (see Appendix).
Therefore, solving this equation we conclude that
φ(ξ) = m+D2tn
2(D1|ξ − ξ0| ; k′), |ξ − ξ0| 6 L
2
,
where
L = D3 · F
(
arcsin
(√
1/B2
1 + 1/B2
)
; k′
)
is the period of φ obtained from (45), D2 = B
2(c −m), D3 = 2/D1, k′2 = 1 − k2 and tn is a
Jacobian elliptic function (see Appendix). This is the explicit formula to the periodic peakons
of the mCH equation.
If φ is a peakon with decay as in (e) of Theorem 3, then A = 1, B = 0 and C > 0. So, (44)
gives us
|ξ − ξ0| = 2
√
2√
M −m
∫ θ
θ0
cos(t)
sin2(t)
√
C + sin2(t)
dt =
2
√
2√
C
√
M −m
[
− arccsch|t|
]∣∣∣ sin(θ)√C
sin(θ0)√
C
.
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Choosing ξ0 such that φ(ξ0) = c, that is, ξ0 at the peak, we get sin(θ0) = sin(θmax) = 1.
Moreover, since M = c we obtain sin(θ) =
√
φ−m/√c−m. Thus
|ξ − ξ0| = − 2
√
2√
C
√
c−m
[
arccsch
∣∣∣∣
√
φ−m√
C
√
c−m
∣∣∣∣− arccsch
(
1√
C
)]
.
Now, we use the identity
arccsch(x) = ln
(
1
x
+
√
1
x2
+ 1
)
= ln
(
1 +
√
1 + x2
x
)
; x ∈ R, x 6= 0
in the above equation to obtain
−
√
C
√
M −m|ξ − ξ0|
2
√
2
= ln


√
C
√
c−m√
φ−m
(
1 +
√
1 + φ−m
C(c−m)
)
√
C
(
1 +
√
1 + 1
C
)

 .
Thus,
φ(ξ) = m+
D4e
−D5|ξ−ξ0|
(D6e−D5|ξ−ξ0| − 1)2
is an explicit expression for the peakons with decay, where D4 = 4C
2(c−m)(1 +√1 + 1/C)2,
D5 =
√
C
√
c−m/√2 and D6 = C(1 +
√
1 + 1/C)2.
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10. Appendix
In this appendix we will talk about some concepts used so far without further explanation.
In accordance with [2], we start setting the normal elliptic integral of the first kind
F (φ, k) = F (φ | k2) = Fk(φ) =
∫ y
0
dt√
(1− t2)(1− k2t2) =
∫ φ
0
dϕ√
(1− k2 sin2 ϕ)
,
where y = sinφ.
The parameter k is called the modulus of the elliptic integral and k′2 = 1 − k2 its com-
plementary modulus, and both may take any real or imaginary value. Here we wish to take
0 < k2 < 1. Moreover, the variable φ is called argument and it is usually taken belonging to[−pi
2
, pi
2
]
.
In his algebraic form, the elliptic integral above is finite for all real (or complex) values of
y, including infinity. When φ = pi
2
, the integral K(k)=˙F
(
pi
2
, k
)
is said to be complete.
We define the Jacobian elliptic functions using the inverse function of the elliptic integral
of the first kind. This inverse function exists because that
u(y1, k) ≡ u =
∫ y1
0
dt√
(1− t2)(1− k2t2) =
∫ φ
0
dϕ√
1− k2 sin2 ϕ
= F (φ, k),
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is a strictly increasing function of the real variable y1 and, in its algebraic form, this integral
has the property of being finite for all values of y1. This inverse φ = am(u, k) = amu is called
amplitude function.
There are several Jacobian elliptic functions that can be seen in [2], but here we will only
define the functions sn, cn and tn as follows
sn(u, k) = sin am(u, k) = sinφ,
cn(u, k) = cos am(u, k) = cosφ,
tn(u, k) =
sin am(u, k)
cos am(u, k)
=
sinφ
cosφ
.
These functions have a real period, namely 4K(k), and some important properties summarized
by the formulas given below.
sn(−u) = −sn(u), sn2u+ cn2u = 1,
cn(−u) = cn(u), −1 6 snu, cnu 6 1,
tn(−u) = −tn(u), sn(iu, k) = itn(u, k′).
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