JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org.
ON THE GEOMETRY OF SUBSPACES IN EUCLIDEAN n-SPACES* ADI BEN-ISRAELt
Introduction. This paper consists of four sections. In ?1 the intersections of manifolds in En are studied. Theorem 1 characterizes the case when an intersection of two manifolds is nonempty, and gives explicit expressions for that intersection. Theorems 2 and 3 give the intersection of two subspaces and the projector thereon. Applications are then given for systems of equations in partitioned form (Corollary 2) and for the inverses of partitioned matrices (Corollaries 3, 4). Section 2 applies the results of ?1 to ill-conditioned systems of linear equations. Partitioning the equations is used to obtain a sequence of approximate solutions (63), for which an error bound is given by (64). In ?3 an application is given to the generalized inverse of a product of projectors. Section 4 is independent of the rest of the paper: it extends the concept of inclination between subspaces in E', as introduced by Zassenhaus [24] . Thus we show that if the subspace Sj = R(Aj*), j = 1, 2, then the eigenvalues of A1A2tA2A,t are the squares of the cosines of the angles of inclination between the subspaces Si, S2 (Theorem 4).
Notations. For an m X n complex matrix A we denote by:
A* the conjugate transpose of A, At the generalized inverse of A (see [20] ), R(A) the range space of A, N(A) the null space of A, II A II = max {V/1\: X an eigenvalue of A*A}, the spectral norm of A.
This norm is consistent with the Euclidean vector norm, e.g., [16, p. 44] .
Let En denote the n-dimensional complex vector space. For a subspace L of En we denote by:
PL the projector on L, i.e., PL = FL = PL* and L = R(PL), L1 the orthogonal complement of L, {x + L} = {x + y:y E L} the manifold parallel to L through x, AL = {Ax:X E L}.
The following facts are often used in this paper:
(1) AAt = PR(A) , (e.g., see [5] ), Using the result At = A*(AA*)t with A = (PL, -PM), we verify that
(PL, -PM)(PL, PM) = (PL + PM)(PL + PM)t, and (6) follows from (10) and (12) . If (9) is solvable, its solutions are
which may be substituted in either side of (8) It is also clear that
Finally, (7) follows from substituting (15) and (16) The alternative statement in (20) is similarly proved.
Another expression of l n1m in terms of PL , PM is given in the following theorem due to Nakano [18] ; see also Pyle [22] and Altman [1] , [2] for extensions and applications. THEOREM 3 (Nakano) . Let L, M be any two subspaces of E'. Then
Returning to manifolds we have as an easy consequence of Theorem 1 the following corollary. COROLLARY 1. Let L, M be two subspaces of E' which satisfy (23) L n M-{o}, (24) dimL+dimM=n.
Then, for any two vectors x, y in E', the intersection (5) consists of the single vector (25) 
Proof. The intersection (5) is nonempty for any pair x, y because (24) implies that (PL, -PM) is of rank n and therefore (9) is solvable for all (y -x). Using (23) and (7) we get (25) .
An application of Theorem 1 to the solution of linear equations is made in the following corollary. COROLLARY 2. Let A, B be two complex matrices with n columns, and let the two systems of equations (26) Ax = a Proof. The solution manifolds of (26), (27) are, respectively, (26) and (27) have a solution in common) and is given by:
Clearly,
T Rfn s, and using (7) Substituting (37)- (40) in (36) we get (28). Corollary 2 can be used to obtain a representation for the generalized inverse of the partitioned matrix (B) as follows.
COROLLARY 3. Let A, B, be two complex matrices with n columns, and let the intersection of the subspaces R (A *), R (B *) consist of the zero vector alone. Then Proof. From the nonsingularity of (A) the following two facts follow: where the matrix (B) is ill-conditioned, but A is a well-behaving submatrix, say AA * is well-conditioned. Such a submatrix may be found by diagonalizing and stopping at a stage when all the rows below the pivot row contain elements whose moduli are less than or equal to some prescribed positive number (see, e.g., Gavurin [12] ). Thus the ill-conditioning of (31) affects only the part PN(B) ) results in a slow convergence of (58). Using (58), (2) and (4), the solution (52) The computational significance of (68) is impaired by the fact, as shown by Householder [16, p. 9] , that the direct computation of Xt requires little more than the computation of PR(x) and of PR(x*). Nevertheless, both (67) and (68) give insight into the structure of the operator (AB)t.
If both A, B are projectors, then both representations (67) and (68) reduce to (PQ)t = (pQ)t The results of ?1 will now be applied to obtain a representation for (pQ)t, where P, Q are projectors. LEMMA 1. Let P, Q be two arbitrary projectors in En. Then for any vector x either (69)
Proof. Clearly it is enough to prove the lemma for n = 2. We show first that (71) PQx # 0 implies QPQx # 0. This completes the proof. Corollary 5 gives (PQ)ty for all y E R(PQ) as the intersection (80). A representation for (PQ)t follows now by the explicit construction of (80) using (25) .
COROLLARY 6. Let P, Q be two arbitrary projectors in EN. Then The second equality in (86) follows from the first by using In what follows we will give Zassenhaus' definition a symmetric form, avoiding (91) and expressing the fact that the inclination between Si and S2 is the same as that between S2 and Si. Also the matrices A j, whose rows span Sj, will not be assumed to be of full row rank. LEMMA 2. If T is an r X r matrix and if S is an n X r matrix of rank r, then the matrices T, STSt have the same nonzero eigenvalues. which coincide with the nonlzero eigenvalues of AjA2tA2A1t. Finally, the nonizero eigenvalues of (AlA2t) (A2Ait) and of (A2Ait) (AjA2t) are the same so that the result is independent of the order in which the subspaces are taken; thus (91) can be avoided.
