Abstract It is important to consider the physiological and behavioral mechanisms that allow users to physically interact with virtual environments. Inspired by a neuroanatomical model of perception and action known as the two visual systems hypothesis, we conducted a study with two controlled experiments to compare four different kinds of spatial interaction: (1) voice-based input, (2) pointing with a visual cursor, (3) pointing without a visual cursor, and (4) pointing with a timelagged visual cursor. Consistent with the two visual systems hypothesis, we found that voice-based input and pointing with a cursor were less robust to a display illusion known as the induced Roelofs effect than pointing without a cursor or even pointing with a lagged cursor. The implications of these findings are discussed, with an emphasis on how the two visual systems model can be used to understand the basis for voice and gestural interactions that support spatial target selection in large screen and immersive environments.
Introduction
An important part of virtual reality (VR) research is the development of voice and gestural interaction. Ivan Sutherland, who is credited with first envisioning VRstyle technology, noted that the muscles of the hands and arms allowed for such dextrous movement that gesture was a ''natural choice'' for computer control [1] . This was later reinforced by Bolt, whose classic ''PutThat-There'' demonstration explored the multimodal convergence of voice and gesture for spatial information systems [2] . Further implications of allowing people to use speech and gesture to interact in ways most natural to them have been discussed by Oviatt and Cohen [3] . Today, there are many examples of VR interaction techniques that are based on voice, gesture or the combination of both. Our focus is on understanding voice and gestural interaction for specifying spatial information, or the locations on an information display at which objects of interest are or will be displayed. We refer to this as spatial target selection, emphasizing the task of specifying the location of a target.
There are many assumptions made about what elements should be present in an interaction technique to support reliable voice and gestural interaction for target selection. For example, the inclusion of graphical feedback in the form of visual cursors for pointing is typical throughout the history of VR. Other graphical elements in addition to cursors that have been used to support interaction techniques include frames, scales, and shadows (in 3D environments). These graphical elements are used because of our intuition about the value of visual feedback and visual context. Especially with large-screen VR environments, the only graphical elements present are those within the display itself. The lack of contextual graphical elements in the surrounding environment could mean that graphical elements in the display take on stronger and sometimes unanticipated roles. With a renewed interest in multimodal interaction techniques for virtual environments, it is important to characterize the types of graphical elements that are present in a display and to understand their impact on voice and gestural input because this could have serious implications for multimodal techniques that are developed in the future.
Our approach to understanding the impact of graphical elements starts with a knowledge of the basic physiological and cognitive factors that allow people to use voice and gesture in virtual environments. In cognitive psychology and neuroscience, advances have been made in understanding how the functional architecture of the human brain allows people to perceive relevant aspects of the surrounding world and how this leads them to interact with the physical world in a useful, meaningful way. In particular, a neuroanatomical model known as the two visual systems hypothesis provides a glimpse of the complex relationship between visual perception and human motor movement [4] [5] [6] [7] . The hypothesis suggests that voice and gesture rely on different mental representations for the processing of visual information, and this could mean that user performance might differ in the presence or absence of particular graphical elements when spatial tasks are performed.
We can use the two visual systems model to predict how target selection through voice or gestural pointing can be influenced by the presence or absence of two types of graphical elements: visible cursors and frames. We report the results of a study with two controlled experiments designed to test our predictions by contrasting the performance of users under four different interaction conditions: (1) voice-based input, (2) pointing with a visual cursor, (3) pointing without a visual cursor, and (4) pointing with a lagged visual cursor. By having users interact in an immersive virtual environment in the presence of graphical frames, we expected a visual illusion known as the induced Roelofs Effect to occur with certain kinds of input [8] . We found that pointing without a visual cursor and even pointing with a lagged visual cursor could outperform both voicebased input and pointing with reliable visual feedback under these conditions. Our findings are discussed in the context of how the two visual systems hypothesis can help build a better understanding of VR interactions that rely on voice and gesture.
Background and related work
Before describing the experimental approach we have taken, we review the fundamentals of the two visual systems hypothesis, which arose from a number of studies described in more detail later in this section [4] [5] [6] . The hypothesis proposes that two distinct mental representations of visual space are simultaneously generated when visual information is transduced at the neuroanatomical level. Figure 1 outlines the functional division between these two visual representations.
The ventral stream, also known as the cognitive stream of visual processing, generates an allocentric, or world-relative view, of visually perceived objects in the surrounding environment. The dorsal stream, also known as the sensorimotor stream of visual processing, concurrently generates an egocentric or body-relative view of these same objects. These streams are believed to have evolved independently from the biological need to Two separate mental representations of visual space are generated when processing visual information. The ventral stream (lower arrow) is specialized for the identification of physical object properties and maintains a world-relative view of space, while the dorsal stream (upper arrow) is specialized for the guidance of visualbased motor movements and maintains an egocentric view of space use visual information to accomplish different tasks. The ventral stream is primarily responsible for enabling active object identification and parsing complex visual scenes, including the visual perception of physical object properties such as color and shape (a ''what'' system) and the relative positions of objects in the scene. The dorsal stream is primarily responsible for enabling visually guided motor movements, especially for physical actions that take place within peripersonal space such as pointing, reaching, and grasping (a ''how'' system). It is less concerned with the relative positions of objects.
The world-relative view provided by the ventral stream is known to be susceptible to difficulties when dealing with egocentric judgments, sometimes manifested as ''visual illusions.'' In contrast, the egocentric view provided by the dorsal stream is known to be robust against such ambiguities. As the ventral stream was specialized to process the physical, but not spatial, characteristics of visual information (sometimes called ''vision for perception''), it failed to evolve a robust mechanism for dealing with spatial ambiguities. Knowing what kinds of visual features influence the ventral and dorsal representations should be useful for predicting performance differences in target selection in VR applications between cognitive-based interactions, such as voice-based spatial target selection, versus motorbased interactions like pointing and other gestural techniques.
The original motivation for the two visual systems model came from Trevarthen's examination of splitbrain monkeys and Schneider's work on modular retinal projections [4, 9] . Later work by Ungerleider and Mishkin [10] characterized the ventral and dorsal streams of visual processing as, respectively, the ''what'' and ''where'' representations of visual space. Milner and Goodale [5] reported several experiments with a patient DF, who exhibited the phenomenon of blind sight, or the inability to report visual awareness while retaining the ability to physically interact with the visual world. Their studies further characterized the ventral and dorsal streams as ''what'' and ''how'' representations of visual space.
A large body of experimental evidence with healthy subjects supports the two visual systems model. Early work by Bridgeman et al. [11] showed that subjects were not aware of visual displacements timed to occur in the middle of a visual saccade, a phenomenon known as saccadic suppression. However, they also found that subjects were always able to accurately point at displaced targets, regardless of whether they were able to report the displacement. Later work by Bridgeman et al. [12] used the visual illusion of apparent motion, or the appearance that visual targets are moving in the presence of a displaced background, and showed that motor movements toward these targets remained accurate despite cognitive reports of apparent target movement. A more recent study by Bridgeman et al. [6] used the induced Roelofs effect [8] to study the two visual systems and found differences in cognitive versus sensorimotor forms of report for spatial target selection in a (real) physical environment.
There is still vigorous debate in cognitive psychology about the exact mechanisms that underlie the two visual systems hypothesis and how researchers should interpret related evidence [13] [14] [15] . However, as a means of understanding the physiological basis for voice and gestural interaction, the two visual systems model holds considerable value. In the general domain of humancomputer interaction (HCI), we have recently shown how the direct linkage between the two visual systems and the upper and lower visual fields of the human eye leads to a measurable impact on mouse and touchscreen selection performance on large graphical displays [16] . In the two experiments presented here, we show how voice and pointing interactions can be influenced by the two visual systems.
Visual illusions and the induced Roelofs effect
Visual illusions are frequently used in experimental psychology to test the limits of the human visual experience but they are avoided for activities requiring visual perception in everyday life [17] . In VR, developers are often taught to consider the impact of visual illusions, although these are more often mentioned in the context of theoretical study rather than applied practice.
The two visual systems hypothesis provides an interesting context for studying visual illusions and their implications for VR. Recent psychophysical experiments testing the two visual systems hypothesis have involved the use of a visual illusion known as the induced Roelofs effect, which has graphical elements that are similar to the ones seen in many kinds of VR graphical display applications [6] [7] [8] . Figure 2 illustrates the perceptual effects of this visual illusion. The induced Roelofs effect is best described as a systematic bias in the perceived location of targets presented within a surrounding rectangular frame. This rectangular frame is either symmetrically centered on the physical midline of a viewer or is asymmetrically offset by some distance to the left or right of the viewer. When the frame is centered, there is no perceptual bias; presented targets are consistently perceived in their correct locations. However, when the frame is offset to the left, targets within the frame are systematically perceived as being further to the right of the viewer than they really are. Likewise, when the frame is offset to the right, targets within the frame are systematically perceived as being further to the left of the viewer than they really are.
The rectangular frame is similar to bordering elements, such as virtual window frames or the physical walls of a CAVE, which provide visual context in a graphical display. The targets within the frame are likewise similar to the icons and interactive elements such as buttons, menu items or other objects in a virtual world. Thus, the ''basic'' visual illusion of the induced Roelofs effect offers an opportunity to study the influence of asymmetric frames in VR and how they could be a source for unintentional errors of execution in item selection and target acquisition tasks in immersive virtual environments.
The two controlled experiments presented here use an instance of the induced Roelofs effect to understand how the two visual systems influence voice-based and gestural spatial target selection in an immersive virtual environment. Each experiment examines four different interaction techniques for specifying target location and measures the presence or absence of the systematic errors predicted by the induced Roelofs effect.
Although the graphical elements in the induced Roelofs effect are not a full VR application, they are representative components of many VR applications, as we have just noted. There are several advantages to using this basic stimulus over a more complex display. First, the simpler display removes many possible confounding display factors that could cause performance differences between the four interaction techniques. Second, using this kind of display allows us to design experiments with basic interaction tasks that are representative of those used in many VR systems. Third, using this kind of visual display allows us to understand how even the most basic of visual elements can impact user performance in VR applications.
Predictions of user performance
The classic predictions associated with the two visual systems hypothesis suggest that purely cognitive forms of spatial interaction are susceptible to the perceptual biases of visual illusions while purely motor forms of interaction are robust against these biases. The hypothesis states that these performance differences are a direct result of different mental representations Fig. 2 The induced Roelofs effect. When targets are surrounded by an offset rectangular frame, targets appear more to the left or right of center than they really are. In the figure, solid circles represent actual target positions while dashed circles represent perceived positions of visual space. Based on this, we formulated the following hypotheses:
-Voice-based input is an inherently cognitive form of interaction that solely depends on the ventral stream of visual perception because no direct, physical movement is required for the response. Thus, this kind of interaction will be most susceptible to perceptual ambiguities such as the induced Roelofs effect. -Pointing without visual feedback (i.e. without any visible graphical cursor) is an inherently motor form of interaction that solely depends on the dorsal stream of visual perception because there is a direct, physical movement required for response and there is no reliable way to make cognitive corrections to initial pointing movements. Thus, this kind of interaction will be unaffected by perceptual ambiguities such as the induced Roelofs effect.
This type of prediction is central to most of the experimental work on the two visual systems in cognitive psychology. We extended these by making interpretations consistent with the two visual systems hypothesis to predict user performance with other interaction techniques. We formulated two other experimental hypotheses:
-Pointing with visual feedback (i.e. with a visible graphical cursor) engages the ventral stream of visual perception, thereby making it dependent on the cognitive representation of visual space. Thus, the presence of visual feedback means that ''closed loop'' interactions will be susceptible to perceptual ambiguities such as the induced Roelofs effect. -Pointing with lagged visual feedback (i.e. with a temporally delayed graphical cursor) could engage either the ventral or dorsal streams of visual perception based on the interaction strategy employed by the user. Users who disregard the visual feedback effectively make the pointing interaction an ''open loop'' interaction, like pointing without visual feedback. Users who depend on the visual feedback effectively make the pointing interaction a ''closed loop'' interaction, like pointing with visual feedback. Thus, the presence of lagged visual feedback could cause some users to be susceptible to perceptual ambiguities such as the induced Roelofs effect, while other users might not be affected.
These hypotheses may seem counterintuitive. They predict that voice-based interaction will be more susceptible to perceptual errors than will other kinds of physical interaction and they predict that the pointing performance will be poorer with visual feedback present than when it is absent. Moreover, our hypotheses predict that a lag in displaying the visual cursor might actually improve performance compared to a nonlagged visual cursor. In contrast to these predictions, most VR applications assume that reliable feedback in the form of a visual cursor is necessary for pointing; emerging multimodal techniques assume that voice-based techniques are not susceptible to errors induced by the presence of graphical frames; and it is almost universally assumed that the presence of lag in visual cursors is detrimental to performance.
Experiment one
Our first experiment in the study was an initial test of our theoretical predictions. We devised a simple targetacquisition task where vocal localization and spatial gesture interaction were equally feasible methods of interaction. In this experiment, subjects completed four blocks of trials that required them to select presented targets from fixed positions. Each block of trials used a different interaction mechanism for selection. One block used voice-based input and three blocks used pointing under varying levels of visual feedback. The experimental method was described in an earlier report that focused on the individual differences between subjects [7] , but we summarize it again here for comparison with the second experiment.
Methods
This experiment used a within-subjects experimental design with four distinct conditions. Every subject attended a single, individual session lasting between 60 and 90 min where they completed all four conditions. Each condition was characterized by the use of a specific interaction technique and consisted of one block of 54 trials. Every subject completed four blocks (one for each condition) for a total of 216 trials. The conditions were identified as follows:
1. Voice-based input. A multiple-choice voice protocol was used for target selection. All subjects began their sessions with this interaction method for target selection. No physical pointing interactions occurred in this condition. The three remaining conditions used a continuous spatial pointing interaction for target selection. A hand-held pointer (i.e. a pointing stylus) was used. These conditions differed from one another by the kind of visual feedback provided during trials. 2. Pointing without visual feedback. No tracking cursor was visible during this condition, meaning that subjects were effectively ''blind'' to their pointing movements during this block of trials. 3. Pointing with visual feedback. A tracking cursor was visible during trial pointing. The cursor was a graphical cross hair similar to the kind of visual feedback often used in interactive desktop and VR environments. 4. Pointing with lagged visual feedback. A small temporally delayed tracking cross hair was present during pointing. This was done by adding a one-half second lag to the cursor used in the pointing with visual feedback condition. Our intention was to identify the potential influence of lag on the two visual systems rather than to simulate the response lag seen in typical virtual environments. All subjects finished their sessions with this condition.
Conditions (2) and (3) were counterbalanced such that half of the subjects started with one condition before the other while the other half were presented with the conditions in the reverse order. This was done to keep the number of required subjects to a minimum compared to the number required for a fully counterbalanced study. Based on the literature, we were confident that the voice-based condition would exhibit an effect, so we used it as a ''baseline'' condition. We kept the lagged cursor condition last because we were less confident about it and did not want to confound the comparison between the other two pointing conditions even though early pilot studies had suggested that our predictions were valid.
Subjects
Fourteen subjects between the ages of 17 to 31 were recruited for this study. Seven of the participants were male and seven of the participants were female. All had normal or corrected-to-normal vision. Twelve were right-handed and two were left-handed. Figure 3 presents a photograph of the VR display setting used in this study. The environment consisted of a three-screen, wide-angle projection surface, though only the center surface was used for the study. The active display was forward-projected and it had physical dimensions of 275·215 cm. Subjects were seated at a distance of 250 cm to avoid projector occlusion effects. With the exception of illumination from the projector and display surface, all light sources were extinguished. During the experiment, an experimenter was always present to facilitate session progression. A PC workstation and custom software were used to render trials and record quantitative data.
Apparatus
A large, wooden table was constructed and positioned directly in front of subjects to obscure viewing of their hands and arms during sessions. The table had dimensions of 120·95·80 cm (width, depth, and height). These table dimensions ensured that all subjects would have enough space to make free distal pointing movements. By requiring subjects to keep their limbs underneath the table throughout the experiment, so that they could not see where their hands were pointing, we were able to strictly control their perception of visual information to only that provided by the display. Subjects still had proprioceptive information about their physical pointing actions.
A Polhemus Fastrak was used for pointing in this experiment. Prior to each session, the Fastrak was calibrated using software and all sources of metallic interference were kept away from the transmitter and sensors. Subjects wore a head-tracker and a pair of active stereo glasses even though no stereoscopic imagery was presented to them during this study. These requirements were made to ensure compatibility with future studies that might involve binocular perception. A stylus pointer attachment for the Polhemus Fastrak was held in the dominant hand of subjects during the pointing conditions. The form factor of the stylus was similar to that of a laser pointer or tracking wand, making it an ideal interaction device for experimental purposes. With the head-tracker and the stylus operating simultaneously, the Fastrak achieved an update rate of 60 Hz.
Procedure
Trials consisted of a 1-s presentation of a single, red circular target surrounded by a green rectangular frame on a black background (see Fig. 2 ). The circular targets were 0.5°of visual angle in diameter and could appear in one of three locations, either centered on the subject, or offset to the left or right of center by 1.5°of visual angle. Fig. 3 The VR display used for both experiments. Subjects were centered and seated before a three-screen, wide-angle display. Only the center display was used in this study. Spatial interaction was provided by a Polhemus Fastrak with an attached stylus and headtracker. Arms and hands were kept underneath a large wooden table at all times. During sessions, all ambient light was extinguished and an experimenter was always present
The rectangular frames were 21.0°in width by 9.0°in height, with a thickness of 1°. The frames were either centered on the screen relative to a projection of the participant's midline, or they were offset to the left or right of center by 4.0°.
After 1 s, the target and frame vanished, leaving only the black background. Either immediately, or after a 4-s delay, subjects were instructed to indicate the position of the now-extinguished target using the interaction technique specified for the condition they were completing. This ''extinguish and point'' design was used to ensure a fair assessment of performance between all of the tested interaction conditions. If the target remained present on the display, the pointing without visual feedback condition would be at a severe disadvantage compared to the other interaction conditions and we might not be able to learn anything about the differences between interaction techniques relative to the two visual systems.
These trial parameters resulted in 18 trial types: three target positions, three frame positions, and two response delays. Each trial type was repeated three times, yielding a total of 54 trials per condition. Trials were randomized prior to presentation in each condition such that no two consecutive trials in a condition had the same target position and frame position.
Voice condition
Voice-based input was simulated for this experiment in a Wizard-of-Oz fashion. This meant that subjects were told to indicate target positions by providing vocal commands to the display software. In reality, the experimenter monitored subject responses and manually entered the responses into the recording software by hand. Once participants were told to respond, they did so by providing a vocal command in the form of one of five possible choices: ''Far Left,'' ''Left,'' ''Center,'' ''Right,'' and ''Far Right.'' Each choice corresponded to the potentially perceived position of a given target position. Although there were only three possible target positions in the actual trial set, the induced Roelofs effect could have made it appear as though targets were at a greater eccentricity than they really were. In these instances, the ''Far Left'' and ''Far Right'' responses allowed subjects to respond appropriately to their perception of target positions.
Pointing conditions
Pointing interactions were accomplished with the use of the Polhemus Fastrak and attached stylus. Responses were made by aiming the stylus at the display like a laser pointer. Once participants were satisfied with where they were aiming, they maintained their aim for approximately 2 s until an audio confirmation was provided. This kind of ''point-and-dwell'' response was required to avoid the inaccurate responses due to the pen-drop phenomenon that is common with button presses on input devices not grounded on a surface [18] .
Training
Subjects were provided with instructions at the beginning of the session and prior to the start of each experimental condition. Each block of 54 trials was preceded by a minimum of 15 practice trials where subjects were offered the opportunity to familiarize themselves with the response protocol for that particular condition. Practice trials were presented in roughly the same fashion as actual experimental trials with the exception that the rectangular frame remained fixed in a centered position.
Results
Subject data were analyzed using statistical techniques that are consistent with those used in psychophysical analysis and other similar human factors experiments [16, 19] . Our primary analysis consisted of a series of two-way analyses of variance (ANOVAs) with repeated measures over independent factors of target position and frame position for each subject, condition, and response delay. These two-way ANOVAs allowed us to test for the presence or absence of the induced Roelofs effect in each subject and each interaction technique, which in turn allowed us to verify our theoretical predictions. While we present a new aggregate analysis of our data here, further analysis in the context of individual differences is available in our earlier report [7] .
If a participant were biased by the induced Roelofs effect with a particular kind of interaction, it would be visible in the ANOVA as a statistically significant main effect of frame position with an accompanying main effect of target position, uncomplicated by higher-order interaction effects. In terms of our experimental predictions, we expected a high proportion of our subjects to show main effects of frame position in the voice-based input and pointing with visual feedback conditions. Fewer were expected to show such effects in pointing with lagged visual feedback. We expected few, if any, to show main effects of frame position in pointing without visual feedback.
We used a dependent measure of subject response that differed depending on the condition being evaluated. For the voice-based input condition, subject responses were provided categorically, as one of the five previously described vocal choices. For the pointing conditions, subject responses were provided in a continuous fashion, recorded as the position on the graphical display where a line projected along the major axis of the stylus would intersect the screen. Since there were only horizontal variations in target and frame positions across trials, only the horizontal or x axis of participant response was used in our analysis.
In the discussion that follows, we adopt standard practice in experimental psychophysics and only report the smallest F values for significant results and the largest F values for nonsignificant results. Across all conditions, all 14 subjects had statistically significant main effects of target position [ F(2, 18) > 4.214, P < 0.032]. This indicated that their responses were highly consistent and highly reliable and thus provided us with assurance that subjects were completing the verbal and pointing tasks as instructed.
With respect to main effects of frame position for each subject, we found significant differences in susceptibility depending on the interaction technique, indicating that some interaction techniques were indeed more susceptible to the induced Roelofs effect than others. For the voice-based input condition, the measured effect size for those with main effects of frame position was exactly one target position, or 1.5°of visual angle. For the three pointing conditions, the measured effect size for those with corresponding main effects was approximately half of a target position, or 0.75°of visual angle. Interestingly, we found no consistent differences for any of the response delay analyses, which was a parameter included for compatibility with several two visual systems experiments reported previously in the cognitive psychology literature [6, 12] .
The subject data and analysis from this first experiment supported our theoretical predictions. Within the framework of the two visual systems hypothesis, we can interpret our results as evidence that each of these interaction techniques predominantly draws upon different representations of visual space. Voice-based input and pointing with visual feedback appear to draw from the world-relative ventral representation of space while pointing without visual feedback and pointing with lagged visual feedback are more likely to draw from the egocentric dorsal representation of space.
Experiment two
Although our first experiment yielded interesting results, the possibility remained that this was not actually due to the two visual systems but to the presence of uncontrolled variables in the experimental design. First, the lack of full counterbalancing meant that subjects could have been influenced by order effects. Second, the use of discrete target positions meant that subjects could have resorted to perceptual memory to simply recall where targets were. Third, it was unclear why some subjects were still susceptible to the induced Roelofs effect with the supposedly dorsal-driven physical pointing interaction conditions. A fourth problem, which was a consequence of the choice of discrete targets, was that we could not have a uniform measure of target selection error across all four interaction techniques because the categorical responses for the voice-based input could not be reliably scaled to match those in the pointing conditions.
We decided that it was important to conduct a second experiment with more stringent controls to address the weaknesses that were present in the first experiment and to allow more direct comparison of voice-based input and pointing. Many of these changes were the result of suggestions or comments on our preliminary report of Experiment 1 [7] . We also took this opportunity to simplify the experimental design. In this experiment, only immediate responses were made by subjects because there was no effect of response delay (immediate versus a 4-s delay) in Experiment 1.
Methods
As in the first experiment, we used a completely withinsubjects design where subjects were asked to complete four blocks of target selection trials (one voice-based and three pointing) in a single, individual session. However, this experiment included a full counterbalancing of experimental conditions, which subsequently led to the testing of a much larger group of subjects. Moreover, this experiment presented targets over a continuous range instead of having them appear at fixed positions as in the previous study, allowing us to make direct comparisons of target selection accuracy across all four conditions. In addition, the voice and pointing interaction protocols used in this experiment were substantially improved, which led to more rapid and more accurate measures of subject responses within individual trials.
Subjects
Twenty-four new subjects (16 males and 8 females) participated in this experiment. Their ages ranged from 18 to 31 years. All were right-handed and had normal or corrected-to-normal vision.
Apparatus and procedure
Similar to the first experiment, subjects were instructed to specify the location of targets surrounded by rectangular frames that were presented for exactly 1 s. The four kinds of interaction used in the first experiment were once again tested here. Most of the graphical display parameters remained the same, except that the circular targets were 1°of visual angle in diameter (double the size of the targets in Experiment 1) and could appear anywhere along an 8°horizontal range from the center of the display (up to 4°to the left or right of center).
In the voice-based input condition, subjects specified their perceived location of targets on a nine-point scale, with the verbal indication ''one'' being furthest to the left and the verbal indication ''nine'' being furthest to the right. The choice of a particular point along the scale was effectively a subject's closest estimation of a target's presented position. Subjects were told to use whole numbers in their responses and that fractional values would not be accepted even though targets could be at nonintegral positions.
During pointing trials, a passive stylus for the Polhemus Fastrak was held in the dominant (right-hand) of subjects while a standard mouse was held in the nondominant (left-hand) of subjects. The two-handed stylus and mouse setup allowed subjects to point at the display with one hand while pressing a mouse button to confirm their final pointing position. This was used as a much cleaner alternative to the ''point-and-dwell'' mechanism used in the first experiment.
Unlike the first experiment, where subjects either responded immediately or after a 4-s delay, subjects were instructed to always respond immediately after the presented target and frame had vanished. Trials were repeated 12 times for each of the three possible frame positions (nonoffset, offset left, and offset right) for a total of 48 trials per condition (4 blocks · 48 trials = 192 trials per subject). Trials were randomized in each condition so that targets were uniformly distributed across the 8°horizontal visual range.
Results
Like the first experiment, the statistical analysis of subject data was primarily meant to identify the presence or absence of the induced Roelofs effect. However, the refined design of this second experiment also allowed us to better characterize the individual differences between subjects and interaction conditions. A global one-way ANOVA was performed on each of the four interaction conditions to analyze responses to manipulations of frame position across all subjects. This analysis was complemented by individual one-way ANOVAs for each subject in each of the four interaction conditions, consistent with the analysis used in the first experiment. Figure 4 provides a summary of the primary analysis, measuring the effect size of the induced Roelofs effect across the varying frame positions and different interaction types tested in this study. The statistics below are again sorted from ''most susceptible'' to ''least susceptible.'' -Voice-based input: We found a statistically significant main effect of frame position overall for voice-based Our results in this experiment were consistent with our theoretical predictions and with the results found in the previous experiment. The additional controls added into this experiment give us confidence that our results were not just random variations but are evidence that the presence of certain kinds of graphical information can bias visual processing, and in turn user performance, in systematic, predictable ways. The use of continuous rather than discrete targets in all four conditions allowed us to directly compare performance across the four conditions by measuring effect size, as illustrated in Fig.4 .
Discussion
The two experiments presented here suggest that the two visual systems hypothesis has relevance for VR and an understanding of voice and gestural interaction. By showing how user performance can be manipulated in this context, several lessons can be learned.
-The relationship between visual perception and motor action is important for VR. Many virtual environments have display form factors so large that the only perceptual cues provided by the environment are the ones that are being provided by the rendered graphics. Unlike desktop settings, where there are numerous kinds of perceptual framing cues like the physical edges of a monitor, immersive displays must often contend with having fewer contextual cues, leading to an increased chance that perceptually ambiguous effects such as visual illusions could have a substantial impact on user performance in VR if elements in the display masquerade as frames. -Perceptual judgments are not necessarily the same as motor judgments. The ability to judge object sizes and spatial location is extremely important for certain kinds of tasks in VR, including computer-aided design (CAD) and design reviews in engineering. For systems that are safety-critical, it is possible to guard against illusory biases by using interactions that draw upon the dorsal representation of visual space rather than the ventral representation. -Voice interaction is more reliant on cognition than is gestural interaction. The two visual systems model tells us that voice relies on ''vision for perception'' while gesture relies on ''vision for action.'' This suggests that voice interaction might benefit from avoiding perceptual ambiguities in the physical structure of display information (i.e. ambiguities in visual cues such as color or texture) while gestural interaction might benefit from visual cues that lend themselves to motor manipulation. -Even basic graphical elements can have a profound impact on visually guided interactions. Considering how simple graphical elements like rendered frames and visual cursors can bias user performance, seemingly ''obvious'' design choices such as the inclusion of a tracking cursor or the presence of contextual asymmetry should be carefully assessed. This could be especially important when graphical elements are placed in the context of a much more complex display and cognitive resources are limited. Our experimental results suggest that minimization of visual information could be used to learn how to make interaction less demanding for users. In both experiments, participants' data were analyzed completely within-subjects because we wanted a measure of the proportion of participants who were significantly affected by the induced Roelofs effect under the various methods of input. This is consistent with statistical practice in experimental psychophysics and with more recent innovations in statistical inference that downplay the role of simple null hypothesis tests as the only criterion for experimental success [6] . Vicente and Torenvliet [19] observe that averaging results across participants can be statistically misleading, yet this is often the only technique used to determine whether a particular phenomenon is practically significant. They further indicate that an analysis of participants individually, as was done here, is a robust alternative method of statistical inference that can yield more information about practical significance than a single null hypothesis test alone. We chose to expose our results in this fashion to offer readers more information with which to make their own judgments about whether the effects presented here are practically significant for their own applications.
With respect to the use of voice and gesture in VR, our results should not be interpreted to suggest that one kind of interaction is uniformly better than another. Rather, these experiments should suggest to researchers and developers that challenging one's intuition about the traditional use of visual information is especially important for VR systems that intend to succeed in real-world applications. The ability to combine voice and gesture into a virtual environment has advantages in many situations, but it is important to understand the elements that make these interactions useful and it is equally important to understand how their use changes the way visual items are perceived and processed to make decisions about presented information on graphical displays.
Conclusion
We have presented two controlled experiments that compared user performance with four different interaction techniques in a virtual environment. Our results characterized how the presence or absence of certain visual cues, such as tracking cursors and asymmetric frames, can influence voice and gestural interaction for spatial target selection. The induced Roelofs effect is only one of a broad class of visual illusions that may behave similarly; it serves as a test case. Our results demonstrate that a two visual systems approach to interaction can help researchers better understand the relationship between basic graphical elements and their impact on multimodal interaction in VR applications. The same may be true for other visual illusions, suggesting a number of avenues for future research.
