Absfrucf. The National Ignition Facility ("IF), currently under construction at the Lawrence Livermore National Laboratory, is a stadium-sized facility containing a 192-beam, 1.8-Megajoule, 500-Terawatt, ultraviolet laser system together with a 10-meter diameter target chamber with room for nearly 100 experimental diagnostics. When completed, NIF will be the worId's largest and most energetic laser experimental system, providing an international center to study inertial confinement fusion and the physics of matter at extreme energy densities and pressures. NIF's 192 energetic laser beams 'will compress fusion targets to conditions required for thermonuclear burn, liberating more energy than required to initiate the fusion reactions.
INTRODUCTION
The National Ignition Facility (NIF) under construction at the Lawrence Livermore National Laboratory (LLNL) will be a national center for the U S . Department of Energy to study inertial confinement fusion and the physics of extreme energy densities and pressures. Construction of the building that houses the laser system was completed September 2001 and the construction of all 192 ultra-clean and precision aligned beam path enclosures was completed September 2003 ( Figure  1 ). In late 2002 NIF began activating its first four laser beam lines. By July 2003 NIF had delivered world-record single beam laser energy performance in the primary, second and third harmonic wavelengths (NIF's primary wavelength is 1.06 micron infrared light). When completed in 2008, NTF will provide up to 192 energetic laser beams to compress deuterium-tritium fusion targets to conditions where they will ignite and burn, liberating more energy than is required to initiate the fusion reactions. NIF experiments will allow the study of physical processes at temperatures approaching 100 million K and 100 billion times atmospheric pressure. These conditions exist naturally only in the interior of stars and in nuclear weapons explosions [ 1, 2] . The Integrated Computer Control System (ICCS) €or NIF is a layered architecture of 300 front-end processors (FEP) coordinated by supervisor subsystems including automatic beam alignment and wavefront 'control, laser and target diagnostics, pulse power, and shot control timed as required to 3Ops.
Software is based on an object-oriented framework using COMA that incorporates services for archiving, machine configuration, graphical user interface, monitoring, event logging, scripting, alert management, and access control. Software coding in a mixed language environment of Ada95 and Java is 3/4 complete at over 750 thousand source lines. The control system is currently firing shots and conducting early target experiments using the first 4 beams.
11. DESCRIPTION OF NIF AND STATUS NIF consists of a number of subsystems including amplifier power conditioning modules to drive large flashlamp arrays, the injection laser system consisting of the master oscillator and preamplifier modules, the main laser system along with its optical components, the switchyards that direct beams toward the target, and the IO-meter diameter target chamber and its experimental systems. The entire laser system, switchyards, and target area is housed in an environmentally controlled building. The integrated computer control system is operated from a central control room in the core of the facility to monitor, align, Each operator position has a PC workstation with 3 flat panel displays running Java graphical user interfaces. Sun workstations were initially planned to mn the thin-client Java GUIs, but it was determined that high-end PCs provided a more optimal solution for many subsystems. The Java code easily ports to either host operating system.
The principal sohare infrastructure is a custom framework based on CORBA distribution that provides central services and patterns for building a layered architecture of supervisors and front-end processors [4].
A. Archireerwe
The ICCS is a layered architecture consisting of front-end processors (FEP) coordinated by a supervisory system. Supervisory controls, which are hosted on UNIX workstations, provide centralized operator controls and status, data archiving, and integration services. FEP computers incorporate processors (VxWorks / PowerPC or Solaris / SPARC) that interface to over 45,000 control points attached to VME-bus or PCI-bus crates respectively. With the first 4 beams of NIF, at least one of every device and controller is installed and operating from the control room. Typical devices art stepping motors, transient digitizers, calorimeters, and photodiodes. FEP software provides the distributed services needed to operate the control points by the supervisory system. The software is distributed among the computers w i t h plug-in extensibility for attaching control points and other software services by using CORBA.
Functions requiring real-time implementation are allocated to FEPs (or embedded controllers) so as to not require timecritical CORBA communication over the local area network.
Precise triggering of 1,600 channels of fast diagnostics and laser controls is handled during the 2-second shot interval by the distributed timing system, which is capable of providing triggers to 30-ps accuracy and stabiIity anywhere in NIF. Hardware for the timing system was successfully developed and manufactured to specification for NIF by two vendors. Due to the zone topoIogy used, nearly 30% of the NIF timing system is operational to this point. ICCS is partitioned into subsystems to minimize complexity and enhance pedormance. There are ten subsystems that conduct NIF shots in collaboration with 17 kinds of fiont-end processor. The 
C. Industrial Controls
The front-end layer is divided into another segment comprised of an additional 14,000 control points that are controlled by AlIen-Bradley PLCs attached to field devices such as vacuum systems for the target chamber and spatial filters, argon gas fill for beam tubes, and synthetic air for amplifier cooling. The project performed this work by contracting the subsystems as stand-alone control systems including sufficient PLC software to operate the equipment. The contractors designed and assembled the equipment o f f site to meet specifications and a set of common standards. Both factory and on site acceptance tests were performed. The project team developed higher-levcl integrated controls using the Rockwell Automation RSView so&varc framework tool.
A separate and hlly independent segment implements the facility Safety Interlock system, which monitors doors, hatches, shutters, and oxygen sensors and protects against personnel hazards by issuing equipment permissive signals. A softwarc safety plan was developed to assure appropriate engineering rigor. The verification group formally tested the system as it was activated, which included full regression testing whenever any part of the hardware or software was modified.
D. Frameworks
The ICCS is based on a scalable software framework'that is distributed over Supervisory and FEP computers throughout the NIF facility. The framework provides templates and services at multiple levels of abstraction for the construction of s o b a r e applications that distribute via CQRBA. Framework services such as alerts, events, message logging, reservations, user interface consistency and status propagation are implemented as templates that are extended for each application. Application software constructed on a set of framework components assures uniform behavior spanning the front-end processors (FEP) and supervisor programs. Additional framework services are provided by centralized server program that implement database archiving, name services and process management.
The Eramework concept enables the cost-effective construction of the NIF software and provides the basis for longterm maintainability and upgrades. This strategy was put in place in the earliest phases of the project. Selected design pattems, pre-built Components at multiple levels of abstraction, and communication infrastructure via CORBA are encapsulated in these components to assure consistency across the entire system., The frameworks reduce the amount of coding necessary by providing components that can be extended to accommodate specific additional requirements. Engineers build upon the Approximately three quarters of the NIF software was completed and used to commission and operate the first 4 beams of NIF. The experience of operating NIF has been extremely valuable for validating the control system design and drawing out additional requirements. Over the next several years, control system hardware proven on the first 4 beams will be replicated and installed to activate additional bundles. Control points for the new bundles will be added to the datadriven architecture by reconfiguring the database.
Completing the remaining software is a large effort that involves completing shot automation for a bundle of E beams and developing high-level summary status displays to integrate additional bundles as they are activated. During the coming year, a separate testing effort will determine the performance limits of the control system and assure the reliability needed to scale the control system to operate multiple bundles and eventually 192 beams. The team is currently evaluating the appropriate strategy for redeploying control system processes on multiple servers to meet performance requirements as the laser scales in size by 50-fold. This stmightfowd scaling flexibility was a key design goal when C O M A was chosen as the distribution mechanism for KCS.
