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INTRODUCTION 1 
1.1. The notion of sequential analysis 
During the last few years much attention is being paid to questions concerning 
sequences of behaviour. One main reason for studying the order of succession 
of behaviours is that behavioural displays partly derive their meaning from 
the context of the sequence in which they appear. One needs to know where 
events occur in a sequence to get to grips with the kind of events they are. A 
second reason concerns studies of social Interaction. Social interaction 
always does Involve an arrangement of acts in time. Considering sequences of 
interaction allows one to determine the influence of the behaviour of one 
interactant on the behaviour of another interactant (reactive tendencies), as 
well as the dependence of the actor's present behaviour on his own previous 
behaviour (proactive tendencies). 
Studying sequences of behaviour may be seen as a form of disaggregating. 
Most research on social interaction, including most research on teacher-
student interaction in classrooms, has focussed on either the frequency of 
occurrence of various categories of behaviour or on global ratings of behav-
iour. In both cases a summarization is obtained over some well or less well 
defined period of time. By studying specific sequences these summary measures 
may be disaggregated to characteristics of smaller behaviour units and to 
characteristic patterns in successions of these (elementary) units, which in 
turn have some form of unity by the way in which they are temporally or 
sequentially associated. In the study of teaching behaviour, units of this 
type are indicated with concepts like strategy ("a pattern of acts that serve 
to attain certain outcomes and to guard against certain other"), episode ("a 
completed verbal transaction between two or more speakers") and monolog ("the 
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solo performance of a speaker addressing the group"). These concepts and their 
definitions were taken from Smith and Meux (1970). More examples can be found 
in Dunkin & Biddle (1974, eh.10). The latter authors, reviewing research stud-
ies that involved systematic observation of teaching in classrooms, concluded: 
On the one hand it appears to us that any meaningful analysis of 
teaching oust involve sequential elements. Indeed, perhaps the 
greatest single flaw in much of the research we have reviewed is 
the persistent assumption that appears to underlie much of it -
that teaching can somehow be reduced to a scalar value that can be 
indicated by a frequency of occurrence for some teaching behaviour 
On the other hand most of the research on sequential notions is 
yet nascent, few findings are reported for even those concepts 
that have been subjected to research, many of the most interesting 
ideas have simply not been researched at all, and even the clear-
est discussions of sequence are couched in murky, intuitive, anal-
ogistic phrases suggesting that investigators are still really 
groping toward solutions to these complex problems. Thus, we can 
find relatively little evidence to back up our belief that the 
real breakthroughs in research on teaching should involve sequence 
(o.e., p. 353). 
The most important studies on teaching behaviour that make use of sequential 
notions, are still the studies of Bellack et al. (1966), Smith and Meux 
(1970), Flanders (1970) and Lundgren (1972), all reviewed in the book by Dun-
kin and Biddle. 
Interest in sequences of behaviour is mainly connected with systematic 
observation of behaviour in natural settings. Systematic observation of class-
room behaviour came into widespread use in the late fifties and the sixties, 
in the context of research on teacher effectiveness (Medley & Mitzel, 1963). 
The form this line of research took, became known as process-product research. 
The term "process" does refer here to teaching activities actually taking 
place in classrooms; "product" refers to student outcomes. On balance, this 
attention to what actually happens in classrooms has had a wholesome influence 
on teacher effectiveness research, as is apparent from the more positive and 
optimistic tone of recent reviews of research, for instance Weil and Murphy 
(1982) who stress the description of instruction processes in terms of specif-
ic patterns of behaviour. 
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This thesis is concerned with the analysis of behaviour sequences. In 
recent years a number of publications on this subject has appeared, especially 
in the field of ethology. 
The trademark of ethology, the biological study of behaviour, is its emphasis 
on description and classification of phenomena, i.e. of behaviour as it is 
displayed in natural circumstances. When for example an ethologist sets him-
self to the study of Interpersonal relationships (Hinde, 1979) it is not sur-
prising that he starts his book with stressing the necessity of an adequate 
descriptive base in studying Interpersonal relationships. Such a descriptive 
base is important for guiding the course of research. This is of special 
importance for an interdisciplinary field of study. Each discipline being 
interested in its own set of variables, they must find common ground in an 
adequate description of the important phenomena in the field they are dealing 
with (o.e., p. 81). A large part of Hinde's book Is devoted to an attempt to 
provide a schema for the description of interpersonal relationships, thereby 
highlighting the problems inherent in such an endeavour. These problems stem 
from the fact that description is, to quote one of the founding fathers of 
ethology, "highly selective, and selection is made with reference to the prob-
lems, hypotheses and methods the investigator has in mind" (Tinbergen, 1963). 
One of these choice problems is the level at which descriptions are going to 
be made. Analysis of behaviour sequences is directed at successions of behav-
iour in real time, for instance the patterning of student-teacher interactions 
as they develop during a lesson period. Student-teacher relationships on the 
other hand refer to both (a number of) series of interactions in time and to 
the potential for such interactions. As another example, the concept of teach-
ing style is a global characteristic of the way a teacher behaves (and is 
expected to behave) during teaching. The concept refers to a great number of 
actual instances of teaching behaviour that took place or that are expected to 
take place. These global concepts have no meaning if they cannot be traced 
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back to actual behaviour developing in real time On the other hand studying 
behaviour at the molecular level one is m danger of getting drowned in a sea 
of variability and detail the importance of which is difficult to assess. If 
this is a dilemma, then there is no easy way to escape from it 
Being convinced, that work has to be done at the molecular level of 
teacher-student interactions, the methods developed in the ethological study 
of animal behaviour may prove to be extremely useful for the study of class-
room interaction. Applications of the ethological approach in an educational 
context may be found in Blurton Jones (1972), Enckson & Omark (1980), HcGrew 
(1972), Omark, Fiedler & Marvin (1976), Sackett (1978a) These are all con-
cerned with child behaviour Ethological approaches to the study of teaching 
behaviour are rare (one example might be Tymitz and Omark, 1978) Perhaps the 
many observation studies recently being carried out to assess time-budgetting 
('academic learning time') in classrooms may be seen to share some features of 
the ethological outlook 
The ethological approach to observation (see for instance Hutt & Hutt, 1970 
and Lehner, 1979) leads to categorical data Quantitative treatment of these 
data has been developed only m recent years Important books in this area are 
the readers edited by Hazlett (1977) and Colgan (1978). At about the same time 
books appeared devoted to the analysis of social interaction partly inspired 
by the ethological approach (Cairns, 1979, Lamb, Suomi & Stephenson, 1979, 
Sackett, 1978b) Reviews of methods for sequential analysis include Chatfield 
and Lemon (1970), Slater (1973), Metz (1974), Van den Bereken (1974), Dawkins 
(1976), Westman (1977), Bakeman (1978), Douglas & Tweed (1979) and Gottman and 
Bakeman (1979) 
Our purpose is to apply some of these methods to data on teacher-student 
interaction in order to gain insight in the problems and possibilities 
involved in analysing sequential data As noted in the quotation from Tinber-
gen above the selection of phenomena to be described partly depends upon 
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available methods. A demonstration of the applicability of methods for 
sequential analysis on teacher-student interaction hopefully will contribute 
to enlarge the arsenal of educational researchers for tackling research prob-
lems dealing with the realities of classroom life. Generally phrased, the 
main questions to be asked about sequences of action and interaction In class-
rooms are: 
1. How is classroom interaction organized? 
2. In what respects does the organization of classroom interaction change 
with differing (experimental) conditions? 
3. Are there individual differences between teachers with respect to the 
organization of classroom interaction? 
This work mainly focuses on approaches to the first question; the third ques-
tion is only scantily touched upon (chapter 5). 
Three basic concepts 
The organization of classroom interaction may be discussed in three (related) 
ways: sequential organization, temporal organization and hierarchical organi-
zation. 
The concept of sequential organization refers to the order of succession of 
events taking place. The term "organization" indicates that this order is not 
random. Studying sequential organization means studying how the occurrence of 
a particular event depends upon the occurrence of events earlier in the 
sequence. The concept of temporal organization refers to tying the flow of 
behaviours to a time base. This may be a continuous or a discrete time base. 
In speaking of temporal organization durations of behaviour and time intervals 
between particular happenings are taken into consideration. 
Sequential analysis is concerned with processes that may be characterized in 
the following way. The process of classroom interaction is conceptualized as 
being in. one of a number of states at a given moment in time. In this concep-
tualization time is represented as a series of integers: 1, 2, 3,... The pro-
cess then is simply to be specified as a sequence of states, or as a path in a 
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multidimensional state space. The task set for sequential analysis is to 
describe the structure in such a sequence of states. Every act embedded within 
an interaction sequence may both be seen as a reaction to, or a consequence of 
preceding acts and as a stimulus that provokes succeeding acts. Sequential 
analysis involves the study of these preceding behaviour - following behaviour 
relationships. 
When sequential analysis is applied to social interaction a distinction must 
be made between intra-individual and inter-individual sequential dependence. 
The first refers to the dependence of an individual's behaviour on his or her 
own behaviour at earlier points in time. The second refers to the dependence 
of an individual's behaviour upon the behaviour of another individual. 
The notion of sequence may have two different meanings. ' It is sometimes used 
in a general sense, denoting any succession of behaviours or states in time. 
It is also used in a more specific sense, as a series of behaviours that sat-
isfies certain properties, more specifically a sequence in the more restricted 
sense has some unity of its own because of sequential dependence (cf. section 
2.3.4 and 6.1). The concept of sequence in this latter sense is similar to 
the concept of sentence in a language. 
Hierarchical organization of behaviour is a concept also often used in the 
ethological literature, albeit not uncontroversially. This concept appears in 
at least two different meanings (cf., M. Dawkins, 1983). "Hierarchy" may mean 
a classification of behaviours into sets which are themselves subsets of larg-
er sets. This version of the hierarchy concept appears for instance in the use 
of methods of hierarchical cluster analysis to study associations or similari-
ties between behaviours. The second meaning refers to hierarchies of connec-
tion or control. R. Dawkins (1976) for instance discussed the organization of 
behaviour as an hierarchy of decisions. In this latter version the concept of 
hierarchical organization is often used in connection with the goal-
directedness of behaviour (von Cranach, 1982). Sequences of behaviour are the 
product of these decisions. 
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The idea of hierarchical organization introduces a complication for the study 
of sequences of behaviour. Behaviour sequences may be expected to show a nest-
ed structure: sequences nested within sequences corresponding to a nesting of 
decisions and to a hierarchy of goals and sub-goals. Speaking of the hierarch-
ical organization of behaviour in this way, has some resemblance with the way 
sentences in a natural language may be said to be hierarchically organized, or 
with the way a computer program is hierarchically built up out of subroutines. 
In the next two sections an attempt is made to characterize different types 
of sequential data and to give a concise overview of the quantitative informa-
tion that may be obtained from behaviour observation. These different types 
of data have implications for the information that may be gained and for anal-
ysis techniques to be applied. 
1.2. Types of sequential data 
Bakeman (1978) categorizes sequential data, for the purpose of selecting 
appropriate analysis techniques, using the following two distinctions: 
1. Do the data consist of one sequence or of two or more parallel sequenc-
es? Data consisting of one single sequence, i.e. at any point in time only one 
code may be obtained, are called sequential. In the second case several activ-
ities can occur simultaneously. Data of that kind are named concurrent. Con-
current data consist of parallel sequences. The sequences may refer to differ-
ent persons in a social interaction situation or to different variables on 
which at each observation point observations have been made. 
Bakeman bases his distinction on the question whether the categories are mutu-
ally exclusive or not. Categories are mutually exclusive if the behaviour 
occurring at any time can be allotted to only one category. This requirement, 
however, has not only to be met for sequential data but for concurrent data as 
well. In the latter case each one of the sequences separately ought to satis-
fy the requirement of mutual exclusivity. 
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The data available for this study (see section 2.2) do consist of only one 
sequence: at any one time either teacher action or pupil action may be 
observed, but never both at the same time. 
2. Is behaviour recorded on an event base or on a time base? 
When the duration of each action unit is preserved in the recording, it is 
said of having a tiae base. If duration is ignored we may speak of an event 
base. An event base gives only the temporal order of events. Using a time base 
permits the investigator to look at the duration of behaviour (states) and at 
the relationship between duration of behaviours and their order. Recording on 
a time base always gives more information, provided the data can be accurately 
recorded. 
These distinctions give rise to four data types: 
event base time base 
I 
I I 
I I I 
IV 
What type of data one will have depends on the way of collecting the data. But 
not exclusively so, because some transformations are possible from one type to 
another for the purpose of analysis. Data recorded on a time base may be 
transformed to an event base, but not the other way around. Concurrent data 
can be reduced to sequential data by redefining categories. The penalty for 
this last type of transformation is an increase of the number of categories 
which might make the analysis unwieldy. 
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The classification of Bakeman seems primarily guided by the practical purpose 
of making things smoother from the point of view of data organization and data 
analysis. 
A more thought-provoking typology is developed by Collett and Lamb (1982). 
They focus on interaction sequences (in dyads). Their purpose is to make clear 
that different ways of describing sequences reflect different assumptions 
about the nature of behaviour and social interaction. They distinguish between 
four types of description which become increasingly complex and as they do so 
hopefully approximate to a more realistic view of the phenomena in question. 
The first distinction Collett and Lamb make is identical to Bakeman's distinc-
tion between concurrent and sequential data. A Type 1 description yields a 
sequence that alternates between actors, like a chess game. In a Type 1 
description concurrent activity is excluded and in addition each actor can 
make only one move at each turn. When the number of moves per turn is option-
al, Collett and Lamb speak of a Type 2 description. Most analyses of social 
interaction based on systematic observation schemes have the form of a Type 2 
description. For instance. Altmann's (1965) famous analysis of social interac-
tion among rhesus monkeys can be characterized as a Type 2 description. This 
applies also to the Flanders system, used in this study (see section 2.1). 
Teacher and students alternate their turns at talk and are allowed to perform 
more than one activity at each turn. 
According to Collett and Lamb this idea of alternation, which is common to 
both type 1 and type 2 descriptions, implies a much too naive model of conver-
sation structure. It implies a simple left-to-right conception of time and it 
implies that at each moment in time only one person is acting. At this point 
it should be added that the way social interaction relates to time differs 
with the point of view of the partners involved. In the eyes of the observer 
who himself takes no part in the interaction, the events happening progress 
linearly in time. But this series of events in time is only a starting point 
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for analysis, which could for instance take a two-dimensional form sequence 
in time and hierarchical organization In this second dimension cognition of 
the actors and social meanings will play an important role From the point of 
view of the actors the relation of the events to physical time is more complex 
than can be shown in a linear mapping Nevertheless the observations as 
recorded always follow each other in a linear order This is the case for all 
types of description that are distinguished by Collett and Lamb A more com-
plex picture is attained by describing tuo or more series of events in paral-
lel This is done in the Type 3 and Type 4 descriptions A Type 3 description 
allows for simultaneous activity by both actors In a Type 4 description there 
are at least two streams of action or variables for each person Examples of 
Type 3 descriptions can be found in the works of, for example, Jaffé and Feld-
stein (1970) and Van den Bereken (1979) In a Type 4 description it is allowed 
that each individual performs several activities concurrently. Examples of 
Type 4 descriptions are Kendon (1967) and Golani (1976) Type 4 descriptions 
can be used to their full potential only when the stream of events can be 
analysed into separate streams for conceptually distinct variables This gives 
rise to analyses of the relation over time between different variables within 
the same actor and of the relation between the same and different variables 
between different actors. 
Type 4 descriptions can be reduced to type 3 by redefining categories If, 
however, the variables in question pertain to really important conceptual dis-
tinctions, such reduction of course has nothing to recommend it Sequences 
which are not alternating can be made so by properly inserting dummy states 
(Van den Bereken, 1979) Thus the type of description is not exclusively 
determined by the way the observations are recorded The form the data col-
lection takes determines which types of description are possible 
These types of description are useful with respect to different assumptions 
about the nature of social interaction One should be aware of these assump-
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tions, but the most important point is what insights about social interaction 
a particular type of description can deliver. Validity of assumptions is to be 
judged not primarily according to how accurate they mimic reality but accord-
ing to the understanding they promote. 
Concerning the temporal order of events, the four types of description dis-
tinguished by Collett and Lamb can each have an event base or a time base. 
With an event base each onset of a new activity by any actor starts a new unit 
on the record. A time base can be constituted in two ways. Time can be meas-
ured continuously or in discrete steps. The difference is partly a matter of 
practicality. The resolving power of the time measurement should accommodate 
the average duration of the events to be recorded. 
The data types distinguished can be ordered according to the information they 
promise to provide. A time base gives more information than an event base and 
makes more analyses possible. Data recorded on a time base can always be anal-
ysed on an event base. The four types of description provide for increasingly 
more information and more possibilities for analysis. 
A type 1 description of classroom interaction implies the boundaries of 
units to be clearly defined: a new unit starts each time another person "takes 
the floor". But units defined by this criterion can only be characterized in a 
rather superficial or global way. Moreover at any time only the behaviour of 
one person is recorded. What the others are doing in the meantime is fully 
ignored. 
The last remark also applies to Type 2 descriptions. In this case the 
units, however, are not exclusively defined by the initiatives of the actors. 
But in the behaviour stream of any one actor several units are distinguished. 
A new unit might start with the onset of a new behaviour category or it might 
be a repetition of the same behaviour. The last case is the most dubious one, 
because it calls for the ability to distinguish continuation of the same bout 
(see p. 16) of behaviour from the onset of a new bout of the same behaviour 
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(cf. 2.3.6 and 3.2.3). In most situations it seems actually impossible to do 
this in a reliable way. So a behaviour category of one actor can hardly ever 
follow itself. When units are arbitrarily defined by using a time interval, as 
is the case with most observation schemes in use, repetitions of the same 
behaviour can Indeed occur. But it remains impossible to distinguish real 
repetitions from mere continuation. When with the Flanders system a succession 
of teacher questions is observed this might be interpreted as one question 
which occupied a relatively large time period, or as a number of repetitions 
of the same question (possibly framed in different ways), or as the same ques-
tion addressed to different pupils, or even as a succession of different ques-
tions. The possibilities for distinction of course depend upon the degree of 
sophistication of the category system used and upon the way units are defined, 
but they also depend upon the information processing capacities of the observ-
er. A Type 2 description places even greater demands on the observer and asks 
for a clear definition of category boundaries. The advantage is that it 
allows for a study of the temporal and possibly the hierarchical organization 
of the behaviour of each actor, in addition to an analysis of the turn-taking 
sequence between actors. 
An important consideration, especially regarding the workload for the 
observer, but also with respect to the complexity of the model building, is 
the number of actors involved. Frequently the analysis is restricted to 
dyads. In research on family processes sometimes four actors are involved. In 
classrooms the potential number of actors is much larger, and most of the time 
too large to involve them all as separate entities in an analysis of sequence. 
There are two solutions to this problem. The first is to treat all individuals 
as a single individual disregarding their different identities. In the Flan-
ders system this solution is applied to the pupils. Of course this greatly 
impairs the possibilities for studying the interaction between individuals 
(cf. Altmann, 1965). In the Flanders system it reflects the fact that in the 
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studies of Flanders teacher behaviour is the main focus. Very little attention 
is paid to Interaction going on between students and to the effect of individ-
ual differences between students on the teacher-student interaction. Teacher-
student interaction is studied as a one-sided process, the influences going 
from teacher to student. Influences in the other direction are largely 
ignored. An analogous situation can be observed in the history of research on 
families. This has been discussed in a frequently cited article by Bell (1968) 
who focussed on the infant's contribution to his own socialization. Since then 
the effect of the infant on its caregiver - to cite the title of one book in 
this field (Lewis & Rosenblum, 1974) - and the reciprocity of parent-child 
interaction became topics for research. Such a clear shift as occurred in fam-
ily research has not appeared as yet in classroom research. Apart from the 
rather strong tradition of teacher effectiveness research, with its emphasis 
on teacher behaviour and teacher training, this shift has been inhibited by 
difficulties in generating the appropriate data and by the (sometimes well-
motivated, sometimes unnecessary or even counter-productive) restrictions 
imposed on the behaviour of students in (traditional) classrooms. These fac-
tors together account for the rather limited approach to classroom communica-
tion that dominates the field. In such a limited approach disregarding indi-
vidual students fits well. Based on observations of teacher-student 
interaction Fiedler (1975) found that students exert influence over classroom 
events. Students do not only play a reactive role. She also found that the 
students' perceived influence was positively related to their academic 
achievement. 
The second solution to the problem of the number of actors consists -of what 
ethologists call "focal animal sampling" (Altmann, 1974). In this approach 
only some of the individuals present are selected for observation. This method 
has been used in studies of time-budgetting in classrooms (cf. Veenman et al., 
1983). It presupposes that the individuals remain visible and discernable 
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during (most of) the observation period This method provides for the indi-
viduals selected a record of all behaviours or events in which that individual 
is either the actor or the receiver The number of individuals that can be 
observed in this way mainly depends on logistical matters The individuals 
may be chosen selectively or at random, depending upon the research question 
and the experimental design used This method offers more potential for study-
ing social interaction in classrooms than the first solution discussed above 
1 3 Quantifying behaviour observations 
In observational research the data presented and analysed mostly are frequen-
cies for each category out of a set of coding categories With the term fre-
quency we mean the number of occurrences of a behaviour category These fre-
quencies may appear as absolute frequencies or as relative frequencies It is 
useful to distinguish several forms of relative frequencies Frequencies may 
be expressed as a proportion or a percentage in several ways The frequency of 
an event of a particular kind may be expressed as a percentage of the total 
number of events observed during some observation period Another possibility, 
frequently used in research uith the (landers system (VICS, see Table 2 1) is 
to classify the categories into broader categories, e g teacher acts versus 
student acts or direct teaching behaviour versus indirect teaching behaviour 
The frequency of a particular event may be expressed as a proportion of the 
total number of events falling in some sub-class, and the latter may be 
expressed as a proportion of a still broader subclass, e g indirect teaching 
behaviours as a proportion of the total number of teaching behaviours 
observed A sometimes attractive alternative might be to use the relative odds 
that some type of event will occur rather than another Such ratios or indi-
ces can provide information that is not directly available from the absolute 
frequencies In studies employing VICS a great number of indices have been 
used, some based on marginal frequencies of coding categories, some based on 
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particular "areas" of the interaction matrix (e.g., Flanders, 1970; Veenman, 
1975). 
For other purposes frequencies may be expressed as percentage of time spent in 
some category. This is used in research on learning time of students. 
A fourth possibility is to estimate rates of behaviour, that is the number of 
occurrences per unit time. 
These four different types of "frequency", frequency per se, proportion 
with respect to some base of comparison, percent of time and rate, are not 
always clearly enough distinguished in empirical research. Altmann (1974; see 
also Tyler, 1979) discusses various techniques of behaviour sampling with 
respect to their adequateness for estimating frequency, percent of time spent 
and rate of behaviour. 
The units used in counting may be events or states, or observation intervals 
in a time-sampling approach. But units may also be doublets or triplets of 
behaviours. Behaviour rates refer to events only. For the analysis of behav-
iour rates in comparative research see Altmann and Altmann (1977). They devel-
oped formulas for the expected frequency of behaviour, for several situations, 
assuming that each individual's behaviour occurs at a constant but unknown 
rate. 
Counting single events or behaviours may be extended to counting the number of 
times a behaviour is sequitur of another behaviour. Frequencies of such pairs 
of adjacent behaviours are called transitional frequencies. In this work ample 
attention is paid to the analysis of transitional frequencies. 
In research on teaching temporal dependence of behaviours, is seldomly exam-
ined. Only percent of time spent on various activities became recently subject 
of much research (e.g. Hamischfeger h Wiley, 1976). For exploring the organ-
ization of the teaching-learning process, the distribution in time of various 
activities and the temporal patterning of behaviours may turn out to be impor-
tant. Some useful concepts in this respect are: the duration of an act, the 
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length of the interval between acts and especially the latency of responses 
(Fagen & Young, 1978; Nelson, 1964). The duration of an act is the amount of 
time elapsed between onset and offset of the act. The time between the end of 
one act and the beginning of another is the length of the interval between the 
two acts. Latency is a special form of interval, namely the time that elapses 
between the presentation of a stimulus and the onset of a response. The con-
cept of latency cannot be applied to VICS-data, because specific stimulus 
response relationships cannot with certainty be established from this kind of 
data. Hartup (1979, p. 15-16) gives some examples of the use of latency meas-
ures in observational research on social interaction and argues in favour of 
their use. 
These concepts imply that time is measured continuously and that onset and 
offset of behaviours may be exactly determined. In most approaches to class-
room observation these requirements are not satisfied. The scores delivered by 
VICS are best described as the frequency of observation intervals in which a 
particular category occurred.* The problems in interpreting such frequencies 
are well summarized in Altmann (1974). She states 
It is too easy for both author and reader to forget that a One-
Zero score is not the frequency of behaviour but is the frequency 
of intervals that included any amount of time spent in that behav-
iour. (...) Nor is the percentage of intervals the same as the 
percentage of time spent in an activity, (o.e., p. 253-254) 
A rough approximation to the concept of durations and inter-act intervals is 
nevertheless possible by viewing the observed sequence of behaviours as organ-
ized into bouts. A bout may be defined as "an uninterrupted grouping in time 
of actions of the same class" (Nelson, 1964, p. 91). Given a category system 
the simplest way to demarcate bouts is by change of behaviour category. Thus a 
bout is simply a consecutive series of behaviours belonging to the same cat-
egory. A bout of one behaviour ends upon initiation of a different type of 
behaviour. This is the only way in which the bout concept may be applied to 
1
 In the ethological literature this type of frequency is known as Hansen fre-
quencies (Altmann, 1974). 
16 
Quantifying behaviour observations 
VICS-data. For other defining criteria for bouts see Fagen & Young (1978), 
Lehner (1979) and Nelson (1964). Bouts in turn may be thought to be organized 
in super-bouts. For instance one might speak of a bout of teacher behaviour, 
meaning a series of actions performed by the teacher, without being interrupt-
ed by a pupil. Given a particular organization of a sequence into bouts, the 
following measures may be employed: 
* The frequency of a bout. 
* The length of a bout, i.e. the number of separate actions a bout consists 
of. 
* The sequence number of a bout in the order of occurrence. 
* The number of bouts of a particular type observed in one lesson period. 
* The length of the interval between two different bouts (of the same kind 
or of a different kind). 
The length of a bout is not the same as duration of stay in a particular 
behaviour category but it will be at least monotonically related to it. The 
between-bout intervals are not time periods of "doing nothing", but periods 
during which other types of behaviour take place. 
Studying the distribution of actions in time will be a worthwile addition 
to the usual methods of sequence analysis (Fagen & Young, 1978). As noted 
above one may distinguish the terms "temporal" and "sequential" organization 
of behaviour. In the latter case the order of succession of behaviours is sub-
ject of research. In the first case in addition duration and time intervals 
are considered. In a study of temporal associations the strict order of behav-
iours may be destroyed to some extent, namely by dividing an observation peri-
od into a number of time intervals and counting how often each behaviour 
occurs within the interval. This may be used for instance to compute correla-
tions between behaviours over the time intervals. These correlations indicate 
the extent to which behaviours tend to occur close together in time. This 
strategy has been recommended by Slater (1973), for the case when associations 
between behaviours are thought to be the result of changing causal factors, 
e.g. motivation. 
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1.4. Sketch of the chapters 
In the next chapter I will describe the data-set used in this study. In addi-
tion some general issues regarding the observation of classroom interaction 
will be discussed. 
The primary tool in the analysis of sequential data is the matrix of tran-
sitional frequencies. In the chapters 3 and A two different approaches to the 
analysis of transition matrices will be worked out. The information available 
in a transition matrix is decomposed into three components: marginal frequen-
cies, diagonal frequencies and off-diagonal frequencies. The marginal fre-
quencies just indicate the frequency of occurrence of various behavioural cat-
egories. The diagonal frequencies indicate the tendency for a behaviour to be 
sequitur of itself. We may call this a self-transition. Problems associated 
with the treatment of self-transitions are discussed in chapter 3. The off-
diagonal frequencies provide information about the sequential dependence 
between behavioural categories. The method used in chapter 3 to discover 
sequential effects is to compare observed frequencies with expected frequen-
cies under some random model. 
In chapter 3 and 4 extensive use is made of the method of "iterative propor-
tional fitting" (Bishop, Fienberg & Holland, 1975). One of its applications is 
in the context of the problem of separating sequential effects from marginal 
effects. Homogeneous row and column margins are fitted to the transition 
matrices, by means of iterative proportional fitting. The resulting entries 
in the matrix are indicative of (immediate) sequential relations between 
behaviours. The method may also be beneficial for comparing different tran-
sition matrices. 
Chapter 4 is devoted to ways to find a suitable geometric representation of 
transition matrices in such a way that any existing sequential dependence 
becomes apparent. This means that we have to deal with the asymmetric nature 
of transitional frequencies. A solution of this problem is obtained by decom-
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posing the transition matrix additively into a symmetric part and a skew-
symmetric part (Gover, 1977). It is shown that an analysis of only the skew-
sygmetrlc part provides an adequate representation of the sequential rela-
tions, as far as these express themselves in the (first-order) transition 
matrix. This analysis of skew-symmetry is brought in relation to a model for 
interaction matrices employed in the study of migration data, the "social 
gravity" model. In this model the symmetric and the skew-syimetric components 
are combined. Another possibility is to fit an asymmetric distance model to 
the complete table of transitional frequencies, without separating the skew-
symmetric component from the symmetric component. This attempt, however, 
appears to be less successful. 
The methods are applied to different "versions" of the transition matrix, 
including or excluding self-transitions and with or without fitting homogene-
ous margins. 
The possibilities for using the first-order transition matrix as the prima-
ry base for sequential analysis are limited in several ways. One problem is 
that the processes observed are likely to be non-stationary. This is discussed 
in chapter S together with other sources of heterogeneity that may limit the 
generalizability of transition matrices. There may be heterogeneity associated 
with research operations (e.g. the differences between different observers) 
and with individual differences between teachers. The question is raised 
whether the observed transition matrices could have arisen from a Markov mod-
el. 
The main analysis procedure used in chapter S is the fitting of log-linear 
models and the study of residuals from these models. Variability of behav-
ioural sequences is assessed by the coefficient of variation. 
In the last chapter we go beyond first-order transitions. Methods and con-
cepts are discussed for the detection and description of patterns in behaviour 
sequences. One metaphor for describing behaviour sequences is to treat a set 
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of sequences as a language. This suggests to analyse sequences grammatically. 
In a grammatical analysis hierarchical organization in behaviour sequences can 
be adequately dealt with (Dawkins, 1976; Westman, 1977). Sequences may in gen-
eral be characterized as concatenation systems, i.e. sequences are strings of 
symbols formed by the binary operation of concatenation. A grammar gives the 
rules by which concatenation may take place. In a sequence of events there may 
be an orderly structure such that for instance certain events can never follow 
each other immediately. This structure may be described as rules that govern 
the order in which symbols can concatenate to form a string. A language is a 
set of sequences that may be constructed from applying the rules. 
The main problem in using this metaphor is the question how to decompose the 
"stream of behaviour" in such a way that sequences are obtained with sentence-
like properties. In other words, how can a stream of behaviour be punctuated? 
A second problem is that concatenation systems require the strict order of 
succession of events to be maintained. In behaviour sequences however it may 
be the case that structures exist which are realized in variable ways at dif-
ferent occasions. 
Chapter 6 concludes with an application of lag sequential analysis (Sackett, 
1979). This method allows one to determine what patterned structures exist in 
sequences of teacher-pupil interaction. Looking for sequential (or temporal) 
dependence is thereby extended to include lagged dependence. 
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In subsequent chapters vre gratefully use data from a study by Veenman (1975). 
In this study teaching behaviour in Dutch elementary schools is observed, 
using the Verbal Interaction Category System (Amidon & Hunter, 1967) which is 
an elaborated version of the well-known category system developed by Flanders 
and his associates at the University of Minnesota in the fifties (Flanders, 
1970). In this chapter the category system, the procedure used for observa-
tion and the design of Veenman's study, will be described. In the context of 
some general considerations on the validity and reliability of behaviour 
observation the limitations of the Flanders system will be pointed out. 
2.1. Observing teaching according to Flanders 
Flanders's approach to research on teaching, conmonly referred to by the term 
"interaction analysis", may be characterized as an attempt "to study teaching 
behaviour by keeping track of selected events that occur during classroom 
interaction" (Flanders, 1970, p. 3). His purpose is twofold: explaining vari-
ation in the chain of classroom events and relating teaching behaviour to edu-
cational outcomes on the one hand, and helping teachers to develop and control 
their teaching on the other hand. The first purpose relates Interaction anal-
ysis to research on teacher effectiveness, based on the premise that learning 
in classrooms implies that the effects of instruction on educational achieve-
ments are mediated by characteristics of teacher - student interaction. At 
the same time, by the second purpose, interaction analysis is placed In the 
practical context of teacher education and in-service training of teachers. 
The latter is based on the supposition that patterns of teaching behaviour can 
be broken down into teachable skills. During teacher education, student 
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teachers should learn to look in a systematic way at the relationship between 
teaching behaviour and classroom interaction and they should practice effec-
tive teaching skills. Interaction analysis can also be used in in-service 
training of teachers to provide them systematic information about the way they 
interact with their pupils. Moreover, after training, interaction analysis may 
serve to establish the occurrence of changes in classroom interaction as a 
result of training. 
This link between research purposes and attempts to improve teaching through 
teacher education is an important characteristic of research in what might be 
called the Flanders' tradition. 
The particular selection of classroom events made by Flanders is greatly 
influenced by the work of Herbert The1en and John Withal1 at the University of 
Chicago on "social-emotional climate" of groups and classrooms. In this 
approach "leadership style" was a central focus, inspired by the Lewin - Lip-
pitt - White study on autocratic, democratic and laissez-faire leadership (for 
a review of this line of classroom research see Dunkln & Biddle, 1974, eh. 5). 
The basic concepts used to characterize teaching are: direct or indirect 
influence, new names for the autocratic - democratic distinction, chosen to 
avoid the ideological connotations of the latter terms. "Democratic" seems to 
be always better than "autocratic"; this does not immediately carry over to 
the terms "direct" and "indirect". 
Direct teaching behaviour imposes restrictions on the possibilities for pupil 
action. Indirect teaching behaviour enlarges the pupil's freedom for action: 
Direct influence consists of stating the teacher's own opinion or 
ideas, directing the pupil's action, criticizing his behavior or 
justifying the teacher's authority or use of that authority. 
Indirect influence consists of soliciting the opinions or ideas of 
the pupils, applying or enlarging on those opinions or ideas, 
praising or encouraging the participation of pupils, or clarifying 
and accepting their feelings. (Flanders, 1967, p. 109) 
Conducting the didactic dialogue in an indirect mode is supposed to have posi-
tive effects on pupil motivation, on their self-esteem, on their attitudes 
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towards school, on their degree of participation In classroom Interaction, and 
on their scholastic achievements. Empirical studies, however, were not suc-
cessful in establishing these relations. 
In his 1970 monograph Flanders moved to still more neutral terms. There he 
characterized his category system by two major features: 
1. teacher talk versus pupil talk 
2. Initiative versos response. 
The second distinction is described as follows 
To initiate in this context, means to make the first move, to 
lead, to begin, to introduce an idea or concept for the first 
time, to express one's own will. To respond means to take action 
after an initiation, to counter, to amplify or react to ideas 
which have already been expressed, to conform or even to comply to 
the will expressed by others. (Flanders, 1970, p.35) 
Host of the research in the Flanders tradition is cast however In terms of 
direct versus indirect influence (cf.. Dunkln & Biddle, 1974, eh. 5). In this 
respect Veenman's study is no exception. 
The direct or Indirect mode of action is sometimes seen as an aspect of 
what is called the teacher's style, implicating that it is a reflection of the 
teacher's personality. Another view is that direct and indirect ways of excer-
cislng influence over a group of pupils are social skills belonging to the 
repertoire of behaviours from which a teacher should be able to choose the 
mode of action that is appropriate in a particular situation. These differing 
views have implications for teacher training. In Veenman's study the latter 
approach was followed. 
2.1.1. The Verbal Interaction Category System (VICS) 
VICS is one of the many observation systems which were built by elaborating 
upon the categories developed by Flanders. The VICS counts 17 categories, the 
original Flanders system only ten. As is apparent from Table 2.1, VICS is 
organized on the base of the distinctions between teacher talk and pupil talk 
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Table 2.1 
The Verbal Interaction Category System (VICS) 
Teacher-Initiated Talk 
1 Gives Information or Opinion: presents content or own ideas, 
explains, orients, asks rhetorical questions May be short 
statements or extended lecture 
2. Gives Direction- tells pupil to take some specific action, 
gives orders, commands 
3 Asks Narrow Question: asks drill questions, questions requiring 
one or two word replies or yes-or-no answers; questions to which 
the specific nature of the response can be predicted 
4. Asks Broad Question' asks relatively open-ended questions which 
call for unpredictable responses, questions which are thought-
provoking Apt to elicit a longer response than 3. 
Teacher Response 
5 Accepts (5a) Ideas, reflects, clarifies, encourages or praises 
ideas of pupils. Summarizes, or comments without 
rejection 
(5b) Behavior responds in ways which commend or 
encourage pupil behavior 
(5c) Feeling responds in ways which reflect or 
encourage expression of pupil feeling 
6 Rejects: (6a) Ideas, criticizes, ignores or discourages pupil 
ideas 
(6b) Behavior discourages or criticizes pupil behavior 
Designed to stop undesirable behavior May be stated 
in question form, but differentiated from category 
3 or 4, and from 2, Gives Direction, by tone of 
voice and resultant effect on pupils. 
(6c) Feeling, ignores, discourages, or rejects pupil 
expression of feeling 
Pupil Response 
7 Responds (7a) Predictably relatively short replies, which usually 
to category 3 May also follow category 2, ι e "David, 
Teacher: you may read next " 
(7b) Unpredictably replies which usually follow category 
4 
β Responds to Another Pupil replies occurring in conversation 
between pupils 
Pupil-Initiated Talk 
9 Initiates Talk to Teacher* statements which pupils direct to 
teacher without solicitation from teacher 
10 Initiates Talk to Another Pupil statements which pupils direct to 
another pupil which are not solicited 
Other 
11 Silence pauses or short periods of silence during a time of 
classroom conversation 
Ζ Confusion considerable noise which disrupts planned activities 
This category may accompany other categories or may totally 
preclude the use of other categories 
Uote Source Amidon and Hunter, 1966, ρ 211 
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on the one hand, and between intitiative and response on the other hand. 
There are 17 categories which are mitually exclusive. At any one point in 
time only one of these categories can occur. Moreover the systea is exhaus-
tive. The behaviour occurring at any point in tine can be classified into one 
and only one category. To sake this happen, however, elaborate instructions 
for observers are needed and in addition, according to Veenman (1975, p. 114), 
intensive training of observers is required. 
2.1.2. Time sampling and recording procedure 
The actual recording procedure used is a form of time sampling. The course of 
classroom interaction is divided up into units of three seconds duration. 
Every three seconds the observer writes down the code of the category into 
which the verbal behaviour of teacher and pupil occurring during that time 
Interval is to be classified. In general, for each three second interval of 
Instructional time one code is produced. If, however, within a particular 
interval a change of category occurs, the observer records this event by writ-
ing down both category codes in the appropriate order. By this procedure the 
sequential order of classroom events is preserved. 
Because VICS does not focus on the behaviour of individual pupils, there is no 
need to sample from the pupils. Pupil behaviour as recorded by VICS refers to 
the behaviour of some, not identified, pupil. 
In the study of Veenman observation and recording were done in classrooms 
instantaneously with the action. The equipment of the observer consisted 
solely of paper and pencil. The three-second intervals were to be created by 
the observers themselves without access to any time-signalling. The observers 
were trained to look and record at a constant rate of 20 codes per minute. 
Unfortunately, the time intervals were not indicated on the recording sheets. 
If within any interval two codes were needed, then this was represented at the 
coding sheet in exactly the same way as two codes from two consecutive inter-
vals. In addition, if at two consecutive intervals the same category was 
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recorded, then either a particular event had started in the first time inter­
val and continued through the second, or two separate events classified into 
the same category had succeeded each other. Thus with this procedure, fre­
quency and duration of behavioural events could not be adequately distin­
guished (see section 2.3.6). 
2.2. The study of Veenman 
Veenman at the University of Nijmegen developed an instructional package, 
based upon Flanders's interaction analysis, for in-service training of elemen­
tary school teachers in the Netherlands. In this course teachers learned how 
to observe with VICS and how to interpret the data obtained. Using micro-
teaching they were trained in specific teaching skills. Furthermore, during 
the course VICS was used to give teachers feedback on their own lessons in 
their regular classrooms 
The purpose of this training was (1) to make teachers more conscious about 
their own behaviour, (2) to improve their skills to realize in normal class­
room conditions those behaviours they intend to realize, such that (3) they 
would become better equipped to tune their behaviour in a flexible way to the 
exigencies and challenges of the particular teaching situation. "Getting more 
flexible" is the ultimate aim of the training. 
The concept of "flexibility" was used by Veenman with reference to the two 
modes of teaching behaviour described above· direct versus indirect behav­
iour. Flexibility in this context means being able to perform in a direct or 
an indirect fashion depending on what is appropriate or what is asked for in 
the particular situation at hand. As noted before, the concepts "direct" and 
"indirect" behaviour refer to the influence teacher behaviour has on pupils 
Flexibility of the teacher in this sense is expected to have a positive influ­
ence on learning climate, ι e the perception of pupils of the classroom envi­
ronment in which learning is supposed to take place It is implicated that 
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learning climate primarily depends upon teacher behaviour. No direct link is 
supposed to exist between teacher training and learning results of students. 
The training was primarily evaluated in terms of change in verbal behaviour 
of teachers. It was expected that as a result of the training teachers would 
show more flexibility in terms of direct versus indirect behaviour. To test 
this expectation lesson instructions for teachers were developed to create 
teaching situations in which more direct behaviour was thought preferable 
(i.e., more effective) and other situations that call for more indirect behav-
iour. The characteristic difference between the two types of teaching tasks 
was the extent to which educational objectives and subject matter were speci-
fied in the instructions for the teacher (see below). As a result of the 
training, teachers should vary their behaviour more effectively in line with 
the nature of the situation. 
This reasoning implies, that teaching situations can be elicited at will in 
such a way that for one type of situation indirect teacher influence, as 
defined in terms of VICS may be considered to be the optimal way of behaving, 
whereas for other situations direct influence may be declared more appropri-
ate. This is debatable on at least two counts. 
First, the argument implies a direct link between the attainment of education-
al objectives and modes of teaching behaviour. Moreover, teaching behaviour 
is in the Flanders tradition only assessed in a very global way, disregarding 
for instance the content taught. Restricting oneself, for the sake of the 
argument, to the aspects of teaching behaviour tapped by VICS, it remains to 
be demonstrated what form of teaching behaviour is effective on some important 
criterion in various situations. Veenman's study offers no possibilities for 
testing propositions of this kind. What could be demonstrated is solely that 
the training results in teaching behaviour that varies in the expected way 
with the nature of the teaching tasks imposed. 
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The second remark is that the idea of flexibility in this study only applies 
to plenaed teaching tasks, not to the actual teaching situation that develops 
"on-line" in the process of teacher-student interaction. 
Treatment 
The experimental group consisted of teachers who voluntarily agreed to partic-
ipate in the inservice course "Verbal Interaction Analysis" during the school 
year 1971-1972. They all teached in the fifth grade of an elementary school 
in and around Nijmegen. The control group consisted of fifth grade teachers 
from a neighbouring region (Arnhem). No randomization or random sampling took 
place. 
The course included 16 two-hour sessions and seven hours individual gui-
dance. During these sessions the teachers were introduced to VICS, they 
learned how to observe with VICS and how to interpret the results. The second 
part of the course was a skill training to practice several verbal interaction 
patterns. Finally, each teacher prepared seven real lesson units which they 
gave to their own pupils. These lessons were observed with VICS to give the 
teachers feedback so that they could see to what extent their actual perform-
ance was in agreement with the plan that was set out for the lesson. 
The subjects in the control group did not receive any training. 
Both groups were measured at three points in time: before the start of the 
course, immediately after the course ended, and ten weeks later. The major 
part of these measurements were observations, using VICS, of lessons teachers 
delivered in their regular classrooms. The lesson instructions (see below) 
were identical in the experimental and the control group. 
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Subjects 
At the time of the pretest 65 fifth grade teachers from elementary schools 
participated in the study, 33 in the experimental group and 32 in the control 
group. For several reasons1 not related to the study 9 teachers dropped out 
from the experimental group and 6 from the control group. Posttest observa­
tions were taken from 24 teachers in each group 
After drop-out the experimental group consisted of 15 males and 9 females. In 
the control group were 18 males and 6 females A complete record of observa­
tions was available for 24 teachers (15 males and 9 females) in the experimen­
tal group and 25 teachers (19 males and 6 females) in the control group 
Veenman (1975, ρ 131-145) compared both groups on several criteria to check 
their equivalence before training The only difference found was that half of 
the classes in the experimental group were single-sex classes (6 boys and 6 
girls), whereas the control group contained only one segregated class (boys). 
Lessons observed 
In order to control the conditions for observation detailed instructions for 
teachers to present lessons were developed 
Two types of lesson plans were distinguished "closed" and "open" lessons 
For each type six lesson instructions were developed following a common 
scheme. The names "closed" and "open" were not used in the instructions. 
Closed lessons were characterized by precisely stated objectives In the 
instruction it was clearly indicated what the students should know or what 
they should be able to do at the end of the lesson Objectives for the closed 
lessons can be classified at the lower levels of the cognitive domain of 
Bloom's taxonomy of educational objectives (Bloom et al , 1956). The lesson 
instruction also includes a summary of the subject matter to be taught and an 
1
 For teachers in the experimental group reasons to quit were lack of time, 
illness and change of job, illness prevented seven teachers in the control 
group to participate in the postmeasurements 
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achievement test with multiple-choice items concerning the content of the 
particular lesson. 
The topics for closed lessons were: 
1. Sets 
2. Greece 
3. Vitamines 
4. Recognising trees 
5. Mohammed 
6. Our solar system 
Open lessons had more global objectives. No detailed statements were given 
about what students should know or what they should be able to do as a result 
of the lesson. The objectives concerned higher levels of the cognitive domain 
and the affective domain as well. Examples of the form the objectives of 
these lessons had, include "to present in writing one's own opinion about a 
subject", "to produce independently solutions to a particular problem", and 
"to present a judgment on a particular issue". 
The topics for open lessons were: 
7. Astronautics 
8. Man and computer 
9. Russia and communism 
10. Parking problems 
11. Equality and inequality 
12. Making a country habitable 
The instruction for open lessons provided no summary of subject matter for the 
teacher but presented some background information on the topic, instead. 
Open lessons were meant to create more opportunities for teacher and students 
to produce and present their own ideas and to take up ideas of others. Closed 
lessons were meant to provoke teachers to more direct behaviour, whereas open 
lessons were to elicit more indirect patterns of teacher behaviour. 
Each lesson instruction again was accompanied by an achievement test on the 
content of that lesson, but this time in the form of an essay test. 
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The duration for all lessons was indicated as 20-40 minutes. With an aver-
age of 20 observations per minute, this implies that the planned number of 
observations per lesson varied between 400 and BOO. The actual number of cod-
ed observations per lesson varied between 186 and 1066 with an average of 548. 
There is a relation between observer and number of codes per lesson. The means 
of the 10 observers vary from 494 to 618. About 8% of the variance in the 
number of observations per lesson is associated with differences between 
observers. 
At every measurement point for each teacher four lessons were observed in a 
fixed order of lesson types: closed - open - closed - open. Each teacher 
taught all twelve lessons. The order in which the lessons were taught was 
systematically varied over teachers (Veenman, o.e., p. 146 ff.). 
For most analyses the data from the two lessons of the same type at each 
occasion will be aggregated. This leaves us with six experimental conditions 
for each group (see Table 2.2). 
Observers 
The observations were performed by ten observers. On the three measurement 
occasions of the experiment each lesson was observed by one observer only. 
Fox practical reasons, five observers were assigned to teachers in the experi-
mental group, the other five to the control group. No one observer visited 
the same teacher at different measurement occasions. The four lessons of any 
teacher at a particular measurement point were observed by the same person. 
At postmeasurements it was precluded that observers became assigned to teach-
ers they had already met during teacher training for the purpose of giving 
feedback. 
The observers were extensively trained in the use of VICS. Agreement 
between observers (and between repeated observations of the same tape-recorded 
lesson by each observer) was checked (by observing in vivo) before the start 
of the experiment, again immediately after the pretest, and before each of the 
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Table 2 2 
Experimental conditions 
first second 
premeasurement postmeasurement postmeasurement 
Experimental 
group 
Control 
group 
closed open closed open closed open 
lessons lessons lessons lessons lessons lessons 
33 33 24 24 24 24 
32 32 25 25 26 26 
number of 
lessons observed 130 130 98 98 100 100 
Note: The entries in the table refer to the number of teachers 
observed. In each condition at each measurement occasion two lessons 
were observed for each teacher. 
two posttests. The latter two checks were done following a short retraining of 
the observers. 
Agreement was calculated with respect to the marginal distribution of frequen­
cies of the coding categories. Conforming to the practice followed in most 
studies in interaction analysis, as index for agreement a coefficient devised 
by Scott (1955) was used. This measure gives the percentage of agreements 
betueen observers, corrected for chance agreement. The coefficients obtained 
were around 0.80. Similar values were reported in other studies using the 
same kind of observation procedure. The use of Scott's measure for this kind 
of data, however, is hardly appropriate (see section 2.3.5 below). 
In addition to this approach Veenman calculated interobserver agreement with 
respect to a number of measures (of the form of proportions and ratios) 
derived from the marginal frequencies as well as from the first order tran­
sitional frequencies. Analysis of variance components was used to calculate 
intraclass correlations (o.e., ρ 112-114) The median values obtained for the 
various indices ranged from a value as low as 0.21 to one as high as 0.99. 
The frequency distribution of the median intra-class correlation is shown as a 
stem-and-leaf display (Tukey, 1977) in Table 2.3. Because this way of summa-
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riziiig a batch of numbers is perhaps not well-known yet, some explanation of 
the table is in order. Coefficients are represented by a stem (to the left of 
the vertical line) and a leaf (to the right of the vertical line). In Table 
2.3 coefficients are to be read as stem + 0.01 χ leaf, e.g. in the top row 
0.99, 0.97. 0.96 etc. A cumulative count is added to the right of the dis­
play. The leaves are counted both from the top and from the bottom up to the 
median (= 0.86). The count of leaves on the stem where the median is located, 
has been put within parentheses. 
Low values were obtained for categories that occur rarely (i.e. categories 5c 
and Z). 2 Indices based on frequencies of self-transitions gave rise to low 
reliability coefficients. A notable exception, however, is the 1-1 transition 
(the teacher continues to give information or opinion). Indices involving the 
frequency of this transition have high intraclass correlations. It is to be 
expected that category 1 occurs in longer bouts than any other, and thus this 
category will probably be more easy to recognize for observers. 
In general indices based on transitional frequencies appeared to have lower 
intra-class correlations then indices solely derived from marginal frequen­
cies. This is of course to be expected. Observers may perfectly agree on mar­
ginal frequencies, while disagreeing on transitions (see section 2.3). 
A rather frequently occurring category, which nevertheless gave rise to only a 
medium-sized Intraclass correlation (0.60) is category 3 (The teacher asks 
narrow questions.). The reason for this relatively low value might be that 
events belonging to this category often take very little time (less than three 
seconds) for their execution. So, it is not unreasonable to infer that with 
respect to this type of questions errors of omission might easily have 
occurred. 
For the categories 6c and 10 no index could be computed due to extremely low 
frequencies. 
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Table 2 3 
Stem-and-leaf display of median 
intraclass correlations for 
interobserver agreement (39 indices) 
0 9 
0 8 
0 7 
0 6 
0 S 
0 4 
0 3 
0 2 
97666665555433210 
97755100 
832 
6440 
944 
6 
991 
17 
( 8) 
14 
11 
7 
4 
3 
3 
Note: Derived from Veenman (1975, ρ 
241-242) 
Veenman (о с ,р 114) concluded that the level of agreement obtained between 
observers was satisfactorily high For the purpose of using the data for 
sequential analysis, however, there is room for doubt. In the next section 
some general considerations on reliability issues in observational research 
and special problems in the case of sequential analysis will be discussed 
2.3. Reliability and validity of the category system 
Concerning the reliability of observational data three main issues arise, 
which deserve some discussion here 
1. What are the main sources of error influencing data derived from behav­
iour observation' 
2 How to assess the reliability of behaviour observations, more specifi­
cally how to measure observer agreemenf Correlation coefficients must 
be deemed inappropriate because they are insensitive to differences in 
the level of scores from different observers 
3. Which special reliability problems plague the researcher who undertakes 
sequential analysis? 
Computing reliability or agreement coefficients does not solve the reliability 
question The real question is to what extent is the variability in the data 
due to observation errors and to instability of the phenomena that are object 
of observation9 To what extent are conclusions subject to observer errors' 
Admittedly agreement coefficients have great practical importance, especially 
for the training of observers 
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The validity of the category system refers to the question whether the 
behaviour units selected for study are appropriate for answering the research 
question. This asks for a justification of the way the behaviour stream is 
unitized, of the variables selected for analysis and of the research methods 
employed. The specific structure of a category system and the procedures to 
record the events determine what information may become available from the 
research, what analyses can be conducted and what questions can be answered. 
A way of describing behaviour may be called valid the more it allows one to 
test theoretical ideas. 
The usual psychometric validation techniques (correlating with some criterion, 
discriminating between some groups, the multitrait-multimethod approach) have 
little to offer in this respect. These techniques can only show the existence 
or non-existence of association with other measures. 
Some general considerations on the adequacy of behaviour observation will 
be presented. In particular the limitations of the Flanders system will be 
pointed out. 
2.3.1. Sources of variability in behaviour observation 
Discussions of reliability of behaviour observations usually focus on the 
observer as the main source of unreliability. This is understandable because 
behaviour observation heavily draws on human perception and Information pro-
cessing capabilities. From the psychological literature on these subjects it 
is known that human perception and judgment are subject to biases. 
An observation is the product of the behaviours observed as well as of the 
observer, the equipment used and the social and physical context in which the 
observations take place. Flske (1978) in discussing the state of affairs In 
personality research characterized the empirical basis of the study of person-
ality as follows: 
A major source of difficulties in the personality field is the 
reliance on interpretive judgments that are determined by the 
observer as well as by the observed and that are produced for the 
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special purposes of the research. The judgments also involve words 
with meanings on which people do not agree exactly, and they are 
based on extensive segments of behaviour rather than short specif­
ic units. Because of the nature of these judgments, the agreement 
between judgments of different observers is very limited, (p. 21) 
Agreement between independent observers, or, more generally formulated, repli­
cation of conclusions based on data gathered by independent observers, is a 
necessary condition for scientific work in any field. Judged by the state of 
affairs in the study of behavioural phenomena repetition of this adage does 
not seem superfluous. For instance Johnson and Bolstad (1973) for the field 
of behaviour modification research state 
A critical review of the naturalistic data in behavior modifica­
tion research will reveal that most of it is gathered under cir­
cumstances in which a host of confounding influences can operate 
to yield invalid results. The observers employed are usually aware 
of the nature, purpose, and expected results of the observation. 
The observed are also usually aware of being watched, and often 
they also know the purpose and expected outcome of the observa­
tion. The procedures for gathering and computing data on observer 
agreement or accuracy are inappropriate or irrelevant to the pur­
poses of the investigation. There is almost never an indication of 
the reliability of the dependent variable under study, and rarely 
is there any systematic data on the convergent validity of the 
dependent measure(s). (p. β) 
Similar evaluations may be found with respect to the study of teacher effec­
tiveness, that is, the research for effective patterns of classroom behaviour: 
My review of the literature also revealed the gross psychometric 
inadequacy of most tests and measures used in these research stud­
ies. The literally hundreds of instruments employed in the field 
of teacher effectiveness research had been subjected to little 
critical assessment, and in the rare cases when such assessment 
had been conducted and reported in a journal article or test manu­
al, researchers seemed to be unaware of or indifferent to it. 
(Borich, 1977, p. 287) 
Research on classroom behaviour has not been very successful in establishing 
replicatile links between patterns of teaching behaviour and student outcomes 
CDunkin & Biddle, 1974). One possible explanation is that the research prob­
lems have been wrongly conceptualised (e.g., Doyle, 1977). Another reason may 
be that sources of variability associated with observation of teaching pro­
cesses in a naturalistic setting were inadequately controlled or assessed 
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(McGaw, Wardrop & Bunda, 1972; Frick & Semmel, 1978). A review paper by Shav-
elson and Dempsey-Atwood (1976) was addressed to this question, whether the 
absence of clear, replicable results was due to measurement problems or to 
problems in conceptualization. The evidence provided appeared inconclusive. 
It was concluded that most studies were methodologically inadequate. The gen-
eralizability of results on classroom behaviour appears to be "extremely lim-
ited" (o.e., p. 608). 
In any case, it is important to distinguish the major sources of variabili-
ty that are present in observations of classroom behaviour. Investigating 
reliability means that one tries to separate sources of variability due to the 
observation process from sources of variability that are inherent to the 
behaviours observed. Failure to establish stable links between teaching behav-
iour and learning outcomes of pupils may be due to both sources of variabili-
ty-
One way in which links between teaching behaviour and pupil behaviour or, 
learning outcomes, are being imagined is, that there exist teaching styles: 
consistent ways in which teachers operate that are more or less productive in 
bringing about desirable student behaviour or learning outcomes. These styles 
are considered to be a consequence of teacher personality and/or teacher 
training and experience in teaching. This reasoning implies that in the 
classroom behaviour of a particalar teacher characteristics may be discerned 
that are perceptible for the students and that consistently mark behaviour of 
the teacher in a variety of situations. Assessing teaching styles thus 
requires comparing variability between teachers with variability of behaviour 
within teachers over a broad range of situations and during a long "enough" 
time period. To be able to speak of teaching styles, variability between 
teachers should be large enough compared with variability within teachers. 
From this perspective of teaching styles, the within-teacher variability 
should be considered as error variance. As noted by Medley and Mitzel (1963) 
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the greatest source of error in observations of classroom behaviour usually is 
not the observer but the instability of teacher/student behaviour. 
This conception of teaching styles however is not very realistic. Any endeavor 
to characterize teaching behaviour should allow for adaptations of behaviour 
to the exigencies and opportunities of different situations. This means that 
one should look for characteristic ways in which teachers adapt to and/or con-
tribute to different situations. 
Penman (1980) uses two concepts from systems theory to characterize vari-
ability and constraint in communication processes: differentiation and inte-
gration. A communication system may be described by the degree of differentia-
tion of the messages and by the degree of integration of the messages. 
Differentiation concerns the variety of components within the system, i.e., 
the variety of the verbal utterances. The degree of integration refers to the 
degree of interdependence between system components, in other words the degree 
of sequential dependence. Randomness of behaviours means that the occurrences 
of behaviours in a series are independent of each other, i.e., there is no 
integration at all. For a highly organized series of behaviour, the concepts 
of flexibility and rigidity may be applied. These latter concepts differ by 
the degree of differentiation (Penman, o.a., p. 37). Given a particular cat-
egory system, the degree of differentiation may be equated to the degree at 
which the distribution of the marginal probabilities of the coding categories 
resembles a uniform distribution. Rigidity is characterized by a high degree 
of sequential dependence and by the concentration of codes in a few catego-
ries. Flexibility is also characterized by a high degree of sequential depen-
dence, but the codes are more evenly distributed over the alternative catego-
ries. Thus to assess flexibility of teaching behaviour one should distinguish 
it from both rigidity and randomness. Classroom behaviour may in general be 
expected to be high on integration as well as differentiation. 
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The adaptation of behaviour to different situations goes beyond the above 
characterization of flexibility. It requires ideas about the functionality of 
behaviours with respect to various situations, in particular with respect to 
the attainment of various goals. 
Differentiating between situations 
Much research in recent years has been inspired by the idea that the "situ­
ation" has to be taken into account. One seemingly straightforward way to do 
this is to decompose within-teacher variability into variability among situ­
ations and variability between separate occasions within situations. This rea­
soning is implicit in Flanders's conception of "flexibility": the teacher's 
skill to adapt his or her behaviour to the nature of the teaching situation. 
In the actual research applications however, this concept has been reduced to 
variability of teaching behaviour across different situations. Adaptation of 
behaviour to different situations, of course, implies variability of behaviour 
across situations. But observing variability across situations does not imply 
that behaviour was (well) adapted. This adaptedness is assumed rather than 
investigated. Furthermore variability across situations becomes impressive 
only to the extent that there is stability of behaviour within situations. 
Medley and Mitzel (1963) proposed analysis of variance components as a 
method to study reliability of observations. This approach has been elaborated 
further by Cronbach and his associates into generalizabllity theory (Cronbach, 
Gleser, Nanda & Rajaratnao, 1972). A design for a generalizabllity study in 
which "situations" are taken into account has been formulated by McGaw et al. 
(1972). In their design situations are crossed with teachers, occasions are 
nested within the teacher χ situation interaction and observers are crossed 
with teachers, situations and occasions. From this design it can be determined 
whether differences between teachers can be reliably measured, but also wheth­
er situations may be reliably distinguished and whether systematic teacher-
situation interaction can be detected. For the flexibility concept as applied 
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by Flanders and Veenman, the latter type of reliability estimation is the most 
appropriate to what extent can observers detect systematic variation between 
teachers in their changes in behaviour from situation to situation Thus 
betueen-situation variance and teacher-situation interaction are counted as 
true variance The error variance consists of the variability among occasions 
within teacher-situation combinations 
In the hork of Flanders and his associates the main approach used to examine 
reliability is to assess the agreement between observers, with respect to /re-
quencies of events noted (cf , 2 2) Tavecchio (1977) performed a generaliz-
ability study using an observation system, based on the Flanders' categories, 
to assess teaching behaviour in physical education classes 
A major difficulty of the generalizability approach is the question how to 
define and how to choose situations This is also an essential question for 
using the flexibility concept As noted before, in Veenman's study teaching 
situations were constructed by providing the teacher with different lesson 
instructions These are potential rather than actual situations (Argyle, Fum-
ham & Graham, 1981, ρ 39), distinguished by the tasks submitted to the teach­
er not by actual behaviour 
2 3 Ζ Ham features of the teaching situation 
A promising approach to the analysis of situations may be found in the work of 
Argyle and his associates (e g , Argyle, 1979, Argyle et al , 1981), though 
this ьогк deals with broad classes of situations, not with the situations that 
might usefully be distinguished within the teaching situation 
The main features of situations he distinguishes are 
- the repertoire of behaviours 
- the sequences of events 
- goals and motivations of participants 
- roles 
- rules to coordinate the behaviour of the interactants 
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- concepts participants share or need to behave effectively in a teaching 
s ituat ion 
- language and speech 
- environmental setting 
- skills needed to cope with the difficulties the situation presents for the 
interactants. 
Guided by these features, we will discuss some aspects of the observation of 
teaching. Especially the first two features are relevant in this context. They 
will be discussed separately in the next two sections. The last two features 
of social situations mentioned above, viz. the special difficulties presented 
by the teaching situation and the skills needed to cope with them, and the 
environmental setting in which teaching takes place are completely ignored in 
Flanders's approach to classroom observation. The other aspects mentioned will 
briefly be touched upon now. 
Goals are represented in this research only in the form of the goals formu-
lated in the lesson instructions given to the teacher. The open and closed 
lesson situations are distinguished by the way the task goals have been formu-
lated to the teacher. It is supposed that the behaviour of the teachers varies 
as a function of the goals set. 
The roles are fixed: teacher and student. Flanders' observation procedure 
is severely restricted with respect to the behaviour of students. For much 
classroom research a more detailed observation of student behaviour is 
required, including the identification of individual students. 
The concept of rules is a possible explanatory concept for the analysis of 
classroom interaction. The regularities observed in classroom interaction may 
be described as a consequence of the use of rules appropriate for a teaching 
situation. This way of description is analogous to the way in which linguists 
describe the formation of sentences by developing a grammar that generates 
precisely the set of sentences of a particular language (Chomsky, 1963; cf. 
6.1). 
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In this approach the main problem is to identify the regularities in the 
observational data The series of behavioural observations has to be punctu-
ated to identify "sentences", and then from sequential relations within sen-
tences grammatical rules are to be inferred The "rules" however may or may 
not be used, it is not to be supposed that behaviour is governed by the rules 
Thus sentences may appear that are, judged by the rules, not well-formed 
This makes it impossible to infer the rules from observational data alone 
Because, in principle, one could formulate any set of generative rules and 
declare all observed sentences that cannot be derived from the given set of 
rules, to be "ungrammatical digressions" This problem is the same as the 
problem of defining a latent and a manifest level of description of behaviour 
In theory, all observed sentences could be "ungrammatical" without strictly 
necessitating one to reject the given set of rules At the manifest level, 
there is variability of behaviour that cannot be explained from using the 
rules 
Penman (1980) proposed a graph-theoretic representation of sequential rela-
tions, based upon transitional probabilities Only connections that occur with 
probability greater-than-chance are retained in the digraph Rules are 
inferred by computing the strong components of the graph l This procedure 
achieves a reduction of variability and complexity in two ways improbable 
transitions are removed, and the graph is condensed with respect to the strong 
components. 
Other approaches to rule-based accounts of social process are found in Argyle 
et al , (1981), Collett (1977) and Ginsburg (1979) The most researched aspect 
of rules used in social interaction probably is the rules that regulate the 
distribution of speaking turns (Atkinson, 1981, Duncan & Fiske, 1977) 
' A strong component, of a graph is a subgraph that is strongly connected A 
(sub)graph is strongly connected if there exists at least one path for every 
pair of points, thus all points in the component are mutually reachable 
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The cognitive functioning of teachers and students presents a very impor-
tant element for the study of teaching, which gained emphasis in recent years 
in line with developments in cognitive psychology. On the student side atten-
tion is being paid among others to knowledge structures, cognitive strategies 
and styles, motor skills and attitudes. Cognitive processes of teachers being 
studied include perceptions, causal attributions, expectations, diagnostic 
Judgments and planning one's own behaviour. 
Teaching behaviour results from choices, made pre-actively and interactively 
(on the spot). One might imagine the teacher's choices as a path through a 
cognitive space, in which minimally are represented the available alterna-
tives, the constraints, and the feedback loops instigated by the perception 
of consequences of actions performed. 
These cognitive processes may be studied from two perspectives: an actor's 
perspective and an observer's perspective. In classroom observation, of course 
only the latter perspective is available. 
In most approaches to classroom observation the observer is required to make 
inferential judgments about cognitive processes of the teacher and/or the stu-
dent. Omark, Fiedler & Marvin (1976, p. 410) note that in the Flanders system 
the observer "does not record what the teacher says or does, but how he infers 
the students to interpret the behavior." The observer is given the task to 
code verbal utterances of the teacher directly into broad social-psychological 
categories (cf., Stubbs, 1981). Though in the Flanders approach verbal inter-
action is recorded, the actual use of language in classrooms is taken for 
granted. The codes represent only some highly abstracted verbal categories 
that are mainly interpreted in gross social-psychological terms. Stubbs 
(1981), from a sociolinguistic perspective, criticizes this course of things 
as an unprincipled selection of data: language items are abstracted from 
classroom discourse because of their pre-supposed relevance for educational or 
psychological processes, without considering that language and discourse have 
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an organization of their own This way of doing is also strongly at odds with 
the ethological approach to behaviour observation, with its emphasis on rela­
tively specific, immediately observable behaviours 
In educational research the task of inferring cognitive processes, or of 
inferring the educational significance of things happening in the classroom 
often is shifted on the shoulders of the observer What the teacher says or 
does is directly to be translated in the mind of the observer into an indica­
tion of some psychological process X, or some teaching style X In this way 
the data recorded become mixed up with inferences for which any clear justifi­
cation is lacking 
It has boen noted that "low-inference" observations of teaching processes gen­
erally lead to less consistent and less stable results than "high-inference" 
observations (cf Rosenshine Ь Fürst, 1973, ρ 136) Global ratings, in gen­
eral, seem to produce higher correlations with outside criteria than meticu-
ously observed, highly specific aspects of behaviour This is quite under­
standable because ratings already involve a generalization over a diversity of 
behaviours, using the analytic capacities of the judge and the information 
that he or she has available about the phenomena observed The advantage tak­
en by using these resources might eventually turn out to be illusory, however 
Apart from the biases that plague human information processing, this probably 
bypasses the very processes that ought to be researched in the first place As 
pointed out by Kendon (1975), letting observers infer the meanings of behav­
iours implies that the investigator acts as if the observed phenomena, are 
already understood 
The whole of what might be termed the machinery of interaction, 
which we take for granted in our daily lives, is also taken for 
granted by the investigator using the category approach Such an 
investigator, thus, is forever limited in what he can study of the 
phenomena of interaction (о с , ρ 4) 
In Kendon's discussion of the "category approach" to observe social interac­
tion (he mentions the well-known Bales system as an example of wrongly con-
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ceived research) two issues are combined. The first one is the reliance upon 
natural human judgment of intent, motive, or impact, which has as a conse­
quence that the data base does not represent the actual behaviours. The second 
issue is that the categories are not derived empirically but from some set of 
theoretical presuppositions. The categories of the Flanders system for 
instance were inspired by social-psychological notions about "authoritarian" 
and "democratic" leadership. According to Kendon categories ought to be 
derived empirically. One should not start from constructs like "indirectness" 
and then try to find a measure for it. This is the usual psychological 
approach of operationalization and construct validation. The ethological 
approach may be seen as ал inversion of this. Theoretical concepts, and psy­
chological meaning are derived from the data by constructing a theoretical 
representation that reflects the structure found in the data. Roskam (1981) 
speaks about the "conceptual entry" versus the "empirical entry". In the eth­
ological spirit research on teacher-pupil interaction in classrooms should 
focus on interaction itself rather than on motivation or attribution or inten­
tions. This means that the rules used for identifying particular events as 
instances of categories should not involve unobservables. As Duncan and Fiske 
(1977) put it: 
But there is a serious error to be avoided in developing relative­
ly natural classification systems for studying interaction. This 
error occurs when the definition of the recognition rules involves 
the use of some supposed "meaning" of the act, or some other unob-
servable entity such as intention, motivation, or the like. Unob-
servable elements play a dominant and subversive role when classi­
fication systems require identification of instances of "empathy", 
"aggression", "gives information", "asks for opinion", or similar 
states of meaning, intention, motivation, etc. This type of cat­
egory has predominated in such research areas as small-group pro­
cesses, psychotherapy research, and family interaction, (p. 17) 
Omark et al. (1976) made similar remarks about research on teaching. 
This does not imply that for instance motivational interpretation of classroom 
behaviour should be abandoned. A theory of classroom behaviour, representing 
"lawful structures" (Roskam, 1981), will involve unobservables like motiva­
tion. 
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Also this view on observing teacher-pupil interaction does not imply that the 
actor's perspective on classroom life is unimportant to the investigator. The 
perceptions, attributions, categorizations, etc. of the actors provide impor-
tant data in their own right. These should however not be considered as accu-
rate descriptions or explanations of classroom interaction, but as data to be 
interpreted theoretically. The way people think about their behaviour should 
not be confused with psychological (theoretical) accounts of the way people 
behave (cf., Blurton Jones & Woodson, 1979). 
2.3.3. Choosing the repertoire of behaviours 
In research on teaching a multitude of repertoires (Simon & Boyer, 1970) has 
been constructed, the most often used of them is the Flanders system or vari-
ants on it. 
The repertoire of behaviours of course is characteristic for the teaching 
situation. But the actual use of behaviours in the situation does not provide 
a sufficient criterion for deciding upon the construction of a repertoire. 
Unfortunately, there are no absolute criteria that would enable one to declare 
a particular repertoire "complete" or "correct". There always will be some 
sort of bias: 
The use of language to "describe" behaviour is in fact the initial 
and most difficult source of bias to surmount, since every lan-
guage necessarily categorizes and dichotomizes the nature of com-
municable experience (Rosenblum, 1978, p. 15). 
A commonly used procedure is to classify behaviours into broad categories. 
VICS is an example of this. 
An important distinction to differentiate category systems is whether they 
tap more molar or more molecular behaviour units. This affects the reliability 
of observations. Molar categories may contribute to unreliability because they 
may leave room for differing interpretations (Hollenbeck, 1978, p. 85). On the 
other hand subdividing a category like "asking questions" into different types 
of questions according to cognitive complexity will undoubtly make the task of 
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the observer heavier, because more and more complex, decisions have to be 
made. If behaviours are narrowly defined on easily observable features, then 
within limits reliability will be enhanced. The limits are given by the mental 
overload that will be caused by the multitude of features or categories among 
which in any instance the observer has to choose. The number of categories 
used should be manageable.'' Thus the repertoire of behaviour elements that may 
be used, does not only depend upon the characteristics of the teaching situ-
ation, but also on the capabilities of the observers to differentiate reliably 
between the behaviours. 
In ethological research, following the biological tradition of developing 
taxonomies, it is thought important that the study of the behaviour of a spec-
ies is founded on a firm descriptive base (Tinbergen, 1963; Hinde, 1979). The 
compilation of behavioural repertoires, representing the "whole" of behaviour 
patterns of an animal, is considered to be a necessary first step. Such a 
behaviour catalog is called an ethogram. The ethogram an observer works with 
is sometimes considered as a sample from the behaviour repertoire. Statistical 
methods are available to analyse behavioural catalogs as samples from a behav-
iour repertoire, for instance to estimate completeness (Fagen, 1978). A prob-
lem with this reasoning is how to define the whole of the behavioural reper-
toire. 
A total description of all behavioural acts occurring in a teaching situation 
is an impossible aim to strive for. Tinbergen, who is a strong protagonist of 
naive, intuitively guided observation to become familiar with the object of 
study and who accused psychology of "contempt for simple observation", never-
theless clearly recognised that description is highly selective and that 
"selection is made with reference to the problems, hypotheses and methods the 
investigator has in mind". (Tinbergen, 1963, p. 412). Blurton Jones and 
Woodson (1979) put it this way: 
* These considerations of course also depend upon the way of observing (in 
vivo, from audiotape or videotape) and the equipment available to the 
observer (e.g., paper and pencil or microcomputer). 
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In our description of items and in our choice of items to 
describe, we attempt to exploit our intuitive interpretation but 
to remove interpretation from the definitions, (p. 98) 
Category systems are needed, a prior selection has to be made of the aspects 
of behaviour to be observed.' Making this selection means that one has already 
some sort of theory, in the sense of views on what might be important. 
For research on teaching an important consideration is that categories of 
behaviour must be selected that can be demonstrated to be related to the 
attainment of educational goals. With respect to the Flanders system evidence 
has been obtained that teaching is mainly "direct", but that teachers can be 
trained to be more "indirect" and that indirectness is associated with 
increased pupil iniative. However, there is no clear evidence that "indirect-
ness" helps in attaining important educational goals (Dunkln & Biddle, 1974; 
Veenman, 1975). 
From a reliability point of view it is desirable that observation is made 
systematic by setting up clear recognition rules observers can apply to cat-
egorize all instances of behaviours to be observed. In the Flanders system 
much attention is paid to formulate such rules. But these guidelines never-
theless let room enough for differing interpretations by different investiga-
tors. Some problems with the definition of categories are noted by Dunkin and 
Biddle (1974, p. 103-104). They maintain that the Flanders system, though 
being a great improvement upon earlier category systems, lacks conceptual 
clarity. 
* This does not exclude that sometimes as a first step ad libitum observation 
(Altmann, 1974; Lehner, 1979) is desirable to become acquainted with the 
phenomena to be studied and to develop research ideas. With this form of 
observation no particular category system is used; the observer simply 
records whatever attracts his or her attention. 
This argument however applies less (or in a different way) to classrooms, 
which are familiar places to everyone. Ad libitum observation of classroom 
interaction to be fruitful requires that one is able to view the familiar 
processes with new eyes or from some strange distance. An efficient way to 
unlearn might be to start from an appropriate theory. 
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2 3 4· Isolating sequences of events 
In addition to characteristic repertoires of behaviours, situations have char-
acteristic sequences of these behaviours. These sequences form the route 
towards the goals set out for teaching Classroom interaction is an ordered 
set of events structured in time The meaning of individual events depends 
upon the place of the events in the temporal order, like the meaning of a word 
depends upon the context of the sentence m which the word is used For 
instance it might well be that the frequency at which a teacher praises a stu-
dent is less important than the point in the order of events when the praise 
is given It has been shown that teacher praise reduces the amount of pupil 
deviancy, but it has also been shown that teacher criticism reduces the amount 
of pupil deviancy (Dunkln & Biddle, 1974, eh 6) To know how teacher actions 
influence pupil behaviour it is necessary to study the relations between 
teacher and pupil behaviour in the context of developing interaction patterns 
In studying sequences often repeated cycles of behaviour, are detected A com-
mon cycle in teaching is the question-answer-reaction sequence (Bellack, Klie-
bard, Hyman & Smith, 1966). According to Flanders (1970) an important aspect 
of the skill of teaching is the ability of the teacher to shift from one cycle 
to another. This gives further meaning to the concept of teacher flexibility 
By comparing open and closed lesson conditions this aspect of teaching skill 
can only be assessed in a rough way. 
In general, there are two ways to detect these teaching cycles or episodes 
One way is to let observers parse the stream of behaviour, that is to let them 
look for natural breakpoints in the stream of behaviour This strategy is 
followed in the ecological approach to behaviour observation ' Some studies 
have been carried out to ascertain whether observers can do this m a reliable 
way This is Just a special version of the more general question how people 
unitize the continuous stream of impressions on their senses into discrete, 
' See for instance Fassnacht (1982) for a comparison between ethological and 
ecological approaches to behaviour observation 
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describable actions (Newtson, 1976) Newtson concluded that observers agree 
well on major segmentations of behaviour, but that there may also be consider­
able disagreement caused by differences in the size of unit employed. The main 
problem seems to be that observers are (let) free to make a number of deci­
sions. They can for instance make their own selection out of the set of dis­
tinctive features that characterizes ongoing behaviour and they can choose 
their own degree of resolution. What attracts attention at what moment will 
then be a major determining factor in the patterns that are observed. As not­
ed above, this may be allright in a preliminary exploratory phase of investi­
gation, but it is undesirable as a data-generating process 
The second approach is to build larger units from smaller ones by statistical 
methods Schleidt and Crawley (1980) maintain that behaviour patterns 
abstracted by the human observer are subject to judgmental errors. They 
therefore rigourously propose to observe behaviour purely on its form, ι e 
using only physico-chemical variables. Patterns are then to be detected by 
statistical algorithms that search for "sequencing or association of these 
variables in space and time" (о с , ρ 2) The substantive significance of 
the patterns found is then to be explored in subsequent studies. 
For the field of personality and social interaction Fiske proposed a similar 
strategy (Duncan & Fiske, 1977, Fiske, 1978), though in case of human behav­
iour an adequate representation system has yet to be developed. It won't be 
sufficient to characterize human behaviour as change in time of the person's 
location and orientation in space and of his surface structure (the features 
proposed by Schleidt & Crawley, 1980) The pragmatic solution usually fol­
lowed is to devise some category-system, on the base of more or less clear 
guidelines,7 and to divide the time base into discrete intervals or to sample 
some time points for observation (Altmann, 1974) Given a series of codes for 
' One systematic approach to define behaviour categories is the use of Gutt-
man's facet analysis In research om teaching this approach was followed by 
Bar-On and Perlberg (1974) Their category-system may be seen as a variant 
on the system developed by Flanders 
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these intervals or time points, sequential relations between antecedent and 
consequent behaviours may be searched for. In the Flanders tradition usually 
only sequences consisting of two succeeding behaviours are determined.' Some­
times these are used as building blocks for larger units, assuming that for 
the series in question stationarity and path-independence hold, which is in 
many cases however highly unlikely (ch. 5). 
2.3.5. Determining observer agreement 
For sequential analysis one needs the entire protocol of codes in their strict 
order. Compared with the case that only frequencies of behaviour are analysed, 
this means that additional requirements are to be met as regarding to the 
agreement between observers. If frequencies are the only thing needed then it 
suffices that total scores for different observers ought to agree. To deter­
mine sequences reliably, however, the entire protocols of different observers 
ought to be fairly the same. 
In observational studies of classroom interaction the usual approach to deter­
mine observer agreement is based only on the marginal frequencies of coding 
categories, using Scott's τ to correct the percentage of agreement for chance 
agreement (Scott, 1955). This method produces only an upper bound to the 
agreement between entire observation protocols. 
To determine agreement, protocols ought to be compared on an interval by 
interval basis (if one-zero sampling has been used) or on an instance by 
instance basis (if instantaneous or scan sampling has been used). If event 
sampling is used, the sequences of events are to be compared, disregarding 
durations. In this case the rank number of the events provides the base for 
comparing different protocols. Flanders's observation procedure is a form of 
one-zero sampling: in each 3-sec. time interval the observer records the occu­
rence or nonoccurence of a behaviour. But, if within the interval a change of 
behaviour should occur, then this is to be recorded to. Thus the rank number 
* An exception may be found in the work of Komulainen (1971, 1973) who applied 
Harkovian analysis to classroom observations using Flanders's method. 
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of the codes in an observation protocol does not necessarily represent the 
time intervals 
It is difficult to align two different protocols concerning the same observa­
tion session A single error of omission in one of the protocols already caus­
es the two protocols to become disaligned It will often be difficult to cor­
rect for this, because it may well be impossible to discriminate between 
errors of omission and errors of commission Moreover, one usually cannot know 
which one of several differing protocols is the correct one; it is highly 
likely that none of the protocols is exactly correct With Flanders's method 
this problem of alignment becomes even greater because the observations are 
not strictly tied to an objective time base Thus agreement between different 
protocols, whether established on a time or on an event base, might look very 
low because of these alignment problems Hollenbeck (1978) briefly discusses 
methods of adjustment for misalignment He states that these solutions are 
fairly arbitrary The problem has not been explored well enough to reach firm 
recommendations 
As far as sequential analysis is concerned, both approaches, ι e , estimating 
agreement on the base of marginal frequencies and using interval by interval 
or event by event comparisons, will lead to unsatisfactory results, the first 
one overestimating observer agreement and the second one probably underesti­
mating it 
If data were recorded in such a way that the misalignment problem is mini­
mized, i e , by using appropriate equipment like a microcomputer with adequate 
software to direct the activities of the observer (Veenman, Lem, Voeten & 
Winkelmolen, 1983), then there still are two problems to remain The first is 
what to count as agreement and the second is, what is an apropriate index of 
agreement? In the case of comparing two protocols a sensible solution is to 
set up a category by category contingency table fcith counts of pairs of codes 
occurring in the same position in the protocol The diagonal cells of this 
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contingency table then contain the number of instances in which both protocols 
agree and in the off-diagonal cells the disagreements are recorded. Such an 
arrangement is particularly appriopriate because it shows immediately which 
disagreements are more likely than others. The basic requirement to distin-
guish between agreements and disagreements is that the codes compared pertain 
to the same units of behaviour. 
An appropriate index of agreement for behaviour observations is Cohen's kappa 
(Cohen, 1960). This is the proportion of agreement corrected for chance agree-
ment. The estimate of chance agreement is based on the observed marginal dis-
tributions for the two protocols. The number of chance agreements equals the 
estimated expected frequencies in the diagonal cells under the model of sta-
tistical independence. 
In observational studies observer agreement is often reported in the form 
of observed percentage agreement, and often without making it clear how agree-
ments were counted (Caro, Roper, Young & Dank, 1979; Hawkins & Dotson, 1975; 
Hollenbeck, 1978). Agreement coefficients computed on the same data may dif-
fer widely depending on the definition of agreement used. Therefore, if one 
reports agreement coefficients one should also report how they were computed. 
The effect of observer error upon the data analysis may be assessed by 
including observers as a (dumny) variable in the analysis. In section 5.2. the 
effect of observer error upon transition matrices will be analysed. 
2.3.6. The problem of sampling behaviour 
Flanders's Interaction Analysis has been severely criticized by Omark et al. 
(1979) because of the time sampling technique (a modified version of one-zero 
samplisg) employed. This critique is partly based upon Altmann's evaluation of 
one-zero sampling (Altmann, 1974, also Lehner, 1979 and Sackett, 1978c), and 
partly upon the lack of control on the determination of the time Intervals 
(see section 2.1.2). The one-zero technique (often just called time-sampling) 
is the most-often used technique for behaviour observation. An obvious reason 
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for this is its ease of use. Altmann (o.e.) however finds nothing to recommend 
this method and Omark et al. (o.e.) even recommend to abandon the method 
altogether: 
The errors in measurement which it produces' can far exceed the 
differences in behavior between the groups which are the subject 
of investigation In fact, most observational research which has 
employed this technique could probably profitably be redone using 
less biased techniques (p 415) 
This would include a major part of classroom observation research, as well as 
of observation research in developmental psychology 
This judgment cannot be refuted by Fassnacht's remark, that one should not 
take the term time sampling to mean a method of representative sampling (Fass-
nacht, 1982, p. 117) The validity of time sampling has to be judged by the 
question whether the method produces sufficient information to answer the 
research questions posed. If one wants to estimate frequencies of behaviour, 
then one must recognize that one-zero sampling can produce only the frequency 
of intervals that included a particular behaviour To provide a good approxi­
mation to the frequency of behaviour at least the sampling interval should be 
sufficiently short lelative to the mean duration of the behaviour in question. 
For the 3-sec. interval used in Interaction Analysis this may be safely 
assumed. 
A distinction that should be made in this context is that between states and 
events (Altroann, 1974) This distinction is based on duration At any particu­
lar instant a person may be engaged m some form of ongoing behaviour lasting 
for a measurable period of time. This is called a state An event is an 
instantaneous occurrence (a change of states) with duration smaller than the 
reaction time of the observer. With respect to both states and events the fre­
quency of occurrence may be established Measuring durations applies only to 
states. 
9
 According to the authors results from one-zero studies can be m error by 
IOC« or шоге 
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Onf-zero sampling may be used for both states and events. With respect to 
states however several possibilities are to be recognized: 
1. during the whole of a particular interval the person is in a state X 
This state extends into the previous and the next interval Using VICS 
this occurrence ought to be coded as XXX 
2. within the interval an onset of state X occurs without a termination 
occurring within the same interval In this case X is to be coded for 
the current and the next interval, and possibly some other state or 
event that occurred in the same interval before the onset of X is to be 
coded as well 
3. a state continuing from previous intervals, terminates within the cur-
rent interval. The actions to be taken by the observer are comparable 
to those in the second case. 
4. state X starts and ends one or more times within the same interval 
With VICS this will lead to only one code of X. 
Thus if a state continues through several sampling intervals it will be scored 
for each one In this case the number of intervals in which the behaviour 
occurred may provide a fair "time-spent" estimate, but it will overestimate 
the frequency of occurrence of the behaviour in question. The second and the 
third case mentioned above will introduce bias with respect not only to the 
frequency estimate but with respect to the "time-spent" estimate as well, 
because a state is also coded when it occupies only part of a sampling inter-
val. This will lead to overestimation of time spent The fourth case, more 
than one occurrence of a particular behaviour in a single interval, leads to 
underestimation of frequency. This latter case will be difficult to record, 
because usually it is difficult to determine exactly onset and offset of a 
behaviour One of the reasons time sampling is relatively easy to use is pre-
cisely that the observer needs only to decide what behaviour is going on in 
the particular interval. 
The seriousness of these problems depends on the duration of the behaviour, 
relative to the length of the time interval In general, the shorter the 
interval the greater will be the accuracy of both frequency and duration meas-
ures. There is however a limit on this, given by the processing capabilities 
of the observer. 
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Omark et al. (1976) seem to be too severe on the one-zero sampling approach, 
in case the sampling interval is taken short enough. 
Another important point, besides the length of the time interval, is whether 
the sampling is continuous or discontinuous. In the latter case recording 
intervals are interspersed between observation intervals. To obtain data on 
sequences of behaviour the observation intervals must of course be contiguous. 
If the time interval is sufficiently short, one-zero sampling may provide ade-
quate data on behaviour sequences. 
From behaviour samples one can estimate how different teaching situations 
differ in terms of behaviour repertoires, c.q. in terms of frequency of occur-
rence of behaviours. An important question is then how extensive the sampling 
should be in order to assess reliably the differences between situations. The 
answer depends upon the variability of the behaviour patterns in question, as 
well as upon the variability introduced by the observation process itself. In 
teaching, one might expect the variability of behaviour patterns to be large 
(cf. 5.3). If more global behaviour categories are used, variability probably 
will look smaller than when more narrowly defined categories are used. Fur-
thermore, it is to be expected that there will be great variability in the 
variability of behaviour patterns. There will be conventions or stereotypes 
associated with teaching, or with particular teaching situations, or with par-
ticular teachers. Little work has been done so far to assess these stereotypes 
in a systematic fashion, i.e. by measuring variability within a particular 
situation or within individuals. 
In designing classroom observation studies usually too little is known to 
make informed decisions about the way and the extensity of sampling behaviour 
so that research questions can reliably be answered. 
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A transition matrix is a matrix of (relative) frequencies with which the row 
behaviour is followed by the column behaviour during some observation period. 
Rows and columns of this matrix refer to the same set of behaviours, e.g. the 
categories of V1CS. The row behaviour (preceding behaviour) is the behaviour 
observed at some point of time t. The column behaviour (following behaviour) 
is the behaviour observed at time t+h. It is assumed throughout that time is 
measured in discrete intervals. In this chapter only transition matrices for 
h=l are analysed. These are called lag-1 transition matrices, or first order 
transition matrices. 
For each lesson period a transition matrix may be obtained. These matrices are 
aggregated here to one transition matrix for each of the twelve experimental 
conditions (see Table 2.2). This means that transition matrices have been 
summed over teachers within experimental groups and over two lessons of the 
same type for each teacher. One reason for doing this is that transition 
matrices for individual lessons are only sparsely filled. Because of the sup-
posed instability of the behaviours observed, it is assumed that stable pat-
terns of teacher-student interaction will be detected better froo aggregated 
data. The main interest here is in generalizable behaviour patterns, not in 
individual differences. A second, more practical reason is that aggregating 
reduces the amount of data to be dealt with. Problems associated with aggre-
gating transition matrices will be discussed in chapter 5. 
In this chapter a strategy for analysing transition matrices is discussed 
and applied. This strategy consists of decomposing the information available 
in the matrix into three components: 
1. marginal frequencies 
2. frequencies of self-transitions 
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3 frequencies of transitions from one behaviour to another 
These components refer to respectively the row and column totals of the 
matrix, the diagonal frequencies and the off-diagonal frequencies Purpose of 
the analysis is to elucidate sequential dependence existing in classroom 
behaviour in order to reveal the dynamics of classroom discourse, e g , to 
obtain evidence about the function of different behaviours in teacher-pupil 
interaction The second purpose is to compare transition matrices for differ-
ent experimental conditions 
In 3 1 marginal frequencies are reported A random model is fitted to the mar-
ginal distributions in order to account for the skewness of these distribu-
tions It is tested whether this skewness may be ascribed solely to differen-
tial marginal rates of the behavioural categories, with exclusion of 
sequential dependence From this procedure, solely on the basis of marginal 
frequencies, it is concluded to be highly likely that sequential relations do 
exist in the data Because of the severe skewness of the distributions, it is 
necessary to deal with these differing marginal frequencies, when analysing 
sequential dependence In section 3 2 this is done by comparing observed 
transitional frequencies with expected frequencies based on the hypothesis of 
independence of preceding and following behaviours Transitions that are sig-
nificantly commoner than expected are considered to be indicative of sequen-
tial dependence 
In section 3 3 the influence of differing frequencies of self-transitions is 
removed from the analysis This is done by fixing all diagonal frequencies at 
a value of zero and computing expected frequencies under the model of indepen-
dence for off-diagonal cells only Eliminating diagonal frequencies influenc-
es the estimates of expected frequencies for off-diagonal cells This will 
help in throwing light on sequential dependence There are two reasons why 
this will happen First, because of flaws m the observation procedure (see 
chapter 2) the interpretation of self-transitions becomes dubious, and second-
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ly, because of high frequencies in (some) diagonal cells existing sequential 
relations will become obscured. 
In section 3.4 another approach is followed to decompose the transition matrix 
into the three components mentioned above. The relationships between behav-
ioural categories are separated from marginal effects by fitting homogeneous 
margins to the transition matrices. This is done for the complete transition 
matrices as well as for transition matrices with zero diagonals. Comparison 
of the transition matrices adjusted in this way for the various experimental 
conditions reveals whether or not the treatments influence the sequential 
structure of teacher-pupil interaction. 
3.1. Marginal frequencies of the coding categories 
Table 3.1 presents the marginal distributions for each of the twelve experi-
mental conditions. The frequencies have been summed over teachers and over 
two lessons of the same type for each teacher.1 First, the main features of 
this table will be described. After that, a random model will be fitted to 
the aggregated frequencies. 
3.1.1. Descriptive account of the marginal distributions 
The scores are very unevenly distributed over the coding categories. Six out 
of 17 categories cover in many conditions less than 1% of the coded instances 
(5b,5c,6c,8,10, and Z). In all cases category 1 (Teacher gives information or 
opinion) beats the band. The percentage in this category varies from 32% to 
56%. Keeping in mind the precautions mentioned before, these figures can be 
interpreted as rough estimates of the proportion of time spent. 
The results are in agreement with other studies on interaction analysis. In 
several studies it was found that pupils speak about 25% of the time (BeHack 
et al., 1966; Dunkln & Biddle, 1974, p. 116). In this study speaking time of 
1
 Included in this analysis were only the 48 teachers with a full record of 
observations. In all other analyses the complete set of available observa-
tions was used. 
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Table 3 1 
Hargmal percentages of the coding categories 
per experimental condition 
Experimental group Control group 
Closed Open Closed Open 
lessons lessons lessons lessons 
1 2 3 1 2 3 1 2 3 1 2 3 
teacher 
01 
02 
03 
04 
5a 
5b 
5c 
6a 
6b 
6c 
total 
pupil 
7a 
7b 
08 
09 
10 
total 
other 
11 
Ζ 
43 
3 
12 
3 
12 
1 
0 
2 
2 
0 
78 
11 
3 
0 
3 
0 
17 
5 
0 
39 
3 
11 
3 
14 
1 
0 
2 
2 
0 
75 
11 
4 
0 
5 
0 
20 
4 
0 
39 
3 
11 
4 
13 
1 
0 
2 
2 
0 
75 
10 
5 
0 
5 
0 
20 
4 
1 
48 
2 
7 
5 
11 
1 
0 
2 
2 
0 
78 
6 
7 
0 
4 
0 
17 
4 
0 
32 
3 
7 
7 
14 
1 
0 
2 
1 
0 
67 
7 
11 
1 
6 
3 
28 
4 
0 
32 
3 
6 
S 
14 
1 
0 
1 
1 
0 
66 
6 
14 
0 
5 
3 
28 
4 
0 
49 
2 
10 
3 
10 
1 
0 
2 
2 
0 
79 
10 
3 
0 
4 
0 
17 
5 
0 
50 
3 
11 
1 
10 
1 
0 
1 
2 
0 
79 
10 
1 
0 
4 
0 
15 
5 
1 
53 
2 
10 
2 
9 
1 
0 
2 
1 
0 
80 
10 
2 
0 
4 
0 
16 
4 
1 
52 
2 
6 
5 
10 
1 
0 
2 
2 
0 
80 
6 
6 
0 
5 
0 
17 
2 
0 
53 
2 
6 
4 
9 
1 
0 
1 
2 
0 
78 
6 
7 
0 
4 
0 
17 
3 
1 
56 
2 
5 
5 
9 
1 
0 
1 
1 
0 
80 
5 
7 
0 
4 
0 
16 
3 
1 
Hote The measurement points (before training, immediately 
after training, ten weeks after training) are indicated in the 
heading of the table by the figures 1, 2, 3 
Due to rounding a ¿ero does not necessarily mean exactly zero, 
but a percentage smaller than 0 50 
pupils ranges from 15% to 28% There are no differences between open and 
closed lesson conditions as such Without the teacher training, speaking time 
of pupils varies from 15 to 17% In the experimental group after training, 
speaking time of pupils increases to 28% and that of teachers goes down 
accordingly In closed lesson conditions this effect also appears, but to a 
smaller degree The largest differences are found m category 1 After 
training the percentage of time allocated to this category is decreased in 
both lesson conditions, the effect being the greatest for open lessons The 
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control group shews n o differences in this respect- For open lessons the 
decrease in percentage between pretest and first posttest In the experimental 
group ia 161.' This loss is distributed as follows over the other alterna-
tives: 
other teacher behaviours +51 
pupil behaviours +10% 
silence or confusion +1X 
The increase in other teacher behaviours concerns forms of teacher initiative 
(giving directions and asking questions) as well as responding to pupil ideas 
and behaviour. For closed lessons only the last form of behaviour increases as 
a result of training (2%), the teachers thus becoming more responsive to the 
behaviour of their pupils. 
If one classifies the categories in line with the Flanders tradition in direct 
(1,2,3,6a,6b,6c) and indirect (A,5a,5b,5c) behaviour, one sees a decrease of 
direct behaviour (closed lessons 7%; open lessons 16%) and a rise of indirect 
teacher behaviour (closed lessons 3%; open lessons 5 % ) . 
The rise of pupil categories is seen in pupil response (closed lessons 1%; 
open lessons 6%) as well as pupil initiative (closed lessons 2%; open lessons 
4 % ) . In open lessons the increase results from a rise in the time spent to 
answering broad questions (7b) and a rise in initiatives directed to other 
pupils (10). In closed lessons the source is primarily an increase in initia-
tive directed to the teacher. In Table 3.2 pupil initiative is expressed as a 
percentage of the total frequency of pupil behaviours. Without teacher train-
ing pupil initiative takes about 25% of pupil speaking time, in open lessons 
somewhat more than in closed lessons. After training, in open lessons'a small 
increase may be noted. 
Differences between conditions are expressed here as differences between 
percentages. 
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Table 3 2 
Pupil initiative and pupil response 
(Percentages based on the total number of scores 
for pupil behaviours) 
initi-
ative 
res-
ponse 
CI 
Expei 
tosed 
lessons 
1 2 
26 
74 
25 
75 
imental group 
Open 
3 
25 
75 
lessons 
1 2 
25 
75 
31 
69 
3 
29 
71 
CI 
Control 
osed 
lessons 
1 2 
23 
77 
23 
77 
3 
25 
75 
group 
Open 
lessons 
1 2 3 
28 
72 
25 26 
75 74 
Without training already a clear difference exists between open and closed 
lessons In the latter we find narrow questions (3) in 10 to 11% of all 
instances, while broad questions total only to a small 3% In open lessons 
these figures are 5-7% for category 3 and 4-5% for category 4 In open les-
sons both types of questions have an almost equal share After training, in 
open lessons the time allocated to broad questions has increased They now 
take 52 to 56% of total "questioning time" 
The percentage of 7a (pupil answer to narrow questions) behaves in the same 
uay as that of category 3 This is immediately implied in the definition of 
7a The same relation exists between 7b and 4, but the percentage for 7b 
shows a bigger difference between the lesson conditions than that for category 
4 This is because on the average the time needed to answer broad questions 
is greater than the time needed to put them In open lessons we find on the 
average for each recorded broad question 1 5 tallies in category 7b 
Table 3 3 presents the percentage of pupil behaviours directed to the teacher 
along with the percentage of teacher reactions to ideas of pupils 
In closed lessons, with or without training, the ratio of time occupied by 
teacher reaction to time occupied by pupil behaviour directed to the teacher 
is in the order of magnitude of about 7 or 8 to 10 This applies to open les-
sons as well, if the teachers received no training After training this ratio 
is in open lessons about 6 to 10, due to longer duration of pupil answers An 
62 
Marginal frequencies of the coding categories 
Table 3.3 
Pupil behaviour directed to the teacher and teacher response 
(Percentages based on the total number of scores 
per condition) 
Experimental group 
Closed Open 
lessons lessons 
1 2 3 1 2 3 
Control group 
Closed Open 
lessons lessons 
1 2 3 1 2 3 
7a + 7b 
9 
5a + 6a 
14 
3 
14 
IS 
5 
16 
15 
5 
15 
13 
4 
13 
18 
6 
16 
19 
5 
16 
12 
4 
12 
12 
4 
11 
12 
4 
11 
13 
5 
12 
13 
4 
11 
12 
4 
10 
increase in pupil answer (and pupil initiative directed to the teacher) is 
accompanied by a proportional increase in teacher reaction. 
The percentage of positive reactions (5a) is considerably greater than that 
for negative reactions (6a). 
J.1.2, Deviations froa randoaness 
In this section a random model will be fitted to the observed marginal distri-
butions. As before, the data were aggregated per experimental condition. 
It was noted above that the distributions are severely skewed. There are in 
general two factors involved that produce this skewness: 
* differential marginal rates of the behaviour alternatives 
* sequential relationships between behaviours. 
If the occurrence of behaviour 1, is sequentially dependent upon the occur-
rence of some other behaviour j , then the marginal frequency of i will par-
tially depend upon the marginal frequency of j . To assess the existence of 
sequential dependence, solely on the basis of the marginal distributions, a 
null model is formulated that accounts for differential propensity of the 
behaviours, but that excludes any sequential dependence. 
If the total number of behaviour categories is denoted by a, and the total 
number of observed behaviour instances by n, then the total number of ways in 
which the categories may be distributed over the observation occasions equals 
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m" We are however only interested here in the number of occurrences of behav­
iour categories. So we are only interested in in-tuples of frequencies, satis­
fying 
f1 + f2 + ... + fa = n, f12 0, [3.1] 
where / stands for the number of observation intervals occupied by behaviour 
В . The occupancy numbers ƒ are related to the time spent in a particular 
behaviour category В Though the f are actually frequencies we will some­
times refer to them as "time spent". 
The number of ways in which a given solution (f,, t?'· > ? ) t o [3 1] may 
arise is equal to the multinomial coefficient (Feller, 1968, ρ 37) 
л 
W = η!Ι Π f '. 
i-l * 
Given a set of ш behaviour categories and given a total of η observations, the 
problem now is to determine the frequency distribution that is optimal in some 
sense To account for differential marginal rates of behaviour categories the 
notion of "arousal level" (Killeen, 1982) is introduced. The marginal fre­
quency of a behaviour is assumed to be a decreasing function of its arousal 
1 ev e 1. 
Let A be the total amount of energy or arousal available· 
m 
A = l а f , [3 2] 
W 1 ' 
uhere δ , may be interpreted as the amount of arousal3 needed to activate 
behaviour В 
ι 
The marginal distribution of behaviour categories may now be obtained by max­
imization of randomness, or entropy, keeping π and A fixed This problem is 
formally identical to the problem to find the distribution of words in a lan­
guage with maximum entropy for a given average "cost" per word (Luce, 1960) 
1
 This formulation involves only the introduction of a distribution of arousal 
levels without entertaining a psychological interprétation related to spe-
cific behaviour alternatives 
64 
Marginal frequencies of the coding categories 
àssuœing all л" possible outcomes are equally probable,* the »-tuple 
(fj, tft у f„> witb the highest probability may Бе obtained by maximizatirai 
of log (Г as s function of if *> f?> >• 'я^· subject to the constraints f3.I] 
and [3.2]. This leads to an exponential relation between the amount of time 
spent in any category and the arousal level a. needed for activation of that 
category: 
i i = ••ехрГ-*лі;, * S О. [3.3] 
The parameter φ is determined by the constraint [3.1]: 
о 
• = π / I expf-*a J. 
i=l 1 
The parameter if is determined by the constraint [3.2]. This parameter may be 
interpreted as the rate at which time spent declines with amount of arousal 
needed. 
We cannot observe the arousal levels. For that reason, following Killeen 
(1982, p. 202), it is assumed here that the scale of arousal is proportional 
to a rankordering of the behaviour categories according to their marginal fre­
quency. Therefore we may replace a. in [3.3] by г., the rank of category B. 
when the categories are rankordered from highest to lowest frequency of occur­
rence. Thus according to [3.3] the marginal frequency of a behaviour category 
will be a negative exponential function of its rank. 
Let Ρ . be the percentage of occurrences of category . (or, approximately, the 
percentage of time spent in category В . ) . For convenience of interpretation 
[3.3] may be reparameterized as follows. 
Pi = Pb
(T1), i = l,...tm, [3.4]-
where 
* This assumption leads to the Maxwell-Holtzmann distribution (Feller, 1968, 
p. 39). 
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b = e"* 0 < b S, 1, [3.5] 
and 
Ρ = lOOtb/n. [3.6] 
In the exponent of b 1 is subtracted from the ranknumber in order to make Ρ 
equal to the predicted percentage in the highest ranking category. The param­
eter b may be interpreted as the rate of decline in the percentage of time 
spent with increasing rank number (i.e. with increasing arousal level needed). 
When b = 1 (i.e. ψ=0) Ρ must equal 100/ai. In this case we have a rectangular 
distribution. The lower b the more unevenly the scores are distributed over 
the categories. 
Similar formulas have been derived in linguistics to describe 
word-frequency data. With natural language data it is often 
observed that if words are ranked in order of decreasing frequency 
then the frequency of the i word is inversely proportional to 
its rank. Thus the log of the frequency is a decreasing linear 
function of the log of the rank. This empirical regularity is 
often referred to as the "law of Zipf". One explanation for this 
"law" is provided by Mandelbrot (see e.g., Luce, 1960, p. 64 ff). 
His explanation starts with the assumption that with each word is 
associated a cost C. for using it (cf., the arousal level men­
tioned above). Given the words are ranked from the commonest to 
the rarest, then in order to attain the least costly transmission 
of messages the costs should satisfy the following condition 
(Luce, o.e., p. 65) : 
C. = Uogfr + c) + log rf), 
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where {x} denotes the smallest integer greater than or equal to x, and e 
and <f are unknown constants independent of rank r. The problem consid­
ered here is the reverser determine the most "economical" distribution 
given the costs of the behaviours are fixed. From different optimality 
criteria, including the one applied above, a distribution of the words 
can be derived that is identical in form (when natural logarithms are 
taken) to equation [3.3]. In the approach considered above C. = cr., 
the costs increasing proportional with the ranks. The "law of Zipf" 
follows if one assumes for the costs the form С . = log г.. 
The model was fitted to the aggregate frequencies for each condition using 
linear regreesion 
r(log Pj) = log •' - *r i, •' = 100t/n. 
Categories 6c and β were left out, because of zero frequencies in several con­
ditions. Using [3.6] and [3.5] Ρ and b may be computed from the estimated 
regression parameters. Table 3.4 presents the resulting estimates. 
As may be seen from the R1 values, the data show a strong linear trend la 
agreement with the model, but the residuals (not displayed here) depart sys­
tematically from the linear fit. The frequency of the highest ranking category 
(i.e. category 1) is systematically underestimated, whereas the frequency of 
the least popular categories is overestimated in all conditions.' The studen-
tized residuals typically follow a third degree polynomial.' As was to be 
expected the linear fit is to a great extent determined by the position of the 
extreme points. Especially the lowest ranking category appears to be the most 
influential point, as measured by Cook's distance (e.g. Cook & Weisberg, 1962, 
p.344>. 
1
 For reasons of space the predicted percentages and the residuals have been 
omitted. They can easily be calculated from Table 3.4 by applying equation 
13.4). 
1
 In conditions 5 and 6 (see Table 3.4) the points nearly follow a straight 
line, with one outlier (category Sc). 
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Table 3 4 
Parameter estimates for the exponential model 
(Results for event frequencies within parentheses) 
condition 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
G L 
E С 
E С 
E С 
E 0 
E 0 
E 0 
С С 
С С 
С С 
С 0 
С 0 
С 0 
0 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
Higl 
obsc 
1 
43 
39 
39 
48 
32 
32 
49 
50 
53 
52 
53 
56 
est % 
rved 
(5a) 
(19) 
(20) 
(20) 
(19) 
(21) 
(21) 
(18) 
(19)* 
(18)* 
(19) 
(17) 
(18) 
Highest % 
predicted 
31 
31 
25 
31 
31 
27 
29 
27 
26 
26 
24 
24 
Ρ 
(32) 
C31) 
C25) 
(33) 
(30) 
(26) 
(33) 
(31) 
(29) 
(29) 
(26) 
(28) 
Rate of 
decline 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
b 
69 
70 
74 
68 
72 
74 
69 
69 
69 
71 
72 
71 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
(0 
72) 
72) 
76) 
72) 
74) 
76) 
71) 
71) 
73) 
74) 
75) 
75) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
R2 
92 
92 
96 
89 
86 
95 
89 
91 
93 
91 
87 
91 
(0 91) 
(0 88) 
(0 94) 
(0 86) 
(0 84) 
(0 93) 
(0 81) 
(0 89) 
(0 92) 
(0 91) 
(0 87) 
(0 92) 
Note G = group (Experimental or Control), L = lesson type 
(Closed or Open), 0 = occasion 
For the starred entries the highest event frequency is not 
for category 5a, but for category 7a 
Event frequencies 
As noted above departures from the model were expected as a result of sequen­
tial relationships One special form of sequential dependence is given by the 
self-transitions The effects of these self-transitions may be removed by 
counting on an event base instead of a time base Thus a sequence of three-
second intervals throughout which the same behaviour is shown counts as one 
event In this way effects produced by differences between behaviours m the 
likelihood to be continued into the next time interval, disappear A second 
reaso.i for counting on an event base is, that for the observation procedure 
used the time base is somewhat dubious (see 2 1) Table 3 5 gives the per­
centages of the categories for each condition Table 3 5 looks quite differ­
ent from Table 3 1 It is not as dominated by one single category The fre­
quency of category 1 has been more strongly reduced than that of other 
categories Now in most conditions category 5a (Teacher accepts ideas of 
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Table 3.5 
Hargiaal percentages of the coding categories 
per experimental condition (event frequencies) 
1 
teacher 
01 
02 
03 
04 
Sa 
5Ь 
5c 
6a 
6b 
total 
pupil 
7a 
7b 
09 
10 
16 
4 
17 
4 
19 
1 
0 
3 
2 
66 
18 
4 
4 
0 
Experimental 
Closed 
lessons 
2 
15 
4 
16 
4 
20 
2 
0 
3 
2 
66 
17 
5 
5 
0 
3 
15 
4 
14 
5 
20 
2 
0 
3 
2 
65 
16 
6 
5 
0 
1 
16 
3 
12 
β 
19 
2 
0 
3 
3 
66 
13 
9 
6 
0 
group 
Open 
lessons 
2 
13 
4 
11 
10 
21 
2 
0 
3 
2 
66 
11 
12 
6 
2 
3 
13 
4 
9 
12 
21 
2 
0 
2 
2 
65 
9 
13 
5 
2 
1 
17 
4 
16 
4 
18 
2 
0 
3 
3 
67 
17 
5 
5 
0 
Control 
Closed 
lessons 
2 
18 
5 
18 
2 
17 
1 
0 
3 
3 
67 
19 
2 
5 
0 
3 
17 
4 
18 
3 
17 
1 
0 
3 
2 
65 
18 
3 
6 
0 
group 
1 
17 
3 
12 
9 
19 
2 
0 
3 
3 
68 
12 
9 
6 
0 
Open 
lessons 
2 
16 
4 
12 
8 
17 
1 
0 
3 
3 
64 
12 
11 
5 
1 
3 
18 
4 
11 
9 
18 
2 
0 
2 
2 
66 
11 
11 
7 
0 
total 26 
other 
11 7 
Ζ 1 
27 
4 
0 
27 
5 
1 
28 
5 
0 
31 
5 
0 
29 
5 
0 
27 
5 
1 
26 
5 
1 
27 
6 
1 
27 
4 
1 
29 
5 
1 
29 
5 
1 
pupils) has the highest frequency. Categories 1, 3, 5a and 7a have frequencies 
in the same order of magnitude. The picture is somewhat different for open 
compared with closed lessons, this difference being slightly greater after 
training. In the former type broad questions (4} score higher at the expense 
of narrow questions (3). The total number of questions the teacher directs to 
pupils remains about the same in all conditions (19-21%). Pupil answers (7a 
and 7b) to teacher questions of course behave in a parallel manner. This per­
centage is also nearly constant in all conditions (21-23%). The total number 
of pupil answers is in the same order of magnitude as the total number of 
teacher questions. Teacher reactions to student answers are mostly coded in 
categories 5a and 6a: the teacher accepts,- resp. rejects ideas of pupils. Not 
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surprisingly then, the frequency of these events is about the same as that for 
pupil answers (20-24%) Positive reactions (17-21%) greatly outnumber neg-
ative ones (2-3%) 
Model [3 3] was fitted to these event frequencies The resulting parameter 
estimates are presented in Table 3 4 (the numbers within parentheses) 
As may be noted from the R2 values, the fit of the model is not improved Now 
the frequencies of both the highest and the lowest ranking categories are 
overestimated, while categories in the middle range are underestimated ' The 
plot of the log frequency against the rank typically shows a stair-case like 
picture, which means that the rate of decline of the frequencies is not con-
stant 
Concluding, the event as well as the duration data cannot be adequately 
explained by the randomness (maximization of entropy) hypothesis The most 
likely source of discrepancies is the existence of sequential dependence in 
the data The main sequential relationships expected to exist are already 
alluded to in the description of the observed frequencies 
Some gross features of the distributions can be represented by model [3 4] 
with the parameter estimates in Table 3 4 With these estimates the distribu-
tions of marginal frequencies for the various experimental conditions can be 
compared There are no big differences between conditions There is, however, 
a slight tendency for the distributions after training to become less skewed, 
which means that classroom time is somewhat more spread over the available 
behavioural alternatives 
In conditions 5, 7 and 12 a different picture is obtained With the excep-
tion of tne category with the lowest frequency the points in these cases 
nearly follow a straight line 
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3,2 - Comparing observed vitb expected frequencies 
& simple but usefnl procedure to detect the nature of sequential relation-
ships, is to compare- observed transition- frequencies with their expected val-
ues. Throughout this book transition probabilities are denoted by p . . . These 
are conditional probabilities 
Pjj ï pTob{Bj(t)\B/t-l)}, iJ = l , . . . , B , [3.7] 
where В .(t) means that at time t behaviour B. occurred. A relevant base for 
computing expected values is given by the following hypothesis: 
PiJ = Pj' І = 1' "' "' '3'8' 
where p . is the (unknown) marginal probability of behaviour В .. 
Hypothesis [3.8] says that consequent behaviour is independent of antecedent 
behaviour. This is equivalent to the most сопшюп hypothesis that is tested on 
contingency tables, the hypothesis of independence of rows and columns. 
Given [3.8] the expected values take the following form 
Bij = "PiPj· 
where £.. is the expected frequency of behaviour B. being followed by behav-
iour В., and η is the total number of observations. The observed frequency 
for the transition i+J is written as ƒ ... If the observed marginal frequency 
of B. is denoted as /. , then the wall-known formula for estimating the 
expected frequencies* can be written as follows 
To evaluate deviations from the fit (3.9) standardized cell residuals are com­
puted. 
* Model parameters and their estimators are throughout this book denoted by 
the same symbol. It should Бе clear from the context whether a parameter or 
its estimator is meant. 
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*υ = (^j - h^l^ij [3 10] 
These are the signed square roots of the components of the Pearson X1 (X2 = Σ 
ζ
2
 ) We are, however, not interested in the magnitude of this X1 as such, 
because it is clear from the start that Хг will have a very large value Our 
concern is with the residuals, because they give information about the nature 
and magnitude of sequential relationships m the data 
A procedure that would allow us to state with known probability that a partic­
ular sequential relationship exists (i e to proclaim a particular residual 
big enough), is not available (Bishop, Fienberg, & Holland, 1975, ρ 140) 
One problem is that the existence of sequential dependence will result in a 
fairly large number of cells with small frequencies, which makes asymptotical­
ly distributed statistics questionable A second difficulty is, that statis­
tical tests of individual residuals will not be independent of each other 
The approach followed here to examine the residuals is to look at the larg­
er positive standardized residuals in each row of the transition matrix These 
indicate by what behaviour the given row category is likply to be followed 
Large negative residuals are considered to be consequences of existing large 
positive residuals They come about because the given behavioural category is 
likely to be succeeded by some third category The largest negative residuals 
uill be obtained for cells with 7ero observations The value of these stan­
dardized residuals depends upon the marginal frequencies of the categories 
involved min(z ) = 'VE Evaluation of the magnitude of the standardized 
residuals is based on the following three considerations 
1 the expected value of the cell frequency must be larger than 5, ι e 
categories with small marginal probabilities (5c, 6c, 08, 10) are 
ignored 
2 the standardized residual must be larger than 1 Note that under the 
model of independence the average expected value of each z 2 is less 
than 1 
3 the pattern of z-values for the various conditions must be consistent, 
meaning that the z-values must either be stable over conditions or the 
differences between z-values must be systematically related to the dif­
ferences between the experimental conditions 
Comparing observed with expected frequencies 
This heuristic will be complemented bj a more formal procedure that consists 
of fitting model [3.81 t o all cells except one or more cells with high posi-
tive standardized residuals. In this way e particular sequential pattern, i.e. 
a subset of transitions, may be removed from the transition matrix. This leads 
to a particular form of the model of quasi-independence, i.e. the model of 
independence for an incomplete table (explained below). The likelihood ratio 
statistic G1 - see [3.12] - for this model may be compared with the likelihood 
ratio statistic for model [3.8] applied to the complete transition matrix. If 
certain precautions are taken, the difference in the two goodness of fit meas-
ures is asymptotically distributed as X2 with degrees of freedom equal to the 
number of cells omitted from the fit (e.g. Bishop et al., 1975, eh. 5). By 
this procedure different sequential patterns may be removed from the tran-
sition matrix. If the drop in G* is large relative to the appropriate number 
of degrees of freedom, then evidently an important sequential pattern has been 
identified. If the value of 17a for the incomplete table by continuation of 
this procedure decreases to the order of magnitude of the number of degrees of 
freedom, then all sequential dependencies have been eliminated. Â sensible 
choice of subsets of cells to be removed, is crucial for the success of this 
procedure. We base this choice on the standardized residuals computed from the 
model of statistical independence. 
The model of quasi-independence is also used in section 3.3 to deal with 
another problem, namely the analysis of transition frequencies disregarding 
durations of events. This means that transitions from a behaviour to itself 
arc excluded. In other words, the frequencies in. the main diagonal of the 
transition matrix are treated as structurally zero.. 
A transition, frequency is called structurally zero If the transition is logic-
ally impossible (Bishop et al.r 1975, p. 31). In some cells of the transition 
matrix observed zero frequencies may be found. These need not be the result of 
a logical impossibility, it might just mean that the transition occurs only 
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rarely In the latter case the zero is not structural but random In the 
case of VICS all 172 transitions are considered logically possible, except 
when counting is done on an event base, excluding self-transitions Dealing 
fcith zero entries in the transition matrix is discussed further in section 
3 2 1 
Model [3 8] applied to off-diagonal cells only (section 3 2 3) leads to what 
is commonly called a model of "quasi-independence" (Goodman, 1968) 
ρ = 5 ρ ρ , [3 11] 
uhere 5 is the Kronecker δ 
Quasi-independence 
The two problems outlined above are formally identical In both cases one or 
more cells of the transition matrix are fixed to have a zero frequency and the 
model of independence is applied to the remaining cells only Let I be the 
set of all ordered pairs of indices (i,j), 1 £ ι,j < m, referring to the cells 
for uhich independence is assumed to hold Excluding self-transitions then 
means that the set I consists of all pairs (.i,j) for which itj In the case 
of fixing one or more cell frequencies that are thought to represent sequen­
tial effects, I is the set of pairs (i,j) for cells that are let free 
The expected frequencies may now be estimated by constructing a binary matrix 
E of the same order as the transition matrix to be analysed In this matrix a 
value of zero is entered for all cells not in I, In the other cells a value of 
one is entered Obviously this binary matrix satisfies the requirement of 
statistical independence for the cells to be left free Next, the observed 
marginal frequencies of the transition matrix are fitted to the matrix E by 
iterative proportional adjustment of rows and columns Let E be element 
(.i,j) of matrix E Now computing for all rows 
E = (f /E )E 
IJ 1 1 IJ 
Ik 
Comparing observed with expected frequencies 
will produce a new E matrix, with rou. margins equal to the observed rou. 
margins. Note that this computation preserves the two requirements of the mod­
elt 
* the zero entries in E remain zero 
• for the cells to be left free statistical independence holds. 
The next step is to make the column margins of the new E equal to the observed 
column margins. This may be done by 
E
"ij = <f .jis\j>*ij· 
The E matrix obtained still statisfies the requirements of the model and has 
column margins equal to the observed column margins. However, the row margins 
will no longer be equal to those of the observed transition matrix. But it may 
be proved that repetition of this process of proportional adjustment eventual­
ly will converge to a matrix E for which both row and column margins are equal 
to the observed margins (cf. Bishop et al., 1975, p. 85 ff).' The resulting 
matrix E contains the maximum likelihood estimates of the expected frequencies 
under the model of independence when some cells are fixed at a frequency of 
zero. If no cells are kept fixed, the matrix to start with contains a value of 
1 everywhere. The iterative procedure described above will then produce esti­
mated expected frequencies equal to those computed in the usual way [3.9]. 
The fit of the model may be evaluated by the likelihood ratio statistic 
С
г
 = -21 /„log (E^/f.j) = 21 fjjlog (fjj/Ejj), [3.12] 
where the summation is over the pairs (i,j) in I. 
' This method of adjustment, commonly called iterative proportional fitting, 
was originally developed by Deming & Stephan (1940) for the purpose of 
adjusting data obtained from a particular sample for consistency with data 
known from other sources, or with expected frequencies known by virtue of an 
established theory. At present the method is frequently used in log-linear 
analysis, in cases where closed form estimates of expected frequencies are 
not available (Bishop et al.
r
 pJJ3 ff.). In this chapter the method will be 
used for various purposes. 
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If ν cell frequencies are kept fixed, then, provided the cells included in I 
form a connected set (Bishop et al , 1975, ρ 182), the degrees of freedom are 
(ш-1)г- Excluding cells from the fit will lower the likelihood ratio sta­
tistic, because in fact the expected frequency for excluded cells is a priori 
made equal to their observed frequency 
The difference in the goodness of fit measure G* for a model applied to all 
cells and the same model applied to a restricted set of cells I is asymptoti­
cally distributed as X 2 with ν degrees of freedom, provided the second model 
fits the data 
For the analyses reported in this chapter the computer program GLIM (Baker 
Ь Nelder, 1978,McCullagh & Nelder, 1983) was used In GLIM cells may be omit­
ted from the fit by declaring prior weights Each cell included in I is 
assigned a prior weight of unity, the other cells get a prior weight of zero 
GLIM iteratively computes maximum likelihood estimates of model parameters, 
for instance the parameters of [3 11] From these parameter estimates then 
estimated expected frequencies are computed The iterative proportional fit­
ting algorithm described above directly computes estimated expected frequen­
cies If desired, estimates of model parameters might be obtained as a second 
step 
In section 3 4 iterative proportional fitting will be used for another pur­
pose, namely to fit homogeneous margins to the transition matrices In the 
remainder of this section the model of independence [3 8] will be used as a 
baseline for assessing sequential relationships In 3 3 the model of quasi-
independence [3 11] serves as the baseline 
3 Ζ 1 The question - answer - reaction pattern 
What happens after a teacher asked a question9 
The positive standardized residuals that satisfy the three requirements men­
tioned above, are listed in Table 3 6 In all experimental conditions except 
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one
1
* the highest ζ-vaine is obtained with the sequence З^Та; the teacher asks 
a narrow question, immediately followed by a predictable answer of a pup I K 
In the definition of both categories a reference from one to the other is 
already included (see Table 2.1), so a strong positive residual comes hardly 
as a surprise. The conditional probabilities for the various conditions range 
from 0.67 to 0.78. 
The second candidate to follow a narrow question is a narrow question. This 
may be a repetition of the question, or a redirection of the question to 
another pupil. The conditional probability at which this happens varies 
between 0.09 and 0.19. Most other cells in the rows for category 3 have neg­
ative residuals. Parallel to the 3-*7a sequence exists a 4-*7b sequence, for a 
different type of questions: the teacher asks an "open" question, immediately 
followed by an "unpredictable" answer of a pupil. Exactly as in the first 
case, these two are strongly coupled already in the definition of the catego­
ries (see Table 2.1). 
The questions that are subsumed under category 4, are called open, because 
they give the pupils greater freedom to respond, compared with "narrow" ques­
tions. The latter mainly invoke the pupil's memory; questions In category 4 
are intended to appeal to higher cognitive abilities of the pupils. 
The standardized residuals for the 4~>7b transition are high in all conditions, 
but not as strong as was the case for narrow questions. Also, there is more 
variation between experimental conditions, the lower values appearing in open 
lessons in the experimental group after training. Thus in these conditions 
the frequency of 7b-answers to open questions is relatively lower, given the 
marginal frequencies. As noted in 3.1.1 the marginal frequencies for both 4 
and 7b increased as a result of the training. The conditional probabilities 
for 4-f7b vary between experimental conditions from 0.59 to 0.65. In other 
" The exception occurred at the second postmeasurement with closed lessons in 
the experimental group. In this case the highest standardized residual is 
shown, by the &-*& transition. Because of the small marginal probability for 
category 8, the expected value for this transition is very small. 
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7b-7b 
6a-*6a 
Table 3 6 
Standardized residuals (z ) for the 
question -* answer -* reaction pattern 
03->7a 
04-7b 
03-03 
0ч->04 
7a->5a 
7b-5a 
7a->6a 
7b-6a 
exp 
cl 
116 
103 
10 
31 
102 
39 
36 
23 
pretest 
op 
130 
93 
16 
28 
79 
47 
27 
20 
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44 
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21 
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105 
82 
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36 
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38 
21 
14 
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102 
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83 
8 
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71 
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24 
18 
34 
11 
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5a-*04 
6a-03 
6a-04 
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12 
11 
6 
24 
20 
11 
7 
25 
13 
14 
9 
23 
16 
12 
7 
24 
11 
10 
6 
24 
18 
9 
7 
28 
9 
8 
3 
20 
18 
8 
2 
24 
18 
9 
0 
20 
25 
7 
3 
28 
10 
14 
2 
18 
19 
9 
6 
12 16 
words, the pattern of relationships of category 4 to other categories remained 
virtually the same, but the use of category 4 increased as a result of the 
training, leading to higher expected values for the 4"*7b transition 
As with narrow questions, there is only one other category positively associ­
ated with category 4, namely category 4 
The 4->4 sequence is much stronger than the 3-3 sequence The conditional 
probabilities, ranging from 0 19 to 0 25, are very stable 
The interpretation of the 4-4 (and the 3-3) transition is ambiguous, 
because of the uay the data were recorded One possibility is, that the mere 
formulation of the question takes more than three seconds This applies bet­
ter to type 4 than to t>pe 3 questions because of the more complicated nature 
of the former A second possibility is repetition or rephrasing of the ques­
tion, ι e , a new event occurred A special case of the latter is turn giving 
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to pupils. This is confounded with question asking as a consequence of the 
following direction that was given to the observers: 
If the teacher poses a question and then, after or without obtain­
ing an answer, proceeds to call a pupil by name and then falls 
silent, then each name called is scored as a question (3 or 4 
depending upon the nature of the question s/he started with. 
(translated from Veenman, 1972, μ 25) 
The 4-*4 sequence thus might result from (quickly) giving turns to different 
pupils. 
Most other categories are negatively related to category 4 Somewhat sur­
prisingly, the frequency of the 4->ll (and the 3"*11) transition is of about the 
order of magnitude to be expected from the independence assumption One might 
have expected that after posing a question or after giving a turn (especially 
of type 4) a short period of silence might fall to give room to think about 
the answer The conditional probability of the 4^11 transition varies between 
0 02 and 0 07 The З-Щ transition is of the same order of magnitude. 
For both types of questions more than 80% (the highest figure found is 92%) 
of the consequent events are given by the occurrence of two categories· a 
pupil answer or a continued teacher question. 
What happens after a pupil answered a teacher question? 
After a pupil answer to a teacher question the most likely event to follow is 
a teacher reaction (accepting. Sa, or rejecting, 6a) to the answer given. 
There are some differences, however, between the two types of answers distin­
guished. The probability of a teacher reaction given a 7a-answer is about 
0 75, without systematic differences between experimental conditions. For 7b 
this value is lower and does vary systematically with the experimental condi­
tions (see Table 3 7). The odds that a 7a answer is immediately followed by a 
teacher reaction are in most conditions two to three times as large as the 
corresponding odds for a 7b answer. 
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In Table 3.7 the conditional probabilities of a teacher reaction immediate-
ly following a pupil answer (7a or 7b) are presented, together with the odds 
ratios. The latter indicate how the odds of a 7a-type answer being followed by 
a teacher reaction compare with the odds of a 7b-type answer being followed by 
a teacher reaction. In other words, this odds ratio provides the ratio of the 
relative risks at a teacher comment (positive or negative) given a pupil 
answer to a teacher question. These may be computed from a 2x2 table of the 
following form 
7a 
7b 
5a or 6a other 
2566 
770 
687 
599 
The entries in the table are the observed transition frequencies for closed 
lessons in the experimental group at the first postmeasurement Given a 
7a-ansvor the odds of a teacher comment may be estimated by 2566/687 = 3 74. 
The asymptotic standard deviation of this conditional odds equals (Haberman, 
1978, p. 100)· 
(fxi/fuXl/fii + l/fxi)* = 0 16 
Given a 7b-answer the odds of a teacher comment are 770/599 = 1 29, and the 
asymptotic standard deviation is 0 07 
The ratio of the two conditional odds is equal to the cross-product ratio of 
the 2x2 table 3 74/1 29 = 2 9, with asymptotic standard deviation 
/llf22
 . /~1 ~1 Ï 7 
( ; Vf'— + — + — + — ; = σ 20 fllfl 112 Г2 1 
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In all cases the estimated standard deviations are small relative to the 
magnitude of the estimated odds ratios. Also the asymptotic standard devia-
tions of the estimated conditional probabilities are small. In the case of the 
2x2 table above the estimated asymptotic standard deviation is 0.007 for the 
probability of a teacher comment given a 7a-answer and 0.013 for the equiva-
lent conditional probability estimate for 7b-answers. (See for instance Haber-
man, 1976, p. 99 for a formula to compute this standard deviation). 
In open lesson conditions the odds ratio is larger than in closed lesson 
conditions, due to the smaller conditional probability that a pupil answer is 
immediately followed by a teacher reaction in the latter condition (cf. Table 
3.7). In open lessons pupils get indeed more room to express their own ideas. 
Also a slight effect of the training can be seen in that the odds ratio for 
closed lessons after training in the experimental group increased to the level 
of this ratio in open lessons without training and for open lessons it 
increased still further. 
Positive residuals for transitions from 7a are only consistently found for 
the categories Sa and 6a. For category 7b in addition to these two also the 
self-transition 7b~>7b is important. Open questions will probably invoke long-
er answers.11 The conditional probability of this event is larger for open 
than for closed conditions, especially after training. This about fills the 
room let by the above noted weaker 7b •* teacher reaction relation. The condi-
tional probabilities are for closed lessons at 0.13 - 0.31 and for open les-
sons at 0.26 - 0.46. Together with the teacher reactions this accounts for 
80-88% of the events occurring immediately after an unpredictable pupil 
answer. 
Two teacher reactions to pupil answers are distinguished: 
11
 The ambiguity noted above with respect to the 4->4 transition does not carry 
over to the 7b"»7b transition, because of an observation rule applied which 
says that within a sequence of pupil talk the code 11 is to be inserted 
whenever another pupil becomes the speaker. 
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Table 3 7 
Conditional probability that a pupil answer is 
immediately followed by a teacher reaction 
(percentages) 
first second 
pretest posttest posttest 
exp con exp con exp con 
cl op cl op cl op cl op cl op cl op 
given 
7a 78 72 77 75 79 75 77 65 80 83 76 75 
7b 63 A8 64 53 56 45 68 49 58 42 62 52 
odds ratio 
2 2 2 8 2 4 2 6 2 9 3 7 1 6 1 9 2 9 6 7 1 9 2 8 
5a accepting, encouraging, reflecting, clarifying, summarising, commenting or 
praising ideas expressed by pupils, 
6a rejecting, criticizing, opposing or ignoring ideas expressed by pupils 
The probabilities for the latter, given either 7a or 7b, are far less than for 
the first type Given a 7b-answer the odds for an accepting reaction compared 
with a rejecting one stand at six or eight to one For 7a-ansbers the condi­
tional probabilities are less stable across experimental conditions (0 03 -
0 12) Possibly as a result of training the frequency of negative teacher 
reactions, which are counted as "direct" teaching behaviour, is reduced The 
difference between experimental conditions is also reflected in the z-values 
(Table 3 6) 
The Quesion - Answer - Reaction (QAR) pattern does involve 9 types of tran­
sitions between the categories Э, 4, 7a, 7b, 5a and 6a They are schematically 
represented in figure 3 1 
The figure does suggest more than strictly can be deduced from first order 
transitions, it suggests paths along the graph indicating longer sequences 
which may recur in classroom discourse The probability of these longer paths 
could be evaluated from our analysis so far, only if the data would satisfy 
the Markov property In the sections 5 1 and 5 2 some issues concerning sta-
tionanty of transitional probabilities and the Markov property will be dis-
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cussed. The detection and analysis of sequences of length greater than 2 is 
postponed to chapter 6. 
If the frequencies of the nine transitions of the QAR-pattem as displayed 
in Figure 3.1 are fixed at a value of zero, a substantial decrease of C1 is 
obtained. Giving up 9 degrees of freedom leads to a reduction by 54 to 64% of 
the G1 value for the complete table (cf. Table 3.12). Evidently, the QAR-
pattern is one of the basic building blocks of classroom discourse. 
When teachers made their comments, what comes next? 
What will happen after a teacher reaction is far less predictable than what 
will happen after a teacher question or after a pupil answer. The transitions 
with the biggest standardized residuals may be read from Table 3.6. 
If the reaction of the teacher is to be considered as an endpoint of a chain 
of events, the probabilities for consequent events will be approximately equal 
to the marginal probabilities of those events. The existence of high positive 
residuals shows that this is not quite the case. 
First, we will look at the conditional probability of who will take the 
floor (the teacher or a student) after the teacher's reaction. 
This probability appears to depend upon the nature of the teacher's reaction. 
After an accepting comment (5a) the odds are about 7 or β to 1 that the teach­
er will continue to speak, whereas the marginal probability of teacher talk is 
"only" about 2.5 to 5 times greater than the probability that a pupil will 
speak, with the low value obtained after training the teachers. Unlike the 
marginal probabilities, the conditional probabilities of teacher talk given an 
accepting reaction do not differ among experimental conditions. All values are 
in the interval 0.84 - 0.88. After a rejecting reaction (6a) more variation 
is shown (from 0.67 to 0.80), but the differences do not vary systematically 
with the experimental conditions. Whereas after a positive comment the prob­
ability of teacher talk is always enhanced, in S of the 12 experimental condi­
tions after a negative comment the probability of pupil talk is increased, 
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Figure 3 1 The basic Question - Ansuer - Reaction pattern 
compared with the marginal probabilities in those conditions These relations 
can be expressed in the form of odds ratio's computed on 2x2-tables) arranged 
as folloub 
teacher pupil 
conditional 
probability 
marginal 
probability 
0 67 
0 79 
0 32 
0 15 
The vdlues in this example are for open lessons in the control group at the 
first postmeasurement, for the case of negative teacher comment In the exam­
ple the odds ratio is (0 67/0 32)/(0 79/0 15) = 0 4, the lowest value 
obtained Table 3 β presents the results of these calculations 
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Table 3.8 
Teacher or pupil talk after a teacher reaction to a pupil answer 
compared with marginal frequencies (odds ratio s) 
first second 
pretest posttest posttest 
reac- exp con exp con exp con 
tion cl. op. cl. op. cl. op. cl. op. cl. op. cl. op. 
accepting 
(5a) 1.9 2.1 2.3 1.9 3.2 3.0 1.5 1.2 1.5 1.5 2.1 1.6 
rejecting 
(6a) 0.7 1.0 1.2 0.7 1.2 1.9 0.5 0.4 0.6 0.8 0.7 0.7 
The greatest exception to the general pattern is seen in open lessons for the 
experimental group immediately after training. The results in this condition 
with respect to 6a are almost a reversal of the 2x2-table shown above. How­
ever, this effect does not show up at the second postmeasurement. Negative 
teacher comments have smaller marginal frequencies than positive comments. 
This might explain the greater variability of conditional distributions given 
negative teacher reaction found between experimental conditions. Because the 
pattern of pupil talk after rejecting reactions of the teacher is not consis­
tent over conditions, these transitions have not been included in Table 3.6. 
Relatively high standardized residuals are found for teacher questions (3 
and/or 4, depending upon the lesson condition) following either 5a or 6a. 
After a comment the teacher puts forward another question, or repeats the for­
mer question or elaborates upon it. The conditional probabilities for this to 
happen vary between 0.28 and 0.38 and they do not depend upon the nature of 
the preceding teacher reaction nor upon the experimental condition. The con­
ditional probabilities for narrow (3) or broad (4) questions vary with experi­
mental conditions exactly in the same way as the marginal probabilities do. 
Finally, large residuals are also found for the continuation of negative 
comment (ба^ба); the conditional probabilities vary between 0.07 and 0.12. 
For 5a~*5a transitions the conditional probabilities are somewhat higher (0.08 
- 0.16 in closed lessons and 0.15 - 0.18 in open lessons), but only in open 
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lessons are the observed frequencies larger than can be expected from the mar­
gins 
In the interaction analysis tradition a special meaning is attached to a high 
frequency in the 5a-5a cell of the interaction matrix This is namely seen as 
an indication of carefully going into and using of, or elaborating upon ideas 
expressed by pupils, which is considered to be a desirable teaching strategy 
No effect of the training can be discerned from the first order transitions on 
this count Moreover, in general, teachers as observed here do not show a 
strong tendency for elaborate comments on ideas elicited from or produced by 
pupils 
Summary for the question - answer - reaction pattern 
There are four basic patterns 
• 3 -* 7a ·+ 5a 
• 3 ·* 7a •• 6a 
4 -» 7b •• 5a 
• 4 •* 7b •• 6a 
These patterns account for a great deal of the association found in the tran­
sition table 
There are several variations on these basic patterns, including 
1 3-Ч1 or 4-^ 11 continued by either a question or a pupil answer This 
means that there is a short pause after putting the question The fre­
quencies for these events do not deviate from what can be expected on 
the base of the margins There is a problem here, however, due to the 
way the data were recorded Category 11 had two functions Besides its 
"proper" meaning of a pause or silence, this category when used in 
between a sequence of pupil talk may also indicate a change of speaker 
As a consequence the expected frequency under independence for ques-
tion^pause sequences is overestimated to an unknown degree, hence the 
strength of these sequences is underestimated 
2 continuation of a question into the following observation interval 
This might especially happen with broad questions As a consequence the 
4->7b bond is weaker than the З^Та bond 
3 in about 20% of the time a 3 or 4 code is not followed by either a rep­
etition of the code or a 7-code Except for category 11, for all other 
codes not involved in the QAE-pattern the frequency of transitions from 
3 or 4 is clearly less than expected from the marginal totals 
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4. continuation of a pupil answer. This happens more frequently for 7b, 
broad questions leading to longer answers. 
5. 11-code in between a sequence of 7a or 7b codes. This might mean a 
short pause within a pupil answer, or a change of speaker. These two 
possibilities cannot be distinguished from the recordings. The observed 
frequency of this event is less than expected, but this result might be 
biased. 
6. a teacher question immediately after a pupil answer. For 7a~>3 and 7b-*4 
the frequencies are in the order of magnitude to be expected from the 
marginal frequencies. For 73*4 and 7b-*3 however a negative association 
is found. Narrow questions probably have a different function in class-
room discourse than broad questions. The function of the first may be 
to repeat or to assess what was learned, to summarize a lesson or to 
check if pupils are attending. Broad questions are meant to provoke 
thinking and to elicit pupil initiative. This explains that these two 
types of questions are not likely to be seen in each others neighbour-
hood. 
Categories 5a and 6a might be considered as natural endpoints of a chain of 
events. From there different routes are possible. Thus what comes after a 
teacher comment (5a or 6a) is less predictable than what follows question or 
answer categories. But the conditional probabilities for transitions starting 
from a teacher comment still show some differences compared with the corre-
sponding marginal probabilities. The reason for this seems to be that a ques-
tion - answer - reaction pattern is likely to be embedded in a chain of pat-
terns of the same kind. Moreover, candidates to follow a finished teacher 
comment are especially behaviours that initiate a new interaction episode 
(categories 1, 2, 3, 4, 9 and possibly sometimes 10). 
The other side of the coin is the question from where a question - answer -
reaction pattern gets started. The strong positive transitions leading to a 
teacher question do involve only behaviours that belong to the QAR - pattern. 
Evidently, we have isolated a strong, recurring pattern. Removing this pat-
tern from the trausition matrix by giving the 9 transitions displayed in Fig-
ure 3.1 a prior weight of zero reduces the association in the matrix by more 
than 50% for giving up only 9 of the 256 degrees of freedom. 
Table 3.9 summarizes the sequential relations found for the six categories of 
the QAR-pattern. In this table also the high negative residuals are shown. 
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Table 3 9 
Positive end negative associations for the 
question, answer and reaction categories (generalized over conditions) 
3 4 7a 7b 5a 6a 1 2 5b 6b 9 11 
3 + - + 
4 - + -
7a 
7b 
5a + + -
6a + + + 
Note + = high positive residual 
- = high negative residual 
•"" = high positive residual in open lessons only 
In part these result from other very strong sequential relations that exist in 
the transition matrix This is especially the case for the transitions 
involving behaviours that do not belong to the QAR-categories 
3 2 2 Interaction patterns initiated by a pupil 
In VICS two forms of pupil initiative are distinguished 
1 a pupil initiating talk directed to the teacher (category 9) 
2 a pupil initiating talk to another pupil (category 10) 
The second category mentioned and its complement (replies occurring in conver-
sation between pupils, category 8) have very small marginal frequencies in all 
conditions The frequency of this pupil initiative pattern is clearly 
increased after teachers received training, but is still at a low level (cf 
Table 3 1) The pupil conversation pattern takes, in terms of VICS, the form 
depicted in Figure 3 2 
The transirions to and from 11 probably indicate that another pupil taxes the 
floor Because of small expected values the standardized residuals or the 
conditional probabilities for this pattern will not be evaluated any further 
The first form of pupil initiative (category 9) is quantitatively more 
important This category includes any statements that pupils direct to the 
tpacher without being solicited for Table 3 10 presents the relevant posi-
tive standardized residuals 
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Figure 3.2. Pupil conversation 
pattern. 
TWo transitions stand out as particularly strong throughout conditions: 5b-*9 
and 9-*9. 
Category 5b is defined as: the teacher reacts in such a way that the (non­
verbal) behaviour of a pupil is accepted, commended or encouraged. The 5b->9 
sequence may refer to the following recurring event in classroom discourse. A 
pupil raises his/her finger as an Indication that he/she wants to put forward 
something. Because this is not a verbal utterance it is not scored by VICS. 
But if now the teacher calls the pupil by name to give permission to say what 
he/she has to say, this event is scored as 5b. If, what the pupil then says 
can be considered an unsolicited statement, it is scored as pupil initiative 
(category 9). The 5Ъ-*9 sequence will probably indicate an initiative of a 
pupil previously consented to by the teacher. The conditional probability of 
category 9 given 5b is very high through all conditions: 0.85 - 0.97. The 
behaviour coded by 5b hence seems primarily to have the function of explicitly 
permitting pupils to make their moves. 
The second strong sequence, particularly in open lessons, is continued 
pupil initiative, 9-·^. The conditional probabilities for this self-transition 
vary as follows (median values): 
• closed lessons, no training 0.25 
• closed lessons, after training 0.38 
• open lessons, no training 0.38 
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Table 3.10 
Standardized residuals 
for the pupil initiative - teacher reaction pattern 
first second 
pretest posttest posttest 
exp con exp con exp con 
cl. op. cl. op. cl. op. cl. op. cl. op. cl. op. 
5Ь->09 
Q9->09 
09+Sa 
09->6a 
09-^ бЬ 
75 
43 
21 
10 
3 
81 
72 
26 
9 
7 
78 
49 
22 
9 
10 
67 
63 
25 
7 
3 
79 
58 
17 
6 
0 
67 
68 
14 
4 
0 
61 
35 
14 
9 
7 
55 
51 
16 
4 
6 
62 
54 
16 
6 
0 
53 
67 
12 
4 
0 
57 
33 
10 
5 
9 
58 
39 
13 
4 
6 
• open lessons, after training 0.48 
The effect elicited by the open lesson instruction thus is enhanced by the 
training; in addition the training promotes more extended pupil initiative in 
closed lessons as well. 
It is self-evident that pupil initiative directed to the teacher will be 
succeeded by some reaction of the teacher. Indeed, we find the same sequences 
as for solicited pupil talk: 9-*5& and 9^68. In this case too the probability 
for an accepting reaction is much stronger than for a rejecting one. Accept­
ing reactions outnumber rejecting ones by a factor of at least 3 to maximally 
8. The conditional probabilities, however, that a pupil initiative will be 
immediately succeeded by some teacher reaction are much smaller - 0.28 to 0.42 
- than those for answers to teacher questions. (cf. Table 3.8 for the lat­
ter). 
With pupil initiative a third type of teacher reaction is associated that was 
not found with answers to questions: 9+бЪ, a rejection by the teacher of pupil 
behaviour. Functionally, this category may be found anywhere in a sequence to 
correct behaviour of pupils who are or who are not involved in the verbal dis­
course taking place at that very moment. This may or may not have anything to 
do with the preceding action scored. From this it is to be expected that 
there will not be strong sequential relations involving teacher rejection of 
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pupil behaviour. In most conditions, however, the observed frequency of the 
9~*6b transition is clearly higher than expected from the marginal probabili­
ties. So pupil initiative seems to bring about the necessity for the teacher 
to make corrective procedural comments, like for instance "No, it is not your 
turn yet." 
Summarizing, a pupil initiative •* teacher reaction pattern (PR-pattern) is 
found of the following form 
5b •• (9) a •• {5a, or 6a or 6Ь}, a S 1. 
Here (9) means that category 9 is being repeated a times. What happens after 
a pupil initiative is less predictable than what comes after pupil talk solic­
ited by the teacher. The four sequences starting from 9 mentioned above 
account for 53 to 80% of the occurrences after a pupil initiative. 
Removal of this pattern from the transition matrix costs five degrees of free­
dom and reduces the likelihood ratio statistic significantly. The reduction 
varies from 3 to 13% (see Table 3.12). Note that the pupil iniatitive pat­
tern, as was to be expected, accounts for the deviations from statistical 
independence to a much smaller degree than the QAR pattern. Pupil initiative 
forms an important component of classroom discourse, but understandably it 
occurs at a much lesser rate than the teacher initiative pattern considered 
above. 
3.2.3. Giving information continued (1-1 pattern) 
The singly most often used category is 1: "the teacher presents content or own 
ideas, explains, orients, asks rhetorical questions". This may refer to a 
single statement as well as to an extended lecture. Not surprisingly, the 1-1 
cell of the observed transition matrix contains a very high frequency, so high 
that it overshadows the complete matrix. Fixing the frequency of this cell at 
a value of zero (or, what amounts to the same, equating the expected frequency 
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with the observed frequency) and fitting the model of independence to the 
remaining cells reduces the likelihood ratio statistic by 27 to 43% (see Table 
3.12). This shows again the dominating role of teacher recitation. 
The positive standardized residuals for this transition are listed in Table 
3.11. Most other transitions, not included in the table, to or from category 
1 show negative residuals, caused by the dominating role of the 1-1 cell. To 
study sequential relations between category 1 and other categories it is nec-
essary to delete the 1-1 transition from the table (see section 3.3). 
There are some differences between experimental conditions. Prior to 
training (and in the control group) the contitional probability of l-*! varies 
between experimental conditions from 0.79 to 0.86, after training in the 
experimental group this probability decreased to 0.77-0.78. 
3.2.4. Giving directions 
The final major pattern found involves the categories 2, 6b and 11. Category 
2 encompasses directions by the teacher given to bring about some particular 
action by pupils. This may include cognitive tasks to be performed, but it 
also may be of a procedural nature in order to create favorable conditions for 
a smooth and effective course of teaching and learning. The first type of 
directions has a close resemblance to questions, especially narrow questions. 
The same instruction often can be given in either an imperative or an inquir-
ing style. In the first form VICS-score 2 will be used, in the second form the 
code will be 3 (or perhaps 4). Thus behaviour coded in category 2 may have 
about the same function as questions have. Hence it is to be expected that 2 
will be followed by 7a (or perhaps 7b), which in turn will give rise to a 
teacher comment (Sa or 6a). As can be seen from Table 3.11 the 2-*7a or 7b 
transitions have indeed in most experimental conditions a (though relatively 
small) positive standardized residual. The biggest residual for category 2 is 
found with the self-transition 2-*Z, while also a relatively large value is 
obtained for the sequence 2"*11, a period of silence following a direction. 
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Table 3.11 
Standardized residuals for giving informat ion (1) 
and giving directions (2) 
first second 
pretest posttest posttest 
exp con exp con exp con 
cl. op. cl. op. cl. op. cl. op. cl. op. cl. op. 
oi-nn 
02-02 
02-»6b 
02-7a 
02-7b 
02-U1 
бЬ-02 
6Ь-6Ъ 
6b-* 11 
11-02 
11-6Ь 
ii-ni 
69 
25 
3 
6 
2 
18 
5 
32 
7 
10 
6 
55 
73 
27 
2 
4 
2 
13 
8 
45 
6 
6 
5 
62 
62 
22 
6 
6 
6 
11 
6 
25 
8 
4 
5 
66 
61 
35 
5 
2 
5 
11 
5 
35 
9 
5 
5 
42 
68 
28 
3 
3 
3 
16 
6 
41 
6 
7 
7 
42 
73 
40 
4 
2 
2 
12 
6 
30 
5 
5 
2 
46 
52 
20 
6 
3 
3 
9 
10 
25 
7 
4 
6 
60 
54 
13 
6 
9 
8 
11 
8 
31 
12 
4 
7 
35 
64 
22 
9 
4 
4 
13 
6 
42 
5 
4 
5 
39 
72 
32 
4 
- 2 
2 
14 
2 
37 
6 
6 
5 
34 
51 
14 
8 
8 
3 
13 
7 
29 
4 
8 
7 
46 
49 
13 
7 
2 
7 
13 
8 
26 
8 
4 
4 
36 
This sequence might have one of two functions, depending upon the nature of 
the direction given by the teacher. One possibility is that the teacher gave 
an instruction that does not call for an immediate verbal reaction of pupils, 
but that requires the pupils to work in silence on the task imposed. In this 
case there will probably be a prolonged period of silence. The second possi­
bility is that the direction was of a procedural nature to correct the behav­
iour of some pupils. The teacher might then maintain a short period of silence 
to accentuate what was said. These two possibilities cannot be discriminated 
from the first order transition matrix. 
When considering the second interpretation, then the third category mentioned 
above, 6b, fits in. This latter code refers to remarks from the teacher that 
disapprove of, criticize or discourage behaviour shown by pupils. The main 
function of 6b is maintaining discipline. There are reciprocal positive asso­
ciations between the three categories 2, 6b and 11 (see Table 3.11). Not sur­
prisingly, category Ζ (confusion, considerable noise, disruptions) is likely 
to be followed by either 2 or 6b. The marginal frequency of Ζ however is 
small, hence the expected frequencies fall below 5. 
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Table 3.12 
Percentage reduction of the likelihood ratio 
statistic after removing 
patterns fron the transition matrix 
Cond 
G L 0 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
C C I 
С С 2 
С С 3 
C O I 
С 0 2 
С 0 3 
df 
total 
С» 
46600 
41580 
39410 
51980 
44340 
39420 
44060 
30930 
31060 
43470 
31540 
31680 
256 
removal of 
QAR 
% 
62 
59 
61 
54 
53 
57 
62 
62 
63 
61 
55 
64 
9 
PR 
% 
7 
12 
9 
13 
13 
9 
β 
3 
4 
10 
в 8 
5 
patt 
I 
X 
34 
31 
29 
39 
27 
28 
37 
34 
38 
41 
44 
43 
1 
erns 
D 
S 
β 
6 
6 
7 
6 
7 
7 
6 
5 
5 
5 
6 
11 
all 
X 
90 
89 
88 
90 
83 
85 
93 
92 
91 
92 
88 
91 
27 
four 
G' 
4432 
4504 
4882 
5014 
7647 
5909 
3253 
2626 
2699 
3364 
3755 
2864 
230 
Note: G = group (Experimental or Control); L = 
lesson type (Closed or Open); 0 = occasion. 
QAR = question - answer - reaction pattern 
PR = pupil initiative - teacher reaction 
I = giving information 
D = giving directions 
If both patterns involving category 2 (i e the transitions displayed in 
Table 3.11) are removed from the complete transition matrix a significant drop 
of G2 is found. The reduction is about 5 to 8% of the value for the complete 
matrix (see Table 3.12). 
Four sequential patterns have been identified which together account to a con­
siderable degree (83°e-92*) for the deviations from statistical independence: 
question •* answer •* reaction, giving information, pupil initiative and giving 
directions These are the m a m patterns that can be formed from the VICS. In 
the next section the procedure is repeated disregarding durations of events 
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3.3. Sedf-transitions removed 
As noted by Slater (1973) a problem to deal with in the analysis of transition 
matrices is the status of the frequencies in the diagonal cells of the matrix: 
the frequency with which a behaviour is immediately followed by itself. 
If the observation procedure takes a form which makes it impossible for suc-
ceeding behaviours to be the same as the preceding behaviour, then the 
observed as well as the expected frequencies for diagonal cells all are zero. 
This is an example of a case in which the zero frequencies are to be consid-
ered as fixed instead of random, not because these transitions are logically 
impossible but because they are excluded by the design of the observation pro-
cedure . 
When the observation procedure does allow self-transitions, the interpretation 
of these self-transitions often is problematic, because of the difficulties 
involved in clearly defining begin- and endpoints of behaviours (see 3.3.2). 
Hence, ignoring them might be a good strategy. The same applies if diagonal 
frequencies are relatively high. Blanking them out might reveal patterns that 
otherwise remain hidden. 
As discussed in the previous section, self-transitions can be ignored by 
fixing both observed and expected frequencies at a value of zero. 
First the problem of dealing with zero entries in a transition matrix will be 
discussed in general. In section 3.3.2 we return to the diagonal frequencies. 
In 3.3.3 the model of quasi-independence [3.11]. is applied to the same 12 
transition matrices used in the preceding section. 
3.3.1. Zero entries in the transition matrix 
If expected frequencies are computed by the usual procedure for contingency 
tables [3.9] all counts in the matrix are supposed to vary randomly. Empty 
cells may have nonzero estimated expected frequencies. In fact an expected 
frequency will be estimated to be zero if and only if one of the marginal 
totals involved, equals zero. 
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For incomplete tables, or tables with structural zero's, this procedure is 
faulty Cells that are necessarily empty should have an expected frequency 
equal to zero Or, more general, cells that are fixed in advance at some spec­
ified value, should have an expected frequency equal to this prespeclfied val­
ue For each cell entry kept fixed, the number of degrees of freedom should 
be reduced by one 
Furthermore, zero cell frequencies will contribute to the estimation of 
expected frequencies Cell entries that are necessarily zero will cause the 
expected frequencies for other cells to be wrongly estimated 
An adequate procedure for estimating the expected frequencies should satisfy 
the following two requirements 
1 for cells declared fixed the expected frequency must equal the observed 
frequency, 
2 the row and column sums of expected frequencies must be equal to the 
corresponding observed marginal totals 
Methods to estimate expected frequencies under these conditions are discussed 
by Bishop et al (1975, ρ 177 ff) and Haberman (1979, ρ 444 ff) 
The random process that generates the transition matrix might produce zero 
frequencies in certain cells, because of small sample size relative to the 
number of cells - this is for instance the case if we consider the transition 
matrix for one single 30 minute lesson - or because of the rarity of certain 
events (in our data for instance category 6c the teacher ignores, discourages 
or rejects pupil expression of feeling) or because of strong sequential depen­
dencies m other parts of the matrix These sequential dependencies might 
even exclude that certain transitions ever appear in a sample This presents 
another example of zero frequencies that are to be considered as fixed 
In the first two cases one could try to prevent 7ero frequencies by increasing 
the sample size or by aggregating data The latter was done by summing over 
different lessons and over different teachers and classes per experimental 
condition 12 But even after aggregation many cells with zero entries and even 
1 1
 This procedure is not without its costs Besides the problem that individ-
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some zero marginal totals remain, despite the high number of entries in each 
table (ranging from 24989 to 37666). Hence we have the problem how to deal 
with 
1. rare events that produce very low or even zero marginal totals; 
2. zero cell frequencies that are to be considered random; 
3. zero cell frequencies that are to be considered fixed. 
In the computations performed in the preceding section we dealt with the prob­
lem of random zero's by adding a small number (i.e. 0.5) to each cell count. 
This adds maximally я2/2 to the tabel total n, which is negligible because in 
our case m is very small relative to n. Some rationale for this method has 
been provided by Cox (1970, p. 33-35). 
Zero marginal frequencies should be treated differently. Since all frequen­
cies in a row or column with a marginal frequency equal to zero, can always be 
fitted perfectly, one should adjust the number of degrees of freedom and let 
the zero's in. This means that all cell entries in the particular row and/or 
column are treated as if they were fixed. One might then as well delete the 
particular row and column from the matrix. For most analyses reported here 
rows and columns with very low marginal totals were deleted. 
By adding 0.5 to each count the expected frequencies for a row that totals to 
zero will be proportional to the corresponding column totals, thus producing 
different contributions to the fit for the various cells. With very heteroge­
neous margins, some standardized residuals for cells with zero entries might 
even become positive. In this approach the zero frequencies are treated as 
resulting from a random process. 
The meaning of a random zero differs for different rows of the transition 
matrix depending upon the marginal frequencies. A zero count for a transition 
from a rare behavioural category carries a meaning that is very different from 
a zero count for a transition from a category with a high marginal frequency. 
ual differences are bypassed, it might even introduce biased results by 
creating sequential dependencies that do not exist in the individual matri­
ces. This problem will be discussed further in section 5.3. 
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The former zero comes near to what is to be expected, whereas the latter zero 
is indicative of some strong sequential relation. By iterative proportional 
fitting however, they would all be treated alike. For this reason, to be able 
to distinguish sampling zeros from structural zeros as well as sampling zeros 
from each other it is necessary to smooth the table of frequencies before 
applying iterative proportional fitting. 
In the analyses reported in this section 0.5 has been added to each off-
diagonal cell count. In the next section another approach will be applied to 
the same problem, namely the use of pseudo-bayesian estimates. 
On what arguments should one decide whether zero entries are to be treated 
as random or fixed? Observed zero counts can be declared structural only on 
the base of prior considerations. From a sample it is impossible to conclude 
that the observed zero frequency for a particular transition is structural, 
because one can never be sure that increasing the sample size will not produce 
this transition. 
As noted before, transitions that can be shown to be logically impossible, or 
that were made impossible by the design of the observation procedure should be 
treated as fixed at an expected frequency of 0. 
Another possibility is that a theory exists that excludes certain transitions. 
The expected frequency then should be zero, whether the observed frequency is 
zero or not. This situation calls for a different approach. In the first 
case one simply may omit the impossible transitions from the fit. In the sec-
ond case the occurrence of transitions should of course be evaluated for 
accordance with the theory. Hence these transitions are not to be omitted from 
the fit, but care should be taken that the expected frequencies are fixed at 
the values specified by the theory. 
3.3.2. The frequencies of self-transitions 
As demonstrated in 3.2 it may be a good strategy to fix cells with a high num-
ber of entries at a frequency of zero, in order to evaluate how strongly a 
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transition deviates from the hypothesis of independence and to detect patterns 
that otherwise would remain hidden. A good example of the latter is the domi­
nating frequency for the 1-1 cell (=the teacher continues to give information 
or opinion) in the matrix. Several other diagonal cells also have relatively 
high frequencies. 
What information do these diagonal frequencies represent? As briefly dis­
cussed in chapter 2, in behavioural observation the definition of units of 
behaviour is a vexing problem. This of course concerns all counts in the 
transition matrix, but for self-transitions special difficulties pop up. In 
order to decide that a transition from some behaviour to itself occurred the 
observer must have criteria to define begin and end points of an act. For 
some behaviours this may be difficult (Slater, 1973, p.137 ff), possibly lead­
ing to differences between observers in the tendency to record self-
transitions. 
If the units of observation are arbitrarily defined by choosing some fixed 
time interval, this problem is greatly reduced, provided the interval is short 
relative to the average duration of the acts. Decisions of observers now need 
not be based upon starting and end points of acts. Instead the observer 
decides for a particular interval which behavioural category fits best the 
behaviour occurring during the interval. 
In this case a transition from behaviour B. to Β , might mean that this behav­
iour occupied at least two time intervals (or a major part of these inter­
vals). It might also mean that behaviour B. was repeated in the next inter­
val, or better that a new instance of behaviour pattern B. occurred. These 
two possibilities cannot be distinguished, consequently the counts obtained 
cannot be interpreted as pure measures of duration nor of frequency. They are 
some unknown function of both (cf. 2.3). 
When some behaviours have a duration shorter than the observation interval 
chosen, more than one behavioural instance may appear within an interval. 
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This problem can be solved by letting the observer decide, which one was the 
"predominant" activity in that interval. When only duration measures are 
required this might be an appropriate procedure But for the purpose of 
sequential analysis this is undesirable, because m that case gaps in the 
sequence will be produced: succeeding behaviours are no longer necessarily 
contiguous Another solution is to record all categories that occur within an 
interval in the right order This was the approach taken by Veenman (1975) 
Thus all occurrences of instances of VICS categories were to be scored by the 
observers, but when a behaviour that started in a previous interval was con-
tinued in the next interval, a new code was to be entered 
As noted in chapter 2 a shortcoming of the procedure as commonly used in 
interaction analysis is, that the time intervals are not exactly determined. 
It is completely left to the observers to maintain the time divisions. One 
may expect this to be a source of differences between observers that might 
especially bias the frequency of self-transitions An observer who keeps the 
observation intervals shorter will probably yield a greater number of entries 
in diagonal cells than an observer whose 3-sec intervals last longer (cf 
2 2) 
The counts in the diagonal cells thus are not pure measures of duration nor 
frequency, and they are prone to errors due to flaws in the observation proce-
dure Nevertheless, the time interval being short, big differences between 
diagonal frequencies can surely be interpreted as representing information 
about the tendency for some behavioural categories to appear in bouts. 
Table 3 13 presents the standardized residuals for the diagonal entries of the 
12 transition matrices under the model of simple independence [3 8] Category 
5b (the teacher accepts pupil behaviour) is the only one for which the tenden-
cy to continue in the next interval is absent For teacher acception of ideas 
of pupils (5a) and for predictable pupil answers (7a) this tendency is appar-
ent only in open lesson conditions For all other categories the density in 
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Table 3.13 
Standardized residuals for diagonal cells 
of the transition matrices 
first second 
pretest posttest posttest 
exp con exp con exp con 
cl. op. cl. op. cl. op. cl. op. cl. op. cl. op. 
01 
02 
03 
04 
5a 
5b 
5c 
6a 
6b 
6c 
7a 
7b 
08 
09 
10 
11 
Ζ 
69 
25 
10 
31 
-0 
0 
13 
11 
32 
-0 
-β 
34 
-0 
43 
15 
55 
95 
73 
27 
16 
28 
9 
0 
-0 
21 
45 
-0 
3 
55 
49 
72 
65 
62 
83 
62 
22 
4 
38 
1 
1 
9 
12 
25 
94 
-8 
27 
37 
49 
65 
66 
52 
61 
35 
5 
32 
9 
0 
6 
10 
35 
46 
0 
45 
34 
63 
38 
42 
44 
68 
28 
8 
36 
3 
-2 
10 
11 
41 
86 
-4 
45 
82 
57 
96 
42 
60 
73 
40 
12 
29 
6 
-2 
12 
14 
30 
54 
6 
50 
70 
68 
84 
47 
57 
52 
20 
3 
32 
-3 
5 
13 
8 
25 
33 
-9 
18 
-0 
35 
48 
60 
60 
53 
13 
7 
23 
10 
-1 
12 
9 
31 
-0 
7 
39 
47 
51 
67 
35 
64 
63 
22 
12 
29 
-4 
-0 
-0 
9 
42 
-0 
-4 
40 
120 
54 
65 
39 
67 
72 
32 
20 
19 
2 
2 
13 
17 
37 
-0 
0 
51 
80 
67 
91 
34 
71 
51 
14 
5 
32 
-1 
0 
8 
11 
29 
-0 
-5 
25 
0 
33 
18 
46 
53 
49 
13 
8 
21 
10 
2 
19 
16 
26 
0 
-2 
35 
46 
39 
17 
36 
56 
the diagonal cell is greater than is to be expected from the marginal prob­
abilities. The more important of these were already discussed in the section 
3.2. 
3.3.3. The model of independence for off-diagonal cells 
The first column of Table 3.14 presents the goodness-of-fit statistics for the 
model of quasi-independence [3.11]. 
Clearly the model does not fit the data, but it nevertheless accounts for a 
substantial part of the association in the transition tables, 43 to 54% of the 
likelihood ratio statistic for the complete table (compare column 1 of Table 
3.14 with column 1 of Table 3.12). 
The standardized residuals under model [3.11] resemble those under the model 
of simple independence, with the exception of transitions involving giving 
information or opinion by the teacher (category 1). Under the model of simple 
independence transitions involving this category showed mostly negative resi­
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Table 3.14 
Likelihood ratio statistics for 
some models of quasi-independence 
Cond 
G L 0 
E С 1 
E С 2 
E С 3 
E O I 
E 0 2 
E 0 3 
C C I 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
df 
off-diagonal 
cells 
(1) 
25590 
23550 
22510 
25110 
24010 
20130 
23240 
16730 
16790 
21780 
14590 
15940 
231 
patterns 
removed 
(2) (3) 
1992 
1752 
2115 
2294 
3577 
2354 
1786 
1279 
1249 
1687 
1622 
1312 
214 
1975 
1536 
1531 
2084 
1499 
1688 
1686 
1266 
1245 
1637 
1334 
1276 
208 
Note' Column (1) refers to model 
[3.11], column (2) refers to the 
quasi-independence model specified 
in Table 3.16, and column (3) con­
cerns this same model with the 
additional removal of the pupil 
conversation pattern. 
duals. Under the quasi-independence model high negative residuals are 
obtained only for the transitions to teacher reaction on pupil ideas (5a and 
6a) and to pupil answers on teacher questions (7a and 7b). All other catego­
ries appear as successors to category 1 more often than the model predicts. 
Category 1 seems to be associated to all patterns distinguished in 3.2. 
Because category 1 tends to occur m long bouts, the residuals from the model 
of simple independence cannot show for this category any other sequential 
dependencies But under model [3 11] staying in a particular state for no mat­
ter how long counts as only one event So, the standardized residuals from 
the model of quasi-independence indicate sequential effects, given that a 
transition to another behaviour occurs 
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Overestimated under model [3.11] are the frequencies of a teacher question (3 
or 4) followed by giving information (1) and also for "teacher accepts pupil 
behaviour" (5b), pupil answers to teacher questions (7a or 7b) and pupil con-
versation (8 and 10) as antecedents of "giving information". The frequency of 
other categories leading up to "teacher giving information" is underestimated 
by the model. By way of example the standardized residuals for open lessons 
in the experimental group immediately after training are presented (Table 
3.15). The patterning of the residuals is the same in all conditions, except 
for the differences between closed and open lesson conditions noted in 3.2. 
The pattern of residuals for category 1 is easy to understand. A question 
- answer - reaction pattern may both be preceded as well as followed by infor-
mation given by the teacher, implying high densities for 1"*3, 1"*4 and Sa^l or 
6a·*!. It is not to be expected that "giving information" will be inserted 
between question and answer or answer and reaction. This is not to say that 
this is impossible. Teacher reactions to ideas expressed by pupils need not 
always follow immediately after pupil expression of ideas; there may be some 
time lag in between during which for example the teacher presents information 
or opinion. Also between a teacher question and a pupil answer other events 
may happen. The standardized residuals indicate, however, that the density of 
such "insertions" is a great deal lower than is to be expected from the model 
of quasi-independence. Questions tend to be immediately followed by answers, 
and answers tend to be immediately followed by some reaction of the teacher. 
The same applies for the relation between category 1 and the pupil initiative 
- teacher reaction pattern, accounting for the negative residual obtained for 
l-*5b. Category 5b, as noted in 3.2.2, is a prelude to pupil initiative. 
There is however a difference to be noticed. Unsolicited expression of pupil 
ideas tends less often immediately to be followed by some teacher reaction 
than pupil ideas solicited for by the teacher. From the analysis under the 
present model it follows that this cannot be explained by the relatively 
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Table 3.15 
Standardized residuals under the model of iodepeodence 
for off-diagonal cells 
(experimental group, open lessons, first post measurement) 
01 02 03 04 5A SB 5C 6A 6B 6C 7A 7B 08 09 10 11 Ζ 
01 
02 
03 
04 
5A 
SB 
SC 
6A 
6B 
6C 
7A 
7B 
08 
09 
10 
11 
Ζ 
* 
4 
-12 
-9 
22 
-7 
3 
9 
10 
0 
-14 
-13 
-4 
8 
-6 
7 
4 
6 
* 
-5 
-2 
0 
-4 
3 
0 
6 
0 
-5 
-3 
-2 
-2 
2 
7 
4 
19 
-3 
* 
-12 
12 
-6 
-2 
6 
0 
0 
-6 
-10 
-S 
-6 
-5 
-3 
-3 
17 
0 
-13 
* 
11 
-6 
0 
6 
-2 
0 
-11 
-4 
-2 
-7 
-5 
0 
0 
-20 
-11 
-20 
-19 
ft 
-9 
-2 
-9 
-7 
-2 
40 
36 
-6 
17 
-8 
-12 
-4 
17 
-2 
-6 
-6 
4 
ft 
0 
0 
3 
0 
-6 
-7 
-2 
0 
-2 
-3 
2 
2 
4 
-2 
-2 
0 
0 
* 
0 
0 
5 
-2 
0 
0 
0 
0 
0 
2 
-6 
-4 
-6 
-7 
-7 
-3 
0 
* 
-2 
0 
16 
15 
-2 
6 
-3 
-3 
0 
9 
5 
-4 
-3 
-4 
-2 
0 
0 
ft 
4 
-3 
-2 
-2 
3 
0 
3 
6 
0 
0 
0 
0 
0 
0 
5 
0 
4 
* 
0 
0 
2 
0 
0 
0 
3 
-14 
0 
91 
-13 
-17 
-6 
-2 
-2 
-5 
0 
ft 
-15 
-5 
-10 
-6 
-8 
-3 
-14 
5 
-13 
76 
-12 
-7 
-2 
-3 
-3 
0 
-13 
ft 
-5 
-11 
-5 
-4 
-2 
-5 
0 
-5 
-4 
-6 
-2 
0 
-2 
-2 
2 
-4 
-3 
* 
-3 
40 
24 
0 
17 
-3 
-10 
-10 
-5 
71 
0 
-2 
-2 
0 
-10 
-10 
-3 
* 
-4 
-3 
0 
-5 
3 
-6 
-5 
-7 
-3 
0 
-3 
-2 
0 
-5 
-3 
27 
-2 
ft 
40 
5 
3 
IS 
-6 
0 
-10 
-4 
0 
-4 
6 
0 
-8 
-6 
30 
-4 
38 
ft 
0 
4 
0 
-3 
-2 
-2 
0 
2 
0 
4 
3 
-2 
0 
0 
0 
7 
0 
ft 
Note: * = cells ignored in estimating the model. 
strong tendency for pupil initiative (9) to continue in the next time inter­
val. Whereas negative residuals are observed for 7а-*1 and 7b·*!, the 9"*1 tran­
sition shows a high positive standardized residual. 
For the giving directions pattern all transitions from and to category 1 have 
positive residuals. 
Blanking out the 1-1 transition thus reveals a strong patterning of inter­
actions involving category 1 with almost all other categories. It appears 
that category 1 is to be included into all patterns distinguished in the pre­
ceding section. In Table 3.16 the transitions included in these patterns are 
indicated as zero, while for all other transitions a 1 is entered. 
By iteratively rescaling this matrix in such a way that the marginal totals 
become equal to the observed marginal frequencies, excluding the cells coded 
zero, the expected frequencies can be estimated. The degrees of freedom for 
the model of quasi-independence represented by Table 3.16 are 214 (256 minus 
the number of cells ignored in the fit). 
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Table 3.16 
Specification for a model of quasi-independence, 
ignoring the QAR, PR and DIR patterns 
01 02 03 04 5a 5b 5c 6a 6b 6c 7a 7b 08 09 10 11 Ζ 
01 0 0 0 0 1 0 1 1 0 1 1 1 1 0 1 0 1 
02 1 0 1 1 1 1 1 1 0 1 0 0 1 1 1 0 1 
03 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 
04 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 
5a 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 
5b 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 
5c 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 
6a 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 
6b 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 
6c 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 
7a 1 1 1 1 0 1 1 0 1 1 0 1 1 1 1 1 1 
7b 1 1 1 1 0 1 1 0 1 1 1 0 1 1 1 1 1 
08 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 
09 1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 1 1 
10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 
11 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 
Z 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
The second column of Table 3.14 gives the goodness of fit statistics for this 
model. The values obtained are still high relative to the number of degrees 
of freedom, but the model accounts for about 96% of the association in the 
complete table, using up only 42 degrees of freedom. In open lesson condi­
tions after training this percentage is somewhat smaller, respectively 92 and 
94 due to high residuals for the pupil conversation pattern (including catego­
ries 10, 8 and 11), which gained importance after training the teachers. When 
this pattern is also blanked out (six transitions between 8, 10 and 11), a 
substantial drop of C1 is obtained in these conditions (Table 3.14, third col­
umn) . 
Summarizing, five sequential patterns were found: giving information (1~*1); 
question ·* answer -* reaction (3-*7a, З-'-З, 4->7b, 4->-4, 7a->5a, 7a->6a, 7Ъ*Ь&, 
7b->6a, 7b->7b), pupil initiative (5^9, g+Sa, Э+ба, Э^бЬ, Э+Э), giving direc­
tions (see Table 3.6), and (in some conditions) pupil conversation involving 
the transitions between the categories 8, 10 and 11. These subsets of tran­
sitions were blanked out, at first each of them separately and later all 
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together The resulting drop in the likelihood ratio statistic was taken as 
indicative of the importance of the patterns Removing diagonal frequencies 
and removing all the patterns mentioned above led to values for the likelihood 
ratio statistic (Сг) that were for all conditions less than 5% of the value 
for the complete table By the latter criterion, it seems quite reasonable to 
stop here We might have proceeded with blanking out transitions until a C1 
is reached with a value in the neighbourhood of the appropriate number of 
degrees of freedom For instance, transitions starting from teacher reaction 
categories appear to be next candidates But, as to the latter example, 
teacher reaction categories may be considered as endpomts of a pattern after 
which several new patterns may start And all the remaining transitions have 
relatively low absolute frequencies, which are m the orde of magnitude of the 
number of lessons over which the transition matrices were computed or even 
below that Hence, we did not consider it uorthwhile to look for other pat­
terns 
3 4 Removing marginal effects from the transition matrix 
An important objective in analysing transition matrices is to separate margi­
nal effects from interaction effects 
The marginal effects represent differences in the prevalence of behavioural 
categories, whereas interaction effects represent the sequential relations 
between any two behavioural categories 
In the previous two sections we took the magnitude of the conditional prob­
ability prob(2? (t)\B (t-1)) compared with the marginal probability ρ as an 
indicator of the sequential relation between behaviours В and B. 
In this section cross-product ratios are taken as point of departure 
PijPu 
й„ = . -1.7 = 2, , m [3 13] 
J
 Ρ Ρ 
il Ij 
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Note that the cross-product ratio is formulated here in terms of conditional 
probabilities. Due to the property stated in [3.15] below this is equivalent 
to a formulation in terms of joint probabilities. 
In an а ж я transition matrix the number of independent cross-product ratios 
that can be formed equals the number of degrees of freedom for interaction 
(m-1)1. 
Ve chose to express the cross-product ratios as a comparison with category 1 
because this is by far the most prevalent category. 
Formula [3.13] refers to a 2x2-table to be selected from the transition 
matrix, e.g.: 
B, B, 
behaviour B, 
behaviour В 
Pu 
"η 
"и 
pij 
Formula [3.13] may be interpreted as an odds ratio by rewriting it as follows 
"ij 
Pij I pii 
ρ lp 
ij и 
[3.14] 
The numerator of [3.14] is the odds that behaviour B. immediately will be fol­
lowed by В . rather than by Д.. 
The denominator gives the odds for behaviour В . immediately to follow 5. rath­
er than B. to follow itself. 
In the case of independence the odds for B, to follow B. equal the odds for В . 
to follow By, for all j and i. In this case all ¡2., take the value 1. 
The extent to which Й.. differs from 1 is a measure of departure from indepen­
dence. The values of П., run from 0 to «. The index may be symmetrized by 
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taking logarithms. The reciprocal of Q indicates the same degree of associa­
tion as Q, but in the opposite direction. 
The index has two important invariance properties (Fienberg, 1979, p. 17): 
1) The absolute value of the cross-product ratio is invariant under the inter­
change of rows and columns. 
2) It is invariant under multiplying rows and columns by a positive constant. 
0*^ = = a i r ri > 0, сj > 0. [3 15] 
The latter property implies that a normalization of the transition frequencies 
preserves the cross-product ratios. One such normalization is to make all row 
margins equal to a constant, say 100 This can easily be done by multiplying 
all frequencies in a row by (100//. ) . The cell entries are now proportional 
to the conditional probabilities γτο\>(Β ,(t)\B (t-1)) In the same way all 
column margins can be made equal to 100 Alternatingly repeating this process 
of adjustment will eventually result in a matrix for which all rows and col­
umns simultaneously sum to 100 This is another application of the iterative 
proportional fitting algorithm, described in section 3 2 
The method of proportional adjustment thus will preserve the cross-product 
ratios, while removing differences between marginal frequencies The numbers 
furnished by this method can be interpreted as percentages or conditional 
probabilities running in two directions. They are at the same time condition­
al on antecedent behaviours and on consequent behaviours Doubly standardiz­
ing will give a better picture of the interaction structure in the transition 
matrix, because marginal effects have been removed In the case of complete 
independence all entries in the standardized matrix will equal lOO/o. Inter­
actions, с q sequential dependencies, will reveal themselves by values larger 
and smaller than this 
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A second purpose for using this standardization is to compare different tran­
sition matrices to see if their interaction structures look alike. This can be 
done by fitting uniform margins to each transition matrix separately and then 
comparing the corresponding cell entries. 
The computational procedure runs as follows: 
f(2k+2) = , (2k+l))f(2k+l) 
ij -j ' iJ 
The computations were performed by a special purpose FORTRAN program PR0F1T2 
for iterative proportional fitting in two-dimensional tables (Voeten, 1977). 
3.4.1. Smoothing the transition frequencies 
In using the method of iterative proportional fitting some care should be tak­
en regarding observed zero frequencies. Zero frequencies remain zero through­
out the iteration process. This is a nice property of the method, because it 
allows one to deal with cell counts that are structurally zero or that are to 
be kept fixed (see section 3.2). But, at the same time this means, that in 
case of randoa zeros an adjustment should be made to preclude that they remain 
fixed at a value of zero. 
In the previous analyses 0.5 was added to each cell count, of course with 
exception of the frequencies to be held fixed. Here, a different approach is 
taken advocated by Bishop et al. (1975, eh. 12), namely the use of pseudo-
Bayes estimates of the cell frequencies. 
Bayesian estimators can be written in the form of a weighted average of the 
usual estimator of the transition probability ρ - - /../π and some prior 
probability TT: 
L(W,I..) = «p.. + (1-ч)%.., 0 S w Ζ 1. [3.16] 
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A pseudo-Bayes estimator has the same form, but instead of parameters of a 
prior distribution data-based values for w and τ are used. Bishop et al. 
choose the weight ν to be of the form 
η 
η + ν 
[3.17] 
For pseudo-Bayes estimators ν and τ are to be estimated from the data. The 
smoothed cell frequencies /., are then computed by the formula: 
Λ
 π ν 
/'. . = f., + (mr..; [3.18] 
J
 π -f- ν ·' η -f- ν •J 
Some possibilities for the choice of IT are: 
1) put each n equal to a constant т.. = l/m1. If now ν is chosen equal to im2 
formula [3.16] reduces to adding 0.5 to each cell count. 
2) choose n to reflect prior information about the transition probabilities. 
For the data we are dealing with we have no substantiated prior information 
of the detail necessary to apply this approach. 
3) compute the TI .. from the margins assuming independence: тт.. = ρ-p.. With 
the very uneven distribution over the cells of the transition matrix this 
approach will not lead to the desired result, because the it will be too far 
away from the true p . 
4) use any information about the interaction structure and express this infor­
mation in the form of a set of cross-product ratios for the IT . .. This may 
be done in the following way. Construct a table with the prespecified 
cross-product ratios and with margins equal to the observed margins, using 
iterative proportional fitting. A simple example of this procedure is giv­
en, when a quasi-independence model may be assumed. In this case for some 
subset I of the cells of the transition matrix independence is supposed to 
hold. For this subset all cross-product ratios are made equal to 1. For 
the remaining cells the cross-product ratios can be chosen equal to 
observed values. This can easily be accomplished (see section 3.2) by set-
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ting up a table with an entry of 1 in each cell of the set I and an entry 
of zero in all remaining cells (see Table 3.16) and then applying iterative 
proportional fitting to fit the margins of the observed table to this ini­
tial table, replacing afterwards the fixed zero entries by the correspond­
ing observed values. 
The resulting "prior" frequencies can then be fed into [3.18] to compute 
the smoothed frequencies. 
5) use the cross-product ratios of another relevant data set to construct a 
table with these cross-product ratios and with margins equal to the 
observed marginal frequencies of the table to be smoothed. Again the 
resulting frequencies ππ . . can then be fed into [3.18] to compute the 
smoothed frequencies. 
With this procedure the smoothed values will not necessarily be monotone 
with the observed values. Zero entries will become replaced by different 
values, proportional with the magnitude of the corresponding expected fre­
quency . 
The fifth approach will be used here. As starting point to derive the "prior" 
probabilities the sum of the transition matrices for all twelve experimental 
conditions is used. It is assumed that the interaction structure of this 
matrix provides the best available estimate of the "true" interaction struc­
ture towards which the transition matrices of each condition are to be 
regressed, according to formula [3.18]. This procedure guarantees, that all 
sampling zeros will be replaced by some small positive number, provided the 
pseudo-prior transition matrix does not contain zero entries. If it does, it 
must be decided whether these are to be taken as random or as structural. 
A second problem is what weight should be given to such a pseudo-prior? In 
terms of formula [3.17], how high should ν be relative to n? Bishop et al. 
(1975, p. 408) provide a rationale to choose an optimal value for v, given ρ 
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and т. Their criterion is the risk function of the estimator [3 16], defined 
as the expected value of the squared distance from the estimates 
ТШ . .р} = nl I ECLjj - p^)1, L^ = LCv.itjj). 13 19] 
The optimal value of v, obtained by differentiating [3.19] with respect to v, 
depends both on the π and on the unknown values of the p. The optimal value13 
of ν may be estimated by replacing the p.. by their maximum likelihood esti­
mates f ./η. In terms of the cell frequencies the estimator of ν may be writ-
n
2
 - I f1 
ν = . [3.20) 
Σ (f . - тт ) г ij ij 
The value of ν will be the larger the better the "prior" frequencies resemble 
the observed frequencies. With perfect fit ν will be » The greater the value 
of ν the greater weight is given to the "prior" frequencies in formula [3 18]. 
The computations were performed by PR0FIT2 (Voeten, 1977). Categories with 
very small frequencies - The teacher rejects pupil expression of feelings 
(6c), Pupil responds to another pupil (8) - were removed by just deleting the 
corresponding rous and columns from the transition matrix. These two catego­
ries were responsible for most of the cells with zero entries in the tran­
sition matrix aggregated over all conditions After removing these two cat­
egories three out of the 225 cells still have a zero frequency (5b"*5c, 5b"*10, 
Sc^lO) In order to get rid of these zeros 0 S was added to all counts in the 
overall transition matrix 
In this development π is assumed fixed a priori, whereas in our application 
it is data-dependent Thus applying [3 20] with our choice of π does not 
have the optimality property considered above But nevertheless it yields 
a reasonable compromise between the maximum likelihood estimate of the ρ 
and the collateral information, thereby reducing the variance of the esti­
mator 
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The transition matrix for each experimental condition was smoothed, distin­
guishing two cases: 
- the complete transition matrix 
- frequencies of self-transitions deleted. 
Expected frequencies were computed for each experimental condition on the base 
of the set of cross-product ratios for the overall transition matrix and the 
observed marginal frequencies of the particular condition. This was done by 
fitting these marginal frequencies per experimental condition to the overall 
transition matrix, by the method of iterative proportional fitting. The value 
of ν was computed according to formula [3.20] and finally formula [3.18] was 
applied, yielding the smoothed transition matrix. 
Table 3.17 presents the values obtained for the weights (1-н) given to the 
pseudo-prior. These weights are generally larger when diagonal frequencies are 
ignored. This is understandable because a potential source of differences 
between conditions has been removed. By way of example Table 3.18 shows the 
observed and the smoothed frequencies for closed lessons in the experimental 
group immediately after training. This is the condition with the largest val­
ue of ν (relative to n) found. All zero frequencies were replaced by some 
positive number. In the transition matrix presented in Table 3.18 for example 
35 out of 225 cells had a zero count. The values that replace these zeros 
vary (rounded to two decimals) from 0.01 (for 5b ·* 10 and 5c •* 10) to 1.52 
(for 5b -• 5b). 
With respect to comparisons between experimental conditions this smoothing 
procedure is conservative, because for all conditions the same interaction 
structure is assumed as a base to compute the pseudo-prior frequencies. Thus 
all adjustments go in a common direction. For example Table 3.18 shows that 
the frequency for the 1~*3 transition has been lowered while the frequency for 
the 1~*4 transition has been raised somewhat. This is so, because the main 
difference between open and closed lessons is in the use of questions of type 
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Table 3.17 
Values of η and ν for the pseudo-Bayes estimator 
of the cell frequencies 
condition 
G L 0 
all 
V 
5711.5 
3255.2 
4958 3 
6547 2 
5869.9 
5790.9 
cells 
(l-w) 
0.13 
0 31 
0.15 
0 15 
0.18 
0 19 
η 
21271 
17303 
16413 
18549 
14757 
14066 
off-diagonal 
cells on 
V 
9310.1 
20972.9 
12165.7 
5726 4 
3833 0 
4232 3 
iy 
(l-v) 
0.30 
0 55 
0 43 
0.24 
0 21 
0.23 
E С 1 
E С 2 
E С 3 
37550 
29517 
27819 
37763 
26163 
24756 
34977 11529.5 0 25 
26803 3945 6 0.13 
26299 6020.0 0.19 
33864 15091 0 0 31 
25029 4224.2 0 14 
25733 6073.9 0 19 
18011 11023.0 
13970 3436 1 
13155 3041 6 
15843 
11395 
11634 
0.38 
0 20 
0 19 
7360.8 0 32 
4915 6 0 30 
4662 6 0 29 
4 ог 3 respectively The expected frequencies to which the observed frequen­
cies of Table 3.18 were shrunk, were derived from a matrix obtained by summing 
over open and closed lessons. The changes introduced, however, are small rel­
ative to the magnitude of the original values. 
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Observed (above) and smoothed (be low) frequencι es 
Experimental group, closed lessons, first past measurenent 
04 5A 5B 5C 6A 6B 7A 76 09 
01 0 
s 
02 0 
S 
03 0 
s 
04 0 
S 
5A 0 
S 
5B 0 
S 
5C 0 
S 
6A 0 
S 
6B 0 
S 
7A 0 
S 
7B 0 
S 
09 0 
S 
10 0 
s 
11 0 
s 
Ζ 0 
s 
8776 
8812.61 
170 
173.64 
133 
125.32 
44.42 
1243 
1226.92 
6 
6.05 
25 
23.77 
153 
148.61 
134 
129.34 
72 
74.61 
16 
19.37 
207 
204.67 
6 
5.79 
274 
265.63 
24 
22.26 
234 
228.58 
190 
191.04 
56 
54.55 
19 
22.69 
218 
214.33 
2 
3.46 
6 
5.62 
33 
32.34 
37 
37.64 
32 
36.15 
18 
19.82 
34 
34.65 
7 
6.54 
76 
74.80 
9 
8.79 
1012 
991.03 
130 
121.13 
504 
492.65 
12 
12.55 
971 
982.18 
0 
1.32 
6 
6.17 
156 
158.63 
29 
35.28 
203 
217.66 
36 
38.89 
61 
60.54 
0 
0.40 
128 
128.44 
3 
4.13 
220 
225.33 
33 
34.35 
13 
10.97 
244 
227.00 
268 
285.50 
1 
1.21 
4 
3.85 
49 
46.85 
19 
18.42 
22 
22.00 
66 
61.76 
13 
13.40 
1 
1.24 
43 
43.92 
1 
1.30 
73 
70.05 
21 
21.61 
19 
22.00 
3 
5.82 
676 
668.89 
0 
0.72 
1 
1.02 
17 
18.55 
9 
9.95 
2201 
2199.71 
675 
678.04 
447 
446.29 
3 
4.01 
37 
35.43 
3 
2.90 
188 
182.13 
19 
18.20 
1 
1.84 
0 
0.61 
105 
102.53 
0 
1.52 
0 
0.26 
3 
3.80 
8 
9.50 
2 
2.94 
3 
2.79 
11 
13.42 
0 
0.24 
17 
17.45 
2 
1.88 
24 
22.16 
1 
1.46 
8 
7.66 
3 
2.89 
5 
5.52 
0 
0.02 
3 
3.22 
2 
1.80 
0 
0.23 
1 
1.11 
0 
0.36 
1 
1.40 
0 
0.04 
2 
2.18 
0 
0.05 
2 
3.43 
4 
3.44 
1 
2.25 
0 
0.35 
54 
55.19 
1 
0.88 
0 
0.10 
55 
58.39 
1 
1.13 
365 
353.88 
95 
96.97 
63 
64.16 
0 
0.63 
4 
4.08 
0 
0.12 
118 
115.39 
25 
28.31 
21 
22.15 
8 
8.74 
38 
38.06 
0 
0.52 
0 
0.14 
9 
8.27 
112 
105.55 
24 
23.56 
9 
9.85 
23 
27.80 
4 
3.43 
44 
41.68 
7 
8.53 
63 
62.61 
136 
138.49 
2344 
2369.13 
6 
5.98 
213 
207.48 
1 
1.14 
4 
3.82 
107 
103.62 
23 
21.30 
278 
265.43 
2 
1.68 
0 
0.49 
0 
0.13 
73 
69.11 
3 
2.59 
30 
29.14 
67 
69.52 
9 
10. 10 
606 
612.09 
131 
130.42 
0 
0.27 
1 
1.33 
42 
40.74 
8 
9.06 
14 
14.88 
424 
413.21 
2 
1.74 
3 
3.41 
32 
32.85 
0 
0.34 
301 
305.82 
32 
30.54 
12 
11 .12 
4 
3.84 
125 
130.84 
347 
340.50 
0 
0.40 
9 
12.05 
14 
16.54 
10 
9.40 
5 
4.80 
546 
535.46 
1 
1.04 
19 
22.31 
3 
3.45 
0 
0.97 
9 
7.77 
0 
0.08 
0 
0.27 
6 
5.84 
0 
0.01 
0 
0.01 
0 
0.40 
1 
1.00 
4 
3.66 
4 
4.82 
5 
5.25 
71 
67.32 
17 
19.42 
0 
0.16 
239 
229.84 
128 
124.55 
130 
121.63 
49 
50.03 
109 
108.42 
1 
1.32 
0 
0.35 
9 
9.69 
38 
39.09 
22 
24.51 
16 
16.07 
6 
10.06 
21 
22.82 
303 
312.08 
4 
4.54 
17.91 
1 
1.96 
5 
4.56 
0 
0.70 
13 
12.89 
0 
0.05 
0 
0.05 
1 
1.25 
7 
5.99 
3 
3.51 
0 
0.58 
6 
5.87 
1 
1.05 
6 
5.62 
32 
30.03 
1 
<g 
00 
H' 
α 
is 
H· 
№ 
rt 
m 
l-ti 
8 
rr 
rt ï 
rr 
H· 
о 
i 
rt 
P. 
Note: О = observed frequencies; S = smoothed frequencies 
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3.4.2. Homogeneous margins fitted to the complete transition matrices 
After smoothing the frequencies the transition matrices were standardized to 
row and column marginal totals equal to 100. 
For the two conditions mentioned in the previous section the results are pre-
sented in Table 3.19. 
Unfortunately, we do not know how to estimate the (asymptotic) variances of 
these numbers, because of the smoothing and the standardization applied.1* 
But, of course these variances will be inversely related to the observed cell 
frequencies. One should therefore hesitate to interpret differences between 
conditions for transitions with a low observed frequency. A case in point is 
the 5b "* 5b transition. From Table 3.19 a rather big difference may be noted 
between experimental and control group for this transition: 6% versus 26%. In 
fact, this is the biggest difference of the whole table. The observed fre-
quencies are 0 (adjusted to 1.52) and 7 (adjusted to 6.34) respectively, while 
the corresponding expected frequencies are 4.91 and 1.82 respectively. The 
difference in the latter two values solely reflects the difference between 
marginal frequencies for the two conditions. With such small numbers differ-
ences between conditions cannot but be small when considered on an additive 
scale, but they may seem big when expressed as percentages. Nevertheless, 
this probably only reflects sampling variability or observer error or some 
other form of nuisance. It may be considered a disadvantage of a representa-
tion like Table 3.19, that these possible instabilities are not apparent. But 
this results inevitably from the attempt to decompose the transition matrix 
into marginal and sequential effects. The very existence of sequential 
effects does imply that some regions of the transition matrix will be only 
sparsely filled. 
1,1
 Jackknifing is a possibility here, for instance by deleting each lesson in 
turn, applying the procedure and then computing the variance of the solu-
tions for each cell entry. This is quite simple in practice, but very 
laborious. 
116 
Removing marginal effects from the transition matrix 
Table 3.19 
adjusted cell frequencies (rounded to integers) 
after fitting homogeneous margins : 
Closed lessons at the first post measurement 
(Experimental group above, control group below) 
1 E 
С 
2 E 
С 
3 E 
С 
4 E 
С 
5а E 
С 
5Ь E 
С 
5с E 
С 
6а E 
С 
6Ь E 
С 
7а E 
С 
7b E 
С 
9 E 
С 
10 E 
С 
11 E 
С 
Ζ E 
С 
41 
42 
10 
11 
2 
3 
2 
5 
6 
25 
23 
3 
5 
3 
2 
β 
β 
4 
2 
9 
14 
7 
5 
9 
12 
2 
2 
3 
2 
5 
4 
2 
2 
8 
8 
5 
6 
3 
10 
10 
8 
β 
14 
11 
1 
1 
19 
22 
1 
2 
5 
3 
18 
16 
4 
6 
6 
6 
2 
2 
4 
4 
0 
1 
7 
6 
1 
2 
4 
5 
6 
5 
7 
1 
1 
33 
34 
12 
14 
2 
2 
7 
8 
12 
10 
5 
3 
1 
1 
9 
8 
2 
2 
1 
0 
5 
4 
1 
0 
5а 
0 
1 
1 
1 
0 
0 
0 
0 
8 
6 
0 
0 
0 
1 
1 
2 
1 
1 
40 
43 
26 
30 
20 
15 
0 
1 
1 
1 
0 
0 
5Ь 
18 
12 
11 
7 
1 
2 
0 
0 
19 
11 
8 
26 
2 
0 
4 
7 
10 
17 
1 
2 
2 
2 
10 
6 
0 
0 
9 
5 
5 
3 
5с 
6 
2 
2 
4 
6 
7 
5 
5 
3 
2 
0 
0 
64 
61 
5 
0 
1 
3 
1 
1 
1 
0 
3 
7 
0 
0 
3 
4 
0 
3 
6а 
0 
υ 
1 
0 
0 
1 
0 
0 
3 
3 
2 
0 
0 
3 
22 
20 
0 
1 
34 
32 
20 
23 
16 
16 
0 
0 
1 
1 
0 
0 
6Ь 
5 
5 
7 
11 
2 
3 
2 
1 
3 
2 
1 
2 
0 
0 
3 
3 
44 
32 
3 
3 
2 
2 
8 
12 
2 
0 
9 
9 
8 
13 
7а 
1 
1 
8 
8 
61 
59 
0 
0 
3 
5 
1 
1 
3 
3 
10 
13 
2 
2 
7 
4 
0 
0 
0 
0 
0 
2 
3 
3 
1 
1 
7Ь 
0 
1 
5 
5 
0 
1 
47 
54 
3 
4 
0 
0 
1 
2 
6 
5 
1 
1 
1 
1 
31 
22 
0 
0 
1 
2 
2 
2 
0 
0 
9 
1 
4 
1 
1 
0 
0 
0 
0 
1 
2 
78 
61 
0 
2 
1 
3 
1 
3 
0 
0 
0 
0 
16 
20 
0 
0 
0 
2 
0 
2 
10 
0 
1 
3 
0 
0 
1 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
1 
0 
1 
2 
2 
3 
3 
0 
82 
90 
7 
1 
0 
0 
11 
5 
5 
16 
13 
7 
6 
6 
2 
4 
5 
1 
1 
1 
0 
2 
4 
9 
10 
1 
2 
2 
2 
1 
2 
S 
2 
34 
46 
2 
2 
Ζ 
2 
3 
1 
6 
1 
1 
0 
0 
3 
3 
0 
3 
1 
0 
1 
4 
6 
5 
1 
1 
0 
1 
4 
5 
2 
0 
3 
2 
74 
64 
Note: Except for rounding errors, both rows and columns sum to 
100. 
A second precaution that should be taken into account, is that cell compari­
sons are not independent of each other. The maximum number of independent 
comparisons that may be made, is equal to the number of degrees of freedom for 
interaction, (m-l)(m-l), which also happens to be the number of independent 
cross-product ratios (formula [3.13]). For instance, the difference for the 
5b~*5b transition noted before will not be independent from the difference 
between conditions with respect to the 5b •* 9 transition. This difference is 
of about the same magnitude, but in the opposite direction. 
Analysis of transition frequencies 
With these precautions taken in mind Table 3.19 presents a well readable 
overview of the sequential relations in the transition matrices allowing an 
easy comparison between conditions. It would be very difficult to obtain the 
sane information directly from the observed counts (Table 3.13) because of 
differing marginal frequencies. 
The information given by Table 3 19 could also be represented in the form 
of a set of cross-product ratios, for instance defined as in formula [3 13]. 
This however necessitates one to choose some basis for comparison. From Table 
3.19 all cross-product ratios that might be of interest may be computed.1' 
A potentially useful device for comparing different transition matrices is 
to compute observed to expected ratios 
R = f" /Ε , [3.21] 
1J if Ij' L J 
uith E given by the assumption that different transition matrices have the 
same interaction structure (i.e. equal cross-product ratios) but possibly dif­
ferent marginal frequencies. This common interaction structure may be esti­
mated in the way indicated in 3 4.1, ι e take the sum of the transition 
matrices and fit the marginal frequencies of each matrix in turn to the matrix 
of sumraated transition frequencies 
The index [3 21] is not useful for illuminating the interaction structure as 
such, but it can be used to establish in what respects the interaction struc­
tures for different experimental conditions differ. 
A drawback in using this index is that wild values may be obtained for cells 
with low expected frequencies For that reason in Table 3 20 /?-values are 
shown only for cells with an expected frequency greater than 25. This is less 
than 0.1 % of the total number of observations in a condition, or to put it 
differently, this is on average still less than one occurrence per lesson. 
Nevertheless a relatively large number of cells is blanked out on this c n -
ls
 An advantage of the use of cross-product ratios is that, except for the 
influence of the smoothing process, estimates of their asymptotic variances 
are easy to obtain (Bishop et al , 1975, ρ 377) 
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Table 3 20 
Observed to expected ratios R (multiplied by 10) · 
Closed lessons at tbe first post measurement 
(experimental group above, control group below) 
1 2 3 4 5a 5b 5c 6a 6b 7a 7b 9 10 11 Ζ 
IE 10 11 10 09 11 11 - - 11 10 11 10 - 11 
С 10 12 10 10 11 10 - - 10 11 - 13 - 11 11 
2 E 10 10 12 09 - 11 - - 08 10 09 11 - 11 
С 13 08 11 11 11 07 - - 08 
3 E 12 11 11 - 17 - - - - 10 - - - 12 
С 13 15 08 10 - - - 10 
4 E 10 07 - 09 10 - - 10 
С 06 - - 14 12 - - 03 
5a E 10 10 10 09 10 11 - 10 10 11 10 09 - 10 
С 10 09 11 09 07 08 - 08 08 15 11 09 - 10 
5ЬЕ 1 0 - - -
C 1 0 - - -
5cE 
С 
6a E 11 10 10 11 - - - 09 - 11 11 
С 10 - 09 - - - - 08 - 14 
6Ь E 11 10 07 12 - - - - 09 
С 09 13 11 08 - - - - 10 
7a E 09 08 09 - 10 - - 11 - 11 - - - 08 
С 10 08 09 07 11 - - 10 12 06 - - - 09 
7b E 07 - 09 12 10 - - 10 - - 11 
С - - - 11 - - 11 - - 07 - - - -
9 E 10 10 10 - 10 - - 10 07 - - 10 
С 14 - 11 - 09 - - 12 13 - - 08 - - -
10 E 11 0 8 -
c 
11 E 11 10 10 10 11 - - - 11 11 09 08 08 09 
С 10 09 09 - 04 - - - 11 10 - 11 - 11 
ZE 12 
С 13 07 
Note Observed to expected ratios are shown only for cells with 
ал expected frequency greater than 25. 
tenon. As the expected frequencies are defined here, low expected frequen­
cies follow from two sources 
- low marginal frequencies (especially categories 5c and 10) 
- strong sequential effects (e g Sb-*^) 
Presented in this way the difference between experimental conditions noted for 
category 5b in Table 3 19 now has disappeared 
From Table 3 19 it is clear that the interaction structure is much alike in 
both conditions. Recall that these were the conditions with relatively the 
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highest and the lowest value of \> (see Table 3.12). The Pearson product 
moment correlations between the standardized matrices for the 12 conditions 
run from 0.93 to 0.99. Thus, it may be concluded that the differences between 
experimental conditions reside mainly in the marginal frequencies. If these 
marginal effects are removed then the first order sequential relations appear 
to be highly similar. This is confirmed by the tf-values in Table 3.20 which 
are, with few exceptions, mostly close to 1. From the standpoint of evaluat-
ing the teacher training this conclusion is somewhat disappointing, because it 
means either that the training did not bring about changes in the organization 
of the process of teaching, or that the process of observation was not sensi-
tive enough to detect such presumed changes. As a caveat to this conclusion 
it must be added, that so far only first order transitions have been examined. 
This gives a sufficient description of the data only if the data satisfy the 
Markov property. 
3.4.3. Homogeneous margins fitted with sel f-transit ions excluded 
For most categories high frequencies are obtained for self-transitions. Table 
3.21 presents the results for the same experimental conditions as shown in 
Table 3.19 with diagonal frequencies blanked out. 
The strongest sequential relations are summarized in Table 3.22. Included are 
the relations for which the standardized frequency in most conditions exceeds 
10 (for off-diagonal cells after fixing the diagonal frequencies). 
Differences between conditions are partly due to the difference between open 
and closed lesson conditions (mainly reflected in the use of type 4 or type 3 
questions) and partly to instabilities occurring with behavioural categories 
that have low marginal frequencies. Our method does not allow us to formulate 
firm conclusions on sequential relations involving these latter categories. 
Tables 3.19 and 3.21 reveal largely the same sequential relations as were dis-
cussed in the previous section. 
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Table 3.21 
Adjusted transition frequencies (rounded to integers) 
after fitting homogeneous margins (off-diagonal cells only): 
Closed lessons at the first post measurement 
(E = experimental group, С = control group) 
1 
2 
3 
4 
5a 
5b 
5c 
6a 
6b 
7a 
7b 
9 
10 
11 
ζ 
ε 
с 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
E 
С 
1 
* 
* 
7 
9 
2 
3 
2 
1 
13 
13 
1 
1 
24 
13 
10 
11 
11 
8 
1 
1 
1 
1 
a 8 
3 
12 
β 
11 
10 
9 
2 
7 
6 
* 
* 
3 
4 
4 
3 
7 
6 
3 
3 
18 
26 
7 
5 
11 
11 
2 
1 
3 
1 
4 
3 
10 
13 
7 
8 
13 
10 
3 
15 
13 
8 
7 
« 
* 
1 
2 
17 
19 
1 
2 
11 
6 
19 
18 
6 
7 
6 
4 
3 
2 
4 
3 
0 
6 
6 
8 
4 
4 
4 
10 
10 
6 
9 
1 
1 
* 
A 
14 
16 
1 
3 
18 
24 
15 
14 
β 
5 
2 
1 
11 
β 
2 
2 
3 
1 
6 
6 
3 
1 
5a 
1 
1 
1 
1 
1 
0 
0 
0 
* 
* 
0 
0 
1 
2 
2 
2 
1 
1 
38 
37 
31 
29 
19 
17 
2 
β 
1 
1 
2 
1 
5b 
22 
18 
9 
В 
1 
2 
1 
0 
14 
12 
* 
* 
6 
2 
4 
8 
13 
22 
1 
1 
1 
1 
7 
6 
2 
2 
7 
8 
12 
9 
5с 
19 
7 
7 
β 
14 
14 
12 
16 
6 
5 
1 
0 
* 
* 
12 
1 
4 
7 
2 
1 
2 
1 
6 
13 
3 
2 
7 
11 
4 
15 
6а 
0 
0 
1 
1 
0 
1 
0 
1 
4 
4 
1 
0 
1 
10 
* 
* 
1 
2 
39 
32 
29 
25 
18 
20 
4 
3 
1 
2 
1 
0 
6Ь 
8 
7 
9 
11 
3 
4 
3 
2 
3 
2 
2 
4 
2 
1 
4 
4 
* 
* 
3 
2 
3 
2 
8 
11 
11 
3 
9 
13 
33 
34 
7а 
1 
1 
8 
6 
64 
52 
0 
1 
3 
4 
0 
1 
6 
6 
10 
12 
3 
2 
* 
* 
0 
0 
0 
0 
0 
13 
3 
3 
2 
1 
7Ь 
1 
1 
7 
4 
1 
1 
67 
68 
3 
3 
0 
0 
4 
4 
7 
5 
2 
1 
1 
0 
* 
Vf 
0 
0 
4 
13 
2 
2 
1 
0 
9 
3 
5 
1 
1 
0 
0 
0 
0 
2 
2 
86 
77 
1 
4 
1 
3 
2 
3 
0 
0 
0 
0 
* 
* 
1 
0 
1 
2 
2 
4 
10 
1 
16 
16 
4 
0 
6 
1 
1 
3 
1 
0 
0 
1 
1 
3 
2 
5 
2 
3 
15 
12 
25 
12 
4 
* 
* 
35 
19 
7 
4 
11 
6 
9 
15 
17 
7 
9 
7 
4 
3 
6 
1 
1 
2 
1 
2 
5 
11 
16 
1 
2 
2 
2 
1 
2 
34 
18 
* 
* 
7 
8 
Ζ 
8 
8 
5 
13 
4 
3 
2 
1 
6 
7 
1 
9 
4 
1 
5 
9 
22 
15 
3 
2 
2 
3 
10 
11 
23 
9 
7 
7 
* 
* 
Note: Except for rounding errors, off-diagonal cells in each row 
and column sum to 100. 
Summary of sequential relations 
Giving information is likely to be continued. When a change is made to another 
category it is either a change to another form of teacher initiative (a ques­
tion) or an initiative of some pupil is allowed or consented to (5b). The 1 -* 
5c relation is probably just a manifestation of the likelihood for a lare 
behaviour to occur in the neighbourhood of a very frequently occurring behav­
iour. 
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Table 3 22 
Suamary of sequential relations 
preceding act 
A teacher initiative 
giving information (1) 
giving directions (2) 
narrow question (3) 
broad question (4) 
В teacher reaction 
accepting ideas (Sa) 
accepting behaviour (5b) 
accepting feelings (Sc) 
rejecting ideas (6a) 
rejecting behaviour (6b) 
С pupil response 
predictable response (7a) 
unpredictable response (7b) 
D pupil initiative 
towards teacher (9) 
towards other pupil (10) 
following act 
SB 
SC 
3 
4 
11 
7a 
7b 
3 
4 
5b 
1 
9 
1 
2 
4 
3 
4 
1 
7a 
2 
11 
5b 
1 
Ζ 
5a 
6a 
5a 
6a 
10 
5a 
6a 
10 
11 
Ζ 
accepting pupil behaviour 
accepting pupil feelings 
narrow question 
broad question 
(open lessons only) 
pause 
pupil answer 
pupil answer 
narrow question 
broad question 
accepting pupil behaviour 
giving information 
pupil initiative towards 
teacher 
giving information 
giving directions 
broad question 
narrow question 
broad question 
giving information 
pupil answer 
(closed lessons only) 
giving directions 
pause 
accepting behaviour 
giving information 
confusion 
accepting ideas 
rejecting ideas 
accepting ideas 
rejecting ideas 
pupil initiative 
accepting ideas 
rejecting ideas 
pupil initiative 
pause 
confusion 
E other 
pause (11) 
confusion (2) 
10 pupil initiative 
6b rejecting behaviour 
2 giving directions 
Removing marginal effects from the transition matrix 
Giving directions is not strongly associated with other categories Δ fre­
quently occurring event is that after a direction is given a (short) pause 
follows 
Asking a question is usually followed by a pupil answer or by a continuation 
(or repetition) of the question The latter happens more often with broad 
questions (4) than with narrow questions (3) 
Accepting (5a) or rejecting (6a) ideas of pupils is associated with pupil 
answers and with pupil initiative touards the teacher These appear to be 
rather strong relations The categories following 5a or 6a are usually forms 
of teacher initiative A difference between 5a and 6a is, that 6a is more 
likely to be continued Perhaps it takes more time to criticize a pupil answer 
than to express approval A second difference is, that in closed lessons a 
positive association is found between 6a and 7a Probably, a pupil tries again 
after rejection of the previous answer 
Accepting pupil behaviour (5b) appears to have the function of allowing pupil 
initiative directed to the teacher 
Rejecting behaviour (6b) seems primarily to be related to disciplinary prob­
lems This category is likely to be followed by 2, 11 and Ζ But also 5b is to 
be considered a successor of 6b, probably meaning that some pupil initiative 
is allowed that might be associated with the previous rejection of behaviour 
Pupil answers to teacher questions (7a and 7b) are mostly followed by a teach­
er reaction (5a or 6a) The main difference between 7a and 7b is that the lat­
ter is likely to be continued in the following time interval 
Pupil initiative towards the teacher (9) is likely to be continued into the 
next observation interval or it is followed by a teacher reaction (5a or 6a) 
Because pupil answers to another pupil (β) were deleted from the transition 
matrix pupil initiative towards another pupil (10) is primarily related to 
category 11, which in this context might mean a switch to another pupil speak­
ing 
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A period of confusion is likely to lead to 6b (rejecting behaviour) or 2 (giv­
ing directions), measures taken by the teacher to restore order in the class­
room. 
3.5. Discussion 
The analysis of first-order transition frequencies is a commonly used proce­
dure for analysing sequences of behaviour (Bakeman, 197Θ; Colgan, & Smith, 
1978, Fagen & Young, 1978; Slater and Ollason, 1972). The method assumes that 
the transition probabilities are stationary, ι e that they do not change 
with time and that the successive behaviours for each observation period form 
a first-order Markov chain This means that anywhere in the interaction 
sequence, the probability that category J will occur depends only on the pre­
ceding category ι and not an any other previous category in the sequence, nor 
on the time elapsed since the start of the process (or of the observation 
period). Only under these conditions does the analysis of first-order tran­
sitions provide a sufficient description of behavioural sequences. 
If stationarity holds, but the Markov property does not hold, then the analy­
sis reported in this chapter may be seen as a zeroth and a first-order approx­
imation to the data In that case the analysis may be considered as an ade­
quate procedure for elucidating sequential patterns, but care should be taken 
in making inferences about sequential dependencies involving sequences con­
sisting of more than two steps. 
The assumption of stationarity presents a still more fundamental issue If 
stationarity does not hold, uhich in the study of behaviour might be the rule 
rather than the exception (Bekoff, 1977, see chapter 5), the results of 
sequence analysis are difficult to interpret There are in general two ways to 
deal with this problem. The first one is to distinguish between a latent and a 
manifest level and to assume a stationary stochastic process at the latent 
level Non-stationanty at the manifest level is then considered a nuisance, 
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which is theoretically uninteresting. The second way is to avoid making 
assumptions that are difficult to satisfy. The analysis in sections 3.2 
through 3.4 may be seen as an attempt to detect significant transitions by 
analysing separate cells of the transition matrix. This procedure will not 
give a picture of the complete transition structure of classroom discourse. 
Lacking a specific and precise theory about classroom communication, testing 
separate cells of the transition matrix provides a rough method for identify-
ing stable patterns. The analysis revealed, largely in agreement with what 
could be expected, those behaviours which are likely to succeed one another. 
From the plausibility of the sequential patterns identified, it may be con-
cluded that the method worked well. 
By these results differences between the experimental conditions can be exam-
ined. Transition matrices for different experimental conditions may easily be 
compared by separately comparing the marginal frequencies, the diagonal fre-
quencies, and off-diagonal frequencies adjusted by fitting uniform margins. 
It appears that the experimental conditions differ mainly in marginal rates of 
some behaviours. Especially, there are clear differences between open and 
closed lesson conditions in the form of teacher questions, showing a higher 
rate of broad questions (category 4) in open lessons. An influence of the 
training is seen in increased speaking time of pupils, and in an increase of 
indirect teaching behaviour at the expense of direct teaching behaviour. After 
teacher training the marginal distributions become somewhat less skewed, a 
change that may be interpreted as increased flexibility, but the effects are 
very small. Apart from these slight differences in marginal rates, no impor-
tant differences between experimental conditions could be found, especially 
there is no evidence that the sequential structure of teacher-pupil interac-
tion is related to differences between experimental conditions. 
If stationarity does not hold the results of the analysis are some unknown 
amalgam of time-varying transition rates. The stability of the results may be 
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probed further by dividing the observation period into two or more parts and 
computing transition matrices for each part (chapter 5). 
Another objection to the analysis performed here, is that data from differ-
ent sources (different teachers, different students, different lessons) were 
massed together This works well only if the sequential relations between 
behaviours are about the same for all individual lessons. A few outlying les-
sons or teachers might lead to significantly deviating cells in the aggregated 
matrix We may assume that, in terms of the VICS categories, the sequential 
organization of teacher-student interaction remains the same in all lessons, 
if differences in marginal frequencies and differences in frequencies of self-
transitions are taken into account Nevertheless it is still to be expected 
that aggregation will produce more significantly deviating transitions than 
would be the case when variation between individual lessons were taken into 
account This will especially be the case for relatively rare transitions that 
occur only in some of the lessons However, m the analyses reported here only 
transitions that exceeded the frequency to be expected under 
(quasi-)independence, were considered as stable patterns Individual differ-
ences will be treated further m chapter 5 
The transition matrices are extremely skewed Not only do the marginal fre-
quencies differ greatly among themselves, but the transitions between behav-
iours occur with greatly different frequency This is especially apparent from 
section 3 3, where the effect of differing marginal frequencies has been 
removed After this adjustment the transition matrices are still highly 
skewed This is of course what is to be expected when strong sequential 
effects exist A large number of possible transitions is observed only very 
rarely or does not occur at all This provides problems for applying the usual 
contingency table methods (chi-square, log-linear models) to this kind of 
data Setting up multidimensional contingency tables, for instance preceding 
behaviour by follouing behaviour by experimental condition (or by teacher) 
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will probably lead to a bad fit for all unsaturated models. This was another 
reason for aggregating the data per experimental condition and looking for 
patterns on the base of standardized residuals (cf. Colgan & Smith, 1978, p. 
169-172). 
A problem with using standardized residuals is that they are not indepen-
dent of each other. One extreme cell can influence expected values for other 
cells in such a way that it is no longer possible to draw valid conclusions 
about these other cells. A case in point is the high frequency in the 1"*! 
cell. The solution to this problem as applied here, was to fix the frequency 
of such cells and to compute estimated expected frequencies under the model of 
independence for the remaining cells. The difficulty with this approach is 
that the results may depend on the order in which cell frequencies are fixed. 
The strategy followed here, was to find subsets of transitions with positive 
standardized residuals. The subsets were chosen in such a way that transitions 
that appear to belong to the same pattern are taken together. 
The patterns identified may also be read from the transition matrices after 
fitting homogeneous margins. The transitions involved in these patterns all 
have large adjusted frequencies (Table 3.14, 3.16 and 3.17). There are some 
other large values as well for rare behaviours (e.g. 5c), resulting from very 
small differences in absolute frequency. These may have been produced by the 
aggregation of different lessons. 
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GEOMETRICAL REPRESENTATION OF ASYMMETRIC TRANSITION MATRICES 4 
Methods aimed at visualization of data are important tools for data analysis. 
Recordings of behavioural sequences usually produce enormous quantities of 
data. Consequently reduction will be necessary to come to grips with the 
information contained in the data. 
A sizable reduction of data is achieved by aggregating - if appropriate - over 
different observation sessions and by summarising sequential data in the form 
of two-way tables (transition matrices). In the previous chapter methods of 
contingency table analysis have been applied to transition matrices. 
Though the transition matrix often will not provide a sufficient descrip­
tion of the sequences, it remains an important tool for the analysis of 
sequential data. For that reason we will discuss in this chapter other data 
analysis techniques applicable to transition matrices. In particular, methods 
to construct a visual representation of transition matrices will be proposed. 
These methods will be applied to the same matrices already analysed in the 
previous chapter. 
The purpose of visualization is to enhance the ability to discern patterns 
exhibited in the data and to provide efficient ways for communicating the 
results of a study. Moreover, it is possible that a plot will suggest hypoth­
eses for further study. 
There are several possible ways of visualizing data (Everitt, 197Θ; Bar-
nett, 1961) applicable to transition matrices, for example factor analysis, 
principal component analysis, principal coordinate analysis (Gower & Digby, 
1981), the biplot technique (Gabriel,1981), cluster analysis and (non-metric) 
multidimensional scaling. 
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Most of these techniques require a symmetric measure of similarity between 
objects, whereas transition frequencies usually are asymmetric, that is, f, t 
ƒ. (Jtj) These asymmetries probably even form the most interesting aspect 
of the data, because sequential patterns often are the researcher's main focus 
in analysing transition matrices In the following transition frequencies 
will be interpreted as asymmetric similarities 
4 1 Some preliminary considerations about applying ordination techniques to 
asymmetric data 
Types of asymmetry 
From a statistical point of view, taking independence as a baseline, one can 
distinguish several forms of asymmetry for pairs of behavioural categories 
The frequency of the transition ι •* j may be significantly higher than expect­
ed from independence, or it may be significantly lower, or it does not deviate 
significantly from what is to be expected in case events ι and j are statisti­
cally independent For the transition j "*" i the same three possibilities 
exist In combination nine cases may thus be distinguished encompassing three 
types of symmetry and three types of asymmetry (Table 4 1) 
The positive form of symmetry may be interpreted as indicative of common cau­
sal factors (Blurton Jones, 1968), for example motivational tendencies, where­
as the cases of asymmetry may be interpreted as evidence for sequential 
effects 
The negative form of symmetry (i e , transitions being significantly rare in 
both directions) exists in our data for behaviours that are in a certain situ­
ation available as alternative choices for the teacher, like two types of 
questions (3 or 4) and two types of reactions to ideas produced by a pupil (5a 
or 6a) 
A positive sequential effect means that one behaviour helps to bring about 
another, that is, the occurrence of one behaviour at time t enhances the like-
130 
Asymmetric data 
Table 4.1 
Types of symaetry and asymmetry 
j + i 
+ 0 
symmetry 
1 
2 
1 
Independence 
3 
2 
3 
symmetry 
lihood of the occurrence of the other behaviour at time t + 1. Because at any 
moment, only one behaviour can be observed, the existence of strong positive 
sequential relations will lower the likelihood of occurrence in a given situ­
ation for other behaviours, possibly producing significantly rare transitions. 
If P(Bt+1=J\Bt=i) is high and P(B +.=k[B =i) is significantly lower than 
expected from chance alone, then whatever causes i to be followed by j at the 
same time inhibits к to occur immediately after i. Sequential patterns with 
length greater than two will contain pairs of behaviours that have asymmetri­
cal relations, usually of the types 1 and 2. Behaviours that are symmetrical­
ly related ordinarily do not appear together in the same sequential pattern. 
"Positive symmetry" though, might arise also from a high frequency of alterna­
tion between two behaviours. Equating symmetric relations with common motiva­
tion and asymmetric relations with sequential dependencies is to be considered 
an interpretation that might or might not be true in particular cases. In 
addition, the possibility of delayed sequential effects must not be neglected 
(see chapter 6). 
TVo forms of similarity 
In general, two different approaches in defining similarity on the base of 
transition frequencies may be distinguished. In the first approach two behav-
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iours are regarded as similar if they are likely to be temporally (or sequen-
tially) contiguous. Only the frequency of transition from i to j and from j 
to i is used to define the similarity between behaviours i and j , a high fre-
quency indicating that i and j are in some sense similar (cf. 4.4). Thus the 
similarity between two behaviours depends upon the direction in which it is 
measured. An obvious way to make things symmetric is to take the mean of the 
two corresponding transition frequencies. To the extent sequential effects 
exist in the data, this would mean throwing away important information. 
In the literature on multidimensional scaling and cluster analysis there are a 
few attempts to deal with asymmetric similarities of this type (Borg, 1979; 
Bree et al, 1978; Constantine & Gower, 1978; Coombs, 1964; Cunningham, 1978; 
Gower, 1977; Holman, 1979; Lingoes, 1973; Möbus, 1979; Roskam, 1968, 1977; 
Spence, 1978; ТоЫег, 1976; Tversky, 1977; Young, 1975). I will return to 
some of these in the sequel. 
The second approach consists of defining some measure of profile similarity 
(e.g. a correlation coefficient). This is a measure of how similar the pro­
file of frequencies of behaviours following (c.q. preceding) i is to the pro­
file of frequencies of behaviours following (c.q. preceding) J. 
This approach always produces a symmetric matrix of similarity coefficients, 
but if the transition frequencies are asymmetric, the two matrices based on 
following, c.q. preceding behaviours will be different. So two solutions will 
be obtained, a "preceding" and a "following" solution. In the first case two 
behaviours are "similar" if they give rise to similar patterns of behaviour. 
In the second case two behaviours are "similar" if they are brought about by 
similar patterns of behaviour. In both cases behaviours are regarded as simi­
lar if they appear in similar sequences. 
This procedure is sometimes followed to analyse transition matrices by means 
of factor analysis (Wiepkema, 1961, cited in Hutt & Hutt, 1970), with the aim 
to explain the course of behaviour in terms of underlying motivational states. 
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If two behaviours show similar relations with other behaviours they are con-
sidered to share a common cause. Putting aside the question whether this 
would provide an adequate model of behaviour (Andrew, 1972, Slater & Ollason, 
1972), it is clear that the "preceding" and the "following" solutions will 
differ as a consequence of any existing sequential effects Factor analysis 
then will not be able to account for these sequential effects. 
Sources of similarity 
Behaviours may be temporally associated because of common causation (motiva-
tionally or by common environmental stimuli), or because one generates the 
other m some way, or because both mechanisms are operative (Slater & Ollason, 
1972) The first mechanism will produce symmetry in the similarities, the sec-
ond will usually result in asymmetry, but may also lead to both forms of sym-
metry discussed above (i e , behaviours generating each other, and behaviours 
which are linked as "competitors" to the same sequential pattern) 
So, different meanings may be attached to the concept of "similarity" as 
applied to sequential data. In this context similarity is based on temporal or 
sequential associations between behaviours The causes of these temporal 
associations, however, cannot be determined from observational data alone 
In this chapter the discussion is limited to transitions between two points 
in time One could apply the similarity concept also directly to the sequenc-
es of behaviours themselves (Guttman, Lieblich & Naftali, 1969, and Golani, 
1973, do this in using multidimensional scalogram analysis) Alternatively, 
instead of studying direct temporal associations between behaviours, one could 
study similarities (correlations) of frequencies of behaviours within a series 
of time units (Slater, 1973) 
Here we focus on direct associations between behaviours to highlight sequen-
tial patterns in the data For that purpose, similarity is best defined 
directly on the transition frequencies themselves. 
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4.1.J. Sow to account for asymetry? 
With special reference to sequential data, asymmetry of similarities may be 
viewed in four different ways (cf. Roskam, 1977, p. 213): 
1. asymmetry (or, m this case better, nonsynmetry) might be nothing more 
than random deviations from symmetry. 
2. asymmetry may have been caused by differing marginal frequencies. 
3. the behaviours corresponding to the rows and columns of the transition 
matrix may be considered substantively different, "preceding behaviour" 
and "following behaviour", that is, the same behaviours play two differ­
ent roles. 
4. asymmetry is considered an inherent quality of the similarity, because 
one behaviour tends to generate another. 
For transition frequencies all four points of view may be relevant simultane­
ous ly. 
If only the first two points apply, one may correct for it in the first case 
by averaging and in the second case by removing marginal effects from the 
data, and proceeding as if the corrected similarities were symmetric (i.e., 
average corresponding entries above and below the main diagonal). 
In chapter 3 marginal effects were removed by fitting homogeneous row and col­
umn margins to the transition matrices. In this chapter too analyses will be 
presented with and without adjusting for marginal effects. It is not clear 
from the start that marginal effects should always be removed before applying 
an ordination technique 
In cases where only some or all of the first three conditions are present, 
the asymmetric transition frequencies may be thought to have arisen from 
underlying symmetric "similarities" 
From the third point of view one would consider the data matrix as a condi­
tional similarity matrix, ι e the similarities are only comparable within 
rows of the matrix The matrix of transition probabilities might be viewed in 
this way. The model used to analyse the data could be completely symmetrical, 
for instance a Euclidian distance model (Coombs, 1964; Coombs, Dawes S Tver-
sky, 1970) It is equally valid however to consider the transition frequen-
134 
Asymmetric data 
cies as "column-conditional similarities". Within a column one can compare 
the frequency of transitions leading to a particular target behaviour. So, a 
transition matrix may be regarded as a biconditional proximity matrix (Orth, 
1980). ' Orth asserts, that given biconditionality the following three axioms 
concerning the (dis)similarities are sufficient for the existence of a metric: 
1. minimality (positivity); 
2. order-equivalence of rows and columns; 
3. transitivity within columns; 
The first axiom says that within any column and within any row the frequency 
of a self-transition is greater than any of the other transition frequencies 
within the column, or within the row. This will in general not be true for 
transition matrices and it is certainly not true for our data. One can easily 
make it true, however, just by excluding self-transitions; an action which is 
recommendable anyhow for different reasons (cf. Slater, 1973; and chapter 3). 
Axioms 2 and 3 are of greater importance. Detecting violations of them in the 
data might in itself be a useful exercise for exploring the nature of asymme-
tries. Axiom 2 asserts that the (dis)similarity ordering in any column must 
coincide with the ordering in the corresponding row. Axiom 3 requires tran-
sitivity to hold within columns. Axioms 2 and 3 taken together imply tran-
sitivity within rows as well. The results of the analysis reported in chapter 
3 imply that these conditions are violated in our data in important ways, 
mainly because of the question ~* answer ~* reaction pattern. For instance the 
frequency of 7a •* 5a is greater than the frequency of 7a •* 3. Now order-
equivalence of rows and columns requires in the column of 7a the following 
relation to hold: the frequency of 5a "* 7a is greater than the frequency of 
3 ·• 7a. The latter is clearly not the case, because a teacher question tends 
to be followed by a pupil answer and a pupil answer by a teacher reaction. 
Similar ideas were formulated earlier by Lingoes. He used the term "semi-
unconditional comparability" (Lingoes, 1977, p. 283). See also section 
4.2.1. 
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If one nevertheless wants to analyse transition matrices by a (synmetnc) 
distance model, then there appear to be two possibilities. Two m general 
different solutions might be produced, one row-conditional and the other 
column-conditional. Alternatively, like in multidimensional unfolding, each 
behaviour might be represented as two points in the same space, reflecting the 
two different roles each plays.1 The distance between the two points then por­
trays the asymmetry. Gower (1977) shows that this makes sense in the case of 
one set of confusion data, namely Rothkopf's well-known Morse-code data.1 For 
transition matrices however the direction of the asymmetry is of crucial 
importance. And that is what the multidimensional unfolding solution passes 
by. 
The fourth consideration above (p. 13A) implies that the model used should 
adequately reflect the asymmetry, as far as it is inherently important. In 
case of transition frequencies asymmetry likely may result from a tendency of 
one behaviour to generate another. Therefore asymmetry is not only a quality 
of the data, it should be a quality of the model as well Hence a method of 
mapping is needed that adequately expresses the amount as well as the direc­
tion of asymmetry. 
For transition frequencies all these considerations could be relevant The 
most important point however is that a model should be chosen that includes a 
representation of the sequential dependencies presumably existing in the data. 
Possible models for asymmetric data may be divided into two groups: 
1 models assuming that the data are decomposable into a symmetrie and an 
asymmetric part which, consequently, may be analysed separately (Borg, 
1979; Cunningham, 1978, Holman, 1979, Mobus, 1979, Tobler, 1976 and the 
canonical analysis of skew-symmetry discussed in Constantine & Gower, 
1978 and Gower, 1977, Gower Ь Digby, 1981) 
2
 With the biplot technique (Eventt, 1978, Gabriel, 1981) a tuo-dimensional 
map may be produced, representing for instance antecedent behaviours as vec­
tors from the origin and consequent behaviours as points. 
3
 Mobus (1979) analysed these data by a vector field approach similar to the 
procedure adopted here in section 4 5 
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2. models that treat the data as if the symmetric and asymmetric aspects 
are inseparable, for instance the compensatory distance model (Roskam, 
196Θ), and the asymmetric distance model (Young, 1975). 
We will follow the first approach, but contrast it with an application of 
Young's asymmetric distance model (section 4.4). 
The most simple model for a decomposition of transition frequencies into a 
symmetric and an asymmetric component is one which treats the asymmetric com­
ponent as random error. Examples of this are the symmetry model and the 
quasi-symmetry model presented in the form of a log-linear model by Bishop et 
al. (1975, eh. 8). The difference between these two models is that the first 
one assumes "marginal homogeneity", which means that for all behaviours the 
sum of the expected frequencies under some model for row i equals the sum of 
expected frequencies for column i. This in general applies for transition 
matrices, because rows and columns of a transition matrix refer to the same 
behaviours. Differences between row and column margins are caused only by end 
effects. In counting first-order transitions the first and the last behaviour 
in a series can serve as antecedent or consequent behaviour only, whereas all 
other behaviour instances play both roles. These end effects can be neglected 
if the number of observation sessions on which the table is based is small 
relative to the number of observations per session. So, in general for tran­
sition matrices the quasi-symmetry model is not relevant. 
If E,, denotes the expected frequency of the transition from i to j , then one 
way to formulate the model of symmetry is (Bishop et al., o.e., p. 282-283). 
log Ец = μ + v 1 ( i ) * V1(j) * V12(iJ), [4-1] 
with the restrictions 
bl(ij) = V12(ji) f o r a 1 1 i a n d J 
\ І; = \ vi2(ij) ' 0-
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Onder this model the maximum likelihood estimates of the expected transition 
frequencies* are simply obtained by (Haberraan, 1979, ρ 489) 
E = i(f + f ) , [4.2] 
where, as before, / denotes an observed transitional frequency 
This provides some rationale for the frequent practice to use [4 2] for symme­
trizing similarités Also, the residuals 
E , = f -E = i ( í - / ; 
ij ij JJ ij Ji 
may be thought to represent the asymmetric component of the data Note that 
E = E. and consequently E = -E Hence the residuals from the symmetry 
ij Ji ч ' Jl ij 
model are skeu-symmetric 
The development above suggests that a model for asymmetric transition frequen­
cies may be constructed by modelling the skeu-symmetric component of the tran­
sition frequencies This approach will be followed in the sections 4 2 and 
4 3 
Asymmetry is to be considered an inherent quality of transition matrices 
This means that in visualising a transition matrix the direction as well as 
the amount of asymmetry should be adequately represented 
Procedures for symmetrizing transition matrices may be useful for a separate 
analysis of the "symmetric part" and the "asymmetric part" (i e the devia­
tions from symmetrj) of a transition matrix Sometimes it may be sensible 
first to test for symmetry Bishop et al (1975) present three ways to formu­
late the symmetry hypothesis as a log-linear model One of these was repro­
duced here as formula [4 1] Slater and Ollason (1972) apply the Wilcoxon 
matched pairs test to test symmetry separately for each pair of behaviours If 
the data do not deviate significantly from symmetry, then one could symmetrize 
the transition matrix and apply some ordination technique to the symmetrized 
matrix 
k
 For practical reasons expected frequencies and their estimators are denoted 
here by the same sjmbol E 
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Removing marginal effects could help in making the matrix more symmetrical 
(Roskam, 1977, p. 211-213), but it may as well magnify asymmetry. Moreover, 
different ways to remove marginal effects may have different consequences. 
4.1.2. Representation by discrete models versus geometric representation 
Most approaches to analyse similarity data assume that objects (in our case 
behavioural categories) can be embedded as points in some coordinate space, 
representing the observed dissimilarities as distances between points. The 
geometric approach may be contrasted with a representation in the form of some 
discrete structures like clusters, graphs, trees, or set-theoretical rela-
tions. 
Advantages of a spatisl representation are that the asymmetric aspect can 
be introduced in a natural way as facilitation or conversely as impedance of 
movement in particular directions in space (Borg, 1979; Gower, 1977; Möbus, 
1979; Tobler, 1976) and that there is no need to choose between possible clas-
sifications of the behaviours. In the case of VICS all behavioural categories 
should be looked upon as separate entities. There is no want or need for 
aggregating them. A spatial representation is adequate if at least some of 
its characteristic relations have an interesting interpretation in terms of 
the particular domain of research. For transition frequencies these are in 
the first place the concepts of "point", "route", as the connection between 
two points, and "direction". Directions in space may be displayed as vectors, 
arrows of a particular length pointing in a particular direction and attached 
to a point in space that represents a behaviour (Borg, 1979; Möbus, 1979; 
Tobler, 1976).' With regard to classroom communication the vectors represent 
facilitation or inhibition of ways in which the interaction process develops 
in time. 
* Möbus (1979) links this idea to Lewin's field theory, in which psychological 
forces are represented by vectors, analogous to physical vector fields. 
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However, such a spatial representation may have implications to which no clear 
interpretations in the psychological or educational theory can be given For 
instance, the continuity of the space might be at odds with the discrete 
nature of the data The idea of a continuous space should not be stretched 
too far as a model of classroom communication It is only to be seen as a 
convenient way to obtain an informative picture of the transition matrix 
The requirements for mapping the data into a metric space will often not be 
fulfilled when dealing with transition frequencies Violations of metric axi­
oms have led some authors to abandon distance models in favor of discrete 
structures (Cunningham, 1978, Sattath & Tversky, 1977, Tversky, 1977) In 
these models each behavioural category is represented as a node in some graph 
with the links between the nodes reflecting the observed proximities The 
arguments and solutions proposed in these studies houever mainly concern judg­
mental data on similarity Whether or not these are applicable to transition 
matrices is a matter for investigation The appropriateness of distance mod­
els or tree structures cannot be decided in general 
A discrete structure that suggests itself for transition data is the directed 
graph A transition matrix may be represented as a directed graph by repre­
senting the behaviours as nodes on the graph and joining nodes ι and j by a 
line directed from ι to j if and only if the frequency of the transition ι •* j 
exceeds some predetermined threshold value (see 2 3) 
Several variants on this procedure have been used in analysing sequential data 
(see Sustare, 1978) This procedure results in a visualization of the tran­
sition matrix from which the sequential patterning is easily recognized The 
graph may be defined directly on the set of behavioural categories without 
imposing any further structure on the categories 
Another structure frequently contemplated for behavioural observations is a 
hierarchy, or tree (i e a connected graph without cycles) In ethology, the 
idea that behaviour is hierarchically organized (cf 1 1 ) , is sometimes even 
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given the status of a basic principle in the explanation of behaviour (Daw-
kins, 1976). Whatever theoretical significance may be attributed to the hier-
archy concept, at least it is a convenient way for classifying behaviour pat-
terns. De Ghett (1978) and Morgan et al. (1976) argue that hierarchical clus-
ter analysis is well suited for ethological data. Often cluster analysis may 
be seen as a viable alternative to factor analysis or multidimensional scal-
u^Ki applicable to the same kind of data. The purpose is to group objects on 
the basis of their similarity. If the hierarchical form is used then behav-
iours are grouped into classes and these classes are in turn grouped into 
broader classes. If informative labels are assigned to these classes, then an 
illuminative classification may result. This will be relevant especially in 
the phase of developing a category system for behavioural observation.' 
The basis on which cluster analysis is performed usually consists of symmetric 
similarities. Asymmetric data may be handled by constructing the hierarchy or 
the tree-structure7 using only the symmetric component of the data and then 
replacing the arcs of the graph by directed links and assigning weights to the 
links CCunningham, 1978). In all the techniques I know of (except the one 
discussed below) the cluster structure is derived from symmetrized similari-
ties. The asymmetric aspect is introduced as a second step by defining some 
metric on the cluster structure obtained from the symmetric component of the 
data. The weights assigned to the arcs may be interpreted as related to tran-
sitional probabilities. Thus, this combines the idea of a hierarchical, or 
more general a tree-structure with the idea of a labeled directed graph. 
A problem with this kind of representation is the interpretation to be giv-
en to nonterminal nodes and to links leading to or starting from these nonter-
minal nodes (i.e. points on the graph which do not represent observed behav-
' A second use for cluster analysis is in the grouping of individuals on the 
base of their behaviour in social interaction situations. An example may be 
found m Morgan et al. (1976). 
7
 Several different structures may be imposed on the similarities. We will 
not define these here. See for example Sattath & Tversky (1977) and Cun-
ningham (1978). 
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iours, but classes of observed behaviours). If these nonterminal nodes and 
their links have no clear interpretation then nothing is gained by this kind 
of graphical representation, beyond what is already expressed in the terms 
"common transitions" and "rare transitions". It is more parsimonious then to 
construct a directed graph involving only the observed behaviours. 
An interesting interpretation of a hierarchical structure has been proposed by 
Dawkins (1976). Central to this is the concept of a decision, defined as "an 
event which itself could not easily be predicted, but from which future events 
can be predicted" (o.e., p. 24). Nonterminal nodes represent states of the 
actor in which the actor already has chosen for a particular cluster of acts 
(or of subclusters of acts) but in which it is still uncertain which element 
of the cluster will be chosen. The hierarchical organization of behaviour is 
thus seen as an hierarchy of decisions. After a series of decisions the actor 
arrives at the observed behaviour, represented as a terminal node. 
One property of hierarchical systems is "near-decomposability" (Simon, 
1962). A transition matrix is said to be nearly decomposable, if it is possi-
ble to permute rows and columns in such a way that a nearly block-diagonal 
matrix arises. This means that all high transition frequencies are in the sub-
matrices along the diagonal, and that all low transition frequencies lie out-
side these submatrices. 
Brée et al. (197Θ) developed a procedure that attempts to reorder the tran­
sition matrix in such a way that it comes as close as possible to a completely 
decomposed matrix for all powers of the matrix.1 The second clustering cri­
terion they use is that the loss of information resulting from grouping ele­
ments together (as measured by the entropy of the partitioning obtained) 
should be minimal. Adequate partitions are considered to be those which are 
close to the Pareto-optimal points in the space of the two (conflicting) cri-
1
 The powers of the transition matrix are included in the clustering criterion 
because the course of behaviour through time might be described to some 
extent by the powers of the transition matrix. 
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teria.' 
Notably this procedure may be applied directly to the asymmetric transition 
frequencies. The procedure is sensitive for differences in frequencies of 
self-transitions. The grouping of behaviours obtained is based on the extent 
to which they influence each other during the course of the process. 
The major limitations of this method are firstly that the transition matrix 
must be assumed to represent a fair description of the whole process and sec-
ondly that overlapping group membership is excluded. The first point of 
course applies to all methods for analysing a transition matrix, but it 
becomes more explicit here because the clustering criterion is extended to all 
powers of the transition matrix. 
The idea of disjoint subsets is probably not a good one for the kind of 
data we are dealing with. Some behavioural categories have the same function 
in different sequences and some categories are alternatives for the same func-
tion in the same sequence. Teacher reactions to pupil ideas for instance have 
a function with respect to different question-answer-réaction patterns as well 
as with respect to pupil initiative. Thus the organization of behaviour takes 
the form of sequences of behavioural slots, for some of which two or more 
alternative ways of behaving are available. Because the teacher is expected 
to control the process of classroom communication, there will be behavioural 
categories such that most patterns become interlocked. Near-decomposability 
of the transition matrix then will probably depend to a large extent on dif-
ferences in marginal frequencies. 
An additive tree solution 
An example of an hierarchical clustering procedure is the algorithm of Sattath 
and Tversky (1977) to fit a tree structure to similarities. This algorithm, 
called ADDTREE, produced for one of the open lesson conditions the solution 
' A point in the criterion space is a Pareto optimum if any improvement on one 
criterion worsens the situation on the other criterion. The method does not 
provide a single best solution. 
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(with rather low stress: Kruskal stress = O.OB) displayed in Figure 4.1, 
based on symmetrized transition frequencies, corrected for marginal effects. 
Four main clusters are shown: 
a) question-answer-reaction 
b) giving information (1), together with 2, 6b and 11 
c) pupil initiative 
d) confusion, together with verbal interaction among pupils. 
The first cluster clearly separates into open questions and closed questions; 
the open questions are joined with 5a (teacher accepts pupil answer) whereas 
closed questions are joined with 6a (teacher rejects pupil answer) which does 
not seem to make much sense, because both 5a and 6a belong to the open ques-
tion cluster as well as to the closed question cluster. Also, but for a dif-
ferent reason, they belong together in one other cluster, teacher reactions to 
pupil answers. 
Behavioural categories have different properties to share with other behav-
ioural categories, making different cross-cutting classifications possible. 
These cannot be simultaneously accomodated within a single tree structure.10 
4.1.3. Conclusion 
Both two-dimensional maps and networks or trees present convenient modes of 
display. A clustering of behaviours into disjoint subsets may be adequate in 
an early phase of research, when developing a category-system. It is however 
unlikely to provide an adequate model for analysing the sequential structure 
in interaction data. The idea of hierarchical organization of behaviour, 
interpreted as an hierarchy of decisions, might be productive for the analysis 
of sequences consisting of more than two steps. 
10
 Ideas for the solution of this problem have been contributed by Shepard fit 
Arabie (1979), and Carroll & Pruzansky (1980). These include considering 
multiple tree structures and combinations of discrete structures with geo-
metric representations, invariably assuming symmetric data. 
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Figure 4.1. Additive tree representation of symmetrized transition frequen­
cies. 
TWo alternative ways for graphically representing the transition matrices seem 
especially appropriate: state-to-state transition diagrams and a geometric 
mapping in which sequential relations are represented as directions in space. 
The first is a fairly straightforward matter. For a good discussion see Sus-
tare (1976). In this chapter the second approach will be followed. 
In 4.2 and 4.3 the transition matrix is decomposed into a symmetric and a 
skew-symmetric component. But only the latter is analysed. The decomposition 
is based on a simple argument from linear algebra, but we will also consider a 
functional model for transition frequencies, the so-called "social gravity" 
model, from which the decomposition may be derived (see 4.2). This model is a 
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fairly general one, borrowed from the study of migration processes (Tobler, 
1976). The model is not based on a theory of social interaction or classroom 
conmunication. It serves as a convenient framework to provide a suitable rep­
resentation of the structure present in transition frequencies. 
In 4.4 the asymmetric distance model is applied to the transition matrices. In 
4.5 a geometric representation is sought for both the symmetric and the skew-
symmetric part. 
4.2. Analysis of skew-symaetry 
Any real square matrix A can uniquely be expressed as the sum of a real symme­
tric matrix S and a real skew-symmetric matrix K: 
A = S + К, S = i(A + A'), К = І(А - A'). [4.3] 
A' denotes the transpose of A. A matrix M is called skew-synnoetric if 
H' = -M. From the construction of К in [4.3] it follows immediately that this 
property is satisfied. 
If A is a symmetric matrix then of course К is the null matrix. Thus the 
matrix К may be regarded as a measure of the asymmetry present in A. As sug­
gested by Gower (Gower, 1977; Constantine & Gower, 1978), this presents us 
with the possibility to analyse asymmetric data by analysing the skew-
symmetric matrix K, or by a combined analysis of the symmetric and the skew-
symmetric part of the data. In this section one method for analysing skew-
symmetry will be discussed, namely singular value decomposition.11 In 4.3 an 
application of this method to the preceding-following matrices obtained from 
the observation of teacher-pupil interaction will be reported. 
Analysing skew-symmetry implies that the data are only partly used for 
analysis, the symmetric part being ignored. As may be seen from [4.3] the 
total sum of squares of the transition frequencies can be additively parti-
1 1
 In psychology also known as Eckart-Young decomposition (Eckart ft Young, 
1936). 
146 
Analysis of skew-symmetry 
tioned into a component due to the symmetric part S and a component due to the 
skew-symmetric part K. The latter part will usually be the smaller one. But, 
if there is strong sequential patterning in the data, the skew-symmetric part, 
although perhaps representing a relatively small proportion of the total sum 
of squares, will have the highest informative value for comprehending the 
data. An analysis of only the skew-symmetric part, disregarding the symmetric 
part, may deliver a useful contribution on its own, as is demonstrated in the 
application below. Nevertheless, it is important to consider ways to combine 
information from the symmetric and the skew-symmetric parts. I will present 
one such approach, suggested by Tobler (1976) in the field of social geography 
(see also Borg, 1979 and Möbus, 1979). The application of this technique to 
the data on teacher-pupil interaction will be postponed to section 4.5. 
In the remaining of this section three methods for dealing with asymmetries 
will be discussed. 
First an alternative to the decomposition in [4.3] is presented, based on con-
structing an orthogonal matrix H. The deviations of this matrix H from an 
identity matrix may be interpreted to represent the asymmetries present in the 
data (4.2.1). The reasons for introducing this orthogonal matrix are twofold. 
In the first place it is a potentially useful device for locating asymmetries: 
Which pairs of behavioural categories show a large amount of asymmetry? One 
may also ask: For which lag does the matrix H approach to an identity matrix? 
The second reason is that in general well-known relations exist between skew-
synmetric matrices and orthogonal matrices. This is useful in discussing the 
analysis of skew-symmetric matrices. 
The second method, discussed in sections 4.2.2 and 4.2.3, is a method suggest-
ed by Gower (o.e.) to analyse the skew-symmetric matrix К defined in [4.3] by 
means of singular value decomposition. In 4.2.2 the singular value decomposi­
tion of skew-symmetric matrices is developed; in 4.2.3 the method is described 
as a way to construct a geometrical representation of skew-symmetric data. In 
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particular the peculiarities that should be kept in mind in Interpreting such 
a geometric mapping are pointed out In this kind of mapping the distances 
between points should not be interpreted as Euclidian distances. 
As a third method in section 4 2 4 Tobler's approach to plot a vector field 
onto a geometrical mapping obtained from the symmetric part of the transition 
matrix, is introduced This method is in the same spirit as Gower's approach 
The main difference is that in Gower's method the skew-symmetric matrix К is 
approached by a matrix of lowest possible rank, whereas Tobler just takes the 
elements of K, or some simple transform of them, to attach direction vectors 
to each point in the space In both methods, however, asymmetry is represented 
as "winds blowing in particular directions" Also in both approaches the sym­
metric part of the interaction matrix serves as background and the analysis 
focuses on the skew-symmetric part 
All three methods mentioned will be applied to the transition matrices (in 
section 4 3 and 4 5) The analysis may be applied with or without previous 
correction for marginal effects Both approaches will be followed By the con­
struction of К in [4 3], the differences in diagonal frequencies disappear 
They still play some role however, when correcting for marginal effects by 
fitting homogeneous margins to the transition matrix The results of this 
adjustment will differ depending upon the decision to ignore diagonal frequen­
cies or to let them in Both these cases will be reported in section 4 3 
Beforehand, we add as a caveat that the techniques discussed here are gen­
eral data-analytic devices that never can fail to show some kind of result 
What is to be hoped that will be achieved is, that the structure present m 
the data will be revealed in an informative way 
4 2 1 Asymmetry represented by an orthogonal matrix 
First a singular value decomposition will be entertained directly applied to 
the transition frequencies themselves 
For square matrices, singular value decomposition may be defined as follows 
148 
Analysis of skew-symmetry 
For any real η χ η matrix A of rank r there exists an π χ η 
orthogonal matrix U, an η χ η orthogonal matrix V, and an η χ α 
diagonal matrix λ with positive diagonal elements, such that 
A = UhV', U'U = I, V'V = I. [4.4] 
The diagonal elements of λ are all real and non-negative; exactly 
r of them are greater than zero. They can be arranged in nonin-
creasing order (see for instance Searle, 1982, p. 316). 
The nonzero diagonal elements of Λ are called the singular values of A. They 
may be obtained as the positive square roots of the eigenvalues of the symme­
tric matrix A'A. The orthogonal matrix V contains the corresponding eigenvec­
tors and U may then be constructed by U = AVA , taking care of zero singular 
values. One may also start from AA' and obtain the same results. The singu­
lar values are uniquely determined by [4.4]. The matrices V and U are - apart 
from their sign - uniquely determined if and only if all the singular values 
are distinct. Let A be of full rank12 and let X, be a singular value of A 
with multiplicity s (s>l), i.e. λ* . being s times an eigenvalue of A'A. Let Q 
be an orthogonal matrix of the form 
1 0 0 
О Т О 
0 0 1* 
[4.5] 
where Τ is an arbitrary orthonormal matrix of the order s χ s, I is an identi­
ty matrix of the order i-1 and I* is an identity matrix of the order n-s-i+1. 
Now, if A = UAV' is a singular value decomposition of A, then A = WAZ', with 
W = UQ and Ζ = VQ is also a singular value decomposition of A (see Lawson & 
Hanson, 1974, p. 21). 
The singular value decomposition of an asymmetric matrix A thus is. related 
to an eigenvalue-eigenvector decomposition of symmetric matrices formed from 
A, namely A'A and AA'. It is instructive to consider another symmetric matrix 
constructed from A: 
The restriction to matrices of full rank is introduced only for simplicity 
of presentation. 
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С = 
0 
A' 
This matrix represents each transition from two different angles. In the 
vocabulary of Golani (1976) two behaviours Bi and Вг that are temporally con­
tiguous, i.e , that follow each other immediately, may be in one of two rela­
tions· 
• Bi preyenes Bi, i.e. Bi ends just before Вг starts 
• Bi supervenes Вг, i.e. Вг starts immediately after Вг ended. 
Interpreted as sequential contiguity in the first case we are considering 
behaviours leading up to some target behaviour Вг, while in the second case we 
consider behaviours as some kind of upshot from a target behaviour Вг· Read 
row-wise matrix A may be said to represent the supervene-relation between 
behavioural units, and its transpose to represent the prevene-relation. To 
put it in other words, reading across the rows and reading down the columns of 
the transition matrix present two legitimate and complementary views of the 
same phenomenon (the biconditionality of the transition matrix). 
Singular value decomposition of A is related to the eigenvalue-eigenvector 
decomposition of С If the singular values of A (supposed they are all 
strictly positive) are collected into a diagonal matrix Л, then the matrix of 
eigenvalues of С may be written as diag[A -A] and the corresponding eigenvec­
tors are 
(1//2) 
(see Lawson & Hanson, o.c , ρ 24-25) Thus the eigenvalue-eigenvector decom­
position of С is directly obtainable from a singular value decomposition of A 
and vice versa 
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The matrix V, being the eigenvectors of A'A, realizes a rotation of A in which 
the sequential relations between the behavioural units are preserved as 
prevene-relatlons. Complementarily, the matrix U, being the eigenvectors of 
AA', represents A from the viewpoint of supervene-relations. 
Lingoes (1973, p. 86-87; 1977, p. 283-284) proposed to construct a matrix 
like С defined above, treating the zero submatrices in С as unknown matrices. 
A smallest space analysis of matrix C, ignoring the diagonal elements of the 
asymmetric matrix A, may be performed by the SSAR-V (MDA-RSUD) program. 
Because of the symmetry in С this produces only one solution of the order 
Inxp, where ρ is the number of dimensions retained. This solution could be 
used to obtain a set of symmetric distances, which then could be subjected to 
a MINISSA-type analysis. The analysis also produces a set of diagonal distanc­
es for the unknown elements in C. These pertain to the asymmetries in A. 
From the results of the singular value decomposition another orthogonal 
matrix may be constructed: 
Я = VU', H'S = ЯН' = I. [4.6] 
The orthogonal matrix Η has the property that it furnishes two ways to trans­
form A into a symmetric matrix: 
ИА = VKV' от AH = UW'. 
Obviously, the matrices Η and A do not commute, unless Η is the identity 
matrix. If A is symmetric then U = V and thus Η then becomes an identity 
matrix. Hence in addition to the skew-symmetric matrix K, the orthogonal 
matrix Η is a candidate measure of the asymmetry in A. The matrix Η indicates 
how well the U-space and the V-space match. Note that, though U and V are not 
unique, their product Η is uniquely determined by the singular value decompo­
sition, because VQQ U^VU' for every nonsiugular matrix Q. 
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We thus have two possible decompositions of A that may be useful for anal­
ysing asymmetry In [4.3] A is regarded as a sum of a symmetric matrix and a 
skew-symmetric matrix Constructing the matrix H leads to a decomposition of 
A into a product of a symmetric and an orthogonal matrix 
A = H'(VkV') or A = (UW)B' 
By virtue of Its orthonormal nature H is useful as a descriptive device for 
locating asymmetries in a standardized metric, all entries of H vary between 
-1 and +1 Note that, due to orthonormality, 
h2 = 1 - I h2 =1-1 h2 
11 4 1J i Jl 
The diagonal entries may be interpreted as correlations between the location 
of a point ι in V-space and the location of the same point in U-space Values 
of ft considerably below +1 and, correspondingly, large absolute values for 
off-diagonal entries indicate the existence of asymmetries 
As>mmetry night thus be analysed by analysing the skew-symmetric matrix К or 
by analysing the orthogonal matrix H It has been shoun by Cayley that a spe­
cial relationship exists between orthogonal matrices and skew-symmetric matri­
ces (e g Eves, 1966, ρ 265-267) Given any real skew-symmetric matrix К a 
real orthogonal matrix may be constructed by 
Τ = (I + K)(I - K)'1 
The matrix I - К is always nonsingular, because the eigenvalues of К are 
always pure imaginary or zero (Eves, о с , ρ 206) 
Conversely, from every orthogonal matrix Η that does not have -1 as a charac­
teristic root a skefc-symmetnc matrix may be constructed by 
L = (H + I)'1 CK -U, [4 7] 
fchence Η may be expressed as 
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Я = (I + L)(I - L)'1. [4.8] 
We thus may analyse an orthogonal matrix by analysing a suitably chosen skew-
symmetric matrix. 
Summing up, there are at least two different ways to decompose a transition 
matrix into a symmetric and a non-symmetric part. One way is to construct a 
skew-symmetric matrix К by [4.3], the other is to construct an orthogonal 
matrix H using [4.4] and [4.6]. In this study we concentrate mainly on the 
first approach, but we will also use the orthogonal matrix H for locating 
asymmetries. Because of the relationships existing in general between skew-
symmetric matrices and orthogonal matrices, a skew-symmetric matrix might be 
analysed by analysing an orthogonal matrix constructed from it, and vice ver­
sa. In this study Gower's (1977) proposal to analyse skew-symmetric matrices 
will be followed. This method will be delineated in the next two sections. 
4.2.2. Canonical decomposition of a skew-symmetric matrix 
A general way to analyse a skew-symmetric matrix is to reduce it to a canoni­
cal form. 
Every π χ η skew-symmetric matrix К of rank 2r can be reduced to a block-
diagonal matrix E with r diagonal blocks, consisting of the elementary 2 x 2 
skew-symmetric matrix 
J = 
0 1 
-1 0 
and n-2r diagonal values equal to 0 (Eves, o.e., p. 235). 
This transformation may be obtained by singular value decomposition of К (Gow-
er, 1977) 
К = UhV' = иШ', U'KU = KE. [4.9] 
1 5
 Note that the matrices U and V in [4.9] are not the same as those used to 
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The matrix11 U may be obtained as the eigenvectors of KK1 Λ Is a diagonal 
matrix with on the diagonal the positive square roots of the eigenvalues of 
KK' (or K'K) in nonincreasing order The matrix A of singular values has the 
following form 
A = diagCX^Xj.Xj.Xj, ,X
r
,X
r
,0,0, ,0) 
As noted above (see ρ 149), if not all singular values are distinct, then the 
singular value decomposition is not uniquely determined Because the singular 
values come in identical pairs, the orthogonal matrix Q defined in [4 5] takes 
the form diagiT-.T-, ,T ,1) The T's are arbitrary 2 x 2 orthogonal matri­
ces 
Thus the matrix U is only determined up to reflection and rotation by an 
orthogonal block-diagonal matrix U = UQ 
To assure that each diagonal block of E in [4 9] equals J rather than J1 it 
may be necessary to reflect some pairs of columns in U This may be done by 
constructing the matrix Q = U'VE, which is a diagonal matrix with diagonal 
elements equal to +1 or -1, and then post-multiplying U by Q 
Let the matrix U be partitioned in the following way 
U =
 tUl U2 "r 1· 
where each U is a π χ 2 column matrix corresponding to singular value λ 
(i=l, ,r) Now К may be written as a weighted sum of г rank 2 skew-
symmetric matrices 
г г r / t 
K = l \ U J U = l \ ( u v - v u ) , [4 10] 
_, 1 1 1 _, 1 1 1 1 1 l ' 
1=1 1=1 
the weights being the singular values, ν and u refer to the first and the 
second column of U 
construct the orthogonal matrix Η in [4 6] Here they refer to a singular 
value decomposition of a skew-symmetric matrix, uhereas in [4 6] U and V 
refer to a singular value decomposition of a (square) non-svmmetnc matrix 
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Expression [4.10] looks like the spectral decomposition of a symmetric matrix 
(Searle, 1982). The skew-symmetric nature of К is taken care of by the matrix 
J. J is the elementary 2 x 2 skew-symmetric matrix depicted above. Each term 
in this sum is skew, because 
' w ' - v 4 = -uiju'i· 
Like in [4.6], from a singular value decomposition of a skew-symmetric matrix 
[4.9], an orthogonal matrix H„ may be constructed which takes the form 
г ( r / f 
H
r
 = VU'=UEU'= I U JU. = 1 (u.V. -v.u.), 
Κ
 ί = 1 χ ι i = 1 i ι i l 
with u . and ν . again referring to the first and the second column respectively 
of U.. 
ι 
The decomposition [4.9] being a singular value decomposition the Eckart-Young 
theorem (Eckart & Young, 1936) applies. Hence, if we choose from [4.10] the ρ 
terms (p < r) corresponding to the ρ largest singular values 
κ(ρ)=χ vX' 
then the matrix К,»0) gives the best least squares fit of rank 2p to the skew-
symmetric matrix K, that is 
trace {(K - K, p'(K - &(„))) = minimal. 
We would like to choose ρ as small as possible, preferably p=l. How good the 
approximation will be with ρ small depends upon the pattern of singular val­
ues. The least squares criterion can be shown to be equal to the sum of 
squares of the remaining singular values. Hence, a measure for the goodness 
of fit of the rank 2p approximation is given by 
g = ( I \* .)/ Ι λ2 [4.11] 
i=pfj i=l 
155 
Geometrical representation of asymmetric transition matrices 
Applied to [4 3] the best fitting matrix K- . formed from the first ρ terms of 
the canonical decomposition is the matrix that "best" symmetrizes A 
A + K, 
"(P) x(p) 
A(p) ' A(P) * 2(K ' K(p))· 
whence 
trace ffA(pJ - A(p))'(A(p) - A(p))) - Jl^ X', 
Applying the theorem established by Cayley (see ρ 152), the decomposition 
[4 9] may also be used to analyse the orthogonal matrix Η [4 6] constructed 
from a singular value decomposition of A First, transform Η into a skew-
symmetric matrix L, using [4 7], and then replace L m [4 81 by its singular 
value decomposition 
и = uL(i + к EHI - Kj)-1 υ' = Σ w/^. 
1=1 
where r is the largest integer less than or equal to rank(H)/2, the U. are 
defined as above and G is the orthogonal 2 x 2 matrix 
(i + \Tj)(i - x£/;~i = a + ^гХ1 a + Κ,·')' Li l i ' Li 
i i - x Li 
zhA 
= (1 + X\2) 
-2X 
Li 1 - \- Li 
The λ- are the singular values of the skew-symmetric matrix L constructed 
from Η The matrices G form the diagonal blocks of the block diagonal matrix 
G = (I +• Λ.Ε)(Ι - Λ.Ε)" 1 G may be written as a Givens matrix (Searle, 1382) 
cos θ sin θ 
J 1 
-sin θ cos θ 
1 1 
J 
G = 
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Hence G .U. . may be geometrically interpreted as a rotation through an angle 
2 lil 
θ . in the plane spanned by the corresponding column vectors of U. (Gower, 
1977, p. 122). For large singular values G. approaches to 
-1 0 
0 -1 
i.e. a pure reflection. For very small singular values G. will approximately 
become an identity matrix. Hence, large singular values correspond to large 
angles of rotation, and the larger angles of rotation contribute most to the 
least squares fit. Consequently amount and direction of asymmetry might geo­
metrically be represented as angles of rotation. 
4.2.3. Geometric represent at ion of skew-symmetry 
Approximating a skew-symmetric matrix by a matrix of lowest possible rank is 
particularly useful for constructing a parsimonious geometrical representation 
of asymmetric data. 
Symmetrical data are usually approximated by distances between points in some 
geometrical space. The distance concept implies symmetry and thus is not 
appropriate for representing asymmetric data. Using [4.10] the skew-symmetric 
component of a square asymmetric data matrix may be displayed as one or more 
two-dimensional geometrical configurations by plotting the vectors it. and v. 
as π points relative to two orthogonal axes (Gower, 1977; Constantine i Gower, 
1978). For each singular value considered high enough to be retained one such 
two-dimensional plot may be made. 
The relations between points in this space are not to be interpreted in 
terms of distances, but in terms of areas of triangles. 
For two behavioural categories Bi and Bi suppose u' = [a b] and v' = [cd], 
then these categories may be represented in two-space as Pi(a,c) and P2(b,d). 
See Figure 4.2. 
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d χ PJ 
/ ' ^^^ ' 
О Ь a 
Figure 4.2. Geometrical representa­
tion of skew-symmetry 
Let fei2 denote element (1,2) of matrix K, referring to the transition Bi "* Bi. 
Now, disregarding the singular values, the term ki2 is according to [4.10] 
fitted by (ad - be) which is twice the area of the triangle formed by the 
points Pi and Pj with the origin 0. The triangle OPiPj represents feu, while 
feji, referring to the transition Bz •* Bi and fitted by (be - ad), is repre­
sented by the triangle OP2P1. The areas of these two triangles are equal but 
opposite in sign, producing the skew-symmetry of the representation. 
The same may also be described in other terms. If Pi and Ρ2 are on a line 
through the origin, then their relation is symmetrical. The angle through 
which the axes are to be rotated to bring the point Pj on the line OPj, or to 
bring the point P2 on the line OPi, represents the asymmetry of the relation 
between the behaviours portrayed as Pi and P2. These two angles of rotation 
are of the same magnitude but of opposite direction, a counter-clockwise rota­
tion representing an "easy" transition. 
Thus the fitted terms к . ., are proportional to the areas of triangles with 
vertices at the points P. and P. and the origin. Skew-symmetry arises from 
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the different directions that may be followed through this space. In Figure 
4.2 the behaviour stream may be seen to flow more easily from Pi to P2 than 
the other way around, since the area of the triangle OPiPj is of positive 
sign, whereas the area of the triangle OP1P1 is of negative sign. It is natu-
ral to think of a "wind" facilitating movement in particular directions. 
Because the geometry of the spatial configuration produced by analysis of a 
skew-sysnnetric matrix is not a familiar one, we will enumerate now some of its 
peculiarities, restricting ourselves to two-dimensional spaces. 
Properties of this spatial configuration include the following (Gower, 1977; 
Constantine & Gower, 1978): 
- the skew-symmetries are fitted by areas of triangles subtended at the origin 
of the space. Thus the location of the origin is important. 
- The areas of triangles are invariant under plane rotations and reflection, 
rescaling and relabeling of axes. The areas are regarded positive when mov-
ing counter-clockwise. Thus in Figure 4.2 the area of OP1P2 is positive, 
and the area of OP2P1 is negative. In plotting one should take care that 
the areas have the "right" sign, i.e. that positive skew-symmetries corre-
spond to the counter-clockwise direction in space. This may be done by 
reflecting dimensions whenever appropriate. 
- Pairs of points on a line through the origin produce areas equal to zero. 
This includes as a special case coinciding points. Thus behavioural catego-
ries with mutually symmetric relations are represented as points on a single 
line through the origin. 
- Consider different points lying on a line through the origin and a particu-
lar point P, not lying on this line, then the areas of triangles formed by 
0, P. and some point P. on the line are the larger the further P. is away 
from the origin. Thus behavioural categories involved in large fitted asym-
metries will tend to be represented as points on the periphery of the con-
figuration. 
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- Consider a fixed point Ρ and a line in the plane parallel to the line OP , 
then all triangles formed by 0, Ρ and any point on the parallel line are 
equal in area Thus all behavioural categories represented as a point on 
this parallel line show the same fitted amount of asymmetry with respect to 
the fixed point Ρ Given any point, parallel lines of equal asymmetry may 
be drawn, the fitted amount of asymmetry increases with the distance to the 
line OP 
-I 
- If two lines are drawn parallel to OP at equal distance but on different 
sides of the line OP then the areas of the triangles on different sides 
have opposite signs Thus two points on different sides of OP. represent 
behavioural categories with opposite signs in their fitted skew-symmetries 
- Coinciding points have the same skew-symmetries with all other points 
Points that are close together have similar skew-symmetries with all other 
points 
- Points lying on a line which does not pass through the origin produce trian­
gles of which the areas are proportional to the lengths of their bases 
Such a subset of points may thus be characterized by a single vector w, such 
that the fitted ir is proportional to (w - и ) If all points are (near­
ly) colinear the w-values may be obtained as the row (or column) averages of 
the skew-symmetric matrix К (Constantme & Gower, 1978) 
This one-dimensional form of skew-symmetry is for instance found in judgmen­
tal studies of similarity interpreted as response bias (cf Levin & Brown, 
1979) 
Given a fixed point Ρ the space may thus be partitioned into three groups of 
points 
- all points lying on the line which passes through the origin and through the 
point Ρ These points define a symmetric submatrix of the fitted matrix К 
- all points lying on one side of the line OP . the positive skew-symmetries 
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-all points lying on the other side of the line OP the negative skew-
symmetries 
Given the line OF, parallel lines of equal skew-symmetry may be drawn The 
further a point is removed from the origin the larger the amount of skew-
symmetry Concentric circles with their centre at the origin indicate growing 
amounts of asymmetry 
Points are arranged in space such that transitions are "facilitated" when mov­
ing in counter-clockwise direction Travelling that direction, two consecu­
tive points always produce a triangle, subtended at the origin, with positive 
area When performing the same walk m the opposite direction one finds one­
self exposed to head wind 
4 2 4 Describing asymmetric interaction data by means of a vector field 
In the previous two sections only the skew-symmetric component of ал interac­
tion matrix has been considered, ignoring the symmetric component Now we will 
turn to an approach in which the symmetric and the skew-symmetric component 
are combined The basic idea is to represent the symmetric component of the 
transition frequencies as distances betueen points in two-space and the skew-
symmetric component as a vector field1* imposed upon this space (cf Borg, 
1979, Gower, 1977, Mobus, 1979, Tobler, 1976) The vector field represents 
"flows" or "currents" in the space that facilitate transitions in particular 
directions This idea may be formulated as follows. 
Let f.. denote the frequency of transition from behaviour ι to behaviour j 
It is assumed that the elements of the behaviour repertoire may be represented 
as points in two-space1* (the "behaviour space"), and that the frequency of 
transitions will be inversely related to the psychological distance between 
behaviours i and J The distance between behaviours in this space is denoted 
1 4
 A vector field ССж^у) is a mapping that assigns vectors to the points (x,y) 
in a two-dimensional Euclidian space 
" The restriction to two-dimensional spaces is by itself not essential, but 
because convenience of display is a main consideration here, when using 
higher-dimensional spaces the procedure will loose much of its value 
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by d These distances of course are syuraetrical (<ƒ, = d ) , but the f. 
]
 JJ J JÍJ JI ij 
are asymmetrical To model this asymmetry a vector field C(x,γ) is thought to 
be defined over the (two-dimensional) behaviour space, С = {с }, where ι 
denotes a point in the space with coordinates (к ,y ) For each pair of 
points i and j a "current" с .. is assumed The currents are skew-symmetric 
(c = -c , and с = 0 ) The current flows from i to ;, or from j to ι j i i j 11 •* * J 
-* 
Depending upon its sign, с facilitates or impedes the transition from behav­
iour ι to behaviour j Its strength is represented by the length of the vec-
tor I|с || The vector с assigned to point ι is the resultant vector sum 
c* = I c* [4 12] 
ι j ij l ' 
In brief, the symmetric part of the transition frequencies, ι e i(/ + f ), 
is represented by distances d The skew-symmetric part £(ƒ - f ), is 
represented by currents с . . defined on the same space 
A model that involves both distances and currents in the way discussed 
above has been developed by Tobler (1976) by generalizing the so called 
"social gravity" model1', to include currents in order to account for asymme­
tric flow patterns 
/ = aF F (b + с ) / f(d ) [4 13] 
IJ 1 J IJ ' IJ l ' 
Here the F's denote marginal frequencies of the behaviours, i(.d ) is some 
monotomcally increasing function of the distances d , b is a general rate 
parameter, a is a scaling constant, and с is the signed length of the cur-
-* -y 
rent с , ι e с > 0 iff the current с flows from ι to ; If с is neg-
Ij' IJ IJ •> IJ ь 
ative then the current flows from j to ι 
In the social gravity model the amount of interaction between geographical 
areas (e g migration data) is considered as a function of their spatial 
separations The model may be used to predict geographical locations from 
interaction data (Tobler, 1976, ρ 272), which is comparable to the use of 
multidimensional scaling in psychology 
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The motivation for this model is that it allows one to obtain a geometric map­
ping of asymmetric transition frequencies. A field of vectors provides for a 
convenient description of asymmetry. The distances may be obtained from 
[4.13] as a monotone decreasing function of the sums f .. + t . ., corrected for 1 J
 " 1J Jl 
marginal effects. According to the model the vector field can easily be com­
puted from the empirical transition frequencies. This is shown in the next 
paragraph. 
Noting that by definition с .. = -с..,,it follows from [4.13] that the skew-
symmetric component is 
fij-fji = сіГ t 4 ·"] 
The symmetric component is 
2abF .F . 
fij + fji = — — · i 4 · 1 5 ' 
The skew-symmetric component, which may be called the "net behaviour flow", 
thus depends upon the marginal frequencies, the distances and the currents. 
By taking "relative net behaviour flows" a quantity may be obtained that 
depends upon the currents only: 
c.. = b . [4.16] 
/.. + ƒ.. 
iJ J* 
So, no matter how f(rf. J is specified and independently of the marginal fre-
quencies, the c.. may be computed directly from the interaction data. From the 
social gravity model17 [4.13] it follows that the currents are simply propor-
tional to the relative net behaviour flows. 
Tobler (o.e.) shows that a quantity like the c.. in [4.16], with the rela-
tive net interaction as the leading component, may be derived under differ-
ing assumptions. 
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Given the coordinates of the points i and j , the components of the vector 
с .. are given by 
c^j = <l[(Xj - Xj), (yj - У pi, Pi, [4.17] 
where the multiplying factor q is determined such that ||c..|| = |c . .| in 
[4.16] and sign(g) = sign(c..). 
This development suggests an analysis of "distances" (dissimilarities) of the 
form 
abF .F . I i(f .. + f ..) 
1 J 1J Jl 
by means of (non-metric) two-dimensional scaling to obtain coordinates (x .,y .) 
for each behaviour. 
If the locations of the points in two-space are known, then the current с . . 
may be represented in this space by drawing a vector at point i and a vector 
of the same length at point j . If c.. is positive then the vector at point i 
is drawn in the direction towards point i. Since с .. = -с . .. a vector at 
V
 1J Jl' 
point j is then drawn along the line I-j in the direction away from i. 
The sign and the length of с . . are determined from [4.16]. This is done at 
each point for all directions towards the other points. Then the bundle of 
vectors at each point is summated [4.12], resulting in one vector c. assigned 
to each point i. One simple way to compute the components of this resultant 
vector is (Tobler, 1976, p. 281): 
f .. - f .. 
с*= (1 I (в - l))l 1(х. - xj, (yj - yj)), j*i. [4.18] 
d . .(f . . + f ..) 
It is assumed that with these computations a vector field С has been defined 
for all points (x ., у .) that fall within the region of observations (Tobler, 
o.e., p. 277). The space and the vector field both are assumed to be continu­
ous . 
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The analysis may be taken one step further by looking at the "forces" that may 
be said to have induced the currents. The vector field С may be considered as 
an approximation to the gradient of a scalar potential which "explains" the 
flows, like in meteorology wind is explained by areas of high and low pres­
sure. 
To each point (дг .,y .) in the behaviour space a scalar potential ф(х .,y.) is 
thought to be assigned that satisfies the Laplace equation 
31« З'ф 
+ = 0. 
Зх
1
 Зу
г 
-* 
The vector с . is interpreted as the gradient of this scalar potential 
_, ίφ it 
c, = I — , — ]• 
1
 Ъх Ъу 
The analytic problem now is the reverse of this. The currents may be deter­
mined from the skew-symmetric part of the transition matrix, but the ί(χ,χ) is 
(inobservable. " Given an observed vector field С the scalar potential φ may be 
estimated and plotted as contours onto the map. These contours represent the 
forces that induce the currents. Thus, the vectors should everywhere be at 
right angles to the contours. One would require the inconsistency between 
currents and contours to be relatively small for the method to make sense. 
One possible interpretation of this scalar potential is that it represents 
attractivities of behaviour alternatives. The contours are lines joining 
points with equal attractivity. The gradient is a vector with length equal to 
the attractivity difference per unit distance in a direction orthogonal to the 
contours of equal attractivity, pointing from low to high attractivity (or, 
speaking of winds, from high to low pressure). 
11
 An observed vector field will only be an approximation to the gradient of a 
scalar field. Actually, any vector field can be written as the sum of the 
gradient of a scalar potential and an additional vector field, called the 
vector potential. 
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There are at least three reasons for estimating this scalar potential, in 
addition to the vector field First, when introducing currents to represent 
sequential dependencies it is only natural to think of forces that induce 
these currents induce them Because one should probe a model by gauging its 
implications, one should examine whether a scalar potential can be estimated 
that is reasonably consistent with the currents computed from the skew-
s}mmetric component of the transition matrix Secondly, the forra the attrac-
tivity contours happen to take, may in itself add to understanding of the 
sequential structure in the data Thirdly, and most importantly, the rela­
tions may be examined between the estimated scalar potential and observed 
variables that are thought to be influential in explaining the asymmetric 
nature of the transition frequencies 
Estimating the scalar potential becomes problematic, however, if the space 
contains only a few points determinable from the data with observations on 
intermediate points being nonexistent or even impossible Fur this reason we 
will refrain from estimating the scalar potential, we will compute only vec­
tors to be attached to the points representing behavioural categories (section 
4 5) 
An illustration 
Tobler applied this method to several data sets, among them the data on psy­
chological journal citations analysed before by Coombs (Coombs, 1964, Coombs, 
Dawes & Tversky, 1970) Coombs mapped the journals into a two-dimensional 
space by considering the frequencies of citation from one journal to another -
corrected for the margins - as conditional proximity data and applying non-
metric multidimensional scaling to these data 1 3 Tobler estimated the vector 
field and the scalar potential from the same data used by Coombs to obtain the 
geometrical configuration He then plotted the vectors с at the locations of 
1 5
 Note that, different from the approach sketched above, the data were not 
symmetrized before computing the coordinates The asymmetric nature of the 
data is to some extent taken into account by comparing proximities only 
within rows of the data matrix 
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the journals on Coombs' map together with contours representing the scalar 
potential (see Figure 4.3). 
Compared with a mapping that is only concerned with distances, this method 
gives an enriched view of the interaction data. From the plot published by 
Tobler it is immediately clear that the wind blows from the experimental cor-
ner to the clinical and applied regions of psychology. The scalar potential 
however, as noted by Tobler, poorly matches with the vector field. 
Another application concerned state-to-state migration of college students in 
the USA. This is a very different situation, because in this case the basic 
map is already given as the geographical map of the USA. One need only esti-
mate the student flows from the skew-symmetric component of the migration fre-
quencies and plot these as vectors onto the map (Tobler, o.e.). In addition 
in this case the continuity of the space will probably better be approximated. 
Borg (1979) applied a similar procedure also to Coombs' journal citation 
data. He obtained a two-dimensional space by applying a metric multidimen-
sional scaling procedure (Roskam's MRSCAL) to the symmetric component of the 
frequencies, corrected for marginal effects. 
The way Borg attaches the vectors to the points differs somewhat from Tobler's 
procedure. If the net flow from i to j is positive, then an arrow is started 
from point i in the direction of j ("output") and simultaneously an arrow of 
the same length coming from the direction where i is located, is displayed as 
"input" to point j . The latter vector represents the negative entry for 
j •* i. In Tobler's procedure the negative entry is displayed as a vector 
starting from point j and pointing in a direction away from i. This latter 
representation is applied in section U.S. 
In addition, Tobler displays a resultant vector field by computing the sum of 
all vectors at each point. The utility of displaying a resultant vector field 
rather than the complete vector bundle at each point clearly depends upon the 
number of points. In case of many points the latter will become unwieldy. 
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Figure 4.3. Flows between psychological journals (repro­
duced from Tobler, 1976). 
Nevertheless, in Borg's representation too the wind blows from the experimen­
tal to the clinical corner of psychology. 
4.3. Canonical analysis of skeu-syinnetry applied to the interaction matrices 
The canonical analysis of skew-symraetry was applied to the lag-1 transition 
matrix for each of the twelve experimental conditions. The transition matri­
ces used were the same 15 χ 15 matrices already analysed in the previous chap­
ter. 
In section 4.3.1 the analysis is directly applied to the transition frequen­
cies. In section 4.3.2 the transition frequencies have been corrected for mar­
ginal effects by fitting homogeneous margins (see 3.3). 
Purpose of the analysis was to obtain a graphical representation of the 
sequential relations present in the transition matrix. The canonical analysis 
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of skew-symmetry is used here as a general data-analytic technique to enable 
easy visual inspection of the main features of a transition matrix and to pro­
vide means for easy comparison among different transition matrices. 
4.3.1. Analysis of skew-synmetry without correcting for marginal effects 
Based on equation [4.3] the sum of squares of the transition frequencies may 
be additively decomposed into a component for the symmetric part and a compo­
nent for the skew-symmetric part. The sum of squares for the symmetric part 
may be decomposed into the sum of squares of diagonal frequencies and the sum 
of squares of off-diagonal frequencies. These three components are expressed 
in Table 4.2 as percentages of the total sum of squares. In addition, in the 
rightmost column of the table the skew-symmetric part is expressed as a per­
centage of the sum of squares for off-diagonal frequencies only. 
The decompositions are very similar for all experimental conditions. The fre­
quencies of self-transitions consume a very high portion of the total sum of 
squares, mainly due to the dominating 1-1 cell (the teacher continues to give 
information). The skew-symmetric part varies from 1 to 7%. These differences 
are due to a decrease of the frequency of self-transitions (mainly in the 1-1 
cell) as a result of teacher training. This effect has already been observed 
in the previous chapter. The skew-symmetric part expressed as a percentage of 
the frequency of off-diagonal transitions is in the same order of magnitude 
for all experimental conditions. Possibly, the teacher training affects the 
rates of some behaviours but not the sequential structuring of classroom 
behaviour. 
With self-transitions left out, the skew-symmetric component appears to form a 
very important part of the transition matrices. 
First, the complete transition matrix will be analysed by singular value 
decomposition to construct the orthogonal matrix H, defined in [4.6]. Then a 
canonical decomposition of the skew-symmetric part (the net behaviour flows) 
will be performed. In this analysis the transition frequencies have not been 
corrected for marginal effects. The latter is done in section 4.Э.2. 
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Table 4 2 
Decomposition of the totaJ sua of squares of 
transition frequencies (percentages) 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
diagonal 
88 
83 
84 
94 
84 
82 
92 
91 
92 
95 
96 
96 
off-
symrnet 
8 
10 
10 
4 
10 
11 
5 
6 
S 
3 
2 
2 
diagonal 
rie skew-
symmetric 
5 
7 
7 
2 
6 
7 
3 
3 
3 
2 
1 
1 
skew-
symmetric 
38 
40 
40 
38 
39 
40 
38 
37 
40 
38 
36 
38 
Note The last column expresses the sum of squares 
for the skew-symmetric component as a percentage of 
the sum of squares for off-diagonal cells 
Locating asymmetries 
The relative contributions of each behavioural category to asymmetry may be 
read from the main diagonal of the orthogonal matrix H=VUI constructed by sin­
gular value decomposition of the transition frequencies Again the results 
are virtually the same for all experimental conditions, except for some dif­
ferences between open and closed lesson conditions, especially with respect to 
open and closed questions For open lessons after teacher training the behav­
ioural categories are in the following order of decreasing asymmetry on a 
scale from 0 to 1 (absolute values of h ) 
7a 5a 7b 
0 0- -1 0 
5b 
The. values for the categories not shown on this line, namely 1, 2, 5c, 6a, 6b 
10, 11 and Z, are all close to 1 Asymmetry thus mainly arises from question 
asking and pupil initiative The amount of asymmetry due to closed questions 
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(3) is much larger than for open questions (4) even in open lesson conditions. 
Category 5b (teacher accepts pupil behaviour) is the only one with a negative 
entry on the main diagonal (about -0.80). This is mainly associated with one 
of the last eigenvectors with a very low singular value. A 5b-event is usual­
ly the precedent of pupil initiative directed to the teacher (9). There is a 
very strong connection between these two categories, so that it even would be 
defensible to redefine the 5b->9 sequence as one behaviour category: "pupil 
initiative with prior permission of the teacher". This event mostly happens 
when a teacher is giving information (category 1). This is so, because most 
of the time the teacher is giving information. What comes after 5b is highly 
predictable because of the 5b*9 sequence, the occurence of 5b however is much 
less predictable. The predecessor of 5b is predictable on the basis of the 
marginal frequencies. In much the same way pupil answers to teacher questions 
and, to a lesser extent, teacher reactions to pupil ideas are predictable from 
their antecedent events, whereas the occurence of teacher questions is mainly 
predictable only on the basis of differences in marginal frequencies. 
The values in the off-diagonal cells of H' for two of the experimental con­
ditions are displayed in Table 4.3. 
Departures from symmetry are indicated by values deviating from zero. The 
behavioural categories are represented as orthonormal vectors in U-space and 
again as orthononnal vectors in V-space. Recall that the U-space results from 
a rotation of the axes of the row space of transition frequencies (the antece­
dent categories), while the V-space is a rotated version of the column space 
of transition frequencies (the consequent categories). The Α..-value for, by 
example, the ordered pair (3, 7a) is a measure of the correspondence- between 
vector 3 in U-space with vector 7a in V-space. This value happens to be close 
to +1, meaning that 7a is in V-space in about the same position as 3 in 
U-space. At the same time the A . .-value for (7a, 3) is mildly negative. Thus 
3 as antecedent category is almost perfectly correlated with 7a as consequent 
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Table 4 3 
Thermometer display of the off-diagonal cells of the orthogonal 
matrix H' (experimental group, first postmeasurement) 
closed lessons open lesson 
1 0 -
0 75 -
0 50 -
0 25 -
0 10 
0 
-0 10 -
-0 25 -
-0 50 -
-0 75 -
-1 0 -
3-7a 
5a-3, 7a-5a 
4-7b 
5b-9 
9-5b 
5a-4, 6a-3, 7b-5a 
7a-6a 
9-5a, 9-5c 
2-11, 5a-2, 7a-4 
3-7a 
5a-3, 7a-5a 
4-7b 
5a-4, 7b-5a 
5b-9 
9-5b 
7a-4 
5a-5b, 5b-3, 6a-3, 7b-3, 9-5a 
7a-6a 
(184 entries) (185 entries) 
7a-3, 7a-5b, 7a-9, 11-2 
4-3, 5a-6a, 6a-5a, 7a-7b 4-5a, 5a-6a, 6a-5a, 7a-9, 9-3 
5b-5c 
5c-5b 
7b-4 
7a-5b 
4-3, 7a-7b 
7a-3 
7b-4 
Note Transitions with values between 0 10 and -0 10 discarded 
category, while 7a as antecedent category has a low negative correlation with 
3 as consequent category This is a result of the fact that a 3 is almost 
always immediately followed by a 7a, whereas the 7a->3 transition is much less 
common The same phenomenon shows up for open questions, but the 4-7b bond is 
considerably weaker than the 3-7a bond For open questions there appears to 
be more variation in sequential patterning 
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Table 4 3 shows that the asymmetries are located at a relatively small number 
of pairs of categories It is mainly the question-answer-reaction pattern 
that accounts for the asymmetries in the transition matrix, in particular the 
sequence 3">7a">5a 
This shows up in another way If lag-3 transition matrices are considered 
then 3-»7a"v5a sequences are completely contained within the lag As a conse­
quence the amount of asymmetry is greatly reduced Skew-symmetry now accounts 
for only 1-3% of the sum of squares of off-diagonal frequencies and the ft 
values for the categories 3, 4, 7a, 7b and 5a are close to 1 The asymmetry 
that remains is mainly concentrated in the categories 5b and 9 
In the analysis thus far the single most frequent category, "the teacher 
gives information or opinion" (1), remained out of the picture This is so 
because the category most likely to follow 1 is the same as the category most 
likely to precede 1, namely category 1 itself 
Canonical analysis of net behaviour flows 
The canonical decomposition of skew-symmetry presented m 4 2 will now be 
applied to raw frequencies, in other words, we will analyze the net behaviour 
flows 
The first five singular values of the matrix К of net behaviour flows are pre­
sented in Table 4 4, together with the goodness of fit indices (g), defined in 
[4 11], for the rank 2 and the rank 4 solutions From these figures it 
appears that in all cases a rank 2 solution provides an adequate approxima­
tion There is however a systematic difference between open and closed lesson 
conditions For open lesson conditions a relatively important second singular 
value is observed Consequently it might be worthwhile to consider a rank 4 
solution for the open lesson condition 
There are no differences found associated with teacher training 
Because the solutions are highly similar for all experimental conditions, 
only the results for the experimental group immediately after training are 
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Table 4 4 
Canonical analysis of skew-symmetry applied to rau transition 
frequencies 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
λ! 
2080 
1731 
1608 
1428 
1198 
1176 
1777 
1467 
1459 
1352 
857 
947 
Other singular values as 
a proportion 
\ι 
0 18 
0 22 
0 25 
0 46 
0 50 
0 48 
0 21 
0 11 
0 12 
0 ч2 
0 47 
0 47 
Хз 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
08 
12 
10 
18 
17 
12 
09 
07 
07 
14 
13 
12 
of the 
λ. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
02 
02 
03 
03 
03 
03 
02 
02 
02 
02 
03 
03 
first 
λ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
01 
01 
01 
01 
01 
01 
01 
01 
01 
01 
01 
01 
goodness 
ω rank 2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
96 
94 
93 
80 
78 
80 
95 
98 
98 
84 
81 
81 
of fit 
rank 4 
0 99 
0 99 
0 99 
0 97 
0 98 
0 99 
0 99 
0 99 
0 99 
0 98 
0 99 
0 99 
Note Χ ι 
К = Ì(A-A') 
the largest singular value of the matrix 
presented Figure 4 4 shows a plot of the rank 2 approximation for closed 
lessons 
This is a plot of matrix Uj, the two-dimensional component of К with the larg­
est singular value, see ρ 154 and equation [4 10] Recall that the dimen­
sions of this plot are not uniquely determined We might rotate, reflect and 
rescale the dimensions For easy comparison between conditions the plots were 
constructed in such a way that the behaviour flow is facilitated when going in 
counter-clockfcise direction, locating category 3 on the right side 
As explained in 4 2 3 the space depicted in Figure 4 4 is not to be inter­
preted in terms of distances between points but in terms of areas of triangles 
bith vertices at the origin and at any other two points (cf Figure 4 2) 
The first thing to be noted is that except for the categories 1, 3, 7a and 5a 
all points are near the origin of the space Points near the origin of the 
space mutually produce only small triangles and thus have only small fitted 
skew-symmetries Large fitted skeu-syminctries involve the points lying on the 
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II 
7a 
7b 
09 
6a 
-5b— 
04 
02 
03 
5a 
01 
Figure 4 4 Canonical analysis of net behaviour flows for 
closed lessons Plot of the first two-dimensional component 
The points 5c, 6b, 10, 11 and Ζ could not be shown They prac­
tically coincide with the origin of the space 
"outer-ring" of the space. For closed lessons the transition matrix is domi­
nated by category 1 (The teacher gives information or opinion) and the teacher 
question (3)"» pupil answer (7a)"»teacher reaction (5a) pattern For open les­
sons a more differentiated picture is obtained, because now an alternative 
questlon-'answer-'reaction pattern (4->7b">5a) gams importance (see Figure 4 5) 
At the origin of the space for open lessons (Figure 4.5) five points are 
located 5c, 6b, 10, 11 and Ζ At a small distance from the origin a second 
group of points is situated 2, 5b, 9 and 6a On the periphery we find again 
category 1 and question (3, 4)-* answer (7a, 7b)">reaction (5a) categories 
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II 
7a 
7b 
09 
6a 25b 
04 03 
5a 
01 
Figure 4 5 Canonical analysis of net behaviour flows for open 
lessons Plot of the first tho-dimensional component. 
The points 5c, 6b, 10, 11 and Ζ could not be shown They prac­
tically coincide fcith the origin of the space 
These three groups of points partly reflect differences in marginal frequen­
cies, the outer points representing the more frequent behaviours. The 
arrangement of the points in space reveals that the skew-symmetry in the tran­
sition frequencies is at least two-dimensional. 
The arrangement of the points in two-space shows a clear order, from teach­
er initiative through pupil answer to teacher reaction Starting from catego­
ry 1 the configuration provides for three mam itineraries going in counter­
clockwise direction, ordered by increasing popularity: 
1 •* 5b •* 09 •* 5a pupil initiative 
1 •* 04 •* 7b -» 5a broad question 
1 ·* 03 "* 7a •* 5a narrow question 
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Alternatively, these walks may end at the centrally located point 6a ("Teacher 
rejects pupil ideas") 
It must be noted, that the choice of these particular itimranes is not com­
pletely dictated by the geometrical representation The choice of starting 
points and end points can only be determined from substantive knowledge of the 
behavioural categories involved What the plot does show is in what direction 
transitions from a given point are facilitated or impeded For instance, both 
in Fig 4 4 and 4 5 when starting from category 3 the easiest transition is 
to 7a because given 3 the triangle formed by the points 3, 7a and the origin 
has the largest positive area of all triangles that may be formed with vertic­
es at 3 and the origin Starting from 3 a large negative area is seen for 3 
and 5a, so movement from 3 in the direction of 5a is strongly impeded 
The giving information (1) •* teacher question (3) ·* pupil answer (7a) •• teach­
er reaction pattern (5a) may be read from Fig 4 4 and 4 5 by looking at each 
point for that point that will produce the triangle with the largest positive 
area When for a given point more points exist that produce a triangle with a 
relatively large positive area, then alternative routes are probable For 
instance from 7a both 5a and 6a are probable to come next In general, proba­
ble next behaviours are found by moving in counter-clockwise direction 
A possible metaphor for the kind of two-dimensional skew-symmetry displayed 
in Fig 4 4 and 4 5 is a cyclone, a wind rotating about a point M at constant 
angular velocity ω (Gower, 1977) By substituting this "cyclone" interpreta­
tion of the currents с into the "social gravity" model [4 13] the skew-
symmetric elements of the transition matrix may be approximated by 
*<*„ - v - — -V 
where β is the perpendicular distance from the centre of the cyclone to the 
line connecting the points ι and j This implies that the relative net behav­
iour flows are proportional to the δ 
177 
Geometrical representation of asymmetric transition matrices 
By looking at the residuals, that is the differences between observed and 
fitted net behaviour flows, it becomes clear however that this cyclone model 
is not adequate for our data The main fault of the configuration displayed 
in Figure 4 5 appears to be that it implies for instance that one could go 
from 3 to 7b almost as easily as to 7a Because the triangle formed by the 
points 3 and 7b with the origin also has a fairly large positive area The 
route from 3 to 7b is Influenced by the cyclone in nearly the same way as the 
route from 3 to 7a But the data show that a type 3 question almost exclu-
sively leads to a type 7a answer and that to a type 4 question belongs a type 
7b answer (see Table 4 5) This feature clearly invalidates the cyclone mod-
el, for these data 
More generally, it is doubtful whether a representation in a continuous space 
is adequate for this kind of categorical data In any case one should not 
stretch the implications of the representation too far The method considered 
here is merely a general data-analytic device to obtain a graphical display 
that reveals the main features of a transition matrix. 
The inadequacy noted can easily be corrected on the plot by adding the paths 
that are allowed, but these are not given by the model The canonical decom-
position corrects for it by a higher-dimensional solution Figure 4 6 dis-
plays the matrix Uj - corresponding to the second pair of singular values -
for the open lesson condition 
From this plot it becomes clear that the second two-dimensional component 
serves only to discriminate between narrow and broad questions The area of 
the triangle subtended at the origin by the points 3 and 7a is about equal to 
the area of the corresponding triangle for the points 3 and 7b but the first 
one is positive and the second one is negative The same phenomenon may be 
noted for broad questions (4), a positive relation from 4 to 7b and a negative 
one from 4 to 7a This makes clear why for open lessons the second pair of 
singular values is relatively large Because closed lessons have a much lower 
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Table 4.5 
Hain departures from the rank 2 fit 
observed 
7a 7b 
open lessons 
650 5 -20.5 
-14.0 536 5 
closed lessons 
observed 
7a 7b 
3 1070 5 -13 5 
4 -8 0 270 0 
fitted 
7a 7b 
387 3 271 3 
256 5 178 3 
fitted 
7a 7b 
3 1005 5 130 5 
4 76 8 8 3 
frequency for broad questions there is less need to discriminate broad from 
narrow questions. 
A second departure from the data is that the rank 2 fit for closed lessons as 
well as the rank 4 fit for open lessons underestimate asymmetry for pupil ini­
tiative (5b and 9) So, if pupil initiative were more frequent, a third two-
dimensional component would be needed to account for pupil initiative. 
4 3 Ζ Analysis of skew-symmetry after fitting homogeneous margins 
To remove marginal effects from the analysis the transition frequencies have 
to be adjusted before applying the canonical analysis of skew-symmetry One 
way to do this is to fit homogeneous margins to the transition matrix, as 
described in section 3 4 As before, row and column totals were made equal to 
100 by iterative proportional fitting This transformation was applied to the 
complete transition matrix, including diagonal frequencies 
Because of zero cell frequencies and to enhance the stability of the results, 
the frequencies were smoothed before applying iterative proportional fitting 
Smoothing was done by the pseudo-bayesian method discussed m section 3 4 1, 
taking the sum of the transition matrices for the twelve conditions as the 
pseudo-prior 
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IV 
7a 
-04-
01 
—02 
11 
5a 
6a-
09 
03 
III 
7b 
Figure 4 6 Canonical analysis of net behaviour flovs Plot of 
the second two-dimensional component for open lessons 
Points 5c, 6b, 10 and Ζ hidden (at the origin) 
In terms of the "social gravity" model the transition frequencies adjusted 
for marginal effects may be written as 
'и' f(d ) 
(b + с ) , if' ij Ji 
and hence the adjusted net behaviour flows become 
2ac 
m j 
The skeu-symmetric elements may be thought of as a function of both distances 
between points and directions in space Again, the dependence upon distances 
might be removed by taking relative net behaviour flows, see [4 16] As in 
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the previous section we restrict ourselves here to an analysis of skew-
symmetry by taking elements i(/ - f ) 
In Table 4 6 the singular values and the goodness of fit measures are pre-
sented 
Compared with the analysis without correcting for marginal effects (4 3 1), a 
higher dimensional solution is needed to obtain the same goodness of fit 
This is in agreement with the expectations formed by looking at the residuals 
of the previous analysis Components that were not needed before because of 
their relative infrequency now come to the foreground after differences due to 
marginal frequencies were removed The difference between open and closed 
lessons observed in Table 4 4 disappeared It may be concluded that the dif-
ferences between these conditions are located only in the marginal frequen-
cies To put it differently, classroom interaction proceeds along the same 
pathways in both conditions, but the traffic is differently distributed in the 
tuo conditions 
From this analysis again no differences associated with teacher training can 
be discerned Compared between conditions, the patterns of singular values 
and the configurations obtained are somewhat less stable than in the previous 
analysis This is understandable, since the adjustment procedure involves 
taking ratio's and thus enlarges the effect of sampling error on the results 
of the analysis We tried to counteract on this by smoothing the frequencies 
(cf 3 3 1) before fitting homogeneous margins This should stabilize the 
results because the smoothing procedure involves regressing all observed fre-
quencies towards expected frequencies derived from simulating the transition 
matrices of all experimental conditions 
The results are highly similar for all conditions For space reasons, only 
the configurations for the open lesson condition in the experimental group 
immediately after training are reported here (see Figure 4 7) 
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Table 4 6 
Canonical analysis of skew-symmetry after fitting homogeneous 
margins singular values and goodness of fit 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
λ 
45 
45 
42 
43 
46 
43 
43 
43 
44 
43 
46 
43 
1 
9 
9 
β 
9 
8 
6 
2 
9 
9 
1 
4 
singul 
\г 
0 80 
0 78 
0 74 
0 81 
0 78 
0 64 
0 73 
0 78 
0 78 
0 79 
0 78 
0 78 
ar val ues as a proportion 
of the first 
Xl 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
55 
50 
52 
49 
50 
51 
56 
58 
56 
54 
52 
61 
λ* 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
40 
26 
12 
24 
08 
11 
19 
32 
14 
18 
16 
21 
Xs 
0 09 
0 10 
0 07 
0 14 
0 05 
0 08 
0 12 
0 16 
0 09 
0 14 
0 11 
0 14 
X
e 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
07 
04 
03 
05 
03 
04 
10 
09 
06 
08 
08 
09 
X7 
0 02 
0 02 
0 02 
0 03 
0 01 
0 02 
0 04 
0 04 
0 02 
0 01 
0 01 
0 02 
goodness of 
rank 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
47 
52 
54 
51 
55 
59 
52 
52 
60 
51 
52 
50 
4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
77 
83 
84 
84 
86 
83 
80 
83 
82 
82 
84 
78 
fit 
6 
0 92 
0 96 
0 99 
0 96 
0 99 
0 99 
0 97 
0 96 
0 98 
0 97 
0 98 
0 96 
Reading counter-clockwise the first component (the above part of Fig 4 7) 
clearly displays the three main patterns 
03->-7a,-5a or 6a 
Sb'Og-'Sa or 6a 
04->7b->5a or 6a 
These may start from and return to point 1 (= Teacher gives information or 
opinion) The second component serves to distinguish the narrow question-
pattern (3"*7a) from the pupil initiative pattern (5b"*9) and the (relatively 
unimportant) third component (not displayed here) pushes the broad question 
pattern to the foreground 
There are two big differences with the configuration obtained in the previous 
section 
- the pupil initiative pattern (5b •* 9) which was poorly fitted in the former 
case now takes its proper place 
- category 6a (teacher rejection of pupil ideas) is located near category 5a 
(teacher acceptance of pupil ideas) 
These differences result from the removal of marginal effects 
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II 
7a 
09 
7b 
02 03 
6b 04 
5b 
6a 01 
5a 
IV 
5b 
7b 
— 5 a· 
7a 
6a 
09 
Ζ 01 
-5c04-
02 
III 
03 
Figure 4.7. Canonical decomposition of adjusted net behaviour 
flows. First and second two-dimensional component. (Experi­
mental group, open lessons, first postmeasureraent) 
Points not shown all project near the origin. 
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The three main patterns are ordered by their distance to the origin of the 
space This order corresponds to the amount of skew-symmetry fitted by the 
first component Skew-symmetry is considerably less for broad questions 
(4 •* 7b) than for narrow questions (3 •* 7a) This is not only true for the 
first component of the fit, as is apparent from the diagonal entries (absolute 
values) of the orthogonal matrix H 
7a 9 5a 7b 6a 
0 0 1 0 
5b 3 4 
Also, category 6a contributes considerably less to asymmetry than 5a In the 
plot this is represented by 5a being further аьау from the origin than 6a 
These differences cannot be explained from differences in marginal frequen­
cies One possible explanation is that broad questions (4), contradictory to 
narrow questions (3), tend to last for more than one time interval Hence the 
relative frequency of the 4 ·* 7b transition is lower than the relative fre­
quency of the 3 + 7a transition Since the relativo frequencies of the 7a ^ 3 
and 7b •* 4 transition are in the same order of magnitude, the skeu-symmetry 
for 3 •* 7a is larger than that for 4 •* 7b A similar reasoning applies for 6a 
compared with 5a The frequency of 6a •* 6a is at 27%, for 5a -> 5a it is only 
β". 
In order to check this reasoning the influence of self-transitions may be 
removed from the analysis by fixing the diagonal frequencies at zero before 
fitting homogeneous margins to the table This may be done during the pseudo-
bayesian smoothing procedure (see section 3 4 1) 
The resulting configuration (Figure 4 8) is similar to the previous one, but 
5a and 6a are now indeed at about the same location and the broad question 
pattern has been shifted touards the narrow question pattern The differing 
self-transitions did however not completely explain the differences between 
these tuo question-answer-reaction patterns After removing self-transitions 
184 
Canonical analysis of skew-symmetry applied to the interaction matrices 
II 
7a 
09 
7b 
-10—ll-
Sc 
02 
6b 
04 
5b 
03 
5a 
6a 
01 
IV 
5b 
7b 
5a 
7a 
Ζ 
01 
0210—04- III 
6a 
09 
03 
Figure 4.8. Canonical decomposition of adjusted net behaviour 
flows after removing self-transitions. First (a) and second 
(b) two-dimensional component. 
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the relative frequency of a narrow question being immediately followed by a 
pupil answer is 80%, for broad questions this is 70% Probably broad ques­
tions are more difficult to answer or the teacher waits longer before a pupil 
answer is elicited or allowed 
4 4 Hultidimensional scaling of asymmetric matrices 
As noted before, in the realm of multidimensional scaling some procedures are 
available for graphically representing asymmetric matrices 
• multidimensional scaling of conditional proximities 
This approach means that distances are only compared within rows or within 
columns of the transition matrices 
• multidimensional unfolding 
each behaviour is represented twice as a point in the same space once as 
antecedent behaviour and once as consequent behaviour The asymmetric 
data matrix is considered as a part of an unknown symmetric matrix 
• multidimensional scaling according to the compensatory distance model 
(Coombs, 1964, Roskam, 1968, ρ 77) In this model the similarity between 
antecedent behaviour ι and consequent behaviour j is represented as the 
distance between the points ι and j after projecting j on the line that 
connects ι with the origin of the space Each antecedent behaviour thus 
has associated with it a direction vector onto uhich the points for all 
consequent behaviours are projected In this way asymmetry is build into 
the model 
• nuit id linens lonal scaling according to the asymmetric Euclidian distance 
model (Young, 1975) The behaviours are represented as points in a Eucli­
dian space, in addition each behaviour is assigned a weight for each of 
the dimensions of the space Thus a separate configuration may be 
obtained for each behaviour by applying that behaviour's weight to the 
dimensions This amounts to shrinking or stretching the space along par­
ticular directions In this model the transition frequencies are repre­
sented as a function of weighted distances between points in Euclidian 
space 
Lacking a specific theory for the way asvmmetry arises, there are no prior 
reasons for choosing one of these representations The methods are useful as 
general data-analytic devices to the extent they give insight into the nature 
of the asymmetry 
These methods differ from the canonical analysis of skew-symmetry in the 
attempt to display the given matrix as a whole while the canonical analysis 
leaves the symmetric part out 
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The multidimensional unfolding approach as a general ordination method for 
asymmetric data was discussed by Gower (1977) and Constantine & Gower (1978). 
They concluded that multidimensional unfolding and canonical analysis of skew-
symmetry both may be useful. Which method will be most informative in a par-
ticular case depends upon the form of asymmetry in the table. Constantine 
and Gower (o.e.) constructed an asymmetric matrix by adding a skew-symmetric 
matrix, representable by canonical analysis as points on a straight line in 
two-space, to a matrix of distances between English towns Multidimensional 
unfolding led to a two-dimensional configuration with low stress-value, but, 
as the authors concluded, the solution did not recover the "true" nature of 
the asymmetry. 
For data on behaviour sequences asymmetry is most readily discussed in terms 
of directions in space, rather than (solely) as distances between points. 
From the "social gravity" model it follows that these directions are related 
to the skew-symmetric component of the transition frequencies There are no 
direct relations between the "social gravity" model and multidimensional 
unfolding or the other multidimensional scaling procedures mentioned here. 
There is however nothing sacrosanct about "social gravity" and it might be 
worthwhile to consider an alternative view of the same data 
Except for the compensatory distance model20, adequate nonmetric algorithms 
are available for these multidimensional scaling models, including the possi-
bility to allow in a certain way for differences between transition matrices 
for different individuals or for different experimental conditions 
Using the computer program ALSCAL (Takane, Young & De Leeuw, no date) we 
attempted to fit Youngs's asymmetric distance model (Young, 1975) to the tran-
sition matrices for the twelve experimental conditions The reason to choose 
this model is that asymmetry is explicitly build into the model In addition, 
within the ALSCAL framework the model may be extended to include parameters 
2
" An attempt to estimate this model by the method of alternating least 
squares (Takane, Young & De Leeuw, 1977) failed, or was extremely liable to 
local minima traps. 
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for differences between experimental conditions 
Young (1975) applied the method to Coombs' journal citation data The only 
other application of this model I know of is in Spence (1978), an expository 
paper on the use of multidimensional scaling with ethological data He 
applied the model to a matrix of transition frequencies, corrected by fitting 
homogeneous margins He recommends the method as especially suitable for the 
kind of data we are dealing with 
4 4 1 The asymmetric distance model 
Let f . be the frequency of transition from behaviour ι at time t to behav­
iour j at time t + 1 under experimental condition k, then the nonmetric asym­
metric distance model (ASYMSCAL, see Young, 1975, Spence, 1978) may be formu­
lated as follows 
d\jk = Ï. viawka <xia " V * ' " " * '' "*- " 0 [4 191 
J
 8=1 
where d . is the distance between point ι and j in an r-dimensional space for 
antecedent behaviour ι under condition £, χ represents the coordinate of 
ia * 
behaviour J with respect to dimension a of a Euclidian space common to all 
behaviours and all conditions The ν are weights for the dimensions 
assigned to the behaviours and the w. are weights assigned to the conditions 
The function g,( ) is monotonically decreasing, and possibly different for 
different experimental conditions 
The disparities d , are in our application a monotone transformation of the 
transition frequencies This monotone transformation for optimally scaling 
the data is achieved using Kruskal's method (Kruskal, 1964) The ALSCAL algor­
ithm minimizes the sum of squares of the differences between squared distances 
and squared disparities The approach used is the alternating least squares 
method (Takane et al , 1977) The parameters are divided into subsets (parame­
ters for optimally scaling the data, the coordinates, the category weights, 
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the condition weights) Then least squares estimates are obtained for one of 
the parameter sets while fixing all other parameters This is alternatingly 
repeated for all subsets The process Iterates until convergence is achieved 
The results are estimates of the coordinates for each behavioural category, 
category weights and condition weights 
In this model differences between experimental conditions may anse m two 
diffent ways 
• for each experimental condition the transition frequencies are separately 
transformed to disparities 
• the dimensions are separately weighted for each condition, as in the 
INDSCAL model (Carroll & Chang, 1970) 
Further restrictions on the model may be introduced by requiring the data 
transformations for all conditions to be the same, i e 8t(^ ь) = S(^ i,) = 
</..., or by fixing all weight parameters at a value of 1 
As data we used the one-step transition frequencies, corrected for marginal 
effects by fitting homogeneous margins to the transition matrix, leaving self-
transitions out So the same data were used here as in section 4 3 2 
In this analysis the transition frequencies are interpreted as measures of 
association between behavioural categories The higher the tendency for 
behaviour ι to be immediately followed by behaviour j the more j is associated 
with 1 On the other hand ƒ measures how ι is associated with j "Associa­
tion" means in this context that behaviours belong functionally together into 
a molar behaviour pattern In the ethological literature another interpreta­
tion may be found (for instance Hutt & Hutt, 1970) in which a high transition 
frequency from i to j is interpreted as indicative of common motivation 
Sometimes factor analysis of transition frequencies21 is used to locate common 
motivational states This implies that sequence effects are thought unimpor­
tant Sequential relations between behaviours are explained from (unobserved) 
2 1
 Two different factor analysis models may be obtained, one based on "pre­
vene" relations and one based on 'supervene" relations From an interpre­
tation as motivational states, these two models should lead to the same 
results 
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motivational states 
Here, we will remain at the level of relations between behaviours, though it 
might be interesting for research on classroom interaction to assume an under­
lying process that develops more slowly in time than the events quickly fol-
lobing each other at the behavioural level An obvious reason for postulating 
such a process is that classroom interaction may be supposed to some extent to 
develop from a plan the teacher has in mind for a lesson Neither factor anal­
ysis, nor the methods discussed in this chapter houever will enable us to 
trace such an underlying process What is hoped to achieve is an informative 
and parsimonious visualization of the relationships between behaviours 
The asymmetric nature of the model may be expounded in the following way 
Each behaviour has associated with it a set of weights for the dimensions By 
applying the weights of behaviour ι to the coordinates, a "private" space 
results for behaviour j Tins space represents the relations between behav­
iours, as seen from behaviour ι 
As far as sequential relations are concerned, this representation entails a 
difficulty It is natural to think of the private space for behaviour ι as 
representing the frequencies of transitions from ι to the other behaviours, 
small distances corresponding to high transition frequencies. According to 
[4 19] the category weights are assigned to the row stimuli It is equally 
defensible however, given the biconditional nature of the data, to perform the 
analysis on the transposed transition matrix Now the private spaces are to 
be interpreted as representing prevene-relations Thus the method provides 
two solutions, leaving the user with an interpretation problem In the appli­
cation reported in the next section antecedent behaviours were assigned to the 
rows of the data matrix The solution thus represents supervene-relations 
In the private space of behaviour j the distance from j to any other behaviour 
ι {itj) is to be interpreted as the extent to which behaviour j is likely to 
be followed by behaviour ι So one may interpret the space private to j by 
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drauing concentric circles with j as the centre Points at equal distance 
from j are equally likely as successors of j 
4 4 2 Results for the asymmetric distance model 
In Figure 4 9 the results of a three-dimensional fit are displayed Using 
Kruskal's stress formula, the stress of the solution22 was computed to be 
0 17 
The condition weights (not displayed here) nearly fall on a straight line in 
three-dimensional space Hence, in agreement with previous analyses, this 
analysis shows no important differences between experimental conditions 
It turned out though that closed lessons were fitted somewhat better than open 
lessons 21 
In three-dimensional space there are six clusters consisting of two points 
each (3, 7a), (4, 7b), (5b, 9), (10, 8), (5a, 6a), (2, 6b) The first four of 
these are grouped together on the base of their sequential relation The 
fifth pair consists of teacher reactions to student answers They are close 
together because they bear the same sequential relationships to the other cat-
egories The same is probably true for the last pair the teacher gives 
directions (2) and the teacher rejects pupil behaviour (6b) Both categories 
may have to do with maintaining discipline in the classroom, and thus they 
have no special sequential relation to the other categories, except confusion 
(Z) and perhaps silence2" (11) This is similar to the ADDTREE solution (Fig-
ure 4 1), with exception of the place of the teacher reaction categories (5a 
2 2
 ALSCAL minimizes SSTRESS, defined on squared distances and squared dispari-
ties The stress value reported here is based on the distances and dispari-
ties themselves 
1 3
 The rank order of the length of the weight vectors for the conditions 
appeared to agree fcith the rank order of the weights derived in the pseudo-
bayesian smoothing procedure (section 3 4 1) Thus the best fitted matri-
ces are those that have the highest resemblance with the transition matrix 
aggregated over all conditions 
2
* The position of this category is not so clear, probablv because this code 
has tuo different meanings In addition to "silence ' it was also used 
within a sequence of pupil talk to indicate that another pupil took the 
floor 
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Figure 4 9 Multidimensional scaling of transition matrices according to a 
weighted Euclidian model 
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and 6a). 
To interpret the spatial separations between the clusters one should weight 
the dimensions differentially for each behavioural category (see the lower 
part of Figure 4 9 and Table 4 7). There are great differences between behav-
iours in these dimension weights Within a cluster the weights are highly 
similar 
As seen from "information given by the teacher" (01) the space is nearly one-
dimensional (dimension III) with pupil initiative directed to the teacher on 
one side of the point 'l' and the question (3,4) •+ answer (7a,7b) •• reaction 
(5a,6a) patterns on the other side 
For teacher reactions (5a,6a) to pupil answers the space is stretched out 
along the first dimension with on one side of the points 5a and 6a "informa-
tion giving" (1) and "closed questions" (3) and on the other side "open ques-
tions" (4) and "pupil initiative" (5b,9) 
For "closed questions" (3) the dimensions II and III carry the most weight, 
for "open questions" (4) these are the dimensions I and III 
For "pupil initiative" (5b,9) only dimension I and II are relevant, showing 
the circuit 1 -• 5b •+ 9 •* Sa/6a or 1 
The structure knoun to exist in the data thus can be discerned from the plot 
Compared with the analysis of skew-symmetry, the weighted distance model does 
not add new insights into the structure of the data Furthermore, the analy-
sis of skew-symmetry gives a clearer picture of the sequential relations 
betueen behaviours, at least for this data-set 
In Young's solution of the journal citation data as well as in the configura-
tion reported above there is a tendency for stimuli to give heavy weight to 
those dimensions on uhich they project near the origin of the space This 
could be typical for the way the asymmetric distance model treats transition 
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Table 4 7 
Dimension Heights for the behavioural categories 
m the weighted distance model 
Behaviour 
information 
01 
closed question 
03 
7a 
open question 
04 
7b 
pupil initiative 
5b 
09 
pupil interaction 
10 
08 
teacher reaction 
5a 
6a 
affective reaction 
5c 
discipline 
02 
6b 
Ζ 
silence 
11 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
13 
25 
21 
88 
96 
18 
81 
36 
29 
64 
47 
37 
09 
10 
30 
16 
Dimension 
2 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
07 
07 
62 
26 
04 
36 
55 
37 
42 
12 
09 
36 
24 
16 
17 
72 
3 
0 85 
0 53 
0 37 
0 47 
0 41 
0 00 
0 03 
0 33 
0 29 
0 18 
0 19 
0 22 
0 68 
0 71 
0 83 
0 34 
frequencies A low absolute value of the coordinate of behaviour ι on dimen­
sion a means that that dimension is not important with respect to the question 
which behaviours will supervene ι Giving a relative high weight to dimension 
a then will enlarge tho distances in the private space for behaviour ι along 
dimension a, while shrinking the distances along other dimensions with lower 
weight 
Note that the category weights are linearly related to the other parts of the 
model 
r 
1J 
I v o , <7 - (x - X ) 2 . it J 
Z, ia4ija' 4ija ia ja' ' J 
The ALSCAL algorithm indeed computes the weights by multiple regression from 
this relation, in which the coordinates are considered as given, using the 
(asymmetric) disparities in place of the distances (Takane et al , no date) 
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Perhaps in fitting the ASYMSCAL model to the data there may be a trade-off 
between coordinates and category weights, resolved by the algorithm "in fav­
our" of the weights The number of parameters to be fitted is very large 
4 5 A combined analysis of the symmetric and the skew-symmetric part of the 
transition frequencies 
Gower (1977) discussed ways to combine the analysis of symmetric and skew-
symmetric aspects of the data Basically, the approach is to map some func­
tion of the "symmetrical elements" (proximities) as distances in a geometrical 
space of low dimensionality and afterwards to superimpose the results from the 
canonical analysis of skew-symmetry on this space This may be done by fitting 
the skew-symmetric configuration to the map obtained from the proximities 
The actual procedure to be followed nil depend upon the nature of the skew-
symmetry In one of Gower's examples skew-symmetry was one-dimensional, i e 
к = \(w -w ) , and could be plotted as contours onto the two-dimensional map 
obtained by an ordination technique applied to the symmetric component of the 
data matrix 
As seen in section 4 3 in our case skew-symmetry is of a multidimensional 
nature Moreover, from the analysis in section 4 4 it appears that the data 
cannot be represented well in a two-dimensional space 
I uill follow here Tobler's approach sketched in section 4 2 4 The analysis 
is guided by the social gravity model [4 13] 
As before marginal effects were removed by fitting homogeneous margins 
(equal to 100) to the smoothed table of transition frequencies To obtain the 
basic map non-metric multidimensional scaling25 was applied to the symmetric 
matrix 100/(A+A1), where A is the matrix of adjusted transition frequencies 
It is assumed that the data give only ordinal information about the distances 
between points in Euclidian space A solution was attempted for 2 and for 3 
dimensions For space reasons I report only the solution for the open lesson 
2 5
 The computer program used was ALSCAL as implemented in SAS 
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condition m the experimental group immediately after teacher training 
Kruskal's stress formula for the two-dimensional solution gave a value of 
0 25. For three dimensions this improves to 0 18 The distances obtained 
account for respectively 63% and 69% of the variance of the scaled data (the 
disparities) The third dimension mainly serves to distinguish the closed 
question-answer pattern from the open question-answer pattern 
Though the fit is not particularly good, I prefer to report the two-
dimensional solution, bearing in mind the resulting distortions. The ease of 
a two-dimensional picture gre4tly outweighs the improvement of the fit by add­
ing further dimensions 
From the skew-symmetric part of the data a vector field was computed2' 
using [4 18] and plotted at the map obtained from ALSCAL 
The results are displayed in Figure 4 10, showing the vector field plotted 
onto the ALSCAL solution 
From the "relative net behaviour flows" [4 16] for each point a vector to or 
away from each other point is determined If с is positive then a vector 
(cf equation [4 17]) is draun from point ι in the direction of point j 
Because с = -с this implies that at point j a vector is draun in a direc­
tion away11 from point i , with the same length as с , The vectors drawn on 
this map are the resultant vector bums of the bundle of vectors at each point 
For some points the bundle of vectors is shown in Figure 4 11 4 12 
The vectors indicate the direction and the force of the "wind" at any 
point The longer a vector the greater the force to move in a particular 
direction 
" Computations were performed using PROC MATRIX from SAS With SAS the 
entire analysis requires only one computer run 
2 7
 A different choice of display was made by Borg (1979) He represented 
positive values as "output from the antecedent behaviour, like here, but 
negative values as input into the consequent behaviour See also section 
4 2 4 
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Figure 4.10. Behaviour flows estimated for open lessons in the 
experimental group, immediately after training. 
As shown in Figure 4.10 movement in space is going away from point 1 (teacher 
gives information or opinion) and returning back to it. From Figure 4.11 it 
appears that from point 1 the behaviour stream goes in three different direc­
tions (3, 4 and 5b). Movement back to 1 comes especially from 5a, 6a and 9. 
The latter is seen by noting arrows pointing from 1 in a direction opposite to 
a particular category (unshaded arrowheads). Movement towards point 1 is more 
easily seen in displays of vector bundles for other points (e.g. the vectors 
for category 5a in Figure 4.12). 
In Figure 4.10, going east pupil initiative (5b,9) is found; going south-west 
one reaches the two question-answer-reaction patterns (3-7a-5a/6a and 
4-7b-5a/6a). In south-eastern direction most of the other categories are 
located. To the north-west one isolated point is found - category 5c (the 
teacher accepts student feelings). This is a very rare event, not clearly 
linked in any behavioural pattern. 
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Figure 4 11 Bundle of vectors for two selected points 01 (giving 
information) and 03 (narrow questions) 
Positive sequential relations are indicated by shaded arrowheads, 
unshaded arrowheads denote negative sequential relations 
For category 1 a very small resultant vector is found pointing towards 
pupil initiative (5b,9), see Figure 4 10 From Figure 4 11 it appears that 
this is the result of large vectors pointing m different directions 
The distortion produced by forcing the behaviours into a two-dimensional map 
is greatest in the "windy" south-west region Categories 3 and 7a must be 
thought to be located in a zone different from categories 4 and 7b The same 
applies to categories 5a and 6a 
Figure 4 11 shows that category 3 (closed questions) has a quite different 
bundle of vectors associated with it than category 1 From 3 movement is 
towards 7a and away from most other categories From 5a (see Fig 4 12) move­
ment can go in any direction, except the pupil behaviours (7a, 7b and 9) 
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Figure 4 12. Bundle of vectors for 5a (the teacher accepts pupil 
ideas). 
Positive sequential relations are indicated by shaded arrowheads, 
unshaded arrowheads denote negative sequential relations. 
Ve are prepared to conclude that Figure 4 10 gives an easily readable and 
interpretable representation of the (adjusted) transition matrix. If the dis­
tortions produced by the two-dimensional fit are kept in mind, Figure 4 10 
provides an adequate graphical representation of the transition matrix. The 
displays clearly show the patterns known to exist in the data. 
The method is easy to implement It requires only a minor computation to add 
to the multidimensional scaling solution. 
If more points were available then one could go on to compute the scalar 
potential (see 4.2 4), implied in the social gravity model (Tobler, 1976). 
For one, this would provide a kind of internal consistency check If every­
thing were perfect, the vectors should everywhere be orthogonal to the con-
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tours representing the scalar potential. In addition, the scalar potential 
could be related to variables hypothesized to cause the behaviour flows. For 
data on verbal interaction in classrooms however these implications of the 
model do not appear valid, because a continuous space, a continuous vector 
field and a continuous potential can only very roughly be approximated. A map 
like Figure 4.10 gives only a macroscopic view of the course of classroom 
interaction. A more detailed analysis probably would lead one into examining 
discrete structures rather than a fine-grained space, or into examining a 
space in which not all directions are equivalent. 
To conclude, we repeat the caveat formulated by Tobler (o.e., p. 296) that the 
technique works with any set of data, although - as shown by Tobler - with 
random data indeed a vector field will not show much structure. 
4.6. Summary and conclusions 
As seen in chapter 3 in analysing a transition matrix three components may be 
distinguished: 
• marginal frequencies 
• frequencies of self-transitions 
• frequencies of transitions from one behaviour to another. 
In this chapter attention was paid to the asymmetric nature of the latter. The 
frequencies of off-diagonal transitions were analysed by additively decompos­
ing the transition matrix into a symmetric and a skew-symmetric part. 
It appears that the matrices are dominated by the frequencies of self-
transitions. The sum of squares of the diagonal frequencies amounts to 82л-96% 
of the sum of squares for the whole matrix. The sum of squares for the skew-
symmetric part reaches 36%-40% of the sum of squares for off-diagonal frequen­
cies. So, in all experimental conditions the transition matrices are asymme­
tric to a considerable extent. 
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Asymmetry has also been assessed in another way, namely by constructing an 
orthogonal matrix, called H, from a singular value decomposition of the matrix 
of transition frequencies. This matrix measures how well for a particular 
behavioural category its supervene-relations with other behaviours correlate 
with its prevene-relations. From this orthogonal matrix it is immediately 
clear that the asymmetries are located at the categories of the question-
answer-reaction pattern (3, 4, 7a, 7b, 5a, 6a) and the categories of the pupil 
initiative pattern (5b and 9). 
The orthogonal matrix H may also be used to address the question, at what lag 
the transition matrix becomes (nearly) symmetric. In this study the matrix H 
has been computed only for lag-1 and lag-3 transitions. The reason to compute 
the latter was that the question-answer-reaction pattern in its usual form is 
then completely embedded within the interval. For lag 3 indeed the matrix H 
closely approached an identity matrix, meaning that the lag-3 transition 
matrix is nearly symmetric. 
With respect to amount or nature of asymmetry as recovered by the matrix H no 
differences were found between experimental conditions. 
The skew-symmetric part of the transition matrices has been analysed by 
singular value decomposition. This method, suggested by Gower, allows one to 
represent asymmetry as directions in space. Without correcting for marginal 
effects a rank 4 solution provided an excellent fit. After fitting homogeneous 
margins to the transition matrix a rank 6 solution was needed to obtain a com-
parable fit. The effect of removing marginal effects, by fitting homogeneous 
margins, indeed appears to be that the sequential relations are highlighted 
better. Globally, the two analyses agree. The first two-dimensional component 
of the solution is mainly determined by the pattern: narrow question (3) •* 
pupil answer (7a) •* accepting teacher reaction (5a), which may start from and 
end in "giving information" by the teacher (1). When marginal effects have 
been corrected for, this first two-dimensional component differs between anal-
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yses in two respects First the pupil initiative pattern 5b •* 9 •• teacher 
reaction is now represented in about the same way as the 3 •* 7a •* teacher 
reaction pattern Secondly, negative teacher comment (6a) plots near to posi­
tive teacher comment (5a) This shows that strong sequential relations may 
exist between low-frequency behaviours that would remain hidden when no cor­
rection for marginal effects is performed A second two-dimensional component 
serves to distinguish the narrow question pattern (З-*· 7a) from the broad ques­
tion pattern (4 -» 7b) This component appears especially important for open 
lesson conditions, uhen no correction for the marginal frequencies has been 
made In fart, in the first analysis for closed lessons a rank 2 solution 
already provides an excellent fit After fitting homogeneous margins this dif­
ference between open and closed lesson conditions disappeared This shows 
that the difference mainly resides in the marginal frequencies. With correc­
tion for marginal effects, the second two-dimensional component found serves 
to distinguish pupil initiative (5b-* 9) from teacher initiative (З-* 7a) The 
fitting of homogeneous margins in this case does not reduce the relative 
amount of asymmetry, rather asymmetry is increased Asymmetry indeed is an 
inherent quality of this kind of data 
In analysing skew-symmetry, differences in frequencies of self-transitions 
are removed, because by definition all diagonal entries of a skew-symmetric 
matrix are zero. In preprocessing the data these self-transitions play a role 
however Fitting homogeneous margins to the transition matrix leads to differ­
ent results when self-transitions are blanked out The display of the sequen­
tial relations is improved when the influence of differing tendencies of 
behaviours to continue in the next time interval is removed from the analysis 
Although the skew-symmetric part of the transition matrices comprises only 
a relatively small portion of the total sum of squares for the whole tran­
sition matrix, it seems to be the most important part The results of the 
canonical analysis of skew-symmetry reported here illustrate that an analysis 
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of only the skew-symmetric part of a transition matrix may reveal the struc-
ture present in the data It does this in a clearer and more informative way 
then the ASYMSCAL-model applied to the transition matrices as a whole 
Nevertheless it is important to look for methods that enable one to combine 
the analysis of symmetric and skew-symmetric aspects of the data One such 
method has been discussed in 4 2 4 and applied in 4 5 The symmetric aspect 
of the data has been analysed by multidimensional scaling, producing a three-
dimensional map with reasonable fit Only the first two dimensions of this 
solution were displayed here Categories that functionally belong together 
are indeed grouped together in this two-dimensional Euclidian space teacher 
questions (3 and 4), pupil answers (7a and 7b), teacher reaction to pupil 
ideas (5a and 6a), maintaining discipline (2, 6b and 11), pupil initiative (5b 
and 9) From the skew-symmetric part of the data a vector field was computed 
and fitted to the multidimensional scaling solution The resulting configura-
tion clearly displays the main patterns of classroom discourse, as far as they 
can be recovered by the observation schedule used 
From all analyses in this chapter it appears that there are no differences 
between experimental conditions beyond differences in the marginal distribu-
tions 
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5.1. The problem of non-stationarity 
In using a transition matrix to characterize teacher-pupil interaction in 
classrooms it is assumed that the process of teacher-pupil interaction is sta-
tionary in time. The (first-order) transition matrix describes the relation 
between what is happening at any observation interval and what happened in the 
(immediately) preceding observation interval. This description is assumed to 
hold irrespective of the position of the observation interval on the time 
axis. More formally, transition probabilities 
P1j(b) 5 probtfiCt; =* j I B(t-b) = i), 1 Í. h < t [5.1] 
are called stationary if they only depend on the value of ft, the time lag, and 
not on the value of C, the time of observation. Unconditional probabilities 
of single actions are called stationary if they remain constant over the 
length of the observation period. It would simplify things enormously if one 
could proceed on the assumption that the relation between antecedent and con-
sequent events is constant over time, at least for the time period under con-
sideration. However, this is a rather stringent requirement, of which it is 
not at all clear that data on interaction processes in classrooms will satisfy 
this. On the contrary, one might suspect the dynamics of a lesson to be such 
that the probabilities of occurrence of the various elements of the behaviour-
al repertoire depend upon the current "phase" of the lesson. In addition, the 
variability of sequential links might depend on the context. Unfortunately, 
we are not able to characterize the dynamics of lessons in such a precise way 
that the notion of phase-dependent transition probabilities can be usefully 
applied to the data. However, because of the goal-directed nature of lessons, 
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it is obvious that lessons are expected to have some structure brought about 
by the task set for the lesson It is indeed an important mission of educa­
tional science to develop satisfying prescriptions to structure the teaching-
learning process in order to meet the goals set for education 
To what extent this didactic structure, whatever form it takes, is or can be 
reflected by the data, is a different matter Since the categories of the 
observation system bear no direct relation to the content taught, nor to the 
didactic approach, no clear notions can be formed about phase-dependency of 
the transition probabilities One vague expectation that comes to mind is 
that pupil initiative will take place more frequently at later points in time 
than in the opening phase of a lesson In earlier phases of a lesson more 
structuring activities by the teacher will be expected to Lake place 
There are several reasons that make stationanty highly improbable A main 
consideration is that the data arise from a process of social interaction, 
thus involving different actors Although the teacher can be expected to be 
the main controlling force, there are other independent sources of action to 
play their role, which makes it unlikely that the system remains m steady 
state throughout the whole period of a lesson The objectives for the teacher 
training indeed include the creation of conditions that will enhance pupil 
participation in a lesson, thereby probably destroying stationanty, if it 
ever existed If classroom communication becomes less centralized, the organ­
ization of classroom talk will deviate more from a btationary process As a 
realistic note it must be added however, that the picture of classroom talk 
emerging from the data is one of a single speaker to uhich everybody else 
appears to be listening and giving the (short) responses solicited for, inter­
spersed with some short isolated periods of pupil initiative ' This teaching 
strategy has been called "recitation" (Hoetker and Ahlbrand, 1969) Lecturing 
1
 This picture persists in most studies on classroom interaction, performed 
since the beginning of the 20th century in different countries (Friedrich, 
1982, ρ 60-61) 
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interrupted by questions directed by the teacher Open and closed lessons as 
devised in the study of Veenman (1975) come down to two variations on this 
theme, mainly differing in the nature of the questions asked and in the room 
let for gaps to appear in the main pattern 
Apart from autonomous actors, other characteristics of social interaction 
plead against the stationarity assumption as well Three aspects will be men­
tioned the appearance of phases in interaction, the existence of short-term 
cycles, and the possibility of "tonic" effects 
The idea of phases and cycles is closely related to the notion of "interaction 
strategy" (Duncan & Fiske, 1977, ρ 288 ff ), resulting from choices and ini­
tiatives performed by a participant with respect to the available options in 
the situation A minimal recognition of phases arises from the simple fact 
that a lesson has some starting point and some end point, both of which must 
be explicitly set (by the teacher) This leads to distinguish at least three 
phases the opening, the "body" of the lesson, and the concluding phase of a 
lesson (if the end is not reached by simply running out of time) The strat­
egy of the teacher, as being the dominant strategy in the situation, will dif­
fer for these three phases In the opening phase for instance the teacher 
will try to get the train started in the right direction, which demands 
actions directed to informing pupils about the topic of the lesson and the 
goals that are to be reached 
Different concepts are being used in the educational literature for unitiz­
ing the flow of clasbroora discourse Smith and Meux (1970) distinguish two 
kinds of units of classroom discourse episode and tuono log An episode is 
defined as "the one or more exchanges which comprise a completed verbal trans­
action between two or more speakers" (p 14), concerning a single topic 
Within a lesson recurring episodes, defined by change of topic, may be found 
Within each episode again an opening, a continuing and a closing phase might 
be distinguished 
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This cyclic nature of classroom discourse is made explicit in the concept of 
the teaching cycle developed by Bellack and his associates (1966, ρ 193 ff ) 
Teaching cycles, as used here, are defined in a way that comes close to the 
categories of VICS, because they are not defined on topical boundaries as is 
the case with the episode concept mentioned before, but by the form of the 
communication taking place We need not go into these concepts now For the 
moment, it suffices to note that in classroom discourse short-term cycles may 
be discovered, thereby violating the assumption of stationanty, as applied to 
a whole lesson 
The third aspect mentioned above, "tonic" effects nn interaction, leads 
into the intricacies of processes of social interaction as such This concept 
refers to the hypothesis, proposed by Schleidt, that 
"the occurrence of a communicative behavioural event exerts an 
influence on the receiving communicant which lasts for a certain 
period of time " (Frey, 1975, ρ 128) 
The time span within which the behavioural event remains effective is called 
the tonic effect of a behaviour 
This conjecture implies the possibility that a certain behavioural event can­
not be understood solely as a consequence of what happened m the preceding 
time interval, but that it must be seen as a consequence of a series of pre­
ceding events cumulatively exerting tonic influence In other fcords, the con­
ditional probabilities for one event to follow another will vary depending 
upon existing residues of previous effects Behaviour "receives its meaning 
from its role in the context of other behaviours shouη by the same individual" 
(Frey, о с , ρ 128), which is a rather commonplace experience 
Consequently considering a transition matrix as representative for a whole 
lesson period is dubious 
This reasoning however is rather abstract and not specifically tuned at the 
level at which classroom discourse is tapped by VICS For reasons of parsimo­
ny it is a reasonable strategy to maintain the assumption of stationanty and 
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to apply consistency checks to the data to evaluate whether the assumption is 
tenable. To proceed with modelling social interaction data on the basis of 
stationarity, without ever checking its plausibility must on account of the 
objections raised above be forcefully rejected. Moreover phase-dependency of 
marginal or transition probabilities might in itself be of substantive inter-
est to the researcher. 
Finally, another possible source of non-stationarity in the data consists 
of the lumping together of data from different lessons, different teachers and 
different classes. This will be discussed further in section 5.2. 
5.1.1. Procedures for detecting non-stationarities 
A rough procedure to investigate the stationarity of transition probabilities 
is possible if one divides a lesson into two or more parts. A transition 
matrix can be computed for each part and then a test may be performed whether 
these transition matrices are sufficiently similar. It need to be realized 
that such a procedure tests only for one necessary implication of stationari-
ty. It is by no means sufficient to detect all possible forms of non-
stationarity. In addition only the case ft = 1, i.e. lag-1 transitions are con-
sidered here. 
A lesson may be split into parts in several ways. One possibility is to 
compute frequencies of behaviours for each step (Oden, 1977) or even a sepa-
rate transition matrix for each single step in the series of events (cf. Bish-
op et al, 1975, p. 264 ff.). In our case this cannot be done for three rea-
sons. First, the number of transition matrices (= the number of observation 
intervals minus one) to be compared would become very large. Secondly the 
number of steps in a lesson varies, and thirdly the expected frequencies would 
become too small. 
A practical approach is to separate each lesson into two or three equal parts 
given by dividing the number of observations in each lesson by two or three 
(cf. Castellan, 1979). The number of parts should be small to avoid the prob-
lems mentioned above. 
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A third possibility is to subdivide not on the basis of the observation 
intervals but in terms of behavioural occurrences For instance if in a par­
ticular lesson the total frequency of behaviour В is η then a division into 
fc blocks may be made with η /b occurrences each of behaviour В In this case 
a stationanty test must be applied separately for each В , because each B, 
generates a separate subdivision of a lesson 
Instead of occurrences of single behaviours the transitions from a behaviour 
В to a behaviour В might be used as a splitting criterion In this case 
lesson periods are distinguished with an equal number of В •* В transitions, 
and a test is made whether the В . * В t transitions (7' ¿ 7 ) are homogeneous 
between periods A sensible choice for В will be the category with the high­
est transition probability ρ given category В 
The hypothesis of stationanty of transition probabilities (1 e condi­
tional probabilities of consequent behaviour given antecedent behaviour) over 
blocks к may be formulated as follows 
"'
 pijk = Pij' к = 1, , b [5 2] 
Regardless of the splitting criterion a test of hypothesis [5 2] may be made 
by treating the data for each experimental condition as if they formed an 
m χ m χ b contingency table Stationanty of the transition probabilities 
then corresponds to the following log-linear model for the expected cell 
counts (Bishop et al, 1975, ρ 265) 
1о
«^У
 =
 " * b(2j + v2(j) * Ъ(к) + V12(ij) + Ьзсік)· Ι5 3] 
subject to the constraints 
X vm) = Χ VJ; = ¿j Ъ(к) = 0 
and 
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The terms Vvs·.) are fixed by the splitting procedure. They simply represent 
differences because of different numbers of observations in the various lesson 
parts. The terms y. , , ..> represent differences between lesson parts in the 
marginal frequencies of antecedent behaviours. These terms are included to 
make the transition probabilities sum to 1 in each row of the transition 
matrix. This is done because the stationarity hypothesis [5.2] refers to con­
ditional probabilities. In other words, within each block к row totals are 
fixed. The parameters y.,.,, Vofji· an^ ^iPfii) r e f l e c t t'le marginal effects 
and interaction effects in the expected transition frequencies aggregated over 
lesson parts. If the model holds, then the main interest focuses on the esti­
mation of the interaction parameters Viofif)· These represent the one-step 
sequential effects applicable to whole lesson periods. 
Model [5.3] states that consequent behaviour j is conditionally independent of 
lesson period к given antecedent behaviour i, i.e. the transition probabili­
ties ρ . .. do not depend upon the value of k. To see this, it is more conven­
ient to formulate model [5.3] in an equivalent multiplicative form for the 
expected frequencies 
subject to the 
and 
α 
Π η .. = 
i=l 2 J 
constraints 
а 
Π I = 
j=l J 
m 
Π η.. 
j=i l j 
b 
Π δ. = 1 
k=l " 
m 
'
 П Xik= i=l l K 
b 
k=l i k 
^ 1. [5.5] 
The parameters of [5.4] are related in a one to one correspondence to the 
parameters of [5.3]: 
α = exp(v), В^ . = e x p ( y 1 ( i y , Г . = e x p ( y 2 ^ y , δ^ = е х р ( и 3 ( л у , 
" i j = е х Р ( і 1 1 2 ( і У > Хік = e x P ( , J 13(iW ; -
From [5.4] the transition probabilities may be derived 
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P l j k ' = = Р1Г k - l , ,Ъ [5 6] 
ε , l ϊ η . 
•" * J J ¿J 
Thus according to the model the transition probabilities only depend upon the 
marginal effects Ϊ for the consequent behaviours and upon the interaction η 
between antecedent and consequent behaviours, but not upon the lesson period 
Model [5 3] may be tested against the saturated model for the three-way table, 
providing an approximate X2-test with degrees of freedom equal to m(in-l)(b-l) 
Another relevant model that may be used as a baseline for testing statio-
nanty, is the model of no three-factor interaction 
E . = ab Г .6. η λ .τ . , [5 7] 
ijk i j k ij ik jk' l ' 
with constraints on the parameters similar to those for model [5 4] The 
parameters τ . represent differences in column margins between lesson periods 
According to equation [5 7] the transition probabilities have the following 
form 
Pljk " t5 8] 
Ι ϊ η τ , 
j i -íj Jk 
Under model [5 7] the transition probabilities are not stationary Due to the 
terms τ,, they differ with lesson periods If model [5 7] fits the data, a 
second test for stationanty may be obtained by testing 
H, T.jk = 1, J = 1, , ш, к = 1, , b [5 9] 
If hypothesis [5 9] is true, then model [5 7] reduces to (5 4] A chi-square 
test for this hypothesis with (m-l)(b-l) degrees of freedom may be obtained by 
taking the difference of the likelihood ratio statistics for these two models 
Analogous to [3 11] the likelihood ratio statistic for some model s is defined 
as 
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G*(S) = 2 I I l í,,Alog(/,tt/£Í*0, [S. 10] 
1=1 j=l k=l 1JK 1JK 1JK 
where the E /. are the maximum likelihood estimates of the expected fre-
IJK 
quencies under model s вг provides a measure of goodness-of-fit If <72 is of 
the same order of magnitude as its degrees of freedom, then the fit of the 
model is good. 
Equation [5 7] can be interpreted to mean that the interaction between antece­
dent and consequent behaviours η is constant for all lesson periods If 
[5 7] holds the cross-product ratios as defined in equation [3 13] are equal 
between lesson periods. However, if [5 7] holds, but [5 4] does not, collaps­
ing the three-way contingency table over lesson periods will distort the tran­
sition probabilities (cf the collapsibility theorem in Bishop et al , 1975) 
In model [5 4] the conditions of the collapsibility theorem are satisfied 
What will happen to the cross-product ratios when transition matrices for 
different lesson periods are summed? If stationanty holds the cross-product 
ratios for the relation between antecedent and consequent behaviour will 
remain invariant under summing over lesson periods By summing equation [5 7] 
over ír the relation between interaction effects in the marginal two-
dimensional table, say u, , and those in the three-dimensional table may be 
written as follows 
Ь 
"ij = ^ 5*Хі* = "¿/-Г 'xj ' \ Sk\kXjk [5 " I 
The terms p.. are interaction terms not present in the three-way table, but 
emerging in the marginal two-way table This "extra" interaction disappears 
if τ . = J and thus ρ = ρ , a term that is absorbed into the row parameter 
in the two-dimensional marginal table Thus aggregating over lesson periods 
in general introduces a biasing factor ρ in the estimation of the sequential 
effects η 
The cross-product ratio as defined in [3 13] may be written in terms of the 
interaction parameters η . of model [5 7] 
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Eij Ell Ά υ ПП *ij *11 
^JJ = = ( )( ; [5 12] 
Eil Elj *il *lj fil ?lj 
Within each period ίτ Ω equals 
й
(Ю 
ij 
11
 ubi 
Ά
ι1Ά1] 
Thus although model [5 7] implies invariance of the cross-product ratios ¡2 
over time periods, summing transition frequencies over time periods will in 
general change the cross-product ratios 2 The rightmost term m [5 12] is the 
bias introduced in the cross-product ratios by aggregating, given model [5 7] 
holds 
Stationanty of the transition probabilities is a sufficient condition for 
correct estimation of the cross-product ratios and of the interaction between 
antecedent and consequent behaviour from the aggregated transition frequen-
cies From [5 12] it follows that the cross-product ratios may be correctly 
estimated from the aggregated data only if the following condition holds for 
all ι and j (i,j = 2, , si) 
'ij'u 
"iJ^lj 
[5 13] 
This condition is satisfied hhen all τ . are equal to 1 
In matrices of transition frequencies row and column margins differ from 
each other only because of end effects For each lesson covered by a tran­
sition matrix a difference of 1 somewhere in the margins is introduced The 
magnitude of these end effects however is relatively small because the number 
of observations per lesson is much larger than the number of lessons Split­
ting lessons again introduces end effects This is another reason for not 
using too much subdivisions 
This is an instance of what became known as Simpson's paradox (Fienberg, 
1979) 
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Aside then from these end effects, the marginal frequencies for antecedent and 
consequent behaviours are equal for the b layers of the three-dimensional 
table: 
Ei.k = E.ik · к = 1,..., b 
i = 1,. ... a 
and thus for the two-dimensional table as well 
Ej = E j , i = 1,. .., m. 
In addition, by choosing periods with an equal number of observations 
E
 k = п/Ь, к = 1,..., b. 
The latter constraint implies 6, = 1 for all к and thus ρ . . = Σ λ ..τ ... The 
Κ IJ , IK JK 
constraints on the two-dimensional margins cannot be expressed in simple con­
ditions on the nuisance parameters λ .. and τ ... 
The magnitude of the biasing factor in [5.12] consequently will depend on the 
differences in magnitude of the product sums of λ .. and τ .. for pairs of 
behaviours B, and В.. For the case of two equal lesson periods, the biasing 
factor in thp interaction parameters for model [5.7] is given by 
λ
 W+1 
p., . [5.14] 'ij 
Xil xjl 
The right hand part of this equation follows from applying the definition of 
ρ.. to the case of two equal lesson periods and from accounting for the con­
straints on the parameters of the model. Similarly the biasing factor in 
[5.12] may in this case be expressed as 
'IJ'JI 'λ W * WJ^JJ * V 
til'lj ^Vii * ^If1)! + » 
[5.15] 
215 
Sources of heterogeneity between transition matrices 
Bias may be estimated, given model [5 7], by replacing the parameters in 
[5 15] or [5 14] by their maximum likelihood estimates 
The main limitation of this method for testing stationarity or for estimating 
the amount of bias is given by the arbitrariness of the criteria for dividing 
lessons into periods 
5 12 Lessons divided into equal time periods 
The first approach to test for stationarity uas to divide each lesson into 
equal time periods This was done by dividing the number of observations of 
each lesson into halves Transition frequencies were then aggregated over 
lessons separately for the first and the second period This procedure was 
repeated for a partitioning into three equal periods The split-half analysis 
was also applied for the case of event frequencies (i e sel f-transit ions 
removed) 
Table 5 1 presents the likelihood ratio statistics for testing the goodness 
of fit of model [5 4] and model [5 7] The expected values were computed by 
the iterative proportional fitting (IFF) algorithm3 using PROC MATRIX from SAS 
(SAS, 1982) All cell counts were increased by 0 5 Categories 6c and 08 
were excluded because of too low frequencies So the contingency table anal­
ysed was of the order 15 χ 15 χ 2 in the first case and 15 χ 15 χ 3 in the 
second case 
All three analyses indicate that model [5 7] fits the data fairly well in most 
experimental conditions Thus this model may be used as a baseline for test­
ing stationarity This test is performed by taking the difference of the 
likelihood ratio statistics for model [5 4] and [5 7] and comparing the result 
with the number of degrees of freedom, which is 14 for the split-half analysis 
and 28 for the split-third analysis These degrees of freedom are obtained by 
' For a contingency table of this magnitude the GLIM algorithm, which involves 
inverting a design matrix, would consume too much computer time An advan­
tage of this algorithm is that estimates of the model parameters and their 
standard errors are obtained, whereas IFF delivers only expected values for 
the cell counts Estimating the parameters takes a second step 
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Table 5.1 
Likelihood ratio statistics for stationarity tests by splitting 
lessons into equal tine periods. 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
C C I 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
АН 
Model I 
df=210 
317.17 
341.59 
297 35 
415.79 
372.10 
314.66 
388 20 
383.98 
291.17 
408.49 
376.46 
312 28 
2 periods 
cells 
Model II 
df=196 
227 55 
224 72 
218 25 
258 15 
215.59 
200.95 
253.00 
215.78 
205 10 
193.05 
217 75 
188.13 
Off-diagonal 
cells > 
Model I 
df=180 
241 10 
279 62 
250 02 
316 94 
309 21 
273 86 
356 27 
312 63 
261 90 
343 51 
345 69 
268 91 
only 
Model II 
df=166 
176 74 
191 13 
189 11 
187.76 
160 80 
161.50 
202 28 
189 69 
175 09 
161 09 
189 53 
160.41 
3 periods 
All 
Model I 
df=420 
544.04 
563.09 
473 33 
692.76 
663.15 
529.30 
630 16 
646.49 
472 42 
695.07 
646 49 
521 40 
cells 
Model II 
df=392 
389.02 
387.26 
366.33 
413 85 
413 88 
384.47 
428.63 
422.53 
342.36 
417.05 
422 53 
366 04 
Note: Model I is of the model of conditional independence 
[5.4]. Model II is the model of no three-factor interaction 
[5.7]. 
taking the difference between the numbers of degrees of freedom for both 
models. In all cases the value of this difference in likelihood ratio statis­
tics is high relative to the number of degrees of freedom, indicating that the 
transition probabilities are not stationary. Evaluating the goodness of fit 
for model [5.4] leads to the same conclusion. As is apparent from the middle 
part of table 5.1 the results for the stationarity test do not depend upon the 
frequencies for self-transitions 
The null hypothesis of stationarity was tested here against a general 
alternative. Rejecting stationarity does not imply that a systematic phase-
dependency of the transition probabilities has been established. further, 
these tests cannot distinguish between non-stationanty of the transition 
probabilities and higher-order dependencies between events. 
In an exploratory way we try to locate the sources of non-stationarity To do 
this the following tools are employed: 
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- the estimates of the parameters* τ . in model [5 7] 
- the contribution of each row of the transition matrices to the likelihood 
ratio statistic for model [5 4] 
- the standardized residuals for model [5 4] 
- the ratio of observed cell counts to expected cell counts computed from mod­
el [5 4] 
Only the results for the split-half analysis are reported 
Estimates of the τ-parameters 
The estimates for the τ-parameter are presented in Table 5 2 
The parameter values may be interpreted as follows A value smaller than 1 
indicates that in the first half-period of a lesson the probability of occur­
rence of that behaviour is smaller than in the second period For behaviours 
with τ-values greater than 1 the opposite applies 
In agreement with our expectations stated before it may be noted that pupil 
initiative has a higher probability of occurrence in the second period than in 
the first In all experimental conditions t-values for category 9 (pupil ini­
tiative directed towards teacher) are smaller than 1, though only in one con­
dition significance is reached at the 5°o-level 5 Because of the strong sequen­
tial relation 5b "* 9, the values obtained for 5b present more evidence for the 
same phenomenon The figures for category 10 (pupil initiative directed 
towards another pupil) are less conclusive, possibly due to the very small 
probability of occurrence of this event The categories of teacher initiative 
(1-4) show values somewhat larger than 1 Periods of confusion (Z) appear 
more often in the second lesson period than in the first 
* The parameter estimates were computed by ECTA (Fay & Goodman, 1975) The 
other computations were performed using PROC MATRIX from SAS 
5
 Whether a τ-parameter significantly differs from 1 may be tested by setting 
an asymptotic confidence interval on the value of the corresponding 
y-parameter of the appropriate log-linear model, and then checking whether 
zero is contained in the interval For the asymptotic variance of the 
parameters of the log-linear model see for instance Bishop et al , 1975 
(especially eh 14) 
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Table 5.2 
Est lasted parameter values (τ .) for the consequent behaviour χ 
period Interaction (model [5.7]) 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
1 
10 
10 
10 
11 
10 
10 
10 
10 
11 
11 
11 
10 
2 
11 
11 
10 
10 
10 
11 
10 
10 
10 
11 
11 
11 
3 
10 
11 
10 
12 
12 
12 
11 
10 
10 
12 
13 
11 
4 
09 
11 
10 
10 
11 
10 
11 
10 
11 
10 
11 
10 
5а 
12 
11 
5Ь 
08 
08 
09 
08 
08 
07 
07 
06 
06 
06 
07 
08 
5с 
15 
10 
13 
11 
11 
10 
12 
13 
11 
11 
09 
12 
6а 
11 
12 
11 
10 
11 
10 
11 
11 
12 
10 
11 
12 
6Ь 
09 
10 
10 
10 
09 
10 
10 
10 
11 
10 
10 
10 
7а 
11 
11 
11 
12 
11 
11 
12 
12 
11 
11 
12 
12 
7Ь 
10 
12 
11 
10 
10 
11 
11 
11 
11 
10 
11 
10 
9 
08 
09 
09 
09 
09 
09 
08 
08 
09 
08 
09 
08 
10 
09 
07 
08 
08 
09 
10 
08 
09 
08 
14 
08 
09 
11 
10 
11 
10 
10 
12 
10 
11 
12 
10 
11 
12 
11 
Ζ 
09 
09 
08 
08 
08 
09 
08 
07 
09 
08 
08 
07 
Note· All entries in the table are to be divided by 10. Values 
significantly different from 1 at the 5%-level are in bold face 
type. 
The number of T-parameters significantly different from 1 is small though. In 
three conditions none of the parameters deviates significantly. The number of 
significant T-parameters is maximally three per condition Hence, judged by 
the T-parameters, the deviations from stationanty do not appear serious 
Applying [5 15] to the estimated τ- and λ-parameters' the biasing factor in 
estimating the cross-product ratios from aggregated data may be approximately 
determined to vary between 0 90 and 1 40. This means that for values in the 
range 0 70 - 1 10 the existence of any association and its direction are high­
ly uncertain. The interaction effects for the major patterns discussed in 
previous sections all reach values far outside this range. Thus non-
stationarity, as revealed in this analysis, will not grossly distort the main 
features of the transition matrices. 
What each behaviour category contributes to C1 
To see whether deviations from stationarlty reside mainly in a few behaviour 
categories, one may look at the contributions to the likelihood ratio statis­
tic for each row of the transition matrix, ι e. formula [5.10] without the 
' The X's are of the same order of magnitude as the T'S 
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summation over ι (see Table 5.3). 
Note that each entry In Table 5.3 is based on 14 degrees of freedom. Catego­
ries contributing in all or most conditions clearly more than 14 are 1, 5a, 9 
and 11. One factor accounting for differential row contribution to G1 is the 
marginal frequency of the rows, the more prevalent categories (like 1 and 5a) 
contributing more to the lack of fit. This however cannot fully explain the 
results presented in Table 5 3. As expected, the values for pupil initiative 
directed towards the teacher are relatively high. 
More informative is the next technique. 
Inspection of standardized residuals 
Another approach to explore non-stationarities is to assume stationarity of 
the transition probabilities (equation [5.4]) and then to look at the residu­
als from the model. By inspection of the standardized residuals 
where the E . are the estimates of the expected frequencies computed from 
model [5.4], it is again clear that pupil initiative (5b and 9) is overpred-
icted for the first lesson half and underpredicted for the second (Figure 
5 1). 
By way of example Figure 5.1 displays the standardized residuals for open les­
sons in the experimental group immediately after training The discussion is 
concerned with all experimental conditions, there being no big differences 
between conditions 
Displayed are only the figures for the first lesson half, because due to the 
constraints on the model the residuals for the second period are just mirror 
images of those for the first. On the abcissa behaviour categories at time t 
have been marked The points represent behaviour at time t+1. 
Only transitions with high standardized values have been identified on the 
plot. Values below zero indicate transitions that are less frequent in the 
first lesson period than is to be expected from the stationarity assumption. 
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Table 5 3 
Row-contributions to the likelihood ratio statistics (summed over 
the two lesson periods, values rounded to integers) 
E С 1 
E С 2 
E С 3 
E O I 
E 0 2 
E 0 3 
C C I 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
1 
43 
49 
46 
79 
103 
46 
81 
72 
54 
82 
107 
61 
2 
13 
23 
19 
29 
30 
22 
24 
23 
25 
41 
11 
31 
3 
26 
19 
15 
12 
7 
В 
25 
31 
23 
19 
9 
17 
4 
37 
11 
13 
14 
17 
21 
14 
β 
12 
11 
27 
18 
5а 
22 
53 
32 
54 
58 
54 
57 
77 
46 
81 
58 
37 
5Ь 
12 
2 
15 
11 
5 
4 
12 
23 
8 
10 
14 
15 
5с 
5 
11 
8 
4 
4 
12 
10 
6 
4 
4 
3 
5 
6а 
22 
16 
9 
24 
22 
17 
22 
13 
20 
16 
24 
11 
6Ь 
13 
33 
9 
22 
11 
19 
31 
14 
21 
25 
13 
8 
7а 
21 
24 
12 
11 
13 
7 
24 
17 
17 
26 
14 
27 
7Ь 
12 
23 
22 
25 
13 
15 
32 
8 
13 
12 
10 
21 
9 
40 
31 
28 
33 
17 
39 
12 
23 
20 
48 
26 
17 
10 
3 
18 
17 
40 
3 
8 
4 
7 
5 
9 
12 
9 
11 
25 
24 
40 
45 
64 
35 
31 
48 
15 
14 
38 
18 
Ζ 
23 
6 
10 
12 
2 
7 
10 
15 
8 
11 
12 
14 
High standardized residuals were obtained in all conditions for the 
transitions from 1 and 5a to 5b and 9 In addition to what we learned from 
the τ-values, it is shown now that the appearance of pupil initiative is 
related to "giving information or opinion" (1) and to "accepting ideas of 
pupils" (5a) The latter often functions as closing of a particular question 
- answer sequence and is consequently likely to be followed by some new initi­
ative The same of course is true for category 6a (rejecting ideas of 
pupils) The standardized residuals however for transitions from 6a do not 
reach high values, probably because of the much lower marginal frequency for 
6a With respect to pupil initiative however the same pattern of residuals is 
obtained as for the sibling-category 5a 
A second systematic feature to be noted from the standardized residuals is 
that for open lessons the 1 "* 3 and 5a ^  3 transition frequencies are under-
predicted by the model in the first half lesson, particularly after teacher 
training This is probably the counterpart of the phenomenon that was noted 
for pupil initiative in the first half lesson the teacher puts more effort 
into controlling what must be done 
The standardized residuals follow, asymptotically, a normal distribution 
The asymptotic variance of the standardized residuals is not equal to 1, but 
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Figure 5 1 Standardized residuals from the assumption of statio-
narity (experimental group, open lessons, first postmeasurement, 
first lesson period) 
it is smaller and it differs for different cells For our case the average 
variance of the standardized residuals is 0 47, ι e one minus the number of 
estimated parameters divided by the number of cells (cf Haberman, 1978, ρ 
78) Thus using a value of 1 96 χ /0 47 = 1 33 might give a better approxi­
mation to the 5%-significance level By this criterion the number of signifi­
cant residuals exceeds the number of |z , | greater than 1 33 to be expected 
if the model holds 7 
The adequateness of the approximation to the normal distribution however, 
depends upon the magnitude of the expected values for the cell counts In our 
case for the majority of cells these expected values are small, making a 
7
 An alternative would have been to compute adjusted residuals (Haberman, 
1978, ρ 78) 
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large-sample approximation dubious. Nevertheless, the pattern of standardized 
residuals still provides information concerning the nature of deviations from 
the model and a rough indication of the size of these deviations. 
Though by evaluating the likelihood ratio statistics, the assumption of stati-
onarity had to be rejected and some systematic departures were noted, the 
deviations from stationarity do not appear to be severe. 
Observed to expected ratios 
Another way to look at the residuals is to divide the observed transition fre­
quency by the frequency expected from the model of stationarity 
"ijk - fijkiEijk = w ' • w * V A ' · t 5 • 1 7 ] 
These form the nuclei of the likelihood ratio statistic G1 
Gl
 " * \) \'ijk l o8 * к> l 5 · 1 8 ! 
whereas the standardized residuals are the components of the Pearson X2. 
Moreover it may be noted that the residuals cast in this form combine multi-
plicatively with the estimated expected values to reproduce the observed cell 
counts 
fijk = EijkRijk· 
Note that these residuals are only present in the f .. margins: 
All other margins are fitted exactly by the model. Figure 5.2 displays the 
logarithms of the R . ., 
lo8 ''ijk = lo« fijk - l o8 Eijk 
for the same experimental condition for which the standardized residuals were 
displayed in Figure 5.1. Again, negative values indicate transitions that are 
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less frequent in the first half lesson than is to be expected from the statio-
narity assumption. As a result of differences in marginal frequencies Figure 
5.2 looks quite different from Figure 5.1. From the rightmost part of equa­
tion [5.17] it appears that S . vanes inversely with β and consequently 
with ƒ . , because of the relation 
= α Ρ,Σ Ι,η,,Γ І^Х^ = α f, 
J 'ι.. ι. j ijk к ik 
So large values for log R .. will be less common in rows with high marginal 
frequencies. This explains that for categories 1 and 5a the log R . spread 
1JK 
less than for some other categories while m Figure 5.1 the opposite appears. 
The lowest value obtainable for R . is 0, namely if f. . = 0 ; the highest 
value possible differs for each cell as a function of the marginal totals 
involved in estimating the expected frequency. For low expected frequencies 
small differences will give high ratios. This is an inconvenient property of 
the index. The advantage of the index is that it is easily interpretable as a 
percentage of the cell count expected given the model. 
The indices displayed in Figure 5.2 do not include an estimate of their 
sampling variability. To evaluate the order of magnitude of the residuals we 
apply the scale displayed in Table 5.4. 
Close inspection of Figure 5.2 reveals that pupil initiative (9) and periods 
of confusion (Z) do occur less in the first period of a lesson than is to be 
expected from the stationanty assumption whereas teacher initiative (2,3 and 
4), pupil answer (7a) and teacher reaction (5a, 5c and 6a) are more frequent 
than expected. The outlying points all represent transitions with low expect­
ed frequencies (£ . 5 25). If we exclude these from the plot, then Figure 
5.3 is obtained From the 225 transitions only 59 have expected values above 
25. From these, three are underestimated by more than 25% of the expected 
cell count, namely 5a •* 7a, 2 •* 7a and 1 •+ 3, while 5 are overestimated by 
more than 25%, namely 1 ·+ 5b, 11 •+ 10, 5a •» 5b, 1 -» 9 and 5a •* 9. 
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Figure S 2 Logarithms of observed to expected ratios (log R ..) 
formed from the assumption of stationanty (experimental group, 
open lesson, first post measurement, first lesson period) 
When the magnitude of the expected values is taken into account the results 
of course become similar to those obtainable by inspecting standardized resi-
duals 
A test for time-variability of pupil initiative 
The suspicion that the apparent non-stationarity is primarily a result of 
time-varying probabilities for pupil initiative may be tested by removing the 
rows and columns for the categories 5b and 9 from the transition matrix and 
then fitting the models [5 4] and [5 7] to the resulting matrix The drop 
resulting in G* as compared with the values reported in the first column of 
Table 5 1 provides a measure of how much differential occurrence of pupil im-
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Table 5 4 
Quanticized distribution of residual indices 
more common than borderline value number of transitions 
expected in the of log R . found 
first half by 
Fig 5 2 Fig. 5.3 
125% or more 0 81 1 (0) 
100% - 125% 0 69 2 (0) 
75% - 100% 0 56 0 (0) 
50% - 75% 0.41 12 (0) 
25% - 50% 0.22 38 (3) 
middle range 137 (51) 
less common than 
expected in the 
first half by 
25% - 50% -0 29 23 (5) 
50% - 75% -0 69 9 (0) 
75% - 100% -1 39 2 (0) 
tiative in both lesson periods matters. This difference in C'-values accounts 
for 28 degrees of freedom. Compared with the G2 for the model of stationanty 
the drop should be considerably larger than 28, while compared with the model 
of partial association [5 7] the drop should be of the order of magnitude to 
be expected for 28 degrees of freedom. 
These considerations are largely confirmed by the results displayed in Table 
5.5. With the exception of two experimental conditions the values of Gl for 
the model of stationanty have dropped now to an acceptable level. The dif-
ferences in G2 produced for open lessons are somewhat larger than for closed 
lessons, probably because pupil initiative is more frequent in closed than m 
open lessons. 
Compared for model [5.7] the differences are indeed only slightly larger than 
was to be expected by 28 degrees of freedom. 
We may conclude that we have located as a source of non-stationarity the 
tendency for pupil initiative to occur more frequently in later parts of a 
lesson. Moreover, after removing this source the transition probabilities 
appear, as far as this analysis goes, to be stationary 
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01 02 03 04 ЬА SB 5C βΛ βΒ 7A ТВ 09 10 11 
BEHAVIOUR AT ПНЕ Τ 
Figure 5.3. Cleaned plot of log ff-jt with transitions having 
expected frequencies lower than 25 removed (same data as Figure 
S.2) 
5.1.3. Stationarity check by splitting on behaviours 
A second posslbbillty to investigate stationarity is to split the observation 
sessions on the base of some behavioural category. Four categories were cho­
sen to define the split: 
• giving information or opinion (01) 
• asking narrow questions (03) 
' asking broad questions (04) 
• accepting pupil ideas (5a) 
All four concern teacher behaviour. They occur sufficiently frequent to be 
able to split each lesson into two parts. 
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Table 5.5 
Likelihood ratio statistics for the stationarity test (tuo 
periods) after deleting pupil initiative (5b and 9) 
Condition 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
Model I 
df = 182 
216.39 
219.89 
219.87 
297.63 
246.89 
224.17 
263.98 
276.27 
190.06 
216.22 
248.15 
222.19 
difference 
df = 28 
100.78 
121.70 
77.48 
118.16 
125.21 
90.49 
124.25 
107.71 
101.11 
192.27 
128.31 
90.09 
Model II 
df = 168 
184.16 
175.88 
174.77 
200.20 
157.61 
153.37 
194.20 
169.34 
130.02 
148.92 
162.14 
144.54 
difference 
df = 28 
43.39 
48.84 
43.48 
57.95 
57.98 
47.58 
58.80 
46.44 
35.08 
44.13 
55.61 
43.59 
The split was made in the following manner. In each lesson the number of 
occurrences of the criterion category was counted. Then the observation 
record of a lesson was split after the point where half the number of occur­
rences of the criterion category was reached. 
It was tested whether transitions from the criterion category, as antecedent 
behaviour, differ for the two lesson periods. For that purpose a 2 χ 15 con­
tingency table was set up. The stationarity assumption then implies the model 
of independence for the two-dimensional table: 
Ejk = β У*· -' = J · · · · • • 
к = 1, .... b [5.19] 
Table 5.6 presents the values of the likelihood ratio statistics for the four 
behavioural categories in each of the experimental conditions. 
For categories 01 and 5a all values are large relative to the number of 
degrees of freedom, which is in this case 14. For the question categories 
however, only one significant (p < 0.05) value appears. This is understanda­
ble because after a teacher question there is not much freedom for action, so 
there are no differences to be expected between lesson periods. What will hap­
pen after a teacher gave information, or after a teacher commented positively 
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Table 5.6 
Likelihood ratio statistics (Сг) for testing stationari· 
ty by splitting lessons on behavioural categories (df = 14) 
category 
c o n d i t i o n 
E С 1 
E С 2 
E С 3 
E O I 
E 0 2 
E 0 3 
C C I 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
01 
4 8 . 2 6 
5 0 . 3 1 
4 2 . 6 6 
96 .45 
7 9 . 3 3 
6 7 . 2 2 
86 .75 
98.27 
6 0 . 3 3 
8 8 . 8 0 
105.80 
83 .75 
03 
17.95 
2 2 . 9 1 
19.82 
13 .83 
9 . 6 1 
7 .10 
21.89 
3 3 . 7 0 
17.96 
14.92 
12.97 
18 .28 
04 
11 .66 
10 .13 
6 .78 
6 . 3 0 
13.89 
1 9 . 5 4 
1 3 . 1 2 
1.68 
9 .89 
5 .40 
18.38 
1 0 . 6 4 
5а 
2 5 . 0 1 
4 3 . 5 4 
3 5 . 0 3 
5 1 . 5 7 
5 8 . 8 0 
5 6 . 8 0 
5 9 . 0 4 
8 0 . 7 6 
4 4 . 4 3 
9 1 . 8 1 
4 6 . 3 6 
3 4 . 3 6 
on pupil ideas, is much less predictable. New initiatives may be taken. As 
noted above, in this respect differences may be expected between lesson peri­
ods. 
With a few exceptions for category 4, these results are in agreement with the 
analysis presented in Table 5.2, where the likelihood ratio statistics were 
partitioned into the contributions for each category. Because category 4 is 
the less frequent of the four considered here, the splits will probably differ 
more from a split half than with the other more frequent categories. 
For open lessons in the experimental group immediately after training the 
transition frequencies are presented in Table 5.7. After behaviours 01 and 5a 
the frequency of narrow questions (03) is smaller in the second lesson period 
compared with the first, and the frequency of pupil initiative (5b and 09) is 
greater in the second lesson period than in the first. 
5.1.4. Conclusion 
Splitting observation sessions into equal parts provides an opportunity for 
testing stationarity of transition probabilities. The stationarity assumption 
can easily be tested within the framework of log-linear models. 
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Table 5.7 
Transition frequencies in tuo lesson parts split on the 
basis of behavioural frequencies 
(experiaental group, open lessons, first postoeasureoent) 
| 01 | 03 | 04 | 5a 
01 
02 
03 
04 
5a 
5b 
5c 
6a 
6b 
7a 
7b 
9 
10 
11 
Ζ 
1 
3367 
65 
306 
226 
37 
45 
2 
3 
41 
12 
13 
123 
3 
75 
5 
2 
3343 
65 
203 
231 
30 
114 
2 
9 
50 
10 
26 
185 
4 
57 
13 
1 
25 
11 
131 
3 
5 
0 
0 
2 
5 
702 
11 
0 
0 
15 
0 
2 
25 
12 
128 
7 
1 
0 
0 
1 
4 
707 
5 
3 
0 
4 
1 
1 
46 
22 
6 
259 
11 
1 
0 
0 
6 
0 
603 
1 
1 
35 
0 
2 
41 
20 
7 
242 
2 
1 
0 
0 
β 
3 
613 
1 
0 
42 
2 
1 
478 
74 
372 
288 
313 
43 
2 
15 
21 
46 
104 
56 
2 
32 
6 
2 
521 
68 
259 
282 
344 
70 
2 
12 
13 
23 
110 
97 
8 
18 
5 
A problem encountered with evaluating the likelihood ratio statistics is 
that because of rarity of some behaviours and because of strong sequential 
dependencies a great number of cells in the transition matrices have very low 
expected frequencies, violating the conditions under which the distribution of 
Gl under the null-hypothesis asymptotically approximates a x'-distribution. 
For that reason we refrained from presenting probability values. Despite this 
problem, however, G1 provides a measure of goodness-of-fit, the magnitude of 
which may be evaluated by comparison with the appropriate number of degrees of 
freedom. If G1 is of the same order of magnitude as the degrees of freedom 
the fit of the model is good. 
A second problem is that G1 is sensitive to sample size. For large sample 
sizes G% tends to exaggerate departures from the model. This applies to the 
transition matrix as a whole, as well as to separate rows because of widely 
differing marginal frequencies. We can deal with this problem in two ways. 
First by performing a conditional test of stationarity. Stationarity may be 
formulated as a restriction imposed on [5.7]. Secondly, we examined the fit 
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by looking at parameter estimates and at residuals. Inspecting residuals is 
not free of problems, because they are correlated among each other and because 
they ought to be evaluated in relation to the corresponding expected frequen­
cies. Standardized residuals appear to be a valuable diagnostic tool. Ratios 
of observed to expected frequencies, though easily interpretable, may lead to 
bewilderment in case of many cells with low expected frequencies. Another 
goodness-of-fit index, derived from G1 will be employed in sections 5.2.1 and 
5.2.3. 
Some systematic departures from stationarity were found; especially the 
occurrence of pupil initiative seems to depend upon time since the start of 
the lesson. The deviations as estimated from this analysis do not look seri­
ous however. The nature of the non-stationarity present consists of time-
varying marginal probabilities for some categories. The sequential relations 
between succeeding categories, as estimated by the η,. parameters, seem time 
invariant. Time-varying prevalences of categories, yet introduce biases in 
the estimation of interaction parameters and cross-product ratios from aggre­
gated data. 
5.2. Heterogeneity due to individual differences 
In this and the following section two other forms of heterogeneity will be 
discussed. The first question is whether transition matrices remain stable 
despite nuisance variation in an experimental design. Two instances of this 
are gauged in sections 5.2.2 and 5.2.3, using the same approach as applied in 
5.1. The second question concerns differences among teachers. Possibly, there 
are stable (or time-varying) characteristics of teachers which affect the 
course of classroom interaction. A model for the analysis of event histories 
that includes observed and unobserved variables representing individual dif­
ferences, has been developed by Flinn and Heekman (1982). They distinguish 
between two forms of heterogeneity between individuals: pure heterogeneity and 
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state-dependent heterogeneity The second form of heterogeneity is determined, 
in part, by the past history of the process of classroom interaction, whereas 
the first is completely exogenous to the process 
Here, we will describe the amount of variability of behaviour sequences 
observed between teachers, or rather lessons (5 3) In addition, the exis-
tence of individual differences will be discussed in the next section as a 
form of violation of the Markov model applied to aggregated data 
5 2 1 Diagnosing deviations from the Markov model 
Analysis of transition matrices estimated from observations aggregated over 
different persons and different observation sossions requires that the tran-
sition matrix be representative of all sampled individuals involved If the 
transition matrices differ for different subgroups then the pooled transition 
matrix will not provide an adequate description of the stochastic processes in 
the various subgroups, or at the individual level of a particular lesson going 
on in a classroom 
The problem may be cast in the same form as the nonstationarity problem dis-
cussed in the previous section An mxmxN contingency table may be constructed 
where the N layers are formed by the transition matrices for each one of N 
lessons, or teachers or subgroups of teachers The assumption of homogeneity 
may then be tested in exactly the same way the assumption of stationanty was 
tested in the previous section 
This approach to the problem is sensible in case we suspect particular sources 
of heterogeneity Though they are not always easily separable, it is useful 
to distinguish two types of heterogeneity 
- heterogeneity introduced by the research process itself, 
- individual differences between subjects with respect to the behaviour under 
investigation 
Examples of the first kind are the influence different observers may have on 
the resulting observations, and the effect of different topics for the same 
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lesson type. Also the sampling of teachers and classes falls into this cat­
egory The purpose of the analysis for this type of heterogeneity is to eval­
uate the stability of the transition matrices 
Heterogeneity of the second kind is of more substantive interest. Assuming 
the same stochastic process applies to all individuals, the possibilities for 
individual differences include the following 
- each individual or each group of individuals is characterized by a unique 
transition matrix. Thus there are individual differences in the tendency to 
select a particular continuation 
- the stochastic process for each individual is characterized by a common 
transition matrix but individuals differ in the rate at which transition 
events occur In other words, the 'waiting times' between transitions differ 
for different individuals, but when a transition occurs the probabilities to 
choose particular behaviours are constant over individuals 
Let P(h) denote the aggregated matrix of transition probabilities from time t 
to time t+h (h = 1, 2, ), then a discrete-time version of the latter speci­
fication is the following 
P(h) = I Pfb)f(\), h = 0, 1, г, 
i 1 1 
I /O,; = 1, [5 20] 
ι 
where Ρ (h) is the Л-step transition matrix for individuals characterized by 
movement rate X The summation in [5 20] is over all types of individuals 
characterized by the parameter λ 
Thus the transition matrix P(b) at the aggregated level is a weighted sum 
of individual level transition matrices. In [5 20] it is assumed that indi­
vidual differences may be fully described by only one parameter, the movement 
rate λ This parameter is assumed constant for an individual, irrespective 
of the state occupied and of the time since the start of the process 
If in addition the individual level process is assumed to be Markovian, then 
[5 20] may be rewritten as 
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ι 
with Q = (PJL·))1^! for \ i > 0 
Q = I for \ i = 0 [5 21] 
where Δ denotes the sampling interval Q is the transition probability matrix 
common to all individuals 
Although for each individual the process is Markovian, at the aggregate level 
it is not A special case of [5 21], with two values of λ (λ. = 1 and X_ = 
0), is well-known in the literature on social mobility, ι e the mover-stayer 
model (Bartholomew, 1967) This model assumes tfco types of persons in the 
population persons uho never move ("stayers") and "movers" who move in accor­
dance with a Markov chain with a common set of transition probabilities Q 
The mover-stayer model grew out of the observation that the Markov model 
applied at the aggregate level tends to overpredict the amount of change 
between time points that are further apart in time than the time unit used to 
estimate the transition probabilities (Coleman, 1964, 1973, Singer and Spiler-
man, 1974, 1978) For the simple Markov model the Л-step transition probabil­
ities may be obtained from the one-step transition probabilities by 
P(h) = ¿(l), h = 1, 2, 3, [5 22] 
If we denote the conditional probabilities of lag Λ estimated from the data by 
P(h), then the observed deviation from the Markov model referred to above, may 
be written as 
ΐϊΟη^ < W«>„,
 1 = l t i m > h > 2 , [ 5 2 3 ] 
or somewhat less stringently as (Singer and Spilerman, 1976, ρ 184) 
trace f^d) < trace PCh), h > 2 [5 24] 
What these inequalities say is, that the main diagonal of a transition matrix 
raised to a power greater than 1 tends to show smaller probability values than 
those estimated from the data over the appropriate time interval 
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This effect is shown in Table 5.8 for the lags' 2 through S. In all cases 
the probabilities of self-transitions as estimated from the data are larger in 
the main diagonal than these probabilities as predicted from the Markov mod­
el.' Table 5.9 presents the results for the most frequent category: "the 
teacher gives information or opinion". For the lags 2 through 5 the devia­
tions increase with the lag. Hence, the probability of a 1-1 transition 
decreases with the order of the lag more slowly than would be predicted from 
the Markov property. 
If the data satisfy the inequalities [5.23] or [5.24], this is often taken 
as evidence of heterogeneity due to individual differences. For instance 
Hewes (1980) recommends the evaluation of these inequalities as a diagnostic 
test for heterogeneity in cases where no specific suspicions for sources of 
heterogeneity exist. There are two serious problems with this diagnostic 
tool. 
First, though it is plausible that individual differences in transition prob­
abilities produce underprediction by the Markov model of the amount of stabil­
ity (Coleman, 1973), the inequalities are not deducible from a general formu­
lation of heterogeneity. The mixture of Markov processes [5.21] does not 
necessarily imply [5.24]. Under some conditions even a reversal of [5.24] is 
possible (Singer and Spilerman, 1978, p. 195). But if all eigenvalues of P(l) 
are distinct, real and positive, then underprediction of diagonal probabili­
ties follows as a consequence of a mixture of Markov processes, where the mix­
ing is on the distribution of movement rate λ ., but irrespective of the nature 
of this distribution (Singer and Spilerman, o.e.). 
1
 The lagged transition matrices were computed by a SNOBOL-program written by 
the author. The other computations were done with PROC MATRIX from SAS 
(1982). 
9
 To my knowledge, a statistical procedure for comparing lagged and powered 
transition matrices does not exist. 
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Table 5.8 
Trace of powered transition matrix compared with 
trace of lagged transition matrix 
Order of lag / power 
2 3 4 5 
E 
E 
E 
E 
E 
E 
С 
С 
С 
С 
с 
с 
с 
с 
с 
0 
0 
0 
с 
с 
с 
0 
0 
0 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
lag 
2.75 
3.04 
2.83 
3.32 
3.29 
3.19 
2.55 
2.56 
2.26 
2.42 
3.07 
2.61 
power 
1.75 
2.10 
1.92 
2.13 
2.36 
2.36 
1.97 
1.79 
1.57 
1.81 
2.08 
1.70 
lag 
2.73 
3.04 
3.02 
3.13 
3.35 
3.23 
2.70 
2.78 
2,48 
2.51 
3.04 
2.46 
power 
1.60 
1.80 
1.70 
1.74 
2.00 
1.95 
1.71 
1.62 
1.58 
1.58 
1.73 
1.54 
lag 
2.32 
2.60 
2.46 
2.71 
2.74 
2.70 
2.09 
2.13 
1.97 
2.02 
2.53 
2.00 
power 
1.23 
1.37 
1.28 
1.36 
1.57 
1.53 
1.27 
1.19 
1.19 
1.25 
1.37 
1.25 
lag 
2.08 
2.33 
2.22 
2.48 
2.62 
2.41 
1.92 
2.00 
1.82 
1.86 
2.45 
1.96 
power 
1.11 
1.18 
1.11 
1.19 
1.33 
1.28 
1.14 
1.10 
1.09 
1.14 
1.21 
1.14 
Transition matrices however do not necessarily satisfy these eigenvalue condi­
tions. In general, a transition matrix has one eigenvalue equal to one, 
because all rows sum to one; all other real eigenvalues are between 1 and -1. 
If there are complex eigenvalues they come in conjugate pairs.11 In our case, 
for Л = 1, all twelve transition matrices at the aggregate level have one pair 
of complex eigenvalues with a large imaginary part (Table 5.10). 
Hence, one cannot be sure whether the existence of individual differences of 
the type of model [5.21] necessarily implies underprediction of probabilités 
on the main diagonal. Given model [5.21], the way the data at the aggregated 
level deviate from the Markov model will depend upon the nature of the distri-
bution f (λ . ; . 
As correctly noted by Hewes (o.e.), a second problem in interpreting the 
"deficient" diagonal is that the empirical regularity [5.23] or [5.24] may 
also arise in other ways. 
An efficient algorithm to compute these eigenvalues is implemented in 
SPEAKEASY (Cohen & Pieper, 1979). 
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Table 5.9 
The difference P(h) - P(l)h 
for the 1-1 transition 
(i.e. teacher gives information or opinion). 
E 
E 
E 
E 
E 
E 
С 
С 
С 
С 
С 
С 
С 
С 
С 
0 
0 
0 
С 
С 
С 
0 
0 
0 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
2 
0 . 0 4 
0 . 0 4 
0 . 0 4 
0 . 0 3 
0 . 0 3 
0 . 0 4 
0 . 0 3 
0 . 0 4 
0 .03 
0 . 0 2 
0 . 0 3 
0 . 0 3 
3 
0.07 
0.06 
0.07 
0.07 
0 06 
0.07 
0 . 0 6 
0.07 
0 05 
0.05 
0 . 0 6 
0 05 
4 
0 .09 
0 . 0 8 
0 . 0 9 
0 . 0 9 
0 .09 
0 . 1 1 
0 . 0 8 
0 .09 
0 . 0 8 
0 .07 
0 . 0 9 
0 .07 
5 
0 . 1 0 
0 09 
0 . 1 0 
0 . 1 0 
0 10 
0 12 
0 09 
0 . 1 0 
0 08 
0 . 0 8 
0 . 1 0 
0 . 0 8 
One possible explanation in our case is that within a given experimental con­
dition each lesson may be described by a Markov model with a set of transition 
probabilities common to all lessons, but that due to errors of observation 
differences in transition probabilities between lessons arise. As noted 
before, it might well be the case that different observers observe at differ­
ent coding rates. This will show up in the data in much the same way as the 
existence of different movement rates discussed above. 
Still another plausible explanation is that inertia effects at the aggregate 
level are not spurious, but that the time an individual has already spent in a 
particular state influences the length of the subsequent stay in that state, 
thus causing a deviation from the Markov model. The discrete-time Markov mod­
el implies geometrically distributed waiting times. Violation of this assump­
tion might, in the absence of individual differences, lead to systematic 
departures from the Markov model of the form reported in Table 5.8. In addi­
tion, of course both types of violations could be operative. 
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Table 5 10 
Eigenvalues of transition matrices PCI) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Experimental group 
Closed 
lessons 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0 
-0 
-0 
0 
63 
61 
40 
38 
36 
30 
20 
13 
10 
06+0 
06-0 
00 
14+0 
14-0 
OOi 
OOi 
39i 
39i 
Open 
lessons 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0 
-0 
-0 
0 
72 
65 
48 
38 
34 
32 
19 
17 
13 
10 
07 
01 
11+0 38i 
11-0 38i 
Control 
Closed 
lessons 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0 
-0 
0 
62 
42 
37 
31 
29 
26 
13 
09 
06 
05+0 
05-0 
02 
22+0 
22-0 
02І 
02i 
391 
39i 
group 
Open 
lessons 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0 
-0 
-0 
0 
69 
52 
42 
36 
31 
26 
14 
08 
06 
06+0 
06-0 
00 
14+0 
14-0 
03i 
03i 
33i 
33i 
Note i = /-1 
Reported are only the results for the first postmeasurement 
Similar results were obtained for the other measurement 
points 
Finally, introducing enough higher-order dependencies into the model, will 
sweep away the deviations But, as Flinn and Heekman (1982, ρ 102) put it, 
"merely asserting that there is long-term dependence in the data is too gener­
al a remark to be useful" Having detected a violation of the Markov property, 
specific substantively interpretable features should be added to the model 
that account for the higher-order dependencies 
Summarising, at the aggregate level the transition matrices show a system­
atic pattern of deviations from the Markov model, a pattern that is often 
reported in the social science literature It remains however dubious whether 
the interpretation commonly attached to these deviations, namely individual 
differences m movement rates, provides a plausible account for these tran­
sition matrices Given the fact that the transition matrices have big complex 
eigenvalues, a mixture of Markov processes of the type of [b 21] is neither 
necessary nor sufficient for the results reported in Table 5 8 
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Moreover, the lagged transition matrices deviate from the powered matrices 
in some other respects as well These concern pupil initiative (9) preceded 
by teacher encouragement of pupil behaviour (5b) and the teacher question •• 
pupil answer sequences (Table 5 11) 
These deviations indicate the existence of sequential effects not accounted 
for by the Markov model The teacher question •* pupil answer •* teacher reac­
tion pattern would require a second order dependency to be accomodated by the 
Markov model The patterns of deviations differ somewhat for narrow (3) and 
broad (4) questions because narrow questions tend to elicit a triple, e g 
З^Уа^За, whereas answers (7b) to broad questions show a greater tendency to 
last for more than one observation interval 
For all lags considered the 5Ъ-*9 sequence is consistently underpredicted to a 
high degree by the Markov model 
The complex eigenvalues 
As a side-effect of our general purpose strategy to detect heterogeneity we 
noted that the transition matrices have a pair of complex eigenvalues with a 
big imaginary part (Table 5 10) We presume that the existence of these 
eigenvalues has something to do with the question-answer-reaction pattern 
Some evidence for this conjecture may be obtained by inspecting the eigenvec­
tors corresponding to the characteristic roots with complex values 
A simple way to evaluate the contribution of these complex eigenvectors is to 
replace the complex elements in the diagonal matrix λ of eigenvalues by zero 
and then to reproduce the transition probabilities from the eigenvectors V by 
P* = Л In addition to the complex eigenvalues also all negative eigenva­
lues (which were small everywhere) were replaced by 0 
The matrix P* is still a stochastic matrix, in the sense that all rows sum to 
1, but it is improper because some elements may become negative This matrix 
is used only to detect patterns in the data that are connected with the com­
plex eigenvalues 
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Table 5.11 
Highest (positive) entries in off-diagonal cells of 
the difference matrix P(h) - 1^(1) 
Open lessons Closed lessons 
Order of lag ή Order of lag h 
2 3 4 5 2 3 4 
5b->9 
7 a - 3 
7b-4 
3-7a 
4-*7b 
0 . 1 8 
0 . 1 1 
0 . 0 5 
- 0 . 0 4 
- 0 . 0 5 
0 . 1 4 
0 . 0 2 
0 . 0 3 
0.06 
0 . 0 4 
0 .18 
0 . 0 4 
0 .02 
0 .12 
0 .10 
0 .19 
0 .06 
0 . 0 3 
0 . 0 5 
0 . 1 1 
0 . 1 6 
0 . 0 6 
0 . 0 8 
- 0 . 0 2 
- 0 . 0 2 
0 .12 
0 .02 
0 . 0 6 
0 .05 
0.09 
0 . 1 3 
0 . 0 2 
0 . 0 6 
0 .09 
0 . 1 4 
0 . 1 3 
0 . 0 6 
0 . 0 6 
0 . 0 5 
0 . 1 5 
Note: Tabulated were only results for the first postmeasurement. 
Similar values were obtained for the other measurement points. 
It was found that indeed the differences between the observed transition 
matrix Ρ and P* have mainly to do with the question + answer •* reaction pat­
tern (Table 5.12). 
If the complex and negative eigenvalues are left out the probability of the 
3 •* 7a transition is halved and the remaining half passed off to the 3 •* 5a 
transition. Also the 7a -* 5a transition probability is about halved, the 
released part being distributed over 7a •* 1, 7a * 3 and 7a •* 7a. 
These results suggest that the lag-3 transition matrix will have real positive 
eigenvalues. This matrix contains the probabilities ргоЫВ .(t)\B .Ct-3}. Most 
question ·* answer •* reaction patterns are fully contained within this interval 
from t-3 to t. 
Table 5.13 shows for the same matrices displayed in Table 5.10 that the com­
plex eigenvalues indeed largely disappear when taking transitions of lag 3. 
The complex eigenvalues retained all have small imaginary parts. The negative 
eigenvalues also are small. 
This analysis clearly establishes that the complex eigenvalues of the tran­
sition matrix are connected to the question "* answer "* reaction pattern. 
Removing this pattern nearly symmetrizes the transition matrix (see ch. 4). 
240 
Heterogeneity due to individual differences 
Table S 12 
Errors resulting from removing complex and 
negative eigenvalues 
1 
2 
3 
4 
5a 
5b 
5c 
6a 
6b 
7a 
7b 
9 
10 
11 
Ζ 
question 
3 
0 
0 
-0 
0 
0 
-0 
0 
0 
0 
-0 
-0 
-0 
-0 
0 
-0 
01 
04 
07 
02 
10 
03 
06 
09 
01 
10 
08 
05 
01 
03 
01 
answer 
7a 
-0 03 
0 02 
0 36 
0 16 
-0 09 
0 18 
-0 09 
-0 05 
-0 02 
-0 14 
-0 04 
-0 02 
0 00 
-0 03 
-0 01 
reaction 
5a 
0.02 
-0 08 
-0 39 
-0 20 
-0 04 
-0 23 
0 08 
-0 22 
0 00 
0 40 
0 20 
0 12 
0 02 
-0 01 
0 02 
Note: Rows stand for antecedent behav­
iour, columns represent consequent behav­
iour 
Conclusion 
Multiplying the transition matrix by itself a number of times and comparing 
the results with the appropriate lagged transition matrices is a valuable tool 
to detect patterns in the data In this comparison the Markov model is used 
as a baseline It is however by no means a clearcut matter to discriminate 
between competing explanations on the basis of the observed deviations from 
the Markov model. Several assumptions of the Markov model may be at stake 
- stationanty 
- path independence 
- homogeneity 
- geometrically (or, in the continuous-time version, exponentially) distribut­
ed waiting times between events 
Also in case specific alternatives are formulated, like the mixture of Markov 
processes (Singer & Spilerman, 1974, 1978, Spilerman, 1972) or the semi-Markov 
process (Cane, 1959, Gerchak, 1983, Ginsberg, 1971, 1972, Singer & Spilerman, 
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Table 5.13 
Eigenvalues of the lag-3 transition matrices P(3) 
Experimental group 
Closed Open 
lessons lessons 
Control group 
Closed Open 
lessons lessons 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
1.0 
0.45 
0.38 
0.30 
0.21 
0.17 
0.13 
0.12 
0.09 
0.08 
0.05 
0.04 
0.02 
-0.00 
-0.01 
1.0 
0.63 
0.42 
0.30 
0.25 
0.19 
0.14 
0.10 
0.10 
0.07 
0.05 
0.04 
0.03-0 
0.03+0 
-0.00 
• Oli 
.Oli 
1.0 
0.39 
0.29 
0.25 
0.21 
0.16 
0.13 
0.07-0.Oli 
0.07+0.Oli 
0.06 
0.05-O.OOi 
0.05+0.00І 
0.04 
0.01 
-0.00 
1.0 
0.49 
0.40 
0.25-0.00І 
0.25+0.О0І 
0.20 
0.11 
0.08 
0.07 
0.06 
0.05-0.Oli 
0.05+0.Oli 
0.03 
0.00 
-0.01 
Note: i = A l 
Reported are only the results for the first postmeasurement. 
Similar results were obtained for the other measurement 
points. 
1978) it remains a difficult task to discriminate between the competing models 
on the basis of the data. 
The main concern of this section are differences between individuals or 
lessons within experimental conditions. Whether the observed deviations from 
the Markov model, which are partly of a form frequently reported in research 
on social mobility ("clumping on the main diagonal"), may be explained as a 
result of individual differences remains obscure for two reasons: 
- there are plausible alternative explanations; 
- no strong connections could be established between a model allowing for 
individual differences and the concentration of deviations on the main diag­
onal. 
The deviations found in comparison with the Markov model were mainly of three 
types: 
1. clumping on the main diagonal, which is true for most categories except 
5b; 
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2. underprediction of the 5b •* 9 transition (pupil initiative preceded by 
teacher encouragement of pupil behaviour); 
3. the question •* answer •* reaction pattern. 
In 5.3 the variability of behaviour sequences will be discussed further, with­
out leaning upon a particular model. 
5.2.2. Differences between observers 
The data were collected by ten different observers, each lesson however being 
observed by only one person. Five observers were allocated to the experimen­
tal group and five to the control group. The lessons for each experimental 
condition may thus be divided into five groups according to the identity of 
the observer. For each group of lessons a transition matrix may be computed. 
Differences between these transition matrices stem from two sources: 
- differences between observers 
- differences between the groups of teachers or lessons allocated to different 
observers. 
The design of the study does not make it possible to isolate the effects of 
observers. Since there are no reasons why the groups of teachers and class­
rooms assigned to different observers should differ, we are prepared to 
ascribe any differences to the effects of observers. 
A 15x15x5 contingency table was formed. In the same way as in section 3.4 
two log-linear models were fitted to this table, the model of no three-factor 
interaction and a model of conditional independence [5.3], repeated here 
log (E..k) = V + VU1) + V2(j) + VW + Vlz(ij) + V13(lky [5.25] 
In this case the latter model states that given precedent behaviour i conseq­
uent behaviour j is independent of observer k. The model of no three-fartor 
interaction states that the interaction between precedent and consequent 
behaviour is the same for all observers. In the latter case Vi^Jf 'k) ~ "• ^ n 
the former case Vjyjf • -ti = v23f'k) = ^' ^ *^е m od el 0^ n o three-factor 
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interaction is true then the terms V?*/ ^) measure the partial association 
between the behaviour that will be observed at time t and the identity of the 
observer 
If the model of conditional independence (i e рЗСік) = " ^ o r a ^ -' an<* *^ 
holds, then the three-way table may be collapsed over observers 
Table 5 14 presents the likelihood ratio statistics under these two models 
for all experimental conditions Δ11 values are large compared to the number 
of degrees of freedom Thus the transition matrices contributed by different 
observers are not homogeneous The likelihood ratio statistics decrease sub­
stantially by adding the V ^ v k) íeIn¡s to ^ e model of conditional indepen-
dence But the model of no three-factor interaction doesn't fit the data hell, 
either 
One reason these values are large is, that we deal with large contingency 
tables To evaluate the magnitude of the effect of observer heterogeneity 
therefore this effect may profitably be expressed relative to other effects in 
the data As starting point take the variation in the ƒ . left unexplained 
by the following model of partial independence 
lo8 ^ Я^**1С1)* V2(j) * Ъ(к) * V13(ik) ' 5 " I 
Terms Vjvfii,) are included in our baseline model for the same reason they were 
included in all models considered in this chapter, namely because within each 
block к row totals are fixed We call this model the minimal model, because 
this model contains only those parameters that should be present m any model 
given the research question and the research design at hand Note that accord­
ing to this model there is no association between antecedent and consequent 
behaviours 
The unexplained variation is measured by the likelihood ratio statistic 
е
*
х = г\)1'** ΐ 0 8 ^ ν Ο ' [5271 
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Table 5.14 
Likelihood ratio statistics for the test of 
homogeneity between groups of teachers formed 
on the basis of the identity of the observer 
E 
E 
E 
E 
E 
E 
С 
С 
с 
с 
с 
с 
с 
с 
с 
0 
0 
0 
с 
с 
с 0 
0 
0 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
Model of 
conditional 
independence 
df = 840 
2431.99 
2723.03 
2613.24 
2293.74 
2277.88 
2414.60 
2118.62 
1890.18 
2196.61 
2026.01 
1993.54 
2198.78 
Model of no 
three-factor 
interaction 
df = 784 
1562.44 
1945.95 
1604.68 
1610.17 
1549.62 
1458.64 
1257.71 
1225.08 
1289.44 
1298.40 
1199.61 
1508.82 
(0.36) 
(0.29) 
(0.39) 
(0.30) 
(0.32) 
(0.40) 
(0.41) 
(0.35) 
(0.41) 
(0.Э6) 
(0.40) 
(0.31) 
Note: The number within parentheses is the pro­
portional decrease in the likelihood ratio statis­
tic for the model of conditional independence that 
results from adding the consequent behaviour -
observer interaction Pyjr-ti t o the model. 
where the E-.'i are the estimated expected frequencies under model [5.26]. 
As an index of goodness-of-fit, analogous to a (squared) correlation coeffi­
cient, a measure of the following form (Goodman, 1971), may be employed: 
2
S = (G2x - Сгз)ІСг z,- [5.28] 
ff is the likelihood ratio statistic for a model obtained by adding one or 
more interaction parameters to the minimal model. To correct for differing 
degrees of freedom each C1 is divided by its appropriate number of degrees of 
freedom. This goodness-of-fit index r 2 may be interpreted as the relative 
decrease in unexplained variation obtained by taking some interaction effects 
into account in contrast with the minimal model. 
(Г2і is partitioned hierarchically into three components: 
1. the interaction between antecedent (A) and consequent (C) behaviour 
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r
2i = CC2! - G'^/G't, 
where G22 pertains to a model obtained by adding the term li.,.- > to model 
[5 26], resulting in the model of conditional independence [5 25] 
2 the partial association between consequent behaviour and observer, obtained 
by adding the term ^23( ìkì t o mo<*el t^  25] This component gives a measure 
of observer heterogeneity 
rS - r \ = (G^ - G1,)/Gïi. 
г
2j is the goodness-of-fit index for the model of no three-factor interac­
tion 
3 variation due to the three-factor interaction Vj??/ ьі This is just 
1 - r23 The total amount of observer heterogeneity may be expressed as 
1 - r 2 2 = С
г
гІ G*! 
The results are in Table 5 15 The goodness-of-fit index for the model of 
conditional independence (the second columra of the table) is fairly large, 
leaving only maximally 6 to 8% for associations between behavioural catego­
ries and the observer 
A specific source of observer error, mentioned in 3 5 1, are possible 
differences between observers in coding rate In our analysis this is a 
part of the three-way interaction, especially connected with self-
transitions This presumption may be tested by fixing the diagonal entries 
in each layer of the 15x15x5 table at a value of zero The expected values 
under the relevant models applied to off-diagonal cells only may then be 
computed by iterative proportional fitting, starting from a 15x15x5 table 
with a 0 in the diagonal cells and a 1 in the of f-diagonal cells 1 1 Table 
5 16 presents the likelihood ratio statistics for both models The last 
column of Table 5 16 contains for the model of no three-factor interaction 
These computations were performed using the IPF routine of PROC MATRIX 
(SAS, 1982) 
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Table 5 15 
Goodness-of-fit measures obtained by 
successively adding interaction 
parameters to model [5 26] 
E С 1 
E С 2 
E С 3 
E O I 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
Note-
Л = ant 
С = con 
0 = obs 
(1) 
+АС 
г
2
» 
0 93 
0 92 
0 92 
0 94 
0 94 
0 93 
0 94 
0 93 
0.92 
0 94 
0 93 
0 92 
äcedent 
sequent 
ärver 
(2) 
+C0 
г
2
, 
0 95 
0 94 
0 95 
0 95 
0 95 
0 95 
0 96 
0 95 
0 95 
0 96 
0 95 
0 94 
behaviour 
behaviour 
due to observer 
heterogeneity 
i - r 2 2 
0 07 
0 08 
0 08 
0 06 
0 06 
0 07 
0 06 
0 07 
0 08 
0 06 
0 07 
0 08 
the differences in the likelihood ratio statistic due to blanking out the 
frequencies of self-transitions. In all cases a very substantial drop in 
С
г
 is obtained, indicating that indeed the self-transitions form an impor­
tant source of differences between observers However, the likelihood 
ratio statistics that result for the off-diagonal cells are in most cases 
still relatively high, especially in the experimental group The three-way 
interaction still accounts for more than half of the variation left unex­
plained by the model of conditional independence 
The analysis indicates that a small but not insignificant part of the 
association in the three-way contingency table is connected with the effect 
observers have on the outcomes of the observation If we consider the 
likelihood ratio statistics asymptotically distributed as chi-square, then 
by conventional significance levels it must be concluded that the associa­
tion between antecedent and consequent behaviour will be biased to some 
degree by heterogeneity between observers From the relative magnitude of 
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Table 5 16 
Likelihood ratio statistics for test of homogeneity 
(off-diagonal cells only) 
E 
E 
E 
E 
E 
E 
С 
С 
с 
с 
с 
с 
с 
с 
с 0 
0 
0 
с 
с 
с 0 
0 
0 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
Model of 
conditional 
independence 
df = 
1615 
1694 
1807 
1541 
1621 
1722 
1736 
1377 
1570 
1625 
1582 
1505 
765 
82 
44 
70 
27 
53 
20 
84 
91 
21 
53 
41 
26 
Model of no 
three-factor 
interaction 
df = 
940 
1026 
1126 
901 
974 
921 
894 
733 
739 
912 
828 
764 
709 
49 
47 
13 
87 
18 
47 
04 
94 
32 
11 
17 
58 
(0 42) 
(0 39) 
(0 38) 
(0 41) 
(0 40) 
(0 46) 
(0 49) 
(0 47) 
(0 53) 
(0 44) 
(0 48) 
(0 49) 
Effect of 
removing self 
transitions 
df = 75 
621 95 
919 48 
578 55 
708 30 
575 44 
537 17 
363 67 
491 14 
550 12 
385 29 
371 44 
744 24 
Note The number within parentheses is the proportional 
decrease in the likelihood ratio statistic for the model of 
conditional independence that results from adding the con­
sequent behaviour - observer interaction V o ^ j . \ to the 
model. 
the observer effects we do however not expect a great distortion of the 
interaction patterns Excluding self-transitions from the analysis wíl 
remove a considerable part of the heterogeneity due to observers There-
fore, the sources of differences found between observers will not be pur-
sued any further 
5 2 3 Differences between lesson topics 
For each lesson type six topics were used (see 2 2) Per experimental condi-
tion each teacher taught two different lessons of the same type (open and 
closed) A potential source of heterogeneity in the data is that differences 
in lesson topics give rise to different interaction patterns between teachers 
and pupils The rationale of the study implies that any differences between 
lessons are connected with the open versus closed nature of the lesson intruc-
tions Thus the transition matrices must be collapsible per experimental con-
dition over lesson topics Heterogeneity associated with lesson topics need 
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not be ascribed to differences between topics per se. Any occasion to occasion 
instability will be part of this source of variability. 
For each experimental condition there are six lesson topics. With a tran-
sition matrix for each lesson topic, we thus may set up a 15x15x6 table for 
each condition. Since each teacher taught two lessons within each condition, 
each teacher-class combination is represented twice in this three-way table. 
The analysis takes exactly the same form as in the previous section. The 
results are in Table 5.17. The results highly resemble those obtained for 
partitioning according to observers. 
Again the model of conditional independence does not fit the data well accord-
ing to the likelihood ratio statistics, but of the total variation in the 
table due to mutual dependence among the variables only a relatively small 
proportion (0.05 to 0.08) is left unexplained by the model of conditional 
independence. So it may be concluded that the different lesson topics as pre-
sented in this study (see 2.2) do not form an important source of heterogenei-
ty in the data. 
5 3. Differences between individual teachers and lessons 
Variability between teachers (and between occasions within teachers) may be 
examined from at least three points of view. 
First, it may be argued that the analyses presented in the chapters 3 and 4 
are not valid, because data from different lessons and different teachers have 
been added together.12 As shown in the sections 5.1 and 5.2 this might produce 
biases in the analysis. Moreover, strongly outlying individuals or lessons 
might get an undesirable great influence on the results of the analysis. For 
the analysis presented in the sections 3.1 through 3.3 these problems could 
easily have been evaded. Differences between experimental conditions can be 
tested by testing differences between mean frequencies, treating variability 
12
 This approach is commonly followed in ethological studies, see for instance 
Altmann (1965), Blurton Jones (1968), and Colgan & Smith (1978) 
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Table 5 17 
Differences between transition matrices 
for different lesson topics 
E С 1 
E С 2 
E С 3 
E 0 1 
E 0 2 
E 0 3 
С С 1 
С С 2 
С С 3 
С 0 1 
С 0 2 
С 0 3 
G ι 
conditio­
nal inde­
pendence 
df=1050 
2239 
1538 
2226 
2614 
2164 
2100 
2000 
1626 
1989 
1683 
2210 
1882 
82 
89 
06 
64 
60 
30 
72 
81 
58 
61 
11 
85 
Goodness 
no three-
factor 
interaction 
df=980 
1290 
1057 
1358 
1472 
1451 
1251 
1052 
1072 
1116 
1007 
1399 
1226 
47 
16 
80 
62 
81 
64 
61 
84 
59 
97 
43 
27 
-of-fit 
for adding inter-
action terms 
+AC 
r
1
, 
0 94 
0 95 
0 93 
0 94 
0 94 
0 93 
0 95 
0 94 
0 93 
0 95 
0 92 
0 93 
+AL 
rS 
0 97 
0 97 
0 96 
0 96 
0 96 
0 96 
0 97 
0 96 
0 96 
0 97 
0 95 
0 95 
Kote 
A = antecedent behaviour 
С = consequent behaviour 
L = lesson type 
The column labeled AL presents the goodness-of-fit 
of the model of conditional independence 
between teachers and lessons within groups as error variance This approach 
was followed by Veenman (1975), using multivariate analysis of variance with a 
repeated measurements design Questions concerning the sequential structure of 
classroom discourse could be treated in a simular way Slater and Ollason 
(1972) posed the following three questions 
1 Is a particular transition commoner than would be expected from a random 
model' 
2 Is a particular transition commoner relative to other possibilities' 
3 Is for a particular pair of behaviours i and j a transition in the 
direction ι ~* J commoner than in the direction j -* i7 
To answer the first question, for each transition the deviation between 
observed and expected frequencies was computed, separately for each individu­
al This index was supposed to follow a normal distribution with mean zero 
Divergence from zero was tested using Student's t A problem with this tech­
nique, noted by the authors, is that many transitions for many lessons will 
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have zero as the observed frequency, thus producing negatively skewed distri­
butions for transitions that occur relatively rarely The second question was 
answered by drawing a state transition diagram involving only those tran­
sitions having a positive residual more than one standard error away from 
zero As noted already in 4 1 1 to answer the third question the Wilcoxon 
matched pairs test was used 
In all these analyses thus, if applied to classroom interaction data, the 
variability of indices between individual lessons served as a source to com­
pute the error variance against which sequential effects are evaluated This 
presents a viable alternative for the analysis reported m 3 2 and 3 3 For 
transitions with relatively high absolute frequency, both approaches will give 
the same results Aggregating different observation sessions and then analys­
ing residuals from the model of independence as done m chapter 3 will tend to 
produce more significantly deviating cells, than the technique proposed by 
Slater and Ollason 
For the classroom interaction data we suppose that differences between indi­
vidual lessons will mainly consist of marginal differences in the use of par­
ticular behaviour categories Differences in the frequency of behaviour 
sequences will occur then as a consequence of these differences m marginal 
distributions This presumption leads us to the next approach 
As a second line of investigation, one might ask whether aggregating over 
individual teachers and lessons is warranted In general, the answer to this 
question is given by the collapsibility theorem already referred to above 
In a rectangular three-dimensional table a variable is collapsible 
with respect to the interaction between the other two variables if 
and only if it is at least conditionally independent of one of the 
other two variables given the third (Bishop et al , о с , ρ 39) 
In terms of log-linear models this means that a model should exist with the 
three-factor effect and at least one tfco-factor effect absent, which fits the 
data well (cf equation [5 3]) In particular, one could assemble the interac-
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tion matrices for H individual lessons into а α χ π χ H table, and then test 
in the same way as in 5.1 and 5.2 the nullhypothesis that the three-way inter­
action and the following behaviour χ lesson interaction are zero. But, because 
in this three-way table the majority of cells would have an observed frequency 
of zero, the procedure is not applicable in this case. Moreover, because of 
the large number of entries in the table probably all unsaturated models will 
become refuted by conventional significance criteria. We nevertheless would 
like to maintain the idea that at least the three-factor effect may be 
ignored. From this assumption an alternative procedure would be to use the 
technique expounded in section 3.4 in the following way. Assuming that the 
sequential structure is best determined from concatenating several lessons, 
estimate expected frequencies for each individual lesson based on 
• the set of cross-product ratios found for the aggregated transition matrix 
of a particular experimental condition; 
• the marginal frequencies for the individual lesson. 
This may be done by fitting the margins of the individual lesson to the aggre­
gated transition matrix, using iterative proportional fitting. If this is 
done for each individual lesson in turn then the differences between observed 
and estimated expected frequencies may be analysed to detect outliers and to 
determine whether the residuals may be considered random. The way in which 
these residuals are distributed for different cells of the transition matrix, 
will show whether it is appropriate or not to base the analysis on the aggre­
gated transition frequencies. Also, this may show which sequences are rela­
tively stable. 
The third strategy to deal with individual variability results from inter­
est in the existence of variability itself. In the study of teaching behaviour 
this is apparent in the concept of teaching styles (cf. chapter 2). There may 
be characteristic ways of behaving during teaching which are relatively stable 
over occasions, but which differ for different teachers. The idea of flexibil­
ity of teaching behaviour, discussed in chapter 2, encompasses variability of 
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behaviour within teachers also, because of adaptation to differing circumstan­
ces. Furthermore, since increasing flexibility was the most important aim of 
the teacher training in Veenman's study, one might suppose the variability of 
behaviour patterns to be related to the experimental conditions It is inter­
esting, therefore, to assess the variability of behaviour patterns, that is, 
variability in the frequency of use of the behavioural categories as well as 
variability of sequences of behaviour Questions to be answered are then (1) 
do behavioural sequences in open lesson conditions show a greater variability 
than in closed lesson conditions and (2) does the variability of behavioural 
sequences change as a result of teacher training? Here only the first ques­
tion will be addressed 
The design of the study does not allow us in a satisfactory way to distinguish 
between-teacher variability from within-teacher variability, because within 
any experimental condition teachers ъеге observed only on two occasions 
5 3 1 Variability of behaviour patterns 
A central concept used in the ethological literature is that of the "fixed 
action pattern" This is related to the idea that the behavioural repertoire 
of an animal consists of species-specific, relatively inflexible, possibly 
innate,1Э behaviour patterns Blurton Jones and Woodson (1978, ρ 97) consider 
it of "immense heuristic value", at least for the early stages of development 
of ethology, that this belief was (is) held that behaviour can "be split into 
a number of relatively fixed motor patterns" The importance of discerning 
relatively fixed behaviour patterns is, that one can describe them without 
depending on any interpretation and that one can record and count their occu­
rence Given such descriptions one would be able to test theoretical ideas, in 
order to discover the causes and consequences of behaviour A (relatively) 
1 3
 Some authors reject the use of the term "fixed action pattern" because from 
the early days of ethology innateness was included in its definition 
Behaviour patterns should be defined only by description of form, without 
reference to hypotheses about their causation (e g Andrew, 1972, ρ 
179-180) 
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fixed behaviour pattern is one in which the components- that make up the 
pattern occur together with a high degree of predictability (Slater, 1978, p. 
14). Occurring together may mean occurring simultaneously or occurring closely 
together in time. This relative fixedness of behaviour patterns helps in mak-
ing them repeatedly recognizable, and thus makes categorizing behaviour easi-
er. Be this as it may, the "fixedness" of the fixed action pattern is a rela-
tive matter. Fixed action patterns, even in the case of animal behaviour, can 
vary in several respects within individuals and, more so, between individuals 
(Slater, 1978). It has also been shown that the variability of behaviour pat-
terns can vary with the context, i.e. the situation in which the behaviour is 
displayed (Bekoff, 1977, p. 24-25). Especially for social interactions a con-
siderable amount of variability is to be expected, because the actions of one 
individual will affect to some extent the behaviours of others. 
For research on classroom interaction the concept of "fixed action pat-
tern", or better "variable action pattern" (Slater, 1978) seeras useful when 
interpreted in the following way. To analyse classroom discourse, behaviour 
units (categories) should be defined in such a way that behavioural occurrenc-
es can relatively easily be recognized as instances of particular categories 
and that all the behaviours classified into one category may be considered as 
equivalent to each other (cf. Slater, o.e., p. 15). Approaches in defining 
behaviour patterns have been succinctly summarized by Van den Bereken (1979). 
It would not seem always desirable to require that all behavioural occurrences 
fit into one of a fixed set of categories. This could block the opportunity to 
search for "new" patterns (cf. Blurton Jones & Woodson, 1978). However, at the 
level of investigating the sequential organization of behaviour, it is of 
course necessary that for each point in time the particular state or event has 
been identified. 
The requirement that behavioural categories form equivalence classes is a par-
ticular strong one ta meet. When investigating the way classroom discourse is 
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organized, this requirement would mean that all behavioural instances allotted 
to a particular category are equivalent with respect to sequential relation-
ships with other behaviour patterns In other respects, not related to the 
purpose of the investigation, the behavioural occurrences belonging to the 
same category, may be allowed to show variability among themselves Once the 
recordings are obtained, the investigator is left with no other choice than to 
treat all instances of the same category as equivalent This implies that the 
variability in the behavioural displays has been reduced to some usually 
unknown, but in the case of human behaviour often large, extent 
Â particular way of describing classroom discourse and thus a particular 
reduction of behavioural variability, may be called valid, if the information 
retained in the recordings is, for the purpose of the investigation, a suffi-
cient representation of the information (potentially) available in the stream 
of ongoing behaviour, e g the information particular teaching patterns can 
convey to students (cf section 2 3) In discussing the variability of behav-
iour patterns, one should be aware of the fact that the variability of behav-
iour has been greatly reduced already by the categorization employed In 
research on teaching I do not know of any study in which the variability of 
different occurrences of the same behaviour pattern is paid attention to 
5 3 2 Measuring the variability of behaviour sequences 
Given a categorization of behaviour into discrete units the meaning of these 
units may be examined by investigating the relationships of a particular 
behaviour pattern to preceding and following behaviour patterns The way 
behaviour patterns are linked together, however, may be more or less variable 
Bekoff (1977) suggested a simple statistical procedure for assessing the vari-
ability of behavioural sequences He proposed to use Pearson's coefficient of 
variation (V) as a measure of variability The coefficient of variation is the 
standard deviation s expressed as a percentage of the mean 
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V = s χ WO I X. 
This measure has been used in several ethological studies to measure variabil­
ity or stereotypy (11V) of behaviour patterns (cf. Bekoff, 1977; Dawkins & 
Dawkins, 1973, 1974; Slater, 1978). The sampling variance of this coefficient 
is a function of the first four moments of the distribution. In the case of a 
normal distribution this variance becomes approximately equal to (Kendall & 
Stuart, 1963, p. 233) 
var V = V1 I 2Ы, 
where H is the number of observations. 
Following Bekoff, we computed V for transition probabilities determined per 
lesson. This was done separately for each experimental condition; however, at 
the pretest we combined experimental and control group into one group. We are 
specially interested in the question whether the variability of behaviour pat­
terns differs for open and closed lesson conditions. 
For some selected transitions, the mean conditional probabilities are present­
ed in Table 5.18; the corresponding coefficients of variation are in Table 
5.19. Selected were only the transitions involved in the question •* answer ·* 
reaction and the pupil initiative patterns discussed in chapter 3 and the most 
important transitions starting from the categories 01 (teacher gives informa­
tion or opinion) or 5a (positive teacher comment). The transitions not dis­
played here mostly have a mean conditional probability below 0.10 and a V 
(far) above 100. 
The lowest coefficients of variation are observed for the recitation pattern 
01*01, Ql-*03 and the narrow question - pupil answer sequence (OS^Ïa). Rela-
tively high variability is shown for pupil teacher initiative. For broad ques-
tions (04) much larger variability appears to exist than for narrow questions. 
The use of positive comments by the teacher (5a) following a pupil answer or a 
pupil initiative shows much less variability than the use of negative comments 
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Table 5.18 
Means of transition probabilities for individual lessons 
01-01 
01-02 
01-03 
01-04 
01-5B 
01-6B 
01-09 
03-03 
03-7A 
04-04 
04-7B 
5A-01 
5A-02 
5A-03 
5A-04 
5A-5B 
5B-09 
7A-5A 
7A-6A 
7B-5A 
7B-6A 
7B-7B 
09-5A 
09-6A 
09-09 
N 
pre 
cl. 
0.78 
0.30 
0.36 
0.25 
0.37 
0.30 
0.33 
0.13 
0.77 
0.16 
0.50 
0.10 
0.16 
0.23 
0.18 
0.14 
0.23 
0.58 
0.52 
0.13 
0.16 
0.16 
0.12 
0.12 
0.19 
130 
ΟΡ­
Ο.81 
0.25 
0.37 
0.30 
0.42 
0.32 
0.27 
0.11 
0.76 
0.19 
0.53 
0.09 
0.15 
0.24 
0.22 
0.17 
0.21 
0.41 
0.37 
0.24 
0.26 
0.26 
0.16 
0.14 
0.31 
130 
exp 
cl. 
0.75 
0.26 
0.31 
0.21 
0.41 
0.26 
0.23 
0.15 
0.72 
0.20 
0.46 
0.12 
0.23 
0.30 
0.24 
0.24 
0.27 
0.54 
0.56 
0.15 
0.15 
0.21 
0.12 
0.11 
0.27 
49 
post 
op. 
0.74 
0.20 
0.27 
0.25 
0.40 
0.22 
0.22 
0.14 
0.76 
0.24 
0.45 
0.13 
0.21 
0.33 
0.28 
0.25 
0.20 
0.31 
0.29 
0.31 
0.35 
0.34 
0.14 
0.14 
0.38 
47 
1 
con 
cl. 
0.79 
0.37 
0.40 
0.31 
0.39 
0.28 
0.46 
0.11 
0.75 
0.17 
0.48 
0.08 
0.14 
0.24 
0.19 
0.10 
0.16 
0.67 
0.61 
0.09 
0.07 
0.09 
0.12 
0.11 
0.18 
50 
op. 
0.82 
0.27 
0.36 
0.35 
0.50 
0.29 
0.36 
0.11 
0.73 
0.17 
0.43 
0.08 
0.13 
0.21 
0.20 
0.09 
0.16 
0.40 
0.44 
0.26 
0.21 
0.23 
0.13 
0.11 
0.23 
50 
exp 
cl. 
0.72 
0.26 
0.34 
0.25 
0.43 
0.21 
0.30 
0.15 
0.75 
0.16 
0.47 
0.13 
0.23 
0.28 
0.31 
0.20 
0.19 
0.53 
0.48 
0.18 
0.14 
0.24 
0.14 
0.14 
0.28 
48 
post 
op. 
0.71 
0.22 
0.28 
0.25 
0.44 
0.17 
0.16 
0.12 
0.81 
0.21 
0.46 
0.15 
0.19 
0.33 
0.32 
0.19 
0.18 
0.30 
0.24 
0.35 
0.26 
0.37 
0.13 
0.14 
0.40 
48 
2 
con 
cl. 
0.81 
0.31 
0.39 
0.30 
0.47 
0.24 
0.31 
0.12 
0.75 
0.15 
0.52 
0.08 
0.11 
0.23 
0.20 
0.10 
0.18 
0.67 
0.65 
0.10 
0.10 
0.14 
0.11 
0.08 
0.23 
51 
op. 
0.83 
0.29 
0.46 
0.32 
0.43 
0.27 
0.36 
0.10 
0.83 
0.17 
0.52 
0.08 
0.15 
0.19 
0.20 
0.12 
0.17 
0.39 
0.37 
0.29 
0.31 
0.21 
0.13 
0.08 
0.24 
52 
(6a) in the same situation. The biggest difference between conditional prob­
abilities as determined from aggregated data (chapter 3) and the means of the 
conditional probabilities for individual lessons is obtained for the 5b-09 
sequence (pupil initiative under allowance by the teacher). The difference 
results from the high variability between lessons in the frequency of occur­
rence of this pattern. This probably will be a result of differing marginal 
probabilities of pupil initiative. In a number of lessons pupil initiative 
simply does not occur at all. The high conditional probability obtained for 
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5b~»9 from the aggregated data will be a better estimate for the probability of 
this transition, given that pupil initiative directed te the teacher occurs In 
a lesson. 
There are differences between open and closed lesson conditions in the 
variability of two-act sequences. The use of narrow questions (03) after a Ol-
or 5a-event is more variable in open lessons than in closed lessons. For the 
use of broad questions (04) the opposite applies. This patterning of results 
is immediately clear from the coefficients of variation. From examining only 
the mean conditional probabilities it is less clear that open and closed les-
son conditions differ in terms of the use of broad versus narrow questions. 
The same difference between open and closed lessons is also reflected in the 
variability of the pupil answer - teacher reaction sequences. This time the 
differences in coefficients of variation neatly reflect the differences in 
mean probabilities: the higher the mean the lower the coefficient of varia-
tion, and vice versa. 
Apart from some studies on animal behaviour, we have no basis of comparison 
to Judge the absolute value of the coefficients variation obtained. But, as 
far as the term stereotypical is applicable in this context, giving informa-
tion or opinion (1) and posing narrow questions (03) are the stereotypical 
patterns of classroom discourse. 
Another conclusion from this analysis is, that the method proposed by 
Bekoff is liable to difficulties because of (widely) differing probabilities 
of behaviour. The method does not give measurements of variability of behav-
iour sequences independent of marginal tendencies. Moreover the sampling var-
iance of the conditional probability for a lesson varies with the correspond-
ing marginal frequencies. 
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Table 5.19 
Coefficients of variation (%) for selected transition probabilities 
pre post 1 post 2 
exp. con. exp. con. 
01-01 
01-02 
01-03 
01-04 
01-5B 
01-6B 
01-09 
03-03 
03-7A 
04-04 
04-7B 
5A-01 
5A-02 
5A-03 
SA-04 
5A-5B 
5B-09 
7A-5A 
7A-6A 
7B-5A 
7B-6A 
7B-7B 
09-SA 
09-6A 
09-09 
mean 
cl. 
14 
72 
34 
76 
97 
95 
76 
63 
16 
97 
59 
59 
93 
44 
90 
173 
105 
31 
50 
91 
126 
105 
115 
154 
96 
81 
op. 
14 
90 
38 
54 
87 
90 
96 
89 
18 
70 
43 
76 
118 
51 
63 
144 
91 
49 
78 
56 
100 
68 
91 
144 
67 
75 
cl. 
13 
71 
31 
58 
74 
105 
112 
53 
15 
78 
52 
45 
85 
35 
65 
95 
87 
31 
32 
66 
94 
79 
121 
129 
67 
68 
op. 
13 
90 
46 
59 
77 
108 
95 
93 
24 
47 
41 
49 
69 
48 
45 
110 
65 
55 
84 
47 
68 
53 
103 
147 
47 
67 
cl. 
13 
59 
43 
97 
96 
99 
56 
68 
17 
106 
71 
65 
95 
46 
132 
176 
105 
27 
45 
95 
159 
167 
116 
147 
69 
88 
op. 
13 
101 
50 
67 
83 
128 
75 
69 
28 
99 
60 
72 
110 
65 
77 
218 
116 
59 
78 
68 
118 
86 
103 
204 
64 
90 
cl. 
17 
61 
36 
59 
89 
105 
65 
67 
20 
96 
48 
48 
62 
51 
70 
136 
93 
33 
58 
73 
152 
82 
119 
165 
69 
75 
op. 
23 
77 
62 
47 
83 
129 
96 
104 
20 
66 
45 
63 
98 
54 
56 
123 
100 
71 
102 
50 
96 
56 
115 
163 
55 
78 
cl. 
14 
78 
28 
65 
90 
109 
82 
58 
19 
106 
65 
60 
125 
46 
107 
203 
103 
25 
42 
89 
164 
117 
115 
183 
98 
88 
op. 
13 
93 
43 
58 
94 
108 
82 
63 
17 
61 
45 
72 
151 
76 
75 
193 
113 
61 
95 
62 
101 
85 
135 
230 
99 
90 

DETECTING AND DESCRIBING SEQUENTIAL PATTERNS 6 
In chapters 3 and 4 two different approaches to the analysis of transition 
frequencies were discussed and applied In chapter 3 contingency table meth-
ods were employed, whereas in chapter 4 we sought for a parsimonious geometri-
cal representation of transition tables, paying due attention to the asymme-
tric nature of transition frequencies However different these approaches are, 
they were applied to the same kind of data the frequency with which a behav-
iour is sequitur of another In chapter 5 we dealt with some conjectures that 
may rightfully be made against the use of the transition matrix to represent 
the structure of behaviour sequences, because of the existence of several 
sources of variability nonstationanty of the processes involved, heterogene-
ity introduced by research operations, and individual differences From these 
the nonstationarity problem seems to be the most important, because irregular 
change seems to be the rule rather than the exception in social processes 
But, even when dealing with (parts of) behaviour sequences that are time-
homogeneous the representativeness of the transition matrix may be put into 
question The transition matrix will provide for a sufficient description of 
the structure present in a behaviour sequence only if the probability of any 
particular future behaviour depends exclusively on the present state of the 
process, regardless by what sequence of actions this state was reached (path-
independence) If the latter property does not hold, then there is no justi-
fication to build larger sequences from first-order transition matrices For 
instance, from the study of teacher question - student answer transitions and 
student answer - teacher reaction transitions one cannot draw valid conclu-
sions about the question - answer - reaction sequence 
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Analysis of transition matrices is the most common method used in the study 
of behaviour sequences,, to find out which behaviour patterns are sequentially 
associated. The techniques exemplified in chapters 3 and 4 might in principle 
also be used to analyse higher-order dependence, by constructing transition 
matrices in one of the following two ways. Instead of doublets of behaviour 
displays one may enumerate all triplets of behaviours, giving rise to a three-
dimensional transition table. The techniques applied in chapter 3 are in prin-
ciple generalizable to higher-dimensional tables. But, as noted before, first-
order transition matrices often are ill-condioned, because of a great number 
of cells with zero or very low frequency. This will become even more trouble-
some with higher-dimensional tables. What sometimes can be done then is to 
analyse some well-chosen two-dimensional layers of the multidimensional table. 
This means that attention is restricted to subsets of three-step transitions, 
conditioning on behaviours that occur frequent enough. 
The second possibility is to construct Jagged transition matrices, i.e. count-
ing transitions between behaviours that occur separated by two or more lags. 
Lags may be counted as time units or in other ways discussed below. It is not 
necessarily the case that an event in a sequence of events is most strongly 
influenced by those which are nearest to it, for instance when a sequence has 
a nested structure (cf. 1.1). In chapter 5 we made some use of lagged tran-
sition matrices (see 5.2.1). In section 6.2 lagged dependencies will be exam-
ined in more detail. 
As noted by Slater (1973, p. ISO), despite problems of nonstationarity, 
examination of first-order transitions "will provide a rough guide to the 
groupings into which different activities fall". He, however, warns that in 
case of nonstationary data "the extraction of higher-order dependencies is 
(...) pointless, for the statistical dependencies between successive acts may 
be Just a by-product of their shared causation rather than indicating that 
rules govern the sequence as such" (o.e., p. 150). Slater here deals with the 
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supposition that behaviours may tend to occur grouped in time because of com­
mon motivation. Because motivation will change with time, due to internal or 
external factors, the tendency for one behaviour to succeed another will like­
wise change with time.1 This argument, however, applies to first-order tran­
sitions as well. Moreover a first-order description may be very misleading in 
some cases. Consider the following sequence: / repetitions of the doublet 
AB, succeeded by i repetitions of the doublet AC, succeeded by / repetitions 
of the doublet ВС. All three states A,B,C, occur equally often. The first-
order transition matrix will satisfy quasi-independence as defined in [3.11], 
implying that adjacent steps are independent of each other, which is obviously 
false. With regard to second-order dependencies a pattern emerges shown in the 
three-way transition table displayed here as Table 6.1. Table 6.1 gives a 
perfectly legitimate description of the sequence, showing strong sequential 
effects. For instance, В is followed by A with probability 1 if A was antece­
dent to B. But if С was antecedent to B, then В is succeeded by С with prob­
ability 1. After an occurrence of the doublet AC it is highly likely that A 
will take place, but there is also a chance 1// that a switch will occur to B, 
activating so to speak another "subroutine". However, it is equally legitimate 
to describe this sequence by dividing it into three homogeneous periods, each 
period having its own transition tendencies, the changes in transition tenden­
cies possibly being caused by changes in motivation. From the sequence alone 
one cannot determine which of these interpretations is the correct one. 
Behaviours may occur close together in time for different reasons. Sequential 
analysis can elucidate the way(s) the stream of behaviour is patterned in 
time. The theoretical task then is to develop models that will explain the 
patterning obtained. 
1
 A statistical procedure for estimating and testing change points in the 
framework of the continuous time Markov chain model has been developed by 
Haccou, Dienske and Meelis (1983). 
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Table 6.1 
Second order transition 
frequencies for the 
sequence (AB)f(P£){(BC)f 
AA 
AB 
AC 
BA 
BB 
ВС 
CA 
CB 
CC 
0 
f 
f -1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
f -1 
0 
f -1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
f-1 
f 
0 
In this chapter we will briefly discuss an approach to structural analysis 
of behavioural sequences (6.1). In section 6.2 lagged sequential dependence 
will be considered. The technique of lag sequential analysis will be applied 
to the VICS-data. 
6.1. Structural analysis of behaviour sequences 
6.1.1. Aspects of sequential patterns 
In their study of face-to-face interaction Duncan and Fiske (1977) present two 
different approaches, labeled "external-variable study" and "structural study" 
(see also Duncan, 1969). This distinction has been introduced with the purpose 
to be able to say that most studies (in the field of nonverbal communication) 
are "external-variable" studies and that some change of view would be salu­
tary. The term "external-variable" study is used to label the traditional 
approach of psychological research, "typically seeking individual and group 
differences in the use of certain actions by relating the rates and durations 
of these actions to other variables" (Duncan & Fiske, o.e., p. 12). Variables 
are constructed from counting over an entire observation period. Frequencies 
of actions are supposed to indicate the disposition of the actor to display 
particular actions. A high frequency of direct teaching behaviours observed 
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with a particular teacher is supposed to indicate that this teacher has a 
strong internal disposition for direct rather than indirect teaching behav-
iour. But, breaking the eggs is not sufficient for producing an omelette. If 
one is looking only at the frequency or the rate of behaviour, then the social 
context2 in which the behaviour is displayed or by which the behaviour is eli-
cited, is ignored. The so-called "structural" study aims at exploring the 
organization of behaviour, and of social interaction. Central to this approach 
is the study of behaviour sequences, specifically of the way in which the tak-
ing of actions depends upon previous actions in the sequence. 
Sequences may be examined from several perspectives (cf. Duncan & Fiske, p. 
316 ff.): 
• initiative and response. 
Each action in a sequence can be considered both as response and as initi-
ative, or in the terms of Golani (1976), for each action in a sequence one 
may investigate both its prevene- and its suprevene-relations with other 
actions. We prefer these latter technical terms, because the words "initi-
ative" and "response" refer to substantive qualities of the social inter-
action. In VICS particular categories are already designated as "initia-
tive" or "response". Furthermore, one cannot know from the sequence alone; 
whether a given action actually is a response to the immediately preceding 
action or to another action at an earlier step in the sequence. Analysis 
of conditional probabilities as done in chapter 3 is a simple and suitable 
method for dealing with prevene- and supervene-relations. This seems tra-
ditionally to be the main approach to sequential analysis (Bakeman, 1978; 
Castellan, 1979; Gottman and Bakeman, 1979; Lehner, 1979; Slater, 1983). 
We also found the analysis of skew-symmetry as performed in chapter 4 an 
adequate procedure for dealing with this aspect of sequence. 
• time separation between sequentially related acts. 
This includes other actions of the same person as well as the behaviour of 
other interactants. 
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Investigating this aspect ideally requires continuous time observation. 
Three questions are involved. Hon mach time does it take for a particular 
event or state to exert influence. The more time this takes the more dif­
ficult it will be to detect such influences, especially when other behav­
iours take place within the interval. 
A second question is for how long the influence of a particular event or 
state will last. Thirdly, irrespective of the length of the interval, the 
question arises whether the occurrence of a particular event depends upon 
what happened at sequence positions more than one step removed from the 
present step. This form of dependence is called lagged dependence. A 
major limitation of the techniques employed in chapter 3 and 4 is that 
they are not capable of dealing whith these possible effects. The method 
of lag sequential analysis (see 6.2) will offer som rescue in this case. 
the participants in the interaction. 
By VICS the participants have been reduced to participant-roJes: teacher 
and pupil. Simple questions to be posed are: What percentage of the time 
in a lesson period is occupied by verbal utterances of the teacher? In 
what percentage of cases is a sequence initiated by a pupil? How do these 
percentages change when conditioning on particular events? Bellack et al. 
(1966, p. 207) for instance found that the occurrence of a pupil-initiated 
cycle elicits subsequent pupil-initiated cycles. 
In case of VICS, the participants are so to speak part of the category 
system. At any one time only one participant can be observed. The behav­
iour possibilities for pupils are however, more restricted than for teach­
ers. Δ similar approach may be found in Bellack et al. (1966) and, for a 
quite different field of study, Baylis 0976). In the letter two examples, 
however, both interactants have the same behaviour alternatives. Baylis 
argues, that in case of interaction sequences one should assemble the 
behaviours of both, interactants into one transition matrix. 
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As noted in chapter 1 this still appears to be a too restricted view on 
social interaction. When analysing interaction sequences more complicated 
effects are involved than in the case of analysing the behaviour sequence 
of a single individual. At least four kinds of effects may be operative: 
The dependence of the behaviour of one individual on its own history, the 
influence of the behaviour of one individual on the behaviour of another 
individual, motivational tendencies and goals of the different individu-
als, common environmental circumstances (differentially) influencing the 
individuals. By treating a sequence of interaction as a single behaviour 
sequence these different effects cannot be teased apart. But, also in the 
case of concurrent data this will not be an easy task. 
Information theory provides a general framework that seems to be useful to 
separate the influences of the individual's own behaviour from influences 
stemming from the behaviour of another individual (van den Bereken, 1979). 
Schleiblechner (1971, 1972) approached the problem of separating the 
influences of individual behaviour traits and the properties of interindi-
vidual relationships on social interaction, using the Rasch model. He 
states that it only makes sense to speak of individual traits and of char-
acteristics of specific interindividual relationships, if they can be 
measured independently of each other, satisfying "specific objectivity". 
This brings us to another way to view behaviour sequences with respect to 
the interactants, namely to search for characteristic ways of behaving. 
Can teachers be characterized by observing their interaction with pupils? 
Because of the great many influences that may be at work, this will 
require extensive sampling of teaching behaviour. 
Characterizing teachers on the base of sequences displayed is best seen as 
a pattern recognition problem, consisting of two stages: first find a 
suitable pattern representation of the observed sequences, and secondly 
classify the patterns obtained. The first step involves a form of data 
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reduction. Broadly speaking,, the techniques available for pattern recogni-
tion may be classified into two groups: the decision-theoretic approach 
using discriminant analysis and cluster analysis (e.g. Duda & Hart, 1973) 
and the syntactic or structural approach, making use of methods from math-
ematical linguistics (e.g. Fu, 1974). In educational and psychological 
research usually some form of cluster analysis is employed. 
Of crucial importance is the selection of the features of observed behav-
iour that will serve as the basis for classification. In the first 
approach these features will be (relative) frequencies. In the second 
approach the categories of the category system serve as basic behaviour 
elements of which patterns are formed by concatenation. Possibly the 
sequence of behaviours will be punctuated into segments. The patterning of 
these segments may be described by a grammar. As far as I know this latter 
approach has never been tried in research on teaching. 
• aspects of actions. 
The various measures mentioned in 1.3 may all be relevant for sequence 
analysis. In addition one could question whether it is the onset or the 
offset or the maintenance of an action that Is important (cf. Martin et 
al., 1981). For VICS the latter question is irrelevant because the obser-
vation procedure used does not allow one to determine exactly the onset 
and offset of behaviours. 
* linkages between acts. 
In which manner are acts connected to each other? Two types of connections 
nay be distinguished: event-based and temporally based links. The first 
type is defined by the occurrence of some event(s), e.g. one person's 
smile being elicited by another person's smile. The second type is defined 
by sooe time interval. Examples of both kinds of links are in the follow-
ing variable imagined by Duncan and Fiske (o.e.,- p. 315): 
Rate of participant's averting gaze from the partner uithin the 
first six seconds of the partner's smiling, when that smiling is 
not during the participant's prior sailing. 
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* independent and dependent actions 
These terms refer to the point of view of the researcher Independent 
actions are those the researcher considers as conditions to be satisfied 
Dependent actions are those that are observed under the specified condi­
tions, e g given that some event A has occurred Independent actions 
serve to restrict attention to a specified subset of sequences In the 
above example of a sequentially based variable, the partner's smiling and 
the participant's not smiling are independent actions, the dependent 
action is considered to be the participant's averting gaze 
The last four aspects mentioned are used by Duncan and Fiske to construct 
variables which represent information on sequential relations between behav­
iours in the process of social interaction This is much alike the indices 
constructed in the research in the Flanders' tradition Conceived in this 
way, there is no need of special methods for sequential analysis 
6 12 Language of behaviour 
The difference between external variable study and structural study has been 
formulated as a contrast between variables and units as the elements of the 
research strategy For instance, Collett (1980) asserts that in the first 
approach the investigator attempts to relate the occurrence of behaviour to 
underlying continuous variables, whereas the structural approach 
involves the isolation of units or segments in the stream of 
behaviour and the subsequent analysis of their relations within a 
temporal structure (о с , ρ 151) 
Collett maintains that social interaction cannot be treated parametrically, 
because people construe the borld into discrete units At present, statements 
like this can only be seen as programmatic Their fruitfullness is still to 
be proved 
The term "structural study" refers to the structuralist movement in lin­
guistics ' The structural approach to the study of language involves the seg-
1
 The term "structuralism" has also been used for the psychology of Wundt, 
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mentation of verbal utterances into elements in terras of syntagmatic and para-
digmatic relationships. Two or more elements are said to be in paradigmatic 
relationship if in a given context they can be substituted one for another. 
Elements are said to be in syntagmatic relationship if they combine to form a 
larger unit. In the ethological study of behaviour the notion of "mutual 
replaceability" has been put forward (Dawkins, 1976; see section 6.2), which 
is equivalent to the concept of paradigmatic relation. The idea of syntagmatic 
relations is similar to the notion of sequential structure of behaviour. 
The language-action analogy has been noted by several authors (e.g., Miller & 
Chomsky, 1963; Hutt & Hutt, 1970; Vowles, 1970; Dawkins, 1976; Westman, 1977; 
Clarke, 1977; Skvoretz & Fararo, 1980).* Vowles formulates the ethological 
stance as follows: 
Ethological analysis proceeds by identifying "units" of behaviour 
in terms of frequently occurring movements and postures. Each unit 
is composed of a combination of simple, effector actions. For 
example, "charging" in the ring dove consists of running with the 
body held in a low posture, the neck retracted, the bill held hor-
izontally, the body puffed up (by inflation of internal air sacs), 
the wings held slightly away from the body, the feathers slightly 
erect (particularly on the rump), and the tail feathers slightly 
spread. The unit is thus characterized by a state vector (low pos-
ture, short neck, puffed up etc.). A pattern of behaviour is com-
posed of a temporal sequence of such units, the transition from 
one to another involving some but not necessarily all of the 
effector components. (Vowles, 1970, p. 198). 
The discrete "units of behaviour" may be said to form the words of the lan-
guage of behaviour. This language then is the set of all finite sequences that 
can be formed from the elementary units. For the analogy to be carried 
through, it is required that the flow of behaviours is divisible into "com-
plete well-formed" sequences, possessing some form of unity. In other words, 
the stream of behaviour must be punctuated in some way to form the analogon of 
"grammatically correct" sentences. These higher-order units ("episodes", 
because of his attempt to dissect the stream of consciousness into irreduci-
ble elements. 
* Upon completion of this thesis a book by Clarke (1983) became available in 
which the "linguistic analogy" features as the main approach to the analysis 
of behaviour sequences. 
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"teaching cycles") may be identified in several ways. 
Bodnár and van Baren-Kets (1974) selected from their repertoire of social 
behaviours in young children, consisting of 57 categories, five categories 
that formed a homogeneous set according to the results of a cluster analysis. 
They defined a sentence as a sequence starting with one of the five selected 
elements and ending as soon as a behaviour occurs that does not belong to the 
selected subset. Their language might be labeled as displays of introvert 
behaviour. The vocabulary on which it is based consists of gestures (finger 
in mouth, automanipulation, rocking), and head postures (looking around casu-
ally, looking up towards somebody). 
In studying social interaction one might require that a sentence can consist 
only of actions performed by a single actor. As soon as another actor takes 
the floor, a sentence must end. Thus a language might be defined as the set of 
all sequences of teacher behaviour, uninterrupted by pupil actions. However, 
studying a language constructed in this way will destroy the structure of 
classroom discourse. It would seem better to consider a set of interaction 
episodes (see below). 
Given a set of actions that fall into the same (functional) class, a third 
possibility to define sentences is to look at time intervals between actions. 
This was done by Nelson (1964) in studying courtship behaviour in the Glandu-
locaudine fishes. He defined a sequence (sentence)8 as "a series of statisti-
cally dependent events and bounded at each end by an intersequence interval" 
(o.e., p. 100). An intersequence interval was defined as a time interval that 
separates statistically independent events. The sequences consisted only of 
male activities, female activities being treated as a changing environmental 
factor. 
' We use the term "sequence" in a general sense for any succession of behav-
ioural events in time. Nelson's use of the term "sequence" is similar to our 
term "sentence" or "episode". 
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Д fourth criterion for delineating sentences may be derived from the goal-
directedness of behaviour (cf. Dawkins, 1976). A sentence is complete if the 
goal is reached. In ethology a distinction is made between "appetitive" and 
"consunmatory" behaviour (Hinde, 1982). A complete sentence consists of a 
series of appetitive behaviours ending with a consummatory act (e.g. courtship 
ending with copulation). This would provide the possibility to discriminate 
between complete and incomplete sentences. But, setting goals for behaviour 
may involve setting subsidiary goals, leading to hierarchically nested sen­
tences. In addition, not all behaviours in a goal-directed sequence need nec­
essarily to be goal-directed. There may be for instance occasional attempts to 
escape from the seriousness of the situation. Furthermore, the consummatory 
act need not always to be the same, and even there need not always be a goal, 
or it may be hard to note for an observer that a goal has been reached. Ade­
quate means for describing goal-directed behaviour patterns are not yet avail­
able (Hinde, 1979). An attempt has been made by von Cranach et al. (1980), see 
also von Cranach (1982). 
The starting point of a sentence may also be an important identifying feature. 
A new sentence may be said to start if some special initiating action is 
evoked. For instance, some categories of VICS may be labeled as "initiative". 
As soon as one of these initiative categories (for teacher or pupil) occurs, a 
new sentence may be judged to start. This approach was taken by Bellack et 
al. (1966) in defining teaching cycles (see below). 
A still more exploratory strategy is to just look for common patterns in the 
data, for instance by means of the pattern-searching techniques proposed by 
Dawkins (1976) and Douglas and Tweed (1979). Douglas and Tweed call their 
technique "kernel detrilling". They developed their method as an improvement 
upon the "melody analysis'" of Dawkins (1976). A "trill" is a repeated 
' This method consists of scanning a sequence to count frequencies of tran­
sitions. The doublet with the highest frequency is replaced by a new code, 
and the process is repeated. An application of this technique, though not 
under the banner of "melody analysis" is found in Graham et al., 1981. Doug­
las and Tweed (1979) clearly demonstrate the inadequacy of this technique. 
272 
Structural analysis of behaviour sequences 
sequence of two or more behaviours (о с , ρ 1240) The pattern 3 •* 7a •* 5a is 
an example of a trill, as well as 9 •* 5a, but possibly also 5a •* 9. Ambiguity 
may arise in determining entrance and exit positions of a trill. For analysing 
classroom interaction it seems important to be able to determine the in- and 
the out-position of a trill 
The 3 •* 7a •* 5a trill, regarded as an event sequence, may take the following 
forms 
3 (7a) 5a 
3 (7a 3 7a) 5a 
or more generally 
3 (7a (3 7a)n) 5a, η = 1, 2, 
The part within parentheses is called the kernel of the trill Except for the 
length of the trill, there are in this case only two types of kernel Other 
types may also exist 
3 (7a 5a (3 7a)n) 5a 
3 (7a 5a (3 7a 5a) m 3 7a) 5a 
3 (7a (5a 7a)nl) 5a 
3 (7a (5a 7a)a) 5a (3 7a)n) 5a 
3 (7a 5a) 7a 
3 (7a (5a 7a)m) 3 
The technique now consists of detecting these trills' and substituting the 
kernel of the trill by a new unique code 
Patterns may be identified by both start and ending behaviours, allowing for a 
variability of subpatterns that may occur inbetween For instance, in terms of 
VICS a set may be defined consisting of all sequences of the form I •• X •* R, 
where I is an element from the subset of teacher initiative categories 
7
 Means for detecting trills are inspection of the first order transition 
matrix and/or of the results of a lag sequential analysis, supplemented by 
counting the frequencies of occurrence of specified patterns in the data I 
constructed some computer programs for identifying and counting patterns, 
using the SNOBOIA-language, which is particularly well suited for pattern 
matching purposes (Gnswold, Poage, & Polonsky, 1971) 
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{1,2,3,4}, R is an element from the subset of teacher reactions on ideas 
expressed by pupils {5a, 6a}, and X is any sequence (excluding teacher reac-
tions) in which at least one element from the subset of pupil behaviours {7a, 
7b, 9} is embedded. 
As an example from research on teaching we will go into the segmentation of 
classroom discourse proposed by Bellack et al (1966) Their primary units, 
called pedagogical moves, are the following functionally defined categories 
• structuring (str). setting the context for subsequent behaviour (e.g., 
focussing attention on a topic). 
• soliciting (sol): to elicit a verbal response (e.g., questions, requests 
and commands). 
• responding (res)· to fulfill the expectation of soliciting moves (e g., 
pupil answers to teacher questions) 
• reacting (rea), to modify and/or to rate what has been said previously 
(e.g , a teacher comment on a pupil answer) 
Teacher actions as well as student actions are classified into these catego-
ries. From these primary units larger units are constructed, called teaching 
cycles. Bellack et al. defined teaching cycles, by the initiating move. A 
teaching cycle is a series of pedagogical moves, beginning either with a 
structuring or a soliciting move A teaching cycle ends when a new initiating 
move occurs. 
Given a "vocabulary" of primary units has been defined and the observed 
sequences have been punctuated, then analysis may proceed along different 
lines 
One task may be to examine the way in which the primary units combine into 
sentences, in other words to develop a grammar for the language defined. The 
language is constructed by concatenation out of a finite set of elements The 
rules for this concatenation may be described by a generative grammar (Chom-
sky, 1963; Hopcroft h Ullman, 1969, Levelt, 1973). 
A grammar G may be defined as follows. Let V- and VN be finite non-empty sets. 
V- is called the vocabulary, the set of elements from which sentences are 
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build. In our example VT={str, sol, res, rea). V„ is the nonterminal vocabu­
lary, a set of variables, which are of use in generating the sentences of the 
language. V N and V— contain no element in common. We denote the union of V., 
and V- by V. The set of all sentences, including the empty sentence ε, that 
may be constructed by concatenation out of elements from V is called V . We 
define V ^V -{ε}. Now, the quadruple G=(VT,VN,P,S) is called a grammar if and 
only if 
(1) Ρ is a subset of the Cartesian product of V and V . 
(2) S is an element of V... 
The elements of the set Ρ are called productions or rewriting rules. In gen­
eral they are of the form α •* S, t.here о is a string in V and S is a string 
in V . The symbol S is called the start symbol. 
Let for our example V N contain the elements {S,I,Q,A,R}, and let the set Ρ 
contain the productions listed in Table 6.2. The language generated by the 
grammar G, denoted by L(G) is defined as 
L(G)={u | u is in V~ and S derives u in grammar G). 
In other words L(G) is a set of sentences that may be formed by concatenation 
out of the elements of V— and in addition each sentence in L(G) may be derived 
from S applying the production rules in P. For instance, one derivation is 
S -* Q •* sol A •* sol res R •* sol res rea 
which is the most common observed sentence in the language (see Table 6.3). 
The grammar G containing the production rules listed in Table 6.2 generates 
all teaching cycles considered by Bellack et al. L(G) might be called the 
language of recitation or of reciprocation. 
The adequacy of a grammar may be evaluated by the following criteria: 
1. All "correct" sentences should be generated by the grammar. 
2. The grammar should not generate sentences that are not "correct". 
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Table 6 2 
Production rules and associated probabili-
ties for the grammar 0 
(1) S •• I 0 20 ( 9) A -» res 0 10 
(2) S •• Q 0 80 (10) A ·» res A 0 20 
(3) I -• str 0 OS (11) A ·• res R 0 70 
(4) I •» str Q 0 90 (12) R -» rea 0 80 
(5) I - str R 0 05 (13) R -» rea R 0 10 
(6) Q -» sol 0 IS (14) R -• rea A 0 10 
(7) Q ·• sol A 0 84 
(8) Q •• sol R 0 01 
A grammar that satisfies these minimal criteria is called observationally ade-
quate It is easy to see that the grammar specified above generates sentences 
that never can be observed, because by lepeated application of the rules (10) 
and (11) sentences of infinite length may be generated On the other hand 
this grammar excludes for instance all sentences that start with str res 
According to the grammar a structuring move can never be immediately followed 
by a responding move So, if still teaching cycles are observed that start in 
this way, these must be considered in some sense incorrect, or the grammar 
must be judged to be at fault Judgments on "correctness" of teaching cycles 
are to be based on educational theory 
The grammar G contains alternative rewriting rules for each variable (Table 
6 2) By assigning probabilities to these rewriting rules it becomes possible 
to assess the goodness of fit of the grammar by comparing expected and 
observed frequencies of sentences The probabilities are to be assigned in 
such a way that for each variable the probabilities sum to 1 The probability 
of a sentence may then be computed as the product of the probabilities of all 
production rules needed in the derivation of that sentence, thereby thus 
assuming that all steps in the derivation are mutually independent Maximum 
likelihood estimates of the probabilities may be obtained from the data * 
For probabilistic grammars see for instance Fu (1974), Levelt(1973), Salomaa 
(1969) and Suppes (1970) 
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A probabilistic granmar may be useful for comparative research Instead of 
comparing percentages of sentences one may fit the same grammar to different 
data-sets and evaluate the differences obtained In particular, one may 
investigate whether behaviour sequences observed under different experimental 
conditions may be described by the same grammar, possibly with differing rule 
probabilities Probabilistic grammars combine a structural with a stochastic 
analysis of behaviour, including the permissibility as well as the probability 
of transitions 
The data on teaching cycles not being available, we made an educated guess on 
what the probabilities could be for grammar G These probabilities are listed 
in Table 6 2 In Table 6 3 the most common cycles are displayed with their 
percentage of occurrence and the percentages predicted from the grammar The 
table shows only five teaching cycles that according to the grammar constitute 
75% of all teaching cycles 
A second line of analysis that may be taken when molar units have been 
defined, is to search for patterning in the sequence in terms of these molar 
units To keep with the linguistic analogy, given a set of sentences by what 
grammar may one describe the story made up of these sentences' In terms of 
teaching cycles this would mean examining the transitions between different 
types of teaching cycles 
Summarizing, the approach to pattern analysis sketched here consists of 
inventing or imagining languages, breaking the observed sequence of behaviours 
into components The theory of generative grammars may be used to generate 
these languages For different types of grammars corresponding automata exist 
that may serve as devices for recognising sentences as members of some speci-
fied language (e g Hopcroft & Ullman, 1969, Levelt, 1973) 
Published examples of grammars for behaviour fitted to real data, include a 
grammar for reproductive behaviour of the male pigeon by Marshall (cited in 
Dawkins, 1976, Hutt & Hutt, 1970 and Vowles, 1976), and a grammar for non-
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Table 6 3 
Relative frequencies (%) of 
teaching cycles 
sol res 
sol res 
sol 
sol res 
str sol 
TOTAL 
rea 
rea 
res 
rea 
rea 
1 
26 
22 
10 
9 
6 
73 
2 
37 
18 
4 
1 
9 
69 
3 
22 
16 
6 
4 
6 
54 
4 
38 
13 
12 
4 
8 
75 
Note: 1 = New York 1966, 2 = 
Queensland 1971 3 = Sweden 1974, 
4 = predictions by grammar G. 
The data in columns 1,2 and 3 are 
obtained from Dunkln & Biddle 
(1974, p. 333). 
verbal behaviour of young children (Bodnár & Van Baren-Kets, 1974). In the 
context of ethological studies Rodger & Rosebrugh (1979) present a bottom-up 
parsing algorithm for right-linear grammars. 
Skvoretz (1984) presents some results on grammars for interaction episodes. 
An interaction episode is a string consisting of concatenations of interac-
tions. An interaction is defined as an N-tuple consisting of actions of Я 
individuals (Skvoretz, o.e., p. 91). Each individual is characterized as an 
automaton of some kind. For two interactants an interaction system is a triple 
(Z,Z'jÎ(x,y)), where £ and I' are individual systems' describing the actions 
of each individual and X(x,y) is a set of interactive episode contraints, con-
taining χ constraints the behaviour of the first individual creates for the 
behaviour of the second individual and y constraints working in the opposite 
direction. Each individual system may contain constraints from previous behav­
iours of the same individual. One of the results obtained by Skvoretz is, that 
general two-party interaction systems of this form define context-free lan­
guages of interaction, i.e. languages that may be generated by a context-free 
* These systems meet certain simplifying assumptions (Skvoretz, 1984, p. 
81-84), such that in their general form they may be characterized by a non-
determimstic pushdown automaton (Hopcroft & Ullman, 1979) 
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grammar.1' A language of interactions is a set consisting of "well-formed" 
strings of interactions. This conceptualization thus applies to concurrent 
data. 
6.2. An application of lag sequential analysis 
Teacher-student interaction consists, like social interaction in general 
(Gottman & Bakeman, 1977), of recurring sequences of two, three or more behav-
iours (cf., Bellack et al., 1966) In chapters 3 and 4 these sequences have 
been identified on the base of one-step transition frequencies As stipulated 
before, this is sufficient only if the data would obey the Markov property. 
From the analysis reported in 5 2 1 it became clear that the process as a 
whole cannot be described by a simple Markov chain. This means that it is 
desirable to check whether the patterns found earlier can be confirmed by 
searching for longer-term dependence in the data. It will be interesting to 
note whether by doing so the same or other patterns will emerge. 
6.2.1. Exposition of the method 
A simple procedure for detecting sequences has been devised by Sackett (1978c, 
1979). The method has been extensively used in studies of marital interaction 
(e.g. Gottman, 1979, Martin et al , 1981; Patterson & Moore, 1979, Schaap, 
1982) Similar procedures, under different names may be found in the etholo-
gical literature (M. and R. Dawkins, 1974,R and M. Dawkins, 1976; Douglas and 
Tweed, 1979). 
The procedure is based on conditional probabilities of the following form 
P..(s,t) = probWt; = j | B(s) = i), s < t [6.1] 
' A context-free grammar is a grammar in which the production rules are 
restricted to be of the form A^S, where A is a nonterminal symbol and 3 is 
any string consisting of terminal and nonterminal symbols, excluding the 
empty string 
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This is the probability of being in state J (or experiencing event j) at time 
t, conditional on being in state ι at some earlier Cime s Thus, these tran­
sition probabilities are considered independent of the previous history of the 
process The previous history from the start of the process at time tt up to, 
but not including, time 5 may be denoted by 
ufto.s; Ξ Ша), to < и < s) [6 2] 
Then ρ {s,t I u(tn,s)}, is the probability of a particular transition condi­
tional upon having experienced some previous history ¡i¡[tt,s) and 
ρ (s,t I ы[іа,з)} is the probability of being in state 1 at time s conditional 
on the previous history utto.s) The conditional probabilities that do not 
condition on what happened before time s are thus 
p^Cs.t) = Ip^s I ü/t0,s;}pjj{s,t I u[tt,s)}, 
where the summation is over ы[іе,з) , The transitional probability p . (s,t) 
is a lagged conditional probability with the lag being equal to h = t - s 
These conditional probabilities are furthermore considered to be dependent 
only upon the lag h and not upon the value of 5, that is 
P1j(s't) = Pij(b) 
This formulation is in terms of time-sequential data, but it is equally appli­
cable to event-sequential data by interpreting s and t as integers referring 
to the s , respectively the t event in the order of occurrence 
Though lag sequential analysis may be used for time lags as well as for 
event lags (Sackett, 1979) the approach works best for the latter (Bakeman, 
1978) In using time lags, a time unit has to be chosen and in addition a 
choice has to be made from different possibilities of counting the lags, e g 
from onset or offset of a behaviour (Sackett, 1979) From the time-sampling 
procedure used with VICS onset or offset of behaviour cannot be determined 
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This leaves us only with the posibility to count lags froa every instance of 
some criterion behaviour. Sackett (o.e., p. 626) calls this a "level trig-
ger". With VICS, the units counted in this way, are not clearly defined time 
units. Because of the problems afflicted with self-transitions, we prefer to 
interpret the data as event-sequential. This means that dependence of one 
event upon another is searched for, disregarding durations of events. In the 
sequel, when we speak of time t, we mean event position t in the sequence of 
events. 
The purpose of Sackett's procedure is to identify sequential relationships 
of the form [6.1] for differing values of b. The idea is that if a behaviour 
J is independent of behaviour ï then its conditional probabilities at various 
lags should equal its unconditional probability, that is 
psj(s,t) = PjCt) = pj Ξ prob{5 = j), [6.3J 
where ρ .(t) is the probability of being in state j at time t, which is thought 
to be independent of t, with the exception that at lag 1 the unconditional 
probability (for Jti} is somewhat higher than at the other lags, because of 
the exclusion of self-transitions. With p . we denote the probability that j 
will occur at any point in the sequence. Hence, the baseline for comparing the 
lagged conditional probabilities is simply the marginal probability for a par­
ticular behaviour. For jti the expected probability of j immediately follow­
ing i is ρ ./(l-p.). If j=i this probability is zero, by definition. 
Behaviour j is said to be sequentially dependent upon the occurrence of behav­
iour i at some earlier time, or, in other words, an occurrence of j is associ­
ated with a preceding occurrence of i, if 
ρ . .(h) i p . for some values of Λ. [^ -M 
The procedure consists of taking a particular category as the criterion behav­
iour. Estimates of the lagged probabilities are computed then for a subset of 
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behavioural categories, possibly including the criterion behaviour The lat­
ter categories are called the matching behaviours The lags are determined 
from each occurrence of the criterion behaviour The estimated lagged condi­
tional probabilities may be displayed graphically as a probability profile 
(cf , Figure 6 1) for a pair of behaviours with the selected criterion behav­
iour as precedent behaviour and the match as consequent behaviour The cri­
terion behaviour is represented at lag zero The estimated probability is 
indicated on the ordinate uhile lags after occurrence of criterion behaviour ι 
are represented on the abscissa Peaks in the profile indicate event posi­
tions, relative to occurrence of the criterion behaviour i, at which a partic­
ular behaviour j is more likely to occur Given a certain criterion behaviour, 
from a set of profiles for various consequent behaviours it may be determined 
uhich behaviour is most likely at each lag In this way sequential patterns 
may be detected from considering pairs of behaviours (J,J, 7=1» , m) This 
may be repeated for different criterion behaviours in turn 
In lag sequential analysis the probability profile is usually drawn for 
lags folloumg the occurrence of some criterion behaviour This will suffice 
when only uni-directional dependence is being studied, that is when one is 
interested solely in the question whether some criterion behaviour ι is fol­
lowed by some behaviour j more or less often than is to be expected by chance 
A more general diagnostic tool is obtained, when the relationship betkeen two 
behaviours is represented by displaying the probability at each event position 
both prior to and subsequent to every occurrence of the criterion behaviour 
This is done by Douglas and Tweed (1979) They call their technique a "pre-
post-state histogram" A difference with lag sequential analysis is that they 
do not plot the proportions but the frequencies of occurrence A more impor­
tant difference is, that they estimate the expected frequencies not from [6 3] 
but from the first-order Markov model (see below) 
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A third way to present the results of a lag sequential analysis consists of a 
histogram that shows the proportions with which all behavioural categories 
match a given criterion at a single lag The computer program developed by 
Sackett and his associates (Sackett et al , 1979) organizes the output in this 
way 
An obvious practical limitation of this procedure is, that it leads to a giddy 
amount of probability profiles, when the number of behaviours involved is 
large Thus a sensible restriction to contingencies deemed important, is nec­
essary 
Sackett (1979, see also Gottman, 1979a)11 provides for a significance test, 
based on the binomial distribution, to test for [6 4] His procedure has been 
found defective, however (Allison & Liker, 1982, Serlin, 1981), because of the 
use of an incorrect standard error An appropriate test statistic compares the 
conditional probability ρ (h) with the marginal probability of J 
ζ = (PjjOi) - pj)lse [6 5] 
Wampold and Margolin (1982) derived a formula for the standard error s using 
the hypergeometnc distribution and again using the quadratic assignment para­
digm (QA) (Hubert & Schultz, 1976), with identical results The latter gives 
a more general approach though, allowing various questions of independence to 
be posed 
Because the QA paradigm presents a potentially useful framework for devel­
oping procedures to analyse behaviour sequences, I will devote a small digres­
sion to it (see also Baker & Hubert, 1981) To use QA, the sequence consisting 
of η events is represented by an η χ η indicator matrix Q, with one row and 
one column for each event slot (Wampold & Margolin, o c ) In our case we 
would have one such matrix for every lesson Rows and columns of the matrix Q 
are arranged in such a way that all event positions at which the same behav-
1 1
 Gottman presents lag sequential analysis as a discrete version of spectral 
analysis 
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loural category has been observed, are grouped consecutively together Thus 
the matrix Q may be partitioned into шг blocks Τ (m being the number of cat­
egories), representing the transitions from category ι to category j Τ . has 
a row for each occurrence of category i and a column for each occurrence of 
category j An element t of Τ equals 1 if and only if the и occurrence 
of behaviour ι in the sequence is immediately followed by the ν occurrence 
of behaviour j In all other cases t = 0 Thus in each row and in each col­
umn of Τ at most one 1 can occur The number of ones in a block Τ equals 
the total number of transitions from ι to j 
In general, the analysis strategy now would be to construct a matrix 0 of the 
same order and with the same partitioned form as the data matrix Q The 
matrix 0 represents an hypothesized structure, e q independence, or quasi-
independence, or some specified form of dependence Hypotheses may be tested 
by comparing Q with θ This procedure will be impractical, however, because 
the order of the matrices will become too large To overcome this problem 
Wampold and Margolin only use mean and variance of the permutation distribu­
tion 
The Wampold and Margolin procedure is limited to data from a single 
sequence on a time base (о с , ρ 756) They consider all permutations of rows 
and columns of Q to be equally likely (о с , ρ 761) 
Allison and Liker (1982) developed their procedure for the case of dyadic 
interaction sequences, ι e two simultaneous sequences (concurrent data) 
They are interested in the question whether the behaviour of one interactant 
at some point of time depends upon the behaviour of the other at an earlier 
time Their test statistic is identical to the test for the difference betueen 
two binomial probabilities estimated from independent samples (о с , ρ 403) 
Serlin (1981) viewed the problem as one of sampling without replacement from a 
given finite population The formulae for the standard error these authors 
arrive at are all virtually identical 
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At the defense of Sackett and Gottman it may be noted that their formula for 
the standard error gives a conservative approach, which might be well justi­
fied in view of the problems to construct a statistic that satisfies well-
defined distributional properties. The problem of excluded self-transitions 
was not addressed in any of these papers. 
In our case, we consider the data as one event sequence for each lesson. 
We want to perform a combined test of independence across a number of lessons 
for a particular condition. The data for a single lesson are transformed into 
an event sequence by scanning down the orginal 3-sec. time sequence for each 
lesson and entering a new code whenever a change of category occurs. The 
sequences for different lessons are concatenated, entering a special code that 
indicates the end of a lesson. The latter prevents transitions from one les­
son to another. 
The marginal probability of a behaviour j at any point in time is estimated as 
Pj = Σ "jkt"' " = l n.k' l6-6\ 
where η • is the number of events in lesson к (к = i К) and η .. is the 
number of times behaviour j occurred in lesson k. Because in an event 
sequence a behaviour cannot follow itself, the expected frequencies at lag 1 
are adjusted to account for the fact that at lag 1 all behaviours can occur, 
except the criterion behaviour. That is, in estimating the unconditional 
probability at lag 1, η is reduced by π . , the total number of occurrences of 
criterion behaviour J. If J equals i then p . at lag 1 is set equal to zero. 
The standard error is estimated here, by adapting the formula presented by 
Serlin (o.e.) 
s
e
 = [p.d-pjid-p.) I (n-hVp.)*. [6.7] 
The estimates differ somewhat with the lag because taking higher lags reduces 
the number of observations. In the denominator К (=the number of lessons) 
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times b (=the order of the lag) is subtracted from η to account for end 
effects occurring with each lesson 
An alternative procedure, which has much to recommend it, would be to per­
form a lag sequential analysis separately for each lesson, and then to combine 
the results by taking weighted averages of probability estimates, and/or 
z-values with weights given by the reciprocal of the estimated standard errors 
(cf , Fleiss, 1973, ρ 109 ff ) However, given the high degree of skewedness 
of the data, it is not easy to develop a thorough justification for either an 
averaging procedure or for the concatenating approach Anyhow, the averaging 
procedure would require more computations The computer program by Sackett et 
al (1979) makes lag counts separately for each session The conditional prob­
abilities are computed from the frequencies summed over all sessions Both 
the concatenating approach and the averaging approach assume that the sequen­
tial relations do not differ between lessons, or in other words the lessons 
are considered to be replications of each other A disadvantage of our way of 
aggregating is, that it is apt to producing spurious z-values, because the 
pooling of lessons creates a very large sample It may well be, that effects 
existing for only a minority of the lessons may appear to be significant at 
the aggregate level 
The z-statistic [6 5] with [6 7] may be treated as a measure of association 
or as a normally distributed test statistic with mean zero and variance 1 
A procedure often followed in lag sequential analysis is to compute confidence 
intervals, for instance by 
ρ ± 1 96s , 
Ό e' 
and to consider values of p,,(h) that fall outside this interval as indicative 
of lagged dependence Though a probability interpretation of this interval 
will be only a (rough) approximation, it provides a reasonable standard to 
evaluate the results A difficulty with this approach is that as lower or 
286 
An application of lag sequential analysis 
upper bound of the confidence interval an illegal probability value (i.e. a 
value outside the range 0-1) may be obtained. An alternative would be to dis-
play the frequencies instead of proportions and to compute expected frequen-
cies with corresponding confidence bounds (cf., Douglas & Tweed, 1979). Or one 
might transform the proportions, using the arcsine or the logistic transforma-
tion. 
Comparing conditional with unconditional probabilities may show several 
types of results for a given pair of behaviours: 
• The conditional probability is about equal to the unconditional probabili-
ty, i.e. the behaviours are independent of each other. It will often be 
the case that dependence is found to exist only at the lower lags. Using 
the probability profile (lag profile) one may determine from what lag on 
(up to the maximum lag considered) the two behaviours are independent. 
• If the same behaviour is chosen as both antecedent and consequent behav-
iour the lag profile may show autodependence for instance in the form of 
repeated cycles. 
• The conditional probability may at some lags be higher than the uncondi-
tional probability (positive z), at other lags it may be lower (negative 
z). Also, there may be periods after occurrence of the criterion behav-
iour for which the matching behaviour is depressed, and there may be peri-
ods for which the matching behaviour is enhanced. 
Large negative z-values may be due to behaviour 1 inhibiting the occur-
rence of behaviour _/, or to a suppression effect caused by the sequential 
relation of j to behaviours other than j . Because of these ambiguities 
with regard to negative z-values, interpretations are best to be based on 
high positive z-values. 
• The relationships may be uni-directional or bi-directional. In the first 
case, the occurrence of the match at some specified lags is predictable 
from occurrence of the criterion behaviour. In the second case the event 
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position at which the match will occur is predictable from offset of the 
criterion, but also from occurrence of the matching behaviour the "event 
slot" containing the criterion behaviour is predictable When the "curve 
of predictability" (the term Dawkins & Dawkins (1976) use for the lag pro­
file) leading up to the criterion behaviour turns out to be a mere reflec­
tion of the curve of predictability for the matching behaviour to follow 
the criterion, the relationship between the two behaviours may be called 
"reciprocal" (Sackett, 197вс, ρ 41) For the case of VICS we do not sup­
pose this kind of relation to exist 
As noted before, the results may also be displayed for a given criterion 
behaviour and the complete set of matching behaviours at some specified event 
position after occurrence of the criterion This will show how many and what 
behaviours are likely candidates to fill in the event slot considered 
The availability of different candidates for the same event slot may be linked 
to the concept of mutual replsceability (Dawkins, 1976, Douglas & Tweed, 
1979) Behaviours with a high conditional probability, relative to their mar­
ginal probabilities, at a given event slot may be considered mutually replace­
able as successors of the criterion behaviour In other words, these behav­
iours are real choice alternatives This extension of the concept to the case 
of lagged dependence is problematic, however The "definition" provided 
above, gives in the case of lagged dependence only a necessary condition 
Choice alternatives that seem to appear at some higher lag, really may be 
behaviours belonging to different event slots that were shifted along When 
studying lagged dependence, it is no longer clear with respect to which spe­
cific predecessor(s) the behaviours are mutually replaceable Dawkins (1976) 
applies the concept as a criterion for applying cluster analysis to a lag-1 
transition matrix 1 2 Douglas & Tweed ( o c ) introduce some further distinc­
tions 
1 2
 His "coefficient of mutual replaceability" is a correlation coefficient, 
which fails to reflect the dependence of one behaviour upon another (cf , 
Douglas & Tweed, 1979, ρ 1239-1240) 
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We will display the results from lag sequential analysis as a sequence 
consisting of the choice alternatives at each event slot. 
6.2.2. Results 
Lag sequential analysis" was applied to the event sequences from two experi-
mental conditions, open and closed lessons in the experimental group before 
training. The total number of lessons in each condition was 66, two lessons 
from each teacher. The maximum lag used was 30. Categories 5c, 6c, 6 and 10 
(Table 2.1) were excluded because of too low marginal frequencies. 
Figure 6.1 presents some selected probability profiles for the closed lesson 
condition, with narrow questions (03) posed by the teacher as criterion. 
This figure clearly shows the "reciprocation"-pattern: question-answer-
comment. As might be expected "predictable pupil answers" (7A) follow narrow 
questions with a high lag 1 probability (0.80, 2=97.1). It also appears that 
7a is cyclically related to 3. At lag 30 the conditional probability still 
deviates significantly from the marginal probability (2=3.1). At lag 1 all 
other behaviours show a high negative z-value. At lag 2 a peak in the profile 
is obtained for positive teacher comments (p=0.59, 2=68.7) as well as for neg-
ative teacher comments (p=0.08> 2=19.8). Again all the remaining behaviours 
show a high negative z-value. Positive teacher comments are cyclically relat-
ed to closed questions. This picture is confirmed by taking predictable pupil 
answers (7a) as criterion. At lag 1 there are only two behaviours with a posi-
tive z-value, namely positive (p=0.73> z=80.9) and negative (p=0.11, z=23.5) 
teacher comment. The only categories positively associated with closed ques-
tions (3) are 3, 7a, 5a, 6a and 1, in the following way: 
13
 Computations were performed by the program listed in Sackett et al. 
(1979), adapted and revised by the author. Beware of computer program list-
ings in journals! 
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Figure 6.1. Conditional p robab i l i t i e s for event lag matches, with "Teacher 
asks narrow quest ion" (3) as the c r i t e r i o n . 
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lag 1 2 3 4 5 6 
5a (68) 3 (21) 7a (20) 5a (13) 5a (12) 
3 -• 7a (97) - • - • - » - » - • 
6a (20) 1 (20) 3 ( 7 ) 7a ( 7) 7a ( 5) 
lag 7 8 9 10 11 
7a (12) 5a (6) 3 ( 4) 
•» 3 (12) -» -• •• 3 ( 5) -• 
3 ( 5 ) 7a (5) 7a ( 4) 
The numbers within parentheses after the category codes are the z-values 
rounded to integers Included are all transitions with z-values greater than 
+2 56 for the lags displayed We have chosen a rather high minimum for z, 
because we suspect the concatenation of different lessons to boost the 
z-statistics One might even argue that the choice of 2 56 is still too leni-
ent, because of the error rate problem connected with performing multiple 
tests on the same data, which moreover are not independent of each other 
Very high z-values exist up to the eighth lag, after that significant positive 
z-values are only obtained for 3 and 7a, which continue to alternate up to the 
maximum lag It appears that the 3 ** 7a ^ Sa pattern tends to become repeated 
a number of times, succeedingly Two or three repetitions seem likely At 
lags beyond 9, category 5a is no longer significantly associated with 3, while 
7a still is The reason for this is that 7a is almost exclusively related to 
3, while 5a appears in other patterns as hell 
This analysis confirms that the 3 •* 7a •* (5a or 6a) pattern detected in former 
chapters solely on the base of lag 1 transitions, is a real three-step pat-
tern However, analysis of lag 1 transitions is by itself not sufficient to 
establish patterns involving more than two steps The results on lagged 
dependence provide additional information, but still by themselves they do not 
identify the existence of patterns longer than two steps, because with this 
technique too only the association betueen pairs of behaviours is determined 
and because behaviours are not deterministically associated A probability of 
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0.80 that category 3 is immediately followed by 7a does also mean that there 
is a non-negligible chance of 0.20 that a narrow question is followed up by 
some other category than 7a. For diagnosing teaching behaviour these 20% 
deviating instances might even turn out to be the more interesting ones. 
The lag-2 conditional probability gives 
Pij(Z) = probWt^; = j | B(t) = i). 
The behaviour observed at time t+1 may be any behaviour, except of course i 
and j . Thus lagged conditional probabilities, for lags > 2, are probabilities 
of sequences with indeterminate elements; only the first and the last event in 
a sequence are specified. The technique does by no means guarantee that the 
high probability of 5a following 3 at lag 2 is associated with the occurrence 
of 7a at lag 1, though (common sense) knowledge of the processes involved 
assures us that this must be the case. From the fact that at lags 2 and 3 all 
other behaviours are negatively associated with "asking narrow questions" it 
follows, however, that 3 •* 7a -* 5a is a real sequential pattern. This may be 
established in a more definitive way by counting the actual number of 
3 -» 7a •* 5a event sequences and expressing this number as a proportion of all 
the observed three-step sequences beginning with a 3. From a total of 3563 
event sequences a proportion of 0.59 indeed is identified as 3 "» 7a ·* 5a. This 
happens to equal the lag 2 conditional probability. So patterns of the form 
3 •* not 7a •* 5a are virtually non-existent. The lag-2 conditional probability 
in this case thus turns out to be about equal to the second order conditional 
probability that 3">7a will be immediately succeeded by 5a. Under the Markov 
model the expected value of this second order conditional probability is 
prob{5a | 3 •» 7a) = prob{3 -» 7a}prob{7a -• 5a} = 0.80x0.73 = 0.58, 
which is only slightly less than both the estimated lagged conditional prob-
ability and the actual proportion of 3 •* 7a •* 5a sequences. 
One might argue that the first order Markov model gives a better baseline for 
evaluating lagged conditional probabilities than the unconditional probability 
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that is used in lag sequential analysis (cf., Douglas & Tweed, 1979). To 
remain with the example, a 5a can only occur at lag two after a 3, if some 
other behaviour, not 3 or 5a, has occurred immediately after 3. Thus assuming 
independence 
ρ (2) = piob{B(t+2) = j | B(t) = i) = Σ PiuPui, " * i,j-
This is just the lag-2 probability under a first order Markov model with a 
transition matrix in which all diagonal elements are equal to zero. Generali­
zation to higher lags is straightforward. From this reasoning the expected 
probabilities may be estimated for lag h by computing the b power of the 
lag-1 transition matrix (cf., 5.2.1). 
With respect to the 3 •* 7a •• 5a pattern the conclusion may be that its fre­
quency is at the level to be expected from the lag-1 dependence (see Table 
6.5). 
Recall that we are dealing with event sequences. Thus the pattern consid­
ered here includes all sequences of the form 
{3} a - {7a) b- {5a)c, a.b.c > 0, 
where (3} denotes a sequence consisting solely of a occurrences of 3. In 
this case the Markov property applies only to transitions from one behaviour 
to another, which is different from the analysis in 5.2.1. Thus the Markov 
property applies to an embedded process of "decisions" to change from one cat­
egory to another. This is the case for the semi-Markov models presented by 
Cane (1959). She considers the flow of behaviours as involving two separate 
processes, one regarding the choice to go on with the present activity or to 
stop with it, and a second process when a stopping decision has been made, to 
decide in what behaviour to engage next. Here, the first process is disregard­
ed completely. 
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Asking narrow questions appears to be an important activity to structure 
classroom discourse. Within the period of thirty event lags, considered here, 
after a narrow question the occurrence of 3 and 7a remain more likely than 
their unconditional probability, while some categories not belonging to the 
3 •* 7a -* (5a, 6a) pattern appear to be less likely than would be expected from 
their marginal probabilities. In Figure 6 2 the latter is shown for "Teacher 
asks broad question" (4) and for "Pupil initiative directed to the teacher" 
(9), respectively. 
The two categories for teacher comments on pupil ideas (5a and 6a) appear to 
be mutually replaceable as successors of 7a, at the third lag the alternative 
choices are 1 and 3. At later event positions the alternatives found, are not 
to be considered as mutually replaceable behaviours with respect to the same 
preceding behaviour Rather they are elements belonging to different event 
slots of the same question * answer -* reaction -* pattern This happens 
because starting from lag-3 diverging routes are followed The resulting 
lagged conditional probabilities are aggregates of these different routes. 
A similar pattern is found for "asking bioad questions" (4): 
lag 1 2 3 4 5 6 
5a (25) 4 (23) 7b (22) 7b (16) 7b (11) 
4 -» 7b (98) -• 4 (19) •* 7b (23) -* - » 4 (10) •» 
6a ( 9) 1 ( 4 ) 4 (15) 5a ( 5) 4 (11) 
6a ( 3) 
lag 7 β 
7Ь (12) 4 (12) 
4 ( 8 ) 7b ( 9) 
The question ~* answer -reaction succession is somewhat less stringent for 
broad questions than for narrow questions. 
After a positive teacher comment the following pattern shows up. 
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Figure 6 2. Behaviours negatively related to the occurrence of narrow ques­
tions 
lag 
1 (33) 
5a -• 3 (13) ·* 
4 ( 6) 
7a (18) 
3 ( 8) 
7b ( 6) 
9 ( S) 
И ( 4) 
5b ( 4) 
5a (21) 
7a ( 5) 
3 (8) 
5a (5) 
4 (3) 
7a (8) 
7b (2) 
5a (8) 
After a negative teacher coament the relations found, are 
lag 
6a 
1 ( 7) 
3 ( 7) 
7b ( 6) 
4 ( 4) 
7a (10) 6a (10) 
6a ( 8) -• •+ 6a (4) 
7b ( 5 ) 5a ( 5) 
7a (4) 
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The course of things is less predictable after teacher comments to pupil 
answers than after teacher questions The z-values are smaller; more different 
behaviours are involved; after the sixth lag practically no dependence is 
left. While teacher questions may be seen as starting points of sequential 
patterns, teacher comments may be seen as endpoints. This observation gives 
some indication regarding the question how to punctuate the stream of class­
room interaction. Forms of teacher initiative may be seen as starting points. 
They may be considered as decisions in the sense Dawkins and Dawkins (1973, 
1974) use this concept: a decision is an event which itself could not easily 
be predicted, but from which future events can be predicted. It is less clear 
how to define endpoints. From the profiles for negative teacher comment the 
possibility appears that the sequence is not closed, but that it still contin­
ues, for instance with a new attempt of a pupil to answer the question posed 
earlier 
From the profiles for category 1 (the teacher gives information or opinion) 
the following peaks stand out 
lag 1 2 3 4 5 6 
3 (30) 
9 (18) 5a (19) 
11 (16) 7a (25) 9 ( 7 ) 9 (6) 1 (7) 
1 * 4 (11) -• 1 (20) •• 6a ( 6) - 1 (20) •* 6b (4) -» 
6b (11) 7b ( 5) ζ ( 3) ζ (3) 9 (4) 
2 (19) 6Ь ( 3) 6a (3) 
5b ( 8) 
ζ ( 5) 
After the 6th lag the sequence seems to alternate between 1 and 9. Signifi­
cant positive z-values remain appearing up to the maximum lag considered. At 
the first position after a bout of giving information eight likely continua­
tions are found: another form of teacher initiative (2, 3 or 4), pupil initia­
tive (9), positive or negative teacher reaction to pupil behaviour (5b, 6b), 
silence (11), or confusion (Z). At the fourth lag category 1 reappears as the 
only "candidate" This suggests a cyclical relation with a period of four 
The most likely cycle is 1 •* 3 •* 7a -» 5a •* 1, another cycle is 1 •• 9 •* 1. 
296 
An application of lag sequential analysis 
Positive teacher reaction to student behaviour is, as seen before, alnost 
exclosively associated with pupil initiative directed to the teacher: 
prob{5b •* 9) = 0.90 (z=67). Successors of 9 at varions lags are 
la« 1 2 Э 4 
5a (20) 9 (22) 9 (16) 9 (13) 
6a ( 8) 1 (14) Sb ( 6) 1 ( 6 ) 
9 -» -» 5b ( 9) -» 6b ( 5) •* 6b ( 5) 
1 ( 6 ) Ζ ( 4) Ζ ( 4) 
6b ( 3) 2 ( 3 ) 
Seeaingly, there воу exist periods in a lesscm characterized by the occurrence 
of pupil initiative directed towards the teacher. Teacher behaviours associ­
ated with this pattern are 5a, 5b, 6a, 6b and 1. Alternatingly significant 
positive z-values reaain appearing up to the maxinun lag, for categories 9, 1 
and 6b. 
Category 6b (the teacher rejects pupil behaviour) is associated with 1, 2, 
9, 11 and Z. This category is unlikely to appear in the context of the ques­
tion •* answer ~* reaction pattern. Notably, when a teacher negatively reacted 
to pupil behaviour the frequency of its re-occurrence at lag 30 still exceeds 
the chance level (z=3). 
The analysis performed for the open lesson condition largely produced the same 
results. We will compare here both lesson types only on the ques­
tion •* answer •* reaction pattern (see Table 6.4). 
The difference between two z-statistics has mean zero and variance equal to 2. 
So, for each lag a possible index to compare the two groups is (z - ζ )//2. 
It is at least doubtful, however, whether these values may safely be compared 
with the standard normal distribution. 
Though the general pattern is the same, there are some differences to note 
between lesson conditions. The biggest differences exist at lag 1 for 7a "* 5a 
and 7b -* 5a. For a 7a-type answer the relation with positive teacher comment 
is much stronger in the closed lesson condition than in the open lesson condi-
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Table 6.4 
Comparison of lagged dependencies between 
lesson types (2-values rounded to integers). 
3 ~* 
7a •* 
7a -> 
3 •* 
1 -• 
\ -+ 
4 -• 
4 •* 
7b + 
7b •• 
7a 
5a 
6a 
7b 
5a 
6a 
С 
0 
С 
0 
С 
0 
С 
0 
С 
0 
с 
0 
с 
0 
с 
0 
с 
0 
с 
0 
1 
97 
102 
81 
59 
24 
17 
30 
24 
11 
16 
98 
93 
36 
46 
20 
17 
2 
-23 
-13 
-29 
-21 
-7 
-6 
-3 
3 
-20 
-16 
-8 
-12 
-1 
-7 
20 
13 
-14 
-19 
-2 
-3 
Lags 
3 4 
1 
8 
-6 
-6 
-2 
-2 
21 
20 
-1 
2 
2 
-2 
23 
19 
23 
19 
1 
1 
4 
-1 
20 
19 
16 
11 
3 
3 
7 
11 
-1 
1 
-2 
-1 
22 
18 
15 
β 
9 
8 
2 
1 
5 
7 
11 
2 
3 
-1 
0 
-4 
-1 
0 
1 
0 
-1 
16 
11 
10 
8 
3 
2 
2 
3 
6 
12 
1 
-6 
-5 
-3 
-3 
12 
12 
-6 
-4 
-3 
-4 
11 
9 
10 
10 
-1 
-1 
0 
-1 
7 
5 
11 
7 
5 
1 
2 
5 
8 
1 
3 
-1 
-1 
12 
IO 
8 
8 
2 
3 
2 
2 
Note: С = closed lessons: 0 = open lessons. 
tion, whereas for 7b-type answers the opposite applies. The differences in 
1
 amditional probabilities are relatively small though, but there is a large 
difference in standard errors, because 7a-answers are more frequent in closed 
lessons than in open, while for 7b-answers the opposite applies. 
Som selected comparisons и it h predictions from the Markov model 
In section 5.2.1 it was noted that deviations from the Markov model have main­
ly to do with self-transitions, with teacher questions and with pupil initia­
tive. By considering event-sequences, here, immediate self-transitions are out 
of the question. For some selected three-step sequences, concerning teacher 
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questions and pupil initiative, we compare the unconditional probability of 
the third event, the expected probability of the specified sequence under the 
Markov model, the lag-2 conditional probability and the observed proportion 
from all three-step sequences, given the first event (see Table 6.5). 
The usual comparison in lag sequential analysis is between columns 1 and 3 of 
the table. All four questions ~* answer "* reaction patterns show in both condi­
tions a conditional probability considerably higher than the unconditional 
probability. In all cases the estimated conditional probabilities are equal to 
the actual proportions for the sequences concerned, reported in col шип 4. This 
means that in all these cases at the second event slot only one category can 
occur, namely 7a or 7b. By comparing columns 2 and 3 one may observe, whether 
the the lag-2 dependence found, is transmitted through the lag-1 dependence. 
As seen above, this is indeed the case for the question - answer - reaction 
pattern. For pupil initiative directed to the teacher we observed two pat­
terns that show about the same relationships as noted for teacher questions. 
However the Markov model clearly underpredicts the 5b ·* 9 -·· 5a sequence. Thus 
in this case a real second-order dependence seems to exist. A positive teacher 
comment depends upon teacher approval of pupil behaviour over and above the 
effect transmitted through the lag 1 transitions 5b •* 9 and 9 •* 5a. 
The only case among the examples in Table 6.3 in which the lagged conditional 
probability far exceeds both the unconditional probability and the actual pro­
portion for the three-step sequence, is 1 •* 9 •* 1. The high lag-2 conditional 
probability for 1 •• 1 means that the teacher is likely to return quickly to 
"giving information". Pupil initiative directed to the teacher is only one of 
the possible insertions (see the display above for event positions after the 
occurrence of category 1). The proportion of 1 •* 9 •* 1 equals the value that 
would be expected from the Markov model. 
The last four examples displayed concern conditional probabilities lower than 
or about equal to the marginal probability. For 5b •* 9 •* 1 the actual prob­
ability is lower than expected from the Markov model. 
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Table 6.5 
Several probabilities compared 
sequence closed lessons open lessons 
03^7а-»5а 
03-»7a-6a 
04-»7b-*5a 
0 W b - 6 a 
S b - O ^ S a 
З Ь - О ^ б а 
01-09-Ό1 
01-*5b-O9 
0 1 - 0 9 - 5 a 
ОІ-^ ОЭ-^ ба 
5Ь-09->01 
1 
0 . 1 8 
0 . 0 3 
0 . 1 6 
0 . 0 3 
0 . 1 8 
0 . 0 3 
0.16 
0 . 0 4 
0 . 1 8 
0 . 0 3 
0.16 
2 
0 . 5 8 
0 . 0 9 
0 . 4 8 
0 . 1 1 
0 . 4 0 
0.07 
0 . 0 3 
0 . 0 3 
0 . 0 5 
0 . 0 1 
0 . 2 2 
3 
0 .59 
0 .08 
0 .52 
0.09 
0 .54 
0.07 
0.28 
0 . 0 4 
0.09 
0.02 
0 .14 
4 
0 .59 
0 . 0 9 
0 . 5 2 
0 . 0 9 
0 . 5 4 
0 .07 
0 . 0 3 
0 . 0 4 
0 .09 
0 . 0 2 
0 . 1 4 
1 
0 . 1 8 
0 . 0 3 
0 . 1 8 
0 . 0 3 
0 . 1 8 
0 . 0 3 
0.15 
0 . 0 6 
0 . 1 8 
0 . 0 3 
0.15 
2 
0 . 5 6 
0 . 0 8 
0 . 4 8 
0 . 0 8 
0 . 4 8 
0.07 
0 . 0 2 
0 .07 
0 . 0 6 
0 . 0 1 
0 . 1 6 
3 
0 . 5 9 
0.07 
0 . 5 0 
0 .08 
0 .58 
0.07 
0.26 
0 .09 
0 . 0 8 
0 .02 
0 .12 
4 
0 . 5 9 
0.07 
0 . 5 0 
0.07 
0 . 5 8 
0.07 
0 . 0 3 
0 .09 
0 . 0 8 
0 . 0 2 
0 . 1 2 
Hôte: 1 = marginal probability of third event 
2 = expected probability from Markov model for the sequence, 
given the first event 
3 = observed lagged conditional probability for the third 
event given the first 
4 = actual proportion of sequence, given the first event 
6.2.3. Discussion 
Lag sequential analysis appears to be a useful diagnostic tool for displaying 
the patterning of behavioural sequences."1 Various features of sequential 
organization may be detected from this rather simple way of describing behav-
ioural sequences. We will return to this point shortly. 
A practical problem of performing lag sequential analysis is that the num-
ber of possible relations becomes very large when the number of categories 
is large. To handle this a computer program providing an efficient way of 
data input and flexible output facilities, including means for graphical 
display (on a terminal screen) is required. Sackett's program (Sackett et 
al., 1979) lags far behind this ideal. I used a text editor to mould the 
output from the program into a form that could be inputted into SAS or 
DISSPLA for producing the required plots. In general, there is a need for 
software especially tuned to sequential data. The units by variables data 
matrix as a format for organizing data-bases, like in SPSS or SAS, is not 
appropriate and not flexible enough for storing sequential and concurrent 
data. Needed are facilities for manipulating string patterns, for producing 
various types of graphical displays, and for receding and transforming data 
into forms appropriate for various types of statistical analysis. Such a 
software system should be flexible enough to accomodate different types of 
sequential data. At the University of Chicago a system has been developed, 
based upon SN0B0L4 and IBM360 assembler language (Kaye, s.a.), which is 
unfortunately difficult to transport to other computer installations (O.D. 
Duncan, personal communication). This system was used in the research of 
Duncan and Fiske (1977). 
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A lag profile may also be an important medium for testing specific models of 
behavioural organization. An example that comes near to this may be found in 
Dawkins and Dawkins (1974), concerning a model for pecking decisions in chick-
ens. 
A third type of use of the method may be made in comparing behaviour sequences 
for different individuals or for different experimental conditions. For 
instance, one may look for patterns unique to particular individuals (e.g. 
different teaching styles). This might be done by the same strategy proposed 
in the previous chapter. Compare the lag profiles obtained for a particular 
individual with expected values derived from some hypothesized structure. One 
could compare individual profiles with a group profile. It would also be pos-
sible to generate a profile by some stochastic model to which individual pro-
files may be compared. For exploratory purposes, a first-order Markov model 
would serve well as a baseline. Ideally, the stochastic model used should have 
implications for processes of classroom interaction. Such models have not been 
formulated, yet. Some useful ideas for modelling communication processes have 
been contributed by Penman (1980). 
When a probabilistic grammar (see 6.2.3) has been formulated, it becomes pos-
sible to predict frequencies of "sentences" and frequencies of particular 
transitions. These may be used as expected frequencies against which empiri-
cally obtained frequencies for different individuals or groups may be com-
pared. 
To explore differences between individuals or groups graphical displays are 
extremely useful. In comparing only a few instances one may simply overlay the 
plots. In case of a great many individuals one could resort to a graphical 
display of similarities between profiles in order to detect clusterings of 
individuals (see Everitt, 1978). 
We compared aggregated lag profiles for different experimental conditions by 
comparing the z-values. Multivariate analysis techniques could be used to 
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study differences between groups on the base of the lag profile for a given 
pair of behaviours or on the base of the supervene relations of all behaviours 
to a given criterion behaviour at a given lag. 
The primary use of lag sequential analysis, or pre-post-state histograms, 
is in the exploration of the patterning that exists in behavioural sequences 
or social interaction sequences. As demonstrated here, the technique helps in 
detecting the most important types of patterning that occur in a sequence. A 
concept that is useful in connection with lag sequential analysis is mutual 
replaceability. This is related to the idea of a grammar of behaviour. Mutual-
ly replaceable behaviours may grammatically be produced by alternative produc-
tions (rewritings) for the same variable (cf. 6.2.3). The concept of mutual 
replaceability can be directly applied only to lag-1 relations. For higher 
lags supplementary information must be gathered. The conditional probabilities 
estimated refer to patterns with indefinite elements. The identity of only the 
first and the last element of a pattern is preserved: A •* (X) •* B. 
To detect patterns one should compare the lag profiles for different succes-
sors of a given criterion behaviour. The zig-zagging found in Figure 6.1 
reveals the existence of a "melody" (Dawkins, 1976), a distinctive pattern for 
question asking by teachers. The zig-zagging quickly decays with the lag 
because already at lag 3 two peaks are found, namely for asking narrow ques-
tions (category 3) and for giving information (category 1). Thus from the 
third event position after occurrence of a narrow question two different 
routes are likely. 
In chapter 3 we embarked on the strategy to remove patterns detected from the 
data to show the relative contributions of these patterns and to detect other 
patterns that would otherwise remain hidden. The same may be done in this 
case. There seem to be two ways for doing it. In case of repetitive cycles 
one may perform lag sequential analysis with stepsize equal to the period of 
the cyclic process. Thus for teacher questions stepsize 3 is appropriate. This 
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will remove most of the zig-zagging. Another possibility would be to replace 
for instance the 3 •* 7a ·* 5a pattern by a new code in the data sequence, and 
to apply lag sequential analysis to the transformed sequence. This process may 
be repeated until the plot shows no further dependence. 
An interesting modification of the latter technique is the "kernell detrill-
ing" developed by Douglas and Tweed (1979), briefly discussed in section 6.1. 
The technique consists of detecting trills and substituting the kernel of the 
trill by a new unique code. The results of these substitutions may be evalu-
ated by applying lag sequential analysis to the transformed sequence. 
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SUMMARY 
This thesis is concerned with the analysis of the interaction between teachers 
and students during classroom instruction. The main problems posed are: How 
can the sequential structure of ongoing classroom interaction be analysed? 
And, secondly, how can effects of experimental treatments be compared in terms 
of characteristics of sequential structures? 
The observation of social interaction has become a topic of interest to educa-
tional researchers. This brings about methodological issues concerning data 
collection and data analysis. Some issues regarding data gathering are briefly 
discussed in chapters 1 and 2. The main focus of the study however is on data 
analysis, more specifically on the analysis of teacher-student interaction as 
a sequential process, i.e. as a succession of behaviours in time. Until 
recently, methods for the analysis of sequential or temporal aspects of behav-
iour were difficult to come by. But, especially since the late seventies a 
methodological literature has evolved concerned with the analysis of sequen-
tial data. Most contributions on this subject originate from ethology. In 
this thesis some approaches to sequential analysis are discussed and applied 
to one particular data set on verbal interaction between a teacher and stu-
dents. This data set is being used for illustrative purposes. 
The data 
In chapter 1 different types of sequential data are briefly characterized and 
different ways of quantifying behavioural observations are discussed. The data 
set used in this study may be said to provide a Type 1 or a Type 2 description 
of classroom communication, meaning that teacher-student interaction is 
reduced to one series of consecutive behaviours in time. As seen from the goal 
of analysing the structure of classroom interaction this seems an undesirable 
reduction. A more comprehensive picture of classroom communication would 
require the study of parallel sequences, i.e. a sequence for each interactant. 
321 
Chapter 2 presents the observation system that was used and provides a 
description of the design of a study by Veenman, from which the data set used 
in this thesis originates The data consist of observations of verbal interac-
tion going on between a teacher and students in fifth grade elementary school 
classes The observations have been recorded by a time sampling procedure 
using the Verbal Interaction Category System (VICS) The latter is an out-
growth of the well-known observation system developed by Flanders 
The design of the study includes an experimental group and a control group 
The experimental treatment consisted of an inservice training on verbal inter-
action analysis The purpose of the training was to make teachers more flexi-
ble in their teaching behaviour, so that they would better adapt to differing 
teaching situations The teachers in both the experimental and the control 
group were observed under two different instruction conditions, called "open" 
and "closed" lessons Closed lessons were characterized by precisely stated 
objectives, whereas open lessons had more global objectives In each of these 
2x2 experimental conditions teachers and their classes were observed on three 
occasions immediately before the start of the treatment, immediately there-
after and ten weeks later On each measurement occasion for each teacher four 
lessons were observed, two of the closed type and two of the open type In 
this thesis we distinquish twelve experimental conditions two groups with two 
lesson types each on three occasions 
In chapter 2 also some issues concerning the reliability and validity of 
behavioural observations are discussed The limitations and shortcomings of 
VICS are pointed out Observational research on teaching could be improved by 
learning some lessons from the ethological approach to behaviour observation 
Analysis of sequential processes puts some requirements on data gathering The 
strict order of events should be preserved in the data recordings This has 
consequences for the behaviour sampling technique and for the method of deter-
mining observer agreement For sequential analysis it is not sufficient to 
determine observer agreement on the base of marginal frequencies of coding 
categories Another major problem is the question how the behaviour stream may 
be "unitized" This may be seen as a problem of data gathering (in this case 
the observers demarcate the units) or as a problem of data analysis (see chap-
ter 6) 
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Margina] distributions and sequential dependencies 
The main descriptive statistic of behaviour sequences is the proportion of 
times that behaviour В occurs at moment t given some previous history The 
previous history is a sequence of behaviours of length h In chapter 3 the 
previous history is thought to be restricted to just one immediately preceding 
behavioural occurrence This chapter deals with the analysis of transition 
frequencies by looking at deviations from the model of statistical indepen­
dence The model of independent processes says that the probability of occur­
rence of behaviour B. is independent of the previous history Deviations from 
this model are thought to be indicative of sequential dependencies Deviations 
may be negative or positive Negative deviations are interpreted as inhib­
itions of transitions that necessarily follow from existing positive sequen­
tial effects This procedure allows one to identify lag-1 sequential dependen­
cies If the data would obey the property of independence then the marginal 
frequencies of the behaviour categories would provide a sufficient description 
of the process If the model of statistical independence does not hold, which 
clearly is the case for the VICS-data, then one might wonder whether the 
matrix of transition frequencies, together with the marginal frequencies, pro­
vides a sufficient base for describing the process This would only be the 
case if the process follows a stationary Markov chain In chapters 3 and 4 we 
proceed on that assumption, restricting attention mainly to lag-1 transition 
matrices 
In chapter 3 the information on sequential processes is decomposed into three 
components the marginal rate of behaviours, the probability of a behaviour to 
be continued at the next moment of observation (self-transitions), and the 
probability of a transition from behaviour В, at time t to behaviour В. at 
time t+1 To deal with self-transitions Goodman's model of quasi-independence 
is used An effective way to separate the three components mentioned above is 
given by the method of iterative proportional fitting This method may also be 
profitably applied in comparing transition matrices for different experimental 
conditions It could be concluded from this analysis that the differences 
between experimental conditions in Veenman's study mainly reside in differenc­
es in marginal rates of behaviour If these are taken into account, then no 
differences seem tot exist between lag-1 transition matrices This means that 
the experimental treatment did not appear to have any influence upon the 
sequential structure of teacher-pupil interaction The main patterns of 
interaction emerging from the data are the teacher question •* pupil answer •* 
teacher reaction sequence and bouts of information giving by the teacher 
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The marginal distributions of behaviour categories were found to be highly 
skewed. They could be fitted rather well by a Maxwell-Boltzmann distribution, 
but the systematic behaviour of residuals revealed the effect of sequential 
dependencies on observed marginal distributions. 
Geometric représentation of transition data 
A quite different approach to the analysis of transition matrices is followed 
in chapter 4. In this chapter an attempt is made to find a geometric represen-
tation of transition matrices that pays due attention to an adequate mapping 
of sequential relations in the data. Transition matrices, however, because of 
sequential dependence in general are inherently asymmetric. The solution to 
this problem proposed in chapter 4 is to decompose the transition matrix addi-
tively into a symmetric and a skew-symmetric matrix. The skew-symmetric 
matrix, obtained by simply taking the difference between the transition matrix 
and its transpose, is assumed to contain the relevant information about 
sequential relations. This of course applies only to transitions between dif-
ferent behaviours. The geometric mapping completely ignores differential 
probabilities of self-transitions. Consequently, this method is only suitable 
for analysing sequential processes on an event base. With this restriction, 
one way to represent sequential dependencies is to analyse the skew-symmetric 
part of the transition matrix only. 
Such an analysis lias been proposed by Gower. His method consists of a singular 
value decomposition of a skew-symmetric matrix, applying the least-squares 
property of the Eckart-Young theorem to obtain a low-dimonsional solution. One 
property of a singular value decomposition applied to a skew-symmetric matrix 
is, that the singular values come in identical pairs. Thus the lowest possible 
approximation is two-dimensional. For each pair of singular values a two-
dimensional geometric representation may be obtained by plotting the points 
with coordinates equal to the elements of the corresponding pair of eigenvec-
tors. The entries к . . of the skew-symmetric matrix are approximated in this 
space by areas of triangles with vertices at the points i and j and the ori­
gin. It is extensively discussed how such a spatial configuration may be 
interpreted. 
The method is applied to three different versions of the transition matrices: 
the raw transition frequencies, the transition frequencies adjusted by fitting 
homogeneous margins to the transition matrix, and the adjusted frequencies 
resulting from applying the same adjustment procedure after removing diagonal 
324 
frequencies. Correcting for marginal frequencies and for frequencies of 
self-transitions gives a better representation of sequential dependencies. 
After taking out the marginal effects the solutions for the experimental con-
ditions closely resemble each other. 
In a second approach discussed in chapter 4, the symmetric and skew-
symmetric parts of the transition frequencies are analysed in combination. The 
symmetric part is represented by multidimensional scaling according to a dis-
tance model, whereas the skew-symmetric part is fitted to the multidimensional 
scaling solution as a vector field. This approach follows Tobler's generali-
zation of the social gravity model. The method provides a spatial representa-
tion in which the behaviour flows are represented by directions in space. 
Direction and magnitude of the vectors attached to the points indicate for 
each point what the most probable transitions are. It is concluded that this 
approach provides an easily apprehensible and interpretable representation of 
the off-diagonal part of transition matrices. 
A third representation put forward in chapter 4 is the asymmetric distance 
model due to Young. In this model asymmetry is represented by differential 
weights applied to the dimensions of the space. 
Son-stationarity and heterogeneity 
Chapter 5 discusses several issues regarding the question whether the tran-
sition matrices analysed in chapters 3 and 4 may be thought to provide a suf-
ficient description of the sequential processes involved. 
The first aspect discussed is the problem of non-stationarity. Stationarity 
of the transition probabilities is probed by splitting observation sessions 
into equal parts. The stationarity assumption is phrased in the form of a log-
linear model for a three-dimensional table: precedent behaviour by consequent 
behaviour by session part. Two ways to subdivide observation sessions are 
employed. First, each lesson is divided into b blocks of equal length by 
dividing the number of observation intervals by b (b = 2 or 3). Secondly, the 
number of occurrences of a particular transition is used as a splitting cri-
terion. 
Stationarity of the transition probabilities may then be formulated as a model 
of conditional independence, i.e. given behaviour B. consequent behaviour B. 
is independent of the particular session part. The stationarity test may be 
performed in two ways, namely by evaluating the fit of the model of condition-
325 
al independence and by comparing the model of conditional independence with 
the model of no three-factor interaction, provide this latter model fits the 
data. 
Some systematic departures from stationarity were found, especially the occur-
rence of pupil initiative directed to the teacher seemed to depend upon lesson 
period. 
A second check was made by comparing powered transition matrices with lagged 
transition matrices. When the Markov model holds then the transition matrix of 
lag h should be adequately approximated by the ft power of the estimated 
lag-1 transition probabilities. 
Some systematic departures from the Markov model were found and discussed, 
among them the phenomenon of "clumping on the main diagonal" frequently 
reported in research on social mobility. It could not be established whether 
or not this particular type of deviation may be interpreted as an effect of 
individual differences in movement rate. 
Using the same methodology as applied for the stationarity test the influ-
ence of two possible nuisance factors in the design of Veenman's study upon 
transition matrices is explored: differences between observers and differences 
between lesson topics. In both cases the model of conditional independence did 
not fit the data well, but the deviations from the model did not seem to con-
stitute an important source of heterogeneity in the data. 
Most analyses in this thesis are based upon transition frequencies aggre-
gated over a number of teachers and lessons. Individual differences are large-
ly ignored in this study. But, in section 5.3 variability between individual 
lessons is assessed for some selected transitions. Variability is measured by 
the coefficient of variation. Some systematic differences between open and 
closed lesson conditions are shown. When comparing the variabilities of vari-
ous transitions big differences of variability are found. The coefficient of 
variation may be interpreted as a measure of stereotypy. The lower the coef-
ficient the stronger a particular sequential pattern. 
Sequential dependence in longer chains of events 
Chapter 6 deals with methods and concepts for the detection and description of 
patterns in behaviour sequences not restricted to only two immediately suc-
ceeding behaviours. Two different approaches are discussed: analysing the 
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structure in chains of events and analysing lagged dependencies between pairs 
of behaviours. The latter may be considered to involve chains of events for 
which only the first and the last event are determined. 
The first approach is called structural analysis of behaviour sequences. The 
basic idea is to punctuate the stream of behaviour into a set of "sentences". 
Several ways in which this may be done are discussed. When a set of sentences 
has been defined, then the following problem is to develop a grammar that gen­
erates precisely this set of sentences. The grammar provides a structural 
description of the sentences. 
The second approach concerns an application of the method of lag sequential 
analysis, devised by Sackett and - though under different names - by Dawkins 
and Dawkins and also by Douglas and Tweed. By this procedure for any two 
behaviour categories a lag profile is constructed showing the estimated prob­
ability at which behaviour B, is followed (or preceded) by behaviour B. at a 
point in time A lags removed from an occurrence of В.. 
The method was applied to event sequences from open and closed lesson types, 
observed at the premeasurement. The analysis was extended up to lag 30. For 
several pairs of behaviours it was found that the lagged conditional probabil­
ities still deviated significantly from the marginal probabilities at lag 30. 
For instance when a teacher negatively reacted to student behaviour the fre­
quency of a negative teacher reaction 30 lags later still exceeds the chance 
level. 
The results from the lag sequential analysis were also compared with pre­
dictions from the Markov model. 
Lag sequential analysis seems to be a useful exploratory tool for detecting 
the most important types of patterning occurring within a series of events. 
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SAMENVATTING 
Dit proefschrift handelt over de analyse van de interactie tussen leerkrachten 
en leerlingen tijdens onderwijs in klassen De belangrijkste problemen die 
aan de orde gesteld worden, zijn: Hoe kan de zich in de klas ontwikkelende 
interactie worden beschreven naar zijn sequentiële structuur? En, op de tweede 
plaats, hoe kunnen de effecten van experimentele behandelingen worden vergele-
ken in termen van kenmerken van sequentiële structuren? 
De observatie van sociale interactie is in de belangstelling gekomen van 
onderwijsonderzoekers. Dit brent methodologische kwesties met zich mee aan-
gaande data verzameling en data analyse. Een aantal problemen betreffende het 
verzamelen van data worden beknopt besproken in de hoofdstukken 1 en 2. Het 
hoofdaccent van deze studie ligt echter op de data analyse, meer in het 
bijzonder op de analyse van leerkracht-leerling interactie als een sequentieel 
proces, d w z als een opeenvolging van gedragingen in de tijd. Tot voor 
kort waren nauwelijks methoden voor de analyse van sequentiële of temporele 
aspecten van gedrag beschikbaar. Maar, vooral sinds het einde van de zeven-
tiger jaren is een methodologische literatuur ontstaan met betrekking tot de 
analyse van sequentiële data Bijdragen op dit gebied kunnen met name worden 
aangetroffen in de ethologie. In dit proefschrift worden enkele benaderingen 
van sequentiële analyse besproken en toegepast op een data bestand dat obser-
vaties bevat van verbale interacties tussen leerkrachten en leerlingen Dit 
data bestand wordt gebruikt ter illustratie van de technieken. 
De data 
In hoofdstuk 1 worden verschillende typen sequentiële data beknopt gekarakte-
riseerd en worden verschillende manieren besproken om gedragsobservaties te 
kwantificeren. Het data bestand gebruikt in deze studie kan in de terminolo-
gie van hoofdstuk 1 worden opgevat als een Type 1 of een Type 2 beschrijving 
van communicatie in de klas Dit houdt in dat de leerkracht - leerling inter-
actie is gereduceerd tot een enkele reeks elkaar in de tijd opvolgende gedra-
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gingen Vanuit het doel van het analyseren van de structuur van de interactie 
in de klas moet dit gezien worden als een ongewenste reductie. Een meer omvat-
tend beeld van de communicatie in de klas vereist de studie van parallelle 
sequenties, nl. een sequentie voor elke deelnemer aan de interactie. 
In hoofdstuk 2 wordt het gehanteerde observatie-systeem weergegeven en 
wordt het onderzoek van Veenman waaraan het data-bestand is ontleend, beschre-
ven. De data bestaan uit observaties van verbale interactie die plaats vindt 
tussen leerkracht en leerlingen in vijfde klassen van het lager onderwijs. De 
observaties zijn verkregen door middel van een procedure van steekproef trek-
ken uit de tijd (time sampling), gebruik makend van het Verbale Interactie 
Categorieën Systeem (VICS). VICS is een uitgebreide versie van het bekende 
observatie-systeem ontwikkeld door Flanders. 
De opzet van het onderzoek omvat een experimentele groep en een kontrole 
groep. De experimentele behandeling bestond uit een kursus verbale interactie 
analyse voor leerkrachten werkzaam in het lager onderwijs. Het doel van de 
kursus was om leerkrachten meer flexibel te maken in hun onderwijsgedrag, 
zodat ze zich beter zouden aanpassen aan verschillende onderwijssituaties. De 
leerkrachten in zowel de experimentele als de kontrole groep werden geobser-
veerd onder twee verschillende instructie condities, genaamd "open" respec-
tievelijk "gesloten" lessen. Gesloten lessen waren gekenmerkt door nauwkeurig 
geformuleerde doelstellingen, terwijl open lessen gericht waren op het berei-
ken van meer globaal geformuleerde doelstellingen. In elk van deze 2x2 expe-
rimentele condities werden leerkrachten en hun klassen bij drie gelegenheden 
geobserveerd: onmiddelijk voorafgaande aan de behandeling, onmiddellijk erop 
volgend en tien weken later. Bij elke meetgelegenheid werden voor elke leer-
kracht vier lessen geobserveerd, twee van het gesloten en twee van het open 
type. In dit proefschrift onderscheiden we twaalf experimentele condities: 
twee groepen bij twee lestypen bij drie gelegenheden 
In hoofdstuk 2 worden ook enkele kwesties aangaande de betrouwbaarheid en 
validiteit van gedragsobservaties besproken De beperkingen en tekortkomingen 
van VICS worden uiteengezet. Observationeel onderzoek van onderwijzen zou baat 
kunnen hebben bij een bestudering van de ethologische benadering van gedrags-
observatie. 
Analyse van sequentiële processen stelt enige eisen aan de wijze waarop de 
data worden verzameld. Bij de registratie van de observaties dient de strikte 
volgorde van de gebeurtenissen te worden gehandhaafd. Dit heeft consequenties 
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voor de wijze waarop uit het voortgaande gedrag steekproeven worden genomen en 
voor de methode van vaststellen van overeenkomst tussen observatoren. Voor 
sequentiële analyse is het onvoldoende de mate van overeenstemming te bepalen 
op basis van slechts de marginale frekwenties van codeercategorieën. Een 
ander belangrijk probleem is de vraag hoe de stroom van het gedrag in eenheden 
kan worden verdeeld. Dit kan gezien worden als een probleem van data verzame-
ling (in dat geval worden de eenheden afgepaald door de observatoren) of als 
een probleem van data analyse (zie 6.1). 
Marginale verdelingen en conditionele afhankelijkheden 
De belangrijkste statistische grootheid voor het beschrijven van gedragsse-
quenties is de relatieve frekwentie waarmee gedrag B. optreedt op moment t 
gegeven een bepaalde geschiedenis van voorafgaande gebeurtenissen. Het voor-
afgaande gedragsverloop is een sequentie van gedragingen met lengte h. In 
hoofdstuk 3 wordt de voorgeschiedenis beperkt gedacht tot slechts een enkele 
onmiddellijk voorafgaande gebeurtenis. Dit hoofdstuk gaat over de analyse van 
overgangsfrekwenties. Bestudeerd worden afwijkingen t.o.v. het model van sta-
tistisch onafhankelijke processen. Het laatste betekent dat de kans op voorko-
men van gedrag B. onafhankelijk is van voorgaande gebeurtenissen. Afwijkingen 
van dit model kunnen worden gezien als indicaties voor sequentiële afhanke-
lijkheden. Afwijkingen kunnen negatief of positief zijn. Negatieve afwijking-
en worden geïnterpreteerd als overgangen belemmerd vanwege het bestaan van 
positieve sequentiële effecten. Met behulp van deze procedure kan de afhanke-
lijkheid van gedrag ten opzichte van één voorafgaande gebeurtenis worden vast-
gesteld. Als de data de eigenschap van onafhankelijkheid zouden bezitten, dan 
zouden de marginale frekwenties van de gedragscategorieën een voldoende 
beschrijving geven van het proces. Als het model van statistische onafhanke-
lijkheid niet opgaat, hetgeen voor de VICS-data duidelijk het geval is, dan 
kan men zich vervolgens afvragen of de matrix van overgangsfrekwenties, samen 
met de marginale frekwenties, een voldoende basis verschaft voor het beschrij-
ven van het proces van interactie. Dit zou alleen dan het geval zijn als het 
proces een stationaire Markov-keten volgt. In de hoofdstukken 3 en 4 gaan we 
te werk op basis van die assumptie, de aandacht beperkend tot eerste orde 
overgangsmatrices. 
De in overgangsmatrices beschikbare informatie over sequentiële processen 
wordt in hoofdstuk 3 opgesplitst in drie componenten: de marginale relatieve 
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frekwentie van gedrag, de kans dat een gedrag op het volgende moment van 
observatie gecontinueerd wordt (zelf-overgangen) en de kans op een overgang 
van gedrag В . op tijdstip t naar gedrag В op tijdstip t+1 Om het effect van 
zelf-overgangen uit te schakelen wordt gebruik gemaakt van Goodman's model van 
quasi-onafhankelijkheid De techniek van iteratieve proportionele aanpassing 
van de overgangsfrekwenties verschaft een effectieve manier om de genoemde 
drie componenten uit te splitsen Deze methode is ook goed bruikbaar om over-
gangsmatnces van verschillende experimentele condities met elkaar te verge­
lijken Uit deze analyse kon worden geconcludeerd dat de experimentele condi­
ties m het onderzoek van Veenman met name verschillen in de marginale 
gedragsfrekwenties Als deze verschillen zijn verdisconteerd, dan blijken er 
geen belangrijke verschillen meer te bestaan tussen de eerste orde overgangs-
matrices Dit betekent dat de experimentele behandeling geen invloed lijkt te 
hebben op de sequentiële structuur van leerkracht - leerling interactie De 
belangrijkste interactie-patronen die uit de data tevoorschijn komen zijn de 
vraag - antwoord - reactie sequentie en ononderbroken perioden van informatie 
geven door de leerkracht 
De marginale verdelingen bleken uitermate scheef te zijn Ze bleken redelijk 
goed te kunnen worden beschreven door een Maxuell-Boltzmann verdeling Echter 
de residuen vertoonden systematische afwijkingen, te interpreteren als een 
effect van het bestaan van sequentiële afhankelijkheden 
Geometrische represent at ie van overgangsmatrices 
Een geheel andere benadering van de analyse van overgangsmatrices wordt 
gevolgd in hoofdstuk 4 In dat hoofdstuk wordt gepoogd een geometrische repre-
sentatie te vinden voor de overgangsmatrices zodanig dat de sequentiële afhan-
kelijkheden in de data adequaat worden afgebeeld Juist vanwege het bestaan 
van sequentiële afhankelijkheid zijn overgangsmatrices over het algemeen 
inherent asymmetrisch De oplossing voor dit probleem, voorgesteld in hoofd-
stuk 4, is om de overgangsmatrix additief op te splitsen in een symmetrische 
en een scheefsymmetrische matrix Verondersteld wordt dat de scheefsymme-
trische matrix, eenvoudigweg verkregen als het verschil tussen de overgangsma-
trix en zijn getransponeerde, de relevante informatie bevat omtrent sequen-
tiële afhankelijkheden Dit geldt uiteraard alleen voor overgangen tussen 
verschillende gedragingen Verschillen in kansen op continuering van gedrag 
worden geheel buiten beschouwing gelaten in de geometrische afbeelding Gege-
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ven deze beperking, is een van de mogelijkheden om sequentiële relaties af te 
beelden het analyseren van enkel de scheefsymmetrische component van de over-
gangsmatrix. Een dergelijke analysemethode is voorgesteld door Gower. Zijn 
methode bestaat uit een "singular value" decompositie (Eckart-Young ontbin-
ding) van een scheefsymmetrische matrix. Gestreefd wordt naar een oplossing in 
zo weinig mogelijk dimensies, onder toepassing van de kleinste kwadraten 
eigenschap van de Eckart-Young stelling. Als gevolg van de kenmerken van de 
ontbinding van een scheefsymmetrische matrix (paren van identieke eigenwaar-
den) is de kleinst mogelijke dimensionaliteit van de oplossing gelijk aan 2. 
Voor elk tweetal identieke eigenwaarden kan een 2-dimensionele representatie 
worden verkregen door de gedragscategorieën af te beelden als punten met als 
coördinaten de elementen van het corresponderende paar van eigenvectoren. De 
elementen к .. van de scheefsymmetrische matrix worden in deze ruimtelijke 
afbeelding benaderd door oppervlaktes van driehoeken gevormd door de punten i 
en j met de oorsprong. Uitvoerig wordt uiteengezet hoe een dergelijke ruimte­
lijke configuratie geïnterpreteerd kan worden. 
De methode werd toegepast op drie verschillende versies van de overgangsma-
trices: de ruwe overgangsfrekwenties, de overgangsmatrices verkregen na aan-
passing van homogene marginalen met of zonder vooraf verwijderen van de fre-
kwenties op de diagonaal. Correctie voor marginale frekwenties en voor 
frekwenties van zelf-overgangen geeft een betere representatie van sequentiële 
relaties. Na verwijdering van marginale verschillen zijn de oplossingen voor 
de verschillende experimentele condities in hoge mate gelijk. 
In een tweede aanpak besproken in hoofdstuk 4 worden de symmetrische en 
scheefsymmetrische componenten in combinatie geanalyseerd. Het symmetrische 
deel wordt afgebeeld middels multidimensionele schaling volgens een afstands-
model, terwijl het scheefsymmetrische deel aan de multidimensionele schaalop-
lossing wordt toegevoegd als een vectorveld. Deze aanpak is geïnspireerd op 
Tobler's generalisatie van het "sociale zwaartekracht" model. De methode 
levert een ruimtelijke afbeelding waarin de stroom van het gedrag wordt gere-
presenteerd middels richtingen in de ruimte. Richting en grootte van de vecto-
ren toegevoegd aan de punten geven aan wat voor elk punt de meest waarschijn-
lijke overgangen zijn. Geconcludeerd wordt dat deze aanpak een goed 
interpreteerbare representatie oplevert van het buitendiagonale deel van de 
overgangsfrekwenties. 
Tenslotte werd in hoofdstuk 4 ook Young's asymmetrisch afstandsmodel toege-
past. In dit model wordt de asymmetrie gerepresenteerd door differentiële 
weging van de dimensies van de ruimte. 
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Non-stationariteit en heterogeniteit 
In hoofdstuk 5 komen verschillende aspecten aan de orde van de vraag of de 
overgangsmatrices geanalyseerd in de beide voorgaande hoofdstukken opgevat 
mogen worden als een voldoende beschrijving voor de betrokken sequentiële pro-
cessen 
Op de eerste plaats wordt het probleem van de niet-stationariteit aan de orde 
gesteld De stationanteit van de overgangen wordt nagegaan door de observatie 
sessies te splitsen in gelijke delen Twee verschillende manieren van splitsen 
zijn toegepast Elke les is in b blokken van gelijke lengte vtrdeeld door het 
aantal observatie intervallen te delen door b (b = 2 of 3) Daarnaast is het 
aantal malen dat een bepaalde overgang zich voordoet gehanteerd als split-
singscnterium 
De stationanteits-assumptie is geformuleerd in termen van een log-lineair 
model voor een drie-dimensionele tabel voorafgaand gedrag bij volgend gedrag 
bij lesdeel De toetsing van stationanteit kan dan op twee manieren worden 
uitgevoerd, namelijk door de passing van het betreffende model van conditione-
le afhankelijkheid - d w z gegeven gedrag В is opvolgend gedrag В onafhan­
kelijk van de periode binnen de les - te evalueren en door dit model van con­
ditionele onafhankelijkheid te vergelijken met het model zonder tweede-orde 
interactie, op voorwaarde dat dit laatste model bij de data past 
Er werden enkele systematische afwijkingen van stationanteit aangetroffen, 
met name het voorkomen van leerlinginitiatief gericht tot de leerkracht bleek 
samen te hangen met de lesperiode 
Op de tweede plaats worden afwijkingen t o ν het Markov model nagegaan Het 
Markov model impliceert dat de ft-de orde overgangsmatnx gelijk is aan de A-de 
macht van de eerste orde overgangsmatnx 
Enige systematische afwijkingen, aangetroffen in de data, worden besproken, 
waaronder een verschijnsel dat frekwent gerapporteerd wordt in de literatuur 
over sociale mobiliteit, namelijk dat de frekwentie voor zelf-overgangen gro­
ter is dan voorspeld uit het Markov-model Er kon niet worden vastgesteld of 
dit type afwijking toe te schrijven is aan individuele verschillen in de snel­
heid waarmee verschillende gebeurtenissen elkaar opvolgen 
Gebruikmakend van dezelfde methodologie toegepast voor de toetsing van statio-
nariteit, is de invloed op de overgangsmatrices nagegaan van twee mogelijke 
storende factoren in het onderzoek van Veenman verschillen tussen observato­
ren en verschillen tussen lesonderwerpen In beide gevallen bleek het model 
van conditionele onafhankelijkheid niet goed te passen, maar de afwijkingen 
334 
laken geen belangrijke bron van heterogeniteit tussen overgangsmatrices te 
vonen. 
De aeeste analyses In dit proefschrift zijn gebaseerd op overgangsfrekwen-
ties die werden geaggregeerd over een aantal leerkrachten en lessen. Individu-
ele verschillen blijven in deze studie grotendeels buiten beschouwing. Haar in 
par. 5.3 wordt voor een aantal geselecteerde overgangen de variabiliteit tus-
sen Individuele lessen vastgesteld met behulp van de variatie-coëfficiënt. De 
variatie-coëfficiënt kan worden geïnterpreteerd als een maat voor stereotypie. 
Hoe lager deze coëfficiënt hoe sterker het sequentiële patroon. De variablli-
teiten van de onderzochte overgangen bleken sterk uiteen te lopen. Er waren 
enkele verschillen tussen open en gesloten lescondities. 
AfhaakeJijkbeden in langere ketens van gebeurtenissen 
Hoofdstuk б behandelt begrippen en methoden voor het opsporen en beschrijven 
van patronen in langere gedragssequenties, niet beperkt tot slechts twee 
elkaar onmiddellijk opvolgende gedragingen. Twee verschillende benaderingen 
komen aan de orde: het analyseren van de structuur in een keten van gebeurte­
nissen en het analyseren van nahinkende (lagged) afhankelijkheden tussen paren 
van gebeurtenissen. Het laatste kan worden opgevat als betrekking hebbend op 
ketens van gebeurtenissen waarvan alleen de eerste en de laatste gebeurtenis 
zijn bepaald. 
De eerste benadering wordt aangeduid als structurele analyse van gedragsse­
quenties. De grondgedachte is om de stroom van het gedrag op te splitsen tot 
een verzameling "zinnen". Verschillende manieren waarop dit gedaan kan worden, 
worden besproken. Als een verzameling van zinnen is gedefinieerd, dan is het 
volgende probleem een grammatica te ontwikkelen die precies die verzameling 
van zinnen genereert. De grammatica verschaft een structurele beschrijving van 
de zinnen. 
De tweede benadering is een toepassing van "lag sequential analysis", een 
methode ontwikkeld door Sackett en - onder andere namen - door Dawkins en Daw­
kins en nog eens door Douglas en Tweed. Bij deze procedure wordt voor een 
tweetal gedragscategorieën een waarschijnlijkheidsprofiel geconstrueerd, wat 
laat zien de geschatte kans dat gedrag B. wordt gevolgd (of voorafgegaan) door 
gedrag B. op een tijdstip b momenten verwijderd van een optreden van В.. 
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De methode werd toegepast op gebeurtenissequenties voor open en gesloten les-
sen geobserveerd bij de voormeting. De maximale waarde voor h was 30. Voor 
verschillende paren gedragingen werd gevonden dat de nahinkende conditionele 
kansen tot en met een afstand van 30 tijdstippen nog steeds significant afwe-
ken van de marginale kansen. Bijvoorbeeld als een leerkracht negatief rea-
geerde op leerlinggedrag, is de frequentie van negatieve leerkrachtreacties 30 
tijdstippen later nog steeds groter dan op grond van toeval te vervachten zou 
zijn. 
De resultaten van de "lag sequential" analyse werden ook vergeleken met voor-
spellingen uit het Markov model. 
"Lag sequential analysis" lijkt een nuttig exploratief middel voor het opspo-
ren van de belangrijkste patronen binnen een reeks van gebeurtenissen. 
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Stellingen 
1. Beschrijvingen van gedrag of van sociale interactie vereisen een studie 
van zowel opeenvolging als tijdsduur van de betrokken gebeurtenissen. 
2. De systematische observatie en de beschrijvingsmethodiek uit de etholo-
gische traditie zijn met vrucht toepasbaar in de studie van het onder­
wijzen. 
3. De resultaten van de analyse van gedragssequentics zijn in belangrijke 
mate afhankelijk van de oplossing van twee voorafgaande problemen, nl. 
het onderscheiden van eenheden in de stroom van liet voortgaande gedrag 
en het klassificeren van de verkregen eenheden. 
4. De informatie in een overgangsniatrix kan zinvol worden opgesplitst in 
drie componenten: marginale frekwenties, diagonale frekwenties 
(=frekwenties van zelf-overgangen) en buiten-diagonale frekwenties. De 
buiten-diagonale frekwenties kunnen additief worden opgesplitst in een 
symmetrische en een asymmetrische component. 
5. Asymmetrie van overgangsfrekwenties kan geometrisch worden gerepresen­
teerd door een afbeelding die aan de punten van de Euclidische ruimte 
vectoren toevoegt. Richting en lengte van deze vectoren kan worden 
bepaald uit de scheefsymmetrische component van de overgangsfrekwenties. 
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analyse van herhaalde metingen designs gebruikt de verkeerde covariabe-
len, over het algemeen leidend tot een toetsing van de verkeerde hypo­
thesen. Bij gebruik van polynoora-modellen komen alleen hogere orde ter­
men die verondersteld worden een verwachtingswaarde gelijk aan nul te 
hebben, in aanmerking als covariabelen (Rao, 1966). 
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