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ABSTRACT
We propose a new model to interpret the clickthrough logs
of a web search engine. This model is based on explicit
assumptions on the user behavior. In particular, we draw
conclusions on a document relevance by observing the user
behavior after he examined the document and not based on
whether a user clicks or not a document url. This results in a
model based on intrinsic relevance, as opposed to perceived
relevance. We use the model to predict document relevance
and then use this as feature for a “Learning to Rank” ma-
chine learning algorithm. Comparing the ranking functions
obtained by training the algorithm with and without the
new feature we observe surprisingly good results. This is
particularly notable given that the baseline we use is the
heavily optimized ranking function of a leading commercial
search engine. A deeper analysis shows that the new fea-
ture is particularly helpful for non navigational queries and
queries with a large abandonment rate or a large average
number of queries per session. This is important because
these types of query is considered to be the most diﬃcult to
solve.
Categories and Subject Descriptors
H.4 [Information Systems]: Miscellaneous
General Terms
Algorithms
Keywords
Clickthrough Data, User Behavior Model, Search Engines
Introduction
Web search engines clickthrough logs are a large and im-
portant source of information about user behavior. This
feedback provides detailed and valuable information about
users interactions with the system as the issued query, the
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presented URLs, the selected documents and their ranking.
It is a poll of millions of users over an enormous variety
of topics. It has been used in many ways to mine user in-
terests and preferences. Examples of applications include
Web personalization, Web spam detection, query term rec-
ommendation. Unlike human tags and bookmarks, implicit
feedback is not biased towards “socially active” Web users.
That is, the data is collected from all users, not just users
that choose to edit a wiki page, or join a social network such
as MySpace, Friendster or Twitter.
Click data seems the perfect source of information when
deciding which documents (or ads) to show in answer to a
query. It can be thought as the result of users voting in favor
of the documents they ﬁnd interesting. This information
can be fed back into the engine, to tune search parameters
or even used as direct evidence to inﬂuence ranking [2, 17].
Nevertheless, clickthrough rates on a document cannot be
understood as a direct measure of relevance for a variety
of reasons. Besides spammers who intentionally advertise
one content and deliver another, not all document snippets
reﬂect accurately the document content. Other presentation
bias have a strong inﬂuence on user clicks. The position of
the document in the ranking for example heavily skew user
decisions [19]. Experiments also show that a document is
not clicked with the same frequency if situated after a highly
relevant or a mediocre document.
We can divide in essentially four categories according to
how click information has been used in the Literature:
1. Works where the objective is to gain insight into typi-
cal user behavior [23, 8, 11, 18],
2. Estimate of the document relevance are deduced from
the user interactions with the search engine. This work
falls into this category. These estimates can be used
either as features for a ranking algorithm, or as a tar-
get to augment a set of editorial judgments with more
data. [1, 17, 24, 6, 10],
3. The click patterns are interpreted in order to compare
diﬀerent ranking functions, i.e. to derive a metric [5,
16, 18, 9],
4. Clicks have been used to directly re-rank the top doc-
uments retrieved from search engine in [15].
In general, the hope is that an appropriate use of click data
should help the search engine to adapt better to the user
needs than editorial evaluations for example.
181Contributions and Organization.
We propose a model of user behavior based on the user
actions after he has consulted a document, i.e. after he has
clicked an url and examined the corresponding document
1.
The objective of the model is to derive an estimate of docu-
ment intrinsic relevance, as opposed to perceived relevance
or attractiveness. In Section 1 we describe the model. In
Section 2 we compare the hypothesis and the performance
of this model to two existing and related models. In Sec-
tion 3.2 we evaluate experimentally the usefulness of the
model estimates as a feature for a ranking algorithm. We
conclude that the feature is particularly helpful for queries
with a large abandonment rate or the informational queries
with a large average number of click per session.
1. SESSION UTILITY MODEL
The model we propose here makes the assumption that
users search and click on document until they satisfy their
information need. Given a set of document, we will attempt
to predict whether this set of documents contains enough
information for the user. This prediction will be based on
the behavior of previous users for the same query. We ﬁrst
introduce some deﬁnitions and notations.
Diﬀerent deﬁnitions of user session co-existing in the Lit-
erature. We start by stating the one we use here. A session
is the set of actions a user undertakes to satisfy a given infor-
mation need. As such, a session may include several search
results page views and query reformulations. The user may
follows several query suggestions in the same the session.
We denote the set of queries, issued by the user or result-
ing from the user accepting a query suggestion, by q0, q1,
etc., with the subscript reﬂecting the order in which queries
are submitted to the engine.
The basic intuition at the origin of the model we propose
here is that the user searches for results until he gathers
enough information to satisfy his need, at which time he
stops the search. Each clicked document brings a certain
amount of information that the user accumulates with the
information provided by the documents clicked previously.
To simplify the discussion, we deﬁne a prototypical session:
1. The user issues a query q0,
2. He clicks on two documents d3 and d5,i nt h a to r d e r ,
3. He reformulates his query to q1,
4. He clicks on the document d13 in the new ranking,
5. He ﬁnishes the search.
This model requires to identify the user sessions from the
query logs. Typically, the logs contain a unique identiﬁer
or cookie associated to the user, a time when the query is
issued and the time when the documents are clicked along
with the query string and the urls. On the other hand,
there is no speciﬁc information on whether two consecutive
queries issued by a given user belong to the same session.
User session identiﬁcation is an on-going problem and some
work has been done already to address it [3, 22]. Results are
encouraging and for the purpose of this work we will assume
that a reliable method exists.
1Studies on user behavior after the user has read the docu-
ment is common in interactive information retrieval [21] but
to our knowledge this is the ﬁrst work to apply this to web
logs analysis.
1.1 Assumptions
The central assumption in this model is that the user
searches the result list of the original query and its reformu-
lations until he has gathered enough information to satisfy
his need, independently of how far the relevant documents
are in the ranking or how hard it is to come up with a good
reformulation. All sessions ending with a click are there-
fore considered as successful. There is no notion of a user
abandoning a search out of despair in this model. We are
not arguing that this assumption is veriﬁed in reality –it is
not– but numerical experiments will show that the resulting
model is nevertheless useful.
Each clicked document dr provides some utility ur to
the user. We make the hypothesis that utilities are ad-
ditive: The utility of the prototypical session at the end
of the search is U(C)=
P
r∈C ur = u3 + u5 + u13 where
C = {d3,d 5,d 13} is the set of clicked documents. The as-
sumption that utilities can be simply added is clearly an
approximation. More realistically the total utility of a set
of documents is lower than the sum of individual document
utilities because some documents might partially or fully re-
peat the same information.
After the user clicked on document d3 of our example, she
acquired a quantity u3 of utility. The fact that she continues
her search after consulting the document indicates that she
did not obtain enough utility to satisfy her information need.
After consulting document u5, she acquired an amount u3+
u5 of utility, but still not enough for her to stop. Only after
consulting u3 + u5 + u13 does she have enough information
and she stops the search. The diﬀerent steps of this search
are summarized in the ﬁrst three columns of Table 1.
Sometimes a user clicks several time on the same docu-
ment. If the time between two clicks is small, and if no other
document has been clicked in between, then this might de-
note either that the user is used to double-clicking, or that
the network latency is large. In this case, repeated clicks
can be treated as a single click. On the other hand, if the
time lapse between two clicks on the same url is large or
the user clicked other documents in between, this might be
that the user came to the conclusion that the document he
visited multiple times in the same session is probably one of
the best documents he can get. We chose in this work to
ignore the sessions with multiple clicks on the same docu-
ment because it is easier, and because we dispose of a large
amount of clickthrough logs. Nevertheless a more careful
analysis might reveal that this type of session is particularly
informative.
1.2 Description of the Model
The variable the model attempt to predict is whether,
given a certain amount of utility, the user will stop or con-
tinue her search. We associate a binary variable s to this
elementary event. It is equal to 1 if the user stops and 0 if
he continues the search.
Event Likelihood.
After clicking on a set of document C the amount of util-
ity the user gathered is U(C), a value between 0 and inﬁnity.
We assume that the user stops with a probability that de-
pends monotonely on this amount. This suggests the use of
182Table 1: Example Session. The ﬁrst column rep-
resents the document in the order they have been
clicked. The second column is the amount of util-
ity the user gathered after clicking them. The third
column reports whether the click is the last action of
the user session. Finally, the last column reports the
probability –according to the model– of the event
reported in the previous column.
document utility stop event probability
d3 u3 0 1 − σ(u0 + u3)
d5 u3 + u5 0 1 − σ(u0 + u3 + u5)
d13 u3 + u5 + u13 1 σ(u0 + u3 + u5 + u13)
a logistic function to map U(C) to a probability of stopping:
P(s =1 |U(C)) = σ(U(C)) = σ(u0 +
X
r∈C
ur)( 1 )
=( 1 + e x p ( −u0 −
X
r∈C
ur))
−1 (2)
• σ(x) is the logistic function:
σ(x)=
1
1+e−x
•Cis a set of clicked documents,
• U(C)=
P
r∈C ur is the sum of the utilities of the doc-
uments in C and,
• u0 is a query dependent intercept.
The likelihoods of the three events in our example session
are reported in Table 1.
Session Likelihood.
The likelihood of a session is simply the product of the
likelihood of the events belonging to that session. The join
likelihood of the prototypical session in our example can be
written:
Ls = P(s =0 |d3)P(s =0 |d3,d 5)P(s =1 |d3,d 5,d 13)
=( 1 − (1 + e
−(u0+u3))
−1)
×(1 − (1 + e
−(u0+u3+u5))
−1)
×(1 + e
−(u0+u3+u5+u13))
−1
We can write the likelihood as a product because, given the
sets of clicked documents, the probabilities of stopping are
independent.
Query Likelihood.
The join likelihood Lq0 of the sessions of a query is the
product of the likelihood of all its sessions.
Utility Estimation.
To obtain an estimate of the individual document utilities
{u} and the intercept u0 we maximize the join likelihood Lq0
with respect to the utilities and the intercept. Because click
logs tend to be sparse and noisy, it is generally a good idea
to introduce a prior on the document utilities and compute
the Maximum a Posteriori (MAP) instead of the maximum
Table 2: Predicting session end as a probabilistic
binary classiﬁcation problem. Each row in this ta-
ble correspond to a training example deduced from
the corresponding row in Table 1. The ﬁrst column
corresponds to the intercept, the last to the target.
u0 u1 u2 u3 u4 u5 ... u13 ... target
1 0 0 1 0 0 ... 0 ... 0
1 0 0 1 0 1 ... 0 ... 0
1 0 0 1 0 1 ... 1 ... 1
likelihood estimate:
MAP = arg max
{u},u0
0
@Lq0 ×
Y
ui∈{u}
N(ui;up,σ p)
1
A (3)
where we choose a normal prior N(ui;up,σ p) centered around
av a l u eup with a variance σ
2
p to be adjusted by cross-
validation
2. We could choose other prior. In particular, we
could impose that utilities be positive by using a log-normal
distribution instead of a normal. In the current work, the
mean prior utility of a document up and its variance σ
2
p are
taken to be identical for all documents and all queries and
are adjusted by cross-validation on the training set. In fact,
nothing prevent the use of diﬀerent values at the query or
the document level to reﬂect prior knowledge. For exam-
ple, if we have a relevance score for each document, we can
choose an individual document prior utility to reﬂect this
score.
For practical reasons, the logarithm of the MAP is usually
maximized instead of the MAP itself.
Document Set Relevance.
The problem of predicting user stops can be seen alterna-
tively as a binary classiﬁcation problem where the feature
vector entries correspond to the documents and are set to 1
if the document is clicked, 0 otherwise. The target is then
set to 0 if the user continued the search after consulting the
documents indicated by a one in the feature vector, 1 if the
user stopped. This is represented for the three events of our
example in Table 2. Depending on the classiﬁer the utilities
can or cannot be available after training. This suggests the
following deﬁnition:
Definition 1 (Document Set Relevance). The rel-
evance of a set of document C t oaq u e r yq0 is the probability
that a user stops after clicking it.
By extension, the relevance of a document is the relevance
of the set containing only that document. The relevance of
a particular document is then the output of the probabilistic
classiﬁer when the input vector is 0 everywhere but for u0
and the entry corresponding to the document.
Note that the logarithm of the MAP in Eq.3 can be under-
stood as the negative of the loss function of a Logistic Re-
gression
3.C a l lX the binary feature vector over the clicked
2the variance and logistic function symbols σ can be distin-
guished from the context.
3Note that Logistic Regression has been used before in the
context of clickthrough logs to predict clicks [7, 10] or for
evaluation [5]. These works diﬀer signiﬁcantly from this one
by the assumptions and the variables they use.
183documents (one row of Table 2, without the target); Call U
the corresponding vector of utilities (including the intercept
u0). The utility corresponding to a sequence of clicks de-
ﬁned by X is X
TU and the probability of ending the search
is σ(X
TU). A possible loss function over this observation is:
−log σ(X
TU)
s − log(1 − σ(X
TU))
1−s
where s = 1 if the click sequence leads to a stop. If we sum
the losses of all event and add a regularization term for each
utility we obtain minus the logarithm of Eq. 3. The problems
of maximizing the MAP and minimizing the loss are thus
equivalent. If we use a logistic regression as a classiﬁer the
relation between relevance and utility is simply:
P(s =1 |ui)=σ(uo + ui)
Ranking.
We can order documents indiﬀerently according to their
relevance or their utility. Both lead to the same ranking.
The model proposed here doesn’t predict clicks and conse-
quently is not a complete generative model. Strictly speak-
ing we cannot deduce an optimal ranking from it. If we make
the extra assumption that users click on a document with
a probability proportional to the document utility, then or-
dering documents according to utility minimizes the search
length.
Generalization.
We remark that we don’t need to assume that the user
browses the result list sequentially. The important infor-
mation to maintain is the chronological order of the clicks.
This suggests the following, more formal, reformulation. Be
T
n the number of documents clicked during session n of
query q and C
n
t the set composed of the ﬁrst t documents
clicked during that session. The utility achieved by the user
is U(C
n
t )=
Pi=t
i=1 ui.B es
n
t the binary variable that is true
or 1 if the user stops the search after consulting the t
th
document. We have P(s
n
t =1 |U(C
n
t )) = σ(
Pi=t
i=0 ui). The
likelihood of the query is written:
Lq =
N Y
n=1
t=Tn Y
t=0
(σ(
t X
i=0
ui))
sn
t (1 − σ(
t X
i=0
ui))
1−sn
t
If D is the set of documents that have been clicked at least
once during all the sessions of q, the evaluation problem re-
duces to the problem of maximizing Lq×
Q
d∈D N(ud|up,σ p)
where, as before, N(ud|up,σ p) is the normal prior over doc-
ument d,c e n t e r e do nup with a variance σ
2
p.
Discussion.
This work diﬀers signiﬁcantly from what is found in the
Literature. To start with, the proposed model doesn’t pre-
dict clicks; the set of clicked documents is an input to the
model. This is therefore not a complete generative model.
It also completely ignores documents that are not clicked
and gives no relevance estimate for such documents. This is
consistent with the idea that the true relevance of a docu-
ment can be decided upon only after the document has been
consulted. By contrast, in most models it is argued that the
perceived relevance is aligned with the actual relevance (see
Section 2).
Another notable characteristic is that the model doesn’t
take document positions into account, but only the sequence
of clicks. It doesn’t matter for the model if a document
was clicked high or low in the ranking. This might seem
counter-intuitive, but again it is a consequence of the fact
that the true relevance of a document can only be assessed
after it was seen. Once it has been seen, this relevance is
independent of where the document was in the ranking.
The predicted relevance of a document is independent of
its popularity. For example, the predicted relevance of the
url answers.yahoo.com for the query yahoo is close to 1 (i.e.
the document at answers.yahoo.com is almost perfectly rel-
evant, actually as relevant as the url www.yahoo.com)e v e n
though it is rarely clicked. The reason is that some users
issue the query yahoo with the intention to navigate to an-
swers.yahoo.com. For these users, the yahoo answer page
is perfectly relevant. Conversely, the model predicts a low
relevance for some highly popular documents. A document
that is span for example might catch the attention of many
users, but as it doesn’t contribute to satisfy the user infor-
mation need, the user utility remains constant and proba-
bility of ending the search is not modiﬁed. In other words,
the document doesn’t aﬀect the subsequent user behavior.
The model is therefore expected to be robust to spam doc-
uments (but not to click spam).
While predicting a high relevance for a non popular doc-
ument is ﬁne per se. it might become problematic when
ranking the documents according to relevance. This prob-
lem can be mitigated by choosing an appropriate prior: If
the document prior parameters up and σp are chosen to be
small, document utilities will tend to be small as well unless
there is enough evidence to compensate the prior. This can
only happen when the document receives many clicks; i.e.
when it is popular.
The strongest assumption we made is clearly that users
stops when their information need is met. Clearly, this need
not be true. Users can also give up a search or decide to
switch to another search engine. We could use some classiﬁer
to predict session success (see [14] for a work on this topic)
and choose the queries to include accordingly. We can also
remove from the queries with a large abandonment rate.
The ultimate test about this model is whether it is useful in
predicting document relevance, a problem to which we turn
in the numerical experiments of Section 3.
In conclusion, the model sometimes predicts a document
relevance totally in opposition to what the clickthrough rate
or the perceived relevance would suggest. This is clearly a
desirable property because it is robust to whether the snip-
pet actually reﬂects the document relevance or not as for
example in the case of spam. On the other hand, this can
lead to problems when a document is highly relevant to only
a few users, unrepresentative of the whole population. This
can be partially at least compensated by a adequate prior.
2. RELATED WORKS
To our knowledge, the ﬁrst attempt to explicitly model
user behavior on a page of search results from the web logs
is the Examination model described in [10] (A very similar
model is described in [12]). In that work, users search the
list of results sequentially and click on a document url if
its snippet is (1) examined, an event that depends on the
position in the ranking and the distance to the last click,
and (2) is attractive. Attractiveness is a property of the
document snippet, sometimes referred to as “perceived rel-
evance”. The model makes the assumption that attractive-
184ness and relevance tend to be equal. Naturally, this need
not be always the case but search engines make consider-
able eﬀort so that they are aligned.
The user successive decisions are symbolized in Fig. 1.
The user starts at the ﬁrst rank –which he always examines–
and then decides whether to click on the link depending on
the document attractiveness. He then proceed to the next
position in the ranking with a probability that depends on
the position in the ranking and the distance to the previous
click. For example, if the user made a click at position 2
and skipped position 4 and 5, the probability he will examine
position 6 is a parameter γrank=6,distance=4 where 4 = 6 - 2 is
the distance to the last click. This parameters are evaluated
by maximizing the likelihood of the observed sessions.
In the Examination model, the actual content of the docu-
ments clicked by the user have no inﬂuence on his decision to
proceed with the search (Only the position of the last click
has an inﬂuence). The models in [6, 13] attempt to address
that problem. Both models are fairly similar and discuss the
ﬁrst in more details. A latent variable called satisfaction is
meant at modeling whether the user was happy with the ac-
tual content of the document he clicked. The assumption is
that if the document is satisfactory, then the user ends the
search.
The decision process modeled by the Satisfaction model
is represented in Fig. 2. The ﬁrst three decision blocks are
identical to the previous Examination model, but a new vari-
able is introduced: If the user is satisﬁed with the document,
then he ends the search with a high probability. If he is not
satisﬁed he continues the search to the next position in the
ranking with a high probability.
Attractive?
Examine?
Click
No
Yes
Yes
No
Attractive?
Examine?
Click
No
Yes
Yes
No
... ...
Figure 1: Examination Model Decision Graph
We see that, according to the taxonomy deﬁned by Broder [4],
the user of this model is engaged in a “navigational” search,
i.e. the user is searching a particular piece of information
that ﬁt in a single page, or he is searching for a given web
page he knows or assumes exists. A large proportion of
searches fall into this category. If for example the probability
of ending the search after ﬁnding a satisfactory document is
set to 1, the satisfaction probability of a document becomes
the proportion of the number of times the document was the
last click of the session divided by the number of times the
document was clicked. Attractiveness on the other hand is
the number of time the document was clicked divided by the
number of time the document was situated before or at the
rank of the last click of a session.
It is interesting to compare these two models with the Ses-
sion Utility model in terms of the assumptions they make.
The emphasis in the Examination model is on predicting
clicks and in particular on the inﬂuence of the position in
the ranking. Arguably, by making the decision to continue
the search depend on the rank and the distance, the model
capture the inﬂuence of the position in the ranking: If the
user is low in the ranking, then her propensity to abandon
the search, and hence not to click anymore, is higher. Some
notion of eﬀort is also present in the idea that the num-
ber of previous clicks should inﬂuence the user subsequent
behavior.
On the other hand, in the Satisfaction model, the deci-
sion to stop the search is based on whether the last clicked
document fulﬁlled the user information he needed or not.
The eﬀort is also taken into account: The user has a cer-
tain probability, typically set to less than one, of examining
the next document snippet whether he clicked or not at the
previous step. As a consequence if the user never clicks, his
probability of ending the search decreases exponentially.
By contrast, the Session Utility model is not attempting
to model clicks and doesn’t attempt to determine the inﬂu-
ence of the position of the user on the search result page; It
makes the assumption that users will make enough eﬀort to
obtain the results they need. On the other hand, unlike the
Satisfaction model, it takes the utility of all documents into
account to explain a session end; By doing so, the model
has the potential to handle navigational and non naviga-
tional queries. A major drawback of the two Satisfaction
models is that if a user decides to continue his search after
the ﬁrst click, he resumes his search as if nothing happened
before. If the user clicked on position 5, for example, and did
not end his search, these models predict that his behavior
would be exactly equal as that of another user who would
start his search at position 6. This is clearly not realistic,
but because the vast majority of sessions consist of one click
only, these models appear to perform well nevertheless.
Attractive?
No
Yes
Attractive?
Examine?
No
Yes
Yes Yes
Yes
No
Yes
No
Finish?
Examine?
Finish?
Good Click? Good Click?
No
No
No
No
End End
... ...
Figure 2: Satisfaction Model Decision Graph
3. NUMERICAL EXPERIMENTS
In this section we ﬁrst compare the performances of the
Examination the Satisfaction and the Session Utility models
and discuss their diﬀerences. We then use the relevance esti-
mates of the Session Utility model as a feature for a Machine
Learned Ranking algorithm to test whether the feature can
help optimize a leading commercial search engine.
1853.1 Click Models Comparison
We ﬁrst use one month of query logs from UK & Ireland
and evaluate the Examination, the Satisfaction and the Ses-
sion Utility models’ parameters. We then select the query
url pairs for which we dispose of an editorial relevance judg-
ment on a ﬁve grade scales: BAD, FAIR, GOOD, EXCELLENT,
PERFECT.W em e r g et h eBAD and FAIR labels into a common
BADFAIR class. The meaning of these labels is straightfor-
ward, but it is important to know that a document can be
labeled perfect if it is the target of a navigational query.
Informational queries cannot contain PERFECT documents.
We then proceed as follows:
1. We compute the score diﬀerences between the docu-
ments of a given query for all queries. If the diﬀerence
is positive, we conclude that the model predicted that
the ﬁrst document is more relevant than the second,
or, in other words, that the ﬁrst document is preferred
to the second. We obtain a preference score for each
document pair.
2. We order the pairs by decreasing absolute diﬀerence of
their scores,
3. We use the editorial labels to derive a preference among
the same document pairs, i.e. if the editorial label of
the ﬁrst document is superior to the label of the sec-
ond document, then we say that the ﬁrst document was
preferred by the editors over the second document. We
remove the ties from the set of pairs.
4. For a given proportion of the pairs –say 50%–, we com-
pute the proportion among those pairs for which the
preference predicted by the model and by the editors
are in agreement.
The result are reported in Fig. 3 and correspond to the three
“All”curves in black. For example, on the graph of the Sat-
isfaction model, we observe that if we take 20% of the pairs
with the largest satisfaction diﬀerence, close to 94% of these
pairs are in agreement with the editorial judgments. Simi-
larly, the 20% pairs with the largest diﬀerence in relevance
score (Session Utility model) have 90% chance of being in
agreement with the editorial judgment.
The data can be further divided into classes of preferences:
PERFECT vs. GOOD or EXCELLENT vs. BADFAIR,e t c .W es e ef o r
example that if we take 80% of the data, the Session Utility
model classify correctly 80% of the EXCELLENT vs. BADFAIR
pairs.
The advantage of this evaluation method is that it doesn’t
need an algorithm to classify document scores to classes,
which can lead to issues on which algorithm to choose and
whether a particular algorithm is more favorable for a partic-
ular model. This evaluation method is also relatively insen-
sitive to the scale of score diﬀerences because on the x-axis
we report a proportion of the data set, not an diﬀerence
between scores. The actual score diﬀerence for the succes-
sive percentiles of the data is reported in Fig. 3 as the (red)
dashed line with the strongest negative slope.
Some conclusions can be drawn at ﬁrst glance. The Ses-
sion Utility and the Satisfaction models have a relatively
similar performance and both oﬀer better preference predic-
tions than the Examination model. The Satisfaction model
outperforms on average the Session Utility model when the
score diﬀerences are relatively large but the Session Util-
ity model catches up when all the preference relations are
taken into account. It is interesting to observe the relative
performance of the two models for the diﬀerent classes of
preferences. PERFECT vs. BADFAIR is the easiest class to
predict, followed closely by PERFECT vs. GOOD. The Satisfac-
tion model is better at distinguishing PERFECT vs. EXCEL-
LENT pairs, while the comparative strength of the Session
Utility model is at distinguishing EXCELLENT from BADFAIR
documents. Overall, the Satisfaction model is good at iden-
tifying PERFECT documents; This can be explained by the
fact that this model is biased towards navigational queries.
The Session Utility model on the other hand is better at
distinguishing the other classes of preferences.
Overall, the performance at predicting preference judg-
ments of the two best models are comparable. The relative
strength and weaknesses of the models reﬂect the assump-
tion made on the user behavior: For the Satisfaction model,
the user decision to continue a search after a click depends
exclusively on the clicked document. This makes the model
sensitive to PERFECT documents. The user of the Session
Utility model decides to continue a search depending on the
set of documents he has previously clicked, making him more
sensitive to documents of lower grade.
3.2 Utilities as features
We now turn to the main evaluation of this work: We
test whether the Session Utility model estimated relevance
is useful as a feature to rank documents. We will compare
the results of two experiments; We will ﬁrst use the whole
set of features a commercial web search engine uses to rank
documents. We then add the relevance estimates of the
Session Utility model to the set of features and recompute a
new ranking function. If the relevance estimates is a valuable
information, then the ranking using it among its features
should outperform the other.
When learning to rank, each query document pair is rep-
resented by a feature vector. The vector contains a list of
feature values that are deemed useful in computing the doc-
ument relevance to a given query. Features are divided into
query features, document features and query document fea-
tures. A query feature depends only on the query itself; It
is used to characterize queries in diﬀerent aspects like, for
example, the topics or intents of a query. A document fea-
ture is only dependent on the document itself and describes
document general characteristics regardless of queries, such
as PageRank, document class, or spam score of a docu-
ment. A query document feature depends on both query
and document, it describes the level of matching between
the query and the document. For a learning to rank al-
gorithm, the performance of the resulting ranking function
essentially depends on training data construction and fea-
ture design. Training data construction is concerned with
how to choose training samples and how to label them. Fea-
ture design is concerned with identifying the features that
lead to good performance. Provided we already have a set
of features, successfully designing a new feature depends on
how much more information is provided by the new feature
with respect to the existing one, and how strong can the
feature indicate query document relevance.
Companies developing commercial search engines have ded-
icated team of scientist whose function is to derive new fea-
tures. This is an on going eﬀort that is more than one decade
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Figure 3: Predicted vs. editorial preferences for the Examination, Satisfaction and Session Utility models.
The y-axis is the proportion of predicted document preferences in agreement with the preferences of the
editors. The x-axis is the proportion of the total number of pairs used to compute the y-axis proportion.
Pairs are ordered by decreasing absolute value of the score diﬀerence. The diﬀerent colored curves represent
diﬀerent classes of preferences according to editorial labels. The three black curves labeled All correspond to
all the preferences, indistinctly of the class they belong to. The dashed line is the absolute value of the score
diﬀerence of the observation at the percentile deﬁned by the x-axis. For the reader with a black and white
version of this paper, the top-down order in the legend corresponds to the top-down order of the curves in
the ﬁgures.
long if we consider only search on the web and don’t take
into account the contribution of traditional Information Re-
trieval. The point we want to make here is that it is ex-
tremely diﬃcult to discover new features that actually man-
ages to improve the DCG. The vast majority of the proposal
found in the Literature turn out to be too highly correlated
with existing feature to oﬀer any gain. As a consequence,
the evaluation we are proposing here is starting from a base-
line much higher than is usually found in similar works. In
particular, the baseline feature set contains click information
like the clickthrough rate, the probability that a document
is the last click and in general some version of the features
based on clicks found in the Literature.
The metric we use to compare rankings is the the DCG [20].
It is deﬁned as
DCG@K =
K X
i=1
2
g(i) − 1
log(1 + i)
(4)
where K is the “truncation level” and is set to be K =1
and k = 5 in our experiments, and g(i) ∈{ 0,1,2,3,4} is the
relevance grade of the i
th document in the ranked list. g(i)=
4 corresponds to the relevance of a PERFECT document, and
g(i) = 0 corresponds to a document graded as BAD by editors.
The DCG can be normalized by ideal ranking.
NDCG@K =
1
Z@K
K X
i=1
2
g(i) − 1
log(1 + i)
(5)
where Z@K is the DCG for the ideal ranking, i.e. the rank-
ing obtained by ordering the documents according to their
labels.
The Session Utility model requires information about the
user sessions, i.e. when a user issues a new query, we need
to decide whether the user is still attempting to satisfy the
same information need or if he engaged in a diﬀerent search
all together. We used a very simple heuristics to make this
decision: If the time between the last action of a user on
a page (identiﬁed by its cookie) and the new query is be-
low a certain threshold, we consider that the two queries
belong to the same session. We then vary the threshold
and select the particular value that maximizes the DCG on
the training set. More sophisticated technique exist, that
involves among other things the similarity between two con-
187Table 3: DCG improvement using utilities as feature with two diﬀerent data sets
data set DCG@1 gain DCG@5 gain NDCG@1 gain NDCG@5 gain
1 0.42% 0.37% 0.60% 0.15%
2 1.46% 1.07% 1.45% 0.64%
secutive queries or the probability of observing a particular
sequence of queries [3]. These could advantageously be used
here and are the topic of future work, especially considering
that the time threshold technique, no matter how primitive
it is, shows some beneﬁt.
In Figure 4, we report the comparison for diﬀerent shrink-
age (a parameter of the Machine Learning algorithm de-
s c r i b e di n[ 2 4 ]a n du s e di nt h i sw o r k )a n dt i m et h r e s h o l d
values for data set #1. It is important to note that including
the new feature lead to a DCG gain regardless of the (rea-
sonable) particular set of modeling parameters like shrinkage
or time threshold. This adds some extra conﬁdence to the
claim that the improvement is not fortuitous. The maximum
DCG@5 gain is achieved when the time threshold value is 7
minutes.
0.0 0.1 0.2 0.3 0.4
time threshold = 15, shrinkage = 0.05
time threshold = 15, shrinkage = 0.07
time threshold = 7, shrinkage = 0.05
time threshold = 7, shrinkage = 0.07
time threshold = 0, shrinkage = 0.07
time threshold = 0, shrinkage = 0.05
Figure 4: DCG@5 gain (in percentage) using utili-
ties as feature for diﬀerent values of the time thresh-
old and shrinkage parameters.
In Table 3, we report DCG@1,5 and NDCG@1,5 improve-
ment on the baseline for two diﬀerent markets where the
search engine is leader or on par with the leader in terms
of DCG. In each market, the data is divided into training
and hold-out sets. Each hold-out set is used for testing and
excluded from the training phase. It contains about 5000
diﬀerent queries in each market. All improvements reported
here are statistically signiﬁcant at 0.05 according to the
Wilcoxon p-value. We observe a 0.37% DCG@5 improve-
ment in data set #1, and 1.05% DCG@5 improvement in
data set #2. DCG@1 improvement is larger than DCG@5.
The Machine Learning algorithm described in [24] permits
to rank features according to the importance they have in
deﬁning the ﬁnal document score. We observe that the rele-
vance ranks on both market very close from the top: Up to
second on one market and around 7
th on the other, depend-
ing on the run. This is another indication that it provides
an information both very useful and uncorrelated with the
other features.
We claimed that the Session Utility model is particularly
suited to informational queries. To test this hypothesis, we
use the fact that editors have classiﬁed the queries into nav-
Table 4: DCG improvement by query type. The pro-
portion of navigational vs. non-navigational queries
is based on the number of distinct queries and
doesn’t reﬂect the actual traﬃc.
query class DCG@1 DCG@5
navigational (25%) 0.06% 0.28%
non-navigational (75%) 0.76% 0.43%
igational and non-navigational queries. We can therefore
compare the improvement in DCG@1 and DCG@5 for the
two classes. The results are reported in Table 4. We see as
expected that the relevance as a feature has a signiﬁcantly
larger impact on non-navigational queries than on naviga-
tional queries.
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Figure 5: relative DCG@5 gain using relevance
as feature on the y-axis for diﬀerent query Click-
through rate. Queries have been separated accord-
ing to their CTR in 6 diﬀerent bins and the relative
DCG@5 improvement for each of the bins is summa-
rized using a box-and-whisker plot. The horizontal
segments inside the boxes represent the median im-
provement for the class. We also added the mean
improvement as a ﬁlled circle and the number of
queries per class above the box-plots.
We explore further the potential of the relevance feature
on Fig. 5. We computed for each query its average click-
through rate CTR), i.e. the number of clicks it receives
on any of the documents in the result page, divided by the
number of times the query was issued. Queries with a large
abandonment rate have a low query CTR by deﬁnition. Nav-
igational queries tend to have a CTR close to one because by
deﬁnition, the user navigates to a single document. Queries
with a large CTR are arguably more informational in nature:
The user needs several documents to fulﬁll her information
188need. It appears clearly on Fig. 5 that the relevance fea-
ture has a little or no impact on the ranking of navigational
queries, but helps signiﬁcantly queries that are either hard
(low CTR) or informational. This is important because most
click based features tend to help identify the target of navi-
gational queries exclusively as reﬂected by this ﬁgure: They
already captured the navigational targets and the relevance
feature oﬀers little gain for them.
Fig. 5 shows that queries with many clicks beneﬁt from a
signiﬁcant mean DCG@5 improvement of around 10%. For
the “hard” queries where the query CTR is lower than 0.3,
the mean DCG improvement also amounts to around 10%,
a very signiﬁcant amount. The Session Utility model makes
the assumption that when the user stops the search, he has
satisﬁed his information need. It seems to go against intu-
ition that such a model help improve the ranking of queries
with a large abandonment rate. Part of the explanation for
this paradox might be that some of the documents in the
ranking are actually relevant, but the snippet isn’t. This
might explain that users tend not to click, but if they click,
they are satisﬁed.
Discussion and Conclusions
Summary.
The current work proposes a novel way of interpreting the
clickthrough data recorded by web search engine logs. Most
works in the Literature on this topic concentrate in the per-
ceived relevance and the bias induced by the document posi-
tion in the ranking. The model we propose by-pass all these
problems by concentrating on the user behavior after she
clicks on a document and not on her decision to click. This
leads to relevance estimate based on the document useful-
ness for the user who choose to click the document instead
of its perceived relevance. An interesting consequence is
that the relevance is uncorrelated with the document click-
through rate (CTR). In fact, according to this model the
number of clicks on a document is related to the conﬁdence
in the relevance estimate, rather than the document rele-
vance itself.
The resulting model is easy and fast to learn. It is easily
cast into a binary classiﬁcation problem of relatively small
size: The number of features is the number of distinct docu-
ments that have been clicked during the sessions of a query.
The number of training examples is the number of clicks dur-
ing these sessions. Each query is treated separately, making
the learning trivial to paralellize.
We used the document relevance predicted by the model
as a feature for a“Learning to Rank”algorithm and we com-
p a r e dt h er e s u l t si nt e r m so f( n ) D C G @ 1a n d( n ) D C G @ 5 .
Although the feature set of the baseline function contains
click features as the CTR and other related statistics, and
although the baseline we are comparing against is extremely
high –the current ranking function of one of the leading com-
mercial search engine– we observe the new feature leads to a
signiﬁcant improvement in performance. In particular, the
feature is particularly useful for queries with a low number
of clicks per session in average (less than .3) and for queries
with a large average number of clicks (above 1.5). This is
particularly interesting because, unlike most click statistics
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Figure 6: The decision graph of a Session Utility
model extended to predict clicks.
which help with navigational queries, this feature is useful
for an harder class of queries: Informational queries and
queries with a high abandonment rate.
Future Work.
I nS e c t i o n3 . 1w ec o m p a r e dt h en e wm o d e lb o t hi nt e r m s
of its hypothesis and its performance with two other models
proposed recently in the Literature ([10, 6]). It should be rel-
atively straightforward to modify these models and extend
them to incorporate the ﬁndings of this work. The decision
process this suggest is illustrated in Fig. 6. Essentially, a
user would ﬁrst decide whether to examine a position. If he
decides to do so, then he would click on the document url
if the snippet is attractive. He would then consult the doc-
ument, a process that update the amount of utility he has
gathered. Based on this utility, he would decide to continue
the search or not. Such a model has the advantage of being
able to predict clicks, and to incorporate the notion that the
user accumulates utility until he stops his search.
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