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Abstract
We prove lower bounds for the error of optimal cubature formulae for d-variate functions
from Besov spaces of mixed smoothness Bαp,θ(G
d) in the case 0 < p, θ ≤ ∞ and α > 1/p, where
G
d is either the d-dimensional torus Td or the d-dimensional unit cube Id. We prove upper
bounds for QMC methods of integration on the Fibonacci lattice for bivariate periodic functions
from Bαp,θ(T
2) in the case 1 ≤ p ≤ ∞, 0 < θ ≤ ∞, α > 1/p. A non-periodic modification of
this classical formula yields upper bounds for Bαp,θ(I
2) if 1/p < α < 1 + 1/p. In combination
these results yield the correct asymptotic error of optimal cubature formulae for functions from
Bαp,θ(G
2) and indicate that a corresponding result is most likely also true in case d > 2. This
is compared to the correct asymptotic of optimal cubature formulae on Smolyak grids which
results in the observation that any cubature formula on Smolyak grids is never optimal for the
general setting.
Keywords Quasi-Monte-Carlo integration; Besov spaces of mixed smoothness; Fibonacci lat-
tice; B-spline representations; Smolyak grids.
Mathematics Subject Classifications (2000) 41A15 · 41A05 · 41A25 · 41A58 · 41A63.
1 Introduction
This paper deals with optimal cubature formulae of functions with mixed smoothness defined either
on the d-cube Id := [0, 1]d or the d-torus Td = [0, 1]d, where in each component interval [0, 1] the
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points 0 and 1 are identified. Functions defined on Td can be also considered as functions on Rd
which are 1-periodic in each variable. A general cubature formula is given by
Λn(Xn, f) :=
∑
xj∈Xn
λjf(x
j) (1.1)
and supposed to compute a good approximation of the integral
I(f) :=
∫
[0,1]d
f(x) dx (1.2)
within a reasonable computing time. The discrete set Xn = {xj}nj=1 of n integration knots in
[0, 1]d and the vector of weights Λn = (λ1, ..., λn) with the λj ∈ R are fixed in advance for a class
Fd of d-variate functions f on G
d, where Gd denotes either Td or Id. If the weight sequence is
constant 1/n, i.e., if Λn = (1/n, ..., 1/n) then we speak of a quasi-Monte-Carlo method (QMC)
and we denote
In(Xn, f) := Λn(Xn, f) .
The worst-case error of an optimal cubature formula with respect to the class Fd is given by
Intn(Fd) := inf
Xn,Λn
sup
f∈Fd
|I(f)− Λn(Xn, f)| , n ∈ N . (1.3)
Our main focus lies on integration in Besov-Nikol’skij spaces Bαp,θ(G
d) of mixed smoothness α,
where 0 < p, θ ≤ ∞ and α > 1/p. Let Uαp,θ(Gd) denote the unit ball in Bαp,θ(Gd). The present paper
is a continuation of the second author’s work [22] where optimal cubature of bivariate functions
from Uαp,θ(T
2) on Hammersley type point sets has been studied. Indeed, here we investigate the
asymptotic of the quantity Intn(U
α
p,θ(G
d)) where, in contrast to [22], the smoothness α can now
be larger or equal to 2. This by now classical research topic goes back to the work of Korobov [9],
Hlawka [8], and Bakhvalov [2] in the 1960s. In contrast to the quadrature of univariate functions,
where equidistant point grids lead to optimal formulas, the multivariate problem is much more
involved. In fact, the choice of proper sets Xn ⊂ Td of integration knots is connected with deep
problems in number theory, already for d = 2.
Spaces of mixed smoothness have a long history in the former Soviet Union, see [1, 5, 13, 19]
and the references therein, and continued attracting significant interest also in the last 5 years
[23, 21, 6]. Temlyakov [18] studied optimal cubature in the related Sobolev spaces Wαp (T
2) of
mixed smoothness as well as in Nikol’skij spaces Bαp,∞(T
2) by using formulae based on Fibonacci
numbers (see also [19, Thm. IV.2.6]). This highly nontrivial idea goes back to Bakhvalov [2] and
indicates once more the deep connection to number theoretical issues. In the present paper, we
extend these results to values θ <∞ and prove the relation
Intn(U
α
p,θ(T
2)) ≍ n−α(log n)(1−1/θ)+ , n ∈ N . (1.4)
As one would expect, also Fibonacci quasi-Monte-Carlo methods are optimal and yield the correct
asymptotic of Intn(U
α
p,θ(T
2)) in (1.4). Note that the case 0 < θ ≤ 1 is not excluded and the log-
term disappears. Thus, the optimal integration error decays as quickly as in the univariate case. In
fact, this represents one of the motivations to consider the third index θ. Note that the Fibonacci
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cubature formulae so far do not have a proper extension to d dimensions. Hence, the method in
Corollary 3.2 below does not help for general d > 2. For a partial result in case 1/p < α ≤ 1 and
arbitrary d let us refer to [10, 11, 12].
Not long ago, Triebel [20, Chapt. 5] proved that if 1 ≤ p, θ ≤ ∞ and 1/p < α < 1 + 1/p, then
n−α(log n)1−1/θ . Intn(U
α
p,θ(I
2)) . n−α(log n)α+1−1/θ , n ∈ N , (1.5)
by using integration knots from Smolyak grids [16]. The gap between upper and lower bounds in
(1.5) has been recently closed by the second named author [22]. Let us point out that, although
we have established the correct asymptotic (1.4) for Intn(U
α
p,θ(T
2)) in the periodic setting for all
α > 1/p, it is still open for Intn(U
α
p,θ(I
2)) and large α ≥ 1 + 1/p.
One of the main contributions of this paper is the lower bound
Intn(U
α
p,θ(G
d)) & n−α(log n)(d−1)(1−1/θ)+ , n ∈ N , (1.6)
for general d and all α > 1/p. As the main tool we use the B-spline representations of functions
from Besov spaces with mixed smoothness based on the first author’s work [6]. To establish (1.4)
we exclusively used the Fourier analytical characterization of bivariate Besov spaces of mixed
smoothness in terms of a decomposition of the frequency domain.
The results in the present paper (1.4) and (1.6) as well other particular results in [19], [10, 11, 12]
lead to the strong conjecture that
Intn(U
α
p,θ(G
d)) ≍ n−α(log n)(d−1)(1−1/θ)+ , n ∈ N , (1.7)
for all α > 1/p and all d > 1. In fact, the main open problem is the upper bound in (1.7) for d > 2
and α > 1. In a special case, namely for p = θ =∞, 0 < α < 1 and Gd = Td, the conjecture (1.7)
has been already proved by Temlyakov [19, Thms. IV.1.1 and IV.3.3] by showing that the Korobov
cubature formulae are optimal. Recently, Markhasin [10, 11, 12] proved (1.7) in case 1/p < α ≤ 1
for the slightly smaller classes Uαp,θ(I
d)q with vanishing boundary values on the “upper” and “right”
boundary faces of Id = [0, 1]d.
Moreover, in the present paper we are concerned with the problem of optimal cubature on
so-called Smolyak grids [16], given by
Gd(m) :=
⋃
k1+...+kd≤m
Ik1 × ...× Ikd (1.8)
where Ik := {2−kℓ : ℓ = 0, ..., 2k − 1}. If Λm = (λξ)ξ∈Gd(m), we consider the cubature formula
Λsm(f) := Λm(G
d(m), f) on Smolyak grids Gd(m) given by
Λsm(f) =
∑
ξ∈Gd(m)
λξf(ξ).
The quantity of optimal cubature Intsn(Fd) on Smolyak grids G
d(m) is then introduced by
Intsn(Fd) := inf
|Gd(m)|≤n,Λm
sup
f∈Fd
|f − Λsm(f)|. (1.9)
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For 0 < p, θ ≤ ∞ and α > 1/p, we obtain the correct asymptotic behavior
Intsn(U
α
p,θ(G
d)) ≍ n−α(log n)(d−1)(α+(1−1/θ)+) , n ∈ N , (1.10)
which, in combination with (1.4), shows that cubature formulae Λsm(f) on Smolyak gridsG
d(m) can
never be optimal for Intn(U
α
p,θ(T
2)). The upper bound of (1.10) follows from results on sampling
recovery in the L1-norm proved in [6]. For surveys and recent results on sampling recovery on
Smolyak grids see, for example, [4], [6], [14], and [15]. To obtain the lower bound we construct
test functions based on B-spline representations of functions from Bαp,θ(T
d). In fact, it turns out
that the errors of sampling recovery and numerical integration on Smolyak grids asymptotically
coincide.
The paper is organized as follows. In Section 2 we introduce the relevant Besov spaces Bαp,θ(G
d)
and our main tools, their B-spline representation as well as a Fourier analytical characterization
of bivariate Besov spaces Bαp,θ(T
2) in terms of a dyadic decomposition of the frequency domain.
Section 3 deals with the cubature of bivariate periodic and non-periodic functions from Uαp,θ(G
2)
on the Fibonacci lattice. In particular, we prove the upper bound of (1.4), whereas in Section 4
we establish the lower bound (1.6) for general d and all α > 1/p. Section 5 is concerned with the
relation (1.10) as well the asymptotic behavior of the quantity of optimal sampling recovery on
Smolyak grids.
Notation. Let us introduce some common notations which are used in the present paper. As
usual, N denotes the natural numbers, Z the integers and R the real numbers. The set Z+ collects
the nonnegative integers, sometimes we also use N0. We denote by T the torus represented as the
interval [0, 1] with identification of the end points. For a real number a we put a+ := max{a, 0}.
The symbol d is always reserved for the dimension in Zd, Rd, Nd, and Td. For 0 < p ≤ ∞
and x ∈ Rd we denote |x|p = (
∑d
i=1 |xi|p)1/p with the usual modification in case p = ∞. The
inner product between two vectors x, y ∈ Rd is denoted by x · y or 〈x, y〉. In particular, we have
|x|22 = x · x = 〈x, x〉. For a number n ∈ N we set [n] = {1, .., n}. If X is a (quasi-)Banach space,
the norm of an element f in X will be denoted by ‖f‖X . For real numbers a, b > 0 we use the
notation a . b if it exists a constant c > 0 (independent of the relevant parameters) such that
a ≤ cb. Finally, a ≍ b means a . b and b . a.
2 Besov spaces of mixed smoothness
Let us define Besov spaces of mixed smoothness Bαp,θ(G
d), where Gd denotes either Td or Id.
In order to treat both situations, periodic and non-periodic spaces, simultaneously, we use the
classical definition via mixed moduli of smoothness. Later we will add the Fourier analytical
characterization for spaces on T2 in terms of a decomposition in frequency domain. Let us first
recall the basic concepts. For univariate functions f : [0, 1] → C the ℓth difference operator ∆ℓh is
defined by
∆ℓh(f, x) :=
{ ∑ℓ
j=0(−1)ℓ−j
(ℓ
j
)
f(x+ jh) : x+ ℓh ∈ [0, 1],
0 : otherwise .
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Let e be any subset of [d]. For multivariate functions f : Id → C and h ∈ Rd the mixed (ℓ, e)th
difference operator ∆ℓ,eh is defined by
∆ℓ,eh :=
∏
i∈e
∆ℓhi and ∆
ℓ,∅
h = Id,
where Id f = f and the univariate operator ∆ℓhi is applied to the univariate function f by consid-
ering f as a function of variable xi with the other variables kept fixed. In case d = 2 we slightly
simplify the notation and use ∆ℓ(h1,h2) := ∆
ℓ,{1,2}
h , ∆
ℓ
h1,1
:= ∆
ℓ,{1}
h , and ∆
ℓ
h2,2
:= ∆
ℓ,{2}
h .
For 0 < p ≤ ∞, denote by Lp(Gd) the quasi-normed space of functions on Gd with finite pth
integral quasi-norm ‖ · ‖p := ‖ · ‖Lp(Gd) if 0 < p <∞, and sup-norm ‖ · ‖∞ := ‖ · ‖L∞(Gd) if p =∞.
Let
ωeℓ(f, t)p := sup
|hi|<ti,i∈e
‖∆ℓ,eh (f)‖p , t ∈ Id,
be the mixed (ℓ, e)th modulus of smoothness of f ∈ Lp(Gd) (in particular, ω∅ℓ (f, t)p = ‖f‖p) . Let
us turn to the definition of the Besov classes Bαp,θ(G
d). For 0 < p, θ ≤ ∞, α > 0 and ℓ > α we
introduce the quasi-semi-norm |f |Bα,e
p,θ
(Gd) for functions f ∈ Lp(Gd) by
|f |Bα,e
p,θ
(Gd) :=


(∫
Id
[∏
i∈e t
−α
i ω
e
ℓ (f, t)p
]θ∏
i∈e t
−1
i dt
)1/θ
: θ <∞ ,
supt∈Id
∏
i∈e t
−α
i ω
e
ℓ(f, t)p : θ =∞
(in particular, |f |
Bα,∅
p,θ
(Gd)
= ‖f‖p).
Definition 2.1 For 0 < p, θ ≤ ∞ and 0 < α < ℓ the Besov space Bαp,θ(Gd) is defined as the set of
functions f ∈ Lp(Gd) for which the Besov quasi-norm ‖f‖Bα
p,θ
(Gd) is finite. The Besov quasi-norm
is defined by
‖f‖Bα
p,θ
(Gd) :=
∑
e⊂[d]
|f |Bα,e
p,θ
(Gd).
The space of periodic functions Bαp,θ(T
d) can be considered as a subspace of Bαp,θ(I
d).
2.1 B-spline representations on Id
For a given natural number r ≥ 2 let N be the cardinal B-spline of order r with support [0, r], i.e.,
N(x) = (χ ∗ · · · ∗ χ)︸ ︷︷ ︸
r−fold
(x) , x ∈ R ,
where χ(x) denotes the indicator function of the interval [0, 1] . We define the integer translated
dilation Nk,s of N by
Nk,s(x) := N(2
kx− s), k ∈ Z+, s ∈ Z,
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and the d-variate B-spline Nk,s(x), k ∈ Zd+, s ∈ Zd, by
Nk,s(x) :=
d∏
i=1
Nki,si(xi) , x ∈ Rd . (2.1)
Let Jd(k) := {s ∈ Zd+ : −r < sj < 2kj , j ∈ [d]} be the set of s for which Nk,s do not vanish
identically on Id, and denote by Σd(k) the span of the B-splines Nk,s, s ∈ Jd(k). If 0 < p ≤ ∞,
for all k ∈ Zd+ and all g ∈ Σd(k) such that
g =
∑
s∈Jd(k)
asNk,s, (2.2)
there is the quasi-norm equivalence
‖g‖p ≍ 2−|k|1/p
( ∑
s∈Jd(k)
|as|p
)1/p
. (2.3)
with the corresponding change when p =∞.
We extend the notation x+ := max{0, x} to vectors x ∈ Rd by putting x+ := ((x1)+, ..., (xd)+) .
Furthermore, for a subset e ⊂ {1, ..., d} we define the subset Zd+(e) ⊂ Zd by Zd+(e) := {s ∈ Zd+ :
si = 0, i /∈ e}. For a proof of the following lemma we refer to [6, Lemma 2.3].
Lemma 2.2 Let 0 < p ≤ ∞, 0 < τ ≤ min{p, 1}, δ = min{r, r − 1 + 1/p}. If the continuous
function g on Id is represented by the series g =
∑
k∈Zd
+
gk with convergence in C(I
d), where
gk ∈ Σdr(k), then we have for any ℓ ∈ Zd+(e),
ωer(g, 2
−ℓ)p ≤ C
( ∑
k∈Zd
+
[
2−δ|(ℓ−k)+|1‖gk‖p
]τ)1/τ
,
whenever the sum on the right-hand side is finite. The constant C is independent of g and ℓ .
As a next step, we obtain as a consequence of Lemma 2.2 the following result. Its proof is
similar to the one in [6, Theorem 2.1(ii)] (see also [7, Lemma 2.5]). The main tool is an application
of the discrete Hardy inequality, see [6, (2.28)–(2.29)].
Lemma 2.3 Let 0 < p, θ ≤ ∞ and 0 < α < min{r, r − 1 + 1/p}. Let further g be a continuous
function on Id which is represented by a series
g =
∑
k∈Zd
+
∑
s∈Jd(k)
ck,sNk,s
with convergence in C(Id), and the coefficients ck,s satisfy the condition
B(g) :=
( ∑
k∈Zd
+
2θ(α−1/p)|k|1
[ ∑
s∈Jd(k)
|ck,s|p
]θ/p)1/θ
< ∞
with the change to sup for θ =∞. Then g belongs the space Bαp,θ(Id) and
‖g‖Bα
p,θ
(Id) . B(g).
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2.2 The tensor Faber basis in two dimensions
Let us collect some facts about the important special case r = 2 of the cardinal B-spline system.
The resulting system is called “tensor Faber basis”. In this subsection we will mainly focus on a
converse statement to Lemma 2.3 in two dimensions.
To simplify notations let us introduce the set N−1 = N0 ∪{−1}. Let further D−1 := {0, 1} and
Dj := {0, ..., 2j − 1} if j ≥ 0 . Now we define for j ∈ N−1 and m ∈ Dj
vj,m(x) =


2j+1(x− 2−jm) : 2−jm ≤ x ≤ 2−jm+ 2−j−1,
2j+1(2−j(m+ 1)− x) : 2−jm+ 2−j−1 ≤ x ≤ 2−j(m+ 1),
0 : otherwise .
(2.4)
Let now j = (j1, j2) = N
2
−1, Dj = Dj1×Dj2 and m = (m1,m2) ∈ Dj . The bivariate (non-periodic)
Faber basis functions result from a tensorization of the univariate ones, i.e.,
v(j1,j2),(m1,m2)(x1, x2) =


vm1(x1)vm2(x2) : j1 = j2 = −1,
vm1(x1)vj2,m2(x2) : j1 = −1, j2 ∈ N0,
vj1,m1(x1)vm2(x2) : j1 ∈ N0, j2 = −1,
vj1,m1(x1)vj2,m2(x2) : j1, j2 ∈ N0 ,
(2.5)
see also [20, 3.2]. For every continuous bivariate function f ∈ C(I2) we have the representation
f(x) =
∑
j∈N2−1
∑
m∈Dj
D2j,m(f)vj,m(x) , (2.6)
where now
D2j,k(f) =


f(m1,m2) : j = (−1,−1),
−12∆22−j1−1,1(f, (2−j1m1, 0)) : j = (j1,−1),
−12∆22−j2−1,2(f, (0, 2−j2m2)) : j = (−1, j2),
1
4∆
2,2
(2−j1−1,2−j2−2)
(f, (2−j1m1, 2
−j2m2)) : j = (j1, j2) .
The following result states the converse inequality to Lemma 2.3 in the particular situation of the
bivariate tensor Faber basis. For the proof we refer to [6, Thm. 4.1] or [20, Thm. 3.16]. Note that
in the latter reference the additional stronger restriction 1/p < α < min{2, 1 + 1/p} comes into
play. However, it is not needed for this relation.
Lemma 2.4 Let 0 < p, θ ≤ ∞ and 1/p < α < 2. Then we have for any f ∈ Bαp,θ(I2),[ ∑
j∈N2−1
2|j|1(α−1/p)θ
( ∑
k∈Dj
|D2j,k(f)|p
)θ/p]1/θ
. ‖f‖Bα
p,θ
(I2). (2.7)
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The following lemma is a periodic version of Lemma 2.3 for the tensor Faber basis. For a proof
we refer to [22, Prop. 3.6].
Lemma 2.5 Let 0 < p, θ ≤ ∞ and 1/p < α < 1 + min{1/p, 1}. Then we have for all f ∈ C(T2),
‖f‖Bα
p,θ
(T2) .
[ ∑
j∈N2−1
2|j|1(α−1/p)θ
( ∑
k∈Dj
|D2j,k(f)|p
)θ/p]1/θ
whenever the right-hand side is finite. Moreover, if the right-hand side is finite, we have that
f ∈ Bαp,θ(T2) .
2.3 Decomposition of the frequency domain
We consider the Fourier analytical characterization of bivariate Besov spaces of mixed smoothness.
The characterization comes from a partition of the frequency domain. The following assertions
have counterparts also for d > 2, see [21]. Here, we will need it just for d = 2.
Definition 2.6 Let Φ(R) be defined as the collection of all systems ϕ = {ϕj(x)}∞j=0 ⊂ C∞0 (R)
satisfying
(i) supp ϕ0 ⊂ {x : |x| ≤ 2} ,
(ii) supp ϕj ⊂ {x : 2j−1 ≤ |x| ≤ 2j+1} , j = 1, 2, ...,
(iii) For all ℓ ∈ N0 it holds sup
x,j
2jℓ |Dℓϕj(x)| ≤ cℓ <∞ ,
(iv)
∞∑
j=0
ϕj(x) = 1 for all x ∈ R.
Remark 2.7 The class Φ(R) is not empty. Consider the following example. Let ϕ0(x) ∈ C∞0 (R)
be smooth function with ϕ0(x) = 1 on [−1, 1] and ϕ0(x) = 0 if |x| > 2. For j > 0 we define
ϕj(x) = ϕ0(2
−jx)− ϕ0(2−j+1x).
Now it is easy to verify that the system ϕ = {ϕj(x)}∞j=0 satisfies (i) - (iv).
Now we fix a system {ϕj}∞j=0 ∈ Φ(R). For j = (j1, j2) ∈ Z2 let the building blocks fj be given by
δj(f)(x) =
∑
k∈Z2
ϕj1(k1)ϕj2(k2)fˆ(k)e
i2πk·x , (2.8)
where we put fj = 0 if min{j1, j2} < 0.
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Lemma 2.8 Let 0 < p, θ ≤ ∞ and α ∈ R. Then Bαp,θ(T2) is the collection of all f ∈ Lp(T2) ∩
L1(T
2) such that
‖f |Bαp,θ(T2)‖ :=
( ∑
j∈N2
0
2|j|1αθ‖δj(f)‖θp
)1/θ
(2.9)
is finite (usual modification in case q =∞). Moreover, the quasi-norms ‖·‖Bα
p,θ
(T2) and ‖·|Bαp,θ(T2)‖
are equivalent.
Proof. For the bivariate case we refer to [13, 2.3.4]. See [21] for the corresponding characterizations
of Besov-Lizorkin-Triebel spaces with dominating mixed smoothness on Rd and Td.
3 Integration on the Fibonacci lattice
In this section we will prove upper bounds for Intn(U
α
p,θ(G
2)) which are realized by Fibonacci
cubature formulas. If G = T we obtain sharp results for all α > 1/p whereas we need the
additional condition 1/p < r < 1 + 1/p if G = I. The restriction to d = 2 is due the concept of
the Fibonacci lattice rule which so far does not have a proper extension to d > 2. The Fibonacci
numbers given by
b0 = b1 = 1 , bn = bn−1 + bn−2 , n ≥ 2 , (3.1)
play the central role in the definition of the associated integration lattice. In the sequel, the symbol
bn is always reserved for (3.1). For n ∈ N we are going to study the Fibonacci cubature formula
Φn(f) := Ibn(Xbn , f) =
1
bn
bn−1∑
µ=0
f(xµ) (3.2)
for a function f ∈ C(T2), where the lattice Xbn is given by
Xbn :=
{
xµ =
( µ
bn
,
{
µ
bn−1
bn
})
: µ = 0, ..., bn − 1
}
, n ∈ N . (3.3)
Here, {x} denotes the fractional part, i.e., {x} := x − ⌊x⌋ of the positive real number x. Note
that Φn(f) represents a special Korobov type [9] integration formula. The idea to use Fibonacci
numbers goes back to [2] and was later used by Temlyakov [18] to study integration in spaces with
mixed smoothness (see also the recent contribution [3]). We will first focus on periodic functions
and extend the results later to the non-periodic situation.
3.1 Integration of periodic functions
We are going to prove the theorem below which extends Temlyakov’s results [19, Thm. IV.2.6]
on the spaces Bαp,∞(T
2), to the spaces Bαp,θ(T
2) with 0 < θ ≤ ∞. By using simple embedding
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properties, our results below directly imply Temlyakov’s earlier results [19, Thm. IV.2.1], [3, Thm.
1.1] on Sobolev spaces W rp (T
2). Let us denote by
Rn(f) := Φn(f)− I(f)
the Fibonacci integration error.
Theorem 3.1 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞ and α > 1/p. Then there exists a constant c > 0
depending only on α, p and θ such that
sup
f∈Uα
p,θ
(T2)
|Rn(f)| ≤ c b−αn (log bn)(1−1/θ)+ , n ∈ N .
We postpone the proof of this theorem to Subsection 3.2.
Corollary 3.2 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞ and α > 1/p. Then there exists a constant c > 0
depending only on α, p and θ such that
Intn(U
α
p,θ(T
2)) ≤ c n−α(log n)(1−1/θ)+ , n ∈ N .
Proof. Fix n ∈ N and let m ∈ N such that bm−1 < n ≤ bm. Put U := Uαp,θ(T2). Clearly, we have
by Theorem 3.1
Intn(U) ≤ Intbm−1(U) . b−αm−1(log bm−1)(1−1/θ)+ ≤ n−α(log n)(1−1/θ)+ ·
( n
bm−1
)α
.
By definition n/bm−1 ≤ bm/bm−1. It is well-known that
lim
m→∞
bm
bm−1
= τ ,
where τ represents the inverse Golden Ratio. The proof is complete.
Note that the case 0 < θ ≤ 1 is not excluded here. In this case we obtain the upper bound
n−α without the log term. Consequently, optimal cubature for this model of functions behaves
like optimal quadrature for Bαp,θ(T). We conjecture the same phenomenon for d-variate functions.
This gives one reason to vary the third index θ in [0,∞].
3.2 Proof of Theorem 3.1
Let us divide the proof of Theorem 3.1 into several steps. The first part of the proof follows
Temlyakov [19, pages 220,221]. To begin with we will consider the integration error Rn(f) for a
trigonometric polynomial f on T2. Let f(x) =
∑
k∈Z2 fˆ(k)e
2πik·x be the Fourier series of f . Then
clearly, Φn(f) =
∑
k∈Z2 fˆ(k)Φn(e
2πik·) and I(f) = fˆ(0). Therefore, we obtain
Rn(f) =
∑
k∈Z2
k 6=0
fˆ(k)Φn(k) , (3.4)
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where Φn(k) := Φn(e
2πik·) , k ∈ Z2. By definition, we have that
Φn(k) =
1
bn
bn−1∑
µ=0
e
2πiµ
(
k1+bn−1k2
bn
)
, (3.5)
and hence
Φn(k) =
{
1 : k ∈ L(n) ,
0 : k /∈ L(n) , (3.6)
where
L(n) = {k = (k1, k2) ∈ Z2 : k1 + bn−1k2 ≡ 0 (mod bn)} . (3.7)
In fact, by the summation formula for the geometric series, we obtain from (3.5) that
Φn(k) =
1
bn
e2πi(k1+bn−1k2) − 1
e
2πi
(
k1+bn−1k2
bn
)
− 1
= 0
in case e
2πi
(
k1+bn−1k2
bn
)
6= 1 or, equivalently, k /∈ L(n). If k ∈ L(n) then (3.5) returns Φn(k) = 1.
Next we will study the structure of the set L(n) \{0}. Let us define the discrete sets Γ(η) ⊂ Z2 by
Γ(η) = {(k1, k2) ∈ Z2 : max{1, |k1|} ·max{1, |k2|} ≤ η} , η > 0.
The following two Lemmas are essentially Lemma IV.2.1 and Lemma IV.2.2, respectively, in [19].
They represent useful number theoretic properties of the set L(n). For the sake of completeness
we provide a detailed proof of Lemma 3.4 below.
Lemma 3.3 There exists a universal constant γ > 0 such that for every n ∈ N,
Γ(γbn) ∩
(
L(n) \ {0}) = ∅ . (3.8)
Proof. See Lemma IV.2.1 in [19].
Lemma 3.4 For every n ∈ N the set L(n) can be represented in the form
L(n) =
{(
ubn−2 − vbn−3, u+ 2v) : u, v ∈ Z
}
. (3.9)
Proof. Let L˜(n) =
{
(ubn−2 − vbn−3, u+ 2v) : u, v ∈ Z
}
.
Step 1. We prove L˜(n) ⊂ L(n). For k ∈ L˜(n) we have to show that k1 + bn−1k2 = ℓbn for
some ℓ ∈ Z. Indeed, ubn−2 − vbn−3 + bn−1(u+ 2v) = ubn + vbn−2 + vbn−1 = bn(u+ v).
Step 2. We prove L(n) ⊂ L˜(n). For k = (k1, k2) ∈ L(n) we have to find u, v ∈ Z such that
the representation k1 = ubn−2 − vbn−3 and k2 = u + 2v holds true. Indeed, since k ∈ L(n), we
have that k1 + bn−1k2 = k1 + (bn−3 + bn−2)k2 = ℓbn = ℓ(bn−3 + 2bn−2) for some ℓ ∈ Z. The last
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identity implies k1 = (ℓ− k2)bn−3 + (2ℓ− k2)bn−2. Putting v = k2 − ℓ and u = 2ℓ− k2 yields the
desired representation.
In the following, we will use a different argument than the one used by Temlyakov to deal with
the case θ =∞. We will modify the definition of the functions χs introduced in [19] before (2.37)
on page 229. This allows for the an alternative argument in order to incorporate the case p = 1 in
the proof of Lemma 3.5 below. Let us also mention, that the argument to establish the relation
between (2.25) and (2.26) in [19] on page 226 requires some additional work, see Step 3 of the
proof of Lemma 3.5 below.
For s ∈ N0 we define the discrete set ρ(s) = {k ∈ Z : 2s−2 ≤ |k| < 2s+2} if s ∈ N and
ρ(s) = [−4, 4] if s = 0. Accordingly, let v0(·), v(·), vs(·), s ∈ N, be the piecewise linear functions
given by
v0(t) =


1 : |t| ≤ 2 ,
−12 |t|+ 2 : 2 < |t| ≤ 4
0 : otherwise ,
v(·) = v0(·) − v0(8·), and vs(·) = v(·/2s). Note that vs is supported on ρs. Moreover, v0 ≡ 1 on
[−2, 2] and vs ≡ 1 on {x : 2s−1 ≤ |x| ≤ 2s+1}. For j = (j1, j2) ∈ N20 we put
ρ(j1, j2) = ρ(j1)× ρ(j2) and vj = vj1 ⊗ vj2 .
We further define the associated bivariate trigonometric polynomial
χs(x) =
∑
k∈L(n)
vs(k)e
2πik·x.
Our next goal is to estimate ‖χs‖p for 1 ≤ p ≤ ∞.
Lemma 3.5 Let 1 ≤ p ≤ ∞, s ∈ N20, and n ∈ N. Then there is a constant c > 0 depending only
on p such that
‖χs‖p ≤ c
(
2|s|1/bn
)1−1/p
. (3.10)
Proof. Step 1. Observe first by Lemma 3.4 that
χs(x) =
∑
k∈Z2
vs(Bnk)e
2π〈Bnk,x〉 =
∑
k∈Z2
vs(Bnk)e
2πi〈k,B∗nx〉 , (3.11)
where
Bn =
(
bn−1 −bn−3
1 2
)
.
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It is obvious that detBn = bn, which will be important in the sequel. Clearly, if ε > 0 is small
enough we obtain
‖χs‖∞ ≤
∑
k∈Z2
vs(Bnk) ≤
∑
(x,y)∈B−1n (ρ(s))
1
=
1
4ε2
∫
(B−1n (ρ(s)))ε
d(x, y) .
∫
B−1n (Q(s))
d(x, y) =
1
detBn
∫
Q(s)
d(u, v)
≍ 2
|s|1
bn
.
(3.12)
We used the notation Mε := {z ∈ R2 : ∃x ∈ M such that |x − z|∞ < ε} for a set M ⊂ R2 and
Q(s) = {x ∈ R2 : 2sj−3 ≤ |xj | < 2sj+3, j = 1, 2} (modification in case s = 0). This proves (3.10) in
case p =∞.
Step 2. Let us deal with the case p = 1. By (3.11) we have that χs(·) = ηs(B∗n·), where ηs
is the trigonometric polynomial given by
ηs(x) =
∑
k∈Z2
vs(Bnk)e
2πik·x , x ∈ T2 .
By Poisson’s summation formula we infer that ηs(·) =
∑
ℓ∈Z2 F−1[vs(Bn·)](·+ ℓ). Consequently,
‖ηs‖1 =
∫
T2
|ηs(x)| dx ≤
∑
ℓ∈Z2
∫
[0,1]2
|F−1[vs(Bn·)](x+ ℓ)| dx = ‖F−1[vs(Bn·)]‖L1(R2) .
The homogeneity of the Fourier transform implies then
‖ηs‖1 = ‖F−1vs‖L1(R2) = ‖F−1vs‖L1(R2) , (3.13)
where the function vs is one of the four possible tensor products of the univariate functions v0 and
v depending on s. Since these functions are piecewise linear we obtain from (3.13) the relation
‖ηs‖1 . 1.
Step 3. It remains to show ‖ηs(B∗n·)‖1 . ‖ηs‖1 which implies (3.10) in case p = 1. In fact,∫
T2
|ηs(B∗nx)| dx =
1
bn
∫
B∗n(0,1)
2
|ηs(x)| dx . (3.14)
Note that B∗n is a 2× 2 matrix with integer entries. Therefore, the set B∗n(0, 1)2 is a 2-dimensional
parallelogram equipped with four corner points belonging to Z2 and |B∗n(0, 1)2| = |detB∗n| = bn.
In order to estimate the right-hand side of (3.14) we will cover the set B∗n(0, 1)
2 by G =
⋃m
i=1(k
i+
[0, 1]2) with properly chosen integer points ki, i = 1, ...,m. By employing the periodicity of ηs this
yields
1
bn
∫
B∗n(0,1)
2
|ηs(x)| dx ≤ m
bn
∫
T2
|ηs(x)| dx = m
bn
‖ηs‖1 . (3.15)
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Thus, the problem boils down to bounding the number m properly, i.e., by cbn, where c is a uni-
versal constant not depending on n. Since, B∗n(0, 1)
2 is determined by four integer corner points,
the length of each face is at least
√
2 for all n. Therefore, independently of n we need ℓ parallel
translations pi + B∗n(0, 1)
2, i = 1, ..., ℓ, where the pi are integer multiples of the corner points
of B∗n(0, 1)
2 to floor a part F =
⋃ℓ
i=1(p
i + B∗n(0, 1)
2 of the plane R2 which contains all squares
k+ [0, 1]2 satisfying (k+ [0, 1]2)∩B∗n(0, 1)2 6= ∅. By comparing the area we obtain m ≤ |F | = ℓbn,
where ℓ is universal. Using (3.15) we obtain finally ‖ηs(B∗n·)‖1 . ‖ηs‖1 .
Step 4. In the previous steps we proved (3.10) in case p = 1 and p = ∞. What remains is a
consequence of the following elementary estimate. If 1 < p <∞, then
‖χs‖p =
(∫
T2
|χs(x)|p−1|χs(x)| dx
)1/p ≤ ‖χs‖1−1/p∞ · ‖χs‖1/p1 .
The proof is complete.
Now we are ready to prove the main result, Theorem 3.1. From the continuous embedding of
Bαp,θ(T
2) into Bαp,1(T
2) for 0 < θ < 1, it is enough to prove the theorem for 1 ≤ θ ≤ ∞. By (3.4)
the integration is given by
|Rn(f)| =
∣∣∣ ∑
k∈L(n)\{0}
fˆ(k)
∣∣∣ .
For j ∈ N20 we define ϕj = ϕj1 ⊗ ϕj2 , where ϕ = {ϕs}∞s=0 is a smooth decomposition of unity
according to Definition 2.6. By exploiting
∑
j∈N2
0
ϕj(x) = 1, x ∈ R2, we can rewrite the error as
follows
|Rn(f)| =
∣∣∣ ∑
k∈L(n)\{0}
( ∑
j∈Z2
ϕj(k)
)
fˆ(k)
∣∣∣ = ∣∣∣ ∑
j∈Z2
∑
k∈L(n)\{0}
ϕj(k)fˆ (k)
∣∣∣ .
Taking the support of the functions ϕj into account, see Definition 2.6, we obtain by Lemma
3.3 that there is a constant c such that
∑
k∈L(n)\{0} ϕj(k)fˆ (k) = 0 whenever |j|1 < log bn − c.
Furthermore, by using the trigonometric polynomials χj, introduced in Lemma 3.5, we get for
j 6= 0 the identity ∑
k∈L(n)\{0}
ϕj(k)fˆ(k) = 〈δj(f), χj〉 ,
where δj(f) is defined in (2.8). Indeed, here we use the fact, that vj ≡ 1 on supp ϕj . Hence, we
can rewrite the error once again and estimate taking Lemma 3.5 into account
|Rn(f)| =
∣∣∣ ∑
|j|1≥log bn−c
〈δj(f), χj〉
∣∣∣ ≤ ∑
|j|1≥log bn−c
‖δj(f)‖p · ‖χj‖p′
.
∑
|j|1≥log bn−c
(2|j|1
bn
)1/p‖δj(f)‖p (3.16)
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with 1/p + 1/p′ = 1. Applying Ho¨lder’s inequality for 1/θ + 1/θ′ = 1 we obtain (see Lemma 2.8)
|Rn(f)| . ‖f |Bαp,θ(T2)‖ ·
( ∑
|j|1≥Jn
2−α|j|1θ
′(
2|j|1/bn)
θ′/p
)1/θ′
. b−1/pn
( ∑
|j|1≥Jn
2−|j|1(α−1/p)θ
′
)1/θ′ (3.17)
for f ∈ Uαp,θ(T2), where we put Jn := log bn − c. We decompose the sum on the right-hand side
into 3 parts ∑
|j|1≥Jn
≤
∑
|j|1≥Jn
ji≤Jn,i=1,2
+
∑
j1>Jn
j2≥0
+
∑
j2>Jn
j1≥0
.
The first sum yields (recall that α > 1/p)
∑
|j|1≥Jn
ji≤Jn,i=1,2
2−|j|1(α−1/p)θ
′
.
∞∑
u=Jn
Jn∑
j2=0
2−u(α−1/p)θ
′
. b−(α−1/p)θ
′
n log bn .
Let us consider the second sum, the third one goes similarly. We have
∑
j1>Jn
j2≥0
2−|j|1(α−1/p)θ
′
=
∞∑
j1=Jn
2−j1(α−1/p)θ
′
∞∑
j2=0
2−j2(α−1/p)θ
′
. b−(α−1/p)θ
′
n .
Putting everything into (3.17) yields finally
|Rn(f)| . b−αn
(
log bn
)1/θ′
= b−αn
(
log bn
)1−1/θ
.
Of course, we have to modify the argument slightly in case θ = 1, i.e., θ′ =∞. The sum in (3.17)
has to be replaced by a supremum. Then we immediately obtain
sup
|j1|≥Jn
2−|j|1(α−1/p) . b−(α−1/p)n ,
which yields
|Rn(f)| . b−αn .
Note that we do not have any log-term in this case. The proof is complete.
3.3 Integration of non-periodic functions
The problem of the optimal numerical integration of non-periodic functions is more involved. The
cubature formula below is a modification of (3.2) involving additional boundary values of the
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function under consideration. Let n ∈ N and N = 5bn − 2 then we put (Xbn is defined in (3.3))
QN (f) :=
1
bn
∑
(xi,yi)∈Xbn
f(xi, yi)
+
1
bn
∑
(xi,yi)∈Xbn
[(
yi − 1
2
)(
f(xi, 0) − f(xi, 1)
)
+
(
xi − 1
2
)(
f(0, yi)− f(1, yi)
)]
+
( 1
2bn
− 1
4
+
1
bn
∑
(xi,yi)∈Xbn
xiyi
)(
f(0, 0) − f(1, 0) + f(1, 1)− f(0, 1)) .
(3.18)
Let us denote by
RN (f) := QN (f)− I(f)
the cubature error for a non-periodic function f ∈ Bαp,θ(I2) with respect to the method QN . The
following theorem gives an upper bound for the worst-case cubature error of the method QN with
respect to the class Uαp,θ(I
2).
Theorem 3.6 Let 1 ≤ p, θ ≤ ∞ and 1/p < α < 1 + 1/p. Let bn denote the nth Fibonacci number
for n ∈ N, and N = 5bn − 2. Then we have
sup
f∈Uα
p,θ
(I2)
|RN (f)| ≤ CN−α(logN)(1−1/θ)+ . (3.19)
Proof. By (2.6) we can decompose a function f ∈ Uαp,θ(I2) into
f(x, y) = f0(x, y) + (1− y)f1(x) + yf2(x)
+ (1− x)f3(y) + xf4(y)
+ f(0, 0)(1 − x)(1− y) + f(1, 0)x(1 − y) + f(0, 1)(1 − x)y + f(1, 1)xy ,
(3.20)
where
f0(x, y) =
1
4
∑
(j1,j2)∈N20
∑
m∈Dj1×Dj2
∆2,2
(2−j1−1,2−j2−2)
(f, (2−j1m1, 2
−j2m2))vj1,m1(x)vj2,m2(y) ,
and
f1(x) = −1
2
∑
j∈N0
∑
m∈Dj
∆22−j−1,1(f, (2
−jm, 0))vj,m(x) ,
f2(x) = −1
2
∑
j∈N0
∑
m∈Dj
∆22−j−1,1(f, (2
−jm, 1))vj,m(x) ,
f3(y) = −1
2
∑
j∈N0
∑
m∈Dj
∆22−j−1,2(f, (0, 2
−jm))vj,m(y) ,
f4(y) = −1
2
∑
j∈N0
∑
m∈Dj
∆22−j−1,2(f, (0, 2
−jm))vj,m(y) .
(3.21)
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The functions f0, ..., f4 have vanishing boundary values and, therefore, are periodic functions on
T
2. Moreover, Lemmas 2.4 and 2.5 (and its univariate version) imply that f0 ∈ Uαp,θ(T2) and
f1, ..., f4 ∈ Uαp,θ(T) . Note that at this point the condition 1/p < α < 1+1/p is required. Applying
the cubature formula QN to (3.20) yields
QNf = QNf0 +QN [(1− y)f1(x)] +QN [yf2(x)]
+QN [(1− x)f3(y)] +QN [xf4(y)]
+ f(0, 0)QN [(1− x)(1 − y)] + f(1, 0)QN [x(1 − y)]
+ f(0, 1)QN [(1− x)y] + f(1, 1)QN [xy] .
(3.22)
Taking the definition of QN in (3.18) into account we deduce that
QNf0 =
1
bn
∑
(xi,yi)∈Xbn
f(xi, yi) (3.23)
and
QN [(1 − y)f1(x)] = 1
bn
∑
(xi,yi)∈Xbn
(1− yi)f1(xi) + 1
bn
∑
(xi,yi)∈Xbn
(yi − 1/2)f1(xi)
=
1
2bn
∑
(xi,yi)∈Xbn
f1(xi) .
(3.24)
Analogously, we obtain
QN [yf2(x)] =
1
2bn
∑
(xi,yi)∈Xbn
f2(xi) , QN [(1− x)f3(y)] = 1
2bn
∑
(xi,yi)∈Xbn
f3(yi) ,
QN [xf4(y)] =
1
2bn
∑
(xi,yi)∈Xbn
f4(yi) .
(3.25)
Additionally, we get
f(1, 1)QN [xy] =f(1, 1)
[( 1
2bn
− 1
4
+
1
bn
∑
(xi,yi)∈Xbn
xiyi
)
+
1
bn
∑
(xi,yi)∈Xbn
(
xiyi + (1/2 − yi)xi + (1/2− xi)yi
)]
=f(1, 1)
[ 1
2bn
− 1
4
+
1
2bn
∑
(xi,yi)∈Xbn
xi +
1
2bn
∑
(xi,yi)∈Xbn
yi
]
.
(3.26)
It turns out that
1
bn
∑
(xi,yi)∈Xbn
xi =
1
bn
∑
(xi,yi)∈Xbn
yi =
1
2
− 1
2bn
. (3.27)
In fact,
1
bn
∑
(xi,yi)∈Xbn
xi =
1
b2n
bn−1∑
µ=0
µ =
bn(bn − 1)
2b2n
=
1
2
− 1
2bn
.
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Furthermore,
1
bn
∑
(xi,yi)∈Xbn
yi =
1
bn
bn−1∑
µ=1
{
µ
bn−1
bn
}
=
1
bn
bn−1∑
µ=1
[1
2
− 1
2πi
∑
k∈Z
e2πikx
k
]
x=µbn−1/bn
, (3.28)
where we used the identity
x =
1
2
− 1
2πi
∑
k∈Z
e2πikx
k
, x ∈ T \ {0} .
Thus, (3.28) yields
1
bn
∑
(xi,yi)∈Xbn
yi =
1
2
− 1
2bn
− lim
N→∞
1
2πi
∑
1≤|k|≤N
1
k
1
bn
bn−1∑
µ=1
e2πikµ
bn−1
bn . (3.29)
Since bn−1 and bn do not have a common divisor we have
1
bn
bn−1∑
µ=1
e2πikµ
bn−1
bn =
{
1− 1bn : k/bn ∈ Z ,
− 1bn : otherwise .
The important thing is that 1bn
∑bn−1
µ=1 e
2πikµ
bn−1
bn does not depend on k. Therefore, the sum on the
right-hand side in (3.29) vanishes and we obtain (3.27) . Hence, (3.26) simplifies to
f(1, 1)QN [xy] =
1
4
f(1, 1) .
In the same way we obtain
f(0, 0)QN [(1− x)(1 − y)] = 1
4
f(0, 0) ,
f(1, 0)QN [x(1− y)] = 1
4
f(1, 0) ,
f(0, 1)QN [(1− x)y] = 1
4
f(0, 1) .
(3.30)
Let us now estimate the error |RN (f)| = |I(f)f −QNf |. By triangle inequality we obtain
|I(f)−QNf | ≤|I(f0)−QN (f0)|
+ |I[(1− y)f1(x)]−QN [(1 − y)f1(x)]|+ |I[yf2(x)]−QN [yf2(x)]|
+ |I[(1− x)f3(y)]−QN [(1 − x)f3(y)]|+ |I[xf4(y)]−QN [xf4(y)]| .
(3.31)
Note that the remaining error terms disappear, since by (3.30) the last four functions in the
decomposition (3.22) are integrated exactly. Since f0 ∈ Uαp,θ(T2) we obtain by Theorem 3.1 the
bound
|I(f0)−QN (f0)| . b−αn (log bn)(1−1/θ)+ . N−α(logN)(1−1/θ)+ .
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Let us now estimate the second summand in (3.31). By using (3.24) and the fact that f1 ∈ Uαp,θ(T)
we see
|I[(1 − y)f1(x)]−QN [(1− y)f1(x)]| = 1
2
∣∣∣ 1
bn
∑
(xi,yi)∈Xbn
f(xi)− I(f1)
∣∣∣ . b−αn . N−α .
Finally, by using (3.25) we can estimate the remaining terms in (3.31) in a similar fashion. Alto-
gether we end up with (3.19) which concludes the proof.
4 Lower bounds for optimal cubature
This section is devoted to lower bounds for the d-variate integration problem. The following
theorem represents the main result of this section.
Theorem 4.1 Let 0 < p, θ ≤ ∞ and α > 1/p. Then we have
Intn(U
α
p,θ(T
d)) & n−α log(d−1)(1−1/θ)+ n.
Proof. Observe that
Intn(Fd) ≥ inf
Xn={xj}nj=1⊂T
d
sup
f∈Fd: f(xj)=0, j=1,...,n
|I(f)| . (4.1)
Fix an integer r ≥ 2 so that α < min{r, r − 1 + 1/p} and let ν ∈ N be given by the condition
2ν−1 < r ≤ 2ν . We define the function g on R by
g(x) := N(2νx).
Notice that g vanishes outside the interior of the closed interval I. Let the univariate functions
gk,s on I defined for k ∈ Z+, s ∈ S1(k), by
gk,s(x) := g(2
kx− s), (4.2)
and the d-variate functions gk,s on I
d for k ∈ Zd+, s ∈ Sd(k), by
gk,s(x) :=
d∏
i=1
gki,si(xi), k ∈ Zd+, s ∈ Zd, (4.3)
where
Sd(k) := {s ∈ Zd+ : 0 ≤ sj ≤ 2kj − 1, j ∈ [d]}. (4.4)
We define the open d-cube Ik,s ⊂ Id for k ∈ Zd+, s ∈ Sd(k), by
Ik,s := {x ∈ Id : 2−kjsj < xj < 2−kj (sj + 1), j ∈ [d]}. (4.5)
It is easy to see that every function gk,s is nonnegative in I
d and vanishes in Id \Ik,s. Therefore, we
can extend gk,s to R
d so that the extension is 1-periodic in each variable. We denote this 1-periodic
19
extension by g˜k,s.
Let n be given and and Xn = {xj}nj=1 be an arbitrary set of n points in Td. Without loss of
generality we can assume that n = 2m. Since Ik,s ∩ Ik,s′ = ∅ for s 6= s′, and |Sd(k)| = 2|k|1 , for
each k ∈ Zd+ with |k|1 = m + 1, there is S∗(k) ⊂ Sd(k) such that |S∗(k)| = 2m and Ik,s ∩Xn = ∅
for every s ∈ S∗(k). Consider the following function on Td
g∗ := C2−αmm−(d−1)/θ
∑
|k|1=m+1
∑
s∈S∗(k)
g˜k,s.
By the equation g˜k,s(x) = Nk+ν1,s(x), x ∈ Id, together with Lemma 2.3 and (2.3) we can verify
that
‖g∗‖Bα
p,θ
≍ C, (4.6)
and
‖g∗‖1 ≍ C2−αmm(d−1)(1−1/θ). (4.7)
By (4.6) we can choose the constant C so that g∗ ∈ Uαp,θ. From the construction and the above
properties of the function gk,s and the set Ik,s, we have g
∗(xj) = 0 for j = 1, ..., n. Hence, by (4.1)
and (4.7) we obtain
Intn(U
α
p,θ(T
d)) ≥ |I(g∗)| = ‖g∗‖1 ≍ n−α log(d−1)(1−1/θ) n.
This proves the theorem for the case θ ≥ 1.
To prove the theorem for the case θ < 1, we take k ∈ Zd+ with |k|1 = m+ 1, and consider the
function on Td
gk := C
′2−αm
∑
s∈S∗(k)
g˜k,s.
Similarly to the argument for g∗, we can choose the constant C ′ such that gk ∈ Uαp,θ and
‖gk‖1 ≍ 2−αm. (4.8)
We have gk(x
j) = 0 for j = 1, ..., n. Hence, by (4.1) and (4.8) we obtain
Intn(U
α
p,θ(T
d)) ≥ |I(gk)| = ‖gk‖1 ≍ n−α.
The proof is complete.
Let us conclude this section with presenting the correct asymptotical behavior of the optimal
cubature error in the bivariate case, i.e., in periodic and non-periodic Besov spaces Bαp,θ(G
2) with
G = I,T. From Theorem 4.1 together with Theorem 3.1 we obtain
Corollary 4.2 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞. Then we have the following.
(i) For α > 1/p,
Intn(U
α
p,θ(T
2)) ≍ n−α(log n)(1−1/θ)+ .
(ii) For 1/p < α < 1 + 1/p,
Intn(U
α
p,θ(I
2)) ≍ n−α(log n)(1−1/θ)+ .
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Remark 4.3 Note that the so far best known upper bound for Intn(U
α
p,θ(T
2)) was restricted to
α < 2, see [22, Thm. 4.7]. Corollary 4.2 shows in addition that the lower bound in Theorem 4.1 is
sharp in case d = 2. We conjecture that this is also the case if d > 2. In fact, Markhasin’s results
[10, 11, 12] in combination with Theorem 4.1 verify this conjecture in case of the smoothness α
being less or equal to 1. What happens in case α > 1 and d > 2 is open. However, there is some
hope for answering this question in case 1/p < α < 2 by proving a multivariate version of the main
result in [22, Thm. 4.7], where Hammersley points have been used. In contrast to the Fibonacci
lattice, which has certainly no proper counterpart in d dimensions, this looks possible.
5 Cubature and sampling on Smolyak grids
In this section, we prove asymptotically sharp upper and lower bounds for the error of optimal
cubature on Smolyak grids. Note that the degree of freedom in the cubature method reduces to the
choice of the weights in (1.1), the grid remains fixed. Recall the definition of the sparse Smolyak
grid Gd(m) given in (1.8). It turns out that the upper bound can be obtained directly from results
in [6, 14, 15] on sampling recovery on Gd(m) for Uαp,θ(G
d). The lower bounds for both the errors
of optimal sampling recovery and optimal cubature on Gd(m) will be proved by constructing test
functions similar to those constructed in the proof of Theorem 4.1.
For a family Φ = {ϕξ}ξ∈Gd(m) of functions we define the linear sampling algorithm Sm(Φ, ·) on
Smolyak grids Gd(m) by
Sm(Φ, f) =
∑
ξ∈Gd(m)
f(ξ)ϕξ .
Let us introduce the quantity of optimal sampling recovery rsn(Fd)q on Smolyak grids G
d(m) with
respect to the function class Fd by
rsn(Fd)q := inf
|Gd(m)|≤n,Φ
sup
f∈Fd
‖f − Sm(Φ, f)‖q. (5.1)
The upper index s indicates that we restrict to Smolyak grids here.
Theorem 5.1 Let 0 < p, q, θ ≤ ∞ and 1/p < α. Then we have for p ≥ q,
rsn(U
α
p,θ(G
d))q .


(n−1 logd−1 n)α, θ ≤ min{q, 1},
(n−1 logd−1 n)α(logd−1 n)1/q−1/θ, θ > min{q, 1}, q ≤ 1,
(n−1 logd−1 n)α(logd−1 n)1−1/θ, θ > min{q, 1}, q > 1,
and for p < q,
rsn(U
α
p,θ(G
d))q .


(n−1 logd−1 n)α−1/p+1/q(logd−1 n)(1/q−1/θ)+ , q <∞,
(n−1 logd−1 n)α−1/p(logd−1 n)(1−1/θ)+ , q =∞.
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Proof. This theorem has been proved in [6] for Gd = Id. A slight modification proves the result
also for Gd = Td.
The following theorem establishes lower bounds for rsn(U
α
p,θ(G
d))q.
Theorem 5.2 Let 0 < p, q, θ ≤ ∞, and α > 1/p. Then we have for p ≥ q,
rsn(U
α
p,θ(G
d))q & (n
−1 logd−1 n)α(logd−1 n)(1−1/θ)+ ,
and for p < q,
rsn(U
α
p,θ(G
d))q & (n
−1 logd−1 n)α−1/p+1/q(logd−1 n)(1/q−1/θ)+ .
Proof. Clearly, it is enough to prove the theorem for Gd = Td. Observe that
rsn(Fd)q ≥ inf
|Gd(m)|≤n
sup
f∈Fd: f(ξ)=0, ξ∈Gd(m)
‖f‖q. (5.2)
We will use the sets Sd(k), Ik,s and the periodic functions g˜k,s constructed in the proof of Theorem
4.1 (see (4.2)–(4.5) and the following definition of g˜k,s). In particular, we have
g˜k,s(x) :=
d∏
j=1
g˜kj ,sj(xj), k ∈ Zd+, s ∈ Zd,
and
Ik,s =
d∏
j=1
Ikj ,sj ,
where the univariate functions g˜kj ,sj(xj) is nonnegative in I and vanishes in I \ Ikj ,sj . Let m be an
arbitrary integer such that |Gd(m)| ≤ n. Without loss of generality we can assume that m is the
maximum among such numbers. We have
2m ≍ n(log n)−(d−1). (5.3)
Put D(m) := {(k, s) : k ∈ Zd+, |k|1 = m, s ∈ Sd(k)}. We prove that g˜k,s(ξ) = 0 for every
(k, s) ∈ D(m) and ξ ∈ Gd(m). Indeed, (k, s) ∈ D(m) and ξ = 2−k′s′ ∈ Gd(m), then there is j ∈ [d]
such that kj ≥ k′j . Hence, by the construction we have g˜kj ,sj(2−k
′
js′j) = 0, and consequently,
g˜k,s(2
−k′s′) = 0.
Moreover, if 0 < ν ≤ ∞, for (k, s) ∈ D(m),
‖g˜k,s‖ν ≍ 2−m/ν , (5.4)
with the change to sup when ν =∞, and∥∥∥ ∑
s∈Sd(k)
g˜k,s
∥∥∥
ν
≍ 1. (5.5)
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Consider the functions
ϕ1 := C12
−αm
∑
s∈Sd(k¯)
g˜k¯,s (5.6)
for some k¯ with |k¯| = m, and
ϕ2 := C22
−αmm−(d−1)/θ
∑
(k,s)∈D(m)
g˜k,s. (5.7)
By Lemma 2.3 and (5.5) we can choose constants Ci so that ϕi ∈ Uαp,θ(Td) for all m ≥ 1 and
i = 1, 2. By the construction we have ϕi(ξ) = 0, i = 1, 2, for every ξ ∈ Gd(m). We have by (5.3)
– (5.5)
rsn(U
α
p,θ(T
d))q ≥ ‖ϕ1‖q & 2−αm ≍ (n−1 logd−1 n)α (5.8)
if θ ≤ 1, and
rsn(U
α
p,θ(T
d))q ≥ ‖ϕ2‖q ≥ ‖ϕ2‖q∗ & 2−αmm(d−1)(1−1/θ)
≍ (n−1 logd−1 n)α(logd−1 n)1−1/θ
(5.9)
We take the functions
ϕ3 = C32
−(α−1/p)mg˜k∗,s∗ (5.10)
with some (k∗, s∗) ∈ D(m), and
ϕ4 = C42
−(α−1/p)mm−(d−1)/θ
∑
|k|1=m
g˜k,s(k) (5.11)
with some s(k) ∈ Sd(k). Similarly to the functions ϕi, i = 1, 2, we can choose constants Ci so
that ϕi ∈ Uαp,θ(Td), i = 3, 4, by the construction we have ϕi(ξ) = 0, i = 3, 4, for every ξ ∈ Gd(m).
We have by (5.3) and (5.4)
rsn(U
α
p,θ(T
d))q ≥ ‖ϕ3‖q & 2−(α−1/p+1/q)m ≍ (n−1 logd−1 n)α−1/p+1/q
if θ ≤ q, and
rsn(U
α
p,θ(T
d))q ≥ ‖ϕ4‖q & 2−(α−1/p+1/q)mm(d−1)(1/q−1/θ)
≍ (n−1 logd−1 n)α−1/p+1/q(logd−1 n)1/q−1/θ
if θ > q.
Putting together Theorems 5.1 and 5.2 we obtain the asymptotically sharp error bounds for optimal
sampling on Smolyak grids for Uαp,θ(G
d).
Corollary 5.3 Let 0 < p, q, θ ≤ ∞, and α > 1/p. Then we have for p ≥ q,
rsn(U
α
p,θ(G
d))q ≍


(n−1 logd−1 n)α, θ ≤ min{q, 1},
(n−1 logd−1 n)α(logd−1 n)(1−1/θ)+ , θ > 1, q ≥ 1,
and for p < q <∞,
rsn(U
α
p,θ(G
d))q ≍ (n−1 logd−1 n)α−1/p+1/q(logd−1 n)(1/q−1/θ)+ .
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Remark 5.4 This corollary has been proved in [6] for 1/p < α < 2 and Gd = Id.
Let us now construct associated cubature formulas. For a family Φ = {ϕξ}ξ∈Gd(m) in Gd, the linear
sampling algorithm Sm(Φ, ·) generates the cubature formula Λsm(f) on Smolyak grid Gd(m) by
Λsm(f) =
∑
ξ∈Gd(m)
λξf(ξ), (5.12)
where the vector Λm of integration weights is given by
Λm = (λξ)ξ∈Gd(m), λξ =
∫
Id
ϕξ dx. (5.13)
Hence, it is easy to see that
|I(f)− Λsm(f)| ≤ ‖f − Sm(Φ, f)‖1,
and, as a consequence of (5.1) and (1.9),
Intsn(Fd) ≤ rsn(Fd)1. (5.14)
The following theorem represents the main result of this section. It states the correct asymptotic
of the error of optimal cubature on Smolyak grids for Uαp,θ(G
d).
Theorem 5.5 Let 0 < p, q, θ ≤ ∞ and α > 1/p. Then we have
Intsn(U
α
p,θ(G
d)) ≍ n−α(logd−1 n)α+(1−1/θ)+ .
Proof. The upper bound is derived from (5.14) and Theorem 5.1 together with (5.12)–(5.13) and
(5.14). To prove the lower bound we employ the inequality
Intsn(Fd)q ≥ inf
|Gd(m)|≤n
sup
f∈Fd: f(ξ)=0, ξ∈Gd(m)
|I(f)|. (5.15)
Consider the functions ϕi, i = 1, 2, as defined as in (5.6) and (5.7). We have |I(ϕi)| = ‖ϕi‖1, i =
1, 2. Hence, by (5.15), (5.8) and (5.9) for q = 1 we obtain the lower bound.
Remark 5.6 In case d = 2 the lower bound in Theorem 5.5 is significantly larger than the bounds
provided in Corollary 4.2 for all α > 1/p. Therefore, cubature formulae based on Smolyak grids can
never be optimal for Intn(U
α
p,θ(T
2)). We conjecture, that this is also the case in higher dimensions
d > 2. In fact, considering Markhasin’s results [10, 11, 12] in combination with Theorem 5.5 verifies
this conjecture in case of the smoothness α being less or equal to 1. What happens in case α > 1
and d > 2 is open. However, there is some hope for answering this question in case 1/p < α < 2
by proving a multivariate version of the main result in [22]. See also Remark 4.3 above.
Remark 5.7 An asymptotically optimal cubature formula on the Smolyak grid is generated by
the method described in (5.12)–(5.13) of the optimal sampling algorithm, which indeed exists, see
[6, 14, 15].
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