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1. Introduction
On any compact n-dimensional Riemannian spin manifold M with scalar curvature S > 0, every eigenvalue λ of the Dirac
operator D satisﬁes the inequality
λ2  n
4(n − 1) · S0, (1)
where S0 denotes the inﬁmum of S on M . This basic result was proved by Th. Friedrich in 1980 [4]. A ﬁrst generalization
of this estimate was given by O. Hijazi [8]. Moreover, in some more special geometric situations, the dimension-depending
factor on the right-hand side of (1) can be improved (see [1–3,9,11]). Obviously, this kind of estimates is not useful if S
is not positive. Hence, it was of interest to obtain lower bounds for λ2 that depend on additional curvature terms. Some
results in this direction we have proved in [5,6,10]. In [5] and [6], the conditions that the curvature tensor or the Weyl
tensor, respectively, is harmonic, play an essential role. [10] contains also results that do not make use of these assumptions.
However, one of the problems of our estimates in the general geometric situation is the following. If we specialize these
estimates to the case of harmonic curvature tensor or harmonic Weyl tensor, respectively, then we obtain weaker estimates
than those we proved before. In this paper we solve this problem by combining the Weitzenböck formulas for the modiﬁed
twistor operators in a more general way. Using this method we obtain lower bounds that depend on more than one real
parameter. Since the optimal parameters can be calculated in any case, we obtain explicit estimates. The new estimates
improve the known results if S0  0 but also in some cases with S0 > 0.
Our article is organized as follows. In Section 2, we introduce the basic notions and main identities of Riemannian spin
geometry used in this article. In Section 3, we set up the basic Weitzenböck formulas. In Section 4, we prove estimates
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results of Section 4 and in Section 6 we show that a further improvement of all estimates is possible. Finally, in Section 7,
one ﬁnds some remarks on the limiting case of the given estimates.
2. Preliminaries
Let us consider an n-dimensional Riemannian spin manifold M with Riemannian metric g and spinor bundle Σ . We
denote by ∇ the covariant derivative induced by g on vector ﬁelds as well as on spinor ﬁelds (Levi-Civita connection). For
any vector ﬁelds X and Y , we use the notation
∇2X,Y := ∇X · ∇Y − ∇∇X Y
for the corresponding tensorial derivative of second order. Then, for any vector ﬁelds X, Y , Z and any spinor ﬁeld ψ , the
Riemannian curvature tensor R and the corresponding spin curvature tensor C are given by
R(X, Y )Z = ∇2X,Y Z − ∇2Y ,X Z , C(X, Y )ψ = ∇2X,Yψ − ∇2Y ,Xψ.
If (X1, . . . , Xn) is any local frame of vector ﬁelds, we denote by (X1, . . . , Xn) the associated coframe deﬁned by Xk := gkl Xl ,
where (gkl) is the inverse of the matrix (gkl) with gkl := g(Xk, Xl). Then, the Ricci tensor Ric, the scalar curvature S and the
Dirac operator D are locally given by Ric(X) = R(X, Xk)Xk , S = tr(Ric) = g(Ric(Xk), Xk) and Dψ = Xk · ∇Xkψ , respectively.
(The dot denotes the Clifford multiplication.) The following basic identities of Riemannian spin geometry are well known:
C(X, Y ) = 1
4
Xk · R(X, Y )Xk, (2)
Xk · C
(
Xk, X
)= 1
2
Ric(X) = C(X, Xk) · Xk, (3)
Xk · Ric
(
Xk
)= −S = Ric(Xk) · Xk. (4)
The Weyl tensor W and the curvature tensor R are related by
W (X, Y )Z = R(X, Y )Z + g(K (Y ), Z)X − g(K (X), Z)Y + g(Y , Z)K (X) − g(X, Z)K (Y )
with K := 1n−2 ( S2(n−1) − Ric). Using the notation B(X, Y ) := 14 Xk · W (X, Y )Xk , we have the relation
B(X, Y ) = C(X, Y ) − 1
2
(
X · K (Y ) − Y · K (X)). (5)
By (3) this implies the identities
Xk · B
(
Xk, X
)= 0 = B(X, Xk) · Xk. (6)
The curvature endomorphisms C(X, Y ) and B(X, Y ) are anti-selfadjoint with respect to the Hermitian scalar product 〈·, ·〉
on the spinor bundle Σ , i.e., we have
C(X, Y )∗ = −C(X, Y ), B(X, Y )∗ = −B(X, Y ). (7)
Thus, the endomorphisms C2(X, Y ) := C(Y , Xk) ◦ C(Xk, X), B2(X, Y ) := B(Y , Xk) ◦ B(Xk, X) have the property
C2(X, Y )∗ = C2(Y , X), B2(X, Y )∗ = B2(Y , X). (8)
Hence, the endomorphisms G := C2(Xk, Xk) and H := B2(Xk, Xk) of Σ are selfadjoint and nonnegative
G∗ = G, H∗ = H, G  0, H  0. (9)
Using (5) a straightforward calculation shows that G and H are related by
G = H + 1
8
(|R|2 − |W |2)= H + 1
2(n − 2)
∣∣∣∣Ric− Sn
∣∣∣∣
2
+ S
2
4n(n − 1) . (10)
Introducing the notations δR(X) := (∇Xk R)(X, Xk), δW (X) := (∇XkW )(X, Xk), δC(X) := (∇Xk C)(X, Xk), δB(X) := (∇Xk B)(X,
Xk) we have the identities
δC(X) = 1
4
Xk · δR(X)Xk, δB(X) = 14 Xk · δW (X)X
k, (11)
δB(X) = δC(X) + 1 (X · ∇ S − ∇ S · X), (12)
8(n − 1)
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an isomorphism between the tangent bundle TM and the cotangent bundle T ∗M). By the second Bianchi identity it holds
that
g
(
δR(X)Y , Z
)= g((∇Y Ric)Z − (∇Z Ric)Y , X). (13)
Inserting this into (11) we ﬁnd
δC(X) = 1
4
(
Xk · (∇XkRic)X − (∇Xk Ric)X · Xk
)
. (14)
Using (12) and (14) we obtain the equations
Xk · δC
(
Xk
)= 1
4
∇ S, Xk · δB
(
Xk
)= 0. (15)
For any vector ﬁeld X ∈ Γ (TM), the endomorphisms δC(X) and δB(X) of Σ are anti-selfadjoint
δC(X)∗ = −δC(X), δB(X)∗ = −δB(X). (16)
This implies that the endomorphisms E, F of Σ , locally deﬁned by E := −δC(Xk) ◦ δC(Xk) and F := −δB(Xk) ◦ δB(Xk),
respectively, are selfadjoint and nonnegative
E∗ = E, F ∗ = F , E  0, F  0. (17)
By (12) and (15), the equation
E = F + 1
16(n − 1) |∇ S|
2 (18)
is valid. We also use the endomorphism
E˜ := E − 1
16n
|∇ S|2 (18)= F + 1
16n(n − 1) |∇ S|
2.
Obviously, E˜ is selfadjoint and nonnegative
E˜∗ = E˜, E˜  0. (19)
3. Weitzenböck formulas
If M is an n-dimensional Riemannian spin manifold with metric g and spinor bundle Σ , then the associated twistor
operator
D : Γ (Σ) → Γ (TM) ⊗ Σ)
is locally deﬁned by Dψ := Xk ⊗ DXkψ , where (X1, . . . , Xn) is any local frame of vector ﬁelds and
DXψ := ∇Xψ + 1
n
X · Dψ
for every vector ﬁeld X . The image of D is contained in the kernel of the Clifford multiplication, i.e., locally we have the
equation
Xk · DXkψ = 0 (20)
for all ψ ∈ Γ (Σ). Moreover, for all spinor ﬁelds ψ , the well-known Weitzenböck formula
|Dψ |2 = |∇ψ |2 − 1
n
|Dψ |2 (21)
is valid, where the function |Dψ |2 is locally deﬁned by |Dψ |2 := 〈DXkψ,DXkψ〉. A further basic ingredient is the
Schrödinger–Lichnerowicz formula
∇∗∇ = D2 − S
4
, (22)
where the Bochner Laplacian ∇∗∇ : Γ (Σ) → Γ (Σ) is locally given by
∇∗∇ψ = −∇2 kψ.Xk,X
K.-D. Kirchberg / Differential Geometry and its Applications 29 (2011) 374–387 377For all t ∈R, we consider now the differential operators of ﬁrst order
Pt,Qt ,Rt ,St : Γ (Σ) → Γ (TM ⊗ Σ)
deﬁned by
PtXψ := DXψ − tδB(X) · ψ,
QtXψ := DXψ − tB
(
X, Xk
) · ∇Xkψ,
RtXψ := ∇Xψ − t
(
δC(X) + 1
4n
X · ∇ S
)
· ψ,
StXψ := ∇Xψ − tC
(
X, Xk
) · ∇Xkψ.
By (6), (15) and (20), we see that the images of the operators Pt and Qt are contained in the kernel of the Clifford
multiplication, i.e., for all ψ ∈ Γ (Σ) and any local frame of vector ﬁelds (X1, . . . , Xn), we have the equations
Xk · PtXkψ = 0, Xk · QtXkψ = 0. (23)
Moreover, we see by (3) and (15) that
Xk · StXkψ = Dψ −
t
2
Ric
(
Xk
) · ∇Xkψ, (24)
Xk · RtXkψ = Dψ. (25)
Now, we formulate our ﬁrst proposition, which contains the basic Weitzenböck formulas of this paper. Here, for any ψ ∈
Γ (Σ), we use the short hand notations V Bψ, V
C
ψ for the vector ﬁelds locally given by
V Bψ := Re
(〈
B
(
Xk, Xl
) · ∇Xlψ,ψ 〉)Xk,
V Cψ := Re
(〈
C
(
Xk, Xl
) · ∇Xlψ,ψ 〉)Xk,
respectively, where Re(·) denotes the real part.
Proposition 3.1. For all ψ ∈ Γ (Σ) and t ∈R, the following equations are valid:∣∣Ptψ∣∣2 = |Dψ |2 + 2t Re(〈δB(Xk) · ∇Xkψ,ψ 〉)+ t2〈Fψ,ψ〉, (26)∣∣Qtψ∣∣2 = |Dψ |2 − t〈Hψ,ψ 〉− 2t Re(〈δB(Xk) · ∇Xkψ,ψ 〉)+ t2〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉− 2t div(V Bψ ), (27)∣∣Rtψ∣∣2 = |∇ψ |2 + 2t Re(〈δC(Xk) · ∇Xkψ,ψ 〉)+ t2〈E˜ψ,ψ〉 + t2n Re
(〈
Dψ,∇ S · ψ 〉), (28)∣∣Stψ∣∣2 = |∇ψ |2 − t〈Gψ,ψ〉 − 2t Re(〈δC(Xk) · ∇Xkψ,ψ 〉)+ t2〈C2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉− 2t div(V Cψ ). (29)
This proposition is proved by straightforward calculations, which we omit here.
4. Eigenvalue estimates in the harmonic cases
In this section, the assumptions δW = 0 and δR = 0 play an essential role. It is well known that δW = 0 is equivalent to
the condition that the equation
(∇X Ric)Y − (∇Y Ric)X = 1
2(n − 1)
(
X(S)Y − Y (S)X) (30)
is valid for all vector ﬁelds X, Y and that δR = 0 is equivalent to the symmetry property
(∇X Ric)Y = (∇Y Ric)X (31)
of the covariant derivative ∇ Ric. Condition (31) implies that the scalar curvature S is constant. Thus, δR = 0 is equivalent
to δW = 0, dS = 0. Let us consider the endomorphism-valued “3-form” dW deﬁned by
dW (X, Y , Z) := (∇XW )(Y , Z) + (∇Y W )(Z , X) + (∇ZW )(X, Y ).
Then we know that the corresponding 3-form dR vanishes identically due to the Bianchi identity. Moreover, it is known that
δW = 0 implies dW = 0. Therefore, the case δW = 0(δR = 0) is also called the case with harmonic Weyl tensor (harmonic
curvature tensor). If the condition δW = 0(δR = 0) is satisﬁed, then we also say that the underlying Riemannian manifold
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hence, W -harmonic. Further examples are listed in [5], Section 2.
In the following let M be compact. Let us denote the inﬁma of all eigenvalues of the endomorphisms G and H by γ0  0
and ν0  0, respectively. Then we have the inequalities
γ0|ψ |2  〈Gψ,ψ〉, (32)
ν0|ψ |2  〈Hψ,ψ〉 (33)
for all ψ ∈ Γ (Σ). We see by (10) that γ0 and ν0 are related by
γ0  ν0 + 1
2(n − 2)
∣∣∣∣Ric− Sn
∣∣∣∣
2
0
+ |S|
2
0
4n(n − 1) , (34)
where the short hand notations∣∣∣∣Ric− Sn
∣∣∣∣
0
:= inf
M
(∣∣∣∣Ric− Sn
∣∣∣∣
)
, |S|0 := inf
M
(|S|)
are used. Furthermore, we denote the suprema of all eigenvalues of the endomorphisms E˜ and F by ϑ  0, η  0, respec-
tively. Then the estimates
〈E˜ψ,ψ〉 ϑ |ψ |2, (35)
〈Fψ,ψ〉 η|ψ |2 (36)
are valid for all spinor ﬁelds ψ . Finally, we introduce the curvature invariants μ  0, ζ  0. μ is the conformal invariant
deﬁned by
μ := sup{∥∥B(X, Y )∥∥|x ∈ M, X, Y ∈ TxM, |X | = |Y | = 1, X⊥Y },
where ‖ · ‖ denotes the operator norm here. ζ is the corresponding supremum if B is replaced by the spin curvature
tensor C .
Lemma 4.1. For all ψ ∈ Γ (Σ), we have the estimates∣∣〈C2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉∣∣ (n − 1)2ζ 2|∇ψ |2, (37)∣∣〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉∣∣ (n − 1)2μ2|Dψ |2. (38)
For the proof of this lemma we refer to the proof of Lemma 2.2 in [10]. We see by (21) that (38) improves the corre-
sponding estimate (33) in [10]. This improvement was possible by the simple remark that, because of (6), the equation〈
B2
(
Xk, Xl
) · ∇Xkψ,∇Xlψ 〉= 〈B2(Xk, Xl) · DXkψ,DXlψ 〉 (39)
is valid.
Lemma 4.2. If λ is any eigenvalue of the Dirac operator D on a compact n-dimensional W -harmonic Riemannian spin manifold M,
then we have the inequality
λ2  n
4(n − 1)
(
S0 + 4ν0t
1+ (n − 1)2μ2t2
)
(40)
for all real parameters t  0.
Proof. Let λ be any eigenvalue of D and let ψ be any corresponding eigenspinor (Dψ = λψ,ψ = 0). Inserting ψ into (27)
and using the assumption δW = 0 (⇒ δB = 0) we obtain∣∣Q tψ∣∣2 = |Dψ |2 − t〈Hψ,ψ〉 − 2t div(V Bψ )+ t2〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉.
Now, we integrate this equation using (21), (22), (33), (38). Then we obtain
0
(
n − 1
n
λ2 − S0
4
− ν0t + (n − 1)2μ2t2
(
n − 1
n
λ2 − S0
4
))
·
∫
M
|ψ |2
with S0 := infM(S). This implies
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n
λ2 − S0
4
)(
1+ (n − 1)2μ2t2)− ν0t  0
and, hence, the inequality (40). 
Inserting the optimal parameter
t1 = 1
(n − 1)μ (41)
into (40) we obtain the following result.
Theorem 4.1. Every eigenvalue λ of the Dirac operator on a compact W -harmonic Riemannian n-manifold satisﬁes the estimate
λ2  n
4(n − 1)
(
S0 + 2ν0
(n − 1)μ
)
. (42)
We compare this estimate with the estimate
λ2  1
8(n − 1)
(
(2n − 1)S0 +
√
S20 +
n
n − 1
(
4ν0
μ
)2)
, (43)
which is given by Corollary 4.1 in [10] that uses the same assumptions as our Theorem 4.1. First we remark that in case
S0  0, the lower bound in (42) and also the lower bound in (43) are positive if the condition
ν0 + n − 1
2
μS0 > 0 (44)
is satisﬁed. Moreover, a simple calculation shows that the lower bound in (42) is greater than that in (43) if it holds that
ν0
(
ν0 + n − 1
2
μS0
)
> 0.
Thus, in all those cases with ν0 > 0 where the lower bounds in (42), (43) are positive, the estimate (42) is better than (43).
Some information concerning the invariant ν0 one ﬁnds in [6], Section 3.
Lemma 4.3. For all eigenvalues λ of D on a compact R-harmonic Riemannian n-manifold and all t  0, the inequality
λ2  S
4
+ γ0t
1+ (n − 1)2ζ 2t2 (45)
is satisﬁed.
Proof. Let λ be an eigenvalue of D and let ψ be a corresponding eigenspinor. We insert ψ into (29) and then we take
the integral of both sides of this equation using the assumption δR = 0 (⇒ δC = 0, dS = 0), the Schrödinger–Lichnerowicz
formula (22) and the estimates (32), (37). This yields the estimate (45). 
The optimal parameter t for the inequality (45) is given by
t2 := 1
(n − 1)ζ . (46)
Inserting t = t2 into (45) we obtain our next main result.
Theorem 4.2. Every eigenvalue λ of the Dirac operator on a compact R-harmonic Riemannian n-manifold satisﬁes the estimate
λ2  S
4
+ γ0
2(n − 1)ζ . (47)
Let us compare our Theorem 4.2 with Theorem 5.2 in [10]. In case of δR = 0, this Theorem 5.2 yields the estimate
λ2  n
4(n − 1)
(
S + t · γ3(t)
α3(t)
)
, (48)
for all t  0, where the functions α3(t) and γ3(t) are deﬁned by
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n(n − 1) t +
(
1
2n(n − 1)
∣∣∣∣Ric− Sn
∣∣∣∣
2
1
+ 2n(n − 1)ζ 2
)
t2,
γ3(t) := 4γ0 − S
2
n(n − 1) − S
(
1
2n(n − 1)
∣∣∣∣Ric− Sn
∣∣∣∣
2
1
+ 2(n − 1)ζ 2
)
t.
Here, the notation |Ric− Sn |1 := supM(|Ric− Sn |) is used.
(At this point we remark that the deﬁnition of the functions γ3(t) and γ4(t) in [10], Section 5, is not correct.)
To simplify matters we consider the special case of S = 0. In this case, the optimal parameter t in (48) can easily be
calculated and we obtain the estimate
λ2  n
2(n − 1) ·
γ0√
2n(n − 1)ζ 2 + |Ric |212n(n−1)
. (49)
Obviously, for S = 0, the estimate (47) is essentially better than (49). Considering the case that S  0, we see that the lower
bound in (47) is positive if the condition
γ0 >
n − 1
2
ζ |S| (50)
is satisﬁed. However, the lower bound in (48) is positive if the stronger inequality
γ0 >
n − 1
2
ζ |S|√2 (51)
is valid.
5. Eigenvalue estimates in the general case
In this section we prove eigenvalue estimates without using the assumptions δR = 0 or δW = 0, respectively. Such
estimates were already given in [10]. However, an essential problem of these estimates is that their application to the
special cases δR = 0 or δW = 0, respectively, yields weaker results than those was obtained before in the harmonic cases.
A further problem of the results in [10], Section 5, is that the given ﬁnal estimates contain a free parameter since the optimal
one leads to a very complicated formula. In this section, we derive results that do not have the mentioned deﬁciencies.
Lemma 5.1. If λ is any eigenvalue of the Dirac operator on a compact Riemannian n-manifold, then we have the inequality
λ2  n
4(n − 1)
(
S0 + 4t ν0 − η
t
r
1+ (n − 1)2μ2 t21−r
)
(52)
for all real parameters t  0 and r ∈ (0,1).
Proof. For any eigenvalue λ of D , any corresponding eigenspinor ψ and any real numbers s  0, t  0, r ∈ (0,1), it holds
that
r
∣∣P sψ∣∣2 + (1− r)∣∣Qtψ∣∣2 (26), (27)= |Dψ |2 − (1− r)t〈Hψ,ψ〉
+ 2(rs − (1− r)t)Re(〈δB(Xk) · ∇Xkψ,ψ 〉)+ rs2〈Fψ,ψ〉
+ (1− r)t2〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉− 2(1− r)t div(V Bψ ).
To remove the term with δB we choose s = 1−rr t . If we integrate this equation using (21), (22), (33), (36) and (38), then we
obtain
0
(
n − 1
n
λ2 − S0
4
− (1− r)tν0 + (1− r)
2
r
ηt2 + (1− r)t2(n − 1)2μ2
(
n − 1
n
λ2 − S0
4
))
·
∫
M
|ψ |2.
This yields(
n − 1
n
λ2 − S0
4
)(
1+ (n − 1)2μ2(1− r)t2)− ν0(1− r)t + η (1− r)2
r
t2  0
and, hence, the inequality
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4(n − 1)
(
S0 + 4(1− r)t ν0 − η
1−r
r t
1+ (n − 1)2μ2(1− r)t2
)
,
which takes the form (52) if we replace (1− r)t by t . 
Remark 5.1. Our Lemma 5.1 improves the corresponding Theorem 4.2 in [10] in case S0 > 0, since, for r = 12 , already the
lower bound in (52) is better than the lower bound of the estimate (59) in [10].
Theorem 5.1. Every eigenvalue λ of the Dirac operator on a compact Riemannian n-manifold satisﬁes the estimate
λ2  n
4(n − 1)
(
S0 + 4ν
2
0
(
√
η + 2(n − 1)μν0 + √η)2
)
. (53)
Proof. If we calculate the maximum of the right-hand side of (52) for any ﬁxed r ∈ (0,1) with respect to t  0, then we
obtain the estimate
λ2  n
4(n − 1)
(
S0 + 2ν
2
0
η
r +
√
(
η
r )
2 + (n−1)2μ2ν201−r
)
.
Now, the calculation of the minimum of the denominator on the right-hand side with respect to r ∈ (0,1) yields the estimate
(53). 
Remark 5.2. In the W -harmonic case, we have η = 0. Thus, for δW = 0, (53) yields exactly the estimate (42).
Remark 5.3. Considering the case that S0  0 we ﬁnd that the lower bound in (53) is positive if the condition
ν0 >
n − 1
2
μ|S0| +
√
η|S0| (54)
is satisﬁed. In general, i.e., if
|S0|
(
η − 1
4
(n − 1)2μ2|S0|
)
= 0,
the condition (54) is weaker than the corresponding condition (61) in [10].
Lemma 5.2. For any eigenvalue λ of the Dirac operator on a compact Riemannian n-manifold, all t  0 and r ∈ (0,1), we have the
inequality
λ2  S0
4
+ t γ0 − ϑ
t
r
1+ (n − 1)2ζ 2 t21−r
. (55)
Proof. Let λ be any eigenvalue of D and let ψ be a corresponding eigenspinor. Then, for all s  0, t  0 and r ∈ (0,1), it
holds that
r
∣∣Rsψ∣∣2 + (1− r)∣∣Stψ∣∣2 (28), (29)= |∇ψ |2 − (1− r)t〈Gψ,ψ〉
+ 2(rs − (1− r)t)Re(〈δC(Xk) · ∇Xkψ,ψ 〉)+ rs2〈E˜ψ,ψ〉
+ (1− r)t2〈C2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉− 2(1− r)t div(V Cψ ).
To remove the term with δC we choose s = 1−rr t . Then we integrate this equation and using (22), (32), (35), (37) we obtain
0
((
1+ (n − 1)2ζ 2(1− r)t2)(λ2 − S0
4
)
− γ0(1− r)t + ϑ (1− r)
2
r
t2
)
·
∫
M
|ψ |2.
This implies the estimate
λ2  S0
4
+ (1− r)t γ0 − ϑ
1−r
r t
1+ (n − 1)2ζ 2(1− r)t2
which takes the form (55) if we replace (1− r)t by t . 
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λ2  S0
4
+ γ
2
0
(
√
ϑ + 2(n − 1)ζγ0 +
√
ϑ)2
(56)
is valid.
Proof. For any ﬁxed r ∈ (0,1), we calculate the maximum of the lower bound in (55) with respect to t  0. Then we ﬁnd
the estimate
λ2  S0
4
+ 1
2
γ 20
ϑ
r +
√
( ϑr )
2 + (n−1)2ζ 2γ 201−r
,
which is valid for all r ∈ (0,1). Now, calculating the maximum of the right-hand side with respect to r, we obtain the
estimate (56). 
Remark 5.4. In the R-harmonic case, we have ϑ = 0, dS = 0. Thus, we see that (56) coincides then with (47).
Remark 5.5.
(i) In case S0 > 0, a simple calculation shows that the estimate (56) is better than (1) if the condition
γ0 >
1
2
ζ S0 +
√
ϑ S0
n − 1 (57)
is satisﬁed.
(ii) Considering the case of S0  0, we ﬁnd that the lower bound in (56) is positive if we have the inequality
γ0 >
n − 1
2
ζ |S0| +
√
ϑ |S0|. (58)
This condition is essentially weaker than the corresponding condition (78) in [10].
By Remark 5.3 and assertion (ii) of Remark 5.5, we immediately obtain the following vanishing theorem for harmonic
spinors, which improves the corresponding assertions of Corollaries 4.3 and 5.2 in [10].
Theorem 5.3. It holds that ker(D) = 0 on a compact Riemannian spin n-manifold with S0  0 if one of the conditions (54) or (58) is
satisﬁed.
6. A further improvement of the estimates
As before, let M be a compact Riemannian spin n-manifold with metric g and spinor bundle Σ . Then we consider the
invariants b1  0, b2  0, c1  0, c2  0 deﬁned by
b1 :=
√
sup
{∥∥B2(X, X)∥∥ ∣∣ x ∈ M, X ∈ TxM, |X | = 1},
b2 :=
√
sup
{∥∥B2(X, Y )∥∥ ∣∣ x ∈ M, X, Y ∈ TxM, |X | = |Y | = 1, X ⊥ Y },
c1 :=
√
sup
{∥∥C2(X, X)∥∥ ∣∣ x ∈ M, X ∈ TxM, |X | = 1},
c2 :=
√
sup
{∥∥C2(X, Y )∥∥ ∣∣ x ∈ M, X, Y ∈ TxM, |X | = |Y | = 1, X ⊥ Y },
where ‖ · ‖ denotes the operator norm. Moreover, let b and c be the numbers given by
b :=
√
b21 + (n − 1)b22, c :=
√
c21 + (n − 1)c22.
Lemma 6.1. For every ψ ∈ Γ (Σ), the estimates∣∣〈C2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉∣∣ c2|∇ψ |2, (59)∣∣〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉∣∣ b2|Dψ |2, (60)
are valid.
K.-D. Kirchberg / Differential Geometry and its Applications 29 (2011) 374–387 383Proof. Let us prove the inequality (60). If (X1, . . . , Xn) is any local orthonormal frame of vector ﬁelds, then we have∣∣〈B2(Xk, Xl) · ∇Xkψ,∇Xlψ 〉∣∣ (39)= ∣∣〈B2(Xk, Xl) · DXkψ,DXlψ 〉∣∣

∑
k,l
∣∣〈B2(Xk, Xl) · DXkψ,DXlψ 〉∣∣

∑
k,l
∣∣B2(Xk, Xl) · DXkψ∣∣|DXlψ |

∑
k,l
∥∥B2(Xk, Xl)∥∥|DXkψ ||DXlψ |
=
∑
k
∥∥B2(Xk, Xk)∥∥|DXkψ |2 +∑
k =l
∥∥B2(Xk, Xl)∥∥|DXkψ ||DXlψ |
 b21
∑
k
|DXkψ |2 + b22
∑
k =l
|DXk ||DXlψ |
= b21|Dψ |2 + b22
∑
k,l
|DXkψ ||DXlψ | − b22
∑
k
|DXkψ |2
= (b21 − b22)|Dψ |2 + b22
(∑
k
|DXkψ |
)2

(
b21 − b22
)|Dψ |2 + nb22
(∑
k
|DXkψ |2
)
= (b21 + (n − 1)b22)|Dψ |2 = b2|Dψ |2.
The proof of (59) is quite analogous. 
Lemma 6.2. There exist the inequalities
c21  (n − 1)ζ 2, c22  (n − 2)ζ 2, (61)
b21  (n − 1)μ2, b22  (n − 2)μ2, (62)
c2  (n − 1)2ζ 2, (63)
b2  (n − 1)2μ2. (64)
Proof. For any point x ∈ M , any orthonormal basis (X1, . . . , Xn) of TxM and k, l ∈ {1, . . . ,n}, it holds that
∥∥C2(Xk, Xl)∥∥=
∥∥∥∥∑
j
C(Xl, X j) ◦ C(X j, Xk)
∥∥∥∥∑
j
∥∥C(Xl, X j) ◦ (X j, Xk)∥∥∑
j
∥∥C(Xl, X j)∥∥∥∥C(X j, Xk)∥∥.
Since ‖C(X j, Xk)‖ ζ for all j,k ∈ {1, . . . ,n}, this yields the inequalities∥∥C2(Xk, Xk)∥∥ (n − 1)ζ 2 (k = 1, . . . ,n),∥∥C2(Xk, Xl)∥∥ (n − 2)ζ 2 (k, l = 1, . . . ,n; k = l).
Thus, for all X, Y , Z ∈ TxM with |X | = |Y | = |Z | = 1 and Y ⊥ Z , it follows that∥∥C2(X, X)∥∥ (n − 1)ζ 2, ∥∥C2(Y , Z)∥∥ (n − 2)ζ 2.
According to the deﬁnition of c1 and c2 this implies the inequalities (61) and, hence, the inequality (63). Quite analogous
considerations yield (62) and (64). 
From Lemmas 6.1 and 6.2 we conclude immediately that the estimates (59), (60) improve the corresponding estimates
(37), (38) of Lemma 4.1. Thus, if we use (59), (60) instead of (37), (38), respectively, then we obtain better estimates in
general. We omit listing all the results in their improved version. We only remark that one obtains the improved results by
simply replacing μ by b and ζ by c in all formulas of Sections 4 and 5.n−1 n−1
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A problem connected with the eigenvalue estimates is to study their limiting case. The question is whether the consid-
ered estimate is sharp in the sense that there exist manifolds (so-called limiting manifolds) for which the estimate is an
equality for the ﬁrst eigenvalue of the Dirac operator. In the cases with S0  0, we always suppose in the following that the
lower bound of the considered estimate is positive.
We start with the improved version of the estimate (56), which is of the form
λ2  S0
4
+ γ
2
0
(
√
ϑ + 2cγ0 +
√
ϑ)2
. (65)
Remark 7.1. For ϑ > 0 (δR = 0), (65) can never be an equality. This follows from the proof of Theorem 5.2 and (25). Thus,
every limiting manifold of the estimate (65) and also of the estimate (56) must be R-harmonic.
It remains to study the limiting case of the estimate
λ2  S
4
+ γ0
2c
(66)
for R-harmonic manifolds. Then λ0 :=
√
S
4 + γ02c is an eigenvalue of D and every associated eigenspinor ψ satisﬁes the
equations
Dψ = λ0ψ, (67)
Stψ = 0, (68)
where the optimal parameter t is given by t = 1c (see (46)) here. We remark that (68) is equivalent to the equation
∇Xψ = 1
c
C
(
X, Xk
) · ∇Xkψ (69)
for all vector ﬁelds X . We remark further that in the limiting case of (66) every associated eigenspinor ψ also satisﬁes the
eigenvalue equation
Gψ = γ0ψ. (70)
Proposition 7.1. If M is a compact R-harmonic Riemannian spin manifold such that there exists a spinor 0 = ψ ∈ Γ (Σ) that satisﬁes
Eqs. (69) and (70), then M is a limiting manifold of the estimate (66).
Proof. From (69) we derive
∇2X,Yψ =
1
c
(
(∇XC)
(
Y , Xk
) · ∇Xkψ + C(Y , Xk) · ∇2X,Xkψ). (71)
Using the property δC = 0 we calculate
D2ψ − S
4
ψ
(22)= −∇2X j ,X jψ
(71)= −1
c
C
(
X j, Xk
) · ∇2X j ,Xkψ
= − 1
2c
C
(
X j, Xk
) ◦ C(X j, Xk)ψ = 12c Gψ (70)= γ02cψ.
Thus, we obtain
D2ψ =
(
S
4
+ γ0
2c
)
ψ. 
Remark 7.2. The simplest example of a compact R-harmonic manifold is a manifold of constant positive curvature ρ , where
the curvature tensors R and C are given by
R(X, Y )Z = ρ(g(Y , Z)X − g(X, Z)Y ), (72)
C(X, Y ) = ρ
4
(Y · X − X · Y ). (73)
Then the scalar curvature S and ρ are related by
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Using (73) we ﬁnd
C2(X, Y ) = ρ
2
4
(
(2n − 3)g(X, Y ) + (n − 2)X · Y ). (75)
For all X, Y with |X | = |Y | = 1 and X ⊥ Y , this yields
C2(X, X) = n − 1
4
ρ2, C2(X, Y ) = n − 2
4
ρ2X · Y (76)
and, hence, c1 = ρ2
√
n − 1, c2 = ρ2
√
n − 2, c =
√
c21 + (n − 1)c22 = n−12 ρ . Thus, using (74) we obtain
c = S
2n
. (77)
Moreover, we see by (10) that we have here
γ0 = S
2
4n(n − 1) . (78)
Using (77), (78) we ﬁnd that λ0 in our example is given by
λ0 =
√
n
4(n − 1) S. (79)
Finally, we see by (73), (74), (77) that Eq. (69) is equivalent to the twistor equation
∇Xψ + 1
n
X · Dψ = 0, (80)
which, in the limiting case Dψ = λ0ψ , implies that every associated eigenspinor is a Killing spinor. This shows that in the
simplest case the improved version of Theorem 5.2 (and also Theorem 5.2 itself) reproduces Friedrich’s result (1).
Inserting Eq. (69) into itself we ﬁnd that in the limiting case the eigenspinor ψ also satisﬁes the equation
∇Xψ = 1
c2
C2
(
Xk, X
) · ∇Xkψ. (81)
If (X1, . . . , Xn) is any local orthonormal frame of vector ﬁelds, then we obtain by (81) for every j ∈ {1, . . . ,n} the equation
∇X jψ =
1
c2
∑
k
C2(Xk, X j) · ∇Xkψ.
This yields
|∇X jψ |
1
c2
(∑
k
∥∥C2(Xk, X j)∥∥|∇Xkψ |
)
= 1
c2
‖C2(X j, X j)‖|∇X jψ | +
1
c2
∑
k = j
∥∥C2(Xk, X j)∥∥|∇Xkψ |

c21
c2
|∇X jψ | +
c22
c2
(∑
k = j
|∇Xkψ |
)
= c
2
1 − c22
c2
|∇X jψ | +
c22
c2
∑
k
|∇Xkψ |.
Thus, it follows
|∇X jψ |
c22
c2 − c21 + c22
(∑
k
|∇Xkψ |
)
= 1
n
(∑
k
|∇Xkψ |
)
for every j ∈ {1, . . . ,n}. This implies
|∇X1ψ | = |∇X2ψ | = · · · = |∇Xnψ |.
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and Y are orthogonal unit vector ﬁelds, then 1√
2
(X + Y ) is a unit vector ﬁeld and we have the equations
1
2
|∇Xψ + ∇Yψ |2 = |∇Xψ |2 = |∇Yψ |2,
which imply
〈∇Xψ,∇Yψ〉 + 〈∇Yψ,∇Xψ〉 = 0. (82)
This yields the following.
Remark 7.3. In the limiting case of (66) and also of (47), every associated eigenspinor ψ satisﬁes the equation
|Y ||∇Xψ | = |X ||∇Yψ | (83)
for all vector ﬁelds X, Y . Moreover, for all X, Y with X ⊥ Y , Eq. (82) is valid.
We consider now the limiting case of the improved version of the estimate (53), which is given by
λ2  n
4(n − 1)
(
S0 + 4ν
2
0
(
√
η + 2bν0 + √η)2
)
. (84)
By the proof of Theorem 5.1 we see that, in the limiting case with η > 0 (δW = 0), every associated eigenspinor ψ satisﬁes
the equations P sψ = 0 and Q tψ = 0 with s = 1−rr t , where r and t denote the optimal parameters here. The latter equation
is equivalent to the equations
DXψ = tB
(
X, Xk
) · ∇Xkψ. (85)
Using (85) we calculate
|Dψ |2 = t2∣∣〈B(X j, Xk) · ∇Xkψ, B(X j, Xl) · ∇Xlψ 〉∣∣= t2∣∣〈B2(Xk, Xl)∇Xkψ,∇Xlψ 〉∣∣= t2b2|Dψ |2.
The latter equation is valid by the inequality (60), which must be an equality in the limiting case. This yields Dψ = 0 or
t = 1b . Dψ = 0 implies that the manifold is Einstein and, hence, the contradiction η = 0. On the other hand, if t = 1b is the
optimal parameter, then comparing with (41) we see that this is the optimal parameter in the W -harmonic case. And this
is also a contradiction. Hence, the following assertion is valid.
Remark 7.4. Every limiting manifold of the estimate (84) and also of the estimate (53) is W -harmonic and, hence,
R-harmonic since S must be constant in the limiting case.
According to this it remains to study the limiting case of the estimate
λ2  n
4(n − 1)
(
S + 2ν0
b
)
(86)
for R-harmonic manifolds. Then we know that every associated eigenspinor ψ satisﬁes Eqs. (85), which by (6) and t = 1b
are equivalent to
DXψ = 1
b
B
(
X, Xk
) · DXkψ. (87)
We remark that in the limiting case of (86) every associated eigenspinor ψ also satisﬁes the eigenvalue equation
Hψ = ν0ψ. (88)
Proposition 7.2. If M is a compact R-harmonic Riemannian spin manifold admitting a global spinor ﬁeld ψ = 0 that satisﬁes Eqs. (87)
and (88), then M is a limiting manifold of the estimate (86).
Proof. Eqs. (87) written in the form
∇Xψ + 1
n
X · Dψ = 1
b
B
(
X, Xk
) · ∇Xkψ (89)
imply
∇2X,Yψ +
1
Y · ∇X Dψ = 1
(
(∇X B)
(
Y , Xk
) · ∇Xkψ + B(Y , Xk) · ∇2X,Xkψ). (90)n b
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n − 1
n
D2ψ − S
4
ψ = D2ψ − S
4
ψ − 1
n
D2ψ
(22)= −∇X j ,X jψ −
1
n
X j · ∇X j Dψ (90)= −
1
2b
B
(
X j, Xk
) · C(X j, Xk)ψ
(5), (6)= 1
2b
B
(
Xk, X j
) · B(X j, Xk)ψ = 12b Hψ (88)= ν02bψ.
This yields the eigenvalue equation
D2ψ = n
4(n − 1)
(
S + 2ν0
b
)
ψ,
which shows that M is a limiting manifold. 
We remark that (87) implies
DXψ = 1
b2
B2
(
Xk, X
) · DXkψ. (91)
Now, a calculation with (91) similar to that with (81) yields the following assertion.
Remark 7.5. In the limiting case of the estimate (86) and also of the estimate (42), every associated eigenspinor ψ satisﬁes
the equation
|Y ||DXψ | = |X ||DYψ | (92)
for all vector ﬁelds X, Y . Moreover, for all X, Y with X ⊥ Y the equation
〈DXψ,DYψ〉 + 〈DYψ,DXψ〉 = 0 (93)
is valid.
The only known solutions of Eqs. (82), (83) or (92), (93) are twistor-spinors and, hence, Killing spinors in the limiting
case. This leads to the conjecture that in the considered limiting cases the associated eigenspinors are Killing spinors.
A classiﬁcation of manifolds with real Killing spinors is given in [3]. Moreover, a summary of essential results concerning
the spectrum of the Dirac operator one ﬁnds in [7].
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