Feature selection (FS), also known as attribute selection, is a process of selection of a subset of relevant features used in model construction. This process or method improves the classification accuracy by removing irrelevant and noisy features. FS is implemented using either batch learning or online learning. Currently, the FS methods are executed in batch learning. Nevertheless, these techniques take longer execution time and require larger storage space to process the entire dataset. Due to the lack of scalability, the batch learning process cannot be used for large data. In the present study, a scalable efficient Online Feature Selection (OFS) approach using the Sparse Gradient (SGr) technique was proposed to select the features from the dataset online. In this approach, the feature weights are proportionally decremented based on the threshold value, which results in attaining zeros for the insignificant features' weights. In order to demonstrate the efficiency of this approach, an extensive set of experiments was conducted using 13 real-world datasets that range from small to large size. The results of the experiments showed an improved classification accuracy of 15%, which is considered to be significant when compared with the existing methods.
Introduction
Feature selection (FS) is an important data processing step used extensively in data analytics and machine learning problems. The objective of FS is to remove redundant and irrelevant features from the original dataset. By removing these, the complexity in the computation is subdued and generalization capability of the model can be improved. Many of the existing FS methods use the batch learning model. These models assume that the entire dataset is available for processing. However, in real-world scenarios, the user may not have sufficient storage capacity to keep track of the entire dataset, and also collecting and maintaining such data is cumbersome and expensive. Moreover, the batch mode FS methods perform many epochs to acquire the best feature subset and this leads to an increase in computational time. Thus, it is seen that the batch feature selection methods may not be well suited for big-data problems.
On the other hand, online feature selection (OFS) is a challenging problem of processing data online, i.e. processing one instance at a time. In this paper, a supervised binary classification problem is considered for demonstrating the sparse gradient (SGr) method to select features online. In this approach, for each data instance, a perceptron learning model is trained to learn feature weights. The SGr method is applied to feature weights and weights of irrelevant features are proportionally reduced to zero based on a threshold value. By following this gradual decrement step, SGr induces sparsity in the feature weights. Finally, the features that are gaining nonzero weights are considered as important features and can be used in classification in big-data problems to improve the classification performance. The rest of the paper is organized as follows: Section 2 presents a brief analysis on related works in the literature. Section 3 introduces the problem and discusses the proposed approach. In Section 4, we experimentally demonstrate the efficiency of the proposed approach, and Section 5 lists the possible extensions of the paper.
Related work
Based on dataset labeling, FS methods can be classified as supervised [1] , unsupervised [2] , or semisupervised. Supervised FS methods are further categorized into filter, wrapper, and embedded methods. Filter methods [3, 4] utilize metrics like distance, mutual information, and consistency measures to rank features and select topranked features, but filter-based methods do not consider the classification performance and require an entire dataset to process. Wrapper methods [5] initially generate a candidate feature subset and exploit the learning model's performance to evaluate the generated candidate feature subset, but the generation of a candidate feature subset for evaluation may lead to an exhaustive search in the feature space. On the other hand, in embedded models, FS is done within a learning model. In other words, the results of a learning model are employed to evaluate and select features. The proposed OFS using the SGr method belongs to the embedded FS category.
In online learning, one of the classical and widely used models is the perceptron model. Based on perceptrons many margin-based classification methods are proposed. For example, the confidence weighted learning algorithm [6] uses second-order information about the data to update feature weights. Most of the online learning algorithms require that all features of data instances be available for processing, while the number of instances can vary. The execution time for these algorithms is less when compared to batch learning methods.
In the literature, streaming and online FS methods are gaining importance in recent days. Most of the streaming feature selection methods [7] assume that the number of training instances is fixed, while the number of features can vary. For example, grafting [8] and alpha-investing [9] belong to this category. These methods assume that features are arriving sequentially. However, in real-world scenarios, instances arrive sequentially while the number of features remains constant. In this paper, the proposed method addresses a feature selection problem where instances arrive sequentially.
The problem of selecting features online is addressed by the OFS algorithm [10, 11] . It uses a simple truncation method to eliminate the features that have small weight, but the presence of noisy data may lead to the removal of important features. Moreover, these methods require the number of features to be selected as a parameter, but in many real-world situations the user may not know a sufficient number of features to avail good accuracy. In this paper, the proposed method is designed to select the features automatically without demanding any strict limitations on the number of features to be selected. The main aim of FS methods is to select a subset of features without degradation in the performance (classification performance). However, without sufficient background knowledge about the problem and dataset, the user could not decide about the number of features that do not degrade the performance. Because of this uncertainty about the number of features to select, it is always superior to make this selection of number of features an automated process. In this way, our method is different from the existing OFS [10, 11] works.
Unlike the feature selection method for data streams [12] , which deals with streaming data, our proposed methods assume that the data are available already, but because of storage and computation time constraints the data are accessed online. Moreover, our proposed methods address the classification problem where [12] proposed the FS method to monitor data. Since the classification problem has been taken for demonstration, our proposed methods approach the problem in a supervised manner.
Our method is related to the truncated gradient method [13] . The truncated gradient descent method is used to induce sparsity in the feature weights, but this technique does not address the feature selection problem. In this paper, we present an approach that selects features from the dataset online by inducing sparsity in the feature weights and compare its efficiency with other online feature selection methods.
Online feature selection using sparse gradient

Problem setting
In this paper, FS for an online binary classification paradigm is proposed. Let D be the dataset from which
feature weight vector w m ∈ R N is learned and used to classify the instance. Later, depending on the result of classification, w m is updated to w m+1 , but the problem is to select only s features, instead of all the N features, where s < N , such that the accuracy obtained while using s features is equal to or better than using all the N features. This particular selection is done online so this problem is called OFS.
OFS method
OFS methods accept the dataset one instance at a time. For each instance, a linear classifier, or in other words a weight vector, is learned and the function sign(w ′ m × x m ) is used to predict the class label of the instance. Later, the target class and predicted class are compared. When the method misclassifies, the weight vector is updated using the following stochastic gradient rule:
In Eq. (1), C ′ ( * , * ) is the gradient cost function and α is the learning rate. After this update, the weight vector is imposed to a L2 ball so that the norm of the weight vector is controlled. This procedure is denoted as an online learning algorithm (OLA). Later, the SGr method is applied to the feature weights to induce sparsity.
The existing OFS algorithm uses a truncation method instead of the SGr method to select features. In the existing method, for each data instance, the truncation method is applied to the feature weights after calculating them. This truncation method keeps only the top Q number of features that gained large weights. All other N − Q features are reduced to zero. This method is not robust to noisy data.
Sparse gradient method (SGr)
SGr is a gradient method that induces sparsity in the weight vector of features. SGr is adaptive in nature such that it can be called for each instance or once for every K instances. In the SGr method, a threshold value of reduction ( ϑ) and a reduction amount (σ) should be predefined, by which the weight of features is reduced. SGr reduces the feature weights that are within the ϑ range by σ amount. SGr uses the logic that if a feature does not gain enough weight to cross the threshold value ϑ for multiple instances, its value will be gradually decreased to zero. If a feature weight goes across zero then, that feature weight will remain zero. Thus, the SGr method is less aggressive. The SGr function is given below:
In SGr, ϑ and σ play a major role in selecting features. If the σ value is too large then even the weights of important features may reach zero, leading to their omission. At the same time, if the σ value is very small, then the weights of unimportant features may not reach zero, leading to their inclusion in the classifier and thus reducing the generalization capability of the classifier. Also, if the ϑ value is large, then many features will fall into the reduction range, leading to their exclusion, whereas if ϑ is very small, then the number of selected features will be large and lead to the inclusion of unimportant features. This is because if ϑ is small, only a few features will get their weights reduced to zero, so values of σ and ϑ are to be chosen empirically depending upon the problem and the dataset to be processed. The pseudocode for the OFS (with SGr) and SGr is given in Methods 1 and 2, respectively.
This SGr can be used with any learning model that uses gradient descent to induce sparsity in the weight vector of features. The proposed SGr considers the features that have weights larger than ϑ as important features because their contribution for classification is high. During learning, a feature is eliminated if the weight of the feature become zero because of the SGr method. Thus, after processing many data instances, the size of the feature set will be reduced. This characteristic leads to the fact that if the number of training instances is large then features can be selected with more accuracy.
Experimental results
In this section, to demonstrate the efficacy of the SGr method, an extensive set of experiments are conducted. Real-world benchmark datasets ranging from small to large in size from the UCI Machine Learning Repository (https://archive.ics.uci.edu/ml/datasets.html), given in Table 1 , are used in the experiments. The SGr method that is applied for every instance is implemented in OFS using Sparse Gradient Descent (OFSSGD) method and its variant that uses the SGr method for every K th instance is implemented in OFSSGDK. In the experiments, K is set to 5. The results of these 2 methods are compared with the existing OFS algorithm, which was discussed in [11] . 
Experimental setup
For a fair comparison, the regularization parameter and the learning rate are set to 0.01 and 0.2, respectively. The dataset is normalized before it is processed. The ϑ and σ values are set to 15% of the mean of the dataset and 0.2, respectively. A vector of ϑ values is used instead of a single constant value to denote the fact that different features may be in different ranges, and to consider each feature's importance we need a ϑ value that is different for each feature. At the same time, it is worth mentioning that our proposed methods provide efficient results even with constant ϑ value. These parameter values are chosen after conducting the experiments with different possible values for these parameters. The experiments were executed 20 times with different order of input data to show the stability of the proposed approach. All the results were reported by taking the average of the results collected over these 20 runs. Table 2 shows the mistakes rate with execution time and Figure 1 shows the accuracy obtained by the proposed methods on medium-sized datasets. As mentioned in Section 3, the misclassified instance is counted as a mistake and the overall accuracy of the dataset is calculated by the ratio of number of correctly predicted instances to total number of instances. From the results, it is observed that the proposed OFSSGD and OFSSGDK outperform the results of the existing OFS algorithm. In the experiments, these methods selected 30%-50% of features from the original features set. Table 3 shows the mistakes rate provided by the proposed methods on small datasets. Figure 2 shows the classification accuracy obtained by the proposed methods with small datasets. For small datasets like vote, zoo, and heart-Cleveland, OFSSGD and OFSSGDK resulted in good improvement in the accuracy (reduced number of mistakes), while the number of features selected is nearly three-fourths of the original features set. This is because the training instances are much fewer and the SGr is applied to the instances only a few times. This leads to a reduction of weights for small sets of features.
Evaluation of predictive performance
It is noted that the results of OFSSGDK are better than OFSSGD as the OFSSGDK method calls the SGr method once for every K th instance to perform the average reduction in weights. Thus, OFSSGDK is robust to noisy data, whereas OFSSGD may not be robust to noisy data. In the experiments, large datasets like Kddcup08, Ijcnn1, cod-rna, and Covtype, which have more than 100,000 training instances, are also used to emphasize that the proposed methods result in a significant amount of improvement in the classification accuracy for large datasets. This is shown in Figure 3 . Table 4 shows the mistakes rate of the proposed methods with these large datasets. For the Ijcnn1 dataset the OFSSGD selected 8 more features than OFS and provided 13.77% improvement in the accuracy. For the Kddcup08 dataset OFSSGDK provided 11% improvement in the accuracy over OFS by selecting 10 more features. At the same time, OFSSGD selected only 3 more features than OFS and resulted in an accuracy improvement of 9.96%. It is also observed that the OFSSGD and OFSSGDK achieve these better results approximately 4 times faster than the existing OFS algorithm. These results showcase that the proposed OFSSGD and OFSSGDK methods are better than the OFS algorithm, as our methods do not require any parameters to be given by the user to select features. Though the difference between the number of features that are selected by the existing method and the proposed methods is high, it is emphasized that the number of features that are selected by the proposed methods is not received as a parameter and is chosen by the method itself. This automated selection of number of features to be selected ensures that the optimal or near optimal feature subset is selected without degrading the classification performance. 
Conclusion and future work
In this paper, OFS methods for classification problems are proposed. These proposed methods use the SGr method to select features. This SGr method proportionally decrements the feature weight in the classifier based on a threshold, and the features with zero weights are considered as unimportant features and eliminated from the final selected features set. The experimental results provide evidence that our proposed methods select more features than the existing method and provide considerable improvement in the classification accuracy. The main advantage of the proposed method over the existing method is the automated selection of number features to select. This ensures that even the end user does not have any domain knowledge or information about the dataset and our methods select the optimal or near optimal feature subset without degrading the classification performance.
As a future extension, the proposed SGr method can be used with any online learning algorithms. This method can be extended to multiclass classification. The applications of the method can include fields like health-informatics and image processing that generate large amounts of data.
