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Regular processes generalize the notion of diffusion processes. We observe 
them with the aid of a linear map in order to determine (or to predict) the 
final state. The main features of observability for such processes are the 
phenomenon of critical time and exceeding fragility for perturbations. 
1. INTRODUCTION 
The term “observability” has been used in the control theory to denote a 
property of an “observed system” that guarantees some degree of knowledge 
about a process from a knowledge of a linear image of the process [9]. This 
degree varies for distinguishability, (initial) observability or final observability. 
For instance, we talk about distinguishability if two different processes 
give necessarily different observations, and if the continuous return to the 
initial state is possible, we are in the case of (initial) observability. 
By a process we usually understand a solution of a (partial) differential 
equation or a solution of an evolution equation in Banach space (this fixed 
equation is called a system). 
An observation is realized by a linear operator (named an “observer”) defined 
on the evolution space of the process. 
EXAMPLE I. Consider an observed system (S(t), H}, where S(t), t > 0 is a 
semigroup of operators in a Banach space X, and iY is a bounded linear map 
fix-+ w. 
The initial state x0 determines a process S(.)xO and we use the observer H to 
obtain the observed trajectory 
* An early version of this paper was presented in a lecture at the Banach International 
Center, Warsaw, during the Semester on Mathematical Control Theory (December 
1973). 
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say, in C[O, T; IV]. Here distinguishability amounts to requiring that HS( .).q, = 0 
implies x0 = 0. 
The continuous return mentioned above consists in continuous invertibility 
of the operator x0 + HS(.).q, on its range, a.i., in 
II .‘o llx < K II HS(.bo tlc(o.~:w) . (2) 
EXAMPLE 2. Let Q be a region of !IP with smooth boundary I’ and let us 
give a process by the elliptic equation: 
Then for f in L2(J2), u is in H2(D). We observe the normal derivative at the 
boundary I? 
f + (ihi’h),‘r E H+‘l”(r). 
We may consider this map as an operator H mapping into L”(r). 
For convienence we introduce the term “observation operator” that will be 
denoted by C. In Example 1, CX, = HS(.) .yn and in Example 2, C maps f to 
(GU/FV)/lT 
Re note that our concepts of observability have corresponding notions in 
theorv of equations in Banach spaces [8]: the condition ker C : :Oj of the 
uniqueness of solutions (distinguishability) and the condition of u-ell-posedness: 
(initial observability). 
Distinguishability is frequently encountered (for instance, see the criteria 
from [16]) but it does not provide any estimates of the type (2)(2’). 
On the other hand, conditions (2)(2’) of initial observability are very desirable 
for applications but the systems satisfying them are quite special [4, Theorem 1.31. 
Moreover, in the case of a compact semigroup S(t) or of a compact observer H 
(see Example 1) the observation operator C is compact. It follows from [I61 
and from the proof of [4, Theorem 4.11. And if C is a compact map into an 
infinite demensional space, then (2’) cannot hold. 
In this paper we are concerned with diffusion processes and continuous 
observers, therefore we cannot expect the (initial) observability in view of 
compactness of 5’(t). Nevertheless certain estimates similar to those in (2), (2’) 
may be obtained after an introduction of a weaker topology on S. 
We set 
II x0 IIT = II W)xo II (3) 
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and hence the new topology is given by the seminorm 11 lIT which actually turns 
out to be a norm. 
DEFINITION 1. Fix E > 0 and consider the observation operator: 
X” + cc, EF(0, E; W), cx, = HS(~)Xo ) (4) 
where F stands for L1' or C. The process {s(t), Ii> is T-observable, if there is a 
K > 0 such that: 
II xo I/T = II SC%, II < K II C-r, Il. (5) 
Note that observation is accomplished in time E, while the final state S(T)xo 
corresponds to the time T. If E < T we may talk about “prediction.” It will be 
shown that for diffusion equations T-observability in independent of E. 
The purpose of the paper is to derive a formula for “critical time” and to 
show perfect instability of T-observability under perturbations of the observer. 
These results find applications in a general perturbation theory of controlled 
and observed systems [4]. 
2. OBSERVABILITY CRITERION FOR DIFFUSION PROCESSES 
We are concerned with the Sturm-Liouville equation: 
$-~(p(x)+(x)u(s)=O, O<~xl, t20, &)>O. (6) 
The solutions of (6) must also obey boundary and initial conditions. 
u(x, 0) = uo(x). (8) 
We suppose that the initial condition u. is in L2(0, 1) and hence the generalized 
solution of (6), (7), (8) lies in C(0, T; L2(0, 1)) CLp(0, T; L2(0, 1)). The Sturm- 
Liouville operator: 
B = & (P(X) &) + d-4 (9) 
with p E cl(O, I), 4 E C(0, I), . d fi is e ne on the intersection of the Sobolev space d 
H2(0, 1) and of the function satisfying (7) and is valued in L2(0, 1). 
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DEFINITION 2. If an operator B is selfadjoint, closed with dense domain and 
if its eigenvalues {-An) satisfy 
/An-Am/ >61n----m; for all m, Al, (10) 
with finitely many negative h, , we say that B is regular. 
The nomenclature is suggested by regularity conditions (IO), (I 1) [ 171. It is 
known [2, 161 that (9) is regular, and these are the onIy properties of the Sturm- 
Liouville operator we need in the sequel. Hence for convenience we shall talk 
about regular operators and processes. As a simple consequence of this definition 
we have: 
(a) B has the Hilbert-Schmidt resolvent defined on C\{-An]. 
(b) B is an infinitesimal generator of a strongly continuous semigroup of 
compact operators. 
(c) il solution of (6), (7) (8) is given by the formula 
(12) 
where .[pj,] are orthonormal eigenvectors of B and 
%I =: z cn91,2 ’ 
M’e also give a perturbation result for regular processes which is used in 
[4, Chap. 41. 
PROPOSITION. Let B be a regular operator and D a bounded symmetric operator. 
Then B + D is regular pro&led that 11 D 11 is small enough. 
Proof. By [7, Theorem 4.101, B + D is closed and self-adjoint and dist(a(B), 
a(B + D)) :cz // D I/, where o denotes the spectrum. Hence (B + D) satisfies (lo), 
(11) in view of the fact that eigenvalues remain simple, [7, p. 2131. 
A study of final observability of regular processes covers the fields of interest 
of [3, I 1, 161. As in Example I, we consider an observation operator 
cx, = HAs(.)xo E C(0, c; nv) c L”(0, E; W), 
which yields generalized solutions of 
X” E s, 
(d.y/dt) (t) = Bx(t), x(0) - x,, ( 
w(t) = H.%.(t) 
(13) 
with B regular and H bounded. 
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Now we are ready to pose the question when C is T-observable (see Defini- 
tion 1). 
CRITERION. (a) If the series ~~=, e+J/II HP)~ 11 is convergent, then the process 
is T’-observable for T’ > T. 
(b) If the series diverges, then the process is not T”-observable for T” < T. 
Remark. Criterion 1 is valid for all functional spacesP(0, E; X), 1 < p < 00, 
and for C(0, E; X). The proof is similar to that given in [3]. However, there 
are several new elements we wish to point out here. First, we allow a finite 
number of negative h’s but this of course has no influence on continuity of 
operators. 
Second, we fix an arbitrary observation time E > 0. 
This is admissible because asymptotic bounds for l/d, (we are going to 
define dk soon) are uniform for all L,(O, E) C(0, l ) spaces and for all E. 
When we deal with L2(0, l ) spaces we can also use the fact that the restriction 
operator from K{eAnt} CL2(0, co) to L2(0, E) has a bounded inverse [6]. Then 
the irrevelence of E will follow from [3, Theorem 11. 
Another novelty of the proof is in the extension of the result for a functional H 
to any bounded operator. To get around this difficulty we shall need a simple 
lemma. 
We consider a Banach space F(0, l ) ( w ere F stands for C or Lp, 1 < p < 03) h 
and the corresponding functional space F(0, E; X) with values in the Banach 
space X. 
Let {&} be a sequence of elements of F(0, 6) such that no & does belong 
to the closed hull of remaining elements {&}n+k . 
The distance of & from ik{fm}n+k will be denoted by dk (we shall apply 
these considerations for & = eeAnt). 
Let {xn} be a sequence in X. We assume that the series 
is convergent in F(0, E; X). 
LEMMA. We have the following estimates 
(14) 
where 11 (1 is the norm in X, 111 j/lis the norm in F(0, E, X). We shall also denote tke 
norm of F(0, E) by 1 I. 
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Proof. Since any Banach space is isometrically isomorphic to a closed 
subspace of C(Q) [5], we have for f EF(O, E; X): 
‘llflll = I llf(.)ll I
= ; 1:: lWf(.)) (WI ; 
3 sup JAf(.)) (w)’ . 
0, ER 
(16) 
Here A stands for the mentioned isomorphism. Hence we have for the series (14) 
The first inequality is in fact (15) in the scalar case (see [I I, p. 341). 
Proof of Criterion. We assume that T’ is greater than T and that (a) holds. 
We have: 
in view of the expansion (12) of the solution of (13). The preceding lemma 
provides estimations: 
Ff’e combine (18) and (19) to get: 
We know from [6, 111 that l/d, grows as eA! and this together with the 
convergence assumptions in (a) gives (5). 
To prove (b) we notice that either H~I, = 0 for some it or there is a sub- 
sequence (tlk} of integers such that: 
for any T” < T’ < T. 
(21) 
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A computation of the ratio: 
and an application of (21) contradicts (5). 
3. PHENOMENON OF “CRITICAL TIME” 
The finite velocity of the wave propagation causes a phenomenon of critical 
time for exact controllability and initial observability of hyperbolic processes 
[W 
By using the Cauchy-Hadamard criterion for Dirichlet series [14] we obtain 
from Criterion 1 the “convergence radius” for the series x:n e&r/[1 H~J~ (I. We 
set: 
T,(H) = -1im inf log II fhi II 
&I . 
(22) 
If T is greater then T,,(H) then the considered sequence converges and the 
process is T-observable. 
On the other hand, T < T,(H) entails the lack of T-observability. 
Thus, in spite of infinite velocity of the diffusion processes we observe a 
similar phenomenon of critical time. This time is given explicitely by 
formula (22). 
EXAMPLE 3 ([3]). Consider the heat equation 
au a211 
t=@' o<t, O<N<l, 
along with the boundary conditions 
aqo, t) w,t) o 
-=--xi-= * ax 
We set the state space X = L2(0, 1). The eigenfunctions of the equation are 
{2112 cos srttx) and the eigenvalues * 7rn 2. The observer will be a functional on X 
and hence expressible by a series 
H = f h,(2’/* cos m-m). 
n=1 
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ii:\‘e insert these data to formula (20) to get: 
To := -lim i&!!X!LKL . 
n n?n’ 
If we set h, = em-“‘” then T,,(H) == 0, which means that the process is T-ob- 
servable for each T > 0. 
If for instance we set /z,~ = eeirznzT then we will obtain T,(H) =_ I’. 
i\‘e may construct a process which is distinguishable but not T-observable 
for any T b? putting h,, = e@. 
ESAJIPLI-: 4 ([3, 11, 121). Consider the same problem with L”(0, 1) replaced 
by CIO, I]. U’e observe the process with the aid of those linear continuous 
functionals which are the measures concentrated in single points 8s. In other 
words we observe a solution u(.Y, t) of the heat equation at one point B of the 
rod [0, I]: 
44 .). (23) 
To see what happens if the observer is situated at the end of the rod, sa! 
P =7 0, we compute: 
This means that observation of the temperature variation at an end of an in- 
sulated rod ensures T-observability for every T > 0 the result which can be 
found in [I 1] and [12]. 
ESAMPLE 5 ([3]). Let us return to (23). VC’e recall that the Diophantine 
norm 1 s 1: gives the distance of the number x from the nearest integer. We have: 
and this enable us to derive from (22) the formula: 
(24) 
This is an example how the number theory enters in a natural way. We are 
able to construct numbers 0 that will satisfy (24) for the T,, given a priori, In 
[3] it is proved that the set: 
(0: T,,(B) = 0) 
has the Lebesgue measure 1. 
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4. VULNERABILITY OF T-OBSERVABILITY 
We shall show not only that the set of “lousy observers” is dense but also 
that it is a set of the second Baire category. The meaning of the following 
theorem can be expressed as “perfect nonstability” of the examined property. 
Consider a regular process in a separable Hilbert space X. Let A denote 
the set: 
A = {H: T,,(H) = co}. (25) 
THEOREM. A is a set of the second residual Baire category. 
Proof. By definition: 
A = n (H: T,(H) > K). (26) 
K 
Because X is evidently a Baire space [5] we need to show that: {H: T,,(H) < K} 
is of the first category. 
In virtue of Criterion: 
(27) 
The set: 
AN = n 1H: 11 Hv,li 2 q[ is closed. 
n>N 
We shall see that its complement is dense. Take the ball K(H, C) in X’ = X. 
We may choose Q such that 1 HP,,, 1 = / hnO ( is smaller than E. 
In fact, in view of (12), H may be represented as the convergent series 
~~=‘=, h rp, an here we have x.,“=, hn2 <oo. 
Take the new functional: 
I? belongs to K(H, l ) and it is not contained in A, . 
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5. RERIARKS ON MEASURE PROPERTIES OF THE SET OF GOOD OBSERVERS 
U’e shall prove that for any regular process with h, :> 0, there exists a non- 
atomic probability measure p on the Hilbert space X’ (of functional observers), 
such that /L is positive on open sets, and that: 
p{H: To(H) = 0) = 1. (28) 
This fact however, as pointed out by the referee, is quite unsatisfactory. 
Actually we choose the measure p to the process B and we are not able to find a 
universal measure satisfying (28). N evertheless there is a reason to include this 
result. \\‘e recall (Example 5) that the measure considered on pointwise observers 
is invariant and universal for all heat processes examined in [3, 161 moreover 
the pointwise observers form an extremal set of the unit ball in C’[O, 11. 
\Ye may suspect the existence of a reasonable kind of measurement for which 
the set r {If {H: T,,(H) = 0) is big. 
Proof of the Property. Set S = (-B)-l. Since B is a regular operator, S is a 
Hilbert-Schmidt one to one map and hence a covariance operator of a non- 
degenerate Gauss measure ([l]). 
It is immediate that p((Jn {H: H~J~ = 0)) = 0. Now: 
r = {H: T,(H) = O} = fi {H: T,(H) S; l,‘k’j. 
K=l 
By Criterion it is enough to prove that for all T > 0: 
or equivalently that: 
(29) 
(30) 
In order to apply the Borel-Cantelli lemma [IO], we need show convergence 
of the series: 
c ,u{H: I/ Hcpn !I < e+‘:. 
12 
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Since {l/X,} are the eigenvalues of S and (qua} are its orthogonal normalized 
eigenvectors we have: 
In (31) we used the formula for the density of a one-dimensional Gauss measure 
111. 
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