Large arrays might be the solution to the capacity problems in wireless communications. The signal-to-noise ratio (SNR) grows linearly with the number of array elements N when using Massive MIMO receivers/relays. Moreover, intelligent reflecting surfaces (IRSs) have recently attracted attention since their SNR grows as N 2 , which seems like a major benefit. In this paper, we use a deterministic propagation model for a planar array of arbitrary size, to demonstrate that the mentioned SNR behaviors, and associated power scaling laws, only apply in the far-field. They cannot be used to study the regime where N → ∞. We derive an exact channel gain expression that captures the near-field behavior and use it to revisit the power scaling laws. We derive new finite asymptotic SNR limits but also conclude that these are unlikely to be approached in practice. We further prove that an IRS setup cannot achieve a higher SNR than the corresponding Massive MIMO setups, despite its faster SNR growth. The IRS typically must have a much larger array size to achieve the same SNR. Finally, we show that an optimized IRS can be interpreted as a reconfigurable lens and that it is generally suboptimal to operate it as an "anomalous" mirror.
I. INTRODUCTION
Massive MIMO (mMIMO) is the key physical layer technology in 5G [2] . In a nutshell, mMIMO uses a base station with many antennas (e.g., ≥ 64) to deliver large beamforming gains and perform spatial multiplexing of many users on the same time-frequency resource [3] - [5] . In this way, the spectral efficiency (SE) can be increased by, at least, an order of magnitude compared to 4G and mmWave communications can be enabled in mobile networks. Due to the success of mMIMO, it is expected that beyond 5G systems will make use of even larger arrays [6] , which can be either active or passive.
The active arrays are essentially mMIMO transceivers but with many more antenna elements than what is conventionally considered. To make this clear, the research community has recently used new names to describe this category: large intelligent surfaces [7] , extremely large aperture arrays [8] , and holographic MIMO [9] . However, we will refer to it as mMIMO since asymptotically large arrays have been analyzed since the inception of mMIMO [3] , [10] , [11] .
The passive arrays are large metasurfaces [12] , [13] that are deployed somewhere in the propagation environment to support the transmission from a source to a destination by creating additional paths. A metasurface consists of many sub-wavelength-sized elements that each acts as a diffuse scatterer [12] but with the special feature of being able to adjust the phase and polarization. By controlling the phase-shifts of the individual elements, the metasurface can create a "reflected" beam in the desired direction [13] ; the physics is the same as for beamforming with a phased array, except that the array then generates the signal locally. The concept of realtime controllable metasurfaces has recently received much attention and is called intelligent reflecting surface (IRS) [14] , software-controlled metasurface [15] , [16] , and reconfigurable intelligent surface [17] , [18] . We will call it IRS in this paper and will compare it with mMIMO relays, which are also deployed in between a source and destination to improve the propagation conditions; see [19] - [21] and reference therein for prior work on mMIMO relays.
A fundamental benefit of using large arrays is that the signal-to-noise ratio (SNR) grows with the number of elements N . In mMIMO setups, the SNR is proportional to N [10] , [11] , [19] - [21] . This implies that the transmit power needed to achieve a target SNR value during data transmission reduces as 1/N , which is a so-called asymptotic power scaling law. 1 In contrast, 1 If one also reduces the transmit power in the channel acquisition phase, the power scaling law changes; we refer to [4] , [10] , [11] for details. the SNR grows as N 2 when using an IRS [14] , thus a more aggressive scaling law can be formulated where the transmit power is reduced as 1/N 2 [14] , [18] , [22] .
The main issue with the aforementioned SNR analyses and power scaling laws is that they are derived under an implicit assumption of far-field operation, which means that the direction and channel gain are approximately the same to all antennas in the array. However, since the array size grows with N , we will inevitably operate in the geometric near-field as N → ∞. The nearfield behavior of the SNR is uncertain. For example, several papers have studied the IRS behavior in the far-and near-field but as a specular reflector (an "anomalous" mirror) [18] , [23] - [25] , and made parallels to geometrical physics to support this conclusion. The conference version [1] of this paper was a first attempt to mathematically derive the near-field behavior in both the mMIMO and IRS setups, but the results are approximate since they relied on the propagation model from [7] that neglects polarization mismatches that appear over the array. Recently, [26] , [27] provided numerical studies and discussions regarding the near-field behavior, but the results are approximate since polarization is neglected (as in [1] , [7] ). In [27] , the effective areas of the elements are also assumed constant in the array, which is not the case in the near-field.
A. Contribution and Outline
In this paper, we begin by deriving a closed-form expression for the channel gain with a planar array of arbitrary size (see Sections II-III) and taking both varying polarization mismatches and effective areas of the element into account, which is necessary to rigorously study the nearfield. We use this expression to mathematically derive the near-field and far-field behaviors in three key setups: conventional mMIMO, mMIMO relay, and IRS-supported communications.
The setups are defined in Section IV, while the power scaling laws and near/far-field behaviors are uncovered in Section V. In particular, we explain under what conditions the SNR grows with N in the ways described above, and when we instead need to consider the different near-field behavior. The analysis shows that the far-field approximation is accurate for antenna arrays of practical interest but cannot be used to study their asymptotic limit as N → ∞. We prove that an IRS can never achieve a higher SNR than the mMIMO setups when the array sizes are equal, despite the fact that the SNR sometimes grows as N 2 in the IRS setup. The case with different array sizes is then studied in Section VI. Next, in Section VII, we provide a geometric interpretation of an optimized IRS as a reconfigurable lens. This does not mean that the IRS cannot operate as a specular reflector, but instead that this is not the SNR-maximizing way to operate it. Finally, the main results and conclusions are summarized in Section VIII.
B. Notation
Boldface lowercase letters, x, denote column vectors and boldface uppercase letters, X, denote matrices. The superscripts T , * , and H denote transpose, conjugate, and conjugate transpose, respectively. The n × n identity matrix is I n , mod(·, ·) indicates the modulo operation, and · rounds to the argument to the closest smaller integer. The multi-variate circularly symmetric complex Gaussian distribution with covariance matrix R is denoted N C (0, R). We define ||x|| the Frobenius norm of vector x.
II. PRELIMINARIES
This paper analyzes the wireless propagation when using arrays of different sizes. We begin by considering the free-space propagation scenario shown in Fig. 1a , where an ideal isotropic transmit antenna sends a signal to a receive antenna located at distance d. Assume that the receive antenna is lossless, has an (effective) area A perpendicular to the direction of propagation, and has a polarization matching that of the transmitted signal. Then, from Friis' formula [28] the received power is
where P tx denotes the transmit power and
is the free-space channel gain, also known as pathloss. Note that it is given by the area of the receive antenna divided by the total surface area of a sphere with radius d. We use the subscript d in β d to express that the channel gain is a function of d. Since the received power P rx can never be higher than the transmit power P tx (due to the law of energy conservation), it is evident
In most cases, β d is much smaller than one, as we will now exemplify. A way to increase the channel gain in (2) is to make the receive antenna area larger. In particular, we can deploy N antennas of the same kind in an array. If they are deployed on the sphere in Fig. 1a and are non-overlapping, and if each antenna has a polarization that matches the locally received signal, the total received power is N times the value in (1):
This setup is illustrated in Fig. 1b and the channel gain is N β d = N A 4πd 2 , which is proportional to the total antenna area N A. Clearly, no more than N A = 4πd 2 non-overlapping receive antennas can be deployed on the sphere in the way shown in Fig. 1b . In that case, N β d = 1 and P spheric-N rx = P tx , so that all the transmitted power is received. Observe that very many antennas are needed to make this happen. Under the assumptions in Example 1, we need 10 4 antennas to cover the entire sphere for d = 2.5 m when communicating at f = 3 GHz, and 10 6 antennas for d = 25 m. Both values increase by 100 times when communicating at f = 30 GHz.
The linear growth with N in (3) is called an array gain and is the key motivating factor behind mMIMO communications using antenna arrays with a large (possibly infinite) number of antennas. A common statement in such systems is that the linear scaling holds true even in the asymptotic regime where N → ∞ [3] , [10] , [11] , [29] - [32] . This is clearly not possible since the total channel gain would be higher than one, thereby invalidating the law of energy consumption.
At the same time, the analysis above has shown that a very large number of antennas is needed to receive all the transmitted power. Hence, the linear scaling might hold in practical mMIMO communications, even if thousands of antennas are used and the propagation distance is short.
The aim of the next section is to revisit the asymptotic regime with practical planar antenna arrays
and prove under what conditions the linear scaling is inaccurate or approximately correct. These results will be fundamental in Section V when studying the power scaling laws and near-field behaviors of different MIMO systems, including IRSs.
III. PLANAR ANTENNA ARRAYS
We now turn the attention to the planar array illustrated in Fig. 1c , particularly because such arrays are commonly used in practical mMIMO deployments [6] . The transmit antenna is at distance d from the center of the array. For notational convenience, we make the following assumption that will be considered in the remainder of this paper. propagation has effective area A, while other antennas have smaller effective areas. The antenna gain in a particular direction is determined by the effective area and polarization loss in that direction [33] . When the transmitter is in the so-called geometric near-field of the array, three fundamental properties must be taken into account: 1) the distance to the elements varies over the array; 2) the effective antenna areas vary since the element are seen from different angles; 3)
the loss from polarization mismatch varies since the signals are received from different angles.
A. Exact Expression for the Channel Gain
The following lemma extends prior work in [33] and provides a general way of computing channel gains to each of the N antenna elements of a planar array. 3 Lemma 1. Consider a lossless isotropic antenna located at p t = (x t , y t , d) that transmits a signal that has polarization in the Y direction when traveling in the Z direction. The receive antenna is located in the XY -plane, is centered at p n = (x n , y n , 0), and has area a × a. The free-space channel gain is
where X = {a/2 + x n − x t , a/2 − x n + x t } and Y = {a/2 + y n − y t , a/2 − y n + y t }.
Proof: The proof is given in Appendix A, where the impact of the three fundamental properties mentioned above is clearly pointed out.
We will use this general formula later in the paper. However, we first notice that a compact expression for the channel gain and thus the total received power can be obtained when the transmitter is centered in front of the planar array. where the total channel gain is
with β d given in (2) .
Proof: This formula follows from Lemma 1 by setting x t = y t = 0, x n = y n = 0, and
rearranging the terms, we obtain (6) from (4).
The channel gain in (6) is valid for arbitrarily large planar arrays, which is different from the models recently considered in [26] , [27] that assume equal effective areas of all elements. The new expression supports the case when the transmitter is in the near-field of the array. 4 We will now explore both far-field approximation and large-array limit appearing in the near-field.
B. Far-field Approximation and Large-array Limit
Suppose the planar array considered in Corollary 1 is in the far-field of the transmitter in the sense that d √ N A. In this case, N β d π + 1 ≈ 1 and √ 2N β d π + 1 ≈ 1. By using the first-order Taylor approximation tan −1 (x) ≈ x, which is tight when the argument is close to zero (as is the case when N β d π is small), from (5) in it follows that
which is equal to P spheric-N rx in (3). Hence, for relatively small planar arrays, the received power is proportional to N . Both terms in (6) contribute to the result, but not equally much.
If N grows large, the far-field approximation is no longer valid and we instead notice that
as N → ∞. Hence, the received power in (5) saturates and has the asymptotic limit
This value satisfies the law of energy conservation since only one third of the transmitted power is
received. An intuitive explanation for why the limit is finite, although the array is infinitely large, is that each new receive antenna is deployed further away from the transmitter; the effective area (perpendicularly to the direction of propagation) becomes gradually smaller and the polarization loss also increases. The former effect is very important to model properly, otherwise there is no 4 Note that we assume throughout this paper that d λ, so the system does not operate in the reactive near-field of the transmit antenna (even if it is in the geometric near-field of the array). In fact, this assumption must be made to derive the expression in Lemma 1; see [33] for details. limit and the law of energy conservation is invalidated. The latter effect is also of importance since the limit becomes 1/2 if one neglects polarization losses, as was done in [1] , [7] .
From the above discussion, a natural question arises: Will the received power grow linearly with N for practical array sizes, so that we can utilize the approximation in (7), or do we need to use the exact expression? To answer this question, Fig. 2 shows the total channel gain P planar-N rx /P tx ∈ [0, 1] as a function of N , using either the exact expression in (5) or the far-field approximation in (7) . We consider the setup defined in Example 1 with f = 3 GHz and d = 25 m.
The results of Fig. 2 show that nearly 10 5 antennas are needed before the approximation error is noticeable (above 5%), and 10 8 antennas are needed to approach the upper limit of 1/3. Remark 1. The exact expression in (6) depends on N β d , thus it is the total array area N A that matters and not the individual values of N and A. Hence, the results in this paper hold for any frequency band and choice of individual antenna areas, as long as the total area is the same.
As the wavelength reduces, the area A typically shrinks and then more elements are needed to fill the same total array area.
As a rule-of-thumb, the far-field approximation in (7) is accurate for all N satisfying N A/10 ≤ d 2 ; the value of N that gives equality in this rule-of-thumb is indicated by a circle in Fig. 2 . As the distance d increases or the carrier frequency increases, the maximum number of antennas that satisfies the rule-of-thumb grows quadratically. In conclusion, the far-field approximation is usually accurate and might be used to predict scaling behaviors, but the exact expression in Corollary 1 is needed to study the asymptotic limit.
Remark 2. The propagation models presented in this section are physically accurate, under the given assumptions, and will be used in the remainder of this paper. However, this does not mean that the assumptions are applicable in any conceivable practical setup. For example, there can be other antenna gains, other polarization directions, and channels consisting of multiple paths.
We are not covering these generalizations since we focus on providing an intuitive exposition of the fundamental behaviors. Nevertheless, we claim that the properties that we expose will hold true also under other and/or more general conditions. The main difference is that additional scaling factors might appear in the SNR expressions and one might get summations of multiple expressions (representing multiple paths) of similar kinds as those in this paper.
IV. THREE DIFFERENT MIMO SETUPS
Next, we describe the three different setups that are considered in this paper, which are all illustrated in Fig. 3 . In the conventional mMIMO setup of Fig. 3a , a single-antenna source transmits a signal that is received by a planar array with N antennas, in the same form as in Fig. 1c . In the mMIMO relay setup shown in Fig. 3b , the same planar array receives the signal from the source and retransmits it to a single-antenna destination. In the IRS-aided setup in Fig. 3c , the planar array is replaced by an IRS with N passive elements that jointly "reflect" the incoming signal in a controllable manner. The signal comes from the source and is supposed to reach the destination. The IRS is intelligent in the sense that each of the N reflecting elements can control the individual phase of its diffusely reflected signal.
Line-of-sight (LoS) propagation is considered in all setups. Since the channels are deterministic and thus can be estimated arbitrarily well from pilot signals, perfect channel state information is assumed. Despite simple, the three setups in Fig. 3 are sufficient to develop the fundamental scaling laws and near-field behaviors (see Remark 2) and compare the setups.
A. Massive MIMO
In the LoS scenario, the deterministic flat-fading channel is represented by the vector h = [h 1 , . . . , h N ] T ∈ C N , where h n = |h n |e −jφn is the channel from the source to the nth receive antenna with |h n | 2 ∈ [0, 1] being the channel gain and φ n ∈ [0, 2π] an arbitrary phase shift. In the uplink, the received signal r mMIMO ∈ C N is where P tx is the transmit power, s is the unit-norm information signal, and n ∼ N C (0, σ 2 I N )
is the independent receiver noise. Under the assumption of perfect channel knowledge, linear receiver processing is optimal [4] , [34] and we let v ∈ C N denote the receive combining vector.
It is well-known that the maximum SNR is achieved with maximum ratio (MR) combining,
B. Massive MIMO Relay
The relay transmission takes place over two phases: 1) transmission from the source to the relay; 2) transmission from the relay to the destination. No direct link is present. Among the different relaying protocols (e.g., [35] - [37] among others), we consider the basic repetitioncoded decode-and-forward protocol where equal time is allocated to the two phases. The first phase achieves the same SNR as in the mMIMO setup considered above. Therefore, the SE
where SNR mMIMO is given in (12) and the pre-log factor represents the fact that each phase is allocated half of the time resources. In the second phase, the relay retransmits the signal s with power P relay using a unit-norm precoding vector w. The LoS channel from the array to the destination is represented by the deterministic vector g = [g 1 , . . . , g N ] T ∈ C N , where g n = |g n |e −jψn represents the channel from the nth antenna to the receiver. The received signal r relay ∈ C at the single-antenna destination is
where n ∼ N C (0, σ 2 ) is the independent receiver noise. It is well-known that the SNR is maximized by MR precoding with w = g * / g [4] , which leads to
The SE of the end-to-end mMIMO relay channel is then given by the minimum of the two phases:
C. Intelligent Reflecting Surface
The IRS-aided communication resembles the mMIMO relay case with the key difference that each element in the IRS scatterers the incoming signal with a controllable phase-shift but without increasing its power. The received signal r IRS ∈ C can be modeled as [26] , [38] r IRS = g T Θh P tx s + n
where P tx and s are the same as in the previous setups and n ∼ N C (0, σ 2 ) is the noise at the receiver. The reflection properties are determined by the diagonal matrix
where µ ∈ (0, 1] is a fixed 5 amplitude reflection coefficient and θ 1 , . . . , θ N are the phase-shift variables that can be optimized based on g and h. With perfect channel knowledge, an achievable SE is 6 log 2 (1 + SNR IRS ) [14] , [40] , where
is the SNR at the receiver. We will optimize the phase-shifts in the next section. 5 An IRS can possibly also adjust the amplitude coefficient between the antennas, but the SNR is maximized when all the amplitude coefficients take the largest possible value, which is here represented by µ. This is why we consider only that value. 6 Note that this is not the capacity of the IRS-supported channel, but higher SE can be achieved by encoding information into the phase-shift matrix Θ [39] .
Antenna n: (x n , y n , 0) 
V. POWER SCALING LAWS AND NEAR-FIELD BEHAVIORS
In this section, we investigate the three setups defined in Section IV. Particularly, the power scaling laws, near-field behaviors, and asymptotic SE limits will be analyzed as N increases.
New insights into the fundamental properties will be obtained by utilizing the deterministic propagation model derived in Section III. The following assumption is made for all setups.
Assumption 2. The planar array is centered around the origin in the XY -plane, as illustrated in Fig. 4a . The source is located in the XZ-plane at distance d from the center of the array with angle η ∈ [−π/2, π/2], as illustrated in Fig. 4b . It sends a signal that has polarization in the Y direction when traveling in the Z direction.
Under Assumption 2, the source is located at p t = (d sin(η), 0, d cos(η)) and the nth antenna is centered at p n = (x n , y n , 0). If we number the antennas from left to right, row by row, according to Fig. 4a , the coordinates x n and y n of the nth receive antenna for n = 1, . . . , N are
A. Massive MIMO
We will now study the mMIMO setup in detail. Following the geometry stated in Assumption 2,
we have that p t = (d sin(η), 0, d cos(η)) and p n = (x n , y n , 0) where the coordinates x n and y n are defined in (19) and (20) . By using Lemma 1, the channel h n = |h n |e −jφn to the nth receive antenna is obtained as
and
The following result is then obtained. 
where the total channel gain ξ d,η,N is given by
with B = N πβ d cos(η) = N A 4d 2 cos 2 (η) .
Proof: This result follows from Lemma 1 with p t = (d sin(η), 0, d cos(η)), p n = (0, 0, 0),
We stress that the channel gain in (24) depends only on the total array area N A (see Remark 1), thus the choice of frequency band only affects how many antennas are needed to achieve that area. Although SNR mMIMO in (12) is proportional to the sum of N channel gains and one may be tempted to claim that it grows proportionally to N , the above proposition shows that this is not the case in general. By using Corollary 1, a more compact expression can be obtained when the transmitter is centered in front of the array (i.e., η = 0).
Corollary 2.
When the transmitter is located in direction η = 0, the SNR in (23) simplifies to
where the total channel gain α d,N is given in (6) .
We will now use the general expression in Proposition 1 to study the far-field behavior.
Corollary 3 (Far-field approximation). If the transmitter is in the far-field of the mMIMO receiver, in the sense that d cos(η) √ N A, then (25) is well approximated as
where ς d,η = β d cos(η) (1 + tan 2 (η)) 3/2 (27) and β d cos(η) is given in (2) .
Proof: The derivation can be found in Appendix B.
We notice that in the far-field, the SNR in (26) is proportional to N , which is consistent with previous work in the mMIMO literature [4] , [10] , [11] . Hence, when N increases, the system can either benefit from a linearly increasing SNR or reduce P tx as 1/N to keep the SNR constant.
The latter is the conventional power scaling law for mMIMO, which first appeared in [10] , [11] .
However, when computing the asymptotic behavior as N → ∞, these prior works implicitly assumed the transmitter remains in far-field of the array and thus that the SNR goes to infinity as N → ∞ (or the power can be brought down to zero following the scaling law, while the SNR remains strictly non-zero). This is not physically possible. As N increases, the far-field approximation eventually breaks down and the total channel gain saturates in the near-field, as illustrated in Fig. 2 . Unlike [10] , [11] , the following accurate asymptotic result is provided. Corollary 4 (Asymptotic analysis). As N → ∞ with a constant transmit power P tx , the SNR with MR combining satisfies
If the transmit power is reduced with N as P tx = P/N ρ for some constant P > 0 and exponent ρ > 0, then as N → ∞
Proof: The limit in (28) is computed in the same way as the finite limit in (10). Since P ξ d,η,N has a finite limit and 1/N ρ → 0 as N → ∞, the result in (29) follows directly.
This corollary shows that any power scaling for which P tx → 0 as N → ∞ will asymptotically lead to zero SNR. Hence, the asymptotic motivation behind the power scaling laws in the mMIMO literature [10] , [11] is misleading. The scaling laws are, nevertheless, useful in many practical situations. To demonstrate this, Fig. 5 shows SNR mMIMO in (25) when we scale down the transmit power as P tx = P/N ρ for ρ ∈ {0, 1/2, 1}, where ρ = 0 corresponds to constant power. We consider the setup in Example 1 with d = 25 m, η = 0, f = 3 GHz, and the transmit power is selected so that P ξ d,η,N /σ 2 = 0 dB for N = 1. We observe that for ρ = 0 the farfield behavior, namely, an SNR that grows linearly with N , approximately holds true for any N ≤ 10 6 , which probably includes all cases of practical interest. If one selects ρ = 1/2, the SNR will instead grow as √ N for N ≤ 10 6 . Moreover, for ρ = 1, the SNR is approximately constant for N ≤ 10 6 . For larger values of N , the SNR goes to zero whenever ρ > 0.
Since this example considers η = 0, we know from Corollary 2 that ξ d,0,N = α d,N . It is the relation between N and d in α d,N that determines when the far-field behavior breaks down.
Since these variables enter into α d,N as N β d = N A 4πd 2 , the far-field behavior appear as long as N/d 2 ≤ 10 6 /25 2 = 1600. Hence, even if we would reduce the propagation distance to d = 2.5 m, the approximate scaling laws will be accurate for N ≤ 10 4 . In conclusion, the conventional power scaling laws can be safely applied in practice, but if we truly want to let N → ∞, the asymptotically accurate behavior is given by Corollary 4.
B. Massive MIMO Relay
We now turn the attention to the mMIMO relay setup. We assume the destination is equipped with a lossless isotropic antenna located in the XZ-plane at distance δ from the center of the array with angle ω ∈ [−π/2, π/2], as shown in Fig. 4b . This means that it is located at (δ sin(ω), 0, δ cos(ω)). According to the geometry stated in Assumption 2, the destination is located at (δ sin(ω), 0, δ cos(ω)) and the nth transmit antenna at (x n , y n , 0), where x n and y n are defined in (19) and (20) , respectively. From Lemma 1, it follows that the channel g n = |g n |e −jψn from the nth antenna to the destination is given by |g n | 2 = ζ (δ sin(ω),0,δ cos(ω)),(xn,yn,0),
and ψ n = 2π · mod x 2 n + y 2 n + δ 2 − 2δx n sin(ω) λ , 1 .
where the total channel gain ξ δ,ω,N is given in (24) and B = N πβ δ cos(ω) = N A 4δ 2 cos 2 (ω) .
Proof: This result follows from Lemma 1 with p t = (δ sin(ω), 0, δ cos(ω)), p n = (0, 0, 0), and a = √ N A.
By utilizing the results in Proposition 1 and Proposition 2, the end-to-end SE in (15) can be rewritten as
Note that, when the receiver is centered in front of the array (i.e., ω = 0), we have ξ δ,0,N = α δ,N .
Just as in the mMIMO setup, the SNR expression takes a simpler approximate form in the far-field, which is now represented by d cos(η) √ N A and δ cos(ω) √ N A. Following a similar approach as in the proof of Corollary 3, we have that
in the far-field, where ς δ,ω is defined as in (27) . In conjunction with the far-field result in Corollary 3, we obtain the following result in the mMIMO relay setup.
Corollary 5 (Far-field approximation). If the source and destination are both in the far-field of the mMIMO relay, in the sense that d cos(η) √ N A and δ cos(ω) √ N A, then (33) is well approximated as
This corollary shows that the end-to-end SNR grows proportionally to N whenever the far-field approximation is applicable. Hence, one can either keep the transmit powers fixed and achieve an SNR that grows proportionally to N , or reduce the transmit powers P tx and P relay as 1/N and achieve the same SNR as with N = 1. Since the relay channel is a composition of one uplink and one downlink mMIMO channel, the insights from the last subsection still apply: the far-field approximation and the power scaling law hold in most cases of practical interest. However, in the asymptotic limit as N → ∞, we have that ξ δ,ω,N → 1 3 which is the same asymptotic limit as in the first phase where it holds that ξ d,η,N → 1
3 . The following corollary shows that the power scaling law breaks down asymptotically.
Corollary 6 (Asymptotic analysis). As N → ∞ with constant transmit powers P tx and P relay , the SE with the mMIMO relay satisfies
If the transmit powers are reduced with N as P tx = P 1 /N ρ 1 and P relay = P 2 /N ρ 2 for some constants P 1 , P 2 > 0 and exponents ρ 1 , ρ 2 > 0, then as N → ∞ it follows that
Proof: The proof follows that of Corollary 4 and is therefore omitted.
This scaling behavior is essentially the same as the one illustrated in Fig. 5 , thus we postpone the numerical comparison with classical mMIMO to Section VI. There are plenty of previous works that study mMIMO relays and the related power scaling laws [19] - [21] , often in more general setups (e.g., full-duplex or two-way relaying) than those considered in this paper.
Although the power scaling laws developed in those papers are practically relevant, the nonzero asymptotic limits are incorrect since the channel models that are used are asymptotically inaccurate. Since the total channel gain is upper bounded by one (or rather 1/3 in the considered setup), any power scaling law that leads to zero transmit power as N → ∞ must also have a zero-valued asymptotic SE. Corollary 6 demonstrates this in a simple decode-and-forward relay setup but the result naturally extends to more complicated setups.
C. Intelligent Reflecting Surface
We begin by observing that the SNR is maximized in (18) when all the terms in the summation has the same phase [14] , [40] . This is achieved, for example, by selecting θ n = φ n + ψ n for n = 1, . . . , N . In doing this, (18) becomes
We can compute this expression exactly using (21) and (30) . We can also obtain the following simple and tight upper bound that does not involve any summations.
Proposition 3. The SNR in (38) with optimal phase-shifts can be upper bounded as
with SNR mMIMO given in (23) . Proof: The inequality is a direct application of Hölder's inequality, followed by computing the total channel gains of the two links using Proposition 1.
Interestingly, the upper bound in (39) is the product of the SNR in the mMIMO setup and the terms µ 2 and ξ δ,ω,N , which are the fraction of power that is reflected by the IRS and the total channel gain from the IRS to the destination, respectively. None of the latter two terms can be larger than one; in particular, Section II described that the value of ξ δ,ω,N must be below one (or rather 1/3) due to the law of energy conservation. Therefore, Proposition 3 implicitly states that the IRS setup cannot achieve a higher SNR than the corresponding mMIMO setup, if the array sizes are equal. One way to interpret this result is that the IRS acts as an uplink mMIMO receiver that uses the receive combining v = Θ T g, which has a different directivity than the channel h, except when [|h 1 |, . . . , |h N |] T and [|g 1 |, . . . , |g N |] T are parallel vectors. In any case, it also incurs an additional SNR loss given by
Similar conclusions hold when the IRS is compared to the mMIMO relay. To see this, assume for simplicity that the transmit power is the same in the two phases (i.e., P relay = P tx ). In this case, we may equivalently rewrite (39) as
which can never be higher than SNR relay , based on the same arguments as above. Since the endto-end SNR of the mMIMO relay channel is the minimum of the SNRs in the two phases, i.e., min(SNR relay , SNR mMIMO ), and both are higher than SNR upper IRS , we can conclude that the IRS can never achieve a higher SNR than the corresponding mMIMO relay setup with a matching array size and transmit power. However, the relay suffers from the 1/2 pre-log factor in (15) , which can potentially make the IRS more spectrally efficient, even if the SNR is lower. To investigate this further, assume that SNR relay > SNR mMIMO so that (15) becomes
From (39) , the SE with the IRS is upper bounded by log 2 (1 + µ 2 ξ δ,ω,N SNR mMIMO ), which is lower than (42) when
This condition may not be satisfied when SNR mMIMO is large. Hence, there are high-SNR cases when the IRS setup outperforms the mMIMO relay. This observation is in line with previous results in [17] , [40] .
We will now study the power scaling law. Recall from (38) that the SNR is proportional to the square of a sum with N terms. Intuitively, the SNR may then grow quadratically with N .
That behavior can in fact be observed in the far-field.
Corollary 7 (Far-field approximation). If both the source and destination are in the far-field of the IRS, in the sense that d cos(η) √ N A and δ cos(ω) √ N A, the SNR in (38) can be approximated as
Proof: This result is proved in the same way as Corollary 3 and Corollary 5.
The quadratic scaling with N in (35) has been recognized in several recent works [14] , [18] , [22] , but without explaining that it only holds under a far-field approximation. Moreover, those papers noticed that SNR growth is faster than the linear scaling with N observed for mMIMO receiver in (26) and for the mMIMO relay in (35) . Although that implies that an IRS benefits more from increasing the array size, it does not mean that it will achieve a higher SNR when N is large. Indeed, we already know from Proposition 3 and the subsequent discussion that this cannot happen in neither the far-field nor the near-field.
The right way of interpreting the N 2 scaling can be seen by factorizing the far-field SNR in (44) into two factors:
, Fraction of reflected power reaching destination
The first factor contains one N -term and describes the fraction of power received at the IRS that also reaches the destination. Since this term is fundamentally upper bounded by one, this N -term describes a drawback rather than a benefit of using IRS (it is the fraction of power that is not lost). The second factor in (45) equals the far-field mMIMO SNR in (26) and its N -term represents the power/array gain that is achieved when having a large array.
To demonstrate these properties, Fig. 6 shows the total channel gains obtained by the mMIMO receiver and the IRS setup for a varying number of antennas/elements N . We consider the setup in Example 1 with d = 25 m, η = π/6, δ = 2.5 m, ω = −π/6, f = 3 GHz, and µ = 1 (i.e., no reflection loss). Notice that in the IRS setup, the destination is in the vicinity of the IRS.
The figure shows that the total channel gain grows as N 2 with the IRS and as N with the mMIMO receiver, which is consistent with the respective far-field approximations. Nevertheless, mMIMO provides a much larger channel gain for most values of N , which is consistent with Proposition 3. The advantage remains asymptotically. The reason is that each element of the IRS acts as a scatterer, so that the IRS setup can be viewed as a relay that forwards the signal to the destination without amplifying it [40] . Even if the destination is close to the IRS, the far-field approximation in (44) is accurate until the IRS has roughly 10 4 elements. The upper bound in (39) follows the exact curve closely, even for N > 10 4 , which is why we called it a tight bound.
Remark 3. The upper bound in Proposition 3 contains the product of the total channel gain ξ d,η,N between the source and IRS and the total channel gain ξ δ,ω,N between the IRS and the destination. This is the same structure as for the far-field SNR in (44), which has previously been analyzed in a series of previous works (e.g., [23] , [26] , [27] , [38] ). However, the nearfield behavior has not be analytically studied with the same rigor. The IRS was modeled as a specular reflector (i.e., an ideal mirror) in [18] , [23] - [25] and the channel gain in the near-field can then be made proportional to 1/(d + δ) 2 [25] . This expression is different from the upper bound in Proposition 3, where there are no terms that depend on both d and δ. The following conclusion can be made: If one can operate an IRS to get a channel gain of the kind in [18] , [23] - [25] , the SNR is likely not maximized. We return to this matter in Section VII.
We conclude this section by using the upper bound in Proposition 3 to study the asymptotic behavior of an IRS, particularly in the near-field.
Corollary 8 (Asymptotic analysis). As N → ∞ with constant transmit power P tx , the SNR in the IRS setup is asymptotically upper bounded since
If the transmit power is reduced with N as P tx = P/N ρ for some constant P > 0 and exponent ρ > 0, then as N → ∞ it follows that
Proof: The upper bound follows from the fact that ξ d,η,N , ξ δ,ω,N → 1/3 as N → ∞, which was also utilized in Corollary 4. Since the channel gain is upper bounded, the SNR goes to zero if P tx goes asymptotically to zero.
This corollary shows, once again, that the asymptotic SE limit of any conventional power scaling law is zero. Nevertheless, we can expect the SNR in the IRS setup to grow as N 2 for most practical array sizes. In agreement with Proposition 3, Corollary 8 also shows that an IRS setup can never reach the same SNR as the mMIMO receiver for any common value of N . The difference remains even as N → ∞.
VI. HOW MANY ELEMENTS ARE NEEDED FOR THE IRS SETUP TO BE COMPETITIVE?
When looking for suitable use cases for the IRS technology, one needs to ask the question:
How large must the IRS be to achieve the same performance as with an active mMIMO receiver or an mMIMO relay? To answer this question, we now let N mMIMO , N relay , and N IRS , denote the number of elements of the mMIMO receiver, the mMIMO relay, and the IRS, respectively.
We can then determine how many elements are needed in the IRS to achieve the same or higher SE than with the competing technologies.
Corollary 9. When operating in the far-field, the IRS case provides higher SE than the mMIMO receiver if
Similarly, the IRS case provides higher SE than the mMIMO relay if
Proof: This follows from comparing the expressions in Corollaries 3, 5, and 7.
By inserting values into the expressions in Corollary 9, Fig. 7 shows how many antennas are needed to achieve a particular SE in each of the three setups. The same simulation parameters as in Fig. 6 are considered. The first observation is that the IRS needs more than 100 elements before it provides an SE that is clearly above zero. After that, the number of elements grows more gracefully with the SE than for the relay and mMIMO setups, since the SNR grows as N 2 . However, it is only for SEs greater than 4.5 bit/s/Hz that N IRS < N relay . The IRS must always be larger than the mMIMO array to deliver the same SE. For example, N mMIMO = 100 delivers 3.3 bit/s/Hz, while N IRS ≈ 3500 is needed to achieve the same SE. The gap reduces asymptotically but will not vanish, as proved in the previous section.
VII. GEOMETRIC INTERPRETATION OF OPTIMIZED IRS
Some recent works model an IRS as a specular reflector or an "anomalous mirror" (i.e., a mirror with an unusual reflection angle) [18] , [23] - [25] , which basically means that the IRS reflects the incoming signal towards the destination as a flat and perfectly rotated mirror would do. Under these conditions, the total channel gain of the IRS setup would converge to
when the array is sufficiently large and the near-field is considered. This asymptotic formula can be motivated by geometrical physics if one considers an equivalent setup where the destination is behind the mirror and the total propagation distance is d + δ. Interestingly, the limit in (50) differs from the asymptotic upper bound in Corollary 8. Moreover, as already pointed out in Remark 3, the two distances d and δ appear in (50) in a joint factor (d + δ) 2 and not within separate multiplicative factors as in Proposition 3. The reason for the different expressions is that an optimized IRS does not operate as a mirror. If a plane wave is impinging on a mirror, its specular reflection is also a plane wave. In contrast, if a plane wave is impinging on an IRS, each element will scatter a piece of the wave with a particular phase-shift. By optimizing the phase-shifts so that the N scattered waves add constructively at the destination, the IRS effectively operates as a lens that focuses the incoming wave at the point of destination. In this case, a mirror-mimicking IRS has θ n = 0 for all n and the corresponding total channel gain can be computed using (18) as | N n=1 |h n ||g n |e −j(φn+ψn) | 2 . Fig. 8 also reports the total channel gain ( N n=1 |h n ||g n |) 2 of an optimized IRS with θ n = φ n + ψ n . There is no noticeable difference in the figure for small IRSs because when the source and destination are in the far-field, focusing the incoming (approximately) plane wave on a far-away point is approximately the same as mimicking a mirror that reflects the signal in the angular direction of that point. However, at around N = 200, the channel gain of the mirror-mimicking IRS starts to converge to (50), while the channel gain of the optimized IRS continues to increase. At N = 10 4 , the optimized IRS has a 100 times better channel gain than the mirror limit in (50). We conclude that the SNR achieved by an optimized IRS can generally not be described using the mirror limit;
particularly not in the near-field since the far-field approximation is accurate far beyond the point where optimized SNR surpasses the mirror limit. This conclusion is consistent with the results in [26] . However, one can certainly use the mirror analogy to identify the approximately optimal phase-shifts when operating in the far-field [38] .
By setting the far-field approximation in (44), for an optimized IRS, equal to the mirror limit in (50), we obtain that
is the largest array area that a mirror-mimicking IRS can make use of in this example. 7 This point is indicated by a square in Fig. 8 . If the IRS is larger, the remaining area is essentially wasted on scattering signals in other directions. In other words, if one uses (50) as a proxy for the channel gain of an optimized IRS (e.g., as done in [18] , [24] ), then the results only hold when the IRS has exactly the area in (51) and the source/destination are centered in front of it. If we change δ or λ, the curves in Fig. 8 will be shifted in different directions, but the quantitative conclusions remain the same. In summary, the correct geometric interpretation of an optimized IRS is a reconfigurable lens that can focus any incoming wave onto the point of destination.
VIII. CONCLUSIONS
The limit of large number of antennas has been studied in the MIMO literature for decades.
In this paper, we have noticed that previous asymptotic analyses have used channel models that are only accurate in the far-field, while the asymptotic limit can only be approached when operating the near-field. Hence, the asymptotic SE behaviors and power scaling laws in the existing literature can be misleading. To address this issue, we have derived a physically accurate channel gain expression for planar arrays, taking both polarization and near-field conditions (such as varying effective antenna areas) into account. We have used this model to revisit the power scaling laws and asymptotic limits in three MIMO setups: mMIMO, mMIMO relays, and IRS.
The main observations are as follows. The total channel gains in the two mMIMO setups grow as N in the far-field, where N is the number of antennas/elements, while it grows as N 2 in the IRS setup. Numerical results showed that these behaviors are accurate even when the arrays have thousands of elements/antennas, thus the classical scaling results are accurate in most practical deployments. However, the growth rate eventually tapers off when entering the near-field, and the channel gain converges to 1/3 as N → ∞ in the mMIMO setups, and is upper bounded by 1/9 in the IRS setup. Consequently, any power scaling law that lets the transmit power go asymptotically to zero will also lead to zero asymptotic SE.
The IRS will provably always achieve a lower SNR than the two mMIMO setups for any common value of N , despite the faster growth rate observed in the far-field. The reason is that one of the N -terms in the SNR accounts for the fraction of power that is lost in the IRS's reflection, thus it represents a drawback rather than a benefit. However, if the IRS has a larger array size than in the mMIMO setups, it can achieve a higher SNR. Needless to say, the cost per element is lower with an IRS than in mMIMO, thus the IRS can still be of practical interest.
By using the analytical expressions, we have proved that the SNR of an optimized IRS contains the product of the channel gains from the source to the IRS and from the IRS to the destination, in both the near-field and the far-field. Previous works have interpreted the IRS as an anomalous mirror (specular reflector) that can control the angular direction of the "reflected" signal, but we stress that an optimized IRS is a reconfigurable lens since it can also focus the signal on a point in the near-field. One can use the mirror analogy in the far-field to identify appropriate phase shifts, but the optimal SNR does not match the "sum-of-distances" expression appearing for an ideal mirror. In the near-field, the IRS can achieve SNRs far beyond what that mirror limit.
APPENDIX A -PROOF OF LEMMA 1
The proof of this lemma will make use of the following primitive functions: ∂x (x 2 + a) 3 
where a, b are arbitrary scalars and C is an arbitrary constant.
The channel gain ζ pt,pn with a lossless isotropic transmit antenna and polarization in the Y direction (when the signal travels in the Z direction) can be computed as [33, Eq. 
where r x , r y are integration variables representing the location of the receive antenna. The contributions of the three fundamental properties when operating in the near-field of the array (i.e., the distance to the elements, the effective antenna areas, the loss from polarization) are clearly explicated. Next, we make the change of variables χ = r x − x t and υ = r y − y t , so that (55) becomes .
Furthermore, we can utilize that √ 1 + x ≈ 1 + x/2 for x ≈ 0 to approximate the denominator of (60) and obtain 
where we first simplified the expression by writing the two fractions as a single fraction and then utilized that 1 − (−1) i √ B tan(η) 1+tan 2 (η) ≈ 1.
