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Abstract—Energy-efficient interference alignment (IA) algo-
rithms that simultaneously satisfy continuous coverage and green
communications requirements are an open problem in 5G cellular
networks. IA is one of the most promising techniques to eliminate
interference. However, a recent assumption in green commu-
nications is to utilize interference signals as an energy supply
for electronic devices. In this scenario, simultaneous wireless
information and power transfer (SWIPT) schemes are a common
technique to harvest energy from wireless signals. This paper
addresses a performance comparison of different IA algorithms
to guarantee the best trade-off between sum-rate and the amount
of harvested energy, with an in-depth analysis.
Index Terms—Interference alignment, Simultaneous Wireless
Information and Power Transfer, Energy Harvesting, Green
Communications.
I. INTRODUCTION
INTERFERENCE management is one of the major chal-lenges in actual cellular networks due to the dense de-
ployment of small cells. Several traditional methods have
been implemented to cancel interference such as Frequency-
division multiple access (FDMA), Time-division multiple ac-
cess (TDMA), treating the weak interference as noise, etc
[1]. However, avoiding interference by orthogonalizing the
channel access (TDMA, FDMA) does not optimally exploit
the degrees of freedom (DoFs) of the communication system
because each user only accesses to a fraction of all dimension
(time/frequency). In this scenario, Interference Alignment (IA)
has emerged as a promising solution with optimal DoFs
performance. This means that it can reach the capacity of
interference networks at a very high signal-to-noise ratio
(SNR) [2], [3].
The main idea of IA is to cooperatively design the precoding
and decoding matrices of all network users such that interfer-
ence signals are constrained into certain subspaces orthogonal
to the decoding matrix at the unintended receiver. Therefore,
leaving some receiver dimensions free of interference for
the desired signal. Interference could be aligned in different
dimensions (time, frequency or spatial). However, spatial IA
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is the most widely used method taking advantage of multiple
antennas in multiple-input multiple-output (MIMO) systems.
IA has been applied in several networks provided its great per-
formance, e.g, K-users MIMO interference networks, MIMO
orthogonal frequency division multiplexing (MIMO-OFDM)
channels, heterogeneous cellular networks and Cognitive Ra-
dio networks [4].
Nevertheless, there are several challenges for applying IA in
practical systems. The closed-form solution of IA is an open
problem for networks with more than three users. Therefore,
iterative algorithms are developed to obtain IA solutions [5]–
[7]. In addition, the global channel state information (CSI)
should be available at each node. So, different algorithms have
been designed to reduce the overhead of CSI feedback. In
[5] an algorithm to minimize interference leakage (MIN-IL)
and another to maximize signal to interference and noise ratio
(MAX-SINR) are developed to work with only local knowl-
edge of CSI. In [6] two robust methods based on mean squared
error (MSE) namely SUM-MSE and MIN-MAX-MSE, are
designed to achieve a high performance considering error
in the CSI estimation. SUM-MSE minimizes the total MSE
of the network under individual transmit power constraints
while MIN-MAX-MSE minimizes the maximum MSE of
each user. Blind IA (BIA) algorithms without any knowledge
of CSI are developed in [8]–[10]. On the other hand, the
complexity and convergence rate of the IA algorithms are
other issues that limit their use in practical scenarios. To
overcome this problem, an adaptation of MIN-IL based on the
Gauss-Newton method (GN-IL), is proposed in [7] to increase
the convergence rate. Performance degradation at low and
moderate SNRs is another challenge in practical IA networks.
In [11] a deep analysis of this problem is conducted and an
Opportunistic Interference Alignment (OIA) scheme based on
antenna switching is proposed.
Although IA algorithms have been designed to cancel
interference, a recent assumption in green communications
is to utilize these interference signals as an energy supply
for self-sufficient wireless nodes [4]. Therefore, completely
eliminating interference, instead of re-utilizing it to power
electronic devices, is considered a great waste of energy. In
this scenario, simultaneous wireless information and power
transfer (SWIPT) schemes are a common technique to harvest
energy from wireless signals, based on the principle that RF
signals carry information and energy simultaneously [12], [13].
The main idea of SWIPT-IA systems is to divide the received
signal to fed two different terminals: information decoder (ID)
and energy harvester (EH). In the ID terminal interference is
completely eliminated by IA decoding matrix while in EH
terminal all received signal comprised by interference plus
desired information is converted to electrical energy.
There are two classical receiver architectures for SWIPT to
divide the received signal, i.e., time-switching (TS) and power-
splitting (PS). When TS mode is adopted, a time switcher com-
mute periodically the received signal into the two terminals.
On the other hand, PS mode divides the received signal into
two power streams for ID and EH simultaneously. PS is more
suitable to be utilized in practical systems because it achieves
the best trade-off between transmission rate and harvested
energy and does not require accurate time synchronization
[14].
The major challenge is how to balance ID and EH per-
formance. Several solutions have been proposed to jointly
optimize wireless energy harvesting (WEH) and IA based on
user selection scheme [15] [16] [4], power allocation policies
(PA) [17], angle switching (AS) schemes [18], power splitting
optimization (PSO) algorithms [4], etc. PSO algorithms are
addressed to find the optimum value of the portion of signal
power that is split into the ID terminal, given by parameter ρ,
to jointly maximize the sum-rate and harvested power.
In this paper, we study a K-user MIMO IA network with
WEH capabilities based on a PS architecture incorporated at
each receiver. We address a performance comparison of differ-
ent IA algorithms (MIN-IL, GN-IL, MAX-SINR, and SUM-
MSE), not available in the literature yet, in order to evaluate
the join interference suppression and harvested power capacity
of the IA-WEH networks. A deep analysis is conducted to
evaluate the sum-rate, amount of harvested power and interfer-
ence leakage of the IA algorithms over different values of SNR
and ρ. The rate-energy trade-off is considered and we derive
the general equations to compute sum-rate and harvested
power considering different data streams. Numerical results
illustrate the great interference suppression performance of
the IA algorithms. On the other hand, simulations in practical
scenarios show harvested power values that guarantee self-
sustainable operations for low power consumption wireless
nodes.
This paper is organized as follows. The system model and
feasibility conditions of IA algorithms are presented in Section
II. In Section III, a brief description of different IA algorithms
(MIN-IL, GN-IL, MAX-SINR, and SUM-MSE) is conducted.
Expressions of performance metrics for computing sum-rate
and harvested power are derived in Section IV. Simulations
results are illustrated in Section V to validate IA algorithms
performance. Finally, Section VI concludes the paper.
Notation: boldface lower-case letters are used for vectors,
while boldface upper-case letters are used for matrices. Tr(A),
rank(A), AT , AH and A†, represent the trace, rank, transpose,
Hermitian transpose and the Moore-Penrose pseudoinverse of
matrix A, respectively. vect(A) denotes the vector obtained by
stacking the columns of A below one another, ‖a‖ denotes
the Euclidean norm of a and ‖A‖F is the Frobenious norm of
A. a∗l represents the lth column vector of matrix A. CM ×N
is the space of complex M × N matrices. CN
(
µ, σ2
)
is the
complex Gaussian distribution with mean µ and variance σ2.
E(·) stands for expectation. Id represents the d × d identity
matrix.
II. SYSTEM MODEL
We consider a K-user MIMO interference channel, where
each kth transmitter, equipped with M [k] antennas, is intended
to transmit d[k] data streams to its corresponding receiver,
equipped with N [k ] antennas. However, the transmission of
the kth transmitter-receiver pair causes interference to the
other K − 1 receivers. Fig.1 shows an IA interference network
with a PS architecture incorporated at the receiver side to
harvest energy from RF signals. Each receiver implements
the PS technique to divide the received signal power into
two branches, for ID and EH terminals. After splitting the
power, then the IA is applied in the ID branch in order to
remove the interference. A remarkable feature of this scheme,
shown in Fig. 1, is that, in the EH branch, all power including
both desired signal and interference, are used for harvesting
operation.
To avoid interference, IA algorithms design carefully the
precoding matrix V[k ] ∈ CM [k ]×d[k ] and the decoding matrix
U[k] ∈ CN [k ]×d[k ] . V[k] is designed to restrict all the inter-
ference signals into a subspace orthogonal to U[k ], while the
desired signal is allocated into another subspace free from
interference. Therefore, the received signal at kth receiver in
the ID terminal can be modeled as [17]:
yˆ[k]
ID
=
√
ρ[k ]U[k]HH[k ,k ]V[k]x[k ]
+
√
ρ[k]
 K∑
j=1, j,k
U[k ]HH[k , j]V[ j]x[ j] + U[k]Hn[k]

+U[k ]H z[k ] , k ∈ {1, ..., K }
(1)
where ρ[k] ∈ [0, 1] is the portion of the received signal power
derived to ID terminal, x[k ] ∈ Cd[k ]×1 are the transmitted
symbols over d[k ] data streams, H[k , j] ∈ CN [k ]×M [ j ] repre-
sents the channel coefficients between jth transmitter and kth
receiver ; n[k ] ∈ CN [k ]×1 is the circularly symmetric additive
white Gaussian antenna noise (AWGN) vector at kth receiver(
n[k ] ∼ CN
(
0, σ2IN [k ]
))
, and z[k] ∈ CN [k ]×1 represents the
additional circuit noise due to non-ideal RF-to-baseband signal
conversion and thermal noise,
(
z[k] ∼ CN
(
0, δ2IN [k ]
))
[17].
The transmitted signal power at jth transmitter is given by
P[ j] = E
[∥∥∥x[ j]∥∥∥2] .
On the other hand, the received signal at EH terminal is
modeled as [17]:
yˆ[k ]
EH
=
√
1 − ρ[k]
 K∑
j=1
H[k , j]V[ j]x[ j] + n[k ]
 . k ∈ {1, ..., K }
(2)
IA algorithms have to satisfy the following feasibility con-
ditions to suppress the interference and recover the desired sig-
nals. Condition (3) is related to the capacity of IA algorithms
to cancel interference signals, while condition (4) expresses
the capacity to recover all the desired symbols from d[k] data
streams as:
U[k ]HH[k , j]V[ j] = 0, ∀ j , k , (3)
rank(U[k ]HH[k ,k]V[k ]) = d[k ] , ∀k . (4)
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Fig. 1. K -user Interference MIMO Channel for SWIPT with both ID and
EH terminals through a power splitter at each receiver
III. IA ALGORITHMS
Several iterative algorithms have been proposed to obtain
precoding and decoding matrices V[k ] and U[k ] to satisfy
conditions (3) and (4). This section summarizes the main ideas
behind different IA algorithms without considering SWIPT
schemes (i.e. ρ[k ] = 1).
A. Minimization of Interference Leakage (MIN-IL)
An alternating algorithm based on the reciprocity of wireless
networks is proposed in [5] to minimize the Interference
Leakage (IL) at each receiver. IL is defined as the residual
interference power in the received signal and it is computed
as [5]:
I[k ] =
K∑
j=1, j,k
(
P[ j]
d[ j]
∥∥∥∥U[k ]HH[k , j]V[ j]∥∥∥∥2
F
)
= Tr
[
U[k]HQ[k ]U[k]
]
,
(5)
where Q[k ] is the interference covariance matrix at kth receiver
[5]:
Q[k] =
K∑
j=1, j,k
P[ j]
d[ j]
H[k , j]V[ j]V[ j]HH[k , j]H . (6)
This means that each receiver has to identify the direc-
tions along which it receives the least interference [5] [3].
Therefore, U[k] is computed as the eigenvector corresponding
to the dth smallest eigenvalue, denoted as νd[·], of Q[k ](
U[k ] = νd[Q[k ]], d = 1, ..., d[k ]
)
. Then V[k] is obtained as
the eigenvector corresponding to the dth smallest eigenvalue
of
←
Q
[k ]
, which represents the interference covariance matrix
in the reciprocal network. Matrices U[k ] and V[k ] are uni-
tary
(
U[k ]HU[k ] = Id ,V[k]
HV[k ] = Id
)
, whose columns form
orthonormal basis of the interference-free desired signal sub-
space at kth receiver . This algorithm iteratively reduces the
value of I[k] and values very close to zero are reached. How-
ever, due the nonconvex nature of the optimization problem,
the convergence to a global minimum is not guaranteed. A
distributed implementation of this algorithm which only needs
local knowledge of CSI is also proposed in [5].
B. Gauss-Newton interference leakage (GN-IL)
This algorithm is an adaptation of MIN-IL solution to
increase the convergence rate to minimize IL. MIN-IL is based
on an alternating optimization procedure, while GN-IL applies
a traditional Gauss-Newton method to minimize IL through
a quadratic approximation of the objective function, which
guarantees a quadratic convergence rate [7].
Let be s = [vec(V[1])T , ..., vec(V[K ])T , ...vec(U[1]
H
)T ,
..., vec(U[K ]
H
)T ] the column vector of all optimization vari-
ables with dimension Nv =
K∑
k=1
(
M [k ] + N [k]
)
d[k ]. Let be
r(s) =
[
r[1,2]T , r[1,3]T ..., r[K,(K−1)]T
]T
the residual function
computed as r[k , j] = vec
(
U[k ]HH[k , j]V[ j]
)
and with dimen-
sion Ne =
K∑
j=1, j,k
d[k ]d[ j]. Then, f (s) = r(s)H r(s) : CNv → R
is the IL objective function. GN-IL proposes a second-order
approximation of f (s) and an iterative updating method of
s to find the root of f (s). The updating vector of s in the
nth iteration is computed as ∆sn = −J†sn r(sn), where sn is
the value of s in the nth iteration, Jsn is the Jacobian matrix
of r(sn). ∆sn is comprised by the updating vector for V[k ]
and U[k ] matrices. Then, both matrices are projected back
to the Stiefel manifold through orthonormalization operations
[7]. Therefore, this algorithm iteratively update V[k ] and U[k ]
unitary matrices to minimize IL, but with higher convergence
rate than MIN-IL.
C. MAX-SINR
MIN-IL algorithm does not consider the direct channel gain
or noise power. Therefore, it achieves optimal performance as
the SNR approaches to infinity but poor performance for low
and intermediate SNR values. However, in practical systems
low and intermediate SNR values are essential for several
applications, especially at cell edge. Therefore, a MAX-SINR
algorithm is proposed in [5], to improve the performance of
MIN-IL in lower SNR region. In this case, an alternating
maximization of SINR method is developed to optimize both
direct signal power and IL. The SINR at kth receiver and lth
data stream is computed as [5]:
SINR[k ,l] =
u[k]H∗lH[k ,k ]v
[k ]
∗l v
[k ]H∗lH[k ,k ]
Hu[k ]∗l
u[k]H∗lB[k ,l]u
[k]
∗l
P[k ]
d[k ]
, (7)
where B[k ,l] is the interference plus noise covariance matrix
at kth receiver and lth data stream :
B[k ,l] =
K∑
j=1
P[ j]
d[ j]
H[k , j]V[ j]V[ j]HH[k , j]H
− P[k ]
d[k ]
H[k ,k]v[k ]∗l v
[k]H∗lH[k ,k ]
H
+
(
σ2 + δ2
)
IN [k ] ,
(8)
Therefore, the unit vector u[k ]∗l , that maximizes SINR
[k ,l],
is given by u[k ]∗l =
(Bkl ])−1H[k ,k ]v[k ]∗l∥∥∥∥(Bkl ])−1H[k ,k ]v[k ]∗l ∥∥∥∥ . Then V[k ] is obtained
in a similar way, but considering the
←
B
[k ,l]
matrix in the
reciprocal network. The convergence rate of this method is an
open problem [5]. In addition, similar to MIN-IL, a distributed
implementation of MAX-SINR with only local knowledge of
CSI, is also proposed in [5].
D. SUM-MSE
This algorithm is an improved version of MAX-SINR to
increase the performance for low and moderate SNR values.
The objective function is the total mean squared error (MSE)
[6]:
min
K∑
k=1
MSE[k]
V[k ] ,U[k ]
s.t . Tr
(
V[k ]HV[k ]
)
≤ P[k ] k ∈ {1, ..., K }
(9)
where MSE[k ] = E
[∥∥∥yˆ[k ] − x[k ]∥∥∥2] and a power constraint
is imposed being Tr
(
V[k ]HV[k]
)
=
∥∥∥V[k ]∥∥∥2
F
the transmit-
ted signal power assuming that E
[∥∥∥x[k ]∥∥∥2] = 1. Lagrange
optimization method is applied to obtain the expressions to
compute V[k ] and U[k ]:
V[k] =
 K∑
j=1
H[k , j]HU[ j]U[ j]HH[k , j] + λ[k]IM [k ]

−1
·H[k ,k ]HU[k ] ,
(10)
U[k ]H = V[k ]HH[k ,k ]H · K∑
j=1
H[k , j]V[ j]V[ j]HH[k , j]H +
(
σ2 + δ2
)
IN [k ]
−1 , (11)
where λ[k ] is the Lagrange multiplier associated with the
power constraint of the kth transmitter and it is numerically
solved such that the power constraint is satisfied with equality
Tr
(
V[k ]
(
λ[k]
)H
V[k ]
(
λ[k ]
))
= P[k ].
According to (10) and (11), optimal matrix V[k ] for each
user depends on the optimal matrix U[k ] for all users, and vice
versa. Therefore, the main idea is to iteratively update V[k ]
and U[k ] matrices by using (10) and (11) to minimize MSE. In
addition, an adaptation of this algorithm is also proposed in [6]
assuming error in the CSI estimation. A detailed description
of the convergence of these methods is included in [6].
IV. JOIN ANALYSIS OF SUM-RATE AND HARVESTED POWER
Sum-rate and harvested power are the main performance
metrics for IA networks with WEH capabilities. Rate-energy
trade-off optimization is the major concern in WEH networks
[19]. The rate achieved at kth receiver can be computed as
[6], [17]:
R[k] =
d[k ]∑
l=1
log2
(
1 + SINR[k ,l]
)
, (12)
where SINR[k ,l] is the signal-to-interference-plus-noise ratio
(SINR) at kth receiver and lth data stream and it is computed
similar to (7) as follows:
SINR[k ,l] =
P[k ]ρ[k ]
d[k ]
u[k ]H∗lH[k ,k ]v
[k]
∗l v
[k ]H∗lH[k ,k ]
Hu[k ]∗l
u[k]H∗lB[k ,l]u
[k]
∗l
,
(13)
where B[k ,l] is given by:
B[k ,l] = ρ[k ]
K∑
j=1
P[ j]
d[ j]
H[k , j]V[ j]V[ j]HH[k , j]H
−ρ[k ]
(
P[k ]
d[k ]
H[k ,k]v[k ]∗l v
[k]H∗lH[k ,k ]
H
+ σ2IN [k ]
)
+ δ2IN [k ] .
(14)
Then, the sum-rate is computed as:
R =
K∑
k=1
R[k ]. (15)
On the other hand, the total amount of harvested power at
kth receiver is computed as [17]:
P[k]
h
= ζ
(
1 − ρ[k ]
) K∑
j=1
P[ j]
d[ j]
∥∥∥H[k , j]V[ j]∥∥∥2
F
, (16)
where 0 < ζ < 1 is the energy conversion efficiency for
converting the harvested energy to electrical energy to be
stored. In this case, we consider the noise power is negligible
for energy harvesting applications, as commonly assumed [17].
V. SIMULATION RESULTS
Simulations are performed for K = 3 users in a MIMO IA
symmetric network, i.e, M [k ] = Nt , N [k ] = Nr , and d[k ] =
d , ∀k ∈ {1, ..., K }. We consider Nt = Nr = 4 and d = 2.
We also consider for simplicity perfect global knowledge of
CSI and ρ[k ] = ρ, ∀k ∈ {1, ..., K }. We assume a Rayleigh
block fading channel, where each entry of H[k , j] is assumed
to be independent and identically distributed (i.i.d), H[k , j] ∼
CN
(
0, 10−4
)
, which corresponds to a path loss of 40 dB [17].
We also consider σ2 = −70 dBm, δ2 = −50 dBm and ζ = 0.5
[17]. We average all results over 100 channel realizations.
Figures 2 and 3 are obtained for ρ = 1 to illustrate the
maximum capacity achieved by the IA-network. Fig. 2 depicts
the average sum-rate for the studied IA algorithms over a
SNR range [0, 40] dB. MIN-IL and GN-IL achieve similar
sum-rate values for all SNR range, but MIN-IL requires 1328
iterations while GN-IL only employs 14 iterations. This result
shows the higher convergence rate of GN-IL algorithm. On
the other hand, MAX-SINR and SUM-MSE also achieve
similar values of sum-rate for all SNR range. However, SUM-
MSE requires more simulation time than MAX-SINR because
SUM-MSE numerically solves the Lagrange multiplier λ[k ]
in each iteration to satisfy the power constraint. MIN-IL and
GN-IL only achieves better performance than MAX-SINR and
SUM-MSE for high values of SNR (SNR>35 dB). Therefore,
the performance improvement of MAX-SINR and SUM-MSE
for low and moderate SNR values is proved numerically.
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Fig. 2. Average sum-rate for different IA algorithms and different values of
SNR, assuming ρ = 1.
In Fig. 3 a comparison of IL values is illustrated. MIN-IL
and GN-IL achieve great interference suppression performance
as suggested their theoretical formulation. However, MAX-
SINR and SUM-MSE do not reach the same IL values because
they are designed to maximize SINR and minimize MSE,
respectively, instead of only reducing IL. Interference suppres-
sion performance remains almost constant for the entire SNR
range in each algorithm.
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Fig. 3. Average interference leakage for different IA algorithms and different
values of SNR, assuming ρ = 1.
Fig. 4 exhibits the average harvested power values for each
user of the network assuming ρ = 0. Similar values are
obtained for each IA algorithm because, as suggested by (16),
P[k]
h
only depends on transmitted power, channel gain and
technological constant ζ . These harvested power values are
enough to guarantee a self-sustainable operation for low power
consumption nodes as wireless sensor nodes [20].
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Fig. 4. Average harvested power for different IA algorithms and different
values of SNR, assuming ρ = 0 and ζ = 0.5.
Then, Figures 5-7 show the average sum-rate, the average
harvested power and the average IL for different values of
ρ ∈ [0, 1] assuming SNR=20 dB, respectively. Fig. 5 illustrates
that MAX-SINR and SUM-MSE achieve higher performance
than MIN-IL and GN-IL, for SNR=20 dB and for all ρ values.
As the parameter ρ gets higher means that the ID terminal
has priority over the EH terminal. Therefore, the sum-rate
increases while the harvested power decreases. According to
Fig. 4, a similar amount of harvested power is obtained in Fig.
6 for each IA algorithm.
Figures 5 and 6 prove the theoretical proposition developed
in [19], which states that the optimal rate-energy trade-off is
achieved when ρ→ 0. The main reason to justify this behavior
is that ID and EH terminals operate with very different power
sensitivity (e.g., -10dBm for EH and -60dBm for ID) [19].
Finally, Fig. 7 exhibits the great interference suppression
capacity achieved by every IA algorithm for all ρ values.
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Fig. 5. Average sum-rate for different IA algorithms and different values of
ρ, assuming SNR=20 dB.
VI. CONCLUSIONS
In this paper, we address a performance comparison of
different IA algorithms (MIN-IL, GN-IL, MAX-SINR and
SUM-MSE) over a K-user MIMO interference channel with
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Fig. 6. Average harvested power for different IA algorithms and different
values of ρ, assuming SNR=20 dB and ζ = 0.5.
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Fig. 7. Average interference leakage for different IA algorithms and different
values of ρ, assuming SNR=20 dB.
WEH capabilities. Sum-rate, interference leakage, and har-
vested power are used as performance metrics. We illustrate
that MIN-IL and GN-IL achieve higher interference suppres-
sion capacity than MAX-SINR and SUM-MSE over all SNR
range. However, GN-IL and MIN-IL sum-rate performance is
only superior than MAX-SINR and SUM-MSE for high SNR
values. On the other hand, the amount of harvested power
obtained in each algorithm is quite similar. Therefore, MAX-
SINR and SUM-MSE are more suitable for cell edge applica-
tions. We show that IA algorithms achieve great interference
suppression and SWIPT scheme allows to re-utilize these
interference signals to power self-sufficient wireless nodes.
Simulations results illustrate harvested power values that guar-
antee self-sustainable operations for low power consumption
wireless nodes. IA-WEH network is a promising solution to
satisfy the traffic demand free from interference in actual
cellular networks while green communication requirements
are guaranteed. Future works may be conducted to analyze
the influence in the performance metrics of imperfect CSI
estimation.
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