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Introduction
Monte Carlo Markov Chains (MCMC) are widely used to sample from physical models at their equilibrium state. These models often consist of "configurations" on graphs. Common examples are sampling from spin systems on graphs, proper colorings of a graph, independent sets of graphs or even sampling a vertex of the graph. The mixing time of such chains is the number of steps one needs to run the chain before its distribution is guaranteed to be close to the equilibrium measure.
In this paper we study two different models: the lazy random walk on the critical percolation cluster of "meanfield" graphs and the Swendsen-Wang dynamics [33] on the complete graph. Both models are parameterized by a continuous parameter β ∈ [0, ∞], which we will refer to as inverse temperature. In both there is a critical parameter β c in which the model undergoes a phase transition. We will see that for both models, the mixing time is of logarithmic order when β = β c and satisfies a power law when β = β c . This behavior has been predicted by physicists (see [30] and [36] ).
Let G = (V, E) be a graph and fix p ∈ [0, 1]. The random graph G p is a graph obtained from p-bond percolation on G, i.e. we retain each edge with probability p and delete it with probability 1 − p independently of all other edges. Random walks on random networks are commonly used in local clustering and ranking algorithms (see [3] ). In many graphs, the critical temperature corresponds to a critical probability p c in which the structure of the graph G p undergoes a phase transition: for p < p c (the subcritical phase) G p is w.h.p. a forest of small (logarithmic) trees; for p > p c (the supercritical phase) G p is w.h.p. a graph with a unique linear size giant component and a forest of small trees on the rest of the vertices.
The random walk on the largest components of G p in the non-critical phases may depend heavily on the structure of the original graph G. At criticality, however, for many graphs, the behavior of the random walk assumes universal features. Much of this phenomenon is still only conjectured. In this paper we describe the universal mixing properties of such random walks on mean-field graphs which include the complete graph, almost any d-regular graph and some other examples.
Local Markov chains (e.g. "Glauber dynamics") are commonly used to sample from spin systems on graphs. At low temperatures, however, their mixing time becomes very large (sometimes exponential in the size of the graph), making it computationally harder to sample from the equilibrium measure. In some cases, "Global" Markov chains, which allow moves like cluster flipping, yield much faster mixing and those are the algorithms of choice when practitioners actually sample (see for example [30] , [31] , [32] and [36] ; see [17] for a different polynomial time algorithm for sampling from the Ising model). The Swendsen-Wang (SW) algorithm [33] for the q-state ferromagnetic Potts model and its variations are frequently used in practice. Gore and Jerrum [16] discovered that for any q > 2, on the complete graph K n there are temperatures where the SW dynamics has mixing time of order at least exp(Ω( √ n)). Borgs, Chayes, Frieze, Kim, Tetali, Vigoda and Vu [5] proved a similar (stretched exponential) lower bound on the mixing time of the SW algorithm at the critical temperature, on the d-dimensional lattice torus for any d ≥ 2 and q sufficiently large.
The natural question remaining is: how does the SW algorithm perform when q = 2 (also known as the Ising model)? The first positive result in this direction is due to Cooper, Dyer, Frieze and Rue [9] . They proved that the SW algorithm on the complete graph on n vertices has mixing time at most O( √ n) for all non-critical temperatures. In this paper we improve their result and show that the mixing time of the SW algorithm on the complete graph on n vertices is of order O(log n) at the non-critical temperatures (in fact, it is of order Θ(1) above the critical temperature) and is of order n 1/4 at the critical temperature. Thus, the chain is rapidly mixing in all temperatures and critical slowing down indeed occurs, but on a much smaller scale. Heuristic arguments for the exponent 1/4 at criticality were found earlier by physicists, see [27] and [29] .
Finally, an important motivation for studying the mixing of systems on the complete graph is the expected universality of the critical mixing behavior. That is, the critical mixing of these processes is expected to be valid for a large class of graphs. Theorem 1.1 already covers more cases than the complete graph, and the work of Borgs et al. [5] extending the result of Gore and Jerrum [16] to the lattice torus is another example. See the end of the following subsection for a relevant discussion.
Statement of Main Results
The mixing time of a finite Markov chain with transition matrix p is defined by
where µ − ν TV = max A⊂V |µ(A) − ν(A)| is the total variation distance. For a finite graph G and p ∈ (0, 1), the random subgraph G p is obtained from G by bond percolation with parameter p. That is, each edge of G is (independently) retained with probability p and erased with probability 1 − p. If G is the complete graph, this model is known as the Erdős-Rényi random graph G(n, p) (see [13] ). We study the mixing time of random walks on critical percolation clusters (connected components). Since these clusters may be bipartite, the random walk on them may be periodic and hence will never mix. A standard way of solving this is considering the lazy walk. A lazy simple random walk on a graph G = (V, E) is a Markov chain on V with transition probabilities p(x, y) = n ) is typically of order Θ(n), i.e., it is governed by a power law of order 1.
In fact, this behavior happens in critical percolation on a much broader class of graphs. The next theorem states that when G is a graph on n vertices, with maximum degree at most d ∈ [3, n − 1] and p ≤ 
The proof of this theorem is carried out in Section 2. Theorem 1.1 implies the result for G(n, 1 n ) because of the following fact, first proved in [13] . Let C 1 be the largest component of G(n,
Similarly, one can deduce the same result for the j-th largest component of the random graph G(n, there are components of size greater than βn 2/3 in G p with probability bounded away from 0) are uniform random d-regular graphs (see [23] ) and the Cartesian square of a complete graph (see [35] and Theorem 1.3 of [6] ). In the full paper [24] we extend Theorem 1.1 to the "scalingwindow" p =
Next we study the convergence rate of the SwendsenWang (SW) algorithm on the complete graph with q = 2. We first describe the stationary distribution: the Ising model on a graph G = (V, E) at inverse temperature β ∈ [0, ∞] is a probability measure (also known as the Boltzmann-Gibbs distribution) on the set Ω = {1, −1}
V where the probability of each σ ∈ Ω is
and the partition function Z(G) is defined by
For σ ∈ Ω, let G + (σ) be the graph spanned by the vertices of G which are assigned 1 by σ and similarly let G − (σ) be the graph spanned by the vertices of G which are assigned −1 by σ. The SW dynamics on a graph G with percolation parameter p ∈ [0, 1] is a Markov chain on Ω. Given the current state of the chain σ t , we obtain the next state σ t+1 by the following two-step procedure:
1. Perform independent p-bond percolation on G + (σ t ) and on G − (σ t ) separately, to obtain the graphs G It is easy to show using Fortuin and Kasteleyn's Random Cluster model [14] (see Edwards and Sokal [11] for this derivation) that the Ising model measure is invariant under the SW dynamics when p = 1 − e −2β . Moreover, the SW dynamics is clearly an aperiodic and irreducible Markov chain. Hence from any starting configuration σ 0 , the law of σ t obtained after t SW updates, converges to the stationary Ising measure. Cooper, Dyer, Frieze and Rue [9] investigated the mixing time of the SW dynamics on the complete graph on n vertices. They showed that if p = 
A sketch of the proof of this theorem is presented in Section 3. A related result of Cooper and Frieze [10] is that the mixing time of the dynamics on trees with n vertices is O(n) for any temperature β. The following proposition, which we prove at the end of Section 3, shows that the mixing time in this case is in fact Θ(log n) for all β. General universality conjectures suggest that the mixing time on the complete graph and the high-dimensional lattice tori with n vertices should behave similarly at criticality. In view of these universality conjectures, our results support some specific conjectures in Mathematical Physics. Namely, the Alexander-Orbach conjecture [2] suggests that the random walk on critical percolation clusters on this high-dimensional lattice tori mixes in time Θ(n). It is also conjectured in [29] that the SW dynamics on the high-dimensional lattice tori mixes in time Θ(n 1/4 ). Proving these, however, remains a very challenging problem.
Lazy Random Walk on Critical Percolation Clusters
Understanding the mixing time of critical components requires an improved understanding of their geometry. Indeed, an important step in the proof of Theorem 1.1 is an estimate on the diameter and volume of the large components. Given a graph G = (V, E) and a vertex v, denote by
For a set of vertices V ⊂ V we write E(V ) for the set of edges which have both ends in V . We write d p (v, u) for the graph distance between v and u in G p and we denote
The key inequalities we require for the proof of Theorem 1.1 are stated in the following Lemma.
Lemma 2.1 Under the conditions of Theorem 1.1, we have for some
Proof. We bound breadth-first search in the component of a vertex v in G p by a breadth first search in a random tree. Let Γ be an infinite d-regular tree with root ρ (i.e., ρ has d children in the tree and any other vertex has d − 1 children and one parent) and let d Γ (u, v) denote the distance between vertices u and v in Γ. We denote by
Since the maximal degree in G is at most d, we can clearly couple G p and Γ p so that
and
Since
for all k we get (1). Inequality (2) follows immediately from (4) and the following Theorem of Kolmogorov [19] (see also [18] and [20] for refinements and alternative proofs).
Theorem 2.2 (Kolmogorov, 1938)
The diameter D(G) of a connected graph G is the maximal graph distance between two vertices of G. We denote by C(G p ) the collection of connected components of the percolation subgraph G p .
Lemma 2.3 Under the conditions of Theorem 1.1 we have
Hence by (2) we have
R . By Markov's inequality we have
If
Write
Combining (7) and (9) gives
Take M = βn 2/3 and set r = A −1 n 1/3 and R = An 1/3 . Then the right-hand side of the preceding display is (2β
, which finishes the proof of the first assertion of the lemma . Next observe that for any v ∈ V we have
Write Z = {v ∈ V : |C(v)| > M} . By taking R = r in (6) and (8), we deduce that E Z ≤ 2C r + 2r M n . We learn that
and taking r = n 1/3 and M = An 2/3 yields the bound in (5) for the number of vertices instead of the number of edges. The deduction of (5) from the previous display is a simple matter of large deviation inequalities. See the full paper [24] for the details.
The following known lemma bounds the total variation mixing time in terms of the maximal hitting time. For variants of this lemma see chapter 4 of [1] and for the proof of the lemma in this setting see the full paper [24] . 
Proof. For any two vertices x and y, let d G (x, y) denote the graph distance in G between x and y. We bound E y (τ x ) by E y (τ x ) + E x (τ y ), which is also known as the commute time between x and y. Let R(x ↔ y) denote the effective resistance from x to y when each edge has unit resistance. The commute time identity of [8] (see also [34] ) implies that for lazy simple random walk on a connected graph G = (V, E),
. Thus Lemma 2.3 gives an upper bound on the mixing time
The lower bound on the mixing time is more involved and we provide here a sketch. See the full paper [24] 
An edge e in level j is called a lane for (v, r) if there is a path with initial edge e from ∂B p (v, j − 1) to ∂B p (v, r) that does not return to ∂B p (v, j − 1). The analysis in [24] shows that we can find Θ(n 1/3 ) levels j, between r and r/2 such that each of these levels has no more than a constant number of lanes for (v, r) . The important observation is that the set of lanes for (v, r) at level j is a cut separating v from ∂B p (v, r). The following lemma is due to Nash-Williams [25] (see also [26] ). 
By this lemma and our previous discussion, we conclude that R(u ↔ ∂B p (v, r)) ≥ Ω(n 1/3 ) for every u ∈ B p (v, r/2). Take h = α r where α is a small constant to be chosen later. Since R(u, v) is a metric on V , the summands in Lemma 2.6 are all positive. We glue ∂B(v, r) into a single vertex z and bound the sum of Lemma 2.6 below by summing on fewer vertices. We get
we deduce that by choosing α small enough, we can guarantee that each summand in (11) is Ω(n 1/3 ). As h = Ω(n 1/3 ), the number of summands in (11) is |B p (v, h)| = Ω(n 2/3 ). All these together yield that E v τ [r] = Ω(n).
Swendsen-Wang dynamics on the complete graph
We will prove our upper bounds on the mixing time using the following standard lemma.
Lemma 3.1 Let {X t }, {Y t } be a coupling of two copies of a Markov chain P.
Assume the initial conditions are X 0 = x and Y 0 = y. Then we have
Let {σ t } ∞ t=0 be the SW Markov chain. We will consider the chain X t defined by
Because the underlying graph is the complete graph, {X t } is indeed a Markov chain and we will see that the mixing time of this chain governs the mixing time of the original chain. Indeed, we will use a coupling argument to bound the mixing time and the following lemma shows that after we couple the absolute value of sum of spins (the chain X t ) it takes us another log n steps to couple the actual SW chains. 
Lemma 3.2 Let {σ

the two chains meet after time O(log n).
This argument already appears in [9] and is based on the path coupling idea of Bubley and Dyer [7] .
We now turn to the dynamics of the chain X t . At time t, denote by {C + j (t)} j≥1 and {C − j (t)} j≥1 the connected components obtained after the first step of the dynamics at time t. Let F t denote the σ-algebra generated by {X 1 , . . . , X t }. Given F t we have that X t+1 is distributed as
where { j } and { j } are i.i.d. random variables taking 1 with probability 1/2 and −1 otherwise. In the following subsections we provide a sketch of the proof of Theorem 1.2.
The critical case c = 2
Proof strategy. We use a coupling argument. Let {X t } and {Y t } be two copies of the absolute value of sum of spins of the SW dynamics. For simplicity we assume X 0 = 0 and Y 0 = n. We show that we can couple such that they meet in time O(n 1/4 ) with substantial probability (bounded away from zero). The coupling is done in two steps:
1. The two chains, run independently, reach constant multiples of n 3/4 within O(n 1/4 ) steps, with substantial probability.
2. In the order n 3/4 regime, the two chains behave like random walks with drift of order − √ n and standard deviation of order n 5/8 in each step. After O(n 1/4 ) steps they are likely to come within O(n 5/8 ) of each other, and then a local central limit theorem allows to couple them to collide with substantial probability in one more step.
The behavior described above arises from precise asymptotic values of the sizes of the components at certain stages of the random graph evolution. There are several refined tools available for understanding these asymptotics, see [28] , [21] , [22] and the references therein. We use these tools in the full paper to get the following bounds on the size of the largest component. 
for some small constant c > 0, and
The following lemma, about the subcritical random graph, will also be useful. 
Proof sketch for Theorem 1.2 part (ii).
We begin by showing that after O(n 1/4 ) steps the processes X t and Y t are in the order n 3/4 regime. The motivating fact is that almost all the mass of the stationary measure lies in that regime (see [12] ). In what follows we sketch the proof of this fact only for the process Y t . The process X t is handled differently and we refer the reader to the full paper.
In the beginning Y 0 = n, and percolation with parameter p = 2 n is supercritical. Assume the giant component in the next step is of size α 1 n. Since all the other components are small (of size at most O(log n), and most of them are smaller), about half of the vertices in them are assigned +1 and the other half −1; thus they add to the sum of spins a negligible amount (of order O( √ n)). Therefore, in the next step we will have Y 1 ∼ α 1 n. Assume without loss of generality that the majority of spins are +1, then we have that |G + | ∼ γ 1 n where γ 1 = 1+α1 2 . Since γ 1 > 1/2, percolation on G + is also supercritical. Let the giant component there be of size α 2 n where α 2 = α 2 (γ 1 ). By the same reasoning Y 2 ∼ α 2 n and similarly let α j be such that Y j ∼ α j n. To get a recursive formula for α j recall (or see [13] 
One can readily show that α j → 0 as j → ∞. Thus, after a constant number of steps we will have Y t ≤ δ 0 n for some very small δ 0 . Here the analysis changes because we are entering the "near-critical" regime of the random graph. and = δ (so that p = 2/n) shows that |C 1 | ∼ 2δn − δ 2 n (we omit the constant in front of δ 2 n). Since all other components contribute a negligible amount to the sum of spins we find that Y t+1 ∼ δn − δ 2 n. Thus, the time it takes Y t to enter the regime n 3/4 is the number of iterates of the mapping ϕ(δ) = δ − δ 2 needed to get from a constant δ 0 > 0 to n −1/4 . We change variables k = δ −1 and so the mapping ϕ translates to the mapping ξ with
Thus, the number of iterates of ϕ needed to get from a constant δ 0 to n −1/4 is the number of iterates of ξ needed to get from a constant k 0 to n 1/4 . By the above representation, this number is of order n 1/4 . This concludes the sketch of the proof that Y t takes O(n 1/4 ) steps to get into the n 3/4
regime. In fact, this argument also yields a lower bound of order Ω(n 1/4 ) for the mixing time, since the behavior of Y t above the n 3/4 regime is almost deterministic (due to strong concentration of the giant component).
To analyze the chains within the n 3/4 regime we consider a new chain { X t } in which the analysis is easier to conduct. The new chain X t will be the sum of spins (we do not take absolute value of this sum) where we fix the sign of the largest component to be positive, and then choose randomly the signs of all other components. Formally, given F t we have that X t+1 is distributed as
Due to symmetry, the chains {X t } and {| X t |} are identically distributed. Consider now the chains { X t } and { Y t } corresponding to the chains {X t } and {Y t }. Observe that (13) give that
. Note that by the law of total variance we have
Theorem 3 (14) is of order n 5/4 . We also get the same asymptotics for the first term of the right hand side of (14) . We conclude that within the order n 3/4 regime both chains behave like random walks where the increments have mean of order √ n, standard deviation n 5/8 and moreover, the increments satisfy a local central limit theorem (see the full paper). When we normalize by n 5/8 we find that n −5/8 X t and n −5/8 Y t are random walks with increments which have expectation −n −1/8 and constant variance. It is a standard fact that such walks reach distance k after approximately k 2 steps, as long as k = O(n 1/8 ). We conclude that the paths of { X t } and { Y t } are likely to cross after time O(n 1/4 ) and hence also the paths of {X t } and {Y t } cross after that time. Let τ cross denote the crossing time. An overshoot estimate (see the full paper) gives that at time τ cross the distance between the chains is typically Θ(n 5/8 ). Since the increments of X t and Y t satisfy a local central limit theorem with standard deviation of order n 5/8 , at time τ cross , both chains have probability Θ(n −5/8 ) to be in any of the integer points of the interval [X τcross − An 5/8 , X τcross + An 5/8 ] for some large A. Thus, by the following standard lemma, we can couple them such that at time τ cross + 1 they are at the same location, with probability bounded away from 0. 
The non-critical case c = 2
Proof sketch for Theorem 1.2 part (i) and (iii). For the supercritical case, c > 2, we prove here an upper bound of O(log n) on the mixing time. See the full paper for a lower bound. As before, Lemma 3.2 allows us to prove only a logarithmic upper bound for the mixing time of the chain X t , the absolute value of sum of spins. Let γ 0 ∈ (0, 1) be the positive solution of
Theorem V.9.4 in [12] states that the stationary distribution of X t is concentrated near γ 0 n, with standard deviation of √ n. The chain X t is drawn very fast towards the point γ 0 n. In particular, starting from any state
with Ω(1) probability, X t will be in a window
for some large A > 0 (independent of n) after O(log n) steps. To prove this we will show that X t − γ 0 n is contracting in some sense.
Lemma 3.6
There exist two constants 0 < c 1 < 1 and B > 0, neither depending on n nor on the starting point x 0 , such that
Lemma 3.6 and the Markov property show by induction that
1−c1 + 1 n. By Markov's inequality, X t will be in the window I with substantial probability. We will also have a local central limit behavior, as in the critical case, only with magnitude √ n. Thus, we can run two copies of the absolute value of sum of spins of the supercritical SW dynamics, X t and Y t independently, such that with Ω(1) probability they are both in I after O(log n) steps. In the next step, by Lemma 3.5, with some probability (bounded away from zero), they will be at the same location. Lemma 3.2 then concludes the proof.
For the subcritical case, c < 2, we cannot use Lemma 3.2 because we wish to obtain constant magnitude mixing time.
The absolute value of sum of spins chain X t indeed mixes in time which is O(1). The reason for this behavior is that after a constant number of steps, since c < 2, we will be in the situation where percolation on G + and G − with parameter p = c n is in the subcritical regime of the random graph G(m, p) (if c < 1 then this is the case in the first step!). In this regime, the largest component is of logarithmic size and the sum of squares of component sizes is O(n). This allows us to prove that after a constant number of steps the chain X t will be in a window I = [0, A √ n] for some large A > 0 (independent of n), with Ω(1) probability.
We still need to show that the SW chain itself mixes in O(1) steps. If σ 0 is the all +1 configuration, then by symmetry we have
where p and π are the transition matrix and the stationary distribution for σ t respectively, and p and π are the same for X t . Thus, if we begin with the all plus configuration, mixing occurs within O(1) steps. We generalize this idea for arbitrary starting states σ 0 . Let V + and V − be the set of vertices with +1 and −1 in σ 0 respectively. We define a two dimensional chain (Z t , Z t ) where
A similar argument to the one before shows that the chain (Z t , Z t ) mixes in constant number of steps. Again by a symmetry argument, we get a constant upper bound for the mixing time of {σ t } with any starting position.
Logarithmic mixing time for trees
Proof of Proposition 1.3. Let G = (V, E) be a tree with |V | = n and let {σ t } ∞ t=0 be the SW Markov chain on {1, −1} V . Define a new Markov chain { σ t } on the state space {0, 1} E where the edges receiving 1 are open and edges receiving −1 are closed. The chain σ t simply records the subgraph of G obtained after the first step of the SW dynamics. Hence, from the current state be σ t we move to σ t+1 in two steps: the labelling step and the percolation step. In the labelling step, for each connected component, with probability 1/2 we label all its vertices with +1 and with probability 1/2 we label them all −1, independently for all these components; this yields σ t+1 . In the following percolation step we obtain σ t+1 by performing p-bond percolation on G + and G − which are the induced subgraphs of G spanned by the +1 vertices and by the −1 vertices, respectively.
On trees, this Markov chain has a product structure. Since σ t is a forest, each closed edge in σ t connects two components. Hence, in the labelling step it will become an edge in E(G + ) ∪ E(G − ) with probability 1/2 independently of all other edges. If it has, in the percolation step it will remain open with probability p independently of all other edges. Therefore, the status of each edge in this Markov chain evolves independently of all other edges on the state space {0, 1} with transition probabilities given by
One can readily couple this two-state chain to a chain starting at stationarity such that they will collide in O(1) steps with some constant positive probability. Thus, since the edges evolve independently, if we let {π t } be a SW Markov chain on the tree T starting at stationarity and denote by { π t } the corresponding chain on {0, 1} |E| , we can couple such that { σ t } and { π t } collide after O(log n) steps with substantial probability. We can then clearly couple such that in the next labelling step, σ t+1 will collide with π t+1 , concluding our proof.
