Abstract-A multiple access channel and a point-to-point channel sharing the same medium for communications are considered. We obtain an outer bound for the capacity region of this setup, and we show that this outer bound is achievable in some cases. These cases are mainly when interference is strong or very strong. A sum capacity upper bound is also obtained, which is nearly tight if the interference power at the receivers is low. In this case, using Gaussian codes and treating interference as noise achieves a sum rate close to the upper bound.
I. INTRODUCTION
The multiple access channel (MAC) is a scenario where several transmitters want to deliver one message each to one receiver. The capacity region of the MAC is known since 1971 [1] , [2] . This setup models users that want to communicate with a base station in cell for example.
The interference channel (IC) is another well studied model in information theory, that is a model where two transmitreceive pairs want to communicate while causing interference to each other. The capacity of the IC is known in some cases. For instance, the capacity region of the Gaussian IC with verystrong interference regime was obtained by [3] , its capacity region with strong interference was obtained by [4] , and its sum capacity with noisy interference was obtained by [5] - [7] .
We merge a MAC and an IC into one setup, by adding one more transmit-receive pair to the communications medium of a 2-user MAC. Then, we have a system with three transmitters and two receivers. The obtained setup consists of a point-topoint (P2P) channel interfering with with a 2-user MAC and we call it a (PIMAC). We study this model and obtain capacity results in some parameter ranges.
We first derive an outer bound on the capacity region of the PIMAC. This outer bound is obtained by using a technique similar to Sato's technique in [4] . Then we provide an inner bound on the capacity region of the PIMAC, which is obtained by allowing both receivers to decode all messages in a MAC fashion. The given outer and inner bounds are shown to coincide in some cases. Namely, when the PIMAC has strong or very strong interference. Moreover, similar to [3] , a regime where interference does not reduce capacity is obtained. In this case, the interference free capacity region of the MAC as well as the capacity of the P2P channel can be achieved.
The simple scheme of treating interference as noise at each receiver gives a sum capacity lower bound for the PIMAC. Using a genie aided approach similar to [5] , we obtain a sum capacity upper bound which is very close to the lower bound of treating interference as noise if the interference power is low.
The rest of the paper is organized as follows. In Section II, the PIMAC is introduced. The main outer and inner bounds are given in Section III. Cases where the outer and inner bounds coincide are given in Section IV. The PIMAC with weak interference is considered in Section V where sum capacity upper and lower bounds are given. Finally, we conclude with Section VI.
II. SYSTEM MODEL
A Gaussian 2-user multiple access channel (MAC) and a Gaussian point-to-point (P2P) channel use the same medium for their communication. They interfere with each other as shown in Figure 1 . We call the resulting setup the PIMAC, whose received signals can be written as
where h ij ∈ R denotes the channel coefficient from transmitter i ∈ {1, 2, 3} to receiver j ∈ {1, 2}, X i is the transmit symbol of transmitter i and Z j is an additive white Gaussian noise (AWGN) with Z j ∼ N (0, 1). Transmitter i has power constraint P i so that E[X An (n, 2 nR1 , 2 nR2 , 2 nR3 ) code for the PIMAC consists of encoding functions, decoding functions, and message sets, and induces an average probability of decoding error given by
where
The closure of the set of all achievable rates is the capacity region of the PIMAC denoted C, and the sum capacity is the highest achievable sum-rate
In the next section we present an outer bound and an inner bound on the capacity region of the PIMAC, which we later show to be tight in some parameter regimes.
III. OUTER AND INNER BOUNDS
We start by considering the PIMAC with strong interference. We first use the following definition for notational convenience.
Definition 1.
We denote a multiple access channel MAC from transmitters i ∈ S ⊆ {1, 2, 3} to receiver j ∈ {1, 2} with AWGN with variance 1 by M (S, j) and its corresponding capacity region by C M (S, j). This region is given by
Now, we are ready to state the following lemma that will serve as an outer bound for C.
Lemma 1. The capacity region of the PIMAC is outer bounded by C, C ⊆ C
The proof is based on arguments similar to Sato's arguments in [4] and is given in Appendix A.
This outer bound C given in Lemma 1 can be shown to be tight in some cases. For this purpose, we need an achievable rate region for the PIMAC, which we give in the following theorem.
Theorem 1. The capacity region of the PIMAC is inner bounded by
Proof: Each receiver simply decodes all messages in a MAC fashion. The achievable rates must be in the intersection of C M ({1, 2, 3}, 1) and C M ({1, 2, 3}, 2) and the statement of the theorem follows.
IV. THE PIMAC WITH STRONG INTERFERENCE
In general, the bounds given by C and C, given in Lemma 1 and Theorem 1 respectively, are not always tight. However, under some conditions, they coincide. These conditions are given in the following theorem.
Theorem 2. If the PIMAC satisfies the following conditions
then the outer bound C and the inner bound C coincide and hence, the capacity region of the PIMAC is
Proof: By expanding the achievable region C, and using conditions (6) and (7), it can be shown that C reduces to C and the result follows. Details are given in Appendix B.
In conclusion, if the PIMAC has strong interference, i.e. (6) is satisfied, and if (7) holds, then the capacity region of the PIMAC is the intersection of two MAC capacity regions, from all transmitters to each receiver. The capacity region of a PIMAC satisfying (6) and (7) is shown in Figure 2 .
Let us now consider special cases of the PIMAC with strong interference h 
where the remaining bounds R 3 ≤ 1 2 log(1 + P 3 ) and (R 1 , R 2 ) ∈ C M ({1, 2}, 1) were removed because they are already included in (9)-(11). (6) and (7), with P 1 = P 2 = P 3 = 10, h 12 = 1.2, h 22 = 1.5 and h 31 = 1.3.
A. Very strong interference from transmitter 1 to receiver 2
Consider a PIMAC with strong interference such that interference from transmitter 1 to receiver 2 is very strong,
Since h 2 12 ≥ 1 + P 3 + h 2 22 P 2 ≥ 1 + P 3 , then it can be shown that the bound (9) is redundant and can be removed. Thus the outer bound becomes
Moreover h
This means that the second receiver can decode X in a MAC fashion at the second receiver, the rate region C M ({2, 3}, 2) can be achieved. If the first receiver decodes all signals in a MAC fashion, the rate region C M ({1, 2, 3}, 1) can be achieved. Therefore we have the following theorem.
Theorem 3. If the PIMAC satisfies (12)-(14) then its capacity region is
Similarly if interference from transmitter 2 to receiver 2 is very strong.
B. Very strong interference from transmitter 3 to receiver 1
Suppose that the PIMAC has
In this case, the rate restriction (11) can be replaced with
which follows since the rate upper bounds on R 3 , R 1 + R 3 , R 2 +R 3 , and R 1 +R 2 +R 3 are all redundant given (R 1 , R 3 ) ∈ C M ({1, 3}, 2) and (R 2 , R 3 ) ∈ C M ({2, 3}, 2). Therefore, the following capacity outer bound holds
This outer bound can be achieved if we add one more condition on the PIMAC as we show next. If (20) holds then receiver 1 can decode X n 3 while treating X n 1 and X n 2 as noise without imposing an additional rate constraint on m 3 . This follows since (20)
Thus, receiver 1 can remove the contribution of X 
then the bound on R 1 + R 2 + R 3 in C M ({1, 2, 3}, 2) becomes redundant and can be removed. This follows since
Thus, under condition (24) and given
Now, since the region C M ({1, 2}, 2) is larger than C M ({1, 2}, 1), we obtain the following theorem. This region is shown in Figure 3 for a setup with P 1 = P 2 = P 3 = 10, h 12 = 4.3, h 22 = 2 and h 31 = 4.6.
Theorem 4. If the PIMAC satisfies (18)-(20) and (24), then its capacity region is
C =        (R 1 , R 2 , R 3 ) ∈ R 3 + : (R 1 , R 3 ) ∈ C M ({1, 3}, 2) (R 2 , R 3 ) ∈ C M ({2, 3}, 2) (R 1 , R 2 ) ∈ C M ({1, 2}, 1)        .(30)
C. The PIMAC with very strong interference
Consider now the PIMAC with very strong interference such that
In this case, interference does not reduce capacity, i.e. the capacity region of the interference free MAC M ({1, 2}, 1) can be achieved by (R 1 , R 2 ) and the point-to-point capacity R 3 = 1 2 log(1+P 3 ) can also be achieved. Clearly, the following outer bound holds for the PIMAC
This outer bound can be achieved under the given conditions (31) and (32) by decoding interference first at each receiver while treating the desired signal as noise, and then decoding the desired signal after removing the contribution of interference. Thus, as if interference is not present, the capacity region of the pIMAC becomes as given in the following theorem.
Theorem 5. If the PIMAC satisfies (31) and (32), then its capacity region is
As example for this case, the capacity region of a PIMAC with very strong interference is shown in Figure 4 . (6) and (7), with P 1 = P 2 = P 3 = 10, h 12 = h 22 = 3.5, and h 31 = 4.6.
V. THE PIMAC WITH WEAK INTERFERENCE
In [5] - [7] , a genie aided technique was used to obtain a sum capacity upper bound for the IC that coincides with the simple lower bound of treating interference as noise. Thus the sum capacity of the IC in the so-called noisy interference regime was obtained. We use a similar technique to that used in [5] to obtain an upper bound for the PIMAC. This upper bound is stated in the following theorem.
Theorem 6. The sum capacity of the PIMAC is upper bounded by
with X iG ∼ N (0, P i ), Y iG is the corresponding channel output when the input is X iG and
Proof: We use a genie aided approach similar to [5] to bound R 1 + R 2 and R 3 . After adding the bounds, we observe that their sum is maximized by Gaussian inputs and we obtain the upper bound. Details are given in Appendix C.
A trivial sum capacity lower bound is obtained by using Gaussian codes and treating interference as noise. The result- ing lower bound is given by
In Figure 5 , we plot the upper bound C Σ and the lower bound C Σ as a function of SNR, the ration between the transmit power and the noise variance, for an IMAC with P 1 = P 2 = P 3 = P , h 12 = h 31 = 0.2, and h 22 = 0.1. Notice that this upper bound is nearly tight up to some value of SNR. Intuitively, this means that below some threshold value of the interference power, treating interference as noise achieves sum rate very close to the sum capacity C Σ .
Remark 1.
In the special case of h 12 = h 22 = h, then the PIMAC becomes similar to a 2-user IC with transmit signals X n 1 + X n 2 and X n 3 . In this case, the bounds C Σ in Theorem (6) and
Clearly, for any achievable rate triple (R 1 , R 2 , R 3 ), the rate R 3 is upper bounded by the interference free capacity of the P2P channel, and the rate couple (R 1 , R 2 ) is included in the capacity region of the interference free MAC M ({1, 2}, 1), i.e.
Now we derive the other bounds. A genie gives m 2 as additional information to the second receiver. The obtained genie aided channel has a larger capacity region than the original PIMAC and can be used to outer bound C. Now consider a rate tuple (R 1 , R 2 , R 3 ) in the capacity region of the genie aided channel. This means that the first receiver and the second receiver are able to decode (m 1 , m 2 ) and m 3 reliably respectively. Since the second receiver is able to decode m 3 , and since it knows m 2 from the genie, then it is able to construct
If h 2 12 ≥ 1, thenỸ n 1 is a less noisy version of Y n 1 . So if the first receiver is able to decode m 1 then so does the second receiver. Thus (R 1 , R 3 ) is contained in the MAC region of M ({2, 3}, 2), i.e.
Similarly, we can show that
Finally, for any rate triple (R 1 , R 2 , R 3 ) ∈ C, the first receiver is able to decode m 1 and m 2 reliably. Thus, if h 
and the statement of the Lemma is proved.
APPENDIX B PROOF OF THEOREM 2
We can expand the achievable region C to obtain the following rate constraints for the achievable region Using conditions (6) and (7), these constraints reduce to R i ≤ 1 2 log(1 + P i ), ∀i ∈ {1, 2, 3} Expanding C when conditions (6) and (7) hold lead to the same rate constraints. Thus, the two regions C and C coincide and the result follows.
