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However, a major drawback of these algorithms is that it provides a good exploration of the search space at the cost of exploitation (Bharti & Singh, 2016a) . Other problems are related to unsatisfactory outcomes, such as inaccurate clusters, and the behavior of the algorithms that were selected is inappropriate for the problem of the TC instances (Bharti & Singh, 2015a; Binu, 2015; Forsati, Keikha, & Shamsfard, 2015; G.-G. Wang, Gandomi, Alavi, & Deb, 2015) . All available TC techniques based on metaheuristic algorithms still face these problems. Solving the TC problem using metaheuristic algorithms still need more in-depth investigation for several important reasons (Y. Guo, Li, & Shao, 2015; Mohammed, Yusof, & Husni, 2015; J. Wang, Yuan, & Cheng, 2015) .
However, these reasons can be justified by the "no free lunch" theorem (Wolpert, 2013; Wolpert & Macready, 1997) .
Fourth, the core effectiveness of the TD clustering techniques relies on the similarity and distance functions of the TC algorithm. These functions are used in making the decision to partition the document into an appropriate cluster based on the similarity or distance value; these decisions affect the performance of the TD clustering algorithm (Rao, Ramakrishna, & Babu, 2016 
Research Objectives
The overall aim of this study is to develop an effective TD clustering method. The main objective is to show that the improved method can outperform the other comparative methods. This research has the following objectives:
• to find the best features:
to enhance the weight score of the terms for the text FS technique in order to improve the TD clustering;
to improve the text FS technique for finding a new subset of more informative features to improve the TD clustering;
to reduce the dimension of the feature space in the form of a low-dimensional subset of useful features to improve the TD clustering;
• to improve the text document clustering using krill herd algorithm:
to increase the effectiveness of the TD clustering technique and to reduce its errors;
to improve the global search ability and its speed of convergence;
to enhance the quality of initial solutions obtained by the local search strategy;
to increase the likelihood of obtaining an accurate decision (similarity value) between the document and clusters centroids in the k-mean clustering algorithm.
Contributions
After the research objectives are achieved, this study will have the following main contributions:
1. Introduced a new weighting scheme to provide a significant influence score for the informative text features within the same document. This scheme focuses on assigning a favorable term weight to facilitate the text FS technique and distinguishes among the features of the clusters by giving a high weight to essential features in the same document.
2. Adapted metaheuristic optimization algorithms (i.e., genetic algorithm (GA), harmony search (HS), and particle swarm optimization (PSO)) to find the best features at the level of each document using a new FS method.
3. Introduced a new detailed DR technique to reduce the dimensional space of text features based on the detailed term frequency (DTF) and detailed document frequency (DDF) of each feature compatible with the size of its effect on the document. The DDF of each feature at the level of all documents is compatible with the size of its effect on the documents in partnership with its DTF value.
4. Adapted the basic krill herd algorithm (BKHA) and tuning its parameters for the text document clustering problem.
5. The modified krill herd algorithm (MKHA) to improve the global search ability.
These modifications occur during ordering of the basic KH operators where the crossover and mutation processes are invoked after updating the positions of the krill herd algorithm (KHA).
6. The hybrid krill herd algorithm with the k-mean algorithm (HKHA) as a new operator, which plays a basic role in the MKHA to improve the local search ability. Hybridization is used to enhance the capacity of the KHA for finding locally optimal solutions by taking the refining power of the k-means clustering algorithm.
7. Introduced a multi-objective function based on the local best concept for the kmean algorithm to enhance the capacity of the KHA by achieving an accurate local search, called multi-objective hybrid krill herd algorithm (MHKHA).
Research Scope
This study covers the main TC preprocessing steps (i.e., text FS and DR techniques) and the metaheuristic algorithms (i.e., different versions of the proposed KHA) to deal with the TDCP. The methods proposed in this study are applied to a large amount of TDs as electronic pages (i.e., newsgroup documents appearing on newswires, Internet web pages, and hospital information), modern applications (technical reports and university data), and biomedical sciences (large biomedical datasets). Note, all the datasets used in this research have been written in English language. These TDs (datasets) are characterized by high-dimensional informative and uninformative text features (Bharti & Singh, 2014b , 2015b L. Zheng et al., 2015) . All of the proposed methods need the number of clusters as input parameter K. Determining the correct number of clusters for the given TD datasets is an important issue because the number of document clusters is an essential parameter in TC problems. Standard TD datasets with different sizes (i.e., number of documents, number of terms, and number of clusters), constraints, and complexities are used in the TC technique to evaluate the proposed methods.
Research Methodology
This section briefly discusses the stages of the research methodology, which are applied to achieve the research objectives for improving the TD clustering technique, as shown in Figure 1 .1. The detailed description is provided in Chapter 4.
The first stage is modeling and adapting GA, HS, and PSO to solve the text FS problem (TFSP) with the novel weighting scheme and detailed DR technique. This These hybrid versions used the results of the k-mean algorithm as the initial solutions in KHA to ensure balance between local exploitation and global exploration. Finally, a multi-objective function is applied to obtain an accurate TC technique by combining two standard measures (i.e., cosine similarity and Euclidean distance measurements).
The multi-objective function is the primary factor used to obtain an effective clustering method by deriving an accurate similarity value between the document and the cluster centroid.
Thesis Structure
The rest of this thesis organized as follows:
Chapter 2 (Krill Herd Algorithm): This chapter discusses the principles of the KHA. The analogy between the clustering technique and the optimization terms is provided. The steps of the KHA are described in detail.
Chapter 3 (Literature Review): This chapter provides an overview of the text preprocessing steps, TFSPs, and TDCPs with particular attention to TDs. This chapter also examines several methods used to deal with TFSP and TDCP. This chapter also presents a review of KHA in the areas of applications, modifications, and hybridizations across many fields. With regard to the KHA, each KI (document) moves toward the best solution by searching for the herd (group) with high density (similar groups) and the closest food (closest centroid). These factors are used as objectives to lead each krill to an optimal herd around the food. With regard to the TC, each document moves toward the best solution by searching for the similar cluster centroid and the cluster with a high density.
Moreover, these factors are used as objectives to lead each document to an optimal cluster around the closest centroid. The relationship between the behavior of KHA and the behavior of TD clustering is considered a strong feature in applying KHA to solve the TDCP.
Krill Herd Algorithm: Procedures
Due to the nature of this research, predation disperses KIs, leads to a decrease of the average krill density and distances of the KH from the food location. This process is the initialization phase in the KH algorithm. In the natural system, the objective function of each document is supposed to be the distance or similarity from the cluster centroid. The fitness function of each candidate solution is the total distance or similarity between all documents with clusters centroid. The KH algorithm has three main motion calculation to update individual positions; then it applies the KH operators, which is inspired by the evolutionary algorithm. The procedures sequence of the basic KH algorithm is shown in Figure 2 .1. 
Mathematical Concept of Krill Herd Algorithm
The KH algorithm has three main steps to update the time-dependent position of each KI as follows:
• Movement induced by the presence of other KIs: only individual neighbors in the visual field that affects the KI moving.
• Foraging activity: the KIs search for food resources.
• Random diffusion: the net movement of each KI based on density regions (Gandomi & Alavi, 2012).
The i th individual position is updated by the following Lagrangian model using Eq.
(2.1).
where for the krill i, N i is the motion effect of the i th individual from other KIs.
This value is estimated from the local swarm density, a target swarm density, a repulsive swarm density, and the target direction which is effected by the best KI. F i is the foraging motion for the i th KI. This value estimated from the food attractiveness, food location, the foraging speed, the last foraging action or movement and the best fitness of the i th krill so far. D i is the physical diffusion for the i th KI, where this value estimated from two factors: the maximum diffusion speed of the KIs and random direction (Gandomi, Talatahari, Tadbiri, & Alavi, 2013).
2.4.1(a) Movement Induced by other Krill Individuals
Movement induced is an illusion of visual perception in which a moving individual appears to move differently because of neighbors moving nearby in the visual field.
Theoretically, individuals try to keep the high density (Bolaji et al., 2016; G. Wang et al., 2014) . The direction of movement induced is defined by Eq. (2.2).
where for krill i, N max is the parameter for tuning the movement induced by other individuals, it is determined experimentally (see Table 5 .11). α i is estimated from the local swarm density by Eq. 
where, K i, j is the normalized value of the objective function vector for the i th KI.
x i, j is the normalized value of the related positions for the i th KI. The K i, j is calculated by Eq. (2.5):
where, K i is the objective function of i th KI, K j is the objective function of j th neighbor ( j = 1, 2, ..., n). n is the number of all KIs, K best and K worst are the best and worst objective function values of i th individual. The x i, j is calculated by Eq. (2.6).
where, x i is the current position, x j is the position of j th neighbor, ||x j − x i || is the vector normalization, it is used for calculating the neighbors of the i th KI by Eq. (2.7), ε is a small positive number to avoid singularities (Jensi & Jiji, 2016; Mandal et al., 2014) . The sensing distance is calculated by Eq. (2.7).
where, de i is the sensing distance for the krill i. Note, if the distance value between two KIs is less than the current value, they are neighbors. the solution to move towards the current best solution and is calculated by Eq. (2.8).
where,
9)
C best is the coefficient of individuals, K i,best is the best objective function of the i th KI, x i,best is the best position of the i th KI, rand is a random number between [0, 1] for improving the local exploration; I is the current iteration number; I max is the maximum number of iterations (Gandomi & Alavi, 2012) .
(2.13)
K i, f ood is the normalized value of the objective function of the i th centroid and
x i, f ood is the normalized value of the i th centroid position. The center of the individual's food for each iteration is calculated by Eq. (2.14).
( 2.14) where, n is the number of the KIs, K i is the objective function of the i th KI, and x i is the i th position value. The effect of the best objective function of the i th KI is handled by using Eq. (2.15).:
where, K i,best is the best previous objective function of the i th KI, x i, f ood is the best previous visited food position of the i th KI. The movement induced by other individuals and the forging movement decrease with the increase in the time (iterations).
2.4.1(c) Physical Diffusion:
Physical diffusion is the net movement of each KI from a region of high density to a region of low density or vice versa. The better position of the KI is the less random direction. Physical diffusion values of individuals are estimated by two effects, namely, maximum diffusion speed (D m ) and random directional vector (δ ) (L. M. Abualigah, Khader, Al-Betar, & Awadallah, 2016; Gandomi & Alavi, 2012; Jensi & Jiji, 2016; G. Wang et al., 2014) . Physical diffusion for the i th KI is determined by Eq. (2.16).
where, D max is the parameter for tuning the diffusion speed, it is determined experimentally (see Table 5 .11), and δ refers to the array that contains random values between [-1, 1] . I is the current iteration, I max is max number of iterations.
2.4.1(d) Updating the Krill Individuals:
The movement of the i th KI is influenced by the other KIs, foraging motion, and physical diffusion. These factors seek to obtain the best objective function for each KI.
The foraging movement and the movement induced by other KIs include two global and two local strategies. These strategies are working in parallel to make KH a robust algorithm (Bolaji et al., 2016; Gandomi & Alavi, 2012; G. Wang et al., 2013) . The individual positions updated towards the best objective function by Eq. (2.17). ∆t is an important and sensitive constant computed by Eq. (2.18), and n is the total number of individuals. LB j is the lower bound, UB j is the upper bounds of the ith variables (J = 1, 2, ...., n), and C t is a constant value between [0, 2]. It works as a scale factor of the speed vector.
The Genetic Operators
Genetic algorithm (GA) is a stochastic meta-heuristic search method for the global solution in a large search space. This algorithm is inspired by the classical evolutionary algorithms (EA). The genetic operators encoded in a genome that performed in an unusual way that permits asexual reproduction that leads to the offspring. However, the sexual reproduction can swap and reorder chromosomes, giving birth to offspring which includes a cross breeding of genetic information from all parents. This operation is often called a crossover, which means swapping of the genetic information. To avoid premature convergence, the mutation operator is used to increase the diversity of the Genetic operators are incorporated into the KH algorithm to improve its performance (Bolaji et al., 2016; Gandomi & Alavi, 2012) .
2.4.2(a) Crossover Operator of KH Algorithm:
The crossover operator is an effective procedure for global solutions. .
.
where, the crossover probability is determined by Eq. (2.19). p and q refer to the two solutions which are chosen for the crossover operator, p, q ∈ {1, 2, ...., i − 1, i + 1, ...., n}, the Cr increases with decreasing fitness function, K i,best = K i − K best ; K i is the objective function value of the i th KI, and K best is the best objective function value of the i th KI.
2.4.2(b) Mutation Operator of KH Algorithm:
The mutation operator is an effective strategy for a global solution. This strategy is controlled by a probability Mu (G. Wang et al., 2014) . The mutation operator is determined as the following: 
