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Abstract
The properties of intentional dopants in semiconductor quantum wells have 
been studied using various photoluminescence techniques. The presence of 
impurities in the quantum well structure is found to have diverse effects on the 
optical properties of the system. The confinement of carriers in the quantum 
well structure is defined by the band offset between alternate layers; in the 
presence of ionised impurities this confinement is distorted by the associated 
Coulombic field. This situation is well recognised in modulation doped 
structures, we show in this work that it can also be a dominant effect in the 
centre-doped case. Much of the behaviour of impurities in the confined case 
can be understood by making a comparison with bulk material. The larger 
binding energy of the impurity in the quantum well however results in 
important differences particularly in the development of the PL spectra with 
increasing doping density. In particular the effect of impurity screening on 
excitons in a quantum well is found to be negligible in contrast to bulk GaAs 
where the exciton is quenched at relatively low doping densities. The 
importance of exciton recombination in confined systems is now well 
recognised and correspondingly is one of the major themes considered in this 
work. In addition to the screening action of impurities on excitons, they are 
also able to act as traps which bind the exciton to form a bound exciton. The 
interaction of excitons with impurities has been studied using picosecond time- 
resolved photoluminescence employing a streak camera. The exchange of 
excitons between the bound site and a free population via capture and thermal 
release is found to be an important mechanism in determining the observed 
recombination rate. Excitons can also be localised in the strong potential 
fluctuations due to, for example a high doping density or to defects at the 
interface. These bound states are not well defined in energy as are the
Coulombic states of the isolated impurity, but have a spread of binding energies 
which result in a low energy tail to the exciton recombination. Exciton 
localisation also strongly affects the interaction of the free exciton with the 
impurity. The interplay of localisation in determining the exciton interaction, is 
used in this work to demonstrate a novel method for determining the impurity 
binding energy in a narrow quantum well.
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The past 40 years, since the invention of the transistor by W. Shockley, has 
seen a revolution in science and technology through the development of 
semiconductors. The increase in the physical understanding of these materials 
has lead to their utilization in a spectrum of devices encompassing every aspect 
of our daily life. The main "work-horse" of this developing era has been the 
material silicon. The ease of production techniques and the important high 
purity of this material have maintained its dominant position despite the 
development of many new materials. This situation looks certain to continue 
for digital devices well into the next century [1.1].
Silicon is an example of an "indirect-gap" semiconductor, the implication of 
this is that the recombination of electron and hole charge carriers is a relatively 
inefficient process. Demand for opto-electronic devices and higher switching 
speeds has motivated an ever increasing interest in the group III-V compound 
semiconductors, in particular those which are "direct gap" and hence exhibit 
highly efficient recombination. Despite the advantages of the compound 
semiconductors, their overall succession over silicon has not yet occurred. The 
problems encountered with these new materials have been considerable, in 
particular when comparing production techniques, the III-V compounds are 
extremely difficult to handle. In addition the purity of compound 
semiconductors is poor in comparison with that of silicon. The problem of 
impurities and defects in the native material has hindered their characterization 
and the understanding of their basic properties. The investigation of the exact
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nature of these defects has enabled some progress to be made in the production 
of higher quality material [1.2]. A significant step forward in our understanding 
has been made in recent years with the development of thin film epitaxial 
techniques which have allowed the growth of high quality single crystal layers. 
The state-of-the-art development of thin film techniques now allows near 
atomic-layer resolution control in the growth of layers. Metal Organic 
Chemical Vapour Deposition (MOCVD) [1.3] and Molecular Beam Epitaxy 
(MBE) [1.4] are the two most common examples of these high resolution 
growth methods, which have opened the possibility of designing multi-layer 
semiconductor structures where each layer is typically of a few nm in thickness. 
A layer of thickness comparable to the mean free path and de-Broglie 
wavelength of the charge carriers will exhibit quasi two dimensional behaviour 
of its charge carriers. Such quantum confinement conditions have been 
achieved in multi-layer semiconductor structures grown, using the MBE and 
MOCVD growth techniques [1.5]. To date the most commonly investigated of 
such structures has been that formed by the layer combination AlGaAs-GaAs- 
AlGaAs. The aluminium content of the ternary alloy AlGaAs is chosen such 
that the band offset in both conduction and valence bands confines the charge 
carriers to the active GaAs layer. Band-gap engineering of this kind was first 
proposed by Esaki and Tsu as early as 1970 [1.6]. They also highlighted the 
possibility of modulation doping, in which the dopant is placed in the larger 
band-gap material with the result that the dopant is then ionised and the carrier 
lost to the quantum well. The carriers separated from the ionised scattering 
centre are able to achieve extremely high mobility within the 2D layer. The 
high quality of such systems has allowed the investigation of new physical 
phenomena such as the Integer and Fractional Quantum Hall effects [1.7]. One 
further consequence of confinement is an effective increase in the Energy gap 
of the confined layer, this tuning of the gap allows an accurate control of the
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photon energy of a semiconductor laser made from such a structure. As a result 
of these developments there has been considerable technological interest in the 
design of high-speed switching devices and optical elements based on the 
selectable bandgap and excitonic non-linearities of such systems.
The situation for which the dopant appears in the well and not the barrier (anti­
modulation doping) has received considerably less attention, although also of 
potentially important technological interest. The possible effects of an impurity 
within the well are manifold: the provision of carriers for conduction; the ability 
to act as a scattering site, thereby limiting mobility, and as a centre for radiative 
or nonradiative recombination of electrons and holes.
The use of optical techniques in the study of impurities in semiconductors has a 
long standing history [1.8]. Excitation of the material with photons of energy 
larger than the fundamental bandgap creates free electron-hole pairs. The 
subsequent relaxation and recombination of these carriers can occur via 
impurity related states. When recombination takes place radiatively the 
resulting emission is characteristic of the relaxed state. In this way, analysis of 
the photo-induced luminescence (photoluminescence) is a powerful tool to 
directly study impurity states.
1.2 Scope of Thesis.
The basic physical properties of a crystalline semiconductor are for the most 
part determined by the regular periodic nature of its atomic potentials. It is 
therefore not surprising that the presence of an impurity or defect, interrupting 
the regular lattice has diverse and significant effects upon the behaviour of the 
semiconductor. The work reported in this thesis reflects this diversity in 
response and considers a number of effects of an impurity in a quantum
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confined structure. Many of the properties discussed have a direct counterpart 
in bulk material, while others are specific to layered structures.
The main theoretical framework for the thesis is set out in chapter 2. The 
simple text book example of the ideal square well is described in terms of its 
application to real quantum structures. An approximate technique based on a 
Transfer Matrix treatment is also discussed as a means of calculating the 
eigenvalues for an arbitrarily shaped well. The section continues by considering 
the presence of impurities in a confined system and their treatment using the 
Effective Mass Approximation. A brief review is given of the effects of high 
doping in a semiconductor, in particular with regards to the Mott transition and 
the localisation of carriers in a random potential. Finally the different 
recombination mechanisms which occur for a direct bandgap material, 
specifically those prominent in a confined system, are discussed.
Chapter 3 reviews the experimental techniques and equipment that have been 
used in this work. The basic principles of the photoluminescence technique 
described in the first section are further discussed in the context of application 
of the method. The use of a tunable photon energy excitation source is 
highlighted as a means of probing specific transitions within the QW, so called 
selective excitation. An extension of this idea is the technique of excitation 
spectroscopy in which we examine the dependence of a single recombination 
channel upon tunable excitation at higher photon energy. The mechanisms by 
which carriers excited at high energy are able to relax to a local potential 
minima before recombination are of significant importance in understanding the 
electronic structure of a system. These dynamic processes can be studied by 
using a time-resolved photoluminescence technique, the principles of which are 
also discussed in chapter 3.
Chapter 4 looks at the importance of the Coulombic potential of an impurity in 
perturbing the confinement in a single quantum well. At high doping densities
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the superposition of the potential due to a large number of ionised dopants, 
upon the band profile is found to dictate the observed subband energy levels. 
The influence of the impurity potential in turn leads to a strong dependence on 
the excited carrier density and distribution. The final section of this chapter 
looks at the effect of hydrogen passivation in GaAs/AlGaAs n-type quantum 
wells. In particular the dramatic effects discussed in the earlier part of the 
chapter as due to depletion by deep surface states are shown to be totally 
removed following passivation, a result which provides strong support for the 
original model. The effect of hydrogen in passivating shallow defects is also 
briefly discussed.
Chapter 5 studies in greater detail the high doping density limit in a quantum 
well. Interaction between dopants increases with concentration; the Coulombic 
potential of each impurity overlaps to an increasing extent until a carrier can no 
longer be considered as bound to a single core but is shared amongst many such 
centres. This "washing out" of the bound state leads progressively towards a 
quasi bound state (the so called impurity band in which carriers are still 
localised in the vicinity of an impurity) and on to an eventual free carrier. This 
phase change is usually referred to as the Mott transition and describes the 
change over from insulating to metallic type behaviour. The increased binding 
energy of a carrier to an impurity resulting from confinement implies an 
increased density limit for the Mott transition to occur. The observation of such 
a transition in a confined system is discussed in comparison to the 3D case. In 
addition a high doping density also effects the mechanisms by which 
recombination takes place, non radiative processes (such as Auger) in particular 
are enhanced.
Time-resolved measurements in the picosecond range are a particularly 
powerful technique to study the recombination kinetics for impurity related
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transitions in a quantum well. Chapter 6 describes an extensive study of the 
interaction between free and bound excitons in narrow doped quantum wells. 
The observed decay of the exciton luminescence is discussed in terms of the 
determining contributions of capture and thermalisation to and from the bound 
site. The total kinetics can be modelled using a series of coupled differential 
equations, which also allows a more accurate analysis of both the radiative 
lifetime and the capture and thermalisation terms. The second half of this 
section considers the localisation of excitons either at interface roughness or by 
the random potential produced by impurities at high doping density.
The degenerate limit is again considered in chapter 7. The large number of free 
carriers present in a degenerate semiconductor leads to a strong interaction and 
scattering of charge. As a result of this interaction we can no longer consider 
the properties of a system in terms of the behaviour of each individual charge 
and instead are required to view the properties as a collective response. Such 
systems are said to exhibit "Many-Body" effects. In this chapter we examine 
one example of a Many-Body related phenomena, the so called Fermi-Edge 
Singularity (FES). The FES is an enhancement in the oscillator strength for 
transitions in the vicinity of the Fermi-level, and results from the correlation of 
a photo-excited hole with the total Fermi electron sea (in n-type material). This 
effect has been extensively studied in modulation doped systems, but a similar 
effect in centre-doped structures has not been discussed in the literature to date. 
The FES in modulation doped structures is compared and contrasted with the 
effects observed in the current work.
Finally chapter 8 makes an overall summary and conclusion to the work 
presented and discusses the direction of future work.
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Chapter 2 
Electronic Structure of Impurities in a Semiconductor 
Quantum Well.
2.1 Introduction.
2.2 The ideal square well.
2.3 Calculation of the bound states for an arbitrary
potential.
2.4 Bandstructure of the bulk III-V compounds.
2.5 Effective Mass Theory.




This first main chapter of the thesis sets out most of the basic theoretical ideas 
which are drawn upon throughout the discussion of the material in this thesis. It 
starts by looking at the simple quantum mechanics of the ideal square well. The 
extension of this text book model to a real system depends on the electronic 
bandstructure of the materials involved, the relevant electronic properties of the 
III-V compound GaAs are reviewed. Traditionally the introduction of impurities 
into the semiconductor lattice has been treated within the framework of the 
Effective Mass Theory (EMT). Here a single excess valence electron or hole of 
an impurity in the lattice is considered analogous to the single charge of a 
hydrogen atom, the impurity state energy levels can be calculated by replacing 
the free space permittivity with that of the material and taking an effective mass 
for the charge carrier. This theory is outlined as applied to bulk GaAs. The 
results of variational method calculations of impurities in the confined 
GaAs/AlGaAs system using the effective mass approximation are also 
reviewed. As the doping limit is increased impurities begin to interact leading to 
the formation of an impurity band. The dependence of the semiconductor 
bandstructure on doping density is discussed, in particular the criteria for the 
transition from insulator to metallic-like behaviour is considered. The 
concentration of impurities is also shown to have important consequences for 
the localisation of charge. The final section looks at the different mechanisms of 
radiative recombination for direct gap materials.
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2.2 The ideal square well
It is one of the attractions of the physics of 2 dimensional systems that the most 
basic concepts can be understood from the simplest example solution of 
quantum mechanics, the ideal square well. The potential profile for a general 
square well confined by finite barriers of height V0 is shown in Fig.2.1 , and is
described by:
A
0 for y < z < !
V(z) = (2.1)
V0 for i i a lzl> 2
-a/2 a/2
Fig.2.1 Square well potential with finite 
barrier height.
The eigenvalues and eigenfunctions are found from the solution of the one 
dimensional Schrodinger equation under the appropriate boundary conditions.
-h2  d2x¥
2^  + V(z) 'F(z) = E 'F(z) (2.2)
Since the potential is continuously defined for all z, general solutions of the 
time independent Schrodinger equation can be expressed as the sum of two 
travelling waves with opposite directions:
¥  = A eikz + B e-ite
with k vector:




The wavevector k is therefore defined by the potential in each layer, for an 
energy below the barrier height V0 the wavevector in the barrier will be
imaginary, giving a real coefficient to the exponent and implying an 
exponential decay of the wavefunction.
We define the wavefunction in each layer:
Physically it is clear that the wavefunction must be finite for all z, hence z —> - 
°o implies D=0 and similarly z -» + ©o implies F=0 (given k2 real). The
boundary conditions require the continuity of the wavefunction and its 
derivative at the interfaces; however the latter condition can in fact be more 
generally defined by the continuity of the particle current, which allows for a 
change in effective mass giving:
^ ( z )  = A e ikiz -I- B e-ikiz lzl * 2
*f 2(z ) = c  e ik2z + D e - ^ 2
xf/3(z) = F e ik2z + G e-ik2z
(2.5)
Applying the boundary conditions and the normalisation of the wavefunction 
across all space leads to the eigenvalue equation:
cos ki  a + ~1 f2 kj m2 + k2 mi sin k! a = 0 (2.6)
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a solution for which exists only at discrete energies E. Alternatively we can 
simplify the algebra slightly by making use of the known symmetry of the 
potential. The solutions to a symmetric potential must be either symmetric or 
anti-symmetric (due to the arbitrary definition of the z direction). At the well 
centre (centre of symmetry, z=0) therefore, either the wavefunction (anti­
symmetric) or its first derivative (symmetric) must be zero. Given these 
additional constraints we derive the simplified eigenvalue equations:
tan k a/2 = i
ki m2 
k2 mj (symmetric) (2.7)
tan k a/2 =
k2 rnj 
k i m 2.
(anti-symmetric) (2.8)






Fig 2.2 First three solutions to the square well problem with finite barrier
height Vo.
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The simple potential of the square well is in many cases no longer a realistic 
approximation to the actual potential shape. Unfortunately there exists no 
analytical solution for the bound states of an arbitrary shaped potential and 
various approximate methods have been developed for the numerical solution in 
these cases. In particular the presence of charge in a given potential will result 
in a perturbation due to the additional Coulombic field. This charge can be 
introduced for example by the presence of impurities. Perhaps the most 
important and easily recognisable example of this is modulation doping. A 
shallow donor/acceptor placed in the barrier will lose its extra valence 
electron/hole and becomes ionised. The lost charge is transferred to the well and 
in the process causes an internal electric field to be set up between itself and the 





Fig 2.3 Symmetric Modulation doped structure.
The present work has looked not at modulation doping but at the presence of 
impurities in the centre of the well. In this case the impurity is not automatically 
ionised and in the neutral state does not make a significant perturbation to the 
potential. The important effect in this case is the additional confinement of the 
impurity bound state which enhances the binding energy, this process is
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discussed in more detail in the following section. If on the other hand the 
impurity becomes ionised the resulting Coulombic potential can dramatically 
distort the square well profile. This effect should be observed for example as a 
shift in the confinement energies for the well. A detailed calculation of the 
potential shape and the resulting system of eigenvalues and eigenfunctions 
requires a self consistent approach, which is able to calculate the complex 
charge distribution in such a system. An in-depth calculation of this kind has 
not been attempted in this work and to the author’s knowledge has also not been 
presented in the literature. It has however been useful as a guide to the analysis 
of the results of chapters 4 and 5 to make some guide-line calculations of the 
expected energy levels in a system with a potential shape estimated to be 
appropriate. A suitable technique for such a calculation is potentially quite 
complex since we face the problem of an arbitrary potential as was discussed 
previously. The method described here is chosen for it's simplicity but also it’s 
versatility. Strictly speaking it is appropriate only to the treatment of periodic 
systems but can be applied to single potentials in the weakly coupled limit.
2.3 Calculation of the bound states for an arbitrary potential.
The motivation behind this calculation has been to try and estimate how an 
impurity related potential might distort the confinement from a simple square 
well system. The criterion imposed has been to try and make as realistic as 
possible an approximation to the expected potential, but at the same time retain 
a high degree of flexibility in the analysis. The routine used does not account 
for either correlation effects or the possibility of band mixing and hence does 
not deal with exciton states. A good qualitative analysis of the subband shifts 
and the distortion to the carrier wavefunctions is however possible.
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The technique used is analogous to the Transfer Matrix Method [2.1], and uses 
the same approach in analysing a structure by considering the transmission 
matrix at each interface. We start by assuming a one dimensional periodic 
barrier for which we can specify the transmission and reflection coefficients 
(Fig.2.4).
i ^  t 
r
* V
Fig 2.4 Transmission coefficient defined for single barrier of periodic
structure.
Such a structure can then be analysed using a Kronig-Penney type treatment for 
which we can derive the following relation between the allowed energies and 
the transmission for a single barrier [2.2]:
cos(Ka+8) „ x
 jjj = cos(ka) (2.9)
where K=(*\/2mE)/h , Itl is the magnitude of the transmission t=ltl ei5, 8 being 
the resulting phase change, a is the period of the structure and k is the Bloch 
wavevector. The allowed energies are defined by the fact that cos(ka) must lie 
within the limits ±1.
The analysis so far has made no assumptions as to the barrier shape and 
therefore, given that the transmission is known, can be arbitrarily defined. The 
confined system is analysed by choosing an appropriate form for the barrier, for 
example a square well has a corresponding rectangular barrier. The analysis of 
any defined barrier can be made by approximating the potential shape by a
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series of steps (see Fig.2.5). The total transmission for the structure is then 
given by the product of the appropriate step transmissions.
Fig 2.5. Approximation to potential by series of steps.
The transmission at a step is given by the standard derivation applying the 
boundary conditions at the interface which require the continuity of the 
wavefunction and its derivative. We define the wavefunctions on either side of 
the interface by:
Applying the boundary conditions leads to the coupling matrix Mc where:
For the total structure this implies:
' A C
B D
Assuming a wave incident from the left i.e. travelling in the direction of 
positive z, the transmission is given by the ratio of the coefficients C/A [2.3]. 
Substituting this result into the Kronig-Penney criterion for the allowed energies
'FjCz) = A e ikiz + B e-ikiz z < a
^ ( z )  = C e ik2z + D e _ik2z z > a
(2.10)
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provides a general method for the analysis of the confinement levels in a 
potential described by an arbitrary locus of points. It is clear that the technique 
strictly applies only to periodic structures, however by choosing the barrier to 
be suitably wide we can approximate the single well as the weakly coupled 
limit. Chapter 4 uses the results of such calculations to illustrate the change in 
the electron-hole wavefunction overlap for an impurity distorted potential.
2.4 Bandstructure of the bulk III-V compounds.
The IH-V compounds including GaAs in general crystalise in the Zinc-blende 
structure (with some exceptions for example GaN), this is similar to the 
diamond structure of Si but with Ga and As (in the GaAs case) occupying 
adjacent sites. The bonding is tetrahedral with each Ga being surrounded by 
four As and similarly each As surrounded by four Ga in the perfect lattice (see 
Fig. 2.6). The lattice can be seen to consist of two interpenetrating face-centred- 
cubic (f.c.c.) lattices displaced from one another by a quarter of the main cubic 
diagonal (the tetrahedral spacing).
Fig 2.6 Arrangement of atoms in Zinc-blende structure.
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The Bravais lattice of the zinc-blende structure is not the illustrated cell as this 
contains more than one lattice point, but is f.c.c. The corresponding reciprocal 
lattice is a body- centred cubic and the first Brillouin zone a truncated 
octahedron (Fig. 2.7). The high symmetry points X (square face centre), L 
(octahedral face centre) and the zone centre T are marked.
The chemical bonding in the binary III-V compounds is formed from the 8 
outer valence electrons associated with each unit cell (for GaAs 3 from Ga and 
5 from As). Electron orbitals between neighbouring atoms (for example Ga 
with As) hybridize to form two levels, the bonding and anti-bonding states. Due 
to the interaction of a large number of unit cells the states broaden to form 
bands. The bonding levels are normally filled, the s-like levels are deeply bound 
and contain 2 electrons per unit cell, the remaining 6 electrons are filled into the 
p states. The anti-bonding states are empty, the conduction band being formed 
from the lowest lying of these levels, normally the s state.
/N
<iii>
Fig 2.7. Brillouin zone for Zinc-blende structure (fee unit cell).
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The valence band maximum is found at the zone centre (T) for all the III-V 
compounds (see Fig. 2.8) [4], in the absence of spin-orbit coupling the three p 
orbitals are degenerate at the V point. This degeneracy is lifted in the presence 
of spin-orbit coupling, so that a fourfold Tg level and a twofold T j  (split-off)
level is formed [2.5].. In a two dimensional confined system the Tg degeneracy
is further lifted so that one distinguishes a "heavy" and "light" hole.
The conduction band edge is situated either at the T point (GaAs) or close to the 
X or L points, the location of this minimum can in fact be related to the ionicity 
of the chemical bond formed [2.6].
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Fig 2.8 Band structure for GaAs in vicinity of zone centre.
The III-V elements are also able to form ternary alloys (e.g. AlGaAs) in which 
one of the lattice sites is randomly occupied by one of two species. The random 
identity of the atom at a particular lattice site is reflected in the atomic
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potentials, this disorder results in a blurring of detailed features. In particular 
the lack of exact translational symmetry results in scattering from the Bloch 
states creating band tails and localisation. The dependence of the definition of 
the fundamental bandgap, effective masses etc. on the alloy composition 
depends strongly on the relative lattice mismatch between the parent binary 
compounds (e.g. AlAs and GaAs for AlGaAs). In general for a well matched 
system the alloy bandgap demonstrates a close to linear dependence on the 
parent compound ratio. If however, the bandstructure is significantly different 
between the two binary compounds, for example AlAs with a conduction band 
minimum at the X point and GaAs with a T minimum, then the alloy will show 
a non-linear dependence in its bandgap irrespective of lattice match.
S^lnSb








Fig 2.9 Lattice constant versus energy gap for various III-V compounds.
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The lattice mismatch between compounds is also of critical importance in 
determining the band structure of a heterostructure. An interface between non­
lattice matched material will be highly strained and distorts the local 
bandstructure. The accommodation of this strain will in fact determine whether 
a useful heterojunction can be formed or not. So called Strained-Layer- 
Superlattices (SLSs) using non-lattice matched materials have been developed 
which specifically make use of the distorted bandstructure in designing devices. 
Figure 2.9 illustrates the lattice match between various III-V binary and ternary 
alloys.
2.5 Effective Mass Theory.
A detailed review of this model is not given here, as numerous accounts exist in 
the literature, and the results of such a calculation are not explicitly discussed in 
any depth in this work (the following review articles are in particular well 
presented [2.7] [2.8] [2.9]). The model starts from the pretext that in the case of 
a donor impurity the one extra positive nuclear charge can be considered 
analogous to an isolated hydrogen nucleus. The impurity binding energy can 
then be derived from the Bohr model simply by substituting a reduced effective 
electron mass and a Coulombic interaction screened by the material dielectric. 
Using this hydrogenic approximation the donor bonding energy is given by:
1 R0m*En = ^ “ f—  n=l,2,3....... (2.12)
where m* is the effective mass, e is the static dielectric constant and R0 is the 
hydrogen Rydberg (13.6eV). The justification of this simple model has been 
shown from a quantum mechanical derivation by Kohn and Luttinger [2.10]. 
Their derivation follows an Envelope Function Approximation in which the
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bound state wavefunction is expanded in terms of free Bloch-type functions 
modulated by a hydrogen-like envelope.
One consequence of the effective mass treatment is that all donors will have the 
same set of bound states. The deviation from this result in real systems is due 
to the fact that close to the impurity the potential is no longer simply 
Coulombic. A tightly bound donor state is strongly affected by this near-centre 
field, whereas a weakly bound donor, i.e. with large Bohr radius ( for example 
rB=103A, as for GaAs) is only weakly affected. This difference in binding
energy from the effective mass picture is often referred to as the central cell 
correction. For a donor in GaAs, the Bohr radius is extremely large and as a 
result the bound states are found to be totally effective mass like with no 
significant central cell correction.
The application of effective mass theory to shallow impurity centres in quantum 
well structures has been carried out by a number of groups, in most cases using 
a variational method of solution. The first such calculation was performed by 
Bastard [2.11], who considered a donor state associated with the first subband. 
His calculation assumed the well to be infinitely deep, an argument justified by 
the fact that the conduction band offset is considerably larger than the donor 
binding energy. This has the effect of excluding penetration of the barrier by the 
impurity wavefunction. Using this approach he was able to study the binding 
energy as a function of well width and also the donor position within the well. 
The extension of this work in removing the approximation of infinite barrier 
height was subsequently carried out by Greene and Bajaj [2.12] and also by 
Mailhiot et al [2.13]. A series of following papers made successive 
improvements to the approximations used. Chaudhuri and Bajaj [2.14] looked 
at the effects of a non-parabolic conduction band; Tanaka et a l  [2.15] looked at 
the binding energy dependence of asymmetric barriers. Chaudhuri [2.16] has 
also considered the effect of variable barrier width i.e. the coupling between
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wells on the donor states. It is interesting to note that the electron can still 
remain bound to the donor even when the donor is located within the carrier. 
Tanaka et al. have shown that for the GaAs/AlxGaj.xAs system the donor still
maintains a binding energy of approximately 0.3 effective Rydbergs even 
between two and three effective Bohr radii into the barrier. The effect of 
external electric or magnetic fields has also been studied by Greene and Bajaj 
[2.17], Kleinmann [2.18] and by Brum et al. [2.19]. The acceptor case has 
received proportionately less attention due to the more difficult description of 
the hole. The electron is considered to be made up from Bloch type states that 
derive from a single band, while the hole wavefunction is formed from several 
valence bands which are degenerate at k=0 for the bulk material. A calculation 
of the acceptor binding energy has been carried out by Masselink et al. [2.20]. 
It is interesting to note that for very narrow wells the heavy and light hole bands 
are well separated and the effective mass of the "heavy-hole" is actually lighter 
than that of the "light hole”. In the limit of sufficient separation the same 
method of calculation as for the donor could be used i.e. a straightforward 
substitution of hole effective mass appropriate to the well.
The results of the above calculations show that the binding energy of the 
impurity increases with confinement (see Fig. 2.10, 2.11) This can be 
understood for example for the donor in terms of the relative shift of impurity 
and conduction band states. As the well is made narrower, the conduction band 
is raised in energy due to the confinement of the electron. The impurity state is 
however already confined by the Coulombic interaction and as a result is less 
affected by the presence of the barriers. The increase in energy of the bound 
electron state is therefore less, leading to a proportionately larger binding 
energy. The binding energy of the impurity is in fact found to have a maximum 
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Fig 2.10 Dependence of donor binding energy on well width (donor
placed at well centre).
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Fig 2.11 Dependence of acceptor binding energy on well width (acceptor
placed at centre of well).
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This point is a consequence of the penetration of the barrier by the impurity 
wavefunction and was therefore not realised in the original work of Bastard. 
The dependence of the binding energy on the impurity location within the well 
illustrates a further consequence of the barrier interaction. The edge-positioned 
donor is found to be less strongly bound in comparison to that at the centre. 
The barrier effectively pushes the wavefunction away from the impurity centre 
i.e. it becomes increasingly non-symmetric which decreases the Coulombic 
interaction (see Fig. 2.12 in comparison to Fig 2.10).
In general, the results of the above theoretical calculations have provided 
excellent agreement with experimental results measured by a number of 
different techniques (Photoluminescence [2.21] [2.22], Raman [2.23] and Far- 
Infra-Red [2.24]).
Donor at edge 
















Fig 2.12 Dependence of binding energy for donor placed at edge of well.
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2.6 Impurity bands and Degenerate Doping.
So far the picture presented for an impurity present in the semiconductor lattice 
has discussed a unique ground state energy level (Fig. 2.13 (a)). It turns out that 
this description is only appropriate when the impurity atoms can be considered 
as isolated centres. In terms of concentration this would correspond to the 
lightly doped limit.
GO (b) (c)
Fig 2.13 Broadening of impurity level with increasing doping.
As the density is increased the orbits of the electron/hole bound at the impurity
begin to overlap. As this overlapping increases so the discrete level of the
isolated atom broadens to from an impurity band. This is somewhat analogous
to the transition from the distinct levels of an individual atom to the formation
of bands in the crystal. The picture should however, not be taken too far, since
the impurities are not periodically arranged as are the atoms in a crystal. An
important consequence of this non-periodicity is that standing wave Bloch
states are not formed. As a result the term "impurity band" is perhaps rather
loosely applied, since we do not imply any relationship between energy and
crystal momentum.
The energy diagram for a moderately doped semiconductor consists of an 
impurity band separated from an "intrinsic" (free carrier) band by a forbidden 
gap (Fig. 2.13 (b)) [2.25]. The width of the impurity band increases with doping 
concentration; experimentally this can be quantitatively observed as a decrease 
in the thermal activation energy for the transfer of electrons (referring to n-type)
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to the conduction band [2.26]. At a particular concentration this energy gap 
goes to zero and the impurity band can be considered as overlapping with the 
intrinsic band (Figure 2.13 (c)) [2.27]. This transition is usually referred to as 
the Mott-transition, however, since the degeneracy of the impurity electrons 
with the intrinsic band also implies that the material will exhibit basically 
metallic behaviour, it is often also called the Metal-Insulator Transition (MIT). 
A detailed review of the MIT is given in references [2.28] and [2.29]. The 
critical concentration at which the this transition occurs ncr (assuming
uncompensated material) was deduced by Mott [2.30] to follow the numerical 
criterion:
30^)1/3=0.25 (2.13)
where ao is the Bohr radius for the impurity. The values measured in many
materials for the critical density give an approximate agreement with the Mott 
value of 0.25 [2.31]. The Mott condition is derived by considering the limit at 
which, given all the electrons to be free, the screening in the system prevents 
the formation of a bound state. In a two dimensional system the effects of 
screening are considerably weaker. It is also the case that for a two dimensional 
system electronic bound states are found to exists no matter how small the 
localising potential [2.32]. As a result the criterion for the degenerate limit in a 
confined doped system will be very different to that deduced for the bulk. This 
idea has not been considered extensively in this context in the literature to date 
[2.33]. Chapter 5 briefly considers the degenerate limit under such conditions 
and demonstrates that indeed the critical concentration is distinctly higher than 
for bulk material.
Finally we consider the influence of a highly doped semiconductor upon the 
movement of carriers within the material. The inhomogeneous nature of the 
impurity distribution gives rise to a weakly fluctuating random potential in the
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lattice. Anderson in 1958 [2.34] was the first to analyse the electron states in 
such a system and to distinguish whether an electron in a particular state will be 
mobile or localised. Again the question of the existence of localised states was 
shown to be governed by a critical quantity, in this case the ratio of the 
maximum potential fluctuation to a measure of the bandwidth of energy 
assuming a periodic and not random lattice. These arguments were 
subsequently extended by Mott [2.35], who argued that for a given band this 
criterion could be met by those states in the tail of the band but not necessarily 
throughout the band, thus giving rise to a so called mobility edge between 
localised and delocalised states. This model applied in two dimensions to the 
context of Landau levels is one of the basic mechanisms for understanding the 
Integer and Fractional Quantum Hall effects.
The presence of a second compensating impurity in a material greatly enhances 
the potential fluctuations and hence the degree of localisation (see Fig. 2.14). 
Such systems of strongly fluctuating potential are referred to as disordered and 
include a large range of materials such as glasses, alloys, heavily doped 
semiconductors, amorphous materials etc. A more in depth discussion of 
Anderson Localisation is given for example in references [2.35] and [2.36]. The 
idea of localisation in a random potential is referred to in a number of contexts 
throughout this thesis. In particular in Chapters 5 and 7 high doping density is 
considered for the centre doped quantum well and Chapter 6 looks at 




Fig. 2.14 Localisation in a random potential.
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2.7 Radiative recombination
This section briefly reviews some of the more important mechanisms by which 
a semiconductor existing in an excited state (following illumination or some 
other excitation process) is able to relax to the ground state of the crystal by 
recombination resulting in the emission of electromagnetic radiation. The 
mechanism by which relaxation will occur is strongly dependent on both the 
material and also the external conditions applied to it. Partly for this reason the 
radiative recombination in a confined system can be very different from that of 
the bulk material. Probably the most important distinction to make in 
discussing radiative recombination in a particular material is whether the 
bandstructure is direct or indirect. For a direct bandgap material the minimum 
of the conduction band lies at approximately the same wave vector as the 
maximum of the valence band [Fig.2.15 (a)]. In the indirect gap case the band 
extrema are misaligned [2.15 (b)]. Since the momentum associated with a 
photon is negligible in comparison to the Brillouin zone size, the indirect 
radiative transition requires the simultaneous transfer of the excess momentum 
of the carriers to the crystal lattice. This restriction makes radiative 
recombination in such materials (e.g. Si) a relatively inefficient process. 
Carriers occupying states in the band (conduction band for electrons, valence 
band for holes) are free to move essentially independently. The Coulomb 
interaction between the singly charged free electron and hole can be considered 
analogous to that of the hydrogen atom and indeed is able to form a bound state. 
In other words the electron and hole move together as a correlated pair. This is 
the so-called exciton state (more strictly the Wannier-Mott exciton, however the 
distinction with Frenkel type excitons is not discussed here).
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DIRECT GAP INDIRECT GAP
Fig 2.15 Direct and Indirect transitions in k-space.
The formation of the free exciton results in a lowering of the total energy with 
respect to the unpaired carriers by an amount corresponding to the exciton 
binding energy. The exciton state demonstrates a series of excited states which 
again follow the hydrogen-like description suggested above. A point not often 
realised is that the exciton can only be optically excited at ’critical points' within 
the bandstructure. Since the electron and hole must move with the same 
translational velocity the restriction:
dE [dE]
dk. electron “ LdkJ hole
must apply to the momentum space available to the exciton state [37]. This 
restriction is of course guaranteed at the conduction band minima in a direct gap 
material. A scattering event in which the exciton is given momentum implies 
that for the translational velocity to remain the same for both electron and hole 
the momentum for the two is different i.e. the electron and hole are scattered to 
different points in k-space. At high excitation densities free excitons are further
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able to condense to form more complex excitonic molecules (e.g. the bi- 
exciton). At still higher densities the excitons condense to form an electron- 
hole liquid. At low temperatures and low to moderate exciton densities (the 
exact limits are material dependent) the optical spectra are typically dominated 
by transitions from exciton related states and from impurity related levels (to be 
discussed below). Free carriers under these conditions relax into the lower 
lying states associated with excitons and impurities, hence the direct 
recombination of a free electron with a free hole is not usually observed at low 
temperatures. Since for the conditions used in the work to be reported here the 
direct band to band transition is not seen, it will not be discussed further. The 
effects of electron-hole interaction in addition to the formation of a bound state 
have a strong effect on the absorption spectrum for free carriers. Fig. 2.16 
illustrates the enhancement in the ionisation continuum (i.e. free carrier 
excitation, above the fundamental absorption edge) when this interaction is 
taken into account. The relative increase in the absorption coefficient is 
referred to as the Sommerfeld factor.
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Excitons in a confined semiconductor are found to be strongly enhanced in 
comparison to their bulk counterpart and hence dominate the optical spectra 
observed at low to moderate excitation densities. This effect can be associated 
with the increased overlap of the electron and hole wavefunction (and hence 
greater Coulomb interaction) due to the confinement, which results in a factor 
four increase in the exciton binding energy (in the truly 2D case). Partly as a 
result of this exciton recombination is observed even up to room temperature.
In a doped material (or in the presence of lattice defects), trap related states can 
exist in the forbidden gap. Free carriers or excitons can therefore relax to these 
states before recombining. The observed radiative recombination in a material 
will result from the interaction of both the intrinsic states (excitons, free 
carriers) with the various impurity related extrinsic levels and including 
possible coupling with phonons or Auger related excitations. As a result the 
investigation of the luminescence from a material can provide detailed 
information as to the electronic processes which are taking place in that 
material. A summary of the basic radiative transitions is given in Fig. 2.17 and 





Fig 2.17 Radiative transitions in a semiconductor.
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The main considerations in the formation of free excitons have already been 
pointed out above, however it is worth briefly mentioning the distinctions 
between the 2D and 3D model which are important to the understanding of the 
results in the confined case. Furthermore the discussion is restricted to the 
direct gap case as is appropriate to the work presented in this thesis. The 
interpretation of free exciton spectra in direct gap materials is governed by the 
coherent nature of the interaction between the exciton and the photon. As a 
result the absorption of light resonant with the exciton state cannot be described 
as the simple transformation of a photon into an exciton. Instead, a mixed state 
is formed referred to as the free-exciton-polariton. The exciton and photon 
propagate through the crystal as a mixed mode; the character of this polariton 
can be either photon or exciton like depending on the total momentum. The 
polariton nature of the exciton spectra has been observed for many direct gap 
semiconductors (GaAs [2.38], CdS [2.39]). The exact nature of the polariton 
luminescence is however determined by for example impurity scattering or 
phonon interaction and is difficult to fully assess. The polariton picture is 
however not strictly appropriate in the two dimensional case. This is because of 
the two dimensional nature of the exciton, which implies that efficient coupling 
with the photon can only occur in a so-called surface mode excitation. These 
excitations have an electric field which decays exponentially far from the well 
[40]. Such a surface polariton mode can only be excited under special excitation 
conditions e.g. in the presence of a grating on the sample [2.41].
The observation of excitonic molecules has also been reported in both the 3D 
and the 2 dimensional case. The dependence of bi-exciton formation on the 
presence of dopant impurities has been studied for the first time in the present 
work.
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2.7.1 Free to bound transitions
In the presence of a single impurity type in a material, the simplest extrinsic 
transition is the radiative capture of a free carrier to the impurity bound state. 
In the case of a donor these transitions correspond to the recombination of a 
free hole at the neutral donor or the capture of a free electron at an ionised 
donor site. The latter process has however a low radiative efficiency, since its 
energy is relatively small and phonon emission is a favourable alternative. The 
corresponding transitions for the acceptor involve the capture of a free hole at 
the ionised acceptor and the recombination of an electron with the neutral 
acceptor.
2.7.2 Donor-acceptor-pair transitions
Typically a semiconductor will contain impurities of both donor and acceptor 
type. In such a situation at low temperatures, the donated electron can be 
passed to the acceptor, leaving both centres ionised. Under these conditions the 
material is said to be compensated. The energy gained in the capture of an 
electron from the donor to the acceptor is typically lost radiatively and results in 
a characteristic emission series depending on the donor-acceptor pair 
separation. Since the separation between lattice sites is well defined for a 
crystalline structure, the line spacing between transitions will in some cases 
allow the lattice site of the impurity to be determined. The corresponding 
transitions in a QW have not been identified to date, although there is some 
speculation on this point in chapter 5. Reference [2.42] provides a detailed 




The formation of a bound exciton can be viewed in two ways, either the 
alternate capture of both an electron and a hole at a single impurity centre, or 
the direct capture of a free exciton. In both cases, the result is a correlated 
electron-hole pair weakly bound to an impurity or defect. It is in fact clear that 
any elementary multiparticle excitation of the impurity could be described in 
this way, by convention the term BE is usually applied only in the case that the 
electronic structure can be distinguished from that of the excitation localised at 
the impurity centre. The nature of the bound site is found to determine the 
observed electronic structure of the bound exciton. For example, the potential 
which binds the exciton can be either hole or electron attractive. Even in the 
case that the centre is electrically neutral, the short range interaction can be 
sufficient to localise one of the carriers, the second is then bound via the 
Coulomb interaction. This model of BE capture at a neutral defect is due to 
Hopfield, Thomas and Lynch who together were responsible for much of the 
early work on bound excitons [2.43]. Excitons bound to ionised centres are 
found to exist only under particular conditions depending on the relative carrier 
masses of electron and hole. Since their discovery some 30 years ago bound 
excitons have been studied in a large number of materials under various applied 
conditions [2.44]. There exists a vast body of literature on the subject and a 
number of well written reviews have been made. The recombination of bound 
excitons is discussed further in chapter 6. A more detailed discussion of the 
electronic structure is given in the following references [2.45] [2.46].
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The experimental techniques used in this work are all based on the principle of 
photoluminescence. A light source ( in most cases a laser) is used to excite the 
sample, for photon energies larger than the bandgap of the material, this implies 
the creation of free electron-hole pairs. The photo-excited carriers lose energy 
through interaction with the lattice, in particular via impurity and defect states, 
before recombining. When this recombination is radiative we observe a 
photoluminescence signal which is characteristic of the relaxation that has taken 
place in the crystal. In this way we can derive detailed information about the 
materials properties, both those related to the electronic structure of the host 
lattice and also those of the impurities and imperfections present in the material. 
The interaction of the excited carriers with lattice vibrations (phonons) implies 
that the relaxation mechanisms are strongly temperature dependent. In order to 
observe many of the detailed interactions it is necessary to perform the 
experiments at extremely low temperatures to minimise phonon scattering, 
typically liquid Helium temperatures.
This chapter reviews the experimental arrangements used for the measurement 
of photoluminescence. The first half looks at a time integrated system, which 
uses cw laser excitation and a photon counting method of data collection. The 
second part looks in more detail at a picosecond time-resolved setup with which 
it is possible to probe the mechanisms of relaxation. The instrumentation used 
in this technique is fairly complex and a more detailed description is given.
3.2 Emission spectroscopy
Luminescence emission spectroscopy is in fact a family of techniques which 
differ only in the manner in which the luminescence is originally excited. 
Independent of whether high energy electrons (electroluminescence,
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cathodoluminescnce) or photons (photoluminescnce) are used the resulting 
spectra is one of intensity versus photon energy. The observed luminescence is 
the result of a radiative electronic transition between an excited state and the 
ground state of a centre or molecule (the different recombination mechanisms 
have been looked at in chapter 2). Additional information is derived from an 
emission measurement by examining the dependence of the luminescence on 
the application of different external conditions to the material examined. There 
are numerous parameters which can be controlled, the most obvious of which 
are temperature, pressure and electric and magnetic fields. Measurements using 
the external perturbation of pressure or a magnetic field have also been looked 
at during the current work, however as a topic of work in progress the results 















Ti: Sapphire Ar/Kr ion laser
Double
Monochromator
Cryostat 42, L8K (10-300K)
Fig. 3.1 Basic experimental setup for Photoluminescence measurement.
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The basic experimental set-up for both photoluminescence (PL) and 
photoluminescence excitation spectroscopy (PLE) is shown schematically in 
Fig. 3.1. PL measurements are made by exciting the sample with
monochromatic laser light, a monochromatic source is favourable since it 
provides a well defined initial energy for the excited system. The photon 
energy of the exciting light is typically chosen to be larger than the 
semiconductor bandgap, thus a single absorption process results in the 
formation of a free electron-hole pair. Below bandgap excitation has also been 
used to resonantly create excitons without directly producing free carriers. The 
use of resonant excitation to selectively excite specific transitions is sometimes 
referred to as selective photoluminescence (SPL). Two sources of cw 
excitation have been used, either directly using specific lines of a gas ion laser 
(Ar+ at 5145A, or Kr+ at 6740A) or with a tunable laser pumped using one of 
the gas lasers.
The earlier part of the work has used a Dye laser with LD700 dye and pumped 
using the Kr+ laser as pump, the results in the later part were taken with a 
Titanium-Sapphire laser using the Ar+ laser as pump laser [3.1]. The samples 
are mounted in one of two cryostats, a helium bath cryostat allowing 
measurements at either 4.2K, or when the overpressure on the He is pumped 
down to take it below the lambda point, at approximately 1.8K. A cold finger 
cryostat was also used to provide measurements in the range from 8K up to 
room temperature. The luminescence excited is collected using a lens and 
focussed onto the entrance slit of a double monochromator. The use of a double 
monochromator (Czemy Turner configuration [3.2]) reduces the problem of 
interference of stray light with the real signal (a point which is particularly 
important for selective excitation and for PLE). The PL signal is detected using 
a GaAs cathode photomultiplier using a photon counting technique.
In addition to the conventional technique described above we have also made
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use of a novel dual-excitation technique to probe specific properties of our 
samples. Briefly, a secondary source provides excitation at higher photon 
energy and is thus able to excite transitions not accessible to the main source. 
This additional excitation is able to change the electronic bandstructure of the 
sample and so control the emission produced by the primary source. The 
intensity of the second control beam is typically a small fraction of that of the 
main source, a few fiWs in comparison to mWs, this small intensity is in itself 
unable to excite significant luminescence. This technique has been employed in 
chapter 4, where we study an optically induced charge transfer mechanism 
which can be accessed in exactly this manner.
3.3 Excitation Spectroscopy
Photoluminescence excitation spectroscopy (PLE) is a complimentary technique 
to PL and provides information regarding states at higher energy than a 
particular observed emission. The principle of the technique lies in the 
assumption that particles excited at higher energy than the detected transition 
will at least in part relax back to this state before recombining. By detecting 
within a particular luminescence peak we should be able to measure the relative 
absorption efficiency into all states lying at higher energies. This is in fact only 
partly true, since the relaxation mechanism between absorption and re-emission 
can play an important role, the transfer mechanism can for example be 
dependent on the excited state. It is important to note this point when 
interpreting PLE spectra and to draw the distinction with standard absorption 
measurements; this point is made specifically in chapter 7. PLE has however 
two major advantages over absorption, firstly in examining epitaxial layers 
there is no need to remove the substrate and secondly it is more sensitive when 
looking at weak absorption in thin layers. The observed PLE intensity
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(photons/s) can be expressed as a product of the terms corresponding to the 
above mechanisms:
I(G>)= I0(v)-A(v)-T( v -> co)L (3.1)
where I0 is the incident light intensity, A(v) is the absorption term, T(v —» cd) 
the relaxation and L a luminescence constant. The last two terms can be 
combined to express what is referred to as the luminescence quantum efficiency 
Q i.e. the ratio of phonons absorbed to the number emitted by the radiative 
species. For Q frequency independent PLE is essentially equivalent to an 
absorption measurement.
The experimental set-up for the PLE is equivalent to that shown for PL in Fig.
3.1 Tunable excitation is provided either by the Titanium sapphire laser or the 
Dye laser. The intensity of the excitation is calibrated during the measurement 
by using a beam splitter to sample a fraction of the laser light. The measured 
luminescence is then normalised to this laser intensity. This procedure is in fact 
non-ideal since it assumes a linear variation in luminescence with excitation 
intensity, which is in general not the case. Such an approximation is justified 
only in the case where the variation in intensity over the excitation range used is 
small. For this reason measurements are often checked using a procedure 
where the laser intensity is fixed at a constant level using crossed polarisers to 
provide continuous control of the laser attenuation. Fig. 3.2 illustrates a typical 
pair of spectra for both PL and PLE taken here for an acceptor doped quantum 
well. By choosing the detection point on the low energy side of the peak we 
scan through the emission maxima with the excitation, thus gaining the most 
information about the near to resonance condition and in particular the 
possibility of a shift to lower energies between the absorption and emission 
maxima (the Stake's shift).
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Fig 3.2 Typical PL + PLE spectrum for a doped QW sample
3.4 Time Resolved Photoluminescence
Time resolved measurements have made perhaps the most dramatic advance in 
the last ten years or so of all the luminescence methods. The time scale over 
which measurements can be resolved is now approaching the 10*14 s range 
[3.3]. The heart of the time resolved measurement is made possible by our 
ability to generate very short light pulses of variable length, duration and 
repetition rate. Various techniques have been developed which make use of 
pulsed excitation to measure the lifetime of electronic transitions, the reader is 
referred to references [3.4] and [3.5] for a general review of these methods. 
The technique employed in this work is perhaps the most direct measurement, 
the sample is excited with an extremely short pulse and the repetition time
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between pulses is chosen to be larger than the typical lifetime to be measured. 
The decay in the excited population is then monitored via the subsequent decay 
in the luminescence intensity. The luminescence is measured either using a 
box-car integration technique, a transient recorder or as in the present technique 
using a streak camera [3.6]. It is a well matched technique for use with mode 
locked lasers and has proved to be a powerful method for measurements down 
to better than 10'11 s resolution. A schematic diagram of the setup used is 
shown in Fig 3.3.
3.4.1 Generation of picosecond laser pulses.
Laser pulses in the sub-nanosecond time range can be generated using a 
technique referred to as mode locking. Modulation of a light wave of frequency 
v0 at a frequency f will result in additional Fourier components at v0 ± nf
(where n=l,2,3....), the relative intensity of which depends on the details of the
modulation [3.4] (see Fig 3.4). The modulation element can be either a Pockels
cell [3.7], which makes use of the Kerr effect, or an opto acoustic modulator
which uses diffraction of the light beam at an ultrasonic wavefront to modulate
the beam [3.8]. The latter has been used in the current set-up; this modulator is
then placed directly in the laser resonator (Fig. 3.4(a)). When the frequency f is
cchosen equal to the optical cavity mode separation (Av = where d = cavity
length) then the sidebands generated will also correspond to modes of the laser
resonator. The phases of these laser modes are coupled by the modulation
frequency. Within the gain bandwidth 5v, a total of 2p+l coupled modes will
oscillate. The superposition of these phase coupled modes leads to a net
instantaneous field [3.8] :
+P g
C(t)= X  Am e*(®o+m£2)t, 2 p + l = —  (3.2)
m=-p
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It is worth noting that this pattern is analogous to the interference of waves 
from an optical grating. The grating formula describes the interference of 
stationary coherent waves in space while the mode locking equation represents 
the interference of phase coupled waves in time. The use of internal modulators 
is an example of active mode locking, so called passive mode locking is also 










Fig 3.4 Details of mode locking using an acousto-optic modulator.
The production of pulses at tunable wavelength is possible using a cw dye laser 
which is synchronously pumped using a mode locked laser [3.10]. The optical
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cavity of the dye laser is then matched to that of the pump laser (Fig. 3.5). 
Using such a system we have produced pulses of approximately 5ps length and 
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Fig. 3.5 Experimental arrangement for synchronously pumped Dye-laser.
3.4.2 The Streak Camera
The streak camera is used to record the decay in the luminescence signal 
following excitation with a short laser pulse. The system operates by translating 
time information into spatial information in the form of a 2D array of intensity 
points. This conversion is achieved by essentially combining the operating 
principles of a photocathode with that of an oscilloscope i.e. photoemission of 
electrons followed by a means of electron beam steering and finally 
phosphoresence [3.11]. Briefly, photons striking the photocathode produce an 
emission of electrons in proportion to the incident intensity, these electrons are 
accelerated and then swept using the electrostatic fields at a known rate over a 
known distance thus converting time into spatial information (see Fig 3.6). The 
pattern of electrons formed first undergoes multiplication via secondary
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emission using a microchannel plate, the total electron beam then impinges 










Fig 3.6 Schematic diagram of operation of Streak Camera
An example of such a 2D image is shown in Fig 3.7, the intensity of each pixel 
corresponding to the emission intensity at a particular time and energy of the 
original luminescence signal. In this way a temporal resolution of 
approximately lOps can be achieved, This resolution is limited by the 
triggering of the electrostatic sweep coinciding with the onset of the laser pulse, 
the so called jitter performance.
Analysis of the streak camera data requires a calibration of the intensity of each 
screen element. This array of values can then be manipulated using a computer 
to select either the total decay at a single photon energy or the total 
photoluminescence spectra at a given time t after the centre of the laser pulse 
(t=0).
Experimental approach and techniques 46
Fig 3.7 Typical Streak Camera trace showing development in time of PL
signal
The long open rectangle of Fig 3.7 illustrates how a window is used to define 
part of the spectrum across which the signal is integrated, to give the temporal 
development of an emission with a defined spectral linewidth. One problem 
with this kind of analysis, when the window is restricted to a definite number of 
channels, occurs if the luminescence broadens or relaxes to lower energies 
during the emission. In this case a window centred on the emission at t=0 can 
lose intensity at longer times as the emission emerges beyond the window 
limits. This problem is discussed more specifically in chapter 6, but highlights 
the importance of well chosen and defined limits in the analysis.
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3.5 Sample Preparation
The samples used in this investigation have all been prepared using molecular- 
beam epitaxy (MBE) on a semi-insulating GaAs substrate. Two different sets 
have been used according to the kind of experiment being performed, the layer 
sequence in both is however essentially similar. An initial wide GaAs buffer 
layer followed by a short period superlattice (SPS) have been grown in order to 
minimise the background carbon level, before commencing growth of the active 
QW layers. Set A consists of a series of 7 single quantum well samples doped 
with silicon at various levels in the central 50% of the well. The QW structure 
itself consists of a single 100A GaAs well sandwiched between 300A 
Alo.34Gao.66^s barriers (see Fig. 3.8). The growth temperature was chosen at
680°C, for which segregation effects, which smear the doping profile in the 
growth direction, are minimised at the expense of poorer interface quality. A 
relatively wide central 50 A of the well is chosen to provide a large number of 
donor sites, the dopant being added concurrently and not using interrupted 
growth. All the other layers in the structure are nominally undoped. Samples 
have been prepared with a range of doping levels from 2.5x108 cnr2 
(essentially undoped) to 2.5x1012 cm-2 (above the degenerate limit). A detailed 
discussion of the specific changes in the PL spectra for these samples observed 
for increasing doping levels is given in chapter 5.
Set B consists of the corresponding series to that of set A for acceptor doping 
with Be. The samples in this case are multiple quantum wells (MQWs) and the 
doping is restricted to the central 20% of the well only. The layer sequence is 
again shown in Fig. 3.8.
Set A has been grown by Dr. K. Kohler at the Fraunhofer Institute fur 
angewandte Festkorperphysik (Applied Solid-State Physics) in Freiburg. Set B
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is from the group of A.C. Gossard at the Center for Quantised Electronics 
(QUEST), University of California at Santa Barbara.

































Fig. 3.8 Structure of QW sample for series A (SQW) and B (MQW).
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The potential producing confinement of carriers in a quantum well is defined by 
the absolute energy difference between the band edges in the well and barrier 
material. In the presence of shallow impurities this well defined offset can be 
modified by the additional contribution of the associated Coulombic potential. 
This effect becomes significant in the limits of high impurity concentration and 
if a large number of the impurity centres are ionised. Under these conditions 
the subband energy levels are modified according to the shape of the combined 
potential. This picture is most commonly applied to modulation doped 
structures where the barrier impurity is normally in an ionised state having lost 
an electron (in n-type) to the well (Fig.4.1.). The situation of centre doping in 
the quantum well has received less attention in terms of the possible effects of 
the impurity on confinement, although potentially an important question for 
device structures [4.1]. Vasil'ev et al. [4.2] have looked at the problem of 8 
doping, in which the dopant is placed in a narrow high density spike (Fig.4.2.). 
In this case they find even additional confined levels associated with the deep 
Coulombic potential produced by a narrow degenerately doped layer. The 
analogous effect for bulk GaAs has been studied by Zrenner and Koch [4.3].
One further consequence of the impurity contributed charge is the ability to 
alter the local potential according to the charge state of the impurity. Such an 
effect was first demonstrated in the modulation doped case by Chaves et al.
[4.4] and has also been studied by Delalande et al [4.5] . This mechanism in 
particular is examined in the current chapter for the centre doped structure. We 
find that the unintentional depletion of charge via surface related states can 
have a major effect on the confining potential. In turn this depletion can be 
reversed using an optically induced charge transfer and allows a fine control of 
the internal field in the structure.









Fig 4.1 Distortion of band structure 
due to ionisation of impurities in a 
modulation doped structure. Fig 4.2 Delta doping spike in 
quantum well.
4.2 Experimental procedure.
The samples used in this investigation are those referred to as set A in the 
description of chapter 3. Two samples from the series of 100A single quantum 
wells are discussed, although the arguments apply to the general behaviour 
observed for each of the samples, a low doped sample with approximately 
2.5x108 cm-2 and a high doped sample (but below the degenerate limit of 
7.5x10*1 cm-2).
Time integrated photoluminescence measurements have been carried out in the 
temperature range from 1.6K up to room temperature. A number of different 
excitation sources were used to cover the excitation energy range of interest; at 
"high" photon energy either by the 5145A (2.41eV) line of the Ar+-ion laser or 
at low intensity (up to25pW) by filtering the emission of a high power Xenon 
lamp through a 0.32m monochromator. A tunable dye laser using LD700 dye 
and pumped using a KrMon laser was used to provide excitation in the longer 
wavelength range 7250-8050A (1.71-1.54eV). The excited luminescence was
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focussed onto the entrance slit of a Spex double monochromator and detected 
using a cooled GaAs cathode photomultiplier. Excitation spectroscopy has been 
made using the dye laser to scan the excitation in the range 7250-8000A. 
Picosecond time-resolved PL measurements have been carried out using a 
synchronously pumped, mode-locked dye laser with a repetition rate of 80MHz 
and a pulse width of 5ps. A Styryi 8 dye was used to give a tuning range from 
7400 to 8100A and to allow resonant PL excitation. The luminescence was 
dispersed through a 0.32m spectrometer and detected using a Hamamatsu streak 
camera giving the total luminescence as a function of both time and energy. The 
temporal resolution of the system is approximately lOps.
Further PL transient data have been measured using an acousto-optic modulator 
to provide excitation pulses of 10ms duration, the luminescence being detected 
using a box-car photon counting technique on the time integrated equipment 
described above. Luminescence decay on a ms time scale has been measured.
4.3 Results and Discussion
4.3.1 Photoluminescence under different photon energy 
excitation
The low temperature steady state photoluminescence spectra for the two 
different samples at low (a) and high (b) doping concentration is presented in 
Fig. 4.3. Excitation at high and low photon energy is contrasted. For the low- 
doped sample under high photon energy excitation, we observe a typical single, 
strong exciton transition. Under the lower energy excitation, the sample shows 
a significant down-shift in energy of the main exciton peak and a second well- 
resolved peak at lower energy.














Fig 4.3 Comparison of PL spectra for low and high doped sample under the 
different excitation conditions discussed in text.
The high-doped case under the same comparison of excitation conditions 
demonstrates a corresponding but more dramatic difference. At high photon 
energy excitation a single peak is again observed however the low energy 
excitation in this case gives no distinct exciton recombination and only a broad 
luminescence extending to lower energies is observed. An estimate of the 
strength of the mechanism resulting in the contrasting PL spectra can be made 
from a two source excitation experiment. The main excitation is given by the 
Kr* laser (6740A), the secondary illumination is tunable over a range of photon 
energies higher than that of the primary source, in this case using a Xenon lamp 
filtered through a small 0.32m monochromator. The results of illumination with
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Fig 4.4 Variation of PL with intensity of high photon energy excitation.
Results will be discussed here for the high-doped case, but a corresponding 
transition between the limits of Fig. 4.3 can be shown for the low-doped 
sample. The high photon energy intensity necessary to restore the exciton 
character of the luminescence is of the order of a few (iW/cm2, compared to the 
0.1W cm-2 typically used for the low photon energy intensity. The mechanism 
responsible for the transition from weak to strong exciton recombination is 
therefore a highly efficient one. If the photon energy of the low intensity 
component is varied we observe a relatively abrupt transition to the strong 
exciton case as the excitation energy is increased above the AlGaAs band gap
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(see Fig. 4.5). The implied mechanism is clearly dependent upon the generation 
of free carriers in the AlGaAs barrier material. The mobile charge generated in 
the barrier will move under the influence of a local field and given sufficient 
field strength the photogenerated electron-hole pair will become spatially 
seperated. A redistribution of charge can therefore occur following excitation in 
the barrier, in turn the movement and seperation of charge will alter the 
confining potential of the well. Note that if both the electron and hole were to 
move into the well, the two would contribute to the total recombination, but 
would not affect the confining potential. Transfer of a single carrier type only 
must therefore occur if we are to associate the spectral change with a 
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Fig 4.5 Dependence of PL spectra for high doped sample on photon energy of
secondary excitation.
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The idea of optically induced carrier transfer has been discussed by a number of 
authors. The control of the two-dimensional electron density via optical 
excitation in a modulation-type doped structure has been considered by Chaves 
et al [4.4]. They observe a shift in the energetic position of a QW band to band 
transition and interpret this as a change in the local band bending and 
correlation energy of the system. Similarly Plaut et al. [4.6] have also 
observed a reduction in electron density under specific photon energy excitation 
in a single GaAs/AlGaAs heterojunction. The results in both these cases were 
associated with a decrease in the electron concentration, as expected from the 
band bending profile which exists in the modulation doped system. The effect 
of a change in the electron concentration in a quantum well on the optical 
spectra can be more readily observed by using a field-effect-transistor 
configuration [4.7,4.8]; such a system allows a well defined control of the 
charge density and has enabled a detailed correlation of the optically-observed 
many-body effects with carrier density.
In contrast to the majority of the systems described above, the QW structure 
under investigation here is centre-doped (anti-modulation) and at low 
temperatures has essentially no free carriers (degenerate doping is not 
considered in this chapter). The Fermi-level for n-type doped samples will 
nominally reside at the donor level high in the band gap. The barrier material in 
this case is undoped, however, the dominant background impurity in AlGaAs is 
usually the carbon acceptor, hence the barriers are weakly p-type and as a result 
there is a certain amount of compensation between well and barrier. The 
distribution of charge in this structure is, however, additionally complicated by 
the close proximity of the surface to the quantum well region. The high density 
of defect states at the surface pins the Fermi-level at approximately 0.6eV 
below the bulk GaAs conduction band [4.9]; as a result there is a further
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transfer of charge to the surface and a depletion of the donors in the well at 
room temperature [4.10]. The equilibrium distribution of charge, therefore, 
results in band bending, which strongly distorts the confining potential of the 
system. Exactly what proportion of the donors are ionized is not easily 
deduced, however it is clear from the highest doped samples that there exists 
what appears to be a strong Moss-Burstein shift [4.11].
EF
A1 Ga As GaAs A1 Ga As
X 1-X  x  1-X(b)
Fig 4.6 Schematic diagram of proposed band bending scheme for the low and
high doped single quantum wells
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The limit on the depletion of the well (approximately 1018 cm-3), which is 
apparent from the onset of band filling as the high energy emission tail shifts to 
higher energies, is in good agreement with a simple calculation of the carrier 
density, given that the internal field must approximately align the Fermi-level 
pinned at the surface with the subband edge in the well. It is reasonable to 
assume, on the basis of the strength of the observed depletion for higher doped 
samples, that low-doped samples may be essentially totally depleted.
A potential energy diagram showing the band bending for both the light and 
heavily doped cases is given in Fig. 4.6. We have assumed for the high-doped 
samples that the donors are not entirely depleted and the Fermi-level is, thus, 
resident somewhere in the donor band. In the next section we develop a model 
of charge transfer based upon the proposed band structure which accounts 
qualitatively for the results observed in the emission spectra.
4.3.2 C arrier Transfer model.
Excitation at energies above the band gap of the AlGaAs barrier will result in 
the formation of free electron-hole pairs. Under the influence of the internal 
field the charges are swept in opposite directions, the electron being drawn 
towards the well where it is trapped by a positively charged donor (Fig. 4.6), 
while the hole is lost to the surface or towards the substrate. At low 
temperatures this process of charge re-balance will continue, given sufficient 
photo-generated carriers, until flat band conditions exist between well and 
barrier i.e. no internal field exists across the well. The size of the internal field 
is dependent upon the number of ionized donors and therefore increases for 
higher doping (up to the depletion limit). At higher doping and hence high 
fields the exciton PL spectra are strongly perturbed.
The reason for the distinct threshold for carrier transfer associated with the
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barrier band gap is not immediately apparent. The high density of electrons 
bound at the Fermi level at the surface implies that it is possible even with low 
photon energy excitation to excite electrons with kinetic energy larger than the 
AlGaAs barrier (although momentum considerations imply a relatively low 
transition probability), and hence for them to move into the well under the 
influence of the internal field. Similarly, and as we shall argue later, an 
electron bound to a donor within the well can be excited with sufficient kinetic 
energy to escape to the surface. The dynamic equilibrium set up by these two 
processes is that observed under low photon energy excitation. The difference 
for AlGaAs excitation is interpreted in terms of the role of the photo-generated 
hole. The behaviour of the hole in the AlGaAs in the adjacent layers above and 
below the well is not equivalent. An electron-hole pair generated in the near 
surface AlGaAs is rapidly spatially separated, the hole moving to the surface 
where it recombines with an electron. The surface reservoir of electrons due to 
defect states prevents an accumulation of holes at the expense of depletion. 
Holes generated in the AlGaAs layer below the well are swept towards the 
substrate; the absence of any electron ’reservoir', however, means that the holes 
tend to accumulate and carrier transfer to the well is rapidly reduced. We 
therefore propose that the dominant processes are taking place in the near 
surface region.
The influence of an externally applied field perpendicular to the well plane has 
been examined by a number of groups [4.12-4.14]. The work of Mendez et 
al.[4.13] demonstrated a reduction in PL intensity with increasing field, which 
they interpreted as due to the spatial separation of carriers within the well. The 
same work also noted, under low fields, a second peak in addition to the main 
exciton transition associated with the recombination of ground-state electrons 
with a carbon (acceptor) impurity (e,A°). The presence of an electric field 
would appear to relatively enhance the free-to-bound transition.
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In direct analogy to the external field case, we are able to make a similar 
interpretation of the results presented here in terms of the internal field. The 
presence of a static electric field will have multiple effects upon the exciton 
transiton energy [4.14]:
(1) The effective band gap of the bulk semiconductor (Eq. 1) is reduced
through tilting of the band edges, the Franz-Keldysh effect [4.15].
(2) The binding energy of the exciton (Bex) will be modified by the relative
difference in effect upon the motion of the electron and hole [4.16].
(3) The local distortion of the well will cause a variation in confinement 
energies of the electron (Ee) and the hole (Eh).
The exciton transition energy is then given by:
Eexl=EG+Ehl+Ee r E exl (4-l)
The observed shift in the exciton transition energy with different excitation 
energies (Fig.4.3(a)) can be interpreted predominantly in terms of the latter two 
effects. The reduction in luminescent intensity leading to total quenching of the 
exciton in the high doping case (Fig.4.3(b)) with 740nm excitation can be partly 
explained as due to the spatial separation of the carriers in the well. The 
recombination probability of the electron and hole, either directly or through 
first forming an exciton, is reflected in the overlap of the respective wave 
functions. At zero field the wave functions are symmetric about the well centre 
and their overlap is at a maximum. In general, in the presence of an electric 
field the distribution of electrons and holes is polarized in opposite directions, 
this reduces the wave function overlap and the effective recombination 
probability. The polarisation in carrier distribution is not equivalent for both 
carrier types and is relatively stronger for the heavy-hole [4.13]. In the present 
case, the 'sagging' potential of the high-doped sample illustrated in Fig. 4.6(b),
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has the effect of more strongly localising the hole wave function at the edge of 
the well, while we interpret the effect on the electron distribution to be less 
extreme (see later calculation). The reduced overlap in electron-hole wave 
functions implies that a photo-excited electron has a greater chance to relax and 
be captured at an ionized donor site. As a result we observe under low energy 
excitation and hence high fields what we believe is either an enhanced donor to 
valence band transition or an exciton bound to a ionised donor. It is difficult to 
make a definite assignment on the basis of comparison with calculated donor 
binding energies [4.17] since the local well potential is not well defined; the 
separation to the exciton peak (~ 2.7meV) is, however, approximately 
consistent. A similar interpretation of an enhanced free to bound transition 
supports the assignment of Mendez et al. [4.13] of an acceptor-related transition 
under external field conditions.
4.3.3 Excitation spectroscopy measurements
The above internal field model is strongly supported by photoluminescence 
excitation spectroscopy measurements. Dual excitation has again been used to 
control the internal potential and probe the resulting band structure. Fig. 4.7 
shows the development in excitation spectra for the highly doped sample under 
increasing intensity of the high photon-energy component excitation, under 
comparable conditions to Fig. 4.3. In the absence of any secondary excitation 
the n=l heavy-hole exciton resonance is strongly reduced while the light-hole 
exciton strength is apparently unperturbed. For increasing illumination with 
high energy excitation the heavy-hole exciton is recovered. The shift in energy 
of the light-hole exciton between zero and saturation is some 4meV, while for 
the heavy-hole there is a significantly smaller shift. If we compare the shift in 
the light-hole exciton with the theoretical calculations of Brum and Bastard
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[4.12] the predicted field strength is greater than lOOkV cm-1; a field of this 
magnitude is on the field-ionisation limit of the heavy-hole exciton and may 
partly account for the strong reduction.
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Fig 4.7 Excitation spectra for high doped quantum well showing recovery of 
heavy hole exciton with increasing intensity of high photon energy excitation.
It is not clear why there should be a reduced shift in the heavy-hole exciton 
resonance, however, this may be an artifact of the changing potential shape to 
which it is strongly susceptible, as pointed out earlier. It is interesting to further 
note that there is effectively no perturbation of the n=2 exciton resonance/band 
edge. If indeed the observed shifts are due to changes in the electron and hole 
confinement energies then corresponding shifts should be observed for higher
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subbands. However, if the shifts are predominantly due to changes in exciton 
binding energy the effects for higher subbands are potentially much weaker, 
the latter case seems to be implied by our results. Furthermore the observed 
exciton shift in excitation spectra is not reflected in photoluminesence. The 
Stokes shift in this system is therefore also dependent on the internal field, the 
larger Stoke shift occuring for larger field strengths. The implication of the 
internal field model described above is that under high field conditions the hole 
wave function is compressed towards the edge of the well. Studies of the 
AlGaAs-GaAs interface [4.18] have highlighted the ability of well width 
fluctuations (growth steps at interface forming mononlayer islands) to localise 
carriers, in particular holes. The increased Stokes shift then follows the 
increased localisation of the hole at the barrier-well interface. The idea of 
exciton localisation is discussed in more detail in chapter 6.
4.3.4 Calculation of effect of impurity potential on carrier wavefunctions
The proposed model for the distortion of the quantum well by the ionised 
impurity potential can be examined in more detail by making an approximate 
calculation of the resulting distortion to the electron and hole wavefunctions. 
The technique used has already been discussed in section 2.3. We approximate 
the total potential found for the quantum well as a combination of the simple 
square well with a Lorentzian like distortion at the centre. For simplicity we 
maintain the symmetry of the problem. As a larger amount of ionised charge is 
placed in the well we imagine the depth of this central potential (Vp) to
increase. Fig. 4.8 shows the development of the electron (a) and hole (b) 
wavefunctions for increasing potential depth Vp. The parameters used in this 
calculation are summarised in Table 4.1 (m is the effective mass and the
band offset). The effect on the electron wavefunction is found to be relatively
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small as can be seen in Fig 4.8 (a) for deeper potentials the electron is 
increasingly localised towards the centre of the well. For the hole the distortion 
is significantly more dramatic Fig. 4.8(b), here we consider the heavy hole 
mass. As suggested earlier the hole is pushed towards the edge of the well with 
increasing potential depth. Even for relatively small perturbations the hole 
wavefunction is quite strongly distorted as is seen for the 20meV depth.
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Table 4.1 Parameters used in calculation of wavefunctions in Fig 4.8
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This illustrates rather convincingly the ideas put forward regarding the relative 
distortions of the two carrier distributions. Two further results can be derived 
from this calculation; Fig. 4.9 illustrates the development in the total 
confinement for the electron and hole for increasing potential depth i.e. 
Ele+Elhh. Interestingly the change in energy is relatively small, even for a 
potential depth of lOOmeV the perturbation to the interband transition Ele-Elhh 
is only 13meV. Given an associated reduction in the exciton bindig energy this 










0 .0 2  0 l0 4  0 .0 6  0 .08
Potential Depth Vp (eV)
Fig 4.9 Dependence of confinement energy on potential depth.
This indicates that there can indeed be relatively large potentials present in the 
quantum well profile. Furthermore if we compare the distortion to the second 
subband transition (labeled E2) the shift is extremely small =2meV for lOOmeV
potential depth. This again fits nicely with the observed data in that we see 
almost no shift in the n=2 subband levels. Finally Fig. 4.10 shows the change in 
the e-h wavefunction overlap with increasing potential depth, evaluated simply
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as the integral f  \|/e \j/h* dx. This is a good illustration that the increasing 
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Fig 4.10 Reduction in wavefunction overlap with increasing potential depth Vp
4.3.5 Dynamics of carrier transfer
The transfer and subsequent return to equilibrium of carriers following a high- 
energy excitation pulse has been studied using a time-resolved 
photoluminscence technique on a ms time-scale. An acousto-optic modulator 
has been used to provide the low intensity excitation pulses of a few ms 
durations. At the same time the sample is continuously excited with the low 
photon energy illumination following again the dual excitation procedure. Fig. 
4.11 shows the temporal development of the exciton spectra. The luminescence 
shows a sharp onset corresponding to the in-filling of carriers by the high 
energy pulse. The subsequent relaxation is by comparison extremely long-lived 
and reflects the slow relaxation of the potential as the carrier distribution returns
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Fig. 4.11 Time dependent luminescence spectra following 5ms pulse at high 
photon energy but with continuous low energy excitation
Fig. 4.12 shows the decay in luminescence as detected at the exciton transition. 
On the time scale investigated the onset of exciton character is essentially 
coincident with the beginning of the laser pulse. A strong dependence of the 
decay-time upon the intensity of the low energy excitation is found; higher 
intensity results in more rapid decay. This dependence indicates a direct 
competition between the processes resulting from the different illumination 
energies i.e filling of electrons into the well and re-exciting out of the well. In
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fact it is likely that the high energy excitation induces both processes, but the 








Fig 4.12 Photoluminest transient detected at a photon energy corresponding to
the free exciton recombination.
As a result of these two competing processes, we find that the maximum 
exciton PL intensity occurs at different times dependent on the low energy 
intensity. Furthermore, the maximum is found to occur after the end of the 
filling pulse; this is an artefact of the exciton peak shifting down in energy with 
time. As we have detected below the maximum photon energy the peak energy 
relaxes through the detection point giving the false maximum observed in the
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decay curves (Fig. 4.12). The idea of the intensity dependent rebalance is an 
apparent contradiction to the proposed model of charge transfer from the 
AlGaAs barrier, since we have argued that a charge redistribution only occurs 
for the high photon energy excitation; we must however, consider that 
following the in-filling of carriers there is a high density of electrons sitting on 
donor sites high in the band gap. Under illumination electrons are excited high 
into the conduction band continuum (Fig. 4.13). Although the high energy 
electrons rapidly relax back into the well, it is possible for a fraction of the 
electrons to transfer to the surface. We can consider from a statistical argument, 
that under illumination there exists an average effective distribution of electrons 
in energy at any particular instant in time. The exact form of the distribution of 
excited electrons will be a complex function of a number of parameters and 
cannot be treated simply in a realistic way. However, it is reasonable to assume 
that the distribution will be exponential in form, given that we expect a rapid 
falloff at higher energies, and that it can be characterized by a specific electron 
temperature Te. From a known distribution we can determine a transfer rate of
electrons by considering both a tunneling component and also, by resolving the 
electron velocity perpendicular to the plane of the well, the direct transfer of 
electrons with sufficient kinetic energy.
The barrier height presented to electron transfer is itself a function of the charge 
inbalance and increases as the system returns to equilibrium. As a result an 
iterative technique is used to calculate the decay in transfer. A derivation of the 
equations used in this basic analysis is given in the following section. The final 
governing equation (4.5) can be seen as a prefactor multiplied by a carrier 
transfer probability, dependent on the total barrier height.
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Fig 4.14 Fit to transient data using model described in text.
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Fig. 4.14 shows the result of fitting to two of the decay curves. The calculated 
curve is a measure of how many non-equilibrium (i.e. inbalance from non 
excited distribution) electrons remain in the well and as such is not directly the 
measured quantity. In attempting to match the form of the decay we make the 
basic assumption that the exciton oscillator strength decreases linearly with 
increasing field. This relationship does not represent the actual dependence, but 
it allows some qualitative assessment to be made. The aim of the simple model 
presented here is to demonstrate our ability to understand the gross features 
observed; the quality of the fit obtained allows some confidence in the picture 
presented. It is interesting to note that if we use the above results to calculate 
the field dependence of the oscillator strength we obtain a result qualitatively 
similiar to the work of Ref. [4.19].
4.3.6 Calculation of electron transfer
The calculation of the loss in photo-excited carriers from the well, follows the 
assumption that the relative number of electrons with a given kinetic energy at 
any instant is expressed by a simple Boltzmann type distribution (see Fig. 4.13). 
This distribution is then characterised by an effective carrier temperature Te,
which is one of the two parameters used to model the carrier flux, the other 
being the initial field (Vi) which is present following the excitation pulse due to
those carriers not refilled into the well by the pulse. We assume a distribution of 
the form:




where E0 is the zero point energy for the distribution i.e. the boundary between
72 Chapter 4
excited and non excited electrons, in a zero temperature system this would 
correspond to the equilibrium electron Fermi-level. In this case we consider all 
the electrons as initially residing at the n=l band edge and hence neglect any 
distribution in the electron energies, we thus have a simple zero point defined as 
E x. The number of excited carriers in a given energy range dE is thus given
For simplicity in calculation we assume the density of states to be 3 
dimensional, this can be justified in that those electrons which escape are in any 
case unconfined and whose density of states is therefore essentially 3 
dimensional. This gives:
where Ec is the GaAs conduction band edge. We consider two possible 
mechanisms for the carrier escape, (1) direct thermal transfer and (2) tunneling 
through the barrier. Due to the barrier width the second component was found 
to be negligible and thus only the thermal component will be discussed.
The kinetic energy of the excited electron is given by the difference E-Ec.
We now substitute for this energy difference and resolve the velocity 
perpendicular (Vx) and parallel (Vy,Vz) to the barrier. We assume that only
those electrons travelling towards the barrier with kinetic energy in excess of 
the total barrier height are transferred. The total barrier height will be a
by:
dn = g(E)-d(E)-dE (4.3)
(4.5)
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function of the AlGaAs-GaAs conduction band offset EBO and the internal field
(V) due to the charge inbalance. Integrating over those electrons above the 
minimum velocity for transfer (v0) and then substituting for the total barrier
height gives us an equation for the particle flux:
The internal field V we calculate on the basis of a charge inbalance distributed 
over a 2D sheet. The conduction band offset EB0  has been taken as 60% of the
total band gap difference. Our final equation (4.5) essentially represents a 
prefactor multiplied by a transfer probability. This probability is dependent on 
the total barrier height as would be intuitively expected.
4.3.7 Picosecond time-resolved spectrosopy
The apparent total quenching in exciton luminescence in highly doped samples 
observed for excitation at low energy has been further investigated using 
picosecond time-resolved spectroscopy. The lifetime parameters derived from 
measurements of this kind are important in understanding the mechanisms of 
the qualitative model described above. Fig. 4.15 shows the spectral 
development of the high-doped sample resonantly excited at the n=2 exciton 
(1.66 eV). Despite the absence of the exciton in the time integrated spectra 
(Fig. 4.3), the exciton is strongly observed in time-resolved spectra during the 
excitation pulse. Following excitation, we observe a rapid capture of the 
exciton, here seen as an increasing rate of decay at higher energies as the
|m *  vo2 = EB0+Vq-Ec (4.6)
e - ( q V + E B 0 - E , ) / k T e  ( 4  7 )
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exciton population is transfered to lower energies. The quenching of the 
exciton PL is apparently in part a consequence of the strong capture present in 
the system. A high capture probability simply reflects the large number of 
capture sites available in the high-doped system. The exciton bound at the 
donor site (either neutral or ionized) is increasingly strongly localized finally 
being dissociated in the local field, leaving an electron bound at the donor and a 
spatially separated hole. As a result of this localisation sequence, we observe at 
time > 500ps only the radiative recombination of donor bound electrons (D, h) 
in agreement with the time integrated spectra. The localisation of bound 
excitons is studied in more detail in chapter 6.
The loss in exciton luminescence in the time integrated spectra is a combination 
of two related effects, the polarisation in carrier distributions leading to reduced 
oscillator strength, and enhanced capture in the presence of a strong electric 
field. The mechanism behind enhanced capture we propose is predominantly a 
statistical one; the larger extension of the exciton wavefunction implied by 
reduced binding energy means that the number of possible capture sites 
enveloped is increased. Furthermore enhanced capture may be associated with 
the relatively higher concentration of ionized donors under high-field 
conditions, for which the coulombic potential gives an additional capture 
mechanism. The observed shift in the light hole exciton indicates a field 
strength consistent with a strong reduction in the oscillator strength. However, 
the picosecond data suggests a predominant role played by capture in quenching 
the exciton luminescence. The relative contribution of the two effects is 
difficult to assess due to their interdependence.
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Fig 4.15 Time resolved measurement of the PL for the highly doped sample
4.3.8 Temperature dependent analysis
The importance of capture stressed above has been further examined by 
investigation of the temperature dependence of luminescence in the highly 
doped sample. Fig. 4.16 illustrates the change in luminescence with increasing 
temperature in the range 8K to 200K under single excitation at low photon 
energy (740nm). We observe at temperatures above 50 K a sudden re­
appearance of the exciton transition. In our previous analysis, the occurrence of 
the exciton in the luminescence spectra has been associated with a change in the 
local well potential. It is unclear, however, why a significant change in
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Fig 4.16 Temperature dependence of luminescence for high doped QW.
The large impurity binding energy (ED=12 meV [4.20]) associated with the 
strong confinement of the system implies that the effect of thermal ionisation 
upon carrier concentrations at this temperature should not be significant. We 
suggest that the observed effect is one of reduced capture at the donor. At 
elevated temperatures the exciton is less able to be localized to form a bound 
exciton. If as suggested field ionisation of the exciton does not take place, the 
reduction in exciton localisation results in enhanced free exciton recombination. 
This proposal is further supported by picosecond time-resolved data, which 
indicates slower capture for increasing temperature.
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4.4 Hydrogen passivation of GaAs/AlGaAs Quantum wells
The effect of hydrogen on the passivation of defects in semiconductors is a 
topic of considerable recent interest [4.21]. In particular the passivation of 
shallow as well as deep impurity levels when the material is exposed to a 
hydrogen plasma has been demonstrated [4.22]. Hydrogen passivation has 
been used in this work to again test the hypothesis of charge transfer to the 
surface. By exposing the samples to a H plasma we hope to passivate the 
surface related states, thereby preventing the loss of charge from the well which 
results in the distorted potential associated with the ionised donors. The 
difference in the PL spectra for different excitation conditions should not be 
seen for the passivated samples.
The system used for passivation is based on a DC plasma arrangement (see Fig. 
4.17). The quartz tube is first evacuated to remove all trace oxygen, a small 
flow of pure hydrogen gas is then bled into the tube while at the same time 
maintaining a weak pumping on the chamber. In this way we maintain a 
constant low pressure of hydrogen under continuos flow. A large electric field 
0=1 Kv) is placed across the two electrodes so that the H2 gas is dissociated to 
form different radical species ( H+,H2+ + electrons). The sample is mounted on
a seperate electrode a short distance away which is held at a small potential 
difference (~50v) with respect to the main high voltage electrodes. The 
potential applied to the sample electrode draws radicals from the plasma which 
impinge on the sample and diffuse into the bulk of the material. This method 
has the advantage that any surface barrier to the penetration of hydrogen can be 
lowered by the applied potential. The sample is heated to a temperature of 
approximately 170°C, this is found to be an optimum between the conflicting 
mechanisms of enhancing the diffusion of hydrogen and thermally limiting the 





Fig 4.17 Schematic diagram of DC plasma system used for hydrogen
passivation of the samples
Fig. 4.18 compares three spectra for the low doped sample. The top curve is for 
high photon energy excitation showing the single sharp exciton peak, the lower 
two curves are for low photon energy excitation. The bottom curve is for the 
sample following treatment in a H plasma for 3hrs. The exciton in this case is 
found to be at the same photon energy as for the spectra with high energy 
excitation indicating that the internal field is indeed quenched by the 
hydrogenation process. The mechanism for the internal field quenching is 
however ambiguous, it becomes clear that it is not necessary for the surface 
states to have been passivated, since by passivating the donors we also prevent 
the loss of charge to the surface and the setting up of an internal field. In either 
case, however, we confirm the basic charge transfer model.
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The halfwidth of the exciton line is also noticeably broader in the passivated 
case than in the top spectrum. This asymmetric broadening must be associated 
with a strong localisation of the free exciton. Two mechanisms are possibly 
responsible for this increased localisation: (i) The H is introduced into the 
sample by what is effectively a low energy implantation process, this may cause 
damage to the interface as the H passes through; (ii) a second possible 
mechanism is that the passivation of the random donor potentials although 
destroying the bound exciton state leaves a remaining potential fluctuation 
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Fig 4.18 PL spectrum for low doped sample before and after H treatment, both
excitation conditions are shown.
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4.5 Conclusions
The importance of doping in perturbing the local potential in a single quantum 
well has been demonstrated. Perturbation of the confining potential results 
from a superposition of the Coulombic field associated with ionized impurities 
on the band profile. The dopants become ionized due to compensation with 
background impurities (in particular the carbon acceptor present in MBE 
growth), or by charge loss to surface states. The observed dependence of the 
optical spectra upon excitation energy suggest that neutralisation of the ionized 
impurity occurs when free carriers are photo-generated in the AlGaAs. As 
expected, the intemal-field has an increasingly strong effect as the 
concentration of dopants is increased. In direct analogy to the case of an 
externally applied field we observe a reduction in the exciton binding energy 
and oscillator strength as the field is increased. A simple model is discussed 
based on the idea of neutralising the ionized donors, which is able to account 
for the general features observed in the time-resolved spectra. Picosecond time- 
resolved measurements demonstrate that the capture of excitons at impurities is 
a realtively strong process at high field strengths. A direct consequence of this 
result is that at high doping concentrations the perturbation of the band structure 
coupled with strong capture is able to totally quench the exciton luminescence. 
If the impurities are neutralised by optical generation and subsequent transfer of 
free carriers, the exciton is recovered in the luminescence spectra. Dependent 
on the optical excitation energy we have an effective two state system. 
Measurements on a ms time scale following a high photon energy pulse have 
further demonstrated that once the impurities are neutralised they remain neutral 
at low temperatures for long periods. On the basis of these initial results it is 
possible to consider applications of this mechanism in a totally optical 
switching element, using the ability of a high photon energy pulse to flip the
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output state of an element and for it to remain in that state for time intervals in 
the fraction of a second range. Further theoretical work is needed to provide 
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The properties of semiconductors, both optical and transport related vary 
substantially as the level of doping is increased. For high doping concentrations 
a regime is reached in which the material is said to be "degenerate". This 
threshold corresponds to the onset of overlap of the broadening impurity band 
with the free-carrier continuum, in turn, representing a transition from 
insulating to metallic behaviour. The ideas surrounding the Metal to Insulator 
Transition (MIT) were introduced in chapter 2. The MIT has been studied 
optically in bulk GaAs for some 30 years [5.1] [5.2], [5.3], [5.4], [5.5], [5.6], 
[5.7], [5.8]. A detailed understanding of the electronic phase change taking 
place at high doping concentrations in GaAs has not yet however become clear. 
At doping levels well below the metallic limit in bulk GaAs (3D) exciton 
related transitions no longer appear in the optical spectra, even under low 
intensity excitation conditions; this effect has been associated with the strong 
screening of the e-h Coulomb interaction by impurities. The typical 
concentration of impurities in bulk GaAs necessary to completely suppress the 
exciton (free or bound) is found to be around 1016cnr3 [5.9]. Optical spectra 
for higher doping levels are then dominantly band to band and band to impurity 
related transitions.
The doping level needed to reach the metallic transition has not been accurately 
determined for bulk GaAs. The difficulty in making a definitive measurement 
of dopant concentrations [5.10], particularly at high doping levels where 
compensation effects question the use of methods based on the number of 
ionized carriers, seem to have excluded to date a systematic study correlated 
with adequate transport measurements. It is apparent from a survey of optical 
spectra for n-GaAs obtained by different authors, that the transition occurs at a
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doping concentration around 5xl017 cm-3 i.e. a little larger than the theoretical 
limit calculated from the onset of wavefunction overlap (* 2xl017cnr3) 
[5.2],[5.3],[5.5],[5.7],[5.8],[5.11]. Above this limit, optical spectra are 
dominated, for n-GaAs, by transitions from the degenerate electron population 
in the conduction band to acceptors or valence band states. One issue of 
continuing debate is whether it is necessary to relax the requirement for 
momentum conservation in order to account for the observed 
photoluminescence (PL) line shape [5.7],[5.8],[5.12]. Certainly the scattering 
that results from a high density of impurities can effectively enhance the 
contribution from indirect recombination. The observed PL peak position is 
determined by a combination of two major effects, the shift upwards in photon 
energy due to band filling up to the Fermi level ('Moss-Burstem' shift) and the 
counteracting effect of reduction in bandgap due to many-body effects of the 
interacting carriers (so called bandgap renormalisation). These shifts are of 
comparable magnitude, but for n-type GaAs the Fermi level shift dominates, 
leading to an upward shift of the PL peak with increased doping above the 
metallic limit [5.2],[5.3],[5.5],[5.7],[5.8],[5.11], while in p-type GaAs the 
reverse situation is true [5.2],[5.3],[5.4],[5.6],[5.8].
In the two-dimensional (2D) case, specifically for GaAs/AlGaAs quantum wells 
(QW’s), there has been relatively little discussion in the literature of the 
situation where the doping inside the well is increased up to the metallic limit. 
A major difference between the recombination in 2D and 3D systems is that the 
excitons are much more important in the optical spectra of the 2D case. The 
screening of 3D excitons which is already strong at very low doping and carrier 
densities is not observed in the 2D case. The lowest energy excitons exist 
simultaneously with free carriers up to sheet carrier densities of about 
4xl011cm'2 [5.13],[5.14],[5.15]- At higher carrier densities, the excitons are 
quenched due to a combination of many body related effects (carrier screening
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due to Coulombic interaction and short range exchange and correlation 
interactions [5.16],[5.17]), and phase space filling by free carriers. Higher 
energy exciton states can still be clearly observed in absorption, demonstrating 
that exciton screening is relatively inefficient [5.18],[5.19],[5.20],[5.21]. The 
effect of doping in the quantum well itself on the screening and correlation of 
carriers has received considerably less attention. At low doping the presence of 
excitons both free and bound, and their dependence on well width and position 
of the dopant have been extensively studied [5.22]. The properties of highly 
doped quantum wells («1012cm_2) have previously been discussed in the case of 
an interesting anomalous polarization of the spectra found for such structures 
[5.23]. This behaviour has been explained in terms of many-body interactions 
within the electron Fermi sea [5.17]. No systematic study of the influence of 
the doping level in the well on the optical spectra of a QW structure however, 
seems to have so far been presented in the literature.
In this chapter we discuss such a systematic study of the optical properties of n- 
type Si-doped 100A QW's, where the doping density has been varied between 
2.5xl08 and 2.5xl012 cm*2. The study concentrates on the high doping region, 
i.e. the transition from exciton to free carrier behaviour in the optical spectra. 
Steady state PL and PL excitation (PLE) data are complemented with 
picosecond (ps) transient studies performed with a streak camera unit, in order 
to reveal the dynamics of the exciton and free carrier systems in the high doping 
regime. In particular we show that excitons clearly remain in the PL spectra 
right up to the metallic limit. This result is significant in that it demonstrates 
that screening of excitons is effective only for free carriers. Even well above the 
metallic limit broad exciton features are still observed for the higher subbands 
(n=2).
The chapter is organized in the following way. Section 5.2 presents the 
experimental data, including both steady state PL and PLE data, and picosecond
86 Chapter 5
time-resolved PL spectra. The development of the optical spectra with doping 
density is discussed, in particular concentrating on the behaviour just below the 
metallic limit. A study of samples above the degenerate limit is also presented. 
The strong non-radiative recombination processes observed at high doping 
levels are discussed with reference to PL saturation data, ps transient data and 
temperature dependent PL data. In Section 5.3 we make an extensive 
discussion of the results making a direct comparison with previous data from 
the 3D-case (highly doped GaAs) to illustrate the main differences. Finally 
section 5.4 makes some summary conclusions from this work.
The samples used for this study are again the series of Si doped single quantum 
wells referred to as set A and as used in the previous chapter.
5.2 Experimental Results
5.2.1 Optical spectra as a function of doping level
The strong dependence of the low temperature PL spectra upon doping 
concentration in the QW is illustrated in Fig. 5.1,2. The results from samples 
with doping in the range up to 3xl018 cm-3 (2.5xl012 cm-2) are shown. Spectra 
for both of the excitation energies discussed in the previous chapter are 
illustrated, above AlGaAs bandgap excitation Fig. 5.1 and below Fig 5.2. In 
both cases the substrate luminescence has been subtracted for clarity. The data 
shown in 5.1 correspond to what we believe are near to flat band conditions in 
the well and are as such a more direct picture of the development of the spectra 
with doping density. The neutral donor bound exciton is not resolved for any of 
the samples shown, its presence is indicated by the asymmetric broadening to 
lower energies of the free exciton peak (this is most clearly seen at a doping 
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Fig 5.1 Dependence of optical spectra on doping density (5145A 
excitation), approximate normalisation terms are indicated.
The linewidth of the exciton transition is found to increase with doping density, 
in addition, a broad donor to valence band transition appears extending from 











Fig 5.2 Dependence of optical spectra on doping density (7400A 
excitation), approximate normalisation terms are indicated.
The broadening low energy tail of the donor to valence band transition can be 
associated with the strong localisation of the hole. This localisation is again a
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consequence of the random potential distribution produced by a high doping 
density, as described in chapter 2. Compensation, which enhances the potential 
fluctuations in a material due to the ionisation of acceptors and donors, will 
play an important role in increasing the localisation in these samples since the 
Si dopant used is amphoteric and at high densities occupies an increasing 
fraction of acceptor sites. Between the doping levels of around 7xl017 cm-3 
and lx l0 18cm-3 there is a distinct change in the PL spectra, which demonstrates 
an apparent reverse in the trend of broadening spectra and seems more 
consistent with a drop in the doping density. Interpreting this effect within the 
model of localisation in a random potential requires an effective decrease in the 
size of the potential fluctuations. This is however inconsistent with the 
increased compensation expected in comparison to the more lightly doped 
sample. We instead suggest that the spectra can be understood if we assume that 
this sample is already degenerate, but only marginally above the metallic limit. 
The presence of a mobile charge smears out the fluctuations in potential due to 
the random distribution of donors, in turn significantly reducing the 
localisation. This interpretation also implies that the experimental data show 
the exciton still remains in the optical spectra even at the degenerate limit. In 
addition this picture is particularly attractive in that it implies a relatively abrupt 
transition, as is indeed observed.
The results of experiments with modulation doped structures have demonstrated 
that the exciton PL is quenched at free electron concentrations greater than 
4xlOn cm-2. The degenerate limit proposed here would provide an equivalent 
sheet carrier concentration of 1012cm-2, significantly higher than the limit for 
exciton quenching demonstrated in the modulation doped case. In the present 
system however, the electrons do not occupy a significant number of subband 
states, as seen from the absence of a Moss-Burstein shift. The electrons reside 
mainly in the additional density of states provided by the donors, the current
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picture is therefore not inconsistent with the modulation doped limit of 
4xl011cm-2 subband electrons. This same argument applied explains why the 
problem of phase space filling, which is responsible for the loss of the exciton 
in the absorption spectra of modulation doped structures, is less severe in the 
centre doped system due to the donor contributed states. It is in fact not 
surprising, given the highly doped system, that weak localisation would reduce 
the effective screening and push up the total carrier limit for which the exciton 
is ionised.
The uppermost spectrum in Fig. 5.1 clearly demonstrates the shifted emission 
edge at high energies characteristic of the Moss-Burstein effect due to band 
filling. At this high density the free exciton transition is finally lost and 
recombination occurs via band to band transitions.
Excitation at energies below the AlGaAs bandgap is shown in Fig 5.2, as 
discussed in the previous chapter this corresponds to the situation where a large 
percentage of the donors are ionised and there exists a strong internal field 
across the well. Two further consequences of the increased doping are 
apparent, firstly the internal field becomes very strong at high doping levels, as 
discussed in chapter 4 this contributes strongly to the quenching of the exciton 
luminescence. Secondly at high doping levels there is a strong localisation 
effect, this is due to the random distribution of ionised donor potentials and the 
increasing localisation of holes at the QW interface with increasing field. The 
spectra at high doping density ( >2xl017cm-3) again show an apparent anomaly 
in the picture of strong localisation. In fact the data provide strong support for 
the model so far discussed regarding reduced localisation above the degenerate 
limit. As implied the sample with a doping concentration of 2xl017cm~3 
represents the strongest localisation case, where the random potentials are not 
smeared out by free carriers. The two higher doped samples demonstrate 
progressively weaker localisation as the number of free carriers in the well is
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increased. In both cases the however there is no band filling present, the loss in 
exciton luminescence is associated with the Combination of a strong internal 
field and localisation.
For the low doped samples there are clearly two peaks resolved, these we 
discussed in chapter 2 as probably resulting from the free exciton and, either an 
enhanced donor to valence band transition or an exciton bound to an ionised 
donor.
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Fig. 5.3 Development in PLE with doping concentration.
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Figures 5.3 and 5.4 show the corresponding PLE data for the conditions of Fig.
5.1 and Fig 5.2. Fig. 5.3 is measured with additional low intensity excitation at 
high photon energy to achieve similar band conditions to those under which PL 
was measured. The retention of exciton character in the observed transition up 
to the highest doping level is again illustrated in the PLE data. In fact there is 
relatively little change in the spectra with doping level other than a slight 
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Fig. 5.4 Development in PLE with doping concentration.
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The Stokes shift between PL and the heavy hole exciton in PLE is found to 
increase from less than ImeV at low doping to approximately 3meV at the 
highest observable level. This is as expected from the increased localisation 
with doping so far discussed. The data for the highest doped sample does not 
show any n=l exciton and is upshifted in energy due to band filling. The low 
energy absorption tail which corresponds to the position of the electron Fermi 
level is broadened due to the strong impurity scattering. Fig. 5.4 again makes 
the contrast with the high internal field case. The heavy hole exciton 
demonstrates the strongest perturbation for all the doping levels studied. One 
interesting point to notice is the lower energy absorption threshold for the 
highest doped sample, this illustrates that there are indeed fewer carriers present 
in the well and provides further confirmation of the model of chapter 4. The 
Stokes' shift under these conditions is significantly increased for all the samples 
to that calculated from Fig. 5.3. This result has in fact already been predicted in 
chapter 4. The increasing polarisation of the hole distribution towards the QW 
interface with internal field will inevitably result in a stronger localisation of 
the exciton and in turn a larger Stokes' shift.
5.2.2 Recombination dynamics at the metallic limit.
The sample with a donor concentration in the well of 1 .0x l0^Cm‘2 represents 
the limiting case at which the lowest energy n=l excitons are not observed, due 
to electron filling in the lowest conduction subband. As shown in Figures 5.1 
and 5.3 neither steady state PL nor PLE spectra show any sign of the lowest 
exciton states, rather the PLE spectrum demonstrates a broadened step-like 
onset characteristic of a Fermi level above the band edge. The difference in the 
PL spectra for high doped samples which still exhibit an exciton transition and 
those for which it is lost can be further studied using time-resolved
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photoluminescence. Fig. 5.5 compares the short time development in the PL 
spectra for two samples, one slightly below the doping limit for which excitons 
are lost (a) and the second slightly above (b). In both cases excitation is at the a 
photon energy corresponding to the n=2 exciton. Fig 5.5 (a) can be compared 
with the data of Fig. 4.15 and illustrates the rapid loss in exciton due to strong 
localisation and break up of the exciton in the internal field. The continuing 
relaxation to lower energies of the PL spectra following the loss of the exciton 
illustrates that further localisation is still taking place. The data above the 
exciton limit (Fig 5.5 (b)) have in contrast no short lived component but show a 
relatively weak but continuous localisation. The slower relaxation is again 
indicative of the weaker localisation potentials present in the strongly 
degenerate sample.
5.2.3 Nonradiative recombination in the high doping range
The behaviour observed in the PL spectra of highly doped bulk GaAs is a 
strong reduction of the low temperature PL efficiency of the material with 
increasing doping level (a factor * 103 at n « 1019 cm-3) [5.24]. In addition, a 
similar strong reduction of PL intensity is found with temperature as it is 
increased in the range 2K-300K (see e.g. Ref.[5.7] ). This drop in radiative 
efficiency has been associated with strong nonradiative recombination 
processes in the material. We examine here the existence of similar 
mechanisms for the highly doped QW case. The PL efficiency at the highest 
doping level 3xl018 cm-3) appears to be reduced by about an order of 
magnitude as compared to the case of more moderate doping (say 1016 cm'3), 
under conditions of low excitation. An interesting effect is observed for the 
high doped samples as the excitation density is increased, a superlinear region is 














obtained at higher power levels (Fig. 5.6).
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Fig 5.5(a) Time resolved spectra for highly doped sample but for which 
exciton is still observed in PL. Fig. 5.5 (b) Time resolved PL spectra for 
sample doped at 3xl018 cm-3, no exciton is observed in PL under either of
the excitation conditions.
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This behaviour is, within reason, independent of excitation energy indicating 
that it is not a dynamics related effect associated with the relaxation in the 
system. A similar behaviour is in fact observed for all samples even at 
relatively low doping levels, although generally to a lesser extent. This 
behaviour is typical of a nonradiative recombination channel that can be 
saturated at high excitation power. This saturable component however, is 
certainly not the only non-radiative process involved, since the PL efficiency 
even at high excitation intensity tends to be substantially reduced compared to 
the case of an undoped QW. Possible mechanisms for the nonradiative 
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Fig 5.6 Non-linear excitation dependence of intensity, illustrating 
saturation of non-radiative channel
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5.3 Discussion
5.3.1 Comparison of 2D and 3D behaviour at high doping levels
In discussing the results obtained it is useful to compare the properties of highly 
doped QW's with the corresponding properties of bulk semiconductors in the 
same doping range. One considerable difference obvious from the results of 
this work is a higher metallic limit in the QW case, a concentration of about 
2.0xl018cnr3 (corresponding to a sheet density of about lx l0 12cnr2 ). This is a 
factor 2-3 times higher than in the 3D case. A simple interpretation for this 
higher limit in the QW is the considerable difference in donor binding energy 
between the QW and bulk GaAs. While the shallow donor binding energy in 
GaAs is about 5.9 meV [5.25], it is increased by a little over a factor of 2 to 
about 12 meV in a 100A QW, due to the confinement of the donor wave 
function [5.26]. There is no evidence to suggest that 'self screening' takes place 
at higher doping levels, which would reduce the donor binding energy [5.27]. 
This higher binding energy means that the donor band created at higher doping 
levels can be broader in energy in the QW, and sustain more donor electrons 
until the distribution merges into filling the conduction band in the metallic 
limit [5.1].
Another dramatic difference between bulk and 2D obvious from this work is the 
behaviour of excitons vs. doping level. In the bulk case excitons are already 
screened at a donor doping level of a few 1016cnr3 [5.28]. Above this doping 
level no excitons are observed, either in PL emission or in absorption. This is 
very different from the QW case, as already pointed out above. Even at doping 
levels above the metallic limit i.e. 2.5xl012cnr2 (5xl018cnr3), excitons are still 
found to exist, as is evident from a broad n=2 peak in the PLE spectra. It is 
clear that the way in which the excitons are screened is fundamentally different
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in the confined system in comparison to bulk material. The argument for the 
lower screening strength in the low dimensional system follows from the 
reduced degree of movement available to the carrier. Since screening is 
basically a many body effect where the carriers arrange themselves to maximise 
the total Coulombic interaction, and hence minimise the single particle 
interaction, any restriction on mobility will inhibit their ability to do this. The 
same qualitative reasoning explains the limited screening due to impurity bound 
charge. We now apply these arguments to a comparison between impurity 
screening between the 2D and 3D cases. The increased binding of the centre to 
the impurity in the low dimensional case naturally implies a reduced 
contribution to screening in comparison to the 3D. Quantitatively we would 
probably expect a similar ratio decrease to the increase argued for the 
degenerate limit i.e. in proportion to the Bohr radius. In addition however the 
exciton binding energy is also increased, as a result we have two contributions 
which increase the doping limit at which the exciton is lost due to screening. As 
a crude estimate we can assume the ideal 2D limit, this gives a factor 2 decrease 
in the extension of the impurity wavefunction, the increase in the exciton 
binding energy is a further factor 4. In total then the screening limit for exciton 
in the 2D system is an estimated factor 8 higher than in the 3D case. Comparing 
this qualitative argument with our results unfortunately fails to fully account for 
the difference in critical densities. Additional mechanisms must play a role in 
sustaining the existence of the exciton at high impurity levels, these are at 
present not well understood.
The mechanisms of radiative recombination for the high doped sample are also 
best discussed in comparison with bulk mechanisms. One interesting point is 
the detailed process of band to band recombination in the presence of a high 
doping concentration of donors. It is clear from previous studies of BB PL 
emissions in the case of modulation doping (i.e. nominally undoped wells) that
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momentum conservation is obeyed in the radiative recombination process
[5.29]. On the other hand, some attempts to fit observed PL lineshapes for 
highly doped bulk GaAs indicate the absence of momentum conservation in the 
PL recombination process [5.7,5.8], while other work indicates that momentum 
conservation still holds [5.12]. From the detailed investigations of the 
excitation photon energy dependence of the BB and D-bands, it is possible to 
separately obtain the spectral shapes of these bands in the region of overlap. 
Fig. 5.8 shows such a spectrum for the BB emission in a strongly degenerate 
sample, where the spectral shape of the D-band has been subtracted. Apart 
from the high energy edge, which represents the broadened Fermi level, and the 
low energy edge, which reflects the band tailing effects on the lowest band 
edge, a well defined flat region in the spectrum is observed. The observed 
plateau reflects the 2D step like density of states, as expected in the absence of 
momentum conservation for radiative recombination in a degenerate population 
of a single carrier type. Non momentum conserving recombination in a highly 
excited sample (e-h plasma) would not exhibit this plateau. The mechanism for 
relaxation of momentum conservation is an impurity assisted scattering process. 
The carrier scattering leads to effective virtual states through which 
recombination takes place [5.30] i.e. the impurity site participates in a 
momentum exchange during the recombination (see Fig 5.8).
The contribution of non-radiative recombination has been shown above to 
strongly increase at higher doping levels. The characteristic signature of this 
process in bulk GaAs is the drastic increase in the nonradiative recombination 
rate for doping concentrations above 1018cnr3, and also a strong increase with 
temperature of this process. As the presence of deep levels in sufficient 
concentrations to explain this behaviour is in general considered unlikely in 
bulk or epitaxial GaAs, an intrinsic Auger mechanism has been suggested to 
explain these effects [5.31] [5.24] which is in qualitative agreement with
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Fig. 5.7 Recombination for highly doped quantum well, broad plateau like 
shape corresponds to the 2D density of states and indicates the break down in 
momentum conservation in the radiative transitions.
In the present case we believe there is evidence for two different nonradiative 
recombination processes. One process is saturable, and believed to be defect 
related, more specifically related to interface defects known to be present from 
the conditions of MBE-growth. The role of these interface defects has not yet 
been characterized in any specific detail in the literature for the AlGaAs-GaAs 
MBE-grown interface, but would be expected to give rise to strongly localized 
deep states, which are then natural nonradiative recombination centres. The 
remaining (nonsaturable) nonradiative process observed for QW’s at the very 
highest doping levels is ascribed to an intrinsic Auger process. In addition to 
the free carrier Auger processes discussed in the bulk case, excitonic Auger 
contributions may not be negligible for degenerate QW’s, under conditions
Doping dependence 101
where excitons are formed. The mechanism by which Auger processes are 
enhanced at high doping levels can be understood in terms of the Impurity Band 
Auger model (IBA) [5.24]. As the donor concentration increases the donor 
electrons become increasingly delocalised into an impurity band and are thereby 
more readily available to take part in a three body Auger recombination 
process. It is however important to recognise that the presence of a large 
concentration of non-radiative defects caused by the heavy doping of the QW 
cannot be excluded as a possible recombination channel.
CB
VB
Fig 5.8 Relaxation of momentum conservation via impurity scattering
[5.30]. Path I: An electron is scattered into an intermediate state by an 
impurity and subsequently recombines with the hole. Path II: An electron 
decays into a virtual hole and is then scattered into the hole by an impurity 
(open circle). Initial hole and electron states are marked.
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5.4 Conclusion
The development of photoluminescence spectra with increasing doping level in 
a single quantum well is found to be qualitatively very different from the 
behaviour in bulk material. The exciton dominates the QW luminescence right 
up to the degenerate doping limit and is not screened by Coulombic interaction 
with dopants as is the case for bulk material. The metallic limit is reached only 
at dopant concentrations a factor of approximately 2 to 3 times higher than for 
bulk GaAs. A simple interpretation of this is the corresponding difference in 
binding energy of the donor for the confined system. We propose that even at 
the degenerate limit the exciton is still present in the optical spectra of the QW. 
A clear reduction in localisation above a certain doping concentration is seen as 
evidence for the presence of free carriers which smear out the localisation 
potentials. The exciton is lost only when we begin to fill up subband states. 
Significantly above the metallic limit where the exciton is no longer observed in 
PL, the spectrum is made up of free carrier band to band and donor band to 
valence band recombination. In contrast to recombination from degenerate free 
carrier populations introduced by modulation doping, momentum conservation 
is found to be relaxed for the anti-modulation doped case. This process is 
demonstrated by the observation of a distinct plateau in the PL spectrum, 
corresponding to the constant 2D density of states in this energy range. Non 
radiative recombination processes have been discussed and the observation of a 
saturable non-intrinsic channel reported. The impurity band Auger model has 
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6.1 Introduction
6.1.1 Oscillator strength and lifetime of exciton transitions in 3D GaAs and 
the 2D GaAs/AlGaAs quantum wells.
The predominance of exciton recombination within the radiative emission of 
quantum wells is well known [6.1]. The strength of this transition is understood 
in terms of the increased binding energy of the exciton due to confinement. 
Stronger binding of the exciton also results in the much quoted retention of 
exciton absorption up to room temperature [6.2]. In addition to the overall 
prominence of the free exciton recombination it is interesting to note the 
relatively weaker contribution of the bound exciton in comparison to the bulk 
GaAs behaviour. The bulk signal is in contrast dominated by the bound exciton 
component and the polariton-like free exciton is found to be extremely weak in 
all but the highest purity samples [6.3]. By way of comparison the estimated 
impurity concentration giving a strong free exciton component for the bulk 
material is by conservative estimate < 1013 cm-3. On the other hand the free 
component in the confined system is the stronger emission up to levels of 1016 
cm-3 and above. This point has not been extensively discussed in the literature, 
and has been one point in our motivation for the work in this field.
There are a number of important factors which will determine the interaction of 
free and bound excitons. The enhanced binding energy of the bound state is 
clearly not the determining factor. In this work we use picosecond time resolved 
photoluminescence to study the interaction of the free and bound exciton states. 
In particular the process of capture and thermal emission are looked at and their 
role in determining the observed luminescence decay time discussed. The 
whole area of the kinetics of radiative recombination has received considerable 
interest in the last few years [6.4] [6.5] [6.6] [6.7]. This is in part recognition
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that a detailed understanding of the radiative mechanisms in semiconductors 
can only be achieved by studying the short time scale interactions between free 
carriers generated in the material. In addition the motivation of using these 
ultra fast mechanisms in opto-electronic switching devices for future 
telecommunication applications has guaranteed intense work in this field.
The interaction of photo-excited carriers can be discussed in three basic time 
regimes [6.4]:
(1) The coherent regime, in which the interaction of a short laser pulse with the 
electronic states of the semiconductor sets up a coherent macroscopic 
polarization i.e. the electronic excitation in the semiconductor is in phase with 
the electric field vector of the exciting light. The decay in coherence is 
determined by elastic and inelastic scattering (which in turn determines the 
observed homogeneous linewidth) and is characterised by a time constant T2,
see Fig 6.1.
(2) Cooling, following the loss in coherence the excitons continue to relax as 
they dissipate excess kinetic energy, typically via phonon emission. Depending 
on the strength of the carrier interaction either via carrier-carrier or carrier- 
phonon scattering the distribution can reach a thermal equilibrium at elevated 
temperature with respect to the lattice. At higher carrier densities the 
thermalisation process can be extremely rapid, the subsequent cooling from this 
effective carrier temperature to that of the lattice is referred to as the "cooling 
curve". Such a relaxation mechanism has been studied for a number of 
semiconductor systems, both in bulk material and low dimensional confined 
systems [6.8] [6.9].
(3) Recombination, the third, slowest regime and the one we are primarily 
interested in this work. The recombination path for an excited system is 
determined by both the electronic band structure of the material and also by its 
basic quality in terms of purity and structure. This dependence leads to the
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"Spectral Fingerprint" by which a material can be characterised. The different 
recombination mechanisms which can occur have already been discussed in 
detail in chapter 2. The three different time regimes for relaxation following 





Fig. 6.1 Interaction mechanisms for photo-excited carriers in 2D and 3D
systems.
The key to understanding the differences observed in the exciton recombination 
between the quasi 2D case and bulk GaAs is to be found in discussing the 
mechanisms occurring on a time scale comparable to the radiative lifetime of 
these states. This importance justifies a slightly more in depth discussion of the 
theoretical description for the recombination model. The intrinsic strength of a 
given recombination is typically described by a single parameter the so-called 
oscillator strength, which expresses the probability for that transition to occur. 
We start by looking at a simple argument of the dependence of the oscillator 
strength upon the dimension of the system.
First considering the free exciton; as a free particle the exciton wavefunction is
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made up of the Bloch electron and hole states of the lattice. The probability of 
finding an electron at any particular lattice site is proportional to the unit cell 
volume (in 3D a  a3). The probability of finding a coupled hole within the same
unit cell is in inverse proportion to the exciton volume i.e. a  (aex)-3 [6.3], this
a 9leads to the cubic ratio (—)3. For bulk GaAs the unit cell length a=5.6 A and
a ex
the exciton Bohr radius rB = 140A, giving an oscillator strength f  ~ 1 x 10*4.
The same dimensional arguments applied in the ideal 2D case lead to the 
aquadratic ratio (—)2. In turn this implies the ratio of oscillator strengths
a ex






For a3Dex= 140A and a2DeX= 70A (strict 2D limit) this gives a value of 100 for 
the ratio of oscillator strengths. Even such a crude estimation allows a good 
indication of the relative strength of the 2D transition. It is clear that the 
dimensionality plays a significant role in promoting the exciton dominance.
The strength of bound exciton recombination in bulk GaAs is surprising if one 
considers the relative density of FE states in comparison to the number of 
impurity sites. This anomaly was first explained by Rashba and Gurgenshvili 
who proposed the concept of a "Giant Oscillator Strength" for bound excitons 
[6.10]. The transition strength was found to be as a rough estimate related to 
the free exciton in 3D through the relation [6.11] :
fBE-
^x
a 3 fpB (6-2)
which implies for GaAs a value of the order of unity i.e. some 4 orders of
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magnitude greater than the free exciton transition. Physically the increased
strength of the bound exciton transition can at least in part be understood in
terms of the increased overlap of the carrier wavefunctions, due to the fact that
both particles are now localised in the vicinity of the impurity. The large
spatial extent of the bound exciton however also plays an important role, this is
illustrated by the fact that the acceptor bound exciton has a weaker oscillator
strength in comparison to the donor despite its greater binding energy. The
implication of this result is simply that the overlap of the e-h wavefunctions is
dependent upon how the exciton is localised in the vicinity of the impurity,
whether at an electron or hole attractive potential [6.12]. In turn then the
correlation between particles, which is in fact neglected in the original
calculation of Rashba and Gurgenshvili, will also contribute to the transition
strength [6.13-6.14]. The two dimensional bound exciton has been studied by
Herbert and Rorison [6.14], in which they include the effects of correlation.
They conclude that for narrow wells the oscillator strength is in fact decreased 
in comparison to the bulk value (by a factor of 5 at LZ=50A). The giant
oscillator strength has also been discussed for localised excitons in quantum 
wells by Takagahara and Hanumara [6.15] who discuss its implications in 
enhancing the excitonic optical nonlinearity in the two dimensional system.
We have so far discussed the exciton transition in terms of its oscillator 
strength; it can equally well be discussed in terms of the radiative lifetime, 




where co is the angular frequency, f the oscillator strength and n is the refractive 
index, other symbols have their usual definitions. As a result a transition with
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large oscillator strength should have a short lifetime. From theoretical 
calculations the predicted lifetimes for the donor and acceptor bound excitons in 
bulk GaAs are 0.031 ns and 0.96 ns respectively. In practice values of 0.75 ± 
0.15 ns for the DBE and 1.0 ± 0.1 ns for the ABE have been measured [6.16]. 
The anomalously long lifetime of the DBE has been explained in terms of its 
large degeneracy due to the existence of rotational states close to the lowest 
bound exciton state [6.16]. For the free exciton the small oscillator strength 
implies an extremely long lifetime (40 |is assuming our previously discussed 
value of f = 10-4). Recent measurements on high purity GaAs claim a true 
lifetime of approximately 3.3 ns for the FE [6.3]. This in turn implies an 
oscillator strength of order unity, which has led the authors to suggest a giant 
oscillator strength for the free exciton. This idea is however inconsistent with 
the oscillator strength as calculated from the total absorption cross section via
Where n is the refractive index, a  the absorption coefficient, E is the photon 
energy, and N is the number of unit cells per volume; ir^ e0, c, e and h are
fundamental constants with their usual values. Such a calculation gives a value 
for f of approximately 7 x 10'5 in agreement with the probability deduced 
earlier. It is however argued that in fact the absorption cross section should be 
calculated with the number of absorbers N, not equal to the unit cell packing 
density but instead equal to the maximum density of exciton volumes. Feldman 
et al. have extended this argument to take into account the importance of 
coherence and discuss the lifetime in terms of the coherence volume of the 




and would reconcile the differences in oscillator strength between the two 
calculations. The implication for the bound exciton is that the oscillator 
strength calculated in this way (per exciton volume) means the strength of the 
BE absorption is simply an indication of the trapping efficiency at an impurity, 
that is, proportional to the probability of there being an impurity within the 
exciton volume [6.19]. It is in fact clear that the term "Giant Oscillator" strength 
is rather a misleading term. What results from the current understanding is that 
the oscillator strength for an exciton transition must be considered in terms of 
the exciton volume occupied by the exciton state whether bound or free.
One further question which is briefly addressed in this chapter is the problem of 
exciton localisation. The context of localisation has already been discussed to 
some extent in chapter 5, where the high doping limit was considered. The role 
of interface roughness i.e. the structural disorder on an atomic scale at the 
growth surface which becomes the interface will ultimately have a strong 
influence on the performance of QW devices. For this reason the mechanisms 
of exciton localisation at interfaces have recently received considerable 
attention [6.20]. Under standard growth conditions the QW interface probably 
appears as a large matrix of local steps deviating in height by no more than a 
few atomic steps. When considering the confinement of the exciton or free 
particle, a one must consider a value averaged over the local region, the exact 
distribution being dependent on the growth conditions (Fig. 6.2 (a)). When the 
growth sequence is interrupted at the interface the surface atoms are sufficiently 
mobile to form regions where the local monolayer is complete. As a result the 
interface is made up from a number of relatively large islands that are 
atomically flat but differ in thickness by single monolayers [6.21] (Fig. 6.2(b)). 
In fact this picture is somewhat idealistic and recent high resolution 
measurements using the technique of chemical mapping suggest that even 
within a well defined monolayer there exists a large degree of roughness due to
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single atoms displaced by fractions of an atomic layer [6.22]. Other 
mechanisms have also been discussed as contributing to interface localisation 
including alloy disorder (for ternary compounds). Such mechanisms have 
however been discounted for the GaAs/AlGaAs system [6.23]. The work of 
Bastard et al. [6.24], points in particular to the importance of impurities 
associated with interface defects in the localisation process, an idea which is 
taken up in the later discussion.
(a)
(b)
Fig. 6.2 Confinement of exciton in QW with non-interrupted (a) and 
interrupted (b) growth sequence.
The localisation effect itself is a consequence of the random nature of the 
potential at the interface. The ability of a random potential to localise a particle 
wavefunction was first realized by Anderson [6.25] and has subsequently been 
discussed by a number of authors [6.26]. The contribution of excitons localised 
in different depth potentials to the total inhomogeneous linewidth has been 
elegantly studied by Hegarty and Sturge [6.27]. They also discuss the relative
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mobility of the localised excitons and the existence of a predicted mobility 
edge. The former point is looked at in more detail in the current work. In 
particular the relaxation of mobile excitons by trapping at impurities and 
furthermore the mobility of bound excitons between weakly localised islands is 
discussed. Localisation can also result in an enhancement of those transitions 
involving more than two particles, for example Auger mechanisms [6.28]. This 
effect can be understood by considering that localisation of the respective 
wavefunctions necessarily increases their overlap and hence their interaction 
strength. For the BE recombination this can result in satellite peaks at lower 
energy, so called Two-Particle Transitions (TPTs). For a neutral donor BE we 
consider a picture in which the BE recombines simultaneously producing an 
excitation of a second electron in the BE complex (a two electron transition 
TET). Similarly, the equivalent mechanism for the neutral acceptor BE results 
in a two hole transition (THT). This phenomena is sometimes described as a 
"shake-up" of the electron or hole populations. The observation of TPTs in bulk 
material has allowed the accurate determination of the binding energies of 
ground and excited states for many impurities [6.29].
In general shake-up processes are not observed for free excitons due to the 
small overlap between the exciton and the additional particle wavefunctions. If 
however the exciton becomes localised along with a second particle then we 
have the possibility of an analogous TPT to that observed for the true BE state. 
Such free exciton related transitions have recently been reported for narrow 
doped quantum wells [6.30]. The observation of various shake-up processes are 
reported here for a narrow acceptor doped quantum well. Using selective 
excitation within the localised free exciton envelope we are able to accurately 
measure both the acceptor bound exciton binding energy and also the first 
excited state of the acceptor.
In total this chapter studies the interaction of free and bound/localised excitons
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in the low-dimensional environment of a quantum well. The work is 
subdivided into two areas; the first discusses the kinetics of the free-bound 
exciton interaction which can be studied in a time-resolved set-up; the second 
considers the interplay of doping density and interface roughness in bringing 
about exciton localisation. The second section also discusses the observation of 
a spatial correlation between the localised free exciton and bound exciton 
populations. This effect is observed using the technique of selective excitation, 
where the excitation energy is resonant with localised exciton states and a 
corresponding well defined (in energy) bound exciton population is created. 
Such a technique also allows an extremely accurate measurement of the 
acceptor binding energy to be made.
6.2 Exciton Dynamics studied by Picosecond Time-Resolved 
Photoluminescence
This first experimental section of the chapter deals with the dependence of the 
short time scale exchange between free and bound exciton populations upon 
different parameters. In particular the role of capture, emission, and 
recombination in determining the temporal development of the exciton system 
is discussed. The interdependence of these mechanisms implies that an analysis 
can only be made if one takes into account the proper coupled rate equations. 
Using such a calculation we are able to discuss the relative importance of the 
different process in determining the overall temporal development.
The photoluminescence spectra observed at short times following pulsed 
excitation can appear distinctly different from those observed under cw 
excitation. This difference is due to the fact that we resolve the short time scale 
interactions, while in a cw experiment the observed signal is an ensemble of
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time averaged components. The use of pulsed excitation also allows higher 
densities to be achieved, frequent use has been made of this to study the intense 
carrier interaction which occurs for densities at and above the Mott transition. 
In particular this has allowed the study of a number of many-body related 
problems [6.31]. Excitation intensity is found to be important for the 
interaction of excitons even at relatively low densities, this point is discussed in 




Fig 6.3 Dependence of PL spectra on doping density, spectra shown 36ps 
seconds after centre of laser pulse.
Exciton dynamics.. 115
Fig. 6.3 shows PL spectra taken for a series of 150 A samples doped with Be 
acceptors at various concentrations from 3xl016 to 5xl017 cm~3 (corresponding 
to a 2D density of approximately 6xl09 to lxlO11 cm-2). The spectra are for 
resonant excitation in the FE and show a time window approximately 36 ps 
after the centre of the laser pulse. In all cases the luminescence peaks are 
relatively broad, indicating a relatively strong impurity interaction. The FE is 
slightly broadened with increasing impurity concentration, although a relatively 
minor effect, indicating that the line width is probably dominated by interface 
roughness [6.32]. The BE (A0, X) on the other hand is strongly affected by the 
increasing doping concentration and appears as a narrow peak comparable to 
the FE only at low concentrations. The peak intensity of the BE increases 
strongly in ratio to the FE with increasing concentration. At higher 
concentrations the acceptors strongly interact, and the BE recombination 
becomes extremely broad. This same behaviour has been observed in bulk 
material and has been discussed in terms of localisation of the exciton in 
environments of different local impurity concentration. The bound state is 
found to be able to move between sites via a phonon assisted hopping 
mechanism and in this case can be observed as a distinct spectral diffusion to 
lower energies with time (see later discussion). The bound exciton is able to 
relax via hopping to deeper states typically emitting acoustic phonons in the 
process. A similar mechanism, due to the cascade emission of LA phonons has 
been observed in some materials, this results in an "undulation" in the low 
energy band exciton with a period related to the LA phonon energy [6.33].
The low concentration data also show the presence of a third peak in between 
the free and bound acceptor exciton transitions. At first sight this is apparently 
related to residual donors in the system, however from this argument it is not 
clear why this should be lost at higher acceptor concentrations. The presence of 
a third peak has not been observed in any of the samples with narrower well
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widths, irrespective of dopant concentration, this further indicates a non- 
extrinsic origin. The intensity dependence of this line appears coupled to that 
of the free exciton, this is probably a consequence of the thermalisation of the 
two populations which exists at the 5 K measurement temperature 
(measurements < 5 K were not possible in the available cryostat). The binding 
energy of this component relative to the free exciton is also relatively small 
(1.4meV), we therefore believe the most likely candidate for this transition is 
the formation of a biexciton. Biexcitons have been observed in quantum wells 
on a number of occasions [6.34,6.35], although their identification has normally 
been made solely on the basis of a corresponding binding energy [6.34]. The 
expected quadratic dependence on excitation density has not been observed. 
One possible indication of why such a response is not seen is given by the 
impurity concentration dependence of Fig.6.3. The formation of biexcitons is 
apparently limited by the preferential capture of free excitons to the bound site. 
This result is consistent with the non-observation of the biexciton in more 
strongly confined systems where the stronger impurity binding energy results in 
stronger capture. Furthermore it suggests that the intensity dependence will be 
far from quadratic in the presence of any extrinsic element.
Fig. 6.4 goes some way to confirm this assignement by looking at the intensity 
dependence for the lowest doped sample using cw excitation. As expected the 
biexciton transition increasinges more strongly in comparison to the free for 
increasing excitation densities. Fig. 6.5 summarises this point by showing the 
intensity dependence of the different transitions, as discussed the biexciton is in 
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Fig. 6.4 Development of photoluminescence for increasing exciation intensity, 
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Fig 6.5 Summary of intensity dependence of exciton recombination for 150A
acceptor doped quantum well.
6.2.1 Free-bound exciton exchange (capture vs thermalisation)
The importance of capture strength has already been illustrated in Fig. 6.3. 
Despite this dependence, capture processes for excitons have in general 
received relatively little attention, most of which has largely concentrated on Si 
[6.36]. The process of capture of a free exciton by an impurity site to form a 
bound exciton can be characterised by a capture cross section. In modelling the 
capture mechanism it is simplest to consider a single-level system i.e. the 
particle is either bound or free. The analysis of the decay transient then only 
requires a single rate equation for the bound state. The predominant capture 
process is assumed to follow the theory of Lax [6.37] , in which he describes a
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cascade capture mechanism as the particle relaxes through the bound excited 
states via successive phonon emission. In simple terms this model implies that 
capture will occur only to those bound states that are deeper than the thermal 
energy kBT from the free particle continuum. Excitons captured to states below
this threshold rapidly relax to the ground state via phonon emission, while those 
in higher lying states are further ejected. In calculating the total capture cross 
section appropriate to our single level model we must sum over the cross 
sections for each level:
where Sj is the so-called sticking probability, i.e. the probability that a particle
captured in state j reaches the ground state. From the above model this 
probability is essentially one for states below kBT and zero above. This
simplistic model makes no account of the transition rates for the relaxation 
process, however this point is unimportant provided the relaxation is rapid in 
comparison to the observed decay rates and hence that the bound population 
predominantly resides in the ground state. The occupancy of excited states is 
important in determining the thermal emission or release from bound to free 
states, which in turn will represent the temperature dependence of the overall 
capture mechanism.
The binding energy of a bound exciton state is enhanced by confinement. For 
the neutral acceptor this varies from approximately 6.5 meV at Lz=50 A to 
approximately 3.5 meV at Lz=150 A. These values are large in comparison to 
kBT at 5K, and we therefore expect the thermal emission to be a relatively weak 
effect. The donor binding energy in comparison is much weaker, and the effect 




Fig. 6.6 illustrates the time dependence of the FE emission for the same set of 
acceptor samples as Fig.6.3. Again excitation is resonant with the FE and 
hence the early time response contains no delay due to exciton formation. The 
use of crossed polarisers allows us to remove the majority of the scattered laser 
light from the measured signal. The initial rate of decay of the FE peak is 
found to increase with doping density; in addition the total loss in population is 
also increased.
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Fig 6.6 Dependence of radiative decay of FE on acceptor doping density
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It is apparent that this initial decay is associated with the capture of free 
excitons at the acceptor state, the rate of capture being proportional to the 
concentration of available sites:
dNBE
“ 5 ^  = 110 [Nfe].[Ao-NBe] (6.6)
where r|c is the capture rate, Ao the total acceptor concentration, and Npg, NBE 
the concentrations of free and bound excitons respectively. It is also interesting 
to note that the apparent lifetime at long times t > 400 ps is also dependent upon 
doping concentration but that this dependence is the reverse of the time 
dependence of the capture stage i.e. the decay rate is faster for the low doped 
samples. The relatively low density of free excitons excited ( « 109 cm-2) 
suggests that this effect is not due to saturation of the bound sites. The response 
of the BE ( to be discussed next) also indicates that there is essentially no back 
transfer due to thermalisation from bound to free which might determine this 
observed decay. One important mechanism that will determine the FE response 
is the thermalisation of the resonantly created excitons (with K  ~ 0, i.e. 
corresponding to a temperature of approximately IK [6.38]) to the actual lattice 
temperature, whereby most of these excitons are scattered up to sufficiently 
large K  values that they are no longer radiative. The balance between those 
scattered and those captured will determine the long term radiative decay of the 
free exciton. Fig 6.7 shows the equivalent dependence on doping for excitation 
resonant with the bound exciton. In contrast to the FE, the decay is not 
significantly changed by the increasing doping level. The onset shows a rapid 
population of the bound exciton state during the laser pulse. The subsequent 
decay is a well defined exponential as is expected for a system where the rate of 
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Fig. 6.7 Doping dependence of BE decay following resonant excitation in BE.
Such behaviour indicates that the BE system is essentially decoupled from the 
free i.e. no thermalisation occurs and that there is a fixed recombination 
channel. Two further comments to this series; the highest doped sample shows a 
slightly faster rate of decay than the more lightly doped. This relatively minor 
effect may well be due to the enhancement of non-radiative recombination 
which is found to occur with increased localisation at the high doping densities, 
in particular Auger mechanisms are enhanced by the localisation (see chapter 
2). The lowest density result shows a sharp spike at the onset of the decay. This
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is certainly in part the remainder of the scattered laser light which is difficult to 
remove for such a weak signal. Since the width is significandy broader than the 
laser there is apparently an additional contribution, this term is not, as 
originally thought, a short lived coherent excitation (due for example to 
Rayleigh scattering) and can be excluded by using a polarisation experiment. 
This additional short time spike is at present not totally understood.
The temperature dependence of the exciton decay is illustrated in Fig 6.8. Again 
excitation resonant in both the free and bound excitons is shown. The sample is 
in this case a 100A MQW centre-doped at the 1016 level with Be. At 5K the FE 
decay is dominated by capture at the bound site as shown in Fig. 6.6. As the 
temperature is increased the long time behaviour is dramatically altered. The FE 
population is sustained by the thermal release of bound excitons. The processes 
of capture and emission therefore begin to balance at higher temperatures and 
the populations of free and bound excitons are effectively coupled. The relation 
between capture and emission rates can be expressed using the principle of 
detailed balance. This is a statistical idea which states that for a system in 
equilibrium the rate of a process and its inverse are equal [6.39]. Assuming 





—  e-EBE/kBT (6.7)
where r|R and rjc are the rates corresponding to the release and capture 
processes respectively, gpg and gBE are the degeneracy ratio of the free and 
bound exciton (gpE=4» gBE=2) and Ebe is the binding energy of the exciton to 
the acceptor. This result is used later to estimate the parameters required to 
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Fig 6.8 Temperature dependence of the radiative decay of FE and BE.
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The observed lifetime at 15K and 25K is larger than that measured at 5K. This 
effect has been explained in terms of the increased scattering of excitons away 
from £=0 as previously discussed [6.38]. The BE result clearly follows the 
interpretation of that for the FE. At higher temperatures the lifetime couples 
with that of the FE and at 25K they have a common decay. The initial rapid 
decay of the BE is consistent with that observed for low doping in the previous 
figure (Fig 6.7), the rate in fact is apparently increased for increasing 
temperature. The short time scale of this mechanism is comparable to the 
scattering of the FE as it thermalises to the lattice temperature. Since the bound 
exciton is created cold i.e. in it's ground state it is possible that this population 
is subsequently distributed amongst excited states. Given that these excited 
states have a marginally longer recombination time then we can understand the 
initial rapid decay as simply a depopulation of the ground state. Note that for a 
bound state conservation of momentum in the radiative transition is achieved 
via interaction with the bound site i.e. excess momentum can be passed to the 
impurity, and hence is not a restriction to recombination. Such a model is 
consistent with the experimental results, however requires further work to be 
supported.
Fig 6.9 illustrates the dependence on well width of the FE recombination. It in 
many ways confirms the ideas presented so far upon the dependence of the 
thermalisation/ capture process upon the binding energy. The binding energy of 
the exciton to the acceptor is increased for decreasing well width. As a result 
we would expect the contribution of thermal release from the bound exciton to 
decrease with well width, exactly this behaviour is observed in Fig. 6.9. For the 
150A sample the coupling is quite strong and the long-time decay rate is 
correspondingly slow. For the 50A sample the capture is very strong and the BE 
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Fig 6.9 Dependence of FE recombination upon width of acceptor doped well
6.2.2 Comparison with donor doped samples
The binding energy of the donor bound exciton complex is significantly smaller 
than that of the acceptor, approximately 2.2meV for LZ=100A in comparison to
4.5meV for the acceptor. As a result the kinetics will be significantly different
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for the donor interaction and the free and bound populations are strongly 
thermalised even at 5K. A direct comparison of the decay transients for 100A 
QWs with acceptor or donor doping is shown in Fig. 6.10. Excitation is 
resonant with the free exciton for (a) and (b) and with the bound exciton in (c). 
In each case the differences observed are consistent with the difference in 
binding energy.
Fig 6.10 (a) illustrates the maintained population of the free exciton via thermal 
emission from the bound exciton. The acceptor doped sample in contrast shows 
a free exciton dominated by the capture process. The opposite picture is clear 
from 6.10 (c), where for resonant excitation in the bound exciton it is 
essentially uncoupled from the free and demonstrates an exponential decay at 
long times. On the other hand, the donor result illustrates the strong loss in 
population due to thermal release to the free exciton. The results for detection in 
the bound exciton while exciting in the free exciton (Fig 6.10 (b)) are perhaps 
less clear, since here we have the coupled effects of capture at and emission 
from the bound site. As expected the long time decay can be compared to case 
(a) for the donor and to case (c) for the acceptor.
Fig. 6.11 illustrates the temperature dependence of the BE decay for resonant 
excitation, again for the same 100A donor doped sample as shown in Fig. 6.10. 
The results can be contrasted with Fig. 6.8 for an acceptor doped sample of the 
same well width. As expected, the thermalisation process is dramatically 
increased with temperature. The increase in lifetime of the FE with temperature 
as discussed earlier is reflected in the now strongly coupled BE. Despite the 
drop in capture rate with temperature the BE population is still dominated by 
the FE. This behaviour is a consequence of the fact that capture can result from 
all FE states while radiative recombination occurs only from only those states 
around K=0. The total exciton population reaches an effective three state 






Fig 6.10 Comparison of transients for donor and acceptor bound excitons for 



















Fig 6.11 Temperature dependence of donor bound exciton recombination.
the equilibrium is pushed to the right towards the non recombining channel, 
which hence increases the effective lifetime. In the next section we discuss an 
additional mechanism which is again able to couple the three states described 
above and in turn determines the equilibrium set up between them at short 
times; this process is one of high density exciton-exciton scattering.
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6.2.3 Exciton-exciton scattering in doped QWs.
Radiative decay of excitons in a direct-gap semiconductor can be classified into 
essentially three different regimes according to the excited exciton density: (i) 
radiative recombination of excitons in a weakly interacting dilute boson gas, the 
limit so far discussed, (ii) recombination in a dense interacting exciton gas 
which is dominated by scattering mechanisms, and (iii) an electron hole plasma 
where the density exceeds the screening limit for ionisation of the excitons. The 
majority of studies to date have considered either of the two limits, the dilute 
exciton gas or the degenerate electron-hole plasma as appropriate for the study 
of many-body interactions [6.41] [6.42]. In this work we have studied how the 
interaction between the bound and free exciton states is enhanced by increasing 
excitation density. By employing resonant excitation we restrict our discussion 
to predominantly scattering mechanisms between free and bound excitons, it is 
however clear that as a result of inelastic scattering we will inevitably produce a 
significant number of free electrons and holes. The scattering of excitons with 
free carriers, although a highly efficient mechanism is we believe of relatively 
secondary importance in the measurements discussed. Experiments have again 
been carried out for both donor and acceptor doped samples, the stronger effects 
are observed for the donor doped samples and hence we concentrate our 
discussion primarily on these results.
Fig 6.12 shows a series of radiative decays for both the free and bound excitons 
for excitation resonant with the free at various excitation densities. The FE 
decay 6.12 (a) shows relatively little change with increasing density even over 
the three orders of magnitude shown here. The clearest effects occur at short 
times where the initial decay appears to become shorter. In fact a very similar 
result was observed for increasing temperature, although in this case it is less 









Fig 6.12 Series of radiative decays for free exciton (a) and bound exciton (b) 
illustrating dependence on excitation intensity.
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suppose that we are observing a relaxation of excitons initially scattered away 
from A^ =0. It is clear however, that the long-time radiative decay shows a 
relatively minor change. Unlike the temperature mechanism, the scattering of 
excitons to higher ^-values is a short lived effect in this case; we propose that 
this scattering occurs via the interaction of excitons at high densities producing 
inelastic exciton-exciton scattering. One immediate difficulty with this model is 
the simple requirement for conservation of energy, since we excite an exciton 
population essentially "cold" i.e. around K=0 and hence with essentially no 
kinetic energy. As we are looking at a relatively high purity direct gap material 
we can neglect direct Auger mechanisms which would allow for the transfer of 
kinetic energy to one free exciton via the recombination of a second. Strong 
localisation effects can also be excluded since we are using a relatively wide 
QW with low doping. Instead we propose that there exists a three body process 
which allows the scattering event between two free excitons to result in one free 
exciton being captured at a bound site while the energy gained is transferred as 
kinetic energy to the second (see Fig. 6.13). The scattered exciton therefore has 
an initial well defined energy and an associated k-vector which excludes direct 
recombination. As a consequence of this mechanism we have a direct 
population of the bound exciton on a time scale equivalent to the exciton- 
exciton scattering event. This extremely rapid transfer is dramatically 
illustrated in the results of Fig 6.12 (b). As the excitation density is increased 
so the effective capture rate contains an increasingly dominant component 
which is essentially coincident with the laser pulse. The effect of a capture 
mechanism dominated by the free exciton interaction is that as the density is 
increased so the bound exciton decay more closely follows that of the free. The 
development with intensity of the data illustrated in 6.12 gives convincing 






Fig. 6.13 Model for exciton-exciton scattering leading to an enhanced capture
rate at the BE
So far we have discussed the short time dependence of the spectra on excitation 
density, the long time exponential like decay also shows a clear dependence on 
intensity. Fig 6.14 illustrates the development in the lifetime derived assuming 
an exponential fit to the radiative decay at long times. The fitted curves are 3rd 
order polynomials which are intended as a guide to the eye. Two points are 
immediately apparent (i) the lifetime is strongly dependent on intensity even at 
relatively low exciton densities where exciton-exciton interaction is assumed to 
be negligible, and (ii) the true radiative lifetime in a doped quantum well 
system is not obtainable from a simple exponential fit to the data despite a 
decay which in general is well described by such. In the next section we discuss 
how the exciton system can be accurately modelled using a series of coupled 
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Fig 6.14 Dependence of lifetime on excitation density assuming exponential fit
to long time decay rate.
6.2.4 Modelling of free-bound exciton exchange
The discussion of the proceeding sections has highlighted the complexity of the 
interaction between free and bound excitons and the difficulty in deriving even 
the simplest lifetime parameters. In this section we consider how the kinetics 
can be modelled using a series of coupled rate equations, and from a simple 
fitting procedure the component parameters can be found. The numerical 
solution to these equations has been carried out using a computer and allows 
fairly complex expressions to be analysed with a high degree of accuracy. In 
order to have a manageable number of terms we make a number of basic 
assumptions regarding the interaction mechanisms, in particular for the low 
intensity data we restrict the terms to those describing simple capture and
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emission and the effective lifetime for each channel. This gives for the case of 
free exciton resonant excitation:
dN pc Npn
*  = G(‘) - —  - nc Nfe (Ni0-NBE) + tIrNbe (6.8)
dNijp Nnp
*  = ' * bb + (Ni°-NBE) - nRNBE (6.9)
where G(t) is the generation rate of free excitons during the short laser pulse. 
Npn, Nbe are the number of free and bound excitons respectively and Tfe, 'Cbe 
are the associated lifetimes. rjc is the capture rate for a free exciton to a bound 
site, rjR is the reverse process of release from the bound site to become a free 
exciton. As discussed earlier the capture and release terms can be related when 
in thermal equilibrium through the principle of detailed balance (eq 6.7), this 
places some restriction on our choice of parameters, in particular at low 
temperatures the exciton system is clearly not in thermal equilibrium and the 
emission rate will be relatively low in comparison to a value calculated from 
detailed balance. As an initial estimate of the lifetimes for free and bound 
excitons a value taken from the long time slope of the decay is used. Given 
these starting conditions the fitting procedure is a simple iterative process of 
trial and error. For the simplest model this is simply the four parameters (Tpg, 
xBE, tIr* ) are to be determined. Note that since we take no account of 
phonon interaction the lifetimes derived are those thermalised to the lattice 
temperature i.e. >5K). Fig 6.15 illustrates the near to perfect fit achieved for 
the lowest intensity data for the donor doped sample described above, the 
parameters derived are summarised in Table 6.1.
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Low intensity T=5K
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Time (ps) Time (ps)
Fig 6.15 Fit to low intensity data using simulation of decay based on series of
coupled diffferential equations.
tbe t FE % *lc
Value 620ps 650ps 2.5x109 0.35
Table 6.1 Parameters for simple fit to low intensity data.
As the intensity is increased the simple model is no longer adequate to describe 
the determining physical processes. The possible mechanisms which come into 
play in addition to capture and release are potentially extremely diverse. It is 
clear that no realistic model can hope to include all possible terms and maintain
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any value in the parameters derived. Instead we make a qualitative discussion 
here of a model including a subset of terms we believe to be important in the 
analysis so far carried out.
As discussed in the previous section 6.2.3, there is strong evidence to suggest 
the importance of exciton-exciton scattering. For both donors and acceptors the 
effective rate of capture is enhanced with increasing excitation density, so that 
at high densities, the initial population of the BE is essentially coincident with 
that of the FE. This constraint determines the strength of the scattering 
parameter. The second observation is that, again at high densities, the BE 
decay appears thermalised with that of the FE i.e. the two decays follow each 
other during the initial stage of the decay. This would indicate a greater 
effective carrier temperature than that of the lattice or in other terms a higher 
local phonon density. In fact this is an attractive interpretation since a clear 
consequence of the exciton scattering and the strong capture process is a large 
phonon emission. The excess phonons generated couple to both free and bound 
excitons. In general the phonon energies available are not large enough to 
release a bound exciton from the ground state, the dominant effect is instead a 
strong reduction in the capture rate. The total sticking probability becomes 
smaller as the probability for re-emission from higher excited states is 
increased.
From the point of modelling this interaction using our coupled rate equations 
we require a number of substantial approximations to be made. Unlike the 
exciton population which we have treated as two discrete sets of equivalent 
particles the total number of phonons is described by a continuous distribution. 
Such a distribution which is at all times dynamic, is extremely difficult to 
couple to a system of rate equations. Instead we assign an additional rate 
equation which describes the change in absolute population of phonons. The 
coupling terms to this phonon population then contain a factor which accounts
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for the fraction of the population which are able to take part in the interaction. 
For example for the bound exciton we derive the terms:
dNBE
i r =  -Yb e ( N b e - N p ) (6.10)
dN.
i f  = -Yb e ( N b e - N p ) (6.11)
For the free exciton a similar coupling will occur such that excitons are 
scatttered away from K- 0 and are no longer radiative. Finally we require a 
fourth channel which totals the scattered excitons in the system which are in 
excess to those thermalised by the lattice.
In total the additional parameters required for a system of equations which take 
into account the phonon assisted interaction can be listed:
(0 Tf e » Yb e » phonon coupling to free and bound exciton ( equivalent
dimensions to capture rate: [density]-1 *[s]-1).
(ii) t r  relaxation rate for scattered exciton back to K=0, this term can be 
intensity dependent due a bottle-neck effect as a high density of excitons 
attempt to relax simultaneously [6.43].
(iii) A Phonon cooling term which describes the contribution of two 
physical mechanisms which occur; the phonon distribution relaxes with time 
such that there are a progressively larger number of phonons at lower energy, 
below a certain threshold energy these no longer contribute to the mechanisms 
described above. Secondly this phonon cooling can be impurity assisted via 
absorption and re-emission, and as a result can be a relatively fast process.
Fig. 6.16 illustrates a series of transients for a given set of parameters (see 
Table 6.2) for different excitation densities. The trend for the BE decay 











the model this is a good indication that a phonon mechanism might well 
produce the observed behaviour.
Ybe Yfe tr
Value 0.28 0.28 50ps 150ps
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Fig 6.16 Series of transients calculated using different assumed excitation
densities within differential equation model.
140 Chapter 6
Fig. 6.17 however, puts the model more into perspective and compares the 
results with actual data. The BE transient is reproduced in general trend, 
however the quality of the fit is poor in comparison to the low intensity data. 
Although the parameters can undoubtedly be further optimised to slightly 
improve this fit we have perhaps already obtained as much information as is 
reasonable to deduce from such a treatment. There are certainly alternative 
mechanisms which may play an additional role, even a dominant one, in the 
observed decay but are not included in this example. This particular piece of 
work is on-going, here we have discussed a single system to illustrate the 







Fig 6.17 Fit to high intensity data, although the general trend is reproduced the
fit is poor in comparison to Fig 6.15.
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6.3 Exciton localisation in narrow doped QWs
The effect of localisation of excitons on the optical spectra of high quality QWs 
has received considerable interest and is ffequendy discussed in terms of the 
exciton linewidth and the observed Stoke's shift between emission and 
absorption spectra [6.44] [6.45]. In general this localisation has been associated 
with fluctuations in the interface between GaAs and the AlGaAs barrier. The 
extent of this interface roughness is found to be strongly dependent on the 
growth conditions used, in particular the use of interrupted growth at the 
interface has been shown to produce extended islands (typically 1pm diameter) 
which differ in thickness by a single monolayer (see Fig. 6.2 and earlier 
discussion). Relatively little work has been carried out on the interaction 
between the interface localisation and the impurity related potentials. In this 
section we consider such an interaction for a narrow 50A QW acceptor doped in 
the centre to a level of 3x1010 cm-2. The narrow QW implies that the interfaces 
interact strongly with the exciton and the optical spectra as a result demonstrate 
an extremely large linewidth. This linewidth can in fact be considered as an 
envelope over a large number of transitions corresponding to localisation of the 
exciton in different depth potentials. We show here that it is in fact possible to 
resonantly excite excitons within these local potentials. In this way we create a 
well defined exciton population and are able to study the subsequent capture at 
a correlated impurity potential. In addition this leads to an effective spatial 
correlation between the resonantly excited localised exciton and those 
impurities which are then able to capture the exciton. Using a selective 
excitation technique we are thus able to make an extremely accurate 
measurement of the acceptor bound exciton binding energy. Furthermore as a 
consequence of the localisation of the bound exciton this sample is also 
particularly suitable for the study of the shakeup processes discussed earlier,
142 Chapter 6
namely the two hole transition (THT). Two different experiments are presented 
which have allowed us to study the phenomena discussed above. Time 
integrated PL spectra have been measured at 2K using a tunable Ti-sapphire 
laser for excitation and a photon counting detection technique. Time-resolved 
data were again obtained using a streak camera, with tunable excitation form a 
synchronously pumped Dye laser giving pulses of approximately 5ps duration. 
The latter technique illustrates the transfer from localised to bound excitons and 
the subsequent relaxation to lower energies.
6.3.1 Experimental Results
A series of spectra illustrating the development in PL spectra as the excitation 
energy is tuned through the exciton envelope is shown in Fig. 6.18. The top 
curve shows the broad exciton transition typically seen for non- resonant 
excitation. For excitation resonant with the high energy tail of the emission 
there is relatively little change in the observed spectra. Since this energy 
corresponds to only weakly localised or even mobile excitons it is clear that 
inter-diffusion will result in population of all states at lower energy and hence 
not alter the observed lineshape. Excitons are able to migrate between localised 
islands towards the lower energy sites by emitting acoustic phonons. In fact the 
results as a whole illustrate the relative mobility of the localised excitons. 
Although not well defined one might distinguish the so-called mobility edge as 
existing within the high energy tail at around 1.6158eV i.e. the point at which a 
BE peak becomes resolved. As the excitation energy is decreased a sharp BE 
peak appears, this BE population corresponds to those directly correlated with 
the localised exciton excited i.e. the exciton is trapped at an acceptor within the 
same localisation volume. We can distinguish the signal as PL and not a 
resonant scattering process due to the rather slow rise time observed in a time
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resolved measurement ( around lOOps). In addition to the sharp peak there is an 
associated low energy tail, from those BEs populated via inter-diffusion 
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Fig 6.18 Summary of spectra obtained for excitation resonant at different 
energies within the broad exciton envelope of a 50A quantum well.
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As the localisation energy is increased i.e. excitation at lower energies, the 
sharp BE peak increasingly dominates over this low energy tail. This is again 
as expected assuming that the transfer between localised regions follows a 
thermally activated hopping mechanism. Indeed at higher temperatures the 
excitation energy at which a BE peak can be resolved is correspondingly 
decreased. In addition to the spatially correlated BE further satellite transitions 
at lower energy are also observed. For excitation in the high energy tail the free 
to bound transition (FB) corresponding to the recombination of a free electron 
with an acceptor bound hole is resolved. Excitation resonant with the exciton 
has been shown to enhance the FB transition [6.46], although associated with 
free carrier and not exciton recombination. An Auger type mechanism has been 
proposed to account for this behaviour. As the excitation energy is decreased, 
further structure is resolved in the PL spectra.
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Fig 6.19 High resolution section of spectra showing region around THT.
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Fig 6.19 shows a high resolution section covering these low energy transitions. 
A sharp peak at around 30.5meV from the laser line corresponds to the THT 
associated with the resonantly excited bound exciton recombination, leaving the 
neutral acceptor in a 2s excited state. Neighbouring transitions at lower energy 
but in this figure only weakly observed are possibly due to further excited 
states. The sharp replica observed at 36.6 meV below the laser line is the LO- 
phonon Raman scattering process. A neighbouring peak at slightly higher 
energy (approximately 0.8meV) is possibly due to an impurity bound LO 
phonon replica [6.47], such transitions have been observed in bulk material 
[6.48], [6.49], however it is clear that no definitive assignment can be made and 
other mechanisms such as shake up processes involving excited FE states 
cannot be excluded. One final peak which is seen at slightly higher photon 
energy excitation (curves in middle of Fig. 6.18.) but at even deeper energy 
shift from the laser line, about 42meV, is interpreted as a shake up process 
related to the localised FE. As discussed earlier a localised exciton can interact 
with, in this case, a localised hole such that when the exciton recombines the 
hole is excited into a higher subband (n=2).
The transfer from localised free exciton to bound exciton is also well illustrated 
by ps transient measurements using the streak camera. Fig 6.20 illustrates the 
development of the PL spectra in the near bandgap exciton region. The streak 
camera is unfortunately not sensitive enough to allow measurements in the low 
energy satellite region. The figure illustrates excitation in the upper tail of the 
LE band, the spectrum demonstrates a considerable down shift in energy as the 
free excitons are increasingly strongly localised and at the same time trapping 
to bound impurity sites occurs. At long times (» Ins) only the bound exciton 
channel is observed, which continues to slowly shift to lower energies. For 
excitation at a lower energy within the localised exciton band the emission does 
not shift appreciably with time and the bound exciton is only weakly populated,
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in contrast to the results shown. Capture to the bound exciton is apparently 
significant only within the first lOOps and does not dominate the long time 
recombination as was the case for high energy excitation. The spectral 
diffusion illustrated in Fig. 6.20 strongly supports the model of hopping of 
weakly localised excitons as a means of relaxation and capture of excitons at 
impurity sites spatially correlated with the localisation.
In summary selective excitation 
can provide detailed information 
regarding the electronic states of 
the exciton-acceptor complex. The 
observation of a spatially 
correlated BE transition allows the 
accurate determination of the 
bound exciton binding energy in a 
system where the overlap of the 
bound and localised exciton 
transitions would normally 
prevent the determination of this 
value. The rich spectra of satellite 
peaks at low energy offer further 
detailed information as to the 
excited states of the acceptor.
Overall the system provides a 
clear illustration of the possible 
interaction between weakly pjg 5 20 Picosecond time resolved spectra 
localised islands and the for excitation at the high energy side of the 
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The importance of exciton recombination in the observed luminescence of 
quantum wells has been emphasised in the preceeding chapters of this thesis. 
In this chapter we consider how the presence of free carriers in the well 
affects the Coulomb interaction of the electron-hole pair in forming the 
exciton. This problem has received considerable attention in the case where 
an equilibrium population of free carriers is introduced by modulation doping 
[7.1]. The present work looks at a single quantum well doped n type to a 
concentration above the degenerate limit so that the system contains a large 
population of free carriers. As a result of the large electron population there 
is a large degree of interaction between the carriers, the properties of the 
system therefore reflect the total collective interaction of the charge. A clear 
understanding of the observed behaviour is only possible if one takes this 
into account, the system therefore requires an analysis within a many-body 
framework [7.2]. The convenient structure of modulation doped systems for 
the study of many body related effects has lead to a wealth of both 
experimental and theoretical work in this area. A lengthy review of this 
material is not attempted here, a number of detailed accounts however exist 
in the literature (see for example [7.3]) and only that material which is 
directly relevant to the work presented is discussed in any detail. As a 
starting point we consider the screening of the electron-hole Coulomb 
interaction which leads to an reduction in the binding energy of the 
hydrogen-like exciton state.
The single particle correlation between electron and hole (the conventional 
exciton) which exists at low densities is found to have a many-body 
counterpart at high densities. Although the single particle binding energy is 
lost (see chapter 5), the hole is still able to form a correlated state via it’s
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Coulomb interaction with the total Fermi-electron sea. Such a state is then 
considered bound with respect to the Fermi level. Because the bound state is 
so close to the Fermi energy, scattering effects reduce the lifetime and lead to 
broadening of the observed transition. As a result this "exciton" state 
gradually disappears in the extreme high density limit. This correlated 
exciton-like state is the so called "Mahan" exciton or "Fermi-Edge 
Singularity" (FES) [7.4].
7.2 The Fermi Edge Singularity
The possibility of enhanced oscillator strength for transitions in the vicinity
of the Fermi-level was first realised for a degenerately doped semiconductor
in the early work of Mahan (hence "Mahan" exciton) [7.5]. This initial work
followed on from what is an analogous effect observed in the X-ray spectra
of metals, and referred to as the "X-ray edge singularity" [7.6]. Here an X-
ray excites a core electron from its inner shell leaving behind a tightly bound
"core" hole. This strongly localised hole acts as a strong scattering site for
electrons. The low energy threshold for electron scattering is dictated by the
exclusion principle, since electrons can only scatter into empty states (Fig. 
7.1). The Fermi-level Ep hence provides an abrupt limit above which
multiple electron scattering can occur, resulting in an enhancement in the 
recombination between the electrons and the strongly localised hole. The 
enhancement is then specifically associated with transitions at the Fermi- 
edge energy, hence its common reference as the "Fermi-Edge" Singularity. 
The first calculations of Mahan were concerned with degenerately doped 
direct band-gap material. The development of this work towards the 2D case 
has been considered by a number of groups, in particular for modulation 
doped systems by Ruckenstein et al [7.7]. and by Rorison [7.8], and for the
150 Chapter 7
undoped case under high intensity excitation (e-h plasma) by Schmitt-Rink et 
al [7.4]. At present the agreement between the theoretical and experimental 
values of the relative enhancement factors is fairly poor, but recent work 
which takes account of the non-ideal geometry of the quantum well giving 
only a quasi 2D system, has made some improvement in this direction [7.9]. 
The remaining discrepancy might be associated with the neglect of 




Fig 7.1 Illustration of scattering of electrons occurring only at and above the
Fermi-level
7.3 The FES in Modulation Doped Structures
The FES was first observed for a low dimensional semiconductor in the work 
of Skolnick et al. for the InGaAs/InP system [7.11]. Using an n-type 
modulation doped structure they were able to demonstrate, at low 
temperatures and relatively low excitation conditions, an enhanced
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recombination for transitions in the vicinity of the electron Fermi-level. For 
recombination to be observed at the Fermi-level a significant number of 
holes with wave vector k corresponding to that of the Fermi-level are 
required. This restriction is fulfilled in the above system due to localisation 
of the holes, providing a sufficient spread of values in k-space ( from the 
uncertainty principle) for the transition to occur. The enhancement observed 
results from a correlation between the hole and electron populations as they 
rearrange according to the Coulombic interaction between them i.e. the 
electrons adopt an equilibrium arrangement around the hole dictated by their 
mutual interaction. The correlation mechanism proceeds via multiple 
scattering of electrons at the Fermi-level allowing the hole to be 
accommodated at a minimum screening site from which it recombines. As 
pointed out above this is observed only when the hole has an appropriate 
wavevector. The situation for which the hole is localised can then be seen to 
be directly analogous to the effect in metals described above.
Momentum conservation is guaranteed in an absorption process, as a result it 
was possible to observe the Fermi-Edge enhancement for systems in which 
no significant hole localisation occurs, for example in the GaAs/AlGaAs 
system, using either a direct absorption measurement [7.3, 7.12] or by 
photoluminescence excitation spectroscopy [7.10]. These techniques are 
equivalent only in the case when the relaxation from excited to detection 
energies is independent of the excitation process itself (see Chapter 3 and 
later discussion).
The experimental observations are now briefly discussed for the modulation 
doped structure, to provide a basis for comparison with the results of the 
current work. The figures shown are taken from Ref. [7.10] which shows 
results obtained with the same experimental system as has been used in the 
new work to be presented here, allowing a direct comparison. Fig 7.2
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illustrates the temperature dependence of photoluminescence excitation 
spectra for a GaAs/AlGaAs modulation doped structure. At low temperatures 
we observe a large increase in the recombination intensity for excitation at 
the low energy absorption edge. This enhancement is gradually quenched as 










Fig 7.2 Dependence of enhanced absorption on temperature for Modulation
doped structure
Fig. 7.3 shows the sample under increasing excitation intensity, again a 
consistent quenching of the enhancement effect is observed as the intensity is 
increased. It is interesting to note that the observed enhancement at the n=2 
subband edge (approx. 1.72eV) shows an entirely different character to the 
low energy edge and is not reduced by the above change in external 
conditions. This behaviour of the n=2 peak is typical for the normal band- 
edge exciton resonance. The dependence on temperature shown in Fig. 7.2 is 
in qualitative agreement with that theoretically predicted. The density 
dependence illustrated in Fig 7.2. is however not predicted by current 
theoretical treatments.








Fig 7.3 Quenching of Fermi edge enhancement with increasing excitation
A decrease in the Fermi-exciton resonance is predicted at large electron 
densities [7.7], however the overall increase in density following excitation 
is, in the case of these measurements, a small fraction of the total electron 
population and should have no effect on the enhancement. Instead it is 
believed that the density dependence is indicative of the influence of the 
increasing hole population which in contrast represents an order of 
magnitude change [7.10].
7.4 Correlation in Anti-Modulation Doped Structures.
The picture of the FES so far discussed gives us a suitable background from 
which to now argue the similarities observed in the degenerately centre 
doped structure. Correlation effects in such structures leading to enhanced 
recombination have not been extensively discussed in the literature to date
[7.13]. The free carrier many body system is additionally complicated in the 
case of centre doped structures by the presence of a fixed array of charged
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sites due to the ionised impurities. In considering the observed behaviour 
one needs to take account of three distinct charged species; the free electron, 
whether intrinsic or photo-excited, the photo-excited hole and the fixed 
positive centre due to the ionised donor. The dynamic interaction between 
all three is found to be a determining parameter in the correlation process. 
The following discussion of the current work starts with a brief discussion of 
the experimental setup and then presents results which allow a direct 
comparison to be made with the modulation doped case described above.
7.4.1 Experimental Details
The sample studied is again part of the series A described in the earlier 
chapters of this work. The doping concentration is degenerate so that at low 
temperatures there is an equilibrium population of free carriers in the well. 
As discussed in the earlier chapters of this thesis the exact structure has 
important consequences for the internal band structure of the system. The 
close proximity of the well to the surface implies that in the absence of a 
heavily doped compensating capping layer, a depletion region associated 
with the high density of surface traps extends through the quantum well
[7.14], [7.15]. The implication in this case is that the degenerate population 
of electrons is significantly reduced, leaving an excess of fixed positive 
charge in the well. Re-balancing the charge distribution is possible by 
making use of the band bending in the structure. Free electrons photo-excited 
in the AlGaAs barrier using above bandgap excitation, are swept into the 
well giving us a direct control of the electron population in proportion to the 
above bandgap excitation intensity. This effect is made use of in examining 
the influence of the electron density on the observed enhancement. 
Measurements have been carried out using the time resolved equipment
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previously described. The use of a pulsed laser system allows us to use 
higher excitation densities than are otherwise achievable with cw. The 
spectra are however detected using a standard photon counting technique, 
time integrated to give quasi-stationary conditions. Photoluminescence 
excitation spectra have been measured in the range 720 to 805nm at 
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Fig 7.4 Dependence of PLE on temperature for centre doped structure
7.4.2 Results
The dependence of photoluminescence excitation spectra on temperature is 
illustrated in Fig. 7.4. The signal is detected at the low energy side of the 
broad PL emission. At low temperatures a strong enhancement in
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recombination is observed for excitation at the low energy absorption edge 
which corresponds to the electron Fermi level. This enhancement is 
gradually quenched as the temperature is increased to 60K. The peak at 
higher energies corresponding to the n=2 band edge exciton is however 
affected relatively little by the increase in temperature. It is also interesting to 
note that there is some apparent enhancement extending to considerably 
higher energies above the n=l band edge (approx. 1.62eV). This temperature 
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Fig 7.5 Dependence of PLE on excitation density
The same analogous behaviour can be seen in the excitation dependence 
shown in Fig 7.5. At high densities, curve (a) in comparison to curve (b), the
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enhancement is strongly reduced. This effect is equivalent to that observed in
Fig. 7.3, however as pointed out it is in contrast to that theoretically expected 
and is perhaps again indicative of the importance of the hole density in this 
case. The final curve of Fig. 7.5, (c) illustrates the effect of the additional 
excitation which increases the electron population and hence neutralises a 
proportion of the ionised donors. The result is again to quench the 
enhancement. This is an important effect in that it indicates the importance of 
the excess proportion of positively ionised donor potentials in the mechanism 
responsible for enhancement.
So far we have drawn the parallels that exist between the traditional FES 
picture and the current work. On the basis of these results we can identify 
the observed effects as due to many-body interactions. We now show why 
the fundamental differences in the structure under investigation require a 
different interpretation of the effect to that forwarded in the modulation 
doped case. In particular the presence of the ionised donors complicates the 
picture of correlation between the photo-excited hole and the Fermi electron 
sea. Enhancement is in fact only observed under conditions for which the 
positive ionised donors represent the majority charge population. Screening 
must therefore be considered with respect to the most favourable site for the 
electron and not the hole to recombine. In the conventional FES model, the 
mobility of the Fermi-electron sea allows the accommodation of a hole at a 
screening minima. The excess positive charge is in contrast in the present 
case fixed and unable to participate in a rearrangement (scattering) process. 
The dynamics of the screening process are therefore fundamentally different 
in this case. The dependence of correlation upon the ionised donor 
population implies that the observed phenomena should also show distinct 
differences to the modulation doped case. Fig 7.6(a,b,c) show time-resolved 
measurements for different photon energy excitation. The spectra have been 
measured using a synchroscan streak camera giving a possible time
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resolution of approximately lOps. The sample is excited using the same 
tunable dye laser as above pumped to give pulses of typically 5ps duration. 
Fig. 7.6(a) illustrates excitation in the n=l subband, under these conditions 
the peak luminescence intensity shifts relatively rapidly to lower energies 
(about lOmeV in the first Ins). The results for the same photon energy 
excitation but with additional excitation to increase the electron population 
are shown in Fig 7.6(b), in this case there is essentially no shift in the 
luminescence spectrum. For excitation at a photon energy corresponding to 
the n=2 subband (Fig 7.6(c)), the luminescence again relaxes to lower 
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Fig 7.6 Time resolved measurements illustrating dependence of relaxation on
photon energy of excitation
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It is clear from these transient results that recombination at different energies 
within the total luminescence emission shows both a different behaviour in 
time, and also a different excitation energy dependence. This second point is 
highlighted in Fig. 7.7 by the dramatic difference in excitation spectra for 
detection at different recombination energies. The high energy tail of the 
luminescence is only strongly observed for the higher excitation densities 






L50 L55 L60 L65 L70 L75 L80
Photon Energy (eV)
Fig 7.7 Dependence of PLE on detection energy
7.5 Discussion
The photoluminescence excitation spectra presented in Figs. 7.4 and 7.5 
clearly illustrate the enhancement dependence which has previously been 
discussed in terms of the Fermi-Edge Singularity as observed in modulation- 
doped quantum wells. It is however, at the same time clear that the results of
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Figs. 7.6 and 7.7 do not follow the same interpretation. As already discussed 
a good indication of the important factors in this new mechanism, comes 
from the dependence of enhancement on the density of ionised donor 
potentials. The enhancement factor can be related to the scattering strength of 
these potentials. This fact is a total contradiction to what is normally 
considered as the ground for the non-observation of the Fermi-edge 
resonance in highly doped bulk semiconductors i.e. "strong scattering of 
carriers by the random impurity potentials" [7.3]. We must consider then a 
correlation mechanism which is strongest in the positive environment of a 
majority population of ionised donors. The photo-excited electron is created 
in what is an overall positive background charge. The donors are however 
fixed and therefore unable to react to the presence of the electron by 
scattering to accommodate it, as would be the analogy of the FES. An 
important dynamic role is therefore still played by the electrons. The 
interaction of the photo-excited electron with the positive background is 
determined by the screening ability of the total electron population. The 
predominant component of this is the dynamic screening of those electrons at 
and above the Fermi-level. This point is worth stressing since the density of 
excited electrons in a typical experiment is a small fraction of the existing 
population, it is only the fact that these electrons make a dynamic 
contribution to the screening which makes them significant. Once the excited 
electrons relax to the Fermi-edge their additional contribution to screening is 
lost. The relaxation proceeds via two basic mechanisms; an extremely rapid 
thermalisation with the existing electron population due to electron-electron 
scattering (see Fig. 7.8) and secondly a less rapid cooling of the total electron 
population via acoustic phonon emission. The former takes place on a time 
scale of a few ps, while the second mechanism requires typically lOOps 
[7.16]. The efficiency of electron-electron scattering in establishing a new
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thermal equilibrium between the intrinsic electron population and those 
photo-excited, would account for the strong broadening of the Fermi edge 
resonance and the absence of significant enhancement at energies well above 
the Fermi level (the Uncertainty principle dictates the spectral width for such 
short lived states). This in itself allows us to conclude that the relaxation 
observed in the time resolved results of Fig. 7.6 is not due to a change in 
screening, since from the above arguments we believe the electron system to 
be totally relaxed in terms of the screening after only lOOps. The 
luminescence peak however continues to shift rapidly to lower energies for 
times up to Ins. In addition to a change in the dynamic screening there is 
also a simple reduction in the electron concentration with time due to 
recombination. The change in electron population, which in turn results in a 
small change in local potential, is however not significant in altering the 
subband energy levels and correspondingly shifting the luminescence 
spectrum. To understand the temporal development we need to go back and 
consider the minority carrier in this system, the photo-excited hole.
Energy
Photo-excited





Fig 7.8 Thermalisation of photo-excited electron distribution
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The hole is generated in a system of random positive potentials surrounded 
by a smaller number of electrons. In such an environment the hole represents 
a mobile charged species to which the electrons will react via their coulomb 
interaction. It is therefore possible to consider that the hole is able to move to 
provide a favourable recombination site for the electron in an overall positive 
background. This picture is at first sight unrealistic since the photo-excited 
hole is repelled by the positive donor potential and will move away from 
such centres, losing the possibility for enhancing electron interaction. The 
random nature of the donor potentials, however has the effect that holes in 
scattering between these potentials become effectively localised (Anderson 
type localisation, see chapter 2) [7.17]. Localisation of this kind is in 
particular enhanced in a strongly compensated system, which is almost 
certainly the case for this sample. Since the Si dopant is amphoteric, a 
significant amount of the Si atoms will be present at high doping levels as 
acceptors on the As site. Typically this fraction is around 10% [7.18]. 
Separate evidence for such localisation is obtained from studies of the low 
energy tail in PL spectra of centre doped QWs [7.19].
So far we have argued that the movement of the hole will determine the 
recombination site with the electron and that at the same time the hole 
becomes localised. The time scale over which such processes occur is again 
a key to the role they play in the overall effect. The relaxation of a 
photoexcited hole is found to be considerably faster than that of an electron
[7.20]. The mechanisms described above for the hole are therefore active in 
an environment which is strongly screened by a large excess of high energy 
electrons. As a result the final distribution of relaxed holes is determined by 
the initial screening, which in turn is dependent on both the excited electron 
energy and also the total density. Following this argument through we 
propose that the observed differences in recombination are simply the result
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of the dependence of the hole distribution on the screening ability of the 
excited electron population. The slower time development of the PL spectra 
follows from the relative difference in recombination rates for holes in 
different states. Briefly, our model predicts that each recombination channel 
will show a dependence on excitation which reflects the occupation of the 
hole state. Exactly this behaviour is observed in Fig. 7.4. The enhancement 
in the vicinity of the Fermi-level is a function of the relative screening 
efficiency of these electrons. This effect is strongest for the low energy 
recombination where the hole occupancy is less density dependent. The high 
energy recombination is only observed for high excitation densities, while in 
contrast the low energy transitions are observed for all excitation levels but 
the relative radiative efficiency and recombination rate is screening 
dependent.
7.6 Conclusion
A correlation effect has been demonstrated for degenerately centre doped 
structures which is analogous to that observed for the Fermi-Edge singularity 
in modulation doping. A qualitative model is proposed which accounts for 
both the time integrated and the temporal development of the 
photoluminescence emission. The dynamics of the recombination process in 
a many-body correlated system are highlighted as being vital to the correct 
understanding of the role of the different carrier types in correlation. In 
particular the relative time scale of the electron and hole relaxation implies 
that the effects observed are probably unique to n-type samples. The 
corresponding effect in p-type material it is believed would not be observed 
due to the loss of the additional screening before the electron population 
relaxes. The important question of why it is at all possible to observe such a
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correlation given the problems of strong scattering by the random impurity 
potentials is not entirely resolved. The mechanism discussed in the text could 
in concept also apply to bulk material. Perhaps one indication of why it has 
been observed first here in the confined case is the idea that in 2 dimensions 
one only requires an arbitrarily weak potential to support a bound state, and 
therefore weak localisation in a degenerate system can in this case play a 
more significant role.
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Chapter 8
Summary and future work
The work prepared in this thesis falls naturally into two categories describing 
different aspects of the problem of impurities in low dimensional semiconductor 
structures. The first of these points can be simply stated as the influence of the 
electrical potential associated with an impurity on the two dimensional 
confinement itself. The band offset between different materials, which defines 
the simple square well problem used to analyze these structures, can be 
dramatically distorted by the Coulombic potential associated with an ionised 
impurity. This idea has been extensively studied in chapter 4. A number of 
interesting consequences have been demonstrated for a bandstructure perturbed 
in this way. As a result of the dependence of the distortion on the charge state 
of the impurity a novel charge transfer effect can be demonstrated. This charge 
transfer is the redistribution of photo-excited charge to compensate the potential 
produced by ionised impurities. Such a mechanism has previously been 
recognized in modulation doped structures where the dopant impurities are 
naturally intentionally ionized. In the current work the ionization of the 
impurities is a consequence of depletion by surface related states. In both cases 
there exists a well defined threshold energy for charge transfer which 
corresponds to the AlGaAs band gap and the resulting generation of free 
carriers in this material. This dependence suggests that it may be possible to 
design novel optical switches based on such ideas. In any case, the utilisation 
of the charge state of an impurity is an additional parameter open to the design 
of quantum devices and implies enormous scope for future work in this area. 
Work is in progress to look at the charge transfer mechanisms in a more
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controlled manner. This is achieved by using acceptors placed in the barrier to 
intentionally ionise donors in the well. By adjusting the separation between 
acceptor and donor populations we aim to be able to control the lifetime of the 
neutral state (Fig.8.1)
Chapter 5 has focused on the development of the optical properties of a single 
quantum well with doping level. Again one aspect of these results has been to 
demonstrate the dependence on doping density of the quantum well distortion 
discussed above. In addition the opposite viewpoint, that of the effect of 
confinement on the impurity states, is also discussed. Two important results 
coming from this work are the difference in the dependence on doping of the 
degenerate limit and of the ionisation of excitons due to screening when 
comparing the 2 and 3 dimensional cases. Both increased limits can be 
understood in terms of the simple confinement of the particles within the 2 
dimensional layer. This restriction reduces the overlap and hence the 
interaction between carriers, in addition their reduced freedom of movement 
implies a less effective screening action.
The use of an amphoteric dopant such as Si results in strong compensation 
effects at high doping levels. The strong potential fluctuations in a 
compensated system produce correspondingly strong localisation of free 
carriers and excitons. The smearing out of these random potentials due to a 
mobile charge population has been shown in chapter 5 to dramatically reduce 
the localisation and produce a novel line-narrowing of the exciton transition at 
the degenerate limit. This effect has not been discussed for bulk material 
although a survey of optical spectra appearing in the literature suggest that 
similar line narrowing effects are present in the observed band transitions.
The ideas of localisation and exciton interaction are expanded in chapter 6, 
which makes an extensive study of the dynamics of free exciton and bound 
exciton interaction over a wide range of doping levels and for different applied
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conditions. The mechanisms via which a resonantly excited exciton interacts 
with impurities and with the lattice before recombining occur on a picosecond 
time scale. These dynamic processes have been studied using a time-resolved 
technique allowing the recombination of both free and bound exciton to be 
measured in parallel. One important result which is clear from this work is that 
the observed recombination rates are often determined by the coupling between 
channels due to capture and thermal emission. The concept of a radiative 
lifetime as an intrinsic measure of a particular recombination efficiency is 
therefore of limited value for a doped system under typical low temperature 
conditions.
For narrow well widths localisation at interface states dominates the observed 
photoluminescence (PL) spectra. In such a system, it is not possible to measure 
the binding energy of an impurity directly from the PL spectra. Using the 
technique of selective excitation we are able to restrict the excited population to 
a well defined localisation energy. In turn the bound states occupied are those 
occurring in the same localisation volume, referred to in the text as "spatially 
correlated." Depending on the relative mobility of the states excited the bound 
exciton recombination appears as a sharp well resolved peak, separated from 
the laser by exactly the exciton-impurity binding energy. Such a technique 
allows an extremely accurate measure of the binding energy to be made. Work 
is in progress now to study the enhancement in binding energy of the impurity 
according to the size of the localisation volume in which it appears.
Correlation is again the topic of Chapter 7. As discussed above, at high doping 
densities the exciton is ionised due to screening in the electron sea. In this case, 
it is possible to form a bound state between a single hole (in n-type material) 
and the total electron sea. This mutli-particle excitation has been observed on a 
number of occasions in modulation doped structures and is referred to as the 
Fermi-Edge Singularity (FES) or the "Mahan" exciton. A related effect in
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strictly centre doped structures is reported here for the first time. The 
determining effect in this phenomenon is found to be the energy dependence of 
the screening efficiency of electrons. Electrons with energy around the Fermi- 
level are found to be most effective in screening. As a result it is these 
electrons which most effectively correlate with a hole in the conventional FES 
picture. This same argument applied in the case of the strong localisation 
present in a highly doped structure implies that the degree of electron screening 
determines the localisation occurring in the system. The distribution of states 
occupied and in turn the observed recombination will follow from the exact 
energy of the carriers excited. The dependence of the hole distribution on the 
screening of electrons implies that their exists sensitive balance within which 
the change in electron concentration, or the effect of dynamic screening will 
have a measurable effect for a particular state. As a result the measurement is 
fairly difficult to carry out and the exact degree of enhancement not consistently 
reproduced! The mechanism is however an interesting one and further more 
detailed measurements are planned to study how the state occupation is 
influenced by the carriers in the system.
In making an overall conclusion to the work presented in this thesis the obvious 
statements are perhaps the ones that best describe the situation. A number of 
different properties and ideas have been discussed which highlight the diversity 
of effects that an impurity can promote in a quantum confined structure. It is 
without question that there remains a vast amount of work to be done in this 
field, indeed it is more than 10 years since the first theoretical confined 
impurity calculation of Bastard and we are still very much in the infancy of the 
subject. Some of the more important topics for future work areas follows: (i) 
Localisation. As discussed extensively in this work localisation is particularly 
important in a 2D system. The presence of interfaces which remain rough on 
an atomic scale inevitably results in localisation to some degree. This
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localisation will for example influence the interaction of carriers and hence 
determines the observed properties of the system. The mechanisms of interface 
localisation are at present not well understood. Recent interesting results 
looking at the problem in AlGaAs-GaAs structures have, as an example, 
proposed that the interface between the binary compound GaAs and the ternary 
AlGaAs is inevitably poorer than the interface between two binary alloys GaAs 
and ALAs [1]. By growing a single monolayer of AlAs at the interface between 
GaAs and AlGaAs remarkable improvements in exciton linewidths have been 
demonstrated indicating a smoother interface, (ii) Deep states and non-radiative 
recombination. Deep states tend to be ignored in 2D since they are not observed 
optically, however as non-radiative channels they can potentially be of great 
importance. Again relating to the previous point, many of the defect states 
associated with the interface can be expected to be relatively deep. A good 
indication of this is found if one compares the radiative linewidth with the 
decrease in radiative efficiency with increasing temperature. Although not a 
general correlation, a broader linewidth typically indicates a more dramatic 
drop in radiative recombination with temperature.
The use of externally applied perturbations to the quantum well has not been 
discussed in this work. Among those techniques which will certainly be of 
particular importance are the use of hydrostatic pressure and magnetic fields. 
As an example of this first method there has been quite extensive work carried 
out to look at how the band offsets between well and barrier change with 
increasing pressure. The different pressure coefficients of the bulk bands 
(T,X,L) results in a crossover in which of the valleys forms the conduction 
band minima. This crossover is different in the AlGaAs barrier when compared 
with the GaAs well. As a result it is possible to achieve a transition from what 
is called a type I structure (both carrier types are confined in the same material) 
to a type II structure( carriers confined in different materials). As a parallel to
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this we can ask the question what happens to an impurity under the transition 
from a type I to type II bandstructure? For example an impurity present in the 
well becomes ionised and loses its charge to the barrier as the conduction band 
minima in the barrier becomes lower than that in the well. Work we have so far 
carried out indicates that this crossover is not easily observed since the spatially 
indirect transition (well to barrier) is not seen and only a dramatic drop in the 
direct transition is apparent.
Finally a brief comment about magnetic field measurements which is by far the 
most extensively applied of the two techniques. In this work it has been used to 
look at the transitions observed in the low doped quantum well under the two 
excitation conditions discussed in chapter 4. Using a Faraday geometry 
(excitation parallel to magnetic field) with the field perpendicular to the 2D 
plane we observe strong quenching of the low energy transition while at the 
same time a corresponding enhancement of the free exciton. We interpret this 
as evidence to support the assignment of the low energy transition as due to the 
ionised donor bound exciton. The application of a magnetic field to the higher 
doped samples is perhaps one of the more interesting experiments that should 
be carried out in the future to look further at the mechanisms discussed in this 
work.
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