Abstract. Performance of several standard turbulence models in predicting the flow field of a plane jet is analyzed. Jet potential core length is shown to be overestimated by all the models considered. To solve the problem, an additional source term in the turbulence characteristic frequency ω equation is used. It accounts the longitudinal flow inhomogeneity and entrainment which influence turbulence in jet mixing layers. In comparison to the earlier publications on this source term, a coefficient in its formulation has been slightly altered to better predict round jets. The modified SSG/LRR-ω differential Reynolds stress model is used to compute several test cases including free subsonic plane and round jets, a supersonic underexpanded free round jet, and a coaxial jet. In all the cases, improvements over the standard SSG/LRR-ω and SST models are shown. Further steps involving RANS turbulence models verification with high order of accuracy LES computations are discussed.
INTRODUCTION
Today it is widely recognized that most turbulence models overestimate jet potential core length L ini . In [1] L ini overprediction is reported for k − ε and SST models, in [2] the same is shown for an EARSM, and in [3] SSG/LRR-ω differential Reynolds stress model (DRSM) is found to give similar results. This issue can negatively influence the modeling of many problems involving civil aircraft propulsive jets, their interaction with nozzle walls and downstream structural elements of a plane. Several solutions of this problem have been proposed. In [1] , L ini is reduced by taking into account the increase in turbulent diffusion intensity near the jet axis due to acoustic interaction between different parts of the mixing layer; in [4] , another modification of turbulent diffusion is proposed compatible with the concept of mixing layer self-similarity. In [3] , the problem is further investigated and another approach to improve the jet potential core modeling is developed which is not connected to the amplification of the modeled turbulence diffusion. Instead, the influence of longitudinal mean flow inghomogeneity on turbulence statistics is analyzed and taken into account. This approach is followed in the present paper. Firstly, more computational results confirming the inadequacies of standard models in predicting L ini are presented. After that, a minor update to one of the coefficients in the model proposed in [3] is made. Finally, new test cases computations using both modified and original models are reported.
The structure of the paper is as follows. In Section 2, the results of free plane jet computations using several standard turbulence models are compared, and common shortcomings of the solutions are discussed. In Section 3, a modification to the SSG/LRR-ω turbulence model is formulated and briefly commented. In Section 4, the computations of free subsonic plane and round jets, a supersonic underexpanded free round jet, and a coaxial jet are reported, and performance of the modified model is compared to the standard one and to the eddy viscosity SST model. Further steps in RANS turbulence models verification involving high order of accuracy LES computations are discussed in Section 5. The conclusions are made in Section 6.
STANDARD TURBULENCE MODELS

Solver and turbulence models
All the computations presented here are conducted using the EWT-TsAGI in-house code [5] . The solver uses structured multiblock hexahedral meshes. Hanging nodes at the block boundaries are allowed.
The following complete unsteady equation systems for the compressible air flow can be solved by the code:
• Euler equations;
• Navier-Stokes equations;
• Favre averaged Reynolds equations with one of the turbulence models listed below: -Menter SST model [6] ; -Coakley q − ω model [7] ; -Spalart-Allmaras model [8] ; -Wilcox Stress-ω DRSM [9] ; -SSG/LRR-ω DRSM [10] and its modified version [3] .
Second order of accuracy finite volume Godunov-Kolgan-Rodionov scheme is implemented in the solver. Explicit second order two step time marching (global, fractional, and local time steppings), first order backward Euler unconditionally stable implicit time marching (global and local time steppings), and second order dual time stepping are available.
The following notes concerning the numerical method need to be made. First, turbulence variables at a face of a cell are reconstructed with the same method (using van Leer limiter by default) as main variables thus maintaining the same accuracy order for all the equations. Second, exact iterative Godunov Riemann solver is used (turbulence variables are treated as passive scalars). To our experience, these features, aimed at increasing the accuracy of the method, generally do not degrade convergence.
Since the test cases reported here are steady, implicit scheme has been used in the computations.
Test case specification
To demonstrate the performance of the standard turbulence models, computations of a free subsonic plane jet of a cold air have been performed. Nozzle width h based Reynolds number Re h = u 0 h/ν is 6.7 × 10 6 , Mach number is 0.30. At the nozzle exit, approximately top hat velocity profile forms with thin turbulent boundary layers (each boundary layer has relative 0.99u 0 -velocity width δ 99 /h of 0.014). The primary role of these boundary layers is to supply the initial mixing layers with sufficient turbulence level for smooth self-similar development. On the other hand, both turbulence intensity and turbulent viscosity ratio in the potential core flow has been set negligibly small (
Computational domain scheme and boundary conditions (BCs) are shown in Figure 1 (scaling is not proportional). Soft Riemann invariants based BCs are specified on the left boundary (above the jet flow region) and on the upper half of the right boundary. On the lower part of the right boundary, extrapolation BCs are used to better predict the outflow of the jet. Symmetry plane is set at the top (to avoid incorrect entrainment flow patterns) and the botoom (which is jet centerplane). External boundaries are placed 200h away from the jet centerplane. No-slip BCs are set on the nozzle wall which length is equal to h. Ambient outer flow with relative velocity u ∞ /u 0 = 0.01 is specified in order to avoid instabilities due to interaction of soft BCs with stagnant air.
There are several published sets of experimental data on free subsonic plane jets. In this paper, data on velocity distributions along the centerline are taken from [11, 12, 13, 14] . According to them, jet potential core length L ini defined as the distance from the nozzle exit where centerplane velocity is 0.99u 0 , lies in the range 5h ≤ L ini ≤ 6h.
Computational meshes and mesh convergence study
A set of three nested meshes has been generated containing approximately 60000, 15000, and 4000 cells. An overview and nozzle region of the coarse mesh are presented in Figure 2 . Hanging nodes outside the jet regions are clearly visible. They allow to significantly reduce the number of cells without affecting the accuracy of the results.
The fine mesh is designed to reproduce in details the mean flow in mixing layers (about 120 cells across the turbulent zone) and shear region downstream the initial region of the jet (about 140 cells per jet half-width). Nozzle boundary layer is resolved with 60 cells across it, the first cell height in wall units being of the order of 1.
To study the mesh convergence, computations with SST turbulence model have been per- formed on each mesh. Resulting centerplane velocity and turbulent kinetic energy k distributions in the region 0 ≤ x/h ≤ 30 are shown in Figure 3 . The difference in the velocity distributions is no more than 1.3% between the fine and medium meshes and no more than 2.6% between the medium and coarse meshes. Peak turbulent kinetic energies almost coincide, positions of k maxima differing within 0.1% and 5%, respectively. It is concluded that medium mesh is sufficient for further analysis in this paper. Another argument against the fine mesh is difficulties in obtaining the steady solution. KelvinHelmholtz type instability easily develops in the mixing layer, and to avoid it, it is necessary to start the computation with the first order numerical scheme, and after getting the steady field, proceed with second order scheme but with significantly limited time step. Even with these tricks, some travelling pressure waves persist is the mixing layers which slightly influence the centerplane velocity in the potential core. On the other hand, computations on the medium mesh converge to steady solutions smoothly. 
Results comparison
After the mesh convergence study with SST model, computations with Spalart-Allmaras, Wilcox Stress-ω, and SSG/LRR-ω models have been performed. In computations with DRSMs, isotropic turbulence has been specified at inflow boundaries. Centerplane velocity distributions obtained in these computations are compared with experimental data in Figure 4 . It is clearly seen that all the models overestimate jet potential core length L ini . The least error in L ini compared to the experimental data give Spalart-Allmaras model, the simplest among the models considered, and Stress-ω DRSM. They overpredict L ini by 60%. The higher error is produced by SST and SSG/LRR-ω models (80%). At the same time, mixing layer width growth rate dD 0.1 /dx (D 0.1 is the distance between the points where u = 0.1u 0 and u = 0.9u 0 ) is predicted much better and lies within ±15% around experimentally observed value for all the turbulence models considered. Obtained values are collected in Table 1 It turns out that different classes of turbulence models, from one equation eddy viscosity models to DRSMs, are affected by the same issue of overestimating L ini while correctly predicting dD 0.1 /dx. This suggests an idea that mixing layer velocity profile is distorted such that the whole turbulent zone is "rotated" outwards the jet centerplane. In the following Section, a modification to the turbulence characteristic frequency ω equation is described which fixes the mixing layer velocity profile and recovers the correct L ini in computations.
MODIFIED TURBULENCE MODEL
The ideas of the modification are given here in brief and consecutive derivation of the formulas is omitted because these questions were the subjects of another paper [3] where they are described in details. The main goal of the current paper is to extend the number of test cases of the modified model and to more thoroughly assess its performance.
The idea of the modification
The first step of the SSG/LRR-ω model modification is recalibration of its coefficients in order to obtain as accurate description of mixing layers as possible. During the coefficients tuning it appears that temporal mixing layer velocity profile [15] is easy to reproduce, but single stream spatial mixing layer is a challenge. The process of tuning is described in [3] . The new "free stream" coefficient values using the designations of [10] are:
Velocity profiles in these two flows obtained after optimization of the coefficients are shown in Figure 5 .
With the optimized coefficient set, temporal mixing layer fits the available data, but spatial mixing layer velocity profile is too sharp at the high velocity boundary of the mixing layer and too wide at the low velocity boundary. Indeed, this behavior is typical for most of the turbulence models. It leads to the idea that turbulence models do not take into account the influence of longitudinal flow inhomogeneity and entrainment effects in spatial mixing layer on turbulence. To describe these effects, a mechanism should be reproduced which increases the turbulent kinetic energy dissipation rate in the low velocity region of the spatial mixing layer and decreases it in the high velocity region by taking into account longitudinal gradients of different variables (velocity components u i and turbulence variables ω, u i u j , and its invariants). 
Modified ω equation
One possible form of taking into account the effects mentioned above is an additional source term I ω in ω equation [3] . It can be written as
where Sρ ω are the standard diffusion and source terms in ω equation. I ω is a Galilean invariant, local source term which takes different signs at the opposite edges of spatial mixing layers. In temporal mixing layer, it is zero. Recommended "free stream" C ω3 value is 20 instead of previously reported value 22 to better capture the initial region of round supersonic jets. Near walls, I ω is not used ("near-wall" value of C ω3 is 0). The effect of I ω inclusion in ω equation on single stream spatial mixing layer and on far field of an incompressible free plane jet is shown in Figure 6 . Optimized coefficient set (1) was used in all these computations. It is seen that with I ω term, the two flows considered fit the experimental data.
TEST CASES
The modified SSG/LRR-ω model as well as its original version and eddy viscosity SST model have been used to compute four jet test cases described below.
Free subsonic plane jet
The first test is a free subsonic plane jet described in Section 2. In addition to the results obtained above, modified SSG/LRR-ω model has been used. The same boundary conditions have been specified on the medium mesh. Resulting centerline velocity profiles are shown in Figure 7 .
With the modified model, L ini is predicted to be 6h which lies at the boundary of experimental range 5h − 6h and is approximately two times lower than with two other models considered. Mixing layer width growth rate dD 0.1 /dx is 0.17 which is within experimental range. 
Free subsonic round jet
This test case corresponds to the free subsonic plane jet described above except that computational mesh is a 5
• sector in azimuthal direction. In (x, r) plane, the mesh coincides with the medium mesh used in the plane jet test. The resulting axial velocity distributions obtained with the three turbulence models are presented in Figure 8 . Experimental values are taken from [16, 17, 18] . In round jets, experimental L ini values fall in the range 5d − 6d, where d is nozzle diameter.
Again, the modified model gives L ini = 5d which lies in the experimental range. The original SSG/LRR-ω model gives L ini = 8.5d and SST model gives L ini = 8d. As in plane jet, mixing layer width growth rate fits the experimental data for all three turbulence models. Downstream the initial region, all three models predict too fast axial velocity decay. This is due to a well-known "round jet/plane jet anomaly" which can be eliminated by using either axial Pope correction or nonlinear pressure-strain models [19] . 
Underexpanded free round jet
In this test, a cold free supersonic round air jet has been modeled. It was studied experimentally at ITAM SB RAS [20] . The jet issues from a converging nozzle with Mach number at the exit equal to 1. Nozzle pressure ratio is 2.8. Nozzle diameter d based Reynolds number number Re d = u e d/ν e is 8.5 × 10 5 , where parameters with subscript "e" are taken at the nozzle exit. Turbulence level at the nozzle exit Tu e is taken to be 0.9% to reproduce the experimental conditions.
An overview of the computational domain, mesh, and boundary conditions is shown in Figure 9 . When generating the mesh, its density has been taken to be approximately the same as in medium mesh in free subsonic plane jet, which had been shown to produce mesh converged solutions.
In Figure 10 , axial distributions of relative Pitot pressure p t /p 0 , where p 0 is the total pressure in the core of the nozzle, are shown. SST and original SSG/LRR-ω models capture the first 4 cells of the jet, after which they do not predict experimental p t fall. Moreover, SST model underpredicts the amplitude of p t oscillations at x/d > 5. The modified SSG/LRR-ω model captures 5 jet cells and p t fall at x/d > 5, which fits the experimental data better.
In Figure 11 , three cross-sections of p t /p 0 obtained in computations are compared with the experimental data. SST and original SSG/LRR-ω models give similar results predicting too sharp high velocity boundary of the mixing layer. The modified SSG/LRR-ω model make mixing layer smoother in this region and captures the experimental behavior of Pitot pressure.
Coaxial jet
This flow was also studied experimentally at ITAM SB RAS. Now it is one of the tests in has been taken to be approximately the same as in medium mesh in free subsonic plane jet to get mesh converged solutions. In this test, it contains approximately 150000 cells. In Figure 13 , three computed cross-sections of p t /p 0 , where p 0 is the total pressure in the air supply of the outer contour, are compared with the experimental data. Longitudinal coordinate axis x origin is at the tip of the central body. As clearly seen from the experimental data, boundary layers at the walls of the outer contour are much thicker than in computations. In fact, their traces collapse already at x/D = 0.08. This leads to lower peak p t values at y/D ≈ 0.3 than in computations. SST model predicts a small region of p t decrease at y/D ≈ 0.2 downstream the position x/D = 0.80 which is absent both in experiments and in computations using DRSMs. On the other hand, wake intensity behind the central body is overpredicted by all the models considered. This is an interesting issue to investigate in the future. Apart from this discrepancies, the overall agreement between the computations and the experiment is satisfactory. The modified SSG/LRR-ω model predicts a different velocity profile in the outer mixing layer which seems to be realistic since similar behavior allowed to better fit the experimental data in the previous tests.
FURTHER STEPS: LES BASED VALIDATION
As has been shown in paper, the modified model improves modeling accuracy of the jet flows considered in the paper. However, several questions are still open, some of them are:
• Are there other, maybe simpler, forms of additional source term in ω equations which play the same role as I ω used in the paper? If there are, which one to prefer?
• How to further modify turbulence model equations to better capture the decay of turbulent wakes, e.g. central body wake in the coaxial jet test?
• How do mixing layers develop when they originate from thick boundary layers? Are there any specific features? Does I ω term needs a correction in this case? This can be studied in a series of coaxial jet test computations with correct boundary layers in the outer contour. Nowadays, there is strong progress in developing and validating the high order LES techniques, among which is Discontinuous Galerkin based LES [21] . These techniques are capable of accurately capturing turbulence phenomena in the range of scales, and it looks natural to use these capabilities for term-by-term validation and tuning of RANS turbulence models.
As the next step for the research presented in the paper, we plan to conduct LES based computations of the coaxial jet to get answers to at least some of the questions listed above. We have developed a new in-house code with the following features:
• High spatial order Discontinuous Galerkin method with up to piecewice cubic polynomials.
• Explicit time discretization (multistage Runge-Kutta schemes of up to 4 th order) with fractional time stepping technique.
• Complete compressible LES equation system with Smagorinsky subgrid scale model.
• MPI parallelism with efficient scalability on up to ∼ 10 4 cores.
The data obtained in LES computations will allow to extract distributions of individual terms in Reynolds stress and ω equations. They will be compared to the data in RANS computations to improve the engineering models for different terms in RANS turbulence models.
CONCLUSIONS
It is shown that different standard turbulence models, from linear eddy viscosity models to DRSMs, incorrectly predict jet potential core length. SSG/LRR-ω DRSM is recalibrated and supplemented by an additional source term in the turbulence characteristic frequency ω equation which accounts the longitudinal flow inhomogeneity and entrainment. These effects influence turbulence in jet mixing layers and change its velocity profile. Four jet test cases are considered, in all of which the modified model improves the accuracy of flow field predicion over the standard models examined in the paper.
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