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Abstract
Which combinatorial sequences correspond to moments of probability measures on the real
line? We present a generating function, in the form of a continued fraction, for a fourteen-
parameter family of such sequences and interpret these in terms of combinatorial statistics on
the symmetric groups. Special cases include several classical and noncommutative probability
laws, along with a substantial subset of the orthogonalizing measures in the q-Askey scheme,
now given a new combinatorial interpretation in terms of elementary permutation statistics.
This framework further captures a variety of interesting combinatorial sequences including,
notably, the moment sequences associated to distributions of the numbers of occurrences of
(classical and vincular) permutation patterns of length three. This connection between pat-
tern avoidance and broader ideas in classical and noncommutative probability is among several
intriguing new corollaries, which generalize and unify results previously appearing in the liter-
ature, while opening up new lines of inquiry.
The fourteen combinatorial statistics further generalize to signed and colored permutations,
and, as an infinite family of statistics, to the k-arrangements: permutations with k-colored fixed
points, introduced here along with several related results and conjectures.
1 Introduction
By describing the distributions of random objects in terms of their moment sequences, a number
of fundamental probability laws are seen to be equivalent to key constructions in combinatorics.
A well-known example is the semicircle law [Wig55] whose ubiquity in random matrix theory and
free probability is paralleled by the pervasiveness of its moments, the Catalan numbers, in the
enumerative world. Similarly, the moments of the Poisson and Gaussian laws enumerate, respec-
tively, set partitions and perfect matchings of sets, while the ‘noncommutative analogues’ of these
probability laws are given by combinatorial refinements of the aforementioned moment sequences
[BS91, Ans01, Bli12, BEH15, Ejs20]. This probabilistic interpretation further extends to combina-
torial statistics on set partitions, symmetric groups and other Coxeter groups [BS94, BEH17].
The classical theorem of Hamburger [Ham20] provides a complete characterization of moment se-
quences associated to (positive Borel) measures on the real line. Namely, given some real-valued
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sequence (mn)n≥0, the existence of a measure µ with the property that∫
R
xn dµ(x) = mn (1)
is equivalent to the positive semidefiniteness of the Hankel matrices (mi+j)0≤i,j≤n for all n ∈ N0.
(The measure µ is of course a probability measure wheneverm0 = 1.) Unfortunately, establishing the
positivity of the Hankel matrices is a difficult combinatorial problem. Rather, showing that a given
combinatorial sequence is a moment sequence is typically approached by other means, including
explicitly writing down the corresponding measure (see e.g. [M lo10, M lo12, MP14, MK15, MP18,
Sok18]).
On the whole, the integer sequences that are positive definite (in the preceding sense) are relatively
few, but their class seems to include surprisingly many classical sequences. Rather than considering
such problems in isolation, we are interested in general principles that may help elucidate the link
between combinatorial structure and positivity.
In this paper, we introduce a fourteen-parameter class of combinatorial sequences which are mo-
ments of measures on the real line. Our central object is the following continued fraction.
Definition 1. For parameters a, b, c, d, f, g, h, `, p, r, s, t, u, w ∈ R, let
C(z) = Ca,b,c,d,f,g,h,`,p,r,s,t,u,w(z) :=
1
1− α0z −
β1z
2
1− α1z −
β2z
2
. . .
(2)
with
αn = u · wn + s [n]a,b + t [n]f,g, βn = p r [n]c,d [n]h,`. (3)
(Above, we follow the standard convention by letting [n]x,y := x
n−1 + xn−2y + · · ·+ xyn−2 + yn−1
for n ∈ N, with [0]x,y := 0.)
By our main theorem (Theorem 1, next section), the continued fraction C has a natural combina-
torial interpretation in terms of fourteen elementary combinatorial statistics on permutations, to
be defined in detail in the next section. Except for the traditionally defined fixed points, these are
all based on excedances, that is, integers i ∈ [n] := {1, 2, . . . , n} such that σ(i) > i, anti-excedances,
σ(i) < i, and inversions among letters of σ, that is, pairs (i, j) such that i < j and σ(i) > σ(j).
We distinguish between linked and non-linked excedances (an intuitive geometric property, defined
shortly) and anti-excedances, respectively, as well as between inversions and non-inversions asso-
ciated to these. An aspect of the continued fraction C worth highlighting is the systematic nature
of its combinatorial interpretation. Namely, the fourteen combinatorial statistics characterize the
action of σ ∈ Sn on each element of [n] := {1, 2, . . . , n} by placing each pair i 7→ σ(i) into one of the
five aforementioned excedance-based classes, with the relations between the elements in each class
(and in one case between classes) captured in terms of inversions and non-inversions. As a result,
it becomes relatively straightforward to understand, on a combinatorial level, the appearance in
specializations of C of the combinatorial families given in Table 1.
Continued fraction expansions of ordinary generating functions commonly appear in combinatorial
theory, particularly in relation to labeled Motzkin paths [Fla80]. As such, the continued fraction C
generalizes aspects of several important papers connecting continued fractions, Motzkin paths and
statistics on permutations and other combinatorial structures, such as [FV79, Fla80, FZ90, Bia93,
dMV94, Eli17]. Given a continued fraction associated with a well-studied combinatorial sequence,
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there are typically two approaches to arriving at a more general result. One consists of attempting
to ‘fold in’ multiple related combinatorial statistics into one generating function, such as in e.g.
[CSZ97, IKZ13, Eli17]. That is, given some multivariate generating function associated to several
combinatorial sequences, the problem consists of identifying the continued fraction expansion of the
said generating function. Most recently, Sokal and Zeng [SZ] have undertaken an impressive study
of various ways in which statistics on permutations, set partitions and perfect matchings can be
consolidated in this manner.
The other approach, taken presently, seeks to provide a more general scheme of generating functions.
Here, the challenge is that of giving a natural combinatorial interpretation for some multiparameter
continued fraction or, equivalently, for a multiparameter family of polynomials that are orthogonal
with respect to some linear functional. The continued fractions studied may be associated with new
schemes of orthogonal polynomials, such as [SS94, SS96, Ran98], or well-known ones, as in the par-
ticularly notable works of Corteel and Williams et al. [CW11, CSSW12] that provide a combinatorial
interpretation for the Askey-Wilson family of q-hypergeometric orthogonal polynomials.
We find that the continued fraction C of Definition 1 includes a surprising number of interesting
specializations of the Askey-Wilson polynomials, which appear as named families in the q-Askey
scheme [KLS10]. In this manner, C ascribes a new and considerably more transparent combinato-
rial interpretation, in terms of elementary permutation statistics, to a substantial portion of the
q-Askey scheme, while generalizing these families in a different direction. Furthermore, C extends
the so-called octabasic Laguerre family of Simion and Stanton [SS94, SS96], also associated with
combinatorial statistics on the symmetric groups. A crucial difference between our approach and
that of Simion and Stanton is in the explicit accounting of the fixed points, which in prior work
are combined with anti-excedances to form non-excedances. The result is a considerably greater
degree of generality, admitting a wider array of interesting special cases, and a greater symme-
try in the continued fraction. (Note that Simion and Stanton do not work with ‘excedance based’
statistics, but their statistics correspond, via a certain bijection, to such statistics, as further dis-
cussed in Section 4.4.) Our work also partially extends a sixteen-parameter framework of Ran-
drianrivony [Ran98], itself another generalization of the work of Simion and Stanton. A different
combinatorial interpretation of our fourteen-parameter continued fraction C can be obtained by
specializing an eighteen-parameter one in a recent paper by Sokal and Zeng [SZ]. They accomplish
this by ‘mixing’ statistics of two inherently different kinds, based respectively on excedances and
‘records’ (relative maxima and minima), and by also using refinements of the crossing and nesting
statistics of Corteel [Cor07]. A detailed discussion of the similarities and differences between all
these combinatorial approaches is found in Section 4.4.
The simplicity of our combinatorial interpretation of the continued fraction C particularly pays
dividends when considering the corollaries and extensions of the main theorem (Theorem 1). In
particular, simple generalizations of our continued fraction capture corresponding statistics on the
hyperoctahedral groups (signed permutations) and certain unitary reflection groups (colored per-
mutations). Statistics on the latter were introduced in [Ste94] and subsequently studied by various
authors. In another direction, the separation of the fixed points in C leads naturally to a generaliza-
tion capturing various statistics on the k-arrangements, introduced here, namely permutations with
k-colored fixed points. These form an infinite family of combinatorial objects containing in a natu-
ral way the derangements (fixed-point free permutations), permutations and what previously have
been called just arrangements by Comtet [Com74], which also coincide with Postnikov’s definition
of ‘decorated permutations’ [Pos]. We present formulas and an exponential generating function for
the numbers of k-arrangements along with a few results on combinatorial statistics on these objects
and several conjectures.
Most of the corollaries appearing in this paper are new. Those that have previously appeared in
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more specialized works gain clarity by being seen to follow from a more general principle, as well as
a new dimension, through juxtaposition to new ideas. This general perspective also opens up new
lines of inquiry. As previously mentioned, the combinatorial statistics naturally lead us to define the
notion of a k-arrangement, which come with interesting properties, some of which are shown here
and others conjectured. This combinatorial framework also raises a number of natural questions
from the point of view of probability and analysis, as the measures arising in the present setting
include a surprising number of well-studied probability laws which were previously not connected
into a single framework. And at the interface of probability and combinatorics, the framework
suggests that pattern avoidance, at least for some patterns, may be naturally interpreted in terms
of moments of random variables (whether classical or noncommutative), proposing new ways of
approaching the long-standing open problems in this arena.
———
This paper is organized as follows: In Section 2 we define the permutation statistics at the core
of our constructions and present the main theorem (Theorem 1), which describes the connection
between these statistics and the continued fraction C. The correspondence relies on labeled Motzkin
paths, using Flajolet’s general correspondence.
In Section 3 we describe, in six subsections, the various results derived from the main theorem.
Namely, we identify the parameter ranges for which a sequence arising from C is a moment sequence
of a unique probability measure on the real line (Section 3.1). As previously mentioned, the family
of moment sequences encompassed by C is surprisingly interesting, including several well-known
classical laws as well as noncommutative central limits. Furthermore, the orthogonal polynomials
associated with C include a substantial portion of the q-Askey scheme (Section 3.2). From the
combinatorial perspective, the Hankel matrices associated to sequences obtained by specializations
of C all have determinants that are products of squares of factorials, encompassing at least ten
known such instances from the literature (Section 3.3). Specializations of C include a variety of
well-known combinatorial sequences associated to permutations and set partitions (including perfect
matchings), and also the distribution of the numbers of occurrences of several permutation patterns
of length 3. As a first substantiated link between permutation patterns and moment sequences, we
show that a sequence of numbers of avoiders of a pattern of length 3 is the moment sequence
of a probability measure if and only if it is obtained as a specialization of C (Section 3.4). The
continued fraction C also captures a host of statistics on the symmetric groups (permutations),
the hyperoctahedral groups (signed permutations), and, more generally, certain types of unitary
reflection groups (colored permutations) (Section 3.5). The combinatorial framework presented here
leads us, in a natural way, to the definition of k-arrangements, permutations with k-colored fixed
points, which include the derangements, the permutations and what had previously been called
just arrangements. We present some results on the structure and enumeration of these and several
conjectures (Section 3.6).
Finally, in Section 4 we give a proof for the central bijection of the paper, between permutations
and Motzkin paths labeled to capture the fourteen different statistics on permutations, and explain
the connections and differences between the results in this paper and those by several other authors.
2 Definitions and the Main Theorem
The following definitions are most naturally understood using two-row diagrams depicting permu-
tations as bijections from the set [n] := {1, 2, . . . , n} to itself (see Figure 1). We also use one-line
notation, presenting a permutation σ as the word σ(1)σ(2) . . . σ(n).
The continued fraction C in Definition 1 has a combinatorial interpretation in terms of fourteen ele-
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mentary combinatorial statistics on permutations, defined as follows (see Figure 1 for an example):
Definition 2. Let σ be a permutation in Sn and [n] = {1, 2, . . . , n}. For each σ we define its
1. number of excedances as exc(σ) := #{i ∈ [n] | i < σ(i)},
2. number of fixed points as fp(σ) := #{i ∈ [n] | i = σ(i)},
3. number of anti-excedances as aexc(σ) := #{i ∈ [n] | i > σ(i)},
4. number of linked excedances as le(σ) := #{i ∈ [n] | σ−1(i) < i < σ(i)},
5. number of linked anti-excedances as lae(σ) := #{i ∈ [n] | σ−1(i) > i > σ(i)}.
We say that i is an excedance if i < σ(i), and likewise for the other definitions above. We also define
the following statistics for each σ:
6. The number of inversions between excedances: ie(σ) := #{i, j ∈ [n] | i < j < σ(j) < σ(i)}.
7. The number of inversions between excedances where the greater excedance is linked:
ile(σ) := #{i, j ∈ [n] | i < j < σ(j) < σ(i) and σ−1(j) < j}.
8. The number of restricted non-inversions between excedances:
nie(σ) := #{i, j ∈ [n] | i < j < σ(i) < σ(j)}.
9. The number of restricted non-inversions between excedances where the rightmost excedance
is linked: nile(σ) := #{i, j ∈ [n] | i < j < σ(i) < σ(j) and σ−1(j) < j}.
10. The number of inversions between anti-excedances:
iae(σ) := #{i, j ∈ [n] | j > i > σ(i) > σ(j)}.
11. The number of inversions between anti-excedances where the smaller anti-excedance is linked:
ilae(σ) := #{i, j ∈ [n] | j > i > σ(i) > σ(j) and σ−1(i) > i}.
12. The number of restricted non-inversions between anti-excedances:
niae(σ) := #{i, j ∈ [n] | j > i > σ(j) > σ(i)}.
13. The number of restricted non-inversions between anti-excedances where the smaller anti-
excedance is linked: nilae(σ) := #{i, j ∈ [n] | j > i > σ(j) > σ(i) and σ−1(i) > i}.
14. The number of inversions between excedances and fixed points:
iefp(σ) := #{i, j ∈ [n] | i < j = σ(j) < σ(i)}.
Note that i is a linked excedance if and only if i < σ(i) and the j for which σ(j) = i is also an
excedance, that is, j < σ(j). An analogous statement is true for linked anti-excedances and this is
illustrated in Figure 1. Although we do not define this separately, it should be clear that exc− le
counts non-linked excedances, and aexc− lae non-linked anti-excedances.
The items 6–14 in Definition 2 all refer to inversions and non-inversions, the latter with certain
restrictions. A pair (i, j) with i < j forms an inversion if σ(i) > σ(j) and a non-inversion if
σ(i) < σ(j). A non-inversion is restricted if we additionally require σ(i) > j when dealing with
excedances or σ(j) < i in the case of anti-excedances. Restricted non-inversions are the natural
counterparts to inversions when working within the class of excedances (or anti-excedances), as
seen by comparing items 6 to 8 (resp. 10 to 14) in Definition 2.
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Figure 1: The permutation 597126843 and the corresponding labeled Motzkin path. Excedances are
red with dotted red line indicating linked excedance, anti-excedances blue with dashed blue line
indicating linked anti-excedance, fixed point green. Note that the parameters not present in the
labels in this example simply have exponent 0, such as as standing in for ab0s.
The inversions are further refined based on whether the participating excedances or anti-excedances
are linked. For example, ile(σ) counts the number of inversions between excedances in which the
greater excedance is linked. In the permutation 597126843 of Figure 1, the inversion (2, 7) is included
in this statistic, as σ(2) = 9 > 8 = σ(7) and the excedance 7 is linked. As another example with
the same permutation, niae(σ) is the number of non-inversions between anti-excedances, such as
(4, 8), where σ(4) = 1 < 4 = σ(8). Note that this non-inversion also contributes to nilae since the
smaller anti-excedance 4 is linked. Finally, iefp is the sum over all fixed points j of the number of
excedances i preceding j that are greater than j and thus form an inversion with j. In our running
example the only fixed point, 6, has two such excedances preceding it, namely 2 and 3.
The continued fraction C in Definition 1 gives, in the sense of formal power series, the generating
function for all the statistics above. The following is the central theorem of this paper:
Theorem 1.
C(z) =
∑
n≥0
∑
σ∈Sn
aile(σ)bnile(σ)cie(σ)−ile(σ)dnie(σ)−nile(σ)f ilae(σ)gnilae(σ)hiae(σ)−ilae(σ)`niae(σ)−nilae(σ)
× pexc(σ)−le(σ)raexc(σ)−lae(σ)sle(σ)tlae(σ)ufp(σ)wiefp(σ)zn.
(4)
Theorem 1 follows from Flajolet’s correspondence [Fla80, Section 1.1] between continued fractions
and labeled Motzkin paths, together with the following definition and theorem.
Recall that a Motzkin path is a polygonal path in R2, consisting of upsteps (1, 1), level steps (1, 0)
and downsteps (1,−1), starting at the origin and ending on the x-axis without ever going below it
(see Figure 1).
Definition 3. Let Mn := Mn(a, b, c, d, f, g, h, `, p, r, s, t, u, w) be the set of Motzkin paths of
length n labeled as follows, where Ik = {0, 1, . . . , k − 1}:
• Upsteps from height k − 1 to height k ≥ 1 have labels in {pcidk−1−i | i ∈ Ik}.
• Downsteps from height k to height k − 1 have labels in {rhi`k−1−i | i ∈ Ik}.
• Level steps at height k have labels in
{u · wi | i ∈ Ik} ∪ {s aibk−1−i | i ∈ Ik} ∪ {t f igk−1−i | i ∈ Ik}.
The weight of a path M ∈Mn, denoted wt(M), is the product of its labels.
The following theorem will be proved in Section 4.
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Theorem 2. There exists a bijection η : Sn →Mn with the property that if M = η(σ) then
wt(M) = aile(σ)bnile(σ)cie(σ)−ile(σ)dnie(σ)−nile(σ)f ilae(σ)gnilae(σ)hiae(σ)−ilae(σ)`niae(σ)−nilae(σ)
× pexc(σ)−le(σ)raexc(σ)−lae(σ)sle(σ)tlae(σ)ufp(σ)wiefp(σ).
The fourteen permutation statistics listed above are basic building blocks from which a number of
classical combinatorial statistics on permutations and set partitions can be constructed. Thus, by
specializing the values of its parameters, the continued fraction C = Ca,b,c,d,f,g,h,`,p,r,s,t,u,w(z) enu-
merates a variety of familiar objects, examples of which are listed in Table 1. Further specializations
appear in various results in Sections 3.4–3.6.
3 Corollaries and Extensions
The central result of this paper, Theorem 1, gives a combinatorial interpretation for the continued
fraction C in terms of fourteen elementary statistics on the symmetric groups. This unifying lens
gives rise to a variety of corollaries and extensions, described at present.
3.1 Permutation Statistics as Moment Sequences
Consider the sequence
m0 = 1, mn = [z
n]Ca,b,c,d,f,g,h,`,p,r,s,t,u,w(z) (n ∈ N), (5)
with the corresponding αn, βn as in (3) and the parameters a through w real numbers.
From the general theory of moment problems and continued fractions (e.g. [ST43]), (mn) is the
sequence of moments of some probability measure µ on the real line if and only if βn ≥ 0 for all
n ∈ N. If βn > 0 for all n < n0 and βn0 = 0, the measure µ is unique (up to equivalence) and
is supported on a set of n0 elements. If βn is strictly positive for all n, there may be multiple
non-equivalent measures, supported on infinite sets, whose moments are given by (5).
A sufficient condition for the determinacy of the Hamburger moment problem is Carleman’s con-
dition (e.g. [ST43]), namely,
∑∞
n=1 β
−1/2
n =∞. We therefore immediately obtain the following.
Corollary 1. For a, b, c, d, f, g, h, `, p, r, s, t, u, w ∈ R with pr > 0 and c, d, h, ` satisfying
c = −d or h = −` or (c > −d and h > −`) or (c < −d and h < −`), (6)
the sequence (mn) in (5) is the moment sequence of some probability measure on the real line. If
p = 0 or r = 0, the measure is unique and consists of one atom; if c = −d or h = −`, the measure
is unique and is formed of two atoms. More generally, when max(|c|, |d|) · max(|h|, |`|) ≤ 1, the
measure is unique.
In other words, the continued fraction C encodes moments of a very general class of probability mea-
sures on the real line whose moments have combinatorial interpretations in terms of permutations
and set partitions. Table 1 lists examples of combinatorial sequences, obtained as specializations
of (5), which are moment sequences of familiar measures. These include several fundamental laws
in classical and noncommutative probability, such as various noncommutative central limits. Ta-
ble 2 provides further examples, associated with sixteen named orthogonal polynomial sequences
belonging to the q-Askey scheme, discussed in more detail in the following section.
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That C encodes such an abundance of well-studied probability measures is somewhat surprising.
What is more, several of the measures in Table 1 share a curious property: as ‘noncommutative
analogues’ of the Poisson and Gaussian laws, they are in some (noncommutative, combinatorial)
sense stable.
Permutations and set partitions feature strongly in the basic constructions of noncommutative
probability (see e.g. the monograph [NS06] for a combinatorial perspective on the free probability
theory), but whether combinatorial statistics on permutations and set partitions also carry prob-
abilistic meaning is generally less clear. For instance, the passage from perfect matchings to non-
crossing perfect matchings is, from a probabilistic perspective, the difference between the classical
Central Limit Theorem (CLT) to the free CLT (e.g. [NS06]). Moreover, perfect matchings refined for
the number of crossings or those additionally refined for the number of nestings correspond, respec-
tively and in an analogous manner, to the CLT governing a mixture of commuting/anti-commuting
elements [Spe92] or the CLT describing a mixture of elements that commute with respect to a
real-valued commutation coefficient [Bli12].
Overall, the existence of a relatively simple unifying combinatorial framework that encodes a broad
swath of important probability laws is intriguing. It begs the question of whether the measures
belonging to the family C can be given a similarly consistent probabilistic interpretation, potentially
through the lens of noncommutative probability.
3.2 A scheme of orthogonal polynomials
Closely related to continued fractions are sequences of polynomials that are orthogonal with respect
to some linear functional. Recall that any measure µ on the real line with finite moments, mn =∫
R x
n dµ(x) <∞ for all n ∈ N, can be associated with a continued fraction. In particular, from the
combinatorial point of view, it is natural to consider the formal power series generating function∑
n≥0mnz
n, which has a continued fraction expansion of the form (2), with coefficients αn ∈ R
and βn ≥ 0 (n ∈ N) uniquely determined by µ. In turn, the polynomials defined by
P0(x) = 1, P1(x) = x− α0, Pn+1(x) = (x− αn)Pn(x)− βnPn−1(x) (7)
form an orthogonal basis of L2(µ), the Hilbert space of real or complex-valued functions that
are square-integrable with respect to µ. The practical importance of a convenient orthogonal basis
cannot be overstated and, indeed, orthogonal polynomials appear in many areas of pure and applied
mathematics, especially in analysis, mathematical physics, and numerical methods. The ‘classical’
families, such as the Hermite, Laguerre, or Charlier (associated, respectively, with the Gaussian,
Exponential, and Poisson measures), and their various q-analogues are brought together in the
q-Askey scheme [KLS10].
Moments of the measures associated with hypergeometric orthogonal polynomials have been exten-
sively studied in the combinatorial literature. For instance, while the moments of the orthogonalizing
measures for the Hermite, Laguerre, and Charlier polynomials count, respectively, perfect match-
ings, permutations, and set partitions (see Table 1), their q-analogues correspond to combinatorial
refinements of these structures (see e.g. [ISV87, dMSW95, SS94, SS96, KSZ11]). The aforementioned
families can all be expressed as specializations of the Askey-Wilson polynomials, a four-parameter
family of q-hypergeometric orthogonal polynomials that, along with the q-Racah family, is at the
top of q-Askey hierarchy. This line of combinatorial inquiry culminated in the work of Corteel
and Williams [CW11, CSSW12], who, in the context of studying the asymmetric exclusion process
(ASEP), gave a combinatorial interpretation for the Askey-Wilson moments.
Namely, let Z` be the partition function associated with the so-called staircase tableaux of size
` (that is, Z` =
∑
T wt(T ), where the sum is taken over all such tableaux and the weight is the
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product of labels assigned to each tableau). Then, the nth moment of the Askey-Wilson polynomials
in four parameters, α, β, γ, δ, and one ‘q’ is given as [CW11, CSSW12]
m(α,β,γ,δ,q)n =
(abcd; q)∞
(q, ab, ac, ad, bc, bd, cd; q)∞
n∑
`=0
(−1)n−`
(
n
`
)(
1− q
2
)`
Z`
Π`−1i=0(αβ − γδqi)
. (8)
While the formula (8) is certainly very interesting, it takes some effort, especially when seeking
bijective proofs, to specialize it to the considerably simpler combinatorial interpretations of known
special cases of this family. (For this, see [CSSW12], which also contains a version of (8) without
an alternating sum.)
We instead show that a substantial portion of the q-Askey scheme can be given a transparent
combinatorial meaning in terms of the fourteen permutation statistics of Definition 2. Indeed, con-
sider the polynomial sequence (Pn) defined in (7), with the coefficients (αn) and (βn) as in (3),
orthogonal with respect to the family of measures discussed in the preceding section. It is easy to
verify that (Pn) includes the sixteen named orthogonal polynomial sequences listed in Table 2. This
interpretation straightforwardly recovers previously studied special cases in this scheme, such as
[ISV87, dMSW95, SS94, SS96, KSZ11], generalizing and unifying these into a consistent combina-
torial framework.
The idea that a broader subset of the q-Askey scheme may be interpretable in terms of permutation
statistics is due to Simion and Stanton (see Section 10 of [SS96]). At present, due to a difference
in the treatment of fixed points (see Section 4.4), we are able to substantially enlarge this class of
examples. It remains to be seen whether this combinatorial framework can be extended to yield
a more complete elementary interpretation of the q-Askey scheme and related entities. (See, for
example, the remark following Corollary 6 in Section 3.4 concerning the appearance in C of familiar
linearization coefficients.) For now, the further extensions beyond the setting of the symmetric
groups, described in Sections 3.5 and 3.6, and the striking connection to permutation patterns
(Section 3.4) provide a new perspective on these well-studied families of orthogonal polynomials.
3.3 The Hankel transform
In enumerative combinatorics, the passage from a given integer sequence (an) to the sequence of
determinants of the Hankel matrices (ai+j)0≤i,j≤n is referred to as the Hankel transform. Radoux
was among the first to undertake a systematic study of the Hankel transforms of familiar inte-
ger sequences [Rad79, Rad90, Rad91, Rad92, Rad00, Rad02]. For instance, consider the so-called
exponential polynomials (en),
e0(x) = 1, en(x) =
∑
pi
x|pi| (n ∈ N), (9)
where the sum runs over all set partitions of [n] and |pi| denotes the number of blocks of a partition pi.
Clearly, en(1) is the nth Bell number, while the coefficients of en(x) are the Stirling numbers of the
second kind. In [Rad79], Radoux showed that
det(ei+j(x))0≤i,j≤n = x(
n+1
2 )
n∏
k=1
k! (10)
(For a combinatorial proof of (10), see [Ehr00], where it also shown that the identity continues
to hold when the exponential polynomials are replaced by those enumerating set partitions with
block sizes of at least, at most, or exactly equal to 2.) Radoux’s result is at the heart of two
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combinatorial phenomena. First, the Hankel transforms of many of the ‘classical’ sequences, such
as the Euler numbers, Catalan numbers, numbers of involutions, and Hermite polynomials, have
similarly pleasing forms. Second, many combinatorial sequences share the same Hankel transform.
For example, letting Dn denote the number of derangements (that is, permutations without fixed
points) on n letters and setting D0 := 1, one can show [Rad79, Ehr00] that
det(Di+j)0≤i,j≤n =
n∏
i=1
(i!)2 for all n ∈ N. (11)
In addition, [OEI] lists ten other known integer sequences (viz. A000023, A000142, A000522,
A003701, A010842, A010843, A051295, A052186, A053486, A053487, in addition to the derange-
ments A000166) that share the Hankel transform given above. The emergence of a unifying theme
was reinforced in subsequent work, under different perspectives (e.g. [Jun03, Wim00]).
It turns out that many of the examples studied in [Rad92, Jun03, Wim00, Ehr00] as well as all
of the aforementioned sequences in [OEI] are recovered from straightforward specializations of (2).
In fact, a considerably more general result is true. By standard results in the theory of orthogonal
polynomials, the determinants of the Hankel matrices associated with the sequence (mn) are given
in terms of products of the diagonal terms of the corresponding continued fraction, namely
det(mi+j)0≤i,j≤n = (β1)n(β2)n−1 . . . (βn−1)2βn. (12)
(The reader is referred to [Kra99, Kra05] for historical references and some example applications
of (12).) We thereby immediately obtain the following.
Corollary 2. For any sequence (mn) satisfying (5), we have that
det(mi+j)0≤i,j≤n = (pr)(
n+1
2 )
n∏
i=1
[i]c,d! [i]h,`!, (13)
where [i]c,d! := [i]c,d[i− 1]c,d . . . [1]c,d.
In other words, the structure of the Hankel transform as a product of q-factorials is broadly shared
among integer sequences and generating functions associated with permutations and set partitions.
In particular, the above corollary encompasses the combinatorial objects given in Tables 1 and 2, as
well as further specializations discussed in the next three sections. Overall, the observed similarity
among Hankel transforms of familiar sequences rightfully points to a combinatorial phenomenon,
the root of which has perhaps mostly to do with the preponderance of combinatorial questions that
can be expressed in terms of natural statistics on permutations and set partitions.
3.4 Permutation Patterns
The continued fraction C unifies and refines several major enumerative results on permutation
patterns.
Concretely, a (classical) permutation pattern of length ` is a permutation on ` letters. A permutation
σ ∈ Sn contains an occurrence of the pattern pi if it includes pi as a subpermutation, that is, if there
is an `-tuple ii < i2 < · · · < i` such that σ(ij) < σ(ik) if and only if pi(j) < pi(k). Moreover, pi is a
consecutive pattern if its occurrences are constrained to segments σkσk+1 . . . σk+`−1 of σ. A vincular
pattern is a pattern partitioned by dashes into blocks whose elements form consecutive patterns,
so that in an occurrence of such a pattern, the letters corresponding to a block of consecutive
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letters must be consecutive in the permutation. (For example, representing elements of Sn as words
on [n] with each letter appearing exactly once, the subword 624 in 356214 is an occurrence of the
vincular pattern 31 2; in contrast, 524 is not since 5 and 2 are not adjacent in 356214, but 524 is
an occurrence of the classical pattern 213). A permutation avoids a given pattern if it contains no
occurrences of it.
Sporadic, sometimes implicit, results on permutation patterns have appeared for over a century
(perhaps first in the work of MacMahon [Mac04] early last century). In the 1960s Knuth [Knu98]
pointed out their connection to sorting devices in theoretical computer science, which has seen
much work since then, and in 1985 appeared the seminal paper of Simion and Schmidt [SS85] who
enumerated the sets of permutations avoiding any given set of patterns of length 3. In the last two
decades this has been an active area of research, with hundreds of papers published, and several
new directions arising, involving asymptotics and order theoretic properties and topology of the set
of all finite permutations partially ordered by pattern containment. A fairly recent survey is [Kit11],
which, however, does not cover the more recent developments on the order theoretic and topological
aspects.
The number of elements of Sn that avoid any single classical pattern of length 3 is the nth Catalan
number. The numbers of permutations avoiding one of the vincular patterns 1 32 or 1 23 (and
their symmetric equivalents, such as 23 1 and 32 1) are the Bell numbers [Cla01], while avoiders of
the vincular pattern 2 31 (which belongs to the only other symmetry class of vincular patterns of
length 3 with one dash) are enumerated by the Catalan numbers (which is explicit in [Cla01] and
implicit in [CSZ97, Thm. 10], as the statistic Res there equals the number of occurrences of 2 31).
Both the Catalan and Bell numbers arise as special cases of the continued fraction C, which can be
seen by comparing C to the continued fractions given in Proposition 5 and Theorem 2 in [Fla80].
(In fact, it is also possible to prove this, and more — namely, including refinements involving the
number of blocks in set partitions and, respectively, the number of descents in permutations counted
by the Catalan numbers — via a detailed analysis of the action of the bijection φ in Lemma 1 below.)
Furthermore, the permutations avoiding the consecutive pattern 123 are also enumerated by C (see
Corollary 4 below), while the numbers of those avoiding the consecutive pattern 132 are not a
moment sequence (as evidenced by the computation of a 6 × 6 Hankel determinant) and, indeed,
cannot be recovered from C (for this would require β1 = 1 and β5 < 0, which is inconsistent
with (3)). These are the only symmetry classes of patterns of length 3. We therefore obtain the
following corollary to Theorem 1.
Corollary 3. Let pi be a pattern of length 3 and denote by xn the number of elements of Sn that
avoid pi. Then (xn) is a sequence of moments of some (positive Borel) measure on the real line if
and only if the ordinary generating function of (xn) is a special case of C.
While the enumerative results for the patterns encompassed by Corollary 3 are well known, the result
itself is more than a sum of its parts. Specifically, the study of permutation patterns varies greatly
in difficulty depending on the choice of the pattern, ranging from fine-grained results for consecutive
patterns [EN03] to speculations on ever computing the number of avoiders of the classical pattern
1324 [Egg15]. The latter is perhaps the most active front in the search for enumeration of single
patterns, both exact and asymptotic, and only incremental progress has been made during the
last decade in the enumeration of avoiders of this pattern. Conway, Guttmann and Zinn [CGZJ18]
pushed the exact enumeration of 1324-avoiders up to n = 50 with a powerful algorithm, and used
that to give an estimate for the asymptotics of this sequence. Based on this data, Elvey-Price has
conjectured [EP18] that the numbers of 1324-avoiders form a moment sequence. Improving bounds
have also been emerging for this pattern [BBEP17], but they are still very wide, and no general
methods seem to be on the horizon for exact enumeration of 1324 avoiders, let alone of more intricate
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patterns. However, Corollary 3 gives hope that there are nevertheless general threads connecting
these seemingly disparate problems and that general results may yet be achievable in this setting.
Corollary 3 does in fact extend to the numbers of occurrences of two of the patterns mentioned
above. In [EN03, Thm. 4.1], Elizalde and Noy gave an explicit (but complicated) expression for
the exponential generating function for the number of occurrences of the consecutive pattern 123
in permutations, and in [Eli17, Eq. (5)] Elizalde gave a continued fraction for the corresponding
ordinary generating function. Of course, this distribution is equal to the distribution of the number
of occurrences of the consecutive pattern 321, denoted occ321. As a corollary of our main theorem,
the continued fraction C refines this result further, giving the joint distribution of occ321 with the
number of descents (places i such that σi > σi+1). First we recall a bijection that we will use several
times in what follows.
Lemma 1 ([Ste94, Thm. 51]). Given σ = a1a2 . . . an ∈ Sn define φ : Sn → Sn by declaring a0 = 0
and setting φ(σ) = b1b2 . . . bn, where:
1. if ai > aj for some j > i then bai+1 = ai, that is, ai is then in place ai+1 in φ(σ),
2. if ai < aj for all j > i, find the rightmost letter smaller than ai. If this letter is ak then
bak+1 = ai, that is, then ai is in place ak+1 in φ(σ).
Then φ is a bijection.
As an example, φ(264135) = 413652. As it turns out, the bijection φ is a variation on the transfor-
mation fondamentale of Foata and Schu¨tzenberger [FS70]). Note that φ takes descents ‘verbatim’
to excedances, in the sense that if j immediately precedes i in σ and j > i, so that . . . ji . . . forms
a descent in σ, then τ = φ(σ) has τ(i) = j, so that i is an excedance in τ .
Corollary 4. Setting s = qx, p = x, and all other parameters to 1, we obtain
C(z) =
∑
n≥0
∑
σ∈Sn
xdes(σ)qocc321(σ)zn,
where occ321 is the number of occurrences of the consecutive pattern 321 and des denotes the number
of descents.
Proof. An occurrence of the pattern 321 is a double descent, defined as an i such that σi−1 > σi >
σi+1. Suppose a permutation σ has a double descent involving the letters i, j, k, appearing in that
order, so i > j > k. Applying φ to σ will result in a permutation τ with τ(k) = j and τ(j) = i,
which is precisely a linked excedance. Since the parameter s carries linked excedances in C, each
linked excedance contributes a factor of both x and q here, whereas the non-linked excedances,
carried by p in C, contribute only an x.
This connection between the occurrences of the pattern 321 and the continued fraction C is funda-
mental. Indeed, each occurrence of the consecutive pattern 321 corresponds, in the simple manner
described above, to a linked excedance, which is one of the basic statistics carried by C. In an
analogous manner, descents correspond to arbitrary excedances.1
1The double descents appearing in the proof of Corollary 4 are related to the ‘double falls’, whose distribution in
the form of a continued fraction was given by Flajolet [Fla80, Theorem 3A]. These are defined as our double descents,
except that Flajolet’s double falls count also a single descent at the end of a permutation, since he appends a 0 to a
permutation when computing these.
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It is further worth noting that the bijection φ, in addition to pairing linked excedances with double
descents, pairs linked anti-excedances with double ascents. Moreover, it is straightforward to show
that if σ has no linked excedances, no linked anti-excedances and no fixed points, then φ(σ) has
no double descents or double ascents and also begins and ends with a descent (and thus must have
even length). In other words, φ(σ) is then an alternating permutation and these are known to be
counted by the (even) Euler numbers when n is even. This bijection thus proves the following, since
s, t and u carry, respectively, linked excedances, linked anti-excedances and fixed points:
Corollary 5. The number of permutations in Sn with no fixed points, no linked excedances and
no linked anti-excedances is the Euler number En if n is even, and 0 if n is odd. The generating
function for the even Euler numbers is therefore obtained from C by setting s = t = u = 0 and all
other parameters to 1.
Remark 1. If we also set h = 0 in Corollary 5 the corresponding alternating permutations corre-
spond exactly to perfect matchings. Namely, h carries inversions among non-linked anti-excedances
(and thus among all anti-excedances when there are no linked anti-excedances). But the anti-
excedances of σ are the ‘descent bottoms’ of φ(σ), which are the letters in even-numbered places
in σ. An example is the alternating permutation 71428365, and this is the unique such permutation
corresponding to the perfect matching (1, 7)− (2, 4)− (3, 8)− (5, 6).
The continued fraction C also encodes the number of occurrences of the vincular pattern 2 31.
This distribution was already determined by Claesson and Mansour [CM02, Thm. 22] who gave a
continued fraction for the joint distribution with the number of descents, the number of ascents
and of the pattern 31 2. At present, we recover from C the following bivariate generating function,
the proof following by a simple manipulation of the continued fraction in Theorem 10 in [CSZ97],
noting that the statistic Res in that paper equals number of occurrences of 2 31.
Corollary 6. With b = d = g = ` = q, s = xq, p = u = x, and all other parameters set to 1, we
have
C(z) =
∑
n≥0
∑
σ∈Sn
xdes(σ)+1qocc2 31(σ)zn.
There is a more illuminating way of proving Corollary 6, which shows how this distribution arises
naturally from C. Namely, it was shown in [SW07b, Thm. 24] that the distribution of (des +1, occ2 31)
equals that of (wex, cross) on Sn, where wex(σ) is the number of weak excedances in σ, that is, i
such that σ(i) ≥ i, which is equal to exc(σ) + fp(σ). The number of crossings cross(σ) was defined
in [Cor07, Def. 1] (see [SW07b, Def. 13]), and a straightforward comparison shows that it equals
nie(σ)+niae(σ)+le(σ), leading to the parameter assignments in the corollary. It is interesting to note
that this distribution was in [KSZ11, Thm. 5] shown to coincide with the linearization coefficients
of the q-Laguerre polynomials.
Overall, the continued fraction C encodes a variety of combinatorial objects associated to permu-
tation patterns and permutation statistics. As such, it allows us to recover and refine several key
enumerative results in this area, while providing a unifying lens through which these can be viewed.
In particular, the fact that C encodes all avoiders of patterns of length 3 (classical, vincular and
consecutive) that are moment sequences gives us hope that the seemingly specialized questions in
permutation patterns may be more effectively approached as instances of a more general problem.
3.5 Generalization to the signed and colored permutations
The continued fraction C enumerates elements of the symmetric groups according to the fourteen
combinatorial statistics described in Definition 2. By rather simple substitutions of parameters,
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however, we obtain the distribution of analogous statistics on k-colored permutations, which are
permutations on n letters, where each letter is assigned an integer (color) from {0, 1, . . . , k − 1}.
The case k = 2 specializes to the hyperoctahedral group of signed permutations. More generally, the
colors of the letters factor into the definitions of descents and various other classical permutation
statistics, as first defined in [Ste94] for general k and outlined at present.
Definition 4. The set of k-colored permutations of [n], denoted Skn, consists of all pairs (σ, c)
where σ = a1a2 . . . an is a permutation of [n] and c = c1c2 . . . cn where each ci is an element of
{0, 1, . . . , k − 1}. We refer to ci as the color of the letter ai. We define a total order on the pairs
(ai, ci) by setting (ai, ci) > (aj , cj) if ci > cj , or ci = cj and ai > aj . Moreover, when needed for
definitions of statistics, we declare an+1 = n+ 1 and cn+1 = 0.
We now define five statistics on Skn, following [Ste94]:
Definition 5. Let P = (a1a2 . . . an, c1c2 . . . cn) be a k-colored permutation in Skn:
1. A descent in P is an i ≤ n such that (ai, ci) > (ai+1, ci+1). The number of descents in P is
denoted des(P ).
2. An excedance in P is an i ≤ n such that ai > i, or ai = i and ci > 0. The number of
excedances in P is denoted exc(P ).
3. An anti-excedance in P is an i ≤ n such that ai < i. The number of anti-excedances in P is
denoted aexc(P ).
4. An inversion in P is a pair (i, j) such that i < j ≤ n+ 1 and (ai, ci) > (aj , cj). The number
of inversions in P is denoted inv(P ).
5. A fixed point in P is an i ≤ n such that ai = i and ci = 0. The number of fixed points in P
is denoted fix(P ).
Note that in contrast to the symmetric group (k = 1), n is a descent in σ = (pi, c) ∈ Skn when an
has a positive color (cn > 0), and n is an excedance when an = n and cn > 0. Anti-excedances,
however, coincide with anti-excedances of pi. Also, any i ≤ n forms an inversion with (n+ 1) if and
only if ci > 0. Moreover, a fixed point requires ai = i and ci = 0, which matches the definition of
excedances including fixed points i of pi with ci > 0.
The best known case of colored permutations is that of the signed permutations (k = 2), frequently
viewed as elements of the hyperoctahedral groups. The signed permutations have been extensively
studied from many different perspectives, and most statistics on the symmetric groups have been
generalized to these and analogous results obtained about the distributions of such statistics.
The colored permutations can be seen as elements of certain unitary groups generated by reflections
(see [She53]) that coincide with the wreath product of the symmetric group Sn with the cyclic
group Zk. Some of the classical permutation statistics were generalized to these colored permutations
and many of their properties elicited in [Ste94], and in several subsequent papers by other authors
(see [BGM14] for some references).
We start by showing that C encodes the Eulerian numbers of type B, that is, the descent statistic
on the signed permutations, prior to generalizing the result to all colored permutations. We do this
for excedances — which were shown in [Ste94] to be equidistributed with descents — as part of a
joint distribution with anti-excedances and fixed points.
In [FS70, Thm. 4.2], Foata and Schu¨tzenberger gave an exponential generating function for the
joint distribution of (exc, fix) on the symmetric group. We now give this joint distribution over the
k-colored permutations, incorporating also anti-excedances.
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Corollary 7. By setting s = p = kx, t = r = ky, u = (k − 1)x+ q in C, and all other parameters
to 1, C becomes the generating function of the joint distribution of excedances and fixed points on
the colored permutations Skn, that is,
C(z) =
∑
n≥0
∑
σ∈Skn
xexc(σ)yaexc(σ)qfix(σ)zn.
Proof. Setting s = p = kx lets x carry linked excedances, since, letting σ = (pi, c), an excedance i
in pi is an excedance in σ regardless of ci, the color. The same is true for non-linked excedances
carried by p, and likewise for anti-excedances, carried by t and r. The only complication is that a
fixed point i in pi is a fixed point of σ only if ci = 0, and is otherwise an excedance. This is reflected
in u, which carries fixed points in the case of the symmetric group (k = 1). Since u is now the sum
of q and (k − 1)x, that is, q for the fixed point case when ci = 0 and (k − 1)x for the remaining
k − 1 choices for ci, we recover excedances at i.
Although we present Corollary 7 only in this simple form, it is straightforward to refine it to
incorporate the obvious generalizations of linked vs. non-linked excedances and anti-excedances to
colored permutations.
Setting w = 0 in C gives u · wn = 0 for all n ∈ N, while u · w0 = u. This allows us to obtain
the distribution of the number of inversions on the symmetric group and, more generally, on the
k-colored permutations, as follows:
Corollary 8. With
a = c = h = r = q, b = f = d = ` = t = q2, g = w = 0, p = u = 1, s = 2q,
the continued fraction C recovers the generating function for the distribution of inversions over Sn:
C(z) =
∑
n≥0
∑
pi∈Sn
qinv(pi)zn.
If, in addition, we replace z by z((k − 1)q + 1), then C gives the distribution of inversions over the
k-colored permutations Skn for k > 1.
Proof. In [Bia93, Equation 1.1], Biane gives a continued fraction for the distribution of the number
of inversions on Sn. It is a straightforward calculation to show that Biane’s continued fraction
coincides with our C with parameters set as in the statement of this proposition.
Replacing z by z · ((k − 1)q + 1) is equivalent to attaching to each letter in a permutation any
one of (k − 1) different qs (which we don’t need to distinguish between) or nothing, the latter
corresponding to the unadorned z in the case of the symmetric group (k = 1). With (pi, c) = σ ∈ Skn,
this corresponds to the fact that only one choice of ci (namely 0) for a letter ai = pi(i) with i ≤ n
contributes a non-inversion with the appended letter an+1 = n+ 1 (which has color 0). Each of the
other (k−1) choices for ci contributes 1 to the total number of inversions for that permutation.
Moreover, in the symmetric group, the above can be further refined to a joint distribution of
inversions and excedances:
Corollary 9. Setting p = x, s = (1 + x)q, and all other parameters as in Corollary 8, yields
C(z) =
∑
n≥0
∑
pi∈Sn
xexc(pi)qinv pizn.
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Proof. In [CSZ97, Thm. 10] a continued fraction is given that captures the distribution of (exc, inv)
on the symmetric group, since inv is the sum of the statistics Edif and Ine in that paper. This
continued fraction, expressed in the form for our C, and setting p = q to let q carry inv, has α˜n and
β˜n as follows:
α˜n = q
n(x · [n]q + [n+ 1]q), β˜n = x · q2n−1([n]q)2.
The result follows by a straightforward comparison to (3) with the above parameter choices.
Whether the joint distribution of excedances and inversions over Skn can be obtained from C with
appropriate parameter settings remains to be seen. Also worth investigating is whether other Euler-
Mahonian pairs (see e.g. [SW07a] for examples) can be obtained from C, such as descents and the
major index, which is the sum of the descents in a permutation.
3.6 The k-arrangements
The fact that the parameter u in C carries fixed points in permutations suggests an obvious gen-
eralization. We define a k-arrangement of [n], for any k ∈ N0, to be a permutation of [n] each of
whose fixed points is colored with any of k colors, with the convention that a 0-arrangement is a
derangement of [n] (a permutation with no fixed points). Letting k = 1 recovers ordinary permuta-
tions and k = 2 corresponds to what previously have been called simply ‘arrangements’ [Com74],
which also coincide with Postnikov’s definition of ‘decorated permutations’ [Pos, Def. 13.3].
Equivalently, a k-arrangement of [n] is a choice of k disjoint subsets (some possibly empty) of [n]
together with a derangement of the complement of their union. An example of a 3-arrangement
of [7], where we denote the three available colors by a, b, c, is 6214573, with the fixed points 2,4,5
colored c, a, a, respectively. This could be presented as 6c1aa73, or, more concisely, as 3c1aa42,
to present the derangement part as a derangement of {1, 2, 3, 4}. (Note that the original values of
the letters in the derangement part can be recovered from their relative order and the set of fixed
points, so the two are indeed equivalent.) Formally:
Definition 6. Let n ∈ N. For a permutation pi ∈ Sn, denote by Fix(pi) the set of fixed points of pi.
1. For any k ∈ N, a k-arrangement of [n] is a pair a = (pi, φ) where pi is a permutation of [n] and
φ : Fix(pi)→ [k] an arbitrary map. A 0-arrangement of [n] is a derangement of [n].
2. For any k ∈ N0, the set of k-arrangements of [n] is denoted Akn. The set Ak0, for any k ≥ 0,
consists of the empty word.
In what follows, when we apply the statistics on Sn in Definition 2 to a = (pi, φ) ∈ Akn we are
applying them to pi. This yields the following generalization of Theorem 1.
Proposition 1. Let u = u1 + u2 + · · ·+ uk. Given a = (pi, φ) ∈ Akn let
col(a) =
∏
i∈Fix(pi)
uφ(i). (14)
Then, letting Cu be the continued fraction C in Definition 1 with u substituted for u, we have
Cu(z) =
∑
n≥0
∑
a∈Akn
col(a) aile(σ)bnile(σ)cie(σ)−ile(σ)dnie(σ)−nile(σ)f ilae(σ)gnilae(σ)hiae(σ)−ilae(σ)`niae(σ)−nilae(σ)
× pexc(σ)−le(σ)raexc(σ)−lae(σ)sle(σ)tlae(σ)ufp(σ)wiefp(σ)zn
(15)
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Proof. Note first that all the statistics in the exponents of parameters in (15) carry over directly to
k-arrangements from Theorem 1, since they are applied only to the permutation pi.
Let S denote the summand in (4) (equivalently, the summand in (15) take away col(a)). Replacing
u in C by u means replacing ufp(σ)S by ufp(σ)S in C. That is equivalent to attaching ufp(σ) to each
permutation σ ∈ Sn (by Theorem 1 and the underlying bijection described in Section 4). Expanding
ufp(σ) non-commutatively turns it into kfp(σ) monomials in the ui, each of degree fp(σ). Each such
monomial corresponds in a straightforward way to a coloring of the fixed points of σ, where the
ith fixed point gets color uj if uj is the ith factor in the corresponding monomial. Conversely, each
coloring of fixed points in σ corresponds in the same simple way to one of the monomials in ufp(σ),
where the ith factor in such a monomial is the color ui of the ith fixed point. But the colorings of
fixed points in σ are represented precisely by the monomials col(a). Thus, replacing ufp(σ) by ufp(σ)
in C, and hence in its expansion as in Theorem 1, corresponds to summing over all a ∈ Akn with a
factor of col(a) for each of them replacing ufp(σ).
Remark 2. Since replacing u by u1 + u2 + · · · + uk in (3) only affects the terms αn and not βn,
the results in Sections 3.1 and 3.3, including Corollaries 1 and 2, are satisfied by Cu.
We now define two representations of k-arrangements, which give more insight into their structure.
Definition 7. The derangement form of an element of Akn is a word a on the alphabet
{−k,−k + 1, . . . ,−1, 1, 2, . . . , n−K},
where K is the number of negative letters in a, the positive letters appear once each, and the
restriction of a to its positive letters is a derangement of [n−K], called the derangement part of a.
The permutation form of an element of Akn is a word a on the alphabet
{−k + 1, . . . ,−1, 1, 2, . . . , n−K},
where K is the number of negative letters in a, the positive letters appear once each, and the
restriction of a to its positive letters is a permutation of [n−K], called the permutation part of a.
Given a k-arrangement a ∈ Akn, expressed as a permutation pi = a1a2 . . . an together with a map
φ : Fix(pi)→ [k] we obtain the derangement form of a by changing ai to −φ(i) for each fixed point i
of pi and then replacing the j-th largest positive letter left by j. To get the permutation form of a we
do the same except that we leave fixed points i with φ(i) = k intact before modifying the positive
letters. Each of these transformations is clearly invertible, justifying Definition 7.
As an example, the 4-arrangement pi = 6214573 with φ(2) = 4, φ(4) = 1, φ(5) = 4 has derangement
form 3 41 1 442, whose derangement part is 3142, and permutation form 521 1463, whose permu-
tation part is 521463. As a k-arrangement for any k > 4, however, the permutation form of (pi, φ)
equals the derangement form.
The numbers Ak(n) of k-arrangements of [n] satisfy a simple recursion equivalent to a simple
exponential generating function, showing them to be an infinite family enumerated by successive
binomial transforms:
Proposition 2. Let Ak(n) be the number of k-arrangements of [n]. Then
1. Ak(0) = 1 and, for n > 0, Ak(n) = n ·Ak(n− 1) + (k − 1)n.
2. The exponential generating function for Ak(n) is
∑
n≥0Ak(n)
xn
n! = e
(k−1)x/(1− x).
3. Ak(n) equals the permanent of the n× n matrix with k on the diagonal and 1s elsewhere.
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4. The sequence (Ak(n))n≥0 is the binomial transform of the sequence (Ak−1(n))n≥0, that is,
Ak(n) =
∑
i≥0
(
n
i
)
Ak−1(i).
Proof. We will show how to generate all elements of Akn from those of A
k
n−1, counting them along
the way. Recall from Definition 6 that the permutation form of an element of Akn−1 is a word a
consisting of any K negative letters from {−k + 1,−k + 2, . . . ,−1}, where 0 ≤ K ≤ n − 1 and
the positive letters {1, 2, . . . , n − 1 − K} once each. For any such k-arrangement a let M be its
maximum letter, except M = 0 if all letters of a are negative. We can then insert a new maximum
M ′ = M +1 in any one of the n places before or after a letter in a to obtain words with letters from
{−k + 1,−k + 2, . . . ,−1, 1, 2, . . . , n − K} that contain at least one positive letter. Clearly this is
injective, since if two resulting words are equal they have the unique maximum letter, in the same
place, and removing it gives two identical preimages. Conversely, any k-arrangement of [n] that has
some positive letters has a unique maximum letter that when removed leaves a k-arrangement of
[n− 1] (possibly with only negative letters).
This thus produces, from the k-arrangements of [n − 1], all k-arrangements of [n] that contain at
least one positive letter, and thus n such k-arrangements of [n] for each k-arrangement of [n − 1],
or n ·Ak(n− 1) in total. What remains are the k-arrangements of [n] with only negative letters, of
which there are (k − 1)n.
This recursion leads to the exponential generating function claimed, via the known exponential
generating function for derangements (k = 0), induction and a straightforward manipulation.
That Ak(n) equals the permanent of the n×n matrix Mkn with k on the diagonal and 1s elsewhere
is easily derived from the definition of the permanent and the fact that the permanent of M1n counts
permutations of [n]. Namely, a k appearing in the expansion of the permanent of Mkn corresponds
to a fixed point in a permutation, as each k comes from the diagonal of Mkn , and thus counts the k
possible choices for coloring that fixed point.
Finally, it is well known (and easy to prove) that the binomial transform of an exponential generating
function f(x) is ex · f(x) which implies (Ak(n))n≥0 is the binomial transform of (Ak−1(n))n≥0.
Remark 3. Interestingly, all the properties of Proposition 2 hold even for negative k, and it seems
that for any k the Ak(n) eventually become positive for n sufficiently large, so an obvious question
is whether the Ak(n) also enumerate some interesting combinatorial structures for k < 0.
The definitions of descents, excedances, inversions and major index for permutations generalize in
a natural way to the derangement and permutation forms of k-arrangements as follows.
Definition 8. Given the derangement form or permutation form a = a1a2 . . . an of a k-arrangement
let s1s2 . . . sn be the word consisting of the letters of a sorted in weakly increasing order.
1. An excedance in a is an i such that ai > si. The number of excedances in a is denoted exc(a).
2. A descent in a is an i such that ai > ai+1. The number of descents in a is denoted des(a).
3. The major index of a, denoted maj(a), is the sum of the descents of a.
4. An inversion in a is a pair (i, j) such that i < j and ai > aj . The number of inversions in a
is denoted inv(a).
We present below some results and several conjectures for the above statistics. Which other statistics
on permutations generalize in natural ways to k-arrangements remains to be elicited, as well as the
distributions of such statistics. First we present a property of k-arrangements in the permutation
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form, allowing us to exploit the substantial knowledge on rearrangement classes, which are sets of
permutations of multisets.
Definition 9. Let a be a word of length n on some alphabet, and M(a) the multiset of all letters
in a. The rearrangement class of a is the set of words of length n whose multiset of letters is M(a).
As an example, the rearrangement class of 0110 consists of {0011, 0101, 0110, 1001, 1010, 1100}.
Proposition 3. The set of elements of Akn in permutation form, for any n and k, is a union of
rearrangement classes.
Proof. The permutation form of a k-arrangement a ∈ Akn consists of any multiset of size s ≤ n of
negative numbers in {−1,−2, . . . ,−k + 1} and each of the positive numbers in [n − s], once each.
Every rearrangement of a consists of the same multiset of negative numbers and the same positive
numbers and thus is the permutation form of some element of Akn.
It was shown already by MacMahon [Mac04] early last century that exc and des (as defined above)
are equidistributed on the rearrangement class of any word, and that the same applies to inv and
maj. Although rearrangement classes are typically defined on words containing all the letters in [k]
for some k, statistics on them often depend only on the relative sizes of letters. Thus, thanks to
Proposition 3, we have the following result.
Proposition 4. Suppose s and s′ are two statistics on words of integers that depend only on the
relative sizes of those integers, and suppose s and s′ are equidistributed on the rearrangement class
of any word. Then s and s′ are equidistributed on Akn in permutation form for any n and k.
Since the definitions of exc, des, inv and maj only depend on relative sizes of letters in k-arrangements,
we have the following result.
Proposition 5. The statistics exc and des, and, respectively, inv and maj, are equidistributed on
elements of Akn in their permutation form for any n and k.
Conjecture 1.2 The statistic des has the same distribution on elements of Akn in their derangement
form and permutation form for any n and k.
In the remainder of this subsection, all permutation patterns are taken to be classical.
It is well known that the number of permutations avoiding any single permutation pattern of
length 3 is the n-th Catalan number C(n) = 1n+1
(
2n
n
)
. An analogous statement is true of the 2-
arrangements in their permutation form. The definition of occurrence of a pattern extends trivially
to k-arrangements in their permutation (or derangement) form, but an occurrence of such a pattern
must involve different letters, and can thus not have more than one copy of any of the negative
letters. (There are, however, generalizations of patterns that allow repeated letters in occurrences,
and studying these for the k-arrangements would be natural. For information on such patterns
see [Kit07] and [Kit11, Section 1.5]).
Proposition 6. The number of 2-arrangements of [n] whose permutation form avoids any single
permutation pattern of length 3 is the Catalan number C(n + 1). Moreover, the number of such
2-arrangements with k negative numbers in their permutation form is the ballot number k+1n+1
(
2n−k
n
)
.
2In response to the preprint of this article posted on arxiv.org, Fu, Han and Lin [FHL20] have recently proved
Conjectures 1 through 4 in this section.
19
Proof. We first exhibit a bijection between 312-avoiding 2-arrangements of [n−1] and Dyck paths of
semilength n. Such a Dyck path consists of upsteps (1, 1) and downsteps (1,−1), starting from (0, 0),
ending at (2n, 0) and never going below the x-axis. A Dyck path can be decomposed into shorter
such paths, according to where it touches the x-axis. The part strictly between two consecutive
such steps, the first an upstep from the axis, the latter a downstep to the axis, can be any Dyck
path of the appropriate length, lifted one unit.
In a 312-avoiding permutation form of a 2-arrangement the positive letters to the right of any −1
must each be larger than all the positive letters preceding that −1. The −1s thus partition the
positive letters into blocks (possibly empty), each block consisting of letters determined by its size
and the number of positive letters to its right, and each block can contain an arbitrary 312-avoiding
permutation of those letters. The 312-avoiding permutations of [m] are well known to be in bijection
with Dyck paths of semilength m and so this structural decomposition is identical to that of Dyck
paths described above. This correspondence pairs Dyck paths of semilength n with arrangements
of [n−1] because we must prepend a −1 to ensure that the first block of positive letters is preceded
by a −1.
It follows that 2-arrangements of [n − 1] whose permutation form avoids 312 are in bijection with
312-avoiding permutations of [n]. It was shown in [SW06, Thm. 3] that the number of permutations
of a given multiset that avoid a pattern of length 3 is independent of the pattern. As we showed in
Proposition 3, the set of k-arrangements for any n and k is a union of rearrangement classes, and
the permutations of a multiset are precisely the rearrangement class of any word consisting of the
letters of that multiset.
Finally, since the −1s in a 312-avoiding 2-arrangement of [n − 1] correspond bijectively to all but
the last return to the x-axis of the corresponding Dyck path, the distribution of the number of −1s
claimed follows from a well known fact about Dyck paths.
Conjecture 2. The number of 3-arrangements of [n] whose permutation form avoids any single
pattern of length 3 is C(n+ 2)− 2n.
Conjecture 3. The distribution of the number of descents on 2-arrangements of [n − 1] whose
permutation form avoids any single one of the patterns 132, 213, 231 or 312, is given by the
triangle sequence A108838 in [OEI], which counts, among other things, rooted ordered trees with n
non-root nodes and k leaves, and has formula 2(n+1)
(
n+1
k+2
)(
n−2
k
)
.
Conjecture 4. The distribution of the number of ascents on 2-arrangements of [n − 1] whose
permutation form avoids the pattern 123, is given by triangle sequence A236406 in [OEI], which
counts 123-avoiding permutations of [n] with k peaks.
Given a k-arrangement a as a permutation pi and a map φ : Fix(pi)→ [k], define the color-encoding
of a to be the k-colored permutation (pi, c) for which ci = φ(i) if i ∈ Fix(pi) and ci = 0 otherwise.
We can then apply the statistics in Definition 5 to the color-encoding of a k-arrangement.
Conjecture 5. The statistics inv and maj in Definition 5 are equidistributed on Akn in the color
encoding for any n and k. The statistic des in that definition has the same distribution on Akn as
des on the permutation or derangement form for any n and k.
The following also seems worthy of investigation.
Problem 1. Proposition 1 shows how the continued fraction Cu and its ordinary generating function
capture our fundamental statistics for permutations together with the coloring of fixed points in
k-arrangements. Is there a specialization of Cu, or a similar continued fraction, that captures the
distribution of the statistics on colored permutations in Definition 5 applied to k-arrangements?
What about the statistics defined for the derangement and permutation forms in Definition 8?
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4 The Central Bijection
In this section we describe the bijective map η : Sn → Mn, whose existence was asserted in
Theorem 2. The map η takes permutations, refined in terms of fourteen combinatorial statistics
introduced in Definition 2, to Motzkin paths with labels as prescribed in Definition 3.
4.1 Preliminaries
We start by observing that when the parameters a through w are set to 1, each Motzkin path labeled
as in Definition 3 carries unit weight. Since the same parameter setting in (3) gives αn = 2n + 1
and βn = n
2, it then follows easily (see e.g. [Fla80, Theorem 3B]) that C becomes the continued
fraction expansion of the ordinary generating function for the sequence (n!). In other words:
Lemma 2. The number of Motzkin paths Mn labeled as in Definition 3 is n!.
To define the map η, it is convenient to introduce ‘vectorized’ versions of the permutation statistics
of Definition 2.
Definition 10. Given σ ∈ Sn and i ∈ [n], let
• invei(σ) = #{x ∈ [n] | x < i < σ(i) < σ(x)}.
• ninvei(σ) = #{x ∈ [n] | x < i < σ(x) < σ(i)}.
• invai(σ) := #{x ∈ [n] | x > i > σ(i) > σ(x)}.
• ninvai(σ) := #{x ∈ [n] | x > i > σ(x) > σ(i)}.
• iefpi(σ) := #{x ∈ [n] | x < i < σ(x)}.
Here the conditions on x, i, σ(x), σ(i) in invei are the same as on i, j, σ(i), σ(j) (in that order) in both
ie and ile in Definition 2. (Recall that ile counts inversions among excedances where the rightmost of
the two excedances is linked, so that (ie− ile) counts such inversions where the rightmost excedance
is not linked.) Analogous considerations apply to invai and ninvai, whereas iefpi will be applied only
to fixed points i.
The structure of the Motzkin path η(σ) closely depends on the type (linked vs. non-linked) of the
excedances and anti-excedances in σ, as well as on the number of chains formed by these. Namely:
Definition 11. A sequence i1, i2, . . . , ip of excedances forms a chain of excedances if
i1 < σ(i1) = i2 < σ(i2) = i3 < · · · < σ(ip−1) = ip < σ(ip). (16)
If i1, i2, . . . , ip is a maximal chain of excedances (w.r.t. containment), then its starter is the ex-
cedance i1 7→ σ(i1). A chain of excedances i1, i2, . . . , ip is said to span z ∈ [n] if i1 < z < σ(ip).
A sequence i1, i2, . . . , ip of anti-excedances forms a chain of anti-excedances if
i1 > σ(i1) = i2 > σ(i2) = i3 > · · · > σ(ip−1) = ip > σ(ip). (17)
The starter of a maximal such chain is the anti-excedance i1 7→ σ(i1). A chain of anti-excedances
i1, i2, . . . , ip is said to span z ∈ [n] if i1 > z > σ(ip).
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Remark 4. Note that in a maximal chain of excedances all excedances are linked except for the
starter, and likewise for a maximal chain of anti-excedances. Also, x ∈ [n] is spanned by a chain of
excedances or anti-excedances if the chain ‘begins and ‘ends’ on different sides of x.
Lemma 3. For every σ ∈ Sn and m ∈ [n] the number of non-linked excedances in [m] is at least as
large as the number of non-linked anti-excedances in [m]. Moreover, the total number of non-linked
excedances in σ is equal to the total number of non-linked anti-excedances.
Proof. Let i be any non-linked anti-excedance in σ, so σ(i) < i. This implies that j = σ−1(i) is
an excedance, so j < i, since otherwise i would be a linked anti-excedance. Now, j = σ−1(i) is
an excedance whose maximal chain of excedances starts with a non-linked excedance k ≤ j. We
associate the non-linked anti-excedance i to this non-linked excedance k.
Two different maximal chains of excedances cannot intersect in any i ∈ [n], since that would imply
that σ(i) had two different values for some i. Thus, each non-linked anti-excedance is associated
to a unique non-linked excedance preceding it, which shows that reading from left to right we can
never have more non-linked anti-excedances than non-linked excedances.
To show that a permutation σ has equally many non-linked excedances and non-linked anti-
excedances in total, apply the above argument to the reverse complement of σ, whose two-line
diagram is obtained by reflecting the diagram for σ in its vertical bisector (and reversing the num-
bers to have them increase from left to right). That transformation clearly interchanges non-linked
excedances and non-linked anti-excedances.
4.2 Constructing η
To define the map η : Sn →Mn of Theorem 2, we begin by associating to each permutation σ ∈ Sn
a path in R2 starting at (0, 0) and composed of level steps, NE upsteps, and SE downsteps as
follows. For i = 1, . . . , n, the ith step in the path is an upstep if i 7→ σ(i) is a non-linked excedance,
a downstep if i 7→ σ(i) is a non-linked anti-excedance, and a level step otherwise. By Lemma 3, the
path will terminate on the abscissa without ever falling below it. The paths obtained are therefore
Motzkin paths.
Fix σ ∈ Sn. If an excedance i 7→ σ(i) is linked, the i-th step is a level step labeled
ainvei(σ)bninvei(σ)s (18)
and, otherwise, if the excedance is not linked, the i-th step is an upstep labeled
cinvei(σ)dninvei(σ)p. (19)
Similarly, if an anti-excedance i 7→ σ(i) is linked, the i-th step is a level step labeled
f invai(σ)gninvai(σ)t (20)
and, otherwise, if the anti-excedance is not linked, the i-th step is a downstep labeled
hinvai(σ)`ninvai(σ)r. (21)
Finally, if i is a fixed point in σ then the i-th step in the path is a level step labeled
u · wiefpi(σ). (22)
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The following identities are elementary:∏
i∈[n]
σ−1(i)<i<σ(i)
ainvei(σ)bninvei(σ) = aile(σ)bnile(σ) (23)
and ∏
i∈[n]
i<min(σ(i),σ−1(i))
cinvei(σ)dninvei(σ) = cie(σ)−ile(σ)dnie(σ)−nile(σ). (24)
Analogous statements hold for the anti-excedances, and for the fixed points (with iefp), showing
that the weight of a labeled path η(σ) is as stated in the following theorem.
Theorem 3. The map η : Sn →Mn is a bijection with the property that, for M = η(σ),
wt(M) = aile(σ)bnile(σ)cie(σ)−ile(σ)dnie(σ)−nile(σ)f ilae(σ)gnilae(σ)hiae(σ)−ilae(σ)`niae(σ)−nilae(σ)
× pexc(σ)−le(σ)raexc(σ)−lae(σ)sle(σ)tlae(σ)ufp(σ)wiefp(σ)
The proof of Theorem 3 hinges on the following lemma.
Lemma 4. Suppose A and B are finite subsets of N with #A = #B and let φ, ψ : A → B be
bijections such that, for every i ∈ A, we have i < φ(i), i < ψ(i), and
#{x ∈ A | x < i < φ(i) < φ(x)} = #{x ∈ A | x < i < ψ(i) < ψ(x)}. (25)
Then φ = ψ.
Proof. We proceed by induction on κ := #A = #B. Let A = {i1, . . . , iκ} and B = {j1, . . . , jκ},
with i1 < · · · < iκ and j1 < · · · < jκ. Then it is easy to verify that (25) implies φ(iκ) = ψ(iκ) = jλ
where
λ = κ−#{x ∈ A | x < iκ < φ(iκ) < φ(x)}
= κ−#{x ∈ A | x < iκ < ψ(iκ) < ψ(x)}.
Now removing iκ from A and jλ from B, and restricting φ and ψ accordingly, the equality in (25)
still holds for the modified sets and bijections. Thus, by induction, φ = ψ.
Proof of Theorem 3. Since |Mn| = n! by Lemma 2, it suffices to show that η is injective. To this
end, let σ, σ′ ∈ Sn be permutations mapped to the same labeled Motzkin path M = η(σ) = η(σ′),
and we will show that this forces σ = σ′.
Let F be the set of all positions of the level steps in M whose label is of the form uwi. Let E0
be the set of all positions of the upsteps in M , E1 the set of all positions of the level steps in M
whose label is of the form aibjs and E = E0 ∪ E1. Similarly, let A0 be the set of all positions of
the downsteps in M , A1 the set of all positions of the level steps in M whose label is of the form
f igjt and A = A0 ∪ A1. Notice that the sets F , E0, E1,A0, A1 are disjoint and their union is [n].
Also, E0 equals the set of non-linked excedances in σ and σ′, E1 equals the set of linked excedances
in σ and σ′, and similarly for A0, A1 and anti-excedances, whereas F is the set of fixed points in σ
and σ′.
Recalling that under the map η fixed points in the permutation map to uwi-labeled level steps,
we have that σ(i) = σ′(i) = i for all i ∈ F . Next we show that σ(E) = σ′(E). Note first that
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every linked excedance is the image, under σ, of an excedance, so E1 is contained in σ(E). Also, a
non-linked excedance cannot belong to σ(E), so the remainder of σ(E) consists of anti-excedances.
These are precisely all the non-linked anti-excedances, because they are all images of excedances,
by definition, and the linked anti-excedances are not. The same holds for σ′ and so we have that
σ(E) = σ′(E) = E1 ∪ A0.
Let E = {i1, . . . , iκ} with i1 < · · · < iκ and σ(E) = {j1, . . . , jκ} with j1 < · · · < jκ. Now, since
σ and σ′ map to the same labeled Motzkin path we must have invei(σ) = invei(σ′) for all i. This
implies that σ and σ′ satisfy the conditions on φ and ψ in Equation (25), with A in Lemma 4
being E . Thus, Lemma 4 implies that σ(E) = σ′(E). (Note that ninve is the number of x ∈ [n] such
that x < iκ < σ(x) < σ(iκ) and that the assignment σ(iκ) = σ
′(iκ) = jκ−inve implied by Lemma 4
is necessarily consistent with this.)
Finally, taking the reverse complements of σ and σ′ or, equivalently, using the analogue of Lemma 4
in which all the inequalities are reversed, similarly shows that σ and σ′ also agree on the set A.
Hence, σ = σ′, so η is injective and thus bijective.
Remark 5. Note that in the proof of Theorem 3, no mention is made of the values of iefpi(σ).
The reason is that a permutation is determined uniquely by a much smaller set of statistics than
those present in the labels of the corresponding Motzkin path. It is easy to see that knowing the
excedance bottoms and tops (i and σ(i) for all excedances i), together with the set of fixed points
and the vector statistics invei and invai for all i, is enough to determine a permutation.
4.3 Some properties of η
It follows from the definition of the map η that the height of the left end of the ith step in the path
η(σ) equals the number of non-linked excedances preceding the ith place in σ minus the number
of preceding non-linked anti-excedances, since only these incur a height difference. Below we give
a different description of the height of the ith step, in terms of statistics derived from those in
Definition 10.
Definition 12. Given σ ∈ Sn let
• prexi(σ) = #{x ∈ [n] | x < i < σ(x)},
• folai(σ) = #{x ∈ [n] | σ(x) < i < x}.
Note that if i is an excedance then prexi(σ) = invei(σ) + ninvei(σ) and if i is an anti-excedance then
folai(σ) = invai(σ) + ninvai(σ). If i is a fixed point then prexi(σ) counts the same indices x as it
does for an excedance. Note also that prexi(σ) is the number of excedances x preceding i such that
σ(x) > i and that folai(σ) is the number of anti-excedances x following i such that σ(x) < i .
Proposition 7. Given σ ∈ Sn let M be the labeled Motzkin path M = η(σ). Then, for i ∈ [n],
(i) if i is a linked excedance then the ith step in M is a level step at height prexi(σ) + 1.
(ii) if i is a non-linked excedance then the ith step in M is an upstep starting at height prexi(σ).
(iii) if i is a linked anti-excedance then the ith step in M is a level step at height folai(σ) + 1.
(iv) if i is a non-linked anti-excedance then the ith step in M is a downstep starting at height
folai(σ).
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(v) If i is a fixed point then the ith step in M is a level step whose height is prexi(σ).
Proof. Recall that the starter of each maximal chain of excedances is a non-linked excedance,
corresponding to an upstep, while any remaining excedances in the chain are necessarily linked,
corresponding to level steps. Furthermore, each maximal chain of excedances terminates in a non-
linked anti-excedance j, corresponding to a downstep, namely, where σ−1(j) is the last excedance
in the chain. Conversely a non-linked anti-excedance always terminates some chain of excedances.
Thus, the number of non-linked excedances (strictly) preceding an excedance i equals the number
of maximal chains of excedances starting before i, and the number of non-linked anti-excedances
preceding i equals the number of maximal chains of excedances that end before i. The difference
between these two numbers is the number of maximal chains of excedances that span i, but this
difference is also the height of the ith step of M , as pointed out just before Definition 12. Each such
chain spanning i has a rightmost excedance x strictly preceding i if i is a non-linked excedance,
which thus satisfies x < i < σ(x), and those inequalities are satisfied by precisely one excedance x
in each maximal chain spanning i. The number of such x is precisely prexi(σ), so if i is a non-linked
excedance the ith step starts at height prexi(σ). If i is a linked excedance then the maximal chain
that i belongs to also spans i, and so the ith step (which is level) is at height prexi(σ) + 1.
The argument in the case of anti-excedances is analogous, since reversing a path η(σ), which cor-
responds to taking the reverse complement of σ (see proof of Lemma 3), turns excedances into
anti-excedances and vice versa, and preserves linking.
Finally, if i is a fixed point then the number of chains spanning i equals the number of elements
x ∈ [n] satisfying x < i < σ(x), so the height of the corresponding level step is prexi(σ), the
argument being identical to that for non-linked excedances.
4.4 Ties to previous bijections
As mentioned before, several authors have defined statistics on permutations that have then been
used to construct bijections to Motzkin paths, labeled to reflect those statistics [FV79, FZ90,
Bia93, SS96, CSZ97, Ran98]. These statistics essentially come in two flavors, being based either
on excedances, as in the present paper and [FZ90, Bia93, Ran98] or descents as in [FV79, SS96],
a bijection in [CSZ97] translating between these. In each of these two groups, each permutation is
mapped to the same Motzkin path, but labels differ. We give here, without proofs, some indication
of the similarities and differences between these labelings, showing in the process that the bijection
introduced in this paper cannot be recovered from previous published work.
First, it is helpful to consider a minor modification of the setup in [SS96], where Simion and
Stanton partition a permutation into ascent blocks (which they call runs), maximal contiguous
increasing segments in a a permutation. To facilitate the discussion here, we will follow [CSZ97]
and partition into descent blocks, which are decreasing rather than increasing. A bijection translating
the ascent-based framework in [SS96] to the descent-based one in [CSZ97] is taking reverse of each
permutation, that is, sending a permutation a1a2 . . . an to an . . . a2a1. For example, the reverse of
the permutation 36 4 125 is 521 4 63, where we separate the ascent/descent blocks by dashes. We
then say that the first letter in a non-singleton block is an opener and its last letter a closer. Other
letters in non-singleton blocks are insiders (continuators in [SS96]). In 521 4 63 the openers are
5, 6, the closers are 1, 3, whereas 2 is an insider and 4 a singleton. Clearly, reversing a permutation
interchanges openers with closers and preserves insiders and singletons, and the vector statistics lsgi
and rsgi in[SS96, Def. 2.1] are also interchanged. What we say about the statistics of Simion and
Stanton below thus applies to the reversed version, with descent blocks instead of ascent blocks.
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In [CSZ97, Section 3] a bijection Φ on permutations is presented that translates the above ‘descent
based’ classes of letters into ‘excedance based’ classes. Namely, in a permutation pi = a1a2 . . . an,
written in one line notation, if ai > i then ai is an ‘excedance top’ and i and ‘excedance bottom’,
whereas if ai ≤ i then ai is a ‘non-excedance top’ and i a ‘non-excedance bottom’. When Φ is
applied to a permutation, such as 521 3 6 74, which Φ maps to 2715364, we get the following cor-
respondences between these four classes, where the last column gives the classes used in the present
paper (the singletons 3 and 6 mapping to a linked anti-excedance and a fixed point, respectively):
in σ [SS96] in Φ(σ) [CSZ97] in Φ(σ) (present)
opener excedance top & non-excedance bottom non-linked anti-excedance
closer non-excedance top & excedance bottom non-linked excedance
insider excedance top & excedance bottom linked excedance
singleton non-excedance top & non-excedance bottom linked anti-excedance/fixpt
It turns out that all the bijections in the papers mentioned above translate a permutation to the same
unlabeled Motzkin path, modulo the bijection Φ and/or some trivial bijections such as reversing
a permutation. The bijection Φ also translates between the various statistics studied in [SS96]
and [CSZ97], respectively, where the inversion statistics in the latter correspond to the statistic rsg
in the former, which counts occurrences of the vincular pattern 2 31. These statistics determine the
labeling of the steps in the Motzkin paths that respectively correspond to permutations in each case.
In [SS96] Simion and Stanton also incorporate the ‘mirror’ statistic lsg, which counts occurrences
of 31 2. This latter statistic can be incorporated in Theorem 10 in [CSZ97] (as was done in [CM02,
Theorem 22]), by replacing the brackets [·]p with [·]p,p′ , and including the corresponding mirror
images of the inversion statistics in f(x, p, q) in [CSZ97].
Since fixed points are treated as non-excedance tops and non-excedance bottoms in [CSZ97], and
thus not distinguished from linked anti-excedances, both correspond to singletons in Φ−1(σ). This
setup thus differs from that of the present paper and in particular leads to the asymmetry in the
continued fractions that ‘mix’ the brackets [n] and [n+1] in both [SS94] and [CSZ97]. As Simion and
Stanton [SS94] base their statistics on the one-line notation of ascent blocks, and classify a letter
of a permutation according to the relative sizes of its predecessor and follower, it is impossible to
accommodate more than four distinct classes of letters.
There is nevertheless a way to characterize what happens to fixed points in a permutation σ under
Φ−1. Namely, a fixed point i in σ corresponds in Φ−1(σ) to a singleton i with lsg(i) = 0, that is,
a singleton that is not the 2 in any occurrence of 31 2. This corresponds to the fact that a fixed
point in σ can not form an inversion with a non-excedance preceding it.
In [Ran98], Randrianarivony presents a generating function that expands the one in [SS96] by
adding five statistics: Orsg, which is evaluated on each of the four types of letters (openers, closers,
etc.), and D. The statistic D is a linear combination of other statistics in the generating function,
and so does not add information. The Orsg statistics, on the other hand, are not vector statistics,
since they count, for each type of letter, the number of such letters i in σ with rsgi(σ) = 0. Because
of our reversal here of the Simion-Stanton setup, our statistic lsgi corresponds to rsgi in the paper by
Randrianarivony. Thus, his pointing out that Orsg applied to the singletons counts double descents i
with rsg(i) = 0, is equivalent to our claim about fixed points in the preceding paragraph, because
a double descent in the ascent-based setup is a singleton, between two ascent blocks.
As for the bijections of Franc¸on and Viennot [FV79] and Foata and Zeilberger [FZ90], it is explained
in [CSZ97, Section 5] how they are equivalent, via the bijection Φ.
26
In short, separating fixed points as a class of their own — as we have done here — in defining
the vector statistics at the heart of these different schemes, is not possible within the schemes
of Simion-Stanton [SS96] and Randrianarivony [Ran98]. The same is true of the other schemes
mentioned above, which all are equivalent to that of Simion and Stanton, as previously explained.
In the recent preprint [SZ] Sokal and Zeng consider both ‘records’ (left-to-right maxima) and ‘an-
tirecords’ (right-to-left minima), and partition letters in a permutation into four classes depending
on these attributes. They also partition letters into ‘cycle peaks’, ‘cycle valleys’, ‘cycle double rises’,
‘cycle double falls’ and fixed points, the double rises and double falls corresponding to our linked
excedances and linked anti-excedances, respectively, the other two ‘cycle’ classes to our non-linked
cases of these. By considering intersections of these two kinds of classes, they come up with a par-
titioning into ten distinct categories. In addition to this they incorporate nine statistics that are
refinements of the crossings and nestings defined by Corteel [Cor07], combinations of which can be
shown to equal our inversion statistics in items 6-14, Definition 2.
It is worth comparing our labels of steps in Motzkin paths, in (18)–(22) above, with the corre-
sponding labels of the bijection of Foata and Zeilberger [FZ90], as described in [CSZ97, Section 5].
In [CSZ97] the label assigned to each excedance i is the number of excedances j preceding i where
σ(j) > σ(i), that is, the label of an excedance is the ‘inversion bottom number’ of that excedance
among all excedances. This agrees exactly with our label invei(σ), which is independent of whether
the excedance i is linked. In [CSZ97], the label assigned to each non-excedance (which includes
fixed points), is the number of non-excedances following it and smaller than it, which agrees with
our inva only in the case of anti-excedances.
While a fixed point is classified as a non-excedance in [CSZ97], and the label associated to it
therefore depends on smaller non-excedances following it, here we label a fixed point i by uwiefpi(σ),
which thus depends on excedances preceding it. The labeling in [CSZ97] consequently differs from
ours. Our labeling is also different from Biane’s labeling in [Bia93], which in [CSZ97] is shown
to be closely related to the labeling described in [CSZ97]. Finally, the labeling of Simion-Stanton
in [SS94], after the translation applying Φ to the reverse of each permutation in their setting, is also
different from ours, as is inevitable since they do not distinguish between what after that translation
become linked anti-excedances and fixed points, respectively.
Crucially, our labeling of excedances and anti-excedances is independent of fixed points in a permu-
tation, which is not the case for the labeling in [CSZ97] nor, by the equivalences we have described
above, for the other bijections mentioned above (except for the recent preprint [SZ]). Specifically,
underlying all these results is some scheme for partitioning letters that form a permutation, which
is at the core of each construction. While the aforementioned papers (again excluding [SZ]) can
only accommodate a partition into four classes, we have a separate, fifth class, containing the fixed
points. This distinction allows for a greater variety of special cases, extensions to signed and colored
permutations, as well as to a natural notion of k-arrangements.
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Orthogonal
polynomial sequence
Normaliz.
recurr.
Parameters (a, b, c, d, f, g, h, `, p, r, s, t, u) in C with w = 0 in all cases
Discrete q-Hermite II (14.29.5) (0, 0, 0, q−2, 0, 0, 1, q, q−1, 1− q, 0, 0, 0)
Discrete q-Hermite I (14.28.4) (0, 0, 0, q, 0, 0, 1, q, 1, 1− q, 0, 0, 0)
Stieltjes-Wigert (14.27.4) (0, q−2, 0, q−4, 0, q−1, 1, q, q−3, 1− q, (1 + q)q−3,−q−1, q−1)
Continuous q-Hermite (14.26.4) (0, 0, 0, 1, 0, 0, 1, q, 1/4, 1− q, 0, 0, 0)
Al-Salam-Carlitz II (14.25.4) (0, q−1, 0, q−2, 0, 0, 1, q, aq−1, 1− q, (a+ 1)q−1, 0, a+ 1)
Al-Salam-Carlitz I (14.24.4) (0, q, 0, q, 0, 0, 0, q, a, 1− q, (a+ 1)q, 0, a+ 1)
q-Charlier (a=1) (14.23.4) (0, q−2, 0, q−4, 0, q−2, 1, q2, q−3, 1− q2, q−3, q−2, 1 + q−1)
q-Laguerre (α=0) (14.21.6) (0, q−2, q−4, q−3, 0, q−1, 1, q, q−3–q−2, 1–q, (1+q)q−3,-2q−1, (1-q)q−1)
Little q-Lag./Wall (a=1) (14.20.4) (0, q, q, q2, 0, q2, q, q2, 1− q, q(1− q), 2q,−(1 + q)q2, 1− q)
Cont. q-Laguerre (α=0) (14.19.4) (0, q, 1, q, 0, 0, 1, q, (1–q)/2, (1–q)/2, (1+
√
q)q5/4/2, 0, q1/4(1+q1/2)/2)
Cont. big q-Hermite (14.18.5) (0, q, 1, q, 0, 0, 1, 0, (1− q)/4, 1, aq/2, 0, a/2)
q-Meixner (b=c=1) (14.13.4) (0, q−2, q−4, q−3, q−2, q−1, 1, q2, q−3− q−2, 1− q2, q−3, q−2− q−1, q−1)
Big q-Laguerre (a=−b=1) (14.11.4) (0, q2, q, q2, 0, q, 1, q2, q2(1− q), 1− q2, q3(1 + q),−q2, q2)
q-Meixner-Pollaczek(a=
√
q) (14.9.4) (0, q, 1, q, 0, 0, 1, q, (1− q)/2, (1− q)/2, q3/2 cos(φ), 0,√q cos(φ))
Al-Salam-Chihara (ab=q) (14.8.5) (0, q, 1, q, 0, 0, 1, q, (1− q)/2, (1− q)/2, (a+ b)q/2, 0, (a+ b)/2)
Continuous dual q-Hahn (14.3.5) (0, q2, 1, q2, 0, q2, 1, q2, (1− q2)/2, (1− q2)/2, a−1q4/2, aq2/2, (a2 + q2)/2a)
(ab=−q, ac=q, bc=−q)
Table 2: Examples of orthogonal polynomial families in q-Askey scheme encompassed by C in Def-
inition 1. References for normalized recurrences are to equations in [KLS10]. Choice of parameters
in C is generally non-unique.
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