Some representation theorems in analysis by Guess, Harry Adelbert
I n p r e s e n t i n g t h e d i s s e r t a t i o n a s a p a r t i a l f u l f i l l m e n t o f 
t h e r e q u i r e m e n t s f o r a n a d v a n c e d d e g r e e from t h e G e o r g i a 
I n s t i t u t e o f T e c h n o l o g y . I a g r e e t h a t t h e L i b r a r y o f t h e 
I n s t i t u t i o n s h a l l make i t a v a i l a b l e f o r i n s p e c t i o n a n d 
c i r c u l a t i o n i n a c c o r d a n c e w i t h i t s r e g u l a t i o n s g o v e r n i n g 
m a t e r i a l s o f t h i s t y p e . I a g r e e t h a t p e r m i s s i o n t o c o p y 
f r o m , o r t o p u b l i s h f r o m , t h i s d i s s e r t a t i o n may h e g r a n t e d 
b y t h e p r o f e s s o r u n d e r whose d i r e c t i o n i t v a s w r i t t e n , o r , 
i n h i s a b s e n c e , b y t h e d e a n o f t h e G r a d u a t e D i v i s i o n when 
s u c h c o p y i n g o r p u b l i c a t i o n i s s o l e l y f o r s c h o l a r l y p u r p o s e s 
a n d d o e s n o t i n v o l v e p o t e n t i a l f i n a n c i a l g a i n . I t i s u n d e r ­
s t o o d t h a t a n y c o p y i n g f r o m , o r p u b l i c a t i o n o f , t h i s d i s s e r ­
t a t i o n w h i c h i n v o l v e s p o t e n t i a l f i n a n c i a l g a i n w i l l n o t b e 
a l l o w e d w i t h o u t w r i t t e n p e r m i s s i o n . 
SOME REPRESENTATION THEOREMS IN ANALYSIS 
A THESIS 
Presented to 
The Faculty of the Graduate Division 
by 
Harry Adelbert Guess, Jr„ 
In Partial Fulfillment 
of the Requirements for the Degree 
Master of Science in Applied Mathematics 
Georgia Institute of Technology 
June, 1%4 
SOME REPRESENTATION THEOREMS IN ANALYSIS 
Approved: 
7% 
y 
Date approved by Chairma 
11 
ACKNOWLEDGMENTS 
I wish to express my sincere gratitude to Dr. Eric R. Immel, my 
thesis advisor, for his watchful guidance and expert help in the pre­
paration of this thesis, I wish to thank the other two members of my 
reading committee, Dr« James A„ Walker and Dr. Joseph Ford, for their 
many helpful suggestions,, I also wish to thank Mrs. Peggy Weldon for 
her excellent and prompt typing of this thesis. In conclusion, I 
wish to express my heartfelt appreciation to Dr. Marvin B. Sledd for 
his advice, encouragement and administrative assistance, without which 
this undertaking would not have been possible. 
iii 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGMENTS ii 
CHAPTER 
I. INTRODUCTION . . . . . . 1 
II. THE STONE-WEIERSTRASS APPROXIMATION THEOREM 4 
III. THE STONE REPRESENTATION FOR BOOLEAN ALGEBRAS 25 
IV. A REPRESENTATION THEOREM BASED ON A THEOREM BY KAKUTANI 40 
APPENDIX 78 
Glossary 
BIBLIOGRAPHY 85 
1 
CHAPTER I 
INTRODUCTION 
This study is devoted largely to a presentation of three 
theorems of modern analysis: The Stone-Weierstrass approximation theorem, 
the Stone representation theorem for Boolean algebras, and a representation 
for L- spaces of abstract measure spaces based on a theorem by Kakutanio 
The proofs of these theorems illustrate some applications of topology and 
algebra to analysis0 
Chapter II contains an expository account of the Stone-Weierstrass 
theoremQ In the theorem necessary and sufficient conditions are given 
that a continuous real-valued function defined on a compact topological 
space be the uniform limit of a sequence of linear combinations of pro­
ducts of functions in some given set of continuous functions on the space0 
The analog of the theorem for the complex case is presented?as well as the 
extension of the theorem to locally compact spaces0 The proof, a modified 
version of that given by Stone, makes use of minimality arguments applied 
repeatedly to lattices, vector lattices, and algebras of functions0 
Chapter III contains a proof of the Stone representation theorem 
for Boolean a l g e b r a S o The Stone representation theorem states that given 
any Boolean algebra there exists a t o t a l l y disconnected, compact Hausdorff 
space such that the original Boolean algebra is a lattice isomorphic 
image of the Boolean algebra of all open-closed subsets of the spaceo 
The proof is a modification of that found in WALLMAN [l]o The usefulness 
of this theorem first becomes evident in Chapter IV, where it plays a 
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major role in the proof of the representation theorem of that chap­
ter. 
If (X, \i) is a complete measure space, the L space of the 
measure space is the space of all equivalence classes of functions whose 
integrals, with respect to the measure |i, exist and are finite. Two 
functions are said to be equivalent if they agree almost everywhere on 
X with respect to p.. In Chapter IV it is proved that the L space 
of any complete measure space is isometric and isomorphic, as a normed 
linear space, to the L space of a complete measure space whose d-ring 
of measurable sets is a completion of the Baire d-ring in some locally 
compact Hausdorff spaceo This measure space has the property that all 
continuous functions which vanish at infinity are measurable^ 
The statement and proof of this theorem are based upon a much more 
general theorem of Kakutani. In his original paper, Kakutani proves 
that certain types of partially ordered Banach spaces are isomorphic and 
isometric, as normed linear spaces, to L spaces of complete measure 
spaces in locally compact, totally disconnected Hausdorff spaces. 
The representation theorem of Chapter IV is less general than the 
original theorem of Kakutani. For this reason a more elementary proof 
is possible. The theorem of Chapter IV is formulated in measure-theoretic 
terms and is proved largely by appeals to measure-theoretic properties of 
the spaces concernedo Of necessity, the proof of the original theorem 
employs an elaborate superstructure manufactured from algebraic and 
order-theoretic properties of the space to be represented. The present 
proof does not seem to appear anywhere else in the literature. 
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All lattice-theoretic terms are defined either in the text or in 
the glossary,, Non-standard definitions from topology and real variable 
theory are also included. Symbols such as (x.y), where x and y 
are integers, are used to refer to theorems, lemmas and remarks. The 
first integer denotes the chapter in which the numbered item appears., 
The second integer indicates the position of the item within the chap­
ter,, The end of a proof is indicated by the symbol B. The symbol 
is to be read "implies/' and the symbol is to be read "if and only 
if." 
4 
CHAPTER II 
THE STONE-WEIERSTRASS APPROXIMATION THEOREM 
This chapter contains an expository account of the Stone-Weier-
strass approximation theorem,, The theorem, a generalization of the 
classical approximation theorem of Weierstrass,was first proved by Stone 
in 19370 The theorems and proofs presented in this chapter are modified 
versions of those in STONE [l]° 
The Weierstrass approximation theorem states that any continuous 
function defined on a closed and bounded interval of the real line is the 
uniform limit of a sequence of polynomials,, The setting for the Stone-
Weierstrass theorem is a compact topological space Xo In the theorem 
necessary and sufficient conditions are given that a continuous function 
on X be the uniform limit of a sequence of linear combinations of pro­
ducts of functions in some given set of continuous functions on X 0 
Both the real and the complex cases of the theorem are presentedo 
In the latter part of the chapter the extension of the Stone-Weierstrass 
theorem to locally compact spaces is given0 
The terms lattice, vector lattice, algebra, topological space, 
compact, and locally compact are used throughout this chapter„ Definitions 
of these terms appear in the glossary,, 
(2d) Definitions and Conventions 
Let X be a compact topological space and let C r(X) denote the 
space of all real-valued functions defined and continuous on X„ 
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For f, g e C^lX) the symbol f < g will mean f(x) < g(x) 
for all x e X 0 Under the relation < defined above5the space C r(X) 
is a partially ordered seto If f, g e C (X) then the function (f A g ) 
defined on X by (f Ag)(x) = mina (f(x), g(x)) is clearly the greatest 
lower bound in C r(X) for f and g Q The function f V g defined on 
X by (fVg)(x) = maxo (f(x), g(x)) is the least upper bound for f 
and g in C^(X)» Thus C r(X) is a lattice and? with algebraic opera­
tions defined pointwise, C r(X) is a vector lattice and a real algebrao 
For each f e C (X), let ||f|| = sup |f(x)| : x e X; o A short 
computation shows that the function || || on C^(X) is a norm on C^(X)
 3
In the topology induced on C^(X) by the norm f| ||, C (X) is a closed 
lattice, a closed vector lattice, and a closed algebrao Whenever closed 
lattices^ vector lattices or algebras are mentioned in this chapter it will 
be tacitly assumed that the word "closed" means closed with respect to the 
topology induced on C (X) by the norm f| ||0 
The proofs of all the assertions made above are straightforward 
computations based on definitions listed in the glossary0 
If A is any non-empty subset of C (X), let 
be the intersection of all sublattices of C (X) containing A, 
be the intersection of all vector sublattices of C (X) containing A, 
be the intersection of all subalgebras of C (X) containing A s 
be the intersection of all closed sublattices of C (X) containing A, 
be the intersection of all closed vector sublattices of C (X) 
r 
L(A 
V(A 
G(A 
L( A 
V(A 
containing A, and 
d{k) be the intersection of all closed subalgebras of C (X) containing Ac 
6 
It is clear that L(A) is a sublattice of Cr(X)j V(A) is a 
vector sublattice of C r ( x ) ; &(A) is a subalgebra of Cr(X)j L(A) is 
a closed sublattice of C^(X)| V(A) is a closed vector sublattice of 
C r ( x ) j and Cl(a) is a closed subalgebra of C r(X) 0 Each of these sets 
contains A 9 and each is minimal in the following sense: If L' is a 
sublattice of C r(X) and L n 3 A, then L' D L(A) 0 Analogous asser­
tions are valid for V(A), Ci(A), L(A), V(A), and 5(A)
 0 
(202) Definition: A non-empty subset A of C (X) has separation 
property I if and only if: Given x s y e X with x ^  y ? and any 
real numbers a ? b ? there exists a function f e A such that f(x) = a 
and f(y) = b 0 
A non-empty subset B of C r(X) has separation property II if 
and only if: Given x, y e X with x / y, there exists a function 
f e A such that f(x) / f(y)„ 
(203) Definition; If A is a non-empty subset of C r(X), the set of 
all non-negative linear relations satisfied by A is denoted by A + ( A ) , 
and defined to be the following subset of (X x X) x (R x R):* 
A +(A) = f(x, y; r, r') : x, y £ X; r' e R; r°r' > 0 and 
r f (x) = r 8f(y) for all f e A « 
(2 04) Definition: Let A be a non-empty subset of C r ( x ) , and let 
x, y e X o Let 
A(x, y) = {(f(x), f(y)) : f e a} , 
In this chapter the letter R will denote the real line0 The 
symbol R x R then denotes the Cartesian product of the real line with 
itself0 
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and 
[Q(A)](x, y) = {(f(x), f(y)) : f e QJ , where Q is any one of 
the symbols L, V, 0 . , L, V, CL0 Note that A(x, y) C R x R and 
[Q(A)](x, y) C R x R 0 
(205) Lemma: Let the order relation "<" be defined on R x R by 
(a, b) < (c, d) * ^ = 5 > a < c and b < d , 
where (a, b) and (c, d) are points in R x RQ If (a, b), (c, d)e R xR 
then 
g 0 l o b o { ( a , b), (c, d)} = (min0 (a, b} , min»{c, d} ) 
l o U o b o {(a, b), (c, d)j = (max0{a, b} , max 0{c, d} ) » 
The vector space R x R with its usual topology becomes a closed vector 
lattice in which 
(20501) (a, b) A (c, d) = (min0 {a, b} , mino [c, d} ), 
(20502) (a, b) V (c, d) = (maxQ {a, b}, max 0 {c, dj- ) 
are valid for all (a, b), (c, d) e R x RQ 
The proof is a straightforward computation and is omitted0 
(206) Lemma: Every closed subalgebra of C r(X) is also a closed vector 
sublattice of C (X) c 
r 
Proof: Let ^ be a closed subalgebra of C r(X). Since CL is, by 
definition, a closed vector subspace of C^CX), it suffices to show that 
d is a sublattice of C r ( X ) o Since for f, g e C r(X), and for each 
x e X, 
(2.6.1) (f V g)(x) - «x(f(x), g(x)) - f(x) + <j(x) + |f(x)-g(x)|
 f 
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(2.6.2) (f A g)(x) - min. (f(x), g(x)) = f<x> + ^ ' [fC^) - 9(^ )1 ^  
it suffices to show that if f e d , then the function |f|, defined on 
X by |f|(x) = |f(x)|s is also in <Z0 
Let e > 0 be given., Since |t| is a continuous function of 
the real variable t, by the Weierstrass approximation theorem there 
exists a polynomial P' with the property that | |t| - P°(t) | < | 
for every t in the closed interval [-||f||? !|f|!]° If P is the poly­
nomial which results from replacing the constant term P°(0) of P° by 
0, then P is a polynomial with 0 as its constant term which has the 
property that | |f| - P(t)|< e for every t in [-[|t[|, ||f||]e Since Gb 
is an algebra, the function P(f) in C^{X) is in do 
By the way P was selected | |f(x)| - P(f(x))| < e for all 
x e X ? and from this it follows that [| |f | - P(f)[| < e° This implies 
that if f e OU then |f | is a limit point of 6L and since OL is 
closed, |f| e 
(207) Lemma„ If A is a non-empty subset of C^CX), then for any 
given x, y e X, 
(2.7ol) [V(A)](x,y) = |(a,p) : r a = r'p for some fixed r , r' 
X * y A , y 
. I x,y x,y 
such that r°r' > 0> 
x,y x,y 
Proof: It will first be shown that [V(A)](x,y) is a vector sub-
lattice of R x R 0 
Let (o,p), (T,6) e [V(A)](x,y)„ Then a = f(x), p = f(y), 
Y = g(x) and b = g(y), for some f, g e V(A) 0 Thus (a + Y > P + & ) = 
= ((f + g)x, (f + g)y) e [V(A)](x,y)0 If X is real, then (Xo, Xp) = 
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= ((Xf)x, (\f)y)e [V(A)](x,y), so that [V(A)] (x,y) is a vector 
subspace of R x RQ Also 
(a, p)V (r, &) = (max.(f(x), g(x)), max.(f(y), g(y)) = 
= ( ( f V g ) x, (f V g)y)e [V(A)](x, y), 
and similarly (a, p)A (y, &)e [V(A)](x, y)o It follows that [V(A)](x,y) 
is a vector sublattice of R x R„ 
Since [V(A)](x,y) is a vector subspace of R x R it must have 
the form 
(20702) [V(A)](x, y) = ((a, 0) :ra = r'p, for some fixed real r ,t \ o 
x,y x,y ' ^ 
Since V(A) is a vector sublattice of C (X), it contains the zero 
r 
function,, Hence, if f e V(A), then |f|= 2(fV 0) - f so that 
|f|eV(A)o This implies that if (a, p ) e [ V(A) ] (x,y) then (|a |, |p|)e-
[V(A)](x, y ) 0 With r , r' as in (20702), if r ; r ' < 0 
ajy x>y a> y A» y 
then (r« , r )e [V(A)](x,y) and hence (|r« J, |r |)e [V(A)](x,y)0 
A> y A> y A>y A? y 
This would imply that r |r' | = r' |r |, thus contradicting the 
A> y 
assumption that r°r' < 0„ It follows that r° r' > 0 must be the 
x,y x,y-
x,y 9 1 x,y 
case, and hence that [V(A)](x, y) must have the form (2070l)o| 
(2o8) Lemma; If A is a non-empty subset of C r(X), then L(A) = L(A) and C(a) = (2( ). [The symbols L(A) and (2{A) denote the closures of 
the sets L(A) and <3.(A) in the norm topology on C (x)„] 
Proof: If f, g e L(A), then there exist sequences j f C L(A) and 
r -\ i N U U 
| 9 nt ^ L(A) such that f — > f and g^ — > g 0 Since 
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f(x)+g (x) + |f (x)-g (x)| 
(f nV 9 n)(x) = f n(x) V g n(x) = max(f n(x), g n(x)) = 0 — , 
it follows that f V g ^ r 2 - + ^ f Z g ^ = f V g „ Similarly 
n 2 2 3 7 
(f"nA 9 n ) f A g» Thus fV g and f A g are limits of sequences of 
members of L(A), and hence f V g and f A q are in L(A)0 By the 
preceding argument, it follows that L(A) is a lattice,. Since L(A) 
is closed and contains A, L(A) contains L(A)o However L(A) is a 
lattice containing A, so that L(A) contains L(A)„ Since L(A) is 
closed this implies that L(A) = L(A) ^ L ( A ) ° T h * J S L(A) ^ L(A) "3_L(A) 
and hence L(A) = L(A) 
By an analogous argument &(A) = &(A)o
— 
m 
(2o9) Lemma: Let A be a non-empty subset of Cr(X)o Then 
L(A) = £f z f e C r(X) and, given e > 0 and x,y e X, there exists 
a function f eL(A) such that |f(x) - f (x)| < e and 
x,y x?y |f(y) - f x > y ( y ) | < e} 
Proof; Let the set on the right be denoted by So Since by Lemma (2,8) 
L(A) = L(A), it follows that L(A) C s. Now let f e S; let e > 0 
be given; let x e X be fixed; and for each y e X let denote the 
open set 
G = (z : f(z) - f (z) < e) o y L x,y J 
Since f e S, it follows that x, y e G^ and hence that 
X = U G o By compactness of X there exist points y ,.0.,y such 
yeX Y i n 
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n n that U Gv = X. Let q =\/f « If zeX then z e G for some 
k = l,2,...,n, and hence g (z) > f (z) > f(z) - ea Since f e S, 
x . xyk |f(x) - f (x)I < e for each y e X, and hence f •(x) < f(x) + e for xy xy^  
each i= l,,8e,n. This implies 9 X ( X ) < f(x) + e° 
For each x e X let denote the open set 
Hx = {z : gx(z) < f(z) + e} . 
By the argument just given x e H for each x e X and hence U H = X, X o 
xeX x 
m 
By compactness of X there exist points x^ ,*ro,xm such that (J H^  i=l 1 m Let h = A gv o If z e X then z e H for some k = L2,oo«„m? i=l 1 Xk 
and hence h(z) < gx (z) < f(z) +e. Since by the preceding g (z) > f(z) - e 
k x 
for all z e X and for any given x e X, it folows that h(z) > f(z) - e 
for all z e X. This implies f(z) - e < h(z) < f(z) + e for all z e X? 
and hence |f(z) - h(z) | < e for all z e X. m m n Since h=/\g =A( V f ), with fx. e L(A) for i=l Xi i=l j = l iYJ 1,YJ 
i = l,.oo,m and j = l,0..,n, it folows that h e L(A)„ Since 6 is an 
arbitrary positive number this implies that f e L(A) and by Lemma (2o8) 
f e L(A). Thus S C L(A) and, in view of the preceding, S = L(A)o 
9 (2o9ol) Corolary: If L(A) has separation property (i), then 
L(A) = Cr(X). 
Proof: Let f e C (X) and let x, y e Xo By definition (2.2) there 
exists a function f e L (A) such that f (x) = f(x) and f (y) = f(y)< 
x,y x>y x,y ' ' 
( 2 . 9 . 2 ) Corolary: L(A) ={f : (f(x), f(y)) e[L(A)](x,y) for all xs ye 
such that x ^  y} • 
1 2 
Proof: If fe L(a), then (f(x), f(y))e [L(A)](x,y) C [L(A)](x,y) 
for all x, y e X. Conversely, if (f(x), f(y)) e [L(A)^(x,y) for all 
x, y e X such that x ^  y, then given e > 0 and x, y e X, there 
exists a function f e L (A) such that |f(x) - f (x)| < e and 
x>y x>y 
|f(y) - f (y)| < e. By Lemma (2.9), f e L(A). 
x> y p 
( 2 o 9 o 3 ) Corollary: If 1(A) = A, then 
A = {f : f e C (X), (f(x), f(y)) e A(x,y) for all x, y e X such 
that x ^  y | . 
Proof: Let the set on the right in the above equation be denoted by Bo 
By definition ( 2 . 4 ) , A C b. Let f e B. Then 
(f(x), f(y)) e A(x,y) C [L(A)](x,y) C [lTa)](x,y) 
for all x, y e X, such that x / y. By Corollary ( 2 . 9 . 2 ) , fe 1(A) = Ac 
( 2 . 1 0 ) Theorem V(A) = |f : fe C r(X) and A +({f}) 5 A +(A)| . 
Proof: It will first be shown that A +(V(A)) = A +(A). Since A C V(A), 
it follows that A +(V(A) ) C A + ( A ) . If A + (A) is empty this part of the 
proof is complete. Otherwise let 
V = (f : f e C r(X) and A + ( { f } ) ? A +(A)} . 
Now let (x, y; r, r') e /\ +(A), and let f, g e V. Then 
(x, y; r,r')eA +( A) C A + ( { f } ) n A + ({g}), so that rf(x) = r'f(y) and 
rg(x) = r'g(y). Hence for any real scalars a and p 
r(af+pg)(x) = r(af (x) + pg(x)) = r • (af (y) + pg(y)) = r • (af + pg) (y). 
1 3 
It follows that a f + 6 g e V o If ( f ) ° ° ^ V and f — » f, then 
rf^(x) = r'f^y) for every n, and hence rf(x) = r'f(y). Thus f e V o 
This implies that v is a closed vector subspace of C^(X) o 
Now recall that, by Definition (2.3), r 0r' > 0 0 If f, geV 
and r > 0, then r(fVg)(x) = r • max(f(x), g(x)) = max(r° f(x), r°g(x) = 
max (r'f(y), r'g(y)) = r'°max(f(y), g(y)) = r'(f V g)(y) 0 If f, g eV 
and r < 0, then r°(f V g)x = r°max(f(x), g(x)) = min(r f (x), rg (x) = 
min(r'f(y), r'g(y)) = r'max(f(y), g(y)) = r'(f V g)(y) 0 Thus if f, geV, 
then f VgeVo A similar argument implies that if f, g e V, then 
f A g e V. It follows that V is a closed vector sublattice of C p(X) 
containing A. By minimality of V(A), V 5 V( A)° This implies that 
A+(V(A)) ^ A +(V). Since for each f e V , A +({ f} ) ? A +(A), it follows 
that A +(V) P A +(A), and hence that A+(V(A)) 5 A +(A). Since the reverse 
inclusion has already been established, A +(A) = A+(V(A))» 
In the course of the argument just given the inclusion V ^  V(A) 
was established. To complete the proof it suffices to show that V C V(A)> 
By Lemma (2.7), if x, y e X then 
[V(A)](x, y) = [(a, p) : r a = r X )yP> f o r s o m e f i x e d r x,y' Px,y 
such that r °r' > o]
 0 
x,y x,y - J 
Let f eV . Then A +({f}) 5 A +(A) = A +(V(A)) 0 If g e V (A), then 
(g(x), g(y)) e [v(A)](x, y) for each x and y in X, and hence 
r g(x) = r' g(y). It follows that (x, y; r, r')e A+(V(A)) C A +({f}), 
x>y x,y 
Thus r -f(x) = r' -f(y), and hence (f(x), f(y))e [v(A)](x, y) C 
x>y x,y 
9 [V(A)](x, y). 
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Hence if f e V, then (f(x), f(y)) e [v (A)1(x, y) for each 
x and y in X. Since L(V(A)) = V(A) = L(V(A)), Corollary ( 2 , 9 . 2 ) 
implies that f e V(A). Thus V C v(A), and the theorem is proved 0 > 
(2el0.1) Corollary; If A has separation property (i) or (II), and 
rh(x) = r'h(y) for all h e A. If either r = 0 or r' = 0, then both 
r = 0 and r' = 0, since A contains a non-zero constant functiono Thus 
if either r = 0 or r' = 0 then r = r' =0 and trivially 
(x,y; r, r') e A +(ff}). Now suppose that r ^ 0 and r' ^ 0. Then 
r = r', because A contains a non-zero constant function. Thus 
h(x) = h(y) for all h e A. This is impossible because A has separation 
property (i) or (II). It follows that A +(A) = (x, y; 0, 0) ^A +({f}) 
for all f e C (X), and by the theorem just proved C (X) = V(A) 0-
r r H (2.11) (The Stone-Weierstrass Approximation Theorem) Let A be a non­
empty subset of C^(X). A necessary and sufficient condition that a func­
tion f in C (X) be in 5(a) is: If g(x ) = 0 for all g e A and 
some x e X, then f(x_) = 0; and if g(y ) = g(z ) for all g e A and 
o 0 3 / o o 
some y , z e X such that y / z , then f(y ) = f(z ). 7 o o 7 o ' o o o 
Proof; The necessity of the two stated conditions will be demonstrated 
first. Suppose that xq, y Q, zq are points in X such that y Q ^ zq, 
g(x Q) = 0, and g(y ) = 9(z0) f o r a11 9 e A. Let 
contains a non-zero constant function, then V(A) = C (X). 
Proof; Let f e C (X), and let (x, y; r, r') e A +(A). Then 
and 
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a short computation shows that P and Q are both closed subalgebras of 
C r(X), and hence P f| Q is a closed subalgebra of C r(X) containing 
ao Hence PPlQ contains 61(a). This implies f(x Q) = 0 and 
f(y Q) = f(z Q) for all f e &(a) 0 It follows that the two conditions 
are necessary. 
The sufficiency of the two conditions will now be established„ 
Let f be a function in C (X) for which: 
r 
(2.11.1) 9( x 0) = 0 f o r a 1 1 9 e A i m P l i e s f ( x Q ) = 0 
and 
(2.11.2) 9(y 0) = g ^ z 0 ^ f o r a 1 1 g e A i m P l i e s f(V 0^ = f^ Zo^ 
for every x , y , z e X such that y / z . 
o o o o ' o 
Let (x, y; r,r')£ A +(^(A)). Then rh(x) = r'h(y) for all 
he 5(a). If r = r' = 0 , then clearly (x,y;r ,r' ) e a +( { f}). If 
r / 0 , r' = 0 , then h(x) = 0 for all h e 5(a). Hence h(x) = 0 
for all h e a, so that f(x) = 0 and rf(x) = 0 = r'f(y). This implies 
that (x,y;r,r') e A +({f}). In like manner, r = 0 , r' ^ 0 implies that 
(x,y; r,r') e A +({f}). The only remaining possibility is that r -f 0 and 
r' / 0 , In this case if h(x) = 0 for all h e 5(A) then h(y) = 0 
for all h e5(a). Hence f(x) = 0 = f(y), so that rf(x) = r'f(y) and 
(x,y; r,r' ) e A +({f}). If h (x) ^ 0 for some h Qe&(a), then h (y) / 0 . 
— 2 — 2 2 
Since (2(a) is an algebra h Qe#(a) and thus rh Q(x) = r'h o(y) 0 But 
r^h^(x) = r'^h^(y) and hence rr'h^(y) = r^h^(x) = r'^h^(y), which 
o o 7 o 7 o o 7 7 
implies that r = r'. It follows that rh(x) = r'h(y) = rh(y) for all 
H E 5 ( a ) and, since r ^ 0 , h(x) = h(y) for all H E 5 ( a ) . Thus 
f(x) = f(y), rf(x) = r'f(y), and hence (x,y; r,r') e A +(ff}). 
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By the argument just given if f satisfies (2.11.1) and (2.11.2) 
then A+(a(A)) C A +({f}) 0 By Lemma (2.6), 5, (A) is a vector sub-
lattice of C (X). Thus V(a(A)) =a(A) and by Theorem (2.10), 
5(A) = V(a(A)) = (f : f e C p(X) and A+({f}) 5 A+(a(A))] . 
Thus if f satisfies (2.11.1) and (2.11.2) then f e 5.(A). This 
implies the sufficiency of the two stated conditions and concludes the 
proof.j 
(2.11.3) Corollary; A necessary and sufficient condition that &(A) 
contain a non-zero constant function is that for each xeX there exist 
some f e A such that f(x) -f 0. 
Proof; Let ge&(A), where g(x) = c / 0 for all x e X. By the theorem 
just proved there exists no x e X such that f(x) = 0 for all f e A. 
Now suppose that for each x e X there exists some f e A such that 
f(x) / 0. Let g be any real-valued constant function defined on X. 
Since g(x) = g(y) for all x, yeX, the theorem just proved implies 
geCl(A). It follows that &(A) contains all real-valued constant functions 
defined on X.— I 
(2.11.4) Corollary: If A has separation property (I), or if A has 
separation property (II) and contains a non-zero constant function, 
then 5(A) = C (X). 
Proof; If A has separation property (I), then there exists no xeX 
such that g(x) = 0 for all ge A, and there exist no two distinct 
points y, zeX such that g(y) = g(z) for all ge A. Theorem (2.11) 
implies that C (X) =5(A). 
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If A has separation property (II) and contains a non-zero con­
stant function then the assertion follows immediately from Theorem (2=11) 
and Corollary (2.11.3)._ 
1 
(2.11.5) Corollary: If Q-(A) has separation property (II) and contains 
a non-zero constant function, then (X(A) has separation property (l) 0 
Proof: Let (jL(A) have separation property (II) and contain a non-zero 
constant function. Let x , y e X be such that x ^ y . Then there 
o* 7o o ' 7o 
exists a function f ed(A) such that f( x Q) / ^Y 0^° 3 a n c' ^ ^ e 
any two real numbers and let 
g(x) = a - b f(x Q) - f(y o) f(x) + bf(x Q) - af(y o) 
for all xeX. Then ge(X{A) since &{A) is an algebra. Since g(x Q) = a 
• 
o 
and g(y ) = b, it follows that &(A) has separation property (i). 
(2.12) Definition. Let X be a compact topological space. The symbol 
C c(X) will denote the space of all complex-valued functions defined and 
continuous on X. With algebraic operations defined pointwise,, C C(X) is 
a complex algebra. The function || |( defined on ^ c(X) by ||f|| = 
sup ||f(x)| : x e xj is a norm on ^ c(^) a n c l ^ (X) equipped with this 
norm is a complete normed vector space. In the topology induced by this 
norm ^(X) is a closed complex algebra. 
(2.13) Definition: If feC (X), let f be the function defined on X 
by f(x) = f(x) for all xeX, The function f will be called the con­
jugate of the function f. 
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For A, a non-empty subset of C c(X), define ^ C(A) to be the 
intersection of all closed subalgebras of ^ c(X) which contain A and 
contain the conjugate of each of their memberso Clearly C c(X) n a s all 
these properties so that the intersection is not vacuous» Also ^ ( A ) 
has all these properties and is contained in any closed subalgebra of 
Cc(x) which contains A and contains the conjugate of each of its 
members. 
For feC c(X) the symbol &(f) will denote the real part of f 
and the symbol <^(f) will denote the imaginary part of f„ 
(2.14) Definition: If A is a non-empty subset of C c(X) let 
= £f : f =$(g) or f = d2(g) for some g e A j , 
and let 
B(A) = (f : f = g + ih where g, hea(A r)j . 
Since feC (X) if and only if (2(f) e C ( X ) and t0(f)eC (X), it fol­
lows that A C c (X). 
r - r 
(2.15) Lemma: If A is a non-empty subset of C (X) then & C(A) = B(A). 
Proof: It will be shown first that # (A) 5 B(A). Let D be any 
closed complex subalgebra of C (X) containing A, and closed under 
the formation of conjugates. If fe D, then GL{f) = ^ (f + f) and 
d0(f) = -^ -(f - f) are both in D. Let D be as in Definition (2.14). 
2i r 
A tedious but perfectly straightforward computation shows that is 
a real closed subalgebra of C (X). Since ^ A , it follows that 
D ^ 0.[A ). By arguments given above every member of D is in D. 
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This implies that if f e &(A ), then fs D. Now let f e B(A). Then f = g + ih 
for some g, h e &(A ). By the preceding, g and h are in D so that 
f e Do This implies that D Z) B(A). In particular this implies that 
OL (A) 5 B(A). 
A short computation shows that B(A) is a closed complex subalgebra 
of C c(X) containing A and closed under the formation of conjugates0 
This implies that B(A) 5 & (A) a n c' concludes the proof. 
c
 I 
(2.16) The Stone-Weierstrass Approximation Theorem0 (Complex Case) 
Let X be a compact topological space and let A be a non-empty 
subset of C c(X )o A necessary and sufficient condition that a function 
f e C £(X) be in & C(A) is: If xq is any point in X for which 
g(x ) = 0 for all g e A, then f(x ) = 0; and if y and z are 
any two distinct points in X for which 9(y Q) = 9( Z Q) ^ o r a ^ 9 e A> 
then f(y ) = f(z ). 7o o 
Proof: The necessity of the above conditions will be established firstc 
Let f e G- (A) = B(A) 0 Then f = ^ + ih 2, for h ^ h ^ ^ ) . Now let 
xq be a point in X for which 9( X Q) = 0 f° r ali g e A. Then 
g(x Q) = 0 for all g e A^ and hence, by Theorem (2.11), h(x ) = 0 for 
all h e d(A ). It follows that f(x ) = 0. Let y and z be any 
r o 7o o 7 
two distinct points in X for which 9(y Q) = 9^ z 0^ f° r a ^ g£ A. Then 
the set 
F = {h : h e C (X) and h(y ) = h(zQj} 
is a closed complex subalgebra of ^ c(X) which contains A and is closed 
under the formation of conjugates. This implies that F 3 & C(A) and 
hence f(y ) = f(z ). 
7o o 
20 
Conversely, let f be a function in C c(X) such that 
x e X and g(x ) = 0 for all g e A = > f (x ) = 0 
o o o 
and 
y0, z0eX> y0 / v and 9(y0) = g(z 0) for an 
9 e A = > f(y Q) = f(z Q) . 
Then 
x e X and h(x ) = 0 for all h e A $(f)(x ) = tfi(f)(x ) = 0, 
O O 0 O 
and 
y0> z Qe y Q / zq, and h(y Q) = h(z Q) for all he A ^ 
9(y 0) = 9(z 0) for all ge A z = ^ > f(y Q) = f(z Q) = > 
a(f)(yQ) =S(f)(z o) and c0(f)(yo) = J(f)(z Q) . 
By Theorem (2.11), (2(f) and J(f) are in &(A r), and thus 
fe B(A) = & c(A). j 
(2.17) Remark; In what follows, the symbol X will denote a fixed but 
otherwise arbitrary locally compact topological space. The symbol X^ 
will denote the one-point compactification of X obtained by adjoining 
to X the point x^ not in X.* The set C° (X) is defined to be the 
set of all continuous, real-valued functions defined on X and satisfy­
ing the following condition: For every e > 0 there exists a closed 
compact subset F . of X such that |f(x)| < e for all xe X - F 
e , r e, r 
*See Glossary, page 81. 
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Functions satisfying this condition will be said to vanish at infinityo 
The set C°(X) 1 S defined to be the set of all continuous, complex-
valued functions defined on X and vanishing at infinity. 
Let C r(X) denote the space of all bounded, continuous, real-
valued functions defined on X. Let C c(X) denote the space of all 
bounded, continuous, complex-valued functions defined on X. With alge­
braic operations defined pointwise C r(X) is a real algebra and C c(X) 
is a complex algebra. The function || || defined on C r(X) and on 
C (X) by ||fj| = sup (|f(x)|: x e x ) is a norm on C (X) and on C (X)„ 
c r c 
A long but nonetheless straightforward computation shows that 
C°(X) is a closed subalgebra of C r(X) and that C^(X) is a closed 
subalgebra of C c(X). 
(2.18) Definition 
(^(X^) = ^f : f is a continuous, real-valued function 
defined on X and f(x ) = 6] 
CO OO' J 
C°(Xoo) = {f : f is a continuous, complex-valued . 
function defined on X and f(x ) = Of 
(2.19) Lemma t Every function in C°(X) may be uniquely extended to 
a function in ^ ( X ^ ) , and every function in C°(X) may be uniquely 
extended to a function in C ^ X ^ ) . Conversely, the restriction to X 
of any function in ^(X^) is in C°(X), and the restriction to X 
of any function in ^(X^) is in C°(X). 
Proof; Let feC°(X) and define f^ on X^ by: f^x) = f(x) if 
x e X, and f_(x ) = 0. The function f is an extension of f to 
' o  o  o  
a function defined on X . Since f e C°(X) it follows that if e > 0 
o  c 
is given, then there exists a closed, compact subset F C x such that 
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|f(x)| < e for x e X - F . This implies that X^ - F g is an open 
set containing x_ such that fL(X_ - F ) C n(0s e)„ It follows that 
-'OO o  o  6 
f is continuous at x . Since f is continuous on X, f e C° (X )
 0 
o  o  o  ' co c o  
Any extension of a function f in C° (X) to a function in C° (X^) 
must agree with f on X and must assume the value 0 at X^o Thus 
uniqueness is a consequence of existence. 
Now let f e C° (X ) and let f denote the restriction of f 
o  c 0 0 0 0 
to X« Let e > 0 be given. Since f_(x ) = 0 and since f is con-
•
J
 0  CO' 0  
tinuous on X^, there exists an open set G containing x^ such that 
f^CG) C N(D$e). By definition of the topology on X^, this open set 
G must have the form G = X^ - F, where F is a closed, compact sub­
set of X. Thus for all x e X - F, |f (x) | = [^(x) | < e, and hence 
f e C° (X). 
c 
The proof of the lemma for C° (X) and C° (X^) is an exact 
duplication of the proof just given. ^  
(2.20) Definition; For each f e C° (X) let f^ denote the unique 
extension of f to a function in C° (X ). For each fe C° (X) let f 
c 00' r co 
denote the unique extension of f to a function in C° (XQO)o 
For each non-empty subset A of C°(X) or of C r(X), let the 
set A^ be defined as follows; 
For each non-empty subset B of C° (X ) or of C° (X ). let B v be 
' ' Q x 00' p ' 00' ' X 
the set of all restrictions to X of functions in B. 
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(2„2l) Definition: If A is a non-empty subset of C° (X), define 
& c(A) to be the intersection of all closed, complex subalgebras of 
C°(X) which contain A and are closed under the formation of conju­
gates,, The space C°(X) has all these properties, so that the inter­
section is not vacuous. The set ^ C(A) has all these properties and is 
contained in any closed complex subalgebra of C° (X) which contains A 
and is closed under the formation of conjugates. 
(2. 22) Theorem: If A is a non-empty subset of C°(X), then a neces­
sary and sufficient condition that a function f in C° (X) be in & (A) 
is: If xq is any point of X for which g( x Q) = 0 for all g e A, 
then f( x 0) = 0, and if y Q and zq are any two distinct points of 
X for which g(y Q) = g( z Q) f o r a H g e A, then f(y 0) = f( z 0)° 
Proof: Denote the class of all functions which satisfy the above condi­
tion by Q. It must be shown that Q = & c(A). 
It will be established first that CL (A) = [Q. (A ) ] v . A short 
c L c °o/JX 
computation shows that [ (X (A ) ] Y is a closed subalgebra of C°(X) 
C X c 
which contains A and is closed under the formation of conjugates. This 
implies that [ & (A^)]^  5 & C(A). By the same argument [ & (iA)]^  is 
a closed subalgebra of C° (X^) which contains A^ and is closed under 
the formation of conjugates. This implies that [Q. (A)]^ 5 C^(A»^  
and hence that every function in d (A ) is the extension of some func-
* c °° 
tion in & c(A) to a function defined on X^. It follows that 
[o.C(AOO)]x c aC(A). Thus [ac(Aj]x = ac(A). 
By Theorem (2.16) and Lemma (2.19) = 5<C(A00), and hence 
q = [6,c(AJ]x = ac(A).B 
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( 2 . 2 2 . 1 ) Corollary; If A is any non-empty subset of C^ (X) which has 
separation property (I) or has separation property (II) and for each 
x e X contains a function g such that g (x ) / 0, then 
o *x 0
 y x 0
v
 o' r 9 
ac(A) = c° (X). 
( 2 o 2 3 ) Theorem; If A is a non-empty subset of C° (X), then a neces­
sary and sufficient condition that a function f in C° (X) be in 0i(A) 
is; If xq is any point in X for which 9(xq) = 0, for all g 6 A, 
then f(x Q) = 0» and if v 0 and zq are any two distinct points in X 
for which g(y Q) = 9( Z Q) f° r a ^ 9 £ A, then f(y Q) = f( z 0)° 
The proof is an exact duplicate of the proof of Theorem ( 2 0 2 2 ) 
and is omitted. 
( 2 . 2 3 . 1 ) Corollary; If A is any non-empty subset of C°(X) which 
has separation property (I) or has separation property (II) and for each 
xq6 X contains a function g x such that g x (x Q) ^ 0, then &(A) = C°(X )o 
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CHAPTER III 
THE STONE REPRESENTATION THEOREM FOR BOOLEAN ALGEBRAS 
This chapter contains a proof of the Stone representation theorem 
for Boolean algebras. The proof presented here is a modification of that 
given in WALLMAN [l]. The Stone representation theorem states that 
given any Boolean algebra E there exists a totally disconnected 
compact Hausdorff space S such that E is a lattice-isomorphic image 
of the Boolean algebra of all open-closed subsets of S. 
The Stone representation theorem of this chapter plays a major 
role in the proof of the representation theorem of Chapter IV. 
(3d) Definition; A lattice L is said to be distributive whenever 
a A (b V c) = (a A b) V (a A c ) 
and 
a V (b Ac) = (aV b) A (a V c) 
are valid for all a, b, ce L. An element Oe L is said to be a zero 
element of L if a A 0 = 0 and a V 0 = a for each a eL. An ele­
ment 1e L is said to be a unit element of L if a A 1 = a and 
a V 1 - 1 for each aeL. It is easily seen that there can be at most 
one zero element and at most one unit element in any given latticeo 
Unless otherwise noted the symbol L will denote a fixed but 
otherwise arbitrary distributive lattice with distinct zero and unit 
elements. 
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(3.2) Definition; A non-empty subset H of L is said to have property 
F if and only if 
A non-empty subset M of L will be called an ideal in L whenever 
An ideal M will be called maximal if there exists no ideal N properly 
containing M and properly contained in L. Note that if M is any 
maximal ideal in L then 0 f.M and 1 e M. 
(3o3) Lemma; Let & be the family of subsets of L with property F s 
partially ordered by inclusion. If H e# then H is contained in some 
maximal element of 
Proof; By assumption the zero and unit elements of L are distinct. 
This implies {l} e'J- and hence 31 is not empty. If C is any chain 
in & it is easily seen that U C is an upper bound for C in 
The conclusion follows from Zorn's lemma. 
(3.3.1) Remark; The lemma just proved is equivalent tp. the Axiom of 
Choice. This point is discussed in SIKORSKI [l], 
(3.4) Lemma; A non-empty subset G of L is a maximal element of & 
if and only if G satisfies the following two conditions; 
(3.4.1) a, b e G => a A b e G 
a, b e M ==> a A b e M 
and 
c e M = > i f deL and d > c, then deM. 
2 7 
( 3 0 4 0 2 ) c e G a A c 0 , for all a e G 0 
Proof; Let G be a maximal element of 3-«> Then G ^ f>0 If a,be G , 
then a A b / 0 . This implies that 
has property F and hence does not properly contain G . Thus G satis­
fies ( 3 0 4 e l ) 0 
property F, and hence c e G . Conversely, if c e G then a Ac / 0 
for every a e Go Thus G satisfies ( 3 . 4 . 2 ) o 
Now let G be any non-empty subset of L satisfying ( 3 » 4 0 l ) 
and ( 3 < > 4 0 2 ) . By finite induction, G has property F„ If H is any 
subset of L containing G and possessing property F then, by ( 3 c 4 0 2 ) 
H ^ Go Thus G • is a maximal element of 3 . 
• 
( 3 j > 5 ) Lemma: Every maximal element of 3" is a maximal ideal in L 
and conversely. 
Proof; Let G be a maximal element of 5", By Lemma ( 3 * 4 ) , if a, b e G 
then a A b e G, If d e L and d > c for some c e G , then 
d A a ^  c A a > 0 for all a e G . This implies d A a / 0 for each 
a e G . Lemma ( 3 . 4 ) implies d e G . It follows from Definition ( 3 . 2 ) 
that G is an ideal in L. 
Now suppose that there exists an ideal N in L such that N 
properly contains G . Then there exists an element n e L such that 
n ^ G . Lemma ( 3 . 4 ) implies that n /\ a = 0 for some a e G C N. Hence 
0 = n A a e N. Definition ( 3 . 2 ) together with the fact that x > 0 for 
GU{c Ad ; 
If c e L and a A c / 0 for every a e G , then G U {c} has 
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all x e L implies N = L. It follows that G is a maximal ideal 
in L. 
Conversely let M be a maximal ideal in L. It follows from 
the maximality of M that 0 {M. Hence by Definition ( 3 . 2 ) and 
finite induction M has property F. Thus 111 and by Lemma 
( 3 o 3 ) M is contained in some maximal element H of 3 „ The pre­
ceding paragraph implies that H is a maximal ideal in L. Since M 
and H are maximal ideals and H ^ M, it follows that M = H and 
consequently that M is a maximal element of 3". ^ 
( 3 . 6 ) Definition; Let S denote the collection of all maximal 
elements of 3". By Lemma ( 3 . 3 ) S is non-empty. Each element 
p e S will be called a point in S. For each a e L the set B^ 
defined by 
B Q = { p : p e S , a e p } 
will be called the basic a-set. By Lemmas ( 3 . 3 ) and ( 3 . 5 ) , B = 0 if 
"""" "'' 3 
and only if a = 0 . If p e S and a e p then lA a = a / 0 , It 
follows from Lemma ( 3 . 4 ) that 1 e p. This implies that 1 e p for all 
p e S. and hence B^ = S. 
( 3 . 7 ) Lemma; If pe S then { p} = f) B • 
ae p 
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Proof: Let p e S. If a e p, then p e B a, and hence |"pj C f j Ba<> 
ae p 
Conversely, if q e B for all a e p, then a e q for each a e p, 
a 
and hence q ^ P- Since both q and p are maximal elements of 3" 
it follows that q = p. Thus fp} = O B 0 • 
ae p • 
(3o8) Lemma: If a, b e L, then 
(3.8.1)
 BaAb = BanBb 
(3.8.2)
 BaVb = BaUBb 
Proof: The first assertion follows from the implications 
p e B a f! Bb<£=/ a, b e p<=> a A b e P < = > p e B a /\ b° 
The second assertion is proved in two steps. That B a U Bb 9 B a y ^ 
follows from the implications 
p e B a U B k = > a e p or b e p a V b e p=>p e B a \/ ^ ° 
Now suppose that a $ p and b $ p. There exist c, d e p such that 
c A a = 0 and c A b = 0. This implies 
(c A 6\ A (a V b) = [(c A d)A a]V [(cAd) A b] = [(a Ac) A d]V[cA(d A b)] 
= (0 A d) V (cA 0) = 0 . 
By Definition (3.2) cA d e p and thus, by Lemma (3.4), a V b | p„ If 
p e B a y ^ then a V b e p. The argument just given implies either 
a e p or b e p, and hence p e B U B, . In view of the preceding, 
Ba V b = B a U B b ' | 
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(3 . 9 ) Lemma; Let 
U « ( O B : Q C
 L ) 
aeQ 
Then "U. contains 0 and S, and is closed under the formation of finite 
unions and arbitrary intersections. 
Proof: If p e O B then p e B for all a e L and hence p = L. 
aeL 
This implies that 0 e p thereby contradicting Lemma (3.5). It follows 
that 0 = p\ B . By convention f\ B = S. Thus 0 and S e U , 
aeL ae 0 
Let A = P| B and C = f) B , be sets in Ii. 
a'eQ1 3 a"eQ 2 a 
Then by Lemma (3.8) 
AUc= O O B a ' ^ B a " = n n Ba.va«-
a ,eQ 1 a"eQ 2 a ,eQ 1 a"eQ 2 
If 
Q3 = [a1 V a" : a' e Ql and a" e Q2~j , 
then 
A U C = O B a , aeQ3 
and hence aU C e By induction it follows that "U. is closed under 
the formation of finite unions. 
Let T be an arbitrary index set and let {a^. : t e t] C Ii, 
If A. = O B for each t e T , then t 1 ' a 
aeQ t 
n a = n n b = b 
teT teT aeQ ae U Q t 
Z
 teT 
3 1 
and hence p| A . e "Li­
te T • 
( 3 o l O ) Lemma: Let 3 = { a : S - A eli], Then 0 is a topology on 
the space S . 
Proof: The assertion is an immediate consequence of the definition of 
a topology on the space S . This definition may be found in the glossary, 
( 3 o l 0 o l ) Remark: The sets in 3 will henceforth be called open sets 
in S o Sets in I i will henceforth be called closed sets in S o If 
.. _ S the symbol A will denote the set S - A . 
( 3 . 1 1 ) Theorem: The space S is a compact T^-space in the topology 
3. 
Proof: Lemmas ( 3 . 7 ) and ( 3 . 9 ) imply that each singleton in S is a 
closed set. It follows that S is a T^-space. 
Let " 1 1 ' = { a ^ : t e t } be a subcollection of I i with the finite 
intersection property. By definition of "U each set A ^ is of the form 
A ^ = f"^  B^, where C. L. Suppose that the collection 
aeQ t 3 
0 = {B : ae ( J Q . l 
teT X J 
does not have the finite intersection property. Then there exists a fin-
ite subcollection B_ ,.. .,Ba of such that C\B = 0a Each B a 
a l
 an i=l ai r ai 
n n 
contains some A . , so that flA« ^- P | B a = fi° This contradicts the 
1
 i = l 1 i = l i 
original hypothesis and implies that the collection @ has the finite 
intersection property. 
Now let CL = U Q , If a,,...,a is any finite subcollection 
teT Z n 
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of ( X t then by Lemma (3.8) 
Bn - OB J * . 
A * i 1 = 1 
i=l 
It follows from the discussion accompanying Definition (3.6) that 
n 
A a. / 0. This implies that the set Q. C L has property F. By 
i = l 1 
Lemma (3.3) and Definition (3.6) there exists a point p e S such that 
p D (Xa Thus a £ p for each a e <X9 and hence p e B for each 
a £ U Q. « This implies that 
teT Z 
p e O Ba = n At > 
ae(jQ teT 
teT 
and hence that the collection VC has non-empty intersection. 
The preceding argument has established that any collection of 
closed sets in S with the finite intersection property has non-empty 
intersection. It follows that S is compact. 
(3.12) Definition: A distributive lattice L is said to have the 
Wallman disjunction property if, whenever a and b are any two distinct 
elements of L, there exists an element c of L such that one of 
a A c, b A c is zero and the other is not zero. 
(3.13) Lemma: A necessary and sufficient condition that the correspond­
ence a <—> B from L onto B = i B : a e L r be one-to-one is that 
a L a J 
L have the Wallman disjunction property. 
Proof: Suppose that L has the Wallman disjunction property. Let 
a, b e L and a / b. For convenience let a A c = 0 and b A c / 0 0 
3 3 
Since the set { b, cj C L has property F, Lemma ( 3 . 3 ) implies the 
existence of a point pe S such that p ^ {b, c} . Thus pe O B c < J 
Since a A c = 0 , it follows from Lemma ( 3 . 8 ) and Definition ( 3 . 6 ) that 
0 = B a = B Pi B . This implies that p e B, but p $ B . Thus if 
a / \ c a c o a 
a,b e L and a ^  b, then B g ^ B^. 
Conversely, suppose that the correspondence a<—>B is one-to-
a 
one0 Let a,b e L and a / bo By assumption B a ^ B^ 0 For convenience 
suppose that p e B, but p j B . Then b e p but a 4 P» By Lemma 
o a 
( 3 . 4 ) the relations a ^  P and b e p imply that there exists some 
c e p such that a A c = 0 but b A c / 0 . It follows that L has the 
Wallman disjunction property. 
( 3 . 1 4 ) Definition; Let L be a lattice with zero and unit elementSo 
If a and b are elements of L such that a A b = 0 and a V b = 1, 
then b is called a complement of a, and a is called a complement 
of b. A lattice L with distinct zero and unit elements is called a 
complemented lattice provided each of its members has at least one comple­
ment in L e 
A Boolean algebra is a distributive, complemented lattice. 
( 3 . 1 5 ) Lemma; If E is a Boolean algebra, then the following state­
ments about E are true. 
( 3.15.1) For each a e E there exists a unique element a' in E such 
that a A a' = 0 and a V a' = 1 . [if E is a Boolean algebra and 
a e E, the unique complement of a in E will henceforth be denoted 
by a'. ] 
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(3.15.2) If a, b e E and a A
 D = 0, then a' = b V a'. 
(3.15.3) If a e E, then (a')' = a. 
(3.15.4) If a,b e E, then (a V b)' = a' A b» and (a V b)' =a'Ab' 
Proof: Let a,b,c e E be such that a A b = 0, aAc=0, a V b = 1, 
and a V c = 1. Then 
(1) c = 0 V c = (a A b) V c = (a V c) A (b V c) = 1 A (b V c) = b V c 
and 
(2) b = 0 V b = (a A c) V b = (a V b) A (c V b) = 1 A (c V b) = b V C o 
Thus- b = bV c = c. This proves (3.15.1). Since identity (1) makes 
use only of the relation a A b = 0, the assertion (3.15.2) follows. 
The assertion (3.15.3) is a direct consequence of (3.15.1), and (3.15.4) 
follows from (3.15.1), (3.15.3), and the identities (a A b) A (b» V a') = 
and (a A b) V (b» V a') = 1. 
B 
(3.16) Lemma: If E is a Boolean algebra, then E has the Wallman dis 
junction property. 
Proof: Let a and b be distinct elements of E, and suppose that 
both a Ab' = 0 and b A a' = 0. It follows from (3.15.2) that 
a' = b' V a' = b'. By (3.15.3) a = b, thus contradicting the assump­
tion that a and b are distinct. This implies that either a Ab' / 0 
or b A a' / 0. Since b A b' = 0 and a A a' ~ 0> the proof is com­
plete. 
• 
(3.17) Remark: Since a Boolean algebra is, in particular, a distribu­
tive lattice with the Wallman disjunction property, all of the results 
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established thus far are applicable0 More precisely, let E be a 
Boolean algebra and let S be the collection of all maximal 
ideals in E. By Lemmas (3.3) and (3.5) S is non-emptyc If the space 
S is endowed with the topology V9 defined in Lemma (3010), it follows 
from Lemma (3.11) that S is a compact T^-space0 The topological 
space (S,U ) will be called the Stone space of the Boolean algebra E 0 
(3ol8) Definition; Let L and L' be lattices0 A one-to-one mapping 
f from L onto L' is called an isomorphism from L onto L' pro­
vided 
f(a A b ) = f(a) A f(b) 
and 
f(a V b) = f(a) V f(b) 
for every a,b e L. Two lattices are said to be isomorphic if there 
exists an isomorphism from one onto the other. 
(3.19) Lemma: Let L and L' be lattices and let f be an isomor­
phism from L onto L'. Then for a,b e L 
a < b<=±> f ( a ) < f(b). 
Proof: Let a,b e L and a < b. Then a /\ b = a, and hence 
f(a) A f(b) = f (aA b) = f(a). It follows that f(a) < f(b). Since 
f is one-to-one f(a) f(b), and hence f(a) < f(b). Conversely, 
if a,b e L and f(a) < f(b), then f(a A b) = f(a) A f(b) = f (a) . 
Since f is one-to-one it follows that a A b = a. This implies 
a < b. Since f(a) ^  f(b) and since f is one-to-one, a / b« 
It follows that a < b. 
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(3o20) Lemma; Let E be a Boolean algebra and let (S,0 ) be the 
Stone space of E. For each a e E let B^ be.as defined in Definition 
( 3 o 6 ) o The collection 
Q> = { B a : a e E 
partially ordered by set inclusion is a Boolean algebra. The mapping 
f defined on E by f(a) = B for each a e E is an isomorphism from 
d 
E onto Q> • 
Proof: Two immediate consequences of Lemma (308) are that Q> is a 
lattice under set inclusion and that f(a) A f(b) = f(a A b) and 
f(aV b) = f(a) V f(b) for each a,b e E. By definition of Q, f 
is an onto mapping. Lemmas (3.13) and (3.16) imply that f is one-to-
one. By Definition (3.18) f is an isomorphism from E onto Q
 0 
Since Q> and E are isomorphic and E is a Boolean algebra, it follows 
that S is a Boolean algebra.^ 
(3.2.1) Definition: Let (X,c7) be a topological space. A collec­
tion Q> of open sets in X is called an open base for the topology V 
if every set in 3 is the union of some subcollection of sets in ^ 0 
A collection of closed sets in X is called a closed base for the 
topology <3 if every closed set in X is the intersection of some sub-
collection of sets in . A collection <3 which is both an open base 
and a closed base for c7 is said to be an open-closed base for &
 0 A 
set A C x which is both open and closed is said to be an open-closed 
set in X. 
(3.22) Definition: A topological space X is said to be totally 
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disconnected if for any two distinct points x,y e X there exists an 
open-closed set F C. X such that x e F and y | F» 
(3o22ol) Remark: An immediate consequence of the above definition is 
that a totally disconnected T^-space is necessarily a Hausdorff space,, 
(3.23) Lemma: If X is a T^-space such that any closed subset of X 
is the intersection of open-closed subsets of X, then X is totally 
disconnected. 
Proof: If X contains only one point the theorem is trivially true0 
Otherwise, let x and y be two distinct points in X. Then the set 
{x} is closed since X is a T^-space. By hypothesis there exists a 
collection j F^  : i e ij of open-closed sets in X such that 
F. = { x}» Since y ^ x there exists some open-closed set F. in 
iel 1 1 
the above collection such that y ) and x e F^. This implies that 
X is totally disconnected. 
e (3.24) Theorem: Let E, S, c7, and Q be as defined in Lemma (3o20)0 
Then Q is exactly the collection of all open-closed subsets of S. 
Proof: Let B e<3 . Then B = B a for some a e E. By Definition (3„6) 
and Lemmas (3.8), (3.15), and (3.20), 0 = B = B
 A , = B H B , and S = 
o a /\ a a a 
B
 v , = B U B ,. This implies that B , = B C. Since (a')' = a, the a v a a a a a 
relation B = B °, follows. Hence B e CB if and only if B C e Q> . By 
a a' a 7 a 7 
the definition of c7 given by Lemmas (3.9) and (3,10) each set B eG 
3 
is closed. The preceding arguments imply that each set in & is the 
complement of some other set in Q> . It follows that each set in Q> is 
an open-closed subset of S. 
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By the definition of the topology c? on S each set G e t f is 
of the form G = B 0 where A C E. Let F be any open-closed sub-
ae A 
set of S. Since F is open, F = |J B 0 for some A C E. By Theorem 
ae A 
(3.11) S is compact. Since F is a closed subset of a compact space, 
F is compact. The collection { B a ° : a e aJ is an open cover of F. 
c c 
By compactness of F there exists a finite subcollection B_ B_ 
al an 
such that 
n n 
F = IJ B C = (J B , = B = B / v E<3 . 
• i a, . , a.1 n / n \ • | 
(3.2.401) Corollary; The collection Q is an open-closed base for the 
topology V on S. 
Proof; As noted in the proof of the preceding theorem,Lemmas (3.9) 
and (3.10) together imply that each closed set in S is the intersec­
tion of sets in <3. Thus Q> is a closed base for the topology £7 on 
S. Since (3 is closed under complementation, it follows that $ is 
also an open base for V . The results of this chapter are summarized in 
the following theorem. 
(3.2.5) The Stone Representation Theorem. Let E be a Boolean algebra 
and let S be the space whose points are the maximal ideals 
in E. For each a e E define the set B in S to be the set of 
a 
all maximal ideals containing a. Let$ = ^ Bg : a e e}. Then Q> is an 
open-closed base for the unicfuely determined topology c7 on S defined by 
3 = ( U b i A C
 E ) . 
I ae A 
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In the topology 3 the space S is a compact, totally disconnected 
Hausdorff space0 The collection Q> partially ordered by set inclusion 
is a Boolean algebrao The mapping f defined on E by f(a) = B 
for each a e E is an isomorphism from E onto @> * 
Proof; By Corollary (3024„1) the above definition of the topology 
on S agrees with the definition of v given by Lemmas (3.9) and (3ol0)o Since a non-empty collection of sets in a non-empty space can 
be an open base for at most one topology on the space, it follows that 
the topology t7 is uniquely determined by the base Q > „ By Lemma (3oll), 
S is a compact T^-space. By Lemmas (3.9), (3,10), (3o23) and (3o24), 
S is totally disconnectedo It follows from (3.22.1) that S is Hausdorffo 
The concluding assertion of the theorem is a re-statement of Lemma (3o20)Oj 
For future reference the following properties of the isomorphism 
are listed belowa 
(3.25.1) Corollary: If a, b e E then 
(3.25.1.1) B
 w , = B U B, 
a V b a b 
(3.25.1.2) B a , = B H B, 
a A b a b 
(3.25.1.3) B , = B C
a 1 a 
(3.25.1.4) B C B,<L^ a < b 
a — b — 
Proof: The first two identities follow from Lemma (3.8). The third 
identity follows from the proof of Theorem (3.24). The fourth identity 
follows from Lemmas (3.19) and (3.20). 
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CHAPTER IV 
A REPRESENTATION THEOREM BASED ON A THEOREM BY KAKUTANI 
If (X, p.) is a complete measure space, the L space of the 
measure space is the space of all equivalence classes of functions whose 
integrals, with respect to the measure p., exist and are finite. Two 
functions are said to be equivalent if they agree almost everywhere on 
X with respect to \L» In Chapter IV it is proved that the L space of 
any complete measure space is isometric and isomorphic, as a normed lin­
ear space, to the L space of a complete measure space whose d-ring of 
measurable sets is a completion of the Baire cJ-ring in some locally 
compact Hausdorff space. This measure space has the property that all 
continuous functions which vanish at infinity are measurable. 
The statement and proof of this theorem are based upon a much more 
general theorem of Kakutani. In his original paper, Kakutani proves that 
certain types of partially ordered Banach spaces are isomorphic and iso­
metric, as normed linear spaces, to L rspaces of complete measure spaces 
in locally compact, totally disconnected Hausdorff spaces. 
The representation theorem of this Chapter is less general than the 
original theorem of Kakutani. For this reason a more elementary proof is 
possible. The theorem is formulated in measure-theoretic terms and is 
proved largely by appeals to measure-theoretic properties of the spaces 
concerned. The proof of the original theorem employs an elaborate super­
structure manufactured from algebraic and order-theoretic properties of 
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the space to be represented,, The present proof does not seem to appear 
anywhere else in the literature0 
(4o1) Conventions to be Used in this Chapter 
The symbol X will denote a fixed, non-empty space, a d-ring 
of subsets of X, and \i, a measure defined on all sets in & o The 
ordered triplet (X, \L) will be assumed to be a complete measure 
space. Sets in Q , will be called measurable sets, and X will be 
called the ground set of the measure space (X, & , ii)„ 
The symbol L(X) will denote the L space of X as defined in the 
introduction. Elements of L(X) will be denoted by symbols such as 
[f], and will be called functions in L(X). It should be noted that 
a function [f] in L(X) is actually an equivalence class of p,-summable 
functions g defined on X such that f = g almost everywhere (a.e.) 
on X with respect to the measure \i. 
A function [ f ] will be called a non-negative measurable simple 
function in L(x) whenever a member f of the equivalence class [f] 
is a non-negative measurable simple function on X such that J * f d u 
is finite. By this convention if B e R and N(B) < +°°, then the sym­
bol [Kg] will be called the characteristic function of B in L(X) 
and will denote the equivalence class of all measurable functions equal 
almost everywhere to the characteristic function K D of B, 
D 
The symbols [f] < [g] and [f] < [g] will mean respectively 
that f(x) < g(x) a.e. on X and f(x) < g(x) a.e. on X for all 
functions f e[f] and g e [g]. It is easily verified that the rela­
tions "<" and "<" are transitive and that if [f] < [g] and 
[g] < [f], then [g] = [f]. 
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To avoid trivialities it will be assumed throughout this chap­
ter that there exists some set A e(2 such that 0 < n(A) < + » . The 
L spaces of measure spaces for which such a statement is not valid 
consist of the zero function alone and are trivially isomorphic and 
isometric to each other. 
If ( Y , v ) is any measure space and A, B eft, then the 
symbol A ^ B will mean v(A A B) = 0, where A A B = (A - B) U (B - A) 
is the symmetric difference of A and B. Whenever A ^ B it will be 
said that A and B are equal mod v. It is easily verified that 
equality mod v is symmetric, reflexive, and transitive on so that 
equality mod v is an equivalence relation on £1. 
(4.2) Lemma; Let denote the family of all collections / of sets 
in Gi such that 
(4.2.1) 71 is non-empty, 
(4.2.2) if A eft, then 0<^(A)< + oo, 
(4.2.3) if A, B eft, then p, (A fl B) = 0 . 
Then ^ has a maximal element relative to the partial order induced on 
by the set inclusion relation. 
Proof; The collection 3" is non-empty by the assumption adopted in 
(4.1) to exclude the trivial case in which L consists only of the zero 
function. Let C be a chain in If A and B are 
sets in U 71., then A eft. and B e ft. for some i, j e I. Since 
C is a chain this implies that either 7?. C Jl. or 77. C and 
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consequently that A and B satisfy (4.2,2) and (4 02 03). Since [J JU 
iel 1 
is clearly non-empty, it is a member of 3" and an upper bound in 3 for 
C0 Zorn's lemma implies that & has a maximal element._ 
1 
(4,3) Throughout this chapter 771 = { A^ : t e t} will denote a fixed 
maximal element of 3 . 
such that n(Bn) < + °° for each n = 1,2,.,., and p.(Bn R Bm) = 0 if 
(4 04) Lemma: Let (b 1°° be a collection of sets in the 0-ring GI 
jch that u-
m / n. Then 
n=l , . / n=l 
Proof: A short calculation shows that if A, B Z D and |i (A 0 B) < + «>, 
then 
(4.4.1) ^(A U B) = n(A) + u(B) - u(A 0B)o 
n-1 
Set A = B. and A = B - U B, , for n > 1. Then A H A = 0 1 1 n n , . k* n m r k=l 
if m 4 n, (A X ° is a collection of sets in 6£, 
n °° 
n °° 
^ A R = (J Bk, for every n > 1, and £ A R = (J B k . 
k=l k = 1 k=l k = 1 
Note that p-(A^) = p-(B^). Suppose now that 
n n 
£ > ( B k ) = I n(Ak) . 
k=l k=l 
Then 
n+1 n , n E -^ "W +E v^ -"'•w +{E*• 
k=l k=l Mc=l 
But, using subadditivity of 
n 
*
 11
 (Bn+1° (UBk)) * J>(Bk H B n + 1 ) - 0 , 
so that, by (4.4.1), 
*
(iw+"^ BkJ • *\J • E \) " E ^V' 
n+1 n+1 
and hence ^ ^ B k ^ = Z ^ A k ^ * 
k=l k=l 
By induction it follows that for every n = 1,2,..., 
n n 
£ > ( B K ) = J > ( A K ) , 
k=l k=l 
and hence, taking limits on both sides, 
CO CO . C O s. / CO V 
E • E - \ l y '-11 • i 
(4.5) Lemma: If A e 0 < u,(A) < +°°, and if m is as defined 
(4.3), then there exists a uniquely determined countable collection 
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of indices (t ] C T, depending on A , such that A ^ ( A P I A ) 
n
 n=l
 n = l x n 
and such that 
oo 
^ ( A ) = Y | i ( A ( 1 A , ) . 
i n 
n=l 
Proof; Let A e 0 < ji(A) < + °° and p. ( A R A t ) = 0 for all t e To 
If A ^ 7 7 1 , then 77llJ { A } is a member of the family 3~ which properly 
contains 771. This is impossible since T/l is a maximal member of <} „ 
Hence A eTTl and thus p.(A PI A ^ ) > 0 for at least one index t e T° 
This implies that if A e & and 0 < p . ( A ) < +°° then p. ( A fl A T ) > 0 
for at least one index t e T . 
For each n > 1, let = {t : ( i ( A fl A ^ ) > J ] , If for some 
n, C is infinite, there would exist a sequence ft'l of distinct 
N M W L 
oo 
indices in C n such that U ( A P I A ) C A . Since N ( A ) < + ° ° , 
m=l m 
Lemma (4.4) implies that 
^jl(A) > J [i(A P I A t . ) , 
m 
m=l 
which is impossible, since [ i ( A 0 A . , ) > — , for m = 1,2,... . Hence 
xm n 
C is finite for each n and thus U C is countable, 
n . n 
n=l 
oo 
Since U c n = {t : p. ( A 0 A ^ ) > O } , it follows that 
n=l oo 
j i ( A P I A t ) = 0 for all t 4 [J C . 
n=l 
oo oo 
Let the non-empty, countable collection |t \ = ( J C be 
n
 n=l n=l 
oo 
assigned to A , and consider the set A - U ( A FL A t ). If te \t \ , 
n=l n n n=l 
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then A H (A - U (A 0 A T )) C A 0(A - (A OA.)  = 0. If 
n=l n t 
CO 
Z £ 1
 - {ZnT , ' t h e n A+ ^ (A " U (A H A t )) C A + 0 A, so that 
CO ' 
M-(A. 0 (A - (J (A 0 A + ))) < n(A fl A j = 0. 
X
 n=l n t 
CO 
Thus for each t e T , p(A fl (A - (J (A 0 A. ))) = 0, Consider 
Z
 n=l n 
CO 
the set B = A - (J (AflA t ). Now p(B) < +<*> since B C A. If 
n=l n 
H(B) > 0, then B ^ Jft, since ji(A PlB) = 0 for each t e T , and 
if B were in Tfl then ^(A^O B) would be strictly positive for at 
least one index t e T . Since |JL (B) < + °°, the preceding implies that 
if n(B) > 0 then B ^ 77 and hence 77lU {b} would be a member of # 
which properly contains 771. This is impossible because 771 is a maximal 
CO 
member of & . Thus |i(B) = |i(A - (J (A 0 A t )) = 0. This implies that 
n=l n 
CO / o o 
A 14 U (A n A t ). Since \i(k) < + °°, it follows that p. (A) = J U (APIA+ 
n=l n \n=l 
CO 
and hence by Lemma (4.4) that p.(A) = ) ji(A Pi A. ). 
n=l 
(4.6) Lemma; Under the order relation "<" defined in (4.1) the linear 
space L(X) becomes a lattice. For each t e T the collection L^ . of 
all characteristic functions [K r ] in L(x) of measurable subsets of 
ut 
Aj. is a sub-lattice of L(X). With the definitions 1^. = [KAjJ A N C* 
0^ = [K^], L^ . becomes a Boolean d-algebra for which the following 
relations are valid (where all sets concerned are measurable subsets of 
V-
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(4.6.1) 
(4.6.2) 
(4.6.3) 
V [K c ] 
n=l n U c . 
u
 n=l 
K A [K C ] -
n=l n 
OO ! 
L
 n=l 
Proof; If f and g are }i-summable functions defined o n X , let 
(f A g)(x) = g.l.b. (f(x), g(x)) and (f Vg)(x) = l.u.b. (f(x), g(x)) 
for all x e X. The functions f A g and f V g are also summable 
and are, respectively, the greatest lower bound and least upper bound 
for the functions f and g. This implies that [f] A [g] = 
g.l.b.([f], [g]) = [fA g] and [f] V [g] = l.u.b. ([f], [g]) = [f V g]. 
Thus any pair of functions in L(X) has a greatest lower bound and a 
least upper bound in L(X) so that L(X) is a lattice. 
That for each t e T , is a sublattice of L(X) is an imme­
diate consequence of the following properties of characteristic functions 
of measurable sets 
(4.6.4) 
(4.6.5) 
Ub, 
n=l 
= l.u.b. \ K 
n > 1 
K 
oo 
n=l 
g.l.b. j i\g 
n > 1 
These two identities also imply the validity of (4.6.1) and (4.6 02) 0 
If B C A t then [Kg] A [ K ^ ^ ] = [Kg R {^_B) ] = [K^] = 0 t 
and [K B] V [K ] - [Kg y ( A t _ B ) ] - [K^] - 1,, so that (4.6.3) is 
valid. 
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The preceding relations together with the fact that the set 
intersection and set union relations are distributive with respect to 
each other imply that L is a Boolean algebra for each t e T . 
(407) Remark: For each t e T the set has finite strictly positive 
measure, so that [ K ^ ] > [0] and [ K ^ ] e L ( X ) . This implies that the 
Boolean algebra contains more than one point. By the Stone repre­
sentation theorem, the Stone space of L^. exists for each t e T . The 
symbol S^ will denote the Stone space of L ^ . ; Q will denote the 
collection of all open-closed subsets of S^; and $ will denote the 
topology on S^ generated by the open-closed base For each 
[ K Q ^ ] e L ^ . , B ^ -| will denote the unique set in (3^  corresponding 
to the function [^C^] * n Lt under the Stone representation theorem. 
When no confusion can arise symbols such as B^ will also be used. 
Ct 
The following properties of the correspondence [KQ ] < — > Bj< are 
t ct 
listed below for future reference. The index t is a fixed but other­
wise arbitrary element of T. 
(4.7.1) B K = B K if and only if [ K C ] = [K D ] , 
ut D t t t 
(4.7.2) ^ 8 ^ . ^ ^ . ^ , 
(4.7.3) B ^ U ^ . B ^ V ^ . B ^ ^ , 
(4.7.4) B = S and B = 0 , 
t t °t 
(4.7.5) S. - B„ = B v , = B„ 
Ut Ct At Ct 
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(4.7.6) If [Kc ] < [K D,], then C B"K • 
1 Ct Dt 
All of these properties are direct consequences of the Stone 
representation theorem and of Lemma (4.6). 
(4.8) Lemma; If t, t' £ T and t ^ t', then S t 0 S t, = 0. 
Proof: Suppose that [Kq ] e L^ . 0 L^,. Then [Kq ] < [ K A ] and 
^ t t 
[K c ] < [K A ], so that [ K C ] < [K A ]A[K A,] = [ K A A K A ] = t\f)A 
But ji(A. DA.,) = 0, so that [K.
 n . ] • [0], and hence t t At ll At, 
[K r ] = [0], By the Stone representation theorem, the points in each Stone 
Lt 
space are maximal ideals in L^ and hence do not contain 0^ = [0]. 
Since L^ f| L^, = { t^ l} f o r t / t', it follows that no point in S^ 
is in S^t and no point in S^, is in S^ .. This implies S^ ., 0 S^ . = jZl.^  
(4.9) Lemma: Let S = (Js+, Q> = U $ + and 
teT Z teT Z 
3 = \ U G : * c | j g t ) . 
lGeX teT J 
Then c7 is a topology on S, and the topological space (S, c7 ) is 
a locally compact, totally disconnected Hausdorff space. Each set in 
Q> is both open and closed and Q> is an open base for the topology O 
on S. 
Proof: g is a Topology on S. 
Clearly 0 e d and Sec?. By definition, unions of subcollec-
tions of 0 are in 9 , If A, B e V , then A = U G and B = U H, 
G e ^ H e X 2 
where 1, 1 C (J g . This implies that AflB = (^gH H). For 
teT % GecKpHe^ 
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any t e T either G, H e 9^ .; in which case G P)H e 3^; or G E 0 T 
and He£7 t,, where f / t; in which case G fl H C S t fl S t, = fi. 
Thus the collection H : G e H is a subcojlection of 
U c 7 + and hence A PlB e 0, Since Z) contains 0 and S and is 
teT Z 
closed under arbitrary unions and firtite non-empty intersections, <J is 
a topology on S, 
Each Set in (2 Is Both Open and Closed and S Is Totally, 
Disconnected. 
For each t all members of (3+ are in V. and hence in ZL, 
o xo 0 / 
But if B K ^ e (3 t , then S - B K = (S t - B K ) (J I U S A . Since 
x o ° z o 0 xo Wxo / 
^t ~ B K = B K e (3^  , S - BQ_ is the union of a collection 
o C + A t -C t o ^ n 
xo x a xo 0 
of open sets and is hence open. This implies that each set in (3^ . is 
both open and closed, for any t e T . 
Let p^, p 2 e S and p^ ^ p^. Then either p^ e S^ and p^ e S^ 
where t / t', or p^, p 2 e S^ ., for some t e T . In the former case 
S^ e is an open-closed set containing p^ and not containing p^o 
In the latter case, by Theorem (3.25) there exists an open-closed set 
B K e ®t s u c ^ that p^ e and p 2 $ B^ . Thus if p^ and p 2 
c
t
 Ct Ct 
are any two distinct points in S, there exists an open-closed set con­
taining one and not containing the other. By Definition (3.22) S is 
totally disconnected. 
S is a Hausdorff Space . 
In view of (3.22.1) and the preceding paragraph it suffices to 
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show that S is a space. That is, it suffices to show that sets 
in S consisting of only one point are closed. Since all sets in each 
are, in particular, closed, the conclusion follows from Lemma (3.7). 
Q, Is an Open Base for V . 
Let H E 3 , Then H = U G, where # C (J 3 . If H = 0, then 
GeX teT 
H e Q>; otherwise, let x e H; then x e G, where G e £7^, for some 
t e T . Since Q> ^ is an open base for c^, this implies that there 
exists a set B^ e Q . C $ such that x e B K C G C H. It follows 
Ct ct 
that (3 is an open base for £7. 
S Is Locally Compact. 
It suffices to show that for each t e T , is compact. Since 
Q> is an open base for 0 it suffices to show that for every open cover 
of by sets in (3 there exists a finite subcpver which also contains 
Let { B KQ^{ k e a n ° P e n cover of by sets in ( 2 . Discard all 
sets in the above open cover which contain no points of S^. What remains 
is an open cover of by sets in G ^ , Since is compact its 
original topology, for which ( 3 ^ is an open base, there exists a finite 
1 which also covers S. ._ 
ctJ t • 
(4.10) Lemma; Let o*((3) denote the minimal (j-ring containing <3. 
Let the set function m be defined on Q by i (Br -1 ) * M-(C+) 
for every function [ K R ] e L. and every index t e T . The set func-
ut t 
tion ni is a measure on There exists a well-defined measure m, 
defined on o*((3 ), such that m(B) = m(B) for every B e Q>. 
subcover of ^ B ^ "J, S ^  
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Proof.: If B e(3 then there exists exactly one index t e T and exactly 
one function [K r ] e L. such that B = B r v -I . For all functions 
t t C-t 
Kp^ e t^c ] there follows Kp = Kq^  a.e. on X with respect to \if 
and hence = \ l ( C ^ ) . This implies that the set function m is 
well-defined on ( 3 . 
Let B ^ and B^ be sets in Q> such that B^ p) B ^ = 0 
t]_ ^t 2 ^ \ z 2 
and Bj^  B K = B K^ e ( 3 . By definition of ( 3 , the latter condi-
C t x t 2 t 3 
tion implies that B ^ , B^ , B^ e Q>^ for some t e T , and 
z l z 2 z 3 
hence z \ ~ z 2 ~ z 3 ~ z a n c* f f ^ ^ t ^ 6 ^t" Theorems 
(3o25) and (4,7) imply that B K A K n = bk R BK ~ $ a n d hence 
Ct Dt C T D t 
[ ^ P l ^ ] = [K c ] A [K D ] = [0]. It follows that n(Ct R D t) = 0. 
Thus B K V K n = B K r U B K n = BK_ > A N D H E N C E [ K C . U d J = C t D t C t D t E t t t 
= [K c ] V [K D ] = [K E ]. It follows from (4.4,1) that p(E t) = 
"t "t "t 
= ji(CT ( J Dt) = n(CT) + ji(Dt). 
The above results imply that 
m (B K U B K ) = m(B K v K ) = m(B K y ) = 
Lt Ut Ut Dt Lt Ut 
= ji(C ( J D ) = ji(C ) + ji(DJ = m(B K ) + m(B K ). 
Thus m is finitely additive on (3>0 
Now suppose that { B n}°° ^ & > B N R B m = ^ if m / n> a n d 
CO y1 B = B e 6 . 
Z_j n 
n=l 
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By definition of G> this implies that \ B \ C Q> for some fixed 
•
 n
 n=l - 1 
t e T , and consequently that B^ C for all n > 1 . By (4 .9 ) 
is compact and all sets B and B^ for all n > 1 are both open and 
closed. It follows that B is compact and {b 1 is an open cover 
n
 n=l 
for B. This implies that there exists a finite subcover \b \ 
N J n j = 1 
of {b j such that B = B ,, This is impossible unless only 
finitely many of the sets B^ are non-empty, since the collection 
{b ) is pairwise disjoint. Hence there exists no countably infinite, 
n Jn=l 
pairwise disjoint collection of non-empty sets in Q> whose union is 
also in (3. The set function m is thus (vacuously) countably additive 
on (3, This implies that m is a measure on (3, 
A simple computation shows that (3 is a semi-ring. Hence by 
the Caratheodory extension theorem* for semi-rings there exists a well-
defined m, defined on d ( ( 3 ) , and agreeing with m on <3 . ^ 
( 4 . 1 0 . 1 ) Definition: The symbol d ( (3 ) will be used throughout this 
chapter to denote the minimal d-ring containing the semi-ring (3. 
( 4 . 1 1 ) Let (3 be the d-ring whose elements are subsets of S of the 
m 3 
form C (J N, where C e c((3) and N is a subset of some set Ded((3) 
such that m(D) = 0 . The d-ring Q is called the completion of d(@) 
for the measure m. The set function m defined on Q by in(B) = m(C), 
where B = C U N, is, by elementary measure theory, a well defined 
*See Glossary. 
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measure on Q . To avoid excessive notation the measure m, defined 
m ' 
above, will be identified with the measure m, so that m(C U N) = m(C) 
whenever C e d((3) and there exists some D e d((3) such that N C. D 
and u-(D) = 0. By elementary measure theory the measure space (S, 3^, m) 
is a complete measure space. 
(4012) Definition: Let P denote the collection of all characteristic 
functions in L(X), and let the mapping <J? from P into d((3) be 
defined as follows: 
If [K A] > 0, let 
oo 
* ^ - 1 V a n a ] > 
n-1 A 0 V 
where the collection It "} of indices corresponding to A is defined, 
n n = l 
as in (4.5), to be the collection {t : t e T and u(A f) A^) > 0 ^ . 
Let 
«[0] = 0 . (4.13) Lemma: The mapping $ is well-defined on P into 6 ( 3 ) . 
Proof: Let [Kj = [K c] [0]. Then K A A c = |KA - K c| = 0 a.e. 
on X and hence u.(AAC) = 0.' This implies that A £ C. Since 
oo oo 
A t U (A Pi A+ ) and C £ [J (C Pi A. , ), the transitivity and sym-
n=l n k=l t k 
oo oo 
metry of equality mod \l imply that U (aOa+ ) £ U(cOa+, ). 
n=l n k=l k 
Now suppose that some t'^  ^ C^ n}°° * Then 
o n=l 
o < (i(cn At, ) = (i [~(c n At. > n ( u (a n At yi + 
5 5 
+ H 
/ 0 0 (cnv )Pi( u (a nAt) 
*k \n=l n 
< £ ^ (cnAt,fc )O(A0Atn)) +li[(cOAt.k )n(0 (A^Atn})Cj 
r /°° \ 
< V |i(At. 0At ) +tx (C0AV )fl U (AHAt ) = L
 k xn u \n=l n / n=l 
= 0 + \i (c n At, )nfu (a n A t ) ) c 
k \n=l n/ J 
<1H [70 (GOV )W(J (AOAt )) " LVk=l tk/ \n=l n/ 
< |i f( 0 (C Pl At, ) I A Aj (AOAt ) LAk=l k / \n=l n 
This contradicts the fact that U (c 0 At 1 ) ^ U (A 0 At ). It 
k=l k n=l n 
00 ,— r -\ co 
follows that {t£J {tpj ^ e The same arguments imply that 
ft )°° <r (t:) 0 0 , and hence (t')°° = (t 1°  . I n / n = 1 - 1 k f ^ ' \ k f k = 1 I n l n = 1 
Suppose now that ii((CflAt ) - (A C\ At )) > 0 for some n 
Then 
0<|i((cOAt ) - (Ap|A t )) =|i |((cnAt )-
no no L n n 
- (A OA. ))f^(C (AC\At )) +n 
t n o Wn n/ J ((cOAt ) no 
/ 00 (AOAt )) H U ( A f l A j no \n/n. n 
5 6 
< V n ((Cp|A t ) - (A Pi A+ ))n(Af|At ) 
n/ no 
< P. 
((cnAt ) n ( A O A T )cpYn ( A A t ) c) < Y ^ nAt) + 
X
 '
 0
 N F N Q O 
OO 
( C O A + )P| O ( A H A t )' 'o N = L 
/ O O 
= 0+p. ( C H A t )0( UCAflAt^  
n 0 \ n=l n/ 
n=l n / \n=l 
'0 (c n At ) ) A f"0 ( A n A T ) ) 
vn=l V \n=l V. 
This contradicts the fact that [J (C Pi A+ ) £ ij (A f| A t ) „ It 
n=l n n=l n 
follows that jj.((cnAt ) - (A fl A+ )) = 0 f o r each n. By the same 
n n 
argument ll ((A f| A+ ) - (C fl A+ )) = 0 for each n, Thus Cf|A + ^ A f| A + 
xn xn xn x 
for each n and hence 
for each n. 
This implies [K A n A ] = [K c p, A ] 
tn n 
*[K A] = *[K C]. 
Since the mapping <2> is obviously well-defined for [K A] = [0], 
this concludes the proof. 
(4,14) Comment: The preceding lemma actually proves more than its 
statement might seem to imply. More precisely, if [ ^ A L 6 P > than any 
set C in 6L such that C \K A may be used to compute *[K A]. Exactly 
the same set will result in all cases. This result will henceforth be 
used without comment. 
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(4.15) Lemma: The mapping <P has the following properties: 
(4.15.1) If [K A i] < [ K A z ] , then ^[K^] O f K ^ ] , 
(4.15.2) ji(A) = m(<J)[KA]) 
(4.15.3) If [K A i] A [K A z] = [0], then ^[K^] fl OfK^] = jZf, 
(4.15.4) ^ [ K A i ] 0 * [ K a 2 ] m * ( [ K A i ] A [ K A z ] ) 
(4.15.5) ^[KAi]U<f[KA2] i *([K A l] V [K A z]) 
(4.15 . 6 ) *[K A l] - *[K A 2] i *[K A n A c] 
Proof: It suffices to consider only the case where [K.], [K A ], [K A ] >[0], 
a 1 2 
(4.15.1) If [K A l] < [ K ^ ] , then for each t e T [K A pj A ] = 
= [K A i] A [K A t] £ [K A z] A [K^] = [ K A 2 f | A t ] , so that by ( 4 . 7 . 6 ) , 
B„ C b„ for all t, and hence <1>[KA ] C $[K A ]. 
\ O A t - K A 2 O A t 1 " A 2 
O  0  
(4.15.2) By (4.5) p(A) = Y (A P| A+ ) = Y m(B„ ) 
n=l n=l Ln 
0  
/ 
= m 
( ^  Bka n A t 
\n=l ^n, 
= m «[K A] 
CO CO 
(4.15.3) Let * [ K A i ] - £ B K and let ^ - E V H A ° 
n=l 1 z n m=l ^ x m 
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oo oo 
Then *[S]n*[KA2] = £ £ 
n=l m=l 1 tn 2 1 m 
If t' =t then By P| _ C S+ OS+, = 0. n m 
m 
If t' = t = t then B m n SnAtn%2nAt = \ 0 A t A y t n = 
= B 0 t = 0. Thus if [K A i] A [K A 2] = 0, then ^[K^] 0 ^[K^] = 0. 
(4.15.4) The proof of this identity is analogous to the proofs of the 
following two identities and is omitted. 
(4.15.5) It must be shown that m((*[K A i] \J *[K A ]) A <*>([KA ] V/ Oa^  )) 
Since (4.15.1) implies that ^([K^] V [K A^] ) 3 ^[K^] U *[K A ] a n d 
by (4.6.1), [K A ] V [K A ] = [K A |J A ^ ] , it suffices to show since 
that 
' ( $ [ % U A 2 ] n w % ] u $ [ K A 2 ] ) ) = o. 
oo oo 
Let <t>[K« 1 = ? B» , <t>[K» ] = [ B, 
A 1 J ^ A, C] A. , V £ K
 n A 
n=l 1 z ~ n=l z x 
and 
n 
oo oo 
•[KAlUA2]- I B K ( A U A ) n A • E BCKA n. )V(KA nA n=l 1 ^ xn n=l 1 Ln x
oo 
= y (bk ) u (b„ ^ ), 
,
 AiHV % n At 
n=l 1 xn z xn 
where the colections It 1°  , IfY" , it"T° are chosen in the 
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manner specified in (4.12). By the procedure for choosing the above 
three collections of indices it is clear that {t^ = ^tn~j U {l"n"} > ancl 
hence that each t n is a member of either o r {l"n} 9 
tn4{r) then m(B K A ^ ) . , ( ^ ^ 1 = 0 . If t„ 4 {t« n] 
1 tn 
then m(Bk- ) = ii(AQnA+ ) = °* This implies that N A 2 OA ^ ^n 
n 
, (% ) U (Bu 
L \OAt ka2na 
n J 
/ CO C^O 
n(ft^1n. tJn(fl^nA t„ i)-0 for each n > 1, and consequently that 
m W%U A 2 ]n(*[K A l ]U*[K A 2 ]) C ) - 0 
(4.15.6) Let *[K A i] - I a , *[K A 2] - £ 
n=l 1 t' n=l z x . 
, and 
CO 
*
[ka,oa^ ^ B | C A i n A 2 c n * t '
 where and
 ^
a r e 
chosen as specified in (4.12). 
It must be shown that m((0[KA^] - ^ [K^]) A <D[KA ^ A c]) =0, 
But 
(•[KAl] - *[K A 2])A * [ K A j p, A 2 c ] = [(*[K A i] H (*[KA2])° flWyclf] U 
U [*CKAj n a2c] H(*[kA2] u (*[KAiDc)] -
• n ( * [ K A 2 ] ) c n(*[KA i n A 2c]) c]u w ^ n A c i n ^ A j ] , 
since 0 [ K A i ] O »[K A p , ^ ] 
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Let (I) = *[K A i]fl(*[KA 2 ] ) C n(1 >[K A i n A 2c]f and 
Then 
(II) I (Bka. n A c f) A ) 
n=l 1 ^ x n 
n 
m=l 
•A2 n A t« 
) 
m J 
C O CO 
n=l m=l L 1 2 t n 2 1 m 
If t / t" , then 
n ' m ' 
(B \ n A 2 c p A t ^ ( \ n v ) 9 s t n s t » = 0 > n m 
where S + , S +" are the Stone spaces of L + and L +n , defined in 
xn x
 m
 xn m 
(4.7). If t = t" , then 
n m' 
( B v _ ) Pi ( B i / ) = B„ ^ 
\ n a2cn At ka2 n A t„ \ n *2cna2 n A t 
n
 m n 
= B = 0 . 
^n 
This implies that (II) is empty. 
Upon expansion, 
(I) = I ^ \ n A t -
Ln=l 1 t
 n 
n lDiBka2 n At„ j 0 n b
c 
k=l S O A 2CRA j 
For each t^, if t^<f { t n } U {t^} , then jjl ( A x fl ^  H A t . ) = 0 = u. (A 2 (1 At»), 
6 1 
so that 0 < ^(Ax fl A t ) < [ i ( A 1 f] A ^ Q A ^ ) + P-^A2 = °" T h i S 
implies [K A p A , 3 = 0 a n d h e n c e m ^ B K A p A ) = °-
n a t .
 n 
If t^ e {^ nJUlt^ j , then one of the following three cases 
occurs: 
(a) 
(b) 
(c) 
In case (a) there are indices t. and t" such that t' 
k m n 
= t. = t", k nr 
and 
n n b k 
m=l A2n Atn 
n n b k k=l A 1 O A 2 ^ A t 
kJ 
C 
( B K ) Pi (B£ ) 
\ N A T , 1 - K A 2 N A T „ 
n m _J 
n OBK k=i ai n A2cn At kj c 
( B i / )P(BS )P(B£ ) = 
= ( B K ) Pi ( B £ ) O ( B £ 
\ n A t , KA2n A t , A 2 c n A t , 
) = 
= ( BK A ~ A )0(s" U(S t . - bk ^ ))n(sju(st, A
in
A
t,
 x
n
 A
2n
A
t, *n
 t n 
-
 B k- ) = ( b k - ) n ( b k - , s ^ 
\ n * 2 c n \ , A i ^ A t . \ . - ( A2 n V
 )r> 
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(B K 
A - ( A H A 2 c n A t , ) ' TKA fl A, / K A 9 C 0 A . , A K ( A , n A 9 c) c n A 
n n L i t n n
z 
= B 
K ( A : n A 2 c r ( A X n A2c)c) n A T , "B°vn"^ 
In case (b) 
\ n A T J n t i\\n A T „ ] n t QB% n,;n. t ^ 
m 
= ^ A )n(BK I ) = 
n n 
= ( \ n V ) n ( B V n V ) U ( A 2 n A t , ) ) = 
•
( \ n v . , n [ V v n , u t \ H , , : 
°t A n A n A - K A nv 
1 2 1
 n Z n 
But t ^ ^ t " ^ and thus u l A ^ A ^ ) = 0 . This implies that 
m(Bfc- ) = 0 , and hence that 
K A 2 n A t , 
n 
m % n v ] n [ a \ n . t J n [ D L B S A 1 n . 2 c n A t l = 0 . 
In case (c) 
6 3 
(' CO , CO 
(B K ^ )P|(B^ . ) = (B K )P1(S" U(Sf 
V n a , ka n a a n a *
 n
 1 
1 x
 n x n 1 1
 n 
Bk ) ) = (Bk- ^ )Pl(B(f r ) = Bt, r KA2nAt V* t , K« \, VWnAt. 
n n n n 
But t' $ |t ) and hence ^^ OA f^^ , ) = 0 . It follows that 
n 
m ( B t x
 r ) = 0 and hence that \r\ A2cnAt, 
n 
m 
oo oo -
n m * 
= 0 
Thus in all possible cases (I) is composed of countably many measurable 
sets, any one of which is either empty or has measure zero relative to 
m. This implies that m(l) = 0 . Since (II) has been shown to be empty, 
it follows that m((l)U(ll)) = 0 . In view of the preceding this implies 
that m((0[K A i] - 4>[K A 2])A ^ [ K A i n ^ c ] ) = 0 ^ 
( 4 , 1 6 ) Lemma: If Bed ( Q ) and m(B) < + co, then there exists a 
characteristic function [K A] e P such that ^ [ K A ] = B. 
Proof: In the Caratheodory extension procedure for semi-rings the mea­
sure m is defined on d(G>) by:^ 
*See Glossary, page 8 4 . 
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(4.16.1) m(B) = inf J £ m(BN) : B n e G, B n fl B m = 0 if m / n, 
LN=I 
n=l J 
where B e d ((3). 
If B e d iM) then for each positive integer k there exists 
r -\ c o ^ 
a pairwise disjoint collection ^B^ ^ of sets in Ca such that 
oo 0 0 
B k =1 B k , n ^ B A N D M(B> * I m ( B k j n ) < m ( B ) + 1 . 
n=l n=l 
By the Stone representation theorem, to each set B^ ^ there 
corresponds a function T K r : ] in L such that B. = B r t, 
L E k , n J ^ k.n [ K E k j n ] 
Since for each k the collection |B, 1 is pairwise disjoint, it 
follows that [K E ] A TKF ] = TKF N E ] = [0] if m ^ n and 
k,n k,m k,n 1 1 k,m 
hence ^(Ej^^ PI E^^) = 0 if m ^ n. 
oo 
Let E = |J E, . The set of all points in E, which belong to 
n=l 
more than one set Ei,
 n is just U [E. I I ( U E. J J „ But 
uTE, C\((Je. X) < Y u. (E, fl E. ) = 0 
\ k ' m VnVm ' n// ~ ' ' 
' n/^ m 
for each m, and hence a^J^ ^ Ek,m ^ ( Y E k , n ^ ) = ° 
oo 
I 
= 0. This implies 
that [ K F ] = 
CO 
K t 
n=l J 
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Since p.(E, ) = m(B^ ) for each n, and since k
 f n 
k,n 
CO 
/ _ \ 
m (B^) = £ m(B K ), it follows from Lemma (4,4) that 
n=l Ek,n 
^
( E k ) = E ^ ( E k , n ) = E M ( % ) = m<V < m ( B ) + I < + 00 ' 
n=l n-1 *,n 
Thus u,(E. ) < -H» and [K F ] e P, so that <D[KF ] exists, 
k ck ck 
Since each set B. = Bv is in (3, each Bu is k,n K £ E. 
k,n K > n 
contained in exactly one S + and each E, is contained in exactly 
^ n K > n 
one A + , where the sets A + are as defined in (4.3). This implies 
rk,n xk,n 
that the only indices t e T for which M-(Ek f) A^ .) > 0 could occur are 
the indices ft. 1°° CI T. It follows that 
1
 k,ni n = 1 -
k *-» E 
k
 n-1 k > n 
and in fact 
CO 
k
 n=l k,n 
because the only sets Bj< which could fail to appear in the expan-
k,n 
sion of <b[Kv 1 are those for which m(B,, ) = 0 = u(E. )» Hence t k K £ k,n 
k,n 
^
K E k ] - Bk a n d ^KEk3 = Bk° 
Thus for each positive integer k, m(B) < m(B k) = 
CO , 0 0 . 
= m(0[KE ] ) < m(B) + ~ , f] B k D B, and m(B) < m ( f) bA< m(B) + j . 
k
 k=l Vk=l / 
This implies that m(B) = m ( B, ) 
\k=l V 
Since 
oo oo oo oo oo N B D N<I>[KE L AND PI Bfc - P) J C (J ( B f c - 0>[I<E 
• - k k=l k=l k k=l k k=l k=l 
it follows that 
m 
k=l 
]) 
ck 
and hence that B^ § P| $ [ K E J . k=l 
Lemma (4.15), together with the fact that M-(F- k) = m(<D[KE ]) 
= m(B k) < + oo for each positive integer k, implies that for each 
positive integer n 
\ k = i K 
= m / Q K 
k=l 
m (*[ A[K E ]]) = m (N*[K E ] 
\ k = l k / \k=l k 
Thus 
N N O = I I M ^ F N E K 
\k=l K / n^ oo \k=l K 
= lim m f $ 
n-» oo 
rK 
This implies that |i|F|EKJ = m(B). Since, by (4.15.2), 
k = l 
\i ( C ) E , ) = m/cD K 
N Ek 
k=l 
\, it follows that m(B) = m 
oo N Ek 
k=l 
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m 
\k=l k / \k=l 
By (4.15,1) 0 
are of finite measure, 
K
 m 
CO 
n Ek 
L k=l k 
C P|$[Kg ], and since all sets concerned 
k=l k 
m / <t> 
n Ek 
Lk=l * 
- b\ £ m(Oi<I>[KEk] - B) < m()p1Bk * B ) = 
= m 
\k = l / 
Also 
m / B - 0> K 
n Ek 
k=l 
/ °° 
< m O6! 
\k=l 
- 4> 
L k=l J \k = l k 
- m / <J> 
K CO 
, nEk 
L k=l _ 
= 0 
This implies that m/B. A 4> K 
n Ek 
k=l 
= 0 and concludes the proof. 
1 
(4.17) Definition: Let (X, fi) and (Y, &
 f m) be two complete 
measure spaces. An isometric isomorphism from L(X) onto L(Y) is a 
one-to-one transformation F from L(X) onto L(Y) such that 
(4.17.1) 
(4.17.2) 
(4.17.3) 
F([f] + [g]) = F[f] + F[g] , 
XF[f] = F(X[f]) , and 
l|F[f]|| = ||[f]|| , 
68 
for every [f], [g] e L(X), and all real scalars X. 
Two L spaces are said to be isomorphic and isometric if there 
exists an isometric isomorphism from one space onto the other, 
(4.18) Comment: Since the only characteristic functions [K^] which 
belong to L(X) are those for which \ L ( a ) < + °°, one might suspect an 
isomorphism could be constructed from L(X) onto L(S) in terms of just 
these functions. More precisely, it would seem plausible that if char­
acteristic functions in L(X) could be associated with characteristic 
functions in L(S) by means of a measure-preserving transformation which 
also preserves finite set operations, then, by forming linear combina­
tions on both sides, an isomorphism could be constructed from one space 
onto the other. The following theorem shows that this is the case. As 
might be expected, the major difficulty lies in showing that the trans­
formation so defined preserves limits of ascending sequences of non-nega­
tive measurable simple functions. This problem is solved by appealing 
to the well-known theorem that the L space of any complete measure 
space is a complete normed linear space. The only other difficulty is 
concerned with showing that the transformation is indeed a transformation 
from L(X) onto L(S). This difficulty is overcome by use of (4.16). 
It should be noted that no correspondence of any sort is asserted 
between all the measurable sets in X and all the measurable sets in S, 
Only those sets in X which may be represented as countable unions of 
measurable sets of finite measure appear again in S as images of their 
characteristic functions, 
(4.19) Theorem: The space L(X) is isomorphic and isometric to the space 
L(S). 
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Proof: Let the mapping F be defined on all measurable simple func­
tions [f] e L(X), where 
n 
[f] = £ aj[KA.L a n d JJiCAj D A k) = 0 if j { k , 
j=l 
by 
V j=i AJ 
It will now be shown that F is well defined on all measurable 
simple functions in L(X). It suffices to show that if [K. ], [K. ], 
Al a 2 
[Kp.^], and [Kg ] are characteristic functions in L(X) such that 
[\ + KA2] = i \ + KB2]> th^ Let + ka2] • [KBl + kb2]- Then [% n a23 = [|<b1 n b2] 
and [K A a a ] = [kr a d ]• I - t follows from Lemmas (4.6) and (4.15) 
1 2 a\ n B 2 
that 
*[KAi]n*[Kft2] B * [ K A i 0 ] = *[KB i nB 2l » *[KB i]n*[KB2] 
and 
*[K A ] A *[K A ] = (*[KAiJ - «(li,2])UW ]^ - *[K A lJ) 
• A A23 * *[RBl A B2J 2 A *[RB2] • 
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Thus 
Hk. ] + Hk. ] Hk. ] * *[KA ] + 2i [^K. ] <J>[K, ] 
Al M 2 1 2 
+ 2IC MtKBi] ^ ^ [KB2] [^KBi] 0[KB2] Vkb ]
 +
 Vkb2] 
It follows that F is well defined on all measurable simple 
functions in L(X), and by definition 
(4.19.1) F(X[f]+p[g]) = X F [ f ] + p F [ g ] , 
for all measurable simple functions [f], [g] e L(X), and for all 
real numbers X and p. 
n 
*f [f] = / a - [ka ] * s a measurable simple function in L(X) 
then 
OH = J f dji = [ |a.| ^A.) = 
J=l 
n 
= I |a.| m (•[KA.]) = J F([f]) 
• IIfCOII.1 
dm = 
The above integrations are to be taken over the largest sets on 
which the respective integrands do not vanish. Thus 
J f dfi = F f d fi 
{x : x e X, f(x) / 0} 
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Thus 
(4.19-2) ||F[f]|| = ||[f]|| , 
for all measurable simple functions [f] e L(X) 0 
If [9] a r e measurable simple functions in L(X) and 
[f] 1 [g]> then by (4.15.1), F[f] < F[g]. 
Now let [f] be a non-negative measurable function in L(X). 
Then there exists an ascending sequence of non-negative measurable simple 
functions [f ] in L(X) such that lim ||[fn] - [f][| = 0. Define F[ f ] 
n-» 0 0 
by lim ||F[fn] - F[f]|| = 0. By the preceding paragraph {F[f jj- is an 
n-> 0 0 
ascending sequence bounded above in norm by ||[f]l|° Since L(S) is a 
complete normed linear space this implies there exists a limit in L(S) 
for the sequence {V[f n]j . Hence the above definition is non-vacuous. 
The following argument shows that, besides being non-vacuous, the defini­
tion of F[f] is also unambiguous. 
Suppose [g n] is a n ascending sequence of non-negative measurable 
simple functions in L(X) such that lim ||[gn] - [f]|| = 0° Then the 
n-» 0 0 
sequence {[h ]} of non-negative measurable simple functions defined by 
[h^ n ^] = F[f^] , [bg ] = F[9n] f o r n = 1>2,,.., is a Cauchy sequence 
in L(S), since by (4.19.1) and (4.19.2) 
0 = lim ||[g ] - [f ]|| = lim ||F([g ] - [f ])|| = 
m,n-><» m,n->oo 
- l|F[gn] - F[fJH • 
m,n 
The completeness of L(S) implies that there exists a function [h] in 
L(S) such that lim ||[h ] - [h]|| = 0. Since all subsequences of a 
n — 0 0 
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limit, {F[f n]} 
{F[f n]} was shown to be con-
converges to 
vergent and its limit was denoted F[f]. Thus F[f] = lim F[f ] = [h] = 
= lim F[g ]. This implies that the mapping F is well defined on all 
non-negative measurable functions in L(X), and the following lemma has 
been established. 
(4.19.3) If [f] is a non-negative measurable function in L(X), then 
there exists a unique non-negative measurable function F[f] in L(S), 
such that F[f] = lim F[f ], where [f ] is any ascending sequence of 
non-negative measurable simple functions in L(X) whose limit is [f]. 
Since addition and scalar multiplication are continuous, (4„19ol) 
and (4.19.3) imply: 
(4,19.4) If [f] and [g] are non-negative measurable functions in 
A direct consequence of (4.19.2) and (4.19.3) is: 
(4.19.5) If [f] is any non-negative measurable function in L(X), then 
Each function [f] in L(X) is completely determined by some 
everywhere finite real-valued summable function f e [f]. Thus if 
[f] e L(X), then [f] = [f + - f"] = [f +] - [f"] a The definition 
F[f] = F[f +] - F [ f ] , together with (4.19.4) and (4.19,5), immediately 
n -> oo 
n -> oo 
n -> oo 
L(X), and if X and °, are any two non-negative real numbers, then 
F(X[f] +B[g]) = XF[f] + pF[g] . 
Il[f]|| = ||F[f 
implies 
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(4.19.6) If [f], [^ g] e L(X), and X and p are real numbers, then 
F(X[f] +,p[g]) = XF[f] = pF[g] 
and 
ICOI - HF[f]l • 
The mapping F so defined from L(x) into L(S) is norm-pre­
serving and hence inherently one-to-one; more specifically, 
(4.19.7) If F[f] = F[g] for [f], [g] e L(X), then [f] = [g]. 
A proof of (4.19.7) may be constructed as follows: 
Suppose that [f], [;g] e L(X) and F[f] = F[g]. Then by (4.19 06) s 
[0] = F[f] - F[g] = F([f] - [g]), so that 0 = ||F([f] - [g])|| = ||[f] - [g]|| 
and hence [f] = [g]. 
It remains to show that the mapping F maps L(X) onto L(S) 0 
Lemma (4.16) and the definition of F imply that for each characteristic 
function [Kg] e L(S) there exists some characteristic function 
[K A] e L(X) such that F[K A] = [Kg], It follows immediately that if 
[h] is any measurable simple function in L(S), then there exists a 
measurable simple function [f^] e L(X) such that F[f^] = [h]. 
If [h] is any non-negative measurable function in L(S), then 
there exists an ascending sequence "^ [h of non-negative measurable 
simple functions in L(S) such that lim ||[h ] - [h]|| = 0„ To each 
n-> oo 
[nnl there corresponds a non-negative measurable simple function [f ] 
in L(X) such that F[f ] = [h ]. Since max [f.] is a non-negative 
n n i ^ , * k l<k< n 
measurable simple function in L(x) for each n > 1, it follows that 
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F[ max [f ] ) = max F[fJ = max [hj = [hj , 
\Kk<n K /  / Kk<n Kk<n 
and, by definition of F, 
f( lim max F[f.]) = lim F ( max [f. ] J = 
n -»oo l<k<n / n ^ c o \l<k<n / 
= lim max F[ffc] = lim [h ] = [h] 
n ->oo Kk<n n -^°o 
Thus for each non-negative measurable function [h] e L(S) there 
exists a non-negative measurable function [f^l e L(X), such that 
F[f h] = [h]. 
It is now an immediate consequence of the definition of F that: 
(4.19 . 8 ) For each [h] e L(S), there exists a function 
[f] e L(X) such that F[f] = [h] 
The mapping F is thus an isometric isomorphism from L(X) onto 
L(S) and the two spaces are, by definition, isometric and isomorphic. ^  
Although the d-ring, d(<3), of the preceding theorem may seem 
rather pathological, it actually is not so ill-behaved. In fact: 
(4.20) Theorem: All bounded continuous real-valued functions on S 
which vanish at infinity are measurable relative to C((3). 
Proof: Let $ denote the class of all measurable simple functions f 
N 
on S of the form f = £ a.Kg , with B. E 8 for i = 1,... N. If 
i=l 1 1 1 
G is any open set in the real line, then the inverse image of G under 
a characteristic function Kg_ is one of the four sets S, S-B^, B^, 
or 0, In each case the inverse image of G is open in S since each 
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set B. £ Q is both open and closed in S. This implies that any char­
acteristic function K n with B. zQ> is continuous on S and conse-
Bi 1 
quently that all functions in $ are continuous,, 
Since S = U S and S e Q C (3 for each t e T , there 
teT * t t 
exists, for each point x in S, a function f in $ such that 
f x(x) / 0. 
The collection $ has separation property (ii), (cf. Defini­
tion 2.2) since if x and y are any two distinct points of S, 
there exists a set B e Q> such that K D(x) = 1 and K D(y) = 0. 
O D 
If f e $ then f is of the form 
f =
 I ai KB.' 
i = l 
N 
This implies that f(x) = 0 for x ^  U S., where S. Z B. for 
i = 1 
N 
i = 1 o». N. Since each S. is compact it follows that LJ S. is 
1
 i = l 1 
compact, and hence that each function in $ vanishes outside some 
compact subset of S. In particular this implies that each function in 
$ vanishes at infinity. 
By Corollary (2.23.1), the smallest closed subalgebra of C°(S) containing 
$ is Cr°(S) itself. (The symbol C°(S) denotes the space of all bounded, 
continuous, real-valued functions defined on S which vanish at infinity0 
See (2.17).) 
If K. and K D are in 5?, then A, B e Q>, so that A 0 B e G> 
A D 
and K.• K_ = KA A _ e J. It follows that finite products of character-
A B A fl B r 
istic functions in <2$ are also in o$ . Since $ is closed under the 
formation of linear combinations of members of $ , this implies that 
76 
is also closed under the formation of finite products of its members,, 
Thus, by definition, z) is a subalgebra of C^ (S). 
Since the smallest closed subalgebra of C° (S) containing a 
subalgebra of C^ (S) is the collection of all uniform limits of 
sequences whose terms are members of the subalgebra in question, it 
follows that each member of Cr°(S) is the funiform limit of a sequence 
of functions in ^
 0 However each function in is measurable and 
limits of sequences of measurable functions are measurable. It fol­
lows that each function in C^ (S) is measurable,g 
(4021) Definition: Let X be a locally compact Hausdorff space. 
The Baire d-ring in X is defined to be the minimal d-ring contain­
ing all compact subsets of X which may be written as a countable inter­
section of open sets in X. Sets in the Baire d-ring are called the 
B^ire sets of X. 
(4.22) Theorem: Let X be a locally compact Hausdorff space and let 
& be an open base for X. If & is any d-ring in X containing Q 
then contains the Baire d-ring in X. 
Pre? of: If C is any compact subset of an open subset G of X then 
there exists a collection {g^. : t e t} of sets in & such that 
G = Ug.3 c. By compactness of C there exists a finite subcollec-
teT
 n 
tion (G,ln such that G 3 (j G. 3 c. The set E = U G. is in 6? 
k )k=l " k=l k " k=l k 
It has been established that if C is a compact subset of some open set 
G in X then there exists a set E in & such that C C E C g. 
CO 
Now let C be a compact set in X such that C = ^ H^ where 
n=l 
each set H^ is open. By the preceding, for each n = 1,2,..., there 
7 7 
oo 
exists a set E in such that C C E C H and hence C = P|E e Q> 
n - n - n ' n 
n=l 
It follows that & contains all compact sets in X which may be written 
as a countable intersection of open sets in X 0 By Definition (4„21) 
$ contains the Baire d-ring in X 0 -
• 
(4023) Theorem: The d-ring d (©) is the Baire d-ring in S 0 
Proof: By Lemma (4.9) Q is an open base for So Since d ( 3 ) con­
tains (3, it follows from (4.22) that d((3) contains the Baire d-ring 
in S . Lemma (4.9) implies that every set in G> is both open and closed 
and that every set in Q is contained in some compact set in So Thus 
every set in Q> is a compact open set in S, It follows that every 
set in & is a Baire set of S, Since the Baire d-ring contains Q> 
it also contains d ( ( 3 ) , the minimal d-ring containing ( 3 ^ 
(4.24) Remark: Some authorities assert that the theory of integration 
is no more general than the theory of integration with respect to a mea­
sure defined on the Baire sets in a locally compact Hausdorff space0 
The source usually quoted to justify this assertion is KAKUTANI [l]« 
The theorems of this chapter constitute a detailed measure-theoretic 
proof of the applicable result which Kakutani's more general theorem 
implies: The L-space of any complete measure space is isomorphic and 
isometric, as a normed linear space, to the L-space of a complete mea­
sure space whose d-ring of measurable sets is a completion of the Baire 
d-ring in some locally compact Hausdorff space. 
An especially convincing argument in favor of considering measure 
spaces whose ground sets are not assumed to be locally compact Hausdorff 
spaces is contained in HALMOS [2]. A rebuttal appears in DIEUDONNE [l]° 
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A P P E N D I X 
Glossary 
A
 Partially ordered set is a non-empty set X in which a binary 
relation "<" is defined, which satisfies the following three condi­
tions : 
( 1 ) x < x for all x e X , 
( 2 ) If x < y and y < x, for x, y e X , then x = y, 
( 3 ) If x < y and y < z, then x < z, where x, y, z e X o 
The relation x < y will also be written y > x0 The two inequalities 
are intended to have the same meaning. The relation x < y means 
x < y and x =j= y. The relation ">" is defined analogously. If A 
is any non-empty subset of X , an element a in A is said to be a 
maximal element of A if b > a is true for no b e A. Minimal ele­
ments of non-empty subsets of X are defined analogously. By a lower 
bound of a non-empty subset A of X is meant an element t in X 
such that t < a, for all a e A. An upper bound of a non-empty sub­
set A of X is an element x e X such that a < x, for all a e A, 
A greatest lower bound or infimum of a non-empty subset A of X is a 
lower bound of A which is also an upper bound of the set of all lower 
bounds of A. The designations "g.1.b." and "inf." will be used to 
denote greatest lower bound. A least upper bound or supremum of a non­
empty subset A of X is an upper bound of A which is also a lower 
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bound of the set of all upper bounds of A* The designations "1»uob0" 
and "supa" will be used to denote least upper boundo A lattice is a partialy ordered set X, any two of whose ele­
ments x and y have a greatest lower bound x /\ y in X, and a 
least upper bound x V y in X. A lattice L is caled a distributive 
lattice if and only if 
x A (y V z) = (x A y) V (x A z ) and x V (y A z) = (x\/ y) A ( x \ / z ) 
for all x, y, z e Lo 
A vector lattice V is a real vector space which is also a lattice 
whose order relation is related to scalar multiplication by the conditons: 
(1) If x, y e V and X is any positive real scalar then, 
x < y X x < X y
 0 
(2) If x, y e V and a is any negative real scalar then, 
x < y <r— a y < a x . 
An algebra A is a vector space whose vectors can be multiplied 
in such a way that the folowing identities are satisfied for all 
x, y, z e A and all scalars a. 
( 1 ) x(y z) = (x y) z 
(2) x(y + z) =xy+xz 
( 3 ) (x + y)z = x z + y z 
( 4 ) a(x y) = (a x)y = x(a y) 
80 
A commutative algebra A is an algebra whose multiplication 
satisfies the conditon x y = y x for all x, y e A. 
An algebra is caled a real (complex) algebra if the scalars are 
real (complex) numbers0 A subalgebra of an algebra A is vector subspace of A which 
contains the product of each pair of its elements. 
If S is any non-empty set, a colection 3 of subsets of S 
is caled a topology on S if it satisfies the folowing conditons: 
(1) The union of any subcolection of 0 belongs to £7. 
(2) The intersection of any non-empty finite subcolection of c7 belongs 
to 
(3) S e 0 and 0 e 0 , where 0 denotes the empty set. 
An ordered pair (S, V) in which the first component, S, is a 
non-empty set, and the second component, $ , is a topology on S is 
caled a topological space. The set S is caled its ground set and the 
elements of S are caled its points. A subset of S is caled open 
if and only if it belongs to & . When no confusion can arise topological 
spaces will be denoted by the symbol of their ground sets. Thus the 
statement "S is a topological space" means that S is the ground set 
of some topological space (S, c7 ). Sets in 3 are caled open sets and 
sets whose complements are in <7 are caled closed sets. 
If (S, V ) is a topological space and X is a non-empty subset 
of S, the relative topology on X is defined to be the class of all 
intersections of X with sets in el, It is easily seen that the relative 
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topology on X is indeed a topology as defined above. The space X 
equipped with its relative topology is called a subspace of (Syc7)0 
A topological space (S,c7) is called a T^-space if for every 
x e S the set ^x} is closed. A topological space (S,c7) is called 
a Hausdorff space if, given any two distinct points x, y e S , there 
exist disjoint sets G and G in 3 such that x e G and y e G „ 
x y x y 
Let ( S , q] ) be a topological space. A class ^G^ : X e 1^ of 
sets in 3 is called an open cover of S if U G. = S . A subclass 
Xel X 
of an open cover of S which is itself an open cover of S is called an 
open subcover of S. A topological space S is called compact if every 
open cover of S has a finite subcover of S . A non-empty subset X 
of a topological space ( S , o / ) is called a compact subset of S if 
the subspace X is compact in its relative topology. The empty set 
0 will be called a compact subset of S by convention. 
A topological space (S,c?) is called locally compact if every 
point in X is contained in some open set which in turn is contained in 
some compact subset of S . 
Let (X,c7) be a locally compact topological space. Let x^ 
be any object not in X. (it is assumed that such an object always 
exists.) Form the set X = xUfx \ and define a collection c J by 
oo I. ooJ oo ' 
saying that a subset Y of X^ shall belong to c7 if either (i) Y e V 
or (ii) X^ - Y is a closed compact subset of (X,c7). The collection 
c?^  is a topology and ( ^ , 3 ) is a topological space called the one-
point compactif ication of (X,c? ). The original space (X, c7 ) is a 
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subspace of (X^, m^) and the topology V is just the relative topology 
of X^  considered as a subspace of (X^, V )„ 
The Caratheodory Extension Procedure 
Let X be a non-empty space* A colection $ of subsets of X 
is caled a semirng if it satisfies the folowing conditons: 
( 1 ) 0 e £ 
( 2 ) A, B es! => Afl B e a 
(3) If A, A e and A^  C A then there exists a finite colection 
{a. )n of pairwise disjoint sets in S& such that A, C A - A. for K Jk=2 k 1 n 
k = 2 , , o o n , and [JA. = A. 
k = l 
Let X be a non-empty space, let $ be a semirng in X, and 
let m be a non-negative countably additve set function on $ „ The 
set function Tn is caled a measure on Let (k{ $ ) denote the 
minimal ring containing $ „ The ring is just the colection of 
all unions of finite pairwise disjoint colections of sets in $<> Let 
R (c? ) denote the minimal d-ring containing or equivalently the 
minimal d-ring containing Q ( < $ ) . Let denote the d-ring of 
all subsets of countable unions of sets in „ 
The measure m on $ possesses a unique extension to a measure 
m on The measure m is defined on by 
_ „ n 
•! k=l 
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n 
whenever U A^  is a set in ${ o) ) and the colection lA^ /" is a k = l k=l pairwis  disjoint ubcolection of & 0 jhe efinition of m on 
is unambiguous and m(A) = m(A) for every A e £j
 0 
If A £ H( e? ), define 
m (A) = inf J ) m (A ) : (J A ^ A , f A )°° C 1 n=l 
.n=l 
Then m* is an outer measure on H Define 
W = {A : A £ H(cf ) and m*(T) = m*(T 0 A) + m*(T-A) 
for all T £ H( ^ )j . 
The class 7/1 is a d-ring of sets and the inclusions 
e$ C C ^ (rf) C j f i C
 H(a?) 
are valid. The restriction m of to sets in Tfl is a measure on 
~ T f l 9 This measure is caled the Caratheodory extension of m„ If A 
then m(A) = fn(A) = m(A) and if B £ ), then m(B) = m(B). 
If the semirng $ and the measure m satisfy the conditon (1) If A e<2 ( $ ), then there exists a countable colection 
(Anr 
1 n
'n=l 
0 0 . 
of sets in a such that 
m(A ) < + 0 0 for each n = 1 , 2 , . . . , and A C I ) A . n ' ' ' - , n n=l 
the measure rn is said to be d-finite and the Caratheodory extension 
m of m is unique in the sense that if is any measure defined on & (q? ) such that m.(A) = m(A) for all A £ $ , then m.(B) = m(B) d i i 
for all B £ Q. (q? ). 
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If the measure m is not g- finite then the Caratheodory exten­
sion m of m to a measure on $ () may or may not be unique. 
In the proof of Lemma (4.16) the Caratheodory extension of m 
was defined on 6 {(2) by 
t o  V m(B+ ) : B+ t ( 2 B+ f ] B+ = 0 if m ^ n, Lj xn Ln n xm n=l 
CO j 
and ) B+ D B j> . n=l j 
In this particular case this definition is equivalent to the definition 
given on the preceding page. The reason why the two definitions are 
equivalent is that any countable union of sets in the semirng Q> may 
be expressed as a countable union of pairwise disjoint sets in (S0 
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