Clock-driven quantum thermal engines by Malabarba, Artur S L et al.
                          Malabarba, A. S. L., Short, A. J., & Kammerlander, P. (2015). Clock-driven
quantum thermal engines. New Journal of Physics, 17, 45027. [045027].
10.1088/1367-2630/17/4/045027
Peer reviewed version
Link to published version (if available):
10.1088/1367-2630/17/4/045027
Link to publication record in Explore Bristol Research
PDF-document
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
Take down policy
Explore Bristol Research is a digital archive and the intention is that deposited content should not be
removed. However, if you believe that this version of the work breaches copyright law please contact
open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access Team will immediately investigate your claim, make an
initial judgement of the validity of the claim and, where appropriate, withdraw the item in question
from public view.
Clock-Driven Quantum Thermal Engines
Artur S.L. Malabarba,1 Anthony J. Short,1 and Philipp Kammerlander2
1H.H. Wills Physics Laboratory, University of Bristol, Tyndall Avenue, Bristol, BS8 1TL, U.K.
2Institute for Theoretical Physics, ETH Zu¨rich, Wolfgang-Pauli-Strasse 27, 8093 Zu¨rich, Switzerland
(Dated: February 12, 2015)
We consider an isolated autonomous quantum machine, where an explicit quantum clock is re-
sponsible for performing all transformations on an arbitrary quantum system (the engine), via a
time-independent Hamiltonian. In a general context, we show that this model can exactly imple-
ment any energy-conserving unitary on the engine, without degrading the clock. Furthermore, we
show that when the engine includes a quantum work storage device we can approximately perform
completely general unitaries on the remainder of the engine. This framework can be used in quantum
thermodynamics to carry out arbitrary transformations of a system, with accuracy and extracted
work as close to optimal as desired, whilst obeying the first and second laws of thermodynamics.
We thus show that autonomous thermal machines suffer no intrinsic thermodynamic cost compared
to externally controlled ones.
Recently there has been a great deal of interest in the
application of thermodynamics to individual quantum
systems, which may be composed of just a few atoms
or qubits [1–15]. Given that thermodynamics was in-
vented before quantum theory was even envisaged, and
typically applies to macroscopic objects, it is perhaps sur-
prising how close an analogy can be drawn between the
quantum and classical case. In [1–4], thermal engines are
constructed out of quantum mechanical parts, incorpo-
rating an explicit system, thermal bath and work storage
system. In other approaches [5, 6], the thermal engine
is a system with externally-controlled Hamiltonian and
access to a thermal bath.
So far, these frameworks all involve the external ap-
plication of discrete transformations to the thermal en-
gine. An interesting open question, raised by several au-
thors [1, 2, 7, 8], is whether this external control should
carry a thermodynamic cost, and how to include this
control explicitly in the framework. In this paper, we
address this issue by describing how an explicit quantum
clock can control the evolution of a completely arbitrary
quantum engine, thus allowing any unitary protocol to be
carried out via a time-independent global Hamiltonian.
We first show that any energy-conserving unitary oper-
ation can be exactly implemented on a quantum system
(the engine) by attaching a quantum clock to it via the
correct time-independent interaction Hamiltonian. Fur-
thermore, this process is essentially independent of the
initial state of the clock, requiring only that it lies within
a known finite region. In particular, it is not necessary
for the clock to precisely specify the ‘time’. After the
unitary has been fully implemented, the clock is not cor-
related with the system and could be used to perform
further operations.
Next, we show that we can also approximately imple-
ment any unitary on a quantum system, including those
which change the energy, by including an explicit work
storage system in the engine (essentially a ‘weight on a
string’). We can achieve arbitrarily good accuracy by
using a weight with a sufficiently narrow momentum dis-
tribution.
Finally, we consider this framework in the context of
quantum thermodynamics. We show that our clock-
driven engine obeys the first and second laws of thermo-
dynamics, and that any transformation of the system can
be implemented to any desired accuracy whilst extracting
work as close as desired to the reduction in free-energy
of the system. Furthermore, after an optimal protocol
neither the clock nor the weight are degraded relative
to their initial states in their power to carry out subse-
quent transformations. We thus show that clock-driven
thermal engines suffer no intrinsic thermodynamic cost
compared to externally controlled ones.
We end with a discussion on the viability of alternative
clocks, average energy conservation, and the use of the
clock also to measure time in the system.
THE CLOCK
We first consider a Hilbert space divided into 2 parts,
the clock and the engine, H = e⊗ c. The engine e is an
arbitrary quantum system that can start in any initial
state ρe and be subject to any Hamiltonian He. As an
example, it could be a simple qubit system or it could
be a sophisticated thermal machine composed of several
high-dimensional subsystems.
The clock, c, is a way of controlling the evolution of
the engine, without having to provide external input. In
our idealized framework, it has the continuous-spectrum
Hamiltonian Hc = vPc where Pc is the momentum opera-
tor in c and, for convenience, we take v = 1ms−1. Under
its free evolution, the clock state, ρc, thus moves to the
right with constant unit velocity, and one may interpret
its position Xc as reflecting time.
The engine and the clock interact through a static
Hamiltonian H int by means of which the control is im-
2plemented. The total Hamiltonian thus takes the form
H = He ⊗ 1c + 1e ⊗Hc +H int. (1)
Note that all of these Hamiltonians are time-independent.
For conciseness, we omit the identities here on out.
In order to accurately and repeatably implement uni-
tary operations on the engine, we only need a simple
assumption on the initial state.
Assumption. The initial state is a product state
ρ(0) = ρe(0)⊗ ρc(0), (2)
and the support of ρc(0) in position is contained inside
a known finite interval. We define K as the size of this
interval.
Knowing that the clock is located inside some region
is all we require of it, which is in stark contrast to the
stronger assumption of the clock being initially in a very
narrow position state (corresponding to a well-defined
‘time’) which one could have expected here.
This is a mathematically convenient assumption,
which simplifies the calculations at very little cost. Any
normalizable state is always close in trace distance to a
state with finite support. Since the steps involved in the
proofs below never increase the trace distance, all results
will hold up to arbitrary precision for any clock state,
even if it has infinite tails—say, a Gaussian distribution.
Energy-conserving Unitaries
We now constructively show that it is possible
within our framework to exactly implement any energy-
conserving unitary Ue on the engine via interactions with
the clock. This succeeds for any initial state satisfying
eq. (2), and the clock and engine are always unentangled
at the end.
We start by choosing an interaction Hamiltonian of the
form
H int =
∫
R
H inte (x)⊗ |x〉c〈x| dx, (3)
where |x〉
c
are the clock’s position eigenstates. Since the
clock’s position increases linearly with time, this means
the clock is driving the engine by applying on it an effec-
tive time-dependent Hamiltonian.
We then choose H inte (x) such that
[H int, He] = 0, (4)
thus guaranteeing that the interaction will never trans-
fer energy between the clock and the engine. This also
prevents the clock and engine from becoming entangled.
FIG. 1. Graphical diagram of a possible initial clock state
(left) and the interaction region (the support in position of
H inte (x), right). With v = 1, for t > τ the clock state will be
entirely to the right of the interaction region.
Given this commutation relation, H int described in the
interaction picture takes the form
H˜ int(t) = e
i
~ (He+Hc)tH int e−
i
~ (He+Hc)t (5)
=
∫
R
H inte (x)⊗ |x− t〉c〈x− t| dx.
Thus, shifting x → x + t, one can see that the total
evolution operator between times 0 and t is given by
U(t) = e− i~ (He+Hc)t T
[
e−
i
~
∫ t
0
H˜int(t′) dt′
]
(6)
= e−
i
~ (He+Hc)t
∫
R
T
[
e−
i
~
∫ t
0
Hinte (x+t
′) dt′
]
⊗ |x〉
c
〈x| dx
= e−
i
~Het
∫
R
T
[
e−
i
~
∫ t
0
Hinte (x+t
′) dt′
]
⊗ |x+ t〉
c
〈x| dx,
where T [·] is the time ordering operation.
Note that the clock moves forward at constant speed,
despite the interaction. We now choose H inte to have
support inside an interval of size L immediately to the
right of the clock state’s support (the interaction region),
define τ = K +L and choose t > τ so the clock has time
to completely ‘cross-over’ the support of H inte (see fig. 1).
This causes the time integral in eq. (6) to go over the
entire support of H inte , becoming independent of x.
In other words, denoting as suppx[f(x)] the support
of f on x, we have suppx[H
int
e (x)] ⊂ [x, x + τ ] for all
x ∈ suppx[〈x|ρc(0)|x〉]. And so, for all t > τ , the time
evolution acts separately on the clock and on the engine
ρ(t) = Ue(t) ρe(0) U†e (t)⊗ e−
i
~Hct ρc(0) e
i
~Hct
Ue(t) = e− i~Het Ue (7)
Ue = T
[
e
− i~
∫
supp(Hinte )
Hinte (t
′) dt′
]
,
which proves that the engine is acted on by Ue and then
undergoes free evolution indefinitely.
Finally, for any unitary V , there is always a Her-
mitian operator acting on the space, GV , such that
V = e−iGV . Thus, one needs simply to choose H inte
such that
∫
supp(Hinte )
H inte (t
′) dt′ = GUe in order to im-
plement any desired energy-conserving Ue. One possi-
bility is a fixed Hamiltonian which switches on and off,
3i.e. H inte (t) = if(t)lnUe, where f is a normalized func-
tion with support inside the interaction region. However,
note that our approach applies to any form of time de-
pendence, which incorporates a broader range of experi-
mental procedures.
Of course, the clock and engine can become entangled
during the procedure, but they will always be in a prod-
uct state at the end (t > τ). In fact, the state of the
clock doesn’t change other than being translated. This
means the operation never degrades the clock.
THE WEIGHT
Here, we show that one can extend the above consid-
erations to implement general, not necessarily energy-
conserving, unitaries on a subsystem of the engine, by
compensating on the rest of it. For that, consider the
engine to be composed of two parts, e = s⊗ w.
The system, s, is the part which we wish to transform.
It is finite-dimensional and has arbitrary Hamiltonian Hs
and initial state ρs(0). Our objective is that, after apply-
ing Ue on ρs(0) ⊗ ρw(0), the state of the system should
be close to Vsρs(0)V
†
s , where Vs is a general unitary on
s.
The weight, w, acts as an energy-storage device,
which can be raised or lowered to extract or supply en-
ergy [2]. It has the continuous-spectrum Hamiltonian
Hw = MgXw [16], where we choose M = 1Jm
−1/g.
The primary purpose of the weight is to compensate the
system’s energy change, since the final state of s can have
a different energy than the initial state. However, as we
show below, the initial state ρw(0) of the weight may
limit how optimally we can transform a state. In partic-
ular, to transform non-diagonal states optimally we need
the initial state of the weight to be narrow in momentum
and be centered around a known p0 so it can also act as
a resource of coherence. A˚berg [3] pointed out that this
resource can be used catalytically, and we show that this
holds in our framework.
Arbitrary Transformations
Here, we constructively prove that for any unitary Vs
on s there is a choice of H int which approximately im-
plements it. First, we choose Ue to have the form
Ue =
∑
n,j
〈
Esn|Vs|Esj
〉|Esn〉〈Esj |⊗ e− i~ (Pw−p0)(Esj−Esn), (8)
where Esj are the energy levels of Hs, and |Esj 〉 are
their respective eigenstates. Note that this unitary satis-
fies energy-conservation. Furthermore, it is translation-
invariant on w, i.e.,
[Ue, Pw] = 0, (9)
where Pw is the weight’s momentum operator. This
serves two purposes: (i) it guarantees the protocol works
regardless of the initial height of the weight (or how much
energy is stored in it), (ii) it enables the catalytic use of
the coherences in the weight to transform the system [3].
By the proof above, in order to implement this Ue, we
may choose an H int which also satisfies [H int, Pw] = 0.
In particular, one possible example is the aforementioned
H inte (t) = if(t)lnUe.
Alternatively, eq. (8) can be written as
Ue =
∫
R
Us(p)⊗ |p〉
w
〈p| dp (10)
Us(p) =
∑
n,j
e−
i
~ (p−p0)(Esj−Esn)
〈
Esn|Vs|Esj
〉|Esn〉〈Esj ∣∣,
where |p〉w are the momentum eigenstates of the weight.
In this form, one sees that, upon applying Ue on the
engine state, the reduced state of the system becomes
Trw
[
Ueρe(0)U
†
e
]
=
∫
R
µw(p)Us(p)ρs(0)U
†
s (p) dp. (11)
where µw(p) = 〈p|ρw(0)|p〉 is the initial momentum dis-
tribution of the weight.
As shown in the Appendix, this can be made arbitrar-
ily close to Vsρs(0)V
†
s in trace distance, by making ρw(0)
narrow enough in momentum space. Intuitively speak-
ing, the closer µw(p) is to a delta function, the closer this
operation is to the exact Vs (which is Us(p0)). Therefore,
for any  > 0, there is always a good enough ρw(0) such
that ∥∥Trw[Ueρe(0)U†e ]− Vsρs(0)V †s ∥∥1 ≤ . (12)
Moreover, since [Ue, Pw] = 0, µw(p) is conserved by
the operations. Also, note that the full evolution in-
cludes both the operations and the free evolution, but
the weight’s free evolution only shifts p0 without affect-
ing the shape of µw(p).
As the error in implementing Vs depends only on how
narrow µw(p) is, this implies that the usefulness of the
weight is not degraded.
An interesting special case arises if Vs only permutes
energy levels, Vs|Esj 〉 = |Espi(j)〉 for some permutation pi,
and if the initial state is diagonal in energy, ρs(0) =∑
n p
s
n|Esn〉〈Esn|. Joining these two, eq. (11) simplifies to
Trw
[
Ueρe(0)U
†
e
]
=
∑
n,m
|Espi(m)〉〈Esm|ρs(0)|Esn〉〈Espi(n)|∫
R
e−
i
~ (p−p0)(Esn−Espi(n)) µw(p) e
i
~ (p−p0)(Esm−Espi(m)) dp.
=
∑
n
psn|Espi(n)〉〈Espi(n)|
= Vsρs(0)V
†
s , (13)
4e
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FIG. 2. Representation of how the Hilbert space is divided
into clock c, engine e, weight w, system s, subsystem u, and
bath b.
which means the transformation can be performed ex-
actly regardless of the state of the weight.
WORK COST OF TRANSFORMATIONS
The results above are of very general application in the
field of quantum thermodynamics, more specifically in
quantum resource theories. We exemplify this by answer-
ing a question posed in [1, 2]: “Should unitary operations
pose a thermodynamic cost during work extraction?”
As such, we further divide the system into two parts,
u⊗ b, so that the total Hilbert space is H = u⊗ b⊗w⊗
c (see fig. 2). The working subsystem u has arbitrary
Hamiltonian Hu and finite dimension du.
The thermal bath, b, is composed of an arbitrary num-
ber of finite dimensional systems with arbitrary Hamilto-
nians in a thermal state at temperature T . Any protocol
must specify which bath systems it will use, with their
combined Hamiltonian given by Hb, and the initial state
being ρb(0) = e
−HbkT /Tr[e−
Hb
kT ].
The weight, w, follows the same rules as above, but
gains a new importance. Its change in average energy
now also represents the thermodynamic work cost or
gain.
Using this structure, we can explicitly define the ther-
modynamic quantities such as internal energy change,
extracted work and emitted heat up to time t, where
t = 0 is the time when the protocol starts:
∆U = Tr[Hu(ρ(t)− ρ(0))]
W = Tr[Hw(ρ(t)− ρ(0))]
Q = Tr[Hb(ρ(t)− ρ(0))]. (14)
Following [2], we also define the free energy of a state by
F (σ) = Tr[Hσ]−TS(σ) where S(σ) is the von Neumann
entropy of σ. With this, we now show that the definitions
above obey the first and second laws of thermodynamics,
and that optimal work extraction is possible.
First and Second Laws
Consider a quantum machine whose Hilbert space and
Hamiltonian are as described above, and take as assump-
tions the following identities:
[H int, He] = 0, (15a)
[H int, Xc] = [H
int, Pw] = 0, (15b)
and ρ(0) = ρu(0)⊗ρb(0)⊗ρw(0)⊗ρc(0). Note that these
are all satisfied by the constructions thus far.
The first law of thermodynamics is trivially satisfied
by eq. (15a), which implies that 〈He〉 is a conserved
quantity[17], and so
∆〈Hu〉+ ∆〈Hw〉+ ∆〈Hb〉 = ∆〈He〉 = 0
⇒ ∆U +W +Q = 0. (16)
To prove the second law, we construct a Kelvin-Planck
statement [18, 19], showing that it is impossible to ex-
tract positive work in a cyclic process. From eq. (15b),
we know H int must satisfy
H int =
∫∫
R2
H intub (x, p)⊗ |p〉
w
〈p| ⊗ |x〉
c
〈x| dp dx. (17)
As detailed in the Appendix, this means the reduced
state on u⊗ b is a mixture of unitaries V (x, p) applied on
the initial state,
Trwc[ρ(t)]=
∫∫
R2
µ(x, p)V (x, p, t)ρub(0)V
†(x, p, t)dpdx, (18)
where µ(x, p) = 〈x, p|ρcw(0)|x, p〉. This means the en-
tropy of u⊗ b never decreases,
0 ≤ ∆S(ρub) or −∆S(ρb) ≤ ∆S(ρu) (19)
where ∆ denotes a difference between times 0 and t, and
we have used the subadditivity of the entropy and the
assumption that the initial state is a product state.
Since the initial bath state has minimum free energy
for a given temperature, one finds
0 ≤ ∆F (ρb) = ∆E(ρb)− T∆S(ρb) (20)
=⇒ T∆S(ρb) ≤ ∆E(ρb) = −∆E(ρw)−∆E(ρu)
=⇒ W = ∆E(ρw) ≤ −T∆S(ρb)−∆E(ρu) ≤ −∆F (ρu)
This means one cannot extract more energy than the
reduction in free energy of the subsystem. Clearly, if
the thermodynamic properties of the subsystem are the
same in its initial and final state, ∆F (ρu) = 0 and hence
positive work cannot be extracted from the bath. That
is, “One cannot turn heat purely into work”.
5Note that this result is a direct consequence of the as-
sumptions in eq. (15), and not of any implementation
details. So the first and second laws hold given an arbi-
trary protocol which follows these assumptions, even one
which is far from optimal, or which acts on a different
initial state from the one it was designed for.
Optimal Transformations
We now show that this framework allows thermody-
namically optimal state transformation protocols. In
particular, a protocol exists such that the work extracted
is arbitrarily close to the reduction in free energy of the
subsystem, and the final state of the subsystem is arbi-
trarily close to the desired final state. Here, a protocol
represents a unitary operation on u ⊗ b ⊗ w or, equiva-
lently, an H int on u⊗ b⊗ w ⊗ c.
This section is based on the protocols in [2, 4], but
our framework is slightly different and involves a simpler
proof strategy. Given the above results, we need only
find a unitary Vs on s = u ⊗ b with the desired effect.
Then, the existence of an interaction Hamiltonian which
implements this unitary relies only on the weight state
being good enough.
Let us write the initial state of the subsystem as
ρu(0) =
∑
n
pn|ψn〉〈ψn|, (21)
and the desired target state of the subsystem by
σu =
∑
m
qm|φm〉〈φm|. (22)
where {|ψn〉} and {|φn〉} are respective eigenbases, la-
beled so that pn > pn+1 and qn > qn+1. Thus, we desire
that ρu(t) = e
− i~Hut σu e
i
~Hut, ∀t > τ , so the interacting
initial state becomes the freely-evolving target state.
For simplicity we assume that σu is full rank. If the
final state has lower rank, we can instead transform the
subsystem to a state σ′s with full rank and close to σu in
trace distance.
The desired subsystem-bath unitary, Vub = Vs, is com-
posed of three stages. The first stage acts only on u,
rotating ρu to be diagonal in its energy basis. That is,
V
(1)
ub =
∑
n
|Eun〉〈ψn| ⊗ 1b, (23)
where |Eun〉 are the eigenstates of Hu. After this step the
state of the subsystem will be∑
n
pn|Eun〉〈Eun |. (24)
Note that entropy is conserved in this stage, so the total
energy change is equal to the change in free energy of ρu.
The second stage, V
(2)
ub , takes this diagonal state into
another diagonal state, and has been studied before [1–
4]. We present here a proof of its energy efficiency which
is simpler than previous ones. The unitary is divided into
many small steps, acting on u⊗b and gradually changing
the probabilities of the subsystem’s energy levels from pn
to qn, by performing the swap operation on the subsys-
tem state and a similar state from the bath. The first step
uses a thermal state in the bath of dimension du, whose
probabilities p′n lie between pn and qn and are very close
to the former, i.e., |pn − p′n| < δp for all n.
Since this thermal state has minimum free energy, ∆Fb
must be of order δp2, so ∆Eb = T∆Sb + O
(
δp2
)
. Fur-
thermore, due to the swap operation, ∆Sb = −∆Su, and
so the energy variation of this step is
∆E1ub = ∆E
1
b + ∆E
1
u = ∆F
1
u +O
(
δp2
)
. (25)
Since |pn − qn| < 1 for all n, we can choose a unitary
V
(2)
ub such that only δp
−1 steps are necessary, and so the
total energy variation must be
∆Eub =
δp−1∑
j=1
∆F ju +O
(
δp2
)
= ∆Fu +O(δp). (26)
After this stage the state of the subsystem will be exactly∑
n
qn|Eun〉〈Eun |. (27)
Note that this step only consists of permutations on the
Hu + Hb energy basis, which means that if both ρu(0)
and σu are diagonal then the transformation can be per-
formed perfectly regardless of the state of the weight.
In the final stage, we again act only on the subsystem,
rotating it into the eigenstates of σu via the unitary
V
(3)
ub =
∑
n
|φn〉〈Eun | ⊗ 1b, (28)
which takes the final state of the subsystem into σu,
Trb
[
Vubρub(0)V
†
ub
]
= σu, (29)
with Vub = V
(3)
ub V
(2)
ub V
(1)
ub . Note that the protocol also
involves free evolution, see eq. (7), so the subsystem’s
state becomes the freely-evolving σu. That is, ρu(t) =
e−
i
~Hut σu e
i
~Hut for all t > τ . If one desires to have
exactly σu at a specific time t
′, one simply needs to add a
fourth step to the unitary, Vub = e
iHu(t−t′) V (3)ub V
(2)
ub V
(1)
ub .
Looking at the energy balance, we find that the energy
change of the subsystem and bath is as close as desired
to the free energy change of the subsystem, making it a
thermodynamically optimal transformation. That is,
∆Eub = ∆Fu + , (30)
6where  > 0 can be made as small as desired.
By the results above, if the state of the weight
is narrow enough in momentum, there exists an
H int which implements Vub after a time τ , so that∥∥∥Trbwc ρ(t)− e− i~Hut σu e i~Hut∥∥∥
1
is small for all t > τ .
This means eq. (30) still holds up to a small error and,
by energy conservation, this energy difference must have
been transferred to the weight.
Thus for any upper bound ′ > 0 we wish to impose on
the error, there is always a good enough weight state
(small trace distance) and a gradual enough protocol
(small δp) such that, by our definition of work,
W = Tr[Hw(ρ(τ)− ρ(0))]
≥ −∆Fu − ′. (31)
DISCUSSION
Here, we have shown it is possible to exactly perform
any energy-conserving unitary on a closed quantum sys-
tem by attaching it to a quantum clock via a static inter-
action Hamiltonian. We have extended this so that any
unitary can be approximated by attaching this system
to a weight. Furthermore, this framework was proven to
always satisfy the laws of thermodynamics, and to be a
viable implementation of optimal quantum thermal ma-
chines. It was also shown that neither the clock nor the
weight are degraded by the procedure, so they can be
repeatedly used to transform a succession of systems.
This addresses the question of whether quantum
thermal machines, composed of nothing but time-
independent Hamiltonian evolution, can be as efficient
as externally controlled ones. Remarkably, even if the
clock has a broad initial state, this poses no thermody-
namic cost in principle. There is also no intrinsic cost in
using the weight, albeit there is a stronger restriction on
the initial state. Namely, one needs it to be narrow in
momentum space in order to achieve arbitrary precision.
For simplicity, we have considered the domain in the
clock’s position space to be R, but the same results can
be achieved with a periodic clock as long as the timescales
involved are smaller than the period. It is an open ques-
tion whether one can derive similar results with a more
physical Hamiltonian, such as one whose energies are
bounded from below or one which is finite dimensional.
One way of doing so could be to look for physical Hamil-
tonians Hc that are similar to vPc whenever the state of
the clock lies in a certain region of the state space. In this
way, it seems like it should be possible to approximate
our results sufficiently well, by choosing the interaction
Hamiltonian and initial state of the clock such that the
system stays inside this region with high probability.
So far, we used the clock as a quantum mechanical
way of controlling the engine, not as a quantum time-
measuring device. If one desires to use it as such, the
unitary is still implemented exactly, but there are two
relevant scenarios to consider with regards to knowing
the state of the subsystem. For instance, consider the
initial state of the clock to have support inside [−K, 0].
(1) If the desired final state of the subsystem σu is diag-
onal in its energy basis, then we are guaranteed to have
this state if measuring the clock’s position yields a value
greater than τ . (2) If the final state is not diagonal, then
measuring a value of x > τ for the clock’s position indi-
cates we have a state between e−
i
~Hu(x+K) σu e
i
~Hu(x+K)
and e−
i
~Hux σu e
i
~Hux, so our precision is dependent on
how narrow the clock state is. In addition, having to
perform a measurement could impose additional thermo-
dynamic costs.
Throughout this work, we have considered unitaries
and interaction Hamiltonians which commute with the
free Hamiltonian of the engine. Previous work [2] also
allowed unitaries which preserve the average energy of
the specified initial state, without commuting with the
Hamiltonian. This allowed for optimal protocols which
were independent of the state of the weight. However, in
order to implement such unitaries with the clock it seems
that one would need to place strong conditions on its ini-
tial state. This is one of the reasons why we chose inter-
actions which commute with the engine Hamiltonian.
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Appendix
Close in Trace Distance
To say that a statement is true for µw(p) narrow
enough and centered around p0 is equivalent to saying
it is true for 1δµw(
p−p0
δ + p0) with a small enough δ > 0.
Theorem 1. For any finite dimensional Hilbert space
H, let D(H) be its set of density matrices. Given any
 > 0, any probability distribution µw : R → [0,∞) with
a well defined first moment, and any continuous function
ν : R→ D(H), there is always a δ > 0 such that∥∥∥∥1δ
∫
R
µw
(
p− p0
δ
+ p0
)
ν(p) dp− ν(p0)
∥∥∥∥
1
≤ , (32)
where p0 =
∫
p µw(p) dp.
Proof. By virtue of the continuity of ν, there is always a
δ′ such that
max
p∈∆
‖ν(p)− ν(p0)‖1 ≤

2
, (33)
where ∆ = (p0 − δ′, p0 + δ′). Furthermore, since µw is a
normalized probability distribution on R, for any δ′ > 0
there is always a δ such that
∫ p0+ δ′δ
p0− δ′δ
µw(p) dp > 1− 
4
. (34)
Given that∫ p0+ δ′δ
p0− δ′δ
µw(p) dp =
∫ δ′
−δ′
µw
(p
δ
+ p0
) dp
δ
=
∫
∆
µw
(
p− p0
δ
+ p0
)
dp
δ
(35)
this implies∫
∆
µw
(
p− p0
δ
+ p0
)
dp
δ
> 1− 
4
. (36)
To simplify the following equations, let us define
f(p) = µw(
p−p0
δ + p0). Therefore, for any  we have∥∥∥∥1δ
∫
R
f(p)ν(p) dp− ν(p0)
∥∥∥∥
1
=
∥∥∥∥∫
R
f(p)[ν(p)− ν(p0)] dp
δ
∥∥∥∥
1
≤
∫
R
f(p)‖ν(p)− ν(p0)‖1
dp
δ
≤
∫
∆
f(p)‖ν(p)− ν(p0)‖1
dp
δ
+ 2
∫
R/∆
f(p)
dp
δ
≤
∫
∆
f(p)
dp
δ
max
p′∈∆
‖ν(p′)− ν(p0)‖1 +

2
≤ , (37)
where the third inequality is due to ‖ν(p)− ν(p0)‖1 ≤
‖ν(p)‖1 + ‖ν(p0)‖1 = 2.
Finally, combining eq. (11) with theorem 1 while set-
ting ν(p) = Trw
[
Ue(p)ρe(0)U
†
e (p)
]
leads to the statement
in eq. (12).
Mixture of Unitaries
Given an initial state of the form ρ(0) = ρub(0) ⊗
ρw(0) ⊗ ρc(0), we calculate the reduced subsystem-bath
state evolving under the Hamiltonian
H = Hu +Hb +Hw +Hc +H
int
= H0 +H
int
H int =
∫∫
R2
H intub (x, p)⊗ |p〉
w
〈p| ⊗ |x〉
c
〈x| dp dx. (38)
(39)
In the interaction picture H int takes the form
H˜ int(t) = eiH0tH int e−iH0t (40)
= eiH0t
∫∫
R2
H intub (x, p)⊗ |p〉
w
〈p| ⊗ |x〉
c
〈x| dp dx e−iH0t
=
∫∫
R2
H˜ intub (x, p, t)⊗ |p− t〉
w
〈p− t| ⊗ |x− t〉
c
〈x− t| dp dx
=
∫∫
R2
H˜ intub (x+ t, p+ t, t)⊗ |p〉
w
〈p| ⊗ |x〉
c
〈x| dp dx,
8where
H˜ intub (x, p, t) = e
i(Hu+Hb)tH intub (x, p) e
−i(Hu+Hb)t . (41)
With this, the time evolution operator between times 0
and t can be written as
U(t) = e−iH0t T
[
e−i
∫ t
0
H˜int(t′) dt′
]
(42)
= e−iHwt e−iHct e−iHut e−iHbt
×
∫∫
R2
T
[
e−i
∫ t
0
H˜intub (x+t
′,p+t′,t′) dt′
]
× |p〉
w
〈p| ⊗ |x〉
c
〈x| dp dx, (43)
When calculating the reduced time-evolved subsystem-
bath state, the Hw and Hc exponentials vanish by ciclic-
ity of the trace, and one is left with a mixture of unitaries.
That is,
Trwc[ρ(t)] = Trwc[U(t)ρ(0)U†(t)] (44)
=
∫∫
R2
Trwc
[
(ρw(0)⊗ ρc(0))(|p〉
w
〈p| ⊗ |x〉
c
〈x|)
]
× V (x, p)ρub(0)V †(x, p) dp dx,
=
∫∫
R2
µ(x, p)V (x, p)ρub(0)V
†(x, p) dp dx,
where µ(x, p) = 〈x, p|ρcw(0)|x, p〉 and
V (x, p) = e−iHut e−iHbt T
[
e−i
∫ t
0
H˜intub (x+t
′,p+t′,t′) dt′
]
.
(45)
