Abstract-In this paper, we investigate the undetected error probabilities for bounded-distance decoding of binary primitive BCH codes when they are used for both error correction and detection on a binary symmetric channel. We show that the undetected error probability of binary linear codes can be quite simplified and quantified if weight distribution of the code is binomial-like. We obtain bounds on the undetected error probability of binary primitive BCH codes by applying the result to the code and show that bounds are quantified by the deviation factor of true weight distribution from the binomial-like weight distribution.
I. INTRODUCTION
OR DATA communication systems, linear block codes F can be used for two basic methods: pure error correction and pure error detection [l, Ch. 41. Pure error detection incorporated with automatic-repeat-request (ARQ) has been widely used and hybrid ARQ systems have been developed where linear codes are used for both error correction and detection in order to enhance throughput of ARQ systems and to incorporate advantages of forward error correction (FEC) and ARQ. In these systems, good bounds on the undetected error probability is of theoretical and practical interest [2, Ch. 6, Ch. 151.
It has been shown that undetected error probability can be computed theoretically from the weight distribution of ( n , k ) binary code by examining its 2k codewords or 2n-k codewords of its dual code. However, the computation becomes practically impossible as n, k , and n -k become large. Therefore, there have been many efforts to extract properties of undetected error probability using the weight enumerators of a code or its dual code, because it solves whether a code is useful for error detection or both error detection and correction. In [31 and [41, an ( n , k ; q ) linear code in pure error detection was investigated and defined as proper code if undetected error probability of the code is upper bounded by q-(n-k)). In addition, some codes satisfying the bound are classified. In [5], more results on the upper bound were investigated for linear codes. In [6], necessary conditions were given on the weight distributions of an ( n , k ) binary linear code for undetected error probability to be upper bounded by 2-(n--k). [12] , [13] . In Section 11, we derive P %~( E ) of binary linear codes with binomial-like weight distribution using the decoder error probability. In Section 111, we apply the results on P %~( E ) to binary primitive BCH codes. In this section, we derive the undetected error probability of binary linear codes by means of the decoder error probability and show that the undetected error probability is simplified if a code has binomial-like weight distribution. In most binary linear codes, weight distributions are unknown except for a small codelength code. However, if weight distribution of a binary linear code is binomial-like in a range of weight h, then PE(h) in (2) becomes a constant which is dependent on the error correcting capability of the code. The following theorem shows this fact.
From Theorem 1 and (l), we obtain the following result:
reduces to which is very simple and manageable. Furthermore, any bound that quantifies the deviation of the true weight distribution from the binomial distribution yields the bound on P.d ( E) quantified by P. Assume that the true weight distribution Al satisfies P m i n (7 ) I I Pmax (7)
where Pmin and Pmax denote the minimum and the maximum of P, respectively, then the undetected error probability is bounded as
Thus, a method to provide more precise P can improve accuracy of bound on the undetected error probability. In binary linear codes, it has been shown that binary primitive BCH codes has binomial-like weight distribution [ 61, [12] , [13]. They showed that an (n, k , t ) binary primitive BCH code of length n = 2" -1 and the designed distance dmin = 2t + 1, where 2t -1 < 2r"I21 + 1, has weight distributions given by
where 
where b(z) and C ( u , x ) are functions given in [12] . A more precise value of E2% is obtained by the improved linear programming method but it is not expressed by a closed form [13] . Therefore, we will use (14) in deriving the undetected error probability hereafter.
From (12), we see that the deviation factor p of binary primitive BCH codes is 2-mt(l + E(1)). Let E,, be the maximum of IE(1)I then it yields Pmax = 2-mt(l + E m a x ) and Pmin = 2-mt( 1 -Emax). Thus, from (4) and (6), estimate of bounds on the undetected error probability are obtained as and
For ( n , k , t ) binary primitive BCH codes, it was shown that IE(1)I decreases to zero exponentially as n increases for fixed t, or as 1 approaches Ln/2] for fixed n and t [12] , [13] . Thus, E, , , becomes zero if n is large. In [13], it was shown that some binary primitive BCH codes with large n have 1E(l)I < lop2 and are tabulated for various n and t. For these BCH codes, bounds on the undetected error probability become k n o w n t h a t i f p < X , O < p < l , a n d q = 1 -p , then
where E(X,p) is the relative entropy between the binary probability distribution X and p , i.e., 
E(X,P) = H(P) + (A -P ) H ' ( P ) -H ( X )
(= log,(Vp) + (1 -log2 ((1 -4 / ( 1 -P ) )
Iv. EXAMPLES AND DISCUSSION
The decoder error probabilities and the undetected error probabilities for some binary primitive BCH codes are calculated. Table I shows bounds on PE ( h ) and Plde( h ) of (5 l l , 493, 2) BCH code. In Table I , it is shown that upper and lower bounds on P E (~) converge on 4.99027 x 10-1 (= 2-18 E:=, (
as h increases. In fact, for h > 12, upper and lower bounds are close to 4.990 27 x 10-l. This indicates that the deviation of decoder error probability from 2Tmt E:=, ( y ) becomes negligible in this range of h. Table I1 shows that E, , decreases exponentially as h approaches Ln/2] for (51 1, 493, 2) BCH code.
The undetected error probabilities of binary primitive (51 1, 493, 2), (511, 484, 3), (1023, 1003, 2), and (1023, 993, 3) BCH codes are calculated. Assume that binary phase shift keying (BPSK) is used for transmission of coded symbols, and a coherent receiver is used for detection on an additive white Gaussian noise (AWGN) channel. Fig. 1 . shows the undetected error probabilities of (511, 493, 2) BCH code and (511, 484, 3) BCH code. It is shown that the undetected error probability of (511, 493, 2) BCH code is a constant which is close to 4.990 x 10-1 (= 2-18 E:=, ("I)) for Eb/N, less than 3 dB and decreases rapidly as $&/No increases. For a (511, 484, 3) BCH code, the constant is close to 1.661 x lo-'. It is shown that the undetected error probability of (511, 484, 3) BCH code is less than that of (511, 493, 2) BCH code. Fig. 2 shows the undetected error probabilities of (1023, 1003, 2) and (1023, 993, 3) BCH code where constants are noted as 4.995 x 10-1 and 1.662 x 10-1 for (1023,1003,2) BCH code and (1023, 993, 3) BCH code, respectively. Bounds on the undetected error probability of (1023, 1003, 2) BCN code are much tighter than bounds of (511, 493, 2) BCH code since E, , decreases as n increases. The undetected error probabilities of (511, 494, 2) BCH code and (1023, 1003, 2) BCH code are calculated when these codes are used for both error detection and correction with various correcting radius r, where 0 5 r, 5 t. Fig. 3 shows that the undetected error probability of (511, 493, 2) BCH code is a constant for Eb/N, less than 3 dB whose value are close to 4.990 x 10-1 (= 2-18 E:=, ('i')), 1.923 x lop3 (= 2-18 E:=, ( 'il)), and 3.814 x lop6 (= 2-18 E ! = , (':')) In this paper, we derived the undetected error probability Pud( t) for bounded-distance decoding of binary primitive BCH codes when they are used for both error correction and detection on a binary symmetric channel with crossover correcting-radius T , = 0, rC = 1, r, = 2, on AWGN channel.
Undetected error probabilities of (1023, 1003, 2) BCH code with probability E . We showed that the undetected error probability of binary linear code can be simplified and quantified by the deviation factor p of the true weight distribution from the binomial distribution if weight distribution of the code is binomial-like. We also showed that the undetected error probability is bounded by p as Pud(c,Pmin) 5 Pud(c) 5
PUd(€, a, , , ) and a method to provide more precise ,8 would improve accuracy of Pud ( 6 ) . From the results, we showed that, for fixed t and with n = 2" -1 and 2 t -1 < 2rm/'1 + 1 , the undetected error probability of ( n , k, t ) binary primitive BCH codes is close to 2Tmt E:=, (t ) 2 -n E ( X + ) when codelength is large. The undetected error probabilities were calculated for some binary primitive BCH codes. terms for Al = 0 in these ranges should be corrected. The erroneous terms of decoder error probability for Al = 0 yields Plde(h) and Pude(h), respectively, and they are subtracted from p E:=, (t).
h 5 n -d -t. Thus, Theorem 1 yields P E (~) = iii) n -t 5 h 5 n.
PE(h)
is one since all-ones codeword covers all error pattems of weight h 2 n -t.
