Abstract. We study some non-highest weight modules over an affine KacMoody algebraĝ at non-critical level. Roughly speaking, these modules are non-commutative localizations of some non-highest weight "vacuum" modules. Using free field realization, we embed some rings of differential operators in endomorphism rings of our modules.
Introduction
Consider an affine Kac-Moody algebraĝ, which is a central extension of the loop algebra g((t)), where g = Lie(G) is a simple complex Lie algebra. The representation theory ofĝ is closely related to numerous structures on moduli spaces of principal bundles on complex curves. In particular, usingĝ and the Virasoro algebra, E. Frenkel and D. Ben-Zvi have constructed in [BZF] the following deformationdegeneration picture for a smooth projective curve: KZB (or Heat) connection − −−− → Quadratic part of Beilinson-Drinfeld system (Opers)     Isomonodromic Deformation − −−− → Quadratic part of Hitchin System This also works in a ramified case. However, in the case when the ramification divisor has multiple points (we shall call this case irregular ), a new direction arises, which was missing in [BZF] . For isomonodromic deformation this direction was put in the framework of [BZF] in [Fed] . The irregular opers were studied in [FFL] . The irregular counterpart of KZB connection is the subject of this paper.
1.1. Recollection on isomonodromic deformation. Let X → S be a family of smooth projective curves, (E, ∇) be a family of bundles with connections. Precisely, E is a principal G-bundle on X , ∇ : E → E ⊗ Ω X /S is a connection on E along the fibers of X → S. This family is called isomonodromic, if ∇ can be extended to an absolute flat connection∇ : E → E ⊗ Ω X . It is an easy exercise that this condition is equivalent to the monodromy of ∇ being constant over S.
In the case of a connection with singularities the above definition still makes sense. In the case of regular singularities, the condition is still equivalent to the monodromy being constant, in the case of irregular singularities one has to require that both monodromy and the so-called Stokes structures at the singularities do not change. In this case a new direction of deformation arises: one can deform formal normal forms of connections as well. (We assume the singularities to be generic.)
Let us consider the simplest case of connections on P 1 with a pole of order 2 at zero, and a pole of order 1 at infinity. The isomonodromic deformation in this case amounts to deforming the conjugacy class of the leading term at zero. This isomonodromic deformation is very important because it is closely related to Frobenius manifolds.
1.2. DMT connection. The quantization of the isomonodromic deformation in the simplest case described above is the irregular analogue of the KZB connection. In fact this is precisely the De Concini-Milson-Toledano Laredo connection (see [Boa] ).
Let V be a g-module. The Weyl group action on V has a deformation, called the quantum Weyl group action. It is constructed using the quantum group, corresponding to g. A theorem recently proved by Toledano Laredo [Lar3] shows that this action coincides with the monodromy of the DMT connection. One of the goals of this paper is to gain a better geometric understanding of this connection.
1.3. Results. In this paper we shall study the endomorphism rings of certain nonhighest weightĝ-modules at non-critical level. These modules are obtained by non-commutative localization of the non-highest weightĝ-modules U kĝ /U kĝ ·ĝ + , whereĝ + is a level subalgebra in t N g [[t] ]. The quasi-classical limits of these rings are spaces of isomonodromic hamiltonians studied in [Fed] , as we shall briefly explain in §2.6.
The quantization of hamiltonians will be done using the free field realization. We shall construct isomorphisms between our modules and some other modules (which we call irregular Wakimoto modules), whose rings of endomorphisms are transparent. This is somewhat analogous to construction of central elements in the vertex algebra, corresponding to g on the critical level.
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Main results
2.1. Notation. We are working over the field C of complex numbers. Let G be a connected simple Lie group, g its Lie algebra. Fix a triangular decomposition g = u − ⊕h⊕u. Let U − and U be maximal unipotent subgroups of G with Lie(U − ) = u − , Lie(U ) = u, B − and B be Borel subgroups with Lie(B − ) = b − := h ⊕ u − , Lie(B) = b := h ⊕ u. We denote the unit element in a group by 1.
Let ∆ ⊂ h * be the root system, ∆ + ⊂ ∆ be the set of positive roots. Denote by α 1 , . . . , α rk g the simple roots. For each α ∈ ∆ + fix an sl 2 -triple (e α , f α , h α ). We denote e αi by e i and define f i and h i similarly.
Denote by h r the regular part of h, namely, h r := {h ∈ h : ∀α ∈ ∆ α(h) = 0}. Similarly, h * ,r is the regular part of the dual space: h * ,r := {χ ∈ h * : ∀α ∈ ∆ χ(h α ) = 0}.
We define the invariant bilinear form on g by (x, y) = 1 2h ∨ tr(ad x ad y ), where x, y ∈ g, h ∨ is the dual Coxeter number of g, ad is the adjoint representation of g.
2.1.1. The affine Kac-Moody algebra. Let g((t)) = g ⊗ C((t)) be the formal loop algebra of g. Letĝ = g((t)) ⊕ C1 be the affine Kac-Moody algebra of g, here 1 is the standard generator of the center. The Lie algebra structure is given by
We denote (e α ) ⊗ t n ∈ĝ by e α,n and define f α,n , h α,n , e i,n , f i,n , and h i,n similarly. For a Lie algebra a we denote its universal enveloping algebra by Ua. For k ∈ C let U kĝ be the quotient ring of Uĝ modulo the ideal generated by k − 1. We call k the level. The representations of U kĝ are the same as representations ofĝ on which 1 acts by k. The critical level k = −h ∨ is denoted by k c . To simplify notation we write
For a scheme Z we denote the set of functions on Z by Fun(Z). Thus if Z is affine, then a quasi-coherent sheaf on Z is the same as Fun(Z)-module. We denote by D(Z) the ring of differential operators on Z.
For a vector space L we denote by L * the dual vector space, and by Sym(L) its symmetric algebra. Thus Sym(L) = Fun(L * ).
2.2. Non-highest weight modules. Fix an integer N ≥ 1 and a level k = k c . Let us introduce the level subalgebrâ
Let C k be theĝ + ⊕ C1-module on whichĝ + acts by zero and 1 acts by k. Consider theĝ-module
We denote the image of 1 ∈ C k by |0 and call it the vacuum vector. Note that M N,k has a universal property that
In particular, we have an identification of sets Endĝ(M N,k ) = (M N,k )ĝ + , given by X → |0 · X (we view endomorphisms as acting on the right).
Let M N,k,reg be the localization of M N,k defined as follows: we have a unique endomorphism of M N,k such that |0 → h i,N |0 (follows from the universal property of M N,k ). This gives an action of Sym(t N h) on M N,k . It is convenient to view it as a right action because it commutes with the action ofĝ. Thus M N,k has a structure of a sheaf on h * and M N,k,reg is by definition the restriction of M N,k to the complement of all the coroot hyperplanes. In other words,
It follows from the PBW theorem that if ϕx = 0, where x ∈ M N,k , ϕ ∈ Sym(t N h), then x = 0 or ϕ = 0. This implies that the above map is injective.
It remains to show that every x ∈ (M N,k,reg )ĝ + gives rise to an endomorphism of M N,k,reg . This is somewhat similar to construction of the sheaf of differential operators on a variety. First we check the following analogue of an Ore condition: for all x ∈ M N,k , i = 1, . . . , rk g, and all large enough j we have x(h i,N ) j ∈ h i,N M N,k . This, in turn, follows immediately from the fact that ad hi,N is a nilpotent operator
Thus for x ∈ M N,k,reg the equation h i,N y = x has a unique solution. Therefore we can construct a left action of Fun(t N h * ,r ) on M N,k,reg extending the action of Sym(t N h). Now we can define the action of
, where g ∈ U kĝ , ϕ ∈ Fun(t N h * ,r ). We need to check two things: (i) g(ϕx) = 0 if g ∈ĝ + , and (ii) gψ(ϕx) = g(ϕψx) whenever ψ ∈ Sym(t N h). For (i), let us write ϕ = ϕ 1 /ϕ 2 with ϕ i ∈ Sym(t N h), and set y :
it is enough to show that gy = 0. We have gϕ 2 y = 0, thus gϕ
n gy = (ad n ϕ2 g)y, and this is zero if n is large enough. Now (i) follows; (ii) is proved easily by writing ϕ = ϕ 1 /ϕ 2 as before.
Corollary. Endĝ(M N,k,reg ) is the localization of Endĝ(M N,k ) with respect to the multiplicative set generated by h i,N , i = 1, . . . , rk g. More precisely, we have
and for all X ∈ Endĝ(M N,k,reg ) there is ϕ ∈ Sym(t N h) such that ϕ is a product of h i,N and ϕX ∈ Endĝ(M N,k ).
Theorem 1. There is a natural injective homomorphism of rings
Remarks. 1. We can re-write the ring of endomorphisms as
In fact the endomorphisms, corresponding to the first two multiples as well as to Fun(×
, can be easily seen: the generators are given by |0 ⊗ 1 → e α,n |0 ⊗ 1 with 1 ≤ n ≤ N − 1, |0 ⊗ 1 → f α,n |0 ⊗ 1 with 1 ≤ n ≤ N − 1, and |0 ⊗ 1 → h i,n |0 ⊗ 1 with 0 ≤ n ≤ N . However the remaining endomorphisms are hidden. For example, as we shall see below in case N = 1 these homomorphisms correspond to DMT connection operators.
2. We expect that the homomorphism is an isomorphism for all k = k c . 3. If k = k c the ring of endomorphisms is much bigger, indeed, it contains the infinite-dimensional space of functions on opers on a formal disc.
4. The level groupĝ + looks a little bit unnatural. It seems more reasonable to takeĝ
In the second case the results and proofs are expected to be very similar, however, we do not get the DMT connection. The first case seems to be more complicated and we hope to address it in future publications.
Right version.
There is a standard anti-involution ι : U kĝ → U kĝ sending x ∈ g to −x. By composing the actions of U kĝ on M N,k or M N,k,reg with ι we get right 
Proof. As in the proof of Proposition 2.1 we get a right action of
, m is a projection of certainm ∈ M to the space of coinvariants. We can write
where we abuse notation by writingx im for the projection of this element of M to the space of coinvariants. One checks easily that RHS does not depend on choices of presentations of elements of tensor products and on lifts x i x i . We also need to check that m = gm 0 with g ∈ĝ + implies x(ϕ ⊗ m) = 0. In M N,k,reg we have
Using Corollary of Proposition 2.1, one checks that it is indeed a ring action.
Thus we get a functor F from U kĝ -mod to the category of D(×
by forgetting the action of Fun(h * ). In particular, it is a quasi-coherent sheaf on ×
2.4. Case N = 1 and DMT connection. For N = 1 we have
where we use the bilinear form to identify h * with h. Let V be any g-module and set
is given by the DMT connection up to a twist by a line bundle on h r × h * with a connection along h r .
Remarks. 1. The first part of this theorem follows easily from PBW theorem. 2. In particular the monodromies of our connection and of DMT connection differ by a scalar factor.
In concrete terms, the operators of our connections correspond to the following endomorphisms of M r N,k,reg :
The corresponding "regularized" endomorphisms of M N,k are given by
2.5. Irregular Wakimoto modules. The idea of the proof of Theorem 1 is to construct an isomorphism between M N,k,reg and another module, whose ring of endomorphisms is easier to calculate. This will be done using free field realization. Let us recall the definitions (we follow [Fre] ).
Let A be the associative algebra with generators a α,n , a * α,n , α ∈ ∆ + , n ∈ Z and relations
The same algebra is defined in [Fre, §5.3.3] , where it is denoted by A g .) Let M N be the module over A generated by the vacuum vector, which we also denote by |0 , and relations:
We call it an irregular Wakimoto module; it is analogous to the Wakimoto module M g defined in [Fre, §5.4.1] .
Further, for k ∈ C letĥ k be the Cartan part ofĝ k . More precisely, it is the Lie algebra generated by b i,n , i = 1 . . . rk g, n ∈ Z, and a central element 1. The bracket is given by
Note the similarity betweenπ
Define the generating functions 
For a monomial A in a α,n and a * α,m we define its normal ordering :A: by moving all a α,n with n ≥ 0 and all a * α,m with m > 0 to the right. 
Remark. Our sign convention (1) does not agree with [Fre, (1.3. 3)]. So our sign in front of the second term in the last formula in (4) is different, as well as the sign in (3).
In fact, part (a) is an easy consequence of [Fre, Theorem 6.2 .1], part (b) is an easy consequence of part (a), the proof of part (c) will occupy a substantial part of this paper, it will be done (of course) by constructing certain filtration on M N ⊗π k−kc N,reg . Theorem 1 follows from the above Theorem: the required endomorphisms of
, where −N < n < 0, and |0 ⊗ (|0 ⊗ 1) → |0 ⊗ (b i,n |0 ⊗ 1), with −N ≤ n ≤ N . We shall give more details in §3.6.
2.6. Quasi-Classical limit. Letĝ * := g * ⊗ C((t))∂ t ⊕ Cd be the restricted dual toĝ, where d = 1 * . Its subset Conn := g * ⊗ C((t))∂ t + d is identified with the set of connections on the trivial G-bundle over the punctured formal disc. Set
We can view U kĝ and
, we extend U kĝ and M N,k,reg to k = ∞ (this is similar to [FBZ, §16.3.2] 
where A −N −1 ∈ h * ,r , A n ∈ h for n ≥ −1.
The action ofĝ + on M N,k,reg becomes a hamiltonian action ofĝ
Thus the above Lemma is the quasi-classical analogue of Theorem 1. Note that the proof of the quantum statement is considerably more complicated.
2.7. Global version. Let G((z)) be the loop group of G, let G − ⊂ G denote the subgroup of loops that can be extended to a G-valued function on P 1 \ 0 that is equal to 1 at infinity.
Set Bun
is a moduli space of G-bundles on P 1 with the fiber at ∞ trivialized, and with a certain higher level structure at zero. It is a natural hbundle over the moduli space of G-bundles with the fiber at ∞ trivialized and with the fiber at zero trivialized to order N − 1 (we view h as an abelian Lie group). for k = k c . This conjecture is related to a known fact that there are no non-constant differential operators on the moduli space of bundles for k = k c .
Remark. The space Bun
We expect similar statements to hold for other level groups.
) has a natural deformation to a certain twisted cotangent bundle to Bun h N (0)+(∞) . Precisely, this twisted cotangent bundle is the moduli space of pairs (E, ∇), where E ∈ Bun h N (0)+(∞) , ∇ is a connection on E with a simple pole at ∞ such that ∇ has the following form at zero (in a trivialization compatible with the level structure):
Denote this moduli space by Conn (4). Recall that U is identified with an open subset of G/B − , thus g acts on U . Also, U is isomorphic to u as a scheme. Fix a homogeneous coordinate system y α , α ∈ ∆ + on U . Here homogeneous means that
Then (possibly after multiplying coordinates y αi by some constants) the action is given by (cf. [Fre, §5.2.5 ])
The Cartan subalgebra acts on g and on D(U ) diagonally, so we can define the weight w h with respect to the Cartan subalgebra. Clearly w h (e α ) = α, w h (h i ) = 0, w h (f α ) = −α. Also, (5) implies that w(y α ) = −α, w(∂/∂y α ) = α. The action preserves h-weight. Later we shall need the following 
Proof of part (a) of Theorem 3.
Let V k (g) be the level k vacuum representation ofĝ with its usual structure of vertex algebra (see [Fre, §2.2.4] ). Let M g be the Fock representation of A, see [Fre, §5.4.1] . Let π k 0 be the vertex algebra associated toĥ k . Then by [Fre, Theorem 6.2 .1] there is a vertex algebra homomorphism
given by formulae (4). It is clear that M N is a smooth representation of A, thus M N is a module over the vertex algebra M g with the M g -module structure induced from its Amodule structure (see for example [FBZ, §5.1.8]) . Similarly,π 
Proof of part (b) of Theorem 3. Since Sym(t
, it also acts on M N ⊗π k−kc N by endomorphisms of A ⊗ĥ k−kc -module structure, thus it acts by endomorphisms ofĝ-module structure and the statement follows.
Action ofĝ revisited. Let us extend the h-weight to loop algebras, by setting
Then (4) shows that the action ofĝ preserves the w h gradation.
We would like to extend the formulae (4) to e α (z) and f α (z), where α is not necessarily a simple root. Let b α (z) be the field corresponding to h α ∈ h (i.e. b α (z) is a linear combination of b i (z) with the same coefficients as in the expression of h α through h i ). 
where:
• P Proof. Recall from [Fre] how the homomorphism (4) is constructed. One starts with (6) and extends it to a map g ⊗ C((t)) → Vect(LU ), where LU is the indscheme of loops in U , [Fre, §5.3.2] ). By Lemma 3.1 under this map
The next step is to lift this map to a map V kc (g) → M g , see [Fre] , Theorem 5.6.8 and Theorem 6.1.3. Note that the images of e α (z) are given by the same formulae (8).
(See discussion before Theorem 6.1.3, Ibid.) The map V kc (g) → M g can be deformed by any element of h * ((t)), giving rise to a map V kc (g) → M g ⊗ π 0 but the images of e α (z) are not modified again (see proof of Ibid., Lemma 6.1.4). The last step is to deform the level to k = k c . However, we claim that the images of e α,n do not depend on k. Indeed, for α = α i it is clear from (4). All other e α,n can be obtained by commuting e αi,n . Finally, the fields b i (z) are absent in the RHS of (8), so the result of commuting does not depend on k. This proves the first formula in the proposition.
To calculate the images of f α (z) we shall take a different approach. First we show that
Indeed, the vertex algebra formalism shows that RHS has to be a field, corresponding to some element of M g ⊗ π k−kc 0 via the vertex operation. It also has to be a field of conformal dimension one. But it is easy to see that this is the most general form of such a field. The considerations of h-weight show that R 
Constructing a map
N,reg . We want to introduce some notation. We define the degree of an element of A ⊗ĥ k by setting deg a α,n = deg a * α,n = deg b i,n = −n. Note that the commutation relations preserve the degree, so we get a gradation on A ⊗ĥ k . A field x(z) = n x n z −n is called conformal if deg x n + n does not depend on n. For a conformal field x(z) we define x(z) (n) to be a unique x m with deg x m = −n. In particular a α (z) (n) = a α,n and a * α (z) (n) = a * α,n . For notational simplicity we denote |0 ⊗ |0 ∈ M N ⊗π
Proof. Let A be any product of a * α,n , with at least one n > 0, then we have :Aa γ,m :|0 ′ = 0 by definition of normal ordering. Now the statement follows from Proposition 3.1.
Let us give more details. We show first that e α,n |0 ′ = 0 if n ≥ N . Indeed, we have
The first term is clearly zero, the terms with ν ≥ N are also zero. If ν < N , then µ > 0 and the term is zero by the remark in the beginning of the proof. We leave it to the reader to check that h i,n |0 ′ = 0 for n > N . Finally, we have
For the first two terms we note that every monomial has total degree −n. Thus, it has either a multiple a γ,m with m ≥ N and the term is zero, or a * γ,m with m > 0, and the term is again zero. The last two terms are clearly zero if ν ≥ 0. Otherwise, µ > N , and we use the fact that b's and a * 's commute.
Thus there is a unique homomorphism
Lemma 3.3. For all i we have
Proof. By (4)
(we can remove normal ordering because a * β,µ and a β,ν commute, since µ + ν = N = 0). All terms a * β,µ a β,ν |0 ′ are zero because µ ≥ 0 or ν > N .
Thus our homomorphism intertwines the action of t N h on the modules, so it gives rise to a homomorphism ℘ : M N,k,reg → M N ⊗π k−kc N,reg . 3.5. PBW bases and filtrations. Choosing some order of positive roots, we get a basis of Fun(t N h * ,r )-module M N,k,reg given by lexicographically ordered monomials
where all exponents ı i,n ,  α,n , and ℓ β,n are nonnegative integers. Denote the set of such monomials by J . Every x ∈ M N,k,reg can be uniquely written as
where all exponents ı i,n ,  α,n , and ℓ β,n are nonnegative integers. We order the multiples by a convention that all b i,n with n > 0 are to the left from all b i,n with n < 0. We denote the set of such monomials by B.
We define the a-weight w a (A) of a monomial A ∈ B as the total number of multiples a β,n in the product, i.e. w a (A) := ℓ β,n . We define w * a (A) and w b (A) similarly. We define the a-degree deg a A := − nℓ β,n , we define deg 
where ϕ is an invertible function on h * ,r , R ≺℘(J).
The proof of this proposition is a somewhat tedious verification, so we put it into Appendix.
End of proof of Theorem 3. Let us prove injectivity of ℘ by contradiction. Assume that ℘( J i · ϕ i ) = 0, where J i are different elements of J , ϕ i ∈ Fun(t N h * ,r ), ϕ i = 0. Reordering the monomials J i , we can assume that for some j we havē
where ψ i are invertible functions on h * ,r , R ≺℘(J 1 ). But this is clearly impossible. To see that ℘ is surjective we assume the converse and let A be the smallest monomial not in the image of ℘. Let J ∈ J be such that℘(J) = A, then
where R ≺ A. Thus by minimality hypothesis R is in the image of ℘, so A · ϕ is in the image of ℘. Hence A is in the image of ℘ because ϕ is invertible and we come to contradiction.
3.6. Proof of Theorem 1. Let B 0 ⊂ B be the set of PBW monomials, which are products of a α,n , with 0 < n < N , a * α,n , where −N < n < 0 and b i,n , with −N ≤ n < N . Set U 1ĥk := Uĥ k /Uĥ k · (1 − 1). Let (A ⊗ U 1ĥk ) + be the left ideal in A ⊗ U 1ĥk generated by a α,n ⊗ 1 with n ≥ N , a * α,n ⊗ 1 with n ≥ 0 and 1 ⊗ b i,n with n > N .
It is easy to see that every A ∈ B 0 is annihilated by (A ⊗ U 1ĥk−kc ) + . Let Λ be the Fun(t N h * ,r )-submodule of M N ⊗π k−kc N,reg generated by B 0 , it is easy to see that
N,reg ). The last identity is proved in the same way as Proposition 2.1.
Thus Λ ⊂ Endĝ(M N ⊗π k−kc N,reg ). Let us calculate the ring structure on Λ. Viewing a α,n , a * β,m ∈ B 0 as endomorphisms and recalling that by our convention they act on the right, we get
all other commutators are zero. We want to identify Λ with D(×
To this end we identify a * α,−n with a coordinate system on n-th copy of u * , we identify a α,n with −∂/∂a * α,−n . Next, for n > 0, we identify b i,n with the function h i on n-th copy of h * . We want to identify b i,−n with a differential operator on n-th copy of h * corresponding to a constant vector field. The commutation relations (11) show that
Finally we identify b i,0 with the function h i on the "extra" copy of h * . This gives the required isomorphism. Note that h i,N can occur in negative powers.
3.7. Case N = 1. According to the proof of Theorem 1, the ring Λ in the case N = 1 is generated by
, where i = 1, . . . , rk g. Let us calculate these ℘-preimages. Let ρ be the half-sum of positive roots.
Proof. Part (a) follows from Lemma 3.3. For part (b) we have
But by our definition of normal ordering we have:
and the statement follows.
Let us prove part (c). We have
Further,
The second terms vanishes: indeed, for a monomial A in a * For ν = 1, the last term vanishes for the same reasons as the first term in (13). For ν = 1 it vanishes because β > α, so that a β,1 and a * α,−1 commute. Thus e α,0 f α,0 |0
Combining with (12) we get the proposition.
3.7.1. Right version. Applying the involution ι we see that Λ r ⊂ Endĝ(M r 1,k,reg ) is generated byb
The ring structure is given by
the other commutators are zero. The isomorphism Endĝ(M
Appendix: Proof of Proposition 3.2
We introduce the following notation if A, B ∈ B, A.B means concatenation of A and B. Thus A.B ∈ B gives certain restrictions on A and B. For example a * α,n .B ∈ B means that B does not contain b i,m . Similar notation will be used for monomials in J .
Proof of Proposition 3.2. Let J ∈ J , we can assume that Proposition is valid for all
and our formula is true for J ′ . We need two lemmas:
Proof. Set B 1 := b i,m B, and let A 1 be any monomial in :
.
This clearly implies
Proof. Let A 1 be any monomial in b i,m A,
It follows that
We have
always produces a monomial in B, and it is obtained by inserting a * γ,n anywhere between b's and a's. Thus we have It follows from induction and lemmas above, that a α,m℘ (J ′ ) =℘(J) is larger, than the other terms. The Proposition is clearly true for J = |0 ⊗ 1. This completes the proof of Proposition and hence the proof of Theorem 3.
