ABSTRACT Recently, device-to-device (D2D)-underlaid fifth-generation (5G) cellular networks have received plenty of attention because of their ability to save network resources and to reduce energy consumption. Most existing algorithms for multimedia services over D2D networks consider only the signalto-noise ratio (SNR) and ignore temporal requirements, which do not provide optimum performances. To overcome this issue, we propose a framework for a cross-layer D2D link control system, which guarantees the quality of service and improves the quality of experience (QoE) for live video streaming with different priorities and delay constraints. In this framework, we considered three techniques, including priority-based video transmission, flexible communication mode switching of user equipment, and subset-based relay assignment. According to the live video generation period, our system dynamically adjusts the ratio between cellular and D2D mode durations in each unit of the communication period for each user individually. Our proposal also considerably reduces the duration and frequency of video playback freezing by delivering at least the minimum service quality of the delivered video to the sink users even in the shadow area and therefore improves the QoE for all users while minimizing energy consumption. System-level simulation shows that the proposed algorithm outperforms other methods in terms of the average mean time to failure, average peak SNR, and average energy consumption.
parts of 5G cellular networks since the number of devices and users, along with their mobile traffic, will significantly increase [3] .
In contrast to conventional D2D techniques, such as Bluetooth and Wi-Fi Direct, network-assisted D2D technology operates on licensed cellular networks, for which various useful algorithms for network channel reuse and controlling interferences have been developed; these operate in the channel-reuse mode [4] [5] [6] . In [4] , an overview of network-assisted D2D communication, with respect to the evolution of wireless networks from the first generation (1G) to 5G, has been provided. The authors surveyed emerging research topics and the resource allocation algorithm for D2D-underlaid cellular networks. Notably, the channel-reuse scenario with interference management received plenty of attention and was analyzed for various network environments. Similarly, in [5] , Gandotra et al. surveyed the features of existing technologies for different research objects, such as throughput enhancement and saving energy. In particular, they analyzed channel reusing-based cooperative D2D communications and provided a network model for the D2D communication type. As discussed in [5] , the commercialized standard for LTE-A including network-assisted D2D and relay-based D2D technologies on cellular networks is promising for future cellular networks with remarkably improved resource efficiency.
On the other hand, Vo et al. [6] presented a video streaming service approach using D2D communication for 5G networks as a target scenario and introduced an application-aware optimal rate allocation method. In [4] , Gandotra and Jha introduced the effect of the evolution of 5G cellular networks with D2D communication and elucidated topologies and types of D2D communication that are expected to be used in the future. As claimed in [6] , 5G cellular networks that support a massive number of devices at high density, flexible spectra, bandwidth reuse, and high reliability, will be commercialized. Therefore, research into communication technologies reflecting characteristics of 5G networks are receiving considerable attention [7] , [8] .
In particular, the realization of real-time video delivery services using D2D communication is expected with the emergence of 5G cellular networks. Recently, many studies have focused on determining the optimal allocation of resources to improve the QoS/QoE of the video service, which is sensitive to delay and stability, using D2D communication. These studies include content dissemination using D2D vehicle-tovehicle (D2D-V2V) communications [9] , D2D autonomous driving control for cooperative intelligent transportation systems [10] , and cost-efficient real-time video streaming over D2D communications [11] .
As described in this section, research on D2D communication has enabled highly-efficient utilization of network resources in dense 5G networks while also enabling video services over cellular-D2D networks. However, since the amount of traffic flow of real-time and live video services is increasing explosively, there is significant demand for D2D management systems that provide service-specific solutions to guarantee users' QoS/QoE. Therefore, this paper proposes a novel relay assignment algorithm and streaming method for enhancing the QoE of live video services over 5G cellular-D2D networks. The proposed algorithm is compared with conventional channel allocation algorithms, which do not consider the characteristics of live video traffic.
The remainder of this paper is organized as follows. In Section II, we survey works related to video streaming or video distribution scenarios in cellular-D2D communication environments. Section III presents some challenges that need to be addressed for the live video relaying scenario and then briefly introduces our contributions. Section IV provides system scenarios for the cellular-D2D communication considered in this paper. Section V presents problem formulation with notations for the optimized D2D relay channel allocation algorithm. In Section VI, we explain our scenario in greater detail. In Section VII, the proposed system is evaluated in terms of the MTTF, PSNR, and energy consumption by using a system-level simulation. Finally, we draw our conclusions in Section VIII.
II. RELATED WORK
In this section, we review some existing techniques that have been proposed for delay-sensitive video streaming over D2D communications. According to the similarities between our proposed method and these related works, we separate these studies into five different categories.
1) QoE-driven video streaming over D2D communication Vo et al. [6] introduced a scenario in which D2D devices cooperate to assist video content delivery of the BS in a 5G network. The proposed algorithms in [6] include D2D relay assignment and rate allocation methods for cooperative video transmission using D2D communication. These algorithms exhibit improved QoS/QoE of the video streaming services in terms of the 1) continuity of playback, 2) PSNR, 3) quality fluctuation for smooth playback, and 4) energy consumption overhead by the relay based on D2D communication. However, only the UE whose target content is already cached can serve as a relay node. Therefore, the scenario introduced in [6] targeted a video-ondemand (VoD) service. 2) Transmit power and distance between D2D pairs Improvement in resource utilization through the direct routing of D2D traffic was addressed in [12] and [13] , where the network efficiency was enhanced by utilizing resource allocation based on inter-recipient transmission. These studies focused on the throughput gain using power control under energy and total rate constraints. The power constraints included in these algorithms are factors that should be considered when devices with power limitations act as relays. 3) Cross-layer design for D2D link setup algorithm
Research on the multi-source content-sharing system using cooperative relay communication is ongoing.
The authors in [14] [15] [16] [17] proposed D2D link assignment and channel allocation algorithms to maximize the energy/resource efficiency of a D2D relay-based content sharing system. They evaluated the performance in terms of the energy/spectral efficiency and reliability on the content-sharing scenario. However, since the proposed algorithms are cache-based, they cannot satisfy the delay constraints of an on-time live video content-sharing system. Xing et al. [14] proposed a system model for cooperative content distribution using multi-source D2D communication. Their method finds the D2D relay sets that minimizes the outage probability of content distribution and maximizes system throughput in a combined multi-source and channel reusing scenario. Alternatively, Gui and Deng [15] and Ying and Nayak [16] presented a one-source, multi-hop D2D communication method as a system model. The relay assignment algorithm, proposed in [15] improves the system throughput and energy efficiency. Ying and Nayak [16] proposed a relay assignment algorithm with the primary purpose of minimizing energy consumption.
In [17] , Wang considered delay constraints by using an efficient rate allocation algorithm for D2D communication between multi-sources and a destination UE. The algorithm that include a delay constraint, as shown in [17] , is closer to the optimization method for real-time streaming than the algorithms in [14] [15] [16] ; however, since these studies also assumed cached video, the induced delay is unacceptable for live video services. 4) Delay-aware D2D mode selection Lei et al. [18] , [19] considered delay constraints to determine the optimal D2D and cellular link sets with minimal dropping and blocking probabilities. The dynamic mode selection and resource allocation algorithm in [18] enhanced the average end-to-end delay under a dropping probability constraint on orthogonal frequency-division multiple access (OFDMA) cellular networks with D2D communications. In [19] , the resource control problem in D2D communications was addressed using the constrained Markov decision process (CMDP), which characterizes the dynamic interference between D2D and cellular links based on their varying backlogged states, the dynamic route selection, and the coupled interactions between uplink and downlink resource allocations. The above studies, however, did not provide QoS parameters which could be used to show the suitability of their algorithms for real-time video streaming. Additionally, Wang et al. [20] proposed game-theoretic rate control for real-time video relaying over 5G wireless networks while considering the QoS. They analyzed the correlation between the PSNR and energy consumption as a performance measure when delivering real-time video over relays. To consider real-time scenarios, they defined the deadline of each video frame as the time interval between the time the frame is transmitted from the source and the time the frame should be played on the sink UE. If a frame arrives at the sink UE after the deadline, it is useless and is dropped without any processing. In their algorithm, the two phases of cellular and D2D modes were alternated within a fixed duration. 5) Scalable video over D2D communication Wang [17] and Li et al. [21] considered delay constraints in real-time video relaying over cellular-D2D communications. For QoS adaptation to the time-varying channel condition, they used scalable video coding (SVC)-encoded video, in which video is multi-layered. Wang et al. [20] used temporal scalability. Alternatively, Wang [17] and Li et al. [21] used spatial scalability, which requires about 25% more computation and about 10% more bitrate than temporal scalability. However, the dynamic bitrate range of the video with spatial scalability is several times wider than that of temporal scalability. A wider dynamic range helps satisfy the tight delay constraints of live videos, even under harsh conditions. However, SVC-based spatial scalability does lead to a disadvantageous rate overhead.
In comparison to spatial scalability, temporal scalability is more accessible to adaptive video streaming systems but has less adaptability because of the lower dynamic bitrate range [22] . Thus, the temporal scalability that causes intermittent on-time playback failure significantly degrades the QoE, as compared to the spatial method, which guarantees seamless playback of a low-quality video layer.
III. PROBLEM STATEMENT AND OUR CONTRIBUTIONS
In the previous section, we summarized techniques that are similar to our proposed scenario. In this section, we discuss the technical issues and challenges associated with those techniques in greater detail in order to state the target problem of this paper. 1) QoE-aware live video streaming with cross-layer design Vo et al. [6] evaluated the standard deviation of the PSNR and the enhanced average PSNR to demonstrate the QoE improvement for their channel allocation algorithm. Their algorithms and evaluation methods showed excellent effects on D2D video streaming. However, since they considered cooperative video delivery with pre-defined users acting as relays, this scenario is similar to the low-latency VoD service scenario. The algorithms presented in [17] and [21] include rate control with SVC, which supports the spatial scalability of the video stream to satisfy the acceptable delay VOLUME 6, 2018 conditions and improve the quality of the real-time video. The authors used pre-cached relays to satisfying delay constraints of real-time VoD scenarios, but these relays could not satisfy the delay constraints of live video streaming scenarios. The scenario presented in [20] is closest to a live video streaming scenario. However, in the method proposed in [20] , the D2D and cellular phases' duration are fixed; this situation has less adaptability to the time-varying network condition than the flexible-duration phase method. However, the flexible phase duration has disadvantages regarding the resource efficiency, as compared to the fixed-duration method; this is the case because it involves unicast communication. This paper overcomes these disadvantages by using an efficient D2D link and resource management, improving the QoE of the live video streaming service. This paper focuses on the relation between energy consumption and the QoS/QoE of live video streaming over cellular-D2D communications with flexible phase duration and spatial scalability of the video.
2) Evaluation parameters
In [12] and [13] , evaluation parameters for relay-based cellular-D2D communications were simulated and concentrated in terms of the energy efficiency and enhanced throughput. In [18] and [19] , channel allocation algorithms considered delay constraints and evaluated the D2D communication performance in terms of the call blocking and dropping probability. Such QoS parameters are sufficient to show improved cellular-D2D system performance for general traffic-targeted scenarios. However, these QoS parameters are not good enough to show the QoS of video streaming services. The studies in [6] , [17] , [20] , and [21] , which considered seamless video streaming services in cellular-D2D communication systems, used the PSNR to evaluate the QoS. Then, they claimed that the QoE evaluation method considering all the PSNR, network resource efficiency, and energy consumption was enough to evaluate the QoE of video streaming services. However, these parameters were not enough to show the QoE intuitively, especially in delay-sensitive live video services. An important factor in the QoE evaluation of live video streaming services is related to seamless on-time replaying in the sink UEs. Therefore, intermittent on-time video replaying failures should be represented in the assessment. However, if on-time replaying fails, the PSNR values at those frames are non-zero values due to the similarity of successive video sequences. For this reason, it is not reasonable to evaluate on-time replaying failures using only the PSNR in the live video streaming service. Therefore, it is necessary to assess the time intervals of the failures in order to evaluate the seamless minimum quality guarantee of the video service, while also showing the average video quality trend of the service using the PSNR.
In this section, we present our contributions that help address the issues discussed above. [23] . In the case of high-efficiency video coding (HEVC) [24] , the length of cellular and D2D phases should be the same because the amounts of video traffic transmitted through the BS and the relaying D2D UE are the same. However, in the case of SHVC, the flexible length of the phases can support adaptive relay allocation. Layered video traffic, such as SHVC [25] , has more traffic overhead than HEVC-encoded traffic. However, as shown in the simulation results of [17] , an adaptive traffic size can derive enhanced system performance because the minimum rates of traffic replaying the video are spread out with high priority. Therefore, we propose layered video transmission ordering for priority-based D2D channel allocation. The priority between the layers is evident because the lower layer is needed to replay the upper layer. The lowest layer, which is the base layer (BL), is capable of replaying the video with the lowest bitrate and lowest quality. Therefore, we perform reordering according to the transmission priority of the layers. It is possible to play back a low-bitrate, low-quality video preferentially and then allocate extra network resources to high-bitrate, high-quality video transmission to prevent freezing of a live video replaying over D2D relaying with video layer reordering in a unit period. We assume that the duration of unit communication period follows the duration of a group of pictures (GOP, which is a video-encoding period that can be replayed) of the contents. 2) Subset-based relay assignment algorithm for maximizing evaluation parameters We perform a system-level simulation to calculate the average energy consumption of all UEs in the D2D clusters. In the simulation, the radius of the cluster varies widely. Then, we observe the trend of the QoS/QoE parameters (i.e., the PSNR and the MTTF) over the simulation. If video data packets arrive later than the expected time, or if the lost packets are not received on time, video playback is frozen. How often the video playback freezes is a critical measure of video quality. In this paper, a freezing event is considered to be a failure and the MTTF is used as a significant quality measure. Therefore, we evaluate the QoE performance of the proposed algorithm using the MTTF.
The MTTF is not a characteristic parameter used for assessing video quality such as VOD. However, in the live video case, determining how often this failure occurs is truly meaningful when evaluating the QoE.
To maximize the performance of the evaluation parameters, we define subsets for the management of all UEs participating in the live video relaying system and propose a service-based optimized relay assignment algorithm. As mentioned previously, the contributions enable quality-effective D2D-based live video playback; however, it also leads to some disadvantages, such as energy consumption overhead due to the rate overhead of layered video coding and the flexible length of phases. The subset-based relay assignment algorithm performs fine-grained UE mode control in units of a timeslot and can improve the energy-efficiency aspect compared to the full search method; this is the case because it controls the subset unit according to the state of the UEs. The algorithm performs relay assignment based on the transmission-available video layer prediction to reduce the traffic overhead.
IV. SYSTEM SCENARIO
We consider a cellular channel allocation scenario for live video transmission over D2D-underlaid 5G cellular networks, as shown in Fig. 1 [13] . Fig. 2 illustrates the conceptual topology of the D2D relay-based video relaying system with SHVC. Fig. 3 shows the actions of the UEs in the proposed system for layered video relaying in a unit communication period in the same situation as the one shown in Fig. 2 .
A. SYSTEM SCENARIO: ENTITIES
In our scenario, the cellular UEs (CUEs) receive video traffic directly from the multicasting BS using their cellular channels. When in an idle state, each CUE can play the role of a D2D destination UE (DUE) or relaying UE (RUE). The D2D pair (RUE-DUE) can reuse the cellular channel for D2D video communication, which avoids interference with the CUE and enhances network/energy resource efficiency. The DUE receives content indirectly from a peer RUE via the D2D link.
B. SYSTEM SCENARIO: PHYSICAL LAYER (ORTHOGONAL SPECTRUM RESOURCE ALLOCATION)
In our scenario in the D2D-underlaid cellular networks, the potential DUEs can operate in two modes: D2D and cellular modes. In the D2D mode, DUEs in proximity with one another can directly communicate, instead of communicating through the BS, by sharing the orthogonal network resources of the CUEs.
We consider an SHVC content-sharing scenario in which all UEs try to receive SHVC content over D2D-underlaid cellular networks in a single cell. We assume that each CUE has an allocated orthogonal network resource, which ensure that there is no interference between cellular channels. However, cellular channels may encounter interference when reusing the channel of D2D links. Therefore, channel allocation should consider the SINR to allocate a channel to the D2D link. As explained in [5] , the SINR of the CUE in this system is affected by the interference from all D2D pairs reusing the channel of the CUE. (1) is the equation used to calculate the SINR of CUE i with interference from D2D pair j. Here, j is the D2D pair where RUE j helps DUE k.
where θ ij indicates whether the D2D link for j reuses the channel of i (when the channel is reused θ ij is equal to 1, and it is 0 when it is not reused); j = k; P i is the transmitting power of CUE i; P j is the transmitting power of the D2D pair; G iB (t) is the link gain between the BS and i; G jk,i (t) is the gain of the D2D links which act as interference source for the cellular link of i; R is the set to which all j's belong, j ∈ R; and D is the set to which all k's belong, k ∈ R. Because the subject of this paper is based on D2D-underlaid cellular networks, careful consideration should be given to interference caused by reusing cellular channels. The interfering factors in the SINR of the D2D pair VOLUME 6, 2018 are the CUE and other D2D pairs that simultaneously use a channel. The SINR of D2D pair j can be calculated as
where j and j x are both included in the relay set R (we use j x to represent j = j x ); j = k; G i,jk (t) is the gain of the cellular link which acts as an interference source for D2D pair j; P j x is the transmitting power of D2D pair j x ; and G j x ,jk (t) is the gain of D2D pair j x which reuses channel i similarly to to pair j. The channel gain of the link is calculated [26] as
The total path loss is calculated using (4) [26] , where X u is the lognormal shadow fading path loss of the UE and α is the antenna gain.
The channel model used for the simulation is a WINNER II C1 non-line of sight (NLOS) path loss model (Suburban scenario) [27] , [28] . The path loss is calculated as ω dB (R) = [44.9 − 6.5 log(h BS )] log(R) + 23.46
where h BS is the height of the BS, R is the distance between the BS and UE, and f is the carrier frequency. After obtaining the SINR of all available link candidates by the CUEs and DUEs in a cell, adaptive modulation and coding (AMC) should be decided, as introduced in [29] and [30] . We determine that the bitrates of CUE i and D2D pair j are r c i and r d jk in each specific duration T c,i and T d,jk , respectively.
Then, the available bitrate becomes time-varying, and the video bitrate should adapt accordingly. Since we consider a centrally controlled D2D system, the DUEs require communication for signaling with the BS. Therefore, the SINR according to the communication target of the DUEs should be considered. Asadi et al. [31] introduced various issues and subjects related to D2D communication in their research. Among the studies introduced in [31] , Naslcheraghi et al. [32] and Nguyen et al. [33] conducted a study on centralized signaling message control for D2D communication in OFDMA systems for network-assisted device discovery. There are various ways to use assumptions based on the topic of each study in the scenario, where they reuse the control channels of CUEs (e.g., physical uplink control channels (PUCC) and sounding reference signals (SRS)) for signaling. Naslcheraghi et al. [32] did not include critical assumptions when conducting their studies in order to avoid collisions of the messages between CUEs and multiple DUEs. Additionally, Nguyen et al. [33] dealt with a field similar to the subject of [32] but employed the assumption that the messages for D2D communication were always delivered successfully without being influenced by the CUEs.
Furthermore, in [6] , where the subject matter is similar to that of this paper regarding 5G cellular resource allocation for D2D communication, it was assumed that the BS knows all of the information needed for the proposed resource allocation algorithm. This includes the information of the distributed video to all UEs, all possible channel information between the BS and UEs, all possible channel information between the RUE and DUE, and the gain of all links. Since both this paper and [6] studied resource allocation in D2D systems, we replace the part of the signaling process with the assumption made in [6] .
C. QoS/QoE PARAMETERS FOR REAL-TIME SHVC TRAFFIC
SHVC is a newly standardized layered video codec for the H.265/HEVC standard [24] . In this study, we use an SHVC-encoded video stream for bitrate adaptation of video content [23] , [25] . A video with three spatial layers shows a dynamic bitrate range from 3 to 15 Mbps. The characteristics of layered video coding are independent of the decoding of cumulative streams. The upper layer of the streams is encoded by referring to the lower layers. The lowest layer can be decoded by itself. However, all upper layers can be decoded only when their lower layers are available. The number of layers to be transmitted is determined dynamically according to the available bitrate, and then, the quality of the decoded video is represented by the PSNR, as shown in [34] .
However, even if intermittent playback failure occurs, the PSNR, which is not significantly affected by the failure, is not enough to evaluate the QoE. Recently, live and real-time video streaming has been studied as a use case in various environments, according to the recent development of the network environment. Although not a general metric, the failure of video frame playback is being used in a variety of ways to evaluate their research. The number of playback failures and the duration of the failures can be important evaluation methods depending on the target scenario or killer application. In [35] , Cho et al. did not consider D2D communication but evaluated the performance of SVC-encoded video live streaming using MPEG media transport (MMT) and dynamic adaptive streaming over HTTP (DASH), i.e., the next-generation multimedia transmission standard in wireless networks. They referred to an event in which a video frame playback failed as a freezing event and evaluated the suspended time due to this type of event.
Alternatively, to assess the performance of a system that transmits SVC-encoded traffic over unstable D2D communications, Zhang et al. [36] referred to the failure of video playback as a halt, and evaluated the number of halts and halt durations. In another example, Wu et al. [37] evaluated their algorithms using the PSNR and the frame success rate when sending live video for cloud gaming; this use case is very sensitive to video playback failure. They defined frame success as concurrently successful video frame receiving and playback. They also claimed that this is useful for assessing the performance of live video services.
As described, freezing events occur when the on-time transmission fails until the playback deadline of the video frame. Therefore, we use two parameters, i.e., the MTTF and PSNR, to evaluate QoE-driven freezing-less live video relaying.
In Section V, we explain the problem formulation used to maximize the QoS/QoE of the live video relaying over D2D-underlaid cellular networks.
V. PROBLEM FORMULATION
This paper considers a scenario in which the BS multicasts the same content to all UEs within a cell of a 5G cellular network. Based on the assumption in Section IV, the BS knows all the information related to resource and relay allocation for the UEs in the system. Thus, the BS can predict the SINR and the modulation and coding scheme-applied bitrate [29] , [30] of all available links for every specific period by using the equations given in Section IV. For this prediction, we assume that the BS knows the predefined maximum Tx power of UE and performs power control through periodic signaling with UEs. This signaling is introduced in Section VI. Table 1 contains the notation for the problem formulation.
We assume that the traffic rates of the BL, enhancement 1 layer (EL#1), and enhancement 2 layer (EL#2) in a unit period are r 0 , r 1 , and r 2 , respectively. Then, the required rates for decoding three layers, c 0 , c 1 , and c 2 , become c 0 = r 0 , c 1 = c 0 + r 1 , and c 2 = c 1 + r 2 , respectively.
Using (6) , at the initial time in every unit period, the system determines the maximum video layer that the CUEs can receive in a unit period without any interference from D2D pairs. At this point, the system performs categorization (using the subsets of C and D in Table 2 ) according to the maximum available video layer of each UE and performs channel allocation to receive available CUEs. Next, in a unit period, the c i (t) works as the bitrate threshold for the CUEs in the two-step optimization process for relay allocation in our algorithm. In the optimization process, the system allows for regulation of the transmit power of the CUEs for channel reusing by the D2D pairs. However, in all processes in the algorithm, the bitrate threshold should be guaranteed. The specific constraints are described in the two-step optimization process. (6) where P i indicates the transmitting power for CUE i, and l denotes the layer of the video. l i (t) is the selected video layer that can be transmitted without any flaws. c i (t) is the bitrate of the video chunk that should be transmitted on-time in the unit period.
After categorizing the UEs using (6), the algorithm performs the two-step optimization process to determine the optimal D2D pairs. In the algorithm, the priority of D0 is higher than that of D1, which means that all available channels are first allocated to D0 according to (7) and then to D1 according to (8) . Delay constraints for the BL and EL#1 are considered in (7) and (8), respectively, so that decodable GOP data of a specified layer are received in the unit period during the slack time T d,jk (t).
where P j is the transmission power of the RUE, P i G i,jk is the interference from i, and P j x G j x ,jk is the interference from j x , as described in (2). In (7) and (8), w 0 i,jk has a value of 1 or 0 and denotes whether or not RUE j can relay the BL to DUE k, respectively. Additionally, W 0 is a set of the optimal D2D pairs for all UEs j and k in R1 and D0. Likewise, w 1 i,jk has a value of 1 or 0 and denotes whether or not RUE j can relay EL#1 to DUE k, while W 1 is a set of optimal D2D pairs for all j and k in R2 and D1.
In our algorithm, (7) and (8) are required for determining the availability of the D2D pair candidates for the BL and EL#1 relaying. These determining functions are used when RUEs exist in subsets R1 or R2. In the following two-step optimization process, (7) is used to determine whether k can fully receive the BL when j and k, which can perform D2D communication during T d,jk (t), reuse the channel that i is using. (8) is used for determination for the EL#1 in the two-step optimization process. Fig. 4(a) describes the construction process of sets W 0 and W 1 . The two-step optimization process is repeated for a number of D2D pair candidates to determine the set of optimal relay pairs and optimal reusable channels. For distribution of the BL with the highest priority, W 0 is constructed by utilizing all available relay candidates. Fig. 4(b) illustrates the investigation for optimized D2D pairs that can be joined in W 0 , while W 1 is constructed by utilizing the candidates that can relay EL#1 among the remaining UEs, as illustrated in Fig. 4(c) .
In the two-step optimization process, j 0 and j 1 are used to distinguish the RUEs that relay the BL or EL#1, and k 0 and k 1 are used to distinguish the DUEs that receive the BL or EL#1 from the RUEs. To determine the optimal pair and the optimal reusable channel for relaying the BL, (9)-(13) are first performed. By using (9), the system finds the optimal channel that satisfies the minimization of the transmitting power of i and j 0 among ∀i. This allows the channel of i to be a reuse candidate for pair j 0 , with constraints (10)- (13) .
where c i (t) is the bitrate of the video chunk that should be communicated on CUE i; c i (t) also works as the bitrate threshold of i; in (10). Additionally, P j 0 G j 0 k 0 ,i is the interference caused by D2D pair j 0 in (10) and r c i (T c,i (t), P i , P j 0 G j 0 k 0 ,i ) is the interference-considered bitrate of i. Constraint (10) prevents the bitrate degradation of the cellular link due to the D2D link. (11) and (12) are constraints limiting the transmitting power of the CUEs and RUEs in the system. Constraint (13) ensures that the number of channels used for D2D communication does not exceed the number of available cellular channels. Since this paper focuses on the live relay scenario, it does not consider a single channel assignment for multiple D2D links at the same time.
where c i (t) works as the bitrate threshold of i in (15),
is the interference caused by D2D pair j 0 in (15), and r c i (T c,i (t),
Since the relaying of the BL has a higher priority than that of EL#1, the second step of the two-step process used to determine the optimal pair and optimal reusable channel for relaying EL#1 (i.e., (14)- (18)) is performed on the remaining relay candidates after the process for the BL has been performed. By using (14) , the system determines the optimal channel that satisfies the minimization of the transmitting power of i and j 1 among ∀i. Then, the channel of i becomes a reuse candidate for pair j 1 with constraints (15)- (18) . (15) prevents the bitrate degradation of the cellular link due to the D2D link. (16) and (17) are constraints limiting the transmitting power of the CUEs and RUEs. Constraint (18) ensures that the number of D2D channels used for relaying the BL and EL#1 does not exceed the number of available cellular channels.
During the optimization process with constraints (11) and (12) , as well as (16) and (17), the transmitting power of the CUEs and RUEs can be controlled to satisfy the bitrate thresholds, i.e., (10) and (15), of all i. This mirrors the power control scheme proposed in [38] . This two-step optimization process is used in the primary function of our proposed algorithm in Section VI.
In Section VI, the provided methods are introduced for channel allocation to D2D pairs with maximized QoS/QoE in the target service scenario.
VI. PROPOSAL
This paper proposes relay-based hybrid transmissions in which the links for video relaying in a cell are adaptively selected. In the hybrid transmission method, a UE receives content mainly from the BS; additionally, if there are UEs that do not receive even the lowest layer (i.e., the BL), the other UEs relay the minimum data for as many UEs to enhance the continuity of the video service. The BS controls VOLUME 6, 2018 all links in the cell to increase the QoS and the QoE in terms of the average PSNR and MTTF for all UEs. In this scenario, the CUEs do not help other UEs as relays unless their reception is completed as much as the receivable video layers of the CUEs determined in (6) . However, the cellular channels can be reused by D2D pairs, unless service QoS degradation occurs. Due to the co-channel interference issue discussed in [6] , which deals with video relaying using D2D communication, the channel of the CUE is shared if the interference-applied SINR is larger than the SINR threshold in the transmission/reception during their service. Similarly, we use the bitrate threshold in the constraints, as shown in (10) and (15) , to guarantee successful transmission of the scheduled video traffic for the CUEs.
A. SENDING QUEUE ORDER FOR PRIORITY-BASED TRANSMISSION
A study on resource allocation methods for real-time D2D communication [39] did not consider the additional delay caused by the complexity of the proposed system. The authors defined a one-way, end-to-end delay and used it to account for transmission delay. In contrast, in a study on real-time video streaming in cognitive radio networks (CRNs) [40] , the time budget of the UEs was calculated using the buffer-fullness and playback rate of the video content. If the time budget is higher than the time required for the transmission of the video chunk, resource allocation is performed. However, the difference between the real-time video and the live video is that the generated video frame in the BS must be transmitted and played back immediately. In the live video service, even if the buffered video is sufficient when the time for replaying the frame expires, it is recognized as a failure and the frame is discarded as illustrated in Fig. 5 . However, the live video streaming service also allows for an initial delay. Therefore, we consider the video frame to be successfully communicated if transmission is completed within a GOP duration.
Generally, a video stream consists of GOPs transmitted sequentially, as shown in Fig. 5(a) . If a UE receives a video stream in the usual sequential manner, as shown in the figure, the point at which the UE can relay the video layer is delayed to the point when the layer has been completely received. Alternatively, the simulation results of [6] argue that more relay candidates provide a higher QoS over D2D cellular networks. Therefore, in this study, GOP data are shuffled according to priority. The highest-priority BL frames are placed first, as shown in Fig. 5(b) , to obtain a better chance of being relayed. In the figure, FN denotes the frame number. The proposed order of the transmission increases the probability of replaying the BL seamlessly in the DUEs, while the probability of replaying the lower-priority ELs [41] reduces as the trade-off increases. The proposed method enhances the continuity, which is represented by the MTTF; in most UEs, at least the BL data are delivered on time. The delay burden for the BL is minimized according to T d,jk (t) in (7) and (8) . When RUE j relays data to DUE k via the D2D link, T d,jk (t) is calculated using (20) . We assume that the link setup delay T L is 200 ms, and we use the discontinuous reception cycle value, as discussed in [42] .
whereT c,i (t) + T sigC is the time it takes the CUE to complete its cellular receiving and T sigD + T L + T pro is the time it takes the RUE to start playing its role as a relay.
In the centralized D2D control system, the primary signaling components that should be periodically transmitted for video streaming in the system are listed as follows.
1) The CUEs send a message, such as CSI and their current Tx power, to the BS.
2) The BS sends a message to the RUEs and DUEs containing the link setup information and information related to the content to be forwarded.
3) The RUEs and DUEs send a report message, such as CSI and their current Tx power, to the BS.
4) The BS sends a message to the RUEs and DUEs containing the link setup information and the optimized Tx power of them.
5) All UEs report the communication results to the BS. It can be assumed that more or fewer signaling messages may occur, depending on the purpose of the system. However, studies investigating the resource and rate allocation algorithms in centralized D2D control systems tend to address the signaling process briefly [6] . In this paper, to evaluate on-time video delivery while considering delays, we use T sigC and T sigD to represent the time consumed while signaling is performed for D2D and cellular communication, respectively.
However, the assumption that the BS has infinite energy [6] may lead to the assumption that there is no additional delay when optimization is performed at the BS, if the BS has large processing capability; this is the case because the complexity of the proposed algorithms is linear. Similarly, the scenario investigated in [6] and [40] are the resource allocation of the real-time video streaming using D2D communication and CRN, which are controlled by the BS. Both assumed centralized control but did not account for any additional delays caused by the optimized processing in the BS. However, if any process is performed in mobile UEs, which have limited energy capacity, this must be considered explicitly. In this paper, T pro represents the time consumed during the additional process of the RUE.
B. UNEQUAL/INDEPENDENT FLEXIBLE MODE DURATION
Because live video traffic is ordered and delivered in a unit period (Fig. 6(a) ) at a constant rate, the ratio between multicasting and relay duration should be 5:5 for HEVC (Fig. 6(b) ), which is a universal video codec. In contrast, for SHVC, full-layer reception can be attempted using multicasting, and layers that are not fully cumulated can be transmitted during the relay duration for the UEs that have a much lower available bitrate. Relay-based D2D communications show a high sharing rate [6] when there are several relay users and a few D2D users in the cluster. Therefore, the proposed unequal and independent mode transition control (Fig. 6(c) ) in the BS with even energy overhead may occur by singling in each timeslot.
To reduce the average energy consumption of the UEs, the BS allows D2D communication only when on-time delivery of the video is possible, taking into account the rate threshold and available time when performing resource allocation decisions in each time slot t.
C. SUBSET-BASED RELAY ASSIGNMENT ALGORITHM
Finally, we design a QoS/QoE-aware relay allocation algorithm: Algorithm 3. This algorithm is used in every unit communication period to perform the optimized D2D
Algorithm 2 Update State of Elements in Relaying Subset
relay assignment during the duration of the unit period. The algorithm performs the allocation process by calling sub-processes separated into Algorithm 1 and Algorithm 2. In the entire algorithm, (6) is used for the channel allocation and categorization of the CUEs and (9) and (14) are used for the channel allocation and mode control for the D2D pairs.
Algorithm 1 is performed for cellular-D2D mode initialization, and is called at the beginning of every unit communication period. It is performed for all elements M in set U , which is a set of all UEs in a cell participating in the cellular mode at the current time t.
Algorithm 2 is called at every timeslot to determine whether the UEs communicating in D2D mode have completed the communication. It also reflects the state change in subsets R R1 and R R2 . In the algorithm, M R R1 and M R R2 denote the number of elements in the subsets.
Algorithm 3 updates the state of the UEs by calling Algorithm 1 and Algorithm 2. It also determines the optimized D2D link set using the two-step optimization process and commands the start of D2D communication. The optimization for BL relaying is performed for the DUEs in D0 and R1. In the case of EL#1 relaying, it is performed for the DUEs in D1 and R2. In the algorithm, M D0 , M R1 , M D1 , and M R2 denote the number of elements in the corresponding subsets.
In the next section, we perform a system-level simulation to evaluate the performance of the QoS/QoE-aware relay allocation algorithm and analyze the results.
VII. SYSTEM-LEVEL SIMULATION
In the first simulation, we conduct a performance evaluation of the proposed algorithm by comparing it with the algorithm given in [13] , based on the number of CUEs and DUEs and the radius of the D2D cluster. In the simulation, the CUEs and DUEs are uniformly distributed in a cluster, and streaming video content has three video layers: BL, EL#1, and EL#2. Table 3 shows the parameters used in the simulation. In the table, the cell shape and the default cluster radius are given in [43] [44] [45] . Also, we set the unit period to 1 s, i.e., the generally used chunk size of the video. In this simulation, we assume that failure to play a video frame fails because a GOP playback failure requires separate criteria to determine the playback failure event and the duration of the failure. Depending on the type of video streaming service, there may be a designated unit of failure, but this paper deals with live video streaming scenarios and therefore performs frame-by-frame measurements to provide detailed analysis. This method uses the video frame rate in the table to obtain the duration of the failure.
We compared the average PSNR performance with the average energy consumption of the proposed algorithm (PM) and the conventional algorithm in [13] (CM1). Fig. 7 and Fig. 8 show the results of the average PSNR and the average energy consumption performance of UEs with varying UE ratios (CUEs per DUEs).
From Fig. 7 , we can conclude that the PM has better PSNR performance when the UE ratios are small. The enhanced PSNR performance of PM is due to the small number of relay candidates successfully delivering the BL to a large number of DUEs. However, the gap in the PSNR performance between the PM and CM1 is small. Furthermore, when Fig. 7 and Fig. 8 t ← t + χ consumption of the PM is larger than that of the CM1; thus, we cannot confirm the superiority of the overall performance of the PM. The MTTF results in 9 show a similar trend as the results in Fig. 7 . However, in the case of the MTTF comparison, the performance difference between the CM1 and PM becomes more evident. In this comparison, the PM enhanced the average MTTF by 70% or more, with 20% more energy consumption in the UEs.
Additionally, Fig. 10 and Fig. 11 show how the cluster radius affects the PSNR and MTTF in the system scenario. Fig. 10 indicates that the PM shows an average improvement of 1 dB in the PSNR for different cluster radii, as compared to the conventional method. With a small cluster radius, the PM VOLUME 6, 2018 FIGURE 8. Comparisons of the energy consumption; the cluster radius is 50m. shows up to 30% energy consumption overhead; however, as the cluster radius increases, the energy overhead decreases rapidly and has an overhead of less than 5%. The larger the cluster radius, the lower the energy overhead of the PM. This is because the UEs that do not participate in the relay for live video relaying are searched in a wider range and are excluded as potential relay candidates. Fig. 11 shows that the PM significantly improved the MTTF performance for various cluster radii, as compared to the CM1. The MTTF became 2-4 times longer. As the cluster radius increased, the MTTF became longer, while the energy consumption overhead was almost the same as that in the CM1. This is the effect of the proposed algorithm in which live video streams are not pre-cached but are instead shared within the unit communication period duration. Fig. 10 and Fig. 11 . When the radius of the cluster increases, the PM reduces distortion of the QoE in terms of the MTTF. The CM1 shows a QoE distortion that is approximately twice as high. However, when using the PSNR as a QoS parameter, it is not easy to compare the PSNR performance between the proposed method and the conventional method. This phenomenon results from the fact that intermittent video playback failures are not significantly revealed in the average PSNR, as shown in Fig. 12 .
Thus, in the second simulation, we focus on clarifying the QoS/QoE performance of the PM. We also analyze the characteristics and utility of both parameters. In the simulation, the CUEs and DUEs are randomly distributed in a cell to make the difference of the performance of the systems clear by creating a harsher environment, as compared to the first simulation. In this simulation, we compare the performance of the PM with that of the algorithm given in [6] (i.e., the CM2). In [6] , a cooperative transmission scheme was proposed to enhance the performance of real-time video streaming in 5G networks using D2D communication. The proposed streaming system in [6] performs cooperative transmission by the BS and CUEs, which cache the video segments for transmission of the requested video by the DUEs. The following components constitute the system proposed in [6] .
1) D2D communication component.
2) Source rate-distortion (RD) and video packetization components.
3) End-to-end reconstructed distortion component. 4) Energy consumption component. 5) Co-channel interference control component. Components 1, 4, and 5 play roles that are similar to processes in the algorithm proposed in this paper. However, there is a big difference in that the video encoding process is performed by components 2 and 3, where D2D helpers consider the allocated channel state and the RD between the RUEs and DUEs. According to components 2 and 3, the additional process performed in the RUE is video encoding. We assume that the video encoding to support more exquisite the spatial and quality scalability on relaying node leads to better adaptability for the D2D communication. That is, the RUE generates the optimal video chunk by considering the RD and changing the resolution and quality.
To compare the system performance between the PM and CM2, we assume that there is no additional delay due to the optimization and decision processes performed on the BS. The assumption that the BS has infinite energy [6] may lead to the assumption that there is no additional delay caused by optimization performed at the BS if the BS has a large processing capability. Similarly, the scenario in [40] considers resource allocation of real-time video streaming in CRN, which is controlled by the BS via centralized control. Nevertheless, they did not account for any additional delays caused by optimization processing in the BS. However, if the additional process is performed in the UEs that have limited energy capacity, this must be considered explicitly. In the case of the CM2, the additional components perform video encoding in the RUEs.
To emulate energy and delay overheads caused by additional processes in the RUEs, we set the emulation parameters as shown in Table 4 . In the emulation, the video encoder we used is provided by [46] . The results of the emulated overheads are included in the simulation results.
We simulated the average PSNR of the CM2 and PM with different CUEs to DUEs ratios in the system. As shown in Fig. 13 , the PSNR tends to decrease as the ratio increases because the DUEs failed to receive the full video frames on time. In some regions, the PSNR of the CM2, which encodes the video to utilize the capacity of the D2D links fully, is slightly larger than that of the PM. However, in the middle region of the figure, the PSNR performance of the CM2 is much lower than that of the PM in the region where the PSNR decreases sharply. The rapidly decreasing PSNR is caused by the additional delay due to the fact that video encoding consumes a portion of the D2D communication time, which should be dedicated to transmitting lower-quality video. The average PSNR performance of the CUEs is shown in Fig 14. In the case of the PM, the target bitrate constraints are used to prevent a decrease in the QoS of the CUEs caused by interferences from D2D pairs. Alternatively, in the case of the CM2, target SINR constants are used. As illustrated in Fig. 14 , both methods guarantee high PSNR performance of the streaming service regardless of the change in the ratio.
To compare the average energy consumption of the UEs in the PM and CM2, performance evaluation was performed for the CUEs (RUEs included). This was done because there is no difference in the operations performed by the DUEs in the PM and CM2. With the emulation parameters in Table 4 , we were able to analyze the efficiency of video encoding on the UE in live streaming services. In the experiment, the average energy consumption of the UEs in the CM2 was between four times and 44 times greater than that of the PM, as shown in Fig. 15 . There are exceptions where the CM2 finds optimal RD conditions and performs video encoding with high intensity, resulting in an increase in energy consumption, as in some ratios (i.e., 0.5 and 0.6) where the PSNR slightly increased in Fig 13. However, this gap generally decreases as the ratio increases because the RUEs in the CM2 sharply reduces the target video quality for encoding to adapt to the D2D link. Therefore, the energy required for encoding is dramatically reduced as the video quality decreases. In the case of the PM, the energy consumption decreases as the amount of transmitted video traffic decreases. However, due to the rapidly reduced energy for encoding, the difference between the CM2 and PM was reduced. As noted in the PSNR evaluation in Fig. 13 , a slight PSNR improvement due to the video encoding was present for some ratios, but the degree of improvement was very small when considered with the energy consumption. In addition, as the number of RUEs able to help one DUE decreases, the possibility of having a helper that has a large amount of slack time decreases. Therefore, the additional delay caused by the encoding process leads to rapid PSNR degradation. Fig. 16 shows the performance evaluation of the UEs for the CM2 and PM in terms of the MTTF. In this figure, we can see that the trend of the MTTF differs from the PSNR trend in Fig. 13 . This difference is due to the different characteris- tics of the PSNR and MTTF. Because the PSNR reflects the average quality of the video frames, which are components of the video, the PSNR value does not decrease significantly, even if the frame is intermittently lost. However, the MTTF is a useful parameter for determining the stability of the service. As we can see in the figures, there are some cases where the PSNR value of CM2 is higher than that of the PM, but the MTTF value is lower than that of the PM.
VIII. CONCLUSION
In this paper, we investigated the issue of efficient resource allocation for live video streaming in cellular-D2D cooperative communications in order to provide acceptable QoE. In this context, we proposed three techniques: (1) priority-based video transmission, (2) flexible communication mode switching of UEs, and (3) subset-based relay assignment. Through extensive simulation works, we demonstrated that the proposed scenario dramatically improves the continuity of the service by distributing the essential video layer for video playback. In particular, although the UEs in the proposed scenario operate as relays, the energy consumption is considerably more efficient as the subset-based relay assignment algorithm manages the UEs for D2D communication efficiently. The system-level simulation results show that our framework has superior performance in terms of the MTTF, which can recognize intermittent video playback failures. Notably, we can identify the MTTF as a QoE parameter for live video streaming services because the stability of live video cannot be perceived intuitively using the PSNR. However, the MTTF cannot represent the quality of the video itself as a general metric in other applications, where the benefits of the MTTF do not stand out. Although the MTTF is not an absolute QoE parameter for video services, it can be useful for live video streaming in unstable environments due to various limitations. Therefore, it is expected that the proposed methods and the QoE parameter will be highly utilized as the demand for interactive live video content increases in D2D-underlaid 5G cellular networks. 
