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Для систем керування процесами вирощуван-
ня монокристалів синтезований робасний регу-
лятор. Застосовано метод виборчої чутливості. 
Подібний підхід дозволив забезпечити аперіодич-
ний перехідний процес, близький до максимально 
досяжного, на квазістаціонарних інтервалах кри-
сталізації
Ключові слова: монокристал, синтез регуля-
тора
Для систем управления процессами выращи-
вания монокристаллов синтезирован робаст-
ный регулятор. Применен метод избирательной 
чувствительности. Подобный подход позволил 
обеспечить апериодический переходной процесс, 
близкий к максимально достижимому, на квази-
стационарных интервалах кристаллизации
Ключевые слова: монокристалл, синтез регу-
лятора
A robust regulator has been created for the single 
crystals production control systems. In order to acc-
omplish such result, a method of selective sensitivity 
has been chosen. This approach allowed us to provide 
aperiodic transient process based on quasi-stationary 
intervals of crystallization, which is the closest to the 
most attainable process
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1. Введение
Пусть задана математическая модель объекта 
управления в пространстве состояний в виде LTI си-
стемы
x t Ax t Bu t x x( ) ( ) ( ), ( ) ,= + =0 0  (1)
y t Cx t( ) ( )= . (2)
где x t Rn( ) ∈  – n-мерный вектор состояния си-
стемы, u t Rm( ) ∈  – m-мерный вектор управления и 
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y t Rq( ) ∈  – q-мерный вектор контролируемых коор-
динат. Реализацию в пространстве состояний (1), (2) 
обозначим тройкой матриц (A, B, C).
Введем в рассмотрение регулятор 
u Kx t= ( ) ,  (3)
где К – постоянная матрица коэффициентов уси-
ления.
Для синтеза LQR в системе с реализацией (A, B, C) 
с указанными начальными условиями зададим инте-
гральный квадратичный функционал в виде
J y Qy vu Ru dt x C QCx vu Ru dtT T T T T= + = +
∞∞
∫∫( ) ( )
00
, (4)
где Q – знакоположительная матрица, R – по-
ложительно определенная матрица, v>0 – весовой 
коэффициент.
Решая задачу LQR-оптимального синтеза находят 
такую матрицу К, чтобы функционал (4) достигал 
своего наименьшего значения по отношению ко всем 
другим матрицам коэффициентов усиления, обеспе-









где Ω  – множество матриц К таких, что корни 
характеристического полинома замкнутой системы 
∆( ) det( )s Es A BK= − −  расположены в открытой левой 
полуплоскости.




arg min ( )
Ω
 находят 
на основе решения алгебраического уравнения Рик-
кати




SBR B S A S SA C QCT T T
относительно симметрической положительно 
определенной матрицы S, через которую вычисляется 
матрица K R B ST0
1= − −  оптимального регулятора (3). В 
среде MATLAB эта операция выполняется функцией 
lqry. 
Представим выражение (4) в виде
J J K J K vJ Ky u= = +( ) ( ) ( )  (6)
В этом выражении первое слагаемое определя-
ет точность управления, второе – его интенсивность 
(энергетические затраты). На практике управляющие 
воздействия в системе управления ограничены по 
модулю. В связи с этим при синтезе LQR для вы-
ращивания монокристаллов необходимо обеспечить 
оптимальное соотношение достигаемой точности и 
интенсивности управления.
Через решения матричных уравнений Ляпунова
( ) ( )A BK P P A BK C QCT T+ + + + =0 1 1 0 0 ,
( ) ( )A BK P P A BK K RKT T+ + + + =0 2 2 0 0 0 0
относительно неизвестных матриц P1  и P2  можно 
найти величины отдельных составляющих функци-
онала (6) для замкнутой оптимальной системы (1), 
(2), (3) при заданном векторе начальных условий по 
выражениям
J y Qydt x P xy
T T= =
∞
∫ 0 1 0
0
, J u Rudt x P xu
T T= =
∞
∫ 0 2 0
0
 (7)
Синтез LQR предполагает, что матрицы R,Q и ко-
эффициент v в функционале (4) заданы. Однако на 
практике их приходится многократно изменять, чтобы 
добиться желаемого качества процесса управления с 
учетом ограничений на реальные возможности управ-
лений. Если матрицы R,Q выбраны, то при синтезе 
LQR для каждого фиксированного значения весово-
го коэффициента v получают оптимальную матрицу K K v= ( )  
и некоторые конкретные значения функционалов точ-
ности и затрат
J J vy y= 0( )  и J J vu u= 0( ) . (8)
Исключение из зависимостей (8) параметра v по-
зволяет построить функцию
J F Jy u= ( ) , по которой, при заданных ограничениях 
на управляющие воздействия, оценивается достижи-
мое максимальное качество процесса управления.
Для интервала выращивания монокристалла CsI 
диаметром 400 мм передаточные функции канала тем-
пература донного нагревателя – диаметр растущего 
монокристалла как объекта управления [2]:
G s s s s
e s e
( ) ( . . .
. . ) /
= + + +
+ − + −
5 991 0 2215 0 00265
1 051 005 1 723 009
4 3 2
( .
. . . )
s s




0 0007632 3 368 006 6 57 009
+ +
+ + − + + −
Объект управления полностью управляем и на-
блюдаем.
Проведен синтез LQR с фильтром Калмана. Вы-
браны R=0.1, Q=[0.1 0 0 0; 0 0.1 0 0; 0 0 0.1 0; 0 0 0 0.1], 
x0=[0.1;0.1;0.1;0.1]. 
Изменяя коэффициент v в диапазоне от 0.1 до 
10 по кривой J F Jy u= ( )  находим оптимальное зна-
чение v=1.1. На рис. 1 приведена ошибка управле-
ния в замкнутой системе с оптимальным регулятором 
K0 0 0814 0 1157 0 4047 0 9893= [ ]. . . . .















Рис. 1. Ошибка управления оптимального LQR
Таким образом, синтезированный регулятор спосо-
бен обеспечить в замкнутой системе управления кри-
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сталлизацией апериодический переходной процесс с 
длительностью не превышающий 10 секунд, который 
фактически оценивает достижимое максимальное ка-
чество процесса управления.
Проведем синтез робастного регулятора H∞ - ме-
тодом избирательной чувствительности. Цель – по-
лучить робастный регулятор с качеством процесса 
управления близким к максимально достижимому.
Передаточная функция K sR ( )  робастного регуля-
тора должна обеспечивать устойчивость замкнутой 
системы с передаточной функцией объекта управле-
ния G(s). В этом методе все требования к системе по 
ослаблению возмущений и обеспечению робастной 
устойчивости сводятся к следующему выражению
H K syu R( , ) ∞ ≤ 1 , (9)
с конечной целью выполнения неравенств
σ ω ωS j W j( ) ( )≤ −1
1 , σ ω ωR j W j( ) ( )≤ −2
1 , 
σ ω ωH j W j( ) ( )≤ −3
1 ,
где σ  – максимальное сингулярное число соот-
ветствующей матрицы, W W W1 2 3, ,  – частотные весо-
вые функции, обеспечивающие частотное разделение 
требований неравенства (9), H [SWyu = 1  RW2  HW ]
T
3  – 
функция стоимости метода смешанной чувствитель-
ности, H (I GK ) GKR R= +
−1  – передаточная функция 
замкнутой системы, S (I GK )R= +
−1  – функция чув-
ствительности, R (I GK ) KR R= +
−1  – функция чувстви-
тельности управления.
После задания весовых функций существующая 
система расширяется до системы TSS так, что она 
включает в себя уравнения этих функций как допол-
нительные фазовые координаты.
Для решения задачи робастной оптимизации, 
удовлетворяющий условию (9), используется ко-
манда hinfopt(TSS, γ a ). Команда hinfopt осущест-








< 1 , (10)
где γ a  – индекс выходных 
каналов функции стоимости, которые умножаются 
на γ .
По умолчанию умножаются все выходные каналы. 
Очевидно, чем больше γ , тем меньше Hyu ∞ , таким 
образом, искомым является максимальное значение γ , 
при котором решение задачи существует.
Выбраны весовые матрицы W1=[0 1.8;800 0.38], 
W2=0.015, W3=[2 0.035 19 2.5].
Результаты поиска оптимального решения для объ-
екта управления G(s):
<< H-Infinity Optimal Control Synthesis >>
No Gamma D11<=1 P-Exist P>=0 S-Exist S>=
=0 lam(PS)<1 C.L.
-------------------------------------------------------
1 1.0000e+000 OK OK OK OK OK OK STAB
2 2.0000e+000 OK OK OK OK OK OK STAB
3 4.0000e+000 OK OK OK OK OK OK STAB
4 8.0000e+000 OK OK OK OK OK OK STAB
5 1.6000e+001 OK OK OK OK OK OK STAB
6 3.2000e+001 OK FAIL FAIL OK OK OK UNST
7 2.4000e+001 OK FAIL OK OK OK OK STAB
8 2.0000e+001 OK FAIL OK OK OK OK STAB
9 1.8000e+001 OK FAIL OK OK OK OK STAB
10 1.7000e+001 OK FAIL OK OK OK OK STAB
11 1.6500e+001 OK OK OK OK OK OK STAB
12 1.6750e+001 OK OK OK OK OK OK STAB
13 1.6875e+001 OK OK OK OK OK OK STAB
Наилучшее значение γ опт =16.875. Синтезирован 
регулятор 6-го порядка. Замкнутая система управле-
ния – 10-го порядка.
Передаточная функция регулятора полного по-
рядка:
K s s s e s
e s
R ( ) ( . . .
. .
= + + − +
+ − +
0 005258 0 000827 2 18 005
5 457 007 2 3
5 4 3
2 64 009 4 545 012
0 1161 0 003393 3 767 005
6
5 4
e s e s
s s e
− + − +
+ + + + −
. ) / (
. . . s
e s e s e
3
21 505 007 6 629 011 1 405 015
+
+ − + − + −. . . ).
На рис. 2 приведен переходной процесс в замкну-
той системе с регулятором полного порядка.















Рис. 2. Переходной процесс в замкнутой системе
Таким образом, H∞ - методом избирательной чув-
ствительности синтезирован робастный регулятор, 
обеспечивающий в СУ кристаллизацией апериодиче-
ский переходной процесс длительностью до 60 сек.
3.Выводы
H∞ - метод избирательной чувствительности по-
зволяет синтезировать для системы управления вы-
ращиванием крупногабаритных монокристаллов 
робастный регулятор, обеспечивающий на квазиста-
ционарных интервалах кристаллизации близкий к 
максимально достижимому апериодический переход-
ной процесс.
Практически реализуемый робастный регулятор 
можно получить если
– редуцировать регулятор полного порядка,
– учитывать при синтезе особенности частных си-
туаций, за счет которых возникают определенные воз-
можности упрощения и повышения эффективности 
при решении практических задач проектирования СУ 
для процессов кристаллизации.
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Розроблено об’єктну модель відкритої 
системи, керованої системи і підсистем 
управління закритої системи модифіка-
ції продуктів. Розглянуто об’єктно-орі-
єнтований підхід до створення підсистем 
закритої системи
Ключові слова: система, технологіч-
на підсистема, підсистема управління, 
об’єктна модель
Разработана объектная модель 
открытой системы, управляемой систе-
мы и подсистем управления закры-
той системы модификации продуктов. 
Рассмотрен объектно-ориентированный 
подход к созданию подсистем закрытой 
системы
Ключевые слова: система, технологи-
ческая подсистема, подсистема управле-
ния, объектная модель
The object model of an open system, con-
trol system and control subsystem of closed 
system of modification products is designed. 
The object-oriented approach to creating a 
subsystem of closed system is considered
Keywords: system, technological subsyst-
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1. Введение
Вопросы управления в той или иной степени за-
трагивают самые разнообразные науки и дисциплины. 
Это кибернетика, экономика, информационные техно-
логии, исследование операций, оптимальное управле-
ние, менеджмент и др.
Каждая из этих наук или дисциплин вносит свои 
специфические особенности не только в методы иссле-
дований, но и в собственное представление о модели 
системы, модели управления. Естественно, при таком 
подходе используется и своя особенная терминология.
Такое положение дел снижает эффективность вза-
имодействия специалистов различных школ и направ-
лений.
Понятие «система» широко используется для деле-
ния классов систем на открытые и закрытые системы. 
Но в кругах специалистов по вопросам управления 
также широко используется понятие «система управ-
ления».
Является ли, например, система управления, си-
стемой в прямом смысле этого слова? Какие объекты 
должны входить в структуру, реализующую функции 
управления. Из каких подсистем состоит закрытая 
система и где находится граница раздела технологии 
преобразования и технологии управления.
В существующих научных источниках эти вопросы 
должным образом на сегодня не разрешены.
Являются ли структура связей между объектом, 
обеспечивающим реализацию технологических про-
