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INTRODUCTION 
The object of this paper is to pose and solve some generalizations of the 
Hurwitz problem on composition of quadratic forms. The original problem 
of “composition” can be stated as follows: For what values of s and n does 
there exist a formula 
(x12 + .” + x,2) . (yl’ + ... + yn*> = .zl* + .‘. + A?,*, 
where z1 ,..., z, are homogeneous bilinear forms (with coefficients in a field F) 
in the two sets of variables x1 ,..., X, ; y1 ,..., yn ? The answer is well known 
when the field F (of char # 2) is algebraically closed [6] or real closed [8, 
pp. 137-139; IO]. In these cases, such a formula exists if and only if s < p(n), 
where p denotes the Hurwitz function, given by: p(n) = 8a + 2b, for n = 
2” . n, , where n,, is odd and m = 4a -t b, 0 < b < 3. 
The analogous composition question can be asked for any quadratic forms, 
rather than the sum-of-squares forms as in [8, p. 1331. In this paper we work 
with nonsingular forms over a field F of characteristic not 2. We prove that 
the sharp upper bound function for this general Hurwitz problem is the same 
function p(n). The first proof, in Section 2, employs the original argument 
of Hurwitz [6], but the second proof, presented in Section 3, is more easily 
generalized. The last three sections of the paper present three generalizations 
of the Hurwitz problem, and the corresponding sharp upper bound functions. 
* Parts of this paper are based on the author’s doctoral dissertation, University of 
California, Berkeley, 1974. 
148 
Copyright 0 1977 by Academic Press, Inc. 
All rights of reproduction in any form reserved. ISSN 00214693 
SPACES OF SIMILARITIES, I 149 
The sequel, [12], to this paper continues the investigation of Sim(V). The 
present work determines the possible dimensions for subspaces of Sim(V), 
while [12] is concerned with the more delicate question: Which quadratic 
spaces do admit such maximal subspaces of similarities ? 
I would like to thank A. Geramita for his warm hospitality when I visited 
Kingston, and for the conversations we had about orthogonal designs. I am 
also indebted to his student, W. Wolfe, for the preprint of his work on amicable 
designs, which motivated Section 4. Finally, it is a pleasure to thank T. Y. Lam 
and A. Wadsworth for their continuing interest and encouragement in this 
research. 
1. TERMINOLOGY AND Sim(V) 
In this section, we set up the notations and definitions to be used, and apply 
some well-known facts about composition algebras to give examples of spaces 
of similarities. 
The symbol u is used to indicate the end (or omission) of a proof. We follow 
the notation of [8], and refer the reader there for more details. 
Throughout, F denotes a field of characteristic not 2, and X is 1 or - 1. Define 
a h-space (V, B) to be a finite-dimensional F-vector space, V, equipped with 
a nonsingular bilinear form B: V x V + F, satisfying the switching rule: 
B(y, x) = A B(x, y), for X, y E V. A quadratic space V = (V, B) = (V, q) 
is a l-space, where the quadratic form q is defined by: q(x) = B(x, x), for 
x E V. We write V = (a, , us ,..., a,) if V is a quadratic space having an 
orthogonal basis r~i ,..., ZI, such that q(z+) = ai in FX. 
An orthogonal sum is denoted U 1 V. The tensor product of a h-space 
V, and a p-space W is a @-space V @ W. For example, if (V, B) is a h-space 
and a EFX, (a) @ V = (a)V is the X-space (V, aB). An n-fold P$ster space, 
<al Y 4 >.*a, a,)), is the 2n-dimensional quadratic space @$=, (1, a,), where 
a, eFX. These Pfister spaces play an important role in the algebraic theory 
of quadratic forms. 
We write U _N V if the /\-spaces U and V are isometric, and U < V if U 
is isometric to a subspace of V. 
1 .l. DEFINITIONS. Let (V, B) and (V’, B’) be spaces, and u E F. A linear 
map f: V--f V’ is a u-similarity if 
B’cf (4, f(y)) = 0 . B(x, Y), 
for all X, y E V. The scalar 0 = u(f) is the similarity factor off. A map is called 
a similarity if it is a a-similarity, for some (T E F. Define Sim(V, V’) to be the 
set of all similarities from V to V’, and Sim( V) = Sim( V, B) to be Sim( V, V). 
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This set Sim( V) is a subset of the ring End(V) of endomorphisms, and is 
closed under composition. 
Define Simx(V) to be the set off E Sim(V) with ucf) # 0. Then Simx(V) 
is a group under composition, and the similarity factor map 
u: Simx( V) + FX, 
is a group homomorphism. The kernel is the set of l-similarities, i.e., ker(u) = 
O(V), the orthogonal group. Sim(V) is closed under scalar multiplication, 
and for a E F, u(af) = a2 . cr(f ). 
Two spaces are said to be similar if there is a bijective similarity between 
them. Then, V and V’ are similar if and only if V’ E (u)V, for some u E FX. 
Remark. It can be shown that similarities are exactly those linear maps 
which preserve orthogonality. More precisely, if f E Hom(V, V’) and, for all 
X, y E V, B(x, y) = 0 implies B’(f (X),f(y)) = 0, then f E Sim(V, V’). 
1.2. DEFINITION. If (V, B) is a X-space, the adjoint map, N: End(V) --+ 
End(V), is defined by the equation 
for f E End(V), and X, y E V. Since B is a /\-form, the adjoint map is an F-algebra 
involution of End(V). 
A map f E End(V) is a u-similarity if and only if fo f = u 1 r , where 1 y 
denotes the identity map. 
For a space V, Sim( V) is closed under composition and scalar multiplication. 
However, it is usually not closed under addition. The additive structure of 
Sim(V) is the major concern of this paper. 
1.3. LEMMA. If (V, B) is a h-space, and f, g E Sim( V), the following statements 
are equivalent. 
1. f +gESim(V). 
2. af + bg E Sim( V), for all a, b E F. 
3. fog+g”of = c’lr,forsomecEF. 
The proof is an easy exercise. m 
1.4. DEFINITION. Similarities f and g satisfying the condition of the lemma 
are said to be comparable. If fi , fi ,..., fr are mutually comparable similarities 
of V, the whole F-linear span of {fi ,..., fr} is included in Sim(V), and we get a 
linear subspace of Sim( V). 
1.5. LEMMA. For a X-space (V, B), the similarity factor map a: Sim( V) + F 
induces a quadratic form, when restricted to any linear subspace of Sim(V). 
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Proof. Let S C Sim(V) be a subspace, and define B,: S x S -+ F by the 
equation 
jog +dof = ‘X(f,g)lv, 
for f, g E S. Then B, is a symmetric bilinear form and u(f) = B,(f, f). m 
For a quadratic space S and a X-space V, we write 
S < Sim(V), 
when S is isometric to a subspace of Sim(V), using the quadratic form induced 
from cr. We will often write the form on S as 0 also, although it is an abuse 
of notation. We restrict attention to nonsingular subspaces, because O-similarities 
are so hard to work with. 
1.6. Remark. If S C Sim( V) is a subspace, and f, g E Simx( V), then f 0 S o g 
is also a subspace of Sim( V). Therefore, any S < Sim( V) is similar to a subspace 
of Sim(V) which contains I”, the identity map. We shall often use this 
normalization. 
If f and g are comparable in Sim( V, B) and B,(f, g) = 0, they are said to be 
perpendicular similarities. Equivalently, Jo g + g 0 f = 0. This implies B(f(x), 
g(x)) = 0, for all x E V. If f is perpendicular to 1 r, then J+ f = 0, so that 
f”= --for = --a(f).ly. 
1.7. Hurwitz equations. If 1 r , fi , fi ,..., fi- are mutually perpendicular 
similarities, then 
(1) A = -fi, for 1 < i < r; 
(2) fi” = -O(fi>l V ; fi Ofj + fj ‘fi = O, 
for all 1 < i, j < r; i # j. 1 
1.8. Remark. The study of subspaces of similarities of quadratic spaces 
is the same as the general Hurwitz problem concerning “composition” of 
quadratic forms (see [8, p. 1331): G iven quadratic spaces (S, U) and (V, q), 
does there exist a bilinear pairing S x V -+ V, denoted (x, y) - s . y, such that 
4(x - Y> = 44 9(Y), for all x E S, y 6 V? 
When S N s(1) = (1, I,..., l), and V ‘v n(l), this question becomes the 
classical sum-of-squares problem mentioned in the Introduction. In this paper, 
we determine which dimensions are possible for spaces S and V, when S < 
Sim( V). 
1.9. LEMMA. If S and V are quadratic spaces, and S < Sim(V), then S 
is similar to a subspace of V. In particular, dim 5’ < dim V. 
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Proof. We may suppose S C Sim( V, B). For f, g E S and x E V, definitions 
show that B(f(x), g(x)) = B,(j, g) . a(x). Therefore, if x is anisotropic, the 
map v: S + V sending f to f(x) is a q(x)-similarity. Since S is nonsingular, 
g, is injective and (q(x))S z v(S) C V. 1 
1.10. Remark. If V is a (-I)-space, this bound fails. In fact, when 
dim V = 2, Sim( V) == End(V), b ecause the adjoint map is just the classical 
adjoint, so that Joj =- (detf) . 1 r. Then V admits a 4-plane of similarities, 
which is easily seen to be hyperbolic. 
If the bound in Lemma 1.9 is achieved, V becomes a composition algebra 
and the possible dimensions are well known: 
1 .I 1. PROPOSITION. Let V be an n-dimensional quadratic space. Then, V 
admits on n-plane of similarities $ and only if V is similar to a Pfster space of 
dimension n _- I , 2, 4, OY 8. 
Proqf. First, scale V = (V, q) to assume V represents 1. Suppose S < 
Sim( V) and dim S = n. Then Lemma 1.9 implies S N V. The evaluation of 
maps induces a bilinear pairing: V x V + V, satisfying q(x * y) = q(x) q(y), 
for x, y E V. Then, V is a composition algebra with norm form q, and the 
classical theory implies that (V, q) is a Pfister space of dimension 1, 2, 4, or 8 
(see [2; 7; 8, p. 137). 
Conversely, given such a Pfister space (V, q), the existence of quadratic, 
quaternion, and Cayley algebras with given norm forms shows that (V, q) < 
Sim(V, 9). I 
Remark. Most of the classical results employed above are consequences 
of the Clifford algebra theory developed in Section 3. 
2. UPPER BOUND FUNCTIONS AND A TENSOR CONSTRUCTION 
In this section we determine the sharp upper bounds for dimensions of 
subspaces of similarities. 
2.1. DEFINITION. The least upper bound function, p^(n), is defined as 
follows: For a positive integer n, PA(n) = max(dim S}, where S ranges over 
all quadratic spaces for which S < Sim(V), for some n-dimensional X-space V. 
When h = 1, we write p(n); when X = - 1, we write p’(n). 
Therefore, if V is an n-dimensional X-space and S < Sim(V), then dim S < 
PA@). 
2.2. LEMMA. p(n) ,( n, with equality if and only if n = 1, 2, 4, OY 8. If n 
is odd, p’(n) = 0; p’(2) =:= 4. 
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Proof. Use Lemma 1.9, Remark 1.10, Proposition 1.11, and the fact that a 
nonsingular (- 1)-form must have even dimension. 1 
One of the easiest methods for enlarging subspaces of similarities generalizes 
the quaternion case: if (1, a, b) < Sim(V), then (1, a, b, ab) < Sim( I’). 
2.3. PROPOSITION. If S represents 1, and dim S = 3 (mod 4), then S < 
Sim(V) implies S 1 (dS) < Sim(V). Hence, p”(n) + 3 (mod 4). 
,Vote. Here, dS is the determinant (discriminant) of S. 
Proof. We may assume SCSim(V) and 1r~S. Let {i,,f,,...,f,) be an 
orthogonal basis of S, and define z = fi o f3 0 ... 0 fs . Using (1.7), s = 3 (mod 4) 
implies that x anticommutes with each fi , and 2 = -2, so z is perpendicular 
to S. Since U(Z) = dS, the result follows. 1 
If U is a space and S C Sim(U) contains 1 Lr , let S, = (F . 1 u), be the 
orthogonal complement of 1 u in S. We often use this notation. 
2.4. LEMMA. Suppose U is a X-space and S, T are subspaces of Sim(O’) 
which commute with each other, and which contain lu . Suppose that z E Simx( U) 
commutes with Tl , anticommutes with S’; , and f == z. Then S and XT, are 
perpendicular, so that S + XT, C Sim(U). 
The proof is routine calculation. Compare Lemma 4.9. 1 
Suppose S C Sim(V) and T C Sim(W), where 1 V E S, 1 w E T. Then S @ 1 w 
and 1 r @ T are commuting subspaces of Sim(V @ IV). If z E Simx( I’) anti- 
commutes with S, and f = z, then the lemma implies 
S@l,++z@T,CSim(V@W). 
Essentially the same tensor construction has been used in [4, 51, where the 
matrices involved are restricted to have entries in (0, 1, -l}. 
2.5. COROLLARY. If T < Sim(W) and UEF~, then (a) _L T < Sim(( 1, a) @ IV). 
Therefore, pA(2n) 3 1 f PA(n). 
Proof. We replace T by its image in Sim(W), and scale to assume 1 w E T. 
Let V = (1, a) and define f = (i -i) and z = (: -3 in End(V), using the 
same orthogonal basis. Setting S to be the span of 1 r and f, we can apply 
Lemma 2.4. 
EXAMPLE 1. Since p’(2) = 4, we have p’(4) > 5. 
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EXAMPLE 2. Since p(8) = 8, and this value is achieved for Pfister spaces, 
we conclude ~(16) > 9 and, for a, b, c, d E FX, 
<a, 6, c> I (4 < Sim(<a, b, c, 0). 
2.6. PROPOSITION. Let 77 and W be spaces, and S < Sim(V), T < Sim( W), 
subspaces which represent 1. If dim S z=: 1 (mod 4), then 
S 1 (dS)T, < Sim( V @$ W). 
Proof. As in the proof of P roposition 2.3, we define the element z in Sim( V) 
with U(Z) = dS. Since dim S = 1, z anticommutes with S, and i = x. Now 
apply Lemma 2.4. 1 
2.7. COROLLARY. pA(4n) > 4 + p-^(n). 
Proof. Apply Proposition 2.6 to the 5-plane of similarities of Example 1 
above. 1 
Consequently p(16n) > 8 + p(n). However, the spaces involved here are 
isotropic. We can get anisotropic constructions as follows. 
2.8. COROLLARY. If W is a space, T < Sim( W) represents 1, and a, 6, c, d E FX, 
then 
<a, b, c> I (d)T < Sim(<a, b, c, 0 0 W. 
Proof. By Proposition 2.6 and Example 2. 1 
The tensor construction provides large spaces of similarities. The largest 
dimensions obtainable in this way are given by the values r”(n), defined below. 
TABLE I 
m(mod4) r(n) r'(n) 
m ~5 0 2m + 1 2m 
m-1 2m 2m + 2 
m = 2 2m 2m + 1 
m-3 2m + 2 2m 
2.9. DEFINITION. Suppose n = 2” n, , where no is odd. Table I gives 
the values of r^(n) according to the residue class of m (mod 4). 
Note. r”(n) = ~~(2”). yA(4n) = 4 + r-^(n). This function r(n) is the 
classical Hurwitz function: ~(2~) = 8u + 2b, when m = 4u + b, 0 < b < 3. 
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PROPOSITION 2.10. If V is an n-dimensional quadratic space and V ‘v P @ W, 
where P is a Pjster space and W is odd-dimensional, then there exists a subspace 
S < Sim(V) with dim S = r(n). 
Proof. If 71 = 2” . n, ) where nO is odd, then P is an m-fold Pfister space, 
and r(n) = ~(2’“). It is enough to find a subspace SC Sim(P) of dimension 
~(2”). This follows from Proposition 1 .11, together with the construction 
in Corollary 2.8. 1 
Remark. There is another construction which proves Proposition 2.10. 
(See [12, Corollary 9.101). 
2.11. COROLLARY. For aZZ n, p^(n) > y^(n). 
Proof, By Proposition 2.10, p(n) 3 y(n). Also ~‘(2~‘) >, ~‘(2”) for m = 0, 1, 
by inspection, and Corollary 2.7 proves it for m > 2. If n = 2” . no, where 
n,, is odd, p’(n) 3 ~‘(29 3 ~‘(2~) = y’(n). 1 
2.12. THEOREM. For aZZ n, PA(n) = y”(n). 
The rest of this section contains an outline of a proof of this equality, based 
on Hurwitz’ original argument. We present a different proof, using Clifford 
algebra representations, in the next section (see Proposition 3.11 and Corollary 
3.16). 
2.13. Hurwitz’ argument. Suppose F is quadratically closed. 
(a) If p(n) > 2, then 2 / n. 
(b) If p(n) 3 3, then 4 1 n. 
(c) If PA(n) > 5, then 4 1 n and p”(n) < 4 + @(in). 
The proof essentially appears in [6], and is omitted. Compare (4.11). 1 
We now use (2.13) to prove Theorem 2.12. First suppose F is quadratically 
closed. If p-“(n) # 0, Corollary 2.7 and (2.13) imply 
pA(4n) = 4 + p+(n). (*) 
In fact, (*) is true for all n, because when p+(n) = 0, ;\ = I, n is odd, and 
(c) implies p(4n) = 4. We know some initial values by Lemma 2.2. Also, if 
n, is odd, p(n,,) = r(n,) = 1, by (a); p(2n,) = y(2n,) = 2, by (b); and p’(2n,) = 
y’(2n,) = 4 by (c). Using (*), we get p^(n) = y”(n), for all n. 
To prove this equality for a given field F, we extend scalars. Let p”(n; K) 
denote the upper bound computed over a field K. By straightforward tensoring- 
up, if K is an extension field of F, 
p”(n; F) < p”(n; K). 
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Now, let K be a quadratically closed extension of F. Then for any n, 
This equality proves Theorem 2.12. 1 
3. CLIFFORD ALGEBRAS AND SIMILARITY REPRESENTATIONS 
If S is a subspace of Sim( V, B), there is a Clifford algebra C associated to S 
and an induced action of C on V. This C-module structure puts some restrictions 
on the dimensions involved. The relationship between the h-form B and this 
C-action is the key to our analysis; B “admits” C in the sense of [3], and the 
decomposition theorems of [9, 111 can be applied. These Clifford algebra 
methods are sufficient to give another proof of Theorem 2.12, independent 
of the Hurwitz argument. The same methods are applied in the remaining 
sections of this paper, to determine various generalizations of the Hurwitz 
functions. 
Let (V, B) be a X-space and S C Sim(V) a subspace containing 1 V. Let 
S, be the orthogonal complement of 1 y in S. Then, for f E S, , f + .f := 0 
and j2 = -foj = -u(f)1 “. Therefore, the inclusion 
S, + End(V), 
is compatible with the quadratic form -0 on S, (see [8; p. 1011) and induces 
a homomorphism 
n: C -+ End(V), 
where C = C(S, , -a) is the Clifford algebra. 
We follow the notation of [8] for Clifford algebras. The main automorphism, 
V, is given by the grading: C = C, @ C, , as in [8; p. 891. The involution E 
is the unique anti-automorphism of C whose restriction to S, is the identity, 
[8; p. 1071. The bar involution is defined: 
x = W(X), for XE C. 
If dim S, = m, we say that C is an m-fold Clifford algebra. If {e, ,..., e,} is 
an orthogonal basis of S, , then z = erea ‘.. e, is an element of highest degree. 
This z E C is unique, up to scalars, and .za = &(A’, , -0) = &(S, a), where 
di is the signed determinant. 
The representation r above includes the original information: if C’ is the 
linear subspace of C spanned by 1 and S, , then S = z-(C’) is the subspace 
of Sim(V). 
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3.1. DEFINITION AND PROPOSITION. Let (V, B) be a X-space and (S, , -u) 
a quadratic space. An F-algebra representation 
77: C(S, ) -0) + End(V), 
is de$ned to be a similarity representation if the following equivalent conditions 
hold: 
(1) r(C’) C Sim( V, B). 
(2) For all x E S, , n(x) is a ,(x)-similarity. 
(3) For some orthogonal basis {e, ,..., e,,} of S, , ?r(eJ is a o(e,)-similarity 
(4) For aZZ x E S, , &) = -T(X). 
(5) For aZZ c E C(S, , -a), G = T(E). 
Proof of the equivalence of these statements is left to the reader. 1 
3.2. Remark. Many different similarity representations can correspond to 
the same subspace S C Sim(V). For example, if S = F . 1 r 1 S, induces V, 
then for an element g of the orthogonal group O(S,), define a new representation 
V’ by setting 
+-4 = +mh for xES,, 
and extending r’ to all of C. Then m’(C’) = r(C’) = S. Conversely, if rr’ 
is another similarity representation with n’(C’) = S, then g = r’-lo r 1 S, E 
O(S,), so that 4 does arise in this fashion. 
The structure theory of Clifford algebras immediately gives a upper bound 
for p^(n), independent of the work in previous sections. 
3.3. PROPOSITION. If n = 2” . n,, where rzO is odd, then p^(n) < 2m + 2. 
Proof. Suppose V is an n-dimensional h-space and S < Sim(V) with 
dim S = s = p”(n). We may assume S _C Sim(V), 1 r E S, and get a representa- 
tion rr of C = C(S, , -u) on V. By [8; p. 1301, either C or C, is simple, so 
either r(C) or r(Ca) is a simple subalgebra of End(V). By the double centralizer 
theorem [8; p. 731, the dimension of the subalgebra must divide dim(End( V)) = 
n2. Hence, 2s-2 divides n2 = 22m . na2, so that s - 2 < 2m. 1 
Remark. Suppose C = C(S, , -a) has a similarity representation on 
(V, B). Then V is a (left) C-module and (suppressing the 7) statement (5) 
can be rewritten 
B(cu, v) = I?@, Cv), 
for all u, v E V, c E C. Therefore, the X-form B “admits” the C-action, in the 
sense of [3; p. 811. The general theory of h-pairings admitting C as developed 
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in [3, 9, 111 applies to this special case. For the remainder of this section we 
consider the fixed Clifford algebra C = C(S, , -a) and examine its modules. 
Suppose V is a (left) C-module. Then the F-dual, V*, is a right C-module, 
and 8* is another left module. Generally, if W is a right C-module we define W 
to be the left C-module obtained from W by using the bar involution of C 
to change hands [3, Sect. 31. If there is a (nonsingular) form B on V, admitting C, 
then 
v- V”. 
This follows because B induces an F-isomorphism 0: V -+ V*, defined: 
O(v) = B(v, -), and, since B admits the C action, 0 is a C-isomorphism: 
v-+ v*. 
To compare various forms on V it is convenient to define an action of End(V) 
on the set of bilinear forms on V. 
3.4. DEFINITION. If B is a bilinear form on V and s E End(V), define the 
form BS: 
for u, z’ E V. 
Suppose B is nonsingular and admits C. Then BS is nonsingular if and only 
if s is invertible; BS admits C if and only if s E End,(V). Furthermore, every 
form on V does arise from B in this way. (see [9; p. 1051). 
3.5. LEMMA. Let W be an irreducible C-module. Then WE W* ;f and only 
if W has a nonsingular h-form admitting C, (for X = &I). If also Endc( W) = F, 
this X-form is unique, up to (nonzero) scalar multiple. 
Proof. Since W is irreducible, a nonzero bilinear form on W, admitting C, 
must be nonsingular. The lemma then follows from the preceding remarks. 1 
If C is simple there is only one irreducible C-module, up to isomorphism. 
Otherwise [8; p. 11 I], Cr C, x C, , and there are two irreducibles. More 
explicitly, if C = C(S, , -a) is not simple, the highest-degree element z E C 
is central and can be chosen so that a? = 1, The even subalgebra C, is simple; 
let W be an irreducible Ca-module. Two C-module structures on W can be 
defined, by setting z to act as 1 a, or to act as - 1 W . These give the two irreducible 
C-modules V, and V, . 
Note that the two irreducible representations of C differ only by the auto- 
morphism v (compare Remark 3.2). Therefore, if either V,, or V, has a X-form 
admitting C, then they both do. Hence, for fixed A, any Clifford algebra C 
is of one of the following types. 
3.6. DEFINITION. C is of h-regular type if each irreducible C-module has a 
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(nonsingular) h-form admitting C. C is of A-hyperbolic type if no irreducible 
C-module has such a h-form. 
3.7. PROPOSITION. Let C be a t-fold Clifjcord algebra. 
(i) If C is split and t < 5, then C is of l-hyperbolic type. 
(ii) If C is a division algebra, C is of l-regular type. 
(iii) If t = 1 (mod 4) and C . zs not simple, then C is of h-hyperbolic type, 
for both A = &I. 
Proof. Part (i) follows from Lemma 1.9. The existence of the B,-form 
on C, discussed in [12, Sect. 91 proves (ii). Part (iii) is a consequence of the 
following lemma. 1 
3.8. LEMMA. Let C = C(S, , -u) where dim S, = t. Suppose C is not 
simple and let V,, be an irreducible C-module. If t = 3 (mod 4), va* z V,, . If 
t = 1 (mod 4), Vs* $ V,, . 
Proof. We may pick a highest-degree element z E C with z2 = 1, such 
that z acts as the identity on V,, . Then z acts as the identity on VO*. If t = 3, 
f=z;ift=l,.Y=--z. 1 
We now apply this machinery in the following lemmas to determine ~~(2~~), 
without using the Hurwitz argument. 
3.9. LEMMA. 
Max{p(2m), ~‘(2~)} = 2m + 1 ly m is even, 
=2mf2 if m is odd. 
Proof. Let V be a vector space of dimension 2”, with a representation 
nr: C -+ End(V), where C = C(S, , -u) is a Clifford algebra with dim S = 
2m + 2. Such Clifford algebras do exist; for example, (S, a) = (m + 1)W 
(see [8; p. 1061). Then certainly Endc(V) = F, and Lemma 3.5 implies that 
a h-form on V admitting this C-action exists if and only if V g v*. By Lemma 
3.8 this occurs if and only if dim S, = 3 (mod 4), that is, when m is odd. 
Therefore, if m is even, ~~(2%) & 2m + 1. In this case, choose the algebra 
c = C(S, ) -u) so that dim S = 2m + 1 and C= End(V); (e.g., use S = 
(1) 1 mlkil). Then Vr v* is automatic, and Lemma 3.5 implies the existence 
of a h-form admitting C. Hence, ~“(2”) = 2m + 1, for this A. m 
3.10. LEMMA. p(2m) # ~‘(2”). 
Proof. Suppose (V, B) is a l-space, (V’, B’) is a (- I)-space with dim V = 
dim V’ = 2”, and S < Sim( V, B), S’ < Sim( V’, B’) are of the same maximal 
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dimension. After extending scalars, we may assume F is quadratically closed 
and S ‘v S’. Then V, I/’ become irreducible C-modules, where C = C(( - 1; S,). 
If C is simple, I’= V’. If C is not simple, the central element z E C may act 
differently on V and Z”, but this can be changed, as in Remark 3.2. Therefore 
we may assume V= V’, so there is a C-module isomorphism k: 1’ - V’. 
Define a (-l)-form B, on V by: B,(v, UJ) = B’(h(v), h(w)). Then B and B, 
are forms on V admitting C, and Lemma 3.5 implies that they differ only 
by a scalar multiple, but they have opposite parity. Contradiction. 1 
3.11. PROPOSITION. ~~(2”) =:~ ~~(2~‘~). 
Proof. By Corollary 2.11 , phi) < ~“(2”‘). Therefore, the maximum value 
of Lemma 3.9 is attained by ~(2~) when m I 0, 3 (mod 4), and by ~‘(2’“) when 
m = 1, 2 (mod 4). By Lemma 3.10, the other values of p (2’“) are strictly 
smaller, and Proposition 2.3 forces them to equal ~~(2”). 1 
Another useful tool is the decomposition theorem. We will state it after 
recalling the definition of hyperbolic modules. If T is a C-module, define 
H,(T) to be the X-space with underlying module T 0 T*, on which the non- 
singular h-form (admitting C) is chosen so that the submodules T @ 0 and 
0 @ T* are totally isotropic. A h-space admitting C is C-hyperbolic if it is 
C-isometric to some H,,(T). For example, if V is a /\-space admitting C, 
V 1 (- l>V is C-hyperbolic. For more details see [3, Sect. 41. 
3.12. DECOMPOSITION THEOREM. If C is of h-regular type, every h-space 
admitting C is an orthogonal sum of irreducible submodules. If C is of X-hyperbolic 
type, every X-space admitting C is C-hyperbolic. 
Proof. (Compare [9, Sect. 4; 11, 2.1 I]). A X-space admitting C is defined 
to be unsplittable if it has no nonsingular proper submodules. Then, every 
/\-space admitting C is an orthogonal sum of unsplittable submodules. The 
key fact needed is: if W is unsplittable, then either W is irreducible or W N_ 
H,(T) for some irreducible C-module T which does not have any X-form 
admitting C. For proof, (see [I 1; 2.91). It follows that a X-space admitting C 
splits as V = Vs 1 H, where V, is an orthogonal sum of irreducible sub- 
modules and H is a sum of unsplittable hyperbolics. By the remarks preceding 
Definition 3.6, only one summand occurs. 1 
3.13. COROLLARY. Suppose V is a quadratic space, a, b E FX. (I, a) < 
Sim(V) ;f and onb if V = ((a> @ U, f OY some UC V. (1, a, b) < Sim(V) 
if and only if V ‘v ((a, b)) @ W, for some WC V. 
Proof. If S = (1, a), C .:z C((-a>) s F((-a)1/2). If (I, a) is anisotropic, 
C is a field and an unsplittable C-module must be similar (as a quadratic space) 
to (1, a>, by Lemma 1.9. If (1, a) is isotropic, C s- F x F is of l-hyperbolic 
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type, and an unsplittable C-module is hyperbolic, so isometric to W N (1, a). 
Applying Theorem 3.12, we get V = Vi 1 ... 1 V, , where Vi is unsplittable 
and hence similar to (1, a). 
If S = (1, a, b), then C = C((-a, --b)) is a quaternion algebra. If (1, a, b) 
is anisotropic, C is a division algebra, and an unsplittable C-module must be 
similar to ((a, b)) (by Lemma 1.9 and Proposition 2.3). If (1, a, b) is isotropic, 
C is split and is of l-hyperbolic type, so that an unsplittable module is isometric 
to 2W N ((a, b)). Applying Theorem 3.12, the result follows. u 
3.14. Remark. The corollary above can be proved by much more elementary 
arguments, not mentioning Clifford algebras. For instance, if (I, a, 6) < 
Sim( V), let { 1 v, f, g} be the corresponding perpendicular similarities. Choose 
a subspace W of V, maximal with the property that W, f( W), g(W), fg(W) are 
mutually orthogonal. Then show that V = W i,f(W) 1 g(W) J- fg(W). 
3.15. COROLLARY. Let V be a quadratic space and S < Sim(V). If S is 
isotropic, V is hyperbolic. 1 
3.16. COROLLARY. If n = 2”’ . n, , where n, is odd, then p”(n) = ~~(2~‘). 
Proof. Let V be an n-dimensional h-space, and S < Sim( V) with dim S = 
p”(n). As usual, V is a C-module, where C = C((--I)&). By Theorem 3.12, 
v = VI 1 ‘.. 1 v, , 
where each Vi is an unsplittable C-submodule. Furthermore, the Vii’s all 
have the same dimension, 2”, for some k, so that 2” n, = dim V = 2” . t, 
and k < m. Since Vi is a C-submodule, S < Sim( V,), and p”(n) = dim S < 
~“(2”) < ~~(2~) < $(n). Therefore, equality holds, (and, by Corollary 2.5, 
k = m). 1 
4. (s, t)-FAMILIES 
We have viewed a subspace of similarities S < Sim(V, B) as a combination 
of two things: a representation on V of the Clifford algebra C = C(( - l)S,), 
and a form B on V which “admits” this action, using the bar involution of C. 
This bar is not the only involution of C associated to similarities. If f E End(V), 
fz = a. Iv, thenfESim(V) if and only ifp= 5-J WhenJ= -f,we get a 
similarity perpendicular to 1 “, as discussed in previous sections. When J = f, 
it is called a symmetric similarity. We consider the more general situation 
where symmetric similarities are allowed, and try to determine the least upper 
bound functions that arise. These new Hurwitz functions are found using 
the methods developed above. 
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4.1. DEFINITION. Let s > 1, t > 0 be integers. An (s, t)-family on an 
n-dimensional h-space I/ (over a field F) is a pair (S, T), with S, T C Sim( V), 
subspaces, where dim S = s, dim T = t, such that 
(i) 1 V E S (so that elements of S, are antisymmetric), 
(ii) elements of T are symmetric, 
(iii) elements of S 0 T are symmetric. 
Remark. Condition (iii) is equivalent to requiring that elements of S, and T 
anticommute. This is also equivalent to requiring elements of T 0 S to be 
symmetric. 
4.2. Definition of generalized Hurwitz functions. For t 2 0, and n a positive 
integer, let p$(n) be the maximum s such that there exists an (s, t)-family on some 
n-dimensional X-space. (If no such (s, t)-family exists, set p$(n) = 0.) 
For s 3 1, let USA(n) be the maximum t such that there exists an (s, t)-family 
on some n-dimensional h-space. 
Note that PO”(n) = p”(n) is the Hurwitz function determined above. 
Remark. Wolfe [14] has made analogous definitions for his amicable 
orthogonal designs. However, our (s, t)-family is his (s - 1, t)-family. Some 
of the results of this section were directly motivated by [14]. 
EXAMPLES. There is a trivial (1, 1)-f amily on (1). A look at matrices 
exhibits a (2, 2)-family on (1, a), for any a E FX. Since pt(n) < p,,(n), we have 
~~(1) = 1, p,(2) = 2. Clearly ~~‘(1) = 0. 
Suppose (S, T) is an (s, t)-family on (V, B). If f E S, , f 2 = -u(f)1 v ; if 
gET,g2 =u(g)lr. The associated Clifford algebra is C = C((-l)S, 1 T), 
with the involution generated by - 1 S, 1 lr . As before, we get a representation 
of C on V, where the h-form B admits the C action, with this involution. Hence, 
the methods of Section 3, including the decomposition Theorem 3.12, apply 
to this case. For example, we state the analogs of Proposition 3.3 and Corollary 
3.16. 
4.3. PROPOSITION. Suppose n = 2” . n, , where n,, is odd. If there is an 
(s, t)-family an some n-dimensional h-space, then s + t < 2m + 2. Furthermore, 
ft"(4 = ftxG3 and a,A(n) = u,h(29. 1 
The next two lemmas reduce the problems to the determination of the 
functions p,,A and pl”. 
4.4. SWITCH LEMMA. Suppose s, t 3 1. There is an (s, t)-family on V if 
and only if there is a (t, s)-family on V. 
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Proof. Suppose (S, T) is an (s, t)-family on V. Then, for anisotropic y E T, 
(yT, yS) is a (t, s)-family on V. 1 
4.5. COROLLARY. If t > 1, /3;(n) = U,n(C$ 1 
4.6. SHIFT LEMMA. Let s 3 1, t >, 0 and let V be a X-space. 
(1) If S, T, and A are quadratic spaces where S represents 1, and dim A z 0 
(mod 4), then: 
(S 1 A, T) < Sim(V) o (S, T 1 (dA)A) < Sim(V). 
Hence, V admits an (s + 4, t)-family if/ V admits an (s, t + 4)-family. 
(2) There is an (s + 2, t)-family on some n-dimensional h-space zf and 
only ;f there is an (s, t + 2)-family on some n-dimensional (--/\)-space. 
Proof. (1) (-) Replace S 1 A and T by their images in End(V), choose 
an orthogonal basis (h, , h, ,..., h,} for A, and let z = h, 0 h, 0 ... 0 h, . Then 
(8, T + zA) is an (s, t + a)-family on V, since a = 0 (mod 4). The converse 
follows in the same way. 
(2) (3) Suppose (S 1 A, T) is the given (s + 2, t)-family on (V, B) 
where 1 v E S and dim A = 2. Let {h, , h,} be an orthogonal basis for A and 
set z = h1 2 h, . Define a form B’ on V by 
B’(v, w) = B(v, z(w)). 
Then B’ is a (-A)-form and (S, T + A) is an (s, t + 2)-family on (V, B’). 
The converse follows by the same process. 1 
4.7. COROLLARY. Ptiz(n) = max(O, p;“(n) - 2). 
Proof. Let pi+z(n) = s’ and p;^(n) = s + 2. If s’ > 1, Lemma 4.6 implies 
s+23s/+ 2. If s 3 1, Lemma 4.6 implies s’ > s. 1 
4.8. COROLLARY. &(n) = max(0, p,u(n) - 2k) and &+k4 = 
max{O, piw(n) - 2K}, where p = (-I)” . h. 1 
Therefore, all the functions p:(n), ash(n) will be completely known once 
P:(n) and pIA have been determined. We have computed PoA(n) = p”(n) 
in Sections 2, 3. The function pIA can be found by the same methods. First, 
a tensor construction gives a good lower bound, then equality is proved either 
by a Hurwitz argument as in Section 2 or by the Clifford algebra techniques 
of Section 3. We outline the Hurwitz argument approach below. 
The following construction is a direct generalization of Lemma 2.4. 
4.9. LEMMA. Suppose an (s, t)-family and a (k, l)-family commute with each 
other on the /\-space V. If t > 1, there is an (k + s - 1, 1 + t - l)-family on V. 
481/46/r-12 
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Proof. Let (S, T) and (K,L) be the given families. Pick y E T and let 
Tl = (y)‘. Then (S + yK, , Tl + yL) is the desired family. 1 
4. IO. COROLLARY. 4.f d(n) 3 I, then d+,W 3 1 + ,4(n) and p$(4n) 3 
4 + d(n). 
Proof. Apply Lemma 4.9 using the known (2, 2)-family on 2-dimensional 
l-space, and the (5, I)-family on 4-dimensional (-I)-space, and tensoring. i 
4.11. Hurwitz’ argument. Suppose F is quadratically closed. If there is an 
(s + I, t + I)-family on a 2n-dimensional X-space (where s > I, t > 0), then 
there is an (s, t)-family on an n-dimensional h-space. 
Proof. Sketch: (compare [6] and (2.13)). Let (V, B) be the 2n-dimensional 
h-space, let g be a (nonscalar) symmetric element of the family, suppose 
g2 E ] VI and let U and U’ be the eigenspaces of g. Then V = U _L U and 
restricting the form B to U gives an n-dimensional &space. Using a skew- 
symmetric element of the family, pull back the remaining elements of the 
family to be in End(U). This gives an (s, t)-family on U. 1 
4.12. COROLLARY. If F is quadratically closed, then p:+,(2n) < 1 + p:(n). 1 
4.13. COROLLARY. ~~~(272) = 1 + poA(n). 
Proof. Write p$(n; F) for the Hurwitz function computed over the field F. 
Let K be a quadratically closed extension of F. Then pt(n; F) < pt(n; K), 
and we know equality when f = 0 by (2.12). By Corollaries 4.10 and 4.12, 
1 + poA(n) < p1”(2n; F) < plA(2n; K) < 1 + p,,Yn). I 
Therefore, the functions p$(n) are known. We summarize the results in 
the following theorem. 
4.14. THEOREM. Suppose n = 2” n, , where n, is odd. Then t + ptA(n) 
is the maximum oft and the value indicated in Table II. 
TABLE II 
m(mod4) t + Pdfl) f + f%'(n) 
nt FE t 2m + 1 2m 
m--t+1 2m 2m + 2 
m = t + 2 2m 2m + 1 
m=1+3 2m + 2 2m 
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Note. The functions p(n), 1 + pi(n), p’(n), and 1 + pr’(n) give the four 
“cycles” of this Hurwitz function. 
4.15. Remark. The following recursions are immediate consequences: 
(9 KY479 = 4 + d(n); (ii) P;+~ (47~) = p$(n); (iii) if pt”(n) > 1, p:_i(2n) = 
1 + d(n). 
5. COMMUTING SPACES OF SIMILARITIES 
In this section we determine the possible dimensions of two commuting 
subspaces of similarities. 
5.1. DEFINITION. Definition of the commuting Hurwitz functions: For a 
positive integer, r, define ~~“(a) to be the maximum s such that there is some 
n-dimensional &space V having an r-plane and an s-plane in Sim(V) which 
commute with each other. 
If the subspaces R, S C Sim(V) commute, then for f~ R, g E S, the spaces 
f-1 o R and g-l 0 S commute and contain 1 r. Hence, we may assume all 
subspaces contain 1”. 
5.2. LEMMA. up < p”(n) and ~~^(n) = p’\(n). ~,.“(a) # 0 if and only if 
r < p"(n). I 
As usual, we relate the problem to certain representations of an algebra 
Given R, S C Sim(V, B) which commute and contain 1” , let C = C((- l)R,) 
and D = C((- l).S’,) be the associated Clifford algebras. Then there is a 
representation of C @ D on V, induced by R and S. The form B on V admits 
this C @ D action, using the involution on C @ D generated by the bar involu- 
tions of C and D. 
5.3. LEMMA. If C and D are C&Lord algebras, the simple components of 
C @ D are isomorphic algebras. 
Proof. C @ D is the product of its simple components, which are generated 
by orthogonal central idempotents. Since the center Z(C @ D) = Z(C) @ Z(D), 
there are at most four such idempotents, and they can be mapped to one another 
by automorphisms of C @ D. 1 
Hence, the methods of Section 3, including the decomposition Theorem 3.12 
apply to this case. For example, we state the analogs of Proposition 3.3 and 
Corollary 3.16. 
5.4. PROPOSITION. Suppose n = 2’” . n, , where n, is odd. Then I,.” = 
~,A(29. If K,.A(n) # 0, then r + K,^(n) < 2m + 4. 1 
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As before, a construction provides a good lower bound on dimensions. 
In fact, in Lemma 2.4, if R is also a subspace of Sim(U), containing 1 U , and 
commuting with S, T, and z, then S + .zT, c Sim(U) is a subspace commuting 
with R. 
5.5. COROLLARY. If I> > 1, then K:(2n) > 1 f K,^(?Z) and K$(hZ) > 
4 + K:(n). Also, K;$(4ti) > K:(n). 
Proof. For the first inequality, use V = (1, a) and z as in Corollary 2.5. 
For the other two inequalities, use a 5-plane in Sim( V) when V is a 2-dimensional 
(--)-space. 1 
Most of the work of determining the functions KrA(n) has been done in 
previous sections. 
5.6. PROPOSITION. (1) Suppose Y = 3 (mod 4). Then there exist commuting 
(r, 0)- and (s, 0)-families on V if and only if there is an (Y, s - 1)-family on V. 
(2) Suppose r = 1 (mod 4). Then, there exist commuting (r, 0)- and (s, O)- 
families on V {f and only if there is an (r + s - 1, 0)-family on V. 
Proof. If R, S C Sim(V) are commuting subspaces, containing 1 y , examine 
$4) 0 4 . I 
5.7. COROLLARY. (1) If Y =I 3 (mod 4) or/\ = 1 + p:(n), whenever 
K,+) 2 1. 
(2) If Y = 1 (mod 4) K>(n) = max(0, #(n) f 1 - Y}. 1 
These values can be displayed in a nicer way. 
5.8. COROLLARY. Suppose Y = 2k + 1 is odd. If m < k, K,.‘(2”‘) = 0. 
For 1 3 0, 
f$h(Zk+l) = p@(21), 
where: TV = /\ if k = 0, 3 (mod 4); p = --h ;f k = 1, 2 (mod 4). 
Proof. Apply Corollary 5.7 and iteration of the formulas in Remark 4.15. 1 
5.9. PROPOSITION. If r = 3 (mod 4), I: = K:+,(n). 
Proof. Same as Proposition 2.3. 1 
5.10. LEMMA. If r z 2 (mod 4), K,(n) = K,‘(n). 
Proof. Suppose R, S C Sim(V, B) are commuting subspaces containing 1 r, 
an the A-space (V, B). Then z ~7 z(R,) commutes with R and S, and I = --z. 
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Define a new form B’ = BZ on V. Then B’ is a (--h)-form and R, S C Sim(V, B’) 
are commuting subspaces. 1 
5. Il. LEMMA. ~,‘\(2”) = 2m. 
Proof First x2(29 < min(p(2nl), ~‘(2~)) = 2m, K2( 1) = 0, and ~~(2) = 2. 
By Corollary 5.5, K,(4) > 3, and therefore ~~(4) = 4. We proceed by induction: 
by Corollary 5.5, K2(2m+2) > 4 + K&2”) = 4 + 2m = 2(m + 2), hence 
K2(2nL+2) = 2(m + 2). 1 
5.12. PROPOSITION. Ifr = 2 (mod 4), KrA(zm) = max{O, 2m + 2 - Y}. 
Proof. By Lemmas 5.10 and 5.2, KrA(?‘) # 0 if and only if Y < min{p(2”‘), 
~‘(2~‘)) = 2m. Then, we may assume Y < 2m. By (5.7), K3-l(2”“) = ~~(2”)  + 2--r, 
and, applying Lemma 5.10 we have: KrA(2”) < min{Kr-l(2m), ~:-,(2”)} = 
2m + 2 - T. The opposite inequality follows by induction on Y, using Lemma 
5.11 and Corollary 5.5. 1 
By nearly the same sequence of steps used above for KP(n), we can determine 
the sizes of symmetric spaces of similarities commuting with an r-plane in 
Sim( V): 
5.13. DEFINITION. For a positive integer r, define 01,~(n) to be the maximum t 
such that there is some n-dimensional /\-space V having an (I, 0)-family and a 
(1, t)-family which commute with each other. 
5.14. PROPOSITION. (i) If n = 2m . a,, , where n, is odd, then aTA = a,A(2’Jr). 
(ii) If r = 1 (mod 4), then apA(tz) = ~,.~(n). 
(iii) If Y = 3 (mod 4), then aTA = max{O, p^(n) - r}. 
(iv) If Y = 3 (mod 4), then aTA = a$+,(n). 
(v) If Y = 2 (mod 4), then a,(n) = a,‘(n) = max{O, 2m + I - r}. 1 
6. HERMITIAN FORMS 
Suppose K is a field with involution and F is the fixed field of the involution. 
We can define similarities of hermitian spaces over K and consider subspaces 
of similarities and the corresponding Hurwitz functions. In this section, we 
determine these functions, generalize the problem to hermitian forms over 
Clifford algebras, and relate these to commuting subspaces of similarities. 
Suppose the involution on K is nontrivial. Then K = F((-CZ)~/~), for some 
a EFX. A K-vector space V is exactly an F-vector space V, together with a 
map g E End,(V) with g2 = ---al r. If h is a A-hermitian form on V, define 
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a bilinear form B: V x V + F by: B(u, v) = tr(h(u, u)). Here tr is the trace 
from K to F. Then (V, B) is a h-space over F, and since h is sesquilinear, 
2 = -g. Hence, 1 v and g span a subspace R _C Sim,( V, B), where R ‘v (1, a). 
Conversely, given such a subspace R containing 1 y, the Clifford algebra 
C((- l)R,) = C((--a)) s F((--a)lj2) g K, and V becomes a K-vector space. 
Furthermore, h can be recovered from B. 
Define Sim,( V, h) in the obvious way. If f e Sim,(V, h), u(f) == a(,f), 
so that a(f) E F. Then comparable similarities in Sim,( V, h) span only F-linear 
subspaces, which become F-quadratic spaces with the form O. Then, SC 
Sim,(V, k) is a subspace if and only if S _C Sim,( V, B) is a subspace which 
commutes with R. 
6.1. DEFINITION. Let R be a F-quadratic space which represents 1. Define 
K”(R; n) to be the maximum s for which there is some n-dimensional h-space 
(V, B) having subspaces R’, S _C Sim(V, B), (containing I ,,), which commute 
with each other, where R’ ‘v R and dim S = s. 
The remarks above show that the hermitian Hurwitz function for K = 
F((-a)‘/‘) is just K~(R; 2n), where R ‘v (1, a). We note a few properties 
of this new Hurwitz function. 
6.2. LEMMA. If dim R = Y, &(R; n) < tcTA(n.). K~(R; n) # 0 if and only ;f 
R < Sim(V) for some n-dimensional h-space V. 1 
For example, if dim R = 4 and R < Sim( V) for some 4-dimensional 
quadratic space V then by Lemma 1.9 and Corollary 3.13, R is similar to V 
which is Pfister. So, if d+R # 1, K(R; 4) = 0. 
As before, the existence of subspaces R’, S in Sim(V, B) as in Definition 6.1 
is equivalent to the existence of certain representations of an algebra. The 
decomposition theorem applies: 
6.3. PROPOSITION. If n = 2” . no, where n, is odd, K~(R; n) = KI(R; 2”). 1 
The tensor construction (see Corollary 5.5) gives the usual inequalities: 
6.4. PROPOSITION. If K”(R; n) # 0, then K~(R; 272) > 1 + d(R; a) and 
K&(R; 48) > 4 + K~(R; n). 1 
Therefore, if two consecutive nonzero values of K~(R; 2”) agree with those 
of KrA(zm), for both X, then all the larger values are equal. 
6.5. PROPOSITION. (i) If R N (1, a), K~(R; 2”) = ~~(2~) = 2m, z&en 
m > 1. 
(ii) If R N (1, a, b), K~(R; 2”) = Key, den m 3 2. 
(iii) If R ‘v (1, a, b, ab), K~(R; 2”) = ~~~(2~), when m > 2. 
SPACES OF SIMILARITIES, I 169 
Proof. The first nonzero values of K~(R; 2”“) can be found by using the 
quadratic and quaternion algebras with prescribed norm forms. 1 
Remark. More information on K~(R; n) is given in [12, Proposition 9.61 
when dim R is odd. The same methods can be used to prove that K~(R; 2’“) = 
~s~(2’~), for m 2 3, when dim R = 4 and d&R f 1. 
We can relate K”(R; n) to the Hurwitz function for h-hermitian forms over 
the algebra C = C((-l)R,) using the bar involution. 
6.6. DEFINITION [3, Sect. 31. If V is a left C-module, a A-kermitian form 
on V is a bi-additive map h: V x V + C satisfying (1) h(c . u, U) = c . h(u, v); 
(2) h(v, U) = h . h(u, v), for all u, z, E V, c E C. 
Let I: C --f F be the regular character (see [12, Section 91 for more details.) 
If (I’, h) is a nonsingular X-hermitian C-module, define B: P x I’ -F by: 
B(u, V) = Z(h(u, u)). Then (I’, B) is a h-space over F, admitting the C-action, 
and R < Sim( V, B). Conversely, if (V, B) is a h-space over F and R < Sim( V, B), 
then V becomes a C-module as usual, and a (nonsingular) X-hermitian form h 
on V can be found so that B(u, U) = Z(h(u, u)). (Compare [3, pp. 99-1001.) 
Therefore, the Hurwitz function for (F-linear) subspaces of similarities 
of X-hermitian C-modules is equivalent to the function 2(R; n). The only 
difference is the relation between C-dimension and F-dimension. 
Copying the methods above, we can define &(R; n) (compare Definitions 5. I3 
and 6.1) and prove the analog of Proposition 6.5. This gives the Hurwitz function 
for F-linear subspaces of symmetric similarities of h-hermitian C-modules. 
TABLE III 
F K = F((-u)‘/~) D = (-a, -b)lF 
Max dim of spaces of 
similarities 
PW 
Max dim of spaces of 
symmetric similarities 
PlW 
Table III displays the Hurwitz functions for X-hermitian C-modules, where 
C is a one-, two-, or four-dimensional Clifford division algebra over F. That is, 
K = F((-u)l/“) is a field (so, ((a>> is anisotropic) and D = (-a, 4)/F is a 
quaternion division algebra (so, ((a, b)) is anisotropic). Here, n denotes the 
C-dimension. 
These upper bounds are always attained when the underlying F-quadratic 
form is Pfister. 
The values in the first row are found, using different methods, in [13, 
p. 4381 when A = 1, F = R, and a = b = 1. Also, these six functions (for 
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h = 1) are exactly the functions found by Adams, Lax, and Phillips [l]. We 
explain this connection more fully: 
Let A be an F-division algebra with involution. An F-linear subspace of 
M,(A), the 1z x n matrices over A, is said to be nonsingular if every nonzero 
element of the subspace is a nonsingular matrix. Following [l], we write A(n) 
for the maximum dimension of such a nonsingular subspace, and A,(n) for 
the maximum dimension of a nonsingular subspace consisting of hermitian 
matrices. 
When V N n(l), , an A-hermitian space, a map f~ End,(Y) corresponds 
to a hermitian matrix iff j = f. Then, if V is anisotropic, a subspace of 
(symmetric) similarities gives rise to a nonsingular subspace of (hermitian) 
matrices. Therefore, for the cases A = F, K, D listed above, the six functions 
(for X = 1) do give lower bounds for A(n) and A,(n), provided the underlying 
F-quadratic forms n(l), &<a>>, and @a, b)) are anisotropic. This always 
occurs when F is an ordered field and a, b > 0. 
The significant part of the results in [I] is the fact that these lower bounds 
cannot be improved when F = [w, or, more generally, when F is real-closed. 
For arbitrary fields, which admit large-division algebras, the functions F(n), 
etc., can be much larger. 
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