In this paper, a 
Introduction
During the last years, the topic of high-level interpretation of video sequences has gained notable importance in the fields of computer vision and machine learning. Starting from low-level data (e.g. shapes, color histograms or trajectories of moving objects), the aim is to find a semantic interpretation of the video stream describing the nature of the events taking place in the scene. Two main approaches to even analysis have been proposed: explicit event recognition and anomaly detection. The former is about explicitly recognizing complex events as sequences of atomic features [1, 2] ; but it is limited in being able to recognize only the events inserted a-priori in the knowledge base. The latter does not address the problem of semantic labeling, but it is more focused on detection of anomalies by comparison with a model describing the most common patterns of activity. The majority of anomaly detection works is based on trajectory clustering; for example cluster similar trajectories using vector quantization combined with hierarchical clustering [2] [3] [4] [5] [6] [7] . Many works are based on the use of techniques already popular in other time series analysis problems such as Hidden Markov Models [8] . Another common approach based on the trajectories can be found in literature
Tracking the moving hands is usually an enabling step for supermarket monitoring in security managing, [10] .
for example abnormality deportment analysis, and activity recognition [5, 6, and 9] . One central task for tracking of moving hands is to locate the palm. Once a model is established, the moving hands in the video frames can be detected [1, 2, 3 , 4] . In this work, as a part of our research effort to develop automated video-based deportment monitoring and analysis for the supermarket, we propose an accurate and robust algorithm which is capable of operating in real-world for extracting and tracking the moving palm, unconstrained environments with complex and dynamic backgrounds. From a video, we extract important deportment information to perform automated functional assessment and detect abnormal events, such as a person who puts a merchandise onto its pocket. To design an efficient video deportment monitoring system for the public, there are two major issues we need to address. First approach is to locate the palm from the background model and fill the corresponding image region with white pixels so as to block the identifying features. The second issue is deportment analysis. Here, we extract the feature information from the moving hands silhouette (palm). In particular, to fulfill the automated monitoring task, the self-adaptive background subtraction technique [1, 2, and 6] and the YIQ skin color model are combined to detect the moving hands, and removing other moving objects. In A Monitoring System for Supermarket Based on Trajectory of Palm Youfu Wu, Gang Zhou, Jing Wu order to accurate localization at palm, a new method will be developed. After successfully detecting the moving palms, a linear prediction model is cited to realize the object tracking. To obtain the supersample which can divide the normal behavior from abnormal ones, the Self-Organizing Map (SOM) [11] is cited. In particular, the moving palms can expressed as a sample of moving trajectory. The SelfOrganizing Map (SOM) is used to divide the normal behavior from abnormal ones by analyzing the trajectory characterizations of the moving hands [10] The system . scheme presented
The remaining parts of this paper is organized as follows: section 2 presents the methods of detecting moving hands; section 3 is on the topic of tracking technique; section 4 behavior understanding and description with SOM; section 5 some experiment results are demonstrated; section 6 is the conclusions and future work.
Detecting Moving Hands
In order to detect the n hands of moving huma from the background in supermarket, some strategies are put to reach the goal.
Moving Detection
Detection of moving objects in video is the first step in visual surveillance as the subsequent processes such as tracking and behavior understanding is attached to only the moving pixels. There are some useful methods for moving detection, for instance, background subtraction is given as follows: [1 and 2] ; temporal differencing [ 4 ] and optical flow [ 3 ] etc. Background subtraction provides the most complete feature data, but is extremely sensitive to dynamic scene changes due to lighting and extraneous events. Temporal differencing is very adaptive to dynamic environments, but generally does a poor job of extracting all relevant feature pixels. Optical flow can be used to detect independently moving objects under the condition of camera motion, however, most optical flow computation methods are computationally complex, and cannot be applied to full-frame video streams in real-time without specialized hardware. The Orthogonal GaussianHermite moments (OGHM) While all of the methods we mentioned above have more or less drawbacks in special scene. How to develop an algorithm to fit all complex scenes is still a difficult task. In this paper, the self-adaptive background subtraction technique is advocated to detect the moving objects. In [1 and 2], a pixel is marked as foreground if |I also has a good performance in the Gaussian noise scene for detecting the moving objects as discussed in [4] .
n (x, y)-B n (x, y) |>T, where T is a threshold. The self-adaptive background is described by: . In this paper, it is set to 0.85 α = . After having detected the moving objects (for example a body), we put focus on the moving hands which played the most important role in activity analysis in supermarket monitoring. Given to the special color feature of hands, the skin color model is to discuss for skin detection.
Skin Color Model
In previous section,
we have got the moving person. While the moving hands are the truly aim we paid attention to. There, the hands are extracted from the moving person by using the implement of YIQ skin color model. The image I component in YIQ color space is calculated by: (2) where r i , g i , b i is the values of red, green and blue components of the i-th pixel in RGB color space of current pixel we observed. Let
, the skin color object is detected from the background. Hence, the skin color is defined as follows:
According to the moving and color information afforded by Eq.1, Eq.2 and 3, the moving objects of skin color are extracted from the background.
Until now, the skin color objects including hands and face are detected by the utilization of skin color model. There, some schemes are used to differentiate hands from face mentioned in literature All of these inspired us to develop a new method to overcome these difficulties. Hence we propose a new method based on Principal Component Analysis (PCA) [7] .
Accurate Localization at Palms
The hands in previous section we mentioned to including palm, wrist and arm, in order to improve the accuracy of tracking. We need to separate the palm from the arm. What puzzled us is that the palm points and arm points share the common visual features we obtained: motion model (refer to the detection technique) and the skin color model. In particular, since the most common techniques for foreground object detection in dynamic scene are inter-frame difference or background suppression, all the moving points including palm and arm are detected at the same time. Additionally, arm points are usually adjacent to palm points and with the more commonly used segmentation techniques arm and palm are merged in a single blob. What's more, the arm and the palm both belong to skin color. Thus, it's hard to divide them into two parts by traditional skin color model or moving segmentation techniques.
These aspects inevitably cause a fatal shortcoming: the problem is that the object shape is falsified and all the measured geometrical properties are affected by an error. This affects both the assessment of moving object position (normally given by the shape centroid) and many higher level surveillance tasks such as behavior understanding.
[12] and the hand characters to figure it out.
A
Prior to the introduction to our approach, some assumptions about hands are set as follows: (a) The diameter of palm is longer than wrist and arm in statistics, and gets the minimum at wrist. (b) Due to the different lengths of fingers, it will appear more interstices on the part of palm in image sequence.
Based on the two assumptions we address above, we can distinguish the palm and arm apart. The method we proposed has some relevant steps as follows:
(1) To rectify the aim image with PCA; (2) To calculate the diameters of the image; (3) To calculate the segment number of the image. According to step 2 and 3, we can get the palm.
Tracking Palm
When we obtained the region of moving object in a frame image, for realizing the object tracking, the matching technique must be cited. In this paper, the centroid of moving region, the skin color and the region shape are selected as features.
Centroid Feature
For a region R of the moving object in 2D, its mass is defined as follows:
So its centroid is defined by:
where N is the number of moving pixels in region R..
Color Feature
The color feature we selected just is the YIQ skin color model we discussed in previous section.
Shape Feature
To describe the shape of an object, the Fourier Descriptor for image shape feature extraction is cited. The shape of an object R usually refers to its edge coordinate sequences. Given by :
x n y n = ( ) ( ) j ( ) z n x n y n = + (7) For ( ) z n , its Discrete Fourier Transform is defined by:
Its Inverse Discrete Fourier Transform is given by:
where ( ), 0 1 a k k N ≤ ≤ − is named the Fourier Descriptor of object R. We can use ( ) a k to depict the shape of R, and to recover its shape ( ) z n by Eq.9.
Behavior Understanding and Description with SOM
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After successfully tracking the moving hands between successive frames in an image sequence, the problem of understanding human behaviors comes to us. Behavior understanding is to analyze and recognize human motion patterns, and to produce a high-level description of actions and interactions. It may be simply considered as a classification problem of time-varying feature data, for instance, matching an unknown test sequence with a group of labeled reference sequences representing typical human actions. Usually the centroid sequence of moving object is regarded as the time-varying feature data. In this paper, it refers to the centroid sequences of the moving hands.
The subsequent troubles are that: how to define a standard for normal and abnormal sequences. How to ensure both training and matching methods are feasible on special application.
Dynamic time warping (DTW) [7] , Hidden Markov models (HMMs) [8] and Neural network (NN) [11] are the most commonly used methods for analyzing time-varying data. In this section, the SelfOrganizing Map (SOM) [11] { }
is considered. The parameters of SOM are set as follows:
Input features for SOM
To learn the activity patterns, the trajectories and the shape features of the moving palms are chosen as the SOM input.
There, a trajectory is composed of centroids of an object at different times. For an object i which has existed for n frames, its trajectory was express by: (10) where (
is a centroid at i-th frame of object i.
In order to acquire the speed information of moving object, the instantaneous speed at time i is calculated by:
To capture the global shape properties of the moving object, we elaborated an approach based on Fourier Descriptor discussed in section III (C: Shape feature). In this way, the global shape features are helpful to keep more trajectory details for better classification. In this paper, we select ten percentages of its coefficients a(k) which represent the high frequency signal as its shape characters. It means that we just use ten percentages of its edge information to cover almost whole shape information.
The property of a trajectory at time i is described by:
Therefore, for object i the whole trajectory features is defined by:
We use the whole trajectory features F i as an input to the SOM network. It can be seen that each input vector contains full information on a trajectory, including shape, position, and velocity at each position. The network structure must be superior to the ordinary structures.
Assume that for an object j, it has existed for m frames, (m<n).The input should be set as follows:
where the number of zero in Eq.14 is ( ) n m − . In order to gain the better training performance of the SOM, the number of training samples (the trajectories) must be large enough, in our experiments, two hundreds items of trajectories are collected as the training data. Because of the different length of trajectories, we just need to find out the maximal points N of the longest trajectory, the same dealing on the remaining trajectories should be executed as Eq.14. All of the components in F i should be standardization. 
Output Layer for SOM
Each output neuron is a symbol of a behavior pattern. Generally speaking, the more neurons used in output layer the greater accuracy of the patterns are classified. The number of output neurons needed for good accuracy depends on the complexity of a scene. The more complex the scene is, the more output neurons are required. The number of output neurons is manually selected. Under the condition of the supermarket, all of the behavior patterns are divided into two classes normal or abnormal (when a shopper takes goods into his pocket, we thought his behavior is abnormal). It indicates that the output layer has two neurons W 1 , W 2 (0, 1) ; the components in both of them are set to the random numbers lies in . Every neuron has the same dimension with F i . For in the training stage, the Euclidean distance which requires for the same dimension is measured as the similarity between the input vector and the output layer neurons. We adopt the 'Winner Takes All' as the learning rules.
Anomaly Detection with SOM
After the SOM network has finished the training, it could be used as a classifier for a moving trajectory. The trajectory is recorded when the shopper picks merchandise up from the shelf and input into the network, be normalized as above steps, the Euclidean distance is calculated between the trajectory and W 1 ,W 2 ;if it gets smaller with W 1 , this behavior pattern of this trajectory is regarded as the pattern W 1
In thispart, in order to test the validity of the proposed approach, experimental results on real data sets are here given. represents. The approach described in the previous section seems reasonable if applied to data sets with a single cluster containing the majority of trajectories and few sparse outliers. However, it is not clear how it would work in presence of several clusters.
Experiment Results
Effect of Part Methods
In Fig.1, (a) and (b) are the original images for test. The black lines are the centroid sequences of palm, the red lines are the centroid sequences of hand. Fig.2 (a) and (b) show the corresponding moving objects in Fig.1 . Fig.3 shows the moving objects with skin color of Fig.1 excludes from the face region. In order to locate at the palm, the rectified image with PCA of Fig.3 shows in Fig.4 . Fig.3 . In Fig.6 , the diameter and segment features are calculated to divide arm from palm, and the moving palm are extracted out from Fig.1 . Fig.7 reveals how to calculate the segment character. In the upper part of the image, the segment number is 3 which is bigger than the nether part. There for, the upper part was considered as the palm.
According to these experiment results, we can see that these algorithms proposed are effectives . 
Error of Demeanour Detection
In this part, the camera faces the person (view Figure.8(a) ). A segment video is taken every 15 0 angle, and contains 50 comportments of right (hand) position movement. The error detection number for different view points is shown in Figure.8(b) ).
According to Fig.8(b) , we can see that as long as the cameras are located properly, the system is the basic available.
As the report that it is based on behavior detection of gestures to a management system of supermarket has not found in the literature, so that we can not give the comparison results with other methods.
Conclusions and Future Work
In this paper, we have developed an accurate and robust moving hands (palm) tracking scheme. We extracted feature variables in the RGB color space and region of palm. To deal with the challenges of moving palm track, we perform the adaptive background update and modeling using the skin color. A prediction model is cited to realize the object tracking. The Self-Organizing Map is used to distinguish normal behavior from abnormal ones by analyzing the trajectory characterizations of the moving hands. The supermarket should be monitored with special intelligent machine automatically. In our future work, we shall address the problem of tracking the multi-persons. 
