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Abstract
Drinfeld modules and their application to factor
polynomials
T.H. Randrianarisoa
Department of Mathematics,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc (Maths)
December 2012
Major works done in Function Field Arithmetic show a strong analogy between
the ring of integers Z and the ring of polynomials over a ﬁnite ﬁeld Fq[T ]. While
an algorithm has been discovered to factor integers using elliptic curves, the
discovery of Drinfeld modules, which are analogous to elliptic curves, made it
possible to exhibit an algorithm for factorising polynomials in the ring Fq[T ].
In this thesis, we introduce the notion of Drinfeld modules, then we demon-
strate the analogy between Drinfeld modules and Elliptic curves. Finally, we
present an algorithm for factoring polynomials over a ﬁnite ﬁeld using Drinfeld
modules.
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Uittreksel
Drinfeld modules en hul toepassings tot faktor polinome
(Drinfeld modules and their application to factor polynomials)
T.H. Randrianarisoa
Departement Mathematik,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc (Wisk)
Desember 2012
'n Groot deel van die werk wat reeds in funksieliggaam rekenkunde voltooi
is toon 'n sterk verband tussen die ring van heelgetalle, Z, en die ring van
polinome oor 'n eindige liggaam, F[T ]. Terwyl daar alreeds 'n algoritme, wat
gebruik maak van elliptiese kurwes, ontwerp is om heelgetalle te faktoriseer,
het die ontdekking van Drinfeld modules, wat analoog is aan elliptiese kurwes,
dit moontlik gemaak om 'n algoritme te konstrueer om polinome in die ring
F[T ] te faktoriseer.
In hierdie tesis maak ons die konsep van Drinfeld modules bekend deur sekere
aspekte daarvan te bestudeer. Ons gaan voort deur 'n voorbeeld te voorsien
wat die analoog tussen Drinfeld modules en elliptiese kurwes illustreer. Uitein-
delik, deur gebruik te maak van Drinfeld modules, bevestig ons hierdie analoog
deur die algoritme vir die faktorisering van polinome oor eindige liggame te
veskaf.
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Chapter 1
Introduction
Interest for factoring polynomials has increased as it has many applications in
the ﬁeld of Computer algebra, Coding theory, Cryptography. For example, it
can be applied to compute discrete logarithms, which is an important problem
in public-key cryptography, over ﬁnite ﬁelds of prime-power order.
There are already many algorithms for factoring polynomials over ﬁnite ﬁeld
but research still continues to develop better methods. The Berlekamp's and
the Cantor-Zassenhaus' algorithms are examples of algorithms to factor poly-
nomials over ﬁnite ﬁeld. However since the development of the theory of
Drinfeld modules, which is a generalisation of the notion of elliptic curves, a
new algorithm was developed independently by A. Panchishkin and I. Potem-
ine (Panchishkin and Potemine, 1989), and also by van der Heiden (van der
Heiden, 2004).
1.1 Elliptic curves and integer factorisation
As we have said earlier, the notion of Drinfeld modules is a generalisation
of the notion of Elliptic curves. Thus one might think if an analogous theory
exists on the side of Drinfeld modules, if we have one in the case of elliptic.
Indeed, the algorithm we will develop is analogous to the following algorithm,
called Lenstra elliptic curve factorization or elliptic curve factorization method
(ECM). So it is natural to ﬁrst see that algorithm.
1.1.1 ECM algorithm
In this algorithm we will deal with an elliptic curve E of the generic form i.e.
its equation is of the form
y2 = x3 + ax+ b. (1.1.1)
In addition to the points on the curve we also have another point O and we
can form an abelian group with identity O. More explanation about this can
be found in Silverman (2009).
1
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Here are the steps of the algorithm. Suppose n is the integer to be factored
and we assume that 2 or 3 doesn't divide n. We can also suppose that n is not
a perfect power.
1. Choose an elliptic curve y2 = x3 +ax+b ( mod n) and a point P = (x0, y0)
on the curve. We choose the integer a in such a way that gcd (4a3 + 27c2, n) 6=
n.
2. If gcd (4a3 + 27c2, n) 6= 1, then we get a proper factor of n. Otherwise go
to the next step.
3. Choose e as a product of many small prime numbers and compute eP which
is the e times sum of P w.r.t the group law.
4. eP is of the form
(
p
u2
, q
u3
)
and we set v = gcd (u, n).
5. If v 6= 1, n, then we have a trivial factor of n. If v = n we go to step 3 by
choosing a smaller e. Otherwise for v = 1, we can either choose another
curve in step 1 or increase e in step 3.
This algorithm uses the trial and error method. Namely, one execution of this
algorithm gives us a proper factor for some choice of curve and also for some
choice of e. Indeed, let us assume that Ep is the set of points satisfying the
equation (1.1.1) modulo p, where p is a proper factor of n. Suppose also that
]Ep divides e. Then, for a rational point P on the curve E, eP = O, where P
is the reduction of P modulo p. One shows that p divides u. Hence, we get a
proper factor gcd (u, n), assuming that, for our choice of curve and e, n is not
a divisor of u. Therefore, the algorithm gives a proper factor for appropriate
choices of elliptic curve. For more details on this, we can refer to Silverman
and Tate (1994, chap. IV).
1.2 Carlitz module
The notion of Elliptic modules was introduced by Drinfeld, in his paper Drin-
feld (1974), as a generalisation of the notion of elliptic curves. Nowadays,
this concept is known as Drinfeld modules. Although, the article was pub-
lished in 1974, a particular case of Drinfeld modules was already studied by
Carlitz in the 1930's (Carlitz, 1932a, 1935). This is a Drinfeld module of rank
1 and is called Carlitz modules.
So before we study the notion of Drinfeld modules, let us brieﬂy see the simplest
case which is the Carlitz module.
Deﬁne the ring A = F [T ] as the ring of polynomials in the variable T with
constants in F, where F is a ﬁnite ﬁeld of prime characteristic p and cardinal
q. Let k = F (T ) be the fraction ﬁeld of A. Let us denote by ∞ the place
of k given by the element T−1. Notice that, the ring A is exactly, the ring
Stellenbosch University http://scholar.sun.ac.za
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of elements of k such that the only poles are at ∞. The place ∞ induces a
topology on k and let us denote by k∞ the completion of k w.r.t. this topology.
The algebraic closure k∞ of k∞ is not complete but if we take the completion
C∞ of k∞, we see that C∞ is both complete and algebraically closed.
Remark 1.2.1. This setup has the following equivalence between number ﬁeld
and function ﬁeld:
Number ﬁeld: Z Q R C C
Function ﬁeld: A k k∞ k∞ C∞
.
1.2.1 The Carlitz exponential function
Let j be an integer. We deﬁne [j] = T q
j − T ∈ A. Let us also deﬁne pi by
pi =
∞∏
j=1
(
1− [j]
[j + 1]
)
.
We will soon see that this product is well deﬁned in k∞. Let us ﬁrst assume
this fact, so that we can deﬁne an A-lattice, piA, of C∞. This lattice is of
dimension 1, so that the object we will construct is called of rank 1. To do the
construction, let us work out the exponential function,
eA (z) = z
∏
λ∈A−{0}
(
1− z
λ
)
.
Let n be a non-negative integer and let us denote the set of polynomials in A
with degree less than n by An = {a ∈ A : deg a < n}. We deﬁne for n ≥ 0,
e′An (z) =
∏
a∈An
(z − a) .
Deﬁnition 1.2.2. We deﬁne L0 = D0 = 1, and for n ≥ 1,
Ln =
n∏
j=1
[j] and Fn =
n−1∏
j=0
[n− j]qj .
For the function e′An , Carlitz has shown the following property (Carlitz, 1932b):
Theorem 1.2.3. Let n ≥ 0 be an integer. Then,
e′An =
n∑
i=0
(−1)n−i zqi Fn
FiL
qi
n−i
.
Taking some polynomials and their product in the ring A, we get the next
results, as found in Goss (1997, chap. 3).
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Proposition 1.2.4.

∏
a monic in A
deg a=n
a = Fn,

∏
a∈A−{0}
deg a=n
a = (−1)n Fn
Ln
,
 Fn =
(
T q
i − T
)
F qn−1.
Now, as a and −a are both in An, then we also have
e′An (z) =
∏
a∈An
(z − a) =
∏
a∈An
(z + a) . (1.2.1)
We multiply the equality in theorem 1.2.3 by (−1)n Ln
Fn
. Using the proposition
1.2.4 and the equation (1.2.1), we have
z
∏
a∈A−{0}
deg a<n
(z
a
+ 1
)
=
n∑
i=0
(−1)i zqi Ln
FiL
qi
n−i
.
Again, interchanging a and −a, we get
z
∏
a∈A−{0}
deg a<n
(
1− z
a
)
=
n∑
i=0
(−1)i zqi Ln
FiL
qi
n−i
. (1.2.2)
Moreover, as we will see later in the proposition 2.4.6,
eAn (z) := z
∏
a∈A−{0}
deg a<n
(
1− z
a
)
,
converges in C∞ when n → ∞. But k∞ is complete, then the limit must be
in k∞. Hence,
∑n
i=0 (−1)i zq
i Ln
FiL
qi
n−i
converges in k∞.
Lemma 1.2.5. Suppose, pii :=
[1]
qi−1
q−1
Li
, then,
pii =
i−1∏
j−1
(
1− [j]
[j + 1]
)
.
Hence, pii converges to pi :=
∏∞
j=1
(
1− [j]
[j+1]
)
.
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Proof. We have,
i−1∏
j=1
(
1− [j]
[j + 1]
)
=
i−1∏
j=1
(
[j + 1]− [j]
[j + 1]
)
=
i−1∏
j=1
(
[1]q
j
[j + 1]
)
=
∏i−1
j=0 [1]
qj
Li
=
[1]
qi−1
q−1
Li
.
What remains to show is the convergence since the limit will come automati-
cally. But [1]
qi−1
q−1
Li
converges in k∞ as it is a Cauchy sequence in that ﬁeld which
is complete. 2
Now, eAn (z) =
∑n
i=0 (−1)i zq
i Ln
FiL
qi
n−i
, then, as pii → pi, we get
eAn (z) =
n∑
i=0
(−1)i zqi pi
qi
n−i [1]
qn−1
q−1
[1]
qn−qi
q−1 pinFi
=
1
pin
n∑
i=0
(−1)i zqi pi
qi
n−i [1]
qi−1
q−1
Fi
. (1.2.3)
Obviously, lim eAn = eA. This suggest us the following theorem, which we will
not prove here:
Theorem 1.2.6. The series
1
pin
n∑
i=0
(−1)i zqi pi
qi
n−i [1]
qi−1
q−1
Fi
,
converges as n→∞ and
eA (z) =
1
pi
∞∑
i=0
(−1)i zqi pi
qi [1]
qi−1
q−1
Fi
.
Remark 1.2.7. The theorem 1.2.6 does not follow directly from the equation
(1.2.3). The problem is here that the index n is inside the summation as well as
it is also the order of the summation. More details are in Goss (1997, chap. 3)
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We now, set ξ to be a (q − 1)-th root of [1], thus we get
eA (z) =
1
pi
∞∑
i=0
(−1)i zqi pi
qi [1]
qi−1
q−1
Fi
=
1
pi [1]
1
q−1
∞∑
i=0
(−1)i zqi pi
qi [1]
qi
q−1
Fi
=
1
piξ
∞∑
i=0
(−1)i zqi (piξ)
qi
Fi
.
From all of these, we may now deﬁne the Carlitz exponential function to be
eC (z) := epiξA (z).
Proposition 1.2.8. The Carlitz exponential function satisﬁes
piξeA (z) = eC (piξz) .
Moreover it has the complex multiplication
eC (Tz) = TeC (z)− eC (z)q .
Proof. We have
eA (z) = z
∏
a∈A−{0}
(
1− z
a
)
=
1
piξ
∞∑
i=0
(−1)i zqi (piξ)
qi
Fi
.
Now,
epiξA (z) = z
∏
a∈A−{0}
(
1− z
piξa
)
= piξ
z
piξ
∏
a∈A−{0}
(
1− z
piξa
)
= piξeA
(
z
piξ
)
.
For the second assertion, we have, from above,
eC (z) =
∞∑
i=0
(−1)i z
qi
Fi
.
Hence,
TeC (z)− eC (Tz) = T
∞∑
i=0
(−1)i z
qi
Fi
−
∞∑
i=0
(−1)i T qi z
qi
Fi
=
∞∑
i=0
(−1)i
(
T − T qi
) zqi
Fi
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By proposition 1.2.4, we get
TeC (z)− eC (Tz) =
∞∑
i=1
(−1)i−1 z
qi
F qi−1
=
∞∑
i=0
(−1)i z
qiq
F qi
=
( ∞∑
i=0
(−1)i z
qi
Fi
)q
= eC (z)
q .
Note that (−1)iq = (−1)i is obvious for an odd characteristic p. For the
characteristic p = 2, we use the fact that −1 = 1. 2
As we will see later, such an elliptic module gives rise to a twisted polynomials
φT = T − τ .
1.3 Outline
To conclude the ﬁrst chapter let us now describe brieﬂy the content of this
thesis. We will generalise the two previous sections we have seen in this ﬁrst
chapter. In Chapter 2, we will introduce the notion of Drinfeld modules over
an arbitrary ﬁeld. There we will see how we can construct Drinfeld modules
over the ﬁeld C∞. The analogy mentioned earlier will be studied in Chapter
3, where we will investigate it more closely for the Tate modules. Then, in
Chapter 4, we will develop the algorithm for factoring polynomials which is
equivalent to the ECM we have seen above; but before that we explain the
notion of Drinfeld modules over rings. Finally we will conclude in Chapter 5
and then, in the appendix, we implement this algorithm using SINGULAR
(Decker et al., 2011). We will also give one example to explain some procedures
in the program.
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Chapter 2
Drinfeld modules over ﬁelds
Let F be a ﬁnite ﬁeld, of characteristic p, with q = pr elements and let k/F
be a function ﬁeld with ﬁeld of constants F. We ﬁx a place of k, which we
denote by ∞. The degree of ∞ is denoted by d∞. We set A to be the ring
of all elements of k with the only poles at ∞. After that, we assume L is an
extension of the ﬁeld F. If we set τ to be the q-Froebenius endomorphism over
F, then all the polynomials in the variable τ form a non-commutative ring,
the skew polynomial ring, which we denote by L 〈τ〉. The multiplicative law
of the later ring is deﬁned as follow,
aτm.bτn = abq
m
τm+n.
2.1 Generalising the polynomial ring
Generally, when we deﬁne Drinfeld modules, we do not restrict ourself to a ring
A = F [T ]. Our construction of A is more general and we still have to keep
some property for that ring. For example, we have the following proposition.
Proposition 2.1.1. A is integrally closed in k. And therefore A is a Dedekind
domain.
Proof. Let R, be the integral closure of A in k. Let x be an element of R such
that the integral dependence for x over A is,
xn + an−1xn−1 + · · ·+ a0 = 0. (2.1.1)
First, we want to show that vP (x) ≥ 0 for all places P of k diﬀerent from the
∞. Suppose it is not the case for some place P 6=∞ of k.
We know that vP (ai) ≥ 0 for all 0 ≤ i < n. Therefore
(n− i) vP (x) + ivP (x) < vP (ai) + ivP (x) , for all 0 ≤ i < n.
Thus for all 0 ≤ i < n, we have vP (aixi) > vP (xn). Hence,
min
0≤i≤n−1
{
vP
(
aix
i
)}
> vP (x
n) . (2.1.2)
8
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From the equation (2.1.1),
vP (x
n) = vP
(
an−1xn−1 + · · ·+ a0
)
.
By the property of valuation,
vP (x
n) ≥ min{vP (an−1xn−1) , · · · , vP (a0)} . (2.1.3)
And we see that we have a contradiction between (2.1.2) and (2.1.3) , therefore
vP (x) ≥ 0. Thus, we have R ⊂ A. The other inclusion is obvious so that
ﬁnally we have R = A i.e. A is integrally closed.
For the second part of the theorem, Suppose a is an element of A hav-
ing a pole only at ∞. Then, as a matter of fact (see Zariski et al., 1975,
chap. V,Theorem. 19), the integral closure B of F [a] in k is a Dedekind do-
main. We want to show that B = A. We just show that A is integrally closed
so that B ⊂ A.
Notice that, for a place P diﬀerent from ∞, A = ⋂P 6=∞RP so that B ⊂ RP ,
where RP is the valuation ring of k at P . Recall that RP has a unique maximal
ideal P . As P is a maximal ideal of RP , then P is a prime ideal of RP . And
we have P ∩ B is a nonzero ideal because, if it is not the case, therefore, since
the fraction ﬁeld of R is k, we have an inclusion of k into RP/P . But since
RP/P is ﬁnite over F, thus it would be the case for k, which is impossible since
k is not algebraic over F.
Therefore P ∩ B is also a prime ideal of RP ∩ B = B, but B is a Dedekind
domain, then P ∩ B is maximal in B. Furthermore, the localisation, BP∩B,of
B at P ∩ B is a subring of RP . But this localisation is discrete valuation ring,
then it should be maximal. Thus BP∩B = RP .
Therefore we have
A =
⋂
P 6=∞
BP∩B. (2.1.4)
Implicitly, from a place of k which is not the place at inﬁnity, we get a maximal
ideal of B. Now let us take a maximal idealM of B, then BM is a place (here
we refer to the place as the valuation ring not the maximal ideal!) of k. And
this is diﬀerent from the place at inﬁnity since it contains a. Consequently, we
have a one-to-one correspondence between the places of k diﬀerent from the
inﬁnity and the maximal ideal of B. And then, the equality (2.1.4) becomes
A =
⋂
M maximal in B
BM.
And from a property of a Dedekind domain,
⋂
M maximal in B
BM = B and there-
fore A = B. 2
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Generalising the ring A implies that we also generalise the notions from poly-
nomial ring. Hence,
Lemma 2.1.2. If A is a Dedekind domain contained in k and a ∈ A, then for
a prime ideal I of A, if the localization of A at I gives a place of k with maximal
ideal P , we have vP (a) = m, where m is the power of I in the decomposition
of (a) as factor of prime ideals of A.
Proof. Suppose (a) = Im
∏
k J
mk
k is the factorization of the ideal generated by
(a), then we have
aAI = I
m
∏
k
Jmkk AI .
Now, JkAI is an ideal of AI . An element of P is of the form
i
s
, where i ∈ I
and s /∈ I. Taking an element j of Jk which is not in I, we have is = j isj . And
the last one is an element of JAI . Thus P ⊂ JkAI . And since this inclusion is
strict, by the maximality of P , we have JkAI = AI .
Therefore (a)AI = I
mAI = P
m. And then vP (a) = m. 2
Deﬁnition 2.1.3. For an element a of A, we deﬁne deg a = −v∞ (a) d∞.
Remark 2.1.4. A place of k is given by a discrete valuation ring R with max-
imal ideal P . One show that we actually have a one-to-one correspondence
between places diﬀerent from ∞ and the prime ideals of A by the following
correspondence:
P (ideal of A)⇔ (AP , PAP ) .
From this correspondence, sometimes we refer to the place P as the prime ideal
of A. Moreover, the lemma 2.1.2 and the fact that A/Pm ≡ AP/ (PAP )m allow
us to deﬁne vP and degP with the same notions whenever we are thinking of
P as a place of k, or a prime ideal of A.
Theorem 2.1.5. If a ∈ A, then the dimension of A/ (a) over F is equal to
deg a.
Proof. If the factorisation of (a) is
∏
P P
vP (a), P running through the prime
(thus maximal) ideals of A, then the Chinese remainder theorem gives us
A/ (a) =
⊕
P
A/P vP (a).
Therefore the dimension of A/ (a) is equal to
∑
P dimFA/P
vP (a), P is running
through all the prime ideals of A.
Now, since P is a maximal ideal of A so that A/P vP (a) is isomorphic to
AP/ (PAP )
vP (a), then
A/ (a) =
⊕
P
AP/ (PAP )
vP (a) ,
Stellenbosch University http://scholar.sun.ac.za
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P is running through all the prime ideals of A.
Now, PAP is a principal ideal, then (PAP )
i−1 / (PAP )
i ∼ AP/PAP . On the
other hand
AP/ (PAP )
vP (a)−1 ∼
(
AP/ (PAP )
vP (a)
)
/
(
(PAP )
vP (a)−1 / (PAP )
vP (a)
)
.
But for two vectorial spaces W ⊂ V over F, we have dimF V/W = dimF V −
dimFW . And therefore,
dimFAP/ (PAP )
vP (a) = vP (a) deg (PAP ) ,
(PAP is actually the place corresponding to the prime P ), and then we have
dimFA/ (a) =
∑
P
vP (a) deg (PAP ) .
As P running through all the prime ideals of A, then PAP is running through
all the places of k diﬀerent from ∞. And then
dimFA/ (a) =
∑
P
vP (a) degP,
where P is now running through all the places of k, diﬀerent from ∞. As the
degree of the principal divisor (a) is equal to zero, then
∑
P vP (a) degP =
−v∞ (a) d∞. Therefore
dimFA/ (a) = deg a.
2
Proposition 2.1.6. Let ClA denotes the class group of A as a Dedekind do-
main; D, the group of divisors of k; P, the group of principal divisors; D0, the
group of divisors of degree zero. Then the following sequence is exact,
(0) // D0/P // ClA // Z/ (d∞) // (0) .
And thus, if ]ClA = hA, then hA is ﬁnite with hA = d∞hk, where hk is the
class number of k.
Proof. We saw, in remark 2.1.4, that there is a one-to-one correspondance
between the prime ideals of A and the places of k diﬀerent from ∞. Thus,
we can regard ClA as the subgroup of D, generated by places diﬀerent from
∞, modulo the subgroup of principal divisors without ∞ (i.e. the elements∏
P 6=∞ P
vP (a), a ∈ k∗). So we construct the second morphism in the sequence
as D =
∏
P 6=∞ P
vP (D)∞v∞(D) 7→∏P 6=∞ P vP (D). And this is obviously injective.
The third morphism is nothing else than the degree of a divisor modulo d∞.
Since the degree of a principal divisor is equal to zero, this morphism is well
deﬁned. And it is injective since, for m ∈ Z/ (d∞), we take D = Pm, where
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P is a place of degree 1 (This exist by Schmidt's Theorem (Schmidt, 1931)).
To complete the proof of the exactness of the sequence, we need to show that
the image Im of the second morphism is equal to the kernel Ker of the third
morphism. The degree of the element
∑
P 6=∞ P
vP (D)∞v∞(D) ∈ D0/P being
equal to zero, hence Im ⊂ Ker. If deg∏P 6=∞ P vP (D) = md∞, then we just
complete it by ∞m to get the other inclusion.
The remaining part of the proposition follows as hk is ﬁnite. 2
2.2 Torsion modules
It is normal that we study the torsion modules over a Dedekind domain. Let
A, be a Dedekind domain and assumeM is an A-module. Recall that a torsion
submodule of M is, for a non-zero ideal I of A, deﬁned by
M [I] = {m ∈M : mx = 0,∀x ∈ I} .
For two relatively prime ideals of A, I1 and I2, there are some elements x ∈ I1
and y ∈ I2 such that x + y = 1. Thus any elements m of M [I1I2] can be
written as mx + my = m. By the deﬁnition of the torsion modules, we see
that this sum is actually direct, i.e.
M [I1I2] = M [I1]⊕M [I2] . (2.2.1)
By induction, this implies
M
[
Ik11 I
k2
2 · · · Iknn
]
= M
[
Ik11
]⊕M [Ik22 ]⊕ · · · ⊕M [Iknn ] , (2.2.2)
where the Ii's are relatively prime.
Deﬁnition 2.2.1. Let I be a maximal ideal of A. We deﬁne the I-primary
component of a module M , M [I∞], to be the union of the torsion submodules
of M given by the powers of I i.e.
M [I∞] = ∪∞l=1M
[
Il
]
.
Proposition 2.2.2. If the module M is also a torsion module, then it is a
direct sum of all the M [I∞], I maximal ideals of A i.e. , if M is the set of all
maximal ideals of A, then,
M =
⊕
I∈M
M [I∞] . (2.2.3)
Proof. For an element m ∈ M , we can ﬁnd an element x ∈ A, such that
xm = 0. Taking the torsion submodule given by the principal ideal (x), we
have from the identity in (2.2.2),
M [(x)] = Mφ
[
Ik11
]⊕Mφ [Ik22 ]⊕ · · · ⊕Mφ [Iknn ] ,
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where Ik1Ik2 · · · Ikn is the prime decomposition of (x). Asm belongs toM [(x)]
and a prime ideal is maximal in a Dedekind domain, then we see that m ∈∑
I∈MM [I
∞]. Thus we have we sum
M =
∑
I∈M
M [I∞] .
Now if 0 =
∑r
l=1 ml, with ml belonging to some primary component M [I
∞
l ],
then we must have ml ∈M [Irl ]. Thus, by (2.2.2), we must have ml = 0 for all
1 ≤ l ≤ r. Therefore the sum is direct. 2
Now let us have an exact sequence of torsion A-modules
(0) //M1 //M2 //M3 // (0)
If I is a maximal ideal of A, then this sequence induces an exact sequence on
the I-primary components i.e. the following sequence is exact
(0) //M1 [I
∞] //M2 [I∞] //M3 [I∞] // (0) (2.2.4)
If we have a maximal ideal I of A, then let us take an uniformizer pi of I. As(
pil
)
= IlP, for some prime P relatively prime to I, we have by (2.2.1),
M
[
pil
]
= M
[
Il
]⊕M [P] .
Then, we have
M
[
pil
]
[I∞] = M
[
Il
]
[I∞]⊕M [P] [I∞] .
But (M [P]) [I∞] = (0), thus we have the following proposition:
Proposition 2.2.3. For a maximal ideal I of A, and a uniformizer pi of I,
M
[
Il
]
= M
[
pil
]
[I∞] .
Next, let us deﬁne the sequence,
(0) //M [pi] //M
[
pil
] f
//M
[
pil−1
]
// (0) ,
where f is given by the multiplication by a uniformizer pi of a maximal ideal
I.
If M is divisible, then this sequence is exact. Thus, by (2.2.4) and the propo-
sition 2.2.3, we have the following theorem, which is the result we need later
when we work with Drinfeld modules:
Theorem 2.2.4. For a divisible A-module M and a maximal ideal I of A, we
have an exact sequence
(0) //M [I] //M
[
Il
] f
//M
[
Il−1
]
// (0) .
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2.3 The notion of Drinfeld modules
Deﬁnition 2.3.1. Let L be a ﬁeld. A ﬁeld over A or simply an A-ﬁeld is an
F-algebra morphism δ : A→ L. We also say that L is an A-ﬁeld.
The A-ﬁeld δ induces a natural A-module structure on L. In practice this
morphism is set to be the inclusion map or a reduction modulo a prime ideal
of A.
Deﬁnition 2.3.2. Considering L as an A-module via δ, the A-characteristic
of L is the kernel, ker δ, of the map δ. ker δ is a prime ideal of the ring A.
Deﬁnition 2.3.3 (Drinfeld A-modules). Let δ be an A-ﬁeld and suppose D :
L 〈τ〉 → L,∑ lnτn 7→ l0 is the derivative at zero.
A Drinfeld A-module φ over the ﬁeld L is a F-algebra homomorphism from A
to the ring of twisted polynomials L 〈τ〉 such that D ◦ φ = δ, and φ(A) * L.
For simpliﬁcation we will denote the image of a ∈ A by φa instead of φ (a) and
we deﬁne the degree deg φa as the degree of φa thought as a polynomial in τ .
Deﬁnition 2.3.4. Let φ be a Drinfeld module and suppose δ is the corre-
sponding A-ﬁeld, the characteristic charφ of the Drinfeld modules φ is the
A-characteristic of L via δ.
2.3.1 The module structure
It is not clear why we are calling the map φ as a module. This comes from the
fact that we can construct a new A-module structure on any L-algebra M , by
deﬁning the external product as
a.u = φa (u) , for all a ∈ A, u ∈M.
Usually, we denote the A-module as Mφ, if the module structure comes from
φ.
Like many structure in algebra, we can then deﬁne a torsion submodule as
Mφ [a] = {u ∈Mφ : φa (u) = 0} .
Generally, we can deﬁne, for an ideal I of A,
Mφ [I] = {u ∈Mφ : φa (u) = 0, ∀a ∈ I} .
2.3.2 The category of Drinfeld modules
In this section, we look a bit in the category formed by Drinfeld A-modules
over L, where the morphisms are isogenies. Let us denote this category, for a
ﬁxed δ, by DrinL (A).
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Proposition 2.3.5. Suppose φ is a Drinfeld A-module. Then, for some posi-
tive rational number rφ, deg φa = −rφ v∞ (a) d∞, for all a in A. In other word,
deg φa = rφ deg a.
Proof. If v (a) = − deg φa, v deﬁnes a valuation on A. Indeed,
 we can assume v (0) =∞;
 v (ab) = v (a) + v (b);
 and ﬁnally v (a+ b) ≥ min {v (a) , v (b)}.
Now, this valuation can be extended to a valuation on k which corresponds to
the place ∞, since only the valuations from this place are negative on A. The
equivalence between these valuations yields, for some positive rational rφ and
all a ∈ A,
v(a) = rφ d∞v∞ (a) .
2
Deﬁnition 2.3.6. The number deﬁned in the proposition 2.3.5 is called the
rank of a Drinfeld module.
Now let us continue to the notion of height of a Drinfeld A-module. We assume
that φ is a Drinfeld A-module with nonzero characteristic Q.
Deﬁnition 2.3.7. We deﬁne the map ω, such that ω (a) is the index of the
smallest power of τ with nonzero coeﬃcient in φa (we deﬁne ω(0) =∞).
We have the following theorem:
Proposition 2.3.8. There is a positive rational number hφ, such that
ω (a) = hφvQ (a) degQ, ∀a ∈ A.
Proof. The map ω deﬁnes a valuation on A, thus it extends to a valuation on
k. The valuation rings given by this valuation corresponds to Q. Thus the two
valuations ω and vQ are equivalents. The result follows immediately. 2
Deﬁnition 2.3.9. For a Drinfeld A-module φ of characteristic Q, if Q 6= (0),
we deﬁne the height as the unique positive rational number hφ in the theorem
2.3.8. If Q 6= (0), then we set hφ = 0.
One may ask which morphism can we deﬁne for us to have a category.
Deﬁnition 2.3.10. If φ, ψ are two Drinfeld A-modules, then we deﬁne a mor-
phism from φ to ψ as an element f ∈ L 〈τ〉 such that fφa = ψaf for all
elements a ∈ A. The set of morphisms from φ to ψ is denoted by homL (φ, ψ).
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In fact, when we take an algebraically closed ﬁeld extension M of L, then as
A-modules, f is an homomorphism from Mφ to Mψ. Hence, like in the theory
of Elliptic curves, we have the following notion.
Deﬁnition 2.3.11. A non-zero morphism between two Drinfeld A-modules ψ
and ψ is called an isogeny. Thus, two Drinfeld A-modules are called isogenous
if homL (φ, ψ) has a non-zero element.
The ﬁrst property we have from two isogenous Drinfeld modules is about their
rank and height:
Proposition 2.3.12. Two isogenous Drinfeld modules φ, ψ have the same rank
and height.
Proof. If φ and ψ are isogenous, then for some non-zero f ∈ L 〈τ〉, for all
a ∈ A, fφa = ψaf . Then deg fφa = degψaf so that deg φa = degψa. Hence,
by the deﬁnition of the rank we have, rφ v∞ (a) d∞ = rψ v∞ (a) d∞. Simplifying,
we get the result. For the height, fφa = ψaf also gives us hφvQ (a) degQ =
hφvQ′ (a) degQ
′. Where Q and Q′ are respectively the characteristic of φ and
ψ. If we knew that Q = Q′, then we are done. So let us show that these
characteristics are the same. If the constant term of f is 0, then we can remove
some factor power of p, so that f1φ
′
a = ψ
′
af2, where both f1, f2 have constant
coeﬃcients diﬀerent from 0. What we should notice is that the constant term
of φa(resp. ψa) equals to zero is equivalent to the constant term of φ
′
a(resp.
ψ′a) equals to zero. And the equality Q = Q
′ follows immediately. 2
If φ ∈ DrinL (A), then for an ideal I of A, the left ideal of L 〈τ〉 generated
by the image of I by φ is principal. We take this result from the fact that
the left ideals of L 〈τ〉 are principal (see Goss, 1997, chap. 1). Keeping these
notations, we have the following deﬁnition:
Deﬁnition 2.3.13. The skew polynomial φI is deﬁned to be the unique monic
generating the left principal ideal generated by the image of an ideal I of A
by the Drinfeld A-module φ.
Remark 2.3.14. If I is an ideal of A, then φI is a ﬁnite linear combination of
φai , where ai ∈ I. The same for φa, a ∈ I, it is a multiple of φI . Thus φI
vanishes if and only if φa vanishes for any a in I. Therefore, for an L-algebra
M , we also have
Mφ [I] = {u ∈Mφ : φI (u) = 0} .
We have the following proposition:
Proposition 2.3.15. If φ ∈ DrinL (A), then for a nonzero ideal I of A, φI is
an isogeny from φ ∈ DrinL (A) to a unique ψ ∈ DrinL (A).
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Proof. 〈φI〉φa ⊂ 〈φI〉 for any element a of A. Thus for a ∈ A, there exists
a unique skew polynomial ψa such that φIψa = ψaφI. This gives a F-algebra
ψ : A −→ L 〈τ〉 and this is a Drinfeld A-module. What we didn't prove is that
the F -algebra homomophism D ◦ ψ : A −→ L is equal to δ i.e. φ and ψ has
the same ﬁeld over A. We will see this in the corollary 2.3.20. 2
We denote the Drinfeld A-module ψ in the proposition 2.3.15 by I∗φ. In fact,
although we haven't yet proved that I ∗φ is actually in DrinL (A), we still can
have this deﬁnition.
Here are some properties of this notion:
Proposition 2.3.16. If φ ∈ DrinL (A), and I1, I2 are ideals of A, then,
(a) φI1I2 = (I1 ∗ φ)I2 φI1;
(b) I1 ∗ (I2 ∗ φ) = I1I2 ∗ φ;
(c) φ(a) = l
−1φa, for a ∈ A, where l is the leading coeﬃcient of φb.
Proof.
(a) As (I1 ∗ φ)I2 φI1 is a monic, then to prove ﬁrst assertion, we need to show
that (I1 ∗ φ)I2 φI1 also generates the left ideal generated by {φI1I2}. In-
deed,
(I1 ∗ φ)I2 φI1 =
∑
x
(I1 ∗ φ)x φI1 , for some ﬁnite x ∈ I2
=
∑
x
φI1φx, by deﬁnition of ∗
=
∑
x
∑
y
φyφx, for some ﬁnite y ∈ I1
=
∑
x,y
φyx.
Thus (I1 ∗ φ)I2 φI1 belongs to the ideal generated by φI1I2 . Conversely, let
us prove that φI1I2 belongs to the ideal generated by (I1 ∗ φ)I2 φI1 . We
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have,
φI1I2 =
∑
a
φa, for some ﬁnite a ∈ I1I2
= φ∑ a, but∑ a ∈ I1I2, thus
= φ∑ yx, for some ﬁnite y ∈ I1 and x ∈ I2
=
∑
y,x
φyφx
=
∑
y,x
fyφI1φx, for some twisted polynomial fy
=
∑
y,x
fy (I1 ∗ φ)x φI1 .
As (I1 ∗ φ)x, for x ∈ I2, belongs to the ideal generated by (I1 ∗ φ)I2 , the
result follows.
(b) For the second point, by the ﬁrst property, we have
φI1I2φa = (I1 ∗ φ)I2 φI1φa
= (I1 ∗ φ)I2 (I1 ∗ φ)a φI1
= (I2 ∗ (I1 ∗ φ))a (I1 ∗ φ)I2 φI1
= (I2 ∗ (I1 ∗ φ))a φI1I2 .
But I1I2 ∗φ is the unique twisted polynomial satisfying this relation, then
we have our result.
(c) The result is trivial.
2
We may notice that the ﬁrst part of the proposition 2.3.16 is, somehow, a
generalisation of the notion of ∗ from φa, a ∈ A to φI, I ideal of A. Like this,
let us give a generalisation of the map ω in the deﬁnition 2.3.7.
Deﬁnition 2.3.17. We deﬁne a map ω : L 〈τ〉 −→ Z such that, for f ∈ L 〈τ〉,
ω (f) is the index of the smallest power of τ with nonzero coeﬃcient in f . As,
for an ideal I of A, φI is unique, then we can deﬁne ω (I) = ω (φI).
Remark 2.3.18. Now, we have three diﬀerent deﬁnitions of the map ω. The
context allows us to determine which of these deﬁnitions we are talking about.
Furthermore, if we are working with a ﬁxed Drinfeld modules φ, then ω (a) =
ω (φa). And this ω has an additive property, more precisely ω (φψ) = ω (φ) +
ω (ψ).
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This generalisation make us also ask if the property of rank and height from
propositions 2.3.5 and 2.3.8 can be generalised from the element a ∈ A to the
ideal I in A. The answer of this question is yes as we can see from the following
proposition:
Proposition 2.3.19. Let I be a non-zero ideal of A, and let φ ∈ DrinL (A)
with rank rφ and height hφ. Then deg φI = rφ deg I. Moreover, if the charac-
teristic Q = charφ 6= (0), then ω (φI) = hφ degQvQ (I).
Proof. Let us ﬁrst prove the statements for I prime to Q. Given an element
a ∈ I, we can factorize the principal ideal (a) = II for some ideal I of A. The
proposition 2.3.16 gives us
φ(a) = (I ∗ φ)I φI.
As I, Q are relatively prime, then a /∈ Q and by deﬁnition of the height
ω (a) = 0. Now we can think of ω in diﬀerent way:
ω
(
φ(a)
)
= ω (φa) = ω (a) = 0.
By the additive property, as φ(a) = (I ∗ φ)I φI, then
ω ((I ∗ φ)I) + ω (φI) = 0.
Thus ω (φI) = 0. As 0 is the only multiple root of a skew polynomial, then, φI
has distinct roots and thus, by the remark 2.3.14, we have ]Mφ [I] = q
deg φI .
We will see in the proof of the theorem 2.3.22 that , ]Mφ [I] = q
rφ deg I, so that
rφ deg I = deg φI.
The case of the height is trivial since ω (φI) = 0 as well as vQ (I) = 0.
Now assume that I is a non-zero ideal divisible by Q 6= (0). Given two non-
zero ideals I, J of A, the theory of Dedekind domain tells us that there is an
ideal I ′ relatively prime to J , such that II ′ = (a), for some a ∈ A (see Ash,
2003). Suppose I = I1Q
n, with I1 prime to Q. Then, applying the previous
statement, for some Q′ and a ∈ A, we have QnQ′ = (a). Hence IQ′ = (a) I1.
Now, applying the previous statement again, for I2 prime to Q and b ∈ A,
Q′I2 = (b). Therefore, (b) I = (a) I1I2. Setting I1I2 = I′, we have I′ prime
to Q. Thus there are some a, b ∈ A and a non-zero ideal I′ prime to Q, such
that (b) I = (a) I′. So we have,
deg b+ deg I = deg a+ deg I′.
Moreover, by the proposition 2.3.16,
(I ∗ φ)(b) φI = (I′ ∗ φ)(a) φI′ .
As the degree of a product is the sum of the degree, then,
deg (I ∗ φ)(b) + deg φI = deg (I′ ∗ φ)(a) + deg φI′ .
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By the last part of proposition 2.3.16, we have
deg (I ∗ φ)b + deg φI = deg (I′ ∗ φ)a + deg φI′ .
Using the proposition 2.3.12, and the ﬁrst part of this proof, we get rφ deg b+
deg φI = rφ deg a+ rφ deg I
′. Thus we can conclude that, deg φI = rφ deg I.
The case of the height is similar, we get
hφ degQvQ (b) + ω (φI) = h degQvQ (a) .
But (b) I = (a) I′ gives us
vQ (b) + vQ (I) = vQ (a) .
Hence ω (φI) = h degQvQ (I). 2
Corollary 2.3.20. If φ ∈ DrinL (A), with ﬁeld over A, δ, then the ﬁeld other
A, δ′, of the Drinfeld module I ∗φ, where I is an ideal of A, is also equal to δ.
Proof. As we have φIφa = (I ∗ φ)a φI, for a ∈ A, then comparing the coeﬃ-
cients of both sides of the equality, we get δ′ (a) = δ (a)q
ω(φI)
. If Q = charφ =
(0), then ω (φI) = 0 and we are done. Otherwise, by the previous proposition
δ′ (a) = δ (a)q
hφ degQvQ(I)
. But there, the image δ (A) is a subﬁeld of L isomor-
phic to A/ charφ. The last one has cardinal qdegQ and the result follows. 2
The next lemma is useful for the next theorem:
Lemma 2.3.21. For φ ∈ DrinL (A) and a ∈ A, the number of distinct roots
of φa (t), considered as a polynomial in t is equal to q
deg φa−ω(a).
Proof. If φa (t) is separable, then the number of distinct roots is equal to the
degree of φa (t), which is equal to q
deg φa . Now if ω (a) > 0, then the smallest
power of t in φa (t) is t
qω(a). Thus, 0 is a multiple root contradicting the fact
that φa (t) is separable. This gives us the result.
Now if φa (t) is not separable, then, we can factor φa as
φa =
(
cω (a) + · · ·+ cdeg φaτdeg φa−ω(a)
)
τω(a),
where cω (a) + · · · + cdeg φaτdeg φa−ω(a) is separable and has the same roots as
φa. Thus the number of roots of φa is
qdeg(cω(a)+···+cdeg φaτ
deg φa−ω(a)) = qdeg φa−ω(a).
2
Back to the rank and the height, we have the following theorem:
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Theorem 2.3.22. The rank and the height of a Drinfeld module are positive
integers (Of course if the characteristic of the Drinfeld module is (0), the height
is 0).
Proof. Suppose we have a ﬁeld M which contains L. Suppose furthermore
that M is algebraically closed. For a Drinfeld A-module φ, deﬁned over L
with respect to δ : A −→ L, Mφ is an A-module.
Let P be a nonzero prime ideal of A. If a is an element of P , then Mφ [P ] ⊂
Mφ [a]. The last one is ﬁnite by deﬁnition. Thus Mφ [P ] is a ﬁnite A-module.
As this is annihilated by P , then Mφ [P ] is a vector space over A/P . And we
know that A/P ' AP/PAP , so ]A/P = qdegP , thus, for some integer d,
]Mφ[P ] = q
ddegP .
But the class group of A is ﬁnite (proposition 2.1.6). Thus, Pm = (α) for some
integer m and α ∈ A.
Now, by the theorem 2.2.4, the following sequence, for any positive integer m
and where f is the multiplication by an uniformizer pi at P , is exact:
(0) //Mφ [P ] //Mφ [P
m]
f
//Mφ [P
m−1] // (0) (2.3.1)
This implies that ]Mφ[P
m] = ]Mφ[P
m−1]]Mφ[P ] = qmd degP . By induction on
m, we get ]Mφ[P
m] = ]Mφ[P ]
m. Thus
]Mφ[P
m] = qmd degP . (2.3.2)
On the other hand ]Mφ[P
m] = ]Mφ[(α)] = ]Mφ[α]. Let us compute this last
cardinal. By deﬁnition of the torsion submodule, and since M is algebraically
closed, this is equal to the number of distinct roots of φα (t), considered as a
polynomial in the variable t. From the lemma 2.3.21, we have
]Mφ[P
m] = qdeg φα−ω(α). (2.3.3)
The equations 2.3.2 and 2.3.3 yield
md degP = deg φα − ω (α) .
If α ∈ Q, then Pm ⊂ Q. Thus for x ∈ P , xm ∈ Pm so that δ (x)m = δ (xm) = 0.
But since L is integral then δ (x) = 0 which implies that P ⊂ Q. As A is a
Dedekind domain, then both prime ideals P,Q are maximal i.e. P = Q.
Therefore, if P 6= Q, then δ (α), which is the derivative of φα is diﬀerent from
0. Thus md degP = deg φα, and by deﬁnition of the rank
md degP = −rφ v∞ (α) d∞ = rφ degα.
Now from the theorem 2.1.5, we have
md deg (PAP ) = rφ dimFA/ (a)
= rφ dimFA/ (P
m) .
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As we have seen, from the proof of theorem 2.1.5,
dimFA/ (P
m) = m dimFA/ (P ) ,
thus
md degP = rφm degP.
Therefore, rφ is a positive integer.
If P = Q, then
md degP = rφm degP − ω (α) .
And by deﬁnition,
ω (α) = hφvP (α) degP.
Moreover, vP (α) = m so that
md degP = rφm degP − hφm degP.
Therefore d = rφ − hφ, so that hφ is an integer. 2
2.4 Analytic construction of Drinfeld modules
2.4.1 Complex theory
Most of the results in this topic are presented without any proof. For more
details, we can consult Goss (1997).
Recall that we have a function ﬁeld k/F and a ﬁxed place at inﬁnity ∞. The
valuation v∞ gives rise to an absolute value |.|∞, which induces a topology on
k. The ﬁeld k∞ is the completion of k from that topology. Unfortunately, the
ﬁeld k∞ is not algebraically closed so that we take the algebraically closure
k∞. Now, the absolute value on k∞ extends uniquely to an absolute value on
k∞, by the mean of the following formula:
|.| = ∣∣NK/k∞ (.)∣∣ 1[K:k∞]∞ ,
where |.|∞ is the absolute value on k∞.
Again, this ﬁeld is not good enough for us to work within it. More precisely,
this ﬁeld is not complete so that we need again to go to its completion which
we denote by C∞. Finally, this ﬁeld is algebraically closed as well as it is
complete. In our case, this will take the place of the complex numbers C and
then we will take some notions from the complex theory. Some properties
are much stronger than in the ordinary case as we can see from the following
proposition:
Proposition 2.4.1. Let
∑
an be a series in C∞. Then,
∑
an converges if
and only if an converges to 0.
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The equivalence is due to the fact that the absolute value, obtained by the
place at inﬁnity, gives rise to a non-archimedian distance on C∞.
Deﬁnition 2.4.2. A function f : C∞ → C∞ is called entire if there is a
convergent series
∑
anz
n such that f (z) =
∑
anz
n for all z in C∞.
Another diﬀerence between the ordinary complex number C and our C∞ is
about the property of entire function:
Proposition 2.4.3. Only constant functions can be entire without zeros. Sup-
pose two entire functions are expressed as a power series
∑
anz
n,
∑
bnz
n, with
an, bn ∈ C∞. If a1 = b1 and the two functions have the same set of roots(with
multiplicity), then these functions are the same.
As in the classical theory, we can factorize, the zero's in the following way: If
f (z0) = 0, for some z0, then f can be written uniquely as
f (z) = (z − z0)m g (z) ,
such that g (z) is an entire function which doesn't vanish on z0. With the same
notation, we deﬁne ordz=z0 f (z) = m.
Finally, let us state the most important theorem in this section. This is similar
to the Weierstrass Factorization theorem but now in the case of C∞.
Theorem 2.4.4. Let f be an entire function and suppose {z1, z2, · · · } is the
set of its non-zero roots (the same roots can appear many times in the set).
Then:
(a) lim
i→∞
zi =∞,
(b) for some constant c, if we set n = ordz=0 f (z),
f (z) = czn
∞∏
i=1
(
1− z
zi
)
.
Conversely, if lim
i→∞
zi =∞, then czn
∞∏
i=1
(
1− z
zi
)
is an entire function on C∞.
2.4.2 Lattices associated to Drinfeld modules
Deﬁnition 2.4.5. A lattice Λ is a ﬁnitely generated A-submodule of C∞ such
that Λ is discrete with respect to the topology of C∞. The rank of the lattice
Λ is the dimension of the vector space Λk∞ over the ﬁeld k∞.
The property of the lattice Λ being discrete is very important. From this, we
see that |λ| tends to ∞ with λ going through the elements of the lattice Λ.
Thus, applying the theorem 2.4.4, we get the following proposition.
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Proposition 2.4.6. Given a lattice Λ. The following function, which is called
the exponential function associated to the lattice Λ, is entire on C∞:
eΛ (z) = z
∏
l∈Λ−{0}
(
1− z
l
)
.
This function has a linearity property:
Proposition 2.4.7. Let Λ be a lattice and suppose eΛ is its associated expo-
nential function. Then, eΛ is F-linear i.e. for z, t ∈ C∞ and α ∈ F,
eΛ (z + αt) = eΛ (z) + αeΛ (t) .
Proof.
 First let us show that given a ﬁnite vector space V over the ﬁnite ﬁeld
F, the polynomial PV (z) =
∏
v∈V (z − v) is F-linear.
If dimV = 0, then the statement is obviously true as PV (z) = z. Assume
the statement is true for a n − 1 dimensional vector subspace U of W .
Let us show that the statement also holds for V . Assume, V = U + Fa,
a ∈ V , and let us split PV into two products depending on the coeﬃcient
of a. If v = u+ fa, then
PV (z) =
∏
v∈V
(z − v)
=
∏
v∈V
f=0
(z − v)
∏
v∈V
f 6=0
(z − v)
=
∏
u∈U
(z − u)
∏
f∈F−{0}
(∏
u∈U
(z − (u+ fa))
)
= PU (z)
∏
f∈F−{0}
PU (z − fa) .
By assumption, PU is F-linear, then
PV (z) = PU (z)
∏
f∈F−{0}
(PU (z)− fPU (a))
=
∏
f∈F
(PU (z)− fPU (a)) .
F is a ﬁnite ﬁeld of cardinal q, computing the last term will give us,
PV (z) = PU (z)
q − PU (a)q−1 PU (z) .
But PU is F-linear, then PV is also F-linear.
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 Now, using the previous item, we get PV (z) =
∏
v∈V (−v)
∏
v∈V
(
1− z
v
)
,
is F-linear. The ﬁrst product is a constant. Dividing by this constant,
we still have a F-linear polynomial
∏
v∈V
(
1− z
v
)
. Now, given an integer
N , the subset {l ∈ Λ, |l| ≤ N} of L is a ﬁnite vector space over F. So
applying the previous result, ∏
l∈Λ
|l|≤N
(
1− z
v
)
is F-linear. Letting N →∞, we ﬁnally get eΛ is F-linear.
2
Let Λ ⊂ Λ′ be two lattices of the same rank r. The polynomial eΛ (z), deﬁned
on Λ′ vanishes on Λ. Thus, it induces an isomorphism from Λ′/Λ to eΛ (Λ′),
which are both F-vector spaces. Moreover, Λ′/Λ is ﬁnite and then applying
the same method as in the proof of the proposition 2.4.7, we have the following
proposition:
Proposition 2.4.8. Let Λ ⊂ Λ′ be two lattices of the same rank. Then the
polynomial
P (Λ′/Λ; z) = z
∏
λ∈eΛ(Λ′/Λ)−{0}
(
1− z
λ
)
,
is F-linear with degree ]Λ′/Λ.
Furthermore, it satisﬁes the following property.
Theorem 2.4.9. Let Λ ⊂ Λ′ be two lattices of the same rank. Then eΛ′ (z) =
P (Λ′/Λ; eΛ (z)).
Proof. This follows from the fact that both sides satisfy the same condition of
uniqueness in the proposition 2.4.3. 2
Now, we are ready to construct our Drinfeld A-modules over C∞. Let a ∈ A,
then a−1Λ is a lattice with the same rank as Λ such that Λ ⊂ a−1Λ. Deﬁne
φΛa (x) = aP (a
−1Λ/Λ;x).
Theorem 2.4.10. Let Λ be a lattice with rank r. The map, where τ = xq,
φΛ : A −→ C∞ 〈τ〉
a 7→
{
0 if a = 0,
φΛa otherwise,
is a Drinfeld A-modules over C∞ with rank equal to the rank of the lattice Λ.
To prove this theorem, we need the following lemma.
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Lemma 2.4.11. The map φΛ deﬁned in the theorem 2.4.10 satisﬁes φΛab (τ) =
φΛa (τ)φ
Λ
b (τ), for a, b ∈ A. Moreover it is F-linear.
Proof. Let f ∈ F. If f = 0, then, by deﬁnition, we have φΛf = 0. If f 6=
0, then f−1Λ = Λ so that φΛf (x) = fx. So, φ
Λ ﬁxes the elements of F.
We notice that ea−1Λ (x) and P (a
−1Λ/Λ; eΛ (x)) have the same zeros, and
the same coeﬃcient for x, thus by proposition 2.4.3, they are the same i.e.
ea−1Λ (x) = P (a
−1Λ/Λ; eΛ (x)) . We also have ea−1Λ (x) = a−1eΛ (ax). Hence
eΛ (ax) = φ
Λ
a (eΛ (x)), which we call complex multiplication. Thus we have:
φΛab (eΛ (x)) = eΛ (abx)
= φΛa (eΛ (bx))
= φΛa
(
φΛb (eΛ (x))
)
.
and
φΛa+b (eΛ (x)) = eΛ ((a+ b)x)
= eΛ (ax) + eΛ (bx)
= φΛa (eΛ (x)) + φ
Λ
b (eΛ (x)) ,
The distributivity of φΛ w.r.t the product and the addition follows from the
surjectivity of eΛ. 2
Proof of Theorem 2.4.10.
 The map δ : A −→ C∞ is just the inclusion.
 The property of derivative D is also satisﬁed: The ﬁrst term of the power
series P (a−1/L;x) is x, so that, multiplying by a, we get D ◦ φΛa = a.
 By the lemma 2.4.11, φ is a F-algebra homomorphism.
 The rank is equal to the rank of Λ: Suppose Λ is an A-module of rank r.
Then Λ is a direct sum of r fractional ideals of A. But for a fractional
ideal I, we have the isomorphism a−1I/I ∼ a−1A/A ∼ A/aA. Hence,
]a−1Λ/Λ = (]A/aA)r = qr deg a. But we know that deg φa (x) = ]a−1Λ/Λ,
as a polynomial in x. As a twisted polynomial in τ = xq, we have
deg φa = logq (]a
−1Λ/Λ). Therefore, deg φa = r deg a and we are done.
2
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Analogy with elliptic curves
In his original papers (Drinfeld, 1974) V. Drinfeld called the Drinfeld mod-
ules as Elliptic modules. This chapter will explain us how do we have this
name. Indeed, there is an analogy between the theory of elliptic curves and
the Drinfeld modules of rank 2.
3.1 The Weierstrass function
To begin let us recall some notions from the theory of Elliptic curves. Let us
assume that K is a ﬁeld.
Deﬁnition 3.1.1. An elliptic curve over K is a non-singular cubic curve C
together with an extra point O, called point at inﬁnity, and we write C/K,
such that its equation has coeﬃcients in K.
Remark 3.1.2.
 The notation C (F ) for a ﬁeld F means that, C (F ) is the set of points
of F × F solution to the equation of the curve. Adding the point at the
inﬁnity, then, C (F ) has a group structure (see Silverman, 2009).
 If charK 6= 2, then by some change of variables (see Silverman, 2009),
our curve is equivalent to a curve with equation y2 = x3 + ax2 + bx+ c.
 If, moreover, charK 6= 3, then this equation can be reduced to y2 =
x3 + ax+ b (see Silverman, 2009).
 We can take any point to be the identity of the group. But usually, the
point at inﬁnity O is taken to be the identity.
From these remarks, we will restrict ourselves to elliptic curves with equation
in the form y2 = x3 + ax + b. After that, we are interested in elliptic curves
deﬁned over C.
27
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Suppose Λ is a rank 2 Z-lattice of C i.e. there are two elements l1 and l2 of C
such that Λ = Zl1 +Zl2. Note that there are many possible choices for li, but
as we have a rank 2 lattice, then l1, l2 must satisfy l1/l2 /∈ R. The fundamental
parallelogram is deﬁned to be the subset P = {al1 + bl2 : 0 ≤ a, b < 1}. We
notice that there is a natural bijection between P −→ C/Λ as any elements of
C can be obtained with a translation of P by multiples of l1 and l2.
Deﬁnition 3.1.3. Tow lattices Λ and Λ′ are homothetic if there is an non-zero
element λ ∈ C such that λΛ = Λ′.
Deﬁnition 3.1.4. Given a lattice Λ, we call the Weierstrass ℘-function the
series ℘ (z,Λ), or ℘ (z) if Λ is understood, deﬁned by
℘ (z) =
1
z2
+
∑
l∈Λ−{0}
(
1
(z − l)2 −
1
l2
)
.
Theorem 3.1.5. Let Λ be a lattice. The corresponding ℘-function is mero-
morphic on C with the only poles at Λ. And it is double periodic with periods
l1 and l2.
We postpone the proof of this theorem for later.
Remark 3.1.6. From theorem 3.1.5, the ℘-function is meromorphic on C and
℘ (z + l) = ℘ (z) for all z ∈ C and all l ∈ Λ. Such a function is called an elliptic
function w.r.t the lattice Λ and we denote their set by EΛ. One property of
EΛ is that the derivative f ′ of an elliptic function f is still an elliptic function.
Moreover, EΛ is a ﬁeld.
Theorem 3.1.7. If an elliptic function has no pole in the fundamental paral-
lelogram P , then it is a constant function.
Proof. Without poles, the function must be bounded in P as P is compact.
But the whole elements of C can be obtained by translation of elements of
P by multiples of l1 and l2, and we are in the case of elliptic function, thus
the value of that function is determined by the value of the function in the
fundamental parallelogram P . Hence we have a function bounded on the whole
complex plane. As it is meromorphic there, then by a property from Liouville,
this should be a constant function. 2
Deﬁnition 3.1.8. We deﬁne the order of an elliptic function as the number
of its poles, multiplicity being counted, in a fundamental parallelogram.
As an example, we see immediately that the Weierstrass ℘-function is of order
2.
Lemma 3.1.9. Given a lattice Λ, the Weierstrass ℘-function converges abso-
lutely and uniformly on every compact subset of C− Λ.
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Proof. Let z ∈ C− Λ. We have,
1
(z − l)2 −
1
l2
=
z (2l − z)
(z − l)2 l2 .
When l is large enough, then, by means of convergence, the sum∑
l∈Λ−{0}
z (2l − z)
(z − l)2 l2 ,
is equivalent to
∑
l∈Λ−{0}
1
l3
. So we are reduced to showing that the last one
converges absolutely.
Let us split the sum into annuli An = {l ∈ Λ : n < |l| ≤ n+ 1}, n = 1, 2, · · · .
There is a constant C depending on Λ such that the cardinal of each annulus
An is strictly less than C. Thus,∑
l∈Λ−{0}
1
|l|3 <
∑
n≥1
]An
n3
< C
∑
n≥1
1
n2
.
The later one converges thus the Weierstrass ℘-function converges absolutely
and hence uniformly on every compact subset of C− Λ. 2
Proof of the theorem 3.1.5. From the lemma 3.1.9 we see that the Weierstrass
℘-function is holomorphic on C − Λ. The points on the lattice Λ, which are
the poles, are isolated so that ℘ is now meromorphic on C. Furthermore, this
function is obviously even. The derivative of the ℘-function is,
℘′ (z) =
d
d z
 1
z2
+
∑
l∈Λ−{0}
(
1
(z − l)2 −
1
l2
) = −2∑
l∈Λ
1
(z − l)3 . (3.1.1)
l1 and l2 are clearly periods of ℘
′ and hence we have ℘′ (z + li) = ℘′ (z).
Integrating, we get ℘ (z + li) = ℘ (z) +Ci. If we take z = −12 li. then ℘
(
1
2
li
)
=
℘
(−1
2
)
+ Ci. But ℘ is an even function, thus Ci = 0. 2
Now, the following theorem tells us how this Weierstrass ℘-function is related
to elliptic curves.
Theorem 3.1.10. Let Gk (Λ), or simply Gk if the lattice Λ is understood, be
the inﬁnite sum given by,
Gk =
∑
l∈Λ−{0}
l−k.
Then the Laurent series of ℘ is
℘ (z) =
1
z2
+
∞∑
k=1
(2k + 1)G2(k+1)z
2k.
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After that, for z ∈ C − Λ, the tuple (x, y) = (℘ (z) , ℘′ (z)) is solution to the
equation
y2 = 4x3 − 60G4x− 140G6. (3.1.2)
Remark 3.1.11. The series Gk is absolutely convergent for k > 2 as we may
prove like we did for the case of k = 3 in the proof of Lemma 3.1.9. When k
is odd we see that Gk is equal to zero as the terms from l and −l cancel each
over.
Proof of theorem 3.1.10 . If |z| < |l|, then,
1
(z − l)2 −
1
l2
=
1
l2
(
1(
1− z
l
)2 − 1
)
=
∞∑
k
(k + 1)
zk
lk+2
.
Thus,
℘ (z) =
1
z2
+
∑
l∈Λ−{0}
(
1
(z − l)2 −
1
l2
)
=
1
z2
+
∑
l∈Λ−{0}
∞∑
k=1
(k + 1)
zk
lk+2
=
1
z2
+
∞∑
k=1
(k + 1) zk
∑
l∈Λ−{0}
l−(k+2)
=
1
z2
+
∞∑
k=1
(k + 1)Gkz
k.
Finally, the remark 3.1.11 tells us, that,
℘ (z) =
1
z2
+
∞∑
k=1
(2k + 1)G2(k+1)z
2k.
For the next part, let us denote ω (z) = 4℘ (z)3− 60G4℘ (z)− 140G6−℘′ (z)2.
If we compute the Laurent expansion of the right-hand side using the Laurent
expansion of ℘, we see that this is holomorphic at 0 with ω (0) = 0. It has no
pole in P , the fundamental parallelogram, and is an elliptic function (both ℘
and ℘′ are elliptic functions). Thus by theorem 3.1.7, it is a constant which
must be equal to 0. 2
In fact every elliptic function is a rational expression of ℘ and ℘′. More pre-
cisely, even elliptic functions are rational expressions of ℘. But we will not go
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further as we already got what we needed. Namely, Given a lattice Λ, we get
a Weierstrass ℘-function which in turn gives rise to, as we will see, an elliptic
curves of the form y2 = ax3 + bx + c. From this we can see that there is
an analogy with Drinfeld modules as, there too, a lattice also gives rise to a
Drinfeld module.
3.2 On the side of elliptic curves
We have seen that given a lattice Λ, we get an equation of the form y2 =
ax3 + bx+ c. The following proposition asserts that this is in fact an equation
of some elliptic curves.
Proposition 3.2.1. Let Λ be a lattice, if we set g2 = 60G4 and g3 = 140G6,
then the equation y2 = 4x3 + g2x+ g3 deﬁnes an elliptic curves.
Proof. What we need to show here is that the curve given by this equation is
non-singular. That is obtained by showing that the polynomial p (z) = 4x3 +
g2x+g3 has three distinct roots in C namely ℘
(
l1
2
)
, ℘
(
l2
2
)
and ℘
(
l1+l2
2
)
. If we
look at the derivative ℘′ in the equation (3.1.1), we see that it is an odd function
so that, for a ∈ { l1
2
, l2
2
, l1+l2
2
}
, ℘′ (a) = −℘′ (−a), but l1, l2 are periods of ℘′,
thus ℘′ (a) = −℘′ (a). This implies that ℘′ (a) = 0 or equivalently p (℘ (a)) = 0.
Now, for a ∈ l1
2
, l2
2
, ℘ (z) − ℘ (a) vanishes at two points a and −a. Moreover,
℘ is of order 2, thus there cannot be another zeros of ℘ (z) − ℘ (a) on the
fundamental parallelogram.Thus ℘ (b)− ℘ (a) 6= 0 for b ∈ { l1
2
, l2
2
, l1+l2
2
}− {a}.
Hence we have three distinct roots for p (x): ℘
(
l1
2
)
, ℘
(
l2
2
)
and ℘
(
l1+l2
2
)
. 2
So now, from a lattice we get an elliptic curve C (C) with equation y2 =
4x3 + g2x+ g3. In fact we have an isomorphism,
φ : C/Λ −→ C (C) (3.2.1)
z 7−→ [℘ (z) : ℘′ (z) : 1]
Deﬁnition 3.2.2.
(i) If λΛ ⊂ Λ′, then we call an isogeny from C/Λ → C/Λ′, the morphism
induced by the previous inclusion.
(ii) Two lattices Λ and Λ′ are said to be equivalent if they are homothetic.
Assume λ gives an isogeny with λΛ ⊂ Λ′, then the isomorphism (3.2.1) induces
the following commutative diagram:
C //
λ

C/Λ φ //
λ

C (C)
f

C // C/Λ′ φ // C ′ (C)
(3.2.2)
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where the map λ is the multiplication by λ and the map f is just changing the
variable by
[℘ (z,Λ) : ℘′ (z,Λ) : 1]→ [℘ (λz,Λ) : ℘′ (λz,Λ) : 1] .
Moreover, as we can check in Silverman (2009, VI.4), there is a one to one
correspondence between the maps in each column and the map f is an isogeny
from C (C) −→ C ′ (C) in the following sense:
Deﬁnition 3.2.3. An isogeny of two elliptic curves, f : C (C) −→ C ′ (C), is a
morphism such that f (O) = O′ where O and O′ are respectively the identity
for the groups C (C) and C ′ (C). In this case the two elliptic curves are called
isogenous. The set of isogenies from an elliptic curve C1 to an elliptic curve
C2 is denoted by hom (C1, C2).
Remark 3.2.4. Given two elliptic curves C1 and C2, if we associate to the set
hom (C1, C2), the addition deﬁned by (φ+ ψ) (P ) = φ (P ) +ψ (P ), for P ∈ C1
and φ, ψ ∈ hom (C1, C2), then we have an abelian group hom (C1, C2). In
addition, this is a torsion-free Z-module.
The commutative diagram (3.2.2) tells us that f is a group homomorphism.
As a consequence of all of these, we see that two elliptic curves are isomorphic
if the lattices giving them are homothetic.
Remark 3.2.5. The isogeny φ : C1 −→ C2 gives rise a morphism of function
ﬁelds φ∗ : K (C2) −→ K (C1). Thus we have an extension K (C1) /φ∗ (K (C2))
and thus we can deﬁne a map deg : hom (C1, C2) −→ Z such that deg φ =
[K (C1) : φ
∗ (K (C2))].
3.2.1 Tate module on Elliptic curves
In this section, we shall not stay on the ﬁeld C, we will work on a general ﬁeld
K with algebraic closure K. Let p be a prime diﬀerent to the characteristic of
K. Let C/K be an elliptic curve deﬁned over K. The subgroup, of points of
C
(
K
)
with order dividing pm, denoted by C [pm], with m positive integer, is
called the pm-torsion subgroup of C
(
K
)
. It turns out that the group C [pm]
is isomorphic to Z/pmZ × Z/pmZ (see Silverman, 2009, III.6.4). From this
consideration, it also has a structure Z/pmZ-module.
Deﬁnition 3.2.6.
(a) The inverse limit of the sequence, where the map p is just the multiplication
by p,
C [p] C [p2]
p
oo C [p3]
p
oo · · ·poo
is the set lim←−C [p
n] of all P = (Pn)n, with Pn ∈ C [pn] and p (Pn+1) = Pn
for n ≥ 1.
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(b) We denote Tp (C), the inverse limit lim←−C [p
n] above and we call it the Tate
module as it is a Zp-module, where Zp is the ring or p-adic integers.
Since for all n, C [pn] is isomorphic to Z/pnZ × Z/pnZ as groups, then we
get a natural isomorphism of Zp-modules Tp (C) ' Zp × Zp. Hence, for two
elliptic curves C1, C2, and choosing appropriate bases, hom (Tp (C1) , Tp (C2))
is isomorphic toM2 (Zp), the set of matrices 2× 2 with coeﬃcients in Zp.
Using the Tate modules, we can see some properties of morphisms between
elliptic curves. Let C1 and C2 be two elliptic curves deﬁned over a ﬁeld K.
Suppose φ is a isogeny from C1 to C2. Since φ (O) = O, then this isogeny
gives rise to maps φ : C1 [p
n] −→ C2 [pn], for n ≥ 1. These last maps induce,
by taking the image component by component, a morphism φ : Tp (C1) −→
Tp (C2). We see directly that this map is Zp-linear so that we can deﬁne
homomorphism of Zp-modules. Thus we have an homomorphism we which
denote by Tp : hom (C1, C2) −→ hom (Tp (C1) , Tp (C2)), where the two sets are
set of morphism w.r.t the appropriate structures.
Lemma 3.2.7. Let C1 and C2 be two elliptic curves deﬁned over a ﬁeld K. If
H is a ﬁnitely generated subgroup of hom (C1, C2), then H
∗ is ﬁnitely generated,
where,
H∗ = {φ ∈ hom (C1, C2) : pφ ∈ H for some integer p ≥ 1} .
Proof. For φ ∈ H∗, we have, for some p ≥ 1 and h ∈ H, pφ = h. So we
might think of φ as a product rh where r ∈ R and h ∈ H. To do this we
take the tensor product H ⊗ R as Z-modules. As hom (C1, C2) is a torsion
free Z-module, we can think of H∗ as a subset of RH by the natural inclusion
H∗ ↪→ R⊗H. We now adjoin to R⊗H, which is a ﬁnite dimensional vector
space over R, the topology induced by the one from R. We then extend the map
deg on hom (C1, C2) to a continuous map deg on R⊗H and hence we have an
open set V = {φ ∈ R⊗H : deg φ < 1}. This is now an open neighbourhood
of 0 such that H∗ ∩ V = {0}. Hence we have a discrete subgroup H∗ of
R⊗H. As the last one is a ﬁnite-dimensional vector space, then H∗ is ﬁnitely
generated. 2
Now, we are ready to go to the main result of this section:
Theorem 3.2.8. Let C1, C2 be two elliptic curves deﬁned over a ﬁeld K. If p
is a prime diﬀerent to the characteristic of K then we have an injection, which
we also denote by Tp,
Tp : hom (C1, C2)⊗ Zp −→ hom (Tp (C1) , Tp (C2)) .
Proof. The lemma 3.2.7 tells us that any ﬁnitely generated subgroup H of
hom (C1, C2) gives rise to a ﬁnitely generated subgroup which we denoted H
∗.
Again, as hom (C1, C2) is a torsion free Z-module then H∗ is also torsion-free.
Thus we have some generator φ1, φ2, · · · , φn of H∗.
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Now, let φ ∈ hom (C1, C2) ⊗ Zp such that Tp (φ) = 0, we want to show that
φ = 0. Choose H such that φ ∈ H ⊗ Zp. With the above consideration, we
have
φ = a1φ1 + · · ·+ anφn, ai ∈ Zp.
For an arbitrary integer n, we can change our ai in such a way that ai ∈ Z by
taking the modulo pn. We keep the same notation but we should remember
that the modulo of the old ai in Z/pnZ are the new ai. We now get a new
morphism φ′ = a1φ1 + · · ·+ anφn where the coeﬃcients are now in Z and this
satisﬁes, φ′ (C1 [pn]) = 0. This is also satisﬁed by the multiplication by pn. So
by factorisation (see Silverman, 2009, III.4.11), we have φ′ = pnψ and hence
ψ ∈ H∗. Thus all the new, hence the old, ai are multiple of pn, for all n ≥ 1.
This is possible only when the ai, i = 1, · · · , n are all equal to zero and thus
φ = 0. 2
Recall again that hom (C1, C2) is torsion free, so that
rankZ (hom (C1, C2)) = rankZp (hom (C1, C2))⊗ Zp.
The injectivity in theorem 3.2.8 yields,
rankZ (hom (C1, C2))⊗ Zp ≤ rankZp (hom (Tp (C1) , Tp (C2))) .
We know that hom (Tp (C1) , Tp (C2)) 'M2 (Zp), we thus obtain the following
corollary:
Corollary 3.2.9. For two elliptic curves C1 and C2 deﬁned over a ﬁeld K,
the Z-module hom (C1, C2) is free of rank r ≤ 4.
3.3 On the side of Drinfeld modules
Let us see the analogous in the case of Drinfeld modules. When we dealt with
elliptic curves, we were always using lattices of rank 2. Like this, when we
talk about isogenies, isomorphism between Drinfeld modules, we must stay in
a ﬁxed rank. For that, we may remember the proposition 2.3.12, which says
that two isogenous Drinfeld modules must have the same rank.
Given a function ﬁeld k/F, recall that A is the ring of all elements of k with
the only poles at a ﬁxed place ∞.
Let Λ be a lattice of rank r. We saw that the exponential function associated
the lattice Λ is
eΛ (z) = z
∏
l∈Λ−{0}
(
1− z
l
)
.
We have seen that this is F-linear so that now, we have a surjective homomor-
phism of abelian group eΛ : C∞ −→ C∞. Furthermore its kernel is Λ so that
we now have an isomorphism eΛ : C∞/Λ −→ C∞.
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Suppose that we have two lattices Λ and Λ′, of the same rank r of course,
satisfying cΛ ⊂ Λ′, for some constant c ∈ C∞. This induces a morphism from
Λ to Λ′ by multiplication by c.
Proposition 3.3.1. With the same hypothesis as above, if φΛ and φΛ
′
are
respectively the Drinfeld modules associated to Λ and Λ′, then there is a twisted
polynomial f (τ) such that fφΛa = φ
Λ′
a f for any element a ∈ A.
Proof. First, Λ ⊂ c−1Λ′. Then, c−1Λ′/Λ is ﬁnite because both lattices have
the same rank r. So the function f , deﬁned as follows, is well deﬁned
f (x) = cx
∏
l∈c−1Λ′/Λ−{0}
(
1− x
eΛ (l)
)
.
Now, f (x) is an F-linear entire function. And f (eL (x)) vanishes exactly on
c−1Λ′. Moreover the coeﬃcient of x is c. These are exactly the property of the
entire function eΛ′ (cx). By the proposition 2.4.3, we get eΛ′ (cx) = f (eΛ (x)).
We show again the complex multiplication for a lattice Λ:
eΛ (ax) = φ
Λ
a (eΛ (x)) .
The above equality gives us, for a ∈ A, eΛ′ (acx) = f (eΛ (ax)). Hence, by the
complex multiplication,
f
(
φΛa (eΛ (x))
)
= φΛ
′
a (eΛ′ (cx)) .
And thus,
f
(
φΛa (eΛ (x))
)
= φΛ
′
a (f (eΛ (x))) .
We now apply the surjectivity of eΛ to get
f
(
φΛa (x)
)
= φΛ
′
a (f (x)) .
2
Thus we have a diagram equivalent to the one in 3.2.2:
C∞ //
c

C∞/Λ
c

eΛ // C∞
f

C∞ // C∞/Λ′
eΛ′ // C∞
(3.3.1)
The diﬀerence between the two Diagrams is that in the second we don't see
the Drinfeld modules. That is because in the deﬁnition of Drinfeld modules
we are not dealing with set of points but with the map itself. But this is clear
if we think in such a way that the polynomial f , as we saw in the proposition
3.3.1, gives an isogeny from the Drinfeld modules φΛ to φΛ
′
.
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Now, let us go the notion of isomorphism. Let P ∈ C∞ 〈τ〉 be a morphism
between two Drinfeld modules φ and ψ deﬁned over C∞, that is Pφa = ψaP
for all a ∈ A. We need P to be invertible; since only constant polynomials are
invertible in C∞ 〈τ〉, P must be a constant in C∞ 〈τ〉. So, when we work with
Drinfeld modules deﬁned over C∞, we have the following proposition:
Proposition 3.3.2. Let λ ∈ C∞ and suppose Λ,Λ′ are two lattices of the
same rank r. If the two lattices Λ and Λ′ are homothetic w.r.t λ i.e. Λ′ = λΛ,
then λ is an isogeny from φΛ to φΛ
′
i.e. for all a ∈ A, λφΛa = φΛ′a λ.
Proof. If Λ′ = λΛ, then, in the proof of proposition 3.3.1,
f (x) = λx
∏
l∈λ−1Λ′/Λ−{0}
(
1− x
eΛ (l)
)
= λx
∏
l∈Λ/Λ−{0}
(
1− x
eΛ (l)
)
= λx.
Thus f (τ) = λ and hence λφΛ = φΛ
′
λ. 2
3.3.1 Tate module on Drinfeld modules
Continuing with our analogy, we will also show that we can deﬁne the Tate
module on the Drinfeld modules. In this section we set L to be an extension of
F and we deﬁne M to be an algebraic closure of L. We know that a Drinfeld
A-module induces a new A-module structure on M by the a ∗ u = φa (u) , u ∈
M,a ∈ A, and in that case we denote the module by Mφ. We also deﬁned a
torsion submodule of M , for an ideal I of A diﬀerent to charφ, as
Mφ [I] = {u ∈Mφ : φI (u) = 0} .
Like in the case of elliptic curves, we have the following deﬁnition.
Deﬁnition 3.3.3. Let φ be a Drinfeld module and let I be a prime ideal of
A diﬀerent to charφ. The Tate module of φ at I is the inverse limit
TI (φ) = lim←−Mφ [I
n] .
Let kI be the completion of k w.r.t. the valuation induced by I. We denote
by AI = lim←−A/In, the ring of I-adic integers at I in kI.
From the proof of theorem 2.3.22, Mφ [I
n] is a module over A/In of rank rφ.
This induces an AI-module structure on TI (φ) thus we have the following
proposition:
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Proposition 3.3.4. Let φ be a Drinfeld A-module of rank rφ. With the same
notations as above, TI (φ) is a free AI-module of rank rφ.
Again, like in the case of elliptic curves, a morphism f : φ −→ ψ gives rise
to a map f : TI (φ) −→ TI (ψ). And, thus, we have a natural additive groups
homomorphism:
TAI : homL (φ, ψ) −→ homAI ((TI (φ) , TI (ψ)) .
In the proposition 3.3.1, we have seen that a homothety c ∈ C∞ between two
lattices gives rises to an isogeny of Drinfeld modules. The construction of the
isogeny allows us to carry the A-module structure of C∞ to the isogenies: For
a ∈ A, ac also gives rise to another isogeny. Though we are in a smaller A-
module L, we can also have the same situation: homL (φ, ψ) is an A-module.
Hence we can think about tensoring with IA, w.r.t to the ring A, and we get
the following proposition:
Proposition 3.3.5. If I is a prime ideal of A diﬀerent to the characteristic
of two Drinfeld modules φ and ψ, then the map,
TAI : homL (φ, ψ)⊗A AI −→ homAI (TI (φ) , TI (ψ))
is injective.
The proof of this proposition is the same as in the case of elliptic curves but
now in the category of Drinfeld modules. Some step in the proof are shown in
the following remark:
Remark 3.3.6.
 If the image of f ∈ homL (φ, ψ) is zero, then f vanishes on all Mφ [Ii],
i ≥ 0. The class group of A being ﬁnite, then a power of I is principal,
say it is equal to (a). Hence, f vanishes on all Mφ [b
i], i ≥ 0.
 This allows us to factorize f as f = bigi, for all i ≥ 0 and where gi is an
isogeny from φ to ψ.
And the following result now comes:
Corollary 3.3.7. For two Drinfeld modules φ and ψ of the same rank r, the
A-module homL (φ, ψ) is free of rank at most r
2.
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Factorisation of polynomials
In the last chapter we have seen some analogy between Elliptic curves and
Drinfeld modules. We continue to develop a theory in Drinfeld modules from
the ones in Elliptic curves. Van der Heiden has developped an algorithm for
factoring polynomials over a ﬁnite ﬁeld (see van der Heiden, 2004). Again, it
has its equivalent in the theory of Elliptic curves which we have already seen
in the Introduction of this thesis.
Nevertheless, we are in a particular case of Drinfeld modules, more precisely,
the ring A will be the polynomial ring F [T ], where F is, let us recall, a ﬁ-
nite ﬁeld of characteristic p (prime) of cardinality q. Moreover, the Drinfeld
modules will be deﬁned over rings.
4.1 Drinfeld modules over rings
Let R be a ring and suppose δ : A → R is an F-linear ring homomorphism.
This gives an A-algebra structure on R. Denote by D : R 〈τ〉 → R, the
derivative at zero.
Deﬁnition 4.1.1. A Drinfeld A-module over the ring R is a ring homomor-
phism φ : A −→ R 〈τ〉 such that D ◦ φ = δ. Moreover, it has to be non-trivial
i.e. φa /∈ R for some a ∈ A.
Being F-linear, φ is completely determined by its value φT at T . We see that,
like in the case of Drinfeld modules over ﬁelds, R admit an A-module structure
via the φ by setting a ∗ x = φa (x).
For each a ∈ A, φa is just a particular F-linear endomorphism. In fact every∑
i aiτ
i ∈ R 〈τ〉 induces a F-linear endomorphism R −→ R by τ (x) = xq.
Hence, we have a ring homomorphism,
R 〈τ〉 −→ EndF (R) . (4.1.1)
38
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We deﬁne the rank of φ as an integer r such that deg φa = −rv∞ (a) d∞, for all
a ∈ A. Now, d∞ = 1, so we deﬁne r by the expression of φT . More precisely,
this tells us that φT is of the form brτ
r + · · ·+ b1τ + b0, where br 6= 0.
Remark 4.1.2. In fact, the relation deg φa = −rv∞ (a) d∞ is not always true
like in the case of Drinfeld modules over ﬁelds. Namely, a ﬁeld is an integral
domain so that the relation remain true for any a ∈ A. But, in the case of ring,
if we take br to be nilpotent, then this is not true anymore for some a ∈ A.
So, we deﬁne the rank only when br is not nilpotent.
Having deﬁned the Drinfeld modules over the ring F [T ], let us move to some
simpliﬁcation due to some parts of our algorithm. Namely, like the algorithm
of Cantor-Zassenhaus, we will also keep the beginning of the algorithm of
Berlekamp (Berlekamp, 1970).
The polynomial to be factored is denoted by f . We remove the multiple
factor by working with the formal derivative of f . If the formal derivative of
f is identically zero, then f =
 n/p∑
k=0
a
q/p
k t
k
p, where f must have the form
f =
∑n/p
k=0 akt
kp. If f ′ is not zero then, we just divide f by gcd (f, f ′) and we
get a square-free polynomial.
Remark 4.1.3. In the remark 4.1.2, we assumed the leading coeﬃcient of φT to
be non-nilpotent to be able to deﬁne the rank. From the previous considera-
tion, we now, may assume that this leading coeﬃcient is always non-nilpotent.
Namely, the ring R will be deﬁned as the quotient A/fA so that if there is a
nilpotent element in R, then f must have repeated factor.
Remark 4.1.4. There is a problem in the last part of the previous method.
Suppose we are in F8, which is of characteristic 2 and let us take f = T 3 +T 2.
The derivative is f ′ = T 2 so that the gcd is T 2. But then dividing f by T 2
gives us T + 1 which obviously doesn't contain one of the factor of the original
f : T ! In general, this occurs when f is of the form gph, as the characteristic
kills the derivative of gp. We will give an appropriate algorithm to solve this.
Lemma 4.1.5. The product of all irreducible monic polynomials in Fq [T ], of
degree dividing d, is equal to T q
d − T .
This lemma allows us to do more; given a polynomial f (T ) ∈ A, we can factor-
ize it in such a way that all the factors are product of irreducible polynomials
with the same degree. How is that possible? We take f1 = f and for n ≥ 1, we
set gn (T ) = gcd
(
fn (T ) , T
qn − T) and fn+1 = fn/gn. By the previous lemma,
each gn, n ≥ 1 only contains irreducible factors of degree n (see Berlekamp,
1970). Then we only have to factor the g′ns.
Thus our factorization is reduced to a simple case where our polynomial f is a
factor of distinct irreducible polynomial of the same degree. From now on, we
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assume this and we also set d to be the degree of each factor while the degree
of f is n.
Earlier in this work, we said that we may take the homomorphism δ as just
the reduction. This is exactly our case in this chapter. Namely, as we said
above, we take the A-algebra R to be A/fA, where f is the polynomial to be
factored. R is not necessary a ﬁeld, unless f is irreducible, but R is just an
A-algebra. With all these hypotheses, we have the following proposition:
Proposition 4.1.6. Let φ : A −→ R 〈τ〉 be a Drinfeld module, then φ is given
by φT =
∑r
i=0 brτ
r where br 6= 0 and b0 = T mod f . Moreover, if br /∈ R∗,
then gcd (f, br) is a proper divisor of f.
Proof. The ﬁrst part of the proposition is already given above. By our choice of
δ, we have b0 = T mod f . Now, suppose br /∈ R∗, let us show that gcd (f, br) 6=
f, 1. Indeed, if it is equal to 1, then for some polynomial u and v ,fu+ brv = 1
so that brv = 1 in R. This contradict the fact that br is not invertible. The
gcd cannot also be equal to f , as br would be a multiple of f and therefore
br = 0 in R. 2
This allows us to add one more condition on the choice of the Drinfeld module:
we assume that br ∈ R∗.
Now, assume f = f1 · · · fm, where the fi are distinct, so that dm = n, with d
the degree of each fi. By the Chinese remainder theorem,
R '
m⊕
i=1
A/fiA. (4.1.2)
Proposition 4.1.7. With the above hypothesis, suppose A/fiA = Ri. Then
the restriction, to Ri, for each i, of the Froebenius map on R, τ , is a Froebenius
map on Ri.
Proof. Let i be a ﬁxed integer. We deﬁne τ (b mod fi) = τ (b) mod fi. This
is well deﬁned as, if b = b′ mod fi, then
τ (b mod fi) = τ (b) mod fi
= τ (b′ mod fi) mod fi
= τ (b′ + cfi) mod fi for some polynomial c
= (τ (b′) + τ (cfi)) mod fi.
= τ (b′) + cqf qi mod fi.
And thus τ (b mod fi) = τ (b
′ mod fi). 2
As a consequence of this, we have the following corollary.
Corollary 4.1.8. With the same hypothesis as in the previous proposition, we
have
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 Ri is invariant under τ ,
 As A-modules, R '
m⊕
i=0
Ri, where the A-module structures are induced
by φ.
Proof. The ﬁrst part is obvious. And hence the second part follows by the
equality (4.1.2) and using the A-module structure induced by φ. 2
We also have the following results:
Corollary 4.1.9.
 Any operators in R 〈τ〉 leave each Ri invariant,
 τ d is the identity on each Ri and hence on R.
Proof. The ﬁrst part follows from the ﬁrst part of the previous corollary. To
show the second part, we know that for each i, A/fiA is a ﬁnite ﬁeld with
cardinal qd and the result follows. 2
Lemma 4.1.10. Let L/K be a Galois extension of degree n. If {λ1, · · · , λn} is
the generator of L as a K-vector space and {σ1, · · · , σn} are the elements of the
Galois group Gal (L/K), then {λiσj, 1 ≤ i, j,≤ n} is a generator of EndK (L)
as a K-vectorial space.
Proof. We know that EndK (L) is a K-vector space of dimension n
2, so it
suﬃce to show that λiσj, 1 ≤ i, j,≤ n are linearly independent over K. By the
linear independence of character (see Lang, 2002, Theorem. 4.1), the σj's are
linearly independent over L. And with the fact that the λi's are also linearly
independent over K, we see that the λiσj's are linearly independent over K.
Namely, if ∑
i,j
aijλiσj = 0,
then ∑
j
(∑
i
aijλi
)
σj = 0,
so that ∑
i
aijλi = 0, ∀j.
But then, for each j,
aij = 0.
2
The ring morphism (4.1.1) has as kernel the two sided ideal
(
τ d − 1). Further-
more, this homomorphism gives us the following proposition:
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Proposition 4.1.11.
(a) R 〈τ〉 / (τ d − 1) ' ∏mi=1 EndF (Ri) so that the image of the map (4.1.1) is
isomorphic to
∏m
i=1 EndF (Ri).
(b) Each coset in the quotient ring R 〈τ〉 / (τ d − 1) contains φT , for some
Drinfeld module φ of rank less or equal to d.
Proof.
(a) As R '⊕mi=1Ri, then we have
R 〈τ〉 / (τ d − 1) ' m∏
i=1
Ri 〈τ〉 /
(
τ d − 1) .
So if we can show that, for each i, Ri 〈τ〉 /
(
τ d − 1) is isomorphic to
EndF (Ri), then we are done.
Now, we have seen that Ri ' Fqd , then, by the lemma 4.1.10, we see that
EndF (Rj) ' EndF
(
Fqd
) ' ⊕
σ∈Gal(Fqd/F)
Riσ.
But the later galois group is generated by some σ, so that
EndF (Rj) '
d−1⊕
j=0
Riσ
j.
On the other hand, we have a surjective map from Ri 〈τ〉 onto
⊕d−1
j=0 Riσ
j
by sending τ to σ. And as a surjective map is bijective if the dimension of
the two sets are equal, then we have an isomorphism Ri 〈τ〉 /
(
τ d − 1) '⊕d−1
j=0 Riσ
j. Hence,
Ri 〈τ〉 /
(
τ d − 1) ' d−1⊕
j=0
EndF (Rj) .
(b) Suppose λ =
∑d−1
i=0 λiτ
i is representing the coset λ ∈ R 〈τ〉 / (τ d − 1). We
construct φT =
∑d
i=0 biτ
i in the following way:
 bi = λi for 1 ≤ u ≤ d− 1,
 b0 = T mod f ,
 bd = λ0 − b0.
Hence the rank of the constructed Drinfeld module is at most d.
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2
Remark 4.1.12. Notice that as each Ri is isomorphic to a ﬁnite ﬁeld with order
qd. Then the ring EndF (Rj) is isomorphic to the ringMd (F) of matrices with
entries in F.
We will make use of all of these in the following section.
4.2 Factorisation of polynomials
In the previous section, the second part of the proposition 4.1.11 tells us that
every element in the ring R 〈τ〉 / (τ d − 1) corresponds to a Drinfeld module φ
by φT . Thus by the map (4.1.1) modulo
(
τ d − 1), this gives us an F-linear
operator on R. Now by the ﬁrst part of proposition 4.1.11, this also gives us
an F-linear operator on each Ri, for i = 1, · · · ,m. These operators satisfy the
following proposition.
Proposition 4.2.1. Let P be the characteristic polynomial of the linear oper-
ator on R induced by the map (4.1.1) modulo
(
τ d − 1). Similarly, let, respec-
tively, Pi be the characteristic polynomial of the induced linear operator on Ri,
i = 1, · · ·m. Then,
(a) P = P1P2 · · ·Pm,
(b) Let Q be the product of all irreducible Pi. If Q is a proper divisor of P ,
then, for all b ∈ R∗, gcd (φQ (b) , f) is a proper divisor of f .
Remark 4.2.2.
(i) First, note that any linear operator always have characteristic polyno-
mial, so that P and the Pi's exist. Also, P is of degree n and the P
′
is are
of degree d.
(ii) For d = 1, all Pi's are all of degree one so that Q = P . And we cannot
apply the previous proposition. But in this case, f splits into linear
factors which are easy to ﬁnd.
Lemma 4.2.3. If F is a ﬁeld and P,Q are polynomials in F [T ], then there
are two polynomials R, S in F [T ] such that R ◦ P = QS.
Proof. We can assume that P,Q are monic. Let r1, · · · , rn be the roots of
Q in an algebraic closure of F (some ri's can be the same depending on the
multiplicity), then we have to ﬁnd R, such that R ◦ P (ri) = 0, for 0 ≤ i ≤ n.
But if we set pi = P (ri), then we see that R
′ =
∏
i (T − pi) satisﬁes the
condition R′ ◦P = Q (They are equal because they have the same roots, with
multiplicities, in the algebraic closure of F ). The problem is only that R′,
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might not be in F [T ]. Now, let us take R the LCM of the minimal polynomial
of each pi in F [T ]. Thus R = R
′′R′ for some R′′ where R ∈ F [T ]. Thus
R ◦ P = (R′ ◦ P ) (R′′ ◦ P ) = Q (R′′ ◦ P ) .
We take S = R′′ ◦ P , so that R ◦ P = QS. And this equality tells us that
S ∈ F [T ]. 2
Let us now prove the proposition 4.2.1.
Proof of proposition 4.2.1.
(a) This comes from the fact that R is a direct sum of each Ri. The ﬁrst
part of the proposition 4.1.11 implies that the operator φT on R can be
expressed as a diagonal of block matrices where each block represents
the linear operator φT on each component Ri of R. Using the usual for-
mula det (Mx− I), for a matrix M representing the operator, we see that
P (x) = P1 (x) · · ·Pm (x).
(b) If Q 6= 1, then for each factor Pi in Q, we have, as endomorphism of Ri,
φQ = Q (φT ) = 0.
Thus for each b ∈ R∗, we have φQ (b) = 0 ∈ Ri. Hence φQ (b) is a
multiple of each fi. Thus gcd (φQ (b) , f) 6= 1. It remains to show that
this is not equal to f . Indeed, this is true by proving that if Pi is not
a factor of Q, then fi is not a factor of φQ (b). To show this, let i be
an index such that Pi is not a factor of Q. Lemma 4.2.3 tells us that
there is an element a ∈ A, such that a ◦ φT (b) is a multiple of fi. Thus,
φa (b) = a (φT (b)) = 0 mod fi. Suppose a is a polynomial with minimal
degree satisfying this condition. As Pi also satisﬁes this condition then
its degree is greater than the degree of a. Also, φgcd(a,Pi) (b) = 0 mod fi.
Therefore, as 1 6= gcd (a, Pi) and a is of minimal degree, then this gcd
is equal to a, hence a | Pi. This means that gcd (a,Q) = 1 and thus
φQ (b) 6= 0 mod fi.
2
4.2.1 Algorithms
The proposition 4.2.1 tells us that if we are lucky, then choosing a Drinfeld
module will give us a factor of f . Using this fact, let us develop an algorithm
to factor polynomials.
Step 1. Removing multiple factors. We keep the same notation as in the
previous section.This step is, as in the Berlekamp's algorithm, done
by comparing f with its formal derivative f ′. If f ′ is equal to zero
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 4. FACTORISATION OF POLYNOMIALS 45
then as we have seen f is a power of p and we have already seen
how to compute the p-th root of f . Also, gcd (f, f ′) is a divisor of f .
Suppose we are given a polynomial f to factor without any assumed
condition. The pseudo-code is in Algorithm 1.
Algorithm 1 Removing multiple factor
procedure DecomposeMultiple(f ,m)
i← 1
Output← ∅
g ← f ′
if g=0 then
f ← f qp
Output← DecomposeMultiple(f, p)
else
h← gcd (f, g))
u← f/h
while u 6= 1 do
v ← gcd (u, h)
t← u/v
if t 6= 1 then Output← Output ∪ [t, i]
end if
i← i+ 1
u← v
h← h/v
end while
end if
if h 6= 1 then
h← h qp
Output← Output ∪DecomposeMultiple (h, p)
end if
for all [p, i] ∈ Output do
i← i ∗m
end for
return Output
end procedure
How does the Algorithm 1 work? Dividing f by gcd (f, f ′) gives us all
factors with multiplicity not of the form pk, where k is an integer and
p the characteristic of our ground ﬁeld. By successive gcd elimination,
all the factors with the same multiplicity will be separated, starting
with the smallest multiplicity. At the end we get only the factors
with a power multiple of p. So we apply the procedure again to the
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p-th root of these factors. To understand this, let us see the following
brief example.
Example 4.2.4. Assume we are in characteristic 3. Suppose f, g, h
are square-free factors of F , where F = f 3g5h. Moreover, assume
that these three factors are relatively prime.
At the beginning i = 1 and the derivative is not 0. The ﬁrst while
loop, will give us z = h, i = 1. Following the algorithm, we will see
that z = 1 until i = 5, where z is now equal to g. After this step we
get the condition which tells us to go out of the while loop. Before
that, we compute c = f 3. Hence (f 3)
q
3 = f and ﬁnally we check that
this is square free. Therefore the decomposition we get is h× g5×f 3.
Step 2. Grouping irreducible factors of the same degree. We assume
that we have a square-free polynomial and we want to group all factors
w.r.t to their degree. The method to do this was already explained
earlier but let us write it in the form of pseudo-code which is Algo-
rithm 2. Let us just precise that we don't have to run through all the
integers less than the degree of f , we can stop only at the half of the
degree of f .
Algorithm 2 Grouping factors of the same degree
procedure GroupSameDegree(f)
i← 1
Output← ∅
while f¬ constant do
if i> (deg f)/2 then
return Output ∪ [f, deg(f)]
end if
g = gcd
(
f, T q
i − T
)
if g 6= 1 then
Output← Output ∪ [g, i]
end if
i← i+ 1
f = f/g
end while
return Output
end procedure
Step 3. Separating factors of the same degree. We can now assume that
the polynomial f is product of irreducible polynomials of the same
degree d. Moreover, from 4.2.2, we assume that d 6= 1. Suppose that
the degree of f is equal to n. To separate the irreducible factors, we
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follow the Algorithm 3 (which is not a pseudo-algorithm). The code
is in Appendix A.
Algorithm 3 Separating factors of the same degree
a) We choose a twisted polynomial λ0 + λ1τ + · · · + λd−1τ d−1 which is equal
to φT modulo
(
τ d − 1), for some Drinfeld module φ.
b) Compute φT (1) , φT (T ) , · · · , φT (T n−1) to construct the matrix represent-
ing φT .
c) Compute the characteristic polynomial P of φT .
d) As each Pi are of the same degree d (see remark 4.2.2), we can compute Q,
by using the same algorithm as in Step 2 to separate the irreducible Pi of
the same degree d.
e) Compute the gcd of φQ (b) and f , where b is any element of R (We can for
example choose b = 1).
f) In case we don't get a proper divisor of f , then choose another Drinfeld
module as in Step 3a. Otherwise, go to the next factorisation.
Remark 4.2.5. We are not guaranteed that each irreducible factor of P
has multiplicity one. Hence, in Step 3d, we need a slight modiﬁcation
of the algorithm in Step 2 as that algorithm applies only for square-
free polynomials.
Example 4.2.6. Let us factorize, T 4 + T 3 + T − 1, which we should
know in advance to be a product of polynomials of degree 2, in F3 [T ].
We choose λ0 = T
3 + T and λ1 = T
2 + T . Hence, by the proof of
proposition 4.1.11, our Drinfeld module is, deﬁned by
φT = T +
(
T 2 + T
)
τ + T 3τ 2.
We compute
 φT (1) = T 3 + T2− T ,
 φT (T ) = −T 3 + 1,
 φT (T 2) = −T + 1,
 φT (T 3) = T 3 − 1,
Thus, the matrix of the endomorphism given by φT is
0 1 1 −1
−1 0 −1 0
1 0 0 0
1 −1 0 1
 .
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The characteristic polynomial of this matrix is T 4−T 3 +T 2−T with
only factor of degree 2: Q = T 2 + 1. Now, computing φQ (1), we get,
φQ (1) = −T 3 − T.
The ﬁnal gcd with f is T 2 + 1.
4.2.2 Complexity
Looking at the previous algorithm we might ask the following questions:
 Does there always exist a Drinfeld module such that the algorithm gives
a factor?
 If so, how many Drinfeld modules? What is the chance that our choice
of Drinfeld module is good, i.e. we get a factor at the end of the Step 3.
The ﬁrst question allow us to say whether this algorithm works or not. For
the second question we are asking what is the chance for us to choose a good
Drinfeld module. The later is important as this tells us what is the eﬃciency
of the algorithm. Let us see the answers in the following.
Proposition 4.2.7. Let φ be a Drinfeld module, f the polynomial to be fac-
tored and Q be the product of all irreducible characteristic polynomials from
the linear operator induced by φ on each Ri. Suppose the characteristic poly-
nomial of the linear operator induced by φ on R is P . Thus Q is a factor of
P . There is some endomorphism M ∈ EndF (R) such that the corresponding
Q is a proper divisor of P where P is the characteristic polynomial of M .
Proof. We construct the endomorphism on each Ri in such a way that some
corresponding characteristic polynomial is irreducible and some reducible. By
the ﬁrst part of the proposition 4.1.11, we construct the endomorphism on R
by glueing the endomorphism on each Ri together. 2
Reducing the endomorphism M , in the previous proposition, modulo τ d − 1,
we see that there is always a Drinfeld module to factor f if f is reducible.
Hence the answer of the ﬁrst question is positive.
We now investigate how eﬃcient is our algorithm. First of all, we know that
our Algorithm, by Algorithm 3, is a probabilistic algorithm, hence let us ﬁrst
compute the probability that a choice of Drinfeld modules gives proper factor
of the polynomial we have to factor.
Let us recall the following results from linear algebra:
Proposition 4.2.8. Let F be a ﬁeld and let GLd (F ) be the set of all non-
singular d× d matrices inMd (F ).
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(a) For an irreducible subset S of Md (F ) (i.e. {0} and F n are the only in-
variant subspace of F n by the operators in S), we have the equality between
centralizers CGLd(F ) (S) = CMd(F ) (S)− 0,
(b) Let M be a matrix in Md (F ), then CMd(F ) (M) = F [M ] if and only if
the characteristic polynomial of M is irreducible over F .
(c) All matrices inMd (F ) with the same irreducible characteristic polynomi-
als are conjugate.
Remark 4.2.9. The last result of the previous proposition comes from the fact
that the characteristic polynomial is irreducible. Namely, two matrices are
conjugate if and only if they have the same rational canonical form (Curtis,
1986, 25.15). The two ﬁrst results can be found in (Suprunenko and Tyshke-
vich, 1968, chap. 1).
Assumming these results, we get the following corollary:
Corollary 4.2.10. If f is an irreducible polynomial over F of degree d, then,
there are exactly
∏d−1
i=1
(
qd − qi) matrices in Md (F) with characteristic poly-
nomial f .
Proof. Let us operate GLd (F ) by conjugation onMd (F). For a matrix M ∈
Md (F) with characteristic polynomial f , we have
|Orb (M,GLd (F ))| = [GLd (F ) : Stab (M,GLd (F ))] . (4.2.1)
We have Stab (M,GLd (F )) = CGLd(F ) (M), but since f is irreducible, then
the linear operator M must be irreducible, hence by the proposition 4.2.8 a,
Stab (M,GLd (F )) = CMd(F) (M)−0. By the proposition 4.2.8 b, and the fact
that f is irreducible of degree d, we have CMd(F) (M) is of dimension d over F.
Hence,
Stab (M,GLd (F )) = q
d − 1. (4.2.2)
By the proposition 4.2.8 c, the number of matrices with f as characteris-
tic polynomial is |Orb (M,GLd (F ))|. Finally GLd (F ) =
∏d−1
i=0
(
qd − qi), so
combining this with the equations (4.2.1) and (4.2.2), we get the expected
result. 2
It is well known (see Rosen, 2002, chap. 2) that the number of monic irreducible
polynomials of degree d over the ﬁnite ﬁeld F is equal to
Nd =
1
d
∑
l|d
µ (l) q
d
l , (4.2.3)
where q is the cardinal of F and µ is the Möbius function.
Given a monic polynomial f of degree d, we can always ﬁnd a matrice (the
companion matrice) with f as characteristic polynomial. As Ri 〈τ〉 /
(
τ d − 1)
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is isomorphic to EndF (Ri), then choosing a Drinfeld module (by deﬁning φT )
the probability that the characteristic polynomial is irreducible, viewing φT as
endomorphism on Ri, is equal to
pd = Nd
∏d−1
i=1
(
qd − qi)
qd2
.
Computing this, we have
pd =
1
dqd
(
d−1∏
i=1
(
1− qi−d))
∑
l|d
µ (l) q
d
l
 .
Hence, we have the following proposition:
Proposition 4.2.11. The probability that a randomly chosen Drinfeld module
gives a factor is equal to 1−pmd − (1− pd)m, where m is the number of factors,
each of degree d and
pd =
1
dqd
(
d−1∏
i=1
(
1− qi−d))
∑
l|d
µ (l) q
d
l
 . (4.2.4)
Most of the algorithms for factoring large polynomials over ﬁnite ﬁeld, like
Berlekamp and Cantor-Zassenhaus, contain the algorithms 2 and 1. The dif-
ference is only in the way to separate the factors of the same degree, and
hence it is natural to compare the third step to the other algorithms. It is
not obvious to compute the running time, as it depends on the way we im-
plement it and there are many of them. But, using classical techniques of
computing the running time, by counting the number of multiplication (see
van der Heiden, 2004), one ﬁnds that, given a Drinfeld module, this is equal to
O (dn3 + n2 log q), where q is the cardinal of the underlying ﬁeld, n the degree
of the polynomial to factor, d the degree of each factor.
4.2.2.1 Analysis
The most popular algorithm for factoring polynomials over ﬁnite ﬁeld is the
algorithm by Cantor-Zassenhaus (see Cantor and Zassenhaus, 1981). So let
us see some analysis of our algorithm and then we will compare it to Cantor-
Zassenhaus's algorithm.
Let us approximate the probability pd. First, by the Möbius inversion formula
we have,
qd =
∑
l|d
lNl.
Hence we have,
Nd <
qd
d
. (4.2.5)
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Next,
qd − dNd ≤
∣∣∣∣∣∣
∑
l|d,l>1
µ (l) q
d
l
∣∣∣∣∣∣
≤
n/2∑
i=1
qi
≤ q
q − 1q
n/2.
Finally we get a lower bound of Nd, which is, after calculation,
Nd >
qd
d
(
1− q
q − 1q
−d/2
)
. (4.2.6)
In fact we have the following approximations.
Nd ∼ q
d
d
+O
(
qd/2
d
)
.
Moreover, 1− q
q−1q
−d/2 tends to 1 when q is big enough. Hence, the equations
(4.2.6) and (4.2.5) tell us that, for large q, Nd ∼ qdd .
For the expression
∏d−1
i=1
(
1− qi−d), we know that it is less than 1, and by
direct analysis, the bigger q is , the expression tends to 1.
Therefore, for large q, the probability, pd is approximately
1
d
.
We now take a simple look at the probability that choosing a Drinfeld module,
we get a proper factor. In the proposition 4.2.11, we saw that ts is equal to
1− pmd − (1− pd)m. Plotting this with respect to the variables (pd,m), with m
the number of irreducible factor on the vertical axis, we have the ﬁgure 4.1.
Analysing this, we see that the larger m is and the closer pd is to
1
2
, more we
have a chance of ﬁnding a proper factor. This is clearly, true as:
 We need the Drinfeld module to give us irreducible as well as reducible
characteristic polynomials,
 the more we have factors, more we have a chance of ﬁnding one of them.
Example 4.2.12. Let us see some example for d = 2, 3.
d = 2 A monic polynomial of degree 2 over F is of the form T 2 + AT + B,
A,B ∈ F. Hence there are q2 of them. Such a polynomial is reducible if
it is of the form (T + a) (T + b), a, b ∈ F. A combination method shows
that there are
(
q + 1
2
)
= q(q+1)
2
of them. Thus, conﬁrming the formula
4.2.3, there are N2 =
q2−q
2
irreducible polynomials of degree 2 in F [T ].
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Figure 4.1: Probability of a successful choice of Drinfeld module
Finally, we have the probability
p2 =
(q − 1)2
2q2
.
d = 3 A monic polynomial of degree 3 over F is of the form T 3 +AT 2 +BT +C,
A,B,C ∈ F and thus we have q3 of them. A monic is reducible only in
the two following cases, a, b, c ∈ F:
 (T + a) (T + b) (T + c). The combination method tells us that there
are
(
q + 2
3
)
= q(q+1)(q+2)
6
possibilities,
 (T + a) (T 2 + bT + c), with the later factor irreducible. We just
said above that there are q
2−q
2
possibilities of the later factor so
that in total we have q
3−q2
2
possibilities for (T + a) (T 2 + bT + c).
So we have 2q
3+q
3
reducible polynomials and thus N3 =
q3−q
3
irreducible
polynomials, as we can check from the formula 4.2.3.
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Hence we have the probability
p3 =
(q − 1)3 (q + 1)2
3q5
.
To conclude these examples, we see obviously that pd is approximately equal
to 1
d
with large q and then, ﬁnding small factors is not diﬃcult for our method.
4.2.2.2 Comparisons
We ﬁnally, compare our algorithm to the Algorithm designed by Cantor-
Zassenhaus. The ﬁrst thing we want to compare is, of course, the running time
of Step 3. Recall, that for our algorithm, this is O (dn3 + n2 log q). As seen in
Cantor and Zassenhaus (1981), the running time for the Cantor-Zassenhaus
algorithm is, asymptotically, O (n3 + n2 log q). If we still keep the condition
that q is large compared to n (and thus to d), then these running times are
asymptotically the same. Thus for large q, these algorithms present the same
advantage.
Since both algorithms are probabilistic algorithms. It is also natural to com-
pare the probability of ﬁnding factors within one of Step 3. Recall the setup
of the polynomial to be factored: d is the degree of each factor, q is the char-
acteristic of the ﬁeld, n: is the degree of the polynomial to be factored and
m = n/d is the number of factors. Now, the probabilities, denoted by Pi, are,
 Method using Drinfeld modules:
P1 = 1− pmd − (1− pd)m ,
with
pd =
1
dqd
(
d−1∏
i=1
(
1− qi−d))
∑
l|d
µ (l) q
d
l

 Cantor-Zassenhaus algorithm (Cantor and Zassenhaus, 1981):
P2 = 1− 2r
m − q + 1
qn − q , for odd q,
and
P2 = 1− 3r
m − q + 1
qn − q , for even q,
where
r =
qd − 1
2
.
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Again, we estimate these values for large q. We already saw that pd is ap-
proximately equal to 1
d
. Thus P1 ∼ 1 − 1dm −
(
1− 1
d
)m
. Looking at P2, we
have either P2 ∼ 1 − 12m−1 or P2 ∼ 1 − 32m . We may think that P2 is greater
than P1, and then Cantor-Zassenhaus is better but as far as P1 > 1/2, we can
always say that our algorithm is not bad. If we look at the ﬁgure 4.1, with the
fact that pd ∼ 1d , P1 is less than half for large d (compared to m). Hence, our
algorithm is not suited to ﬁnd very large factor if there are not many of them.
Combining all of these, our algorithm is better suited for the cases where we
are working in a very large ﬁeld. Moreover, more the factors we have and the
smaller they are we have more chance to ﬁnd them with our method using
Drinfeld modules.
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Conclusion
This work contains some theory in the area of algebraic and arithmetic geome-
try. In Chapter 2, we introduced the notion of Drinfeld modules of general rank
r. This is a generalization of the Carlitz module which we have seen in Chapter
1. Namely, the Carlitz module is also a Drinfeld A-module where the ring A is
the polynomial ring F[T ] and its rank is 1 as it is given by φT = τ+T . Also, in
Chapter 2, we investigated the analytic construction of Drinfeld modules from
lattices in C∞. As shown in Chapter 3, that construction is analogous to the
construction of elliptic curves from lattices in C. We studied more about that
analogy by working about the Tate modules on both sides of elliptic curves
and Drinfeld modules.
This analogy gives us an idea, of how to develop an algorithm to factor polyno-
mial using Drinfeld modules, like the algorithm to factor integer in Chapter 1.
That is done from the fact that while using elliptic curves to factor integer in
N, we use Drinfeld modules to factor polynomial in F[T ]. To do so, in Chapter
4, we deﬁned the notion of Drinfeld modules over ring and we applied it to
the ring F[T ] to develop our algorithm. After that, we analyzed the eﬃciency
of this algorithm and we gave some comparison with the algorithm of Cantor-
Zassenhaus. Like the algorithm of Cantor-Zassenhaus, we have seen that such
an algorithm is better suited for polynomials over large ﬁelds. Moreover, our
algorithm is good to ﬁnd small factors. These estimations are just asymptotic
but in practice, one never knows which one is the best algorithm for factoring
any polynomials. To conclude this Thesis, Cantor and Zassenhaus said:
The asymptotically best algorithms frequently turn out to be worst
on all problems for which they are used .
Finally, to make this work more complete, we implemented the algorithm using
SINGULAR. The code is in the Appendix A.
55
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Singular program
Here, we give a code for factoring polynomials using Drinfeld modules. This
is implemented using Singular. After loading the ﬁle, these are the following
commands to execute it.
> ring = 3,x,lp;
> poly f= (x^2+1)*(x^2+1);
> drinfeldFactor(f);
Below is the code. 
1 LIB " l i n a l g . l i b " ;
proc randomPoly ( int d)
{
int i , j ;
6 int q=s i z e ( base r ing ) ;
int p=char ( base r ing ) ;
de f x=var ( 1 ) ;
poly s=0;
i f ( q==p)
11 {
for ( i =0; i<=d ; i++)
{
s=s+random (0 ,p−1)*x^ i ;
}
16 }
else
{
number prim=par ( 1 ) ;
for ( i =0; i<=d ; i++)
21 {
j=random (0 , q ) ;
57
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i f ( j !=q )
{
s=s+(prim^ j )*x^ i ;
26 }
}
}
return ( s ) ;
}
31
proc randomListPoly ( int d)
{
int i ;
l i s t l=l i s t ( ) ;
36 for ( i =1; i<=d ; i++)
{
l=l+l i s t ( randomPoly (d ) ) ;
}
return ( l ) ;
41 }
proc charRoot ( poly f )
{
de f r=base r ing ;
46 de f x=var ( 1 ) ;
int q=s i z e ( r ) ;
int p=char ( r ) ;
int d=deg ( f ) ;
int n=d/p ;
51 de f c=c o e f f s ( f , x ) ;
f =0;
for ( int i =0; i<=n ; i++)
{
f=f+c [ i *p+1 ,1]^(q/p)*x^ i ;
56 }
return ( f ) ;
}
proc powerXmod( int q , int i , poly f )
61 {
int j , k ;
de f x=var ( 1 ) ;
poly h ;
poly g=x ;
66 for ( j =1; j<=i ; j++)
Stellenbosch University http://scholar.sun.ac.za
APPENDIX A. SINGULAR PROGRAM 59
{
h=1;
for ( k=1;k<=q ; k++)
{
71 h=reduce ( g*h , std ( f ) ) ;
}
g=h ;
}
return ( g ) ;
76 }
proc eGcd( poly f , poly g )
{
poly r , q , h ;
81 i f ( deg ( f )<deg ( g ) )
{
h=f ;
f=g ;
g=h ;
86 }
while ( g != 0)
{
r=reduce ( f , s td ( g ) ) ;
f=g ;
91 g=r ;
}
return ( s imp l i f y ( f , 1 ) ) ;
}
96 proc decomposeMultiple ( poly f , int m)
{
de f p=char ( base r ing ) ;
de f x=var ( 1 ) ;
int i =1;
101 l i s t output=l i s t ( ) ;
poly g=d i f f ( f , x ) ;
poly h , u , t , v ;
i f ( g==0)
{
106 f =charRoot ( f ) ;
output = decomposeMultiple ( f , p ) ;
}
else
{
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111 h = eGcd ( f , g ) ;
u =d i v i s i o n ( f , h ) [ 1 ] [ 1 , 1 ] ;
while ( u != 1)
{
v =eGcd (u , h ) ;
116 t = d i v i s i o n (u , v ) [ 1 ] [ 1 , 1 ] ;
i f ( t != 1)
{
output = output+l i s t ( l i s t ( t , i ) ) ;
}
121 i=i +1;
u=v ;
h = d i v i s i o n (h , v ) [ 1 ] [ 1 , 1 ] ;
}
i f ( h != 1)
126 {
h = charRoot (h ) ;
output = output+decomposeMultiple (h , p ) ;
}
for ( int j =1; j<=s i z e ( output ) ; j++)
131 {
output [ j ] [ 2 ]= output [ j ] [ 2 ] *m;
}
}
return ( output ) ;
136 }
proc groupSameDegree ( poly f )
{
141 int i =1;
int q=s i z e ( base r ing ) ;
de f x=var ( 1 ) ;
l i s t output=l i s t ( ) ;
poly g ,w;
146 while ( deg ( f ) !=0)
{
i f ( i>deg ( f )/2)
{
return ( output+l i s t ( l i s t ( f , deg ( f ) ) ) ) ;
151 }
w=powerXmod(q , i , f )−x ;
g = eGcd( f , w) ;
i f ( g != 1)
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{
156 output = output+l i s t ( l i s t ( g , i ) ) ;
}
i=i +1;
f =d i v i s i o n ( f , g ) [ 1 ] [ 1 , 1 ] ;
}
161 return ( output ) ;
}
166 proc MatrixPolynomial ( poly Q, matrix M)
{
int i ;
int n=nco l s (M) ;
l i s t l=c o e f f s (Q, x ) ;
171 matrix b [ n ] [ 1 ]= 1 ;
matrix Pow=freemodule (n)*b ;
matrix A=diag ( l [ 1 ] [ 1 , 1 ] , n )*b ;
for ( i =2; i<=s i z e ( l [ 1 ] ) ; i++)
{
176 Pow=M*Pow;
A=A+l [ 1 ] [ i , 1 ] *Pow;
}
return (A) ;
}
181
proc f a c t o r i n gT r i a l ( poly f , l i s t a )
{
poly s ,Q, phiQ ;
int q , n , i , j , d ;
186 q=s i z e ( base r ing ) ;
de f x=var ( 1 ) ;
n=deg ( f ) ;
d=s i z e ( a ) ;
de f b=a [ 1 ] ;
191 a [1 ]=x ;
a=a+l i s t (b−a [ 1 ] ) ;
l i s t l=l i s t ( ) ;
for ( i =0; i<n ; i++)
{
196 s=0;
for ( j =0; j<=d ; j++)
{
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s=s+a [ j +1]*(powerXmod(q , j , f ))^ i ;
}
201 l=l+l i s t ( reduce ( s , s td ( f ) ) ) ;
}
for ( i =1; i<=n ; i++)
{
l [ i ]=matrix ( c o e f f s ( l [ i ] , x ) , n , 1 ) ;
206 }
matrix M[ n ] [ n ] ;
for ( i =1; i<=n ; i++)
{
for ( j =1; j<=n ; j++)
211 {
M[ i , j ]= l [ j ] [ i , 1 ] ;
}
}
poly P=charpoly (M) ;
216 for ( i =1; i<=d−1; i++)
{
s=powerXmod(q , i ,P)−x ;
Q=eGcd(P, s ) ;
while (Q!=1)
221 {
P=d i v i s i o n (P,Q) [ 1 ] [ 1 , 1 ] ;
Q=eGcd(P, s ) ;
}
}
226 s=powerXmod(q , d ,P)−x ;
Q=eGcd(P, s ) ;
matrix v=MatrixPolynomial (Q,M) ;
phiQ=0;
for ( i =1; i<=n ; i++)
231 {
phiQ=phiQ+v [ i , 1 ] * x^( i −1);
}
return ( eGcd ( f , phiQ ) ) ;
}
236
proc separateSameDegree ( poly f , int d)
{
poly g , h ;
l i s t a , output ;
241 i f (d==1)
{
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output=l i s t ( ) ;
de f x=var ( 1 ) ;
int q=s i z e ( base r ing ) ;
246 int p=char ( base r ing ) ;
i f (p!=q)
{
number prim=par ( 1 ) ;
int i =0;
251 while ( deg ( f )>1)
{
i f ( subst ( f , x , prim^ i )==0)
{
g=f ;
256 h=x−prim^ i ;
output=output+l i s t (h ) ;
f=d i v i s i o n (g , h ) [ 1 ] [ 1 , 1 ] ;
}
i++;
261 }
output=output+l i s t ( f ) ;
}
else {
int i =0;
266 while ( deg ( f )>1)
{
i f ( subst ( f , x , i )==0)
{
g=f ;
271 h=x−i ;
output=output+l i s t (h ) ;
f=d i v i s i o n (g , h ) [ 1 ] [ 1 , 1 ] ;
}
i++;
276 }
output=output+l i s t ( f ) ;
}
return ( output ) ;
}
281 i f ( deg ( f )!=d)
{
a=randomListPoly (d ) ;
g=f a c t o r i n gT r i a l ( f , a ) ;
while ( g==1 | | g==f )
286 {
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a=randomListPoly (d ) ;
g=f a c t o r i n gT r i a l ( f , a ) ;
}
291 output=separateSameDegree ( d i v i s i o n ( f , g ) [ 1 ] [ 1 , 1 ] , d)+
separateSameDegree ( g , d ) ;
}
else
{
296 output=l i s t ( f ) ;
}
return ( output ) ;
}
301 proc d r i n f e l dFac t o r ( poly f )
{
i f ( deg ( f )==0|| deg ( f )==−1)
{
return ( f ) ;
306 }
de f constant= l e ad c o e f ( f ) ;
f= f / constant ;
int i , j , k ;
l i s t L=l i s t ( ) ;
311 l i s t l 1=l i s t ( ) ;
l i s t output=l i s t ( constant ) ;
l i s t l=decomposeMultiple ( f , 1 ) ;
poly g ;
for ( i =1; i<=s i z e ( l ) ; i++)
316 {
L=groupSameDegree ( l [ i ] [ 1 ] ) ;
for ( j =1; j<=s i z e (L ) ; j++)
{
l 1=separateSameDegree (L [ j ] [ 1 ] , L [ j ] [ 2 ] ) ;
321 for ( k=1;k<=s i z e ( l 1 ) ; k++)
{
output=output+l i s t ( l i s t ( l 1 [ k ] , l [ i ] [ 2 ] ) ) ;
}
}
326 }
return ( output ) ;
} 
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Big example
Let us explain the main procedures in this program by illustrating them with
one example. We will work in the ﬁeld F81 with a polynomial of degree 50.
We ﬁrst load the program and deﬁne the polynomial ring by the following
command:
> <"singular.sing";
> load("singular.sing");
> ring r=(81,a),x,lp;
Assuming that a is the primitive element of the ﬁeld, our polynomial is
a37x50 + a56x49 + a45x48 + a36x47 + a37x46 + a51x44 − x43 + a24x42+
a5x41 + a8x40 + a77x39 + a61x38 + a23x37 + a55x36 + a34x35+
a47x34 + a79x33 + a79x32 + a19x31 + a75x30 + a14x29 + a49x28+
a60x27 + a62x26 + a64x25 + a9x24 + a55x23 + a54x22 + a64x21+
a11x20 + a14x19 + a33x18 + a33x17 + a23x16 + a70x15 + a69x14+
a50x13 + a35x12 + a21x11 + a76x10 + a71x9 + a43x8 + a47x7+
a77x6 + a21x5 + a23x4 + a28x3 + a71x2 + a27x+ a29 (B.0.1)
In singular we deﬁne this polynomial with the command:
> poly f= a37*x50+a56*x49+a45*x48+a36*x47+a37*x46+a51*x44-x43
+a24*x42+a5*x41+a8*x40+a77*x39+a61*x38+a23*x37+
a55*x36+a34*x35+a47*x34+a79*x33+a79*x32+a19*x31+
a75*x30+a14*x29+a49*x28+a60*x27+a62*x26+a64*x25+
a9*x24+a55*x23+a54*x22+a64*x21+a11*x20+a14*x19+
a33*x18+a33*x17+a23*x16+a70*x15+a69*x14+a50*x13+
a35*x12+a21*x11+a76*x10+a71*x9+a43*x8+a47*x7+a77*x6+
a21*x5+a23*x4+a28*x3+a71*x2+a27*x+a29;
65
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Now to factorize this polynomial, we use the command:
> drinfeldFactor(f);
This gives us the following output:
[1]:
a37
[2]:
[1]:
x4+a65*x3+a75*x2+a26*x+a14
[2]:
1
[3]:
[1]:
x6+a17*x5+a63*x4+a18*x3+a60*x2+a59*x+a25
[2]:
1
[4]:
[1]:
x6+a28*x5+a37*x3+a75*x2+a63*x+a50
[2]:
1
[5]:
[1]:
x6+a10*x5+a14*x4+a31*x3+a27*x2+a57*x+a12
[2]:
1
[6]:
[1]:
x9+a78*x8+a78*x7+a49*x6+a78*x5+a12*x4+a65*x3+a49*x2+
a46*x+a67
[2]:
1
[7]:
[1]:
x19+a3*x18+a4*x17+a77*x16+a63*x15+x14+a72*x13+a47*x12+
a11*x11+x10+a25*x9+a42*x8+a9*x7+a11*x6+a67*x5+a57*x4+
a67*x3+a26*x2+a26*x+a64
[2]:
1
This means that the factors of the polynomial B.0.1 are:
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 a37 is the constant,
 x4 + a65x3 + a75x2 + a26x+ a14 has multiplicity 1,
 x6 + a17x5 + a63x4 + a18x3 + a60x2 + a59x+ a25 has multiplicity 1,
 x6 + a28x5 + a37x3 + a75x2 + a63x+ a50 has multiplicity 1,
 x6 + a10x5 + a14x4 + a31x3 + a27x2 + a57x+ a12 has multiplicity 1,
 x9 + a78x8 + a78x7 + a49x6 + a78x5 + a12x4 + a65x3 + a49x2 + a46x + a67
has multiplicity 1,

x19 + a3x18 + a4x17 + a77x16 + a63x15 + x14 + a72x13 + a47x12+
a11x11 + x10 + a25x9 + a42x8 + a9x7 + a11x6 + a67x5 + a57x4+
a67x3 + a26x2 + a26x+ a64
has multiplicity 1.
Now let us see how it works inside the command drinfeldFactor. We notice
that all factors are of multiplicity 1 so that we don't need to remove multiple
factors with the command decomposeMultiple. The next step is to separate
the factors of the same degree. We do the following command.
> groupSameDegree(f);
The output is:
[1]:
[1]:
x4+a65*x3+a75*x2+a26*x+a14
[2]:
4
[2]:
[1]:
x18+a71*x17+a4*x16+a22*x15+a31*x14+a64*x13+
a79*x12+a24*x11+a8*x10+a67*x9+a15*x8+a37*x7+
a48*x6+a70*x5+a32*x4+a14*x3+a60*x+a7
[2]:
6
[3]:
[1]:
x9+a78*x8+a78*x7+a49*x6+a78*x5+a12*x4+a65*x3+
a49*x2+a46*x+a67
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[2]:
9
[4]:
[1]:
x19+a3*x18+a4*x17+a77*x16+a63*x15+x14+a72*x13+
a47*x12+a11*x11+x10+a25*x9+a42*x8+a9*x7+a11*x6+
a67*x5+a57*x4+a67*x3+a26*x2+a26*x+a64
[2]:
19
We notice that we have:
 A polynomial of degree 4 such that the irreducible factors are of degree
4. Hence, this polynomial is already irreducible.
 A polynomial of degree 18 such that the factors are of degree 6. Hence
we still have to factor this polynomials.
 A polynomial of degree 9 such that the irreducible factors are of degree
9. This polynomial is irreducible too.
 A polynomial of degree 19 such that the irreducible factors are of degree
19. Again, this must be irreducible.
Finally our last task is to separate the factors in the third polynomial. The
command is,
> poly g=x18+a71*x17+a4*x16+a22*x15+a31*x14+a64*x13+
a79*x12+a24*x11+a8*x10+a67*x9+a15*x8+a37*x7+
a48*x6+a70*x5+a32*x4+a14*x3+a60*x+a7;
> separateSameDegree(g,6);
Finally the output to give us the other factors of B.0.1 is,
[1]:
x6+a28*x5+a37*x3+a75*x2+a63*x+a50
[2]:
x6+a10*x5+a14*x4+a31*x3+a27*x2+a57*x+a12
[3]:
x6+a17*x5+a63*x4+a18*x3+a60*x2+a59*x+a25
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