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Bei mir ist wohl immer noch die Mischung von Mystik und Mathematik dominant, die
ihre Hauptresultate in der Physik findet. Aber auch die Nachbargebiete wie
Parapsychologie und Biologie interessieren mich in zunehmendem Maße.




Molecular motors are proteins that convert energy from nucleoside triphosphate hydrolysis
into mechanical work. A prominent example is myosin which drives muscle contraction and
a large number of additional cellular transport phenomena in all living organisms. While
hydrolyzing ATP, myosin translocates along an actin filament. The catalytic cycle for ATP
hydrolysis and the mechanical motor cycle are closely coupled. Although a large number
of studies have been devoted to understanding the functioning of myosin since its isolation
in the 19th century, the details of the chemical mechanism underlying ATP hydrolysis and
its coupling to the necessary conformational changes of myosin are poorly understood.
In this thesis, theoretical methods are developed and used to gain a detailed understanding
of the mechanism of ATP hydrolysis in myosin and of mechanical events that immediately
follow hydrolysis. Three different possible reaction routes are investigated using combined
quantum mechanical and molecular mechanical (QM/MM) reaction path simulations. To
include solvent screening effects in the calculations, a new approximate method “Non-
Uniform Charge Scaling” (NUCS) was developed which scales the partial atomic charges
on the molecular mechanical atoms so as to optimally reproduce electrostatic interaction
energies between groups of protein atoms and the QM region as determined from an initial
continuum solvent analysis with a simple Coulomb potential and scaled charges. NUCS is a
generally-applicable method that is particularly useful in cases where an explicit treatment
of water molecules is not feasible and interfaces to implicit solvent models are lacking, as
is the case for current QM/MM calculations.
Path optimizations were done using Hartree-Fock calculations with 3-21G(d) and 6-31G(d,p)
basis sets, followed by point energy calls using density-functional theory B3LYP/6-31+G(d,p).
Despite the inaccuracies inherent in this method, the present calculations currently rep-
resent the most accurate QM/MM theoretical investigation of an enzyme-catalyzed phos-
phoanhydride hydrolysis reaction. Possible methodological improvements for future inves-
tigations are discussed.
The three pathways studied are isoenergetic within error and are thus equally likely to
be populated. The 6-31G(d,p) basis set proved to be reliable in describing the geometries
during the phosphate hydrolysis reactions, whereas the 3-21G(d) basis set was found to be
too inaccurate. Although the energies were not sufficiently accurate, a number of structural
conclusions on the mechanism of ATP hydrolysis can be drawn and related to experimental
findings from isotope exchange and mutation studies.
All three paths investigated follow a single-step associative-like mechanism (see movies in
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the accompaying CD) and show very similar heavy-atom positions in the transition states
regardless of the positions of the protons. In the product states, the coordination bond
between Mg2+ and Ser237 (and thus the switch-1 loop) is broken. This indicates that
product release is likely to occur via an exit route that opens by complete opening of
the switch-1 loop (“trap door” mechanism). Moreover, the coordination distance between
Mg2+ and inorganic phosphate (Pi) is extended. This indicates that after hydrolysis this
bond may be completely cleaved as an early event necessary for phosphate exit.
Inspired by the simulation results, a Network Hypothesis on the mechanism of ATP hy-
drolysis in myosin is put forward that combines previous mechanistic proposals and that is
consistent with experimental data available from mutational and isotope exchange studies.
Moreover, a mechanism is suggested to explain how the catalytic cycle is coupled to the
motor activity of myosin.
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Zusammenfassung
Molekulare Motoren sind Proteine, die chemische Energie aus der Hydrolyse von Nukleo-
sidtriphosphaten in mechanische Arbeit umsetzen. Ein prominentes Beispiel ist Myosin,
das Muskelkontraktion und eine Vielzahl weiterer zellula¨rer Transportpha¨nome in allen Le-
bewesen antreibt. Wa¨hrend Myosin ATP hydrolysiert, wandert es an einem Aktinfilament
entlang. Der Katalysezyklus und der Motorzyklus des Proteins sind dabei eng miteinan-
der gekoppelt. Obwohl eine große Zahl wissenschaftlicher Arbeiten seit der Entdeckung
von Myosin im 19. Jahrhundert der Aufkla¨rung der Funktionsweise von Myosin gewidmet
waren, sind die Einzelheiten des chemischen Mechanismus der ATP Hydrolyse und deren
Kopplung an den Motorzyklus bislang wenig verstanden.
In der vorliegenden Dissertation werden theoretische Methoden entwickelt und angewen-
det, um ein detailliertes Versta¨ndnis des ATP Hydrolysemechanismus in Myosin und der
mechanischen Ereignisse, die direkt auf die Hydrolyse folgen, zu erlangen. Drei verschie-
dene Reaktionswege werden mit kombinierten quantenmechanische/molekularmechanische
(QM/MM) Simulationstechniken berechent. Um Lo¨sungsmitteleffekte in den Rechnungen
zu beru¨cksichtigen, wurde eine neue approximative Methode “Non-Uniform Charge Sca-
ling” (NUCS) entwickelt. NUCS skaliert die Partialladungen der MM-Atome so, daß die
elektrostatische Wechselwirkungsenergie zwischen MM:MM und QM:MM-Atomgruppen
nach einem Poisson-Boltzmann Modell mit einem einfachen Coulomb-Potential optimal re-
produziert werden. NUCS ist eine allgemeine Methode, die besonders in Fa¨llen anwendbar
ist, in denen eine explizite Modellierung der Wassermoleku¨le nicht mo¨glich ist und Schnitt-
stellen zu impliziten Lo¨sungsmittelmodellen fehlen, wie dies bei QM/MM Rechnungen der
Fall ist.
Reaktionswegoptimierungen wurden mit Hartree-Fock Rechnungen unter Verwendung ei-
nes 3-21G(d) oder 6-31G(d,p) Basissatzes durchgefu¨hrt. Entlang der optimierten Wege
wurden Einzelpunktenergien mit dem B3LYP Dichtefunktional und einem 6-31+G(d,p)
Basissatz gerechnet. Trotz der dieser Methode inha¨renten Ungenaugkeit stellen die vor-
gelegten Rechnungen die derzeit genauesten QM/MM Rechnungen einer enzymkatalysier-
ten Phosphoanhydrid-Hydrolyse dar. Mo¨gliche methodische Verbesserungen zum Erreichen
ho¨herer Genauigkeit in zuku¨nftigen Studien werden diskutiert.
Die drei untersuchten Reaktionwege sind innerhalb des Fehlers der Methode isoenergetisch
und somit gleichermaßen populiert. Der 6-31G(d,p) Basissatz lieferte verla¨ßliche Geome-
trien zur Beschreibung der Phosphoanhydrid-Hydrolyse, wa¨hrend sich der 3-21G(d) Ba-
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sissatz als zu ungenau herausstellte. Obwohl die Energien kein ausreichende Genauigkeit
erreichten, lassen sich wichtige strukturelle Schlußfolgerungen bzgl. des Reaktionsmecha-
nismus der ATP Hydrolyse in Myosin ableiten und auf experimentelle Ergebnisse aus
Isotopenaustausch- und Mutationsstudien beziehen.
In allen drei untersuchten Wegen vollzieht sich die Reaktion in einem einzigen assoziativen
Schritt (siehe Movies auf der Begleit-CD), wobei die Positionen der schweren Atome im
U¨bergangszustand fast identisch und unabha¨ngig von der Position der Protonen sind. In
den Produktzusta¨nden ist die Koordinationsbindung zwischen Mg2+ und Ser237 (und damit
der Switch-1 Schleife) gebrochen und die Koordinationsbindung zwischen Mg2+ und dem
anorganischen Phosphat (Pi) gedehnt. Dies legt nahe, daß diese Bindung im Anschluß an
die Hydrolyse bricht, was ein notwendiger erster Schritt im Zuge der Phosphat-Freisetzung
ist.
Angeregt durch die Simulationsergebnisse wird eine Netzwerkhypothese zur Erkla¨rung des
ATP Hydrolysemechanismus in Myosin aufgestellt, die die bislang vorgeschlagenen Me-
chanismen vereinigt und mit experimentellen Ergebnissen konsistent ist. Daru¨ber hinaus
wird ein neuer Mechanismus vorgeschlagen, wie der Katalysezyklus und der Motorzyklus
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Reactions involving phosphates are among the most important (if not the most important)
reactions in biochemistry (2). Phosphates serve not only as building blocks of DNA and
RNA but also as intermediates in cellular metabolism. In particular, the nucleotides adeno-
sine monophosphate (AMP), adenosine diphosphate (ADP), and adenosine triphosphate
(ATP) play a critical role in maintaining an organism’s energy balance. ATP is a high-
energy molecule that serves as an energy carrier. In humans, ATP is synthesized by the
molecular motor F0F1-ATPase in daily quantities that exceeds the body weight. During
the hydrolysis reaction
ATP +H2O −→ ADP + Pi (1.1)
in which ATP is decomposed into ADP and inorganic phosphate (Pi), the energy can be
regained. Usually ATP hydrolysis is catalyzed by proteins that utilize the energy stored
in ATP in order to achieve their tasks. Prominent examples of ATP-consuming proteins
are molecular motors such as kinesins, dyneins, and myosins that transform the chemical
energy of ATP into motion.
The objective of the present work is to develop a generally-applicable method to treat
solvent effects in computer simulations of enzyme-catalyzed reactions, to use it for compu-
tational investigations of ATP hydrolysis in the molecular motor myosin, and to thereby
contribute to a detailed understanding of the functioning of this motor protein.
This thesis is organized in four parts. In the introductory part, the current status of research
on ATP hydrolysis in myosin is reviewed and the questions addressed in the present work
are formulated. The second part describes the methods used in the present work. In this
part, the newly-developed method is described in a self-contained chapter. The third part
describes the results of the reaction path simulations on ATP hydrolysis in myosin, followed
1
2 Preface
by a detailed assessment of the accuracy of the calculations and discussion of mechanistic
aspects of ATP hydrolysis in myosin, and early post-hydrolytic chemo-mechanical coupling





In this introductory part, the current status of research on ATP hydrolysis is reviewed.
Molecular motors in general are introduced in Chapter 2. Chapter 3 gives a detailed view
of the specific features of the motor protein myosin. Many studies have been devoted to
elucidating the details of myosin function since myosin was discovered in the 19th century.
Due to the complexity of this motor protein and its abundance in all living organisms, it has
received enormous scientific interest which is reflected in the vast number of publications
available. Nevertheless, the details of the chemical mechanism of ATP hydrolysis and its
coupling to the motor cycle of myosin are not well understood. To gain deeper insight into
these processes requires not only knowledge of the functioning of the motor protein but
also an understanding of the mechanism of ATP hydrolysis in aqueous solution, i.e., the
uncatalyzed reaction. Therefore, possible mechanisms of phosphate hydrolysis reactions
in general are reviewed in Chapter 4, followed by a compilation of available studies on
kinetics and thermodynamics of ATP hydrolysis in myosin. The available experimental
data are compiled into a free energy diagram of the enzymatic cycle of myosin. The focus
is on myosin II from the slime mold Dictyostelium discoideum as this myosin is among the
best-characterized myosins and has been used throughout this thesis. At the end of the






This chapter provides background information on molecular motors in general (Section
2.1), the myosin family of molecular motors (Section 2.2), and movement strategies used
by different myosins (Section 2.3). It thus introduces the scientific context into which the
current thesis is embedded.
2.1 Motor proteins
Proteins that utilize energy from the hydrolysis of a nucleoside triphosphate and convert it
into mechanical work are called molecular motors. Molecular motors are involved in a large
variety of cellular tasks. As a group, the motor proteins enable cells to move, contract,
change shape, secrete, endocytose, and organize the cytoplasm (3).
There are three families of molecular motors that are involved in motion along filaments:
Myosins, kinesins, and dyneins. Myosins move along actin filaments, whereas kinesins and
dyneins translocate along microtubules.1 A compilation of motor protein organization,
function, and regulation is given in (5; 6). Motors involved in intracellular transport and
trafficking are reviewed in Ref. (7).
Apart from the motor proteins that move along predefined tracks there are molecular motors
that couple proton motive force to hydrolysis of nucleoside triphosphate. Examples for this
type of motors are the bacterial flagellar motor (5) or the F1 motor of ATP synthase
(8; 9; 10; 11; 12; 13). In addition, molecular motors are involved in RNA and DNA
polymerization (polymerases) and unwinding of nucleic acids (helicases).
1The cytoskeleton is formed by three types of filaments: Actin filaments are homopolymers consisting
of actin monomers, microtubules are formed by tubulin heterodimers, and intermediate filaments are




The different motors belonging to the myosin superfamily are classified into 18 different
myosin classes (14; 15). An unrooted phylogenetic tree visualizing the relationships between
the different myosins as judged by sequence similarity is shown in Fig. 2.1. All myosins
share the common feature that they consist of a globular motor domain (the head domain),
an α-helical neck domain, that binds two light chains, and a long α-helical tail. Small
structural changes at the catalytic site in the motor domain are converted into a large
swing of the light-chain binding domain that thus serves as a lever arm.
Figure 2.1: Unrooted phylogenetic tree obtained from the myosin motor domain se-
quences. The figure is taken from Ref. (14)
The best characterized myosins are the class II myosins (also called conventional myosins).
2.3. Movement strategies 9
The most prominent among the class II myosins are the muscle myosins that form the
thick filaments in a sarcomere of the muscle cell. Muscle contraction is facilitated by the
rhythmic interaction between myosin heads and actin filaments (thin filaments) that result
in relative movement of the thick and thin filaments. An early model to describe this is
the sliding filament model. Investigations of muscle myosins date back to the 1880s, when
the skeletal muscle protein was still known as ’muscle globulin’ (16) or ’paramyosinogen’
(17). The term ’myosin’ has been in use at least since 1919 (18).
Unconventional myosins and their receptors are involved in diverse tasks such as in organelle
translocation and cytoskeletal reorganization (myosin I2 (20; 21; 22; 23; 24)), cytokinesis
(nonmuscle myosin II), maintenance of cell integrity and structure and signaling (myosin III
(25)), vesicle transport and membrane trafficking (myosin V3 (27; 28)), particle transport
and anchoring (myosin VI (29)), cell adhesion, hearing, and maintenance of balance (myosin
VII), signaling (myosin IX), filopod extension (myosin X), and gliding motility (myosin
XIV). A review of myosin functions and diseases due to myosin dysfunction in given in Ref.
(30).
2.3 Movement strategies
Different motors can adopt different strategies on how to move along their filamentous
tracks. Which strategy is used depends on the function of the motor.
Motor proteins can move along their tracks either processively or nonprocessivly. Proces-
sivity is defined as the average number of steps taken per diffusional encounter between a
motor and its filament track (31). Another key feature characteristic of a specific motor is
its directionality, i.e., in which direction it moves along its track (32; 33).
Myosin V motors for instance are involved in intracellular trafficking having vesicles as
cargo to be transported along the actin cytoskeleton. It has been shown that the myosin V
dimer utilizes a mechanism in which one head of the myosin dimer remains attached to the
track at all times. Two scenarios are consistent with this: a hand-over-hand mechanism in
which the two heads alternate in the lead or an inchworm mechanism in which one head
always leads. Using high-resolution fluorescence imaging techniques it was shown that
myosin V walks hand-over-hand (34).
Myosin II is a classical example of a non-processive motor that detaches from its track at
each ATP turnover. This is adequate for myosin II because many myosin II monomers
self-assemble into filaments that slide relative to its track actin filaments. The “cargo” in
this case is the myosin filament itself.
Given the large number of different motors and different movement strategies it is surprising
2Myosin I has been shown to produce its working stroke in two steps (19).
3The mechanochemical coupling in myosin V has very recently been studied (26).
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that at least myosins and kinesins4 seem to use the same hydrolysis mechanism in their
active site to gain energy to be transformed in mechanical energy. This is suggested by
crystal structure analysis of different motors that revealed that the motor domain of kinesin
is structurally similar to the myosin motor domain (37).
4Reviews of the function of kinesins are given in Refs. (35; 36).
Chapter 3
The molecular motor myosin II
In this chapter, details on myosin motors with particular emphasis on conventional myosins
are given. The sliding filament model as an early model of actomyosin interaction is in-
troduced in Section 3.1, followed by a description of the structural features of myosin II
(Section 3.2). Similarities between the active sites of myosins and other protein are out-
lined in Section 3.3, followed by descriptions of different conformational states of myosin
(Section 3.4) and possible shortcomings of the sliding filament model (Section 3.5). Finally,
transmission mechanisms between different sites in the myosin motor domain and the role
of myosin II in the slime mold Dictyostelium discoideum are discussed in Sections 3.6 and
3.7.
3.1 The sliding filament model
All members of the myosin superfamily interact cyclically with actin, thereby moving past
the actin filaments. In muscle, this leads to a sliding of the thick filaments (formed by
myosin II) and thin filaments (formed by actin) relative to each other. Motion is initiated by
major structural rearrangements in myosin resulting in a hinge-like bending of the myosin
head. The necessary energy is provided by ATP hydrolysis. An early model to describe the
cycle of events is the sliding filament model that assumes four different structural states
of the actomyosin interaction (reviewed for example in Refs. (38; 39; 40)). A schematic
representation of this model is shown in Fig. 3.1.
Myosin heads (also called cross-bridges) are detached from actin in the post-hydrolysis state
(on the upper left in the figure) in which the reaction products ADP and Pi are bound.
Weak actin binding results in formation of the pre-power-stroke state (on the upper right
in the figure) and triggers product release. Along with product release, the power-stroke
occurs in which myosin moves past actin. After the power-stroke the post-power-stroke
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Figure 3.1: The sliding filament model of muscle contraction. The figure was taken
from Ref. (41).
state is formed in which myosin strongly binds actin (on the lower right in the figure).
This state is also called the rigor state. ATP binding dissociates the actomyosin complex,
leading to the pre-recovery-stroke state (on the lower left). A large conformational change
called the recovery-stroke reverses the conformational change of the power-stroke while
myosin remains detached from actin. The recovery-stroke is coupled to the hydrolysis of
ATP. Thus, the cycle is completed by reaching the post-hydrolysis state again.
3.2 Structural features
3.2.1 Global organization
A myosin II monomer consists of one heavy chain and two light chains. The non-muscle
myosin II heavy chain of Dictyostelium discoideum consists of 2116 amino acids with a
molecular weight of 243871 Da (42; 43).
Each myosin heavy chain can be split into one light meromyosin (LMM) and one heavy
meromyosin (HMM). HMM can further be split into an N-terminal globular subfragment
(S1, also called myosin head fragment MHF) and a rod-shaped subfragment (S2). The
rodlike tail sequence is highly repetitive, showing cycles of a 28-residue repeat pattern
composed of 4 heptapeptides, characteristic for alpha-helical coiled coils (44). S1 consists of
a globular domain at the N-terminus from which a α-helical “tail” extends. The beginning
of the tail is stabilized by two calmodulin-like light chains, namely the essential light chain
(ELC) and the regulatory light chain (RLC).
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The C-terminal α-helices of two heavy chains form a coiled-coil structure thus creating
a homodimer. The homodimers self-assemble into filaments. By limited proteolysis, the
N-terminal globular S1 domain can be broken into three fragments that are named after
their apparent molecular masses: 25 kDa (N-terminal), 50 kDa (middle), and 20 kDa
(C-terminal) (45).
The globular S1 domain hosts both the catalytic site and the actin binding region. It is
therefore referred to as the catalytic or motor domain. A myosin construct consisting of the
first 759 amino acids, i.e., the motor domain alone, has been shown to be able to hydrolyze
ATP and to displace along an actin filament (46).
3.2.2 Subdomain organization of the motor domain
The globular fragment of myosin II is visualized in Fig. 3.2. The N-terminal domain
(25 kDa, residues 1 to 200) is flanked by the 50KDa domain that is split into the upper
(residues 201 to 475) and lower (residues 476 to 613) 50 kDa domains. Between the upper
and lower 50 kDa domains is a cleft that is supposed to be closed upon actin binding. At
the tip of the cleft are the cardiomyopathy loop (HCM loop, belonging to the upper 50
kDa domain, Ile398-Val405) and the loop-2 (G519-G525 which may be extended to cover a
broad surface domain from Gly519 to Lys546, including the conserved residues Phe535 and
Pro536, belonging to the lower 50 kDa domain) that are known to play major roles in actin
binding (47; 48; 49). In addition, a third loop termed the strut loop (Asp590-Gln593),
connects the upper and lower 50 kDa domains. Loop-1 (belonging to the upper 50 kDa
domain) is situated at the entrance to the nucleotide binding pocket which is located in
a pocket between the upper 50 kDa domain and the N-terminal domain. The C-terminal
20 kDa fragment (residues 614 to 761) consists of a long α helix (residues 648 to 689), the
SH1 helix (Val681 to Lys690), and a globular domain called the converter domain (residues
711 to 781) The α-helical neck region (also called light-chain binding domain or LCBD)
provides the binding sites to which the essential (ELC) and regulatory (RLC) light chains
are bound. The α-helical tail that is responsible for filament formation is not shown.
The rigid light-chain binding domain is believed to serve as a lever arm that amplifies
the slight structural changes at the nucleotide binding pocket into large movements. It
has been shown that the native LCBD can be replaced by an artificial domain of similar
rigidity and dimensions without loss of functionality (50).
Conformational changes in the nucleotide binding pocket are tranduced to the reactive thiol
region that got its name from two cysteine residues that can be chemically cross-linked.
These are SH1 (Cys707 in chicken skeletal and Thr688 inDictyostelium discoideum myosin
II) and SH2 (Cys697 in chicken skeletal and Cys678 in Dictyostelium discoideum myosin
II). Chemical modification of SH1 or SH2 results in significant alterations of the ATPase
activity and actin binding affinity. The reactivity of the thiol groups can also be used to
introduce spin labels as has been done to measure EPR spectra (51; 52).
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Figure 3.2: Three-dimensional structure of chicken fast skeletal muscle myosin S1.
The figure is taken from Ref. (14)
3.2.3 Nucleotide binding site
The nucleotide binding site is located at the interface between the 50 kDa and the N-
terminal subdomains (Fig. 3.3). It is composed of three loops that are conserved not
only among motor proteins but also among the G-proteins. These are the P-loop that is a
common feature of a large number of enzymes that bind nucleotides (53), the switch-1 loop
and the switch-2 loop. Together they form the so-called phosphate tube. The switch-1 and
switch-2 loops are located in the upper and lower 50 kDa domains, respectively, whereas
the P-loop belongs to the N-terminal 25 kDa domain. The two switch loops got their names
from the observation that they can adopt different conformation, thus serving as a switch
for information transduction by changing their conformation.
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The positions of the switch-1 and switch-2 loops can be used to classify different confor-
mational state of myosin. Conformations corresponding to switch-1 closed/switch-2 closed
(C/C), switch-1 closed/switch-2 open (C/O), and switch-1 open/switch-2 open (O/O) have
been identified by crystallography (see Section 3.4). Binding of ATP induces a conforma-
tional change towards the C/C state of the nucleotide binding pocket. This state is charac-
terized by a well-defined γ-phosphate binding site that can be occupied either by phosphate
itself or by γ-phosphate analogs such as vanadate, beryllium fluoride, or magnesium fluoride
(54).
Figure 3.3: Localization of the nucleotide binding pocket in the catalytic domain of
Dictyostelium discoideum myosin II. The figure was prepared from the ref1 structure
(55). The N-terminal 25 kDa domain (1-200) is shown in light green, the upper 50 kDa
(201-475) domain in light red, the lower 50 kDa domain (476-613) in light purple, the
C-terminal 20 kDa domain (614-759, including the converter domain) in light blue,
the P-loop in orange, the switch-1 loop in purple, the switch-2 loop in green, and
Mg.ADP.BeF3 in CPK representation.
The consensus sequences of the three loops in the myosin superfamily and their specific
sequences and corresponding residue numbers in Dictyostelium discoideum myosin II are
shown in Table 3.1.
A detailed view of the nucleotide binding pocket is shown in Fig. 3.4. As can be seen in
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loop consensus Dictyostelium residues
P-loop GESGAGKT GESGAGKT 179-186
switch-1 NxNSSR NNNSSR 233-238
switch-2 DxSGFE DISGFE 454-459
Table 3.1: Consensus sequences conserved in at least 80 out of 82 myosins (56)
and Dictyostelium discoideum myosin II sequences including residue numbers for the
phosphate-tube forming loops.
the figure, there is a salt bridge between Arg238 (switch-1) and Glu459 (switch-2). This
salt bridge is formed if the nucleotide pocket is in its C/C conformation, in which both
switch loops are located close to each other and in close spatial proximity to the P-loop.
If the switch-2 loop swings away, the nucleotide pocket adopts its C/O conformation. Fig.
3.5 shows an overlap of the C/O and C/C nucleotide pockets as have been observed in
crystallographic studies (55; 57). Both crystals have been prepared from Mg.ADP.BeFx
complexed to Dictyostelium discoideum myosin II. It is obvious from the figure that the
positions of the P-loop, switch-1 loop, nucleotide and Mg2+ (including its coordination
sphere) are identical in both structures, whereas the switch-2 loop has moved by about 4
A˚ thus breaking the salt bridge in the C/O structure.
Nucleotide binding naturally occurs from the solvent-exposed side of the nucleotide binding
pocket which is therefore termed the front-door. As long as a nucleotide remains bound this
front door is locked. It has been shown, however, that after hydrolysis phosphate release
occurs prior to ADP release (58; 59). Thus, it was postulated that Pi release occurs via a
different pathway than nucleotide binding and that the switch-1 and switch-2 loops must
change their conformations thereby opening a “back” door or a “trap” door (see Section
3.6).
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Figure 3.4: Detailed view of the nucleotide binding pocket of Dictyostelium discoideum
myosin II. The figure was prepared from the ref1 structure (55). The P-loop is shown
in orange, the switch-1 loop in purple, the switch-2 loop in green, ADP.BeF3 in
bonds representation, Mg2+ and its coordination sphere consisting of an oxygen from
ADP, a fluorine atom from BeF3, two crystallographic water molecules and the side
chain oxygens from Thr186 (P-loop) and Ser237(switch-1) in CPK representation,
and the salt-bridge between Arg238 (switch-1) and Glu459 (switch-2) in light CPK
representation
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Figure 3.5: Overlap of the closed (opaque colors, ref1 (55)) and open (transparent
colors, prepared from PDB code 1MMD (57)) forms of the nucleotide binding pocket
of Dictyostelium discoideum myosin II. The P-loop is shown in orange, the switch-1
loop in purple, the switch-2 loop in green, ADP.BeF3 in bonds representation, Mg
2+
and its coordination sphere consisting of an oxygen from ADP, a fluorine atom from
BeF3, two crystallographic water molecules and the side chain oxygens from Thr186
(P-loop) and Ser237(switch-1) in CPK representation, and the salt-bridge between
Arg238 (switch-1) and Glu459 (switch-2) in CPK representation
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3.3 Nucleotide binding pocket similarities between
myosin and other proteins
Myosin shares its structural elements P-loop, switch-1 and switch-2 with a number of other
ATP or GTP hydrolyzing proteins. Apart from other motor proteins such as the kinesins
or F1-ATPase these include the members of the G-protein family (such as Ras, EF-Tu,
or transducin-α) (60). Because of the apparent close relationship between these different
families of proteins it has been postulated that they evolved from a common ancestor (61).
A comparison of the three-dimensional structure of the active site between myosin and other
P-loop proteins such as the GTPase Ras has highlighted close similarities (53). Based on
this observation is has been suggested that at least myosin and G-proteins utilize a similar
mechanism for nucleotide hydrolysis.
3.4 Myosin conformers
Myosin can adopt different conformational states some of which have been trapped in
crystallographic studies. Since the first crystal structure of the motor domain of myosin II
has been published in 1993 (62) a large number of X-ray crystallographic structures have
been reported. Table 3.2 gives an overview of all currently available crystal structures of
myosin II from the organism Dictyostelium discoideum. In particular, the switch-1 and
switch-2 loops of the nucleotide pocket can be either closed or open. An additional actin-
detached structural state has been identified for scallop myosin subfragment 1 in which the
SH1 helix is unwound (63; 64; 65).
During the power stroke the converter domain undergoes a conformational change that
results in a ≈60◦ rotation of the light chain binding domain (LCBD). Motions of the latter
have been resolved using EPR spectroscopic techniques with spin-labeled LCBD (66)
Electron cryomicrosopic studies on the actomyosin complex have indicated that none of
the crystallographically resolved conformational states of myosin fit into the electron mi-
crograph, thus suggesting the existence of an additional unique actin-bound conformation
(67). Such a conformation has been shown to exist by an independent study that in addi-
tion suggests that the myosin structure in the actomyosin complex differs in presence and
absence of Mg.ADP (68). X-ray fiber diffraction experiments showed a continuous change
of the bending angle between the light-chain binding domain and the catalytic domain
during the power stroke in intact muscle fibers (69), thereby suggesting the existence of a
large number of conformational intermediates during force generation.
Myosin complexed to a specific nucleotide can adopt different conformations as evidenced
by the fact that Myosin complexed to ADP.BeFx has been crystallized in two distinct con-
formers (55; 57). This is in agreement with previous investigations that have postulated a
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PDB ID resolution
[A˚]
constructa ligand stateb Ref.
1D0X 2.00 759 m-nitrophenyl aminoethyl.PPi.BeF3 C/O (70)
1D0Y 2.00 759 o-nitrophenyl aminoethyl.PPi.BeF3 C/O (70)
1D0Z 2.00 759 p-nitrophenyl aminoethyl.PPi.BeF3 C/O (70)
1D1A 2.00 759 o,p-dinitrophenyl
aminoethyl.PPi.BeF3
C/O (70)
1D1B 2.00 759 o,p-dinitrophenyl
aminopropyl.PPi.BeF3
C/O (70)
1D1C 2.30 759 N-methyl-o-nitrophenyl
aminoethyl.PPi.BeF3
C/O (70)
1FMV 2.10 759 - C/O (71)





































1VOM 1.90 747 Mg.ADP.VO4 C/C (77)
REF1 759 Mg.ADP.BeF3 C/C (55)
aThe last resolved amino acid is given. Mutations are indicated.
bThe conformational states of switch-1/switch-2 are indicated. “O” refers to the open state, whereas
“C” refers to the closed state.
Table 3.2: Available crystal structures for Dictyostelium discoideum myosin II.
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three-step binding process of nucleotides binding to myosin (78; 79). According to these
studies, a binding event would be initiated by the formation of a collision complex in which
myosin remains in its apo structure, quickly followed by a first conformational change lead-
ing to a state that is predominant in M.ADP and terminated by a second conformational
change to a state that is predominant in M.AMPPNP and, presumably, in M.ATP (80; 81).
A detailed comparison of the conformations of the nucleotide binding site for 18 different
Dictyostelium discoideum structures is given in Appendix A.
3.5 Myosin in action
The sliding filament model (see Section 3.1) implies that tiny changes in the myosin head
are amplified and result in a large motion of the adjoining neck domain that thus serves as
a rigid lever arm. Consequently, the longer the lever arm the larger is the step size taken.
The step-size that muscle myosin II takes is dependent on the load present. In intact muscle
fibers the step size has been measured to be between 8 and 13 nm in each interaction of
myosin with actin (82).
That enzymatic and mechanical events are indeed tightly coupled in myosin II in vivo has
been shown by simultaneous measurements of RLC rotations (to monitor the mechanical
action) and ADP release (to monitor enzymatic action) in intact muscle fibers (83). It is
possible to chemically decouple mechanical and enzymatic events by trinitrophenylation
of the reactive Lys84 at the interface between motor and neck domains (84; 85). In vitro
investigation, however, have suggested that each ATP hydrolysis event may be followed by
multiple stepping movements, a scenario that has been described assuming a transiently
partially unfolded actomyosin complex (86). Such a partial unfolding mechanism is, how-
ever, challenging the classical lever-arm model. Observations that unconventional myosins
with short neck domains nevertheless can take large steps also suggest a break-down of the
lever-arm theory (for a discussion on this issue see (87)). It is, however, possible that differ-
ent myosins use different mechanisms with some a employing a lever-arm-type mechanisms
and others employing a transient-unfolding mechanism.
3.6 Transmission of information between motor sites
Events at different sites of the myosin motor domain are tightly coupled (reviewed in (39)).
Nucleotide binding for instance occurs at the active site in the center of the catalytic
domain. However, it induces conformational transitions that are propagated to the actin
binding region, resulting in loss of affinity for actin and dissociation of the actomyosin
complex. Reversely, posthydrolytic phosphate release is accompanied by an increase in
actin affinity. Thus, information is transmitted between different functional units of the
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motor domain. In particular, events in the catalytic site must be coupled to events at the
actin binding site, thus modulating myosin’s affinity for actin, and to events at the converter
domain thereby triggering the conformational change leading to the power stroke.
Nucleotide binding. Nucleotide binding has been postulated to occur via a front-door
mechanism as revealed by a crystal structure in which the nucleotide is partially bound
(88). Usually, product release occurs via the same route as substrate binding. In myosin,
however, Pi release has been shown to occur prior to ADP release, with ADP blocking
the front door. Thus, phosphate release must occur via a different route than substrate
binding.
Coupling between nucleotide binding site and converter domain. Nucleotide
binding affects the conformation and dynamics of the SH1-SH2 helix (89) that is in close
spatial proximity to the converter domain. This influences the distance between the two
reactive thiol groups (see (90) and references therein). Based on time-resolved fluorescence
measurements on muscle fibers Gly6811 has been proposed as a pivot for the tertiary
structural changes (91).
The available crystal structures indicate that movement of switch-2 triggers a long-range
conformational change that leads to a change in the angle between the motor domain and
the lever arm. Thus, if switch-2 is in its OPEN state, the lever arm is in its DOWN position
and vice versa.
A detailed mechanism how the conformational changes at the catalytic site are coupled
to conformational changes of the converter domain has recently been proposed based on
computational investigations. The the structural elements relay helix (Phe466 to Lys498),
relay-loop (Ile499 to Asp509), and SH1-helix (Val681 to Lys690) have been found to play
significant roles as mediators (92).
Coupling between nucleotide and actin binding sites. Binding of nucleotide and of
actin to myosin is antagonistic: ATP binding to actomyosin causes actin dissociation and
actin binding to M.ADP.Pi accelerates Pi and ADP release. It has been shown that the 50
kDa cleft undergoes structural changes upon actin binding (93). A possible rear opening
of the phosphate tube which is located at the apex of the 50 kDa cleft has been suggested
as a possible “back door” for phosphate release (94). Thus, Pi would be released into the
50 kDa cleft and thereby affect actin affinity. This has been discussed in detail based on
molecular dynamics simulations (94).
An alternative view is suggested by a recent nucleotide-free crystal structure of Dic-
tyostelium discoideum myosin II in which both the switch-1 and switch-2 loops have moved
away from their positions in the CLOSED structure (76). This structure is therefore termed
an open/open or O/O structure. The opening of switch-1 suggests that phosphate release
can also occur via a “trap door” rather than the previously suggested back door. The O/O
structure also reveals significant changes in the actin binding region. The 50 kDa cleft is
1Gly699 in chicken pectoralis muscle myosin that has been used in the cited experiments.
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closed in the O/O structure, thereby suggesting that switch-1 opening and cleft closure are
mechanically linked. This linkage has also been suggested based on fitting crystallographic
structural information into high-resolution electron micro graphs of actomyosin (95) and
by a crystallographic study on myosin V (96).
A schematic summary of the structural states observed in different myosins together with
their corresponding positions of switch-1, switch-2, and the lever arm as well as their
corresponding actin affinity is shown in Fig. 3.6. How these structural states can be
mapped along the ATPase cycle of actomyosin is shown in Fig. 3.7.
Figure 3.6: Proposed subdomain rearrangements in the myosin motor domain and
corresponding switch-1, switch-2, and the lever arm positions as well as actin affinity.
The figure was taken from Ref. (41).
3.7 Myosin II in Dictyostelium discoideum
Dictyostelium discoideum is a slime mold that grows as a unicellular amoebae. Upon starva-
tion cells interact and by releasing the chemoattractant cAMP and subsequent chemotaxis
form a multicellular mound consisting of up to 100 000 cells. Because of its unique features
combining unicellular and multicellular characteristics the NIH2 chose Dictyostelium dis-
coideum as a model organism for functional analysis of sequenced genes (97). Specifically,
processes such as cytokinesis, motility, phagocytosis, chemotaxis, signal transduction (98),
and aspects of development such as cell sorting, pattern formation, and cell-type determi-
nation can easily be studied (99). In addition, the localization of specific proteins in the
2The NIH (National Institute of Health) was the main organizer of the Human Genome Project and
now coordinates the follow-up projects.
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Figure 3.7: Structural model for the actin-activated myosin II ATPase cycle. The
figure was taken from Ref. (76).
living cell at different stages off the cell cycle can be monitored using fluorescence confocal
microscopy (100; 101).
Both the motion of single Dictyostelium discoideum cells during chemotaxis and the subse-
quent collective motion of the mound require the interaction between a conventional myosin
and the actin cytoskeleton (102). Thus, this organism has been used extensively to study
the functionality of myosins (103).
Chapter 4
Kinetics and thermodynamics of
ATP hydrolysis
A detailed understanding of ATP hydrolysis both in aqueous solution (uncatalyzed reac-
tion) and in myosin (catalyzed reaction) is necessary to explain myosin’s enzymatic func-
tion. This chapter summarizes the findings of experimental and computational investiga-
tions of the thermodynamics and kinetics of ATP and ATP model compound hydrolysis
both in solution and in myosin.
4.1 Thermodynamics of ATP hydrolysis in aqueous
solution
The energy available to be utilized due to ATP hydrolysis is given by the reaction free energy
of ATP hydrolysis in ionic solution under physiological conditions. Already 35 years ago
a detailed thermodynamics study has been reported that gives thermodynamic properties
of ATP hydrolysis as a function of pH,1 temperature T, and ionic strength I (104). The
usual thermodynamic quantities Gibbs free energy G, enthalpy H, and entropy S as used
in chemistry are functions temperature and pressure. To introduce the dependence on pH,
pMg,2 and I into the thermodynamics description as is necessary for a thermodynamic
description of biochemical reactions, transformed thermodynamic properties G′, H ′, and
S ′ were introduced (105; 106; 107; 108) and used to describe the hydrolysis of ATP in Ref.
(104). This early work has been expanded to yield a theoretical description of all relevant
thermodynamic properties of ATP hydrolysis in ionic solution (109; 110) including a study
1pH is the negative decadic logarithm of the concentration of H3O
+ ions.
2pMg is the negative decadic logarithm of the concentration of Mg2+ ions.
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on the change in the binding of hydrogen ions and magnesium ions in the hydrolysis of
ATP (111).
A summary of transformed reaction free energies, transformed reaction enthalpies, and
transformed reaction entropies at different pH and pMg is given in Table 4.1. Additional
thermodynamic data on ATP, ADP, AMP, Pi, adenosine, and adenine can be found in Refs.
(112; 113; 114; 115; 116; 117; 118; 119; 120); on NMR measurements on ATP analogues
in (121); on NMR measurements of ATP and ADP in (122; 123); on measurements of the
MgATP dissociation constant (124; 125; 126); on the acidity of the hydroxyls in the sugar
moiety in (127); and on considerations of cation-triphosphate interactions in (128).
property pMg pH=7 pH=9
∆RG
′0 [J mol−1]([kcal mol−1]) 2 -30801 (-7.41) -41475 (-10.04)
4 -34998 (-8.37) -45443 (-10.99)
6 -36022 (-8.84) -46684 (-11.23)
∆RH
′0 [J mol−1]([kcal mol−1]) 2 -26422 (-6.54) -24410 (-5.97)
4 -28204 (-6.93) 27508 (-6.69)
6 -23164 (-5.74) -21468 (-5.26)
∆RS
′0 [J K−1 mol−1]([cal K−1 mol−1]) 2 14.69 (3.51) 57.24 (13.68)
4 22.79 (5.45) 60.15 (14.38)
6 43.12 (10.31) 84.58 (20.21)
Table 4.1: Thermodynamic properties for ATP hydrolysis at a temperature of
T=298.15K, an ionic strength of I=0.25M, pH values of 7 and 9, and pMg values
of 2, 4, and 6. The data are taken from Ref. (109).
The biochemical reaction of ATP hydrolysis is not a chemical reaction in which a single
reactant species is transformed into a single product species. Rather, the reactants involved
consist of sums of species. In the presence of Mg2+ ions ATP can for instance exist as
ATP4−, HATP3−, MgATP2−, or HMgATP−. The amount of species present at a given
temperature, pH, pMg, and ionic strength depends on the dissociation constants that
correspond to the interconversion reactions between species. The necessary equilibrium
constants for ATP, ADP, and Pi are listed in Table 4.2. Species are omitted that are not
likely to be present if the pH is outside the range 5 to 9 and the pMg is outside the range 2
to 6. The Mg ion binds to the triphosphate moiety, as indicated by 1H NMR experiments
(129).3
Kinetic measurements on ATP hydrolysis in aqueous solution at 95◦C at varying pH gave
reaction rates of 3.2 · 10−5 s−1 (pH=8.4, i.e., the predominant species is ATP4−) and
17.5 · 10−5 s−1 (pH=4 to 5, i.e., the predominant species is HATP3−) (59; 132). This
3This study also indicates that the adenine moiety adopts an anti conformation with respect to the
ribose ring in aqueous solution.
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reaction pK(I=0) pK (I=0.25M)
HADP 2− = H+ + ADP 3− 7.18 6.33
H2ADP
− = H+ +HADP 2− 4.36 3.79
MgADP− = Mg2+ + ADP 3− 4.65 2.95
MgHADP = Mg2+ +HADP 2− 2.50 1.37
HATP 3−a = H+ + ATP 4− 7.60 6.47
H2ATP
2−b = H+ +HATP 3− 4.68 3.83
MgATP 2− = Mg2+ + ATP 4− 6.18 3.91
MgHATP− = Mg2+ +HATP 3− 3.63 1.93
Mg2ATP = Mg




+ +HPO2−4 7.22 6.65
MgHPO4 = Mg
2+ +HPO2−4 2.71 1.58
aThe proton sits on the terminal γ-phosphate group.
bThe protons sit on the terminal γ-phosphate group and the adenine moiety.
Table 4.2: Equilibrium constants at T=298.15K given as pK values for ATP, ADP,
and Pi species that may be present in the pH range of 5 to 9 and the pMg range from
2 to 6. Data are from Refs. (130) and (131).
corresponds to activation free energies of 122.44 kJ/mol = 29.3 kcal/mol and 117.24 kJ/mol
= 28.0 kcal/mol (see also Section 4.2.3). At room temperature (25◦C) this would correspond
to rate constants of 2.1·10−9s−1 and 1.7·10−8s−1 or half lives of about one to ten years.
4.2 Mechanistic considerations on phosphate hydrol-
ysis in aqueous solution
4.2.1 Dissociative versus associative mechanism
Definition
Phosphate hydrolysis is initiated by nucleophilic attack of a water molecule or a hydroxide
ion. Nucleophilic substitutions at the central phosphorus atom can occur via a continuum
of mechanisms with two limiting cases (133):
1. Dissociative mechanism. A fully dissociative mechanism is characterized by a
trigonal metaphosphate moiety as an intermediate. The reaction proceeds in two
steps. In the first step, the leaving group dissociates from the phosphate moiety. In
the second step the attacking nucleophile reacts with the metaphosphate intermediate
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yielding the reaction products. The distances between the phosphorus atom and the
leaving and attacking group oxygens in the intermediate are larger than the sum of the
van der Waals radii of P and O, i.e., d(P : O) > rvdW (P )+ rvdW (O) = 1.9A˚+1.4A˚ =
3.3A˚.
2. Associative mechanism. A fully associative mechanism is characterized by a pen-
tavalent phosphorane intermediate with trigonal bipyramidal structure. The dis-
tances between the phosphorus atom and the leaving and attacking group oxygens
in the intermediate are equivalent to the bond length of a P-O single bond, i.e.,
d(P : O) = 1.73A˚.
Mechanisms that are partially associative (dissociative) have axial P-O bond lengths be-
tween 1.73 and 3.3 A˚. Dissociative and associative mechanisms differ in the distance be-
tween the phosphorus and the incoming oxygen. This distance is therefore a good measure
to quantify the degree of associativity. Using Pauling’s relationship between bond length
D(n) and bond order n (pp. 255-260 in (134)),
D(n) = D(1)− 0.60 log(n), (4.1)
where D(1) is the single bond distance, the fractional associativity can be defined as being
identical to the axial bond order n to the entering group.
A classical SN2 mechanism is characterized by a transition state in which both entering
and leaving groups have bond orders of 0.5. Thus, such a mechanism has a fractional
associativity of 50%, and the corresponding bond length is 1.73A˚−0.60 log(0.5)A˚ = 1.91A˚.
Fig. 4.1 shows a summarizing illustration of dissociative, SN2, and associative mechanisms.
Possibilities to distinguish dissociative and associative mechanisms
Apart from the geometric criteria that have been used to define the associativity of re-
action there are several additional possibilities to distinguish dissociative from associative
mechanisms:
1. Linear free energy relationships. Linear free energy relationships between the
pKa values of different incoming nucleophile and the logarithm of the rate constant
(135) can be determined. If the mechanism is dissociative, the rate limiting step (for-
mation of the metaphosphate intermediate) is independent of the pKa of the attacking
nucleophile, whereas if the mechanism is associative, the rate limiting step (formation
of the phosphorane intermediate, this requires deprotonation of the nucleophile) does
depend on the pKa of the attacking nucleophile. In contrast, the pKa of the leaving
group influences the rate of transition state formation in a dissociative mechanism
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Figure 4.1: Mechanisms of nucleophilic substitution at phosphorus. The distances
between the phosphorus atom and the oxygen atom of the entering (E) and the
leaving (L) groups in the intermediate (transition) states are given. The figure was
taken from Ref. (133).
but not in an associative mechanism. However, the unique interpretability of linear
free energy relationships has been questioned (136).
2. Charge on the non-bridging oxygens. In a dissociative mechanism, the leaving
group dissociates first. If the reacting species is dianionic (as is usually the case in
phosphoanhydride cleavage) the leaving group is anionic, leaving only a single neg-
ative charge on the metaphosphate intermediate. Thus, the partial atomic charges
on the nonbridging oxygens are reduced in magnitude in the transition state as com-
pared to the reactant state. In an associative mechanism, however, a negatively
charge nucleophile enters and introduces an additional charge into the pentavalent
phosphorane intermediate. Thus, the partial atomic charges on the nonbridging oxy-
gens are increased in magnitude in the transition state as compared to the reactant
state.
3. Charge on the ester or anhydride oxygen. The charge on the oxygen that con-
nects the leaving group with the phosphorus atom (“bridging oxygen”) will become
more negative in a dissociative mechanism, in which the anionic leaving group has
already left in the transition state, whereas is will remain largely unchanged in an
associative mechanism in which the leaving group remains attached in the transition
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state.
4. Isotope labeling. Experimentally, dissociative and associative mechanisms can be
distinguished by stereochemical studies using labeled oxygen species. A dissocia-
tive mechanism will lead to a racemization of configuration, whereas an associative
mechanism leads to the inversion of configuration (137).
5. Kinetic isotope effect (KIE). A KIE is defined as the ratio of reaction rates with
unlabeled reactants and reactants labeled with a heavy isotope. A primary KIE refers
to labeling of an atom directly involved in bond making or breaking (i.e., the bridge
oxygen in phosphate esters), whereas a secondary KIE refers to labeling of neighboring
atoms (i.e., the nonbridging oxygens in phosphate esters). KIE arise from the effect
of isotopic substitution on the zero point energy levels of the vibrational modes of the
reactant as it proceeds from the ground state to the transition state. A decrease in
bond order at the transition state results in a normal KIE (>1), whereas an increase
in bond order causes an inverse KIE (<1). A normal primary KIE implies that
P-O bond cleavage is at least partly rate-limiting and thus suggests a dissociative
mechanism. A normal secondary isotope effect implies that the bond order decreases
in going form the reactant to the transition state and thus suggests an associative
mechanism. An inverse secondary isotope effect, however, implies an increase in bond
order as is expected for a dissociative mechanism (137).
Either mechanism involves the reorganization of negative charges on the solute atoms (and
thus of the solvent structure surrounding the solute) in going from the reactant state via
the transition or intermediate state(s) to the product state. Thus, solvation effects are
expected to play a significant role in both cases. That solvation indeed plays a major role
in ATP hydrolysis in aqueous solution has already been recognized 35 years ago (138).
4.2.2 Acid and base catalysis
The pH of the solution in which the phosphate hydrolysis occurs, affects the protonation
states of both the incoming nucleophile and the phosphate ester or anhydride attacked. If
the reaction proceeds at high pH it is likely that a hydroxyl ion will attack rather than a
water molecule. Because OH− is a stronger nucleophile than H2O this may speed up the
reaction. However, at high pH values the attacked phosphate may also be deprotonated and
negatively charged and thus the resulting charge-charge repulsion slows down the reaction.
At low pH values the attacked phosphate is more likely to be neutral and can therefore be
more easily attacked by an incoming nucleophile.
Depending on the pKa values of the nucleophile and the phosphate the pH value at which
the reaction is fastest may vary. The hydrolysis of monoesters, for example, is fastest at a
pH value of 4 where the major species present is the monoprotonated monoanion (2).
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The protonation state may not only influence the magnitude of electrostatic repulsion
effects thus altering the reaction rate even if the reaction mechanism remains unchanged
but it may influence the reaction mechanism itself. Differently protonated species of the
same phosphate may thus be hydrolyzed via different reaction routes with correspondingly
different reaction barriers and reaction rates.
In biological environments the pH is nearly neutral. However, in an enzymatic environment
the protein surrounding may tune the local pKa value of the phosphate substrate thus
creating a protonation pattern and local reaction conditions under which the hydrolysis
reaction is favored.
The enzyme thus may tune the reaction rate by using two different strategies: Firstly, the
enzyme may create a local protonation pattern that provokes a reaction route with lowest
activation barrier and secondly, the enzyme may further lower this activation barrier. To
describe the details of a specific enzymatic phosphate hydrolysis reaction it is therefore
necessary to know both the protonation states of the nucleophile and the substrate and
the mechanistic details of the hydrolysis reaction in the given protonation state as it would
occur without the protein environment.
4.2.3 Studies on model compounds
Several studies have been reported that aim at gaining insight into the mechanistic details
of phosphate hydrolysis reactions at different protonation states of the attacking nucleophile
and the phosphate. This section summarizes such studies.
Hydrolysis of phosphate esters
Phosphate esters serve as model compounds for the hydrolyses of RNA and DNA. As
such they have received considerable interest. Here, only investigations on methylphos-
phate hydrolysis are discussed since methylphosphate also serves as a model compound
for phosphoanhydride hydrolysis. Literature is available for other phosphate esters such as
ethylene phosphates (139; 140; 141; 142; 143; 144) or for phosphate aryl ester hydrolysis
(145; 146; 147; 148; 149). However, because of the limited possibility to transfer mecha-
nistic insight from hydrolyses of such phosphate esters to phosphate anhydride hydrolysis
the corresponding studies are not further considered here.
Methylphosphate hydrolysis The maximum rate for methyl phosphate hydrolysis has
measured to be 8 · 10−6s−1 at 373 K and pH = 4.2 (150). This corresponds to an apparent
free energy activation barrier of 128.45 kJ/mol or 30.7 kcal/mol. At pH≈ 4 the predominant
species is anionic methylphosphate (MeHPO−4 ). In another study, the enthalpic barrier was
found to be 37.2 kcal/mol and the activation entropy 3.7 cal/mol/K (151).
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Dissociative mechanism. A computational investigation of a dissociative mechanism for
anionic methylphosphate hydrolysis employing HF/6-31+G(d), B3LYP/6-31+G(d), and
MP2/6-31+G(d) calculations has been reported (145). Only the formation of the metaphos-
phate intermediate was studied. A unimolecular dissociation involving an intramolecular
proton transfer from the OH group to the bridging oxygen proceeded with a free energy
activation barrier of 46.50, 29.76, and 31.82 kcal/mol, respectively, at the three different
levels of theory. Introduction of a water molecule that mediates the proton transfer lowers
these barriers to 39.82, 20.10, and 19.74 kcal/mol, respectively.
Different authors report a B3LYP/6-31G(d) free energy activation barrier of 30.7 kcal/mol
in gas phase and 34.5 kcal/mol in solution (with a PCM solvation free energy correction) for
the unimolecular dissociative mechanism for anionic methylphosphate (152). The reaction
of the metaphosphate intermediate with a water molecule leading to dihydrogenphosphate
is calculated to proceed via a free energy barrier of ≈ 25 kcal/mol, in gas phase and 17
kcal/mol in solution. Including one (two) water molecule(s) into the calculations leads to
a reduction of the free energy barriers to 26.7 (26.4) kcal/mol (gas phase) and 23.8 (24.3)
kcal/mol (solution) for the formation of the metaphosphate intermediate and 19.4 (13.2)
kcal/mol (gas phase) and 6.6 (1.5) kcal/mol (solution) for the product formation reaction.
Associative mechanism. A B3LYP/6-31+G(d) study on water attack on anionic methylphos-
phate reported a free energy activation barrier of 43.8 kcal/mol in gas phase and 36.1
kcal/mol in solution (with a PCM solvation free energy correction) (152). These barriers
are reduced to 39.2 kcal/mol (gas phase) and 36.5 kcal/mol (solution) in the presence of
an additional water molecule. Bond lengths of 2.28 (only the attacking water molecule is
present) and 2.33 A˚ (both attacking and additional water molecules are present) indicate
an associative mechanism with dissociative character. However, the barriers are higher
than for the dissociative mechanism, indicating that hydrolysis proceeds via a dissocia-
tive mechanism. This result was confirmed by B3LYP/cc-PVTZ+//B3LYP/6-31+G(d,p)
calculations using the self-consistent reaction field (SCRF) approximation to account for
solvation effects (153)
A computational investigation at the MP2/6-31+G(d,p)//HF/6-31G(d) level of theory
of OH− attack to neutral methylphosphate found a barrier of ≈ 12 kcal/mol using the
Langevin dipole approximation to account for solvent effects and about 17 kcal/mol with
the polarizable continuum model (PCM)4 to account for solvent effects (155). The au-
thors state that OH− formation by proton transfer from H2O to monoanionic methylphos-
phate can be determined from the difference in pKa values of water (pKa = 15.7) and
methylphosphate(pKa = 1.65) to occur with an equilibrium constant of K ≈ 10−14. Thus,
the apparent reaction rate k1 = K · k2 can be used to give an estimate for the rate for
OH− attack on neutral methylphosphate of ≈ 107 M−1s−1. The corresponding barrier of ≈
4The authors of this study state that PCM involves a systematic overestimation of activation barriers
originating from overestimation of the hydration free energy of OH− (-121 kcal/mol calculated versus -106.4
kcal/mol experimental (154))
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10 kcal/mol agrees well with their computed barrier. Thus, it was shown that even under
acidic reaction conditions in which the monoanionic species predominates the hydrolysis
reaction may proceed via an OH− attack to the neutral species. The bond length in the
transition state of 2.3 A˚ indicated an associative mechanism with dissociative character.
Dimethylphosphate hydrolysis The experimental barrier for dimethylphosphate ester
hydrolysis at 25◦C and an ionic strength of 1 has been estimated to be about 28.2 kcal/mol
(156). Another study reports a rate of 3.3·10−6s−1 at 100◦C, corresponding to an apparent
barrier of 131.19 kJ/mol or 31.4 kcal/mol for the neutral species and 1.0·10−9s−1 at 100◦C,
corresponding to an apparent barrier of 156.32 kJ/mol or 37.4 kcal/mol for the anionic
species (157). In the same study a pKa value of 0.50 was determined for (CH3)2HPO4. A
detailed experimental investigation yielded an activation enthalpy of 25.9 kcal/mol and an
activation entropy of -34 cal/mol/K (151). The conformational flexibility of dimethylphos-
phate in aqueous solution has been investigated by MP2/6-31+G(d,p)//HF/6-31G(d) com-
putations (158). A maximum barrier of 3 kcal/mol for interconversion between different
conformers was found, thus indicating that several conformations may contribute to the
reaction in a given protonation state.
An early computational study of the dianionic transition state of OH− attack to anionic
dimethylphosphate in vacuum at the HF/STO-3G, HF/3-21G(d), and HF/3-21+G(d) lev-
els of theory found several pentacovalent intermediate and transition state structures that
differed only little in their relative energies (159) with a barrier height of ≈ 90 kcal/mol.
A computational study of anionic dimethylphosphate hydrolysis at the B3LYP/6-31+G(d,p)
level of theory including solvent effects showed that the reaction proceeds via a phosphorane
intermediate with both OH− and H2O as nucleophile (160). In vacuum, the highest barriers
found are corresponding to the first transition state that connects the reactant with the
intermediate. They are 91 kcal/mol for the OH− attack and 27 kcal/mol for H2O attack.
In the latter, a proton is transferred to one of the phosphoryl oxygen atoms concerted with
the formation of the P-OH bond. In water, both barriers are 41 kcal/mol. The P-O bond
lengths to the incoming nucleophile in the phosphorane intermediate are all between 1.8
and 1.9 A˚, indicating an almost perfect SN2 reaction.
Trimethylphosphate hydrolysis The experimental rate constant for OH− attack on
trimethylphosphate was reported as 1.6·10−4M−1s−1 at 25◦C (161), corresponding to an
apparent reaction free energy barrier of 94.64 kJ/mol or 22.6 kcal/mol.
A computational investigation at the MP2/6-31+G(d,p)//HF/6-31G(d) level of theory of
OH− attack to trimethylphosphate found a barrier of ≈ 25 kcal/mol using the Langevin
dipole approximation to account for solvent effects and about 32 kcal/mol with the polariz-
able continuum model (PCM) to account for solvent effects (155). The bond length in the
transition state of 2.4 A˚ indicated an associative mechanism with dissociative character.
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Hydrolysis of phosphoanhydrides
Phosphoanhydrides are similar to phosphate monoesters in that they possess a single phos-
phoryl substituent. Thus, the mechanisms of P-O-P bond cleavage may be similar to the
mechanisms of P-O-C bond cleavage. Despite the prevalence of phosphoanhydride hydrol-
ysis reaction in biologic reactions no systematic experimental study on phosphoanhydride
hydrolysis reactions had been reported until 1995, when linear free energy relationships
between the pKa values of different incoming alcoholic nucleophiles (and different leaving
groups) and the logarithm of the rate constant were measured (135). Only little depen-
dence of the reaction rate on the pKa of the leaving group was found, which is indicative of
a dissociative mechanism. Rate constants of 7.0·10−7s−1 and 2.17·10−6s−1 were measured
at 60◦C for ATP hydrolysis in absence and presence of Mg2+. This corresponds to apparent
free energy barriers of 121.10 kJ/mol (28.9 kcal/mol) and 117.97 kJ/mol (28.2 kcal/mol),
respectively. At 95◦C and in the absence of Mg2+ rate constants of 4.0·10−5s−1 (apparent
barrier 121.76 kJ/mol or 29.1 kcal/mol) and 6.67·10−6s−1 (apparent barrier 127.24 kJ/mol
or 30.4 kcal/mol) were measured for ATP and pyrophosphate hydrolysis, respectively Thus,
the barriers found correspond to earlier measurements of the rate of ATP hydrolysis (see
Section 4.1).
Pyrophosphate (PPi). The first computational study reported on pyrophosphate hy-
drolysis in gas phase at the MP2/DZP level of theory found a dissociative mechanism for
uncatalyzed, acid catalyzed, and Mg2+ catalyzed reactions (162; 163). The unimolecular
dissociation reaction of H2P2O
2−
7 up to the metaphosphate intermediate proceeds via a free
energy barrier of 23.1 kcal/mol, that is lowered to 9.3 kcal/mol in the presence of Mg2+.
Mg2+ is found to act by activating one P-Obridge bond as evidenced by bond elongation.




7 . The latter reactions, however, were
not studied in detail.
Another computational study investigated the stable structures and intermediates for a
dissociative mechanism of Mg-PPi considering different protonation states at the MP2/6-
31+G(d,p)//HF/6-31+G(d,p) level of theory (164). The calculated reaction free ener-





7 are in the expected range as compared to experimental values of pyrophosphate
hydrolysis.5 In the intermediate states the Mg2+ was found to bridge the orthophosphate
and metaphosphate moieties that therefore did not have any direct contact. A charge
analysis of the different species involved revealed significant charge transfer from the neg-
atively charged pyrophosphate to the positively charged Mg2+ ion, reducing the charge on
Mg2+ from formally +2 to 0.5 to 1.0 (1.5 to 1.7) as determined from Mullikan population
(CHELP) analyses. In a previous study it was reported that the two P-Obridge bonds in
PPi have the same length in gas phase, whereas an asymmetry is introduced by Mg
2+
5The experimental reaction free energies (in kcal/mol) as measured calorimetrically for pyrophosphate
hydrolysis are -9.5 (H4P2O7), -7.5 (H3P2O
−
7 ), -7.7 (H2P2O
2−
7 ), -7.1 (HP2O
3−
7 ), and -10.4 (P2O
4−
7 )(138).
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coordination (165). In this study, the gas-phase free energy barriers for the isomerization
reactions leading from the reactant structure to an intermediate structure in which the Mg
cation bridges the phosphate and metaphosphate moieties was calculated as 5.6, 10.4, and
13.5 kcal/mol for the neutral (MgH2P2O7), anionic (MgHP2O
−
7 ) and dianionic (MgP2O
2−
7 )
species, respectively. The corresponding calculated reaction free energies were -16.8, -12.7,
and 1.8 kcal/mol, respectively.
No computational study on Mg-PPi hydrolysis with hexacoordinated Mg
2+ (as is expected
in aqueous solution and in enzymatic environment) has been reported to date.
Methyltriphosphate. Methyltriphosphate is a model compound for both ATP and GTP
in which the sugar and base are replaced by a methyl group. Its properties are expected
to be similar to the properties of triphosphoric acid, H5P3O10.
6 In gas phase, the dianion
H3P3O
2−
10 (167) and the neutral acid (as well as the triphosphate moiety of neutral ATP
and neutral GTP) (168) adopt a cyclic conformation that is stabilized by intramolecular
hydrogen bonds between the α- and γ-phosphate moieties. Mg2+ coordination increases the
P-Obridge bond lengths from 1.59 and 1.65 A˚ to 1.60 - 1.70 A˚ and opens the Pγ-Obridge-Pβ
angle from 119.3◦ to 125.7◦ (168). In aqueous solution, the bond lengths are unchanged
and the P-O-P angle opens further to 128.3◦. The Mg2+ is hexacoordinated both in gas
phase and in solution.
No systematic computational study exploring different conformers at different protonation
states of methyltriphosphate (let alone ATP) neither in gas phase nor in aqueous solution
has been reported to date.
The first computational investigations of methyltriphosphate hydrolysis in aqueous solu-
tion were reported in 2003. Car-Parrinello molecular dynamics (CPMD) in a cubic box
containing the methyltriphosphate molecule, a Mg2+ ion and 54 water molecules were used
to study both dissociative and associative mechanisms up to the formation of the transi-
tion states (168). For the dissociative mechanism a free energy barrier of 36 kcal/mol was
found with the water environment playing a passive role throughout the reaction. For the
associative mechanism a free energy of 39.1 kcal/mol was found, in which the pentavalent
transition state is formed after a proton transfer from the attacking water molecule to the γ
phosphate moiety. The P-O distance to the incoming water oxygen at the transition state
is 1.9 A˚, which indicates an almost perfect SN2 mechanism. Usage of a mixed reaction
coordinate, in which cleavage of the P-Obridge bond is followed by nucleophilic attack of a
water molecule leads to a reaction free energy barrier of 35.1 kcal/mol. The authors suggest
that the Mg2+ cation may have an active role in catalyzing the P-O-P bond cleavage by
electrophilic attack onto the bridge oxygen, thereby weakening the bridge bond and initi-
ating the bond breaking reaction. Due to the short simulation length and small simulation
system, the metaphosphate intermediate may be artificially stabilized, an effect to which
6The pKa values for triphosphoric acid H5P3O10 at 25
◦C and an ionic strength of 1.0M are pKa1 < 1,
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the authors attribute 10 kcal/mol. Thus, they estimated an effective barrier of about 25
kcal/mol for a dissociative mechanism, which is therefore energetically favored over an as-
sociative mechanism. However, the barrier height in an associative mechanism with H2O
attack may be lowered by using OH− as the incoming nucleophile. Such a possibility was
not explored.
The hydrolysis of protonated methyltriphosphate was investigated at the B3LYP/cc-PVTZ+
//B3LYP/6-31+G(d,p) level of theory using the SCRF approximation to account for solva-
tion effects (153). In presence of one explicit water molecule two different associative paths
with free energy barriers of 36.4 (47.2) and 34.3 (54.5) kcal/mol in aqueous solution (gas
phase) were found. Both possibilities proceeded in a single step reaction via pentacovalent
phosphorane transition states that differed in their geometry: distances of 2.12 and 1.84 A˚
between the incoming water oxygen and Pγ indicate that the two pathways differ in their
degree of associativity. In presence of two explicit water molecules three out of several pos-
sible associative pathways were studied, all of which proceeded stepwise. However, the first
and rate-limiting step was found to be identical in all three cases. Its free energy barrier
was 33.9 (45.6) kcal/mol in aqueous solution (gas phase) and thus isoenergetic with the
result found in the presence of one explicit water molecule. The water oxygen-Pγ distance
was 2.11 A˚. Several dissociative mechanisms were also explored with rate-limiting barriers
of 38.5 (41.3) and 30.5 (42.0) kcal/mol in aqueous solution (gas phase)in presence of one
explicit water molecule and 37.3 (38.4) and 30.4 (39.2) kcal/mol in aqueous solution (gas
phase) in presence of two explicit water molecules. The authors conclude that in aqueous
solution the hydrolysis of methyltriphosphate can proceed via either associative or disso-
ciative mechanisms. However, because the reaction barrier of the associative pathways is
more sensitive to electrostatic influences by the environment than the barrier for the dis-
sociative pathway (as indicated by larger solvation energies for the associative transition
states than for the dissociative transition states), the authors suggest that “the associative
pathway may possibly be more susceptible to stabilization by the protein environment than
the dissociative pathway”.
Nucleotides. No mechanistic study on the hydrolysis of a nucleotide such as AMP, ADP,
ATP, GMP, GDP, or GTP is available.
Summary
The computational investigations reviewed above indicate a number of important points:
1. The choice of quantum mechanical calculation method strongly influences the mag-
nitude of the calculated activation barrier even if the basis set is kept constant. HF
barriers may be up to 20 kcal/mol higher than DFT or MP2 barriers.
2. The predominant species at a given pH value need not be the reactive species.
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3. The barrier for proton transfer may be reduced by 5 to 10 kcal/mol when mediated
by one or two water molecules.
4. The presence of an additional water molecule may increase the dissociative character
of an associative hydrolysis mechanism.
5. Both dissociative and associative mechanisms can explain experimental reaction rates
of phosphate ester hydrolysis. Enzymes can therefore select either mechanism, as has
been pointed out earlier (169; 170).
6. Even for a reaction as simple as methylphosphate hydrolysis in water, the reaction
mechanism cannot unambiguously be determined. Thus, considerable variability can
be expected for enzymatic reactions.
7. Phosphoanhydride hydrolysis reactions of biologically relevant molecules such as PPi
or nucleotides are mechanistically poorly understood.
8. Whether hydrolysis reactions of phosphoanhydrides proceed via a dissociative or an
associative mechanism and in a single step or multi step fashion in aqueous solution
is unresolved. Thus, any possibility seems open for enzyme-catalyzed nucleotide
hydrolysis reactions.
4.3 Mechanistic considerations on phosphate anhy-
dride hydrolysis in proteins
A number of studies have investigated enzyme-catalyzed GTP and ATP hydrolysis. Be-
cause of the structural similarities in the nucleotide binding pocket (see Section 3.3) these
proteins may use similar strategies in catalyzing nucleotide hydrolysis. Among the best
characterized proteins is the G-protein Ras, for which a number of both experimental and
theoretical studies have been reported. Because of the expected similarities to myosin
these studies shall be reviewed here. Kinetic and mechanistic studies on myosin itself are
discussed in Sections 4.4 and 4.6.
Studies on phosphoryl transfer proteins such as kinases or phosphatases (171; 172; 173; 174)
are not considered or only mentioned if appropriate.
4.3.1 Enzyme strategies for catalysis
A catalyst speeds up a chemical reaction without being changed itself. This is achieved by
a transient interaction between the catalyst and the reactants such that reaction interme-
diate and transition states may be altered in the catalyzed reaction as compared to in the
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uncatalyzed reaction. Within the explanatory framework of the transition state theory the
speed-up is explained by a lowering of the activation barrier of the reaction (175). Enzymes
may adopt several strategies to achieve this:
1. Decreased substrate flexibility. Restriction of the conformational flexibility of the
substrate by capturing the substrate in a conformation that is optimal for hydrolysis
increases the population of the conformation that is competent for hydrolysis.
2. Ground state destabilization. Upon binding conformational strain can be intro-
duced into the substrate, forcing its atoms to dislocate along the reaction coordinate
before the reaction actually starts.
3. Transition state stabilization. Favorable interactions between the protein and
the substrate in its transition state can lower the energy of the transition state.
4. Positioning of the attacking water. The microenvironment of the enzyme active
site may position the attacking water molecules for optimal in-line attack (as required
for an associative SN2 reaction mechanism).
5. Nucleophile activation. The nucleophilic of the incoming nucleophile may be
increased by abstraction of a proton from the attacking water by a general base, thus
creating an OH− ion that attacks. This, however, affects only associative mechanisms,
because in dissociative mechanisms the formation of the transition or intermediate
state is independent of the attacking nucleophile.
6. Change in substrate protonation. The protonation pattern of the substrate may
be changed upon binding, thus creating a more reactive species than is predominant
in solution.
4.3.2 The GTPase Ras
Ras proteins are involved in cellular signaling leading to cell growth and differentiation
(176; 177; 178). They are active when GTP is bound and switched off by the hydrolysis
of GTP. In the presence of a GAP (GTPase Activating Protein) the hydrolysis reaction is
greatly enhanced. The rate constant for the Ras catalyzed GTPase reaction is 4.7·10−4s−1,
corresponding to an effective barrier of 22.4 kcal/mol (179; 180). The interaction with
GAP speeds up the hydrolysis resulting in a hydrolysis rate of 19 s−1 (181) corresponding
to an effective barrier of 16 kcal/mol.
Gln61 in Ras p21 has been proposed to act as a general base that activates the attacking
water molecule (182; 183). This, however, has been questioned (184): Based on consider-
ations of the pKa values of protonated glutamine which is a strong acid and deprotonated
water, which is a base, the existence of an ion pair (as would be present after a proton
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transfer has happened) was found to be unlikely. The proposed alternative involves cataly-
sis via a dissociative mechanism7 in which the negative charge on the βγ-bridge oxygen in
the transition state is stabilized by positive charges in the protein environment, especially
by a hydrogen bond from the backbone amide group of Gly13 (which is the fourth residue
in the P-loop). In such a scenario, GAP activation can be explained by additional stabi-
lization of the transition state via interactions of the positively-charged Arg-finger motif of
GAP with the βγ-bridge oxygen. The proposed dissociative mechanism has been confirmed
by time-resolved Fourier transform infrared (FTIR) difference spectroscopic studies that
revealed that Ras forces GTP into a specific conformation and induces significant charge
shift to the β oxygens of GTP upon binding (187). GAP interaction with Ras increases
the charge shift (188). Measurements of kinetic isotope effects showed normal primary and
secondary KIE, which the authors interpreted as evidence for a loose transition state and
a more dissociative-like mechanism (189). However, a normal primary KIE could indicate
that bond cleavage is rate limiting, and a normal secondary KIE indicates a more asso-
ciative transition state (see Section 5). Thus, the interpretation in favor of a dissociative
mechanism seems questionable.
A computational free energy perturbation (FEP) study using the empirical valence bond
(EBB) description in combination with Langevin dipoles (LD) to model the solvent found
that GAP reduces the barrier for hydrolysis by 7 to 10 kcal/mol independent of whether
an associative or a dissociative mechanism was used (180). By comparison with barriers
obtained for methylphosphate hydrolysis in water in which the barrier for the dissocia-
tive mechanism is computed to be higher than for the associative mechanism the authors
conclude that Ras takes an associative route. However, no absolute barriers or geometric
details on the valence bond states used to describe the transition or intermediate states are
given.
A very recent computational study employed both QM-only calculation on a cluster model
of the active site at the B3LYP/6-31G(d,p)//B3LYP/4-31G(d)/3-21G level of theory and
QM/MM calculation employing the effective fragment potential method at the MP2/6-
31+G(d)//HF6-31G level of theory (190). The QM part included the triphosphate moiety
of GTP, Mg, the lytic water molecule, and the sidechains of Gln61 of Ras and Arg789 from
GAP. An active role for Gln61 as a proton acceptor and for Lys16 as a proton donor was
ruled out by the calculations. An associative mechanism in which proton transfer from the
lytic water to γ-phosphate occurs simultaneously with bond making between the incoming
water oxygen and Pγ was found to proceed via a one-step mechanism without intermediate.
At the transition state the distances r1 (Pγ :incoming water oxygen) and r2 (Pγ :βγ-bridge
oxygen) were 1.59 and 1.98 A˚, respectively. Since the barrier of 39 kcal/mol for the QM/MM
calculations was found to be equally unsatisfying as “non-promising results” for the cluster
model the authors performed a two-dimensional grid search on the cluster model, varying
7Linear free energy relationship measurements for alkaline phosphates suggests a dissociative mechanism
for phosphoryl transfer reactions in proteins (185; 186). Note, however, that the mechanistic interpretation
of linear free energy relationship is debated.
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both r1 and r2. In this way another transition state was located at distances r1 = 2.12 A˚ and
r2 = 2.20 A˚ in which the lytic water still carried both protons. The calculated barrier was
20.7 kcal/mol. Decay of the transition state structure lead to an intermediate state with
an energy of 14.5 kcal/mol above the reactants in which the leaving group was completely
dissociated but the lytic water was still doubly protonated. The necessary second step of
the reaction corresponding to rearrangement of (H2O·PO3 to H2OPO4 was not explicitly
determined since the barrier is expected to be significantly lower than 20 kcal/mol. The
final product state has an energy of 9.8 kcal/mol with respect to the reactant state. Charge
analyses indicated that considerable negative charge is shifted to the bridge oxygen when
moving from the reactant to the transition state. Thus, the authors conclude that GTP
hydrolysis in Ras occurs via a dissociative mechanism as favored by experiment.
4.4 Kinetics of ATP hydrolysis in myosin
Kinetic studies on the contractile cycle of myosin interacting with actin are being conducted
for more than 40 years. A landmark was the compilation of available kinetic data into a
consistent scheme now known as the Lymn-Taylor cycle (191). Figure 4.2 illustrates this
cycle. In Step 1, the actomyosin complex A.M binds ATP, followed by unbinding of actin
in Step 2. ATP hydrolysis occurs in Step 3. In Step 4 actin rebinds and triggers product
release (Step 5), leading back to the starting point of the contractile cycle.
A.M.ATP
A + M.ATPA + M.ADP.Pi
A.M
A.M.ADP.Pi






Figure 4.2: Illustration of the actomyosin cycle known as Lymn-Taylor cycle (191).
The Lymn-Taylor scheme forms the basis for the interpretation of a vast number of kinetic
measurements on different myosins and from different organisms, both interacting and
non-interacting with actin.
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Since it was observed that substrate binding and hydrolysis by myosin induces spectral
changes that are observable by measuring ultraviolet absorption difference spectra (192)
this change in intrinsic protein fluorescence has been widely utilized to relate structural
transition of the protein to its enzymatic function (see (193; 194; 195; 196) and refer-
ences below). Protein intrinsic fluorescence stems mainly from the fluorescent proper-
ties of the sidechains of tryptophane residues. If the chemical environment of such a
sidechain changes, the fluorescence properties of the protein change correspondingly. In
addition, substrates labeled with fluorophores are used to investigate the kinetics of myosin
ATP binding, hydrolysis, and product release. Examples are mantATP (2’(3’)-O-(N-
methylanthraniloyl)-adenosine-triphosphate), mantADP (2’(3’)-O-(N-methylanthraniloyl)-
adenosine-diphosphate), or coumarin-labeled ADP (197). Moreover, kinetic measurements
utilizing radioactively labeled phosphate compounds (198) or light scattering techniques
(199; 200) were used.
Such measurements established that myosin II proteins from different organisms or tissues
differ in their observable response to ATP binding and hydrolysis (201; 202). For ex-
ample, rabbit skeletal muscle myosin II exhibits an increase in fluorescence intensity upon
ATP binding that increases further with hydrolysis (81), whereas Dictyostelium discoideum
myosin II exhibits a quench in fluorescence intensity, followed by an increase in intensity
(81). Although several Trp residues can be found in the primary sequence of myosin II
in all organisms the change in fluorescence intensity has been shown to stem mainly from
the conserved Trp501 (numbering from Dictyostelium discoideum) which can therefore be
considered a sensor for hydrolysis (203; 204; 205; 206; 207).
It is necessary to adapt the Lymn-Taylor scheme depending on the class of myosins studied
and on the organism the protein is extracted from. Such an adapted scheme then may
also account for a number of intermediate steps that can be kinetically resolved using
modern techniques. An adapted kinetic cycle based on the myosin adenosine triphosphatase
reaction cycle in absence of actin as proposed by Bagshaw and Trentham in 1974 (208)
is shown in Figure 4.3 for Dictyostelium discoideum myosin II, that has been engineered
so as to contain no Trp residues other than Trp501 (209). In Step 1 in this scheme ATP
binds to apo-myosin (M state) thus forming a collision complex (M.ATP). This followed by
a conformational change of myosin as monitored by a quench in the fluorescence intensity
(Step 2, M†.ATP). Upon ATP hydrolysis in Step 3a fluorescence enhancement is observed
(M∗.ATP). This step has been further dissected by means of pressure jump and temperature
jump methods (209). In the same study, the M state was identified with the apo structure
of myosin (for which no crystal structure is available), the M † state corresponding to
the crystallographic C/O state, and the M ∗ state corresponding to the crystallographic
C/C state. Thus, the chemical ATP hydrolysis step, in the C/C conformation of myosin,
corresponds to Step 3b. Hydrolysis is followed by a conformational change indicated by
a quench in fluorescence (Step 4, M∗.ADP.Pi) and subsequent phosphate release (Step 5,
M∗.ADP). Another conformational change occurs, restoring the level fluorescence intensity
of the apo structure (Step 6, M.ADP) that precedes ADP release (Step 7).























Figure 4.3: Kinetic cycle for ATP hydrolysis by Dictyostelium discoideum myosin II
in absence of actin as derived from kinetic fits to fluorescence measurements using
a protein construct termed W501+ that contained only one fluorescent tryptophan
W501 (209). In Step 1, ATP binds to apo-myosin (M), thus forming a collision com-
plex (M.ATP), presumably with both switch-1 and switch-2 loops open (O/O state).
This is followed by a conformational change of myosin as monitored by a quench in
the fluorescence intensity (Step 2), leading to M†.ATP that presumably corresponds
to the closing of Switch-1 (C/O state). In Step 3a, fluorescence enhancement is ob-
served, leading to M∗.ATP, presumably corresponding to closing of Switch-2 (C/C
state), coupled with the recovery stroke of the lever-arm. The catalysis of ATP hy-
drolysis (step 3b) in the C/C conformation of myosin. Hydrolysis is followed by a
conformational change indicated by a quench in fluorescence (Step 4, M†.ADP.Pi,
presumably the start of the power stroke) and subsequent phosphate release (Step 5,
M†.ADP). Another conformational change occurs, restoring the fluorescence intensity
of the apo structure (Step 6, M.ADP) that precedes ADP release (Step 7). The time
constants (i.e., the reciprocal of the measured rate constants (81; 196; 209), see also
Ref. (210)) for forward reaction steps are indicated.
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4.4.1 Experimental kinetic data
Myosin binds and hydrolyses ATP only in the presence of a divalent cation (211; 212). The
basal ATPase in presence of Mg2+ is 0.12 s−1 for the M761-2R construct. Replacing Mg
by Ca leads to an increase to a rate of 1.0 s−1 (203). The production of force, however,
is decreased when calcium is used to replace magnesium (213). Mn2+ can also be used
(214; 215). In the present work the focus is on the Mg2+-ATPase activity of myosin which
is therefore discussed in detail. In presence of actin the basal ATPase rate is increased
approximately 1000-fold due to a catalysis of the rate-limiting product release steps. The
actin-activated rate of ATP hydrolysis depends strongly on the ionic strength (reducing
the ionic strength from 0.1 to 0.04 results in a 20-fold rate increase) (216). The chemical
hydrolysis event occurs in the myosin head when myosin is detached from actin. Thus, the
following discussion focuses on the myosin ATPase cycle in absence of actin.
Since the possibility of expressing the motor domain of myosin II in the slime mold Dic-
tyostelium discoideum was reported (217) this organism has been widely used for detailed
characterization of the properties of myosin. This is mainly due to (1) the simplicity
with which myosin can be expressed in Dictyostelium discoideum compared to bacterial
expression systems and (2) the relative ease to prepare large amounts of different myosin
constructs (218). Kinetic measurements have been made for a large number of different
Dictyostelium discoideum myosin II constructs. The nomenclature used to distinguish dif-
ferent constructs and mutants is as follows: A number n following the letter M denotes a
myosin head fragment consisting of the N-terminal n wild-type amino acids (219). Mutants
are indicated using the one letter code for the wild-type residue followed by the residue
number and the one letter code of the mutated amino acid. Thus, M761(G457A) refers to
a myosin construct consisting of the first 671 N-terminal amino acids in which Gly457 has
been mutated to Ala. The steady-state basal ATPase activities of different motor domain
constructs of Dictyostelium discoideum myosin II are collected in Table 4.3.
Transient kinetic measurements have been used to measure the kinetics of the different
steps associated with the ATPase cycle. The experimental conditions used for the different
measurements are collected in Table 4.4 and the resulting values in Table 4.5. In Section
4.5 these data are used to assemble a thermodynamic free energy profile for the ATPase
cycle.
The fluorescence enhancement associated with Step 3 does not only occur upon the addition
of ATP but also upon the addition of the non-hydrolyzable ATP analog AMP-PNP. This
indicates that the conformational transition corresponding to the recovery-stroke is an event
separate from the chemical hydrolysis step. Moreover, nucleotide binding is associated
with a fluorescence quench in Dictyostelium discoideum when myosin adopts the C/O
conformation. Upon addition of ATP, however, no change in fluorescence prior to the onset
of hydrolysis is observed at 20◦C, indicating that the M∗.ATP state exists transiently. This
supports the view that Step 3 in the original Bagshaw-Trentham scheme must be split into
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construct kcat [s
−1] conditions ref.
M761 0.07 ± 0.01 40mM NaCl, 20mM TES, 1mM MgCl2,
pH=7.5, T=20◦
(81)
M761 W501+ 0.06 ± 0.01 40mM NaCl, 20mM TES, 1mM MgCl2,
pH=7.5, T=20◦
(81)
M761-2R 0.12 Mg, T=30 ◦, rest as in (216) (40mM
KCl, 5mM MgCl2, pH=8.0, T=20
◦)
(203)
M761-2R 1.0 high-salt Ca, T=30◦, rest as in (216) (203)








D1dC (=M759) 0.08 15 mM MOPS, 4mM MgCl2, 1mM
DTT, 1mM ATP, 5µg/ml S1dC, T=25◦
(46)
D1dC (=M759) 0.028 40mM NaCl, 20mM TES, 1mM MgCl2,
pH=7.5, T=20◦
(218)
Table 4.3: Steady-state ATPase rates for different Dictyostelium discoideum myosin
II constructs. Experimental conditions are also given. W501+ is a mutant in which
all W except W501 are mutated to F. M761-2R is the M761 fragment fused to two
actinin repeats (50). The recombinant protein MHF is the myosin head fragment
prepared as described in (217).
construct conditions ref.
M864 25mM HEPES, 0.1M KCl, 5mM MgCl2, pH=7.0, T=20
◦ (221)
M754 25mM HEPES, 0.1M KCl, 5mM MgCl2, pH=7.0, T=20
◦ (220)
M761 25mM HEPES, 100mM KCl, 5mM MgCl2, pH=7, T=20
◦ (219)
M781 25mM HEPES, 100mM KCl, 5mM MgCl2, pH=7, T=20
◦ (219)
M759 40mM NaCl, 20mM TES, 1mM MgCl2, pH=7.5, T=20
◦ (218)
M761(501+) 40mM NaCl, 20mM TES, 1mM MgCl2, pH=7.5, T=20
◦ (81)
Table 4.4: Experimental conditions for transient kinetics studies.
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property M864a M754b M761c M781c M759d M761(501+)e
K1k2 [M
−1s−1] 0.94·106 5.7·104 6.06·105 5.5·105 1.7·105 6.6·105
k2 [s
−1] n.d. n.d. n.d. n.d. n.d. ≈ 400
k−2 [s
−1] n.d. n.d. n.d. n.d. n.d. ≈ 0.02f
k3 + k−3 [s
−1] 24 80 160 37 17 30
k6 [s




[Ms−1] 9·105 1.25·105 n.d. n.d. 2.4·105 1.4·106
K1
g 2.35·103 1.43·102 1.52·103 1.38·103 4.25·102 1.65·103
k−6
h [s−1] 383 874 n.d. n.d. 565 848










eFrom Ref. (81). A myosin construct with only one Trp (Trp501) was used. In addition to the data
collected here, the relations k−1 > k−2 and k−2 << k3 were established. Additional information on Step
3 see Table 4.6




. From the M761.W501+ construct estimate k2 ≈ 400s−1 is used.
hFrom k−6 = k−6
1
K7
· K7 and assuming K7 = 1K1 , i.e., the collision complex formation constant is
independent of the nucleotide.
Table 4.5: Kinetic data as determined by transient kinetics studies for Dictyostelium
discoideum myosin constructs. Values that have not been determined are marked with
n.d.
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two separate events, namely the recovery-stroke transition in Step 3a and the chemical
hydrolysis event in Step 3b.
Temperature-jump and pressure-jump transient kinetics measurements can been used to
decouple Steps 3a and 3b. Such experiments have been reported for rabbit and chicken
skeletal S1 (222; 223) and for Dictyostelium discoideum M761 (209). These experiments
established unambiguously that the recovery-stroke equilibrium (Step 3a) is both temper-
ature and pressure sensitive, whereas the hydrolysis event (Step 3b) is almost independent
of temperature and pressure. Estimates for the rates and equilibrium constants associated


















cFrom stopped-flow fluorescence transients and pressure jump analysis.
dFrom pressure jump kinetics.
eFrom steady-state fluorescence.




Table 4.6: Estimated values for the rates and equilibrium constants at 20◦C associ-
ated with Steps 3a (recovery-stroke transition) and 3b (hydrolysis) in Dictyostelium
discoideum myosin II.
The rate of phosphate release (Steps 4 and 5) is limited by the isomerization in Step 4, for
which k4 = 0.05 s
−1 was measured (196) for for Dictyostelium discoideum myosin II. For
rabbit skeletal myosin II is was estimated to be k5 = 85 s
−1 at saturating actin concentration
and 20◦ (224). With actin increasing the rate of phosphate release by approximately
1000-fold, the rate of phosphate release in absence of actin can therefore be estimated as
k4 = 8.5 · 10−2 s−1, which agrees well with the value for Dictyostelium discoideum myosin
II.
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4.4.2 Mutational analyses
A number of different mutational studies on Dictyostelium discoideum myosin II motor
domain fragments have been reported. These include mutations of the three conserved
glycine residues (G680A, G684A, G691A) in the reactive thiol region (90), glutamates close
to the nucleotide binding pocket (E459V and E476K) (225), all residues of the switch-1
loop mutated to alanine (226), all residues of the switch-2 loop mutated to alanine (227),
mutations of the salt bridge residues in the switch-1 and switch-2 loops (E459R, R238E,
and double mutant8) (230)
Mutational experiments in the P-loop have only been reported for smooth muscle myosin
(Ser181, Lys185, Asn235, Ser236, Arg238) (231).
For the present study, only mutations of the residues of the phosphate tube are relevant.
The basal ATPase rates for the mutants of the switch-1, switch-2, and P-loop residues are
collected in Table 4.7.
8The identical mutations were also carried out for chicken gizzard smooth muscle heavy meromyosin
(228). Additional mutations in chicken myosin correspond to D454A, I455M, and G457A (229).
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mutant rate [s−1] activity [%] Ref.
HMM(WT)a 0.059 100 (231)
HMM(Ser181A)a 0.028 47.5 (231)
HMM(Ser181T)a 0.017 28.8 (231)
HMM(K185Q)a 0 0 (231)
WTb 0.062 100 (226)
N233Ab 0.026 41.9 (226)
N235Ab 0.046 74.2 (226)
S236Ab 0.042 67.7 (226)
S237Ab 0.018 29.0 (226)
R238Ab 0.010 16.1 (226)
R238Cb 0.007 11.3 (226)
R238Hb 0.015 24.2 (226)
HMM(N235I)a 0.092 155.9 (231)
HMM(S236A)a 0.015 25.4 (231)
HMM(S236T)a 0.048 81.4 (231)
HMM(R238I)a 0 0 (231)
HMM(R238K)a 0.060 101.7 (231)
M765(WT)c 0.08 100 (230)
M765(R238E)c 4·10−4 0.5 (230)
M761(WT)b ∼0.85 100 (227)
M761(D454A)b ∼0.03 ∼35 (227)
M761(I455A)b ∼0.25 ∼300 (227)
M761(S456A)b ∼0.19 ∼220 (227)
M761(G457A)b ∼0.025 ∼30 (227)
M761(F458A)b ∼0.235 ∼275 (227)
M761(E459A)b ∼0.02 ∼25 (227)
S1(WT)d 0.1 100 (233)
S1(S456L)d 1.0 1000 (233)
M761-2R(WT)e 1.5·10−2 100 (225)
M761-2R(E459V)e 5.9·10−5 0.4 (225)
M765(E459R)c 0.015 18.8 (230)
M765(R238/E459R)c 0.06 75 (230)
aMeasured for gizzard smooth muscle myosin at 25◦ as described in Ref. (232).
bFrom phosphate release rates at 25◦.
cMeasured using a linked enzyme assay.
dFrom release of labeled Pi at 30
◦.
eFrom single turnover experiments at 20◦ using mantATP.
Table 4.7: Basal ATPase rates for Dictyostelium discoideum myosin II mutants.
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4.5 Thermodynamics of the ATPase cycle in myosin







where kB denotes the Boltzmann constant, T the absolute temperature, h the Planck
constant, and R the ideal gas constant. The values of the constants are given in Appendix
B. Equilibrium constants K are related with reaction free energies ∆RG by
∆RG = −RT lnK (4.3)
Using Eqs. 4.2 and 4.3 the kinetic data given in Section 4.4.1 can be converted into free
energies of the different reactant, transition, intermediate, and product states during the
ATPase cycle. The resulting energetic data can then be compiled into a consistent free
energy profile describing the myosin ATPase cycle.9
The free energy difference between the reactant (M + ATP) and product (M + ADP + Pi)
states must be equivalent to the reaction free energy of ATP hydrolysis in aqueous solution
under the given experimental conditions (compare Section 4.1). The kinetic measurements
ATP hydrolysis in Dictyostelium discoideum myosin II have been made at pH between
7.0 and 8.0, temperatures between 20◦ and 25◦, Mg2+ concentrations of 1mM to 5mM
(corresponding to pMg from 3 to 2.3) and ionic strengths varying from 40mM to 120mM
(compare Table 4.3). Corresponding to these reaction conditions, the reaction free energy
for the overall reaction is ∆rG
′0 ≈ ∆rG′0(T = 298.15K, I = 0.25M, pMg = 2, pH = 7) =
−7.4 kcal/mol.10 The predominant ATP species under these conditions is MgATP2− (see
also Figs. 1.6 and 1.7 in Ref. (131)).
The overall free energy barrier for ATP hydrolysis by myosin is listed in Table 4.8 for the
different Dictyostelium discoideum myosin II constructs. The free energy barriers range
from 17.7 to 19.2 kcal/mol depending on the construct and experimental conditions.
9In principle it is possible to determine the enthalpic and entropic contributions to the free energy from
the temperature dependence of the rates of the different steps. However, because the rate is also influenced
by other factors such as the ionic strength and Mg2+ concentration and experiments have been conducted
at different conditions, such an analysis cannot easily be done and is therefore omitted here. Measurements
of enthalpic changes for the four principle steps of the myosin hydrolysis cycle have been reported for rabbit
skeletal muscle myosin S1 (234). However, without knowing to which specific transitions between structural
states this information corresponds to, it cannot be used for comparison with theoretical work that is made
on a specific structural state.
10For comparison: A measurement of the reaction enthalpy for GTP hydrolysis by rabbit myosin yielded
a value of ∆rH = −5.3 kcal/mol (T=25◦, pH=8-9, 0.6M KCl, 1mM CaCl2) (235).






M761 78.20 18.7 43 (81)
M761 W501+ 78.57 18.8 43 (81)
M761-2R 76.89 18.4 ≈55 (203)
M761-2R 74.25 17.7 ≈55 (203)
MHF (=M864) 79.56 19.0 115 (220)
M754 79.56 19.0 115 (220)
D1dC (=M759) 79.24 18.9 n.d. (46)






RT ⇔ ∆G‡ = −RT ln hkcatkBT





i . The following salts were considered: NaCl, KCl, MgCl2
Table 4.8: Free energy barriers ∆G‡ (in kJ/mol and in kcal/mol) and ionic strengths
I for ATP hydrolysis by different Dictyostelium discoideum myosin II constructs. I
is determined from the experimental conditions given in Table 4.3.
The free energies associated with the various steps of the ATPase cycle as derived for the
different wild-type Dictyostelium discoideum myosin II constructs and the M761(W501+)
mutant are listed in Table 4.9. Table 4.10 gives the free energies associated with the
recovery-stroke transition and the hydrolysis step for M761(W501+).
property M864 M754 M761 M781 M759 M761(501+)
∆RG1
a -18.91 (-4.5) -12.08 (-2.9) -17.84 (-4.3) -17.60 (-4.2) -14.74 (-3.5) -18.05 (-4.3)
∆G‡2
b n.d. n.d. n.d. n.d. n.d. ≈ 57 (13.7)
∆G‡−2
c n.d. n.d. n.d. n.d. n.d. ≈ 81 (19.4)
∆G‡6 70.73 (16.9) 78.57 (18.8) n.d. n.d. 71.49 (17.1) 66.68 (15.9)
∆G‡−6
d 57.23 (13.7) 55.22 (13.2) n.d. n.d. 56.28 (13.5) 55.29 (13.2)
aFrom ∆RG = −RT ln K and
bFrom k2.
cFrom k−2.
dFrom the estimated k−6
Table 4.9: Barrier heights in kJ/mol (kcal/mol) determined from kinetic data given
in Table 4.5 Values that have not been determined are marked with n.d.
The overall reaction free energy together with the energetics of the different steps of the
ATPase cycle can be compiled into a consistent free energy profile tabulated in Table 4.11
and shown in Fig. 4.4 for the M761(501+) construct, for which the available kinetic data
is almost complete. The values used are K1k2 = 6.6 · 105M−1s−1 and k2 ≈ 400s−1 from
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property value estimate
∆RG3a 2.23 (0.5) ≈ 3.9 (0.9)
∆G‡3a 57.45 (13.7)
∆G‡−3a 55.23 (13.2)
∆RG3b -6.25 (-1.5) ≤ -5.61 (-1.3)
∆RG3b -10.64 (-2.5)
∆G‡3b 60.27 to 60.76 (14.4 to 14.5)
∆G‡−3b 66.51 to 71.49 (15.9 to 17.1)
Table 4.10: Barrier heights and equilibrium free energies associated with the recovery
stroke transition (Step 3a) and the hydrolysis step (Step 3b) in kJ/mol (kcal/mol)
from kinetic data given in Table 4.6.
ref. (81); k−2 = 2.3 · 10−6 s−1 from ref. (236); and K3a = 0.4, k3a = 350 s−1, k−3a = 870
s−1, K3b = 13, k3b = 110 s
−1, and k−3b = 8.5 s
−1 from ref. (209), k4 = 0.05 s
−1 from ref.
(196), k6 = 7.9 s
−1 and k−6/K7 = 1.4 · 106 Ms−1 from ref. (81). The rapid formation of the
collision complexes from either the reactant or the product side of the profile was assumed
to have a barrier of 2 kcal/mol. The value for k−2 has been inferred from measurements of
the ATP binding constant using rabbit myosin II (K1K2 = 3.25·1011 M−1, corresponding to
a free energy of about ∆RG1,2 = −15.4 kcal/mol) (237; 238) rather than the upper bound
for k−2 estimated from displacement experiments with the nucleotide analog AMP.PNP
in D. discoideum (k−2 ≈ 0.02 s−1). Although this value differs from the rabbit value
of k−2 by four orders of magnitude, the rabbit muscle myosin value is likely to be more
appropriate since the differences between ATP binding to muscle (rabbit) and nonmuscle
(D. discoideum) myosin II are expected to be smaller than the differences between ATP
and AMP.PNP binding to nonmuscle myosin II.
The so-constructed profile shows an estimated value of ∆RG4,5 = 1.9 kcal/mol. This is
within 0.5 kcal/mol of the experimental value of 1.4 kcal/mol corresponding to K4,5 = 0.085
M from ref. (196). This confirms the validity of the assumptions made in the construction
of the profile and provides a rough estimate of the accuracy of the energy values given.
The key features with regard to the ATP hydrolysis step (Step 3b) extracted from the free
energy profile are:
1. The prehydrolysis state M∗.ATP has a free energy of ≈-14.8 kcal/mol with respect
to the reactant state M + ATP.
2. The posthydrolysis state M∗.ADP.Pi has a free energy of≈-16.3 kcal/mol with respect
to the reactant state M + ATP and is thus ≈1.5 kcal/mol lower in energy than the
prehydrolysis state.
3. The experimental reaction free energy barrier for the hydrolysis step is≈14.5 kcal/mol.
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state step ∆G‡step ∆G
M + ATP 0.0 0.0
(M+ATP)‡ 1a 2.0 2.0
M.ATP -1b 6.3 -4.3
(M.ATP)‡ 2 13.7 9.4
M†.ATP -2 24.7 -15.3
(M†.ATP)‡ 3a 13.7 -1.6
M∗.ATP -3a 13.2 -14.8
(M∗.ATP)‡ 3b 14.4 -0.4
M∗.ADP.Pi -3b 15.9 -16.3
(M∗.ADP.Pi)
‡ 4,5 18.9 2.6
M†.ADP + Pi -4,5
c 17.0 -14.4
(M†.ADP)‡ + Pi 6 15.9 1.5
M.ADP + Pi -6 13.2 -11.7
(M.ADP)‡ + Pi 7
d 6.3 -5.4
M + ADP + Pi -7
e 2.0 -7.4
aLow barrier estimated from the fact that the equilibrium of collision complex formation is fast.
bEstimated from ∆RG1 = −4.3 kcal/mol and ∆G‡1 = 2 kcal/mol.
cEstimated from the energy difference between the energies of (M∗.ADP.Pi)
‡ as derived from the reac-
tant end of the cycle and the energy of M†.ADP + Pi as derived from the product end of the cycle.
dEstimated to be identical to ∆G‡−1.
eEstimated to be identical to ∆G‡1.
Table 4.11: Free energies in kcal/mol of the different states during the ATPase cy-
cle of M761.W501+ relative to the reactant state. Up to the posthydrolysis state
M∗.ADP.Pi the profile was built starting from the reactant energy by successively
adding and subtracting the measured activation energies ∆G‡step as collected in Ta-
bles 4.9 and 4.10. The second part of the table was built from the product state in
the same manner. The energy of the product state relative to the reactant state is
given by the reaction free energy of ATP in aqueous solution at the given reaction
conditions (here -7.4 kcal/mol, see main text).






























































Figure 4.4: Free energy profile corresponding to the enzymatic cycle shown in Fig.
4.3 at standard conditions (T=293K, concentrations of all species 1M) constructed
from experimental measurements (see Methods and Table 4.11). Under physiological
concentrations (differing from the 1M standard state), under steady-state conditions,
and in presence of actin the free energy profile of the contraction cycle is significantly
different (236).
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4.6 Mechanistic considerations on the ATP hydrol-
ysis step in myosin
4.6.1 Experimental observations
Apart from the extensive kinetic measurements on the ATPase cycle of myosin (as discussed
in detail in Section 4.4) a number of experimental studies and one theoretical study have
been reported that aim at elucidating details on the mechanism of ATP hydrolysis in
myosin.
A number of isotope exchange studies have been made (reviewed in Ref. (239)). Early
measurements of isotopic exchange between oxygens from 18O labeled water molecules
from the solvent and Pi bound to myosin showed that more than one oxygen from solvent
was incorporated into Pi. Thus it was established that hydrolysis must be reversible and
that solvent molecules can enter and leave the active site during hydrolysis, thus enabling
the observed exchange process (240). Moreover, the results indicate that the active site is
flexible enough (or leaves enough space) that the Pi can tumble before rebinding to ADP,
such that a different oxygen is released upon the dissociation of a water molecule from Pi
than had been incorporated from the attacking water. Alternatively, it must be assumed
that water can enter and leave the γ-phosphate moiety from different positions. Assuming a
pentavalent intermediate, water attachment and detachment can only occur from the axial
positions of the trigonal bipyramid. If, as is observed experimentally, different positions
can incorporate 18O a pseudorotation mechanism must be postulated.
Because the temperature dependence of ATP hydrolysis and oxygen exchange reactions
were found to be different and because the increased Pi concentration leads to a decrease
of the ATPase rate but to an increase of the rate of exchange it was postulated that
both reactions happen in structurally distinct but intimately related sites that could be
temporarily formed or abolished by conformational fluctuations of myosin (241). This was
ruled out based on experiments that clearly separated exchange reactions occurring in the
medium and exchange reactions occurring when Pi is strongly bound to myosin (242).
It was found that an exchange reaction requires the presence of a divalent cation and a
nucleotide and that such conditions are not present in a protein site other than the active
site.
Disruption of the hydrolysis reaction of myosin by quenching with HCLO4 containing
18O-
labeled water allows to probe the nature of the intermediate or transition state. If the
attacking (unlabeled) water enters the reaction upon formation of the transition state
quenching will lead to reaction products that do not contain 18O. If, on the other hand,
water enters upon decay of the transition or intermediate state 18O must be found in the
products after quenching. This would be the case for a phosphorylated myosin intermediate
that requires to be hydrolyzed in a second step or for a loose transition state involving
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a metaphosphate moiety as found in dissociative hydrolysis mechanisms. However, no
18O was found in the reaction products, thus indicating that myosin is not transiently
phosphorylated and that the transition/intermediate state is tight (243), suggesting an
associative mechanism.
Isotope exchange must be coupled to ATP hydrolysis per definitionem and thus occurs in
the conformation of myosin characterized by increased intrinsic protein fluorescence (see
Section 4.4). This conformation resembles a tight binding state for both ADP and Pi once
the hydrolysis has taken place. It seems unlikely that tightly bound Pi can freely tumble
in the active site, thus ruling out a tumbling mechanism to explain isotope exchange. Thus
it was proposed that the only mechanism that can explain both isotope exchange results
and a tight, associative-like transition state is a pseudo-rotation mechanism (244; 245).
Pseudo-rotation in the hydrolysis of phosphate esters has been shown to occur subject to
the constraints that equatorial positions are occupied by alkyl groups and a five-membered
ring spans one equatorial and one apical position in trigonal bipyramids (147).
In light of the structural rigidity of the myosin binding site a pseudo-rotation mechanism
seems, however, unlikely. A pseudo-rotation mechanism implies that a water can come
in (and be released) at two different positions. However, the geometry of the binding site
suggests that water attacks only in-line with the ADP leaving group and no other incoming
or leaving position is visible. This, however would require further studies since the binding
site consists of flexible loops that may change their conformation so a to allow water to
attack from a 90◦ angle with respect to the Pγ-Obridge bond.
Exchange can also be explained by rotational flexibility of the γ-phosphate moiety of ATP
when bound to myosin. That such a scenario seems likely is suggested by exchange exper-
iments that started from labeled ATP and found that 75% of terminal oxygens had been
exchanged 2s after mixing the labeled ATP with myosin in unlabeled water (246). Another
indication of rotational freedom is the observed equivalence of all four Pi oxygens to be
exchanged (247). Rapid quench flow techniques were used to measure the time-course of
oxygen exchange (i.e., number of unlabeled oxygens incorporated into Pi starting from
labeled ATP). The resulting distribution of species agreed well with the distribution pre-
dicted from a kinetic model of the ATP hydrolysis step that assumed a single step reaction
without intermediate (248).
Combining 18O labeling at the γ-nonbridge and the β-γ-bridge position with 17O labeling
at the β-nonbridge positions allowed to simultaneously determine rotational freedom of
the β- and γ-phosphate moieties of ATP during hydrolysis. No exchange of β-nonbridge
oxygens and β-γ-bridge oxygen was observed, indicating that ADP remains tightly bound
without undergoing rotation throughout the course of the reaction. The labeled γ-oxygens
were, however, exchanged with unlabeled bulk water oxygens, thus confirming significant
rotational freedom of either the terminal γ-phosphate moiety or the cleaved off but not yet
released Pi (249).
If one terminal oxygen from ATP is replaced by sulfur the resulting ATPγS is slowly
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hydrolyzed with the hydrolysis step being rate-limiting. Thus, no reversal of the hydrolysis
event is expected when using ATPγS and indeed no isotope exchange was observed (250).
This made it possible to use a [βγ-18O;γ-18O1]ATPγS substrate (i.e., an ATP analog with
three distinguishable atoms in the γ-nonbridge positions) in 17O-labeled bulk water to
determine the stereochemistry of ATP hydrolysis by myosin. Inversion of configuration
was found (250), thus confirming the exclusion of a pseudorotation mechanism or of a
phosphorylated protein intermediate.
A mechanism with more associative than dissociative character was suggested by Raman
difference spectroscopic measurements on the myosin.MgADP.vanadate complex that is
considered to be a transition state analog for phosphoryl transfer reactions in enzymes.
The experiments showed a decrease in bond order of the equatorial γ-oxygens and an
increase in bond order of the axial γ-oxygens of the pentavalent vanadate upon binding
(251).
4.6.2 Summary
The experimental findings can be summarized as follows:
1. Hydrolysis proceeds via a tight transition state that already includes the attacking
water molecule and is more associative than dissociative.
2. Hydrolysis proceeds with inversion of configuration.
3. Hydrolysis proceeds via direct in-line attack of the lytic water molecule without a
phosphorylated protein intermediate.
4. Hydrolysis is likely to proceed in a single-step reaction without stable intermediate.
5. Either the terminal γ-phosphate moiety in ATP or the already cleaved off but not
yet released Pi possesses significant rotational freedom.
6. The ADP moiety including all nonbridging β-oxygens remains positionally constrained
throughout the course of the reaction.
4.6.3 Hydrolysis mechanisms proposed
As seen in the available crystal structure of the motor domain of myosin (see Section 3.4)
there is no residue that could fulfill the role of a general base in abstracting a proton
from the attacking water as has been suggested for Gln61 in Ras. Thus, it was suggested
that water might function as the nucleophile with direct transfer of its proton to the γ-
phosphate. An alternative suggestion involves a proton relay mechanism in which Ser236
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serves as an intermediate in the transfer of one proton from the nucleophilic water to to
the γ-phosphate (57; 252).
A semiempirical PM3 molecular orbital study on an active site model of reactant state of
myosin revealed that negative charge is transferred from Mg.ATP to the surrounding amino
acids (253). However, no residues from the switch-2 loop were included in the model, thus
neglecting important interactions. Based on geometric considerations the authors suggest
two additional reaction mechanisms. In the first, Ser18111 acts as an intermediate in the
proton transfer from the lytic water to the γ-phosphate in a fashion similar to the Ser236
relay mechanism previously proposed. In the second, Lys185 accepts a proton from the
lytic water. The latter, however, requires the sidechain of Lys185 to be deprotonated in the
reactant state which seems unlikely due to the basic character of the sidechain of lysine.
A vacuum B3LYP/6-31G(d,p)//HF/6-31G(d,p) study on an active site model consisting
of Mg.ATP.(H2O)5 and the sidechains of Lys185, Arg238, and Glu459 was reported (255).
Keeping the sidechains fixed, an activation energy of 41.97 kcal/mol was found for the
direct attack mechanism. From their simulations the authors conclude that Lys185 plays a
role in maintaining the structure of the phosphate moiety and that the salt-bridge residues
Arg238 and Glu459 help to position the lytic water. However, since they don’t give any
comparison with experiment and do not include any additional sidechains into their model
this study is unsuited for comparison between different mechanisms, even if aiming only at
a qualitative comparison.
Classical molecular dynamics and Car-Parrinello molecular dynamics (CPMD) studies on
Mg.ATP binding to both C/O and C/C structures showed that the C/O structure has a
higher affinity for ATP than the C/C structure, as the interactions with the protein in the
C/C structure distort ATP towards a transition state (256). This corresponds well with
that the M†.ATP state is lower in energy than the M∗.ATP state (see free energy profile in
Fig. 4.4). Ca.ATP binding to the C/O structure was also examined revealing significant
differences in Ca2+ and Mg2+ coordination and, consequently, differences in active site
water structure. The higher Ca.ATPase rate than Mg.ATPase rate was attributed to
weaker binding of Pi in case of Ca
2+. In their calculations the protonated Lys185 forms a
stronger hydrogen bond to one of the γ-phosphate oxygens than it does with a β-phosphate
oxygen. Thus, the authors suggest that Lys185 may act as a general acid.
The first computational study combining quantum mechanical with molecular mechanical
techniques was reported in 2004 (257). The QM region included the triphosphate moiety of
ATP, Mg2+ coordinated by the sidechains of Thr186 and Ser237 and two water molecules,
the attacking water molecule and the sidechain of Ser236. All protein atoms were included
in the model as molecular mechanical atoms. An 18 A˚ water sphere was centered on the
active site so as to include solvent effects. Additional solvent screening was modeled by
scaling the charges on charged sidechains. QM[B3LYP/6-31+G(d,p)//HF/3-21+G]/MM
11Ser181 in the P-loop can be selectively esterified (254). Thus it is possible to introduce a fluorescent
probe into the P-loop.
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reaction path calculations were performed for the direct attack mechanism and the Ser236
proton relay mechanism in the C/C conformation of myosin and for the direct attack
mechanism in the C/O conformation. The Ser236 relay mechanism was found to proceed
via a concerted proton transfer with a barrier of 22.9 kcal/mol and a OW -Pγ distance of 1.92
A˚ towards a pentacovalent intermediate characterized by an energy of 21.2 kcal/mol and a
OW -Pγ distance of 1.79 A˚. The intermediate decays to the final product with corresponding
energy of -0.4 kcal/mol via a second transition state with an energy of 25.9 kcal/mol. The
break of the Pγ-Oβγ bond is induced by rotation of the newly formed OH group such that
the proton is directed towards ADP in the product structure. Two different direct attack
paths were found differing in onto which γ-oxygen the proton is transferred. In the first
a transition state with an energy of 38.8 kcal/mol and a OW -Pγ distance of 2.0 A˚ decays
to a pentacovalent intermediate characterized by an energy of 29.0 kcal/mol and a OW -Pγ
distance that is 0.05 A˚ shorter than in the first intermediate. A second transition state
(energy 32.3 kcal/mol, OW -Pγ distance 1.65 A˚) is passed that again involved rotation of
the newly-formed hydroxyl group. In the product state (energy -5.1 kcal/mol) the proton
has been transferred to ADP. The second direct attack pathway started from a different
reactant state in which the lytic water molecule reoriented so as to hydrogen-bond to the
other γ-oxygen. The same intermediate state as for the Ser236 pathway is reached via a
transition state with an energy of 30.8 kcal/mol and a OW -Pγ distance of 2.25 A˚. The direct
attack hydrolysis in the C/O structure of myosin proceeded via a barrier of more than 50
kcal/mol, thus clearly indicating that this myosin conformer is not suitable for catalysis.
Compared to the previously reported active site model (255) the activation barriers are
much closer to the experimental barrier of about 14.5 kcal/mol. However, they still deviate
significantly from experiment. Thus, additional factors not taken into consideration in the
reported calculations must influence the hydrolysis reaction.
Based on the available mutational data, an additional mechanism was suggested in analogy
to the proposed GTP hydrolysis mechanism in G-proteins. In the “two water hypothesis”
(258) a second active-site water molecule held in place by Glu459 and Gly457 is activating
the attacking water, taking the role of Gln204 in the GTP hydrolyzing protein Giα (259).
The proposed mechanism is dissociative-like, with Asn233 playing the role of Arg178 in
Gıα in stabilizing the negative charge on the bridge oxygen in the transition state.
Chapter 5
Questions addressed in the current
work
In the present work, reaction path calculations on the ATP hydrolysis step in myosin are
performed using a combined quantum mechanical/molecular mechanical approach. Based
on the calculations, insight into the unresolved questions regarding ATP hydrolysis in
myosin and its coupling to the mechanical events shall be provided.
The following questions shall be addressed by the simulations:
1. What is the degree of associativity of the myosin-catalyzed ATP hydrolysis reaction
(see Eq. 4.1)?
2. Can the findings of the isotopic exchange experiments be rationalized?
3. Can the available mutational data be rationalized?
4. Can different proposals for the mechanism of ATP hydrolysis be verified or ruled out?
5. What is the role of Mg2+?
6. What are the similarities and dissimilarities between the hydrolysis mechanisms of
myosin, F1-ATPase and the GTPase Ras?
7. Which early events of the phosphate exit can be suggested based on the structural
details of the chemical hydrolysis of ATP? How can these events be related to the
proposed back door or trap door exit mechanisms?
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Chapter 6
Summary: Introduction
In this introductory part, the current status of research on ATP hydrolysis in the motor
protein myosin was reviewed. Molecular motors in general are proteins that hydrolyse a
nucleoside triphosphate molecule and convert the energy into mechanical work. A well-
described family of motors is the family of myosins. Among these, conventional myosins as
represented by Discyostelium disoideum myosin II are the best characterized and are used
in the present work.
The sliding filament model was introduced as an early model explaining how the myosin
filament moves along the actin filament driven by cyclic hinge-like bending of the myosin
head relative to its tail, which is coupled to the attachment and detachment of the myosin
heads to and from actin. The myosin head domain only is capable of hydrolysing ATP and
displacing along actin. Therefore, many biochemical and crystallographic studies have been
conducted using the head domain only. The ATP binding pocket is formed by three loops,
the P-loop, switch-1, and switch-2, whose amino acid sequence is highly conserved among
all members of the myosin family. These loops are also found in G-proteins, which suggests
that myosins and G-proteins share a common hydrolysis mechanism. Both switch-1 and
switch-2 can either adopt an open or a closed conformation, thus modulating the angle
between the head and tail domains as well as the affinity of myosin for actin. Only the
closed/closed state is competent for hydrolysis.
ATP hydrolysis both in aqueous solution and in myosin was reviewed. ATP hydrolysis in
aqueous solution is not a single reaction. Rather, it is a sum of reactions starting from
different protonation states of ATP. In the presence of Mg2+ and under the experimental
conditions used to study ATP hydrolysis in myosin the predominant species is Mg.ATP2−.
The free energy of the hydrolysis reaction is -7.4 kcal/mol and the activation free energy
is about 29 kcal/mol. In principle, phosphate hydrolysis can proceed via a continuum of
mechanisms between a purely dissociative mechanism (with a metaphosphate intermediate)
or an associative mechanism (with a pentavalent phosphorane intermediate). Both mech-
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anisms can explain the thermodynamics of methylphosphate (the smallest possible model
compound for ATP) hydrolysis in aqueous solution, so that enzymes including myosin can
in principle select either mechanism. Myosin reduces the activation free energy to about
14.5 kcal/mol and modulates the reaction free energy to about -1.5 kcal/mol. Hydrolysis
proceeds with inversion of configuration in the myosin active site. It is likely that a tight
associative-like transition state is passed in a single-step reaction, initiated by in-line attack
of the lytic water molecule. The terminal γ-oxygens exchange readily with the bulk sol-
vent, indicating rotational freedom of the γ-phosphate moiety. In contrast, the β-oxygens
remain positionally constrained. A number of ATP hydrolysis mechanisms have been pro-
posed that are consistent with these experimental findings. These suggestions differ in the
activation mechanism of the lytic water molecule that may either transfer its proton di-
rectly to ATP or via the sidechain of an adjacent amino acid residue. It has been suggested
that Ser181, Lys185, Ser236, or a second water molecule participates in the reaction.
The reaction path simulations presented in this thesis give deeper insight into the mech-
anism of myosin-catalyzed ATP hydrolysis by investigating the degree of associativity, by
rationalizing the isotope exchange experiments and mutational studies, by verifying or re-
jecting previous mechanistic proposals, by clarifying the role of Mg2+, and by comparing the
hydrolysis mechanism in myosin with the one in other nucleoside triphosphate hydrolysing
proteins. Moreover, details of the chemo-mechanical coupling between the enzymatic and





In this part the methods used for the present work are described. Here, the newly-developed
method to treat solvent effects in computer simulations of enzyme-catalyzed reactions is
introduced in a self-contained chapter. This chapter is embedded in the description of the
computational methods used to determine possible reaction paths of ATP hydrolysis in
myosin. Since a reaction involves bond making and breaking processes, quantum chemical
simulation techniques must be used to describe the process. Here, Hartree-Fock and DFT
calculations are used. However, the number of atoms present in an enzymatic reactive sys-
tem far exceeds the size that can be treated quantum mechanically, making it necessary to
treat the enzymatic reaction environment with classical molecular mechanics. Thus, quan-
tum mechanical methods must be combined with molecular mechanical techniques. The
QM and MM methods and the combination of them are described in Chapter 7. Particular
emphasis is given to procedures that can be used to link quantum mechanical and classical
mechanical regions across a chemical bond. A generally-applicable link-atom method for
this purpose has been implemented and tested. Chapter 8 describes the theory that under-
lies the determination of minimum-energy pathways that can be used to describe chemical
reactions. Enzyme catalysis in general takes place in aqueous solution. Thus, solvent ef-
fects must be considered if aiming at an appropriate description of the enzymatic reaction.
However, for a variety of reasons, current methods that model the solvent either explicitly
or implicitly cannot be used in combination with QM/MM reaction path simulations. The
newly-developed method “Non-Uniform Charge Scaling” (NUCS) fills this gap. NUCS is
a generally-applicable, approximate method that can be used to model solvent screening
effects in macromolecular calculations. Chapter 9 describes NUCS and test applications
thereof. The methodological part is completed by a detailed description of the choice and
preparation of the myosin model system and of the computational details of the reaction




Combining quantum mechanical and
molecular mechanical calculations
This chapter describes the approach used in this thesis to combine quantum mechanical
with molecular mechanical simulation techniques. Section 7.1 outlines the theoretical as-
pects of QM/MM schemes. Section 7.2 describes in detail how the link between QM and
MM regions can be modelled if the boundary crosses a chemical bond.
7.1 Theoretical considerations
7.1.1 Molecular mechanics (MM)
In molecular mechanical (MM) force fields the potential energy of the system under consid-
eration is expressed as an analytical function of the 3N coordinates of the N atoms present
(260). The total MM energy, EMM , is written as the sum of bonded, Eb, and nonbonded,
Enb, energy terms,
EMM = Eb + Enb. (7.1)

















68 Combining quantum mechanical and molecular mechanical calculations
where kb and ka are the force constants for bond stretching and angle bending, l and θ
denote bond lengths and angles, l0 and θ0 are the equilibrium bond lengths and equilibrium
angles, the integer n is the periodicity of the torsional barrier, Vn is the associated barrier
height, and τ is the torsion angle. Force constants, equilibrium values, and barrier heights
must be parametrized.
















where the sum runs over all unique atom pairs (i, j), Aij and Bij denote the atom-pair-
specific attractive and repulsive van der Waals parameters, rij the distance, qi and qj the
parametrized partial atomic charges on the atoms, and  the dielectric constant. The van













Combination rules are used to obtain Vij and r
0
ij from parametrized atom-specific properties




r0ij = (ri + rj). (7.7)
Because bonds are modeled with a harmonic potential, bond elongation leads inevitably to
an increase in energy and a bond can never be broken. Thus, chemical reactions cannot be
modeled with a molecular mechanical force field.
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7.1.2 Quantum mechanics (QM)
In quantum mechanical calculations and within the framework of the Born-Oppenheimer
approximation the electronic energy for a given position of the nuclei has to be obtained.
In ab initio wave mechanics, the energy is determined by iterative solution of the eigenvalue
problem of the electronic Schro¨dinger equation,
HˆΨ = EΨ, (7.8)
where Hˆ is the Hamilton operator, Ψ the electronic wave function, and E the energy. Only
the electronic ground-state wave function Ψ0 and associated energy E0 are of interest in
the present work. The electronic Hamilton operator describes the kinetic and potential




























where ∇ denotes the Nabla operator, ZA the nuclear charge on the nucleus A, riA the
distance between electron i and nucleus A, rij the distance between electrons i and j, and
rAB the distance between the nuclei A and B. The fourth term in the above equation is
the nuclear repulsion term. It is a constant for a given nuclear configuration and thus does
not participate in the solution of the electronic Schro¨dinger equation.
The N -electron wave function Ψ can be written as a Slater determinant1 based on N
one-electron wave functions ψ, i.e., the molecular orbitals (MO),
Ψ = |ψ1ψ2...ψN > . (7.10)
In Hartree-Fock theory, the MOs are varied such that the ground-state energy expectation
value
E0 =< Ψ0|Hˆ|Ψ0 > (7.11)
is minimized while using a single Slater determinant to approximate the many-electron
wave function and subject to the constraint that the MOs remain orthonormal.
1For details on the notation see standard textbooks on quantum chemistry, i.e., Refs. (261; 262)
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Molecular orbitals ψ can be written as the product of a spin orbital χ and a spatial orbital
φ. For a closed shell system it suffices to vary the spatial orbitals which can then be
occupied by two electrons. This leads to the formulation of the restricted Hartree-Fock
equation,
fˆiφj = jφj, (7.12)
where fˆi is the Fock operator for the i-th electron and φj is the j-th molecular orbital with
orbital energy j. Because the electrons are indistinguishable, i can be replaced by 1. With
this, the Fock operator reads














is the one-electron part of the Fock operator. Jˆa1 is the Coulomb operator defined by its
operation on the spatial one-electron molecular orbital φb that is occupied by electron 1













where the integral is over the full space and x2 are the coordinates of electron 2 occupying
the orbital φa. The integral equals the expectation value of the Coulomb operator 1
r12
acting
on the molecular orbital φa that is occupied by electron 2. It thus represents the average
Coulomb potential seen by electron 1 due to electron 2. Kˆa1 is the exchange operator
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In contrast to the Coulomb integral the exchange integral does not have a classical inter-
pretation.





and can be varied by variation of the coefficients ci. Nη is the number of atomic orbitals
used as basis functions in the expansion.
Once the electronic wave function Ψ is known the values of a number of different observables
Oˆ can be determined by calculation the expectation values < Ψ|Oˆ|Ψ >. In the present
work, however, only the ground-state energy is considered (see Eq. 7.11).
Instead of expressing the ground-state energy as an expectation value it can also be de-
termined from the electron density ρ. The existence of a one-to-one relationship between
the electron density and the energy of a system has been proven by Hohenberg and Kohn
(263). This forms the basis of Density Functional Theory (DFT). The functional E[ρ] that
relates the electron density to the energy can, unfortunately, not be mathematically rigor-
ously formulated. It can, however, be approximated. In analogy to Hartree-Fock theory
the functional is divided into different energy terms,
E[ρ] = T [ρ] + Ene[ρ] + J [ρ] + Exc[ρ], (7.18)
where T [ρ] denotes the kinetic energy, Ene[ρ] the electrostatic interaction energy between
nuclei and electrons, J [ρ] the Coulomb interaction between electrons, andExc[ρ] the exchange-
correlation functional. Approximating the electron density in terms of one-electron func-









< φi| − 1
2
∇|φi > . (7.20)
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The Coulomb terms Ene[ρ] and J [ρ] are expressed in their classical formulations. The
exchange-correlation functional Exc[ρ] is the term that contains all missing parts, i.e.,
the kinetic correlation energy, the potential correlation energy, and the exchange energy.2
Since DFT thus includes all energy terms necessary to determine the exact energy of
the system, it is in principle an exact method. However, the mathematical formulation
of the exchange-correlation functional remains elusive. Different DFT methods employ
different approximations for Exc[ρ]. A frequently-used functional is the B3LYP functional
(265; 266; 267) that is employed for all DFT calculations in this thesis. Once a functional
is given, the Kohn-Sham orbitals and thus the electron density is determined numerically
by a variational approach similar to the one used in Hartree-Fock calculations.
7.1.3 QM/MM calculations
Since it was suggested in 1976 to combine QM and MM calculations (268) to study enzyme-
catalyzed chemical reactions a large number of studies have utilized this approach (reviewed
in Ref. (269)). In QM/MM calculations a small region of interest is modeled quantum
mechanically whereas the major part of the system is treated molecular mechanically as
illustrated in Fig. 7.1. Combining QM and MM techniques allows to simulate bond break-
ing and making processes while taking the full complexity of a protein system in aqueous
solution into consideration.
The QM/MM energy is modeled as the sum of the QM energy, the MM energy, and a
QM/MM interaction term (270),
Etot = EQM + EMM + EQM/MM (7.21)
When using a molecular orbital description for the quantum mechanical region (as is done
in this thesis) the QM energy can be calculated as outlined in Section 7.1.2. The MM
energy is determined as in Section 7.1.1. The QM/MM interaction is readily modeled if
the boundary between QM and MM regions does not cross a chemical bond. It is described



























where N is the number of electrons, NM the number of MM atoms, NA the number of QM
atoms (nuclei), RiM the distance between electron i and MM atom M , rAM the distance
2The correlation energy in wave mechanics is defined as the difference between the exact energy and the
corresponding Hartree-Fock value, and the exchange energy is the total electron-electron repulsion minus
the Coulomb energy (264, therein p. 180).




Figure 7.1: Partitioning of a solvated protein simulation system into quantum me-
chanical (QM) and molecular mechanical (MM) regions.
between QM atom A and MM atom M , ZA the nuclear charge on QM atom A, qM the
partial atomic charge on MM atom M , and AAM and BAM the parameters describing the
van der Waals interactions between QM atom A and MM atom M .
The first term in Eq. 7.22 describes the interaction of the electrons in the QM region with
the partial atomic charges of the MM region. It is readily incorporated into the one-electron
Hamiltonian (see Eq. 7.14) of the quantum mechanical region. The second term in Eq. 7.22
describes the Coulomb interaction between the QM nuclei and the partial atomic charges
on the MM atoms. For a given position of all atoms it is a constant. The third term in
Eq. 7.22 introduces a van der Waals attraction/repulsion. This is necessary to prevent
QM atoms from intruding the MM region. It can be modeled classically after assigning
parametrized values for r and ri onto the QM atoms (see Eqs. 7.4 to 7.7).
If the boundary between the QM and the MM region crosses a chemical bond additional
terms must be introduced so as to maintain the correct geometry. How this can be achieved
is discussed in detail in Section 7.2.
Apart from the fact that a QM/MM scheme allows to model chemical reaction in an
enzymatic environment it can also be used to simulate phenomena that include exited
states such as the calculation of redox potentials. Moreover, quantum effects that are
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involved in reaction dynamics (i.e. tunneling) can in principle be described.
7.2 Linking QM and MM regions across a boundary
chemical bond
Computational investigations of enzymatic reactions can be done with combined quantum
mechanical/molecular mechanical (QM/MM) calculations in which typically a small part
of the system under investigation is treated quantum mechanically, whereas the larger part
is treated classically. If the QM/MM boundary cuts a chemical bond, it is necessary to
join the quantum and classical regions together. To achieve this a number of methods have
been reported. Among these is the link-atom approach in which the QM region is saturated
by dummy hydrogens. Here, the link-atom approach is implemented in a series of patches
for CHARMM. The usefulness of the approach is approved by showing that the error made
by introducing a link atom is smaller than the error intrinsic to treating a large part of the
system classically rather than quantum mechanically.3
7.2.1 Introduction
Enzymes are remarkable catalysts that speed up chemical reactions by up to 1021-fold
(149). Explanation of the efficiency of enzyme catalysis relies on a comparison of the reac-
tion mechanism within the active site of the enzyme with that in solution (272; 273). The
reaction mechanism and the role of the enzymatic environment in determining the mecha-
nism cannot easily be determined using only experimental techniques, and computational
methods are playing an increasingly important role in elucidating details of enzymatic
function.
Computational investigations of enzyme-catalyzed reactions have become possible by com-
bining quantum mechanical (QM) with molecular mechanical (MM) methods (269; 274),
an approach that was suggested almost 30 years ago (268). In QM/MM calculations a small
part of the overall system, i.e., that in which the reaction proceeds, is modeled quantum
mechanically. The remainder of the protein and the surrounding solvent is modeled using
molecular mechanics, thus allowing the full complexity of environment to be considered
at reasonable computational expense. QM/MM schemes have been reported that model
the QM part by means of a molecular orbital (MO) description, as is focused on here, or
utilizing valence bond (VB) descriptions (275; 276; 277).
Within the molecular orbital (MO) framework, the total energy of a QM/MM system is
determined as the sum of the QM energy of the QM region, the MM energy of the MM
3The content of this chapter is in preparation for publication (271).
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region, and a QM/MM interaction term. Nonbonded QM/MM interactions can be read-
ily calculated. For example, van der Waals interactions can be modeled by assigning a
Lennard-Jones potential with standard MM parameters onto the QM atoms and electro-
static interactions can be modeled by including the partial atomic charges on the MM
atoms as external charges into the one-electron Hamiltonian of the QM part. However, a
methodological challenge in QM/MM calculations occurs when the boundary between the
QM and MM regions crosses a chemical bond. In this case, the QM and MM regions must
be linked such that the QM region can be treated as a closed-shell system while maintaining
the overall structural integrity of the system.
Several techniques have been reported for linking the QM and MM regions. An intuitive
and widely-used approach is the link-atom approach, in which a dummy hydrogen atom
is added to saturate the valency of the QM region so as to form a closed-shell system
(270; 278; 279). The link atom is positioned on the bond that is cut by the QM/MM
boundary. Classical terms are added so as to hold the QM region in place relative to the
MM region.
An alternative to the link-atom method is provided by frozen-orbital approaches in which
the closed shell at the boundary QM atom is maintained by using strictly localized orbitals.
This class of methods includes the Local Self Consistent Field (LSCF) (280; 281) and the
Generalized Hybrid Orbital (GHO) (282; 283; 284) formalisms. In the LSCF method a
hybrid orbital on the boundary QM atom pointing along the QM-MM bond is frozen,
whereas in the GHO method four atomic orbitals are placed on the boundary MM atom,
three of which are frozen.
Implementation of any frozen-orbital approach into available simulation packages requires
extensive programming. In contrast, this is not necessary for the link-atom approach for
which the implementation is straightforward. However, the link-atom approach suffers from
the necessity of introducing an artificial atom into the simulation system. This atom is
intended to mimic the MM atom (usually a carbon) to which the QM region is attached
but is treated as a hydrogen in the QM calculation. Moreover, the link atom interacts
electrostatically with the partial atomic charges on the MM atoms, thus distorting the
local electrostatic field. To circumvent this it has been suggested to zero the charge on
the MM host (285; 286). An alternative approach is to symmetrize the QM/MM link by
adding two link atoms and, in addition, to delocalize the MM charges in the direct vicinity
of the boundary (287). However, whichever scheme is chosen the local electrostatic field is
altered relative to the pure MM treatment.
The frozen orbital approaches avoid the above problems by merely introducing frozen or-
bitals along the QM/MM boundary without the necessity of charge adaptation on any
MM host atoms. Thus, formally frozen orbital approaches are more appropriate than link-
atom approaches. However, a comparison of proton affinities, Mulliken charge distributions
and geometries of alkanes determined from the link-atom and LSCF approaches has shown
that, if properly used, both approaches yield comparable accuracies (288). Thus, the simple
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link-atom approach can, in practice, be efficiently used for QM/MM calculations.
However, any QM/MM scheme introduces the unavoidable error that arises from neglecting
quantum effects involving the atoms that are modeled classically. Consider one extreme
scenario in which one fully neglects the classically-modeled atoms and performs calcula-
tions on a smaller model system, which is then treated fully quantum mechanically. An
upper bound for the intrinsic linking error can be estimated by calculating the value of the
chemical property of interest in this QM subsystem alone (which thus serves as a model
system) and comparing it to the reference value of the same property calculated modeling
the entire system quantum mechanically. This upper bound can be compared to the actual
error which is given by the difference in the value of the property of interest between the
QM/MM model and the full QM treatment of the entire system. If the actual error is
smaller than the upper bound then the QM/MM scheme can be considered useful. The
present chapter evaluates the link-atom approach according to this criterion of usefulness.
Here, proton affinity, a measure often used in testing QM/MM linking approaches (270;
283; 287; 288), is used as a test property. Treating the full system quantum mechanically
yields the reference proton affinity, PAref . Using a smaller model compound that is treated
fully quantum mechanically yields a proton affinity PAmodel. The upper bound is then
∆PAmodel = PAmodel − PAref . (7.23)
If the full system is subjected to a QM/MM calculation giving the proton affinity PAQM/MM ,
the actual linking error is then given as the difference
∆PAQM/MM = PAQM/MM − PAref (7.24)
and the criterion of usefulness is
|∆PAQM/MM | < |∆PAmodel|. (7.25)
Proton affinities are determined here for the sidechains of three different amino acids (serine,
histidine, and aspartate), in order to test the link-atom approach in a scenario that mimics
a typical simulation model, i.e., QM/MM calculations on an enzyme.
7.2.2 Methods
The link-atom approach was implemented here into the macromolecular simulation package
CHARMM (289) by modifying the input but without changing the code and thus guaran-
teeing maximal user control. This has the advantages of flexibility, i.e., of allowing for any
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kind of QM/MM boundary, of requiring a minimum of changes to the topology and pa-
rameter files, and of allowing the use of an identical linking scheme with different quantum
packages interfaced with CHARMM. Currently, CHARMM interfaces exist for the quantum
packages GAMESS-US (279), GAMESS-UK (290), MNDO97 (291), and TURBOMOLE
(292), each of which uses different linking techniques.
For the present implementation the nomenclature used is as follows (Fig. 7.2). The link
atom is termed q0. The MM and QM boundary atoms are termed m1 and q1. MM (QM)






Figure 7.2: Illustration of the nomenclature used in the linking procedure that is
described in the text. The link atom q0 is placed between the MM boundary atom
m1 and the QM boundary atom q1. Changes from the MM the topology during the
linking procedure are: (1) The charge on m1 is zeroed. (2) The angle m1-q0-q1 is
set to be 180◦. (3) Dummy bonds (indicated by dashed lines) q0 -m1, q0-q2, q0-q2′ ,
and q0-q2′′ are introduced for van der Waals exclusions. (4) All MM interactions
involving QM atoms that are not relevant for the relative positioning of the MM and
QM regions are removed (see text).
Classical interactions involving QM atoms are removed, apart from those QM/MM terms
that are required for the relative positioning of the QM region within the MM environment.
The terms that are kept are the bond m1-q1, the angles m2-m1-q1, and the dihedrals m3-m2-
m1-q1 and m2-m1-q1-q2. An additional angle term m1-q0-q1 keeps the link atom collinear
with the m1-q1 bond. The charge on the MM boundary atom m1 is zeroed. Details can be
found in Appendix C.
To test the link-atom approach introduced above, calculations were performed of the vac-
uum proton affinities of the sidechains of serine, histidine, and aspartate. Setting the energy
of a proton in vacuum to be zero, the proton affinity is given by the energy difference be-
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tween the protonated and the deprotonated species. Here, effects of zero-point energies,
vibrational energies, and the loss of translational degrees of freedom are neglected, as they
are expected to be of second order. To avoid zwitterionic states of the amino acids, the
termini were capped using a C=OCH3 group for the N-termini and an NHCH3 group for
the C-termini.
For each N-acyl-amino-acid-methylamide, three sets of proton affinity calculations were
performed, i.e., a QM-only calculation of the entire system yielding the reference proton
affinity, PAref , a QM-only calculation of the sidechain alone yielding the proton affinity of
the model compound, PAmodel, and a QM/MM calculation of the entire system yielding
the QM/MM proton affinity, PAQM/MM . These three different systems are illustrated in
Fig. 7.3 for the case of N-acyl-serine-methylamide. The QM/MM boundary was placed
between the Cα and Cβ atoms. The proton affinities were calculated from the energies of
geometry-optimized structures after optimization to a final root-mean-square gradient of
0.01 kcal/mol/A˚ using the HF/3-21G*, HF/6-31G**, and B3LYP/6-31G** levels of theory
for the QM part and the CHARMM force field for the MM part. A co-compiled version
(279) of GAMESS-US (293) interfaced with CHARMM (version 28)(289) was used. The
methods and basis sets were chosen appropriately given the present-day computational
power available for current QM/MM calculations of complex biological systems. For the
present purpose, i.e., testing the link-atom approach, the basis sets chosen here should
provide sufficient accuracy. For biological applications it may in certain cases be wise to

























Figure 7.3: Proton affinities are calculated for protonation or deprotonation of the
hydroxyl group of the serine sidechain for a) all atoms present and all atoms treated
quantum mechanically (yielding the reference proton affinity, PAref ), b) only atoms of
the sidechain present and treated quantum mechanically (yielding the proton affinity
of the model compound, PAmodel), and c) all atoms present, sidechain atom treated
quantum mechanically and all other atoms treated classically (yielding the QM/MM
proton affinity, PAQM/MM ).
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7.2.3 Results and Discussion
To evaluate the link-atom approach according to the criterion of usefulness given in Eq.
7.25 it is necessary to calculate differences in proton affinities. Thus, the calculation pro-
cedure chosen must be able to reproduce experimental differences in proton affinities with
reasonable accuracy. To test this, the proton affinities of methanol and ethanol were cal-
culated (Table 7.1). Compared to the experimental proton affinities, which are -382 ±1
kcal/mol (294) and -377 to -379 kcal/mol (295; 296; 297; 298), respectively, the calculated
absolute affinities are too favorable by 25 to 40 kcal/mol. However, the difference in proton
affinities between methanol and ethanol of ∆PAexp= -3 to -5 kcal/mol is captured by the
calculations. Therefore, the calculation scheme adequately reproduces differences in proton
affinities and is thus suitable for evaluating errors introduced by the link-atom approach.
PA(MeOH) PA(EtOH) ∆PA
HF/3-21G* -422.45 -418.80 -3.65
HF/6-31G** -412.38 -409.46 -2.92
B3LYP/6-31G** -406.16 -402.44 -3.72
Experiment -382 ±1 -378 ±1 -4 ±2
Table 7.1: Proton affinities of MeOH and EtOH in kcal/mol. Experimental values are
from Refs. (294; 295; 296; 297; 298).
Reference proton affinities PAref were calculated for capped serine, capped histidine, and
capped aspartate, treating all atoms quantum mechanically. Proton affinities PAmodel were
determined for the corresponding model compounds methanol, 4-methyl-imidazole, and
acetic acid. Finally, the QM/MM proton affinities PAQM/MM were determined for linked
capped serine, linked capped histidine, and linked capped aspartate. The resulting proton
affinities and the deviations from the reference, ∆PAmodel and ∆PAQM/MM and are listed
in Tables 7.2, 7.3, and 7.4.
Serine in its neutral form can both accept and release a proton. Both cases are examined
here. For the reaction from the anionic to the neutral form the calculated proton affinity
is PASerO
−
ref ∼-381 kcal/mol. The proton affinity of the model compound methanolate,
PASerO
−
model is ∼-413 kcal/mol. Thus, the error |∆PASerO
−
model | is ∼32 kcal/mol. When linking
is used, PASerO
−
QM/MM is ∼-410 kcal/mol. Therefore, the error |∆PASerO
−
QM/MM | of ∼29 kcal/mol
is smaller than |∆PASerO−model |. For the reaction from the neutral to the cationic form the
calculated proton affinity is PASerOHref ∼-227 kcal/mol. The proton affinity of the model
compound methanol (PASerOHmodel ∼-1 96 kcal/mol) is |∆PASerOHmodel | ∼31 kcal/mol less favor-
able. Again, linking reduces this error (PASerOHQM/MM ∼-200 kcal/mol, |∆PASerOHQM/MM | ∼27
kcal/mol).
Histidine in its neutral form is protonated either on N2 or on Nδ1. Both forms were used
here to determine the proton affinity corresponding to the reaction from neutral to cationic
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PAref PAQM/MM ∆PAQM/MM PAmodel ∆PAmodel
SerO− +H+ −→ SerOH
HF/3-21G* -385.21 -420.11 -34.90 -422.45 -37.24
HF/6-31G** -383.67 -409.38 -25.71 -412.38 -28.71
B3LYP/6-31G** -375.00 -402.17 -27.17 -406.16 -31.16
SerOH +H+ −→ SerOH+2
HF/3-21G* -231.85 -208.45 23.40 -205.08 26.77
HF/6-31G** -226.92 -198.37 28.55 -193.91 33.01
B3LYP/6-31G** -226.60 -195.94 30.66 -190.57 36.03
Table 7.2: Calculated proton affinities for capped serine (PAref ), linked capped serine
(PAQM/MM ), and methanol (PAmodel) in kcal/mol. The differences ∆PAQM/MM =
PAQM/MM − PAref and ∆PAmodel = PAmodel − PAref are also listed. The experi-
mental value is PAmodel= -382 kcal/mol (294).
PAref PAQM/MM ∆PAQM/MM PAmodel ∆PAmodel
His (proton on N2) +H
+ −→ HisH+
HF/3-21G* -268.76 -259.56 9.12 -252.82 15.94
HF/6-31G** -258.09 -253.04 5.05 -245.96 12.13
B3LYP/6-31G** -257.80 -250.06 7.74 -243.25 14.55
His (proton on Nδ1) +H
+ −→ HisH+
HF/3-21G* -261.09 -255.28 5.81 -252.56 8.53
HF/6-31G** -252.02 -248.76 3.26 -246.16 5.86
B3LYP/6-31G** -251.37 -245.78 5.59 -243.40 7.90
Table 7.3: Calculated proton affinities for capped histidine (PAref ), linked capped
histidine (PAQM/MM ), and 4-methyl-imidazole (PAmodel) in kcal/mol. The differ-
ences ∆PAQM/MM = PAQM/MM − PAref and ∆PAmodel = PAmodel − PAref are
also listed. The experimental value is PAmodel= -227.7 kcal/mol (299).
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PAref PAQM/MM ∆PAQM/MM PAmodel ∆PAmodel
Asp− +H+ −→ Asp (proton on Oδ1)
HF/3-21G* -363.45 -371.17 -7.72 -376.40 -12.95
HF/6-31G** -360.63 -365.76 -5.13 -371.06 -10.43
B3LYP/6-31G** -355.98 -363.10 -7.12 -369.71 -13.73
Asp− +H+ −→ Asp (proton on Oδ2)
HF/3-21G* -359.73 -371.48 -11.75 -377.23 -17.50
HF/6-31G** -356.09 -366.46 -10.37 -371.68 -15.59
B3LYP/6-31G** -352.17 -363.81 -11.64 -369.70 -17.53
Table 7.4: Calculated proton affinities for capped aspartate (PAref ), linked capped as-
partate (PAref ), and acetic acid (PAref ) in kcal/mol. The differences ∆PAQM/MM =
PAQM/MM − PAref and ∆PAmodel = PAmodel − PAref are also listed. The experi-
mental value is PAmodel= -343 to -349 kcal/mol (300; 301; 302; 303).
histidine. In the N2 case, a proton affinity of PA
His2
ref ∼-261 kcal/mol was found, whereas
in the Nδ1 case the proton affinity is PA
Hisδ1
ref ∼-254 kcal/mol. In a previous study a full
analysis of the conformations accessible to N-formyl-L-histidine-amide (rather than N-acyl-
L-histidine-methylamide as used here) in all possible protonation states was made at the
HF/6-31G* level of theory (304; 305). The differences in SCF energies between protonated
and deprotonated species as calculated from the values tabulated in Refs. (304) and (305)
are similar to the proton affinities calculated here, thus providing additional support of
the method used here. The proton affinity of the model compound 4-methyl-imidazole
is PAHis2model ≈ PAHisδ1model∼-247 kcal/mol, irrespective of the position of the proton in the
neutral form. Thus, the absolute errors are |∆PAHis2model|˜ 14 kcal/mol for the protonated
N2 tautomer and |∆PAHisδ1model|∼7 kcal/mol for the protonated Nδ1 tautomer. In both cases,
these errors were again reduced after linking was introduced (PAHis2QM/MM∼-254 kcal/mol,
|∆PAHis2QM/MM |∼7 kcal/mol, PAHisδ1QM/MM∼-249 kcal/mol, |∆PAHisδ1QM/MM |∼5 kcal/mol).
In case of aspartate the proton was positioned on either terminal oxygen of the sidechain
in the neutral form, allowing investigation of the conformation dependence of the pro-
ton affinity. The corresponding two proton affinities are expected to differ due to the
asymmetry of the environment provided by the capping groups. Indeed, when the pro-
ton is positioned on Oδ1 the proton affinity is PA
Aspδ1
ref ∼-359 kcal/mol whereas when it
is positioned on Oδ2 the proton affinity becomes PA
Aspδ2
ref ∼-355 kcal/mol, i.e., a differ-
ence of ∼4 kcal/mol. As expected, the proton affinity of the symmetric model com-
pound, acetic acid, is PAAspδ1model = PA
Aspδ2
model∼-372 kcal/mol independent of the position of
the proton. In the QM/MM calculations the proton affinities are identical in the two
cases (PAAspδ1QM/MM = PA
Aspδ2
QM/MM ∼-366 kcal/mol), thus reflecting the symmetry of the
model compound acetic acid rather than the asymmetry of capped aspartate. However,
the errors |∆PAAspδ1QM/MM |∼7 kcal/mol and |∆PAAspδ2QM/MM |∼11 kcal/mol are smaller than
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|∆PAAspδ1model|∼13 kcal/mol and |∆PAAspδ2model|∼17 kcal/mol, respectively.
The above results show that of the error in sidechain proton affinities in the QM/MM
treatment is smaller than the error when using a model compound in all cases studied. Thus,
the criterion of usefulness given in Eq. 7.25 is satisfied and the suitability of the link-atom
approach as investigated here is shown, even though the difference between |∆PAQM/MM |
and |∆PAmodel|, is not great. However, the results do indicate that the link-atom approach
can be used for QM/MM calculations without introducing major artifacts as would arise
from a violation of the condition given in Eq. 7.25.
The observation that the asymmetry in proton affinities for capped aspartate, found in
the full QM treatment, is lost upon QM/MM treatment indicates that, although partial
charges in the vicinity of the sidechain are represented in QM/MM calculations, this is not
sufficient to capture the full influence of neighboring groups on the proton affinity. Elec-
tronic effects such as delocalization of the wave function or mutual polarization may affect
the electron density distribution throughout the whole molecule, thereby influencing the
proton affinity. However, these effects cannot easily be described within a QM/MM frame-
work. This conclusion can be generalized to any linking protocol. Even though the error
in proton affinities of small molecules in vacuo may be smaller when using a more elabo-
rate linking protocol (such as a frozen orbital approach) rather than the simple link-atom
approach, the error made in protein QM/MM calculations due to not treating neighbor-
ing atoms quantum mechanically is inevitable and its magnitude cannot be foreseen. An
estimate of the intrinsic error introduced can, in principle, be made only by performing
benchmark calculations of proton affinities of sidechains in a protein, treating the whole
protein quantum mechanically, and accurately representing solvent electrostatic screening
effects. Both full quantum mechanical treatment of proteins with semi-empirical (306; 307)
or density functional methods (308) and the treatment of solvent electrostatic screening in
QM/MM calculations (309; 310) are areas of active research.
The conformation dependence of proton affinities and pK a values is an issue that receives
growing interest. Recently it was found that the conformation of N-formyl-histidine-
amide strongly influences the proton affinity of the sidechain (311). This is in accord
with the present results which also indicate that the proton affinities of the amino-acid
sidechain depends significantly on the conformation of the capped amino acid. Treating only
the sidechain quantum mechanically cannot capture this intra-amino-acid conformation-
dependent effect. Thus, to reliably model sidechain protonation events that may play a
crucial role in enzymatic catalysis in the framework of QM/MM calculations, it may be
necessary to include in the QM region not only the sidechain of the respective amino acid
but also adjacent backbone atoms.
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7.2.4 Conclusions
In the present work the link-atom approach for QM/MM calculations has been implemented
in a set of user-controllable patches for the macromolecular simulation package CHARMM.
In all test cases studied the error introduced by this specific linking scheme as measured by
|∆PAQM/MM | was found to be smaller than |∆PAmodel| which gives an upper bound of the
error due to the neglect of quantum effects involving MM atoms in the direct vicinity of the
QM atoms (this error is intrinsic to any linking scheme). Thus, the utility of the link-atom
procedure has been demonstrated. The linking approach discussed here therefore provides
a reliable and flexible tool for QM/MM calculations of reaction paths and energetics of
enzyme-catalyzed reactions.
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Chapter 8
Determination of reaction paths
In this chapter, the concepts of a minimum-energy path (MEP) to describe chemical reac-
tions (Section 8.1) and of a one-dimenational curvilinear reaction coordinate (Section 8.3)
are introduced. Methods to determine a MEP (Section 8.2) and to calculate reaction rates
from a MEP are given (Section 8.4).
8.1 Definition of a minimum energy path (MEP)
A chemical reaction involves a change of the relative positions and connectivities of the
nuclei involved in the reaction and the associated change in the electronic structure of the
system. To describe the motion of the nuclei it is necessary to know the potential energy
surface (PES) on which the nuclei move (312). Mathematically, the PES is a function of
the 3N − 6 internal degrees of freedom of a nonlinear molecule. If the reaction involves
electronically excited states as is the case in photochemical reactions, both the ground and
excited state surfaces must be available.
If the multidimensional PES is completely and accurately known the reaction dynamics
can be determined by solving the equations of motion of the nuclei moving on the PES
(313). In such a scenario, the reactant and product of a chemical reaction are described by
regions around minima on the PES that are thermally accessible at a given temperature.
The transition state is defined as the dividing surface that separates the reactant and the
product states.
However, in highly-complex multidimensional systems it is impossible to determine the
PES to chemical accuracy since this involves the solution of the electronic Schro¨dinger
equation for all possible nuclear configurations, a task that is computationally not feasible
for systems with many degrees of freedom.
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Thus, it is often necessary to restrict the investigation to mapping important points on
the PES, namely the minima and first-order saddle points connecting the minima. In
such a simplified scheme the reactant and product states can be identified with minima
that correspond to stable configurations and the transition states accordingly with saddle
points.
A continuous path leading from the reactant to the product is called a reaction path. It
defines the generalized one-dimensional curvilinear reaction coordinate. If all points on the
PES along the reaction path are minima in the (3N − 7)-dimensional subspace orthogonal
to the reaction coordinate the reaction path is called a minimum energy path (MEP). This
definition implies that MEP paths always lead via n (n ≥ 1) transition states (first-order
saddle points on the PES) and n − 1 intermediate states (local minima on the PES) such
that a steepest descent path (also called intrinsic reaction coordinate) starting on either
side from a transition state leads to the neighboring local minimum along the path. A
reaction path that is chemically interpretable always starts and ends in a minimum on the
PES, i.e., both reactant and product states are stable configurations.
A contour plot of the PES and the MEP for the simplest chemical reaction possible, i.e.,
a collinear collision reaction A+BC → AB + C is shown in Fig. 8.1.
Figure 8.1: Potential energy surface contour plot and minimum energy path for a
collinear A + BC collision. The figure was taken from Ref. (312).
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8.2 Determination of a MEP in systems with many
degrees of freedom
The optimization of a point into a minimum on a multidimensional surface is a mathe-
matically well-described problem that can be solved using a number of algorithms (see for
example Ref. (314)). The optimization of a reaction path to a MEP, however, requires
the simultaneous optimization of all path points subject to the constraint that the path
remains continuous.
A heuristic algorithm to achieve this task particularly for the case of conformational tran-
sitions in proteins has been suggested (315). This algorithm, Conjugate Peak Refinement
(CPR), identifies the highest-energy points along the initial path (the “peaks”) and moves
these points closer to the MEP by a controlled conjugate gradient minimization. The pro-
cedure is illustrated in Fig. 8.2. Starting from an initial path the point of highest energy
with coordinates ~rpeak is found by maximization along the path. It is then refined by
line minimization along the tangent ~s0 to the path at ~rpeak, resulting in a point ~r0. The
minimization is exited if the root-mean-square gradient is lower than a user-defined value
g. A new conjugate vector ~s1 with respect to the Hessian is built at ~r0, followed by line
minimization. This is repeated until either the numerically built vector ~sj is no longer
conjugate to ~s0 (i.e., the path direction) or until the number of conjugate directions along
which the point is a minimum matches the requested number of line minimizations C. If
C = 3N − 7, i.e., the energy is maximal along the path direction ~s0 and minimal along all
other internal degrees of freedom, the point is an exact first-order saddle point. By varia-
tion of the minimization gradient exit criterion g and the number of line minimizations C
required it is possible to control the accuracy of the path refinement.
CPR has been shown to be a robust algorithm by allowing to find MEPs of very different
processes in proteins, such as catalysis of an isomerization reaction (317), proton transfer
(318), chloride pumping in halorhodopsin (319), transport across membrane channels (320),
and large-scale conformational changes such as the recovery-stroke transition in myosin
(92).
8.3 One-dimensional curvilinear reaction coordi-
nate
The MEP can be used to define a normalized, one-dimensional curvilinear reaction coor-
dinate λ. The MEP is described by a discrete set of M points in conformational space,
P = [~r0, ~r1, . . . , ~rM ], where ~r0 corresponds to the reactant structure and ~rM to the product
structure. The progress along the reaction up to a path point ~ri is measured by summing
the root-mean-square coordinate-change along the path up to ~ri,
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Figure 8.2: Path optimization by CPR (schematic). (a) Starting from an initial guess
of the path (here: a linear interpolation between reactant (R) and product(P) states)
the point of highest energy is found by maximization along the path (•). This point is
moved closer to the MEP by a series of successive line-minimizations along directions
conjugate to the path direction at (•). On the present 2D surface this amounts to
only one line minimization (shown as →). (b) The optimized point (x) is inserted into
the path. (c) This process of maximization/minimization is repeated until all local
energy maxima along the path are identified as first-order saddle points. The path
thus obtained (x-x-x) is a good approximation to the MEP(· · · · ·). The figure was
taken from Ref. (316).
λ(i) =
∑i
k=1 |~rk − ~rk−1|∑M




k=1 |~rk − ~rk−1| is the normalization factor.
In the following, the term reactant refers to the structure at λ = 0 (with vanishing gradient),
product to the structure at λ = 1 (with vanishing gradient), transition state to a saddle-
point structure (with vanishing gradient), intermediate to a minimum-energy structure
(with vanishing gradient), and transient state to any structure along the reaction coordinate
λ.
8.4 Calculating reaction rates from a MEP
Once the reactant, transition, and product states as defined by a MEP are known, reaction
rates can be calculated by making use of the transition state theory (TST).1 The TST is
strictly valid only for single-step reactions of the type
1The derivation of the rate law given in this Section is mainly based on the derivation given in Ref.
(321)








in which a reactant (R) is in rapid equilibrium with the transition state (TS‡) that in turn
decays irreversibly to the product (P ) with a rate k2. The transition state is identified with
an activated complex that is formed from the reactant with the rate k1 and that decays
back to the reactant with rate k−1. Product formation is rate-determining, so that the
velocity of the reaction is given by
−d[R]
dt
= k2 · [R], (8.3)
where [R] is the concentration of the reactant. According to the TST the reaction velocity
is determined by the concentration of the transition state, [TS‡], and by the frequency (i.e.,
probability) ν‡ with which the transition state decays to the product,
−d[R]
dt
= [TS‡] · ν‡. (8.4)




· ν‡ = K‡ · ν‡ (8.5)
The equilibrium constant K‡ can be determined from the partition functions of the tran-





Assuming separability of the contributing energy terms (i.e., rotational, translational, vi-
brational, and electronic energies) the partition functions can be written as the product
of the rotational, translational, vibrational, and electronic functions. In particular, the
partition function of the single vibrational degree of freedom of the transition state that
corresponds to the negative eigenvalue ν0 can be written explicitly,
zν0 = (1− e−
hν0
kBT )−1, (8.7)
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where h is Planck’s constant, kB is Boltzmann’s constant, and T is the absolute tem-
perature. The vibrational mode corresponding to ν0 leads to the decay of the activated
complex. It is thus possible to equate the decay frequency ν‡ with ν0. At the temperature
at which the reaction proceeds this mode must always be excited, therefore hν‡  kBT or













− · · · (8.8)










where K ′‡ is the equilibrium constant of formation of the activated complex determined





The free energy of formation of the activated complex, ∆G0‡, is given by
∆G0‡ = −RT lnK ′‡, (8.12)
where R is the ideal gas constant. The combination of Eqs. 8.11 and 8.12 yields the








The free energy of formation of the activated complex, ∆G0‡, is the difference in free energy
of the activated complex and the reactant. As such, it is equated to the activation free
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energy of the reaction. Since the reaction must proceed via the activated complex that is
only occasionally formed (due to its high energy), the image of the system having to climb
up an energy hill prior to be able to cross a barrier is frequently used. Within this image,
the magnitude of ∆G0‡ is equated to the barrier height.
A different formulation of the rate law is obtained if the partition function is explicitly
formulated not only for the decay mode of the activated complex but for all degrees of
freedom,
z = zt · zr · zv · zel, (8.14)
where zt is the translational, zr the rotational, zv the vibrational, and zel the electronic par-
tition function. Assuming that only the electronic ground state with energy 0 is populated






















where ∆E0 is the difference in electronic ground state energies of the transition and reactant
states and the prime indicates that the decay mode is omitted in the vibrational partition
function of the transition state.
Depending on the energy surface that is used to determine the MEP, the corresponding
rate law must be chosen. If the reaction path is calculated on a free energy surface, as
is the case in free energy perturbation methods, Eq. 8.13 should be used, whereas if a
potential energy surface is used as is usually the case in quantum mechanical calculations,
Eq. 8.16 should be taken. Details on the energy surface used for the present thesis are
given in Section 10.3.
Because of the assumptions made by TST Eqs. 8.13 and 8.16 are valid only as a limiting
threshold. If, for instance, the reaction proceeds in several steps, the reaction rate will
be determined by the highest barrier that has to be crossed. This highest barrier is thus
rate-limiting and the corresponding step is the rate-limiting step. However, if an effective
reaction barrier is calculated from the measured overall reaction rate it will overestimate
this rate-limiting barrier because the other barriers will also contribute to the reaction
rate. The overestimation will be significant when the reaction proceeds via a large number
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of barriers (as is the case for major conformational transitions in proteins) giving rise to
diffusive-like motions as well as when different barriers of equal magnitude have to be
crossed such that no single rate-limiting step exists.
If the reaction can proceed via different reaction channels that are isoenergetic, the rate
law must be multiplied with a symmetry factor σ, i.e., the number of identical reaction
paths (312).
One of the major assumptions of TST is that the reaction barrier is crossed only once. This
is, however, not true in general. Recrossing events do take place when the system moves
along a trajectory that crosses the barrier several times before ending in the product (if the
barrier is crossed an odd number of times) or in the reactant state (if the barrier is crossed
an even number of times). Thus, the barrier height calculated according to Eqs. 8.13 and
8.16 will overestimate the actual barrier.
Another assumption in TST is that quantum mechanical tunneling and barrier reflection
is neglected. If light particles are involved in the reaction (as is the case in hydrogen
transfer reactions) the system may evolve from the reactant to the product state due to
tunneling although the energy content does not allow for barrier crossing. In this case,
TST will underestimate the barrier height. In contrast, if the system contains more energy
than necessary for barrier crossing but the reaction nevertheless does not proceed due to
quantum mechanical barrier reflection TST will overestimate the barrier.
The TST is formulated for reactions in gas phase. However, most reactions take place
in an environment other than gas phase (i.e., in solution, in an enzyme active site, or at
a surface of a heterogeneous catalyst). Thus, the energy of the reacting system may be
dissipated into the environment due to frictional effects, thus slowing down the reaction.
Concurrently, vibrational modes of the environment may couple to the reaction coordinate
of the reacting system in a coherent fashion, thus speeding up the reaction.
The collective effects of recrossing, tunneling, quantum mechanical barrier reflection, and
interactions between the reacting system and its environment are captured by introduction
of a transmission coefficient into the rate law. Thus, the rate law becomes






















Extensions of the TST that include approaches to calculating the transmission coefficient κ
both in equilibrium and nonequilibrium systems are available (reviewed for instance in Refs.
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(269; 322; 323; 324)). Throughout this thesis, however, both the transmission coefficient κ
and the symmetry factor σ are assumed to be equal to 1.




In molecular mechanics calculations, electrostatic interactions between chemical groups
are usually represented by a Coulomb potential between the partial atomic charges of the
groups. In aqueous solution these interactions are modified by the polarizable solvent.
While the electrostatic effects of the polarized solvent on the protein are well described by
the Poisson-Boltzmann equation, its numerical solution is computationally expensive for
large molecules such as proteins. The procedure of Non-Uniform Charge Scaling (NUCS)
is a pragmatic approach to implicit solvation that approximates the solvent screening effect
by individually scaling the partial charges on the explicit atoms of the macromolecule so as
to reproduce electrostatic interaction energies obtained from an initial Poisson-Boltzmann
analysis. Once the screening factors have been determined for a protein the scaled charges
can be easily used in any molecular mechanics program which implements a Coulomb
term. The approach is particularly suitable for minimization-based simulations, such as
normal mode analysis, certain conformational reaction path or ligand binding techniques
for which bulk solvent cannot be included explicitly, and for combined quantum mechan-
ical/molecular mechanical calculations when the interface to more elaborate continuum
solvent models is lacking. The method is illustrated using reaction path calculations of the
Tyr35 ring flip in the bovine pancreatic trypsin inhibitor.1
1The contents of this chapter have been published (310; 325).
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9.1 Global NUCS
9.1.1 Introduction
Due to the high polarizability of bulk water, which is reflected by its high dielectric constant,
the solvent plays a major role in the electrostatic energy of a protein under physiological
conditions. The partial charge on a given protein atom generates an electrostatic field,
along which the hydrating water molecules tend to orient. The summed dipole fields
of the oriented water molecules generate the so-called reaction field. In response to the
electrostatic fields of all partial charges, the overall reaction field is the sum of the reaction
fields of individual charges (superposition principle). A partial charge on a given protein
atom thus interacts with both its own reaction field (giving rise to the so-called Born self
energy) and with the reaction field of all other charges. The latter is referred to as the
screening energy, because it usually has the opposite sign than the Coulomb interaction
with the other charges. Summing Born and screening energies over all partial charges in
the protein gives the electrostatic interaction energy between the protein and the solvent,
i.e., the electrostatic contribution to the solvation free energy.
Several approaches for modeling solvation in macromolecular simulations are available.
However, as new simulation techniques evolve, such as combined quantum mechanical/
molecular mechanical (QM/MM) methods to describe enzyme reactions, new approaches
for appropriately treating solvent effects must be developed (309). A straightforward way
of accurately treating solvent effects in molecular dynamics simulations is to model the
bulk solvent with explicit water molecules (326). The explicit dipole fields of all water
molecules then add up to yield the appropriate reaction field. However, the explicit sol-
vent molecules increase the number of atoms, resulting in a large amount of computation
time spent on the calculation of the solvent, rather than the solute interactions. More-
over, explicit solvent “freezes” when minimization-based calculations are performed such
as normal modes of vibration analysis, ligand docking, or computing minimum-energy path-
ways. An alternative approach is to model the solvent implicitly as a polarizable dielectric
continuum. The electrostatic potential is then described by the Poisson-Boltzmann equa-
tion (327). However, this second-order differential equation must be solved numerically,
usually via a finite difference scheme (328; 329; 330; 331), a procedure that is computa-
tionally demanding and thus not practical when a large number of energy evaluations are
required. Analytical approximations to the Poisson-Boltzmann model have been suggested
(332), among them the Generalized Born (GB) model (333) and a variant, the Analytic
Continuum Electrostatics (ACE) model (334; 335). Both these methods have been shown
to produce results in reasonable agreement with the results of numerical solution of the
Poisson-Boltzmann equation for test sets of small molecules, peptides, and small proteins
(336; 337; 338). Another analytical method, in which the low-dielectric region is replaced
by concentric spheres for the electrostatics of globular proteins has been proposed (339).
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When applied to large proteins, GB models have been shown to reliably reproduce Poisson-
Boltzmann energies (340). However, the ability of these approximate analytical methods to
achieve structural stability in molecular mechanics applications of large proteins has been
questioned (341; 342).
An even simpler - and already quite old - method introduces a distance-dependent dielectric
in the Coulomb potential ( = r) (289). An extension of the distance-dependent dielectric
approach including a self-energy term has been reported and applied to molecular dynamics
simulations of peptides/small proteins (343). Since the distance-dependent method does
not distinguish between atom pairs at the surface of a protein, where the solvent screening
effect is large, and atom pairs in the core of a protein, where the screening is small, it
oversimplifies solvent effects (344), due partly to the non-uniform nature of these effects.
In a variant on the principle of distance-dependence, this had been addressed by scaling
the partial atomic charges depending on their distance from the center of the protein (345).
However, distance dependence does have the advantage of speed and simplicity over other
implicit solvent approaches. Thus, there is a gap between crude but fast methods and
more accurate but slower methods. In the present work we aim to fill this gap with a
procedure for approximating solvent screening that is as fast and easy to implement as the
distance-dependent dielectric approach but is more accurate and versatile in its possible
applications.
The present method, Non-Uniform Charge Scaling (NUCS), consists in scaling the partial
atomic charges of the protein in such a way that all possible interactions between groups of
the protein computed with the standard Coulomb potential optimally reproduce the elec-
trostatic interaction energies in solution. The NUCS procedure is, in principle, comparable
to other methods that approximate solvent screening by charge scaling (309; 317; 346).
These methods, however, compute scaling factors so as to reproduce the electrostatic po-
tential at a specific site of interest only, whereas NUCS aims at adequately representing
the electrostatic potential globally, i.e., at the position of every group in the protein. This
is achieved by introducing non-uniform scaling factors, which are used to scale the partial
atomic charges while conserving the local electrostatic multipoles of small groups of atoms.
The solvated interaction energies that serve as a reference to derive the scaling factors are
obtained from an initial solution of the Poisson-Boltzmann equation. The NUCS procedure
thus allows solvent screening effects to be included while preserving the speed of the energy
evaluations. The scaling factors need to be evaluated only once and can then in principle be
used for any type of simulation requiring an implicit solvent representation, independent
of the simulation package used. Moreover, there is no need to program an interface to
other simulation tools, such as QM/MM, since NUCS generates only an array of modified
partial atomic charges, which can be read easily into most available simulation packages.
To illustrate the method, it is applied here to the calculation of a typical reaction path,
the ring flip of Tyr35 in BPTI. In addition, the effect of NUCS on the structural stability
of a protein is tested with molecular dynamics simulations.
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9.1.2 Methods
Theory
The NUCS procedure accounts for the solvent screening effect on the interaction energies.
As in the distance-dependent dielectric approach, the contributions of the solvation Born
energies are neglected. Solvent screening weakens the net electrostatic interaction between
two partial charges qi and qj of a globular protein in solution as compared to in vacuo, while
leaving the sign of the interaction unchanged. This can be represented by an atom:atom





To evaluate Eq. 9.1 for a protein with N atoms one would have to store the N × N
matrix of the ij and to modify the Coulomb term in the simulation code so as to use the
information stored in the matrix. To avoid this, an empirical combination rule is introduced





where i represents the average screening between an atom and the rest of the system. This
is equivalent to performing a non-uniform scaling of the charges:




where the scaling factors are λi =
√
i. This then allows to obtain the screened interaction






However, assigning different scaling factors λi to each partial charge would modify the first
non-zero multipole moment of chemical groups. A net charge would appear on a neutral
group with a dipole moment (e.g. a bond dipole), i.e., the sum of the partial charges on
that group would not add to zero after charge scaling. To avoid this, the scaling factor
λi of all atoms belonging to a same chemical group I are assigned the same value, thus
defining a group screening factor I ,
λi = λI ≡ √I . (9.4)
9.1. Global NUCS 99
This is meaningful because the average screening of an atom depends mostly on its degree of
buriedness so that the atomic screening factors i of neighboring atoms have similar values.
The groups into which the protein is divided here are shown in Fig. 9.1. Each sidechain
forms one group. The backbone is partitioned into peptide groups, which thus straddle
over consecutive residues. For proline and glycine only a single group is defined comprising
the sidechain and the preceding peptide moiety. Molecules other than the protein amino
acid chain, such as structural water, substrates, cofactors, or ions, are treated each as a
separate group. Large groups or molecules, such as a heme or ATP, are partitioned into












Figure 9.1: Definition of the groups for which different NUCS factors are determined.
Each sidechain forms one group (squares). Backbone groups extend over two consec-





where EvacI is the “vacuum” (ij = 1) Coulomb interaction energy between the unscaled
charges belonging to group I and the unscaled charges belonging to all other groups, and
EsolvI is the corresponding interaction energy in aqueous solvent calculated by solution of
the Poisson-Boltzmann equation. In some cases EvacI and E
solv
I have different signs, which
would yield imaginary scaling factors λI (from Eqs. 9.4 and 9.5). This happened because
both positive and negative partial charges can be present within a group I, so that the
interaction energy of group I (EvacI or E
solv
I ) is a sum over atom:atom interaction energies
of which some are negative (attractive) and some are positive (repulsive), leading to partial
cancellation. When the net group interaction energy is close to zero (often the case for
EsolvI ), the partial cancellation can change the net interaction from positive to negative or
vice versa. Consequently, to ensure that the scaling factors are real, EvacI and E
solv
I are
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first expanded in terms of group:group pairwise interaction energies, EvacIJ and E
solv
IJ , which





I is then computed as a weighted average over the IJ which have the same sign for E
vac
IJ





where wIJ is a weighting factor (0 ≤ wIJ ≤ 1,
∑
IJ wij = 1), chosen to give more weight to














Calculation of NUCS factors
To calculate the group-specific scaling factors, λI according to Eqs. 9.4 and 9.9 it is
necessary to evaluate the group:group interaction energies in vacuum (EvacIJ ) and in solution











where the sum extends over all atoms i, j within groups I, J ,  is the dielectric permittivity,
and S(rij) is some truncation function of the long-range nonbonded interaction (see below).
The interaction energies in solution are






where ΦI(~rj) is the electrostatic potential (at position ~rj of atom j) due to the solvated
charges of group I. ΦI(~rj) is computed by numerically solving the linearized Poisson-
Boltzmann equation (LPBE) that relates the electrostatic potential Φ(~r) to the charge
density ρ(~r),
∇ · (~r)∇Φ(~r)− κ′Φ(~r) = −4piρ(~r), (9.12)
where κ′ is the Debye-Hu¨ckel screening constant related to the ionic strength (here 145
mM). ΦI(~r) is obtained by setting all charges other than the charges of group I to zero.
The LPBE was solved here using the finite-difference scheme of the PBEQ module in
CHARMM (version 28) (289), using a focusing approach with a final grid spacing of 1.0
A˚. The dielectric boundary was defined as the van der Waals surface of the protein after
increasing all atomic radii by 0.7 A˚ from the CHARMM radii. The transition between
the regions of high ((~r) = 80) and low ((~r) = 1) dielectric was smoothed over 1.5 A˚
on each side of this boundary. The optimal value for the interior dielectric constant of a
protein is debatable. Here,  = 1 was chosen to be consistent with the procedure used
to parameterize the partial charges of CHARMM that implicitly contain the intra-protein
electronic polarizability (347).
Truncation of nonbonded interactions
In macromolecular simulations the long-range electrostatic interactions are often neglected
to reduce the number of atom pairs that are considered, thus saving computation time. This
is usually achieved by multiplying the Coulomb law with some function S(r) which smoothly





1, r < a
(b2−r2)(b2+2r2−3a2)
(b2−a2)3
a ≤ r ≤ b
0, r > b
, (9.13)







0 r > b
. (9.14)
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The effects of these functions in combination with both constant and distance-dependent
dielectric approaches have been extensively studied (348; 349; 350). The nonbonded trun-
cation function constitutes an implicit screening of the middle and long-range electrostatic
interactions. To avoid over-screening, once by truncation and again by the present charge
scaling, it is preferable to calculate the scaling factors under consideration of the nonbonded
truncation scheme that will be used in the subsequent simulations. This is done by applying
the same truncation function S(r) in Eq. 9.10 when computing EvacIJ . Moreover, to avoid
that the many weak very-long range interactions EsolvIJ overwhelm the more significant lo-
calized interactions in the computation of the weighting factor wIJ , only those interaction
EsolvIJ are kept in Eq. 9.8 that are within some cutoff distance. It is convenient to use the
same cutoff distance b that is used in the truncation function S(r). This is achieved by
using IJ > 0 (as opposed to IJ ≥ 0) in the criterion in the sum in Eq. 9.8 (since from Eqs.
9.6 and 9.10 IJ = 0 when groups I and J are separated by more than the cutoff distance).
This facilitates the computation of Eq. 9.9, where the same criterion can be used in the
sums of the numerator and the denominator.
Counter-scaling
The approximations introduced by the combination rule (Eq. 9.2), the neglect of the group-
pairs for which IJ ≤ 0 (Eq. 9.9), and the truncation function can introduce a systematic










where EvacIJ is computed in Eq. 9.10 with charges q
′
i scaled as in Eq. 9.3. Ideally, the
EscreenI would match the corresponding E
solv
I for all groups I. The systematic deviation is






is taken as the square root of the slope of the least-square linear fit between EscreenI and
EsolvI . In the results presented here, the charges were scaled by the λ
′
i, one counterscaling
factor being determined for the sidechains and another for the backbone groups. Using this
counterscaling in Eq. 9.16 yields ENUCSI .
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Testing of the NUCS factors
To examine the ability of the NUCS approach to reproduce the solvent screening effect,
the interaction energies ENUCSIJ computed with the NUCS procedure described above were
compared to the corresponding solvated reference interactions EsolvIJ obtained from the
Poisson-Boltzmann equation. This comparison is made for individual interactions between
group:group pairs as well as for the interaction between each group I and the rest of the
protein by comparing ENUCSI and E
solv
I . The screened interaction energies of the NUCS
approach are contrasted to the interaction energies in absence of screening, EcdielI (obtained
as EscreenI , but using unscaled charges and  = 1 in Eq. 9.10, as well as compared to
the screened interactions in the standard distance-dependent dielectric approach, ErdielI
(obtained by using unscaled charges and  = r in Eq. 9.10). The individual group:group
interaction energies EcdielIJ and E
rdiel
IJ are also directly compared to the reference values E
solv
IJ .
These comparisons were performed for four different proteins, selected to span a wide range
of protein sizes. These are the bovine pancreatic trypsin inhibitor (BPTI, 58 residues, PDB
code 1BPI (351)), lysozyme (129 residues, PDB code 193L (352)), Staphylococcal nuclease
(SNase, 136 residues, PDB code 1STN (353)), and myosin II subfragment S1 (745 residues
(55)). Surface water molecules in the crystallographic structures were removed, but internal
water was kept.
The two most widely used cutoff functions S(r), the switch and shift functions, are often
used in conjunction with a distance-dependent dielectric permittivity ( = r). Therefore,
NUCS factors were determined and tested for four different functional forms:
I. Constant  ( = 1) in combination with a cubic function switching from 6 to 12 A˚.
II. Constant  ( = 1) in combination with a shift function cutting at 12 A˚.
III. Distance-dependent  ( = r) in combination with a cubic function switching from 6
to 12 A˚.
IV. Distance-dependent  ( = r) in combination with a shift function cutting at 12 A˚.
For each of these four functionals, the corresponding  and S(r) was used to compute the
Coulomb interaction energies EvacIJ in Eq. 9.10, both during the determination of the scaling
factors and their subsequent testing.
Application to Tyr35 ring flip in BPTI
To illustrate the effect of protein solvation on a simple conformational transition, the
minimum-energy path (MEP) of flipping of the phenyl ring of the Tyr35 sidechain in BPTI
was calculated using Poisson-Boltzmann continuum electrostatics (referred to hereafter as
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“PB path”). This path is compared to the MEP obtained using a vacuum Coulomb poten-
tial with unscaled charges (“vacuum path”), the MEP obtained using a distance-dependent
dielectric constant with unscaled charges (“rdiel path”), and to the MEP obtained with
NUCS (“NUCS path”).
The MEP was determined using the conjugate peak refinement (CPR) method (315). CPR
is a minimization-based algorithm designed for the determination of reaction paths in
highly complex systems without requiring a pre-defined reaction coordinate. It finds the
MEP and its transition state(s) by optimizing a crude initial guess of the path, usually
some interpolation between the reactant and product states. The default CPR settings
in the TReK module of the program CHARMM were used, without ultra-optimization
of the saddle-points. The end-states of the 180◦ ring-flip of Tyr35 were generated by
exchanging the coordinates of atoms of the Tyr35 phenyl ring atoms: Cδ1 ↔ Cδ2, C1 ↔ C2,
Hδ1 ↔ Hδ2, and H1 ↔ H2. This means that the end states have exactly the same energy.
Because Cartesian interpolation between these end states generates structures with singular
energies, the initial path was generated via a series of constrained minimizations, in which
the torsion angle Cα−Cβ−Cγ−Cδ1 of Tyr35 was constrained at successive values. During
all path calculations the distant half of BPTI (residues 1 to 6, 23 to 31, and 48 to 58) was
kept fixed.
The PB-path was obtained using the PBEQ module of CHARMM to solve the LPBE for
the electrostatic energy. For this, the finite-difference grid (grid spacing 0.5 A˚) extended
at least 15 A˚ beyond the protein surface. The boundary between the high (solvent = 80)
and low (protein = 1) dielectric regions was defined using atomic radii that have been
optimized to reproduce experimental solvation energies (354). The nonpolar contribution
to the solvation energy was taken as proportional to the protein surface area, multiplying
it by a surface tension coefficient of 25 cal/mol/A˚2 (355; 356). The end-states used for
the CPR calculation were energy minimized to a final root-mean-square gradient of 0.01
kcal/mol/A˚. For the vacuum, rdiel, and NUCS paths, the end states were further minimized
to a final RMS gradient of 0.001 kcal/mol/A˚, using a cubic switching function (function
form I) with a constant ( = 1, vacuum and NUCS paths) and a distance-dependent
dielectric permittivity ( = r, rdiel path). To favor paths close to the reference PB-path,
the saddle points of the PB-path were included in the initial guess paths for CPR.
Molecular dynamics simulations with NUCS
To test the stability of the protein structure when NUCS is used, three molecular dy-
namics simulation (MD) trajectories were generated for SNase, using unscaled charges
( = 1), a distance-dependent dielectric permittivity ( = r), and charges scaled accord-
ing to the NUCS scheme (function form I,  = 1). The simulations were performed with
the CHARMM param22 (347) all-atom force field. After geometry optimization to a final
root-mean square gradient of 0.001 kcal/mol/A˚ the system was heated to 300 K with ve-
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locity scaling corresponding to temperature increments of 1 K every 0.1 ps using a time
step of 1 fs. At 300 K, 100 ps equilibration with velocity rescaling every 0.1 ps, another
100 ps equilibration with velocity rescaling every 1.0 ps, and 200 ps equilibration without
velocity rescaling were followed by 2 ns production runs. The root-mean-square coordi-
nate deviation (RMSD) of the backbone heavy atoms were determined and compared to
the RMSD from explicit water reference MD simulations (357). For comparison with a
GB method, the MD simulations were repeated using ACE2 (358) with the CHARMM
param19 united-atom force field (359).
9.1.3 Results
The NUCS factors
A statistical overview of the NUCS factors λI and counterscaling factors γ obtained for the
different proteins and functional forms is given in Table 9.1. There is no clear correlation
between the scaling factors and the size of the protein. The cutoff method has minor influ-
ence on the NUCS factors, the factors determined with a switch function being somewhat
larger than those obtained with a shift function. For example, the mean counterscaled
NUCS factor averaged over the four proteins is 1.49 ( = 1) for switching whereas it is only
1.39 ( = 1) for shifting. This is consistent with there being less implicit screening by using
a switch function (which reduces interactions only in the 6-12 A˚ range) than with a shift
function (which reduces interactions over the whole 0-12 A˚ range). In contrast, the use of
 = 1 versus  = r has a large effect on the NUCS factors, yielding significantly smaller
scaling factors when  = r is used: the average NUCS factor is 1.44 for  = 1 and 1.08 for
 = r . Again, this reflects the large implicit screening of the  = r functional, which thus
needs less additional screening from the charge scaling. However, this is not to say that
 = r and NUCS are equivalent, since NUCS better accounts for the spatial dependence
of screening. Fig. 9.2 illustrates this by showing how the value of scaling factors varies
within a protein. As expected, the scaling factors for residues in the core of the protein are
smaller (closer to 1, i.e., no solvent screening) than those found for surface residues.
Counterscaling factors were calculated separately for the backbone (γBACK) and sidechain
groups (γSIDE). For the functional forms I and II ( = 1) the counterscaling factors γ
are < 1, indicating that without counterscaling Eq. 9.9 would slightly overestimate the
screening. For the functional forms III and IV ( = r) the counterscaling factors are
around 1, indicating that counterscaling is less important and can be dispensed with when
using  = r. Counterscaling factors were also determined using unscaled charges in Eqs.
9.10 and 9.16 and with either CDIEL ( = 1) or RDIEL ( = r). The results are listed at
the bottom of Table 9.1. This shows that on average electrostatic interaction energies are
overestimated when using CDIEL, whereas this is not the case when using RDIEL.
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function form BPTI Lysozyme SNase myosin
 = 1, switch min 0.81 0.74 0.79 0.80
(form I) max 5.46 5.95 5.83 7.40
ave ± sd 1.48 ± 0.82 1.41 ± 0.70 1.51 ± 0.86 1.55 ± 0.90
γBACK 0.71 0.68 0.67 0.70
γSIDE 0.82 0.75 0.79 0.90
 = 1, shift min 0.85 0.83 0.84 0.87
(form II) max 4.43 3.20 4.79 5.97
ave ± sd 1.40 ± 0.62 1.28 ± 0.41 1.43 ± 0.66 1.45 ± 0.64
γBACK 0.83 0.84 0.82 0.86
γSIDE 0.93 0.90 0.91 0.99
 = r, switch min 0.74 0.71 0.73 0.64
(form III) max 3.06 3.89 2.97 3.57
ave ± sd 1.14 ± 0.39 1.09 ± 0.37 1.11 ± 0.34 1.05 ± 0.35
γBACK 0.93 0.93 0.95 0.92
γSIDE 1.12 0.99 1.03 1.07
 = r, shift min 0.72 0.72 0.72 0.62
(form IV) max 2.42 3.63 2.32 2.83
ave ± sd 1.09 ± 0.30 1.09 ± 0.33 1.06 ± 0.25 1.01 ± 0.26
γBACK 0.98 0.98 1.01 0.98
γSIDE 1.17 1.08 1.09 1.13
CDIELa γ 1.29 1.28 1.47 1.23
RDIELb γ 1.08 1.01 1.06 0.82
aCoulomb potential with  = 1 and a switching cutoff function, unscaled charges.
bCoulomb potential with  = r and a switching cutoff function, unscaled charges.
Table 9.1: Statistical overview of NUCS factors λI (Obtained from Eqs. 9.4 and 9.9,
with counterscaling.) and counterscaling factors γ. Different counterscaling factors
were used for sidechain groups and backbone groups.
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Figure 9.2: Cut through the middle of Staphylococcal nuclease. Groups are shaded
proportionally to the value of their NUCS factor (for functional form I). White cor-
responds to a factor of about 1 (i.e., no scaling) and dark gray to a factor of about
6.
Testing the NUCS approach
To evaluate how the NUCS approach accounts for the solvent screening, the NUCS elec-
trostatic interaction energy between each group and the rest of the protein (ENUCSI from
Eq. 9.16) is plotted against the reference solvated interaction (EsolvI , Eq. 9.15) for Staphy-
lococcal nuclease (Fig. 9.3A). For comparison, the corresponding interactions obtained
with the Coulomb potential without charge scaling, either in vacuum ( = 1, EcdielI ) or
with a distance-dependent dielectric ( = r, ErdielI ) are also plotted. Fig. 9.3A shows
that treatment of the solvent screening is significantly improved with the NUCS approach.
EcdielI shows very large deviations from E
solv
I and poor correlation (correlation coefficient
c.c.=0.67). The introduction of a distance-dependent dielectric permittivity improves the
correlation (c.c.=0.89). Using NUCS, a similar correlation is observed (c.c.=0.92), however
the deviations from EsolvI are larger for E
rdiel
I than for E
NUCS
I for large energies. Because
the large interaction energies contribute most to the total electrostatic energy, it is of par-
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ticular importance to adequately represent them. This is reflected in Table 9.2 which lists
the RMS energy deviations (RMSD) relative to EsolvI of E
cdiel
I , of E
rdiel
I , of E
NUCS
I , and
of interactions calculated after scaling the charges according to the distance-from-center
scaling approach of Ref. (345). The deviations obtained with unscaled charges or charges
scaled according to their distance from the protein center are significantly larger than with
NUCS. For example in the case of myosin the RMSD is 29.7 kcal/mol when using unmodi-
fied charges with  = 1. The use of a distance-dependent dielectric permittivity reduces this
RMSD to 13.4 kcal/mol, respectively to 15.57 kcal/mol with distance-from-center charge
scaling. With NUCS, the RMSD is much smaller, ranging between 3.3 kcal/mol (func-
tional form II) and 4.5 kcal/mol (functional form I). For the smaller proteins the RMSD
with NUCS is nearly half the RMSD with unscaled charges and a distance-dependent di-
electric permittivity, for example 1.9 kcal/mol for Staphylococcal nuclease (functional form
IV) versus 5.83 kcal/mol. Table 9.2 indicates that in general, the combination of NUCS
with a shift cutoff function leads to a smaller deviation than with a switch cutoff func-
tion. Combining NUCS with a distance-dependent dielectric permittivity ( = r) rather
than using a constant dielectric ( = 1), further reduces the deviation from the solvated
interaction energies.
The analysis of the deviation from the reference solvated interactions was repeated for the
individual group:group interaction energies EIJ that sum up to EI in Eq. 9.16. The
corresponding RMS deviations are listed in Table 9.3. The RMSD(EcdielIJ ) for myosin
is 4.2 kcal/mol. Introducing a distance-dependent dielectric permittivity reduces this
RMSD(ErdielIJ ) to 1.6 kcal/mol. Using NUCS the RMSD(E
NUCS
IJ ) values for myosin range
from 0.5 kcal/mol (function form II) to 0.8 kcal/mol (function form I). The improvement





Figure 9.3B. The smallest RMSD, 0.3 kcal/mol, is observed for Staphylococcal nuclease
(function form IV). Again, the smallest RMSD values are found when combining NUCS
with a distance-dependent dielectric permittivity ( = r) and a shift cutoff function. To
estimate how the NUCS interaction energies compare with those of a GB method, the
group:group interaction energies have been recalculated for myosin using ACE (334; 335)
with parameters optimized for large proteins (360). The resulting RMSD(EACEIJ ) is 0.6
kcal/mol and thus within the range of RMSD values obtained with NUCS.
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Figure 9.3: A) Comparing Coulombic interaction energies (Eq. 9.16) to the reference
solvated interactions EsolvI (Eq. 9.15). The interactions between each group and the
rest of the protein, EcdielI , E
rdiel
I , and E
NUCS
I , are for Staphylococcal nuclease and
functional form III. B) Comparing Coulombic pair-wise interactions to the reference





are for Staphylococcal nuclease and functional form III. The diagonal line indicates
ideal agreement.
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unscaled charges NUCS
function forma CDIEL RDIEL dcenter
b I ( = 1) II ( = 1) III ( = r) IV ( = r)
BPTI 16.73 5.11 5.29 3.49 3.09 2.86 2.83
Lysozyme 18.84 5.60 8.77 4.45 3.41 3.67 3.48
SNase 28.78 5.83 9.25 3.93 2.84 2.05 1.90
Myosin 29.66 13.37 15.57 4.54 3.26 3.52 3.97
aCDIEL: switched cutoff and  = 1, RDIEL: switched cutoff and  = r.
bdcenter : charges scaled according to the distance-from-center approach described in Ref. (345), using
a switched cutoff and  = 1.
Table 9.2: Root mean square energy deviations (in kcal/mol). Deviations are calcu-
lated between the reference interaction energy EsolvI (Eq. 9.15) and the Coulombic
interaction energy (Eq. 9.16), for interactions taken between individual groups I and
the rest of the protein.
unscaled charges NUCS
function forma CDIEL RDIEL I ( = 1) II ( = 1) III ( = r) IV ( = r)
BPTI 2.65 0.58 0.55 0.39 0.33 0.31
Lysozyme 2.22 0.60 0.70 0.47 0.42 0.41
SNase 3.69 0.68 0.66 0.42 0.29 0.28
Myosin 4.20 1.57 0.84 0.51 0.63 0.80
aCDIEL: switched cutoff and  = 1, RDIEL: switched cutoff and  = r.
Table 9.3: Root mean square energy deviations (in kcal/mol). Deviations are calcu-
lated between the reference interaction energy EsolvIJ (Eq. 9.11) and the Coulombic
interaction energy (Eq. 9.10), for interactions taken between pairs of groups I and J .
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Transferability of NUCS factors
The amount of solvent screening experienced by a partial charge in a protein depends mostly
on how buried the charge is. Therefore, the scaling factors that represent the screening
are mostly geometry dependent and are expected to be determined more by the overall
protein conformation than by the precise value of the partial charges. This is convenient,
because it means that scaling factors determined once for a given protein structure can be
transferred between different force-fields which have different charge parameterizations. To
test the transferability of the NUCS factors between different force fields, the factors were
recalculated for Staphylococcal nuclease using partial atomic charges from the AMBER
(361; 362) force field (function form I). Fig. 9.4A shows a plot of the NUCS factors thus
determined versus factors determined for CHARMM charges. It shows a high correlation
(correlation coefficient = 0.88) between the scaling factors obtained for the two force-fields.
This indicates the degree of robustness of the NUCS factors with respect to charge variation
(see Fig. 9.4B). Therefore, the scaling factors calculated using the partial atomic charges
of one force field can be usefully transferred to another force field, after a rescaling by the
average of factor ratios that can be determined once for each pair of force-fields (see caption
of Fig. 9.4A).
The NUCS factors are dependent on the functional form (e.g., I-IV), as discussed above.
However, Fig. 9.5 shows a nearly linear dependence between factors calculated using dif-
ferent functional forms. These linear relationships exist for all the proteins used in this
study (not shown). Thus, in practice is not necessary to calculate the NUCS factors for
all functional forms but only for a single functional form and then derive the factors for
another functional form by simple rescaling (see caption of Fig. 9.5).
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Figure 9.4: A) Dependence of NUCS factors on charges (AMBER versus CHARMM)
for Staphylococcal nuclease (using function form III). A linear regression through
(1,1) yields a slope of 0.75. The average ratio
λAMBERI
λCHARMMI
is 0.98. The correlation
coefficient is 0.88. B) Comparison of the partial atomic charges from the AMBER
and CHARMM force-fields (for Staphylococcal nuclease).
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Figure 9.5: NUCS factors derived for Staphylococcal nuclease using different func-
tional forms plotted against the factors obtained with functional form II ( = 1,
shift). Linear regressions through (1,1) yield slopes of 1.31 ( = 1, switch), 0.40
( = r, switch), and 0.26 ( = r, shift). The average ratios between factors from
functional forms I, III, and IV and factors from functional form II are 1.05, 0.76, and
0.74, respectively.
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Tyr35 ring flip in BPTI
The usefulness of the NUCS approach is illustrated on the minimum-energy path (MEP) for
a simple conformational transition: the Tyr35 ring flip in BPTI. In the reactant state, the
hydroxyl group of the Tyr35 sidechain is in the ring plane and points towards the solvent
(Fig. 9.6A). To serve as a reference, the MEP was first optimized with Poisson-Boltzmann
(PB) solvation, using CPR. The energy profile along that path is shown in Fig. 9.7A (black).
A first transition state is found at a value of the normalized curvilinear reaction coordinate
(RC) of 0.2 (appears as a shoulder along the curve), with a barrier of 13.9 kcal/mol, in
which the hydroxyl group reorients to point towards the protein and is orthogonal to the
ring plane (not shown). Throughout the whole path the Tyr35 hydroxyl group rarely
forms hydrogen bonds with the protein, pointing mainly directly into the solvent and only
occasionally forming contacts to the backbone carbonyl oxygens of Gly37 and Cys38. At
RC = 0.45 the phenyl ring starts rotating. During this rotation, the Tyr35 hydroxyl group
remains in the ring plane and follows its rotation. The rate-limiting transition state is
reached at RC = 0.58 (shown in Fig. 9.6B), with a barrier of 32.5 kcal/mol. This is in
excellent agreement with the experimental enthalpy barrier ∆H ‡ = 33 kcal/mol (363; 364),
although this agreement may be coincidental. At RC = 0.85 the ring rotation is complete
and is followed by structural rearrangements of the protein environment.
Also shown in Fig. 9.7A are profiles along the PB path where the energy was re-computed
(no geometry optimization) with a Coulomb potential (functional form I), using either
unscaled charges, a distance-dependent dielectric constant, or charges scaled according to
the NUCS procedure. The vacuum Coulomb potential (unscaled charges,  = 1) yields
an energy profile that strongly differs from that calculated with the PB method. Firstly,
the lowest-energy structure is now at RC = 0.17 (-9.33 kcal/mol). In this structure, the
NH+3 group on the solvent-exposed Lys46 sidechain points towards the neighboring solvent-
exposed negatively-charged sidechain of Asp50. The favorable interaction between these
two groups is screened by the solvent in the PB solvation model. Secondly, the energy
at the PB transition state (RC = 0.58), 10.5 kcal/mol, is considerably underestimated.
The shape of the energy profile determined with a distance-dependent dielectric constant
(unscaled charges,  = r) follows the shape of the vacuum energy profile, although the
deviations from the PB profile are slightly milder than in the vacuum case. In contrast,
when using NUCS, the general form of the profile more closely resembles that of the PB
reference. The lowest-energy structure along the PB path remains the lowest in energy
with NUCS. The energy at the transition state is around 23 kcal/mol with NUCS. This is
much closer to the PB barrier height than the value calculated using unscaled charges.
We now examine how the shape of the PB path changes when subjected to re-optimization
with another electrostatic method. The two transition state structures of the PB path
(at RC 0.2 and 0.58) were taken as intermediates in the initial guess path for further
CPR pathway optimizations, using either unscaled charges, a distance-dependent dielectric
constant, or NUCS. The energy profiles of the resulting paths are shown in Fig. 9.7B. In
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the unscaled case, the lack of screening of the electrostatic interaction between the solvent-
exposed sidechains of Lys46 and Asp50 results in high energy peaks (the first and third
peaks, 29 kcal/mol and 17 kcal/mol) corresponding to local structural rearrangements at
the protein surface that are irrelevant for the actual ring flip. The ring flip takes place
between RC = 0.33 and RC = 0.48 with a saddle point at RC = 0.42 (∆H ‡ = 30.5
kcal/mol). In this path segment, the Tyr35 hydroxyl group rotation proceeds without
a barrier (in contrast to the PB path, where this event formed a saddle point) and is
directly followed by the barrier-causing event, which is the ring flipping accompanied by
back-rotation of the hydroxyl group. The events along this path differ significantly from
the events in the PB path, even though the PB path transition states had been used to
seed the CPR. When using a distance-dependent dielectric constant, a large number of
structural rearrangements in the protein environment take place between RC = 0 and RC
= 0.29, at which point the barrierless rotation of the sidechain hydroxyl group of Tyr35
begins. At RC = 0.35 this rotation is completed. The minimum-energy structure along the
rdiel path at RC = 0.54 (∆E = -9.2 kcal/mol) corresponds to the starting structure for
the ring rotation that proceeds via a saddle point at RC = 0.83 (∆E‡ = 6.1 kcal/mol) up
to RC = 0.80. The ring flip is directly followed by back-rotation of the hydroxyl group up
to RC = 0.85 with a barrier at RC = 0.83 (∆E‡ = -3.1 kcal/mol). Thus, as was the case
for the unscaled path, the events along the rdiel path differ significantly from the events
in the PB path. In contrast, the nature and sequence of events are adequately conserved
in the path optimized using NUCS (Fig. 9.7B). Moreover, the overall shape of the energy
profile is very similar to the PB reference path, although the energy barriers of 6.6 kcal/mol
at RC = 0.26 (Tyr35 hydroxyl group rotation) and 17.2 kcal/mol at RC = 0.48 (ring flip
accompanied by hydroxyl group back-rotation) are lower than the PB barriers.
MD trajectories of SNase
Fig. 9.8 shows the RMSD of the backbone heavy atoms of SNase with respect to the crystal
structure during MD simulations generated with either the GB method ACE2, unscaled
charges, a distance-dependent dielectric permittivity, or charges scaled according to the
NUCS scheme. The average RMSD values are ∼3.3 A˚, ∼2.9 A˚, ∼2.2 A˚, and ∼1.7 A˚
for the ACE2, unscaled, rdiel, and NUCS trajectories, respectively. The RMSD for the
explicit water simulation is ∼1 A˚ (357). All simulations based on a Coulomb potential
exhibit significantly smaller fluctuations in the RMSD than the ACE2 simulation, the
latter displaying structural fluctuations that correspond better to those of the protein
in explicit water than the Coulomb-based methods. Nevertheless, the average structural
deviation along the NUCS trajectory is smaller than that obtained in the ACE2 and rdiel
trajectories. Moreover, the structure of the protein remains stable throughout the NUCS
simulation, indicating that the charge scaling did not introduce large artefactual strain into
the protein.










Figure 9.6: Tyr35 ring flip in BPTI, optimized with the Poisson-Boltzmann solvation
model. A) BPTI structure in the reactant state. B) Overlap of the reactant state
(green) and transition state (RC = 0.58 in Fig. 9.7A, in blue).




























Figure 9.7: Energy profiles for the ring flip of Tyr35 in BPTI. A) Minimum-energy
path calculated with Poisson-Boltzmann continuum electrostatics (black crosses), and
point energy calls along that path using a Coulomb potential (switch function) with
either unscaled charges (red triangles), a distance-dependent dielectric constant (blue
diamonds), or NUCS (green circles). B) Minimum-energy path optimised by CPR,
using either unscaled charges (red triangles), a distance-dependent dielectric constant
(blue diamonds), or NUCS (green circles), taking the saddle points from the Poisson-
Boltzmann path (Panel A) as intermediates in the initial path for CPR. The reaction
coordinate (RC) is the curvilinear distance along the path (normalised), measured as
RMS change in all Cartesian coordinates of the protein.
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Figure 9.8: RMSD of the backbone heavy atoms of SNase with respect to the crys-
tal structure for MD trajectories generated with ACE2 (black, top curve), unscaled
charges (red, upper middle curve), a distance-dependent dielectric constant (blue,
lower middle curve), or NUCS (green, bottom curve). The reference RMSD from an
explicit water simulation is ∼1 A˚ (357).
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Conformation dependence of NUCS factors
The conformation dependence of the NUCS factors is investigated by comparing the results
obtained from the C/O (PDB code 1MMD) (57) and C/C (ref1) (55) conformations of
myosin. A statistical overview of the NUCS factors λI and counterscaling factors γ obtained







Table 9.4: Statistical overview of NUCS factors λI (before counterscaling) and coun-
terscaling factors γ obtained for myosin in the C/O and C/C conformations.
The raw NUCS factors (before counterscaling) range from 1.07 (C/O) to 8.22 (C/C) with
an average of 1.93 for both structures. Counterscaling factors were calculated separately
for backbone (γBACK) and sidechain groups (γSIDE). They are all smaller than 1 indicating
that the scaling procedure without counterscaling slightly overestimates screening.
The dependence of NUCS factors on conformation can be investigated by comparing the
resulting factors for myosin II subfragment S1 for the two conformations, C/O and C/C.
Although this is a major conformational change an obvious correlation is observed (Fig.
9.9). In this figure, surface groups are indicated by the use of a filled symbol (a group
is defined as a surface group if at least one of its atoms has an atomic solvent accessible
surface > 16 A˚2). Solvent accessibility was calculated using the built-in surface module in
CHARMM. The figure shows that all residues with high scaling factors are at the protein
surface.
Fig. 9.10 shows a plot of interaction energies between each group I and the rest of the
protein determined for the for the C/C conformation calculated using a Coulomb potential
with unscaled charges and a uniform dielectric ( = 1, Evac), with unscaled charges and
a distance-dependent dielectric permittivity ( = r, Erdiel), and with scaled charges and a
uniform dielectric ( = 1, Eshield) versus the reference Poisson-Boltzmann energies (Esolv).
As was the case for Staphylococcal nuclease, there is very poor correlation between Evac
and Esolv that is improved when introducing a distance-dependent dielectric permittivity.
Using NUCS, however, improves the correlation even further. This is also reflected in the
RMSD values that are collected in Table 9.5.
When simulating the conformational transitions a protein undergoes one might wish to
use the average NUCS factors obtained for the two end state structures. Therefore, the
average of the counterscaled NUCS factors obtained for the C/O and C/C structures of
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Figure 9.9: Counterscaled NUCS factors λI calculated for groups I using the myosin
C/O structure versus factors for the identical groups I obtained using the myosin
C/C structure. Filled symbols indicate surface residues.
Evac Erdiel Eshield
C/O 34.1 9.9 5.5
C/C 29.7 13.4 4.5
Table 9.5: Root mean square energy deviations of the interaction energies between
each group and those atoms of the protein within the cutoff distance from the reference
values obtained from Poisson-Boltzmann interaction energies. Units are kcal/mol.
myosin were determined and used to recalculated the electrostatic interaction energies,
Eshield, for the C/C structure. Fig. 9.11 shows that the use of these average factors leads
to a correlation between Eshield and Esolv similar to the correlation observed when using
the original factors, indicating the usefulness of the averaged NUCS factors in the context
of the study of conformational transitions.
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Figure 9.10: Interaction energies between each group I and the rest of the protein
for the C/C conformation of Dictyostelium discoideum myosin II calculated using a
Coulomb potential with unscaled charges and a uniform dielectric ( = 1, E vac), with
unscaled charges and a distance-dependent dielectric permittivity ( = r, E rdiel), and
with scaled charges and a uniform dielectric ( = 1, Eshield). Reference values are the
Poisson-Boltzmann energies (Esolv). All energies are given in kcal/mol, filled symbols
indicate surface residues. The two plots only differ in the scale shown.
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λ as average from both structures
















λ from CLOSED structure
λ as average from both structures
Figure 9.11: Interaction energies between each group and the rest of the protein for
the C/C conformation of Dictyostelium discoideum myosin II calculated with scaled
charges obtained from NUCS factors determined for the C/C conformation and from
average factors determined for the C/O and the C/C conformations. Reference values
are the Poisson-Boltzmann energies (Esolv). All energies are given in kcal/mol, filled
symbols indicate surface residues. The two plots only differ in the scale shown.
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9.1.4 Discussion
NUCS is a procedure for implicitly including solvent screening effects in protein calcula-
tions while maintaining the computational simplicity of a vacuum Coulombic intraprotein
model. This is achieved by introduction of non-uniform scaling factors that reduce the
effective partial atomic charges of protein atoms relative to the vacuum case. NUCS mod-
els solvent screening effects with higher accuracy than assigning a single uniform value or
distance-dependent value ( = r) to the dielectric constant. Focusing on screening as a
major contribution of electrostatic solvation, NUCS does not consider other solvent effects,
such as the electrostatic Born energy contributions, hydrophobic interactions, or dynamical
effects such as friction. In cases where the simulation method used and available computa-
tion time allow the inclusion of explicit water, this is preferable to a continuum description
of the solvent, since an explicit-water representation captures frictional effects as well as sol-
vent screening effects. However, in specific cases such as the refinement of minimum-energy
paths, treating solvent explicitly may not be advisable. In these cases, a continuum treat-
ment of the solvent may be adequate, with a Poisson-Boltzmann treatment being the most
accurate continuum method available. Still, PB or PB-derived methods such as GB cannot
be employed in certain application areas. In such cases, NUCS provides a useful alterna-
tive. Some of these areas of application of the NUCS scheme are illustrated by previous
studies that employed site-specific charge-scaling schemes similar to NUCS. An example
study investigated ligand binding to the immunosuppressent receptor FKBP (365). Other
minimization-based computational techniques such as normal mode calculations should
also benefit from NUCS. Dynamics-based free energy perturbation studies simulations em-
ploying a charge-scaling protocol similar to NUCS have been reported (366; 367). Due to
the neglect of the self-energy term in the determination of the NUCS factors, the method
presented here is limited to applications that do not require accurate treatment of desolva-
tion energies. Some examples in which NUCS should not be applied are the determination
of pKa values or processes involving the desolvation of charged ligands or charged surface
residues (such as salt-bridge formation). For such applications, PB or GB methods should
be preferred over NUCS. An anonymous reviewer of the NUCS paper (310) has suggested
in analogy to NUCS, for which the scaling factors are calculated once and then used for
subsequent simulations, GB methods could in principle be approximated and sped up by
performing the time-consuming determination of Born radii only once, using PB to obtain
“perfect” Born radii (368) from the self-energies of each atom and taking the resulting radii
without modification throughout the subsequent simulation. This would require one PB
calculation per atom, only slightly more than the one PB calculation per group necessary
for NUCS.
The applicability of non-uniform charge scaling to conformational transitions that do not
significantly modify the shape of the protein has been demonstrated here for the minimum-
energy path calculations on the ring flip of Tyr35 in BPTI. A reference path calculated
with continuum electrostatics exhibited an enthalpic barrier in excellent agreement with the
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experimental enthalpy barrier of ∆H‡ = 33 kcal/mol (363; 364). Previous simulations had
given enthalpic barriers for this process as low as of 10 kcal/mol (369). This discrepancy
was attributed to the possibility that different reaction paths may be followed due to
entropic effects (370). Here, it is shown that a minimum-energy path calculated using
Poisson-Boltzmann electrostatics is able to reproduce the experimental enthalpy barrier,
suggesting that the earlier discrepancies might rather be due to a neglect of the solvation
effects than of the entropic effects. The fact that the path obtained with NUCS is able to
preserve the structural character of the PB path shows that the NUCS approach was able
to capture part of these solvation effects. The speed advantage gained in using NUCS is
remarkable: The refinement of the Poisson-Boltzmann ring flip path presented here required
a few weeks CPU time on a single 2.6 GHz processor, as compared to about one hour for
a path refinement using the NUCS potential. In addition, example MD simulations of
SNase have shown that structures generated from vacuum MD simulations stay closer to
the structures generated from explicit water MD simulations when using NUCS than when
using a distance-dependent dielectric permittivity or the GB method ACE2. This suggests
that the NUCS scheme is useful in the context of standard MD applications.
Large-scale conformational transitions are a limiting case for the application of NUCS be-
cause the screening factors might change during the transition along with the change in pro-
tein/solvent boundary and thus might have to be recalculated. An example of such an appli-
cation is annexin V, a system where ligand binding is accompanied by significant conforma-
tional changes (371), which was studied using CPR (315). The conformation-dependence of
NUCS factors has been investigated by determining NUCS factors for myosin, that under-
goes a major conformational change involving the 60◦ rotation of one subdomain (38). The
factors found for the two conformations indeed differed. However, using factors averaged
between the two conformations did not lead to a significant increase in the RMSD between
ENUCSI and E
solv
I . Thus, after individual validation, NUCS could in principle be applicable
for studying conformational transitions as large as observed in the myosin case.
Another domain of application is when using specialized code currently not interfaced
with the more elaborate implicit solvent models, as is the case in combined quantum
mechanical/molecular mechanical (QM/MM) calculations. In this case, non-uniform charge
scaling as presented here would be a useful alternative. A charge scaling procedure for
QM/MM calculations has been reported recently (309). However, the scaling factors are
calculated differently than in the present NUCS procedure. The approach presented in
Ref. (309), which is based on earlier work (346), introduces scaling factors only for exposed
ionizable groups, not for all groups as in the present work. Ref. (309) scales partial charges
so as to accurately reproduce the electrostatic potential at a specified region of interest,
such as an enzyme active site. A scaling factor is applied that screens the electrostatic
interactions between the charges of a group I outside the region of interest and the charges
on the atoms within the region of interest. Only the charges on group I are scaled, the
charges on the region of interest remaining unscaled. Thus, the full screening effect is carried
by one partner in this interaction, namely the group I. This approach had been used earlier
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to determine the catalytic mechanism of a prolyl-isomerase (317). NUCS, in contrast,
aims at describing the electrostatic potential equally well throughout the whole protein.
As described in Section 9.1.2, this is achieved by determining group-specific screening
constants designed to optimally reproduce the screening between the group I and the rest
of the protein. The screening between any two given groups, I and J , is contained in both
group screening constants I and J and is distributed over both groups via application of
the square root in Eq. 9.4. Thus, the resulting NUCS factors will in general be smaller in
magnitude than the scaling factors of Ref. (309).
In QM/MM simulations, a widely-used computational setup involves a shell model, in
which the QM region is surrounded by a flexible MM region, keeping the rest of the protein
fixed (269; 274; 372; 373). With this type of setup it is important to accurately represent
the electrostatic effect of the protein environment on the QM region while at the same
time maintaining the integrity of the electrostatic interactions within the flexible molecular
mechanical region. Use of the scheme of Ref. (309) should represent the potential at the QM
region more accurately than NUCS can. However, two charged groups that are within the
flexible MM region interact not only with the QM region but also with each other. Scaling
them according to the scheme in Ref. (309) may lead to problems since the screening
between the two groups will be overestimated. The NUCS scheme avoids this problem by
taking all interactions into consideration when determining a group scaling factor, including
interactions between groups within the flexible region. A useful approach for QM/MM
calculations may be to combine the present method with that of Ref. (309). Groups in the
flexible region would be scaled according to the NUCS scheme, whereas charged groups in
the fixed region that influence only the QM region via long-range electrostatic interactions
without changing their positions, could be scaled according to the scheme from Ref. (309).
This approach has already proven useful in determining the translocation mechanism of a
poly-sugar chain across a trans-membrane pore (320), where interaction within the long
sugar-chain were treated as in NUCS while the interactions between sugar and protein were
treated with a method similar to Ref. (309). It is investigated in detail in Section 9.3
Due to the definition of the NUCS factors (Eqs. 9.4 and 9.9) their squares, λ2I = I , serve as
effective dielectric screening constants that represent the degree to which the surrounding
solvent screens the electrostatic interactions in a given protein part. However, λ2I should
not be confused with the protein dielectric constant that arises from internal charge fluc-
tuations. Estimates of the latter based on molecular dynamics simulations have provided
values ranging from 1-2 in the protein core to up to 40 in the protein surface regions
(374; 375; 376; 377). Interestingly, this range is similar to that spanned by the λ2I, which
range from ∼ 1 to ∼ 50 (compare Fig. 9.2). This suggests that solvent electrostatic screen-
ing and internal protein charge fluctuations might be of approximately equal magnitude in
determining effective electrostatic interactions between atoms in
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9.2 Targeted NUCS
Enzymatic processes in proteins are local events. When studying such processes it is
therefore necessary to accurately describe the electrostatic potential at the active site,
whereas the electrostatic potential in regions far from the active site is of minor importance.
Thus, the protein can be split into two regions, namely the region of interest (referred to
as target region hereafter) and the rest of the protein.
The electrostatic potential in the target region shall be optimally described using a simple
Coulomb potential. This is achieved by scaling the partial atomic charges on all atoms
outside the target region such that the Coulomb interaction energy determined with scaled
charges optimally reproduces the interaction energy in solution.
Charges are scaled in a non-uniform fashion using scaling factors that are determined for
groups outside the target region. The same group definitions as for the global NUCS





where EPBI,target is the Poisson-Boltzmann interaction energy between the charges of the
group I and all charges within the target region, and EvacI,target is the corresponding Coulomb
interaction energy calculated using unscaled charges on the atoms of group I and scaled
charges on the atoms within the target region.
This definition of scaling factors is comparable to the definition of the group:group screening
factors IJ in the global charge scaling routines. However, here, the whole screening is
assigned to the group I.
Eq. 9.17 uses absolute values for the interaction energies in order to compensate for the
change in sign which frequently occurs if the interaction energies in solution and/or in
vacuum are small. It also occurs that |EvacI,target| is smaller than |EPBI,target|, leading to scaling
factors larger than 1. Thus, charges would be increased instead of decreased, which is
undesired. Since this usually occurs only when the interaction energies are small, the
scaling factors are set to 1.0 in such cases.
9.3 Mixed NUCS
In many QM/MM calculations, the QM region is surrounded by a flexible MM region,
which in turn is surrounded by a region in which protein atoms are kept fixed. In such
simulations it is necessary to adequately represent the electrostatic potential at the QM and
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flexible regions, whereas it is not necessary to correctly represent the electrostatic potential
at the fixed region. Thus, the following points should be satisfied:
1. The interaction energy between the QM region and any given protein group calcu-
lated with scaled charges should be close to the Poisson-Boltzmann interaction energy.
This ensures that the electrostatic potential at the positions of the QM atoms is ade-
quately represented and thus the electrostatic QM/MM interactions are appropriately
captured.
2. The interaction energies between two group within the flexible region calculated with
scaled charges should be close to the Poisson-Boltzmann interaction energies. This
ensures that the electrostatic interaction between any two mobile MM atoms is cap-
tured.
3. The interaction energy between a group in the flexible region and all other groups
calculated with scaled charges should be close to the Poisson-Boltzmann interaction
energy. This ensures that the overall electrostatic potential at the position of a mobile
MM atom is adequately captured.
This is achieved by deriving scaling factors in a three-step procedure:
1. Determination of global scaling factors for groups in the target region (i.e., the flexible
and QM regions).
2. Determination of targeted scaling factors for groups in the fixed region. In the calcu-
lation of EvacI,target according to Eq. 9.17 the partial atomic charges on the atoms within
the target region are scaled using the previously-determined global NUCS factors.
3. Validation of the scaling factors according to the three aspects given above.
Because this procedure involves a “mixing” of the global and targeted NUCS schemes, it
is referred to as mixed NUCS hereafter.
Both global NUCS and mixed NUCS have been implemented in a set of CHARMM input
scripts. The procedures for determining NUCS factors with CHARMM are described in
Appendices D and E.
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Chapter 10
System setup and computational
details
In this chaper, the choice and preparation of the crystal structure used for the calculations
on myosin-catalyzed ATP hydrolysis is detailed in Sections 10.1 and 10.2. A description of
the potential energy function used in given in Section 10.3. Computational details on the
optimizations of the end states and the paths are described in Sections 10.4 and 10.5. The
assumption made are summarized in Section 10.6. Finally, the path analysis methods used
are given in Section 10.7.
10.1 Choice of the structure
Only the C/C structure of myosin (see Section 3.2.3) is competent for hydrolysis. Three
crystal structures in the closed state are available for Dictyostelium discoideum, namely
a Mg.ADP.VO4 (PDB code 1VOM (77)), a Mg.ADP.AlF4 (PDB code 1MND (57)) and
a Mg.ADP.BeF3 (ref1 (55)) structure. The resolution of the AlF4 structure is only 2.6
A˚ and thus this structure is not further considered. Both the vanadate structure and
the beryllium fluoride structure, however, seem equally well suited as a starting point for
the calculation at first glance. The pentavalent VO4 moiety may serve as a transition
state analog corresponding to an associative hydrolysis mechanism (see Section 4.2). The
tetravalent BeF3, however, may serve as a template for the ATP-bound reactant state.
Both structures are in principle equally suitable for the purpose of mechanistic studies
(compare also Appendix A).
To decide which structure should be taken as a starting point for the calculations, the
structures of the nucleotide binding pocket are compared in detail. As shown in Fig. 10.1,
the structures of the P-loop, switch-1, switch-2, and nucleotide are very similar, including
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the Mg2+ coordination sphere and orientation of the sidechains. Differences are found in
the sidechains of Glu180 in the P-loop; a slight shift by a maximum of 0.5 A˚ of the backbone
structure of the switch-1 loop; and a small shift of approximately 0.5 A˚ in Cα of Gly457
and Oγ of Ser456 of the switch-2 loop.
The V-O (1.64 to 1.67 A˚ for the equatorial bonds and 2.08 and 2.28 A˚ for the axial bonds)
bonds are naturally longer than the Be-F (1.76 to 1.83 A˚) bonds. The bond lengths between
α- or β-phosphorus to the terminal oxygens vary between 1.44 and 1.51 A˚, whereas the
bond lengths of the P-O bridging bonds are in the range of 1.58 to 1.63 A˚. Thus, the Be-F
bond lengths are closer to the P-O bond lengths than the V-O lengths. Therefore, the
BeF3 structure (ref1) seems more suitable as a starting structure for computation and is





Figure 10.1: Overlap of the reactant-like (opaque colors, ref1 (55)) and transition-
state-like (transparent colors, prepared from PDB code 1VOM (77)) structures of
Dictyostelium discoideum myosin II. Panel A shows the P-loop, panel B the switch-1
loop, panel C the switch-2 loop, and panel D the nucleotide.
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10.2 Modeling the myosin:ATP complex
To prepare the myosin.Mg.ADP.BeFx crystal structure (55) for the simulations the following
steps were made:
1. Atom replacement. The beryllium atom was replaced by a phosphorus atom (i.e.,
the Pγ). The fluorine atoms were replaced by oxygen atoms.
2. Pronotation state of ATP and titratable groups. At neutral pH the predom-
inant species of Mg.ATP is fully deprotonated (131). Thus, ATP was assumed to
have a total charge of -4e in the myosin active site. Standard protonation states were
assumed for all titratable groups of the protein.
3. Crystal water. Crystal water molecules at the surface of the protein were removed
whereas internal water molecules were kept.
4. Hydrogens. No hydrogens are resolved in the crystal structure. Hydrogens were
added to the polar groups with the HBUILD routine of CHARMM.
5. Water structure. The ref1 structure does not show any resolved water molecules
in the cavity formed by the BeF3 moiety and the switch-1 and switch-2 loops that
could serve as the attacking water molecule. A cavity analysis revealed a large cavity
in the attacking position region (see Fig. 10.2). It is likely that this cavity is filled
with flexible water molecules that due to their flexibility do not have well-defined
electron densities and whose positions can therefore not be determined by X-ray
crystallography.1 A water molecules was placed inside the cavity (see Fig. 10.3) in a
position suitable for inline attack onto the Pγ . This water is termed attacking water
hereafter.
The final model contained 7986 atoms, out of which 7849 atoms are protein atoms, 90 are
water atoms (corresponding to a total of 30 explicit water molecules), and 47 Mg.ATP
atoms.
1Apart from the two Mg2+-coordinating crystallographic water molecules, there is only one (water
679) water molecule within 5 A˚ of the vanadate atom in the 1VOM structure. This water molecule has a
temperature factor of more than 50 A˚2, indicating that its position could be determined only approximately.
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Figure 10.2: Cavity between the beryllium fluoride moiety and the salt bridge between
switch-1 and switch-2 in the ref1 structure. Mg.ADP.BeF3 and the sidechains of
Arg238 and Glu459 are shown in CPK representation, the surface enveloping all atoms
within 6 A˚ of the beryllium atom in transparent orange, and the surface enveloping
all atoms with a distance between 6 and 8 A˚ from the beryllium atom and within
6 A˚ of Cζ of Arg238 or Cδ of Glu459 in transparent tan. The plane defined by the
beryllium atom, Cζ of Arg238, and Cδ of Glu459 is indicated with dotted white lines.
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Figure 10.3: The cavity between the beryllium fluoride moiety and the salt bridge
between switch-1 and switch-2 is filled with a water molecules (i.e., the attacking
water, shown as van der Waals sphere) in the structure as prepared for the simulations.
Mg.ATP and the sidechains of Arg238 and Glu459 are shown in CPK representation,
the surface enveloping all atoms within 6 A˚ of the Pγ atom in transparent orange,
and the surface enveloping all atoms with a distance between 6 and 8 A˚ from the Pγ
atom and within 6 A˚ of Cζ of Arg238 or Cδ of Glu459 (except the water molecule) in
transparent tan. The plane defined by the beryllium atom, Cζ of Arg238, and Cδ of
Glu459 is indicated with dotted white lines.
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10.2.1 Partitioning of the system
The protein is partitioned into QM and MM regions using a four-layer “onion” model
(see Fig. 10.4). The inner quantum mechanical region (termed QM) is surrounded by a
first molecular mechanical layer in which all atoms are fully flexible (termed flexible) and
a second molecular mechanical region in which the atoms are positionally constrained to
their positions in the crystal structure (termed constrained). The remaining atoms are kept
fixed (termed fixed).
The quantum mechanical part consists of the triphosphate moiety of ATP, the Mg2+ ion,
the two Mg-coordinating crystal water molecules, the Mg-coordinating sidechains of Thr186
and Ser237, the attacking water molecule, the helper water molecule, and the sidechains of
Ser181 and Ser236. The valency at the boundary atoms was saturated by adding a total
of 15 dummy hydrogen atoms, 5 of which are hydrogen link atoms. The total number
of QM atoms is 57, with 28 non-hydrogen atoms. The QM and MM regions were linked
together using the default linking procedure as implemented in the CHARMM/GAMESS-
US interface (279; 378).2
The flexible MM region consists of all residues of the P-loop, the switch-1 loop, and the
switch-2 loop augmented by all atoms within 12 A˚ of Pγ that are not included in the
QM region (475 atoms). The constrained MM region consists of all atoms with a distance
between 12 and 20 A˚ from Pγ (1441 atoms). The remaining 6028 atoms are kept fixed.
10.3 Energy function
10.3.1 Description of the energy surface used
The energy function used for all calculations is the sum of the quantum mechanical and
the molecular mechanical energy terms,
Etot = EQM + EMM . (10.1)
EQM contains both the quantum mechanical energy of the QM region and the electrostatic
interaction energy between the QM and MM regions. Geometry optimization were done
using Hartree-Fock calculations (261) for the QM atoms with a 3-21G(d) basis set (379;
2Alternatively, it was tried to use the user-controllable linking procedure as described and tested in
Section 7.2. However, although this procedure had been found to be stable for the molecules used for
testing, stable geometry optimizations could not be achieved for the myosin QM/MM system. Since no
obvious reasons for the observed structural instabilities (that sometimes even lead to disruptions of the
chemical structure of the triphosphate moiety) could be found in the user-controllable linking procedure it
was replaced by the default linking procedure that was found to be stable.





Figure 10.4: Onion model for QM/MM calculations. The inner quantum mechanical
region (QM) is surrounded by a first molecular mechanical layer in which all atoms are
fully flexible (flexible) and a second molecular mechanical region in which the atoms
are positionally constrained to their positions in the crystal structure (constrained).
The remaining atoms are kept fixed (fixed).
380; 381) and subsequently a 6-31G(d,p) (382; 383) basis set. Point-energy calls were
made on the structures optimized with both basis sets using density-functional theory with
the B3LYP functional (265; 266; 267) and 6-31+G(d,p), a basis set that includes diffuse
functions (384).
The choice of Hartree-Fock calculations as the QM method implies large energetic inaccu-
racies. The lack of electron correlation effects leads to an error on the order of 10 kcal/mol
in the computation of barrier heights, even if large basis sets are used (385). The energy
variation between quantum chemical methods of as much as ∼15 kcal/mol were found us-
ing various quantum methods and basis sets for the reaction energy of a water exchange
reaction of the much smaller Sc(OH2)
3+
6 system (386). Use of density functional theory im-
proves the accuracies, however, common B3LYP calculations show an average (maximum)
error of ∼3 (∼20) kcal/mol (387) in the calculation of heats of formation of a set of 148
molecules. Improvement of accuracy would be expected if, during geometry optimization,
diffuse functions were included in the basis set (388; 389) and a quantum method including
electron correlation effects were employed (390). This, however, exceeds currently available
computational resources when combined with the refinement of complete reaction paths in
a protein, which requires significantly more energy evaluations than a simple geometry
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optimization. This is reflected in the CPU time required by the calculations presented in
this thesis: on eight 2.6 GHz processors, the QM/MM geometry optimization of a single
protein structure at the HF/6-31G(d,p) level requires ∼2 days, while the refinement of a
path (composed of 10 to 30 structures) requires 2 to 4 months. Nevertheless, the structural
information obtained is expected to be reasonably accurate. Moreover, qualitative struc-
tural results common to the levels of theory used are likely to represent stable and reliable
findings. The analyses in the present work thus focus mostly on these method-invariant
aspects.
EMM is the sum of bonded, nonbonded, and constraint energy terms arising from the
flexible and constrained MM regions. It also contains the van der Waals interaction energy
between the QM and MM regions. The CHARMM (289) polar hydrogen force field (param
19/22) (359) is used. Nonbonded interactions are truncated with a cubic switching function
in combination with a uniform dielectric ( = 1) in a switch region between 99 and 100 A˚.
This large cutoff distance equals using an infinite cutoff, because due to the definition of the
regions any two moving atoms are at a maximum distance of 40 A˚. To approximate solvent
screening effects, the charges on all MM atoms are scaled as described in Section 9.3. The
target region is defined as the QM and flexible MM regions, augmented by atoms from the
constrained region so as to set the boundary between target and non-target regions at the
boundaries of the groups for which NUCS factors are calculated, resulting in a total of 628
atoms. The non-target region contains the remaining parts of the proteins.
Atoms in the constrained regions are harmonically constrained to their positions ~r0 in the
reference structure,
Econs = kcons(~r − ~r0)2. (10.2)
The constraint force constants, kcons, are determined from the crystallographic temperature





The notation QM[B3LYP/6-31+G(d,p)//HF/6-31G(d,p)]/MM/NUCS used hereafter refers
to an energy surface that combines QM calculations with MM calculations while solvent
screening effects are approximated by the NUCS procedure. The quantum methods for ge-
ometry optimizations and subsequent single point energy evaluations are included in square
brackets.
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10.3.2 Some remarks on the nature of the energy surface
A large number of approximations have been made in the definition of the energy sur-
face. Thus, the question arises whether the resulting surface corresponds to a microscopic
potential energy surface or, alternatively, approximates a free energy surface.
The free energy ∆G of a solvated protein:substrate complex in a given state as defined by





where the sum extends over all conformations i ∈ S, pi is the probability of finding the
system in the conformation i (
∑
i pi = 1), and ∆Gi is the free energy of conformation i.










Combining a quantum mechanical description of the substrate with a molecular mechanical
description of the protein and a continuum description of the ionic solution that solvates
the protein:substrate system, ∆Gi can be expanded as (see Ref. (391))
∆G = Ebonded(MM) + Ecoul(MM) + EvdW (MM) + EvdW (QM : MM) (10.6)
+EQM(QM) +Gsolv(QM/MM) +Gideal(QM/MM),
where Ebonded(MM) is the MM energy due to bonded interactions in the MM region MM ,
Ecoul(MM) and EvdW (MM) are the electrostatic Coulomb and the van der Waals energy
terms within MM , EvdW (QM : MM) is the van der Waals interaction term between MM
and the QM part QM , EQM(QM) is the QM energy of the QM part(including the electro-
static interaction energy between the QM region and the MM regions), Gsolv(QM/MM)
is the solvation free energy of the entire system, and Gideal(QM/MM) enthalpic and en-
tropic contributions from translational, rotational, and vibrational degrees of freedom of
the entire system, as determined from an ideal-gas description that is assumed to be equally
appropriate for infinitely dilute solvated systems.
The first four terms in Eq. 10.6 are contained in EMM (Eq. 10.1) in the present work. In
addition, EMM approximately accounts for the electrostatic contribution to the solvation
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free energy, Gsolv, because scaled charges are used. The nonpolar contribution to Gsolv,
Gnpsolv can be assumed to be proportional to the solvent accessible surface A, G
np
solv = γ ·A,
where γ is the surface tension coefficient. In the present work, Gnpsolv can be neglected
because the protein surface does not change during the reaction and the resulting constant
Gnpsolv consequently does not affect the energy difference between the reactant state and any
state along the reaction path. EQM(Li) in Eq. 10.6 is identical to EQM in Eq. 10.1.
The translational and rotational free energy contributions do not change along the reaction
coordinate either, because they depend on the total mass and the principle moments of
inertia of the QM:MM system, neither of which changes significantly during the reaction.
The vibrational contribution, however, may change along the reaction coordinate. It is
dependent on the vibrational frequencies as determined from normal mode analyses at
stationary points on the energy surface. Necessarily, the modes change throughout the
course of the reaction. However, it is currently not possible to perform normal mode
analyses on ab initio QM/MM energy surfaces since the implementation of required routines
into the program packages is lacking. Thus, vibrational contributions must be neglected.
Apart from the neglection of the vibrational free energy contributions, the energy function
used in the present thesis (Eq. 10.1) very closely matches the free energy function given
in Eq. 10.6. It can therefore be viewed as an approximate free energy function. Accord-
ingly, the rate law is used in its phenomenological form given in Eq. 8.17 rather than its
microscopic form throughout this thesis.
However, the neglect of vibrational contributions and the only very approximate treatment
of solvation effects suggests that equating the energy surface used with a free energy surface
is daring. In addition, the very severe approximation of working with only a single con-
formation for each state of interest is made, thus circumventing the necessity of averaging
(Eq. 10.4). To indicate this, the symbol E is used to denote energies hereafter, rather than
using the symbol G.
10.4 Preparation of the reactant and product struc-
tures
10.4.1 Reactant structure
The structure prepared as described in Section 10.2 was subjected to QM[HF/3-21G(d)]/MM/
NUCS energy minimization to a final root mean square gradient of 0.01 kcal/mol/A˚. A
combination of conjugate gradient and adopted basis newton raphson minimizations was
used while slowly releasing initial positional constraints (force constant 10 kcal/mol/A˚2)
on the QM atoms. The resulting structure was further minimized on the QM[HF/6-
31G(d,p)]/MM/NUCS surface. The geometry-optimized structure serves as the reactant
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structure (R) for all subsequent simulations.
10.4.2 Product structures
To generate a product structure corresponding to the direct pathway the energy surface
was explored by adiabatic mapping along the predefined reaction coordinate λini
λini = d(Pγ : Oβγ)− d(Pγ : OW ), (10.7)
where d(Pγ : Oβγ) is the distance between the γ phosphorus and the βγ-bridge oxygen
(i.e., the bond broken) and d(Pγ : OW ) is the distance between the γ phosphorus and the
oxygen of the attacking water (i.e., the bond formed).
By restraining λini to different values, the system was forced from the reactant geometry
into a product-like geometry. Due to the definition of λini this restraint operated only on the
bond distances of the P-O bonds broken and formed, neglecting the proton transfer from the
attacking water onto the γ-phosphate moiety. This transfer did not occur spontaneously,
resulting in a product-like structure in which the ADP and Pi were clearly separated from
each other but in which one oxygen of Pi carried two protons. By manually transferring one
of the two protons onto the neighboring oxygen, a product structure was created that was
further energy-minimized to a final RMS gradient of 0.01 kcal/mol/A˚ without restraints.
The resulting geometry-optimized structure served as the product structure for the direct
pathway (Pdirect).
The product structures for the Ser181 and Ser236 pathways, PS181 and PS236, were generated
from Pdirect by manually shifting the protons so as to make their positions compatible
with the proton transfer event and subsequent QM[HF/3-21G(d)]/MM/NUCS geometry
optimization to a RMS gradient of 0.01 kcal/mol/A˚.
The QM[HF/3-21G(d)]/MM/NUCS-optimized product structures were further minimized
on the QM[HF/6-31(d,p)]/MM/NUCS energy surface to a final root-mean-square gradient
of 0.01 kcal/mol/A˚.
10.5 Path refinement
Reaction path calculations were performed using the CPR algorithm as implemented in
TReK module of CHARMM. Initial seed paths corresponding to the direct path, the Ser181
path, and the Ser236 path were prepared manually. The seed paths were refined until all
energy peaks along the path were minima (RMS gradient less than 0.05 kcal/mol/A˚) along
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the first 44 directions3 of the conjugate subspace.
Initial paths consisted of the reactant and the product structures augmented by manually-
generated transient structures that have been included when necessary to prevent steric
clashes due to the Cartesian interpolation between adjacent path points as done by CPR.
The initial paths were first refined on the QM[HF/3-21G(d)]/MM/NUCS surface. The tran-
sition states and two adjacent path points in either direction along the reaction coordinate
were then used to seed further path refinements on the QM[HF/6-31G(d,p)]/MM/NUCS
surface.
10.6 Summary: assumptions
A number of assumptions have been introduced in the above sections. They can be sum-
marized as follows:
1. ATP is fully deprotonated and complexed to Mg2+ (i.e., Mg.ATP2−) when bound to
myosin. This is in agreement with that the predominant species in solution under
the experimental conditions is Mg.ATP2− (compare Section 4.5). The pKa values of
the titratable groups of ATP may change on binding. The resulting microscopic pKa
values can in principle be calculated (119; 392; 393). However, such calculations are
beyond the scope of the present work.
2. The ref1 structure of Mg.BeF3.ADP complexed to myosin II provides a suitable struc-
tural model for myosin in its catalytically active form.
3. A single water molecules fills the cavity formed by the γ-phosphate moiety and the
rear end of the phosphate tube.
4. The chemical cleavage step takes place without major conformational rearrangements
of the protein environment. Allowing a 12 A˚ sphere around Pγ to be flexible (em-
bedded in a 12 to 20 A˚ buffer zone) provides sufficient flexibility of the protein to
accommodate local conformational changes.
5. Solvent effects can be taken into account by non-uniformly scaling the partial atomic
charges on the MM atoms.
6. QM and MM regions can be effectively joined by introduction of a link atom.
3A heuristic rule states that if a peak is a minimum in the first
√
N directions of the conjugate subspace
(N number of moving atoms) it is likely to be a real saddle-point. The number of moving atoms in the
present work is 1958, and thus
√
1958 ≈ 44 line-minimizations must be made.
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7. The accuracy of HF/3-21G(d) and HF/6-31G(d,p) calculations is sufficient to refine
the structures along the ATP hydrolysis reaction. B3LYP/6-31+G(d,p) point energy
calls on these structures provide a reliable energy profile along the reaction coordinate.
8. Neglection of vibrational energy contributions does not introduce major artifacts.
9. Single stationary points on the multidimensional energy landscape sufficiently de-
scribe the reactant, product, transition, and intermediate states that describe the
myosin-catalyzed ATP hydrolysis reaction.
10.7 Path analysis
The refined paths are analyzed with the following analysis methods:
1. Geometry. Bond distances and angles reveal possible distortions of ATP in the reac-
tant state and the degree of associativity as judged from the transition or intermediate
state geometry.
2. Energy decomposition. The total energy ∆Etot is decomposed into its contributing
terms,
∆Etot = ∆EQM + ∆Ebonded + ∆EvdW + ∆Eelec + ∆Econs, (10.8)
where ∆EQM denotes the QM energy including the QM/MM electrostatic interac-
tions, ∆Ebonded the bonded energy terms, i.e., the sum of bond, angle, dihedral, Urey-
bond, and improper terms of the force field, ∆EvdW the van der Waals interactions
within the MM region and between MM and QM regions, ∆Eelec the electrostatic
interactions within the MM region, and ∆Econs the energy terms arising from the
positional constraints in the bfactor region. This decomposition reveals the origin of
energy peaks along the reaction path.
3. Decomposition of the QM energy. The quantum mechanical contribution to the
total energy, ∆EQM comprises both the energy of the quantum region, ∆E
QM
QM , and
the electrostatic interaction energy between the quantum atoms and the remaining
proteins atom, ∆E
QM/MM
elec , which also includes polarization effects. ∆E
QM
QM is given
by the quantum mechanical energy contribution to the total energy from QM/MM
single-point energy evaluations along the refined path after setting all partial atomic
charges on MM atoms to zero. ∆E
QM/MM
elec is then calculated as the difference
∆EelecQM/MM = ∆EQM −∆EQMQM . (10.9)
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4. Perturbation analysis. The electrostatic contribution from individual residues of
the switch-1, the switch-2, and the P-loops was analyzed by recomputing the energy
difference between stationary points of the paths, ∆Etot, after perturbing the charges
on a given residue X by setting them to zero, ∆E
q(X)=0
tot . The difference
∆EXelec = ∆Etot −∆Eq(X)=0tot (10.10)
gives the electrostatic contribution to the barrier height or to the reaction energy due
to the charges on residue X (394).
5. Charge Distribution. Mulliken charge analyses (395) are performed on the sta-
tionary points of the paths. This reveals how charge shifts occur along the reaction.
Chapter 11
Summary: Methods
This part summarized all methods that are used in the present thesis, including the newly-
developed method of Non-Uniform Charge Scaling (NUCS). First, an outline of the math-
ematical formulations of molecular mechanical (MM) force fields, the quantum mechanical
(QM) Hartree-Fock and density functional theories, and the basic formulation of combin-
ing MM and QM calculations were given. Moreover, the implementation and testing of a
specific method to link MM and QM regions across a chemical bond, i.e. the link-atom
method, was described. A general criterion of usefulnes to evaluate linking schemes was
formulated. A linking scheme is considered useful if the error of some chemical property of
interest determined using the QM/MM approach rather than modelling the whole system
quantum mechanically is smaller than the error made by treating a small model system only
instead of treating the whole system quantum mechanically. According to this criterion,
the link-atom scheme implemented here was found to be useful.
Subsequently, the concept of minimum-energy paths (MEP) was introduced. A MEP con-
nects a minimum on the potential energy landscape corresponding to the reactant state to
another minimum corresponding to the product state such that each path point is a min-
imum in the subspace orthogonal to the reaction coordinate. Maxima along a continuous
MEP correspond to first-order saddle points on the energy landscape and thus to transi-
tion states of the reaction. The progress of a reaction can be measured by a normalized
curvilinear reaction coordinate that changes from 0 (reactant) to 1 (product). Transition
state theory can then be used to derive reaction rates from the energy barrier at the saddle
point with highest energy along the MEP.
The development and testing of the new method Non-Uniform Charge Scaling (NUCS) was
described in a self-contained chapter. NUCS aims to represent the electrostatic potential in
solution as determined from an initial Poisson-Boltzmann analysis with a simple Coulomb
potential. This is achieved by the introduction of non-uniform scaling factors that reduce
the partial atomic charges on the protein atoms. To determine the scaling factors, the
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electrostatic interaction energies between all possible pairs of groups of the protein are
calculated both using the Poisson-Boltzmann approach and a Coulomb potential. The ratio
between the two energy values gives a pairwise screening constant. These pairwise screening
constants are averaged to arrive at group-specific scaling factors. NUCS is particularly
useful for simulations that rely on minimization such as the determination of MEPs, ligand
binding, or normal mode analyses for which an explicit treatment of water molecules is not
possible. Moreover, it can be used in cases where interfaces to implicit solvent models are
lacking, as is the case in current QM/MM calculations. Because the scaling factors depend
on the overall conformation of the protein, large-scale conformational changes would be a
limiting case for the application of NUCS. The method was illustrated using reaction path
calculations of the Tyr35 ring flip in the bovine pancreatic trypsin inhibitor. The NUCS-
derived path captured the qualitative features of a reference Poisson-Boltzmann path unlike
paths that were determined using unscaled charges, even though the energy barrier was
underestimated by roughly 15 kcal/mol.
In an extension of the NUCS method, it is possible to consider only pairwise interactions
for a subregion of the protein and to scale the partial atomic charges outside this subregion
such that their effect on the potential in the subregion is optimally captured. This “mixed
NUCS” scheme reproduces the solution potential in the subregion more accurately than
outside the subregion and is therefore particularly useful to study events in an active site
of a protein. It has been used for the determination of reaction paths for ATP hydrolysis
in myosin in the present thesis.
Details of the setup of the reaction path simulations on ATP hydrolysis in myosin were de-
scribed. A structure of Dictystelium discoideum myosin II complexed to the Mg.ATP analog
Mg.Be.Fx.ADP is used for the calculations. In this structure, the lytic water molecule is
not resolved. In was therefore placed into the corresponding cavity. The QM region com-
prises the triphosphate moiety of ATP, Mg2+ and its coordination sphere, the sidechains
of Ser181 and Ser236, the attacking water molecule and an additional water molecule. All
protein atoms within 12 A˚ of Pγ are allowed to move, whereas atoms between 12 and 20
A˚ from Pγ are positionally constrained to their crystal structure position. All other atoms
are kept fixed. The crystal structure was then minimized using HF/3-21G(d) and HF/6-
31G(d,p) for the QM atoms, the CHARMM united atom force field for the MM atoms, and
NUCS to treat solvent screening. Product structures were generated from the resulting
reactant structure by adiabatic mapping along a predefined reaction coordinate defined
from the distances between Pγ and the incoming/leaving oxygens. Path refinements are
made with the same energy functions as during minimizations using the Conjugate Peak
Refinement (CPR) algorithm. The resulting paths are analyzed in geometric terms and
by decomposition of the total energies into their contributing terms. Moreover, the elec-
trostatic contributions of the binding-pocket-forming residues to the barrier heights and
reaction energies are calculated and Mulliken analyses are performed to analyze charge





In this part all results from the myosin calculations presented in this thesis are described.
Chapter 12 gives the results of the NUCS factors determined according to the mixed NUCS
scheme described in Section 9.3. This chapter shows that the mixed NUCS scheme can
be applied successfully to myosin. Chapter 13 gives the results of the hydrolysis reaction
path calculations and analyses thereof. The sequence of events is outlined for each of the
three paths as refined both with HF/3-21G(d) and HF/6-31G(d,p) for the QM atoms in
Section 13.1. In the same section, the stationary points are described in geometric terms.
Subsequently, the energy profiles along the paths as determined with both Hartree-Fock
and DFT are given (Section 13.2). The total energy is decomposed into its contributing
terms in Section 13.3, thus revealing which energy terms contribute most to the overall
shape of the energy profile. The results from the perturbation analyses shown in Section
13.4 give insight into how specific amino acids that form the ATP binding pocket influence
the energy barrier height and reaction energy. Finally, the Mulliken analyses given in




Mixed NUCS factors for myosin
Mixed NUCS factors were determined for the model structure of ATP complexed to myosin
II as prepared from the crystal structure (Chapter 10). The target region contained the
QM and flexible MM atoms, augmented by the atoms of the constrained region necessary
to complete the NUCS groups.
12.1 NUCS factors in the target region
Global NUCS factors (see Section 9.1) are determined for all groups in the target region.
The two panels in Fig. 12.1 show the Coulomb electrostatic interaction energy between a
group in the target region and all other groups in the target region calculated with unscaled
and with scaled charges versus the corresponding reference Poisson-Boltzmann interaction
energies for backbone and for sidechain groups.
The root-mean square energy deviations (RMSD) are calculated separately for backbone
(BACK) and sidechain (SIDE) groups. They are RMSD(BACK, vac) = 11.7 kcal/mol,
RMSD(BACK, shield) = 9.7 kcal/mol, RMSD(SIDE, vac) = 118.0 kcal/mol and RMSD(SIDE,
shield) = 58.7 kcal/mol. Thus, the introduction of scaling factors does not significantly
improve the backbone interactions, but it does improve the sidechain interactions. Coun-
terscaling does not lead to any further improvement. Therefore, the global scaling factors
in the target region as originally calculated are used for subsequent calculations without
counterscaling.
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Figure 12.1: Interaction energies in kcal/mol between groups in the target region and
all other groups in the target region. Coulomb energies determined from unscaled
(triangles) and from scaled (crosses) charges are plotted versus the reference Poisson-
Boltzmann energies.
12.2 NUCS factors in the non-target region
The necessity of scaling the charges in he non-target region can be shown by computing
the interaction energies Evac and Esolv of a group I outside the target region with the
target region versus the distance of the center of mass of group I from Pγ. The resulting
values are plotted in Fig. 12.2. The vacuum Coulomb interaction energies fall into three
groups, corresponding to their overall charge (neutral, negatively, or positively charged).
Charged groups as distant from the active site as 50 A˚ or more still exhibit absolute
interaction energies of approximately 15 kcal/mol. In contrast, when interaction energies
are determined using Poisson-Boltzmann electrostatics, the interaction energy of all groups
further than 20 A˚ from Pγ (i.e., all groups in the constrained and fixed regions) are close
to zero. Thus, the necessity for scaling is obviously given.
Scaling factors for the NUCS groups in the non-target region have therefore been deter-
mined as described in Section 9.3. The Coulomb interaction energies determined from
unscaled and scaled charges are plotted versus the Poisson-Boltzmann energies in Fig.
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Figure 12.2: Interaction energies between the target region and groups in the non-
target region as a function of the distance from Pγ .
12.3. As expected, scaling shifts all interaction energies under consideration close to the
diagonal.
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Figure 12.3: Interaction energies in kcal/mol between groups outside the target region
and the target region.
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12.3 Usefulness for QM/MM calculations
To validate that the NUCS factors are useful for QM/MM calculations, the three criteria
given in Section 9.3 were evaluated.
1. Potential in QM region. The Coulomb interaction energies with unscaled (Evac)
and with scaled charges (Eshield) versus the PB interaction energies for each group I
(irrespective of its position in space) interacting with the QM region are compared
in Fig. 12.4. It is evident that the the Eshield are much closer to the diagonal than
the Evac and thus that the mixed scaling procedure can be used to derive scaling
factors that reproduce the electrostatic potential in solution at the position of the
QM atoms.
















shield (global factors on target, targeted factors on nontarget)
Figure 12.4: Interaction energies between the QM region and groups both in and
outside of the target region.
2. Interactions within target region. The Coulomb interaction energies with both
unscaled and scaled charges are plotted versus the PB interaction energies between
two groups within the target region in Fig. 12.5. In contrast to the energies deter-
mined with unscaled charges, the energies determined with scaled charges are close
to the diagonal. Thus, usage of scaled charges adequately approximates the Poisson-
Boltzmann interaction energies as desired.
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shield (globally scaled charges in targetregion)
Figure 12.5: Group:group interaction energies between the groups in the targetregion.
3. Group:nongroup interactions. The Coulomb interaction energies with both un-
scaled and scaled charges versus the PB interaction energies between a group within
the target region and all non-group atoms are compared in Fig. 12.6. It shows that
mixed scaling improves the electrostatic potential at the position of a group in the
target region due to the charges of all other groups.
Thus, the usefulness of the mixed NUCS scheme for QM/MM calculations is given, as
shown by the satisfaction of all three criteria. For all subsequent simulations the NUCS
factors described in this Section have been used.















shield (global factors in target region, targeted factors in non-target region)
Figure 12.6: Interaction energies between a group in the target region and all nongroup
atoms.
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Chapter 13
Reaction paths for ATP hydrolysis
in myosin
Three different reaction routes for ATP hydrolysis in myosin were studied. Fig. 13.1
shows a sketch of the reaction site (i.e., the QM region) along with the nomenclature used
hereafter to uniquely denote the different atoms involved. In the figure, the three water
activation paths are indicated by colored arrows. The purple arrow corresponds to the
direct path, in which the proton from the attacking water molecular is directly transferred
to the γ-phosphate moiety of ATP. In the Ser181 path (red arrows) the proton transfer
is mediated by the helper water molecule and the Ser181 sidechain. Similarly, the proton
transfer is mediated by the sidechain of Ser236 in the Ser236 path (green arrows). The
attack of Oa onto Pγ common to all three activation mechanisms is indicated by a dashed
black arrow.
Fig. 13.2 shows the energy profiles along the normalized, one-dimensional, curvilinear
reaction coordinates for the three paths as refined on the QM[HF/3-21G(d)]/MM/NUCS
and QM[HF/6-31G(d,p)]/MM/NUCS potential energy surfaces. Remarkably, the barrier
heights of the three mechanisms, when comparing the values obtained using a given QM
method, are very close to each other. Thus, the three activation mechanisms are, to within
error, likely to be equally populated.
Detailed descriptions of the geometries of the stationary points and the sequences of events
along the paths are given in Section 13.1. Energetic analyses are described in detail Sections
13.2 to 13.4. The results of the charge shift analysis are given in Section 13.5.
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Figure 13.1: Sketch of the reaction site of ATP hydrolysis in myosin. All QM atoms
are shown. The three different water activation paths studied are indicated with
arrows: The purple arrow corresponds to the direct path, red arrows to the Ser181
path, and green arrows to the Ser236 path.
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Figure 13.2: Energy profiles along the normalized curvilinear reaction coordinate λ
for the direct (black), Ser181 (red), and Ser236 (green) paths as determined on the
QM[HF/3-21G(d)]/MM/NUCS (crosses) and QM[HF/6-31G(d,p)]/MM/NUCS (cir-
cles) potential energy surfaces. Saddle points are indicated by squares.
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13.1 Geometric description of the paths
The three different paths that were considered, i.e., the direct attack pathway, the Ser181
pathway and the Ser236 pathway all start from the identical reactant state. Thus, in
this Section, the geometry of the reactant state is described first, followed by a geometric
description of the three different reaction pathways.
13.1.1 Reactant
The reactant state as minimized on the QM[HF/3-21G(d)]/MM/NUCS potential energy
surface is visualized in Fig. 13.3.
Geometric distortions may occur at the boundary between the QM and MM regions that
were linked together using the default link-atom method as is built in the CHARMM/GAMESS-
US interface (279). The link atom should in principle be positioned along the bond be-
tween the QM and MM boundary atoms. As shown in Fig. 13.4 this could, however, not be
achieved. The angle m1:q0:q1
1 varies between 131◦ and 167◦ indicating significant deviation
from linearity (see Table 13.1). In addition, the distances between MM and QM boundary
atoms are larger than their respective values as parametrized in the CHARMM force field.
For ATP, d(C ′ATP5 : C
′ATP
4 ) is 1.52 A˚, as opposed to an MM distance of 1.51 A˚.
2 In case
of Thr3 and Ser4 the distances d(Cα : Cβ) are 1.59 A˚ and 1.63 to 1.65 A˚, respectively, as
opposed to MM distances of 1.53 and 1.52 A˚. However, the maximum distance deviation
is < 0.15 A˚ and thus the resulting inconsistency of the geometry of the QM region is sup-
posedly negligible. For the angles m1:q1:q2 deviations from the parametrized values are
















◦7 as parametrized in the CHARMM force field, values of 113.0◦
(ATP), 105.5◦ to 106.8◦ (Ser), and 103.5◦ (Thr) are found. However, no angle deviates by
more than ∼5◦, as is in the tolerated range. In addition, the Ser angles are larger than the
Thr angle, as is the case in the force field. Thus, the geometries at the QM/MM boundary
are sufficiently well described.
Table 13.2 summarizes the distances and angles that characterize the reactant state. The
geometry of the triphosphate moiety of ATP remains largely conserved as revealed by
comparing the crystal structure, the QM[HF/3-21G(d)]/MM/NUCS-minimized structure,
and the QM[HF/6-31G(d,p)]/MM/NUCS-minimized with the solution structure for Mg2+-
1For the nomenclature see Section 7.2.2.
2C ′4 is of type CN7 and C
′
5 of type CN8B.
3Both CThrα and C
Thr
β are of type CH1E.
4CSerα is of type CH1E and C
Ser
β of type CH2E.
5C ′4 is of type CN7, C
′
5 of type CN8B, and OαC of type ON2
6CSerα is of type CH1E, C
Ser
β of type CH2E, and O
Ser
γ of type OH1.
7CThrα is of type CH1E, C
Thr
β of type CH1E, and O
Thr
γ of type OH1.
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coordinated methyl triphosphate (Mg.MTPaq) (168). The distance between a phosphorus
and a terminal oxygen varies between 1.48 and 1.54 A˚ an is thus close to the range observed
for Mg.MTPaq (1.51 to 1.55 A˚). In the crystal structure, the P:Obridge bonds are modelled
to be of equal length (1.63 A˚). Minimization introduces an asymmetry by elongating the
Pγ : Oβγ bond to 1.65 (HF/3-21G(d)) and 1.68 A˚(HF/6-31G(d,p)) and shortening the
Pβ : Oβγ to 1.60 (both HF/3-21G(d) and HF/6-31G(d,p)). These distances are slightly
shorter than the equivalent distances in Mg.MTPaq which are 1.70 and 1.62 A˚, respectively.
Nevertheless, the asymmetry of the P:Obridge bond lengths indicates that Mg
2+ activates
the Pγ :Oβγ bond for cleavage. The angle a(Pγ : Oβγ : Pβ) is 126.2
◦ and 126.6◦ on the
HF/3-21G(d) and HF/6-31G(d,p) surfaces, respectively and thus similar to the value of
128.3◦ for Mg.MTPaq. The angles a(Oβγ : Pγ : Oγ) vary between 103.2
◦ and 106.7◦ and
are thus somewhat smaller than the angle expected for tetrahedral arrangement (109.5◦).
Thus, the enzymatic environment slightly distorts the γ-phosphate moiety of ATP into the
direction of a trigonal transition state configuration in which the angle a(Oβγ : Pγ : Oγ)
would be 90◦.
Overlaps of the reactive regions of the reactant state as minimized on the QM[HF/3-
21G(d)]/MM/NUCS energy surface and the crystal structure (Fig. 13.5) and of the reactant
as minimized on the QM[HF/6-31G(d,p)]/MM/NUCS and QM[HF/3-21G(d)]/MM/ NUCS
energy surfaces (Fig. 13.6) indicate that significant changes only occurred in the position
and relative orientation of the attacking and the helper water molecules. Especially the
triphosphate moiety of ATP exhibits only minor geometric changes with the geometry
varying only little between the two different basis sets used.
Figs. 13.7 and 13.8 show the corresponding overlaps of the Mg2+ coordination sphere. In
all three structures, an almost perfect octahedron is observed which is in accordance with
the Mg.MTPaq structure. Thus, the enzyme environment does not introduce changes in
the Mg2+ coordination pattern as compared to in aqueous environment.
The attacking water (H2O
a in Fig. 13.1) forms hydrogen bonds to the carbonyl oxygen of
Ser237 (distance d(Oa : OS237) = 2.81 A˚) and to Oγ2 of the γ-phosphate moiety of ATP
(d(Oa : Oγ2) = 3.06 A˚). The sidechains of both Ser181 and Ser236 also form hydrogen
bonds to Oγ2 with distances d(O
S181 : Oγ2) = 2.77 A˚ and d(O
S236 : Oγ2) = 2.86 A˚. The
helper water is hydrogen bonded to the sidechains of Ser181 (d(Oh : OS181) = 2.96 A˚)
and Ser236 (d(Oh : OS236) = 3.13 A˚). Altogether, this forms a hydrogen-bond network
around the γ-phosphate which favors multiple pathways for proton transfer and positions
the proton donors corresponding to the three paths for efficient transfer of a proton onto
Oγ2. These paths are described in the following sections and can best be understood by
watching the accompanying molecular movies.






Figure 13.3: eactant state as minimized on the QM[HF/3-21G(d)]/MM/NUCS poten-
tial energy surface. Only atoms treated quantum mechanically are explicitly shown,
i.e., the triphosphate moiety of ATP, Mg2+, the attacking (H2O
a), helper (H2O
h), and
Mg2+-coordinating water molecules, and the sidechains of Ser181, Thr186, Ser236, and
Ser237. The P-loop is drawn in orange, the switch-1 loop in purple, and the switch-
2 loop in green. The link atoms (shown as spheres with larger radius than usual
hydrogen atoms) are colored according to the loop to which the residue is attached.
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Figure 13.4: Visualization of Ser181 in the reactant state as minimized on the
QM[HF/3-21G(d)]/MM/NUCS potential energy surface. The link atom is shown
as a white sphere with larger radius than usual hydrogen atoms.
HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.092 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.522 1.522
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 131.553 130.958









α ) 1.632 1.633
a(CS181β : QQH










α ) 1.590 1.592
a(CT186β : QQH










α ) 1.629 1.630
a(CS236β : QQH










α ) 1.650 1.650
a(CS237β : QQH





γ ) 105.115 105.476
Table 13.1: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the reactant state.
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crystal HF/3-21G(d) HF/6-31G(d,p) Mg.MTPaq
a
d(Pγ : O
a) 4.266 3.353 3.556 -
d(Pγ : Oγ1) 1.516 1.498 1.497 1.51 - 1.55
d(Pγ : Oγ2) 1.514 1.515 1.503 1.51 - 1.55
d(Pγ : Oγ3) 1.528 1.513 1.516 1.51 - 1.55
d(Pγ : Oβγ) 1.634 1.653 1.676 1.70
d(Pβ : Oβγ) 1.635 1.598 1.599 1.62
d(Pβ : Oβ1) 1.526 1.481 1.485 1.51 - 1.55
d(Pβ : Oβ2) 1.541 1.499 1.495 1.51 - 1.55
a(Pγ : Oβγ : Pβ) 133.547 126.214 126.646 128.3
a(Oβγ : Pγ : Oγ1) 101.199 105.962 106.696 -
a(Oβγ : Pγ : Oγ2) 103.742 104.834 103.797 -
a(Oβγ : Pγ : Oγ3) 103.490 103.203 103.235 -
a(Oβγ : Pγ : O
a) 166.717 156.258 157.148 -
a(Oa : Pγ : Oγ1) 80.948 72.442 72.899 -
a(Oa : Pγ : Oγ2) 64.038 58.162 58.910 -
a(Oa : Pγ : Oγ3) 87.128 98.973 97.683 -
a(Pγ : Oγ1 : Oγ2 : Oγ3) 24.724 28.837 28.739 -
d(Oa : Ha2 ) 1.002 0.966 0.947 -
d(Ha2 : Oγ2) 3.456 1.949 2.141 -
d(Ha2 : O
h) 3.852 3.543 3.847 -
d(Oh : Hh2 ) 0.964 0.973 0.948 -
d(Hh2 : O
S181
γ ) 1.869 1.850 2.045 -
d(OS181γ : H
S181
γ ) 0.978 0.988 0.956 -
d(HS181γ : Oγ2) 3.279 1.652 1.810 -
d(Oa : Ha1 ) 0.959 0.968 0.948 -
d(Ha1 : O
S236
γ ) 3.375 2.564 2.894 -
d(OS236γ : H
S236
γ ) 0.977 0.987 0.956 -
d(HS236γ : Oγ2) 1.860 1.707 1.901 -
d(Mg : Oγ3) 1.738 1.965 1.968 2.15
d(Mg : Oβ2) 1.788 2.038 2.049 2.15
d(Mg : Ow1) 1.753 2.042 2.103 -
d(Mg : Ow2) 1.750 2.052 2.104 -
d(Mg : OT186γ1 ) 1.905 2.019 2.080 -
d(Mg : OS237γ ) 1.874 2.140 2.233 -
a(Oγ3 : Mg : Oβ2) 94.279 90.279 91.101 90.0
aGeometric data for Mg.MTP (methyl triphosphate) in aqueous solution as determined from Car-
Parrinello molecular dynamics (168).
Table 13.2: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region in
the reactant state.






















Figure 13.5: Visualization of the reactant state for the direct pathway (panel A), the
Ser181 pathway (panel B), and the Ser236 pathway (panel C). Both the minimized
structure (on the QM[HF/3-21G(d)]/MM/NUCS potential energy surface, in color)
and the starting structure for minimization (as derived from the crystal structure
(55), in gray) are shown. The link atoms are shown as spheres with larger radius
than usual hydrogen atoms.
























Figure 13.6: Visualization of the reactant state for the direct pathway (panel A), the
Ser181 pathway (panel B), and the Ser236 pathway (panel C). The minimized struc-
tures on the QM[HF/6-31G(d,p)]/MM/NUCS potential energy surface (in color) and
on the QM[HF/3-21G(d)]/MM/NUCS potential energy surface (in gray) are shown.
The link atoms are shown as spheres with larger radius than usual hydrogen atoms.




Figure 13.7: Visualization of the Mg2+ coordination sphere in the reactant state.
Both the minimized structure (on the QM[HF/3-21G(d)]/MM/NUCS potential en-
ergy surface, in color) and the starting structure for minimization (as derived from
the crystal structure (55), in gray) are shown. The link atoms are shown as spheres
with larger radius than usual hydrogen atoms.





Figure 13.8: Visualization of the Mg2+ coordination sphere in the reactant state. Both
the minimized structure on the QM[HF/6-31G(d,p)]/MM/NUCS potential energy
surface (in color) and on the QM[HF/3-21G(d)]/MM/NUCS potential energy surface
(in gray) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.
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13.1.2 Direct path
In the direct path, one of the protons from the attacking water (namely Ha2 ) is directly
transferred to the Oγ2-oxygen of the γ-phosphate moiety of ATP. Tables 13.3 and 13.4
show the geometries of the linking sites in the transition and product states as refined on
both the QM[HF/3-21G(d)]/MM/NUCS and QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surfaces. As in the reactant state, the angle m1:q0:q1 deviates from linearity and the
distances between MM and QM boundary atoms are larger than their respective distances
as parametrized in the CHARMM force field. Tables 13.5 and 13.6 summarize the distances
and angles that characterize the transition and product states for the direct path. The paths
as refined on the two potential energy surfaces are described below.
QM[HF/3-21G(d)]/MM/NUCS. Starting from the reactant structure (reaction coor-
dinate λ = 0.00) the first event in the direct path is the activation of the attacking water
by proton transfer of the Ha2 proton from the attacking water to Oγ2 of ATP, which is com-
pleted at λ = 0.38. Almost concertedly, Ser236 transfers its hydroxyl proton HS236γ onto
the attacking water. This proton transfer event is completed at λ = 0.41. At λ = 0.45 the
transition state is reached. As shown in Fig. 13.9 the transition-state structure of ATP is
close to its reactant-state structure. At λ = 0.67 a transient state with trigonal bipyrami-
dal geometry is reached that is characterized by an improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3)
of -1.4◦ and distances d(Pγ : O
a) = 1.82 A˚ and d(Pγ : Oβγ) = 1.91 A˚. In this state,
the HS236γ is backtransferred onto the sidechain of Ser236. Up to the transient state at
λ = 0.67 the angle a(Oγ3 : Mg : Oβ2) remains close to 90
◦ and the distance d(Mg : OS237γ )
remains smaller than 2.2 A˚. Upon decay of the trigonal bipyramidal transient state, the
angle a(Oγ3 : Mg : Oβ2) widens to its final value of 117.3
◦ and the distance d(Mg : OS237γ )
increases to 3.3 A˚ (Fig. 13.10). The increase of the Mg : OS237γ distance is due to both Mg
moving towards the ADP.Pi moieties and O
S237
γ moving away from its original position.
QM[HF/6-31G(d,p)]/MM/NUCS. Starting from the reactant structure (reaction co-
ordinate λ = 0.00) the first event in the direct path is the activation of the attacking water
by proton transfer of the Ha2 proton from the attacking water to Oγ2 of ATP, which is com-
pleted at λ = 0.29. The resulting HOa− hydroxide then attacks Pγ . At λ = 0.41 the tran-
sition state is reached. Unlike the transition state on the QM[HF/3-21G(d)]/MM/NUCS
surface, the transition state on the QM[HF/6-31G(d,p)]/MM/NUCS surface is almost trig-
onal bipyramidal (Fig. 13.11). A transient state with clear trigonal bipyramidal structure
as characterized by an improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3) of -0.04
◦ and distances
d(Pγ : O
a) = 1.81 A˚ (to the attacking oxygen) and d(Pγ : Oβγ) = 1.84 A˚ (to the leaving
oxygen) is reached at λ = 0.46 which decays to the product state (Fig. 13.12). In contrast
to the path on the QM[HF/3-21G(d)]/MM/NUCS surface, no spontaneous proton transfer
from the sidechain of Ser236 to the attacking water is observed. Up to the transition state
at λ = 0.41 the angle a(Oγ3 : Mg : Oβ2) remains close to 90
◦ and the distance d(Mg : OS237γ )
stays at 2.2 A˚. Upon decay of the transition state, the angle a(Oγ3 : Mg : Oβ2) widens
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to its final value of 125.1◦, pulling the Mg2+ between the β-phosphate and the leaving
γ-phosphate and provoking an increase of the distance d(Mg : OS237γ ) to 3.6 A˚. As in the
HF/3-21G(d)-refined path, this increase is due to Mg2+ and OS237γ moving in opposite di-
rections. This is very important, because it breaks the coordination bond between Mg2+
and the switch-1 loop in the product state (Fig. 13.12), thereby weakening one of the
strong interactions that maintain switch-1 closed over the nucleotide.
The reaction paths as refined on the two different potential energy surfaces share common
characteristics. As shown in Fig. 13.13 both paths proceed via a transient state in which
Pγ , Oγ1, Oγ2, and Oγ3 lie in a plane (as expected for both an associative and a dissociative
mechanism). However, on the QM[HF/3-21G(d)]/MM/NUCS surface the transition state
is much earlier than the trigonal bipyramidal state. Both paths exhibit linear dependence
of the distance d(Mg : OS237γ ) versus the angle a(Oγ3 : Mg : Oβ2) as shown in Fig. 13.14.
In addition, both paths follow the same route when plotting the distance d(Pγ : O
a) versus
the distance d(Pγ : Oβγ) (Fig. 13.15). This figure reveals that the distance between the Pγ
and the incoming oxygen is reduced prior to an increase of the distance between Pγ and the
βγ-bridge oxygen. This indicates that the direct path follows an associative mechanism.
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.091 1.096
d(C ′ATP5 : C
′ATP
4 ) 1.522 1.522
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 131.420 130.828









α ) 1.633 1.636
a(CS181β : QQH










α ) 1.591 1.593
a(CT186β : QQH










α ) 1.634 1.637
a(CS236β : QQH










α ) 1.648 1.650
a(CS237β : QQH





γ ) 105.033 105.464
Table 13.3: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the transition state (direct path).
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.090 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.521 1.521
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 133.109 131.807









α ) 1.630 1.629
a(CS181β : QQH










α ) 1.602 1.604
a(CT186β : QQH










α ) 1.641 1.637
a(CS236β : QQH










α ) 1.656 1.653
a(CS237β : QQH





γ ) 103.805 104.100
Table 13.4: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the product state (direct path).




d(Pγ : Oγ1) 1.490 1.491
d(Pγ : Oγ2) 1.568 1.604
d(Pγ : Oγ3) 1.501 1.505
d(Pγ : Oβγ) 1.636 1.728
d(Pβ : Oβγ) 1.606 1.580
d(Pβ : Oβ1) 1.479 1.488
d(Pβ : Oβ2) 1.498 1.499
a(Pγ : Oβγ : Pβ) 125.118 128.156
a(Oβγ : Pγ : Oγ1) 107.334 101.903
a(Oβγ : Pγ : Oγ2) 98.380 87.912
a(Oβγ : Pγ : Oγ3) 103.480 98.226
a(Oβγ : Pγ : O
a) 159.507 161.208
a(Oa : Pγ : Oγ1 88.218 90.456
a(Oa : Pγ : Oγ2 62.429 73.663
a(Oa : Pγ : Oγ3 80.253 87.556
a(Pγ : Oγ1 : Oγ2 : Oγ3) 24.457 11.893
d(Oa : Ha2 ) 1.682 1.658
d(Ha2 : Oγ2) 1.006 0.962
d(Ha2 : O
h) 2.202 3.453
d(Oh : Hh2 ) 0.965 0.946
d(Hh2 : O
S181
γ ) 2.016 2.130
d(OS181γ : H
S181
γ ) 0.975 0.947
d(HS181γ : Oγ2) 1.800 1.942
d(Oa : Ha1 ) 0.966 0.942
d(Ha1 : O
S236
γ ) 2.925 3.121
d(OS236γ : H
S236
γ ) 1.393 0.979
d(HS236γ : Oγ2) 2.745 2.908
d(Mg : Oγ3) 1.991 1.990
d(Mg : Oβ2) 2.048 2.042
d(Mg : Ow1) 2.025 2.091
d(Mg : Ow2) 2.048 2.103
d(Mg : OT186γ1 ) 2.026 2.089
d(Mg : OS237γ ) 2.122 2.239
a(Oγ3 : Mg : Oβ2) 88.309 90.676
Table 13.5: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region in
the transition state (direct path).




d(Pγ : Oγ1) 1.491 1.477
d(Pγ : Oγ2) 1.562 1.593
d(Pγ : Oγ3) 1.501 1.498
d(Pγ : Oβγ) 2.987 3.300
d(Pβ : Oβγ) 1.497 1.497
d(Pβ : Oβ1) 1.496 1.500
d(Pβ : Oβ2) 1.541 1.538
a(Pγ : Oβγ : Pβ) 127.030 124.769
a(Oβγ : Pγ : Oγ1) 86.773 83.422
a(Oβγ : Pγ : Oγ2) 73.213 69.797
a(Oβγ : Pγ : Oγ3) 71.474 71.216
a(Oβγ : Pγ : O
a) 163.381 163.095
a(Oa : Pγ : Oγ1 109.085 110.990
a(Oa : Pγ : Oγ2 94.932 95.519
a(Oa : Pγ : Oγ3 104.677 108.082
a(Pγ : Oγ1 : Oγ2 : Oγ3) -24.463 -28.386
d(Oa : Ha2 ) 2.362 2.340
d(Ha2 : Oγ2) 1.019 0.955
d(Ha2 : O
h) 1.531 2.053
d(Oh : Hh2 ) 0.977 0.950
d(Hh2 : O
S181
γ ) 1.852 2.033
d(OS181γ : H
S181
γ ) 0.977 0.949
d(HS181γ : Oγ2) 1.840 2.073
d(Oa : Ha1 ) 0.976 0.956
d(Ha1 : O
S236
γ ) 3.212 3.334
d(OS236γ : H
S236
γ ) 0.980 0.945
d(HS236γ : Oγ2) 2.699 2.386
d(Mg : Oγ3) 1.992 2.033
d(Mg : Oβ2) 1.884 1.906
d(Mg : Ow1) 1.965 2.027
d(Mg : Ow2) 2.062 2.119
d(Mg : OT186γ1 ) 2.097 2.201
d(Mg : OS237γ ) 3.271 3.583
a(Oγ3 : Mg : Oβ2) 117.279 125.173
Table 13.6: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region in
the product state (direct path).











Figure 13.9: Overlap of the transition state (in color) of the direct path and the
reactant state (in gray) as refined on the QM[HF/3-21G(d)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.













Figure 13.10: Overlap of the product state (in color) and the transition state (in gray)
of the direct path as refined on the QM[HF/3-21G(d)]/MM/NUCS potential energy
surface. Both the reaction site (panel A) and the Mg2+ coordination sphere (panel
B) are shown. The link atoms are shown as spheres with larger radius than usual
hydrogen atoms.










Figure 13.11: Overlap of the transition state (in color) of the direct path and the
reactant state (in gray) as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.











Figure 13.12: Overlap of the product state (in color) and the transition state (in gray)
of the direct path as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential energy
surface. Both the reaction site (panel A) and the Mg2+ coordination sphere (panel
B) are shown. The link atoms are shown as spheres with larger radius than usual
hydrogen atoms.
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Figure 13.13: Improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3) versus the reaction coordinate
λ for the direct pathway.
















Figure 13.14: Angle a(Oγ3 : Mg : Oβ2) versus the distance d(Mg : O
S237
γ ) for the
direct pathway.
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Figure 13.15: Distance between Pγ and the incoming oxygen d(Pγ : O
a) versus the
distance between Pγ and the β-γ-bridge oxygen d(Pγ : Oβγ) for the direct pathway.
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13.1.3 Ser181 path
In the Ser181 path, one of the protons from the attacking water (Ha2 ) is transferred to the
oxygen of the helper water (Oh) that in turn transfers one of its hydrogens (Hh2 ) to the
sidechain oxygen of Ser181 (OS181γ ). In a third proton transfer, the hydroxyl hydrogen of
Ser181 (HS181γ ) is transferred to the Oγ2-oxygen of the γ-phosphate moiety of ATP. Tables
13.7 and 13.8 show the geometries of the linking sites in the transition and product states as
refined on both the QM[HF/3-21G(d)]/MM/NUCS and QM[HF/6-31G(d,p)]/MM/NUCS
potential energy surfaces. As in the reactant state and the stationary points on the direct
path, the angle m1:q0:q1 deviates from linearity and the distances between MM and QM
boundary atoms are slightly larger than their respective values as parametrized in the
CHARMM force field. Tables 13.9 and 13.10 summarize the distances and angles that
characterize the transition and product states for the Ser181 path. The paths as refined
on the two potential energy surfaces are described below.
QM[HF/3-21G(d)]/MM/NUCS. In the beginning of the path up to λ = 0.29, the
attacking water reorients so as to be able to transfer its Ha2 proton onto the helper water.
This proton transfer event is completed at λ = 0.36. Concertedly, the two other proton
transfers, i.e., the transfer of the helper water Hh2 proton onto the sidechain of Ser181 and
the transfer of the HS181γ from the sidechain of Ser181 onto the Oγ2 oxygen of ATP, occur
between λ = 0.19 and λ = 0.36. An additional proton transfer occurs between λ = 0.34
and λ = 0.46, where the HS236γ proton is transferred from the sidechain of Ser236 onto the
attacking water in a fashion similar to the analogous proton transfer event observed in the
direct pathway on the QM[HF/3-21G(d)]/MM/NUCS surface.
At λ = 0.46 the transition state is reached. As shown in Fig. 13.16 the transition-state
structure of ATP is close to its reactant-state structure. This situation is identical to that
observed for the direct pathway on the QM[HF/3-21G(d)]/MM/NUCS surface.
Between λ = 0.59 and λ = 0.83 the Ha2 proton is transiently transferred from the helper
water to the sidechain of Ser236, the Hh2 proton is backtransferred from the sidechain of
Ser181 onto the helper water, and the HS181γ proton is backtransferred from the Oγ2 oxygen
of ATP onto the sidechain of Ser181. Subsequently, the HS236γ is backtransferred from the
attacking water onto the sidechain of Ser236 between λ = 0.83 and λ = 0.92. Thus, at
λ = 0.90 (λ = 0.92), the sidechain of Ser236 is doubly protonated with O:H bond distances
of 1.14 (1.09) and 1.09 (1.19) A˚.
The final proton transfers occur at the end of the path between λ = 0.90 and λ = 1.0.
In this path region, the Ha2 proton is backtransferred from the sidechain of Ser236 onto
the helper water, the Hh2 proton is transferred from the helper water onto the sidechain
of Ser181, and the HS181γ proton is transferred from the sidechain of Ser181 onto the Oγ2
oxygen of ATP.
At λ = 0.83 a transient state with distorted trigonal bipyramidal geometry is reached
that is characterized by an improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3) of -6.2
◦ and distances
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d(Pγ : O
a) = 1.86 A˚ and d(Pγ : Oβγ) = 2.3 A˚. Up to λ = 0.52 the angle a(Oγ3 : Mg : Oβ2)
remains between 90◦ and 93◦ and the distance d(Mg : OS237γ ) stays at 2.1 A˚. Between
λ = 0.59 and λ = 1.0 the angle a(Oγ3 : Mg : Oβ2) widens to its final value of 123.5
◦ and
the distance d(Mg : OS237γ ) increases to 3.3 A˚ (Fig. 13.17). As is the case in the direct
path, the increase of the Mg : OS237γ distance is due to the motions of both Mg
2+ and
OS237γ .
QM[HF/6-31G(d,p)]/MM/NUCS. In the beginning of the path up to λ = 0.21, the
attacking water reorients so as to be able to transfer its Ha2 proton onto the helper water.
In the same path segment (λ = 0.10 – λ = 0.21), Ser181 transfers its HS181γ proton onto
the the Oγ2 oxygen of ATP between λ = 0.10 and λ = 0.21. Directly after the H
S181
γ
proton has been transferred it points towards the sidechain of Ser181, as expected. The
second proton transfer event, in which the helper water transfers its Hh2 onto the sidechain
of Ser181, occurs between λ = 0.21 and λ = 0.25. This proton remains oriented towards
the oxygen, Oh, from which it originates, throughout the rest of the path. A third proton
transfer occurs between λ = 0.37 and λ = 0.46. In this path segment the attacking water




γ group rotates such that the proton points towards the attacking
water oxygen at λ = 0.39 and then towards the helper water oxygen, Oh, at λ = 0.60. Up
to λ ≈ 0.70, Ha2 keeps its orientation towards Oa, whereas the helper water reorients in the
final part of the path such that in the product state Ha2 mediates a hydrogen bond between
the helper water and the sidechain of Ser236. Between λ = 0.66 and λ = 1.0 the Oγ2H
S181
γ
group rotates back in an almost 180◦ rotation, so that in the product state it mediates a
hydrogen bond between Oγ2 of the Pi moiety and Oβγ of the ADP (See Fig. 13.19B). This
hydrogen bond to the anionic ADP is more favorable than the hydrogen bond made by
Pi in the product states of the direct path or of the Ser236 path (to the helper water, see
Fig.13.12B and 13.26B). This is the reason why the product of the Ser181 path is lower in
energy (Fig. 13.2).
The transition state at λ = 0.60 exhibits near trigonal bipyramidal geometry (Fig. 13.18).
At λ = 0.66 the trigonal bipyramidal geometry is reached (improper dihedral angle a(Pγ :
Oγ1 : Oγ2 : Oγ3) of zero with distances to the incoming and leaving oxygens of d(Pγ : O
a)
= 1.92 A˚ and d(Pγ : Oβγ) = 1.88 A˚. As observed in the direct path, up to the transition
state at λ = 0.60, the angle a(Oγ3 : Mg : Oβ2) remains below 93
◦ and the distance
d(Mg : OS237γ ) stays around 2.2 A˚. During decay to the product (after λ = 0.66) the angle
a(Oγ3 : Mg : Oβ2) widens (final value 120
◦) and the distance d(Mg : OS237γ ) increases to 3.4
A˚ (Fig. 13.19), due to the simultaneous motion of Mg2+ and OS237γ . As in the direct path,
this increase of the d(Mg : OS237γ ) distance has the effect of weakening the link between
the Switch-1 loop and the Mg2+-coordination sphere.
In contrast to the Ser181 path as refined on the QM[HF/3-21G(d)]/MM/NUCS surface, the
three proton transfer event are stepwise in the QM[HF/6-31G(d,p)]/MM/NUCS-optimized
path. Additional qualitative differences between the paths refined on the two surfaces
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are that in the QM[HF/6-31G(d,p)]/MM/NUCS-optimized path Ser236 is not involved in
proton transfers (as is the case for the QM[HF/3-21G(d)]/MM/NUCS-optimized path) and
that no transient reversal of the proton transfers is observed in the QM[HF/6-31G(d,p)]/
MM/NUCS-optimized path. As in the HF/6-31G(d,p)-optimized direct path, the attacking
water ist activated before the resulting OaH− nucleophile attacks the γ-phosphate moiety
of ATP, thus forming the rate-limiting transition state. The activation relay involving the
helper water and Ser181 was described here as being sequential, as is indeed found in the
CPR-optimized path. However, this implies that intermediate states separated by barriers
corresponding to each proton transfer event should have been located as minima on the
potential energy surface, which is not the case. Proton transfers here occur from a neutral
species to an anionic species, thereby leading to an effective transport of a hydroxide anion
through the myosin active site. The mechanism of this transport may be similar to the
transport of hydrated hydroxide in bulk water that has been shown to be sequential via
energy barriers of approximately 3 kcal/mol (396). Those small barriers may be unresolved
in the present energy profile and therefore invisible.
As was the case for the direct paths, the Ser181 paths as refined on the two different
potential energy surfaces share common characteristics. As shown in Fig. 13.20 both paths
proceed via a transient state in which Pγ, Oγ1, Oγ2, and Oγ3 lie in a plane. As in the
direct paths, the transition state is earlier on the QM[HF/3-21G(d)]/MM/NUCS surface
than on the the QM[HF/6-31G(d,p)]/MM/NUCS surface which in turn in earlier than the
trigonal bipyramidal state. In both paths the distance d(Mg : OS237γ ) depends on the
angle a(Oγ3 : Mg : Oβ2) as shown in Fig. 13.21. The dependence is, however, not as
clearly linear as was the case in the direct paths. As in the direct paths, both Ser181
paths follow the same associative route when plotting the distance d(Pγ : O
a) versus the
distance d(Pγ : Oβγ) (Fig. 13.22). Remarkably, the transition state of the Ser181 path
on the QM[HF/6-31G(d,p)]/MM/NUCS surface is characterized by the identical distances
as found at the transition state of the direct path on the same potential energy surface
(compare Figs. 13.22 and 13.15 and Tables 13.9 and 13.5), namely d(Pγ : O
a) = 2.18 A˚
and d(Pγ : Oβγ) = 1.73 A˚.
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.092 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.521 1.522
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 132.218 131.385









α ) 1.633 1.633
a(CS181β : QQH










α ) 1.593 1.594
a(CT186β : QQH










α ) 1.633 1.634
a(CS236β : QQH










α ) 1.648 1.649
a(CS237β : QQH





γ ) 105.229 105.000
Table 13.7: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the transition state (Ser181 path).
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.090 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.521 1.520
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 133.325 131.427









α ) 1.631 1.635
a(CS181β : QQH










α ) 1.604 1.602
a(CT186β : QQH










α ) 1.648 1.636
a(CS236β : QQH










α ) 1.658 1.655
a(CS237β : QQH





γ ) 104.409 104.402
Table 13.8: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the product state (Ser181 path).




d(Pγ : Oγ1) 1.493 1.492
d(Pγ : Oγ2) 1.531 1.592
d(Pγ : Oγ3) 1.502 1.509
d(Pγ : Oβγ) 1.654 1.731
d(Pβ : Oβγ) 1.577 1.569
d(Pβ : Oβ1) 1.482 1.488
d(Pβ : Oβ2) 1.500 1.501
a(Pγ : Oβγ : Pβ) 131.453 130.480
a(Oβγ : Pγ : Oγ1) 104.617 101.180
a(Oβγ : Pγ : Oγ2) 96.511 85.784
a(Oβγ : Pγ : Oγ3) 103.471 98.569
a(Oβγ : Pγ : O
a) 166.505 163.236
a(Oa : Pγ : Oγ1 81.479 88.954
a(Oa : Pγ : Oγ2 70.139 77.530
a(Oa : Pγ : Oγ3 84.071 88.046
a(Pγ : Oγ1 : Oγ2 : Oγ3) 23.711 10.527
d(Oa : Ha2 ) 2.133 1.892
d(Ha2 : Oγ2) 3.215 2.875
d(Ha2 : O
h) 0.982 0.959
d(Oh : Hh2 ) 1.501 1.916
d(Hh2 : O
S181
γ ) 1.012 0.950
d(OS181γ : H
S181
γ ) 1.457 2.894
d(HS181γ : Oγ2) 1.021 0.943
d(Oa : Ha1 ) 0.971 0.944
d(Ha1 : O
S236
γ ) 2.863 3.077
d(OS236γ : H
S236
γ ) 1.432 0.976
d(HS236γ : Oγ2) 2.851 3.024
d(Mg : Oγ3) 1.972 1.995
d(Mg : Oβ2) 2.036 2.029
d(Mg : Ow1) 2.035 2.092
d(Mg : Ow2) 2.060 2.106
d(Mg : OT186γ1 ) 2.035 2.099
d(Mg : OS237γ ) 2.110 2.230
a(Oγ3 : Mg : Oβ2) 92.576 93.254
Table 13.9: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region in
the transition state (Ser181 path).




d(Pγ : Oγ1) 1.493 1.481
d(Pγ : Oγ2) 1.541 1.575
d(Pγ : Oγ3) 1.503 1.508
d(Pγ : Oβγ) 2.863 3.244
d(Pβ : Oβγ) 1.495 1.506
d(Pβ : Oβ1) 1.497 1.497
d(Pβ : Oβ2) 1.539 1.530
a(Pγ : Oβγ : Pβ) 131.984 116.727
a(Oβγ : Pγ : Oγ1) 82.120 86.755
a(Oβγ : Pγ : Oγ2) 71.899 53.002
a(Oβγ : Pγ : Oγ3) 77.954 82.213
a(Oβγ : Pγ : O
a) 167.667 151.273
a(Oa : Pγ : Oγ1 107.359 111.083
a(Oa : Pγ : Oγ2 96.277 98.435
a(Oa : Pγ : Oγ3 104.100 108.654
a(Pγ : Oγ1 : Oγ2 : Oγ3) -25.444 -30.627
d(Oa : Ha2 ) 3.056 3.805
d(Ha2 : Oγ2) 3.338 3.585
d(Ha2 : O
h) 0.993 0.949
d(Oh : Hh2 ) 1.577 1.975
d(Hh2 : O
S181
γ ) 0.999 0.946
d(OS181γ : H
S181
γ ) 1.522 3.299
d(HS181γ : Oγ2) 1.007 0.976
d(Oa : Ha1 ) 0.975 0.956
d(Ha1 : O
S236
γ ) 3.159 3.173
d(OS236γ : H
S236
γ ) 0.988 0.951
d(HS236γ : Oγ2) 2.442 2.104
d(Mg : Oγ3) 1.952 1.990
d(Mg : Oβ2) 1.890 1.908
d(Mg : Ow1) 1.983 2.050
d(Mg : Ow2) 2.076 2.120
d(Mg : OT186γ1 ) 2.075 2.127
d(Mg : OS237γ ) 3.322 3.447
a(Oγ3 : Mg : Oβ2) 123.469 119.764
Table 13.10: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region
in the product state (Ser181 path).















Figure 13.16: Overlap of the transition state (in color) of the Ser181 path and the
reactant state (in gray) as refined on the QM[HF/3-21G(d)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.

















Figure 13.17: Overlap of the product state (in color) and the transition state (in gray)
of the Ser181 path as refined on the QM[HF/3-21G(d)]/MM/NUCS potential energy
surface. Both the reaction site (panel A) and the Mg2+ coordination sphere (panel
B) are shown. The link atoms are shown as spheres with larger radius than usual
hydrogen atoms.














Figure 13.18: Overlap of the transition state (in color) of the Ser181 path and the
reactant state (in gray) as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.















Figure 13.19: Overlap of the product state (in color) and the transition state (in
gray) of the Ser181 path as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.
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Figure 13.20: Improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3) versus the reaction coordinate
λ for the Ser181 pathway.
















Figure 13.21: Angle a(Oγ3 : Mg : Oβ2) versus the distance d(Mg : O
S237
γ ) for the
Ser181 pathway.
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Figure 13.22: Distance between Pγ and the incoming oxygen d(Pγ : O
a) versus the
distance between Pγ and the β-γ-bridge oxygen d(Pγ : Oβγ) for the Ser181 pathway.
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13.1.4 Ser236 path
In the Ser236 path, one of the protons from the attacking water (namely Ha1 ) is trans-
ferred to the sidechain-oxygen of Ser236 (OS236γ ). The Ser236 hydroxyl hydrogen H
S236
γ
is transferred to the Oγ2-oxygen from the γ-phosphate moiety of ATP. Tables 13.11 and
13.12 show the geometries of the linking sites in the transition and product states as refined
on both the QM[HF/3-21G(d)]/MM/NUCS and QM[HF/6-31G(d,p)]/MM/NUCS poten-
tial energy surfaces. As in the reactant state and the stationary points on the direct and
Ser181 paths, the angle m1:q0:q1 deviates from linearity and the distances between MM
and QM boundary atoms are larger than their respective distances as parametrized in the
CHARMM force field. Tables 13.13 and 13.14 summarize the distances and angles that
characterize the transition and product states for the Ser236 path. The paths as refined
on the two potential energy surfaces are described below.
QM[HF/3-21G(d)]/MM/NUCS. Between λ = 0.30 and λ = 0.52 the HS236γ proton is
transferred from the sidechain of Ser236 onto the Oγ2 oxygen of ATP. At λ = 0.62 the tran-
sition state is reached. As shown in Fig. 13.23 the transition-state structure of ATP is close
to its reactant-state structure as was also the case for the direct and Ser181 pathways on the
QM[HF/3-21G(d)]/MM/NUCS surface. In the transition state, the attacking water carries
both its protons. Thus, all three paths show an attacking water molecule in the transition
state on the QM[HF/3-21G(d)]/MM/NUCS surface rather than an attacking negatively
charged hydroxide ion. Between λ = 0.62 and λ = 0.83 the Ha2 proton is transferred from
the attacking water onto the sidechain of Ser236. Thus, the two proton transfers occur
stepwise in the Ser236 pathway on the QM[HF/3-21G(d)]/MM/NUCS surface unlike in
the Ser181 pathway where several proton transfer events are concerted.
Only very close to the end of the path (at λ = 0.83) a transient state with trigonal
bipyramidal geometry is reached that is characterized by an improper angle a(Pγ : Oγ1 :
Oγ2 : Oγ3) of -2.2
◦ and distances d(Pγ : O
a) = 1.76 A˚ and d(Pγ : Oβγ) = 1.93 A˚. Up
to this transient state the angle a(Oγ3 : Mg : Oβ2) remains close to 90
◦ and the distance
d(Mg : OS237γ ) remains smaller than 2.2 A˚. Upon decay of the trigonal bipyramidal transient
state, the angle a(Oγ3 : Mg : Oβ2) widens to its final value of 105.7
◦ and the distance
d(Mg : OS237γ ) increases to 2.5 A˚ (Fig. 13.24), with the increase of the Mg : O
S237
γ distance
resulting from the motions of both Mg and OS237γ , as was the case for the direct and Ser181
paths.
QM[HF/6-31G(d,p)]/MM/NUCS. The first event in the Ser236 path, between λ =
0.00 and λ = 0.34, is the proton transfer of the HS236γ proton from the sidechain of Ser236
onto the Oγ2 oxygen of ATP. Simultaneously, the attacking water reorients into a position
optimal for proton transfer of its Ha1 proton onto the sidechain of Ser236. This second
proton transfer occurs between λ = 0.39 and λ = 0.55, where the transition state is reached.
Thus, on the QM[HF/6-31G(d,p)]/MM/NUCS surface, the second proton transfer occurs
prior to transition state formation, unlike in the Ser236 path as refined on the QM[HF/3-
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21G(d,)]/MM/NUCS surface, where the attacking water still has both its protons bound
in the transition state.
Unlike the transition state on the QM[HF/3-21G(d)]/MM/NUCS surface, the transition
state on the QM[HF/6-31G(d,p)]/MM/NUCS surface is almost trigonal bipyramidal (Fig.
13.25). The trigonal bipyramidal structure between λ = 0.61 and λ = 0.70 has an improper
angle a(Pγ : Oγ1 : Oγ2 : Oγ3) going from 5.9
◦ to -5.4◦, while the distances to the attacking
oxygen d(Pγ : O
a) decreases from 2.0 to 1.8 A˚ and the distance to the leaving oxygen
d(Pγ : Oβγ) increases from 1.8 to 2.1 A˚, respectively. As was the case for the direct
and Ser181 paths, the angle a(Oγ3 : Mg : Oβ2) remains close to 90
◦ and the distance
d(Mg : OS237γ ) stays at 2.2 A˚ up to the transition state at λ = 0.55. Upon decay of the
transition state, the angle a(Oγ3 : Mg : Oβ2) widens to its final value of 122.1
◦ and the
distance d(Mg : OS237γ ) increases to 3.5 A˚ (Fig. 13.26), again breaking the link between
switch-1 and the Mg2+.
The Ser236 reaction paths as refined on the two different potential energy surfaces share
common characteristics, as was the case for the Ser181 paths and the direct paths. As shown
in Fig. 13.27 both paths proceed via a transient state in which Pγ, Oγ1, Oγ2, and Oγ3 lie in
a plane (as expected for both an associative and a dissociative mechanism). However, on
both potential energy surfaces the transition state is earlier than the trigonal bipyramidal
state, although already on the path segment corresponding to the configurational flip at the
γ-phosphorus. Both paths exhibit linear dependence of the distance d(Mg : OS237γ ) versus
the angle a(Oγ3 : Mg : Oβ2) as shown in Fig. 13.28. This was also the case for the direct
path with the slope found for the Ser236 path on the QM[HF/6-31G(d,p)]/MM/NUCS
surface being identical to the slopes found for the direct path on both energy surfaces. In
addition, both Ser236 paths follow the same route when plotting the distance d(Pγ : O
a)
versus the distance d(Pγ : Oβγ) (Fig. 13.29). This route is identical to the route followed
by the direct and Ser181 paths, i.e., indicative of an associative mechanism. Remarkably,
the transition state of the Ser236 path on the QM[HF/6-31G(d,p)]/MM/NUCS surface is
characterized by the identical distances as found at the transition states of the direct and
Ser181 paths on the same potential energy surface (compare Figs. 13.29, 13.22 and 13.15;
and Tables 13.13, 13.9 and 13.5), namely d(Pγ : O
a) = 2.18 A˚ and d(Pγ : Oβγ) = 1.73 A˚.
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.092 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.522 1.522
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 131.070 131.141









α ) 1.632 1.637
a(CS181β : QQH










α ) 1.590 1.592
a(CT186β : QQH










α ) 1.633 1.638
a(CS236β : QQH










α ) 1.650 1.650
a(CS237β : QQH





γ ) 104.919 105.441
Table 13.11: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the transition state (Ser236 path).
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HF/3-21G(d) HF/6-31G(d,p)
d(C ′ATP5 : QQH
ATP ) 1.090 1.095
d(C ′ATP5 : C
′ATP
4 ) 1.523 1.521
a(C ′ATP5 : QQH
ATP : C ′ATP4 ) 133.650 131.842









α ) 1.630 1.628
a(CS181β : QQH










α ) 1.595 1.602
a(CT186β : QQH










α ) 1.639 1.638
a(CS236β : QQH










α ) 1.655 1.650
a(CS237β : QQH





γ ) 103.197 103.058
Table 13.12: Distances d (in A˚) and angles a (in ◦) characteristic of the QM/MM
linking sites in the product state (Ser236 path).




d(Pγ : Oγ1) 1.487 1.491
d(Pγ : Oγ2) 1.576 1.604
d(Pγ : Oγ3) 1.500 1.506
d(Pγ : Oβγ) 1.644 1.729
d(Pβ : Oβγ) 1.604 1.580
d(Pβ : Oβ1) 1.481 1.488
d(Pβ : Oβ2) 1.500 1.499
a(Pγ : Oβγ : Pβ) 125.350 128.184
a(Oβγ : Pγ : Oγ1) 105.999 101.831
a(Oβγ : Pγ : Oγ2) 96.557 87.968
a(Oβγ : Pγ : Oγ3) 102.945 98.177
a(Oβγ : Pγ : O
a) 166.703 161.238
a(Oa : Pγ : Oγ1 83.093 90.540
a(Oa : Pγ : Oγ2 70.436 73.654
a(Oa : Pγ : Oγ3 80.615 87.541
a(Pγ : Oγ1 : Oγ2 : Oγ3) 23.042 11.854
d(Oa : Ha2 ) 0.970 0.942
d(Ha2 : Oγ2) 3.556 3.159
d(Ha2 : O
h) 4.275 4.701
d(Oh : Hh2 ) 0.965 0.947
d(Hh2 : O
S181
γ ) 2.040 2.127
d(OS181γ : H
S181
γ ) 0.973 0.947
d(HS181γ : Oγ2) 1.839 1.940
d(Oa : Ha1 ) 1.025 1.644
d(Ha1 : O
S236
γ ) 1.470 0.978
d(OS236γ : H
S236
γ ) 2.236 2.828
d(HS236γ : Oγ2) 0.982 0.963
d(Mg : Oγ3) 1.979 1.987
d(Mg : Oβ2) 2.038 2.042
d(Mg : Ow1) 2.026 2.093
d(Mg : Ow2) 2.052 2.102
d(Mg : OT186γ1 ) 2.024 2.088
d(Mg : OS237γ ) 2.134 2.238
a(Oγ3 : Mg : Oβ2) 88.901 90.710
Table 13.13: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region
in the transition state (Ser236 path).




d(Pγ : Oγ1) 1.490 1.479
d(Pγ : Oγ2) 1.569 1.591
d(Pγ : Oγ3) 1.499 1.497
d(Pγ : Oβγ) 2.846 3.279
d(Pβ : Oβγ) 1.497 1.495
d(Pβ : Oβ1) 1.497 1.501
d(Pβ : Oβ2) 1.538 1.536
a(Pγ : Oβγ : Pβ) 124.232 124.183
a(Oβγ : Pγ : Oγ1) 86.776 84.511
a(Oβγ : Pγ : Oγ2) 74.047 69.319
a(Oβγ : Pγ : Oγ3) 73.578 71.429
a(Oβγ : Pγ : O
a) 164.208 162.004
a(Oa : Pγ : Oγ1 107.730 110.867
a(Oa : Pγ : Oγ2 93.643 95.102
a(Oa : Pγ : Oγ3 104.151 107.886
a(Pγ : Oγ1 : Oγ2 : Oγ3) -22.521 -27.901
d(Oa : Ha2 ) 0.975 0.955
d(Ha2 : Oγ2) 3.286 3.260
d(Ha2 : O
h) 4.120 4.537
d(Oh : Hh2 ) 0.975 0.949
d(Hh2 : O
S181
γ ) 1.849 2.045
d(OS181γ : H
S181
γ ) 0.978 0.949
d(HS181γ : Oγ2) 1.822 2.069
d(Oa : Ha1 ) 1.722 2.068
d(Ha1 : O
S236
γ ) 0.983 0.946
d(OS236γ : H
S236
γ ) 2.822 2.960
d(HS236γ : Oγ2) 1.013 0.955
d(Mg : Oγ3) 2.001 2.038
d(Mg : Oβ2) 1.925 1.912
d(Mg : Ow1) 1.981 2.027
d(Mg : Ow2) 2.066 2.112
d(Mg : OT186γ1 ) 2.096 2.182
d(Mg : OS237γ ) 2.503 3.502
a(Oγ3 : Mg : Oβ2) 105.666 122.112
Table 13.14: Distances d (in A˚) and angles a (in ◦) characteristic of the QM region
in the product state (Ser236 path).











Figure 13.23: Overlap of the transition state (in color) of the Ser236 path and the
reactant state (in gray) as refined on the QM[HF/3-21G(d)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.













Figure 13.24: Overlap of the product state (in color) and the transition state (in gray)
of the Ser236 path as refined on the QM[HF/3-21G(d)]/MM/NUCS potential energy
surface. Both the reaction site (panel A) and the Mg2+ coordination sphere (panel
B) are shown. The link atoms are shown as spheres with larger radius than usual
hydrogen atoms.












Figure 13.25: Overlap of the transition state (in color) of the Ser236 path and the
reactant state (in gray) as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.














Figure 13.26: Overlap of the product state (in color) and the transition state (in
gray) of the Ser236 path as refined on the QM[HF/6-31G(d,p)]/MM/NUCS potential
energy surface. Both the reaction site (panel A) and the Mg2+ coordination sphere
(panel B) are shown. The link atoms are shown as spheres with larger radius than
usual hydrogen atoms.
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Figure 13.27: Improper angle a(Pγ : Oγ1 : Oγ2 : Oγ3) versus the reaction coordinate
















Figure 13.28: Angle a(Oγ3 : Mg : Oβ2) versus the distance d(Mg : O
S237
γ ) for the
Ser236 pathway.
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Figure 13.29: Distance between Pγ and the incoming oxygen d(Pγ : O
a) versus the
distance between Pγ and the β-γ-bridge oxygen d(Pγ : Oβγ) for the Ser236 pathway.
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13.2 Energy profiles along the reaction paths
The path refinements have been made with Hartree-Fock calculations, thus no electron
correlation effects were considered during reactant and product geometry optimizations and
during path refinements. In addition, the basis sets used did not include diffuse function. It
is therefore likely that the energetics along the paths is only approximately captured at this
level of theory. To estimate the error in energies, single point energy calls were performed
along the reaction coordinates of the three paths using density functional theory with the
B3LYP exchange-correlation functional (265; 266; 267) and a 6-31+G(d,p) basis set. The
numerical values of the reaction barrier heights and reaction energies for the three paths
are collected in Table 13.15.
direct Ser181 Ser236
barrier heights
HF/3-21G(d)//HF3-21G(d) 26.07 29.03 28.05
B3LYP/6-31+G(d,p)//HF/3-21G(d) 31.10 31.41 31.34
HF/6-31G(d,p)//HF/6-31G(d,p) 50.90 45.60 51.02
B3LYP/6-31+G(d,p)//HF/6-31G(d,p) 41.08 38.04 41.28
reaction energies
HF/3-21G(d)//HF3-21G(d) 17.09 6.86 20.73
B3LYP/6-31+G(d,p)//HF/3-21G(d) 20.90 11.20 25.86
HF/6-31G(d,p)//HF/6-31G(d,p) 25.88 9.52 27.92
B3LYP/6-31+G(d,p)//HF/6-31G(d,p) 27.64 10.82 29.70
Table 13.15: Barrier heights and reaction energies in kcal/mol for the direct path, the
Ser181 path, and the Ser236 path.
Remarkably, the barrier heights of the three paths as calculated on the identical energy
surface are very close to each other, independent of the energy surface used. Thus, the three
paths are isoenergetic and are therefore equally likely to be populated. However, the QM
method greatly influences the barrier height. The highest energy barriers of 45.6 (Ser181
path) to 51.0 kcal/mol (Ser236 path) are found on the HF/6-31G(d,p)//HF/6-31G(d,p)
surface, followed by 38.0 (Ser181 path) to 41.3 kcal/mol (Ser236 path) on the B3LYP/6-
31+G(d,p)//HF/6-31G(d,p) and 31.1 (direct path) to 31.4 kcal/mol (Ser181 path) on the
B3LYP/6-31+G(d,p)//HF/3-21G(d) surface. The lowest barrier heights of 26.1 (direct
path) to 29.0 kcal/mol (Ser181 path) are found on the HF/3-21G(d)//HF/3-21G(d) surface.
Thus, the barrier height varies by ∼25 kcal/mol depending on the calculation method
chosen. Given the low accuracy of the quantum methods chosen, this is not surprising.
However, it indicates strongly that higher-level quantum methods are required to obtain
reliable energies. Compared to the experimental barrier of 14.5 kcal/mol (see Section 4.5)
all calculated energy barriers are too high.
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The complete energy profiles as obtained on the four different energy surfaces are shown in
Figs. 13.30, 13.31, and 13.32 for the direct, the Ser181, and the Ser236 pathways, respec-
tively. In all three paths, the shapes of the energy profiles on the HF/3-21G(d)//HF/3-
21G(d) and B3LYP/6-31+G(d,p)//HF/3-21G(d) differ significantly, with the B3LYP/6-
31+G(d,p)// HF/3-21G(d) energies being higher than the HF/3-21G(d)//HF/3-21G(d)
throughout the whole paths. In particular, the saddle points on the HF/3-21G(d)//HF/3-
21G(d) surface are no longer the highest-energy points on the B3LYP/6-31+G(d,p)//HF/3-
21G(d) surface. In addition, for the Ser181 path a single energy maximum is found on
the HF/3-21G(d)//HF/3-21G(d) surface, whereas two energy maxima are found on the
B3LYP/6-31+G(d,p)//HF/3-21G(d) surface. This indicates that the QM[HF/3-21G(d)]/
MM/NUCS geometries are different from geometries as would be found when using more
reliable higher-level methods. Thus, the HF/3-21G(d) method is not sufficiently accurate
to describe the geometries along the ATP hydrolysis reaction pathway in myosin.
This situation is different when comparing the shapes of the HF/6-31G(d,p)//HF/6-31G(d,p)
and B3LYP/6-31+G(d,p)//HF/6-31G(d) energy profiles. Here, the B3LYP/6-31+G(d,p)//
HF/6-31G(d) energies are in general smaller than the HF/6-31G(d,p)//HF/6-31G(d,p) en-
ergies. The shapes of the paths are reasonably conserved. In addition, on the B3LYP/6-
31+G(d,p)//HF/6-31G(d) surface, the energy of the saddle point deviates by no more than
5 kcal/mol from the highest-energy point. Thus, the saddle points remain the highest-
energy points within the error of the method. This indicates that the HF/6-31G(d,p)-
refined geometries are more reliable than the HF/3-21G(d) geometries.


















Figure 13.30: Total energies in kcal/mol along the reaction coordinate for the direct
pathway. The transition states are indicated by squares.
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Figure 13.31: Total energies in kcal/mol along the reaction coordinate for the Ser181
pathway. The transition states are indicated by squares.


















Figure 13.32: Total energies in kcal/mol along the reaction coordinate for the Ser236
pathway. The transition states are indicated by squares.
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13.3 Energy decomposition along the reaction paths
Further insight into the energetics along the reaction paths is gained by dissecting the total
energies as discussed in Section 13.2 into their contributing terms. These are the bonded
energy terms, the van der Waals energy terms, the MM electrostatic interaction terms, the
constraint energy terms, and the quantum energy terms. The QM energy includes both the
quantum mechanical energy of the QM atoms and the QM/MM electrostatic interactions.
Figs. 13.33, 13.34, and 13.35 show the resulting dissections for the three paths as refined on
the QM[HF/3-21G(d)]/MM/NUCS energy surface. The corresponding plots for the paths
as refined on the QM[HF/6-31(d,p)]/MM/NUCS energy surface are shown in Figs. 13.36,
13.37, and 13.38.
In all cases, the shape of the total energy profile is dominated by the shape of the QM
energy profile. This energy term also reflects the insufficient accuracy of the QM[HF/3-
21G(d)]/MM/NUCS potential energy surface in that the highest-energy points on the
HF/3-21G(d)//HF/3-21G(d) and the B3LYP/6-31+G(d,p)//HF/3-21G(d) surfaces do not
coincide. In contrast, the shapes of the QM energy profiles on the HF/6-31G(d,p)//HF/6-
31G(d,p) and B3LYP/6-31+G(d,p)//HF/6-31G(d,p) surfaces are conserved, thus confirm-
ing the finding that the QM[HF/6-31G(d,p)]/MM/NUCS-optimized geometries are likely
to be reliable.
The total energy of the transition states is clearly dominated by the QM energy in all cases.
For the paths as refined on the QM[HF/3-21G(d)]/MM/NUCS surface, none of the bonded,
van der Waals, MM electrostatics, and constraint terms contributes more than 3 kcal/mol
(absolute energies) to the total energies of the transition states, as compared to 22 to 31
kcal/mol that are contributed by the QM energies. Thus, the MM energy terms constitute
only minor contributions to the energies of the transition states in this case. For the paths
as refined on the QM[HF/6-31G(d,p)]/MM/NUCS surface, the QM energies contribute 32
to 43 kcal/mol to the total energies of the transition states. Here, for the direct and Ser236
paths the largest contributions of the MM energy terms comes from the MM electrostatics
that contributes 5.6 to 6.1 kcal/mol to the total energies of the transition states. For the
Ser181 path, the largest MM contribution to the transition state energy comes from the
van der Waals term, which contributes 3.3 kcal/mol.
However, at the product states the total energies are sums of terms of comparable mag-
nitude. For the direct path, the QM energies are favorable on the HF/3-21G(d)//HF/3-
21G(d) (-4.3 kcal/mol) and B3LYP/6-31+G(d,p)//HF/3-21G(d) surfaces (-0.5 kcal/mol),
whereas they become slightly unfavorable on the HF/6-31G(d,p)//HF/6-31G(d,p) (0.3
kcal/mol) and B3LYP/6-31+G(d,p)//HF/6-31G(d) surfaces (2.0 kcal/mol). The largest
contributions come from the MM electrostatics and van der Waals terms that are unfavor-
able by 9.3 and 7.2 kcal/mol (13.9 and 8.1 kcal/mol) for the QM[HF/3-21G(d)]/MM/NUCS-
optimized (QM[HF/6-31G(d,p)]/MM/NUCS-optimized) product state, respectively. Thus,
the major energy terms responsible for the large unfavorable reaction energy of the direct
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path (i.e., 17.1 to 27.6 kcal/mol, depending on the energy surface, see also Table 13.15)
are found in the MM terms rather than the QM terms. A similar situation is observed for
the Ser236 path, in which the reaction energies are unfavorable by 20.7 to 29.7 kcal/mol
(see Table 13.15). The value of the reaction energies is the sum of the QM energies that
are unfavorable by 2.8 to 7.9 kcal/mol and the MM electrostatics and van der Waals terms
that are unfavorable by 6.2 and 6.5 kcal/mol (14.4 and 7.5 kcal/mol) for the QM[HF/3-
21G(d)]/MM/NUCS-optimized (QM[HF/6-31G(d,p)]/MM/NUCS-optimized) product struc-
ture. In both the direct and Ser236 paths, the bonded and constraint energy terms are also
unfavorable, however, they contribute less than 3 kcal/mol each.
For the Ser181 path, the reaction energies of 6.9 to 11.2 kcal/mol (see Table 13.15) are not
as unfavorable as in the direct and Ser236 paths. This is due to almost all energy terms
becoming less unfavorable or even favorable. In particular, the QM energies in the product
states are clearly favorable by -8.8 to -14.3 kcal/mol, due to formation of the hydrogen
bond between Pi and ADP that is not formed in the product states of the direct and the
Ser236 paths. The MM electrostatics and van der Waals terms remain unfavorable by 5.8
and 7.8 kcal/mol (7.8 and 7.8 kcal/mol) for the QM[HF/3-21G(d)]/MM/NUCS-optimized
(QM[HF/6-31G(d,p)]/MM/NUCS-optimized) product structure.
The constraint energy terms stay close to zero throughout the whole paths in all cases.
This indicates that the constrained region is not significantly distorted throughout the
course of the reaction. Thus, all protein motions that are necessary to allow the reaction to
proceed are captured in the flexible region. This shows that the size of flexible region has
been chosen large enough to accommodate local structural rearrangements that accompany
ATP hydrolysis in myosin. The highest constraint energy is found for the product state
of the Ser181 path (4.1 kcal/mol, in the QM[HF/3-21G(d)]/MM/NUCS-optimized struc-
ture), i.e., for the state of lowest QM energy. This suggests that conformational changes
in the constrained region may be necessary in later stages of the hydrolysis reaction to
accommodate a product geometry that may be characterized by a larger distance between
ADP and Pi and by larger distortions of the Mg
2+ coordination sphere than observed in
the present product states.
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Figure 13.33: Dissection of the total energy into its contributing terms (in kcal/mol)
for the direct pathway as refined on the QM[HF/3-21G(d)]/MM/NUCS energy sur-
face.






















Figure 13.34: Dissection of the total energy into its contributing terms (in kcal/mol)
for the Ser181 pathway as refined on the QM[HF/3-21G(d)]/MM/NUCS energy sur-
face.
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Figure 13.35: Dissection of the total energy into its contributing terms (in kcal/mol)
for the Ser236 pathway as refined on the QM[HF/3-21G(d)]/MM/NUCS energy sur-
face.




















Figure 13.36: Dissection of the total energy into its contributing terms (in kcal/mol)
for the direct pathway as refined on the QM[HF/6-31G(d,p)]/MM/NUCS energy sur-
face.
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Figure 13.37: Dissection of the total energy into its contributing terms (in kcal/mol)
for the Ser181 pathway as refined on the QM[HF/6-31G(d,p)]/MM/NUCS energy
surface.




















Figure 13.38: Dissection of the total energy into its contributing terms (in kcal/mol)
for the Ser236 pathway as refined on the QM[HF/6-31G(d,p)]/MM/NUCS energy
surface.
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To further dissect the QM energy ∆EQM into the quantum energy of the quantum region,
∆EQMQM and the QM/MM electrostatic interaction energy, ∆E
elec
QM/MM , the single point en-
ergy calls were repeated after setting the partial atomic charges on all MM atoms to zero.
The resulting total energy, ∆Eq=0tot , contains all energy contributions except for the MM
electrostatics and the QM/MM electrostatic interactions. The corresponding total energy
profiles along the reaction coordinates are shown in Figs. 13.39, 13.40, and 13.41 for the di-
rect path, the Ser181 path, and the Ser236 path. In all three cases, ∆Eq=0tot increases almost
throughout the paths. At the transition states, ∆Eq=0tot is in no case an energy maximum.
This indicates that the electrostatic interactions (as described by the MM electrostatic
terms and the QM/MM electrostatic interaction energy, ∆EelecQM/MM ) do play a major role
in determining the stationary points that describe the hydrolysis reaction.
On the QM[HF/3-21G(d)//HF/3-21G(d)]/MM/NUCS and QM[B3LYP/6-31+G(d,p)//HF/
3-21G(d)]/MM/NUCS surfaces, ∆Eq=0tot increases nearly monotonically for the direct and
Ser236 paths, reaching a maximum close to 60 kcal/mol at the product states. For the
Ser181 path, ∆Eq=0tot increases on these surfaces up to λ = 0.92, where an energy value
of more than 80 kcal/mol is reached. In the product state, ∆Eq=0tot drops to 68.44 and
66.7 kcal/mol on the QM[HF/3-21G(d)//HF/3-21G(d)]/MM/NUCS and QM[B3LYP/6-
31+G(d,p)//HF/3-21G(d)]/MM/NUCS surfaces, respectively.
On the QM[HF/6-31G(d,p)//HF/6-31G(d,p)]/MM/NUCS and QM[B3LYP/6-31+G(d,p)//
HF/6-31G(d,p)]/MM/NUCS surfaces, ∆Eq=0tot increases nearly monotonically for all paths
up to λ ≈ 0.8, where maxima of around 70 kcal/mol are reached. Towards the product
state ∆Eq=0tot then drops to ∼40 kcal/mol for the Ser181 path and ∼55 kcal/mol for the
direct and Ser236 paths. Thus, ∆Eq=0tot of the product state of the Ser181 path is ∼15
kcal/mol less unfavorable than ∆Eq=0tot of the product states of the direct and Ser236 paths.
Therefore, ∆Eq=0tot is the energy term that represents the main contribution to the reaction
energy difference observed for the three paths (see Table 13.15).
The QM/MM electrostatic interaction energies, ∆EelecQM/MM (compare Section 10.7) as de-
termined on the four different potential energy surfaces and the QM energies without the
QM/MM electrostatic interaction energies, ∆EQMQM , are plotted in Figs. 13.42, 13.43, and
13.44 for the direct path, the Ser181 path, and the Ser236 path, respectively.
In all three paths, ∆EelecQM/MM as determined on the QM[B3LYP/6-31+G(d,p)//HF/3-
21(d)]/MM/NUCS surface closely follows ∆EelecQM/MM as determined on the QM[HF/3-
21(d)//HF/3-21(d)]/MM/NUCS surface. This indicates that the QM/MM electrostatic
interactions are well captured by the Hartree-Fock method. Throughout the whole paths,
the deviations in ∆EelecQM/MM between energies calculated on the DFT surfaces and the
Hartree-Fock surface increase with the reaction coordinate λ. In all three paths, ∆EelecQM/MM
(QM[B3LYP/6-31+G(d,p)//HF/3-21(d)]/MM/NUCS) is less favorable than ∆EelecQM/MM
(QM[HF/3-21G(d)//HF/3-21(d)]/MM/NUCS), reaching a maximum deviation of about 6
kcal/mol at λ = 1 for all three paths. On the Hartree-Fock and DFT surfaces using the
13.3. Energy decomposition along the reaction paths 215
HF/3-21G(d)-optimized coordinates and in the direct path, ∆EelecQM/MM decreases from 0
kcal/mol to -7.2 and -5.4 kcal/mol between λ = 0 and λ = 0.26, followed by an increase
to -3.3 and -1.1 kcal/mol at λ = 0.38. Between λ = 0.38 and λ = 1, ∆EelecQM/MM decreases
to its final values of -55.7 and -49.8 kcal/mol. In the Ser181 path, ∆EelecQM/MM decreases
monotonically to its final values of -67.4 and -61.3 kcal/mol. A small bump at λ = 0.36 and
a major drop between λ = 0.74 and λ = 0.83 are characteristic of the curve. In the Ser236
path, ∆EelecQM/MM increases to 4.7 and 6.6 kcal/mol up to λ = 0.26, followed by a decrease
to -9.3 and -6.5 kcal/mol up to λ = 0.44 and a second increase to -6.6 and -4.4 kcal/mol at
λ = 0.52. In the second half of the path, ∆EelecQM/MM decreases to its final values of -51.4
and -45.3 kcal/mol.
As was the case for the HF/3-21G(d)-optimized paths, ∆EelecQM/MM as determined on the
QM[B3LYP/ 6-31+G(d,p)//HF/6-31(d,p)]/MM/NUCS surface closely follows ∆EelecQM/MM
as determined on the QM[HF/6-31(d,p)//HF/6-31(d,p)]/MM/NUCS surface for all three
paths. Similarly, in all three paths, ∆EelecQM/MM (QM[B3LYP/6-31+G(d,p)//HF/6-31(d,p)]/
MM/NUCS) is less favorable than ∆EelecQM/MM (QM[HF/6-31G(d,p)//HF/6-31(d,p)]/MM/
NUCS), reaching a maximum deviation of about 3 kcal/mol at λ = 1 for all three paths.
Thus, the value of the maximum deviation ∆∆EelecQM/MM for the HF/6-31G(d,p)-optimized
paths is only half the value for the HF/3-21G(d)-optimized paths. Unlike the behavior
of ∆EelecQM/MM in the HF/3-21G(d)-optimized paths, ∆E
elec
QM/MM increases initially. In the
direct path, it increases to values of 4.9 and 5.5 kcal/mol at λ = 0.29 on the Hartree-Fock
and DFT surfaces, respectively. Subsequently, ∆EelecQM/MM decreases monotonically to its
final values of -44.8 and -41.9 kcal/mol. In the Ser181 path it decreases from 0 kcal/mol to
-7.35 and -7.59 kcal/mol at λ = 0.21, followed by an increase to 1.26 and 0.90 kcal/mol at
λ = 0.39 and a subsequent decrease to its final values of -41.97 and -39.78 kcal/mol. In the
Ser236 path, the initial increase continues up to λ = 0.26 with values of ∆EelecQM/MM of 10.8
and 11.7 kcal/mol on the Hartree-Fock and DFT surfaces, respectively. In the remaining
part of the path ∆EelecQM/MM decreases almost linearly to its final values of -43.5 and -40.5
kcal/mol.
∆EQMQM as determined on the QM[B3LYP/6-31+G(d,p)//HF/3-21(d)]/MM/NUCS surface
is not as clearly related to ∆EQMQM as determined on the corresponding Hartree-Fock surface
as had been the case for ∆EelecQM/MM determined on the two surfaces, although in some path
segments the two curves do agree to each other remarkably well. In the HF/3-21G(d)-
optimized direct path (Fig. 13.42), ∆EQMQM increases monotonically to its final values of
51.4 and 49.3 kcal/mol on the Hartree-Fock and DFT surfaces, respectively. Throughout
the whole path except for the product state, ∆EQMQM (QM[B3LYP/6-31+G(d,p)//HF/3-
21(d)]/MM/NUCS) is more unfavorable than ∆EQMQM (QM[HF/3-21(d)//HF/3-21(d)]/MM/
NUCS). Up to λ = 0.24 the two curves are nearly identical. Between λ = 0.26 and λ = 0.87
the curves deviate with a maximum deviation of 12.8 kcal/mol at λ = 0.61. Thus, ∆∆EQMQM
contributes much more to the deviation between ∆EQM as calculated on the two different
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surfaces (which is ∆∆EQM = 15.7 kcal/mol at λ = 0.61 for the direct path, compare Fig.
13.33) than ∆EelecQM/MM , which contributes 2.9 kcal/mol.
In the HF/3-21G(d)-optimized Ser181 path (Fig. 13.43), ∆EQMQM increases up to λ = 0.92 to
values of 71.8 and 75.9 kcal/mol on the Hartree-Fock and DFT surfaces and subsequently
decreases to 53.1 and 51.4 kcal/mol at the product state. As is the case for the direct path,
∆EQMQM (QM[B3LYP/6-31+G(d,p)//HF/3-21(d)]/MM/NUCS) is more unfavorable than
∆EQMQM (QM[HF/3-21(d)//HF/3-21(d)]/MM/NUCS) throughout the whole path except
for the product state. ∆∆EQMQM between the Hartree-Fock and DFT surfaces is close to
zero up to λ = 0.19 and between λ = 0.46 and λ = 0.52. The maximum deviation of
∆∆EQMQM = 6.4 kcal/mol is observed at λ = 0.34. At this path point, ∆∆EQM is 8.4
kcal/mol (Fig. 13.34) and ∆∆EelecQM/MM is 2.0 kcal/mol. Thus, at this path point ∆∆E
QM
QM
contributes more to ∆∆EQM than ∆∆E
elec
QM/MM as was also the case in the direct pathway.
This situation changes at λ = 0.90, where ∆∆EQM reaches its maximum of 9.1 kcal/mol,
out of which 3.6 kcal/mol come from ∆∆EQMQM and 5.5 kcal/mol come from ∆∆E
elec
QM/MM .
Thus, in contrast to the direct path, in the Ser181 path the deviations in the QM energy
between the DFT and Hartree-Fock surfaces (on the HF/3-21G(d)-optimized coordinates)
are equally due to the fluctuations in the QM energy of the QM part and the fluctuations
of the QM/MM electrostatic interaction energy.
In the Ser236 path (Fig. 13.44) as refined on the QM[HF/3-21G(d)//HF/3-21G(d)]/MM/
NUCS surface, ∆EQMQM increases throughout the whole path to its final values of 54.2 and
53.3 kcal/mol on the Hartree-Fock and DFT surfaces, respectively. Again, as is the case for
the direct and Ser181 paths, ∆EQMQM (QM[B3LYP/ 6-31+G(d,p)//HF/3-21(d)]/MM/NUCS)
is more unfavorable than ∆EQMQM (QM[HF/3-21(d)//HF/3-21(d)]/MM/NUCS) throughout
the whole path except for the product state. ∆∆EQMQM remains close to zero for a significant
part of the path, up to λ = 0.62. The largest deviation is observed at λ = 0.76, where
∆∆EQMQM is 11.6 kcal/mol. At the same path point, ∆∆EQM reaches its maximum of 14.0
kcal/mol (Fig. 13.35). Thus, as in the direct path but unlike in the Ser181 path, ∆∆EQMQM
contributes more to ∆∆EQM than ∆∆E
elec
QM/MM (which is 2.3 kcal/mol at λ = 0.76).
∆EQMQM as determined for the on HF/6-31G(d,p)-optimized paths exhibit a different be-
havior from the corresponding values determined for the HF/3-21G(d)-optimized paths on
both the Hartree-Fock and DFT surfaces. In particular, the curves pass through a maxi-
mum in the final parts of the path, which is a qualitative behavior that is not observed for
the HF/3-21G(d)-optimized paths. In addition, ∆EQMQM (QM[B3LYP/6-31+G(d,p)//HF/6-
31(d,p)]/MM/NUCS) is less unfavorable than ∆EQMQM (QM[HF/6-31(d,p)//HF/6-31(d,p)]/
MM/NUCS) throughout the whole paths, which is opposite to the situation observed for
the HF/3-21G(d)-optimized paths. Moreover, ∆∆EQMQM on the Hartree-Fock and DFT sur-
faces for the HF/6-31G(d,p)-optimized paths differs from zero except for the reactant and
the product states of the paths, unlike the corresponding ∆∆EQMQM on the Hartree-Fock
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and DFT surfaces for the HF/3-21(d)-optimized paths that have been close to zero for a
significant number of path segments.
In the HF/6-31G(d,p)-optimized direct path (Fig. 13.42), ∆EQMQM reaches its maximum
at λ = 0.64 with values of 58.5 and 53.0 kcal/mol on the QM[HF/6-31G(d,p)//HF/6-
31G(d,p)]/MM/NUCS and QM[B3LYP/6-31+G(d,p)//HF/6-31G(d,p)]/MM/NUCS sur-
faces, respectively. The final values at the product state are 45.1 and 43.9 kcal/mol, re-
spectively. The maximum deviation ∆∆EQMQM of -11.8 kcal/mol is observed at λ = 0.26.
This is the major contribution to ∆∆EQM that also reaches its maximum at λ = 0.26
with a value of -11.2 kcal/mol (Fig. 13.36). The contribution of the QM/MM electrostatic
interaction energy is as small as ∆∆EelecQM/MM = 0.6 kcal/mol.
8 Thus, ∆∆EQMQM clearly dom-
inates the difference in QM energies ∆∆EQM between the DFT and Hartree-Fock energy
surfaces.
In the HF/6-31G(d,p)-optimized Ser181 path (Fig. 13.43), ∆EQMQM increases up to λ = 0.73
to values of 68.4 and 61.3 kcal/mol on the Hartree-Fock and DFT surfaces and subse-
quently decreases to 31.8 and 31.0 kcal/mol at the product state. The maximum deviation
∆∆EQMQM = −12.8 kcal/mol is observed at λ = 0.24. At this path point, ∆∆EQM also
reaches its maximum with a value of -13.3 kcal/mol (Fig. 13.37). ∆∆EelecQM/MM is -0.5
kcal/mol. Thus, at λ = 0.24 ∆∆EQMQM clearly dominates ∆∆EQM as was also the case
in the direct pathway. This behavior is observed throughout the whole path which is
in contrast to the behavior of Ser181 path as refined on the QM[HF/3-21G(d)//HF/3-
21G(d)]/MM/NUCS surface but which is comparable to the situation in all other paths.
In the HF/6-31G(d,p)-optimized Ser236 path (Fig. 13.44), ∆EQMQM reaches its maximum
at λ = 0.78 with values of 63.0 and 54.9 kcal/mol on the QM[HF/6-31G(d,p)//HF/6-
31G(d,p)]/MM/NUCS and QM[B3LYP/6-31+G(d,p)//HF/6-31G(d,p)]/MM/NUCS sur-
faces, respectively. The final values at the product state are 46.5 and 45.3 kcal/mol, re-
spectively. The maximum deviation ∆∆EQMQM of -13.6 kcal/mol is observed at the same
value of the reaction coordinate as in the case of the direct path, i.e., λ = 0.26. As in
the direct path, this is the major contribution to ∆∆EQM that also reaches its maximum
at λ = 0.26 with a value of -12.7 kcal/mol (Fig. 13.38). Again, the contribution of the
QM/MM electrostatic interaction energy of ∆∆EelecQM/MM = 0.9 kcal/mol is small. Thus, as
before, ∆EQMQM clearly dominates the difference in QM energies ∆EQM between the DFT
and Hartree-Fock energy surfaces.
The energy difference between the product state of the Ser181 path and the product states
of the direct and Ser236 paths is due to differences in the quantum energy of the QM
atoms, ∆EQMQM . This reflects the favorable hydrogen bond between Pi and ADP that is
8The difference in sign between ∆∆EQMQM and ∆∆E
elec
QM/MM stems from the fact that ∆E
QM
QM is less
unfavorable (or more favorable) on the DFT surface than on the Hartree-Fock surface, leading to a negative
difference. In contrast, ∆EelecQM/MM is less favorable (or more unfavorable) on the DFT surface than on the
Hartree-Fock surface, leading to a positive difference.
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formed only in the Ser181 path. In contrast, the QM/MM electrostatic interactions with
the protein ∆∆EelecQM/MM stabilize the product states of the substrate by an equal amount
in all three paths.



















Figure 13.39: Total energies (DeltaEq=0tot ) in kcal/mol along the reaction coordinate
for the direct pathway. All MM partial atomic charges have been set to zero. The
transition states are indicated by squares.
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Figure 13.40: Total energies (∆Eq=0tot ) in kcal/mol along the reaction coordinate for
the Ser181 pathway. All MM partial atomic charges have been set to zero. The
transition states are indicated by squares.



















Figure 13.41: Total energies (∆Eq=0tot ) in kcal/mol along the reaction coordinate for
the Ser236 pathway. All MM partial atomic charges have been set to zero. The
transition states are indicated by squares.
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Figure 13.42: Dissection of the QM energy ∆EQM into the quantum energy of
the quantum region (∆EQMQM ) and the QM/MM electrostatic interaction energy
(∆EelecQM/MM ) for the direct path. The transition states are indicated by squares.
























Figure 13.43: Dissection of the QM energy ∆EQM into the quantum energy of
the quantum region (∆EQMQM ) and the QM/MM electrostatic interaction energy
(∆EelecQM/MM ) for the Ser181 path. The transition states are indicated by squares.
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Figure 13.44: Dissection of the QM energy ∆EQM into the quantum energy of
the quantum region (∆EQMQM ) and the QM/MM electrostatic interaction energy
(∆EelecQM/MM ) for the Ser236 path. The transition states are indicated by squares.
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13.4 Perturbation analysis
The total energy difference ∆Etot between any two states can be split into the MM and
QM/MM electrostatic interactions involving a specific residue X, ∆EXelec, and the remaining
energy, ∆E
q(X)=0
tot that is determined as the total energy after perturbing the system by
setting the charges on the residue X to zero (compare Section 10.7).
This perturbation analysis has been done to elucidate the contributions of the P-loop,
switch-1, and switch-2 residues to the energy barriers and the reaction energies of all three
paths. The resulting residue contributions are visualized in the subsequent figures (for an
assignment of figure numbers and contributions see Table 13.16).
direct Ser181 Ser236
residue contributions to barrier heights
P-loop 13.45 13.46 13.47
switch-1 13.48 13.49 13.50
switch-2 13.51 13.52 13.53
residue contributions to reaction energies
P-loop 13.54 13.55 13.56
switch-1 13.57 13.58 13.59
switch-2 13.60 13.61 13.62
Table 13.16: Assignment of figure numbers to residue contributions for the three
paths.
The residue contributions as determined for the transition state structures of the three paths
as optimized on the QM[HF/3-21G(d)]/MM/NUCS and QM[HF/6-31G(d,p)]/MM/NUCS
surfaces differ qualitatively from each other. A striking example is the contribution of
Lys185 in the transition state of the Ser181 path (Fig. 13.46) that is unfavorable by ∼3
kcal/mol as calculated with HF/3-21G(d)//HF/3-21G(d) and B3LYP/6-31+G(d,p)//HF/3-
21G(d) whereas it is favorable by ∼-3 kcal/mol as calculated with HF/6-31G(d,p)//HF/6-
31G(d,p) and B3LYP/6-31+G(d,p)//HF/6-31G(d,p). Another example is the contribu-
tion of Arg238 in the transition state of the Ser236 path (Fig. 13.50) that is favor-
able by ∼-3.5 kcal/mol as calculated with HF/3-21G(d)//HF/3-21G(d) and B3LYP/6-
31+G(d,p)//HF/3-21G(d) whereas it is unfavorable by ∼2 kcal/mol as calculated with
HF/6-31G(d,p)//HF/6-31G(d,p) and B3LYP/6-31+G(d,p)//HF/6-31G(d,p). These dis-
crepancies reflect the different geometries of the transition states as refined on the HF/3-
21G(d) and HF/6-31G(d,p) surfaces with the former being more reactant-like (i.e., with
tetrahedral configuration at Pγ) than the latter that are trigonal bipyramids. Since the
latter more adequately reflect the transition state (see Section 13.2), only the residue con-
tributions as determined for the HF/6-31G(d,p)-optimized geometries are likely to be sig-
nificant.
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In the product states the qualitative nature of the residue contribution is independent of
the energy surface used. This reflects that here the HF/3-21G(d) and HF/6-31G(d,p)-
optimized geometries are similar to each other. Nevertheless, significant variation in the
magnitude of the energy contributions occurs, as is the case for Lys185 in the product
states of the Ser181 and Ser236 pathways (Figs. 13.55 and 13.56), that is favorable by ∼-3
to ∼-10 kcal/mol.
The contributions of the P-loop residues to the barrier heights are smaller than 1.5 kcal/mol
for all paths (as refined on the HF/6-31G(d,p) surface, Figs. 13.45, 13.46, and 13.47). The
only exception is Lys185 in the Ser181 pathway that reduces the barrier height by ∼-3
kcal/mol. In the direct and Ser236 pathways this residue does not contribute to the bar-
rier height. The contribution of Gly179 is slightly unfavorable in all three paths, whereas
the contributions of Gly182 and Gly184 are always slightly favorable. Glu180 contributes
unfavorably to the barrier height in the Ser181 pathway, whereas its contribution is close
to zero in the direct and Ser236 pathways. In contrast, the contribution of Ser181 (back-
bone atoms only) is unfavorable in the direct and Ser236 paths, whereas it is favorable
in the Ser181 path. The contributions of Ala183 and Thr186 (backbone atoms only) are
insignificant.
The contributions of the switch-1 residues to the barrier heights vary between ∼-2 and ∼6
kcal/mol (all paths as refined on the HF/6-31G(d,p) surface, Figs. 13.48, 13.49, and 13.50).
The contribution of Asn233 is slightly unfavorable in the direct and Ser236 paths, whereas
is reduces the barrier height by ∼-2 kcal/mol in the Ser181 path. Asn234 contributes always
slightly favorable, whereas the contributions of Asn235 ans Ser236 (backbone atoms only)
are close to zero. The contribution of Ser237 (backbone atoms only) are unfavorable by
1 to 1.5 kcal/mol in all three paths. Arg238 also contributes unfavorably to the barrier
height. The magnitude of its contribution is ∼2 kcal/mol in the direct and Ser236 paths,
whereas it amounts to ∼6 kcal/mol in the Ser181 path.
The contributions of the switch-2 residues to the barrier heights vary between ∼-6 and
∼1 kcal/mol (all paths as refined on the HF/6-31G(d,p) surface, Figs. 13.51, 13.52, and
13.53) and are thus somewhat antagonistic to the switch-1 residues. The contribution of
Asp452 is unfavorable in the Ser181 path but close to zero in the direct and Ser236 paths.
In contrast, Phe458 does not contribute in the Ser181 path, but contributes favorably in
the direct and Ser236 paths. Ile453 does not contribute to the barrier height in any of the
three paths. The contribution of Ser456 is unfavorably by ∼1 kcal/mol in all three paths,
which is compensated for by the favorable contribution of -1.5 to -2 kcal/mol of Gly457 that
hydrogen-bonds to the γ-phosphate. Glu459 reduces the barrier height by ∼-4 kcal/mol in
the direct and Ser236 paths and by ∼-6 kcal/mol in the Ser181 path.
Of particular interest is the combined contribution of the salt bridge between Arg238 and
Glu459 that connects the Switch-1 and Switch-2 loops and has been shown to be essential
(230). In all three paths, interactions with Glu459 lower the barrier, whereas interactions
with Arg238 raise the barrier by a similar amount. Thus, the contribution of Arg238 cancels
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at least partially the favorable contribution of Glu459, and the total contribution of the
salt-bridge residues to the barrier height is negligible. This indicates that the likely role of
this essential salt-bridge is to lock the active site, rather than to participate directly in the
catalysis.
The contributions of the P-loop residues to the reaction energies are mainly favorable (all
paths as refined on the HF/6-31G(d,p) surface, Figs. 13.54, 13.55, and 13.56). Only
Gly179, Glu180, and Thr186 (backbone atoms only) contribute unfavorably. However, the
magnitude of their energy contribution is less than 1 kcal/mol. This is clearly outweighed
by the favorable contributions of Gly182 (-3 to -5 kcal/mol), Ala183 (∼-3 kcal/mol), Gly184
(-1.5 to -2 kcal/mol), and Lys185 (-3 to -5 kcal/mol). The contribution of Ser181 (backbone
atoms only) is negligible.
The contributions of the switch-1 residues to the reaction energies vary between ∼-6 and
11 kcal/mol (all paths as refined on the HF/6-31G(d,p) surface, Figs. 13.57, 13.58, and
13.59). The favorable contribution of Asn233 has a magnitude of ∼-6 kcal/mol in the
direct and Ser236 paths and ∼-4 kcal/mol in the Ser181 path. Asn234 and Asn235 also
contribute favorably, however, by the much smaller magnitude of -0.5 to -2 kcal/mol. The
contribution of Ser236 (backbone atoms only) is unfavorable by 1 to 2 kcal/mol, whereas
the contribution of Ser237 (backbone atoms only) is favorable by -5 to -6 kcal/mol. As
was the case in the transition states, the contribution of Arg238 is clearly unfavorable with
magnitudes of 10 to 11 kcal/mol.
The contributions of the switch-2 residues to the reaction energies vary between ∼-10 and 5
kcal/mol (all paths as refined on the HF/6-31G(d,p) surface, Figs. 13.60, 13.61, and 13.62)
and are thus somewhat antagonistic to the switch-1 residues, as has also been observed in
the transition states. The contribution of Asp452 is favorable by -1 to -2 kcal/mol. Ile
also contributes slightly favorably. The contribution of Ser456 is, however, unfavorable
by 4 to 5 kcal/mol. Gly457 and Phe458 contribute again favorably by ∼-3 kcal/mol and
∼-1 kcal/mol. Glu459 compensated the unfavorable contribution of its salt-bridge partner
Arg238 with its favorable contribution of -9 to -10 kcal/mol. Thus, as in the transition
states, the total contribution of the Arg238:Glu459 salt-bridge to the reaction energy is
small.
Remarkably, the residue contributions are often similar in the direct and Ser236 paths,
whereas they differ in the Ser181 path. This confirms that the Ser181 path is more different
from the direct and Ser236 paths than the mutual difference between the direct and Ser236
paths.
The total contribution of all binding-pocket-forming residues to the reaction energy amounts
to -21.7 (-19.1) kcal/mol, -18.4 (-16.7) kcal/mol, and -22.5 (-20.2) kcal/mol with HF/6-
31G(d,p)//HF/6-31G(d,p) (or B3LYP/6-31+G(d,p)//HF/6-31G(d,p)) for the direct, Ser181,
and Ser236 product state, respectively. These values include the combined MM and
QM/MM electrostatic contributions of the residues of the binding pocket, but are dom-
inated by the QM/MM electrostatics. They contribute about half of the total QM/MM
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electrostatic stabilization energy that stabilizes the anionic charge-pair P−i /ADP
3− in the
product state.






















Figure 13.45: Contributions of the P-loop residues to the barrier height of the direct
pathway.
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Figure 13.46: Contributions of the P-loop residues to the barrier height of the Ser181
pathway.






















Figure 13.47: Contributions of the P-loop residues to the barrier height of the Ser236
pathway.
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Figure 13.48: Contributions of the switch-1 residues to the barrier height of the direct
pathway.



















Figure 13.49: Contributions of the switch-1 residues to the barrier height of the Ser181
pathway.
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Figure 13.50: Contributions of the switch-1 residues to the barrier height of the Ser236
pathway.



















Figure 13.51: Contributions of the switch-2 residues to the barrier height of the direct
pathway.
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Figure 13.52: Contributions of the switch-2 residues to the barrier height of the Ser181
pathway.



















Figure 13.53: Contributions of the switch-2 residues to the barrier height of the Ser236
pathway.
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Figure 13.54: Contributions of the P-loop residues to the reaction energy of the direct
pathway.

























Figure 13.55: Contributions of the P-loop residues to the reaction energy of the Ser181
pathway.
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Figure 13.56: Contributions of the P-loop residues to the reaction energy of the Ser236
pathway.






















Figure 13.57: Contributions of the switch-1 residues to the reaction energy of the
direct pathway.
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Figure 13.58: Contributions of the switch-1 residues to the reaction energy of the
Ser181 pathway.






















Figure 13.59: Contributions of the switch-1 residues to the reaction energy of the
Ser236 pathway.
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Figure 13.60: Contributions of the switch-2 residues to the reaction energy of the
direct pathway.





















Figure 13.61: Contributions of the switch-2 residues to the reaction energy of the
Ser181 pathway.
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Figure 13.62: Contributions of the switch-2 residues to the reaction energy of the
Ser236 pathway.
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13.5 Charge shifts
Charge shifts were analyzed for the reaction paths as refined on the QM[HF/6-31G(d,p)]/
MM/NUCS energy surface by performing a Mulliken charge analysis at the stationary
points of the paths. The Mulliken charges qM determined for the reactant state are col-
lected in Table 13.17. The formal charge of +2 on the Mg cation is reduced to 1.20e
(HF/6-31G(d,p)) and 0.21e (B3LYP/6-31+G(d,p)), while the total Mulliken charges on the
triphosphate moiety of ATP is -3.37e (HF/6-31G(d,p)) and -3.07e (B3LYP/6-31+G(d,p)).
Thus, in the reactant state, a significant amount of negative charge is transferred from
ATP4− to Mg2+. The attacking water molecule is neutral (-0.01e and 0.07e), as is the
helper water molecule (-0.05e and 0.03e). The ADP moiety of ATP carries a charge of
2.29e and -2.32e and is thus significantly more negative than its formal charge of -2. In
addition, the sum of Mulliken charges on the attacking water and the γ-phosphate atoms
(i.e., all atoms that form the inorganic phosphate in the product state) is -1.09e and -0.68e.
This is identical to the formal charge on H2PO
−
4 rather than the expected formal charge of
-2 on the γ-phosphate moiety. This means that most of the electrons pulled towards the
Mg2+ come from the Pγ group of ATP, preparing it for attack by a nucleophile. Thus, the
electrostatic charge distribution of the product state is already preformed in the reactant
state.
The sidechains of Ser181 (-0.02e and -0.02e) and Ser236 (-0.02e and -0.06e) are slightly
negatively charged. In contrast, the two Mg-coordinating water molecules carry a fractional
positive charge (w1: 0.09e and 0.21e; w2: 0.16e and 0.08e). The same is true for the Mg-
coordinating sidechains of Thr186 (0.06e and 0.29 e) and Ser237 (0.05 e and 0.18e). Thus,
the positive charge on the Mg cation is partially distributed over the Mg-coordinating
moieties.
For most atoms in the QM region the Mulliken charges do not change between the reactant
and the transition state or product state geometries. The changes in sums of Mulliken
charges on the different moieties are collected in Table 13.18. In the transition states of the
three paths, the formal charge of +2 on the Mg cation is further reduced by -0.02 to -0.03e
(HF/6-31G(d,p) and -0.06 to -0.11e (B3LYP/6-31+G(d,p)), while the ATP.H2O
a moiety is
more positive than in the reactant by 0.04 to 0.06e and 0.05 to 0.10e. Interestingly, the shift
to more positive a charge on the ATP.H2O
a moiety is due to a decrease in negative charge
on the phosphate moiety by 0.08 to 0.10e and 0.13 to 0.14e on the HF and DFT surfaces,
respectively, while the ADP moiety becomes slightly more negatively charged (-0.04e and
-0.05 to -0.07e). The charge shifts on all other moieties are ≤ 0.05e. That the Mulliken
charges on the moieties are essentially the same at the transition state as in the reactant
state explains why the electrostatic contributions of the binding-pocket-forming residues
to the barrier heights are small (compare Section 13.4). The geometric changes are small
upon going from the reactant to the transition states. Therefore, changes in electrostatic
interaction energies could only arise from changes in charge distributions. The Mulliken
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analysis shows, however, that only insignificant charge shifts occur between the reactant
and transition states, leading to small changes in electrostatic interaction energies between
the QM and MM regions.
In the product state the charge on the Mg cation is similar to its charge in the reactant state
(∆qM HF/6-31G(d,p): -0.04 to -0.06e, ∆qM B3LYP/6-31+G(d,p): 0.03 to 0.06e). In con-
trast, the Mg-coordinating moieties Thr186 and Ser237 are slightly less positively charged
than in the reactant (∆qM HF/6-31G(d,p): 0.00 to -0.07e, ∆qM B3LYP/6-31+G(d,p): -
0.02 to -0.15e). On the HF/6-31G(d,p) surface, the charge on ADP is more negative than
in the reactant by -0.26 to -0.28e, whereas the charge on the inorganic phosphate is more
positive by 0.28 to 0.31e and 0.07 to 0.08e. Thus, as expected, negative charge is shifted
from the γ-phosphate moiety to the ADP moiety. However, instead of the full negative
charge that is formally shifted only one third of an elementary charge is shifted. Never-
theless, since the charge pattern of the product state is already preformed in the reactant
state, this charge shift seems sufficient to reach the final charge pattern of the product
state.
For those atoms for which the charges change by |∆qM | ≥ 0.08e the changes are collected
in Table 13.19. As expected, the attacking water oxygen, Oa, is significantly more negative
in the transition state than in the reactant state by -0.24e (HF/6-31G(d,p)) and -0.39
to -0.47e (B3LYP/6-31+G(d,p)), whereas is is only slightly more negative in the product
state (HF/6-31G(d,p): 0.00 to -0.04e; B3LYP/6-31+G(d,p): -0.18 to -0.21e). Thus, in
the transition state, the attacking moiety has the character of an hydroxide ion. The
γ-phosphorus is more positive in the transition state than in the reactant state (HF/6-
31G(d,p): 0.14 to 10.15e; B3LYP/6-31+G(d,p): 0.22 to 0.27e), whereas it becomes more
negative in the product state on the B3LYP/6-31+G(d,p)//HF/6-31G(d,p) surface (-0.19
to -0.32e). OATPγ2 , i.e., the proton-accepting terminal oxygen on ATP, becomes more positive
in both transition and product states than in the reactant state (HF/6-31G(d,p): 0.13 to
0.19e; B3LYP/6-31+G(d,p): 0.21 to 0.39 e). In the transition state, the negative charge is
taken by the bridge oxygen, OATPβγ that is more negative than in the reactant state on the
B3LYP/6-31+G(d,p) surface (-0.12 to -0.15e). Surprisingly, this atom is more positive in
the product state than in the reactant state on the DFT surface (0.15 to 0.20e), although
it transforms from a bridging oxygen in the reactant into a terminal oxygen on the ADP
moiety in the product state. The negative charge is carried by the β-phosphorus, that is
more negative in the product state than in the reactant state (HF/6-31G(d,p): -0.01 to
-0.06e; B3LYP/6-31+G(d,p): -0.08 to -0.17e). The two non-bridging β-oxygens, OATPβ1 and
OATPβ2 , keep their charges.
In an associative mechanism the charges on the non-bridging γ-oxygens should be more
negative in the transition state than in the reactant state (see Section 4.2.1). This is
clearly not the case. In contrast, the proton-accepting OATPγ2 becomes more positive, which,
however, may be due to its accepting a positive charge from of a proton. The two other
non-bridging γ-oxygens do not show significant charge shifts. Alternatively, a dissociative
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mechanism would be characterized by the βγ-bridge oxygen becoming more negative in the
transition state. Although this is the case it is not very pronounced, since the charge shift is
only observed on the B3LYP/6-31+G(d,p) surface and not on the HF/6-31G(d,p) surface.
Thus, no clear argument can be made in favor of either an associative or a dissociative
mechanism based on charge shifts.
In summary, the Mulliken charge analysis thus does not give insight into the associative or
dissociative nature of the mechanism used by myosin to catalyze ATP hydrolysis. However,
it does indicate that myosin acts electrostatically by preforming in the reactant state the
charge distribution of the product state and thus minimizing the charge shifts that are
actually required during hydrolysis.
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atom HF/6-31G(d,p) B3LYP/6-31+G(d,p) atom HF/6-31G(d,p) B3LYP/6-31+G(d,p)
CS181β -0.05 -0.27 H
ATP
1 0.13 0.17
OS181γ -0.71 -0.65 H
ATP
2 0.11 0.13
HS181γ 0.41 0.47 O
ATP
αC -0.72 -0.68
HS181q 0.11 0.15 P
ATP
α 1.67 2.37
HS181β1 0.09 0.12 O
ATP
α1 -0.84 -0.93
HS181β2 0.13 0.16 O
ATP
α2 -0.96 -1.23
CT186β 0.12 0.09 O
ATP
αβ -0.84 -1.30
OT186γ1 -0.74 -0.51 P
ATP
β 1.65 2.66
HT186γ1 0.42 0.46 O
ATP
β1 -0.87 -1.07
HT186q 0.09 0.09 O
ATP
β2 -0.89 -1.05
CT186γ2 -0.33 -0.43 O
ATP
βγ -0.88 -1.34
HT186β 0.17 0.19 H
ATP
q 0.26 0.29
HT186γ1 0.11 0.14 O
a -0.75 -0.73
HT186γ2 0.10 0.13 P
ATP
γ 1.73 2.50
HT186γ3 0.11 0.14 O
ATP
γ2 -0.91 -1.22
CS236β -0.03 -0.26 O
ATP
γ3 -0.95 -0.95
OS236γ -0.72 -0.67 O
ATP
γ1 -0.95 -1.08
HS236γ 0.41 0.46 H
a
1 0.36 0.40
HS236q 0.13 0.16 H
a
2 0.38 0.41
HS236β1 0.11 0.14 O
w1 -0.79 -0.73
HS236β2 0.09 0.12 H
w1
1 0.41 0.44
CS237β 0.01 -0.15 H
w1
2 0.47 0.50
OS237γ -0.72 -0.54 O
w2 -0.75 -0.73
HS237γ 0.41 0.46 H
w2
1 0.40 0.44
HS237q 0.07 0.08 H
w2
2 0.43 0.45
HS237β1 0.11 0.14 O
h -0.75 -0.78
HS237β2 0.16 0.19 H
h
1 0.34 0.40
Mg 1.20 0.21 Hh2 0.37 0.41
C ′ATP5 -0.10 -0.34
Table 13.17: Mulliken charges qM determined after single point energy calls using
HF/6-31G(d,p) and B3LYP/6-31+G(d,p) in the reactant state geometry as optimized
on the QM[HF/6-31G(d,p)]/MM/NUCS surface.











Ser181 -0.02 (-0.02) 0.02 (0.01) -0.01 (0.03) 0.02 (0.01)
Thr186 0.06 (0.29) -0.01 (-0.02) -0.01 (-0.03) -0.01 (-0.02)
Ser236 -0.02 (-0.06) -0.04 (-0.01) -0.05 (0.02) -0.04 (-0.01)
Ser237 0.05 (0.18) 0.00 (0.01) 0.00 (0.01) 0.00 (0.01)
Mg 1.20 (0.21) -0.03 (-0.11) -0.02 (-0.06) -0.03 (-0.10)
ATP.H2O
a -3.38 (-3.00) 0.04 (0.10) 0.06 (0.05) 0.04 (0.10)
ATP -3.37 (-3.07) 0.32 (0.47) 0.34 (0.50) 0.32 (0.46)
H2O
a -0.01 (0.07) -0.27 (-0.37) -0.29 (-0.44) -0.27 (-0.37)
ADP -2.29 (-2.32) -0.04 (-0.05) -0.04 (-0.07) -0.04 (-0.05)
Pi -1.09 (-0.68) 0.08 (0.14) 0.10 (0.13) 0.08 (0.14)
H2O
w1 0.09 (0.21) 0.01 (0.00) 0.00 (0.00) 0.01 (0.00)
H2O
w2 0.07 (0.16) 0.01 (0.02) 0.00 (0.01) 0.01 (0.02)
H2O
h -0.05 (0.03) 0.00 (-0.01) 0.02 (-0.03) 0.00 (-0.01)
product state
Ser181 0.03 (0.05) -0.02 (0.04) 0.03 (0.05)
Thr186 0.01 (-0.05) 0.01 (-0.02) 0.00 (-0.06)
Ser236 0.01 (0.04) 0.03 (0.04) 0.02 (0.04)
Ser237 -0.07 (-0.15) -0.06 (-0.14) -0.06 (-0.15)
Mg -0.06 (0.03) -0.04 (0.06) -0.05 (0.05)
ATP.H2O
a 0.03 (0.11) 0.02 (0.08) 0.02 (0.08)
ATP 0.00 (0.20) -0.10 (0.12) -0.01 (0.19)
H2O
a 0.03 (-0.09) 0.12 (-0.04) 0.03 (-0.11)
ADP -0.27 (0.02) -0.26 (0.01) -0.28 (0.01)
Pi 0.31 (0.08) 0.28 (0.07) 0.30 (0.08)
H2O
w1 -0.01 (-0.02) -0.01 (-0.02) 0.00 (-0.01)
H2O
w2 0.01 (0.00) 0.01 (0.01) 0.01 (0.00)
H2O
h 0.04 (0.00) 0.05 (-0.04) 0.04 (0.00)
Table 13.18: Sums of Mulliken charges for different moieties in the reactant state,∑
moiety qM , and differences in sums, ∆
∑
moiety qM , between transition and reactant
state geometries as well as between product and reactant state geometries as optimized
on the QM[HF/6-31G(d,p)]/MM/NUCS surface for the direct path, the Ser181 path,
and the Ser236 path. Mulliken population analyses were done after single point energy
calls using HF/6-31G(d,p) (B3LYP/6-31+G(d,p)). Protons have been assigned to the
heavy atoms to which they are bound in the different states.
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atom direct Ser181 Ser236
transition states
OS181γ 0.02 (0.03) 0.02 (0.10) 0.02 (0.03)
Mg -0.03 (-0.11) -0.02 (-0.06) -0.03 (-0.10)
PATPβ 0.01 (0.11) 0.01 (0.15) 0.01 (0.11)
OATPβ2 -0.01 (0.01) -0.01 (-0.01) -0.01 (0.01)
OATPβγ -0.01 (-0.12) 0.00 (-0.15) 0.01 (-0.12)
Oa -0.24 (-0.39) -0.24 (-0.47) -0.24 (-0.39)
PATPγ 0.14 (0.27) 0.15 (0.22) 0.15 (0.27)
OATPγ2 0.14 (0.21) 0.19 (0.37) 0.14 (0.21)
OATPγ1 0.03 (-0.05) 0.02 (-0.04) 0.03 (-0.05)
Ha1 -0.06 (-0.02) -0.05 (-0.01) 0.06 (0.10)
product states
OS181γ 0.02 (0.06) 0.03 (0.11) 0.02 (0.06)
Mg -0.06 (0.03) -0.04 (0.06) -0.05 (0.05)
PATPβ -0.01 (-0.17) -0.04 (-0.08) -0.06 (-0.15)
OATPβ2 -0.07 (0.09) -0.06 (0.06) -0.07 (0.08)
OATPβγ -0.02 (0.20) -0.06 (0.15) -0.02 (0.19)
Oa -0.04 (-0.20) 0.00 (-0.18) -0.04 (-0.21)
PATPγ 0.04 (-0.20) -0.04 (-0.32) 0.03 (-0.19)
OATPγ2 0.13 (0.26) 0.13 (0.39) 0.13 (0.25)
OATPγ1 0.08 (0.12) 0.06 (0.08) 0.08 (0.12)
Ha1 0.05 (0.07) 0.05 (0.06) 0.03 (0.03)
Table 13.19: Differences in atomic Mulliken charges, ∆qM , between the transition and
reactant state geometries as well as between product and reactant state geometries
as optimized on the QM[HF/6-31G(d,p)]/MM/NUCS surface for the direct path, the
Ser181 path, and the Ser236 path. Mulliken population analyses were done after
single point energy calls using HF/6-31G(d,p) (B3LYP/6-31+G(d,p)). Only atoms
with |∆qM | > 0.08e for any transition or product state structure are shown.
Chapter 14
Summary: Results
The mixed NUCS scheme developed in this thesis could be applied successfully to myosin, as
is evident from the ability to reproduce the solution electrostatic potential at the QM region
with a simple Coulomb potential to satisfactory accuracy. The scaling factors obtained were
used for all subsequent calculations.
The reactant state for ATP hydrolysis in myosin was obtained by minimizing the crystal
structure in which Be.Fx.ADP had been replaced by ATP with HF/3-21G(d) and HF/6-
31G(d,p) for the QM atoms. Minimization resulted in a slight distortion of the geometry
of ATP in the direction of the transition state geometry. Moreover, the Pγ:Oβγ bond is
elongated and thus activated for cleavage. The hydrogen-bonding network around the γ-
phosphate favors multiple pathways for proton transfer and positions the proton donors
corresponding to the three paths investigated for efficient transfer of a proton to Oγ2. The
three paths differ in their water activation mechanism (compare accompaying movies): In
the direct path, the proton from the attacking water is transferred directly to Oγ2, whereas
in the Ser181 and Ser236 paths a proton relay involving the sidechains of the respective
sidechains is built up.
Path optimizations with HF/3-21G(d) and HF/6-31G(d,p) revealed that the reaction pro-
ceeds in one step via a single transition state in all cases. The barrier heights of the three
mechanisms, when comparing the values obtained using a given QM method, are very close
to each other. Thus, the three activation mechanisms are, to within error, equally likely
to be populated. Depending on the QM method used, barrier heights ranging from ∼25 to
∼50 kcal/mol and reaction energies ranging from ∼7 to ∼28 kcal/mol are obtained
The HF/3-21G(d)-optimized transition state geometries resemble the reactant state more
than the expected trigonal bipyramidal transition state geometry. Moreover, the shape of
the energy profile along the reaction coordinate changes significantly when point energy
calls with B3LYP/6-31+G(d,p) for the QM atoms are performed on the HF/3-21G(d)-
optimized structures. Thus, the 3-21G(d) basis set is too inaccurate to yield reliable struc-
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tures. In contrast, the 6-31G(d,p) basis set was found to yield reliable structures. Thus,
only the 6-31G(d,p)-optimized paths are considered further. The heavy-atom movements
are very similar in all three paths. The paths follow an associative route via a trigonal
bipyramidal transition state characterized by distances to the incoming and leaving oxy-
gens of d(Pγ :O
a) = 2.18 A˚ and d(Pγ :O
a) = 1.73 A˚, respectively. Up to the transition
state, the angle a(Oγ3:Mg:Oβ2) remains close to 90
◦, indicative of octahedral coordination
of the Mg2+ cation. Upon decay of the transition state, the angle widens to 120 - 125◦ and
the distance d(Mg:OS237γ ) increases to ∼3.5 A˚. This breaks the coordination bond between
Mg2+ and the switch-1 loop. In the product state, Mg2+ is only five-fold coordinated. The
reaction energy of the Ser181 path is significanly lower than the reaction energy of the
direct or Ser236 paths. This is due to the formation of a hydrogen bond between Pi and
ADP in the Ser181 path that is not formed in the other two paths.
The energy decomposition showed that the energy barriers are in all cases clearly dominated
by the QM energy that comprises both the quantum mechanical energy of the quantum
atoms and the QM/MM electrostatic interaction terms. In the product state, the QM
energy is close to zero for the direct and Ser236 paths and favorable for the Ser181 path.
The unfavorable reaction energies are mainly due to the MM electrostatics and van der
Waals terms. Further decomposition of the QM energy revealed that the quantum energy
of the quantum atoms increases along the reaction coordinate with a maximum of ∼70
kcal/mol shortly before reaching the product states, where it drops to 30 - 40 kcal/mol.
No energy maximum is observed at the transition states. This large unfavorable energy
is compensated by the favorable QM/MM electrostatic interactions of up to -40 kcal/mol
in the product states (HF/6-31G(d,p)-optimized paths). The energy variation among QM
methods was found to be clearly dominated by the variation of the quantum energy of the
quantum atoms.
The perturbation analyses showed that the residues forming binding pocket contribute lit-
tle to the barrier height. In contrast, they stabilize the anionic ion-pair P−i :ADP
3− in the
product state, contributing approximately half of the overall QM/MM electrostatic stabi-
lization. This indicates that long-range electrostatic interactions contribute significantly to
the stabilization of the product state. The combined contribution of Arg238 and Glu459,
which form a salt bridge between the switch-1 and switch-2 loops, is small in all three
paths, both in the transition and in the product state, indicating that these residues do
not actively participate in catalyzing the hydrolysis reaction.
The Mulliken charge analyses revealed that the charge pattern of the product state is
already preformed in the reactant state and that, consequently, only small charge shifts
occur during the reaction. This explains the findings of the perturbation analyses that
did not reveal significant electrostatic stabilization of the transistion state by the binding-
pocket-forming residues.
Part IV
Myosin: discussion and outlook
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Opening: Discussion and outlook
In this part hosts the assessment of the accuracy and the discussion of the reaction path
calculations of ATP hydrolysis in myosin (15). After a section dealing with the accuracy
and reliability of the present simulations (Section 15.1), the mechanism of ATP hydrolysis
in myosin is discussed in Section 15.2. This involves consideration of the reaction profiles,
elaboration on the degree of associativity of the hydrolysis reaction, and relating the simu-
lation results to findings from isotope exchange experiments and mutation studies. Based
on these considerations a Network Hypothesis for myosin-catalysis of ATP hydrolysis is
put forward that unifies previous mechanistic proposals and in the framework of which
experimental findings can be explained. The catalytic role of the Mg2+ metal cofactor is
discussed, followed by considerations on the enzymatic strategy of myosin. A comparison
of the hydrolysis mechanisms of myosin, the G-protein Ras, and F1-ATPase completes this
section. In Section 15.3 early post-hydrolytical chemo-mechanical coupling events are dis-
cussed and implications for the myosin motor cycle are outlined. Finally, in an outlook
in Chapter 17, a number of future projects are suggested that cover both methodological
aspects and simulations that are likely to give deeper insight into the chemo-mechanical





15.1 Accuracy and reliability of the calculations
The calculations reported here represent the most accurate calculations on enzyme-catalyzed
nucleoside triphosphate hydrolysis to date. None the less, computational limitations re-
strict the level of theory that can currently be employed for QM/MM calculations of the
present kind (optimization of one path takes 2 to 4 months on 8 CPUs at 2.6 GHz with
HF/6-31G(d,p)). The calculated reaction barrier heights and reaction energies for ATP
hydrolysis in myosin of ∼25 to ∼50 kcal/mol and ∼6 to ∼25 kcal/mol, respectively (Ta-
ble 13.15), show variations of ∼25 kcal/mol, thus suggesting that convergence in energies
could not be achieved with the present methods. They also deviate significantly from the
experimental values of ∼15 kcal/mol and ∼-2 kcal/mol (Table 4.11).
The variation in energies is dominated by the variation in the quantum mechanical energy
(see Section 13.3) and can thus be traced back to the different accuracies of the quantum
mechanical methods and basis sets used. A recent study compared the accuracy of different
quantum mechanical methods including Hartree-Fock, MP2, and DFT methods by deter-
mining the geometries and energies of metal aqua complexes in gas-phase with a SBKJ
(397) basis set on the metal ion and a 6-31G(d) basis set for the ligands (386). Although
the geometries as optimized with the different methods were similar, the energies varied
significantly. For example, the reaction energy of a water exchange reaction of Sc(OH2)
3+
6
varied by as much as 62.4 kJ/mol or ∼15 kcal/mol. In the present study, the number of
atoms in the quantum region is much larger than the number of atoms in a metal hexa-aqua
complex. Thus, the total energies are also larger and it may be expected that the error in
energy differences may be larger as well. In this reasoning, the errors due to usage of an
effective potential basis set for transition metals may be equated with the errors introduced
by treating the three phosphorus atoms present in the quantum region of the present study
with a rather low basis set. In addition, the 3-21G(d) basis set used here yields so low an
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accuracy that it is not any more considered in present-day quantum chemical studies on
small molecules. Thus, the energy variation of ∼25 kcal/mol that is observed in the present
work for a given path of ATP hydrolysis in myosin calculated with Hartree-Fock or DFT
single point energy calls on either HF/3-21G(d)-optimized or HF/6-31G(d,p)-optimized
coordinates does not seem unexpectedly large.
To estimate the error of the present calculations it would be necessary to perform bench-
mark simulations with a higher-order quantum mechanical method and with a larger basis
set. Since “to get reliable results for compounds with first and second row elements, basis
sets of at least a split-valence + polarization quality should be used” (386) the minimum
basis set for such benchmark calculations should be 6-31+G(d,p). To get to an accuracy
that is somewhat close to chemical accuracy it is necessary to use a quantum method
that includes electron correlation effects (reviewed in (390)). One should, however, be
aware that some methods including electron correlation nevertheless are too inaccurate to
reach the chemical accuracy of ∼1 kcal/mol. For example, density functional theory with
a B3LYP exchange-correlation functional still shows an average (maximum) error of ∼3
(∼20) kcal/mol (387) in the calculation of heats of formation. Second-order Møller-Plesset
perturbation (MP2) theory (398) has an intrinsic error of up to ∼3.5 kcal/mol in the cal-
culation of reaction enthalpies (399), even in the basis set limit. Thus, even more accurate
methods would have to be used. However, the computational requirements to perform
such high-level quantum chemical calculations for a quantum region of the size used in
the present work and in the context of refining minimum-energy paths greatly exceed the
currently available computational power.
The lack of diffuse functions in the basis sets used during path refinements will add to the
deviation of the calculated from the experimental reaction barriers and energies. Since it is
well established that for accurate quantum chemical treatment of anionic systems diffuse
functions are required (388; 389) omitting diffuse function represents a major source of
error. Augmenting the basis sets used with diffuse functions was not possible in the present
work since this introduced convergence problems. This may be due to several reasons.
Firstly, the addition of diffuse functions leads to a wave function that extends further from
the centers of the quantum atoms than without diffuse functions. Thus, the electron density
stretches further into the MM region in the direct neighborhood of the QM region with
diffuse functions than without diffuse functions. If charges are present adjacent to the QM
region this may lead to convergence problems. This may be the case for myosin in the
present work, since the positively-charged sidechain of Lys185 is in intimate vicinity to the
QM region, forming hydrogen bonds to oxygens on the γ- and β-phosphate moieties of ATP.
Secondly, the choice of the quantum region itself may influence the convergence behavior.
Depending on the boundary between QM and MM regions, the energy gap between the
HOMO and the LUMO may change, due to different constitutions of the QM region and,
accordingly, differences in the MM environment of the QM region. This may influence
the convergence of the SCF procedure. Thirdly, the linking protocol used to cut chemical
bonds between QM and MM regions may influence the convergence properties. In the
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link-atom approach used in the present work some partial atomic charges on MM atoms
bound to the boundary MM atom are zeroed, thus distorting the local electrostatic field
and thereby also the QM/MM electrostatic interactions. In addition, constraints are used
to position the QM atoms relative to the MM environment. This may introduce artificial
forces in addition to the MM and QM forces, thus affecting the convergence stability. More
elaborate linking protocols that avoid both the distortion of the local electrostatic field
and the introduction of artificial constraint forces such as methods based on frozen orbital
approaches are expected to yield more stable results (Compare Section 7.2).
The deviation in the total quantum energy (EQM) between the two quantum methods used
to evaluate the energetics of the HF/6-31G(d,p)-optimized paths, HF and B3LYP, amounts
to about 10 kcal/mol. It is interesting to ask whether this discrepancy comes from the
energy of the QM region itself (EQMQM ) or from the interaction between the QM region and
the protein (EelecQM/MM). E
QM
QM reaches a maximum deviation between HF and B3LYP of
also about 10 kcal/mol, whereas the contribution of the QM/MM electrostatic interaction
energy is always smaller than 1 kcal/mol. Thus, the difference between the quantum
methods stems from the EQMQM term. This means that difference relative to higher-level
quantum methods that will be observed in energy calculations of gas-phase ATP hydrolysis
will be directly transferable to QM/MM calculations of ATP hydrolysis in myosin.
The energetics of the minimum-energy paths for ATP hydrolysis in myosin as calculated
in the present work may deviate from experiment even if a high-level ab initio quantum
chemical method including electron-correlation effects and a large basis set would have
been used. A number of reasons could be responsible for this. Firstly, if the flexible MM
region would be chosen too small to adapt to conformational changes in the quantum
region, geometric changes would be propagated into the constrained MM region. Thus,
atoms in the constrained region would be displaced from their crystal-structure positions to
which they are harmonically constrained, resulting in an artificial energy increase that may
distort the energy profile along the minimum-energy path. In the present work, this source
of error was avoided by choosing the flexible MM region large enough to accommodate
conformational changes in the QM region, as evidenced a posteriori by constraint energy
terms close to zero for all three paths (Section 13.3). Secondly, the protein conformation
resulting from geometry-optimization starting from the crystal structure may not be the
geometry that is optimal to support the hydrolysis event. Even though the crystal structure
used in the present study was solved with the ATP analog ADP.Be.F3 bound to myosin
in the C/C conformation (55) that is supposedly competent for hydrolysis it is possible
that some sidechains are in a conformation so as to not optimally allow the hydrolysis to
occur. Relaxing the crystal structure by short molecular dynamics simulations prior to
geometry optimization may overcome this problem.1 Thirdly, the calculation of minimum-
1Such MM-only molecular dynamics simulations were made with both ATP.H2O and ADP.Pi bound to
myosin (results not shown). Several structures from the MD trajectories were quenched by MM/NUCS min-
imizations, followed by QM[AM1]/MM/NUCS and QM[HF/3-21G(d)]/MM/NUCS minimizations. How-
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energy paths intrinsically neglects the effect of the flexibility of the protein environment.
Actually, the chemical reaction of ATP hydrolysis in myosin proceeds in the environment of
the protein, with the protein undergoing constant conformational fluctuations. Thus, the
reactive motions of the nuclei of the quantum region take place in the mean field created
by the fluctuating atoms of the protein environment. To capture this effect one would have
to replace the potential energy surface used in the present work by a free energy surface
as obtained from averaging the potential energy over many conformations of the protein
environment for a given conformation of the reactive QM region by means of free-energy
perturbation (FEP) techniques. The number of energy evaluations required to perform
such averaging, however, greatly exceeds the capacity of currently available computers if ab
initio or density-functional quantum chemical techniques are used. Using semi-empirical
methods such as AM1 (400), AM1-d (401), MNDO (402; 403), MNDO-d (404; 405; 406), or
SCC-DFTB (407; 408; 409) may overcome this problem. However, parameters appropriate
for treatment of phosphate hydrolysis reactions are not available (or not yet tested) for
these methods.2 In addition, not all of the necessary QM/MM interfaces between the
respective QM program packages and CHARMM are currently publicly accessible. Thus,
currently it is not possible to reliably treat enzyme-catalyzed phosphate hydrolysis reactions
with semi-empirical QM/MM techniques. Nevertheless, the lack of averaging over protein
conformers represents a non-negligible source of error. A marked example for this has
been demonstrated for aldose reductase, where minimum-energy path simulations using
an AM1/CHARMM potential yielded a barrier of more than 30 kcal/mol (412), whereas
FEP simulations using an empirical valence bond approach for the quantum region found
a free energy barrier of ∼17 kcal/mol (413), that approaches the experimental barrier of
∼15 kcal/mol (414).
An additional source of inaccuracy is the only approximate treatment of solvent effects that
have been included in the present study via non-uniformly scaling the charges. As discussed
in detail in Section 9.1.4 the NUCS procedure allows to capture qualitatively the shape of
the energy profile along the reaction coordinate of an example reaction as determined from
reference Poisson-Boltzmann calculations. However, the deviation in barrier heights when
using scaled charges and a Coulomb potential compared to Poisson-Boltzmann electrostat-
ics was as large as ∼15 kcal/mol in case of the Tyr35 ring flip event in BPTI (Section
ever, the resulting reactant and product structures differed in orientations of the sidechains in the flexible
region. Since for each sidechain reorientation event the system must cross a saddle point on the potential
energy surface, the number of saddle points that would have been necessary to optimize in order to connect
one of the quenched reactant structures with one of the quenched product structures was too large to allow
refining minimum-energy paths with CPR on a QM/MM/NUCS potential energy surface. Attempts to
generate pairs of reactant and product structures by adiabatic mapping strategies as described in Section
10.4.2 starting from previously quenched structures failed due to large jumps in energy of up to ∼200
kcal/mol, the origin of which could not be elucidated.
2Recently, AM1/d parameters for phosphorus were developed aiming at the description of RNA cleavage
reactions (410; 411). However, whether the parameters are transferable to other phosphate hydrolysis
reactions is unknown.
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9.1.3). Thus, the error due to approximate treatment of solvent effects is comparable in
magnitude to the error due to the neglect of protein flexibility. Even though the NUCS
procedure is not capable to adequately capture the energetics along the reaction coordinate,
the geometric changes accompanying the BPTI ring flip event as determined with Poisson-
Boltzmann electrostatics could be reproduced when using non-uniformly scaled charges.
Thus, the geometries determined when approximating electrostatic solvent effects with the
NUCS procedure can be considered plausible.
In summary, the computational approach chosen here to study the ATP hydrolysis reac-
tion in myosin is too inaccurate to reliably describe the reaction energetics. However, due
to the lack of more adequate feasible methods it represents the current status of research
and available computational resources. Even though the present methodology cannot yield
quantitative results it is possible to gain important insight into the qualitative nature of
ATP hydrolysis in myosin. In particular, comparisons between different reaction mecha-
nisms are possible and insight into the coupling between the ATPase activity of myosin
and the motor cycle can be gained. Such conclusions can safely be drawn if they are sup-
ported by the results as obtained on all four energy surfaces used. For example, all three
pathways studied are isoenergetic independent of the energy surface (Section 13.2). This
can therefore be considered a reliable simulation result.
Moreover, the geometric changes of the heavy atoms along the reaction coordinates are sim-
ilar in the QM[HF/ 3-21G(d)]/MM/NUCS-refined and QM[HF/6-31G(d,p)]/MM/NUCS-
refined paths, even though the location of the transition state differs. Thus it is likely
that the successions of geometries as determined by the simulations represent sequences of
events that are indeed accessible to the system. This makes it possible to compare the ge-
ometric changes as determined for the three different paths studied as well as to relate the
local geometric changes in the vicinity of the γ-phosphate moiety to changes in geometry
in more distant parts of myosin. Thus, some propositions on how the ATPase activity and
the motor cycle of myosin are coupled are possible to be made.
As described in Section 13.1 the geometries of the transition states as refined on the
QM[HF/3-21G(d)]/MM/NUCS energy surface closely resemble the geometry of reactant
state, whereas the QM[HF/6-31G(d,p)]/MM/NUCS-optimized transition state geometries
exhibit a trigonal bipyramidal geometry at the Pγ , as is expected. In addition, the shapes of
the energy profiles along the reaction coordinates for the three paths studied change when
moving from the HF/3-21G(d)//HF/3-21G(d) surface to the B3LYP/6-31+G(d,p)//HF/3-
21G(d) surface, whereas they are conserved when moving from the HF/6-31G(d,p)//HF/6-
31G(d,p) to the B3LYP/6-31+G(d,p)//HF/6-31G(d,p) surface (Section 13.2). This indi-
cates that using a 3-21G(d) basis set yields too inaccurate results to reliably describe the
geometries at the stationary points. In contrast, usage of a split-valence 6-31G(d,p) basis
that includes polarization functions seems to be able to capture the geometries of the sta-
tionary points. Thus, the following Sections of the discussion will consider only the three
QM[HF/6-31G(d,p)]/MM/NUCS-optimized paths.
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The degree of inaccuracy of the 3-21G(d) basis set found here puts the reliability of previous
studies on enzyme-catalyzed nucleoside triphosphate hydrolysis reactions into question that
have combined ab initio quantum chemical methods utilizing a small basis set with molec-
ular mechanics. In particular, it seems questionable whether the conclusion of the recent
study on GTP hydrolysis by the Ras-GAP complex in which a dissociative mechanism was
found (190) is trustable, since geometry optimizations were performed using a 4-31G(d)
basis set on the attacking water and the triphosphate moiety of GTP and only a 3-21G
basis set on all other quantum atoms. The previous QM/MM study on ATP hydrolysis in
myosin may suffer from similar inaccuracies since geometry optimizations were performed
using a 3-21+G basis set (257). Although this basis set includes diffuse functions and is
therefore presumably better suited to described the diffusiveness of the electronic wave
function due to the negative charges present in the anionic quantum system in the myosin
active site than the basis sets used in the present study, it lacks polarization functions and
is therefore presumably less appropriate than the 6-31G(d,p) basis set used here to describe
proton transfer events. In addition, use of a 6-31 split valence set provides more accurate
results than use of a 3-21 split valence basis set since the former includes a larger number of
basis functions. Thus, it is to be assumed that the HF/6-31G(d,p)-refined geometries of the
present study are more reliable than the HF/3-21+G-refined geometries of the preceding
study. The heights of the rate-limiting barriers of 25.9 to 38.8 kcal/mol as calculated on a
B3LYP/6-31+G(d,p)//HF/3-21+G surface in this previous study are within the range of
barrier heights observed in the current study (∼25 to ∼50 kcal/mol). The two available
computational QM/MM studies on ATP hydrolysis in F1-ATPase used a 6-31G(d) basis
set for geometry optimizations (415; 416), thus including polarization functions on heavy
atoms but not on hydrogen atoms. The reliability of this basis for description of proton
transfer events can be questioned, nevertheless these studies represent the computation-
ally most accurate QM/MM studies on nucleoside triphosphate hydrolyses published to
date. Nonetheless, the present study utilizes a larger basis set than any of the previously-
published studies and can therefore be considered the most accurate computational study
currently available for an enzyme-catalyzed phosphoanhydride hydrolysis reaction.
15.2 Mechanistics of ATP hydrolysis in myosin
In this section, the mechanistic details that can be deduced from the simulation results using
the QM[HF/6-31G(d,p)]/MM/NUCS potential energy surface are discussed and related to
previous experimental and theoretical work. This contributes to answering the questions
raised in Chapter 5.
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15.2.1 Reaction profiles
All three water activation mechanisms studied, that is, the direct path, the Ser181 path,
and the Ser236 path represent single-step reactions, i.e., the reactant and the product
states are connected via a single transition state. This is in contrast to the previous
QM/MM study on ATP hydrolysis in myosin, in which a pentacoordinated intermediate
state was found (257). However, it agrees with the experimental evidence from time-course
experiments measuring oxygen exchange that suggested that ATP hydrolysis in myosin
occurs without passing through a stable intermediate state (248) (see Section 4.6.1). Since
both the current study that can be considered more accurate than the previous one (see
above), and experiment indicate that ATP hydrolysis occurs via a single-step rather than a
multi-step reaction mechanism it can be assumed that the actual enzymatic process indeed
proceeds in a one-step fashion.
15.2.2 Degree of associativity (question 1)
The geometric analyses of the three pathways considered in the present study shows clearly
that ATP hydrolysis in myosin follows an associative mechanism, in that the attacking
oxygen first approaches the Pγ and the bond cleaved is broken afterwards (Figs. 13.15,
13.22, and 13.29 in Section 13.1). However, the mechanism is not purely associative, since a
completely associative mechanism would be characterized by a pentacovalent phosphorane
intermediate in which the bond distances of the bonds formed and cleaved are equal to
the P:O single bond distance. Here, however, no intermediate is found (see above). To
determine the degree of associativity as defined by Eq. 4.1 it is necessary to know the P:O
single bond distance. Since the calculation methods chosen presumably yield a distance
different from 1.73A˚ (as used in Ref. (133)) but with unknown numerical value, it is
not possible to assign a fractional associativity to the pathways. Nevertheless, the bond
distances of d(Pγ : O
a) = 2.18 A˚ and d(Pγ : Oβγ) = 1.73 A˚ found in the transition states
of all three pathways studied are obviously shorter than the sum of van der Waals radii of
phosphorus and oxygen (3.3 A˚, see Section 4.2.1), thus ruling out a dissociative mechanism.
That hydrolysis does not occur via a dissociative reaction route agrees with the findings
from reaction quenching experiments (243). The bond lengths in the transition state are
similar to the bond lengths found in the transition state of the uncatalyzed reaction for
which values of 2.12 A˚ and 1.84 A˚ have been reported (153) (see Section 4.2.3). In addition,
the mechanism cannot be characterized as an SN2 mechanism, because the bond distances
of the bonds formed and cleaved differ in the transition state, thereby contradicting the
definition of an SN2 mechanism that implies equal bond distances. Thus, the mechanism
will be termed associative hereafter, owing to the fact that the incoming oxygen is bound
before the outgoing oxygen is cleaved off but implying that certain features of a dissociative
mechanism may nevertheless contribute. This is in accordance with findings from Raman
spectroscopic studies that suggested a mechanism with more associative than dissociative
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character (251).
A contribution from a dissociative-like mechanism could in principle be provided by stabi-
lization of the charge on the bridge oxygen in the transition state. Such a role has been
proposed for Asn233 (258). However, the present calculation do not support this proposal
since no significant charge shifts are observed throughout the whole paths (see Section
13.5). Rather, myosin seems to act electrostatically by preforming the charge pattern of
the product configuration already in the reactant state. Thus, charge shifts are apparently
not used by myosin to support the hydrolysis reaction step itself and can therefore not be
used to distinguish an associative mechanism from a dissociative one.
Experiments used to determine linear free energy relationships for a number of uncatalyzed
phosphoanhydride hydrolysis reactions show only a small dependence of the hydrolysis rate
constant on the pKa of different incoming groups, but a large dependence on the pKa of
leaving groups (135). This had been interpreted in favor of a dissociative mechanism in
aqueous solution. However, the unique interpretability of linear free energy relationships
has been questioned (136). Moreover, hydrolysis in aqueous solution of methylphosphate –
the smallest possible model system for phosphate hydrolysis – which has been examined us-
ing a variety of methods, can be explained indiscriminately using associative or dissociative
mechanisms (145; 152; 153; 155). Furthermore, computational investigations on methyl-
triphosphate hydrolysis in aqueous solution did not give clear evidence in favor of either
mechanism (153; 168). Since neither mechanism seems to be inherently more favorable,
enzymes (including myosin) can, in principle, select either mechanism (169; 170).
The question of whether enzymes utilize a dissociative or an associative mechanism for
phosphoryl transfer reactions thus remains open. Substrates such as vanadates are fre-
quently used to crystallize proteins in a conformational state that is supposed to mimic the
transition state (417) of the phosphate hydrolysis reaction. This, however, implies that a
pentacovalent state indeed exists in the course of the enzyme-catalyzed reaction. Crystallo-
graphic evidence of a pentavalent phosphorus intermediate has been reported in 2003 with
distances of 2.0 and 2.1 A˚ to the axial oxygens and 1.7 A˚ to the equatorial oxygens (418).
This has provoked a new suggestion based on hypervalent phosphorus chemistry, namely
that enzyme catalysis may proceed via a hexavalent phosphorus transition state in which
a protein sidechain donates an additional oxygen, and a pentavalent intermediate (419).
Details of such a mechanism, however, have so far not been suggested for any enzyme. The
current study suggests that in case of myosin it seems unlikely that such a “hypervalent
phosphorus” mechanism would be followed, since no pentacovalent intermediate could be
located.
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15.2.3 Relating the simulation results to isotope exchange
experiments (question 2)
Isotope exchange experiments investigating the myosin catalysis of ATP hydrolysis have
established that the terminal γ-oxygens on ATP rapidly exchange with the solvent. All
four oxygens on the product Pi are equivalent (247), i.e., the three terminal γ-phosphate
oxygens on ATP and the attacking water oxygen. The βγ-bridge oxygen and the terminal
β-oxygens do not exchange (249). Since hydrolysis in found in the present work to proceed
without passing a stable intermediate state, the exchange of the terminal γ-oxygens can
only occur if either the γ-phosphate moiety of ATP in the reactant state or the Pi in
the product state possesses rotational freedom. In the reactant state, both the γ- and
the β-phosphate moiety donate one oxygen each to the Mg2+ cation. Rotation of the γ-
phosphate therefore would require breakage of the coordination bond. However, since the
hexacoordination of Mg2+ represents the preferred coordination number of Mg2+, found in
80% of structures in the Cambridge crystallographic databank (420), it seems unlikely that
this bond could be broken spontaneously. Thus, it seems more likely that rotation occurs
in the posthydrolysis state.
In the present simulations the Mg:OS237 coordination bond is broken and Mg2+ is only
five-fold coordinated after hydrolysis. Although this is an unusual coordination pattern
for Mg2+, five- or four-coordinate Mg2+ complexes are observed each in ∼8% of structures
in the Cambridge crystallographic databank (421; 422). The present calculations show
that, in the post-hydrolysis state, the d(Mg2+:Oγ3) coordination bond is longer and thus
weaker than the d(Mg2+:Oβ2) bond (see Tables 13.6, 13.10, and 13.14), indicating that
the former is more likely to break than the latter. This makes it possible for the Pi to
transiently dissociate from Mg2+, yielding a four-fold coordinated Mg2+ cation and allowing
the Pi to rotate. In such a scenario, the β-phosphate remains permanently coordinated
to Mg2+, hindering its rotation,which explains the experimentally-observed lack of isotope
exchange in this group. Thus, the presently found product structure, with its five-fold
Mg2+ coordination and weakened d(Mg2+:Oγ3) bond is consistent with the experimentally-
observed features of the oxygen exchange. Moreover, breaking of the d(Mg:Oγ3) bond as
proposed here must eventually occur to allow exit of the Pi. The above scenario gives a
possible explanation of this crucial early post-hydrolysis event.
To verify the above speculations, further computational studies would be required, such as
conformational searches with a four-fold coordinated Mg2+ in the posthydrolysis M.ADP.Pi
state combined with analyses of rotational barriers for Pi tumbling in the myosin catalytic
site.
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15.2.4 Relating the simulation results to mutational experi-
ments (question 3)
Extensive kinetic characterization of a large number of active-site mutants of Dictyostelium
discoideum myosin II has been reported (see Table 4.7), with different mutants having
significantly different effects on the basal ATPase rate. Mutants that speed up the ATPase
cycle are expected to facilitate the rate-limiting phosphate release step without significantly
affecting the rate of the hydrolysis step itself. Mutants that slow down or completely inhibit
the ATPase activity may interfere with the ATPase cycle by inhibiting substrate binding,
by preventing the return stroke (i.e., the conformational transition from the C/O state to
the C/C state of myosin) thus making it impossible for myosin to adopt the conformation
competent for hydrolysis, by inhibiting the hydrolysis step itself, or by further slowing down
the product release steps. Due to the complicated regulation of the myosin motor activity,
it is not always possible to unambiguously assign the inhibitory action of mutations to
these four possibilities.
The P-loop residues are supposed to be necessary for nucleoside triphosphate binding, since
this loop is found in all ATP or GTP hydrolyzing proteins (53). Apart from the structural
role some P-loop residues may nevertheless play a catalytic role. This is proposed to be the
case in the present work, in which Ser181 acts as a proton relay in the Ser181 mechanism
that is found to be occupied. Indeed, when Ser181 is mutated to Ala, the enzymatic activity
is halved (231). Mutating Ser181 to Thr does not recover the enzymatic activity (231) even
though it is conceivable that the Thr hydroxyl group may play a similar role as the Ser
hydroxyl group. However, due to the active site being closely packed it is possible that
a Thr sidechain could not be positioned in a geometry appropriate for proton transfers
and that in contrast Thr (that is more bulky than Ser) disrupts the balanced organization
of the surrounding heavy atoms that serve as proton donors and acceptors. Thr186 is
clearly important as a ligand coordinating the Mg2+ ion. However, no mutational data
are available for this residue. Since perturbation analysis can only be made for residues
not included in the QM region and Thr186 is included in the QM region in the present
study, it is not possible to infer any further details on the role of Thr186 from the present
simulations. A key role is played by Lys185 that is hydrogen-bonded to both a β- and a
γ-oxygen of ATP in a fashion similar to Mg2+ (see comparison of crystal structures, Item 3
in Appendix A). When mutated in gizzard muscle myosin II, no enzymatic activity can be
observed (231). However, other authors claim that a K185A mutant can catalyze hydrolysis
(258). In the present work, Lys185 is found to lower the barrier height only in the Ser181
pathway (Fig. 13.46). Interestingly, it electrostatically stabilizes the product states in all
three paths studied (Figs. 13.54, 13.55, and 13.56). Thus, apart of the possibility of its
active participation in hydrolysis (as is discussed in Section 15.2.5) is may contribute to
hydrolysis by pulling the hydrolysis equilibrium towards the product side.
Both the switch-1 and the switch-2 loops must be in their closed conformation for hydrol-
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ysis to proceed. The C/C conformation is maintained by a salt-bridge between Arg238
(switch-1) and Glu459 (switch-2). When mutating Arg238 to Ala (226), Cys (226), His
(226), Ile (231), or Glu (230), no or significantly reduced enzymatic activity is observed.
Similarly, when mutating Glu459 into Ala (227), Val (225), or Arg (230) enzymatic activ-
ity is severely hindered. However, the single mutant R238K (231) and the double mutant
R238/E459R (230) maintain their capacity for hydrolysis. This indicates that formation of
the salt bridge, but not the detailed chemical nature of the salt-bridge partners is critical
for hydrolysis in Dictyostelium discoideum myosin II. Since in both the R238K and the
double mutant the local hydrogen pattern is necessarily affected, it seems unlikely that
Arg238 and Glu459 play an essential role in positioning the attacking water, as has been
suggested based on mutational data for rabbit skeletal myosin II (258). The rabbit myosin
double mutant R247E/E470R cannot recover the loss of basal ATPase rate (423) as could
the corresponding Dictyostelium discoideum myosin double mutant R238E/E459R (230).
This may be explained by assuming that myosin II motors from different organisms utilize
slightly different strategies for ATP hydrolysis, even though the nucleotide binding pocket
residues are extremely conserved across species (see Section 3.2.3). In the present work
which is based on the crystal structure of Dictyostelium discoideum myosin II, the unfa-
vorable electrostatic contribution of Arg238 to both the barrier heights and the reaction
energies is compensated by the favorable contribution of Glu459. Thus, the overall contri-
bution of the salt-bridge residues to catalysis is small, making an active participation in
catalyzing ATP hydrolysis unlikely.
The first residue in the switch-1 loop, Asn233, does play a role as evidenced by its halving
the basal ATPase rate of myosin when mutated to Ala (226). It has been suggested to act
by electrostatically stabilizing the negative charge on the bridge oxygen in the transition
state (258), assuming dissociative-like mechanism similar to the mechanism suggested for
the G-protein Ras. In Ras, this charge stabilization is exerted by an Arg residue (termed
the “Arg-finger”) from the GTPase activating protein (GAP) whose presence is necessary
for hydrolysis to proceed. That indeed an Asn can take a role equivalent to the Arg-finger
has recently been shown for Rap1GAP, i.e. the GTPase-activating protein for Rap, a
G-protein belonging to the Ras superfamily (424). However, the present work puts the
assumption into question that a similar mechanism takes place in myosin. A residue can
act by stabilizing a negative charge only if significant negative charge is accumulated in
the transition state. This is, however, not the case in myosin, as indicated by the Mulliken
charge analyses of the present work (Section 13.5). In addition, the perturbation analyses
show that Asn233 stabilizes the transition state only in the Ser181 pathway, whereas it
is slightly destabilizing in the direct and Ser236 pathways. However, it clearly stabilizes
the product states of all three pathways. Thus, Asn233 may act similarly to Lys185 by
pulling the hydrolysis equilibrium towards the product side. The two other Asn residues of
the switch-1 loop, Asn234 and Asn235, contribute only marginally to both barrier heights
and reaction energies in all three pathways studied. This coincides with the finding that
mutating Asn235 to Ala alters the basal ATPase rate of myosin to only 75% of the wild-
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type activity (226), and mutating Asn235 to Ile even elevates the activity to ∼150% of the
wild-type activity (231).
Both Ser residues of the switch-1 loop have been proposed to be involved in catalyzing
ATP hydrolysis. Ser236 may serve as an intermediate proton shuttle in a fashion similar
to Ser181. Thus, mutations should reduce the ATPase activity, which is indeed the case.
However, different experimental studies disagree in the extent of loss of activity when mu-
tating Ser236 to Ala. Using a Dictyostelium discoideum myosin II constructs, the basal
ATPase rate of myosin is reduced to ∼70% of its wild-type activity (226), whereas when
using gizzard muscle myosin it is reduced to ∼25% (231). In the latter case, some activ-
ity can be recovered when replacing Ser236 with a Thr with the S236T mutant showing
80% of the wild-type activity. In the present study, Ser236 in contained in the quantum
mechanical region, thus making it impossible to perform a perturbation analysis. The fact
that the Ser236 pathway is found to be isoenergetic to the Ser181 path in the present
study nevertheless coincides with approximately comparable loss of ATPase activity upon
mutating Ser236 or Ser181 to Ala. Ser237 coordinates the Mg2+ ion. If mutated to Ala
this coordination is made impossible. Thus, it seems likely that a S237A mutant would be
hampered in closure of the switch-1 loop upon nucleotide binding that is accompanied by
formation of the hexacoordinate Mg2+ complex, thereby slowing down the basal ATPase
activity to the observed ∼30% of the wild-type activity (226). Thus, it is expected that
such a mutant would not significantly slow down the rate of the hydrolysis step itself. Since
however, Ser237 is also treated quantum mechanically in the present work, thus making it
impossible to study its electrostatic contributions by means of perturbation analysis, the
impact of Ser237 on the hydrolysis step cannot be investigated here.
Several residues seem to not participate in the hydrolysis step as indicated by an increase in
basal ATPase rate upon mutation to Ala or Leu. These are Ile455 (227), Ser456 (227; 233),
and Phe458 (227). Indeed, Ile455 and Phe458 do not significantly contribute to either the
reaction barrier heights or the reaction energies of any of the studied pathways. Ser456
exhibits an unfavorable contribution to both barrier heights and reaction energies in all
pathways. Thus, it is possible that the increased basal ATPase rate can at least partly be
explained by an accelerated ATPase step due to removal of the inhibitory effect of Ser456.
Asp454 contributes slightly favorable to both reaction barriers and reaction energies in all
three pathways, except in the transition state of the Ser181 path, where its contribution
is slightly unfavorable. In contrast, in the mutational analysis the activity of the D454A
mutant is reduced to ∼35% of the wild-type activity (227). Thus, the loss of activity is
almost as pronounced as for the E459A mutant. To explain the discrepancies between
the results from the perturbation analysis of the present study and the results from the
mutational experiments further investigations would be necessary.
The backbone amide NH group of Gly457 group forms a hydrogen bond to Oγ1 only in the
C/C structure of myosin, an interaction that has been proposed to be crucial for hydrolysis
to proceed (38; 258). In the present path calculations, this hydrogen bond is maintained
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throughout the whole paths with only insignificant movements of Oγ1. Since the hydrogen
bond is apparently unaffected by the hydrolysis itself, it seems unlikely that formation of
this hydrogen bond induces the hydrolysis event as has previously been suggested (77).
Nevertheless, its presence seems to be necessary for hydrolysis to occur, as is revealed by
the favorable contributions of Gly457 to both barrier heights and reaction energies in all
three pathways studied.
15.2.5 Network hypothesis for myosin catalysis of ATP (ques-
tion 4)
The question arises as to whether it is possible to synthesize the findings of the present study
with previous proposals in a new hypothesis on the mechanism of ATP hydrolysis in myosin
that is capable of explaining both the experimental observations and the findings of the
present study. Several features of the ATP hydrolysis reaction paths in myosin as obtained
here seem remarkable. Firstly, all reaction pathways studied here have approximately the
same barriers and are thus approximately equally likely to be populated. It is therefore not
possible to speak of the reaction pathway in myosin since several possible reaction channels
could be taken. Secondly, all proton transfer events are found to occur without visible
barrier. This may be due to the CPR algorithm used to refine the reaction pathways.
CPR locates the highest saddle points that connect pre-defined minima on the potential
energy landscape. However, it does not refine transient path points so as to consistently
follow the intrinsic reaction coordinate. The reaction paths as refined with CPR can in
principle be smoothed by further optimization using the SCM command of the TReK
module (315) in CHARMM, thereby revealing further bumps in the energy profile that
correspond to minor barriers. Since such a path smoothing is computationally costly, it
has been omitted here. Nevertheless, the additional barriers that may show up are per
definitionem negligibly small compared to the reaction barrier refined with CPR. Indeed,
proton transfers in alkaline solutions that lead to the transport of hydrated hydroxide in
aqueous solution occurs via a free energy barrier of about 3 kcal/mol (396). Thus, even if a
barrier must be crossed in a proton transfer event (as is expected), this barrier is low and
will not significantly hinder the proton transfer. Thirdly, the geometries of the transition
states of the three pathways are nearly identical when considering only the heavy atoms
(Fig. 15.1). Exceptions are the positions of the helper water and Ser181 sidechain atoms
in the Ser181 pathway. However, the heavy atoms of the triphosphate moiety of ATP and
the attacking oxygen overlap remarkably well, as is also indicated by the distances Pγ : O
a
and Pγ : Oβγ being identical in all three paths (see Section 13.1.4).
This inspires the following Network Hypothesis on the mechanism of ATP hydrolysis in








Figure 15.1: Overlap of the QM[HF/6-31G(d,p)]/MM/NUCS-optimized transition
state structures of the direct (colored by atom), Ser181 (gray), and Ser236 pathways
(tan, almost invisible since the atoms occupy practically identical positions as in the
direct path). Only the heavy atoms are shown.
site when it adopts the catalysis-competent C/C conformation. Depending on the specific
protonation state and conformation of the binding-pocket-forming residues at a given time,
ATP hydrolysis proceeds via different reaction channels. Those different reaction paths are
equally valid in explaining the details of ATP hydrolysis in myosin.
The dynamic network consists of heavy atoms that can carry one or more protons (such as
the water molecules adjacent to the γ-phosphate moiety including the attacking water, the
sidechains of Ser181, Lys185, Ser236, Arg238, Ser456, Gly457 (main chain), and Glu459
and the γ-phosphate moiety of ATP) and of as many protons as necessary to balance the
electrostatic charges. The protons are rapidly exchanged between the donors and acceptors
via negligible energy barriers in a fashion similar to the proton transfer events taking place
in bulk water. Thus, the somewhat delocalized hydrogens provide a mean field in which
the heavy atom motion takes place. The progress of the ATP hydrolysis is determined
predominantly by the movements of the heavy atoms involved, in particular the movement
of Pγ . In principle, a number of different paths are conceivable, depending on the specific
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configuration and protonation pattern of the myosin active site. Each such “macropath”
can be realized by a number of different proton transfer pathways. A specific ATP hy-
drolysis pathway that takes place in a given protonation pattern of the active site, within
a single conformation of the protein, and with specific proton transfer pathways can be
viewed as one possible realization of the observable hydrolysis event (Fig. 15.2). In the
present work, three different such “micropaths” have been studied. However, a number of
additional “micropaths” might, in principle, exist. The hitherto-suggested reaction mecha-
nisms for ATP hydrolysis in myosin, i.e., the direct or Ser236 relay mechanisms (57; 252),
the Ser181 relay mechanism or Lys185 as a general base (253), Lys185 as a general acid
(256), and the two-water-hypothesis (258), can be considered to correspond to different
possible “micropaths”. The sharp distinction between associative and dissociative mecha-
nisms is somewhat blurred in the network hypothesis, since some “macropaths” may follow
a route with more associative character while others may be more on the dissociative side




Figure 15.2: Path hierarchy. The experimentally observable ATP hydrolysis can be
realized by a number of macropaths characterized by a specific pattern of motion of the
heavy atoms involved in the hydrolysis. Each macropath can be realized by a number
of micropaths characterized by specific proton transfer pathways. The branch of the
resulting hierarchy tree corresponding to the three hydrolysis pathways investigated
in this study is marked in red.
If the proposed dynamic network hypothesis holds, then the ATP hydrolysis mechanism in
myosin can be expected to proceed in a similar fashion as ATP hydrolysis in bulk water.
Since so far no definite details on the mechanism of nucleotide hydrolysis in aqueous solution
are known (compare Section 4.2.3) it is, however, not possible to comment on the degree
of similarity between the uncatalyzed and the catalyzed processes.
The network hypothesis decouples the ATP hydrolysis from the necessity of myosin to
capture a well-defined number of water molecules in the active site during the return
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stroke (C/O to C/C transition). In the proposed dynamic network scenario, any number
of captured water molecules could possibly be involved in the dynamic hydrogen bonding
network and thus contribute to hydrolysis. However, due to steric factors is seems likely
that either only one or two water molecules could be captured in addition to the attacking
water molecule in the cavity formed between the γ-phosphate moiety of ATP and the
switch-1 and switch-2 loops. These water molecules are expected to possess considerable
degree of mobility, because they can be viewed as key mediators of proton exchange among
the heavy atoms of the dynamic hydrogen bonding network. That the crystallographically-
observed water molecules in this region are indeed mobile is indicated experimentally by
their high temperature factors or even their absence in the available crystal structures (see
Item 5 in Section 10.2). In the present study, both the helper water and the attacking water
molecules can reorient within the active site without energetic cost, enabling the system to
proceed from a single reactant structure via three different water activation routes to three
different product structures.
It is currently not possible to test the proposed network hypothesis using computer simu-
lation techniques since such a testing would require determination of all possible reaction
paths in all possible protonation patterns, preferably while averaging over many protein
conformation in a free-energy perturbation approach. This, however, is computationally
too costly to be done with ab initio quantum techniques and would thus require the use
of semi-empirical quantum techniques that have so far not been shown to be able to yield
reliable geometries and energies for phosphoanhydride reactions (see Section 15.1). How-
ever, some rationalization could be possible by calculating the pKa values of the residues
involved. Knowledge of the pKa values would give insight into the equilibria associated
with proton transfer events. However, such an argumentation must be made with care,
since it is possible that a Ser residue will always carry a single proton on its sidechain even
when it participates in a proton hopping chain. Thus, the pKa value that reflects the like-
lihood of a protonation or deprotonation event cannot be used as a criterion of likelihood
of a simultaneous protonation/deprotonation process under such circumstances.
It is possible to explain the findings of the mutational studies within the framework of the
dynamic network hypothesis for myosin catalysis of ATP hydrolysis by assigning functional
roles to the residues in the nucleotide binding pocket within the network hypothesis. Some
may be responsible to put together and maintain the enzymatic environment in such a
way that a dynamic network best suitable to support hydrolysis can emerge (Category I).
A second group of residues (Category II) may position ATP in the binding pocket such
that ATP sits rather immobilized in the pocket and can be acted upon by the members of
the third group of residues (Category III) that form the active participants in the proton
exchange processes and are thus the key players in the chemical hydrolysis event. The
water molecules (including the attacking water) that are trapped in the cavity adjacent
to the γ-phosphate moiety of ATP in the C/C conformation of myosin form the central
core of the dynamic proton exchange network. This is due on the one hand to their ability
to donate and accept two protons each and on the other hand to their mobility within
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the cavity that makes them ideal proton shuttles able to mediate proton transfers between
protein residues that participate in the network.
The salt-bridge residues Arg238 and Glu459 are in Category I. If mutated such that salt-
bridge formation is made impossible ATPase activity is lost (e.g., R238A (226), R238C
(226), R238H (226), R238I (231), R238E (230), E459A (227), E459V (225), and E459R
(230)), whereas in mutants that maintain the capacity of salt-bridge formation, ATPase
activity is maintained as well (i.e., R238K (231) and the double mutant R238E/E459R
(230)). Thus, salt-bridge formation seems to be necessary to firstly sequester the reaction
site from other parts of the molecular motor, thereby defining the boundaries of the dynamic
network, and, secondly, to trap a number of water molecules within the reactive area. In
addition, Arg238 and Glu459 may also be involved in proton exchanges, albeit only at
the boundary of the network. Therefore, the active participation of Arg238 and Glu459
in proton exchanges seems to be of minor importance. This agrees with the results of the
present perturbation analysis that indicate that the combined effects of Arg238 and Glu459
on the reaction barrier height are small. The P-loop residues are expected to belong to the
ATP-positioning residues (Category II) and to thus contribute indirectly to assembling the
dynamic network.
Mutation of any of the key residues of the network (Category III), i.e., Ser181, Ser236,
or Lys185, into Ala would be expected to reduce the number of possible micropaths, thus
leading to a reduced but not abolished ATPase activity, as is observed for Ser181 (231)
and Ser236 (226; 231), and is suggested for Lys185 (258). The Ser residues participate in
the proton exchange network via their sidechain hydroxyl group. Thus, in principle, loss
of activity upon mutation to Ala should be reduced when mutating Ser into Thr. This
is indeed observed for Ser236, but not for Ser181 (231). This may be explained by the
observation that the sidechain of Ser181 can interact with only one water molecule of the
water cluster, whereas Ser236 points directly into the cluster and can interact with two
water molecules. In position 181, the hydroxyl group of the Thr may be inaccessible to
hydrogen donor/acceptor partners of the water cluster, thus blocking the reaction paths
accessible with a Ser in position 181. In contrast, in position 236 the structure of the water
cluster may simply reorganize, thus facilitating proton transfers to and from the hydroxyl
group of Thr.
Residues that seemingly cannot be assigned specifically to one of the three categories intro-
duced above may not be directly involved in the hydrolysis step itself but play key roles in
mediating the communication between the different sites of myosin. Examples are Ser237
that may contribute to opening of the trap door for product release (discussed in detail in
Section 15.3) or Ser456, that has been shown to decouple the ATPase cycle from the motor
cycle when mutated to Ala (233), or Gly457 in the switch-2 loop that may couple the local
structural changes during ATP hydrolysis to the movement of the lever arm (92).
An experimental test of the network hypothesis would require to substitute the water
molecules central to the network hypothesis. This could in principle be realized by sol-
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vating a wild-type construct of the myosin II motor in methanol instead of in water and
measuring the ATPase activity. However, it may be difficult to assign the expected ob-
servable changes in reaction rates specifically to the ATP hydrolysis step, since a change of
solvent will also change the dynamics of the conformational transitions and thus influence
all steps of the ATPase cycle. Thus, one would probably have to measure the kinetics along
the whole ATPase cycle, as has been done for the W501+ mutant of Dictyostelium dis-
coideum (209). In addition, the chemical reaction kinetics of hydrolysis and methanolysis
of ATP are presumably significantly different from each other. The extent of dissimilarity
is, however, unknown, thus making it difficult to separate changes in the kinetics of the
hydrolysis step (once these would be known from experiment) between intrinsic changes of
the reaction channels of the uncatalyzed reactions and kinetic changes due to a differences
in the dynamic network environment within myosin.
The network hypothesis implies that ATP hydrolysis in myosin is accompanied by a sig-
nificant number of proton transfer events. Thus, it seems possible that a kinetic isotope
effect could be measured, if proton transfers are found to contribute to the rate-limiting
step. In addition, it is in principle possible that tunneling effects3 need to be considered if
experimental rates shall be accurately predicted by computational methods.
15.2.6 Role of Mg2+ (question 5)
Mg2+ may both be catalytically active and help in positioning the rather flexible triphos-
phate moiety of ATP in a conformation suitable for hydrolysis. The latter has been pro-
posed in the case of 3-phosphoglycerate kinase (426) and it seems likely that Mg2+ is indeed
required for this positioning, since without Mg2+ hydrolysis cannot take place. However, if
the role of Mg2+ were only a structural one then it should be possible to exchange Mg2+
with Ca2+ without disrupting the motor activity of myosin. Indeed, when Ca2+ is used, the
ATPase activity of myosin as measured by the basal ATPase rate is not only not alleviated
but even increased (203; 226). Thus, it seems likely that the cation does indeed contribute
catalytically to the ATP hydrolysis reaction. However, when Ca2+ is used instead of Mg2+,
the force production is decreased (213). Thus, the cation seems to also be involved in the
communication between different sites of the myosin motor (discussed in Section 15.3).
The formation of the coordination bonds between Mg2+ and ATP4− introduces an asymme-
try in the distances d(Pγ :Oβγ) and d(Oβγ :Pβ). An equivalent asymmetry has been observed
for methyltriphosphate (168). Even in pyrophosphate, being a symmetric molecule, a cor-
responding activation of a d(P:Obridge) bond by Mg
2+ has been observed, if the Mg2+ is
coordinated by one oxygen of one phosphate moiety and two oxygens of the other phosphate
moiety in pyrophosphate (165). This asymmetry of the d(P : Obridge) bond lengths indi-
3Tunneling effects do play a non-negligible role in determining the free energy barrier of reaction in-
volving proton, hydrogen, or hydride transfers. Tunneling effects occur both in solution and in enzyme
environment, thus they probably do not contribute to the catalytic power of enzymes (425).
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cates that Mg2+ contributes to activate the d(Pγ : Oβγ) bond for cleavage both in myosin
and in aqueous solution. Thus, a possible catalytic role of Mg2+ can be seen in activating
the bond that will be cleaved both in solution and in the enzymatic environment.
Moreover, the present work indicates that the Mg2+ cation moves towards the ADP.Pi
moieties upon decay of the pentacovalent phosphorane transition state (Sections 13.1.2).
This adds to the dissociative character of the paths studied, because when the cation piles in
between the γ-phosphate moiety and ADP it contributes to the dissociation by stabilizing
the separated state. Another possible catalytic role of the Mg2+ ion can therefore be seen
in pushing the reaction in the forward direction by triggering the separation of the reaction
products. This contributes to lowering the energy of the product state. According to the
Hammond postulate, stabilization of the product state shifts the transition state towards
the reactant state (427). Indeed, the transition state is seen here to be structurally and
electrostatically close to the reactant state. Given that the energy of the unhydrolyzed
ATP is much lower than the anion pair in proximity, this is one way for the protein to
lower the activation barrier.
The pushing effect of the cation might be more pronounced when using Ca2+ instead of
Mg2+, because the ionic radius of Ca2+ is larger than that of Mg2+, and thus might more
efficiently separate the Pi from the ADP. Thus, the Ca-ATPase reaction is expected to be
more dissociative in character than the Mg-ATPase reaction. If this is true, more negative
charge would accumulate on the βγ-bridge oxygen in the transition state of the Ca-ATPase
reaction than in the Mg-ATPase reaction. This negative charge would have to be stabilized
by the protein environment. A possible candidate is Asn233 that has been suggested to
fulfill exactly this role in the Mg-ATPase cycle (258). Indeed, the Ca-ATPase activity is
almost abolished in the N233A mutant, in contrast to the Mg-ATPase activity for the same
mutant (226). Thus, it seems possible that different reaction channels would be accessible
when using different metal cations as cofactors. If the metal ion cofactor indeed helps to
advance the reaction by product separation and if the effect of Ca2+ is more pronounced
than the effect of Mg2+ due to the difference in ionic radii, this may provide an explanation
of the increase in ATPase rate upon replacement of Mg2+ with Ca2+. This hypothesis could
be tested by repeating the reaction simulations of the current work while replacing Mg2+
by Ca2+.
Apart from the steric effects discussed above, Mg2+ may act catalytically by affecting
the charge distribution in the active site. That this is indeed the case is revealed by
the Mulliken charge analyses (see Section 13.5) that show that the positive charge of the
dication is distributed among the Mg-coordinating ligands. In particular, the charges on
ATP and the attacking water are rearranged such that the charge pattern of the product
state is already preformed in the reaction state. This charge preorganization is presumably
not possible in the absence of a divalent cation, which may explain why hydrolysis does
not occur without a metal cofactor (211; 212).
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15.2.7 Enzymatic strategy of myosin
In lowering the barrier of ATP hydrolysis from 28.9 – 29.3 kcal/mol (132; 135) in aqueous
solution to about 14.5 kcal/mol in the myosin active site, myosin functions as an enzyme.
Enzymes can, in principle, achieve catalysis by destabilizing the reactant state and/or
stabilizing the rate-limiting transition state. In the present work it is found that the residues
in direct proximity to the reaction do not significantly contribute to lowering the barrier.
Therefore, no clear stabilization of the transition state is observed. In contrast, factors that
may contribute to reactant state destabilization are observed. These are the preformation
of the charge pattern of the transition state in the reactant state and the slight geometric
deformation of ATP into the direction of the trigonal bipyramidal transition-state geometry.
Thus, myosin as an enzyme is likely to act mainly by destabilization of the reactant state.
15.2.8 Comparison of the hydrolysis mechanisms of myosin,
Ras, and F1-ATPase (question 6)
In contrast to Ras, neither myosin nor F1-ATPase require an additional protein equivalent
to GAP to assemble the hydrolysis machinery. However, in all three proteins the hydroly-
sis machinery is functional only transiently. Thus, certain structural requirements must be
met before hydrolysis can efficiently take place. Myosin must adopt the C/C conformation,
whereas F1-ATPase hydrolyses ATP only in the β subunit that adopts the βTP structure.
Ras needs the Arg-finger from GAP before it can efficiently hydrolyze GTP (179; 180; 181).
For F1-ATPase, a similar Arg-finger motif is provided by the α-subunit that neighbors the
catalytic β-subunit (416). Differences occur, however, in the proposed degree of associa-
tivity of the hydrolysis mechanisms used by the three proteins. In myosin it seem likely
that the Mg-ATPase reaction proceeds more associative-like than dissociative-like (Section
15.2.2), whereas in Ras a more dissociative-like mechanism appears probable (see Section
4.3.2). It is, however, difficult to distinctly assign the degree of associativity to any of the
mechanisms under question. This is evident by the case of myosin, where in the current
work a geometrically clearly associative mechanism is found that nevertheless exhibits cer-
tain features of a dissociative mechanism (such as the lack of charge shifts or the motion
of the Mg2+ ion). Thus, it seems probably that a delicate equilibrium is created between a
more associative-like and a more dissociative-like mechanism that may be shifted into one
or the other direction by slight changes in the environment. It is likely that at the same
time other, more robust features of the hydrolysis mechanism are maintained. This would
make the discussion on the degree of associativity misleading, and attention should be
directed more towards the invariant features of enzyme-catalyzed triphosphate hydrolysis.
Such an invariant feature may be found in the role of the water cluster that has been
suggested in the present work to be the central core of a dynamic water network that fosters
hydrolysis. A similar water cluster is observed in F1-ATPase, where different possible
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mechanisms involving different water molecules of the water cluster have been studied
(415; 416). Thus, it seems possible that indeed a similar dynamic water network mechanism
may be functional in F1-ATPase as has been proposed here for myosin. An additional
similarity between the mechanisms in myosin and F1-ATPase lies in that the Arg-finger
in F1-ATPase stabilizes the hydrolysis product state in a fashion similar to the product
stabilization by Asn233 observed in this work (Figs. 13.57, 13.58, and 13.59). Thus, it
may be possible that the Arg- or Asn-finger motif is involved in regulation and fine-tuning
of the motor activity in the motor proteins myosin and F1-ATPase by coupling the post-
hydrolysis state to subsequent states along the motor cycle rather than in activating the
hydrolysis itself as is the case for Ras.
The dynamic water network hypothesis implies that nucleoside-triphosphate-hydrolyzing
enzymes do not significantly alter the mechanism of the uncatalyzed reaction. However, to
validate this statement detailed comparisons would be required between the mechanisms
of triphosphate hydrolysis in water and in enzymatic environment. This can currently not
be done due to the lack of knowledge of details of the uncatalyzed hydrolysis reaction.
Nevertheless, the dynamic network hypothesis exhibits certain features that make it a
reasonable hypothesis worth of further consideration to also explain features of the ATP
hydrolysis events catalyzed by proteins other than myosin. A number of features inherent
to the network hypothesis are generally valid for motor proteins. For example, according
to the network hypothesisonly a minimum of mechanistic changes are required in going
from the uncatalyzed to the catalyzed reaction. In aqueous solution, ATP is surrounded
by the dynamic water structure formed by the bulk solvent. By restricting the size of
the dynamic water network and optimal positioning of the water cluster with respect to
ATP the enzyme may block unproductive attacks while still allowing productive attacks.
Thus, the motor protein could be thought of being optimally designed for its motor function
with minimum effort to optimize the hydrolysis mechanism for speed-up of the uncatalyzed
reaction. Indeed, the efficiency of motor proteins as enzymes is not as high as the efficiency
of proteins that exhibit enzymatic function only. Moreover, allowing many possible reaction
routes introduces significant redundancy that leads to robustness of the hydrolysis event.
Since the nucleoside triphosphate hydrolysis step represents a key event in maintaining the
function of motor proteins and thus of a large number of proteins that are responsible to
uphold the functioning of the mechanical events in cells and organisms, it seems necessary
to minimize the possibility of disruptions of this important reaction. The dynamic network
hypothesis represents a possible explanatory framework how the thus required robustness
of the hydrolysis event is achieved.
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15.3 Implications for the myosin motor cycle
In myosin, the ATPase activity is tightly coupled to its motor cycle by transmission of events
at the ATP binding site to events at the other functional sites of myosin. In particular,
the small local structural changes associated with ATP hydrolysis in the active site are
amplified into the ∼60◦ rotation of the lever arm and the state of the bound nucleotide
modulates the affinity of myosin for actin (see Section 3.6).
Apart from insight into the chemical nature of the ATP hydrolysis mechanism in myosin
(Section 15.2.5), the present work indicates the existence of a number of intermediary states
along the actomyosin cycle based on which a scenario of the functioning of the actomyosin
cycle can be drawn. In particular, speculations on the mechanism of phosphate release are
possible. The breaking of the coordination bond between Mg2+ and Ser237 implies that
the switch-1 loop is no longer immobilized by this strong interaction. Just as formation of
this coordination bond accompanies the closure of the switch-1 loop upon ATP binding,
breaking of this bond can be considered a prerequisite for the opening of the switch-1 loop
after hydrolysis. The present simulations suggest that, in the hitherto unkown (428) O/C
conformation of myosin, product release is likely to occur via an exit route that opens by
movement of switch-1, a mechanism that has been termed the “trap door” mechanism (76),
rather than along an exit route in which Pi is released into the 50 kDa cleft by breaking
of the Arg238/Glu459 salt-bridge (the “back door” mechanism) (94). Since motion of the
switch-1 loop is believed to be coupled to cleft closure (95; 96), and thereby modulation
of the actin affinity (41; 93), weakening of the Mg2+:switch-1 interaction, as is observed
here, is a key event that couples the hydrolysis step to the conformational changes in the
post-hydrolysis steps of the actomyosin cycle. This coupling might occur via a cooperative
mechanism, in which small movements of switch-1 would facilitate the partial cleft closure
that induces initial actin binding (the so-called “weak binding” state of actomyosin) whose
strengthening induces a further cleft closing that propagates back to the switch-1 loop,
which fully opens to allow the release of Pi after actin is more strongly bound (428, compare
Fig. 1 therein).
The five-fold coordination of Mg2+ in the posthydrolysis state observed in the present work
can be viewed as an intermediate state that is likely to react into a state in which the
coordination bond between Mg2+ and Pi is broken. Since the breakage of the Mg
2+:Ser237
coordination bond is already observed in the present work, the three different structures
of the posthydrolysis state corresponding to the product states of the three hydrolysis
pathways investigated here provide a first indication that the proposed O/C state indeed
exists. Experimentally, it may not be possible to observe the putative intermediary state
with four-fold Mg2+ coordination, since it is to be expected that this coordination pattern is
very short-lived. It is known that the water molecules in the active site can rapidly exchange
with the bulk solvent, thus indicating that bulk solvent molecules can easily stream into
the active site. Partial opening of the switch-1 loop will further facilitate the streaming of
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water into the vicinity of Mg2+. Thus, it is to be expected that the coordination sphere of
Mg2+ will rapidly be filled to its preferred coordination number of six by coordination of
two additional water molecules.
Postulating an intermediary state with four-fold coordinated Mg2+ allows to draw the
following scenario that provides a possible succession of events along the actomyosin cycle.
Beginning at the post-hydrolysis state of the ATPase cycle, the coordination bond between
Mg2+ and the switch-1 loop is broken, followed by breakage of the coordination bond
between Mg2+ and Pi. Myosin is still in its C/C conformation and not bound to actin.
Switch-1 starts to swing from its closed into its open position. This local conformational
transition is transmitted via cleft closure to the actin binding region such that the affinity
of myosin for actin is increased. Formation of the actomyosin complex induces complete
cleft closure that backpropagates to the switch-1 loop that can now adopt its open position.
Myosin is now in its O/C conformation and actin is bound.
The complete swinging open of the switch-1 loop opens the exit route for phosphate release
through which Pi can easily escape, since it is not coordinated to Mg
2+ any more. At the
same time, the switch-1 movement loosens the clamp provided by the Arg238-Glu459 salt-
bridge that has prevented the strained myosin spring (see below) from snapping into its
released state. As soon as the clamp is removed, switch-2 swings into its open state, which
at this stage of the ATPase cycle is energetically favored over the closed state. Associated
with the swinging open of switch-2, the lever arm rotates from its UP into its DOWN
position, while actin in bound. After this power stroke, myosin is in its O/O conformation
and actin is tightly bound (rigor state). Both the power stroke and the product release
events are ultimately triggered by the same event, namely the swinging open of the switch-
1 loop. Thus, they occur simultaneously in the actomyosin cycle, although they are not
causatively connected with each other.
ATP binding dissociates the actomyosin complex by inducing the switch-1 loop to swing
from its open into its closed position, a movement that is coupled to cleft opening and thus
to loss of actin binding affinity. The resulting conformational state of myosin is the C/O
state. The binding event causes strain in myosin that is compensated for by a favorable
binding energy. This agrees with the thermodynamic free energy profile along the ATPase
cycle of myosin (Fig. 4.4) that shows that the energy of the system is reduced significantly
upon binding, whereas later events do not decrease the energy as markedly. The subsequent
isoenergetic swinging of switch-2 from its open into its closed position puts myosin into its
C/C conformation competent for hydrolysis. The hydrolysis event itself occurs as soon as it
is made possible by the preceding conformational changes of the protein environment and
does not distinctly lead to a decrease in free energy of the overall system. After hydrolysis
is completed, the system is ready for the next cycle.
Thus, the ATP hydrolysis step itself is not used to provide energy that is directly used to
perform the mechanical work of the lever-arm rotation, but rather as a chemical clock that
coordinates the events along the motor cycle by fine-tuning the succession of conformational
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states of the switch-1 and switch-2 loops and thus the opening and closing of the 50kDa cleft
and associated actin affinity as well as the position of the lever arm. Energy transduction
proceeds via intermediate storage of energy in the myosin head domain that thus functions
as a spring that is spanned by ATP binding and whose relaxation can be equated with the
power stroke.
To ensure efficacy in force production by myosin it is necessary to prevent premature and
thus ineffective product release. This makes it necessary to keep Pi and ADP bound after
hydrolysis occurred until structural rearrangements in the myosin motor have prepared
the system to undergo the power stroke. Since both Pi and ADP carry negative charges
and thus repel each other, it is difficult to keep them both bound in the active site of
myosin where they are in close contact to each other. This task is achieved by the strong
stabilization of the product state by means of the QM/MM electrostatic interactions. Only
half of this stabilization energy can be assigned to the residues in direct vicinity of the
binding site (see Section 13.4). Thus, long-range electrostatic interactions are crucial in
controlling the events along the myosin or actomyosin cycle. Further analysis is required
to gain more detailed insight into the nature of the long-range electrostatic stabilization
of the product state and the necessary modulation mechanisms that eventually allow the
products to be released.
In the above scenario product release is triggered through the movement of switch-1. This
supports the trap door mechanism rather than the back door mechanism for the opening of
the phosphate exit pathway (question 7, compare Section 3.6). If indeed product release is
due only to movement of switch-1 and not due to movement of switch-2, and if indeed the
lever arm movement and associated power stroke is due only to movement of switch-2 and
not due to movement of switch-1, then it should be possible to decouple the catalytic cycle
from the motor cycle by introduction of an appropriate single point mutation. The mutation
should be such that ATP hydrolysis still occurs but the motor activity is hindered. Thus,
in the mutant formation of the C/C conformation and uninterrupted swinging of switch-
1 must be possible, while at the same time hindering the movement of switch-2. Such
a mutant indeed exists: when mutating Ser456 into Leu the capability of myosin alone
to hydrolyze ATP is unaffected as shown by a basal ATPase rate that is even elevated
compared to the wild-type, whereas the catalytic cycle and the motor cycle are decoupled
from each other (233).
Within the suggested scenario the differences between the actomyosin cycles with Mg2+
and Ca2+ as metal cofactors can be explained. The ability of Mg2+ to coordinate only four
ligands is central to the coupling of the ATPase activity and the motor cycle, because the
intermediary four-fold coordination is necessary to allow both the motion of the switch-1
loop and to dissociate Pi from the cation to facilitate phosphate release. This provides
a possible explanation why ATPase and motor activities are partially decoupled when
replacing Mg2+ by Ca2+. Ca2+ cannot form stable complexes when four-fold coordinated,
thus the putative intermediary state cannot be formed and the coupling mechanism is at
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least partially disrupted.
Five- or four-coordinated Mg2+ complexes are not unusual, as they are observed in ∼10%
and 23% of Mg-containing structures in the Cambridge Crystallographic Databank, com-
pared to 60% with coordination number 6 (429). The hypothesis that intermediary four-
fold metal coordination is required, is supported by measurements of intermediate sol-
vent/phosphate isotope exchange in presence of a number of divalent cations (430). No
exchange is observed with Ca2+, Sr2+, or Ba2+, all ions that do not allow for the coordina-
tion number 4 (429), and thus for intermediate dissociation of the metal:Pi coordination
bond. In contrast, exchange is observed in presence of Co2+, Ni2+, or Mn2+, all ions that
allow the coordination numbers 6 and 4 (429).
Direct evidence for the existence of a tetra-coordinate metal intermediate in the myosin
ATPase cycle might be obtained from time-resolved EPR spectroscopy using Mn2+ as
a metal cofactor. When a 17O directly coordinates to Mn2+ the EPR signal for Mn2+ is
inhomogeneous broadened. This has been used to investigate the myosin.Mn.ADP complex
(431). When using ATP with all terminal γ-oxygens labeled with 17O a broadening of the
EPR signal should be observed as long as a terminal γ-oxygen coordinates to Mn2+. If
the hypothesis holds that the Pi:metal coordination bond breaks and reforms during the
reversible hydrolysis, then an oscillatory signal broadening should be observable in time-
resolved EPR experiments in the initial phase of the experiment before solvent/phosphate
isotope exchange occurs.
15.4 Concluding Remarks
The present work intended to contribute to a detailed understanding of ATP hydrolysis
in the motor protein myosin II by determining and analyzing different possible reaction
routes for this reaction that is ubiquitous in all living organisms. A number of qualitative
statements could be made that may aid in gaining more insight into the mystery of the
actomyosin motor cycle. Moreover, the simulations inspired the formulation of a new type
of ATP hydrolysis mechanism (the network hypothesis) that may generally be employed by
phosphate-hydrolyzing enzymes. In addition, the present work facilitated putting forward
a new suggestion regarding the succession of events along the actomyosin motor cycle,
regarding in particular the phosphate release step with associated conformational changes




The combined quantum mechanical/classical mechanical reaction path calculations on ATP
hydrolysis in myosin presented in this thesis are the most accurate computational investiga-
tions of enzyme-catalyzed nucleoside triphosphate hydrolysis reported to date. Nonetheless,
limitations in the available computational time (path refinements required 2 to 4 months
of CPU time on eight 2.6 GHz Linux processors) did not allow the use of ab inito meth-
ods that include electron correlation effects, thereby limiting the accuracy that could be
reached. This is reflected in the fact that the calculated barrier heights and reaction ener-
gies varied by ∼25 kcal/mol with the choice of the QM method. In addition to the energetic
uncertainties associated with the QM methods used here, the deviations of the calculated
energy barriers and reaction energies from the experimental values may be due to a variety
of reasons, including the possibility that the crystal structure used may not describe a con-
formation that optimally supports hydrolysis, the neglect of the effects of the flexibility of
the protein environment that is inherent to the calculation of minimum-energy paths, and
the approximate treatment of solvent effects with Non-Uniform Charge Scaling. However,
qualitative findings that are method-independent can be safely regarded as reliable results.
All three pathways investigated in the present thesis proceed in a one-step reaction with-
out a stable reaction intermediate, which agrees with previous experimental findings. No
obvious stabilization of the transition state was found. In contrast, the charge pattern of
the product state was found to be already preformed in the reactant state. Moreover, the
geometry of ATP is slightly distorted in the direction of a pentavalent phosphorane state
when bound to myosin. This suggests that myosin acts as an enzyme by reactant state
destabilization rather than by transition state stabilization. An associative route with some
dissociative character is found, which also agrees with experimental findings that suggested
a mechanism with more associative than dissociative character. Isotope exchange exper-
iments established that the terminal γ-oxygens exchange equivalently with bulk solvent,
whereas the β-oxygens do not exchange. Since hydrolysis occurs without passing through
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a stable intermediate, either the γ-phosphate moiety in the prehydrolysis state or the Pi
in the posthydrolysis state must therefore possess rotational freedom. In the the product
state of present simulations the coordination bond between Mg2+ and the switch-1 loop is
broken and the coordination bond between Mg2+ and Pi is weakened. This suggests that
Pi can transiently dissociate from Mg
2+, allowing Pi to tumble in the active site and to
echange its oxygens equivalently with bulk solvent. The β-phosphate remains permanently
coordinated to Mg2+, which prevents rotation and, therefore, exchange. The dissociation
of the Mg2+:Pi coordination bond is also a prerequisite for the eventual release of Pi.
The fact that all three water activation pathways investigated here were found to be isoen-
ergetic and that the heavy atoms adopt a very similar geometry in all three transition
states has inspired the formulation of a Network Hypothesis for ATP hydrolysis in myosin.
Myosin maintains a preorganized, dynamic hydrogen-bonding network in the active site
when it adopts the catalytically-active C/C conformation. This dynamical network con-
sists of the γ-phosphate, water molecules adjacent to the γ-phosphate, and sidechains that
can carry protons and serve as proton donors and/or acceptors. The protons can rapidly
exchange between the donors and acceptors, thereby creating specific hydrogen-bonding
patterns in the active site and allowing for a number of different water activation mech-
anisms. For several such hydrogen-bonding patterns, ATP hydrolysis proceeds with the
same movements of the heavy atoms, in particular the movement of Pγ and Mg
2+. Thus,
there is no unique mechanism of ATP hydrolysis in myosin, but a number of equivalent
pathways that the system can take depending on its current protonation state and specific
conformation. Hitherto suggested mechanisms correspond to water activation mechanisms
that occur via different proton transfer routes. In the present work, three possible water
activation pathways have been studied and were found to be equivalent. Other nucleoside
triphosphate hydrolyzing proteins such as the G-protein Ras or the F1-ATPase exhibit sim-
ilar structural features in their active sites to those found in myosin. Thus, it seems likely
that the network hypothesis may also be fruitful in explaining the hydrolytic properties of
these proteins.
In myosin, both Ser181 and Ser236 participate in the postulated dynamic hydrogen-bonding
network. Mutating either into Ala would therefore be expected to reduce the number
of possible proton transfer routes for water activation, thus leading to reduced, but not
abolished, ATPase activity. This is indeed observed in experimental mutation studies.
Mutating the salt-bridge residues Arg238 and Glu459 such that salt-bridge formation is
made impossible, results in loss of ATPase activity, whereas in mutants that maintain the
capacity of salt-bridge formation, ATPase activity is maintained as well. Thus, salt-bridge
formation seems to be necessary to assemble the active site into its active conformation but
the active participation of those residues in catalysis seems unlikely. This agrees with the
findings of the perturbation analyses in the present work which indicate that the combined
effects of the Arg238 and Glu459 on the reaction barrier height and therefore on catalysis
are small.
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The cationic metal cofactor Mg2+ is necessary for hydrolysis to occur. It is likely that, apart
from a structural role, Mg2+ is also catalytically active. Mg2+ here is found to activate
the bond to be cleaved by introducing an asymmetry into the triphosphate moiety of ATP.
Upon decay of the transition state to the product state, Mg2+ moves towards Pi.ADP,
thereby contributing to the separation of the hydrolysis products. This separation effect
may be more pronounced when replacing Mg2+ by Ca2+, thus giving a possible explanation
of the experimental finding that the rate of myosin-catalyzed ATP hydrolysis is increased
when using Ca2+ instead of Mg2+.
The breaking of the coordination bond between Mg2+ and Ser237 implies that the switch-1
loop is no longer immobilized by this strong interaction. Just as formation of this coordina-
tion bond accompanies the closure of the switch-1 loop upon ATP binding, breaking of this
bond can be considered a prerequisite for the opening of the switch-1 loop after hydrolysis.
The present simulations suggest that product release is likely to occur via an exit route that
opens through movement of switch-1, a mechanism that has been termed the “trap door”
mechanism. Switch-1 movement is also believed to be coupled to the closure of the cleft
between the upper and lower 50 kDa domains, thereby modulating the affinity of myosin
for actin. Thus, weakening of the Mg2+:switch-1 interaction, as observed here, is a key
event that couples the hydrolysis step to the conformational changes in the posthydrolysis
steps of the actomyosin cycle. This coupling might occur via a cooperative mechanism, in
which small movements of switch-1 would facilitate the partical cleft closure that induces
initial weak binding of actin. Strengthening of the actomyosin interaction then induces
further cleft closure that propagates back to the switch-1 loop, which fully opens to allow
the release of Pi after actin is strongly bound. Thus, the present simulations shed new light




The present work describes the second attempt ever undertaken to understand the reac-
tion mechanism of ATP hydrolysis in myosin and its mechanochemical coupling to the
actomyosin motor cycle with computational techniques. Given the complexity of both the
ATP hydrolysis event itself and of myosin being a large motor protein, and considering
the fact that combined quantum mechanical/molecular mechanical simulations do not yet
belong to the standard toolkit of molecular simulations, it must be viewed as an explorative
study that opens up a number of possible follow-up investigations. These can be grouped
into projects that further develop the methods necessary for quantitative QM/MM simu-
lations and projects that apply existing (or the newly-developed) methods to the myosin
catalysis of ATP hydrolysis. A number of possible projects are listed below.
17.1 Method development
1. Parameterization of MNDO-d and/or AM1-d for phosphate anhydride hydrolysis re-
actions. This can be done by optimizing the necessary parameters such that the
properties determined from MNDO-d or AM1-d mirror the reaction properties of
pyrophosphate hydrolysis in aqueous solution that are necessary to be known as a
reference (see Item 1 in Section 17.2).
2. Development of an efficient algorithm for QM/MM normal mode calculations. An-
alytical and numerical methods for normal mode calculations are available both for
molecular mechanical and for quantum chemical calculations. However, the available
methods either do not allow the combination of quantum and classical techniques
or are inefficient and unstable. Thus, methods that allow normal mode calculation
within the onion model usually used for QM/MM calculations are needed.
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3. Development of a continuum solvent method that can be combined with QM/MM
calculations. Currently, no continuum solvent methods, algorithms, or implemen-
tations are available in combination with QM/MM calculations The NUCS method
developed in the present thesis represents a first attempt for an approximate and
crude continuum treatment of solvent effects for this purpose. However, since con-
tinuum solvent techniques belong to the standard techniques used both in molecular
mechanical and in quantum chemical calculations it seems possible and advisable to
develop mathematical formulations and implementations thereof to make continuum
methods available for QM/MM simulations.
4. Comparison of linking protocols. The performance of different linking protocols to
combine quantum mechanical with molecular mechanical calculations should com-
pared in a real-case scenario rather than on model compounds. This could for in-
stance be achieved by determining proton affinities on some protein sidechains in a
protein that is small enough to be treated fully quantum mechanically.
17.2 Simulating phosphoanhydride hydrolysis in aque-
ous solution
1. Mechanistic study of pyrophosphate hydrolysis in aqueous solution. Compared to
phosphate monoester hydrolysis reaction, phosphoanhydride reactions have received
much less interest, which is probably due to the higher complexity of the smallest
possible model system in case of phosphoanhydride cleavage, i.e. pyrophosphate
hydrolysis compared to methylphosphate hydrolysis. This is in contrast to the im-
portance of phosphoanhydride cleavage reactions in biology. A systematic study that
explores different possible reaction routes with different possible protonation states
in presence and absence of Mg2+ both in gas phase and in aqueous solution using
electron-correlated quantum chemical simulation techniques would therefore be ex-
tremely valuable and useful.
2. Network simulations of pyrophosphate hydrolysis in aqueous solution. To gain in-
sight into a possible active role of the water network surrounding pyrophosphate in
aqueous solution by partaking in an dynamic proton transfer network that provides
the environment for the reactive changes in heavy atom positions (as has been pro-
posed in the Network Hypothesis in the present thesis), a large number of different
possible protonation patterns not only of pyrophosphate itself but of its surrounding
water clusters must be modeled. Such an investigation will be made possible once
an appropriately-tested semi-empirical quantum chemical method is available (see
Section 17.1). To build up a close-to-complete network consisting of vertices corre-
sponding to different configurations and conformations of the reactive system and of
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edges corresponding to reaction paths that connect different states, a large number
of optimizations will be necessary that can only be accomplished with an appropriate
semi-empirical method.
3. Determination of the microscopic pKa values of ATP, ADP, and the ADP.Pi adduct
in aqueous solution in presence and absence of Mg2+. Such calculations can be done
by searching for the optimal geometries of the molecules under consideration in all
possible protonation states using quantum chemical methods that include electron
correlation effects and an adequate model of the solvent environment. This will show
the number of protons bound and thus the charge of ATP at different pH and pMg
values and at which position ATP will be protonated. Knowing such details is a
necessary prerequisite for both a detailed description of the ATP hydrolysis event in
aqueous solution and the determination of pKa values in myosin (see below).
4. Simulations of pyrophosphate hydrolysis reactions in presence of Ca2+, Mn2+, or other
divalent cations. Such simulations can be performed in analogy to the simulation
proposed in Items 1 and 2. This will give insight into how the size and coordination
properties of the divalent metal ion influence phosphoanhydride hydrolysis.
17.3 Simulating details of the myosin ATPase cycle
1. Determination of pKa values of titratable groups in myosin and calculation of the
most probable protonation patterns in the different structural states of myosin. This
requires knowledge of the microscopic pKa values of all titratable groups present,
including the triphosphate moiety of ATP. pKa calculations can be performed with
continuum electrostatic techniques, with molecular mechanical free energy perturba-
tions calculations, and combinations thereof. The simulation results will give insight
into possible changes in protonation patterns along the myosin motor cycle that may
contribute to the coupling of different events along the cycle, justify the adequacy
or inadequacy of the assumption of the present work that ATP is fully deprotonated
when bound to myosin, and allow preliminary testing of the Network Hypothesis vy
considerating likelihoods of proton transfer events.
2. Re-determination of reaction path calculations of ATP hydrolysis in myosin. Once
different possible protonation patterns of the active-site residues and the substrate in
myosin are known (Item 1) the QM/MM reaction path simulations presented in the
current thesis can be repeated within the new protonation pattern. This will make
it possible to validate or corroborate the hypotheses on the functioning of myosin
both as an enzyme and as a motor made in the present work. In addition, the size of
the QM region can be varied, thus exploring whether Lys185 actively contributes to
hydrolysis.
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3. Free-energy perturbation (FEP) calculations on ATP hydrolysis in myosin. The re-
action paths determined in the present work indicate that the reaction coordinate
defined by the bond distances of the bonds formed and broken can be used as a
pre-defined reaction coordinate without introduction of major inaccuracies. This
provides the possibility of performing free-energy perturbation calculations while ex-
plicitly modeling the solvent on ATP hydrolysis in myosin using umbrella sampling
techniques once a sufficiently fast and accurate quantum chemical method is available
(see Item 1 in Section 17.1). The FEP calculations can be complemented by calcu-
lations of tunneling effects using the variational transition state theory with multidi-
mensional tunneling (VTST/MT) approach. Such simulations should in principle be
capable of reproducing the experimentally-observed energetics of ATP hydrolysis in
myosin.
4. Network simulations of ATP hydrolysis in myosin. Such simulations can be performed
and analyzed in analogy to the simulations proposed in Item 2 in Section 17.2. Such
simulations should provide an alternative to FEP simulations to reproduce the ener-
getics of ATP hydrolysis in myosin that are experimentally observed.
5. Combining reaction path calculations on the ATP hydrolysis in myosin with path
calculation of the C/O to C/C transition in myosin (return stroke). This can be done
by utilizing different structures along the return stroke as determined previously using
the CPR algorithm (92) as starting structures for QM/MM reaction path calculations
as performed in the present thesis.
6. Determination of a possible reaction path corresponding to the O/O to C/O struc-
tures of Dictyostelium discoideum myosin II, for which crystal structures are available.
This can be done with molecular mechanical path calculations using the CPR algo-
rithm in analogy to the determination of the reaction path for the return stroke (92).
7. Reaction path calculation on ATP hydrolysis in myosin with Ca2+ and Mn2+ as metal
cofactors. Combined with the results of the simulations proposed in Item 4 in Section
17.2 this will clarify the role of the cation in both the catalytic cycle and the coupling
of the catalytic and motor cycles.
8. Simulations on mutant myosins. Once the experimental ATPase activity of the wild-
type myosin can be computationally reproduced (Items 3 and 4), explicit mutations
of amino acids in the catalytic site can be made. This will possibly yield a detailed
explanation of the effect of the mutation and thus of the role of the respective amino
acid in catalyzing ATP hydrolysis and in coupling of the catalytic and the motor
cycles.
9. Normal mode analyses of the myosin.ATP complex in the C/C conformation using
QM/MM techniques. The determination of normal modes on a QM/MM potential
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energy surface requires the availability of appropriate methods (2 in Section 17.1).
Once the normal modes are determined they can be projected onto the previously-
determined reaction coordinate (Items 2 and 4). The modes that overlap significantly
with the reaction coordinate will couple to the reaction coordinate and thus promote
or inhibit the reaction. The identification of such modes will contribute to understand
how the global and collective properties (that emerge only when considering the
protein as a single complex entity rather than as an assembly of somewhat connected







Comparison of the nucleotide
binding sites of myosin II crystal
structures
To compare the nucleotide binding pocket of the different Dictyostelium discoideum myosin
II crystal structures all structures except the O/O structure were downloaded from the
protein databank. The structures were then matched onto the Mg.ADP.V O4 structure
(77) with the program Moloc (432) by a rigid body match so as to optimally fit the Cα
carbons of the P-loop.
Only the nucleotide binding pocket was then further analyzed using the visualization pro-
gram VMD (433).
A.1 Comparison
A number of questions were put forward and answered:
1. Is the ADP moiety in both C/O and C/C conformations in the same position?
Structures: 1vom, 1mmg, 1lvk, 1mma, 1mmn, 1mnd, ref1, 1fmw, 1g8x
The N1 of the adenine ring varies about 1 A˚ perpendicular to the plane of the ring
system (Fig. A.1). The positions of the Pβ phosphorus varies by 0.6 A˚. The positions
of the Pα phosphorus varies by 0.5 A˚. The maximum distance between the O4 atoms
of the ribose is 0.75 A˚. Since the resolution of the crystal structures varies between
1.9 A˚ and 2.6 A˚, this does not seem significant. Thus, the conclusion is that the ADP
moiety moves only very little.
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2. What is the relative position of Mg2+ in the ADP structures (C/O) compared to the
1VOM (C/C) structure?
Structures: 1vom, 1mmg, 1lvk, 1mma, 1mmn, 1mnd, ref1, 1fmw, 1g8x
The maximum distance between the positions of the Mg2+ in all structures is 0.7 A˚
(Fig. A.2). This is within the crystallographic error. Thus, the Mg2+ position does
not change between the C/O and C/C conformations of myosin. In addition, the
coordination pattern of the Mg2+ coordination sphere does not change.
In 1mma the Mg2+ is coordinated by the oxygens of the sidechains of Thr186 and
Ser237, one oxygen on PB and three water molecules (bfactors on water smaller than
on O Thr186 and Ser237!). The situation is identical in 1g8x. Here, the bfactors of
the coordinated water oxygens are in the same range as the oxygens on the sidechains.
3. Are the sidechain orientations of G179, E180, S181, G182, A183, G184, K185, T186,
N233, N234, N235, S236, S237, R238, D454, I455, S456, G457, and E449 identical?
What about temperature factors?
Structures: all
• G179. The backbone fold is identical in all structures. However, the position of
the Cα in the three C/C structures clearly is different from its position in the
C/O structures (Fig. A.3). The bfactors are given in Table A.1.
• E180. The backbone atoms overlap well in all structures. The side chain organi-
zation is similar in all C/O structures but differs in the C/C structures resulting
in different position of the terminal negatively charged carboxylate group (Fig.
A.3). The bfactors are given in Table A.2.
• S181. Both backbone and sidechain atoms overlap well for all structures (Fig.
A.3). The bfactors are given in Table A.3.
• G182. The backbone fold is identical in all structures (Fig. A.4). The bfactors
are given in Table A.4.
• A183. Backbone and sidechain atoms overlap well in all structures (Fig. A.4).
The bfactors are given in Table A.5.
• G184. All atoms overlap well except for the oxygen of 1mne (Fig. A.4). The
bfactors are given in Table A.6.
• K185. The backbone atoms overlap well. Given the flexibility of the long
sidechain, the sidechain atoms overlap remarkably well, too. This results in
a position of the NZ that is very much conserved in all structures (only 1mnd
shows a slightly different position, Fig. A.5). This suggests, that the positively
charged nitrogen serves a similar role as the Mg2+ in coordinating the oxygens
from the phosphate moiety of ATP or ADP . The bfactors are given in Table
A.7.
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• T186. The backbone atoms overlap well in all structures. So do the sidechain
atoms (Fig. A.5). Only in 1fmv the orientation of the sidechain differs, but in
this structure no Mg2+ is coordinated. This means that if the Mg2+ is around,
the sidechain orientation is well-defined. The bfactors are given in Table A.8.
• N233. Only in 1g8x and 1mma the carboxamid group is rotated by 180◦ with
respect to the other structures (Fig. A.6). The backbone atoms overlap well
irrespective of the structure being in the C/O or the C/C form. The bfactors
are given in Table A.9.
• N234. Only in ref1 the carboxamid group is rotated by 180◦ with respect to the
other structures (Fig. A.6). The sidechain of 1d0z adopts a different orientation
than in the remaining structures. However, the backbone atoms overlap well
irrespective of the structure being in the C/O or the C/C form. The bfactors
are given in Table A.10.
• N235. The sidechain orientations are identical in all structures. The bfactors
are given in Table A.11.
• S236. All atoms overlap well. The orientation of the sidechain OH group is
identical in all structures. (Fig. A.7). The bfactors are given in Table A.12.
• S237. The backbone atoms overlap well. The orientation of the sidechain OH
group is different in the 1mnd, 1fmw, and 1fmv structures from the orientation
in the other structures. (Fig. A.7). The bfactors are given in Table A.13.
• R238. The backbone atoms of the C/O structures overlap well, whereas the
backbones are different in the C/C structures. However, the three C/C struc-
tures exhibit different positions among each other as well. The sidechain orien-
tation differ as well. Among the C/O structures a clear pattern can be observed
from which the C/C structures clearly are separated. The maximum distance
observed between nitrogens NH2 of different structures is 2.1 A˚ (Fig. A.7). The
bfactors are given in Table A.14.
• D454. The side chain orientation is identical in all structures. The three C/C
structures are clearly separated from the C/O structures in both backbone and
sidechain position (Fig. A.8). The bfactors are given in Table A.15.
• I455. The backbone atoms of all C/O structures overlap as well as the back-
bone atoms of all C/C structures. The sidechain orientation differs significantly
between the different structures (Fig. A.8). The bfactors are given in Table
A.16.
• S456. The complete residue is clearly separated in the C/O and C/C structures.
In the C/O structures the orientation of the sidechain is identical in all structures
except 1mmd and 1d1b. In the C/C structures the sidechain orientation of 1mnd
differs from the orientation of the ref1 and 1vom structures (Fig. A.8). The
bfactors are given in Table A.17.
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• G457. The “fold” of the backbone is identical in all structures. However, the
C/O structures are clearly separated by more than 5 A˚ from the C/C structures
(Fig. A.9). The bfactors are given in Table A.18.
• F458. Backbone and sidechain atoms overlap well for all C/O structures. The
C/C structures have a common geometry that differs significantly from that of
the C/O structures. The distance between backbone atoms of the C/C structures
and of the C/O structures is more than 5 A˚ (Fig. A.9). The bfactors are given
in Table A.19.
• E459. The three C/C structures adopt an almost identical geometry and posi-
tion. The C/O structures create a bundle of structures with a maximum distance
of 1.7 A˚ between one of the carboxylate oxygens of the different structures. The
distance between the C/O and C/C structures is about 5 A˚ (Fig. A.9). The
bfactors are given in Table A.20.
4. Where are the crystal water molecules in the binding pocket?
Structures: all
Answer: All crystal water molecules within 6 A˚ around PG (or the equivalent atom)
and PB are considered.
• 1D0X.
(a) HOH 1048 (index 5934) distances to other atoms in A˚ in brackets: Mg
(2.13), ASN235:O (2.93), MNQ:OA2 = PA oxygen (2.71).
(b) HOH 1712 (index 6599) to Mg (2.06), ASP454:OD2 (2.79), HOH1426 (2.86).
(c) HOH 1371 (index 6258) to HOH1090 (2.76), HOH1426 (2.98), SER456:N
(3.49)
(d) HOH 1437 (index 6324) to MNQ:F1 = PG oxygen not Mg coordinating
(2.53), MNQ:F3 = PG oxygen not Mg coordinating (3.35), ARG238:NH2
(3.39), SER237:O (3.45)
(e) HOH 1110 (index 5997) to HOH1252 (2.47), GLU459:OE2 (2.74), SER456:OG
(3.47)
(f) HOH 1115 (index 6002) to THR230:OG (2.71), SER181:OG (2.76), HOH1146
(2.83), SER236:OG (3.35)
• 1D0Y.
(a) HOH 1023 (index 5937) to Mg (2.16), ONP:OA = PA oxygen (2.65), THR186:OG
(2.75), ONP:OB = Mg coordinating O on PB (2.80), SER237:OG (2.86),
ONP:F2 = Mg coordinating O on PG (3.02), ASN235:O (3.04)
(b) HOH 1699 (index 6602) to MG (1.91), ASP454:OD2 (2.63), HOH1332
(2.90), SER237:OG (2.65), THR186:OG1 (2.81), ONP:F2 = Mg coordi-
nating O on PG (2.88), ONP:OB2 = Mg coordinating O on PB (3.02)
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(c) HOH 1432 (index 6346) to HOH1504 (3.16), HOH1036 (3.25), SER237:O
(3.36), ONP:F1 = not Mg coordinating O on PG (3.43)
(d) HOH 1504 (index 6418) to ONP:F1 not Mg coordinating O on PG (2.73),
HOH1432 (3.16), ARG238:NH2 (3.28), ONP:F3 not Mg coordinating O on
PG (3.30), HOH1012 (3.41), SER237:O (3.41)
(e) HOH 1012 (index 5926) to HOH1303 (2.50), GLU459:OE2 (2.59), HOH1208
(3.37), HOH1504 (3.41)
(f) HOH 1081 (index 5995) to THR 230:OG (2.63), HOH1116 (2.68), SER181:OG
(2.87), ARG238:NH2 (3.24), HOH1208 (3.29), SER236:OG (3.50)
• 1D0Z.
(a) HOH 1453 (index 6347) to MG (2.07), PNQ:OA2 = not Mg coordinating O
on PA (2.73), ASN235:O (3.03), SER237:OG (2.90), THR186:OG1 (2.92),
PNQ:OB2 = MG coordinating O on PB (2.94), PNQ:F3 = Mg coordinating
O on PG (3.00)
(b) HOH 1454 (index 6348) to MG (1.92), ASP454:OD2 (2.92), HOH1201
(3.46), SER237:OG (2.62), PNQ:F3 = Mg coordinating O on PG (2.64),
THR186:OG1 (2.76), PNQ:OB2 = Mg coordinating O on PB (2.89)
(c) HOH 1149 (index 6043) to HOH1203 (2.88)
(d) HOH 1371 (index 6265) to PNQ:F1 = not Mg coordinating O on PG (2.78),
ARG238:NH2 (3.04), SER237:O (3.32), HOH1118 (3.35), PNQ:F2 = not Mg
coordinating O on PG (3.39)
(e) HOH 1118 (index 6012) to HOH1194 (2.63), GLU459:OE2 (2.75), SER456:OG
(3.30), HOH1371 (3.35)
(f) HOH 1037 (index 5931) to SER181:OG (2.71), THR230:OG1 (2.71), HOH1373
(3.08), ARG238:NH2 (3.39)
• 1D1A.
(a) HOH 995 (index 5801) to MG (2.09), DAE:OA = not Mg coordinating O
on PA (2.80), ASN235:O (2.92), SER237:OG (2.82), THR186:OG1 (2.82),
DAE:F2 = Mg coordinating O on PG (2.96), DAE:OB2 = Mg coordinating
O on PB (2.98)
(b) HOH 996 (index 5802) to MG (2.16), ASP454:OD2 (2.71), HOH1151 (3.38),
HOH1313 (3.44), ASP454:OD1 (3.43), THR186:OG1 (2.80), SER237:OG
(2.88), DAE:OB2 = Mg coordinating O on PB (2.90), DAE:F2 = Mg coor-
dinating O on PG (3.08)
(c) HOH 1151 (index 5953) to HOH1132 (3.32), HOH996 (3.38), HOH1313
(3.46), SER456:N (3.50)
(d) HOH 1347 (index 6149) to GLU459:OE2 (2.97)
(e) HOH1030 (index 5832) to THR 230:OG1 (2.31), SER181:OG (2.80), SER236:OG
(3.43), HOH1125 (3.48)
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• 1D1B.
(a) HOH 1540 (index 6372) to MG (2.05), ASN235:O (2.95), DAQ:OA2 = not
Mg coordinating O on PA (2.92), SER237:OG (2.72), THR186:OG1 (2.90),
DAQ:OB2 = Mg coordinating O on PB (3.04), DAQ:F3 = Mg coordinating
O on PG (3.06)
(b) HOH 1541 (index6373) to MG (2.07), HOH1058 (3.05, ASP454:OD2 (2.78),
THR186:OG1 (2.77), SER237:OG (2.78), DAQ:F3 = Mg coordinating O on
PG (2.92), DAQ:OB2 = Mg coordinating O on PB (2.98), ASP454:OD1
(3.31)
(c) HOH 1245 (index 6077) to HOH1526 (2.14), HOH1246 (2.88), HOH1058
(3.05), PHE239 (3.12)
(d) HOH 1526 (index 6358) to HOH1245 (2.14), SER237:O (2.27), HOH1531
(2.38), HOH1441 (3.12), DAQ:F1 = not MG coordinating O on PG (3.19)
(e) HOH 1531 (index 6363) to HOH1256 (2.38), DAQ:F1 (2.78), HOH1123
(3.06), HOH1410 (3.09), HOH1441 (3.13), SER456:OG (3.28), ARG238:NH2
(3.49)
(f) HOH 1123 (index 5955) to GLU459:OE2 (2.61), SER456:OG (2.70), HOH1519
(2.75), HOH1531 (3.06), HOH1410 (3.15)
(g) HOH 1061 (index 5893) outside the binding pocket
• 1D1C.
(a) HOH 1005 (index 5941) to MG (2.20), NMQ:OA2 = not MG coordinating
O on PA (3.00), ASN235:O (3.18), NMQ:OB2 = Mg coordinating O on PB
(2.56), NMQ:F2 = Mg coordinating O on PG (2.63), SER237:OG (2.67,
THR186:OG1 (2.93)
(b) HOH 1458 (index 6394) to MG (3.27), HOH1141 (2.88), HOH1357 (2.88),
ASP454:O (3.08), PHE239:O (3.28), ASP454:OD2 (3.29), ASP454:OD1 (3.33),
SER237:OG (3.45)
(c) HOH 1357 (index 6293) to HOH1458 (2.86), HOH1222 (3.11), NMQ:F1 =
not MG coordinating O on PG (3.23), SER237:O (3.32)
(d) HOH 1464 (index 6400) to ARG238:NH2 (2.81), HOH1452 (2.93)
(e) HOH 1452 (index 6388) to HOH1188 (2.35), HOH1464 (2.93), GLU459:OE2
(3.14), SER456:OG (3.16)
(f) HOH 1135 (index 6071) to THR230:OG1 (2.44), SER181:OG (2.78), HOH1499
(3.30), SER236:OG (3.43), HOH1536 (3.48)
• 1FMV. apo structure. By comparison with ATP position in 1fmw I identify
HOH1154 (index 6476) and HOH 1155 (index 6127) as water molecules occupy-
ing the positions of PB and PG, respectively.
(a) HOH 1158 (index 6475) to HOH1167 (2.58), HOH1154 (3.29), GLU187:N
(3.30)
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(b) HOH 1167 (index 6478) to HOH1166 (2.53), HOH1158 (2,58), HOH1142
(2.82), HOH1531(3.30), ASN127:ND (3.40)
(c) HOH 1400 (index 6473) to SER186:OG1 (2.67), ASP454:OD1 (3.08), ASP454:OD2
(3.41)
(d) HOH 1043 (index 6026) to HOH966 (2.95), PHE239:O (3.37)
(e) HOH 1156 (index 6474) to LYS185:NZ (2.83), HOH1155 (3.12), HOH1058
(3.15), SER181:N (3.43)
(f) HOH 935 (index 5918) to THR230:OG1 (2.37), SER181:OG (3.03), HOH1498
(3.28)
• 1FMW (strange structure!).
(a) HOH 1227 (index 6012) to MG (2.18), ASN235:O (3.09), ATP:O1A (3.16),
THR186:OG1 (2.81), ATP:O1G = Mg coordinating (3.03), ATP:O1B = Mg
coordinating (3.15), SER237:N (3.45)
(b) HOH 1226 (index 6011) to MG ( 2.49), ASP454:OD1 (2.63), HOH1375
(2.81), THR186:OG1 (3.18), LYS241:NZ (3.34)
(c) HOH 1375 (index 6159) to SER237:O (2.33), HOH1372 (2.52), HOH1226
(2.81), ATP:O1G = MG coordinating (3.03), ATP:O3G = not MG coordi-
nating (3.36)
(d) HOH 1372 (index 6156) to HOH1375 (2.52), HOH1214 (2.54), PHE239:O
(2.98)
(e) HOH 1157 (index 5942) to ATP:O3G = not MG coordinating (2.84)
(f) HOH 1306 (index 6091) to SER181:OG (2.59), THR230:OG1 (2.60), SER236:OG
(3.36)
(g) HOH 1274 (index 6059) to ATP:O1A (2.48), ATP:O3* = sugar (3.11),
ASN235:ND2 (3.28)
• 1G8X.
(a) HOH 1201 (index 16278) to MG (2.20), ADP:O2A (2.75), ASN235:O (3.09),
THR186:OG1 (2.73), SER237:OG (2.82), ADP:O2B = Mg coordinating
(2.92), ADP:O3B = MG coordinating (3.30)
(b) HOH 1202 (index 16279) to MG (2.33), ASP454:OD2 (2.53), ASP454:OD1
(2.98), THR186:OG1 (3.06), SER237:OG (3.33)
(c) HOH 1203 (index 16280) to MG (2.36), ADP:O3B (2.78), HOH1204 (2.68),
SER237:N (2.79), SER237:O (3.24), SER237:OG (3.49)
(d) HOH 1204 (index 16281) to HOH1203 (2.68), LYS185:NZ (2.85)
(e) HOH 1205 (index 16282) to ADP:O2A (2.54), ADP:O3* (2.64), ASN235:ND2
(2.94), GLU187:OE1 (3.28)
• 1LVK.
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(a) HOH 997 (index 5907) to MG (2.19), MNT:O2A = mant-ADP (2.62),
ASN:235:O (2.91), THR186:OG1 (2.91), SER237:OG (2.92), MNT:O2B =
Mg coordinating (2.94), BEF:F3 = Mg coordinating (3.00)
(b) HOH 996 (index 5906) to MG (2.04), ASP454:OD1 (2.67), ASP454:OD2
(3.31), THR186:OG1 (2.84), SER237:OG (2.87), BEF:F3 (2.90), MNT:O2B
(2.98)
• 1MMA. (take HOH 9951 index 6135 as substitute for PG)
(a) HOH 9954 (index 6138) to MG (2.24), ASN235:O (3.00), ADP:O2A (3.01),
SER237:OG (2.68), THR186:OG1 (2.94), ADP:O2B = Mg coordinating
(2.98), HOH 9951 = Mg coordinating (3.20, SER237:N (3.45)
(b) HOH 9953 (index 6137) to MG (2.10), ASP454:OD1 (2.50), HOH8158
(2.64), HOH8023 (3.34), ASP454:OD2 (3.38), THR186:OG1 (2.98), SER237:OG
(3.01), ADP:O2B (3.14), HOH9951 (3.22)
(c) HOH 9951 (index 6135) to MG ( 2.25), ADP:O3B = not Mg coordinating
(2.18), HOH9955 (2.69), SER237:N (3.21), HOH9952 (3.36), ADP:O2B =
Mg coordinating (2.75), HOH9954 = Mg coordinating (3.20), SER237:OG
(3.22), HOH9953 = Mg coordinating (3.22)
(d) 8202 (index 5917) to SER237:OG (2.54), ASN227:OD (2.69), HOH8142
(2.91), HOH8310 (3.13), ASN227:ND2 (3.18)
(e) HOH 8158 (index 5873) to HOH8142 (2.31), HOH9953 (2.64), ASP454:O
(2.72), PHE239:O (2.90), HOH8023 (3.12), ASP454:OD1 (3.35)
(f) HOH 8023 (index 5738) to HOH8158 (3.12), HOH9953 (3.34), SER456:N
(3.44)
(g) HOH 9952 (index 6136) to LYS185:NZ (2.61), HOH995 (3.36), HOH9955
(3.43), SER181:N (3.49)
(h) HOH 9955 (index 6139) to SER181:OG (2.17), SER236:OG (2.59), HOH9951
(2.69), ADP:O3B = not Mg coordinating (2.72), ASN233:ND2 (3.25), GLY182:N
(3.36), HOH9952 (3.43)
(i) HOH 8074 (index 5789) to ADP:O2A (2.53), GLU187:OE2 (2.67), ADP:O3*
(2.99), ASN235:ND2 (3.19)
• 1MMD.
(a) HOH 1001 (index 5908) to MG (2.15), ADP:O2A (2.78), ASN235:O (2.83),
BEF:F3 (2.85), ADP:O2B (2.90), SER237:OG (3.05), THR:OG1 (3.12)
(b) HOH 1002 (index 5909) to MG (2.06), ASP454:OD2 (2.53), THR186:OG1
(2.86), BEF:F3 (3.00) ADP:O2B (3.07), SER237:OG (3.23)
(c) HOH 1181 (index 6088) to BEF:F1 = not MG coordinating O on PG (2.72),
SER237:O (3.15), ARG238:NH2 (3.44)
(d) HOH 1046 (index 5953) to SER181:OG (2.55), THR230:OG1 (2.78)
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• 1MMG.
(a) HOH 9951 (index 6233) to MG (2.10), AGS:O2A (2.63), ASN235:O (2.99),
THR186:OG1 (2.81), SER237:OG (2.87), AGS:O2B (2.89), AGS:O3G (2.99)
(b) HOH 9952 (index 6234) to MG (2.06), ASP454:OD1 (2.73), HOH8266
(3.22), ASP454:OD2 (3.33), THR186:OG1 (2.78), SER237:OG (2.84), AGS:O2B
(2.87), AGS:O3G (3.17)
(c) HOH 8257 (index 6144) to HOH8103 (3.09), HOH8266 (3.24), PHE239:O
(3.43)
(d) HOH 8194 (index 6081) to THR230:OG1 (2.50), SER181:OG (2.95)
(e) HOH 8178 (index 6065) to AGS:O2A (2.62), GLU187:OE2 (2.69), ASN235:ND2
(2.96), AGS:O3* = sugar (3.07)
• 1MMN.
(a) HOH 9951 (index 6320) to MG (2.07), ANP:O2A (2.87), ASN235:O (3.10),
THR186:OG1 (2.55), SER237:OG (2.82), ANP:O2B (2.93), ANP:O3G (3.07)
(b) HOH 9952 (index 6321) to MG (2.07), ASP454:OD1 (2.69), ASP454:OD2
(3.47), SER237:OH (2.94), THR186:OG1 (2.96), ANP:O2B (2.98), ANP:O3G
(3.07)
(c) HOH 8308 (index 6142) to HOH8273 (2.43), HOH8101 (2.54), PHE239:O
(3.18)
(d) HOH 8273 (index 6107) to HOH8308 (2.43), ANP:O1G (2.47)
(e) HOH 8266 (index 6100) to THR230:OG1 (2.31), SER181:OG (2.79), SER236:OG
(3.43), HOH8272 (2.46)
• 1MND.
(a) HOH 801 (index 5139) to MG (1.84), ADP:O2A (2.95), ASN235:O (3.07),
SER237:OG (2.32), ALF:F2 = Mg coordinating (2.51), ADP:O2B = Mg co-
ordinating (2.85), THR186:OG1 (3.13), ALF:F4 = Mg coordinating (3.19),
ADP:O3B = not directly Mg coordinating (3.02)
(b) HOH 799 (index 5137) to GLY457:O (2.77), GLU459:OE2 (2.99), ALF:F3
(2.99), GLY457:N (3.35)
(c) HOH 739 (index 5077) to SER181:OG (2.68), GLU459:OE2 (2.77), THR230:OG1
(2.85)
(d) HOH 802 (index 5140) to ADP:O2A (2.40)¡ ADP:O1A) (2.98), HOH800
(3.13)
• 1MNE.
(a) HOH 947 (index 6026) to MG (1.87), ASN235:O (3.20), POP:O1 (2.65),
THR186:OG1 (2.66), POP:O4 (2.72), SER237:OG (2.80)
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(b) HOH 946 (index 6025) to MG (1.99), ASP454:OD2 (2.74), ASP454:OD1
(3.30), THR186:OG1 (2.72), SER237:OG (2.85), POP:O1 (2.95), POP:O4
(3.04)
(c) HOH 821 (index 5900) to POP:O6 (2.59)
(d) 818 (index 5897) to SER181:OG (2.61), THR230:OG1 (3.08)
(e) 803 (index 5882) to GLU187:N (2.86), POP:O3 (3.23), GLY184:O (3.24),
HOH800 (3.41), HOH804 (3.44)
(f) HOH 804 (index 5883) to HOH800 (2.73), POP:O3 (3.04), HOH806 (3.27),
GLY182:O (3.37), HOH803 (3.44)
• 1VOM.
(a) HOH 695 (index 6477) to MG (2.04), ADP:O2A (2.73), ASN235:O (2.80),
SER237:N (3.50), VO:O1 = Mg coordinating (2.77), SER237:OG (2.81),
THR186:OG1 (2.94), ADP:O1B = Mg coordinating (2.94)
(b) HOH 696 (index 6479) to MG (2.06), ASP454:OD1 (2.55), ILE455:O (2.69),
THR186:OG1 (2.72), VO:O1 (2.84), ADP:O1B (3.03), SER237:OG (3.10)
(c) HOH697 (index 6479) to VO:O4 (2.62), GLY457:O (2.65), GLY459:OE1
(2.66), GLY457:N (3.33), ARG238:NH1 (3.35)
(d) HOH 104 (index 5886) to THR 230:OG1 (2.57), SER181:OG (2.64), GLY459:OE1
(3.03)
• REF1.
(a) HOH 1 (index 6112) to MG (2.26), ADP:O2A (2.43), ASN235:O (2.52),
ASN233:ND2 (3.36), BEF:F2 = Mg coordinating (2.83), ADP:O2B = Mg
coordinating (2.04), SER237:OG (3.14), THR186:OG1 (3.31)
(b) HOH 1 (index 6113) to MG (2.35), ASP454:OD1 (2.51), ILE:455:O (2.69),
ASP454:OD2 (3.02), THR186:OG1 (2.94), SER237:OG (3.31)
(c) HOH 1 (index 6117) to THR230:OG1 (2.76), SER181:OG (2.66), GLU459:OE1
(2.99)
A.2 Conclusions from the comparison
The nucleotide binding pocket is structurally well conserved. Almost no flexibility is ob-
served for the positions of the Mg2+ cation and ADP, irrespective of considering the C/O
or the C/C conformations.
The P-loop residues adopt mostly identical geometries in all structures. For G179 a slight
difference in position between C/O and C/C structures is observed. The sidechain of E180
in the C/C structures is flexible and thus needs be considered when modeling the ADP.Pi
end state of the hydrolysis. K185 exhibits some structural flexibility in the sidechain,
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however, the position of the terminal NZ is very conserved. Thus, it seems that this
nitrogen serves a similar structural role as the Mg2+ in preserving the geometry of the
binding pocket.
The switch-1 residues also overlap very well. Structural flexibility is observed mainly in
R238 and, to some extent, the sidechain orientations of N233 and S237. In switch-2,
however, distinct positions are observed between C/C and C/O structures for all residues.
Nevertheless, the three C/C structures show very similar patterns. The most disordered
side chain in that of I455, which, however, does not contribute to hydrolysis at all due to
its hydrophobic nature.
The C/O structures contain more crystal water molecules in the vicinity of the hydrolysis
site than the C/C structures. When ADP (or an analog) is bound, a crystal water molecule
occupies the position of the Oγ that coordinates Mg
2+. Thus, it seems likely that the
geometry of the binding pocket including all major interactions is predefined . If some
atoms are not present (i.e. γ-phosphate in ADP structures), they are replaced by water
molecules with only slight changes in side chain orientations. Thus, it should be possible
to replace water molecules with an inorganic phosphate molecule to model the hydrolysis
product state.
The most useful structures for modeling the hydrolysis event in myosin are ref1 and 1vom
(C/C).
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code min max
1D0X 13.07 (CA) 17.17 (N)
1D0Y 13.77 (O) 26.66 (C)
1D0Z 5.06 (C) 12.62 (N)
1D1A 14.80 (CA) 28.08 (N)
1D1B 13.49 (O) 19.89 (N)
1D1C 7.60 (CA) 10.32 (O)
1FMV 3.95 (CA) 13.91 (N)
1FMW 6.22 (CA) 17.81 (O)
1G8X 26.45 (CA) 27.75 (C)
1LVK 14.49 (O) 17.53 (N)
1MMA 9.31 (CA) 31.05 (N)
1MMD 8.97 (CA) 14.20 (N)
1MMG 16.66 (C) 26.15 (N)
1MMN 11.68 (CA) 22.27 (N)
1MND 29.40 (O) 76.46 (CA)
1MNE 5.88 (CA) 29.91 (N)
1VOM 10.74 (CA) 22.44 (C)
ref1 26.04 (N) 32.34 (O)
Table A.1: Minimal and maximal temperature factors for atoms of G179.
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code min max
1D0X 10.05 (CA) 40.95 (OE2)
1D0Y 14.77 (C) 44.42 (OE1)
1D0Z 7.52 (N) 41.62 (OE2)
1D1A 17.53 (C) 97.09 (OE1)
1D1B 8.45 (CA) 36.75 (CD)
1D1C 6.91 (O) 59.46 (OE1)
1FMV 14.73 (CA) 48.12 (OE2)
1FMW 10.17 (CA) 39.78 (OE2)
1G8X 25.00 (C) 49.77 (OE1)
1LVK 12.74 (C) 79.42 (CD)
1MMA 16.57 (CG) 54.76 (CD)
1MMD 4.70 (C) 36.96 (CD)
1MMG 15.46 (C) 59.46 (CD)
1MMN 8.83 (C) 41.95 (OE2)
1MND 21.19 (OE1) 57.76 (OE2)
1MNE 6.24 (CA) 67.37 (OE2)
1VOM 8.02 (CD) 18.27 (OE1)
ref1 30.72 (N) 44.42 (OE1)
Table A.2: Minimal and maximal temperature factors for atoms of E180.
code min max
1D0X 9.34 (CA) 22.46 (C)
1D0Y 15.26 (N) 26.09 (C)
1D0Z 7.37 (CA) 21.36 (C)
1D1A 14.46 (CB) 38.71 (C)
1D1B 11.82 (CA) 28.27 (C)
1D1C 1.06 (CA) 20.31 (O)
1FMV 27.64 (O) 100.00 (C)
1FMW 10.96 (N) 47.24 (C)
1G8X 23.76 (CB) 35.61 (OG)
1LVK 10.49 (CA) 20.27 (OG)
1MMA 19.13 (N) 37.00 (C)
1MMD 7.59 (CB) 23.72 (C)
1MMG 18.91 (N) 27.67 (CB)
1MMN 7.90 (CA) 22.72 (O)
1MND 16.74 (CA) 77.07 (O)
1MNE 7.65 (CA) 26.61(O)
1VOM 9.14 (CB) 16.02 (O)
ref1 33.90 (C) 36.23 (OG)
Table A.3: Minimal and maximal temperature factors for atoms of S181.
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code min max
1D0X 8.74 (CA) 22.15 (N)
1D0Y 13.27 (CA) 30.18 (N)
1D0Z 4.06 (CA) 18.79 (C)
1D1A 19.34 (CA) 29.87 (C)
1D1B 11.24 (CA) 23.12 (N)
1D1C 1.34 (CA) 29.91 (N)
1FMV 20.06 (CA) 36.39 (N)
1FMW 16.09 (C) 33.59 (O)
1G8X 25.39 (CA) 26.71 (O)
1LVK 12.09 (CA) 21.28 (C)
1MMA 13.69 (CA) 31.80 (O)
1MMD 10.46 (CA) 20.99 (C)
1MMG 14.29 (CA) 23.97 (O)
1MMN 9.34 (CA) 27.57 (N)
1MND 26.09 (CA) 41.00 (N)
1MNE 10.98 (C) 27.17 (CA)
1VOM 14.53 (N) 18.90 (C)
ref1 32.54 (CA) 33.99 (C)
Table A.4: Minimal and maximal temperature factors for atoms of G182.
code min max
1D0X 8.48 (CA) 15.82 (N)
1D0Y 15.52 (CA) 19.40 (O)
1D0Z 6.33 (CA) 9.48 (CB)
1D1A 15.38 (CB) 29.94 (O)
1D1B 10.43 (C) 21.00 (O)
1D1C 6.14 (C) 21.82 (O)
1FMV 9.08 (CA) 21.45 (N)
1FMW 7.03 (CA) 22.74 (O)
1G8X 22.88 (O) 29.91 (CB)
1LVK 12.34 (C) 18.51 (N)
1MMA 12.38 (C) 27.63 (O)
1MMD 8.72 (CB) 21.58 (C)
1MMG 14.79 (C) 26.62 (O)
1MMN 4.56 (CA) 21.18 (O)
1MND 10.92 (CB) 45.98 (O)
1MNE 24.45 (N) 37.24 (CB)
1VOM 10.68 (CB) 22.33 (C)
ref1 26.81 (O) 33.90 (N)
Table A.5: Minimal and maximal temperature factors for atoms of A183.
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code min max
1D0X 17.74 (N) 24.46 (C)
1D0Y 14.77 (CA) 24.19 (O)
1D0Z 9.47 (CA) 20.94 (C)
1D1A 15.66 (CA) 35.12 (C)
1D1B 13.88 (N) 33.49 (C)
1D1C 6.14 (CA) 37.59 (O)
1FMV 7.51 (CA) 18.22 (C)
1FMW 4.39 (CA) 22.35 (O)
1G8X 25.18 (CA) 27.29 (O)
1LVK 15.22 (O) 18.68 (C)
1MMA 19.12 (CA) 23.09 (N)
1MMD 8.47 (N) 17.53 (C)
1MMG 19.59 (O) 26.19 (C)
1MMN 13.42 (CA) 24.43 (N)
1MND 15.80 (C) 34.65 (N)
1MNE 1.00 (N) 17.57 (C)
1VOM 9.40 (O) 16.75 (C)
ref1 28.63 (CA) 31.18 (O)
Table A.6: Minimal and maximal temperature factors for atoms of G184.
code min max
1D0X 9.77 (CD) 19.94 (C)
1D0Y 14.11 (NZ) 21.47 (CG)
1D0Z 7.97 (CA) 13.64 (C)
1D1A 18.94 (CB) 31.47 (N)
1D1B 9.34 (CG) 24.77 (N)
1D1C 3.05 (CB) 29.25 (N)
1FMV 13.50 (O) 27.75 (CD)
1FMW 7.90 (CG) 34.50 (N)
1G8X 21.81 (CA) 25.65 (N)
1LVK 8.95 (CD) 18.18 (CE)
1MMA 7.76 (CG) 25.28 (CE)
1MMD 5.18 (CG) 20.44 (NZ)
1MMG 11.00 (CG) 23.16 (C)
1MMN 8.91 (CE) 18.26 (C)
1MND 13.35 (C) 69.91 (CB)
1MNE 3.09 (CB) 23.83 (CD)
1VOM 8.33 (CB) 20.87 (CD)
ref1 25.56 (CD) 30.41 (CG)
Table A.7: Minimal and maximal temperature factors for atoms of K185.
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code min max
1D0X 9.86 (CA) 28.07 (C)
1D0Y 14.96 (N) 39.00 (C)
1D0Z 7.15 (CA) 38.54 (C)
1D1A 17.59 (CA) 39.00 (C)
1D1B 10.15 (CA) 34.21 (C)
1D1C 7.33 (CB) 78.86 (OG1)
1FMV 14.91 (N) 84.97 (CB)
1FMW 8.15 (CA) 61.76 (OG1)
1G8X 19.07 (CG2) 29.39 (O)
1LVK 10.67 (N) 28.69 (C)
1MMA 7.50 (CA) 32.02 (C)
1MMD 4.02 (CA) 14.32 (CB)
1MMG 10.21 (CA) 32.69 (OG1)
1MMN 8.46 (CA) 29.96 (C)
1MND 1.93 (CG2) 95.05 (O)
1MNE 2.41 (CG2) 23.21 (OG1)
1VOM 9.99 (CA) 26.47 (C)
ref1 25.01 (CG2) 29.29 (C)
Table A.8: Minimal and maximal temperature factors for atoms of T186.
code min max
1D0X 17.95 (CA) 24.72 (O)
1D0Y 16.09 (CA) 35.34 (O)
1D0Z 3.99 (CB) 26.21 (O)
1D1A 28.07 (O) 42.33 (ND2)
1D1B 17.31 (CB) 28.77 (CG)
1D1C 3.27 (CA) 40.77 (CG)
1FMV 25.38 (C) 100.00 (CG)
1FMW 8.80 (CB) 32.16 (CG)
1G8X 21.79 (ND2) 26.94 (N)
1LVK 11.39 (CA) 29.46 (O)
1MMA 20.61 (N) 34.19 (CG)
1MMD 6.66 (CB) 20.30(OD1)
1MMG 16.25 (C) 23.96 (CG)
1MMN 15.58 (C) 40.78 (CG)
1MND 8.08 (CB) 61.78 (O)
1MNE 16.78 (CA) 47.43 (OD1)
1VOM 9.94 (ND2) 23.51(C)
ref1 27.63 (CB) 31.39(O)
Table A.9: Minimal and maximal temperature factors for atoms of N233.
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code min max
1D0X 17.65 (N) 95.93 (OD1)
1D0Y 17.70 (C) 100.00 (OD1)
1D0Z 10.95 (N) 100.00 (OD1, CG)
1D1A 24.10 (C) 100.00 (OD1)
1D1B 17.34 (CB) 100.00 (OD1)
1D1C 12.07 (CA) 67.43 (CG)
1FMV 24.30 (N) 93.43 (OD1)
1FMW 21.61 (C) 100.00 (OD1)
1G8X 21.85 (CB) 27.92 (O)
1LVK 19.28 (N) 47.10 (OD1)
1MMA 21.52 (CA) 100.00 (OD1)
1MMD 10.31 (N) 37.75 (OD1)
1MMG 20.27 (N) 83.42 (CG)
1MMN 16.52 (N) 79.09 (OD1)
1MND 11.43 (CG) 49.77 (OD1)
1MNE 20.15 (N) 53.04 (OD1)
1VOM 9.66 (C) 50.66 (OD1)
ref1 27.80 (CB) 35.71 (O)
Table A.10: Minimal and maximal temperature factors for atoms of N234.
code min max
1D0X 18.28 (CA) 32.19 (C)
1D0Y 21.69 (CA) 60.39 (C)
1D0Z 13.28 (CA) 31.83 (C)
1D1A 26.55 (C) 45.24 (CA)
1D1B 20.51 (CB) 31.77 (C)
1D1C 12.81 (C) 35.53 (CB)
1FMV 23.55 (CB) 86.33 (C)
1FMW 10.73 (CB) 42.84 (C)
1G8X 24.59 (O) 26.67 (OD1)
1LVK 17.45 (CA) 23.87 (ND2)
1MMA 24.58 (CA) 41.18 (OD1)
1MMD 9.09 (CG) 21.64 (C)
1MMG 21.82 (CA) 40.81 (C)
1MMN 20.04 (N) 42.89 (C)
1MND 30.46 (O) 62.32 (CG)
1MNE 15.10 (CB) 56.20 (OD1)
1VOM 9.80 (C) 24.02 (OD1)
ref1 26.66 (ND2) 30.67 (O)
Table A.11: Minimal and maximal temperature factors for atoms of N235.
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code min max
1D0X 15.89 (CA) 22.58 (O)
1D0Y 22.55 (N) 29.03 (OG)
1D0Z 11.28 (N) 25.50 (C)
1D1A 20.98 (C) 35.24 (CA)
1D1B 13.57 (C) 27.90 (O)
1D1C 13.84 (CB) 27.20 (O)
1FMV 19.58 (CA) 30.98(C)
1FMW 17.94 (C) 29.77 (CB)
1G8X 23.46 (CB) 26.66 (OG)
1LVK 12.82 (C) 22.90 (CB)
1MMA 17.01 (C) 45.25 (CA)
1MMD 10.85 (CB) 29.90 (O)
1MMG 13.35 (C) 28.79 (CB)
1MMN 11.07 (C) 20.29 (N)
1MND 7.69 (CA) 60.65(CB)
1MNE 22.88 (C) 43.28 (O)
1VOM 11.51 (C) 18.64 (O)
ref1 25.43 (CB) 28.22 (O)
Table A.12: Minimal and maximal temperature factors for atoms of S236.
code min max
1D0X 12.87 (CA) 23.06 (N)
1D0Y 12.58 (CA) 21.22 (OG)
1D0Z 7.37 (C) 19.29 (CB)
1D1A 15.44 (CB) 32.62 (N)
1D1B 11.38 (C) 21.72 (OG)
1D1C 9.63 (CA) 30.17 (CB)
1FMV 13.56 (C) 37.74 (CB)
1FMW 11.78 (C) 41.91 (OG)
1G8X 25.06 (N) 27.31 (C)
1LVK 8.84 (C) 19.12 (N)
1MMA 15.33 (CA) 39.94 (OG)
1MMD 1.10 (C) 16.67 (N)
1MMG 13.01 (C) 23.25 (N)
1MMN 6.13 (C) 18.29 (O)
1MND 15.46 (O) 51.53 (C)
1MNE 9.28 (CA) 22.99 (OG)
1VOM 10.13 (C) 12.78 (OG)
ref1 26.16 (CB) 30.32 (OG)
Table A.13: Minimal and maximal temperature factors for atoms of S237.
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code min max
1D0X 12.41 (CA) 46.40 (CD)
1D0Y 15.28 (CB) 41.37 (CZ)
1D0Z 4.61 (CA) 41.34 (CD)
1D1A 24.50 (CG) 34.98 (NH1)
1D1B 12.22 (N) 84.30 (CD)
1D1C 10.13 (CA) 42.78 (C)
1FMV 9.18 (N) 42.86 (NH1)
1FMW 19.21 (CA) 40.73 (CD)
1G8X (GLU 238) 30.06 (N) 46.64 (OE1)
1LVK 12.44 (N) 58.38 (CD)
1MMA 19.10 (CB) 33.81 (NH1)
1MMD 8.99 (N) 22.03 (C)
1MMG 12.30 (CB) 42.11 (CD)
1MMN 13.75 (N) 36.94 (CD)
1MND 4.14 (CG) 51.03 (O)
1MNE 15.76 (N) 34.06 (C)
1VOM 11.63 (CG) 22.99 (C)
ref1 26.72 (N) 31.27 (CG)
Table A.14: Minimal and maximal temperature factors for atoms of R238.
code min max
1D0X 10.95 (CA) 34.47 (CG)
1D0Y 13.37 (CA) 27.85 (CG)
1D0Z 2.65 (CB) 20.58 (CG)
1D1A 16.79 (N) 40.33 (OD1)
1D1B 10.21 (CA) 25.41 (CG)
1D1C 4.42 (CB) 29.64 (O)
1FMV 11.81 (OD1) 22.47 (CG)
1FMW 15.87 (C) 43.36 (CB)
1G8X 37.99 (O) 51.76 (OD1)
1LVK 17.18 (O) 31.36 (CG)
1MMA 16.04 (N) 32.39 (CA)
1MMD 3.76 (C) 12.44 (OD1)
1MMG 14.54 (CA) 27.19 (CG)
1MMN 10.76 (N) 28.13 (C)
1MND 13.97 (CB) 71.85 (OD2)
1MNE 6.04(N) 32.24 (O)
1VOM 12.28 (CG) 18.26 (CA)
ref1 30.84 (O) 42.79 (OD1)
Table A.15: Minimal and maximal temperature factors for atoms of D454.
304 Comparison of the nucleotide binding sites of myosin II crystal structures
code min max
1D0X 12.69 (C) 39.72 (CG1)
1D0Y 11.12 (CB) 100.00 (CD1)
1D0Z 8.77 (CG2) 17.51 (CD1)
1D1A 17.74 (N) 54.07 (CD1)
1D1B 13.88 (CG2) 29.38 (CD1)
1D1C 1.00 (CA) 100.00 (CD1)
1FMV 6.40(C) 17.56 (O)
1FMW 1.81 (C) 34.36 (CB)
1G8X 32.85 (CG2) 40.18 (CD1)
1LVK 8.74 (C) 100.00 (CD1)
1MMA 7.87 (C) 51.12 (CD1)
1MMD 2.47 (C) 35.13 (CD1)
1MMG 8.48 (C) 34.64 (CD1)
1MMN 9.72 (C) 35.16 (CD1)
1MND 4.65 (CG2) 75.90 (CD1)
1MNE 6.59 (CB) 34.61 (CD1)
1VOM 12.39 (N) 26.43 (C)
ref1 26.98 (CG2) 31.77 (N)
Table A.16: Minimal and maximal temperature factors for atoms of I455.
code min max
1D0X 16.25 (N) 52.64 (OG)
1D0Y 15.91 (C) 48.95 (OG)
1D0Z 10.87 (C) 48.68 (OG)
1D1A 19.40 (CA) 86.30 (O)
1D1B 12.86 (N) 63.82 (OG)
1D1C 11.18 (C) 44.75 (OG)
1FMV 3.63 (CA) 24.63 (OG)
1FMW 11.04 (CA) 32.81 (C)
1G8X 34.53 (O) 45.36 (OG)
1LVK 12.18 (N) 37.63 (OG)
1MMA 20.99 (C) 37.73 (CB)
1MMD 10.13 (CA) 80.97 (OG)
1MMG 18.41 (C) 44.14 (OG)
1MMN 14.88 (N) 34.74 (OG)
1MND 24.99 (OG) 71.26 (CB)
1MNE 5.26 (C) 38.65 (OG)
1VOM 10.48 (CA) 17.01 (C)
ref1 30.06 (N) 33.58 (OG)
Table A.17: Minimal and maximal temperature factors for atoms of S456.
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code min max
1D0X 11.26 (C) 14.84(N)
1D0Y 15.01 (C) 19.88 (O)
1D0Z 5.57 (CA) 12.01 (O)
1D1A 18.62 (N) 23.31 (CA)
1D1B 9.86 (C) 14.36 (O)
1D1C 9.91 (CA) 29.25 (N)
1FMV 4.92 (N) 11.96 (C)
1FMW 11.23 (C) 16.60 (CA)
1G8X 27.22 (O) 34.26 (N)
1LVK 9.59 (CA) 16.88 (O)
1MMA 5.59 (C) 25.48 (CA)
1MMD 1.00 (C) 8.35 (CA)
1MMG 9.25 (CA) 15.99 (O)
1MMN 10.83 (C) 13.81 (O)
1MND 21.97 (C) 45.33 (CA)
1MNE 8.09 (N) 14.11 (C)
1VOM 8.41 (CA) 16.15 (N)
ref1 29.56 (N) 31.88 (O)
Table A.18: Minimal and maximal temperature factors for atoms of G457.
code min max
1D0X 14.33 (CB) 28.94 (C)
1D0Y 15.77 (CB) 34.21 (CD1)
1D0Z 4.75 (CB) 29.12 (C)
1D1A 15.87 (CB) 72.22 (CD2)
1D1B 15.51 (N) 31.84 (CG)
1D1C 7.44 (CB) 28.25 (O)
1FMV 7.36 (CE2) 22.05 (C)
1FMW 16.74 (N) 46.82 (O)
1G8X 30.07 (N) 37.19 (CE1)
1LVK 13.90 (CB) 25.93 (O)
1MMA 15.81 (CB) 65.80 (CD1)
1MMD 6.44 (N) 37.07 (C)
1MMG 12.64 (CB) 35.67 (CZ)
1MMN 3.46 (CB) 34.20 (CD1)
1MND 10.35 (CA) 50.69 (CE2)
1MNE 3.41 (CE2) 38.26 (CD1)
1VOM 11.57 (N) 29.72 (C)
ref1 26.54 (CD1) 32.75 (CD2)
Table A.19: Minimal and maximal temperature factors for atoms of D458.
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code min max
1D0X 19.36 (CB) 31.28 (CD)
1D0Y 21.07 (O) 40.93 (CD)
1D0Z 13.63 (CA) 28.45 (N)
1D1A 27.53 (CB) 69.72 (CD)
1D1B 20.38 (OE2) 35.77 (CD)
1D1C 15.27 (CA) 34.83 (CD)
1FMV 10.91 (O) 26.79 (CD)
1FMW 19.62 (CA) 41.99 (CD)
1G8X 35.10 (N) 52.76 (OE1)
1LVK 19.79 (O) 66.22 (CD)
1MMA 26.78 (C) 100.00 (CD)
1MMD 12.77 (CA) 100.00 (OE2)
1MMG 21.25 (O) 47.54 (CD)
1MMN 15.04 (CB) 100.00 (CD)
1MND 4.52 (CG) 42.26 (O)
1MNE 16.99 (N) 84.85 (OE2)
1VOM 12.91 (CA) 34.13 (CD)
ref1 32.46 (N) 39.39 (OE1)
Table A.20: Minimal and maximal temperature factors for atoms of E459.
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Figure A.1: Overlap of the nucleotide position in 9 structures. Two different viewing
angles are shown.
Figure A.2: Positions of the Mg2+ ions in structures containing the ADP moiety. The
van der Waals sphere of the Mg2+ of the 1mmn structure is shown.
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Figure A.3: Overlap of G179, E180, and S181 backbone and sidechain for all struc-
tures.
Figure A.4: Overlap of G182, A183, and G184 backbone and sidechain for all struc-
tures.
Figure A.5: Overlap of K185 and T186 backbone and sidechain for all structures.
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Figure A.6: Overlap of N233, N234, and N235 backbone and sidechain for all struc-
tures.
Figure A.7: Overlap of S238, S237, and R238 backbone and sidechain for all struc-
tures.
Figure A.8: Overlap of D454, I455, and S456 backbone and sidechain for all structures.
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Figure A.9: Overlap of G457, F458, and E459 backbone and sidechain for all struc-
tures.
Appendix B
Physical constants used in the
thesis
symbol property value unit
kB Boltzmann constant 1.380662 ·10−23 JK−1
h Planck constant 6.626176 ·10−34 Js
κ = kBT
h
prefactor for rate law at T=300K 6.25094 ·1012 s−1
NA Avogadro constant 6.022045 ·1023 mol−1
R = kNA gas constant 8.31441 JK
−1mol−1
Table B.1: Physical constants.
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Appendix C
Supplementary material for the
link-atom procedure
C.1 Implementation
The nomenclature used in this Appendix is as follows (compare Fig. 7.2 in Section 7.2).
The link atom is termed q0. The MM and QM boundary atoms are termed m1 and q1.
MM (QM) atoms bound to m1 (q1) are termed m2 (q2), and MM (QM) atoms bound to
m2 (q2) are termed m3 (q3). Linking is performed in four steps:
1. Generation of the protein according to the CHARMM topology containing the residue
X to be split at the bond m1-q1.
2. Addition of the link atom q0 by applying a first patch to the residue X.
3. Declaration the quantum region using the QUANTUM or the GAMESS command in
CHARMM.
4. Joining the QM and MM regions by applying a second patch to the residue X.
All classical interactions between atoms in the QM region and some classical interactions
involving both QM and MM atoms are automatically removed after invoking the QUAN-
TUM or the GAMESS command. QM/MM classical interactions that are kept are the
bond m1-q1, the angles m2-m1-q1 and m1-q1-q2, the dihedrals m3-m2-m1-q1, m2-m1-q1-
q2, and, when using the QUANTUM command, m1-q1-q2-q3. In the present link-atom
implementation, only those classical interactions which are necessary for positioning the
QM region relative to the MM region are kept. The terms m1-q1-q2 and m1-q1-q2-q3,
however, are unnecessary for this relative positioning and are therefore deleted in Step 4
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using the second patch. To keep the link atom q0 collinear with the m1-q1 bond an angle
term with a large force constant is added. Finally, to exclude 1-2 and 1-3 van der Waals
interactions, dummy bonds q0-m1 and q0-q2 are introduced with zero force constants.
Example patches and necessary additions to the parameter file are given below.
C.2 Topologies
For the CHARMM parameter set 19 (united atoms representation) it is necessary to add
the link atom HQ and in addition two dummy hydrogen atoms to the topology. The dummy
hydrogens must be positioned to be bound to Cβ. The reqired patches are:
• Adding the link atom.
PRES ADDQ 0.000 ! Patch for adding a link-hydrogen on any residue
GROUP
ATOM HQ HQ 0.000
• Adding dummy hydrogens.
PRES ADD2 0.000 ! add two aliphatic hydrogens on any residue
GROUP
ATOM HDU1 HDU 0.00
ATOM HDU2 HDU 0.00
After adding the required dummy atoms, the following CHARMM patches were used for
serine, histidine, and aspartate to link the QM and MM regions.
• Serine.
PRES SERQ 0.00 ! QM patch for Serine.
! Apply after QUANTUM/GAMESS command
GROUP
ATOM CA CH1E 0.00 ! changed from 0.1
ATOM H H 0.30 ! changed from 0.25
ATOM N NH1 -0.30 ! changed from -0.35
DELETE ANGL CA CB OG ! delete QM/MM terms left by QUANTUM:
! ! angles with central atom being QM
DELETE DIHE HG OG CB CA ! dihedrals with 3 QM atoms
!
ANGL CA CB HQ ! keeps link atom colinear with Ca - CB bond
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! ! parameter entry needed!
!
BOND HQ CA ! dummy bonds for vdW exclusions between CA
BOND HQ OG ! and OG
! ! parameter entry needed!
BOND HQ HDU1 ! q0 q2’
BOND HQ HDU2 ! q0 q2"
• Histidine.
PRES HISQ 0.00 ! QM patch for histidine.
! Apply after QUANTUM/GAMESS command
GROUP
ATOM CA CH1E 0.00 ! changed from 0.1
ATOM H H 0.30 ! changed from 0.25
ATOM N NH1 -0.30 ! changed from -0.35
DELETE ANGL CA CB CG ! delete QM/MM terms left by QUANTUM:
! ! angles with central atom being QM
DELETE DIHE ND1 CG CB CA ! dihedrals with 3 QM atoms
DELETE DIHE CD2 CG CB CA
!
ANGL CA CB HQ ! keeps link atom colinear with Ca - CB bond
! ! parameter entry needed!
!
BOND HQ CA ! dummy bonds for vdW exclusions between CA
BOND HQ CG ! and CG
! ! parameter entry needed!
BOND HQ HDU1 ! q0 q2’
BOND HQ HDU2 ! q0 q2"
• Aspartate.
PRES ASPQ 0.00 ! QM patch for aspartate with link on the CA-CB bond
GROUP
ATOM CA CH1E 0.00 ! changed from 0.1
ATOM H H 0.30 ! changed from 0.25
ATOM N NH1 -0.30 ! changed from -0.35
DELETE ANGLE CA CB CG ! m1 q1 q2
DELETE DIHE CA CB CG OD1 ! m1 q1 q2 q3
DELETE DIHE CA CB CG OD2 ! m1 q1 q2 q3
ANGLE CA CB HQ ! m1 q1 q0
BOND HQ CA ! q0 m1
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BOND HQ CG ! q0 q2
BOND HQ HDU1 ! q0 q2’
BOND HQ HDU2 ! q0 q2"
C.3 Parameters
BONDS
HQ CH1E 0.00 1.0 ! dummy bond q0-m1
HQ HDU 0.00 1.0 ! dummy bond q0-q2’ and q0-q2’’
HQ OH1 0.00 1.0 ! dummy bond q0-q2 (Ser)
HQ C 0.00 1.0 ! dummy bond q0-q2 (His, Asp)
ANGLES
CH1E CH2E HQ 200.0 0.0 ! angle m1-q0-q1
NONBOND
HQ 0.00 0.00 1.0 ! has no energetic effect
HDU 0.00 -0.022 1.32 ! taken from atom type HA in
! parameter set 22
Appendix D
Procedure to determine global
NUCS factors with CHARMM
The determination of global non-uniform charge scaling (NUCS) factors (see Section 9.1)
has been implemented in a set of CHARMM input scripts that are described in this Section.
The procedure can be summarized as follows: First, a group I is selected, for which the
scaling factor is to be determined. The charges on this group are set to their respective
values. The charges of all other groups are set to zero. Then the electrostatic potential φI
due to the charges of group I is calculated using a finite difference scheme with a focusing
approach. It is then interpolated to all atom positions φI(~rj).
Next, the electrostatic interaction energies EvacIJ and E
solv
IJ between the source group I
and all other groups J are calculated. From this the pairwise dielectric constants IJ are
determined. If IJ < 0, the energies are zeroed, otherwise they are put to absolute values.
Finally, the dielectric constant I and the scaling factor λI are determined.
D.1 Determination of λI with CHARMM
This procedure has been set up in a set of CHARMM input files. CHARMM version 28 or
higher is necessary, as the scripts make use of the PBEQ module. The structure and file
names of the input scripts are visualized in Figure D.1.
The user only has to modify get box.inp, generate.str, and settings.str.
First, the finite difference box dimensions must be determined (see Section D.2). For the
subsequent determination of NUCS factors, the input file to be piped into CHARMM is
scaling.inp. This file streams generate.str, where the user must set up the system (i.e. read
in topology and parameter files, sequence information, generate the protein structure file
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with all segments and read in the coordinates). After that settings.str is streamed, where
the user must specify several variables needed for the calculation. In initialize.str several
variables are initialized. After an energy call to initialize the energy function, loop.str is
streamed that loops from the first to the last residue, for which scaling factors shall be
determined. After definition of the source group I, calcfactors.str is streamed. There,
pbeq.str is streamed to determine the electrostatic potential φI(~rj). The scaling factor λI
is then calculated in scaling.str, which streams loop2.str and determines the actual λI.
loop2.str loops over all residues within the cutoff distance around group I and streams
calculation.str. In this stream file, the pairwise interaction energies in vacuum EvacIJ and in
solution EsolvIJ are calculated (in the stream files vacuum.str and solution.str, respectively)
and the check for change in sign is performed.
The stream files terminal.str, terminal2.str, terminal3.str, and terminal4.str are used in
loop.str and loop2.str, respectively, to ensure adequate group definition at segment borders
in CHARMM.
D.2 How to get the correct box dimensions
The CHARMM input file get box.inp can be used to derive the correct box dimensions.
It streams generate.str and settings.str. In settings.str only the energy function variables
must be correctly set. Via COOR ORIENT and COOR STAT commands the dimensions
of the system are printed. ATTENTION: Make sure that you use the CHARMM oriented
coordinates in your calculation of scaling factors! The oriented coordinates may be written
to a new coordinate file, whose name must be given in get box.inp. The output gives the
minimum and maximum X-, Y-, and Z-coordinates of the centers of the atoms. To this
maximum distance, a total of 6 A˚ have to be added (1.5 A˚ for the atom radius plus 1.5 A˚
for the water radius on each side) in order to get to an estimate of the solvent accessible
surface dimensions.
For the first PBEQ calculation, 25 A˚ should be added on each side of the system to get the
size of the finite difference box. A grid spacing of 4.0 A˚ is recommended. The number of grid
points can then be calculated as boxsize/gridspacing = (Xmax−Xmin+6+2·25)/4.0. In
order not to get any box size problems, the values should always be rounded up. CHARMM
only takes odd numbers, if an even number of grid points is specified, it is automatically
incremented by one. For the second PBEQ calculation, 10 A˚ should be added on each side
and a grid spacing of 2.0 A˚ is recommended. For the third calculation it should be 5 A˚
and 1.0 A˚, respectively.
D.2.1 User-defined settings
The user must specify the following variables in settings.str:
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• General settings. The variable FIRSTRESIDUE should be set to the first residue
for which the scaling factor should be determined. If the residue FIRSTRESIDUE−
1 has a side chain, this scaling factor is also determined. LASTRESIDUE is the
last residue, for which λ is determined. BACK1 of LASTRESIDUE+1 is included.
The names of the following output files must be given:
1. Scaling factors. The final scaling factors are written into the WMAIN column
of a .crd coordinate file. The name is specified in OUTPUT
2. Interaction energies EsolvI . The reference interaction energies between each group
and the rest of the protein calculated from the Poisson-Boltzmann calculation
are written into the WMAIN column of a .crd coordinate file. The name is
specified in OUTPUT1
3. Pairwise interaction energies. The pairwise interaction energies EvacIJ and E
solv
I J
that are evaluated during the calculation are printed into an output file specified
in OUTPUT2.
• Energy function settings. The parameter file version has to be given in PARAM (19
for extended carbon model or 22 for an explicit hydrogen representation), the cutoff
type in ELECTR (cdiel for a constant dielectric permeability and rdiel for a distance-
dependent dielectric permeability), and cutoff values in the variables UCTONNB,
UCTOFNB, UCUTNB, UWMIN (U for user-defined).
• PBEQ settings. These settings are needed for the calculation of EsolvI with the
Poisson-Boltzmann module in CHARMM (PBEQ). offset is a value added to the
van der Waals radii used for the determination of the dielectric boundary. sw gives
the value of the smoothing window to be used for smoothing the transition of the
dielectric constant from EPSWAT to EPSPROT at the dielectric boundary be-
tween high and low dielectricum. A combination of sw = 1.5 and offset = 0.7 has
been found to reproduce accurate electrostatic calculations done with UHBD. The
ion concentration in the solvent is given in CON and the temperature in TEM . The
grid spacings and number of grid points in all direction are given in DCELn and
NCLdn, where n = 1, 2, 3 and d = X, Y, Z. To determine these values see Section
D.2.
• Useratoms. For each group, a single unique atom must be given as a representative.
For standard groups such as protein sidechains, protein back bones, or water this
is automatically done. The user must, however, provide this definitions for each
additional group such as retinal, ions, or nucleotides.
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D.2.2 Initialization
The initialization of storage vectors is done in initialize.str. The following storage vectors
are used:
• SCA1 storage of radii
• SCA2 storage of charges
• SCA3 intermediate storage of pairwise interaction energies in vacuum
• SCA4 intermediate storage of pairwise interaction energies in solution
• SCA5 intermediate storage of pairwise scaling factors
• SCA6 storage vector for scaling factors
• SCA7 intermediate storage of pairwise interaction energies in solution within cutoff
distance EsolvIJ
• SCA8 storage of interaction energies in solution between each group and the rest of
the protein within cutoff distance EsolvI
• SCA9 intermediate storage of electrostatic potential
initialize.str also streams defi19.str or defi22.str, where the definition of backbone and
sidechain atoms is done. The backbone groups are defined over two residues: BACK1
includes the atom types Cα, Hα, N , HN ; BACK2 includes C and O for param22. For
param19 the definitions are accordingly. The termini and capping groups ACE and CBX
(param19 only) are treated correctly. All atoms not belonging to BACK1 or BACK2 are
supposed to be sidechain atoms. Thus, each protein residue is split into two groups, a
backbone group (spanning two amino acids) and a sidechain group.
All non-protein moieties, such as water, ions, or ligands, are treated as protein residues
without backbones. A scaling factor is determined for each group. The prolines are treated
specially in that only one scaling factor is determined for both backbone and side chain
atoms.
Finally, a selection is defined that contains exactly one atom per group.
D.3 Determination of NUCS factors
The NUCS factors are determined automatically once the settings have been correctly
made. The input file scaling.inp must be piped into CHARMM. The print and warning
levels are set so as to suppress most of the output. Otherwise, the output files will be very
large.
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D.4 Testing and counterscaling of NUCS factors
The NUCS factors as determined by the procedure described above are only raw factors.
They will be denoted with λ′I in this section. Having calculated the λ
′
I it is possible to
calculate the electrostatic interaction energy between a group I and the rest of the protein
in vacuum Eshield
′
I using the raw scaling factors. The E
shield′
















The λ′I may be counterscaled to give the NUCS factors λI. The E
shield
I calculated with the
λI give a more accurate correlation with the E
solv
I . Counterscaling is achieved by dividing


























The EshieldI are an estimate to the E
solv
I , so γ
2 can be determined by doing a least square fit
of the EsolvI against the E
shield′
I according to Equation D.2. For reasons of accuracy, γ may
be determined separately for backbone groups (γBACK) and side chain groups (γSIDE).
D.4.1 Calculation of EsolvI , E
shield′
I , and γ
To get the data necessary for the least squares fit, the EsolvI must be extracted from the
output file specified in OUTPUT1 and the Eshield
′
I must be calculated. The procedure to
do this has been set up in a set of CHARMM input files. The structure and file names are
visualized in Figure D.2.
The user only has to modify generate.str and settings.str.
The input file to be piped into the CHARMM calculation is test factors.inp. This file
streams generate.str, which should be exactly the same generation file as used before to
calculate the scaling factors. After that settings.str is streamed. Attention: The settings
necessary for the testing of the scaling factors are slightly different from the corresponding
settings to calculate the scaling factors. The coordinate files with the raw scaling factors λ′I
in the WMAIN column and the interaction energies in solution EsolvI need to be specified.
In initialize.str several variables are initialized. After an energy call to initialize the energy
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function, loop.str is streamed. It loop over all residues for which the scaling factors shall be
tested. After definition of the source group I, loop.str streams calenergy.str, which in turn
streams vacuum.str to calculate EvacI with unscaled charges, extracts E
solv
I , and streams
shield.str to calculate Eshield
′
I with scaled charges using the raw scaling factors. Two output
files are generated, in which the calculated values for backbone groups and side chain groups
are tabulated. These values must then be used in another program to determine γBACK
and γSIDE by performing linear regression fits.
This can for instance be done with the programs provided as tools by Frank Noe. An
example input line would be
./select columns -s1 “4,5” < back cdiel.dat | ./linear-regression
The square root of the slope of the resulting linear regression through the origin then gives
γBACK .
After having determined γBACK and γSIDE the E
shield
I are determined by setting both
BACKFAC and SIDEFAC to their respective values and repeating the calculation.
The root-mean-square deviation can be determined accordingly:
./select columns -s1 “4,5” < back cdiel.dat | ./rmsd
D.4.2 User-defined settings
The user must specify the following variables in settings.str
• NUCS factors and energies. The variable INPUTFAC must be set to the path and
file name of the .crd coordinate file with NUCS factors in the WMAIN column. The
variable INPUTENER must be set to the path and file name of the .crd coordinate
file with the interaction energies in solution EsolvI in the WMAIN column.
• General settings. The variables FIRSTRESIDUE and LASTRESIDUE should
be set to the numbers of the first and last residues, for which the scaling factors
should be tested.
• Energy function settings. These settings should be identical to the specifications used
for the calculation of the scaling factors (see Section D.2.1). They may also be set to
a different energy function, if the interaction energies in vacuum shall be recomputed
for comparison.
• Charge scaling settings. The variables BACKFAC and SIDEFAC should be set
to 1.0, if EvacI , E
solv
I , and E
shield′
I are to be calculated. They should be set to γBACK
and γSIDE, respectively, if the E
shield
I are to be calculated.




initialize.str streams defi19.str or defi22.str, calculates scaled charges and initializes the
following storage vectors:
• SCA1 storage of scaling factors
• SCA2 storage of scaled charges
• SCA3 storage of original partial atomic charges
• SCA4 storage of EsolvI
• SCA5 storage of EvacI (original charges)
• SCA6 storage of Eshield′I or EshieldI (scaled charges)
D.5 How to use the scaling factors in subsequent
calculations
The modified charge scaling factors λI = λ
′
I ·γ can easily be used for subsequent molecular
mechanics calculations such as energy minimizations or reaction path simulations. For
this, a coordinate file with the raw scaling factors in the WMAIN column must be read.
The modification factors BACKFAC = γBACK and SIDEFAC = γSIDE must have been
determined before. Then, the CHARGE vector within CHARMM must be modified using
the following lines of CHARMM input code:
STREAM "defi??.str" ! ?? = 19, 22
! store scaling factors in SCA1
SCAL SCA1 = WMAIN
! modify scaling factors
SET BACKFAC ??
SET SIDEFAC ??
SCAL SCA1 MULT @BACKFAC SELE BACK1 .OR. BACK2 END
SCAL SCA1 MULT @SIDEFAC SELE SIDE END
! scale charges
SCAL SCA1 RECI
SCAL CHARGE PROD SCA1 SELECT ALL END













defi??.str (?? = 19, 22)
Figure D.1: Structure of input and stream files for the determination of scaling factors.
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initialize.str








Figure D.2: Structure of input and stream files for testing the previously determined
scaling factors.
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Appendix E
Procedure how to combine global
and targeted charge scaling
E.1 Determination of NUCS factors in the target
region
The scripts for the determination of global scaling factors for the groups within the flexible
and QM regions are almost identical to the scripts described in Appendix D. The only dif-
ference is that the user must define a target region in settings.str. In QM/MM applications
this target region should comprise both the QM and the flexible regions.
This target region is increased in target.str (streamed from initialize.str) so as to ensure that
the boundary between the target and the nontarget regions is along the group definitions
used for the calculation of NUCS factors. All charges outside the target region are set to
zero. Thus, scaling factors are calculated only for groups within the target region, and only
interactions between groups belonging to the target region are considered.
The scaling factors for groups in the target region must be calculated, counterscaled, and
verified as described in NUCS global protocol. The counterscaled scaling factors are pro-
vided in a CHARMM coordinate file in which the WMAIN column is set to the values of
the scaling factors for atoms belonging to the target region and to zero for atoms outside
the target region.
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E.2 Determination of NUCS factors in the non-
target region
The procedure to determine targeted scaling factors in the non-target region as described
in Section 9.2 has been implemented in a set of CHARMM input files.
The user only has to modify generate.str and settings.str. generate.str should be identical
to the file used in the determination of global scaling factors. The settings provided in
settings.str should be identical to the settings used in the determination of global scaling
factors, apart from the following differences:
• The name of the CHARMM coordinate file with scaling factors for atoms in the target
region must be given in INPUTFAC.
• The name of the output CHARMM coordinate file which will contain the scaling
factors for atoms outside the target region must be given in OUTPUT .
• A filename must be provided in OUTPUT2, into which the electrostatic interaction
energies between the groups outside the target region and the target region calculated
with Poisson-Boltzmann and with a Coulomb potential, the distance between the
group and the target region, and the scaling factor are given
The input file to be piped into CHARMM is interaction.inp. This streams generate.str,
settings.str, and initialize.str. In initialize.str, defi19.str or defi22.str and target.str are
streamed. After an energy call to initialize the energy function, the electrostatic potential
due to the atoms of the target region is determined by numerical solution of the Poisson-
Boltzmann equation in pbeq.str. The vector SCA9 contains the resulting potential at the
positions of all atoms. loop inter.str then loops over all residues and streams calcula-
tion.str. In calculation.str, vacuum.str (returns EvacI,target) and solution.str (returns E
PB
I,target)
are streamed for all groups that are outside the target region. Then, the scaling factor
is determined and stored to SCA6. Moreover, the distance between the group and the
target region is computed. The group identification, EvacI,target, E
PB
I,target, the distance, and
the scaling factor are written to OUTPUT2.
Finally, get all factors.inp can be used to concatenate the global scaling factors determined
for the target region and the targeted scaling factors determined for the non-target region.
E.3 Validation of the NUCS factors
CHARMM input scripts for the validation of the scaling factors according to the three
aspects given in Section 9.3 have been prepared. In all sets of scripts only settings.str and
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generate.str must be modified by the user according to the settings used in the determina-
tion of the scaling factors. Additional settings are described below.
In all cases, interaction energies are computed with Poisson-Boltzmann electrostatics to
provide reference values. The corresponding interaction energies are then determined using
a Coulomb potential with either scaled or unscaled charges, allowing for a comparison.
1. Potential in QM region. The input file to be piped into CHARMM is inter-
actions with qm.inp. This streams generate.str, settings.str, and initialize.str. In
settings.str the user must specify the QM region, the file name of the CHARMM
coordinate file with scaling factors for all groups in WMAIN, and the output file
name. The electrostatic potential due to the atoms of the QM region is determined in
pbeq.str and returned in SCA9. loop screen.str loops over all groups and streams cal-
culation.str. calculation.str streams solution.str that returns the Poisson-Boltzmann
interaction energy, calculates the Coulomb interaction energy with scaled and un-
scaled charges, determines the distance between the group and the QM region, and
writes the output.
2. Potential in flexible region. The input file to be piped into CHARMM is inter-
actions.inp. This streams generate.str, settings.str, and initialize.str. In settings.str
the user must specify the target and QM regions, the file name of the CHARMM co-
ordinate file with scaling factors for all groups in WMAIN, and the output file name.
loop.str loops over all groups and streams calcener.str for groups that are in the tar-
get region but not in the QM region. The electrostatic potential due to the atoms
of the group is determined in pbeq.str and returned in SCA9. Then, calculation.str
is streamed that streams solution.str that returns the Poisson-Boltzmann interaction
energy between the group and all other groups, calculates the Coulomb interaction
energy with scaled and unscaled charges and writes the output.
3. Group:group interactions in flexible region. The input file to be piped into
CHARMM is interactions.inp. This streams generate.str, settings.str, and initial-
ize.str. In settings.str the user must specify the target and QM regions, the file name
of the CHARMM coordinate file with scaling factors for all groups in WMAIN, and
the output file name. loop.str loops over all groups and streams calcener.str for groups
that are in the target region but not in the QM region. The electrostatic potential
due to the atoms of the group is determined in pbeq.str and returned in SCA9. Then,
loop2.str loops over all groups and streams calculation.str for groups that are in the
target region but not in the QM region. calculation.str streams solution.str that re-
turns the Poisson-Boltzmann interaction energy between the two groups, calculates
the Coulomb interaction energy with scaled and unscaled charges, determines the
distance between the two groups and writes the output.
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