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Abstract
Given a minimal Lagrangian submanifold L in a negative Ka¨hler–
Einstein manifold M , we show that any small Ka¨hler–Einstein perturba-
tion of M induces a deformation of L which is minimal Lagrangian with
respect to the new structure. This provides a new source of examples of
minimal Lagrangians. More generally, the same is true for the larger class
of totally real J-minimal submanifolds in Ka¨hler manifolds with negative
definite Ricci curvature.
1 Introduction
Let (M, g) be a Riemannian manifold. Recall that a submanifold ι : L→
M is minimal if it is a critical point of the Riemannian volume functional,
i.e. if the mean curvature vector field H vanishes.
Now let (M2n, ω) be a 2n-dimensional symplectic manifold. One says
that a n-dimensional submanifold ι : Ln → M is Lagrangian if the pull-
back ι∗ω of the symplectic form vanishes.
It should be expected that, whenever g, ω are somehow compatible,
these two conditions will interact so that submanifolds which are both
minimal and Lagrangian will have significant geometric properties.
The standard setting for this to happen is that of Ka¨hler manifolds
(M,J, g, ω). Here, minimal Lagrangian submanifolds are a classical topic
and several results are known. However, it was first pointed out by
Bryant [2] that imposing both these conditions generally results in an over-
constrained problem. Geometrically this corresponds to the calculation
that the ambient Ricci 2-form ρ¯ must necessarily vanish along such sub-
manifolds, i.e. ι∗ρ¯ = 0. The best way to remove this additional constraint
on the submanifold is to assume M is Ka¨hler–Einstein (KE), i.e. ρ¯ = λω¯
for some constant λ: if λ = 0 this eliminates the Ricci curvature globally,
if λ 6= 0 it makes the Lagrangian and Ricci vanishing conditions coincide.
Assuming the KE condition on M , the main classical facts known
about minimal Lagrangians are the following.
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• The Lagrangian condition is preserved under mean curvature flow.
• In KE manifolds which are Ricci-flat (more precisely, Calabi–Yau
manifolds), minimal Lagrangians are calibrated. Hence, they have
the stronger property of minimizing volume in their homology class.
In this setting there is a good deformation theory for minimal La-
grangians.
• In KE manifolds with negative Ricci curvature, minimal Lagrangians
are strictly stable: the second variation of the Riemannian volume
functional is (uniformly) strictly positive at a minimal Lagrangian.
In [5] and [6] we initiated a new point of view on minimal Lagrangians,
inserting them into the broader context of totally real submanifolds. In
particular, building upon previous work in [1] and [9], we achieved the
following.
• We related the standard Riemannian volume functional and the cor-
responding mean curvature vector field H to a modified J-volume
functional and to a corresponding J-mean curvature vector field HJ :
these quantities coincide on Lagrangians, but the modified versions
have better properties on the larger class of totally real submanifolds,
cf. [5].
• We defined new geometric flows extending the study of Lagrangian
mean curvature flow in KE manifolds to more general ambient man-
ifolds and to totally real submanifolds, cf. [5].
• In Ka¨hler manifolds with non-positive Ricci curvature, we proved
that the J-volume functional is convex with respect to a certain
notion of geodesics in the space of totally real submanifolds, cf. [6].
• We outlined an analogy between minimal Lagrangian geometry in
negative KE manifolds and the geometry of Ka¨hler metrics with
constant scalar curvature, in terms of complexified diffeomorphism
groups, convex functionals and moment maps, cf. [6].
The paper at hand has two main goals.
First, we wish to further develop the analytic theory of minimal La-
grangian submanifolds by showing that, in the negative KE case, any
such submanifold will continue to exist under small KE perturbations of
the ambient structure. Up to now this question was largely open, being
known to hold only in the special case of negative KE surfaces [4]. The
techniques used there however are specific to that dimension and cannot
be generalised. Our Theorem 5.2 proves persistence in all dimensions.
Second, we wish to show that, when M has definite Ricci curvature
(not necessarily KE), totally real geometry offers a natural replacement for
the over-constrained minimal Lagrangian condition: J-minimal subman-
ifolds, i.e. the critical points of the J-volume functional. The two classes
of submanifolds (minimal Lagrangian and J-minimal submanifolds) co-
incide in the KE case. Geometric manifestations of this point of view
already appear in [5] and [6], but developments on the analytic side were
blocked by the fact that the J-minimal equation is not elliptic. The start-
ing point of our analytic study here is the simple observation, cf. Theorem
2.4, that such submanifolds are automatically Lagrangian with respect to
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ρ¯, viewed as an alternative symplectic form on M (but are not necessarily
Lagrangian with respect to ω¯). As a consequence we show that, in the
negative definite case, J-minimal submanifolds share the same unique-
ness and persistence properties as minimal Lagrangians, cf. Theorems 5.5
and 5.6. This leads to possibly the first examples of compact J-minimal
submanifolds in non-KE ambient spaces.
The paper is organized as follows. Sections 2 and 3 review the ge-
ometry of totally real submanifolds following [5], but also offer a new
perspective on that theory and new results, cf. Proposition 2.1, Remark
2.3 and (part of) Theorem 2.4. Section 4 is the technical core of the paper.
Our main results are presented in Section 5 and applied to examples in
Section 6.
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2 Complex volumes and submanifolds
In order to achieve a better perspective on Lagrangian and minimal La-
grangian submanifolds, in [5] and [6] we developed the differential geom-
etry of the much larger class of totally real submanifolds. The goal of
this and of the next section is to summarize and extend those results, also
adopting a slightly different point of view, in terms of Grassmannians:
this allows for a more flexible set of formulae concerning the derivatives
of complex volume forms.
Linear algebra. Let (V, J, h = g¯− iω¯) be a Hermitian vector space of
complex dimension n.
Recall that a (normalized) complex volume form on V is an (n, 0)-
form Ω such that |Ω|h = 1. A subspace π ≤ V of real dimension n is
called totally real if π ∩ Jπ = {0}, i.e. V ≃ π ⊗ C. This yields a splitting
V = π ⊕ Jπ. We will denote the corresponding projection maps by
πL : V → V (with image π), πJ : V → V (with image Jπ).
The reason for this notation will become apparent below, when we intro-
duce submanifolds L and focus on the case π = TpL. One can check as in
[5, Lemma 2.2] that
J ◦ πL = πJ ◦ J and J ◦ πJ = πL ◦ J. (1)
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Choose Ω as above. Given vectors v1, . . . , vn ∈ V , it is simple to
verify that the following conditions are equivalent: (i) the vectors are a
complex basis; (ii) the real span of the vectors is a totally real subspace;
(iii) Ω(v1, . . . , vn) 6= 0.
We say that π is Ω-special totally real (STR) if Ω(v1, . . . , vn) ∈ R+.
The basis then defines a canonical orientation for π.
Notice that the space of complex volume forms on V is parametrized by
the unit circle S1. The space of oriented totally real planes is parametrized
by GL(n,C)/GL+(n,R). Finally, the space of oriented Ω-STR planes is
parametrized by {M ∈ GL(n,C) : detCM ∈ R+}, modulo GL+(n,R).
There exists an interesting converse to this set-up, which furnishes
a key ingredient to the geometry of totally real submanifolds. Start by
choosing an oriented totally real plane π. Let v1, . . . , vn be any positive
basis of π: this generates a real basis v1, . . . , vn, Jv1, . . . , Jvn of V , thus
a dual real basis of V ∗. Set
Ω :=
(v∗1 + i(Jv1)
∗) ∧ · · · ∧ (v∗n + i(Jvn)∗)
|(v∗1 + i(Jv1)∗) ∧ · · · ∧ (v∗n + i(Jvn)∗)|h
.
It is elementary to check that Ω is independent of the chosen basis, so it
is a complex volume form on V canonically defined by π, with respect to
which π is STR. We remark that if we start with Ω and choose an STR
π, this construction yields a complex volume which is necessarily of the
form eiθ · Ω, for some θ. Since it takes positive real values on π, it must
be that eiθ = 1 so we have actually recovered the original Ω.
Notice that, up to here, we have only used the induced Hermitian
metric on Λ(n,0)V ∗. The full metric on V allows us two further options.
First, it allows us to define the standard volume form on π,
volg[π] := e
∗
1 ∧ · · · ∧ e∗n,
where e1, . . . , en is a positive g-orthonormal (ON) basis of π. Let volJ [π]
denote the restriction of Ω to π. Both volg[π] and volJ [π] are real volume
forms on π, so we can compare them. Writing
Ω =
(e∗1 + i(Je1)
∗) ∧ · · · ∧ (e∗n + i(Jen)∗)
|(e∗1 + i(Je1)∗) ∧ · · · ∧ (e∗n + i(Jen)∗)|h
, (2)
one can check that volJ [π] = ρJ · volg[π], where
ρJ : = |(e∗1 + i(Je1)∗) ∧ . . . ∧ (e∗n + i(Jen)∗)|−1h
= (detChij)
1
2 =
√
volg¯(e1, . . . , en, Je1, . . . , Jen), (3)
with hij = h(ei, ej).
Second, the Hermitian metric on V allows us to define a particular
subclass of totally real planes via the Lagrangian condition ω¯|π = 0; equiv-
alently, Jπ is orthogonal to π. One can check that |Ω(e1, . . . , en)| ≤ 1,
equivalently ρJ ≤ 1, with equality if and only if π is Lagrangian.
The Ω-STR planes which are also Lagrangian are known in the liter-
ature as special Lagrangian.
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Differentiation of complex volume forms. Let (M,J, h = g¯−iω¯)
be a Hermitian manifold endowed with a Hermitian connection ∇˜ with
torsion tensor T˜ . Recall that M is almost Ka¨hler if ω¯ is closed, thus M
is symplectic; in this case we will always use the Chern connection, whose
torsion tensor T˜ is of type (1, 1). We have that M is Ka¨hler if ω¯ is closed
and J is integrable; in this case the Chern connection is the Levi-Civita
connection ∇ of g¯, which is torsion-free.
It follows from Chern–Weil theory that the first Chern class of M can
be represented in terms of curvature. Specifically, for X, Y ∈ TpM we set
P˜ (X,Y ) := ω(R˜(X,Y )ej , ej), (4)
where R˜ is the curvature of ∇˜ and e1, . . . , e2n is an orthonormal basis for
TpM . Then P˜ is a closed 2-form on M , − i2 P˜ is the curvature of K∗M and
2πc1(M) =
[
1
2
P˜
]
.
In the Ka¨hler case, defining the Ricci form ρ¯(·, ·) := Ric(J ·, ·), one finds
1
2
P˜ (X,Y ) = ρ¯(X,Y ). (5)
Let γ = γ(t) be a curve in M with γ˙(0) = Z ∈ TpM . Assume we are
given a complex volume form Ω(t) over γ(t), i.e. a smooth unit section of
the canonical bundle KM|γ . We can calculate ∇˜ZΩ using the following
formula which extends [5, Proposition 4.3], concerning curves of complex
volume forms generated by submanifolds, to the arbitrary curves of com-
plex volume forms of interest here. The proof is similar, so we omit it.
Proposition 2.1 Choose any family of totally real planes π(t) over γ(t)
such that each π(t) is Ω(t)-STR. Let πJ (t) denote the corresponding pro-
jections and e1(t), . . . , en(t) be any positive g(t)-orthonormal basis of π(t),
where g(t) is the induced metric on π(t). Then,
∇˜ZΩ = i g(JπJ∇˜Zei, ei) · Ω.
Proposition 2.1 introduces the quantity g(JπJ∇˜Zei, ei) and gives indi-
rect evidence that it is independent of the particular choices made. This
is not immediately obvious, so we give a direct proof of this fact.
Lemma 2.2 Let Ω(t) be a family of complex volume forms on M , as
above. Choose any two families π(t), π′(t) of Ω(t)-STR planes. Let g, g′
and πJ , π
′
J denote the corresponding metrics and projections. Choose any
two families of positive ON frames ei(t), e
′
i(t) for π(t), π
′(t) respectively.
Then
g(JπJ∇˜Zei, ei) = g′(Jπ′J∇˜Ze′i, e′i).
Proof: Using the parametrization of STR planes given above one can show
that e′i(t) = A(t)ei(t) for some A(t) ∈ GL(TpM,C) such that, for all t,
detCA ∈ R+ and g¯(Aei, Aej) = δij . Furthermore, π′J = AπJA−1. Thus
g′(Jπ′J∇˜Ze′i, e′i) = g¯(JAπJA−1∇˜Z(Aei), Aei)
= g¯(AJπJA
−1((∇˜ZA)ei + A(∇˜Zei)), Aei)
= g¯(JπJA
−1(∇˜ZA)ei, ei) + g¯(JπJ∇˜Zei, ei).
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It now suffices to show that g¯(JπJA
−1(∇˜ZA)ei, ei) = 0.
Using a parallel basis along γ we can identify A with a family of
matrices in GL(n,C); then ∇˜Z A = ddtA. A standard formula for matrices
shows that
∇˜Z detCA = trC(A−1 ∇˜Z A) = g¯(πLBei, ei)− iω¯(πJBei, ei),
where we set B := A−1 ∇˜Z A and the projections are included since the
basis given by {e1, . . . , en, Je1, . . . , Jen} is not orthogonal.
Since detCA is real it follows that ω¯(πJBei, ei) = 0, and thus we have
that g¯(JπJBei, ei) = 0. 
In other words, the quantity at hand, g(JπJ∇˜Zei, ei), depends only
on the STR equivalence classes of the family of planes.
Totally real submanifolds. Let M be a Hermitian manifold. Let
L be a smooth compact oriented n-dimensional manifold. An immersion
ι : L → M is totally real if each tangent space ι∗(TpL) is totally real in
Tι(p)M . We will often identify L with its image in M . With this notation
one obtains a splitting
TpM = TpL⊕ J(TpL) (6)
with projections πL : TpM → TpM and πJ : TpM → TpM , as above.
Together with the orientability assumption on L, the splitting (6) im-
plies that the pull-back bundle KM [ι] := ι
∗KM over L is trivial. Applying
(2) to each TpL we obtain a canonical section ΩJ [ι] ofKM [ι]. As explained,
L is automatically ΩJ [ι]-STR so volJ [ι] := ι
∗(ΩJ [ι]) defines a real volume
form on L. Specifically,
volJ [ι] = ρJ · volg[ι], (7)
where ρJ is defined as in (3) and volg[ι] is the standard volume form on
L defined by ι.
We can use Proposition 2.1 to calculate the derivatives ∇˜ZΩJ [ι]. By
linearity it suffices to consider the two cases Z := X and Z := JX, for
some X tangent to L.
Consider the case when Z := X is tangent to L. One may easily check
that, given a locally defined tangent vector field v and function f on L,
JπJ∇˜X(fv) = f · JπJ∇˜Xv. Using this fact one can show that
v ∈ TpL→ JπJ∇˜Xv ∈ TpL (8)
is a well-defined endomorphism of TpL. Let ξJ [ι](X) denote its trace, so
that ξJ [ι] is a 1-form on L. It follows from Proposition 2.1 that
∇˜XΩJ [ι] = i ξJ [ι](X) · ΩJ [ι], (9)
showing that ξJ [ι] is the connection 1-form associated to the section ΩJ [ι]
of the complex line bundle KM [ι] over L. In [5] this is called the Maslov
1-form of ι; its role with respect to Maslov index theory and holomorphic
curves with boundary on L is explained in [8].
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Standard theory shows that d(i ξJ [ι]) is the curvature of the line bundle
KM [ι], thus
dξJ [ι] =
1
2
ι∗P˜ . (10)
Now assume given a 1-parameter family ιt of totally real immersions.
Let Z := ∂ιt
∂t |t=0
. Assume Z is of the form Z = JX, for some vector field
tangent to ι0. The proof of [6, Proposition 5.3] shows that
g(JπJ∇˜JXei, ei) = −div(ρJX)
ρJ
+ 2g(JπJ T˜ (JX, ei), ei).
It follows from Proposition 2.1 that, in the Ka¨hler setting,
∇˜JXΩJ [ι] = −idiv(ρJX)
ρJ
· ΩJ [ι]. (11)
The J-volume functional. Let M be a Hermitian manifold. Recall
the Riemannian volume functional on the space of all immersions ι : L→
M , defined by integrating the standard volume form: Volg(ι) :=
∫
L
volg[ι].
The space of totally real immersions is an open subset of the space of
all immersions. Restricting to this domain, we can alternatively consider
the J-volume functional VolJ (ι) :=
∫
L
volJ [ι]. One should think of VolJ
as a modified volume which takes into account the totally real condition.
It is interesting to compare these two functionals on their common
domain. In particular, it follows from (3) and (7) that VolJ furnishes a
lower bound for Volg: VolJ (ι) ≤ Volg(ι), with equality if and only if ι is
Lagrangian, i.e. ι∗ω = 0.
In general, the volume and J-volume functionals on totally real im-
mersions will have different critical points. However, in [5] we show that
if ι is Lagrangian then the standard volume and the J-volume agree to
first order, i.e. the corresponding gradients also coincide.
When M is Ka¨hler we can go further. Let HJ [ι] denote the J-mean
curvature vector field, i.e. the gradient of the J-volume functional. In
[5, Theorem 5.2] we show that HJ and ξJ basically coincide: specifically,
they are related by the formula
HJ = −Jι∗(ξ#J ). (12)
More generally, when M is almost Ka¨hler then the gradient of VolJ in-
corporates terms generated by the torsion of the Chern connection, and
(12) holds only up to torsion corrections.
Remark 2.3 It is interesting to compare VolJ and Volg also from other
points of view. The main feature of totally real submanifolds is that,
through the isomorphism TL ≃ J(TL), they manage to relate extrinsic
information regarding TM|L to intrinsic information. Two manifestations
of this are as follows.
• The form volJ [ι] extends from TpL to TpM , via ΩJ [ι]: this is similar
in spirit (though weaker, because it is localized to L) to the situation
of calibrated geometry, where the calibrating form offers a global
extension of the standard volume form on a calibrated submanifold.
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This point of view is further developed in Section 3, then applied in
Section 4 to obtain a simple proof of the linearisation formula for
the Maslov form.
• Replacing volg with volJ implies substituting a section of the real
line bundle of volume forms with a section of a complex line bundle:
this generates extra geometry via the curvature of the complex line
bundle, which is ultimately related to the Ricci curvature of M .
Another manifestation appears in the notion of geodesics in the space of
totally real submanifolds, introduced in [6].
J-minimal immersions. Let M be a Ka¨hler manifold. Recall that
an immersion is minimal if it is a critical point of the standard volume
functional, i.e. if the mean curvature vector field H vanishes. We say
that a totally real immersion is J-minimal if it is a critical point of the
J-volume functional.
Equations (9) and (12) provide an alternative interesting geometric
interpretation of the J-minimal immersions: these are the totally real
immersions ι for which ξJ [ι] = 0, i.e. ΩJ [ι] is parallel. This condition is
also notable for the following reasons.
First, suppose that ρ¯ has a definite sign, i.e. ±Ric is a Riemannian
metric. This forces c1(M) to have a definite sign. Since ρ¯ is closed and
of type (1, 1), it defines a symplectic (actually Ka¨hler) structure on M .
Using (5) and (10) we see that ξJ [ι] = 0 implies that ι
∗ρ¯ = dξJ [ι] =
0, so the submanifold is ρ¯-Lagrangian. Notice that any ρ¯-Lagrangian is
automatically totally real because TpL and J(TpL) are orthogonal with
respect to the metric ±Ric.
Now assume M is Ka¨hler–Einstein with non-zero scalar curvature. In
this case the two Ka¨hler structures given by ω¯ and ρ¯ are equal (up to
a multiplicative constant) so the submanifold is also Lagrangian in the
standard sense. In [5, Proposition 5.3] we showed that the converse also
holds: the only critical points of the J-volume are the minimal Lagrangian
submanifolds. We summarize as follows.
Theorem 2.4 Let M be a Ka¨hler manifold and ι : L→ M a totally real
immersion. The following conditions are equivalent:
• ι is J-minimal;
• HJ [ι] = 0;
• ξJ [ι] = 0;
• ΩJ [ι] is parallel.
If M is Ka¨hler-Einstein with non-zero scalar curvature then these con-
ditions are also equivalent to ι being minimal Lagrangian. More gener-
ally, if M has definite Ricci form then these conditions imply that ι is
ρ¯-Lagrangian.
In [6], when M is negative Ka¨hler–Einstein, we obtain a further charac-
terization of minimal Lagrangians as the zero set of a moment map.
Notice from Theorem 2.4 that, in the KE case, HJ offers simultaneous
control over both the minimal and the Lagrangian condition, which need
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to be studied separately if one works with the standard mean curvature
H .
3 The totally real Grassmannian
Let M be a Hermitian manifold. In general M does not admit a global
complex volume form, i.e. the canonical bundle KM does not admit
smooth non-zero sections: this would imply that KM is differentiably
trivial, thus c1(M) = 0.
It is thus an interesting fact that KM is trivial when restricted to
totally real submanifolds.
We can trivialize KM globally by lifting it to a Grassmannian bundle.
Specifically, consider the Grassmannian TR+(M) of oriented totally real
n-planes in TM . Using the projection q : TR+(M) → M we can pull
back the bundle KM together with its Hermitian metric and connection
∇˜. The corresponding curvature of this connection is then the pull-back
tensor q∗( i
2
P˜ ). We thus obtain a complex line bundle over TR+(M)
which, by the same construction as above, admits a global canonical sec-
tion Ω. Specifically, given a totally real plane π ∈ TR+(M) and a positive
orthonormal basis e1, . . . , en for π, we define Ω(π) as in (2). In particular,
q∗KM is differentiably trivial for any M .
We now want to develop a formula for the derivatives of Ω, analogous
to Proposition 2.1. Let π = π(t) be a curve in TR+(M) with π˙(0) = Zˆ ∈
Tπ(0)TR
+(M). Let γ(t) := q ◦ π(t) and Z := q∗Zˆ be the corresponding
data on M . By definition of pull-back, q∗(KM )|π(t) can be canonically
identified with KM|γ(t); under this identification, Ω(t) corresponds to a
section ΩJ (t) of KM defined along γ(t).
With this notation, by definition of the pull-back connection, we have
∇˜Zˆ Ω = ∇˜Z ΩJ . (13)
Let us define a 1-form Ξ on TR+(M) as follows:
Ξπ(Zˆ) := g(JπJ ∇˜Z ei, ei), (14)
where πJ is the projection defined by π and the ei define an ON basis of
π. It follows from (13) and from Proposition 2.1 that
∇˜Ω = iΞ⊗ Ω, (15)
so that dΞ = q∗
(
1
2
P˜
)
. If Zˆ, Wˆ are vector fields on TR+(M) with pro-
jections Z := q∗(Zˆ),W := q∗(Wˆ ) in TM , a standard formula for the
differential of a 1-form then shows that
Zˆ(Ξ(Wˆ ))− Wˆ (Ξ(Zˆ))− Ξ([Zˆ, Wˆ ]) = dΞ(Zˆ, Wˆ ) = q∗
(
1
2
P˜ (Z,W )
)
.
We can relate Ξ and Ω to the corresponding data on totally real sub-
manifolds as follows. Let ι : L→M be totally real. Let
ιˆ : L→ TR+(M), p 7→ ι∗(TpL)
9
denote the Gauss map of ι, so that ι = q ◦ ιˆ. Then ΩJ [ι] = Ω ◦ ιˆ and
ξJ [ι] = ιˆ
∗Ξ.
Remark 3.1 Notice that ιˆ is of first order with respect to ι. Likewise,
given a curve of immersions ιt and the vector field Z :=
∂
∂t
ι, the lifted
vector field Zˆ = ∂
∂t
ιˆ is of first order with respect to Z.
4 Linearisation of the Maslov map
Fix an initial totally real immersion ι¯ : L→M into a Hermitian manifold
M . Let P be the space of totally real immersions ι of L in M isotopic to
ι¯. Formally, this is an infinite-dimensional manifold with tangent space
TιP = Λ0(ι∗TM). The term TpL in the splitting (6) corresponds to the
infinitesimal action determined by reparametrisation. Thus, P can be
viewed as a Diff(L)-principal fibre bundle over the quotient space T of
non-parametrised totally real submanifolds in M isotopic to ι¯(L).
Consider the Maslov map from P to the 1-forms Λ1(L) on L,
ξJ : P → Λ1(L) (16)
given by ι 7→ ξJ [ι]. Our first goal is to calculate its differential.
Let DξJ|ι : TιP → Λ1(L) denote the differential of the Maslov map at
the point ι ∈ P and let Z denote a vector in TιP . As seen above we can
view Z as a section of ι∗(TM), i.e. as a vector field on M defined along
the submanifold ι(L). Let ιt be a curve of totally real immersions with
ι0 = ι such that
∂
∂t
ι|t=0 = Z. By definition
DξJ|ι(Z) =
d
dt
(ξJ [ιt])|t=0, (17)
where at each point p ∈ L we are differentiating the curve ξJ [ιt]|p in the
fixed vector space T ∗pL.
Using the notation of Section 3 we can calculate the right-hand side
of (17) by lifting it into TR+(M):
DξJ|ι(Z) =
d
dt
(ιˆ∗tΞ)|t=0
= ιˆ∗(LZˆΞ)
= ιˆ∗(d(ZˆyΞ) + ZˆydΞ)
= ιˆ∗d(Ξ(Zˆ)) +
1
2
(q ◦ ιˆ)∗P˜ (Z, ·). (18)
Notice that using the splitting (6) of TM we can write Z = X +
JY , where X,Y ∈ Λ0(TL). As usual this relies on identifications: more
precisely, Z = ι∗(X) + Jι∗(Y ).
If the transverse component JY of Z vanishes, i.e. Z = X, then by
commuting ιˆ∗ and the exterior derivative d we see that (18) gives
DξJ|ι(X) = d(ξJ [ι](X)) +
1
2
ι∗P˜ (X, ·). (19)
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We could have alternatively found this formula directly from (17) by notic-
ing that X is “vertical” with respect to the Diff(L)-action on P : if we
integrate X to a flow φt on L and set ιt := ι ◦φt then, using the fact that
ξJ [ιt] = φ
∗
t (ξJ [ι]) and (10), we obtain (19).
In particular, if ξJ [ι] = 0 then dξJ [ι] =
1
2
ι∗P˜ = 0 so DξJ|ι(X) = 0:
this is a manifestation of the Diff(L)-invariance of the condition ξJ = 0.
We now consider the case Z = JY and obtain the following.
Lemma 4.1 Assume M is almost Ka¨hler. Let X,Y be tangent vector
fields on a totally real submanifold ι : L → M and let ιt : L → M be
a family of totally real immersions such that ι0 = ι and
∂
∂t
ιt|t=0 = JY .
Then
DξJ|ι(JY )(X) = −∇˜X
(
div(ρJY )
ρJ
− g¯(πLT˜ (Y, ej), ej)
)
+
1
2
P˜ (JY,X).
When M is Ka¨hler we have:
DξJ|ι(JY )(X) = −∇X
(
div(ρJY )
ρJ
)
−Ric(X,Y ).
Proof: Let Z = JY . From (14) we know that, at p ∈ L, Ξ(Zˆ) =
g(JπJ ∇˜JY ej , ej) where e1, . . . , en is an orthonormal basis for TpL.
Let vj for j = 1, . . . , n be any smooth local vector fields on L extending
the vectors ej and set wj = ιt∗(vj). Then [
∂
∂t
, vj ] = 0 locally on L×R, so
at t = 0 we have [JY, wj ] = ι∗[
∂
∂t
, vj ] = 0. Then, using (1) and the fact
that T˜ (JY, wj) = −JT˜ (Y,wj) for the Chern connection (see, for example,
[5, Section 4.3]), we have at t = 0:
g¯(JπJ ∇˜JY wj , wj) = g¯(JπJ (∇˜wj JY + T˜ (JY,wj)), wj)
= g¯(JπJJ ∇˜wj Y,wj)− g¯(JπJJT˜ (Y,wj), wj)
= −g¯(πL ∇˜wj Y,wj) + g¯(πLT˜ (Y,wj), wj). (20)
Evaluating (20) at p and using calculations in [6, Proposition 5.3] we find
Ξ(Zˆ) = −div(ρJY )
ρJ
+ g¯(πLT˜ (Y, ej), ej). (21)
We emphasize that both sides of (21) are of first order with respect to Y ,
cf. Remark 3.1. The first result follows from (18).
In the Ka¨hler case, ∇˜ = ∇ so the torsion term vanishes and using (5)
we have
1
2
P˜ (JY,X) = Ric(J(JY ), X) = −Ric(Y,X) = −Ric(X,Y ),
completing the proof. 
In particular we have proved the following.
Proposition 4.2 Assume M is Ka¨hler, ι : L → M is totally real and
ξJ [ι] = 0. The linearisation of the Maslov map (16) at ι is given by
DξJ|ι(X + JY ) = d(ρ
−1
J d
∗(ρJY
♭))− ι∗Ric(Y, .)
for X,Y ∈ Λ0(TL). In particular {X ∈ Λ0(TL)} ⊆ ker(DξJ|ι).
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Remark 4.3 In order to link these results on Ka¨hler manifolds to the
second variation formula obtained in [6, Proposition 5.8], let ιt be a curve
of immersions such that ι0 = ι and
∂ι
∂t
= JY , for some vector field Y =
Y (t) on L. Then
d
dt
VolJ(ιt) =
∫
L
∂
∂t
volJ [ιt]
= −
∫
L
g¯(HJ [ιt], JY ) volJ [ιt] =
∫
L
ξJ [ιt](Y ) volJ [ιt], (22)
d2
dt2
VolJ(ιt) =
∫
L
(
∂
∂t
ξJ [ιt]
)
(Y ) volJ [ιt] +
∫
L
ξJ [ιt]
(
∂
∂t
Y
)
volJ [ιt]
+
∫
L
ξJ [ιt](Y )
∂
∂t
volJ [ιt]. (23)
Let us examine the three terms on the right-hand side of (23). Using
Lemma 4.1 one can show that the first term coincides with∫
L
DξJ (Y ) volJ =
∫
L
(
div(ρJY )
ρJ
)2
volJ −
∫
L
Ric(Y, Y ) volJ .
The second term can be identified with∫
L
ξJ(πL[JY, Y ]) volJ = −
∫
L
g¯(HJ , πJJ [JY, Y ]) volJ .
From (22), we see that the third term is∫
L
(
ξJ(Y )
)2
volJ .
When Ric ≤ 0 all terms are non-negative except the second, which how-
ever vanishes when ιt is a “geodesic” in the sense of [6]. This gives a new
proof of the convexity result [6, Theorem 5.10], also showing the efficiency
of the techniques introduced in this paper.
4.1 Restriction to Lagrangian deformations
Let M be a Ka¨hler manifold with definite Ricci tensor. Theorem 2.4
shows that any J-minimal submanifold is Lagrangian with respect to the
appropriate symplectic form. This is a strong condition, with notable
consequences. We are particularly interested in the Lagrangian neigh-
bourhood theorem applied to any initial compact Lagrangian immersion
ι : L → M in any symplectic manifold, as follows. To simplify notation
we will identify L with its image ι(L).
Recall that N := T ∗L admits a standard symplectic structure such
that Lagrangian sections are precisely the graphs of closed 1-forms. The
Lagrangian neighbourhood theorem states that there is an open neigh-
bourhood V of the zero section in N , a tubular neighbourhood T of L
in M and a symplectomorphism Φ : V → T which is the identity on L.
This construction depends on an initial choice of a Lagrangian distribu-
tion E ≤ TM|L, transverse to TL: one then obtains that, for each p ∈ L,
the differential map
dΦp : TpN = TpL⊕ T ∗pL→ TpM = TpL⊕ Ep (24)
12
provides an isomorphism between the corresponding subspaces in this
splitting. Notice that each such subspace is Lagrangian.
The main application of this theorem is the following. Let α ∈ Λ1(L)
be such that Graph(α) ⊆ V and let ια := Φ ◦ α : L → M denote
the corresponding immersion. Then ια : L → M is Lagrangian if and
only if dα = 0. Notice that this result allows us (i) to “gauge-fix” the
space of Lagrangian immersions, i.e. to locally eliminate the role of the
reparametrization group Diff(L), by providing a canonical parametriza-
tion of the nearby Lagrangian submanifolds, and (ii) to “linearize” this
space of Lagrangian submanifolds via the vector space of closed 1-forms.
We can apply the Lagrangian neighbourhood theorem to any La-
grangian immersion in the symplectic manifold (M, ρ¯) defined by the Ricci
2-form. To this end we choose the Lagrangian distribution Ep := J(TpL).
For any k ≥ 0 and a ∈ (0, 1) let
Zk+2,a = {α ∈ Ck+2,a(T ∗L) : dα = 0} (25)
denote the closed 1-forms on L in Ck+2,a. Let U be the subset of forms in
Zk+2,a whose graph lies in V : these forms parametrize the ρ¯-Lagrangians
near ι(L) which have the corresponding degree of smoothness. When M
is KE (with non-zero scalar curvature) we recover the usual Lagrangian
submanifolds, defined with respect to ω¯.
Consider the restricted Maslov map
F : U → Zk,a, F (α) = ξJ [ια]. (26)
This map is well-defined between these spaces because ξJ is second order
in α and each form F (α) is closed: dξJ [ια] = ι
∗
αρ = 0, where we use the
fact that ια is ρ¯-Lagrangian.
We now notice the following fact.
Lemma 4.4 Assume ξJ [ι] is exact. In terms of the Lagrangian neigh-
bourhood theorem applied to ι, if α is exact then ξJ [ια] is exact.
Proof: Assume α = df . It suffices to prove that, for any closed curve γ in
L,
∫
γ
ξJ [ια] = 0. Consider the curve of immersions ιt = ιtα. Then
d
dt
∫
γ
ξJ [ιt] =
∫
γ
d
dt
ιˆ∗tΞ =
∫
γ
ιˆ∗tL ∂ιˆt
∂t
Ξ
=
∫
γ
ιˆ∗td(
∂ιˆt
∂t
yΞ) +
∫
γ
ιˆ∗t (
∂ιˆt
∂t
ydΞ)
=
∫
γ
ιˆ∗t (
∂ιˆt
∂t
yq∗ρ¯) =
∫
γ
ι∗t (
∂ιt
∂t
yρ¯),
where we have used Stokes’ theorem to cancel one term.
The Lagrangian neighbourhood theorem allows us to identify ρ¯ with
the standard symplectic structure on T ∗L, the immersion ιt in M with
the immersion (Id, tα) in T ∗L and ∂ιt
∂t
with α, viewed as a vertical vector
field defined along the image of the immersion (Id, tα).
The standard symplectic structure can be written locally as dxi ∧ dyi,
so ∂ιt
∂t
yρ¯|ιt(x) can be identified with αk∂yky(dx
i ∧ dyi) = −α(x). Using
(Id, tα) this pulls back to −α = −df . (This calculation is essentially
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just the statement that the standard symplectic structure on T ∗L is −dτ
where τ is the tautological 1-form on T ∗L.) Stokes’ theorem allows us to
conclude that d
dt
∫
γ
ξJ [ιt] = 0. For t = 0,
∫
γ
ξJ [ι] = 0 so we are done. 
It is convenient to introduce the notation
Ck,a0 (L) := {f ∈ Ck,a(L) :
∫
L
f volJ [ι] = 0}.
Set U˜ := {f ∈ Ck+3,a0 (L) : df ∈ U}. This parametrizes the exact ρ¯-
Lagrangian submanifolds in M near ι, allowing us to further restrict the
Maslov map. With the hypothesis of Lemma 4.4 this map can be reduced
to functions: given f ∈ U˜ , let F˜ (f) denote the unique function with
integral zero (where the integration is with respect to the volume form
volJ [ι]) whose differential is ξJ [ιdf ]. We may construct F˜ (f) explicitly by
integration along paths in L: the definition is independent of the choice
of path since ξJ [ιdf ] is exact. Since ξJ [ιdf ] ∈ Ck,a, by construction we
then have that F˜ (f) ∈ Ck+1,a0 . We thus obtain the scalar Maslov map
F˜ : U˜ → Ck+1,a0 (L), d(F˜ (f)) = ξJ [ιdf ]. (27)
Now assume the initial immersion satisfies ξJ [ι] = 0. We can then
compute the linearisation L := DF|0 by restricting the formula in Propo-
sition 4.2 to the directions JY . Using (24) we can identify JY with a
1-form α: specifically, one obtains the relationship
α := ρ¯(JY, ·) = −ρ¯(Y, J ·) = −Ric(Y, ·). (28)
Recall that any definite symmetric bilinear form on TL provides musical
isomorphisms ♯, ♭ between T ∗L and TL. We will write them in superscript
when using the metric g, in subscript when using the restriction ι∗Ric of
the ambient Ricci tensor. It follows from (28) that Y ♭ = −(α♯)♭.
Alternatively, let A denote the g-self-adjoint operator on TpL defined
by the identity ι∗Ric(·, ·) = g(A·, ·). Our assumptions on M imply that A
is diagonalizable with non-zero eigenvalues, all with the same sign. From
the identities ι∗Ric(α♯, ·) = α(·) = g(α♯, ·) we deduce that α♯ = A−1α♯.
It follows that (α♯)
♭ = A−1∗α.
With these identifications we obtain
L(α) =− d(ρ−1J d∗(ρJ(α♯)♭))+ α
=− d(ρ−1J d∗(ρJA−1∗α))+ α. (29)
Likewise, the linearisation L˜ := DF˜|0 is
L˜(f) =− ρ−1J d∗(ρJ (df♯)♭) + f
=− ρ−1J d∗(ρJA−1∗df) + f, (30)
since this satisfies dL˜(f) = L(df) and ∫
L
L˜(f) volJ [ι] = 0.
When M is Ka¨hler–Einstein with Ric = λg¯ these formulae simplify
because λ(α♯)
♭ = α. For example, (30) becomes L˜(f) = −λ−1∆gf + f,
where ∆g := d
∗d is the usual Hodge Laplacian.
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4.2 Analytic properties of the linearisation
We can now prove the main results of this section.
Proposition 4.5 Let M be a Ka¨hler manifold with negative definite Ricci
tensor and let ι : L→M be a compact J-minimal immersion.
In terms of the Lagrangian neighbourhood theorem applied to ι, the lin-
earisation of the Maslov map ξJ , restricted to ρ¯-Lagrangian deformations
as in (29), is a Banach space isomorphism L : Zk+2,a → Zk,a.
Proof: Recall that we let A denote the g-self-adjoint operator on TpL
defined by the identity ι∗Ric(·, ·) = g(A·, ·). We can extend L from closed
1-forms to the space of all 1-forms via the map
P : Ck+2,a(Λ1(L))→ Ck,a(Λ1(L)), P (α) := L(α)−A∗ρ−1J d∗(ρJA−2∗dα).
We first show that P is elliptic. Up to lower order terms L(α) coincides
with −A−1∗(dd∗α). Given ζ ∈ T ∗pL, we thus find that its principal symbol
is
σ(L)p(ζ) : T ∗pL→ T ∗pL, α 7→ A−1∗
(
ζ ∧ (ζ♯yα)).
Similarly we compute that the principal symbol of P is
σ(P )p(ζ) : T
∗
pL→ T ∗pL, α 7→ A−1∗
(
ζ∧ (ζ♯yα)+ ζ♯y(ζ ∧α)) = |ζ|2A−1∗α.
It is thus a self-adjoint isomorphism, negative-definite by hypothesis on
M , so P is elliptic. Standard theory then implies that P is Fredholm.
We now show that P is injective. For convenience, for k-forms α, β on
L we define
〈α, β〉J =
∫
L
ρJα ∧ ∗β =
∫
L
g(α, β) volJ and ‖α‖2J = 〈α, α〉J .
Notice that
〈P (α), A−1∗α〉J =− 〈d(ρ−1J d∗(ρJA−1∗α)), A−1∗α〉J + 〈α,A−1∗α〉J
− 〈A∗ρ−1J d∗(ρJA−2∗dα), A−1∗α〉J
=− ‖ρ−1J d∗(ρJA−1∗α)‖2J − ‖
√
−A−1∗α‖2J − ‖A−1∗dα‖2J ,
where we use volJ = ρJ volg to integrate by parts and the fact that −A−1
is positive definite, so it has a well-defined square root. Since the right-
hand side is non-positive, we see that P (α) = 0 implies each term on the
right-hand side is zero; in particular, α = 0.
One can check that the formal adjoint of P with respect to the L2-
metric 〈., .〉J defined using volJ is the map
P ∗(α) := −A−1∗d(ρ−1J d∗(ρJα)) + α− ρ−1J d∗(A−2∗ρJd(A∗α)).
The same reasoning shows that P ∗ is injective, using the identity
〈P ∗(α), A∗α〉J =− ‖ρ−1J d∗(ρJα)‖2J − ‖
√−A∗α‖2J − ‖A−1∗d(A∗α)‖2J .
Thus, P is a Banach space isomorphism.
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We must now argue that its restriction L is an isomorphism on the
appropriate spaces. We already know that L(Zk+2,a) ⊆ Zk,a. To prove
equality, assume β ∈ Zk,a. We know there exists some α ∈ Ck+2,a(Λ1(L))
such that P (α) = β. Then, after simplifying, one finds
0 = dβ = dP (α) = dα− d(A∗ρ−1J d∗(ρJA−2∗dα))
so dα = d(A∗ρ−1J d
∗(ρJA
−2∗dα)). Taking the L2-inner product 〈., .〉J of
both sides of this equality with A−2∗dα, one finds
‖A−1∗dα‖2J = −‖ρ−1J
√−A∗d∗(ρJA−2∗dα)‖2J .
As the left-hand side is non-negative, whilst the right-hand side is non-
positive, we deduce both must vanish and hence dα = 0. This proves that
L is an isomorphism. 
Remark 4.6 If M is KE with Ric = λg¯, λ < 0, then the J-minimal
immersion is minimal Lagrangian. In this case the calculations are much
simpler because L = −λ−1dd∗ + Id. It thus extends to −λ−1∆g + Id on
the space of all 1-forms. This operator is self-adjoint and is a Banach
space isomorphism. Hence, L is an isomorphism.
Proposition 4.7 Let M be a Ka¨hler manifold with definite Ricci tensor
and ι : L→M a compact J-minimal immersion.
In terms of the Lagrangian neighbourhood theorem applied to ι, the
linearisation of the Maslov map ξJ , restricted to exact ρ¯-Lagrangian de-
formations as in (30), is an elliptic self-adjoint operator L˜ : Ck+3,a0 (L)→
Ck+1,a0 (L). When the Ricci tensor is negative definite, L˜ is a Banach
space isomorphism.
Proof: To prove that L˜ is self-adjoint with respect to the L2-metric 〈., .〉J
defined using volJ , choose any function h on L. The result then follows
from the identity
〈ρ−1J d∗(ρJA−1∗df), h〉J = 〈A−1
∗
df,dh〉J = 〈df,A−1
∗
dh〉J
= 〈f, ρ−1J d∗(ρJA−1∗dh)〉J .
To prove ellipticity it suffices to study the highest order terms of L˜(f),
i.e. of −d∗(A−1∗df). Using g-normal coordinates at p ∈ L which di-
agonalize A(p), the principal symbol at ζ ∈ T ∗pL is (using summation
convention)
σ(L˜)p(ζ) := λ−1i ζ2i ,
which vanishes if and only if ζ = 0, as desired. It follows that L˜ is elliptic
and thus Fredholm.
To prove that L˜ is injective when the Ricci curvature is negative,
assume L˜(f) = 0. Then
0 = 〈L˜(f), f〉J = ‖
√
−A−1∗df‖2J + ‖f‖2J ≥ 0,
with equality if and only if f = 0. It follows that L˜ is an isomorphism. 
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5 Persistence and uniqueness results
In general, given a Lagrangian L in a symplectic manifold (M,ω) and a
curve ωt of symplectic structures onM with ω0 = ω, there are obstructions
to finding a corresponding curve of Lagrangian deformations of L.
If however ωt = ω+dαt, i.e. they are all cohomologous, then a theorem
of Moser shows that the ωt are all symplectomorphic. Indeed, the non-
degeneracy condition on ωt allows us to find a curve a vector fields Xt
such that ωt(Xt, ·) + αt = 0. Let φt ∈ Diff(M) denote the flow of Xt.
Then
d
dt
φ∗tωt = φ
∗
t (LXtωt + ω˙t) = φ∗td(Xtyωt + αt) = 0, (31)
where we use the fact that dωt = 0. It follows that φ
∗
tωt = φ
∗
0ω0 = ω.
As an application of this result, we find that any initial ω-Lagrangian
immersion ι : L → M can be perturbed to the family of ωt-Lagrangian
immersions ιt := φt ◦ ι.
We are interested in the following two cases.
Proposition 5.1 Let (M,J, g, ω) be a Ka¨hler manifold with definite Ricci
tensor and let ι : L→M be a compact J-minimal immersion.
• Assume M is KE so that ι is minimal Lagrangian. Let (Jt, gt, ωt)
be a curve of KE structures on M which coincides with the original
structure when t = 0. Then there exists a curve of ωt-Lagrangian
immersions ιt : L→M with ι0 = ι.
• Let (J, g¯t, ω¯t) be a curve of Ka¨hler structures in the same cohomology
class as ω¯, which coincides with the original structure when t = 0.
Assume the corresponding Ricci 2-forms ρ¯t are definite. Then there
exists a curve of ρ¯t-Lagrangian immersions ιt : L→M with ι0 = ι.
Proof: In the first case, since c1(M) is an integral cohomology class it does
not change with t. This implies that the corresponding Ricci 2-forms ρt
are cohomologous, so by the KE condition the same is true for ωt: here
the assumption that the Einstein constant is non-zero is crucial. We can
thus apply Moser’s theorem to (M, ω¯t), as above.
In the second case the initial ι is ρ¯-Lagrangian. Since the Ricci forms
belong to c1(M) they are all cohomologous, so we can apply Moser’s
theorem to (M, ρ¯t). 
Minimal Lagrangian submanifolds. Let M be a negative KE
manifold and let ι : L→M be minimal Lagrangian.
It follows from [10] that ι is locally unique in the space of all minimal
submanifolds in M (even without the Lagrangian condition). We sketch
a simple alternative proof in Remark 5.4, below.
Concerning persistence, we shall now prove one of our main results:
minimal Lagrangians persist under small KE perturbations of a given
negative KE structure.
Theorem 5.2 Let (M,J, g, ω) be a negative Ka¨hler–Einstein manifold
and let ι : L → M be a compact minimal Lagrangian. For any small
Ka¨hler–Einstein deformation (J ′, g′, ω′) of the ambient structure there ex-
ists a unique minimal Lagrangian ι′ : L→ (M,J ′, g′, ω′) near ι.
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Proof: Since (J ′, g′, ω′) is a deformation of the initial KE structure, there
exists a curve of negative KE structures (Jt, gt, ωt) connecting them. Let
ιt be a curve of ω¯t-Lagrangians as in Proposition 5.1. Consider the La-
grangian neighbourhood theorem for each t, applied to ιt: if the deforma-
tion is sufficiently small, we obtain a t-independent open neighbourhood
V of L in T ∗L and, for each t, a tubular neighbourhood Tt of ιt(L) in M
and a symplectomorphism Φt : V → (M,ωt).
As in (25), let U be the subset of closed 1-forms α in Zk+2,a (defined
using a fixed metric g on L) whose graphs are contained in V . We can
use these forms to parametrize the Lagrangian deformations ια,t of ιt. We
thus obtain restricted Maslov maps
F : U × [0, ǫ)→ Zk,a, F (α, t) = ξJt [ια,t]. (32)
Theorem 2.4 shows that F (α, t) = 0 if and only if ια,t : L → (M,ωt)
is a Ck+2,a minimal Lagrangian. According to the standard regularity
theory for minimal submanifolds, this coincides with the space of smooth
minimal Lagrangians.
Consider the linearisation of (32) at (0, 0):
DF|(0,0) : Zk+2,a × R→ Zk,a.
Restricting to Zk+2,a × {0} we obtain the map discussed in Proposition
4.5; for this purpose, the simpler result of Remark 4.6 actually suffices.
The full linearisation is thus surjective and its kernel is isomorphic, under
projection, to R. Applying the Implicit Function Theorem shows that, for
any small t, there is a unique solution to the equation F (α, t) = 0. 
Remark 5.3 It follows from [10, Theorem 2.1] that L persists as a min-
imal submanifold under arbitrary small perturbations of the metric g.
However those methods do not show that, under KE perturbations, these
deformed submanifolds are Lagrangian with respect to the new Ka¨hler
forms. The analogue of Theorem 5.2 in the special case n = 2 was proved
in [4] but the techniques used there apply only to that dimension.
Remark 5.4 We prove here that, when M is KE with negative scalar
curvature, a minimal Lagrangian ι is locally unique in the space of all
minimal submanifolds in M .
As ι is Lagrangian, by identifying L with its image we have identifica-
tions TpL
⊥ ≃ TpL ≃ T ∗pL for all p ∈ L. Using the tubular neighbourhood
theorem we can thus identify submanifolds which are C1-close to ι(L), as
well as the corresponding mean curvature vector fields, with 1-forms on
L. We then obtain a map
G : V ⊆ Ck+2,a(T ∗L)→ Ck,a(T ∗L), G(α) := H(ια),
where ια is the immersion corresponding to α and V is some open neigh-
bourhood of 0. By the second variation formula for the Riemannian vol-
ume functional at a minimal Lagrangian in a Ka¨hler manifold (see [3,
Chapter V §4] and [7, Theorem 3.5]), the linearisation of G at 0 is
LG(α) := DG|0(α) = (−∆g + λ)α,
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where Ric = λg¯. Clearly LG is elliptic and, since λ < 0, it defines a Banach
space isomorphism LG : Ck+2,a(T ∗L) → Ck,a(T ∗L). In particular there
exists a constant c1 > 0 such that, for all α ∈ Ck+2,a(T ∗L),
‖α‖Ck+2,a ≤ c1‖LG(α)‖Ck,a . (33)
Since G depends at most on second derivatives of α, we may write
G(α) = LG(α) +QG(α), (34)
where QG(α) is a function of up to second derivatives of α whose value
and first derivatives vanish at α = 0. It follows that there exists a constant
c2 > 0 such that
‖QG(α)‖Ck,a ≤ c2‖α‖2Ck+2,a . (35)
Suppose now that we have a sequence of minimal submanifolds converging
to L and not equal to L. We then obtain a sequence αn ∈ V\{0}, αn → 0,
satisfying G(αn) = 0. Then by (34) we have that
LG(αn) = −QG(αn).
Taking the norm of both sides and using the estimates (33) and (35) we
see that
c−11 ‖αn‖Ck+2,a ≤ ‖LG(αn)‖Ck,a = ‖QG(αn)‖Ck,a ≤ c2‖αn‖2Ck+2,a ,
obtaining a contradiction as n→∞.
J-minimal submanifolds. Let M be a Ka¨hler manifold with nega-
tive Ricci curvature and let ι : L→M be a compact J-minimal immersion.
The second variation of the J-volume at ι is computed in [6], showing that
ι is strictly stable so there are no Jacobi fields. It follows that ι has no
J-minimal deformations. We can now prove the stronger result that ι is
actually isolated.
Theorem 5.5 Let M be a Ka¨hler manifold with negative Ricci curvature
and let ι : L → M be a compact J-minimal immersion. Then ι is locally
unique, in the sense that there exists an open C2,a-neighbourhood of ι
containing no other J-minimal immersions.
Proof: Using the Lagrangian neighbourhood theorem applied to ι, any
C2,a-smooth J-minimal immersion ι′ : L → M close to ι would be
parametrised by a closed 1-form α′ ∈ U ⊆ Z2,a, satisfying F (α′) = 0.
However L = DF|0 is a Banach space isomorphism so the Inverse Func-
tion Theorem, applied to the map F , shows that α = 0 is locally the
unique zero of F 
We now turn to the persistence question. Here we must confront the
fact that the J-minimal equation is not elliptic so it is unclear whether
general J-minimal submanifolds are automatically smooth. As explained
in the proof below, persistence within the Ck,a-category can be proved as
in Theorem 5.2. The following theorem shows that, using the exact Maslov
map, we can also prove persistence within the C∞-smooth category.
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Theorem 5.6 Let (M,J, g, ω) be a Ka¨hler manifold with negative Ricci
curvature and let ι : L→M be a smooth compact J-minimal immersion.
For any small Ka¨hler deformation (g′, ω′) in the same cohomology class,
there exists a unique smooth J-minimal immersion ι′ : L→ (M,J, g′, ω′)
near ι.
Proof: As in the proof of Theorem 5.2, choose a curve of Ka¨hler struc-
tures ω¯t connecting ω¯ and ω¯
′ within the same cohomology class. If the
deformation is sufficiently small, we may assume the corresponding Ricci
2-forms ρ¯t are negative so we can use Proposition 5.1 to build a curve of
smooth ρ¯t-Lagrangian immersions ιt := φt ◦ ι : L→M .
We could now proceed exactly as in the proof of Theorem 5.2, obtain-
ing a unique family of J-minimal totally real immersions. However, these
immersions would only be Ck+2,a-smooth. To improve on this result we
shall switch to the scalar Maslov map introduced in (27). As a first step
this requires proving that the Maslov forms ξJ [ιt] are all exact, i.e. that
for all closed curves γ in L,
∫
γ
ξJ [ιt] = 0. We will proceed as in Lemma
4.4, this time taking into account that Ξ depends on t. Thus
d
dt
∫
γ
ξJ [ιt] =
∫
γ
d
dt
ιˆ∗tΞt =
∫
γ
ιˆ∗t (L ∂ιˆt
∂t
Ξt + Ξ˙t)
=
∫
γ
ιˆ∗td(
∂ιˆt
∂t
yΞt) +
∫
γ
ιˆ∗t (
∂ιˆt
∂t
ydΞt + Ξ˙t)
=
∫
γ
ι∗t (
∂ιt
∂t
yρ¯t) +
∫
γ
ιˆ∗Ξ˙t,
where we used Stokes’ theorem to cancel one term.
Since all the ρ¯t are cohomologous we can write ρ¯t = ρ¯ + dd
cft, for
some curve of functions ft on M . It follows that
∂
∂t
ρ¯t = dd
cf˙t. Recall
from the proof of Moser’s theorem that the vector field Xt whose flow is
φt satisfies the equation ρ¯t(Xt, ·) + dcf˙t = 0. Since dΞt = q∗ρ¯t, we find
that Ξ˙t = q
∗(dcf˙t + dht), for some curve of functions ht on M . Again
using Stokes’ theorem, we conclude that
d
dt
∫
γ
ξJ [ιt] =
∫
γ
ι∗t (Xtyρ¯t + d
cf˙t) = 0. (36)
Since initially ξJ [ι] = 0, we conclude that all ξJ [ιt] are exact.
As in Theorem 5.2 we can use the Lagrangian neighbourhood theorem
applied to ιt to set up a family of scalar Maslov maps as in (27),
F˜ : U˜ × [0, ǫ)→ Ck+1,a0 (L). (37)
The zero set of these maps parametrize the exact J-minimal totally real
perturbations of ιt. As in the proof of Theorem 5.2, using Proposition
4.7 and the Implicit Function Theorem we obtain a J-minimal totally
real immersion for each t. Since F˜ (f, t) = 0 is a scalar elliptic equation,
these immersions are smooth. This argument also shows that they are
unique within the category of exact deformations. Theorem 5.5 yields the
stronger result that they are the unique J-minimal immersions near ι. 
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6 Examples
One of the main sources of examples of minimal Lagrangian submanifolds
is the following.
Let p be a homogeneous polynomial of degree d > n+1 on Cn+1 such
that
M = {[z] ∈ CPn : p(z) = 0}
is smooth. Let J be the induced complex structure. The adjunction for-
mula shows that the class c1(M,J) is negative, so the general existence
theory of KE metrics proves that (M,J) has a unique KE 2-form ω in the
class −c1(M,J). The corresponding metric g has negative scalar curva-
ture.
If the coefficients of the polynomial p are real, M is invariant under
complex conjugation on CPn: this defines by restriction a real structure
τ ∈ Diff(M), i.e. an anti-holomorphic involution: τ∗J = −J . The 2-form
τ∗ω is then KE for (M, τ∗J). Clearly −ω has the same property, so by
uniqueness τ∗ω = −ω. It follows that τ is an isometry of the metric g.
Using the above facts, one can check that the fixed point set L of
τ (if non-empty), often called the real locus, is a totally geodesic (thus
minimal) Lagrangian submanifold of the KE manifold (M, g, J, ω).
It is clear that this method requires the existence of a special symmetry
of (M,J), namely a real structure. It is a good question what happens
when such a symmetry does not exist.
In the above setting the corresponding moduli space of KE manifolds
can locally be constructing simply by perturbing the polynomial p. Using
Theorem 5.2 we can now show that there exists a minimal Lagrangian
submanifold even if M is deformed so as to lose its real structure.
Concerning J-minimal submanifolds, up to now the only known ex-
amples are possibly Borrelli’s [1] non-compact examples in Cn, but it is
clear that the Ricci-flat case is rather special. Using Theorem 5.6 we can
now prove the existence of compact examples in the negative Ricci case.
Corollary 6.1 Let p be a homogeneous polynomial on Cn+1, of degree
d > n+ 1 and with real coefficients, such that
M = {[z] ∈ CPn : p(z) = 0},
endowed with the induced complex structure J and negative KE structure
has non-empty real locus L.
• Let (M ′, J ′) ⊆ CPn be defined by a polynomial p′ obtained by per-
turbing p. We endow M ′ with the corresponding negative Ka¨hler–
Einstein metric (g¯′, ω¯′).
There exists ǫ > 0 such that, if the imaginary parts of the coefficients
of p′ are smaller than ǫ, then there exists a locally unique compact
minimal Lagrangian submanifold L′ in M ′.
• Let (M ′, J, g¯′, ω¯′) denote any small perturbation of M in the same
Ka¨hler class, with negative Ricci curvature. Then there exists a lo-
cally unique compact J-minimal submanifold L′ in M ′.
These submanifolds are isotopic to the real locus of M .
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A second way to obtain examples of minimal Lagrangians is, somewhat
trivially, via products. The deformation theory of complex manifolds
shows that the only deformations of products of negative KE manifolds
are those obtained by deforming each factor. Theorem 5.2 shows that any
minimal Lagrangians will persist. We thus obtain the following result.
Corollary 6.2 Let ι1 : L1 → M1 and ι2 : L2 → M2 be compact minimal
Lagrangians in negative Ka¨hler–Einstein manifolds with the same scalar
curvature. Let M ′1, M
′
2 be KE deformations of M1, M2 with the same
scalar curvature. Then the only minimal Lagrangian submanifold in M ′1×
M ′2 near ι1× ι2 is of the form ι′1× ι′2, where ι′i is the minimal Lagrangian
in M ′i obtained by deforming ιi.
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