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Abstract
The eternal domination number of a graph is the number of guards needed at vertices of the graph to defend the graph against any
sequence of attacks at vertices. We consider the model in which at most one guard can move per attack and a guard can move across
at most one edge to defend an attack. We prove that there are graphs G for which ∞(G)
(
(G)+1
2
)
, where ∞(G) is the eternal
domination number of G and (G) is the independence number of G. This matches the upper bound proved by Klostermeyer and
MacGillivray.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the problem of defending the vertices in a ﬁnite, undirected graph from a sequence of attacks [2,5,7].
In this problem, guards are located at vertices, can protect the vertices at which they are located, and can move to a
neighboring vertex to defend an attack there. This paper deals with the “eternal” version of the problem in which the
sequence of attacks can be inﬁnitely long. Further, we will allow at most one guard to move to defend each attack. Other
variations of this kind of problem have also been studied, including RomanDomination [3,6],WeakRomanDomination
[4], k-secure sets [1], and eternal m-secure sets [5]. The term Roman Domination stems from the problem’s ancient
origins in Emperor Constantine’s efforts to defend the Roman Empire from attackers [6,10–12]. These problems’
relevance to military strategy is discussed in [9,11].
The open neighborhood of vertex v is denoted by N(v), and its closed neighborhood N(v)∪{v} is denoted by N [v].
A dominating set of G is a set D ⊆ V such that, for all v, N [v] ∩ D = ∅. Let R = r1, r2, . . . be an arbitrarily long
sequence of vertices of a graph. The elements of R are the locations of a sequence of consecutive attacks at vertices,
each of which must be defended by a guard.
A set D is an eternal dominating set (also known as an eternally secure set), if for all possible sequences of attacks
R = r1, r2, . . . there exists a sequence D = D1,D2 . . . of dominating sets and a sequence of vertices v1, v2, . . . such
that Di+1 = (Di\{vi})∪ {ri}, where vi ∈ Di ∩N [ri]. Note that vi = ri is possible. The set Di+1 is the set of locations
of the guards after the attack at ri is defended. If vi = ri , we say that the guard at vi has moved to ri .
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Sometimes we model the evolving sequence D1,D2, . . . as a two-player game: Player 1 chooses D1 and the vertices
v1, v2, . . . while Player 2 chooses the vertices r1, r2, . . . (Player 1 chooses vi to defend the attack Player 2 makes at ri).
The size of a smallest eternal dominating set in G is the eternal domination number (also known as the eternal
security number) and is denoted by ∞(G) or simply ∞ [2].
In this paper, we prove there exist graphs G for which ∞(G)
(
(G)+1
2
)
, where (G) is the size of the largest
independent set in G. This improves results from [7]. The original problem of bounding the eternal domination number
by a function of the independence number is from Goddard et al. [5], who asked whether the eternal domination number
of a graph can be bounded by a constant times its independence number. Since it is known from Klostermeyer and
MacGillivray [7] that ∞(G)
(
(G)+1
2
)
, for all graphs G, this bound is tight. Certain large complements of Kneser
graphs are used to obtain our result.
In addition, we determine the eternal domination number of the line graph of Kn (which is isomorphic to the
complement of a Kneser graph), using induction in an unusual way.
2. Background
Let (G) denote the clique-covering number of G, i.e., the chromatic number of the complement of G. Goddard et
al. [5] pointed out that, for all graphs G,
(G)∞(G)(G).
To see the leftmost inequality, imagine a sequence of consecutive attacks at independent vertices. To see the rightmost
inequality, observe that a single guard can eternally defend all vertices of a clique. Goddard et al. [5] also proved that
if  = 2 then ∞3, and conjectured that there is a constant c such that ∞(G)c for all graphs with (G) = 3.
For each positive integer t, let F(t) be the largest positive integer r such that there exists a graph G with (G) = t
and ∞(G) = r . In [7], it was shown that⌊
3t
2
⌋
F(t)
(
t + 1
2
)
. (1)
To see the lower bound, note that (C5) = 2 and ∞(C5) = 3, where C5 is the 5-cycle. Then n disjoint C5’s form a
graph with independence number 2n and eternal domination number 3n. If you want to construct a connected graph
with the same property, simply add a vertex adjacent to all the others.
In this paper, we show that F(t) =
(
t+1
2
)
for each t. The fact that equality actually holds may be a bit surprising
in view of the proof of the upper bound in (1) given in [7] which shows roughly that any graph G with (G) = t can
be eternally dominated with
(
t+1
2
)
guards so that at all times the guards can be partitioned into independent sets of
sizes 1, 2, . . . , t (the proof allows some of these sets to be empty). Without requiring this extra structure, we show that
certain graphs still cannot be eternally dominated by fewer than
(
t+1
2
)
guards.
3. Tight bound on eternal domination number
LetG(n, k) be the graph with vertex set equal to the set of all k-subsets of an n-set and where two vertices are adjacent
if and only if their intersection is non-empty (so it is the complement of a Kneser graph). We refer to the elements of
the n-set as symbols and use the integers 1, 2, . . . , n to represent these symbols. To illustrate G(kt + k − 1, k), when
t = 1 and k = 2, the graph is G(3, 2) which is simply K3. Similarly when t = 2 and k = 2 we get G(5, 2), which has
10 vertices that we could label (1, 2), (1, 3), . . . , (4, 5) and edges such as ((1, 2), (1, 3)). However, for our purposes,
k will need to be fairly large relative to t, as we describe below.
Theorem 1. For each positive integer t, if k is sufﬁciently large, then the graphG(kt+k−1, k) has eternal domination
number
(
t+1
2
)
.
From inequality (1) we then get the following.
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Theorem 2. For each positive integer t, if (G) = t , then ∞(G)
(
t+1
2
)
and there exists a graph for which equality
holds.
Proof of Theorem 1. We will show that if G(tk+k−1, k) can be eternally dominated with fewer than
(
t+1
2
)
guards,
then there is an upper bound on k.We useLi to denote the set of symbols associated with a vertex ofV (G(tk+k−1, k)).
We abuse notation and also use Li to refer to the vertex itself, when clear from the context.
Suppose Player 1 initially places the guards at vertices L1, L2, . . . , L( t+1
2
)
−1 which constitutes a dominating set
of the graph. We let M be the union as a multiset of L1, L2, . . . , L( t+1
2
)
−1. Let pi be the number of symbols in
{1, 2, . . . , kt + k − 1} that have multiplicity i inM (i = 0, 1, 2, . . .). Since {Li} is a dominating set, p0 <k. Therefore,
kt
∑
i1
pikt + k − 1 (2)
and
∑
i1
ipi = k
((
t + 1
2
)
− 1
)
. (3)
Suppose that with the speciﬁed initial conﬁguration of guards the graph can be eternally dominated with
(
t+1
2
)
− 1
guards. We also assume that of all initial conﬁgurations of the
(
t+1
2
)
− 1 guards so that the graph can be eternally
dominated, we have one in which the symbol multiplicity vector (p0, p1, p2, . . .) is lexicographically last (so p0 is as
large as possible, and of all these, p1 is as large as possible, and of all these p2 is as large as possible, and so on).
For each positive integer i, let Qi be the set of all Lj ’s that have a symbol of multiplicity i but no symbol of smaller
multiplicity and let qi = |Qi |. For each i and each Lj in Qi , arbitrarily choose a symbol of multiplicity i and call it
special (the same symbol could be special in more than one Li).
We claim that
pi − qik − 1, i = 1, 2, 3, . . . . (4)
Suppose not. Let r be the smallest integer i for which inequality (4) does not hold. This means there are at least
k symbols of multiplicity r that are not special. Player 2 attacks a vertex Lu containing any k of them, Player 1 can
only defend the attack with a guard from a vertex Lj in Qs for some sr . With Lj replaced by Lu, in the union (as
a multiset) of the new set of guarded vertices, each symbol in Lj\Lu has its multiplicity decreased by 1 while each
symbol in Lu\Lj has its multiplicity increased by 1. This means the symbol that was special in Lj now has multiplicity
s − 1 (and perhaps other symbols also had their multiplicities reduced from s to s − 1), but the only symbols that have
increased multiplicity in the new set of guarded vertices now have multiplicity s + 1. This implies that the multiplicity
vector (p′0, p′1, p′2, . . .) for the new conﬁguration of guards has p′i =pi for is−2 and p′s−1 >ps−1, contradicting the
assumption that (p0, p1, p2, . . .) is last in the lexicographic ordering of multiplicity vectors of multiset unions of sets
of
(
t+1
2
)
− 1 guards in a conﬁguration in which they would be able to eternally dominate the graph. Hence, inequality
(4) holds as claimed. From (2) and (3) we have
kt2 − k
((
t + 1
2
)
− 1
)
 t
∑
i1
pi −
∑
i1
ipi
=
t−1∑
i=1
(t − i)pi +
∑
i t+1
(t − i)pi

t−1∑
i=1
(t − i)(qi + k − 1)
= (k − 1)
(
t
2
)
+
t−1∑
i=1
(t − i)qi .
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Hence,
k = k
[
t2 −
(
t + 1
2
)
+ 1 −
(
t
2
)]

t−1∑
i=1
(t − i)qi −
(
t
2
)

t−1∑
i=1
(t − i)
((
t + 1
2
)
− 1
)
−
(
t
2
)
=
(
t
2
)[(
t + 1
2
)
− 2
]
<
t4
4
.
Therefore, if k > t4/4,
(
t+1
2
)
− 1 guards are not enough to eternally defend the graph. 
The bound t4/4 could be improved because to derive it we used qi
(
t+1
2
)
− 1, whereas in fact the sum of all the
qi’s has this bound. We remark that if k > t4/4, the graph G(kt + k − 1, k) will be large even for small t. For example,
if t = 4 and k = 65, the graph has more than 10130 vertices. Of course, the eternal domination number is also equal to(
t+1
2
)
for some values of k less than t4/4. We have shown that if t = 3, then ∞(G(kt + k − 1, k)) =
(
t+1
2
)
for all
k4 (the proof is omitted, but uses similar techniques as above).
4. Bounds for line graphs of Kn
As stated above, the graph G(n, k) is the complement of the Kneser graph K(n, k). Hence (G(n, k))= n− 2k + 2,
because of the celebrated Lovász theorem that states that this is the chromatic number of K(n, k) (a direct proof when
k = 2 is easy). So ∞(G(n, 2))(G(n, 2))= n− 2. We show that equality holds and note that G(n, 2) is isomorphic
to the line graph of Kn.
Theorem 3. ∞(G(n, 2)) = 2(G(n, 2)) − 1 if n is odd.
∞(G(n, 2)) = 2(G(n, 2)) − 2 if n is even.
Proof. We think of each vertex (x, y) of G(n, 2) as the edge [x, y] of Kn. So a dominating set in G(n, 2) corresponds
to a set of edges in Kn that span n−1 or n vertices. From this viewpoint, Player 1 chooses such a set D of edges, Player
2 attacks an edge e of Kn not in D, Player 1 has to delete an edge of D incident to D, and so on, with Player 2 winning
if after Player 1 has deleted an edge, less than n − 1 vertices are spanned by the remaining edges (because then Player
2 can attack an edge not incident to any in the set).
We now show n − 3 guards are not enough to defend G(n, 2). Suppose Player 1 chooses n − 3 edges. A graph with
n − 3 edges on n vertices has at least three components that are trees (possibly with one vertex). We show that by a
sequence of attacks, Player 2 can force a “transformation” of two of these components into isolated vertices.
Choose any two of these three tree components, say T1 and T2. Call a vertex a pendant vertex if it has degree 1. We
show by induction on the minimum number of non-pendant vertices in T1 and T2 that by a sequence of attacks, Player
2 can force a transformation to a pair of trees, one of which is an isolated vertex.
If the minimum number of non-pendant vertices in T1 and T2 is 0 or 1, then one of them, say T1 is a star. Let x be its
apex and let y be any pendant vertex of T2. Player 2 attacks [x, y]. Player 1 either defends with an edge of T1, leaving
an isolated vertex, or with the edge of T2 containing y, which leaves a star T ′1 with one more edge than T1 and a tree T ′2
with one less edge than T2. Repeating this procedure eventually reduces T2 to a single edge. One more attack leaves
an isolated vertex.
Now assume T1 has m non-pendant vertices and T2 has at least this many for some m2. Player 2 attacks [x, y]
where x is any non-pendant vertex of T1 and y is any pendant vertex of T2. Choice 1 for Player 1 is to defend with an
edge of T1, say [x,w]. Then we are left with trees T ′1 and T ′2 where x is a vertex of T ′2, w is a vertex of T ′1 and T ′1 has
fewer non-pendant vertices than T1. Choice 2 for Player 1 is to defend with the edge of T2 containing y, leaving trees
T ′1 and T ′2 where T ′1 has the same number of non-pendant vertices as T1 and T ′2 has one fewer edge than T2. Repeating
J.L. Goldwasser, W.F. Klostermeyer / Discrete Mathematics 308 (2008) 2589–2593 2593
this procedure eventually forces Player 1 to use choice 1 above, leaving a tree T ′1 with fewer non-pendant vertices than
T1, and eventually reducing T1 to a star, and then to an isolated vertex u.
Now repeat this process with the other two tree components (not u). This eventually results in two trees, one of
which is an isolated vertex, say v. Then [u, v] is not defended. 
5. Future directions
It was shown in [8] that ∞ = (G) for cactus graphs, powers of cycles, and complements of powers of cycles. It is
likely that the same is true for other interesting classes of graphs.
Problem 1. Determine tight bounds on ∞(G) when G belongs to some particular class of graphs (e.g., outerplanar
graphs, planar graphs).
Note that Problem 1 is meaningful only for classes containing graphs that are not perfect, because the Perfect Graph
Theorem ensures that ∞(G) = (G) = (G) for all perfect graphs.
However, there exist graphs that are not perfect whose eternal domination number equals their independence number.
Baranyai’s theorem, see for example [13], says that if k divides n, then the complete k-graph on n vertices has a 1-
factorization. Hence,
(K(n, k)) =
(
n
k
)
n/k
=
(
n − 1
k − 1
)
= (K(n, k)).
This means if k divides n then ∞(K(n, k)) = (K(n, k)) while there is a huge gap between ∞(G(n, k)) and
(G(n, k)). To some extent, this huge gap seems due to the structure of the induced odd cycles in G(n, k), though its
complement K(n, k) also has many odd cycles and no gap at all.
We note that all known graphs G with (G) = (G) + 1 have ∞G = (G).
We do know which graphs have domination number equal to eternal domination number. Let (G) denote the size
of a smallest dominating set of G.
Theorem 4 (Klostermeyer and MacGillivray [8]). (G) = ∞(G) if and only if (G) = (G).
However, it remains to characterize which graphs have eternal domination number equal to independence number.
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