I. INTRODUCTION
Volumes of medical images are rapidly generated and how to effectively manage them has become a great challenge [1] . Traditional indexing and retrieval of images are based on patient names, identifiers, keywords and manual annotations, and these indexing methods vary with different data types, formats and approaches. Clinical experts find such database less useful when there is a need to retrieve clinical meaningful images. This applies equally to image resources available on the Internet and to image databases held by different departments in the same hospital.
A promising solution is to index and retrieve images based on their individual content including both primitive and semantic properties.
CBIR has been widely used to retrieve medical images by matching visual features. This method is capable of managing large-scale image databases because of comparatively generic attributes of low-level feature descriptors; however semantic/clinical features are desirable rather than low-level features in high-level applications [2] .
This has prompted much research in the field of image retrieval by semantic content, although automatic semantic content recognition has not yet been achieved in practice.
The broader the domain of the image data, the more difficult the semantics are to detect automatically [3] . The reason is that images in broad domains potentially have an unpredictable and complicated variability in their appearance even when they embody identical semantics.
This great difficulty in deriving clinical features from primitive features has constrained many applications to examine a limited number of clinical features along a single organ or a narrow area of body.
The research presented in this paper will continue to investigate to examine a large-scale histological image database, which is obtained from the whole gastrointestinal tract including six organs (oesophagus, stomach, small intestine, large intestine, anus and appendix) [2] . This type of image is visually similar and usually differs only in small details, but such subtle differences may be of pathological significance [4] . This provides a great challenge for developing an automatic clinical content recognition mechanism, which can help retrieve images by clinical 
, is defined on these regions. The lowercase letter,
where
Markov random variables if and only if P(l)>0 and
a set of neighbours of region R i .
With respect to Bayesian theorem, the task of detection of clinical features on an image becomes finding an optimal configuration l with the maximum joint probability, given observation d and domain knowledge pk. That is, where is the set of all possible configurations on L.
According to Markov-Gibbs equivalence,
( 1 is a normalizing constant called the partition function, T is a constant called the temperature which shall be assumed to be 1 unless specifically stated, and
is the energy function.
Considering a four-neighbour system, the energy function is thus written as: The belief of the k th classifier is calculated as [6] : . EN denote a normal classification environment.
By applying the averaging rule on multiple classifiers, the belief with a realization l i on R i is calculated as: 
B. Pair-Region Clique Functions by a Knowledge Elicitation Subsystem
A knowledge elicitation subsystem [4] is used to learn spatial contextual information from the training data. The learning mechanism, through an intuitive interface, allows histopathologists provide sample knowledge which then is automatically modelled.
Given an arbitrary pair of regions {R i , R j }, its function is defined as: The simulated annealing (SA) algorithm is a popular method used for solving combinatorial optimization problems [5] . The SA algorithm is a stochastic iterative optimization procedure, however the SA needs a slow enough schedule to reach a global solution. In this research, a multi-population steepest descent algorithm [4] has been developed to search a global optimization in a quick way.
III. USING DETECTED CLINICAL FEATURES FOR IMAGE RETRIEVAL
Two similarity measurements The similarity between a query image and an image in the database is calculated as follows [2] : 
