Articulatory feature modeling in Automatic Speech Recognition (ASR), while not (yet) mainstream, has received a significant amount of attention in recent research ([1, 2, 3, 4] inter alia). One study in particular [1] has provided evidence that hierarchical articulatory feature models can potentially significantly outperform their non-hierarchical counterparts. In such a system, the probability of an articulatory feature is conditional upon some other feature -for example, the classifier for place of articulation may depend on the manner of articulation. In this work, we seek to further the studies in [1] by changing the assumption of perfect recognition of the conditioning class made in that study. The gains shown over non-hierarchical classification are minimized; our analysis shows that this is in part because the errors in different acoustic feature streams are in fact correlated. We conclude the study by observing that joint acoustic feature modeling, rather than conditional modeling, may provide better gains.
INTRODUCTION
The mapping of acoustic space to the articulatory space to facilitate automatic speech recognition has been one of the problems that is yet without a perfect solution. Currently, most large vocabulary continuous speech recognizers use phones as the basic subword unit, (known as the "beadson-a-string" approach). Several drawbacks have been cited with this methodology [5] , including its inability to capture co-articulation effects and feature spreading because phonetic subword units can only roughly approximate the phonetic realization of sounds during human speech production. Phone-based pronunciation models are also not robust when the speech data is corrupted with noise and reverberation.
An alternative paradigm often suggested in the literature is to use "linguistically-derived" articulatory features (AF) as a basis for modeling; in theory AFs are more temporally refined: they capture the finer changes in the speech waveform and are more flexible in modeling spontaneous speech [2] . AFs are have been shown to compensate both for inter-language variability [3] and acoustic confusions due to additive noise [6] . Thus, articulatory features show great promise in addressing many of the current acousticphonetic issues in ASR. An open question is how to best train classifiers to detect these features.
Issues with previous hierarchy studies
It has been observed that certain sets of AFs tend to spread or modify together in groups that can be characterized by a hierarchical organization [7] . One way of modeling the interdependence between two variables is to create a hierarchy in which one variable (referred to here as the parent variable) affects the probability of occurrence of the other variable (referred to as the child variable). More sophisticated formulations of these interrelationships include modeling with Dynamic Bayesian Networks [8] , but for this study we restrict our attention to the two-variable approach.
One hierarchical relation suggested by Chang et al. is the dependence of consonant place information on the classification of the consonant's manner [1] . In their work, neural network AF classifiers were trained for the NTIMIT corpus based on 12th order PLP coefficients and the corresponding derivatives. They performed an analysis of the baseline detectors; the study reported two findings: recognition errors typically occur in the boundaries of the phonetic segments and that the detector's confidence is extremely low in these frames. The authors suggest that this disproportion in the error-location can be exploited to provide more accurate and useful information about the features by ignoring such boundary frames (dropping the frames where the detector's confidence, as represented by the posterior probability provided by the detector, is lower than a specified threshold). This is referred to as the "elitist" approach.
In the study, the authors also propose a strong hierarchical relationship between manner and place of articulation classification: the accuracy of recognition of place of articulation can be improved by first recognizing the manner of articulation -as is known in the linguistic literature, the acoustic correlates of the placement of the articulatory constriction is slightly different for each manner of articulation. Hence, the authors suggest that if the manner of articulation can be identified with a higher degree of confidence, then the place feature can be detected more accurately. Separate nets are trained to classify place-of-articulation for each of the manner classes. The gain obtained in place-ofarticulation recognition in the manner specific case is considerable for most of the manner classes and varies from 10% to 30%.
While we agree with the spirit of their investigation, there are several issues associated with the approaches proposed in Chang's study. With respect to the elitist approach, as they report, the primary shortcoming is loss of data. It is noted that with their probability threshold of 0.7, 25% of the frames are being discarded, and in 16% of segments, nearly all frames of a segment fall below the threshold. This is because of the fact that the distribution of such neglected frames is not entirely uniform and that such low-confidence events also occur in non-boundary regions. While, as they admit, this gives rise to data sparseness issues, several other problems surface. The "Elitist" approach of dropping the low-confidence frames, particularly ones that happen at boundaries, defeats one of the motivations for using articulatory features: feature spreading at these same boundaries. Furthermore, it is not clear in their study whether the elitist approach was utilized in making the comparisons between hierarchical (manner-specific) and non-hierarchical (mannerindependent) features; if so, then it is possible that the two experiments are not truly comparable, because the hierarchical and non-hierarchical detectors may not be evaluated on the same data; when each detector is "not confident" the data for that detector is thrown out, and thus each detector's performance can be calculated on different data.
Another, perhaps more serious issue is that in the evaluation of manner-specific place classifiers, the study assumes perfect knowledge of the manner of articulation. Thus, the authors did not evaluate the hierarchical system's performance when the information regarding the parent variable (here: manner of articulation) is obtained from the result of actual classification. Hence, the effect of errors made at the parental level has not been considered to date.
In this paper, we extend the studies of Chang et al. to evaluate performance of hierarchical AF systems for all frames, all pairs of AF types, and under the more realistic conditions of imperfect knowledge. We note that there are minor differences between our system and Chang et al.'s, as outlined in Section 2. Our study starts by developing independent AF neural network detectors, and then we describe our paradigm for training hierarchical classifiers. The evaluation considers all possible combinations of parent-child features for comprehensive analysis of a hierarchical system. We show that, at least for our implementation, the hierar- chical system does not perform as well as it is reported in [1] under realistic conditions. We analyze the points of failure of the system, and suggest that joint modeling of manner and place, rather than conditional modeling of place based on manner, may be more appropriate. Section 2 explains the experimental setup for the assessment of the hierarchical system. Section 3 presents an evaluation of both the independent AF system and the hierarchical system. Section 4 takes a closer look at the relationship between the manner and place features. It then describes the experiments that have been suggested as alternates for the improvement of the hierarchy system and their results. It also throws light on the various issues on the results obtained from the evaluation of hierarchy system.
EXPERIMENTAL SETUP
This section describes the feature set, data corpus and the parameters of the learning technique involved in the independent and hierarchical systems. It should be noted that we are using a slightly different definition of articulatory features than Chang et al. (for compatibility with other projects going on in our group), and that we are using TIMIT rather than NTIMIT in our study.
Eight feature classes are used through out the process; the summarized version of the values for each feature class is given in Table 1 . This N-ary feature set provides an unique, exhaustive representation for the phones in English. 1 The evaluation of the articulatory feature detectors and the hierarchical system is performed on the TIMIT corpus [9] . In this paper, only a subset of the corpus (i.e. SI and SX sentences only) has been used (3696 sentences during training and 1344 sentences during testing). We converted the time-aligned phonetic transcriptions to eight AF streams using a mapping from the 61 TIMIT phone set to AF definitions. These provided the targets for training and testing the neural network detectors.
System parameters
12th order PLP coefficients (along with log energy) were extracted from the TIMIT wavefiles along with the delta coefficients, thus resulting in a 26-length acoustic feature vector. The cepstral domain PLP coefficients are calculated for a window length of 25ms with a step size of 10 ms.
Each AF class was modeled by an independent (multi layer perceptron) neural net classifier, as in [2, 1] . 2 Each of the eight nets had different numbers of outputs based on the number of potential values for that AF class. Each threelayer perceptron had 400 hidden units in its hidden layer; the input to the network was a sliding window of nine frames of contextual input. In our initial studies, the network weights are initialized randomly. Ten percent of the training data is allotted for cross-validation.
EVALUATING THE HIERARCHICAL SYSTEM

Baseline: Independent AF System
In the independent AF system, we train the network to predict P (feature = value). A standard neural network training paradigm is used: the correct target value is set to one and the others to zero for that frame; softmax outputs on the network ensure probabilistic interpretability [10] . We then evaluate by taking the most likely class at each test frame and declaring it the system's guess; this is compared against the labels in the test set.
The left-hand column of Table 2 reports the frame-level accuracy of the independent detectors as the percentage of correctly detected frames. The independent detectors have similar performance to the detectors described in [1] . The voicing feature detector performs the best; the sonority, manner, height and frontness features show an average accuracy of 82.5%. As noted by Chang et al., the place feature net has the least accuracy and thus has more room for improvement.
In a hierarchical system, the output of the independent feature detectors (before the decision making) are the priors of the respective parent features. As mentioned earlier, [1] claims that the hierarchy of the articulatory features can be exploited to increase the recognition performance of the detectors of articulatory features. Hence, in the next section we develop a hierarchical system, and their performance is evaluated in a comprehensive manner for all possible combinations of parent and child features.
Hierarchical system
As noted in the Introduction, the interdependence between two variables can be represented in the form of a hierarchical relationship. If the parent class P (which can take M values) has a child class C (which can take N values), then the probability of a hierarchically modeled child feature class C is given by,
To train a hierarchical net for a child conditioned on a specific parent p j , we discard training frames where the parent variable takes on a value p k , k = j, as defined in the phonetic transcription. Each parent-dependent net only sees training frames from the appropriate parent variable.
A hierarchical relationship is set up between every possible pair of articulatory features to analyze the relationship. In Table 2 , we show the results comparable to the Chang et al. study, where perfect knowledge of the parent is assumed. This is equivalent to setting the prior probability of the hypothetical parent feature for that frame to one and rest of the priors are set to zero in Equation 1 . Figures in bold represent statistically significant improvements; similar to [1] , we observe that there is an excellent improvement in the performance of the child feature nets. The performance gain ranges from 10% to 15%. The place classifier attains its highest accuracy when the manner is the parent.
For evaluating the true performance of the hierarchical system, the parental information is obtained from the actual recognition of manner of classification. The posterior probability from the output of the independent manner of articulation detector is the prior P (P = p j ). The results obtained in the realistic condition has been reported in Table 3 . The results in bold are the combinations which give a statistically significant improvement ranging from 0.5 to 1.9% over the independent feature detector performance. The features place, height and roundness attain their maximum accuracy when the sonority class is the parent. It is also observed that there is no statistically significant improvement in the accuracies of the sonority, voicing, manner and frontness for the practical condition. In addition, the improvement for manner-dependent place classification is only from 81.7% to 82.4% over the non-hierarchical baseline, in contrast with the perfect knowledge result of 94.6%. Though the hierarchy seems to work theoretically, in practical conditions when we do not have the perfect knowledge of the parent, the hierarchy system does not perform as well. Table 3 . Frame level accuracy (in terms of percentage of correctly detected frames) when the parent information is obtained from the output of independent manner detector (Realistic). The bold figures refer to the cases in which there was an improvement which was statistically significant at p < 0.05.
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FURTHER INVESTIGATIONS
In this section, we analyze the failures of the hierarchical system by considering just the relationship between Manner and Place; this choice was influence both by Place having the largest room for improvement in the independent system and the strong claim on their relationship in [1] .
Analysis of classifier errors
Figure 1(a) shows the strong correlation between manner and place errors in the independent feature detectors. When manner is correctly identified (82.3% of the time), place is as well 91.2% of the time, but the place detection rate drops to 30.6% when manner is incorrectly identified. From this tree, we can infer that 76.9% of frames have both manner and place detected correctly and 10.9% of the frames where both manner and place have been recognized incorrectly. Figure 1(b) shows the same analysis for a hierarchical system where place classification depends on manner. Though the percentage accuracy of both manner and place being detected correctly increases, the system makes more errors when the manner is detected incorrectly. Thus, errors are more likely to propagate in a hierarchical system, in part because the place detector has never seen training instances in which the manner detection was wrong -a scenario not considered in [1] . Thus, though we would be able to increase the accuracy if the manner is detected correctly, in practical conditions when the parent detector makes mistakes, the child detector suffers a setback.
Experiment 1: Network initialization
In general, the weights of the net classifiers are initialized randomly. However, in order to allow the hierarchical place net to recover from errors in manner classification, in this experiment we initialized the network from the weights obtained in the first epoch of the independent detector training. This provides a modest improvement for frames where the manner is misclassified (Figure 1(c) ), increasing the place classification from 10.9% to 12.5%. However, this is still far from the independent detector (at 30.6%). We also repeated the experiment by seeding the hierarchical place nets with various epochs (including the fully trained independent net), but this made little difference in the end result.
Experiment 2: Joint modeling of features
The previous experiments have shown that the gain by considering a hierarchical relationship between the features is overrun by the propagation of error from the parent. One way to handle this is to allow the parent and child to mutually influence each other's detection through joint modeling, rather than conditional modeling. In this experiment, we created a new feature set using a combination of manner and place; there are 20 such combinations for the feature set (c) Experiment 1 Fig. 1 . Categorization of the results obtained from the manner and place detectors.The frames are divided into two sections depending on whether manner feature was detected correctly. The number of frames in which place feature is detected correctly for each of the section is calculated. The percentages in the brackets are overall percentage of frames that belong to that category. developed for TIMIT. We then train a neural net as above to classify the features. We evaluate four probabilistic models for all combinations of manner (man) and place (pl):
• Independent: P (man, pl) = P (pl)P (man)
• Hierarchical: P (man, pl) = P (pl|man)P (man)
• Combined: Manner and place are jointly modeled.
• Phone-based: A net is trained to predict the probability of 61 phones of TIMIT; joint manner-place probabilites are derived by summing probabilities of the phone constituents. This can be thought of as joint modeling of all different types of AFs (not just manner and place).
The accuracy of the manner feature, place feature and the combined accuracy for the above discussed cases is presented in the Table 4 . It can be noted that using combined features gives the highest accuracy among all cases in all situations. The breakdown of accuracies for each combination of the manner and place is provided in Table 5 .
It is interesting to note that the independent system never wins the competition in any of the cases. By and large, the differences between the hierarchical, combined, and phone based systems are minor compared to the potential suggested in [1] . One might note a discrepancy between the results in Tables 4 and 5 : while the combined feature works best overall, the phone feature works best in most of the mannerplace cases. This is because vowels and silences (which are marked NA since they don't have consonantal manner or place) contain a majority of the frames, and do better with joint rather than phone modeling. It can also be observed that phone-based system outperforms in most of the sonorant manner-place feature classes. For fricatives, both the phone-based and combined systems perform equally well.
In the case of rarely occurring nasal-flap phone 'nx' every system fails equally miserably, due to lack of training data; but for stops the phone-based, combined and hierarchy work equally well in most cases. The exception is recognition of the glottal stop, where the phone-based system outperforms everything.
An interesting exception to the superiority of both types of joint modeling is the nasal-alveolar (/n/): here the hierarchical system seems to shine.
The marginal results for each of the manner and place features are tabulated in Table 6 and Table 7 . From Table 6 , it can be seen that for manner classes, phone-based system works the best. The exception of nasal-flap is mainly due to insufficient training samples (as mentioned earlier), whereas the silence and vowels are best detected in combined feature system. Similarly, in Table 7 for the case of vowels and silences, the combined case works the best. In all other cases (even for alveolar the phone-based performance is as good as hierarchy system), the phone based system performs best; however, the combined system closely follows the performance of phone-based system.
CONCLUSION
In this study, we evaluated hierarchical systems of articulatory features and evaluated them under hypothetical and practical conditions. The reason for hierarchical system's failure under practical conditions seems to be the transmission of error made at the parental level. However, this does not mean that one cannot improve over non-hierarchical detectors: our experiments show that joint modeling of consonant manner and place, either by explicit joint modeling or through phone-based detectors, can improve the accuracy of manner and place detection. This suggests that the relationship between these two features is bi-directional and it is more beneficial to combine them than considering either of the features as the child/parent of the other. Table 7 . Marginal result for the place feature (percentage of correctly detected frames). For the case of hierarchy, manner feature is the parent and place is the child feature. The case with highest accuracy for each feature value is in bold.
In future work, we will evaluate these detectors using phone recognition rather than frame classification. Since the overall frame accuracy improvements are not the 10 to 30% advertised elsewhere, it is not clear whether these frame accuracy improvements will translate into phone recognition improvements. We will also carry over our joint modeling experiments to other pairs of articulatory features, to see if there may be potential enhancements there.
