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ABSTRACT
OFDM suffers from a high peak-to-average power ratio (PAR)
of the transmit signal. This issue becomes even more im-
portant when considering multi-antenna systems. In this pa-
per PAR reduction schemes for the multi-antenna broadcast
scenarios are assessed. Hereby, the scheme Selected Sorting
(SLS) is introduced and analyzed in terms of PAR reduction
performance, error performance, and computational complex-
ity. The huge beneﬁt of this scheme is that no side information
needs to be signaled to the receiver. Numerical results shown
in this paper, demonstrate that SLS offers signiﬁcant gains in
PAR reduction. Moreover, Selected Sorting is compared with
simpliﬁed Selected Mapping (sSLM), whereby SLS outper-
forms sSLM with respect to all three parameters, PAR reduc-
tion, error performance, and computational complexity.
1. INTRODUCTION
Orthogonalfrequency-division multiplexing (OFDM)isapop-
ular scheme for equalizing the temporal interferences caused
by frequency-selective channels. One essential drawback of
OFDM systems is the high dynamic of the transmit signal.
The occurrence of large signal peaks leads to signal clipping
at the non-linear power ampliﬁer, which in turn leads to very
undesirable out-of-band radiation. In order to avoid violating
spectral masks a transmitter sided algorithmic control of the
peak power is essential. Moreover, the transmitters of modern
communication systems will be equipped with multiple anten-
nas (multiple-input/multiple-output (MIMO) systems). In this
case the issue of out-of-band radiation gets even more serious
and the reduction of the signal’s peak power is more relevant.
Recently, peak power reduction schemes, developed for sin-
gle antenna systems, are extended to the MIMO case. For
instance, this has been done for the popular scheme Selected
Mapping (SLM) [1, 2, 3, 4]. However, in most cases these
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extensions have only been discussed for multi-antenna point-
to-point scenarios where the equalization of the spatial inter-
ferences can be accomplished at the receiver side.
This paper deals with multi-antenna point-to-multipoint
transmission (broadcast scenario). Hereby, it is essential to
apply a transmitter sided precoding [5, 6] of the channel’s spa-
tial (or multi-user) interferences. The combination of trans-
mitter sided precoding with peak-power reduction algorithms
is not always possible and may lead to degradation of the er-
ror performance or to a signiﬁcant increase of computational
complexity.
In this paper a peak-power reduction technique named Se-
lected Sorting (SLS), originally introduced in [7], is examined
in details and further improved. Moreover, it is compared to
simpliﬁed Selected Mapping (sSLM)[2], the extension ofSLM
to broadcast scenarios, in terms of peak-power reduction, bit
error performance, and computational complexity.
This paper is organized as follows: in Section 2 the system
model is deﬁned; Section 3 gives a short deﬁnition of sorted
Tomlinson-Harashima precoding (sTHP) [5, 6], the precod-
ing technique which is considered in this paper. Moreover,
the impact of different sorting orders is assessed. In Section 4
peak-power reduction for broadcast scenarios are assessed an-
alytically and by numerical simulations. Section 5 draws some
conclusions.
2. SYSTEM MODEL
In this paper, we consider transmission over a frequency-se-
lective multi-user broadcast channel. The transmitter (central
unit) is equipped with NC antennas where joint signal pro-
cessing is possible; the receivers are K distributed users each
equipped with a single antenna. For convenience we restrict
to the case NC
! = K. The impulse response of the respective
channel in the z-domain is given (in the equivalent complex
baseband) by a matrix polynomial H(z)=
lH−1
k=0 hk · z−k.
The fading coefﬁcient at delay step k is given by the complexmatrix hk which describes the multi-user interferences; lH is
the length of the channel impulse response. In order to equal-
ize the temporal interferences OFDM is applied, whereby D
subcarriers are assumed. The remaining multi-user interfer-
ences at each subcarrier are described by the ﬂat fading chan-
nel matrix Hd = H(ej2πd/D), d =0 ,...,D−1 and have to
be equalized by transmitter-sided precoding. In this paper we
consider sorted Tomlinson-Harashima Precoding (sTHP) [6].
The complex-valued modulation symbols (drawn from an
M-ary QAM constellation) are collected in the K ×D matrix
A =[ Ak,d], the frequency-domain MIMO OFDM frame. In
order to equalize the multi-user interferences sTHP has to be
applied on each column (vector Ad =[ A(k=1,...,K),d], d =
1,...,D)o fA (see Section 3).
The resulting precoded frequency-domain MIMO OFDM
frame is denoted by the matrix X. The time-domain MIMO
OFDM frame (matrix x) is obtained via an inverse discrete
Fourier transform (IDFT) [8] along each row of the matrix
X.
Assuming that the frequency-domain modulation symbols
Ak,d and hence Xk,d are statistically independent, the time-
domain symbols xk,d are (approximately) Gaussian distrib-
uted due to the central limit theorem. Hence, the transmit sig-
nal at the kth antenna exhibits a large peak-to-average power
ratio (PAR). As usual in literature we consider the worst-case
PAR1, i.e., the maximum PAR over all antennas which is de-
ﬁned as
PAR
def =
max∀d,∀k |xk,d|2
E{|xk,d|2}
. (1)
As performance measure of the PAR reduction schemes
discussed in this paper, we consider the complementary cumu-
lative distribution function (ccdf) of the PAR, i.e., the proba-
bility that the PAR of a given OFDM frame exceeds a certain
threshold PARth:
ccdf(PARth)
def =P r {PAR > PARth}. (2)
Assuming all samples of the time-domain signal xk,d to
be i.i.d. Gaussian distributed the ccdf of the original signal is
given by [3]
ccdfMIMO(PARth)
Gauss =1 − (1 − e−PARth)DK. (3)
1In this paper we do not consider pulse shaping, modulation to radio fre-
quency and the inﬂuence of the cyclic preﬁx. Moreover, we restrict ourselves
tothePARofthenon-oversampledtransmitsignal. Consideringoversampling
would have no impact on the relation between the results.
3. SORTED TOMLINSON HARASHIMA
PRECODING
3.1. Sorted THP for MIMO Flat Fading Channels
Subsequently, werestrict ourconsiderations toMIMOﬂat fad-
ing channels, i.e., we only regard a certain subcarrier of the
OFDM system. To be consistent with the deﬁnition of the
OFDM system all symbols exhibit the index d to represent the
dth subcarrier.
As precoding strategy, we consider sorted Tomlinson-Ha-
rashima Precoding (THP) in each subcarrier. A block di-
agram of this scheme is given in Fig. 1. First the precod-
ing order of the K users is affected by the permutation ma-
trix P d. This precoding order can be optimized according
to some optimization criterion, which will be further speci-
ﬁed in Section 3.2. Then the signals of the users are succes-
sively precoded in the feedback-loop with the feedback matrix
Bd, a lower triangular matrix with unit main diagonal, and
modulo reduced into the support of the signal constellation.
Finally, the signals are processed via the feedforward matrix
F d, a unitary matrix which ensures that the average power is
equal at each transmit antenna. The modulo conversion in the
feedback-loop leads to a slight increase of the transmit power.
This effect is known as the precoding loss [9]. The remain-
ing individual scaling factors, given by the diagonal matrix
Γd =d i a g ( gk,d), k =1 ,...,K, can be equalized within the
receiver’s automatic gain control (agc).
GivenasuitedpermutationmatrixP d thefeedforwardma-
trix F d and the feedback matrix Bd can be calculated via QR
decomposition [5, 10]
H
H
dP
T
d = Qd · Rd = F d · B
H
dΣd. (4)
Hereby, Qd describes a unitary and Rd an upper triangular
matrix. The diagonal scaling matrix Σd ensures that the lower
triangular feedback matrix Bd has unit main diagonal. The
individual scaling factors at the receiver read
Γd = P
T
dΣ
−1
d P d. (5)
3.2. Precoding Order
So far, the precoding order given by the permutation matrix
P d has not been speciﬁed. According to [6] a reasonable cri-
terion is to maximize the performance of the worst user, i.e.,
the one exhibiting the minimum signal-to-noise ratio (SNR)
as this one dominates the mean bit error ratio (BER) over all
users. An almost optimum solution to this criterion can be
found using the V-BLAST algorithm [11, 6], which ﬁnds the
optimum detection order for decision-feedback equalization.Hd
g1,d
gK,d
Fd Pd,∆ Pd,opt
Γd Y1,d ˆ A1,d
YK,d ˆ AK,d Bd−I
Xd
Nd
Ad
Pd
Fig. 1. Block diagram of sorted Tomlinson-Harashima precoding.
Considering the uplink-downlink duality [12], the reverse per-
mutation order found by the V-BLAST algorithm can be ap-
plied for sorted THP [6, 13]. The resulting optimum permuta-
tion matrix is denoted as P d,opt.
Subsequently, we always consider the application of the
optimum encoding order given by P d,opt. Starting from this
solution it is possible to change the sorting order by an addi-
tional sorting through the matrix P d,∆, which can be regarded
as an offset on the optimum one. The total permutation matrix
P d is then given by (see also Fig. 1)
P d = P d,∆P d,opt. (6)
Choosing an additional permutation matrix P d,∆ other than
the identity matrix I will evidently decrease the performance
in terms of the mean bit error ratio of the system. In total
there exist K! different additional sorting orders and hence
permutation matrices P d,∆.
According to [6] the overall performance (in terms of the
bit error ratio) is governed by the user encoded last. Hence,
a rearrangement of the sorting with the matrix P d,∆ without
changing the position of the last encoded user will hardly in-
ﬂuence the overall performance. On the contrary, the degra-
dation of the bit error ratio induced by P d,∆ is mainly deter-
mined by the new position of the originally (determined by
P d,opt) last encoded user. The sorting of all other users will
have almost no impact on the overall performance.
Hence, the K! different additional sortings given by the
permutation matrices P d,∆ can be classiﬁed into K different
classes of additional sortings which lead to different perfor-
mance results in terms of the bit error ratio. These K classes
are deﬁned by the position within the precoding order of the
originally (determined by P d,opt) last encoded user. Within
each class there exist (K − 1)! different sorting orders, which
exhibit almost the same performance.
Fig. 2 shows all resulting mean bit error ratios obtained by
all K! different permutations for the special case of K =4 .
The different classes of additional sorting orders are depicted
by different colors. The green curve shows the results if the
fourth encoded user (after P d,opt) is not inﬂuenced by P d,∆.
The blue, cyan, and red curves show the results if the fourth
user is rearranged to the third, second, or ﬁrst position, respec-
tively. As can be seen from this plot, K =4different classes
of bit error ratio results are present, whereby the differences
within these classes are neglectable.
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Fig. 2. Mean bit error ratios of sorted THP employing all K! possible
additional permutations P d,∆ considering transmission over a ﬂat
(Rayleigh) fading MIMO channel. The resulting curves are classiﬁed
into four classes whereby the permutation matrix P d,∆ rearranges
thefourthencodedusertothefourth(green), third(darkblue), second
(light blue), or ﬁrst (red) position, respectively. The best result (given
with P d,∆ = I) is depicted in gray. M =4 -QAM, K =4 .
4. SELECTED SORTING FOR PAR REDUCTION
4.1. Review of (Simpliﬁed) Selected Mapping
Selected Mapping [1] is one of the most popular techniques
for PAR reduction in OFDM systems. The idea behind this
scheme is to generate out of the original OFDM frame sev-
eral, say USLM, different signal representations via USLM dif-
ferent bijective mappings M(u), u =1 ,...,U SLM. Out of
these signal candidates, the best one, i.e., the one exhibiting
the lowest PAR is chosen for transmission. At the receiver af-ter equalization, the original data has to be reconstructed by
inverting the applied mapping. Hence, side information, in
terms of an index of the applied mapping, has to be transmit-
ted. The required redundancy has to be encoded with at least
 log2(USLM)  bits. However, this index is extraordinary sen-
sitive to transmission errors as the application of the wrong
inverse mapping leads to the loss of the whole OFDM frame.
Possible schemes to transmit the side information have
been proposed in [14, 15]. For the analysis of the bit error per-
formance of SLM (Section 4.4) we will consider the scheme
from [14]. The so-called scrambler variant of SLM distributes
the side information inherently over the whole OFDM frame
and does not require its explicit transmission.
For multi-antenna scenarios the SLM technique has been
extended to the basic schemes ordinary SLM (oSLM) [2], sim-
pliﬁed SLM (sSLM) [2], and directed SLM (dSLM) [3, 4]. Fol-
lowing the discussion in [7] it is not feasible to apply ordi-
nary or directed SLM in a broadcast scenario. Due to the
transmitter-sided precoding, which inﬂuences the data streams
of all users, only the simpliﬁed approach can be applied here.
Hereby, sSLM is the simplest extension of SLM to MIMO
systems. With sSLM the original frequency-domain MIMO
OFDM frame A has to be mapped jointly onto UsSLM dif-
ferent signal representations, whereby each row of A has to
be mapped the same. Afterwards, each of the resulting signal
candidates has to be precoded and transformed into time do-
main. Out of these the best one, i.e., the one exhibiting the
lowest PAR, is then chosen for transmission.
As the individual signal candidates are assumed to be sta-
tistically independent, the ccdf of sSLM can be given with
respect to the ccdf of the original signal (3) [2, 3, 4]
ccdfsSLM(PARth) = (ccdfMIMO(PARth))
UsSLM (7)
Gauss =( 1 − (1 − e−PARth)DK)UsSLM.
4.2. Selected Sorting
Another approach to generate different signal representations
could be to combine the mapping with the precoding by ap-
plying different instances of sTHP in each subcarrier. Hereby,
these different instances are generated by considering differ-
ent permutations P d of the users. A practical advantage of
this approach is that no side information needs to be signaled
to the receiver.
Subsequently, wepickasetofV differentpermutation ma-
trices P
(v)
d,∆, v =1 ,...,V, out of the set of K! possible ones.
Starting with the optimum sorting order, the reverse of that
obtained according to the V-BLAST criterion [6], we consider
the next better (suboptimal, acc. Section 3.2) ones. Now, the
information carrying signal A is precoded via all V differ-
ent precoder instances, the resulting precoded signals are de-
noted as ˜ X
(v)
, v =1 ,...,V. In oder to generate USLS differ-
ent signal candidates X
(u), u =1 ,...,U SLS, the respective
columns (corresponding to the carriers) of ˜ X
(v)
are combined
in USLS different ways. Hence, every column of each of the
USLS signal candidates X
(u) is drawn as the column from one
of the V possible precoded signals. This is possible as the ac-
tual choice of the sorting order of THP at the dth subcarrier
inﬂuences the precoded signal only at this position.
Noteworthy, with this approach we are able to generate
(much) more signal candidates than precoded candidates are
present (USLS ≥ V ). A principal example how the USLS sig-
nal candidates are generated is depicted in Fig. 3.
subcarriers
˜ X
(1)
˜ X
(2)
X(1)
X(2)
X(3)
Fig. 3. Generation of USLS =3candidates out of a set of V =2
alternative precoded sequences.
Compared to sSLM, assuming perfect transmission of the
side information, this scheme will lead to a loss in bit error
performance as suboptimal sorting orders will be used within
thegenerationthesignalcandidates. However, withSLSmuch
less computational complexity is needed as the precoding has
to be performed only V times to generate the USLS signal can-
didates.
To further reduce the computational complexity the SLS
technique could only be applied on a subset of D · ρ, with 0 <
ρ ≤ 1, (randomly chosen) inﬂuenced subcarriers. All other
subcarriers remain unaffected and the optimum sorting order
is applied.
The PAR reduction performance of SLS will be the same
as that of sSLM (7) if all USLS resulting signal candidates are
statistically independent. However, this is only guaranteed if
the number V of alternative precoders is sufﬁciently large and
if the number of inﬂuenced subcarriers is adequate, i.e., the
factor ρ is near one. Hence, the ccdf of SLS reads
ccdfSLS(PARth)
large V , ρ −→ (ccdfMIMO(PARth))
USLS . (8)
4.3. Analysis of Computational Complexity
For a reasonable comparison of SLS with sSLM the com-
putational complexity of both schemes has to be taken intoaccount. Subsequently, we refer to complex operations as
complexity measure and regard multiplications and divisions
equally.
The decomposition of the channel matrix in each subcar-
rier into feedforward, feedback, and the optimum sorting or-
der has to be accomplished with the V-BLAST algorithm [11].
In [16, 17] low complex implementations have been proposed
which reduce the complexity from O(K4) to O(K3).H o w -
ever, as this decomposition appears in the overall complexities
of SLS and sSLM equally, it has not to be speciﬁed in more
details for a comparison.
The calculation of the feedforward and feedback matrices
for the V −1 alternative sorting orders is usually implemented
as a QR decomposition [10]. Using the result2 from [18]
cQR = D ·

2K3 −
K2
2
−
K
2

(9)
complex operations are required here.
In order to calculate the alternative precoding matrices it
is not necessary to accomplish V − 1 times the QR decompo-
sition per inﬂuenced subcarrier. Furthermore, it is possible to
perform this calculation within the respective implementation
of the V-BLAST algorithm by considering in each iteration
not only the user exhibiting the lowest SNR but also the one
exhibiting the second lowest SNR. Subsequently, we consider
the exhaustive complexity of V − 1 QR decompositions per
inﬂuenced subcarrier which leads to an upper-bound on the
complexity of SLS.
Each precoding of the transmit signal requires
cprec = D ·

3
2
K2 +
K
2

(10)
complex operations; the transformation into time domain (im-
plemented as fast Fourier transform [8]) and the calculation of
the decision metric (PAR) require
cFFT = K ·
D
2
log2(D); cmet = K · D (11)
operations.
In the following, we assume that the channel remains con-
stant for the duration of NB OFDM symbols. Hence, for this
block of OFDM symbols the calculation of the precoding ma-
trices has to be performed only once, whereas the computation
of the precoded signal, the FFT, and the decision metric have
to be accomplished for each of the NB OFDM symbols. Ta-
ble 1 shows the factors with which these individual complexi-
ties appear in the overall complexities csSLM and cSLS of sSLM
and SLS.
2The result from [18] only considers the pure QR decomposition. In addi-
tion to that we need to accomplish the normalization of the feedback matrix
to unit main diagonal.
Table 1. Contribution of the individual complexities to the entire
complexities of sSLM and SLS.
complexity sSLM SLS
cV-BLAST 1 1
cQR — (V − 1)ρ
cprec NB · UsSLM NB · [1 + (V − 1)ρ]
cFFT NB · UsSLM NB · USLS
cmet NB · UsSLM NB · USLS
Assuming both schemes evaluate the same number U =
USLS = UsSLM of alternative signal representations the differ-
ence of both complexities is given by
∆c = csSLM − cSLS (12)
=( 1 − V )ρ · cQR +[ U − 1+( 1− V )ρ]NB · cprec.
Hence, as cQR >c prec SLS gains especially for reasonable
large block lengths NB.
For a fair comparison of sSLM with SLS both schemes
should have the same complexity. Given the parameters V
and USLS for SLS then sSLM assessing
UsSLM = (13)

(V − 1)ρ/NB · cQR + Vc prec + USLS(cFFT + cmet)
cprec + cFFT + cmet

signal candidates will exhibit approximately the same compu-
tational complexity. Hereby, the number UsSLM of assessed
candidates for sSLM is rounded to the next greater integer,
whereby sSLM will exhibit a slightly larger complexity.
4.4. Numerical Results
The subsequent numerical simulations consider a lH =5tap
(equal gain) MIMO channel with NC =4transmit and K =4
receive antennas. The number of subcarriers in the OFDM
system is chosen to D = 512 whereby all subcarriers are ac-
tive. As modulation scheme M =4 -QAM is considered.
InthetopplotofFig.4numericalresultsoftheccdfofSLS
for a various number of assessed signal candidates (USLS =4 ,
8, 16) and number of available alternative sorting orders (V =
2, 4, 8) are shown. Hereby all subcarriers are inﬂuenced by
SLS (ρ =1 ). Compared to the PAR distribution of the original
signal (redcurve) SLShas the ability toreduce the peak-power
signiﬁcantly. Moreover, the numerical results are compared
with the analytical ones (8) (gray curves). For V =2ex-
plicit differences are visible, which shows that in this case the7 8 9 10 11 12 13
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Fig. 4. Top: ccdf of PAR of the original signal (red) and SLS with
V =2(blue), V =4(green), V =8(magenta) alternative precod-
ing orders, each assessing (from left to right) USLS =1 6 , 8, 4 signal
candidates. Bottom: corresponding mean bit error ratios of SLS. As
reference serves the result of the original signal (red curve) which
represents pure sTHP. M =4 -QAM, K =4 , lH =5 , D = 512,
ρ =1 .
number of degrees of freedom is not large enough to generate
statistically independent signal candidates. If V is chosen to
V ≥ 4 the simulation results of SLS ﬁt to the theory very well.
The bottom plots of Fig. 4 show the bit error performance for
SLS for USLS =1 6 , 8, 4 (from left to right). The perfor-
mance loss in terms of bit error ratios is rather neglectable.
Even for V =8where alternative permutation orders have to
be used which lead to signiﬁcant degradation of the BER (see
Section 3.2), the overall loss in BER is very small.
In order to reduce the computational complexity it is pos-
sible to apply SLS only on a subset of D · ρ subcarriers. As
discussed in Section 4.2, choosing ρ<1 will restrict the pos-
sibilities to generate statistical independent signal candidates,
whereby the analytical result from (8) is not strict any more.
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Fig. 5 shows the inﬂuence of different values of ρ =1 , 0.75,
0.5, and 0.25 on the PAR reduction performance. Hereby it is
obvious that only for large values of ρ (here ρ ≥ 0.75) the per-
formance is comparable with the maximum number of ρ =1 .
For the comparison of SLS with sSLM the difference ∆c
(as given in (12)) of computational complexity over the block
length NB is depicted in Fig. 6. Already for small NB (in
most scenarios values of NB ≈ 5 are sufﬁcient) a gain of SLS
compared to sSLM in terms of computational effort can be
recognized as the impact of the higher complexity, which oc-
curs through the computation of the precoding matrices with
SLS, becomes less important on the overall difference.
In addition to that, Fig. 6 shows the difference ∆c for var-7 8 9 10 11 12 13
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ious ratios ρ of inﬂuenced subcarriers. These results show
that these gains in computational complexity are rather ne-
glectable. Against the background of the PAR reduction re-
sults from Fig. 5 we recommend to choose ρ =1which is
assumed for the analysis of Fig. 4 and 7.
According to (12) the difference U − V determines the
slope of ∆c. Hence, SLS provides especially gains in terms of
complexity if the difference U − V is large. If U and V are
chosen equal then SLS will not provide any gains compared to
sSLM as in both cases the same number of precoding proce-
dures are processed and SLS suffers from the more complex
computation of the precoding matrices. This effect can also be
observed form Fig. 6.
The top row of Fig. 7 compares the PAR reduction per-
formance of SLS with sSLM on the bases that both schemes
exhibit the same computational complexity. Hereby, the num-
ber of assessed candidates for sSLM is chosen according to
(13). Providing a good trade-off between loss in bit error per-
formance and computational complexity, the number of alter-
native precoders is chosen to V =2(left column) and V =4
(right column). For the most relevant range of values of V and
USLS, SLS offers signiﬁcant gains in terms of PAR reduction
performance.
The bottom row of Fig. 7 shows the corresponding bit er-
ror ratios of SLS and sSLM. To achieve a fair comparison, we
considerthesideinformation, requiredwithsSLM,tobetrans-
mitted through the scrambler variant of SLM [14]. However,
the descrambler at the receiver introduces some error propa-
gation in this case. Due to this error propagation SLS outper-
forms sSLM in terms of error performance as the degradation
of the error rate according to the suboptimal precoders is ne-
glectable.
5. CONCLUSIONS
In this paper we have analyzed Selected Sorting for PAR re-
duction in broadcast scenarios. This scheme combines the
channel precoding, which is essential in broadcast scenarios,
with peak-power reduction. Hereby, SLS offers signiﬁcant
gains in PAR reduction, whereas the degradation of the error
performance is neglectable.
The peak-power reduction performance of SLS is compa-
rable with the one of simpliﬁed SLM. Comparing these two
schemes shows that SLS exhibits much less complexity than
sSLM. On the contrary, choosing the parameters of both PAR
reduction schemes such that they exhibit the same complexity
SLSwill outperform sSLM. These signiﬁcant gains of SLSare
possible as no side information is necessary to be signaled to
the receiver.
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