Statistical inference based on the Weibull distribution, a distribution widely used in reliability and survival analysis, is usually difficult as it often involves numerical computation and approximation. However, this distribution can be transformed to near-normality by a simple power transformation. Based on this transformation, a prediction interval (PI) for its median can be easily constructed through an inverse transformation. The procedure for selecting the best power transformation through minimizing Kullback-Leibler information is described. The property of this transformation-based PI is investigated. Simple correction factors are also proposed. It is shown that the transformation-based PI with corrections performs well, irrespective of the sample size and parameter values. Simulation results show that the new PI generally outperforms the existing PI. Numerical examples are given for illustration.
Introduction
The median of a lifetime distribution is usually interpreted as the 'typical' life or the 'characteristic' life of a population. Hence inference concerning the median is often an interesting study in the fields of reliability, quality control, medical and biological sciences, etc. The Weibull distribution (Weibull, 1951 ) is one of the most popular lifetime distributions upon which numerous research articles have been published and active research is still going on (Bain and Engelhardt, 1991 and Johnson et al., 1994) , especially in relation to engineering and medical applications. However, simple and accurate statistical methods for basic problems such as prediction interval for the median do not seem to exist, as the statistical inference for the Weibull distribution is generally difficult. Nelson (1982, p232) describes an approximate method that is rough unless the sample size is larger than 100. Lawless (1974 Lawless ( , 1978 gives a method for exact conditional confidence limits, but the method requires a special computer program for its implementation.
On the other hand, most lifetime distributions are transformable to near-normality (Hernandze and Johnson, 1980; Yang 1999b) , hence certain statistical intervals can be constructed through an inverse transformation if the quantity of interest is invertable (Hahn and Meeker, 1991, p72-74) , such as the median or general percentiles. This approach is attractive for its simplicity hence should be recommended for the cases where the existing methods are too complicated to be implemented in practice. It usually works well if the data can be transformed to exact normality and the transformation is known.
Often in practice, however, the transformation may be known only up to a certain functional form. Certain transformation parameter(s) have to be decided based on the data (Box and Cox, 1964) . Also, in many situations, even the 'best' transformation may only be able to transform the data to near-normality. Hence for the transformation-based predic-tion or prediction intervals, there are two general issues that require rigorous examination, namely, the effect of nonnormality and the effect of estimating the transformation, which are often ignored by practitioners.
In this article, we explore a transformation approach for the construction of a simple prediction interval for the Weibull median and compare it with the one described in Nelson (1982) . The Weibull distribution can be transformed to a near-normal distribution, and many statistical methods for normal distribution can then be applied. Using the transformation approach, one first transforms the data by some monotonic transformation so that the transformed data become closely normally distributed. Then a prediction interval for the median of the transformed future observation can be derived. Finally, the interval for the transformed median can be inverted to give a prediction interval for the original median. In this article, a simple power transformation is considered. The effect of nonnormality and the effect of estimating transformation are quantified.
The paper is organised as follows. In Section 2, the transformation-based PI for the Weibull median is outlined, and its asymptotic property is discussed. Section 3 presents some theoretical results that quantify the large sample effect of nonnormality and the effect of estimating transformation. Based on this theory, simple correction factors are proposed. Section 4 presents simulation results for the small sample behaviour of the proposed and existing PIs. Two numerical examples are given in Section 5 for further comparisons and for illustrations. Finally, a general discussion is given in Section 6.
The simulation results show that the corrected transformation-based PI performs very well in general, irrespective of the sample size and values of the parameters. When sample size is not large the new PI outperforms the existing PI, particularly in terms of the coverage probability. This means that the new PI is not only simple but also accurate.
The results shed much light on the application of the transformation approach to more complicated Weibull prediction problems concerning percentiles or reliabilities, etc., and to the prediction problems under a Weibull regression model. 
The Transformation-based Prediction interval
where α is the scale parameter and β is the shape parameter. Let 0 θ be the median of 0 X . We are interested in constructing a prediction interval for 0 θ using the transformation approach and compare it with the existing one. (Kullback, 1968) Hernandez and Johnson (1980) showed that the best normalizing transformation for the Weibull distribution in the sense of a minimized KL information has the power parameter given as
Power transformation of Weibull to near-normality
where 0  is the solution of the following equation The corresponding mean and standard deviation for the transformed random variable  βˆ where βˆ is the MLE of β defined as the solution of
Alternatively, an estimator of the transformation parameter can be obtained based on the general procedure given in Box and Cox (1964) . This procedure works for all nonnegative continuous observations and the Box-Cox estimator of transformation is defined as
where X  is the geometric mean of the X's and ) ( s is the standard deviation of the transformed sample in  scale.
Authors who have contributed to the applications of the Box-Cox transformation technique to prediction problems include: Carroll and Ruppert (1981, 1991) , Duan (1983) , Taylor (1985) , Collins (1991) , Hamilton and Taylor (1993) , Yang (1999b) , among others.
Specifically, Carroll and Rupper (1981) studied the effect of estimating transformation on the estimation of the median in original scale and concluded that this effect is not large.
Sakia (1992) gave a review on the Box-Cox transformation technique.
Intuitively our approach should be simpler and more efficient as extra information regarding the distribution is used. In fact, using the asymptotic results by Yang (1999a, p176 ) and Bain and Engelhardt (1991, p217) , one can easily see that B
λ could be as much as about ten times more variable than λˆ. For this reason, we adopt the estimator λˆ for the development of a prediction interval for the Weibull median using transformation approach.
The transformation-based prediction interval
For a set of past observations, the transformation-based prediction interval is developed by first transforming the data, obtaining a prediction interval for the transformed data, and then invert the prediction interval back to the original scale. 
is the upper 100( 2 δ ) percentage value of a t distribution with n−1 degrees of freedom. Since the power transformation is monotonic, it is clear that
θ . An approximate 100(1-δ ) % PI for 0 θ is obtained by a simple inverse transformation:
Using the central limit theorem and the laws of large numbers, one can easily see that as long as the Weibull observations can be transformed to have the same mean and median, ) ( 0 λ T converges to the standard normal, and hence the above interval has a correct asymptotic coverage. However, this interval assumes that the true transformation parameter 0 λ is known, which clearly is not a realistic assumption. When 0 λ is unknown, a common practice is to replace it by its estimator λˆ and give a PI for 0 θ as
The PI given by Equation (2.3) is very simple, especially when λˆ is determined by the MLE procedure outlined in the earlier subsection. It, however, ignores two things: one is the effect of nonnormality, in particular, the equality )]
hold exactly, and the other is the effect of estimating the transformation. We will study these issues theoretically by providing some asymptotic results and numerically for small samples using Monte Carlo simulation in the subsequent sections. It should be pointed out that a common erroneous impression about the interval (2.3) is that, similar to the case of 0 λ known, it also possesses a correct asymptotic coverage. Our result given in next section indicates that it is not true and hence the interval needs some corrections.
Prediction Interval with Correction Factor
Clearly, for the PI (2.3) to have good asymptotic property, it is necessary that the following pivotal quantity 
Monte Carlo Simulation and Comparison
In the previous section, the transformation-based PI (3.1) is derived and is shown to possess a nice asymptotic property. However, it is important to investigate the performance of this PI when the sample size is not large. In this section, a simulation study is carried out to investigate the small sample property of the new PI and to compare it with the existing PI that is reported in Nelson (1982, p232) . To help seeing the gains of introducing correction factors, the results for the PI (2.3) are also reported.
The simulation process can be simply described as follows. For each combination of the parameter values (α , β ), the sample size n and the nominal level (1−δ ), 10,000
Weibull random samples are generated and the three PIs Table 4 .1.
The simulation results show that the transformation-based PI with corrections performs very well, irrespective of the choices of sample size, parameter value and nominal level. All the simulated coverage probabilities are very close to the corresponding nominal levels. The lengths are all comparable to the existing PI. However, the existing PI has rather poor coverage when n is small and it seems that it deteriorates further as population skewness ω increases. For examples, when n = 10, the simulated coverage probabilities could be as low as 83%, 89% and 95%, respectively, with the corresponding nominal levels 90%, 95% and 99%. Notice that the transformation-based PI without corrections also performs better than the existing one in terms of coverage probability when n is small.
Simulation results also show that the gains of introducing the correction factors are generally quite significant, especially for the 90% and 95% PIs. 
Numerical Examples
In this section, we use two real life examples to illustrate the transformation-based PIs and further compare them with the existing one. Both data sets have been extensively used for testing the statistical techniques developed for certain lifetime model including the Weibull.
Example 5.1: the vehicle failure data. This data set was reported by Bilikan et al. (1979) and used again by Cheng and Iles (1990) to illustrate their methods for fitting a three parameter lifetime distribution. The data represent the mileages to failure of a type of vehicle: 164, 250, 439, 440, 450, 478, 487, 524, 688, 850, 1048, 1280, 1364, 1488, 1513, 1860, 1947, 1991, 2200, 2446 . 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.7, 0.8, 0.8, 1.0, 1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0, 3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0, 24.5 . The calculated prediction intervals are summarized in Table 5 .1. The results show that the existing PI (Nelson, 1982, p232 ) and the transformation-based PI without corrections given in (2.3) are shorter than the transformation-based PI with corrections given in (3.1), indicating the two intervals are a bit too tight, especially when n is small. When n is large (the case of second data set), the difference in interval lengths is not significant.
These results are consistent with the simulation results given in the earlier section.
Discussions
The problem of obtaining a prediction interval for the median of a future Weibull observation is studied. The approach we followed is to first transform the Weibull observations to near-normality, construct an interval for the transformed future median and then invert. The best power transformation is obtained through minimizing the KullbackLeibler information. Both the large sample and small sample properties of the transformation-based interval are studied and simple correction factors are introduced. It is shown that the transformation-based prediction interval with simple corrections outperforms the existing one in terms of coverage probability.
Considering both simplicity and accuracy, the results obtained in this paper favour the transformation approach. Similar results can be expected for the general Weibull prediction problems concerning the percentiles or reliabilities. The transformation approach for prediction interval construction may be also applicable to the failure time regression case where the failure times are Weibull distributed, but dependent on certain concomitant variables. It might be interesting to give theoretical investigations for these situations.
The Box-Cox transformation is usually applied to the complete data. The effect of censoring requires further investigation that is beyond the scope of this work and the theoretical results as those in Theorem 3.1 are not readily available. However, if one is interested in using the transformation approach to do prediction with censored data, one possible way is to adapt the general method described by Meeker and Escobar (1998, p296 ) for a (transformed) location and scale family. Clearly, the issue of the effect of estimating transformation becomes more complicated. We will pursue this study in a future paper.
The proof of Theorem 3.1 requires two lemmas that are given below.
Lemma A. Let X be a Weibull random variable with scale and shape parameters α and β , respectively. Then ( ) X X E log λ is finite for some real λ >− β .
Proof: First, we have that 
