Abstract-"Neuromorphic" VISIOn sensors are a recent de velopment in sensing technology. They can be thought of a camera sensor whose output is a sequence of "retinal events" rather than frames. Events are generated independently by each pixel as they detect a change in the light field. These sensors have low latency (<10 microseconds), high dynamic range (>120 dB), and very low power consumption. Therefore, they are well suited for control applications where power is limited yet high performance is necessary. Existing computer vision algorithms that work on frames cannot be adapted to process retinal events from neuromorphic sensors, so a new class of algorithms needs to be investigated. This papers considers the problem of designing a regulator for the heading of a vehicle based on the feedback from an on-board neuromorphic sensor. It is shown that a nonlinear function of the events retinal positions, followed by retinal integration, followed by a linear filter is a simple design that is sufficient to guarantee stability. This shows that computationally simple controllers are sufficient to control motion tasks even with the feedback from noisy and ambiguous event data, and without having to compute explicit representations for the state.
I. INTRODUCTION
This paper considers the problem of "neuromorphic", "optomotor" heading regulation. The heading to be regulated is that of a mobile platform such as a flying vehicle. "Optomotor" refers to the fact that motor commands are a function only of the output feedback of the vision sensor, and that the regulation goal is posed in image space (Fig. la) .
"Neuromorphic" refers to the type of sensor. The output of a neuromorphic vision sensor is a sequence of irregular events rather than a sequence of periodic frames [1] . Each pixel generates a "retinal event" whenever the brightness changes more than a user-chosen threshold (Fig. 2b-c) . If the sensor is stationary and nothing moves in the scene, no events are generated, except for a baseline of spurious events due to sensor noise. The inspiration is spike-based computation in neural systems. The Dynamic Vision Sensor (DVS) is the first commercially available sensor of this kind [2] . The use of such sensors is starting to be investigated in computer vision [3, 4] in state estimation for robotics [5] [6] [7] .
These sensors are especially promising for low-power applications such as robotic insects. Existing proof-of-concepts implementations of closed-loop control with neuromorphic sensors use state estimation [8] [9] [10] . Ultimately, one uses the observations to generate the commands and the state itself is just a sufficient statistics. If power is severely limited it makes sense to study direct sensory-motor control: can one go directly from retinal events to commands?
Optomotor heading regulation is interesting to consider as the simplest task based on visual feedback. Many insects as well as some birds have a measurable "optomotor reflex" which can be interpreted as stabilizing a goal image's brightness profile on the retina. This helps both with course-correcting as well as image stabilization to simplify further visual processing.
The word "event" is already used in a variety of meanings. In the typical "event-triggered" or "self-triggered" control setting [11, 12] a remote controller uses data from a sensor co-located with the plant. The sensor can choose if and when to send an observation. One wishes to minimize the "attention" needed by the plant by sending the least events while guaranteeing performance. The gain is either in reducing bandwidth usage or the computational burden on the controller. It is clear that event-based estimation/control is more efficient that periodic sampling, though the trade off between communication rate and performance is not completely understood [13] .
The events considered here are "retinal events". They are generated by pixels according to a mechanism that cannot be designed beside choosing the threshold. The retinal events do not carry much information. Brightness changes are obviously related to the state, but a single event is extremely ambiguous, even before considering noise. The dominant problem in this setting is making sense of the ambiguity in the data and making sure that the computation is simple enough to be computed in real time once for every pixel brightness change. Each pixel s generates an event when the value of fA changes by a threshold �b > o. If the previous event was generated II. PROCESS MODEL AND PROBLEM STATEMENT at time tk-l, the next event is generated at A) Platform dynamics: This paper uses a simple kinematic model for the dynamics of the orientation. The orientation of a vehicle moving in the plane is described by an element of 80 (2) . For small deviations, the orientation 8t can be considered as an element of R Suppose that the dynamics of 8t are d8t = satb(U) dt + dnt,
where satb 
vES
The simplest point-spread function 1>, ( s, v) is Gaussian: I>,(s, v) = exp ( -(s -V) 2 /a;) , with a; measuring visual acuity.
If the field of view 5 is limited to one hemisphere and the change in orientation is small, then the action 8t . s is equivalent to simple addition 8t + s. Furthermore, without loss of generality, one can assume that the convolution with the point-spread function is already incorporated into m. With these assumptions, the model (2) simplifies to yt =m(8t + s).
C) Neuromorphic sensor: The output of a neuromorphic sensor is a sequence of events. The k-th event is a tu ple (tk, Sk,Pk) containing the timestamp tk E 'lI', the pixel position Sk E 5, and the polarity Pk E {-1, +1}, which indicates whether the brightness increased or decreased.
A neuromorphic sensor's first stage is composed by "loga rithmic pixels" [2] . Each pixel monitors a noisy version of the logarithm of the light field. Let the measurement noise vt be an Ornstein-Ulhenbeck process (OUP) with parameters -l/T and a�T so that its stationary covariance is a� . Using this model for the noise ensures that there is temporal coherence in the measurement-white noise would not be realistic. The time constant T is very fast, in the order of microseconds. Define then the stochastic process f) t = log (y f ) + vf . This is the signal that each pixel monitors. The logarithm, as an instantaneous invertible nonlinearity, is not essential in this model, and could be included in the luminance profile m.
The regulation task is defined in observations space. Suppose one is given a "snapshot" of the observations Yg : 5 -7 IR taken at 8 = 8g so that Yg = m( 8g +s). Rather than regulating 8t to 8 g, one can regulate yt to Y�. These two are equivalent if there is no ambiguity; a necessary and sufficient condition for 8 to be locally observable given Yt is that II\7 Yg II i= O. (The counterexample for global observability is that of a periodic function).
Problem 1 (Neuromorphic Optomotor Regulation). Given a snapshot of the light field Yg : 5 -7 IR taken at 8 = 8g such that II\7Yg II i= 0, design a controller that given the sequence of retinal events (tk' Sk,Pk), k = 0,1, ... , is able to regulate 8t to 8 g, in the sense that 8t remains in an interval [8g -0, 8g + 0] for some probability 1 -E(O).
As an additional constraint, the controller must be efficient enough to be run in real time. The number of events to be generated depends on the threshold �b chosen and the scene; to give a number, a 128 x 128 DVS [2] with �b = 1% on a mobile robot in an indoor environment generates lOOk-1m events per second on typical trajectories [6] .
III. ME THODS THAT CANNOT BE USED Let's first review a few control laws that we cannot use, either because the quantities on which they rely are unobservable, or because they cannot be efficiently computed.
A) Control if 8t is observable: If 8 was directly observable, the system (1) would be very easy to control, as it is a simple integrator with additive noise. Furthermore, it is easy to discuss the limits of performance as a function of the noise intensity.
Consider the system
where nt and Et are Brownian motion with intensity a; and a; . The analysis is particularly simple in the case with no observations noise (a; = 0) and no actuator saturation (b = (0). Without process noise, it would be appropriate to choose a bang-bang controller Ut = sign(8t) but in the noisy case it would lead to (theoretical) infinite oscillations near equilibrium.
Choosing a linear controller Ut = -I>, 8t for I>, > 0 gives the closed-loop system d8t = -I>, 8t dt + dnt. This means that 8t is a Ornstein-Ulhenbeck process (OUP) with parameters -I>, and a; . The stationary distribution is a Gaussian with mean 0 and variance a;/I>,. The control Ut, because it is proportional to 8t, is itself a OUP. The stationary distribution is a Gaussian with mean zero and variance 1>, 2 x (a;/I>,) = I>, a; . A large I>, gives better regulation performance but a larger control effort.
If there is observations noise (a; > 0) then it is appropriate to formulate an LQG problem [14, 15] . The optimal controller that minimizes a weighted sum of control energy and tracking error is still a linear function of the observations. The stationary gain is obtained by solving a pair of Riccati equations. The stationary distribution of the error is still Gaussian with variance given by the sum of two terms, the cost of controlling the dynamics 0";'/ k plus a term, often called "the cost of ignorance", that is linear in the observations noise 0";. 1) The orientation et produces the light field yt.
2) The light field yt produces the retinal event sequence.
In principle, we could define a Bayesian filter that computes the likelihood p( et I observations, commands) but it would too computationally expensive to implement in a system where low latency is the goal. Consider the evolution of the belief between the times it takes two successive retinal events at tk -l and tk. The observation model is harder to describe. The fact that there was an event at time tk at pixel Sk is evidence that the light field yt k changed significantly at time tk. But it is also evidence about the light field at other pixels. In fact, it states that there were no significant brightness changes between tk-l and tk in any other pixel. What needs to be computed is the likelihood filter from the retinal events cannot run in real time. This motivates the search for simpler classes of controllers.
IV. EFFICIENT NEUROMORPHIC OPTOMOTOR REGULATION
This section derives an efficient controller for neuromorphic optomotor regulation. The strategy is looking at a class of controllers that can be computed efficiently. The final design is a linear integration of a nonlinear function of the event direction followed by an LTI filter (Fig. 4) . With the goal of keeping the design as simple and efficient as possible, the controller is designed incrementally, starting with a naive design that works only in ideal unrealistic conditions and progressively adding complexity (Fig. 5 ). A. An ideal, unrealistic case
To develop an intuition about the problem, let's consider a scenario with a few simplifying assumptions. Assume that:
Lk(e) = p(cur event at tk, Sk I et k = e, no events since tk -l ) . 1) There is zero observations noise (O"� = 0)
2) There is zero point spread function (0"; = 0) / infinite visual acuity. For every event seen at a particular pixel, it is necessary to update statistics about all other pixels, which is O( n 2 ) in the number of pixels. The conclusion is that an optimal Bayesian
3) The sensor has an infinite number of pixels.
4) The environment profile is a hard edge with a transition from dark to light (Fig. 3a) . Indicating by C E lR is the absolute location of the edge, the environment profile is m ( x) = ( 1 + sign( x -c))/2 . with probability 1. So at each time t there would be an event at 8t = C -Bt, which is the direction of the edge in the sensor frame. If this was the case, then we could estimate the orientation Bt by remembering the last event's position: (4) Knowing Bt, we could implement a linear feedback control law. Define kt as the index of the last event at time t: kt = max{k I t k :s; t}.
Formally the controller is Ut = -r;,(8k, -c) .
There are two problems with this strategy. First, because of sensor noise which generates events all over the field of view (Fig. 1) , the command signal will be discontinuous. Second, a generalization to other environments rather than a single edge is needed.
B. Generalization to other environments
Let's address the generalization to different environments first. We need to find the equivalent of (4) that works for arbitrary environments. Ideally, we would be looking for a function f : S -+ IR that gives Two perfect edges: Consider the case where there are two edges at CI and C 2 ( Fig. 3b ):
Because one needs (6) to hold only near B = 0, say in an interval {B I IBI :s; 5} for some 5 > 0, it is possible to associate the retinal event with the closest edge, and if the edge is farther than 5 to just ignore it. This gives this expression for f (Fig. 3e) :
otherwise.
Let's see when this works. Assuming that at each time we receive two events, one for either edge, the probability of event generation Pe (8, t ) is two impulses, one centered at CI -Bt and the other at C 2 -Bt plus a baseline event rate:
In this case, it can be seen that, assuming that the two edges are at a minimum distance ICI -c 21 2: 25, the integral (6) is equal to Bt in the interval Bt E [-5, +5]. Because of noise and the fact that multiple edges might generate an event, the condition is (5) is too stringent to be satisfied. However, to use f as a basis for a controller, it is sufficient to satisfy a set of relaxed conditions:
1) The function f satisfies the relation (5) only in the expectation. Let Pe(8, t ) be the probability of event generation at pixel 8 at time t. Then, at each time t, the expectation of f with respect to the probability Pe (8, t ) must give Bt:
This condition can be further relaxed to allow equality up to a constant that can be considered a multiplicative uncertainty.
a smooth function, such as a sigmoid (Fig. 3c ). In this case many pixels could generate an event simultaneously. Later, we will discuss a more precise model, but for now consider the simple model that the event rate is proportional to the intensity of the gradient 1\7 y t I in the visual field:
Pe(8, t ) = a l\7y t l + P o 
Intuitively, each pixel v in the map gives a contribution (8 -v ) which is weighted by the probability of generating an event (\7 m V), given that the probability of B being 8 -v is Po (8 -v ) .
Assuming a Gaussian distribution for B, as used in the experiments later, the control field looks like a Gaussian derivative filter applied to l\7ml (Fig. lOb and Fig. llb) .
2) The above relation needs only to be valid in a neigh borhood of B = Bg.
It can be shown that (6) holds for Bt E [-5, +5] if l\7ml is zero at distance smaller than 5 from the boundaries of the field of view S; this means that no features get in and out of Assuming an infinite number of pixels, a perfect edge at time t will generate an event at 8 = C -Bt, so that the probability is Pe(8, t ) = 5( 8 -(c -Bt)) + P o . (8) Here P o is the baseline rate for spurious events due to noise, which is assumed constant over the visual field. Substituting (7) and (8) into the integral (6) is easy to see that it evaluates to Bt as the noise gets averaged out.
Cl: {Ut = -r;,f(8k,}. The problem with the controller (11) is that it is very sensitive to noise. In particular, because there are spurious events generated all over the field of view, the command Ut is not continuous.
C. Integration over event fields
The obvious solution is not to consider only the last event, but rather integrating the information given by the sequence of the events so that the noise is filtered out.
It is useful to define the notion of "event field". The event field E[ is a distribution over 1I' x S made up of an impulse at each observed event at (tk, Sk).
Definition 2 (Event field). Define the "event field" E[ as
where <5(x) is the impulse centered at x.
(12)
The statistics that can be computed efficiently are those that can be written as the convolution of the event field E[ with the function f : S ---+ R The evolution of such statistics St E JR is described by
The previous equation is just an elegant way to write a sum pages. However, I am not sure it is worth the effort. Working with the sensor, the hunch is that having a finite threshold and nonnegligible noise are fundamental issues that must be faced, rather than swept under the rug by averaging or considering the limit. Back to the analysis. The issue with the controller (14) is that we have introduced an unwanted integral action. In fact, assuming (6) , the expected value of the statistics St is the integral of the orientation 0:
The noise Vt models the contribution from the spurious events.
Because the noise is constant over the retinal field, this noise is zero mean so it does not introduce an unwanted bias. Assuming (15) holds, the closed-loop dynamics of the system is
over f evaluated at the spatiotemporal position of each event. The deterministic part is:
In fact, from (12), equation (13) {�t Ut = satb( Ut ), = -r;,Ot · Near the origin, the actuator saturation is not important, and the deterministic part is an LTI system on JR 2 . The dynamics matrix associated to the system is A = (!! k 6), whose eigenvalues are ),1, 2 = 0 ± iVk. This explains the oscillatory behavior.
Compared to (11), this signal is now robust to the noise due to the integration of the contribution of each event.
E. Using a low-pass filter always helps
D. Integration by itself does not help
Unfortunately, the controller (14) is not enough to ensure stability. The orientation 0 will oscillate around 0 in a limit cycle. Fig. 6 shows the results of implementing this control law in simulation in a case with nonzero pixel noise (O'� > 0) and finite visual acuity (0'; > 0). Here's an analysis that explain this phenomenon. This analysis, like those following later, has two limits:
1) It uses the continuous time approximation by consider ing the process St rather than St k' This is valid as the interval between successive events gets smaller. 2) It looks at the deterministic part of the dynamics, obtained after averaging over the observations noise. The divergence between the approximation and the real system can be bounded relatively easily as the brightness threshold t::. b and the noise O'� gets smaller, given good will and a few more A simple modification that works better is using a leaky integration, that is, a low-pass filter (who smells a PID?).
Let a > 0 be a time constant to be chosen. The statistics (13) is modified in using a first-order filter: (l7) with a > 0 and r;, > 0 constants to be chosen, and f an environment-dependent function that satisfies the con straint (6) .
How to choose a and r;,? Eventually we would need to tune r;, as a function of the noise. Consequently, it's useful to find the best choice of a as a function of r;,. The deterministic part of the closed loop dynamics is the LTI system = �t, = -a�t -�Ot . The dynamics matrix is A = (!! a -�/ a ) with eigenvalues To reduce oscillations, it makes sense to choose a as a function of /-1, so that the imaginary part of the eigenvalues is zero. This gives a = {I /-1, 2 14 and the real part of the two eigenvalues is -Vkfi. This does not mean we can have arbitrarily good performance by choosing a large k, because there is also actuator saturation and process and observations noise to consider. Furthermore, the matrix A itself is non diagonalizable, so there will always be some overshoot regardless of the gain k.
When implementing this control law we find that it works in the case of the simple edge. However, if the edge is very smooth, then the error does not go to zero (Fig. 7 c-d) . To explain this behavior we have to take a closer look at how retinal events are generated. F. Velocity-dependent event rate make the problem nonlinear So far we have been looking at the model of the retinal events generation for noiseless pixels and an ideal edge. If we look at a more detailed model, we will find that there are some nonlinear phenomena. These nonlinearities explain the unsatisfactory performance of the controller (17).
The phenomenon to take into account is that the event rate is dependent on the angular velocity. In the limit, if the vehicle did not move, the environment is static, and there was no observations noise, then there is no change in the light field and zero events are generated. Assuming nonzero process noise (7� and nonzero observations noise (7� then there is always of baseline of events generated even when choosing zero commands. Let's find a model that relates the event rate with the angular velocity.
Pick a single pixel in direction s E S and look at the light field yt seen by that pixel. In an interval [t, t + 6.t l the value goes from yt to yt+t�t' Assuming the threshold 6.b is small, then the number of events is proportional to Iyt+�t -yt I I 6 .b · The instantaneous rate is proportional to the absolute value of the derivative iJ, which is proportional to the angular velocity times the gradient of the light field. Denoting Vys as the gradient in direction of s , we have We need to revise our reasoning about the closed-loop dynamics to take into account this nonlinear phenomenon.
Using (19), the event field is dEt ex IWt Vys I , and so (16) becomes dSt =-aSt dt-�et IWt l JIVyslds.
The qualitative behavior of the system is the same for any a, /-1, > 0, so to study this system fix /-1, = 1, a = 1. Let's also assume that I Vys I is constant, which means the case where the light field is piece-wise linear. The deterministic part of the closed-loop dynamics is then
Note the term IUt l that multiplies the feedback term. This dynamics is still asymptotically stable, however the problem is that u vanishes for small u. this makes the manifold U = 0 an attractor (Fig. 8b) . is equivalent to a nonlinear system (O,u) where the manifold u = 0 is an attractor. The system will eventually reach the origin due to the process noise that moves the system away from that manifold, however the convergence is slow. (c) Using a controller (21) with a signed square root nonlinearity improves the convergence behavior. This is one of those cases where the noise in the obser vations actually helps stability. The state cannot be stuck on the manifold U = 0 because the noise will drive it away.
So eventually we will reach a neighborhood of the origin. However, the performance is not satisfactory. Because of the finite resolution 6.b the dynamics might get stuck before reaching the goal (Fig. 7) .
G. A nonlinearity saves the day
We have the opportunity to do an exercise in nonlinear controller design. Suppose we allow for a nonlinearity The effect of 9 on the deterministic part of the closed-loop (19) dynamics is that it becomes a system of the kind Let's revise the previous reasoning taking into account that the event rate depends on the angular velocity Wt . Here is an exercise in nonlinear control design. How to choose g in (22) to improve the behavior of the system? The intuition is that if g is chosen to be linear, then the effect is too "soft". Then a natural choice is to choose the (signed) square root:
g(x) = sgn(x)VIxI. The derivative of g tends to +00 as x -+ 0, so that it gives a nice "kick" to the dynamics. The dynamics of (22) The behavior of this system is remarkably close to the linear system (18), as can be seen by comparing Fig. 8a and Fig. 8c .
This controller successfully stabilizes the orientation in the case of the smooth edge (Fig. 9) . Other results for this controller can be seen in panels m-v in Fig. 10-11 . Panels m-q show the results for gain k = 1 and panels r-v show the results for gain fi, = 0.1. The first case is just below the limit for actuator saturation.
Empirically it is observed that the gain k affects the control effort linearly (panels n, s), however, it does not decrease the variation of e linearly, like in the observable case studied in Section III (panels m,r) . This motivates future work for a quantitative study of the full nonlinear and stochastic system. (21) for a smooth edge. The system oscillates around 0 = 0 due to noise, though note that this is not due to actuator saturation.
V. CONCLUSIONS
This paper considered the problem of designing an heading regulator based on the output of a neuromorphic sensor. The final design is a controller that computes a linear filter whose input is a nonlinear function of the positions of retinal events.
There are several open problems to be addressed in future work. First, the arguments for stability presented considered only the deterministic part of the closed-loop system. One expects that the system is not stochastically stable for large enough process and observations noise, and it would be interesting to find performance bounds as a function of those parameters. The difficulty is the nonlinearity of the image formation model and the event generation model.
Another problem is tuning the various parameters. Analytic tuning is not satisfying due to the nonlinearity. One possible approach is adaptive tuning. For example, it is easy to see that if there are too many oscillations (Fig. llr vs Fig. llw) the gain is too high. This suggests simple adaptive strategies in which the gain is regulated as a function of the variation of the command signal.
Once these problems are solved, the challenge is to extend this orientation regulation setting to the trajectory regulation setting, in which the vehicle is given a nominal trajectory in SE( n ) to follow by steering the orientation. The controllers considered in this paper could be adapted by making the function f (s) time variant, so that it encodes what the vehicle expects to see at each time t.
