





































models  is  one  of  the most  significant  drawbacks  in  ITC. Many models  for  studying 
macromolecular  interactions  can  be  found  in  the  literature,  but  it  looks  like  each 
biological system requires specific modeling and data analysis approaches. The aim of 
this  article  is  to  solve  this  lack  of  unity  and  provide  a  unified  methodological 
framework  for  studying  binding  interactions  by  ITC  that  can  be  applied  to  any 


















Isothermal  titration  calorimetry  (ITC)  has  become  a  standard  laboratory 
technique worldwide.  ITC  allows  the  simultaneous  determination  of  the  association 
equilibrium constant, the binding enthalpy and the binding stoichiometry in a binding 
process  where  non‐covalent  interactions  are  established  in  solution.  Regarding  its 
applicability, researchers employ ITC for characterizing biomacromolecular interactions 
involving  proteins,  nucleic  acids,  carbohydrates,  lipids,  low‐molecular‐weight 





Just  a  few decades  ago  calorimetry was  considered  a marginal  technique  in  the 
applied chemistry  field. Nowadays,  the widespread use of  ITC  for biological systems, 


















The  last  point  is  even  applicable  to  standard models  (e.g.  protein with  a  single 
binding site), because of many ITC users lacking the appropriate experimental training 
and knowledge about fundamental concepts associated with binding and, in particular, 
calorimetry. Thus,  it  is not uncommon  to observe misinterpretations and  systematic 
errors  in published work.  In addition, commercial  software packages  for  ITC analysis 
contain only a few binding models and, consequently, users must either develop their 
own  fitting  routines  for  specific  binding models  or  rely  on  the  capability  to  apply 
standard models  to more complex systems with  the appropriate assumptions  (under 
certain  circumstances  a  complex model  can  be  reasonably  substituted  by  a  simple, 
approximate model). 
 
Many  models  for  studying  macromolecular  interactions  can  be  found  in  the 
literature: protein with a single binding site, protein with several independent binding 
sites, protein with  several binding  sites exhibiting  cooperative  interactions  (chemical 
homotropic  and  heterotropic  linkage),  oligomeric  protein  dissociation,  protein  self‐






binding  interactions  by  ITC  that  can  be  applied  to  any  experimental  system.  This 
methodology is based on the binding polynomial, the partition function of the system 
containing  all  relevant  information  [1‐3].  As  it  occurs  with  many  general 
methodologies,  it may  seem artificially complex  for  simple  systems  (i.e.  like "using a 
sledgehammer  to  crack  a  nut”),  but  the  easy  and  straightforward  generalization  to 
complex systems represents a remarkable benefit. Providing a unified framework does 
not  preclude  the  user  for  acquiring  proficient  training  and  knowledge  about 
experimental and theoretical aspects of binding  interactions, as well as data analysis. 
The methodology and tools described here are directed to the appropriate description 




obtaining  additional  information  (e.g.  performing  experiments  at  different 
temperatures,  ionic  strengths, pH’s, co‐solutes, etc.  in order  to estimate  the binding 
heat  capacity,  the  net  number  of  protons/ions/molecules  exchanged  upon  binding, 
etc., or adopting different experimental approaches), as well as technical descriptions 
and  protocols  for  ITC  experiments,  can  be  readily  found  elsewhere.  Specific  details 
about  the  data  pre‐analysis  (e.g.  baseline  correction,  integration  of  peaks,  etc.)  are 
expected to be already known to the ITC user. 
 
Before  advancing  to  the  following  sections  two  important observations must be 
made. First, the set of binding equations does not imply any restrictive assumption (at 
least,  other  than  dilute  solutions  are  considered  and,  therefore,  activities  can  be 
replaced by  concentrations; alternatively,  the activity  coefficients  can be  considered 
included  in  the  equilibrium  constants)  and  it  is  valid  for  any  technique  suitable  for 
binding  studies  (e.g.  circular dichroism,  fluorescence  spectroscopy, nuclear magnetic 
resonance).  The  basic  difference  consists  of  the  final  observable  employed  in  each 
technique  (e.g. heat, ellipticity,  fluorescence  intensity, chemical  shift). Second,  ITC  is 
not a differential technique, but a  finite‐difference technique. Thus,  finite changes  in 
the excess molar enthalpy of the system (heat evolved at constant pressure) triggered 
by  finite  changes  in  the  composition  of  the  system  are  monitored.  Therefore, 
cumulative data must not be employed (minimizing systematic errors) and differential 
equations  should not be  employed  for modeling  the  system. Differential  equations‐
based approaches are fine for academic purposes, but they really do not have added 













                    (1) 
The meaning  of  these  equilibrium  constants  is  simple  and  rather  ambiguous  at  the 
same time, since they are not associated with specific binding sites, but with subsets of 







ߚ௜ ൌ ∏ ܭ௝௝ୀ௜௝ୀଵ
ܭ௜ ൌ ఉ೔ఉ೔షభ
                    (2) 
From  now  on,  and  for  the  sake  of  simplicity,  we  will  only  employ  the  overall 
association  constants.  These  association  constants  constitute  a  set  of  macroscopic 
phenomenological  model‐free  parameters  governing  the  binding  equilibrium  (i.e. 
statistical distribution of the macromolecule into the different liganded states), and no 





ܼ ൌ ∑ ݁ݔ݌൫െ∆ܩ෠௜/ܴܶ൯௡௜ୀ଴                 (3) 
where R  is the  ideal gas constant, T  is the absolute temperature and Ĝi  is the Gibbs 
energy difference between  the  liganded  state with  i  ligands bound  and  a  reference 
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state.  The  ligand‐free  macromolecule,  the  state  with  higher  energy  (since  ligand 
binding always lowers the Gibbs energy of the system), is taken as the reference state, 
and  each  exponential  term  is  equal  to  the  relative  population  ratio  of  the 
corresponding liganded state: 
݁ݔ݌൫െ∆ܩ෠௜/ܴܶ൯ ൌ ሾ௉௅೔ሿሾ௉ሿ ൌ ߚ௜ሾܮሿ௜              (4) 
The Gibbs energy Ĝi does not coincide with the usual definition for the Gibbs energy 
Gi = –RTlni, but it contains an additional term –iRTln[L] accounting for the additional 





ܼ ൌ ∑ ሾ௉௅೔ሿሾ௉ሿ௡௜ୀ଴ ൌ ∑ ߚ௜ሾܮሿ௜௡௜ୀ଴ ൌ ௡࣪ሺሾܮሿ, ሼߚ௜ሽሻ          (5) 
Thus, the partition function is an n‐degree polynomial in [L], with positive coefficients 
equal  to  the overall association constants. Although  it has not been  indicated  in  the 
previous  expression,  the dependence on  the  environmental  variables  (pressure, pH, 
ionic  strength,  co‐solute  concentrations,…)  is  implicitly  assumed.  The  previous 
equation provides an operational method for defining the binding polynomial for any 
biological  system:  sum  the  concentrations  of  all  possible  liganded  states  for  the 
macromolecule  and  divide  by  the  concentration  of  ligand‐free macromolecule.  The 
molar fraction of each liganded state, i, is given by: 
߯௜ ൌ ሾ௉௅೔ሿሾ௉ሿ೅ ൌ
ఉ೔ሾ௅ሿ೔





information related to the binding  in the system;  in particular,  it defines the average 
number of ligand molecules bound per macromolecule, nLB = [L]bound/[P]T (which is the 













ൌ ∑ ∆ு೔ఉ೔ሾ௅ሿ೔೙೔సబ∑ ఉ೔ሾ௅ሿ೔೙೔సబ ൌ ∑ ∆ܪ௜߯௜
௡௜ୀ଴
〈∆ܩ〉 ൌ െܴ݈ܼܶ݊ ൌ െܴ݈ܶ݊൫∑ ߚ௜ሾܮሿ௜௡௜ୀ଴ ൯
  (7) 
where Hi is the overall enthalpy associated with the formation of complex PLi. This set 




ቀడ௟௡ఞ೔డ௟௡ሾ௅ሿቁ்,௣,… ൌ ݅ െ ݊௅஻
ቀడ௟௡ఞ೔డ் ቁሾ௅ሿ,௣,… ൌ
ଵ
ோ்మ ሺΔܪ௜ െ 〈Δܪ〉ሻ
              (8) 
indicating that the molar fraction of complex PLi reaches a maximum value, regarding 
the  concentration  of  free  ligand  and  the  temperature,  when  the  average  ligation 
number  and  the  average  excess  molar  enthalpy  of  the  system  coincide  with  the 
particular  ligation  number  and  excess  enthalpy  of  the  complex  PLi,  respectively.  In 
addition, the homotropic derivative of nLB defines the binding capacity [3,5,6]: 
ቀ డ௡ಽಳడ௟௡ሾ௅ሿቁ்,௣,… ൌ 〈݅














            (10) 











behave  independently,  but  binding  sites  belonging  to  the  same  subset  behave with 
(positive) cooperativity).  In addition,  if  the binding  sites within a given group can be 
considered independent, Zg can be further factorized: 
ܼ ൌ ∏ ൫∏ ൫1 ൅ ݇௚,௜ሾܮሿ൯௡೒௜ୀ଴ ൯ே௚ୀଵ               (12) 
and, if all binding sites within a group are identical: 
ܼ ൌ ∏ ൫1 ൅ ݇௚ሾܮሿ൯௡೒ே௚ୀଵ                 (13) 









൑ 1                  (14) 
If all i = 1 the binding sites are identical and independent; if all i  1 the binding sites 







The  binding  polynomial  can  be  generalized  for  a  macromolecule  capable  of 
binding two ligands, A with nA sites and B with nB sites [3]: 
ܼ ൌ ∑ ∑ ሾ௉஺ೞ஻೟ሿሾ௉ሿ
௡ಲ௦ୀ଴
௡ಳ௧ୀ଴ ൌ ∑ ∑ ߚ௦௧ሾܣሿ௦ሾܤሿ௧௡ಲ௦ୀ଴௡ಳ௧ୀ଴           (15) 






ܼ ൌ ∑ ߚ௦଴ሾܣሿ௦ ∑ ߚ௧/௦ሾܤሿ௧௡ಳ௧ୀ଴௡ಲ௦ୀ଴ ൌ ∑ ߚ௦଴ܼ௦,஻ሾܣሿ௦௡ಲ௦ୀ଴ ൌ ∑ ߚ௦௔௣௣ሾܣሿ௦௡ಲ௦ୀ଴     (16) 
where ZS,B  is  the binding polynomial  for B  restricted  to  the subset of PAs complexes. 
From the binding polynomial average quantities can be calculated: 
݊஺஻ ൌ ቀ డ௟௡௓డ௟௡ሾ஺ሿቁ்,௣,ሾ஻ሿ,…
݊஻஻ ൌ ቀ డ௟௡௓డ௟௡ሾ஻ሿቁ்,௣,ሾ஺ሿ,…
〈∆ܪ〉 ൌ ܴܶଶ ቀడ௟௡௓డ் ቁ௣,ሾ஺ሿ,ሾ஻ሿ…
〈∆ܩ〉 ൌ െܴ݈ܼܶ݊
                (17) 
And,  by  virtue  of  Maxwell  relations  and  Legendre  transformations,  chemical 
heterotropic linkage relationships between ligands A and B can be obtained [3]. 
 
The  binding  polynomial  can  also  be  generalized  for  a macromolecule  exhibiting 
different  conformations  with  different  ligand  binding  affinities,  giving  rise  to  the 
general  allosteric model  [3].  In  a broad  sense,  allosterism  can be  considered  as  the 
modulation of conformational equilibrium by  ligand binding. Different conformations 
of a macromolecule  interact with a given  ligand with different binding affinities, and, 
thus,  in  the  presence  of  that  ligand  the  conformational  equilibrium  is  redistributed 
towards those conformational states able to bind that ligand. In addition, the different 
conformational  states  possess  different  biological  activities  (i.e.  different  ability  to 
interact with other biological partners). Therefore, the interaction of a macromolecule 
with  a  ligand will  influence  the ability of  that macromolecule  to  interact with other 
ligands. According to the general allosteric model the binding polynomial for a protein 
with m+1 conformations and n ligand binding sites is given by: 
ܼ ൌ ∑ ∑ ሾ௉ೞ௅೔ሿሾ௉ሿ௡௜ୀ଴௠௦ୀ଴ ൌ ∑ ∑
ఉೞ೔ሾ௉ೞሿሾ௅ሿ೔
ሾ௉ሿ
௡௜ୀ଴௠௦ୀ଴ ൌ ∑ ∑ ߚ௦௜ߛ௦ሾܮሿ௜௡௜ୀ଴௠௦ୀ଴       (18) 
where  si  is  the  overall  association  constant  for  the  complex  PsLi  and  s  is  the 
conformational  equilibrium  constant  for  the  Ps  conformation  (ߛ௦ ൌ ሾ௉ೞሿሾ௉ሿ ).  Regrouping 
terms the binding polynomial can be written as: 
ܼ ൌ ∑ ߛ௦ ∑ ߚ௦௜ሾܮሿ௜௡௜ୀ଴௠௦ୀ଴ ൌ ∑ ߛ௦ܼ௦௠௦ୀ଴
ܼ ൌ ∑ ሺ∑ ߚ௦௜ߛ௦௠௦ୀ଴ ሻሾܮሿ௜௡௜ୀ଴ ൌ ∑ ߚ௜௔௣௣ሾܮሿ௜௡௜ୀ଴







two  possible  conformations,  R  and  T,  and  n  independent  ligand  binding  sites,  the 
binding polynomial is given by: 
ܼ ൌ ሺ1 ൅ ݇ோሾܮሿሻ௡ ൅ ߛሺ1 ൅ ்݇ሾܮሿሻ௡ ൌ ∑ ቀ݊݅ ቁ ൫݇ோ௜ ൅ ߛ݇௜் ൯ሾܮሿ௜௡௜ୀ଴ ൌ ∑ ߚ௜
௔௣௣ሾܮሿ௜௡௜ୀ଴  




because  the  macromolecule  consists  of  n  subunits  undergoing  a  simultaneous 
conformational  change, with no mixed  conformational  species, modulated by  ligand 
binding  [9].  Interestingly,  conformations  R  and  T  are  not  intrinsically  cooperative 
regarding  ligand binding, but  ligand binding drives a  cooperative  transition between 
the  two  conformations.  In  particular,  if  there  is  just  one  ligand  binding  site  (i.e.  no 
cooperativity): 
ܼ ൌ 1 ൅ ݇ோሾܮሿ ൅ ߛሺ1 ൅ ்݇ሾܮሿሻ ൌ ሺ1 ൅ ߛሻ ൅ ሺ݇ோ ൅ ߛ்݇ሻሾܮሿ      (21) 
the macromolecule  exhibits  a  conformational  equilibrium  between  two  states with 
different ligand binding affinities. 
 




ܼ ൌ ∑ ߚ௜௜ߛ௜ሾܮሿ௜௡௜ୀ଴ ൌ ∑ ߚ௜௔௣௣ሾܮሿ௜௡௜ୀ଴               (22) 
where  ii  is  the  overall  association  constant  for  i  ligand  molecules  to  the 
macromolecule with i subunits in R conformation. Each term iii contains the intrinsic 




and MWC models  is  that  in  the  former  the  binding  of  ligand  triggers  the  subunit 
11 
 
conformational  change  (induced  fit)  and  the  macromolecule  shows  intrinsic 
cooperativity regarding  ligand binding, whereas  in  the  latter  the  ligand binding shifts 
the  pre‐existing  conformational  equilibrium  (conformational  selection)  and  each 
conformation shows no intrinsic ligand binding cooperativity. 
 




ܼ ൌ ∑ ∑ ௠ሾ௉೘௅೔ሿሾ௉ሿ
௡೘௜ୀ଴
௠ೞ௠ୀଵ ൌ ∑ ∑ ݉ߚ௦௠ߚ௠௜ሾܲሿ௠ିଵሾܮሿ௜௡೘௜ୀ଴௠ೞ௠ୀଵ       (23) 
where m is the order of the self‐association state of the macromolecule (it is included 
as  a normalizing  factor  to quantify  the macromolecule  concentration  in  a monomer 
basis),  ms  is  its  maximal  self‐association  order,  sm  is  the  m‐order  self‐association 
constant,  and  mi  and  nm  are  the  overall  association  constant  for  the  binding  of  i 
ligands to and the number of binding sites in the m‐order self‐association state of the 
macromolecule, respectively. Then, the binding polynomial can be expressed in terms 
of  the  partial  binding  polynomials  Zm  for  each m‐order  self‐association  state  of  the 
macromolecule: 
ܼ ൌ ∑ ݉ߚ௦௠ሾܲሿ௠ିଵ൫∑ ߚ௠௜ሾܮሿ௜௡೘௜ୀ଴ ൯௠ೞ௠ୀଵ ൌ ∑ ݉ߚ௦௠ሾܲሿ௠ିଵܼ௠௠ೞ௠ୀଵ     (24) 
and from that binding polynomial average quantities can be calculated (Eq. 7). 
For an m‐order self‐associating macromolecule not all low‐order self‐association states 









ሾܮሿ் ൌ ሾܮሿ ൅ ሾܲሿ் డ௟௡௓డ௟௡ሾ௅ሿ






ሾܮሿ் ൌ ሾܮሿ ൅ ሾܲሿሾܮሿ డ௓డሾ௅ሿ
                (26) 
In the first form (method 1) an n+1‐degree polynomial equation in [L] is obtained: 
ሾܮሿ ൅ ሾܲሿ் డ௟௡௓డ௟௡ሾ௅ሿ െ ሾܮሿ் ൌ 0                (27) 
whereas  in the second form (method 2) a set of non‐linear equations  in [P] and [L]  is 
obtained: 
ሾܲሿܼ െ ሾܲሿ் ൌ 0
ሾܮሿ ൅ ሾܲሿሾܮሿ డ௓డሾ௅ሿ െ ሾܮሿ் ൌ 0
                (28) 
These sets of equations can be solved analytically for simple systems (e.g. one or two 




ሾܲܮ௜ሿ ൌ ሾܲሿ்߯௜ ൌ ሾܲሿ் ఉ೔ሾ௅ሿ
೔
௓ ൌ ߚ௜ሾܲሿሾܮሿ௜            (29) 
Although  both  approaches  are  equivalent, method  2  is more  easily  generalized  (in 




Because  analytical methods  have  limited  use  for  solving  polynomial  equations, 
numerical  methods  are  preferred.  Newton‐Raphson  method  provides  an  easily 
programmable  and  generalizable  algorithm  with  reasonably  fast  convergence  for 
solving the binding equations. For method 1, a recursive relationship is defined: 
ሾܮሿ ൅ ሾܲሿ் డ௟௡௓డ௟௡ሾ௅ሿ െ ሾܮሿ் ൌ 0	 ⇒ 	݂ሺሾܮሿሻ ൌ 0
ሾܮሿ௞ାଵ ൌ ሾܮሿ௞ െ ௙ሺሾ௅ሿೖሻ௙ᇲሺሾ௅ሿೖሻ , until	|ሾܮሿ௞ାଵ െ ሾܮሿ௞| ൏ ߝ
          (30) 
Selecting an appropriate initial value and a convergence limit, [L] can be calculated for 




ሾܲሿܼ െ ሾܲሿ் ൌ 0
ሾܮሿ ൅ ሾܲሿሾܮሿ డ௓డሾ௅ሿ െ ሾܮሿ் ൌ 0
ൡ 	⇒ 	 ൜ ଵ݂ሺሾܲሿ, ሾܮሿሻ ൌ 0
ଶ݂ሺሾܲሿ, ሾܮሿሻ ൌ 0 	⇒ 	
Ԧ݂ሺݔԦሻ ൌ 0
ݔԦ௞ାଵ ൌ ݔԦ௞ െ ܬିଵሺݔԦ௞ሻ ∙ Ԧ݂ሺݔԦ௞ሻ, until	|ݔԦ௞ାଵ െ ݔԦ௞| ൏ ߝ
      (31) 
where  J  is  the  Jacobian matrix  (ܬ௣௤ ൌ డ௙೛ሺ௫Ԧሻడ௫೜ )  associated with  the  set  of  equations. 
Similarly, selecting appropriate initial values and a convergence limit, [P] and [L] can be 




Up  to  now,  we  have  dealt  with  solving  a  binding  equilibrium  for  given  total 
concentrations of macromolecule and ligand. In an ITC experiment the composition of 
the calorimetric cell changes as  the solution  from  the syringe  is  injected sequentially 
and  the  heat  associated with  each  injection  is measured. As  a  result,  the  system  is 





This  involves  solving  the  binding  equations  for  each  injection  (experimental  point) 
along the titration. And, for this calculation, the total concentration of macromolecule 
and  ligand, [P]T and [L]T,  in the calorimetric cell must be calculated. For any chemical 
species  located  in  the  syringe  at  concentration  [S]0  the  concentration  in  the 
calorimetric cell after injection j is given by: 
ሾܵሿ்,௝ ൌ ሾܵሿ଴ ቀ1 െ ∏ ቀ1 െ ௩ೝ௏బቁ
௝
௥ୀଵ ቁ              (32) 
where vr  is the volume for each  injection and V0  is the cell volume. Similarly,  for any 
chemical species  located  initially  in the cell at concentration [C]0 the concentration  in 
the calorimetric cell after injection j is given by: 
ሾܥሿ்,௝ ൌ ሾܥሿ଴ ∏ ቀ1 െ ௩ೝ௏బቁ
௝
௥ୀଵ                 (33) 
These expressions are valid for a displacement‐type calorimeter operating at constant 
cell  volume,  that  is, when  injecting  a  given  volume  from  the  syringe,  an  equivalent 
volume  is  expelled  from  the  cell  with  no  simultaneous  mixing.  There  are  other 
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expressions  for  calculating  these  concentrations  upon  other  assumptions  (e.g. 




[PLi]j,  are  calculated,  the  heat  effect  associated  with  each  injection,  qj,  can  be 
calculated as a finite‐difference: 
ݍ௝ ൌ ଴ܸ ቆሾܲሿ்,௝〈Δܪ〉௝ െ ሾܲሿ்,௝ିଵ〈Δܪ〉௝ିଵ ቀ1 െ ௩ೕ௏బቁቇ ൌ ଴ܸ ∑ Δܪ௜ ቆሾܲܮ௜ሿ௝ െ
௡௜ୀଵ
ሾܲܮ௜ሿ௝ିଵ ቀ1 െ ௩ೕ௏బቁቇ                  (34) 
Usually,  an  additional  adjustable  parameter  qd  accounting  for  non‐zero  background 
injection heat due to titrant dilution/injection is included in the right‐hand side of the 
previous  equation.  Also,  the  heat  effect  is  normalized  by  the  amount  of  titrant 
injected, nLT: 






the calculated values and  the  thermodynamic binding parameters  ({i},  {Hi}) can be 
estimated  through  an  iterative  non‐linear  least‐squares  regression  analysis.  For  this 
purpose the Levenberg‐Marquardt algorithm has been employed  (as  implemented  in 
Origin 7.0). Other appropriate algorithms (e.g. steepest descent or conjugate gradient 
















This  is  the  simplest  case  and  it  will  be  employed  as  an  example  for 
comprehensively describing all calculation steps. As  indicated above, this case can be 
handled  using  much  simpler  and  direct  approaches,  but  mastering  the  general 
methodology  at  this  level  guarantees  a  successful  application  to  more  complex 
systems. 
 
Evidently,  in  this  system  the  association  constant,  ,  and  the  overall  binding 
enthalpy,  H,  coincide  with  the  step‐wise  association  constant  Ki  and  step‐wise 
association  enthalpy  H,  as  well  as  with  the  microscopic  site‐specific  association 
constant k and the binding enthalpy h. 
 
A macromolecule with  a  single  ligand  binding  site  is  represented  by  an  overall 
association constant  and an overall binding enthalpy H. The binding polynomial  is 
given by: 
ܼ ൌ 1 ൅ ߚሾܮሿ                    (36) 
from which: 
݊௅஻ ൌ ఉሾ௅ሿଵାఉሾ௅ሿ
〈Δܪ〉 ൌ ఉሾ௅ሿଵାఉሾ௅ሿ Δܪ








ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚሾܮሿሻ
ሾܮሿ் ൌ ሾܮሿ ൅ ሾܲሿ் ఉሾ௅ሿଵାఉሾ௅ሿ
                (39) 
from which a quadratic equation in [L] is obtained: 
ሾܮሿଶߚ ൅ ሾܮሿ൫1 ൅ ߚሺሾܲሿ் െ ሾܮሿ்ሻ൯ െ ሾܮሿ் ൌ 0          (40) 
that can be solved numerically by the Newton‐Raphson iterative algorithm: 
ሾܮሿ௞ାଵ ൌ ሾܮሿ௞ െ ఉሾ௅ሿೖ
మାሾ௅ሿೖ൫ଵାఉሺሾ௉ሿ೅ିሾ௅ሿ೅ሻ൯ିሾ௅ሿ೅
ଶఉሾ௅ሿೖାଵାఉሺሾ௉ሿ೅ିሾ௅ሿ೅ሻ           (41) 
According to method 2 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚሾܮሿሻ
ሾܮሿ் ൌ ሾܮሿ ൅ ߚሾܲሿሾܮሿ                 (42) 
from which a set of non‐linear equations in [P] and [L] is obtained: 
ሾܲሿ ൅ ߚሾܲሿሾܮሿ െ ሾܲሿ் ൌ 0






1 ൅ ߚሾܲሿ௞ െߚሾܲሿ௞
െߚሾܮሿ௞ 1 ൅ ߚሾܮሿ௞൰ ∙ ൬
ሾܲሿ௞ ൅ ߚሾܲሿ௞ሾܮሿ௞ െ ሾܲሿ்
ሾܮሿ௞ ൅ ߚሾܲሿ௞ሾܮሿ௞ െ ሾܮሿ் ൰  (44) 
The  concentration  of  the  macromolecule‐ligand  complex  can  be  readily  calculated 
from the free macromolecule and ligand concentrations, [P] and [L]: 
ሾܲܮሿ ൌ ሾܲሿ் ఉሾ௅ሿଵାఉሾ௅ሿ ൌ ߚሾܲሿሾܮሿ              (45) 
If  these  calculations  are  performed  for  each  injection  j,  then,  the  normalized  heat 
associated with injection j along the calorimetric titration is given by: 
ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቆ ଴ܸΔܪ ቆሾܲܮሿ௝ െ ሾܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ ݍௗቇ        (46) 
and  the  non‐linear  least  squares  regression  analysis  allows  estimating  the 
thermodynamic binding parameters. A macromolecule with a single binding site is the 
most  common  situation  found  in  the  literature.  Figure  2  shows  two  examples  of  a 
single  ligand  binding:  EDTA  interacting  with  calcium  and  NS3  protease  from  the 
hepatitis C virus interacting with its inhibitor danoprevir. 
 
These  equations  can  be  applied  to  any  experimental  set‐up:  ligand  A  solution 
titrated  into  a  macromolecule  solution  (direct  titration),  macromolecule  solution 
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The next  level  in  complexity  corresponds  to  a macromolecule with  two binding 
sites  for  a  ligand.  The  two  binding  sites  may  be  identical  or  non‐identical,  and 
independent or cooperative. Although the data analysis to be performed can be based 
on  the  microscopic  site‐specific  association  constants,  k1  and  k2,  the  site‐specific 
binding enthalpies, h1 and h2, and the cooperativity parameters,  and h, it is best 
to employ the general phenomenological model based on the overall parameters and 
later  select  the  appropriate  specific  model  depending  on  their  values.  A  detailed 
description and different examples can be found elsewhere [14,15]. 
 
A  macromolecule  with  two  ligand  binding  sites  is  represented  by  two  overall 
association constants, 1 and 2, and two overall binding enthalpies, H1 and H2. The 
binding polynomial is given by: 






                (48) 







                  (49) 
According to method 1 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚଵሾܮሿ ൅ ߚଶሾܮሿଶሻ
ሾܮሿ் ൌ ሾܮሿ ൅ ሾܲሿ் ఉభሾ௅ሿାଶఉమሾ௅ሿ
మ
ଵାఉభሾ௅ሿାఉమሾ௅ሿమ




ሾܮሿଷߚଶ ൅ ሾܮሿଶ൫ߚଵ ൅ ߚଶሺ2ሾܲሿ் െ ሾܮሿ்ሻ൯ ൅ ሾܮሿ൫1 ൅ ߚଵሺሾܲሿ் െ ሾܮሿ்ሻ൯ െ ሾܮሿ் ൌ 0 
                      (51) 
that can be solved numerically by the Newton‐Raphson iterative algorithm: 
ሾܮሿ௞ାଵ ൌ ሾܮሿ௞ െ ௙ሺሾ௅ሿೖሻ௙ᇱሺሾ௅ሿೖሻ                (52) 
According to method 2 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚଵሾܮሿ ൅ ߚଶሾܮሿଶሻ
ሾܮሿ் ൌ ሾܮሿ ൅ ߚଵሾܲሿሾܮሿ ൅ 2ߚଶሾܲሿሾܮሿଶ            (53) 
from which a set of non‐linear equations in [P] and [L] is obtained: 
ሾܲሿ ൅ ߚଵሾܲሿሾܮሿ ൅ ߚଶሾܲሿሾܮሿଶ െ ሾܲሿ் ൌ 0





ିଵሺሾܲሿ௞, ሾܮሿ௞ሻ ∙ ൬ ଵ݂ሺሾܲሿ௞, ሾܮሿ௞ሻଶ݂ሺሾܲሿ௞, ሾܮሿ௞ሻ൰        (55) 
The  concentration of  the macromolecule‐ligand  complexes  can be  readily  calculated 
from the free macromolecule and ligand concentrations, [P] and [L]: 
ሾܲܮሿ ൌ ሾܲሿ் ఉభሾ௅ሿଵାఉభሾ௅ሿାఉమሾ௅ሿమ ൌ ߚଵሾܲሿሾܮሿ
ሾܲܮଶሿ ൌ ሾܲሿ் ఉమሾ௅ሿ
మ
ଵାఉభሾ௅ሿାఉమሾ௅ሿమ ൌ ߚଶሾܲሿሾܮሿ
ଶ            (56) 
If  these  calculations  are  performed  for  each  injection  j,  then,  the  normalized  heat 
associated with injection j along the calorimetric titration is given by: 
ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቆ ଴ܸ ൭Δܪଵ ቆሾܲܮሿ௝ െ ሾܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ Δܪଶ ቆሾܲܮଶሿ௝ െ ሾܲܮଶሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ൱ ൅ ݍௗቇ                    (57) 










ߩଶ ൌ ସఉమఉభమ                     (58) 
If 2  1 the binding polynomial  is  factorable.  If 2 = 1 the binding sites are  identical 
and  independent;  if 2 < 1 the binding sites are either non‐identical and  independent 
or  exhibit  negative  cooperativity;  and  if  2  >  1  the  binding  sites  exhibit  positive 
cooperativity.  Then,  the  binding  polynomial  can  be  expressed  in  terms  of  the  site‐
specific association constants: 
ܼ ൌ 1 ൅ 2݇ሾܮሿ ൅ ݇ଶሾܮሿଶ ൌ ሺ1 ൅ ݇ሾܮሿሻଶ
ܼ ൌ 1 ൅ ሺ݇ଵ ൅ ݇ଶሻሾܮሿ ൅ ݇ଵ݇ଶሾܮሿଶ ൌ ሺ1 ൅ ݇ଵሾܮሿሻሺ1 ൅ ݇ଶሾܮሿሻ
ܼ ൌ 1 ൅ 2݇ሾܮሿ ൅ ߙ݇ଶሾܮሿଶ
      (59) 
for  identical  and  independent  binding  sites,  non‐identical  and  independent  binding 
sites, and identical and cooperative binding sites (PKNF model), respectively, where k is 
the  microscopic  association  constant  for  each  identical  site  (associated  with  a 
microscopic binding enthalpy h), k1 and k2 are the microscopic association constants 
for  the non‐identical sites  (associated with a microscopic binding enthalpies h1 and 
h2),  and    (ൌ ସఉమఉభమ ൌ ߩଶ,  see  Eq.  14)  is  the  cooperativity  interaction  constant 
associated with a  cooperativity binding enthalpy h  (ൌ ∆ܪଶ െ 2∆ܪଵ). The described 
methodology  can  now  be  applied  starting  from  any  of  these  binding  polynomials. 
Alternatively, the transformation relationships  for calculating the site‐specific binding 




independent binding  sites and  identical binding  sites with negative cooperativity are 
mathematically  equivalent  models  and  cannot  be  distinguished  without  employing 
extra‐thermodynamic  information  (e.g. kinetic or structural  information).  In addition, 
mixed  ill‐defined cases can be  found  in the  literature  (e.g. non‐identical binding sites 
(2 < 1) exhibit positive cooperativity (2 > 1), resulting in an overall 2 > 1). Therefore, 






The  binding  polynomial  expressed  in  terms  of  the  step‐wise  equilibrium 
association constants deserves special attention (see Eq. 2‐5): 
ܼ ൌ 1 ൅ ܭଵሾܮሿ ൅ ܭଵܭଶሾܮሿଶ                (60) 
Because of  its nested expression,  it  is usually called “sequential binding model”, very 
often  implying  some  kind  of  binding  site  occupation  order.  This  mechanistic 
misinterpretation  erroneously  considers  that:  1)  K1  and  K2  are  the  association 
constants  for  the  first and  second binding  sites,  respectively; and 2)  if K1 and K2 are 
different,  the macromolecule presents  two non‐identical binding sites or  the binding 
sites are cooperative. However, K1 represents the binding of the first  ligand to any of 
the  two  binding  sites,  and  K2  represents  the  binding  of  the  second  ligand  to  the 
remaining unoccupied binding site  (thus,  for stating that “the  first  ligand binds  first”, 
no  special name  for  the model  is needed). Another mistake  adding  to  the  incorrect 
interpretation  regarding  the occupation order  is  that  the  ligand always binds  first  to 
the high affinity  site.  If  the binding sites are non‐identical and  independent,  there  is 
always  a  certain  fraction  of macromolecule with  a  single  ligand  bound  to  the  low 
affinity binding  site; unless  the  affinity difference  is  very  large,  all possible  liganded 
states have finite non‐zero population. If the binding sites show negative cooperativity, 
the ligand always binds first to the high affinity site; on the contrary, if the binding sites 
show  positive  cooperativity,  the  ligand  always  binds  first  to  the  low  affinity  site. 
Binding cooperativity occurs if 2 = 4K2/K1 is larger or smaller than 1 (that is, if K2 > K1/4 
or K2  < K1/4,  considering  appropriately  the  statistical  configuration  factors  involved) 
(see Eq. 2 and 14).  In  fact,  if K1 = K2,  there  is positive  cooperativity. We propose  to 
abolish  the  name  “sequential  binding model”,  since  this  is  just  the  general  binding 











correlation  analysis  are  crucial  to properly establish uncertainties  and dependencies 





the n binding sites are distributed into N groups of ng binding sites (∑ ݊௚ே௚ୀଵ ൌ ݊) and 
if  the g groups of binding  sites are  considered  independent,  the binding polynomial 
can be factorized into g factors: 
ܼ ൌ ∏ ௚ܼே௚ୀଵ ൌ ∏ ൫∑ ߚ௚,௜ሾܮሿ௜௡೒௜ୀ଴ ൯ே௚ୀଵ             (61) 
In addition,  if the binding sites within a given group can be considered  independent, 
the g factors can be further factorized: 
ܼ ൌ ∏ ൫∏ ൫1 ൅ ݇௚,௜ሾܮሿ൯௡೒௜ୀ଴ ൯ே௚ୀଵ               (62) 
and, if all binding sites within a group are identical: 
ܼ ൌ ∏ ൫1 ൅ ݇௚ሾܮሿ൯௡೒ே௚ୀଵ                 (63) 
where  the  set  of  binding  parameters  has  been  reduced  to  2g  (g  site‐specific 
microscopic  association  constants,  kg,  and  g  site‐specific  microscopic  binding 
enthalpies, hg). The described methodology can now be easily applied starting from 
any  of  the  previous  binding  polynomial  expressions.  Examples  of  a macromolecule 







B  will  affect  the  thermodynamic  parameters  for  ligand  A  binding.  Conversely,  the 
binding  of  ligand  A will  affect  the  thermodynamic  parameters  for  ligand  B  binding. 
Because of energy  conservation  (irrespective of molecular  sizes and  structural  steric 
and accessibility considerations), the effect of ligand B on ligand A binding affinity (‐








binding affinity and  the binding enthalpy  for  ligand A are modulated by  the binding 
parameters and concentration of ligand B according to a simplified model [24,26]: 
ߚ஺௔௣௣ ൌ ߚ஺ ଵାఈఉಳሾ஻ሿଵାఉಳሾ஻ሿ
∆ܪ஺௔௣௣ ൌ ܴܶଶ ൬డ௟௡ఉಲ
ೌ೛೛




ଵାఈఉಳሾ஻ሿ ሺ∆ܪ஻ ൅ ∆݄ሻ
  (64) 
Under  certain  circumstances,  the  ternary  system  (P,  A,  B)  can  be  substituted  by  a 
simple approximated model from the point of view of ligand A defined by the binding 
apparent binding parameters and the cooperativity binding parameters ( and h) can 
be  calculated  from  the  intrinsic  binding  parameters  for  ligands  A  and  B  [27]. 
Nevertheless,  there  is  no  need  for  using  these  equations  derived  from  a  simplified 
model, since the exact ternary model can be employed. 
 
A  macromolecule  capable  of  binding  two  different  interacting  ligands  is 
represented by two association constants, A and B, and two binding enthalpies, HA 
and  HB,  plus  a  cooperativity  interaction  constant,  ,  and  a  cooperativity  binding 
enthalpy,  h.  Positive  heterotropic  cooperativity  corresponds  to    >  1,  whereas 
negative heterotropic cooperativity corresponds to  < 1.  If  = 1 the  ligands behave 
independently and  the data analysis  is  trivial. Since nA = nB = 1,  there  is no practical 
distinction  between  overall,  step‐wise  and  microscopic  association  constants  and 
binding enthalpies. The binding polynomial is given by: 





        (66) 
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              (67) 
According to method 1 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚ஺ሾܣሿ ൅ ߚ஻ሾܤሿ ൅ ߙߚ஺ߚ஻ሾܣሿሾܤሿሻ
ሾܣሿ் ൌ ሾܣሿ ൅ ሾܲሿ் ఉಲሾ஺ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿ
ሾܤሿ் ൌ ሾܤሿ ൅ ሾܲሿ் ఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿ
          (68) 
from which  two quadratic equations  in  [A] and  [B], and a quintic equation  in  [P] are 
obtained,  and  they  can  be  solved  numerically  by  the  Newton‐Raphson  iterative 
algorithm. 
According to method 2 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚ஺ሾܣሿ ൅ ߚ஻ሾܤሿ ൅ ߙߚ஺ߚ஻ሾܣሿሾܤሿሻ
ሾܣሿ் ൌ ሾܣሿ ൅ ߚ஺ሾܲሿሾܣሿ ൅ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ
ሾܤሿ் ൌ ሾܤሿ ൅ ߚ஻ሾܲሿሾܤሿ ൅ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ
          (69) 
from which a set of non‐linear equations in [P], [A] and [B] is obtained: 
ሾܲሿ ൅ ߚ஺ሾܲሿሾܣሿ ൅ ߚ஻ሾܲሿሾܤሿ ൅ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ െ ሾܲሿ் ൌ 0
ሾܣሿ ൅ ߚ஺ሾܲሿሾܣሿ ൅ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ െ ሾܣሿ் ൌ 0
ሾܤሿ ൅ ߚ஻ሾܲሿሾܤሿ ൅ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ െ ሾܤሿ் ൌ 0

















ሾܲܣሿ ൌ ሾܲሿ் ఉಲሾ஺ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿ ൌ ߚ஺ሾܲሿሾܣሿ
ሾܲܤሿ ൌ ሾܲሿ் ఉಳሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿ ൌ ߚ஻ሾܲሿሾܤሿ
ሾܲܣܤሿ ൌ ሾܲሿ் ఈఉಲఉಳሾ஺ሿሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿାఈఉಲఉಳሾ஺ሿሾ஻ሿ ൌ ߙߚ஺ߚ஻ሾܲሿሾܣሿሾܤሿ
      (72) 




ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቆ ଴ܸ ൭Δܪ஺ ቆሾܲܣሿ௝ െ ሾܲܣሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ Δܪ஻ ቆሾܲܤሿ௝ െ ሾܲܤሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ ሺΔܪ஺ ൅ Δܪ஻ ൅ ∆݄ሻ ቆሾܲܣܤሿ௝ െ ሾܲܣܤሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ൱ ൅ ݍௗቇ    (73) 





These  equations  can  be  applied  to  any  experimental  set‐up:  ligand  A  solution 
titrated  into a macromolecule/ligand B solution, macromolecule solution titrated  into 
a  ligand  A/ligand  B  solution,  and  ligand  A/ligand  B  solution  titrated  into  a 
macromolecule solution. Moreover, complete saturation of macromolecule with ligand 
B when both placed together in the cell is not required. On the other hand, there are 





In many cases the binding affinity for a given  ligand A  is too high (too  low) to be 
reliably  determined  in  a  standard  titration.  Although  there  are  several  ways  to 
overcome  this  difficulty  (e.g.  change  temperature  or  pH),  the  most  appropriate 




millimolar)  [28,29].  In  the  first  case,  the  potent  ligand  A  is  usually  titrated  into  a 
macromolecule  solution with  the weaker  ligand B;  then,  the binding affinity and  the 






∆ܪ஺௔௣௣ ൌ ∆ܪ஺ െ ఉಳሾ஻ሿଵାఉಳሾ஻ሿ ∆ܪ஻
              (74) 
and, selecting appropriately  the  ligand B and  its concentration,  the apparent binding 
affinity is lowered to experimentally accessible values. The intrinsic binding parameters 
for  ligand A can be calculated from  its apparent binding parameters and the  intrinsic 
binding parameters for  ligand B.  In the second case,  ligand B plays the role of potent 
ligand, while  ligand A  is the weak  ligand. Similar equations hold, except  for reversing 
the  roles  of  both  ligands.  The  intrinsic  binding  parameters  for  ligand  A  can  be 
calculated  from  the  apparent  and  the  intrinsic  binding  parameters  for  ligand  B. 
Nevertheless,  there  is  no  need  for  using  these  equations  derived  from  a  simplified 




binding  of  ligand A  is  completely  dependent  on  ligand  B  binding,  because  they  are 
competitive  ligands  (i.e.  their binding  is mutually exclusive). The  reciprocal excluding 
binding  effect  may  be  due  to  direct  ligand‐ligand  steric  hindrance  or  long‐range 






is  represented by  two association  constants, A and B, and  two binding enthalpies, 
HA and HB. The binding polynomial is given by: 





                (76) 
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                  (77) 
According to method 1 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚ஺ሾܣሿ ൅ ߚ஻ሾܤሿሻ
ሾܣሿ் ൌ ሾܣሿ ൅ ሾܲሿ் ఉಲሾ஺ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿ
ሾܤሿ் ൌ ሾܤሿ ൅ ሾܲሿ் ఉಳሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿ
              (78) 
from which a cubic equation in [P] is obtained: 
ሾܲሿଷߚ஺ߚ஻ ൅ ሾܲሿଶ൫ߚ஺ ൅ ߚ஻ ൅ ߚ஺ߚ஻ሺሾܣሿ் ൅ ሾܤሿ் െ ሾܲሿ்ሻ൯ ൅ ሾܲሿ൫1 ൅ ߚ஺ሺሾܣሿ் െ
ሾܲሿ்ሻ ൅ ߚ஻ሺሾܤሿ் െ ሾܲሿ்ሻ൯ െ ሾܲሿ் ൌ 0            (79) 
and it can be solved numerically by the Newton‐Raphson iterative algorithm: 
ሾܲሿ௞ାଵ ൌ ሾܲሿ௞ െ ௙ሺሾ௉ሿೖሻ௙ᇱሺሾ௉ሿೖሻ                (80) 
and [A] and [B] are calculated from: 
ሾܣሿ ൌ ሾܣሿ் ଵଵାఉಲሾ௉ሿ
ሾܤሿ ൌ ሾܤሿ் ଵଵାఉಳሾ௉ሿ
                  (81) 
According to method 2 the binding equations are expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ ߚ஺ሾܣሿ ൅ ߚ஻ሾܤሿሻ
ሾܣሿ் ൌ ሾܣሿ ൅ ߚ஺ሾܲሿሾܣሿ
ሾܤሿ் ൌ ሾܤሿ ൅ ߚ஻ሾܲሿሾܤሿ
              (82) 
from which a set of non‐linear equations in [P], [A] and [B] is obtained: 
ሾܲሿ ൅ ߚ஺ሾܲሿሾܣሿ ൅ ߚ஻ሾܲሿሾܤሿ െ ሾܲሿ் ൌ 0
ሾܣሿ ൅ ߚ஺ሾܲሿሾܣሿ െ ሾܣሿ் ൌ 0
ሾܤሿ ൅ ߚ஻ሾܲሿሾܤሿ െ ሾܤሿ் ൌ 0



















ሾܲܣሿ ൌ ሾܲሿ் ఉಲሾ஺ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿ ൌ ߚ஺ሾܲሿሾܣሿ
ሾܲܤሿ ൌ ሾܲሿ் ఉಳሾ஻ሿଵାఉಲሾ஺ሿାఉಳሾ஻ሿ ൌ ߚ஻ሾܲሿሾܤሿ
            (85) 
If  these  calculations  are  performed  for  each  injection  j,  then,  the  normalized  heat 
associated with injection j along the calorimetric titration is given by: 
ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቆ ଴ܸ ൭Δܪ஺ ቆሾܲܣሿ௝ െ ሾܲܣሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ Δܪ஻ ቆሾܲܤሿ௝ െ ሾܲܤሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ൱ ൅ ݍௗቇ                    (86) 
and  the  non‐linear  least  squares  regression  analysis  allows  estimating  the 
thermodynamic binding parameters. Figure 4 shows an example corresponding to two 
competitive  ligands  (calcium  and  magnesium  ions)  binding  to  the  same  molecule 
(EDTA).  This  approach  has  been  successfully  applied  to  determining  the 
thermodynamic binding parameters of  first‐ and  second‐generation  inhibitors of  the 
HIV‐1 protease [33‐37]. 
 
These  equations  can  be  applied  to  any  experimental  set‐up:  ligand  A  solution 
titrated  into a macromolecule/ligand B solution, macromolecule solution titrated  into 
a  ligand  A/ligand  B  solution,  and  ligand  A/ligand  B  solution  titrated  into  a 
macromolecule  solution  [38,39].  Moreover,  complete  saturation  of  macromolecule 
with ligand B when both placed together is not required. If ligand A solution is titrated 
into a macromolecule/ligand B solution, the binding affinity of ligand A must be higher 





just  by  locating  one  subunit  in  the  syringe  and  the  other  in  the  cell. However,  the 
energetics  of  homodimerization  cannot  be  determined  using  that  experimental 
scheme. A macromolecule solution will always contain dimers, P2, and monomers, P, 




solution  into  a buffer  solution.  The observed heat effect  reflects  the dissociation of 
homodimers into monomers triggered by the dilution upon injection [40,41]. 
A  macromolecule  exhibiting  monomer‐dimer  equilibrium  is  represented  by  a 
dimerization  constant,   (ൌ ሾ ଶܲሿ/ሾܲሿଶ),  and  a dimerization enthalpy, H.  Expressing 
the  concentration of macromolecule on a monomer basis,  the binding polynomial  is 
given by: 
ܼ ൌ 1 ൅ 2ߚሾܲሿ                  (87) 
from which: 
݊௉஻ ൌ ଶఉሾ௉ሿଵାଶఉሾ௉ሿ
〈Δܪ〉 ൌ ଶఉሾ௉ሿଵାଶఉሾ௉ሿ Δܪ




                    (89) 
Because  there  is only one component  there  is no distinction between method 1 
and 2. The binding equation is expressed as follows: 
ሾܲሿ் ൌ ሾܲሿሺ1 ൅ 2ߚሾܲሿሻ                (90) 
from which a quadratic equation in [P] is obtained: 
ሾܲሿଶ2ߚ ൅ ሾܲሿ െ ሾܲሿ் ൌ 0                (91) 
and  it  can  be  solved  analytically  or  numerically  by  the  Newton‐Raphson  iterative 
algorithm: 
ሾܲሿ௞ାଵ ൌ ሾܲሿ௞ െ ଶఉሾ௉ሿೖ
మାሾ௉ሿೖିሾ௉ሿ೅
ସఉሾ௉ሿೖାଵ               (92) 
The  concentration  of  dimers  can  be  readily  calculated  from  the  concentration  of 
monomers [P]: 
ሾ ଶܲሿ ൌ ሾܲሿ் ఉሾ௉ሿଵାଶఉሾ௉ሿ ൌ ߚሾܲሿଶ               (93) 
If  these  calculations  are  performed  for  each  injection  j,  then,  the  normalized  heat 
associated with injection j along the calorimetric titration is given by: 




௏బ൱ ൅ ݍௗቇ    (94) 
where [P]0 and 1,0 are the concentration of macromolecule (in a monomer basis) and 





߯ଵ,଴ ൌ ඥଵା଼ఉሾ௉ሿబିଵସఉሾ௉ሿబ                   (95) 
The expression  for  the heat effect associated with each  injection reflects  the change 
(increase) in monomer concentration in the cell elicited by that injection. Because the 
macromolecule  in the syringe  is not completely  in dimeric  form, a certain amount of 
monomers, not contributing to the heat effect, are injected upon each injection. That 
is  the  reason  for  including  the  correcting  term  in  the previous  equation. Non‐linear 
least  squares  regression  analysis  allows  estimating  the  thermodynamic  binding 
parameters. 
 
These  equations  are  also  valid  for  characterizing  the  energetics  of  heterodimer 
formation by performing heterodimer dissociation experiments. And this is not limited 




As  a  final  example  of  the  versatility  of  the  described  methodology,  a 
macromolecule exhibiting a monomer‐dimer equilibrium modulated by  ligand binding 
(an  example  of  polysteric  linkage)  will  be  considered  [3,43].  Because  of  the 
conservation energy principle, the coupling effects between self‐association and ligand 
binding are reciprocal, as  it will be shown below:  if the  ligand binds preferentially to 
the dimer  (i.e. higher binding affinity  for  the dimeric macromolecule),  ligand binding 
promotes macromolecule dimerization  (i.e. higher monomer‐monomer affinity when 
bound  to  ligands);  and  if  the  ligand binds preferentially  to  the monomer  (i.e.  lower 











ሾ ଶܲሿ ൌ ߚ଴ሾܲሿଶ
ሾܲܮሿ ൌ ߚଵଵሾܲሿሾܮሿ
ሾ ଶܲܮሿ ൌ ߚଶଵߚ଴ሾܲሿଶሾܮሿ ൌ ߚଵଵߚଵሾܲሿଶሾܮሿ
ሾ ଶܲܮଶሿ ൌ ߚଶଶߚ଴ሾܲሿଶሾܮሿଶ ൌ ߚଵଵଶ ߚଶሾܲሿଶሾܮሿଶ















                    (98) 
reflecting the reciprocal coupling between the self‐association and the ligand binding. 
For  example,  the  first one  states  that  if  the  ligand  binding  affinity  is higher  for  the 
dimer compared to the monomer (2/1 > 1/1), the strength of the dimer is higher when 
a  ligand  is  bound  (1  >  0),  that  is,  ligand  binding  promotes  dimerization  of  the 
macromolecule. Besides  the  linkage between self‐association and  ligand binding,  the 
binding  of  ligand  to  the  dimer  may  exhibit  homotropic  (positive  or  negative) 




ܼ ൌ 1 ൅ 2ߚ଴ሾܲሿ ൅ ሺߚଵଵ ൅ 2ߚଶଵߚ଴ሾܲሿሻሾܮሿ ൅ 2ߚଶଶߚ଴ሾܲሿሾܮሿଶ      (99) 
or  expressed  in  terms  of  the  partial  binding  polynomials  Zm  for  each m‐order  self‐
association state of the macromolecule (ms = 2, n1 = 1, n2 = 2): 






















ሾܲሿ் ൌ ሾܲሿሺ1 ൅ 2ߚ଴ሾܲሿ ൅ ሺߚଵଵ ൅ 2ߚଶଵߚ଴ሾܲሿሻሾܮሿ ൅ 2ߚଶଶߚ଴ሾܲሿሾܮሿଶሻ
ሾܮሿ் ൌ ሾܮሿ ൅ ߚଵଵሾܲሿሾܮሿ ൅ 2ߚଶଵߚ଴ሾܲሿଶሾܮሿ ൅ 4ߚଶଶߚ଴ሾܲሿଶሾܮሿଶ     (103) 
from which a set of non‐linear equations in [P] and [L] is obtained: 
ሾܲሿ ൅ 2ߚ଴ሾܲሿଶ ൅ ߚଵଵሾܲሿሾܮሿ ൅ 2ߚଶଵߚ଴ሾܲሿଶሾܮሿ ൅ 2ߚଶଶߚ଴ሾܲሿଶሾܮሿଶ െ ሾܲሿ் ൌ 0
ሾܮሿ ൅ ߚଵଵሾܲሿሾܮሿ ൅ 2ߚଶଵߚ଴ሾܲሿଶሾܮሿ ൅ 4ߚଶଶߚ଴ሾܲሿଶሾܮሿଶ െ ሾܮሿ் ൌ 0 (104)   






ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቌ ଴ܸ ൭Δܪ଴ ቆሾ ଶܲሿ௝ െ ሾ ଶܲሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ Δܪଵଵ ቆሾܲܮሿ௝ െ ሾܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ ሺ∆ܪଶଵ ൅ Δܪ଴ሻ ቆሾ ଶܲܮሿ௝ െ ሾ ଶܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ ሺ∆ܪଶଶ ൅ Δܪ଴ሻ ቆሾ ଶܲܮଶሿ௝ െ















interactions  in biological  systems.  This  concept  allows handling  systems of different 
complexity levels in a simple and general manner. However, its implementation for ITC 
data analysis  (and other binding techniques) has been considered somewhat difficult 
and  the  modeling  and  the  data  analysis  strategies  for  different  biological  systems 
found  in  the  literature  lack  uniformity, with many  system‐specific  approaches.  The 
purpose  of  this  article  is  to  provide  a  unified  framework,  based  on  the  binding 
polynomial, revealing  the versatility of  this concept  for  the mathematical description 
of biological systems and the data analysis in ITC. 
 
Being  ITC  a  finite‐differences  technique  (finite  increments  or  changes  in 
concentrations, average enthalpy and saturation fraction), the formalism is defined in 




up where  the number of  injections  is 4‐fold  larger and  the  injection volume  is 4‐fold 
smaller. In that case, not only the titration has a different appearance (there are more 
points  along  the  saturation  progress),  but  the  relative  errors,  as  well  as  the 
uncertainties in the estimated thermodynamic parameters, are larger. On the contrary, 










for  simple  systems  or  quasi‐simple  approximations  of  complex  systems  by  simple 
systems under certain conditions. However, they can always be solved using numerical 
methods. Among  the usual numerical methods, Newton‐Raphson method provides a 
general,  easily  programmable  recursive  algorithm,  no  matter  the  degree  of  the 
polynomial equation or the set of non‐linear equations. To guarantee fast convergence 
to  the  sought  solution,  appropriate  seeding  values  in  the  recursive  algorithm  are 
required. Because the binding equations must be solved at any injection for calculating 








methods may be affected by a  significant uncertainty.  If  the  concentration of  ligand 
(usually  a  low  molecular  weight  chemical)  can  be  precisely  determined,  it  can  be 
employed as a calibrating (“titrating”) solution for the macromolecule. 
 
As  it has been shown with many examples,  the mathematical  framework can be 
applied  to  any  biological  system  (e.g.  homotropic  and  heterotropic  interactions, 
allosteric and polysteric systems). Thus, the level of complexity in the biological system 
is  reflected  in  the  number  of  binding  parameters  and  the  strategies  required  for 
reliably  estimating  those  binding  parameters  (e.g.  need  for  binary  titrations  when 
studying  ternary  interactions,  or  need  for  a  self‐dissociation  dilution  titration when 
34 
 
studying  self‐association  coupled  to  ligand  binding),  but  it  is  not  reflected  in  the 
complexity  of  the  mathematical  treatment  or  in  a  system‐specific  approach.  For 
example,  homotropic  cooperativity  is  mathematically  easier  than  heterotropic 
cooperativity (homotropy with n = 2 leads to a cubic equation, but heterotropy with n 
= 1 leads to a quintic equation); however, the mathematical descriptions based on the 







(whether  a  reactant  is  initially  placed  in  the  syringe  or  the  cell)  and  the  heat 
normalization. 
 
The  data  analysis  should  be  first  performed  based  on  the  phenomenological 
overall  parameters  (association  constants  and  binding  enthalpies).  Then,  the 
appropriate model based on  the microscopic site‐specific binding parameters can be 
discriminated  and  defined.  Transformation  equations  between  parameters 
corresponding  to  the  phenomenological  model  and  the  site‐specific  model  can  be 
employed or, alternatively, the data analysis can be performed using the site‐specific 
binding polynomial. The transformation equations relating equilibrium constants from 
different models  can  be  used  together with  the  van’t  Hoff  equation  to  obtain  the 
transformation  equations  for  the  corresponding  binding  enthalpies.  Thus,  given  a 
certain relationship between association constants: 
ߚ ൌ ܨ൫൛ߢ௤ൟ൯                    (106) 
the relationship between the associated binding enthalpies is given by: 
∆ܪ ൌ ܴܶଶ ቀడ௟௡ఉడ் ቁ௣,ሾ௉ሿ,ሾ௅ሿ,… ൌ ܴܶ
ଶ ቀడ௟௡ி൫൛఑೜ൟ൯డ் ቁ௣,ሾ௉ሿ,ሾ௅ሿ,… ൌ ܩ൫൛∆݄௤ൟ, ൛ߢ௤ൟ൯    (107) 
For example, the step‐wise association constant Ki is equal to i / i‐1, the ratio of two 
consecutive  overall  association  constants;  then,  the  step‐wise  binding  enthalpy 
associated with  Ki  is  equal  to  Hi    Hi‐1,  the  difference  between  two  consecutive 
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overall  binding  enthalpies.  Or,  the  second‐order  overall  association  constant  2  is 
equal  to k2  in  the PKNF model  for  two  cooperative binding  sites;  then,  the overall 
binding enthalpy H2 is equal to 2H + h. 
 
As  in many other  techniques,  the combined use of a set of  titrations  (e.g. direct 
and  reverse  titrations,  titrations  performed  at  different  macromolecule 
concentrations),  or  even  adding  more  experimental  techniques  (e.g.  spectroscopy, 
ultracentrifugation, X‐ray diffraction, small‐angle X‐ray scattering) can be very helpful 







ሾ ଵܲሿ் ൌ ሾ ଵܲሿܼଵ
ሾ ଶܲሿ் ൌ ሾ ଶܲሿܼଶ
ሾܮሿ் ൌ ሾܮሿ ൅ ሾ ଵܲሿ் డ௟௡௓భడ௟௡௅ ൅ ሾ ଶܲሿ்
డ௟௡௓మ
డ௟௡௅ ൌ ሾܮሿ ൅ ሾ ଵܲሿሾܮሿ
డ௓భ






ܳ௝ ൌ ଵ௩ೕሾ௅ሿబ ቆ ଴ܸ ൭Δܪଵ ቆሾ ଵܲܮሿ௝ െ ሾ ଵܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ ൅ Δܪଶ ቆሾ ଶܲܮሿ௝ െ ሾ ଶܲܮሿ௝ିଵ ቀ1 െ
௩ೕ
௏బቁቇ൱ ൅ ݍௗቇ                    (109) 
and  the  non‐linear  least  squares  regression  analysis  allows  estimating  the 
thermodynamic binding parameters. This  scheme has been employed  for estimating 
the binding parameters in protein‐metal interaction eliminating the need for previous 







a  quasi‐simple  model  based  on  apparent  binding  parameters  (as  seen  above  for 
cooperative  and  competitive  ligands).  For  example,  a  macromolecule  exhibiting  a 
conformational  equilibrium  between  two  conformational  states  with  different 
affinities  (1  and  2)  for  a  single  ligand  can  be  described  by  the  following  binding 
polynomial (see Eq. 21): 




            (111) 
and  the description of  the  system explicitly  includes  the  conformational equilibrium 
parameters  (,  H).  However,  apparent  binding  parameters  for  the  ligand  can  be 
obtained from the previous expressions [3,25,52]: 
ߚ௔௣௣ ൌ ఉభାఊఉమଵାఊ
Δܪ௔௣௣ ൌ ఉభ୼ுభାఊఉమ൫୼ுమା୼ுം൯ఉభାఊఉమ െ
ఊ
ଵାఊ Δܪఊ
            (112) 
where  the  conformational  equilibrium  parameters  are  implicitly  included  in  the 
apparent ligand binding parameters. The binding polynomial can now be written as: 
ܼ ൌ 1 ൅ ሺఉభାఊఉమሻଵାఊ ሾܮሿ ൌ 1 ൅ ߚ௔௣௣ሾܮሿ             (113) 







〈Δܪ〉 ൌ ఉೌ೛೛ሾ௅ሿଵାఉೌ೛೛ሾ௅ሿ Δܪ௔௣௣
                (114) 
Thus,  if  Z  can  be  transformed  to  the  form  Z  =  1  +  app[L]  through  an  appropriate 
normalization,  the  system  can  be  substituted  by  a  quasi‐simple  system  for  a 
macromolecule with  just a single  ligand binding site  [25]. The system  is simplified at 
the expense of using more complex binding parameters (in fact, app and Happ are not 
intrinsic  binding  parameters,  because  in  general  they  will  be  dependent  on  other 
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intrinsic  binding  parameters,  conformational  parameters,  and  ligand  and 
macromolecule  concentrations).  However,  even  if  the model  can  be  simplified  and 
substituted by a quasi‐simple model, sometimes that model cannot be employed (e.g. 
a  cooperative  ligand B  is placed at a  subsaturating  concentration  in  the  calorimetric 
cell,  or  two  competitive  ligands  are  injected  simultaneously  into  a macromolecule 
solution [39]). 
 
As  it  has  been  mentioned  before,  when  Z  contains  more  than  one  L‐free 
macromolecular  states,  it  is  usual  to  normalize  Z  according  to  that  subset  of  non‐
ligated  states  and  express  Z  in  terms  of  apparent  overall  association  constants.  For 
example,  in the case of a macromolecule binding two different  ligands A and B, from 
the  point  of  view  of  ligand  A  we  can  normalize  using  the  subset  of  A‐free 
macromolecular states (see Eq. 15‐16): 




ൌ ∑ ߚ௦଴ ௓ೞ,ಳ௓బ,ಳ ሾܣሿ
௦௡ಲ௦ୀ଴ ൌ ∑ ߚ௦௔௣௣ሾܣሿ௦௡ಲ௦ୀ଴     (115) 
where Zs,B is the binding sub‐polynomial for ligand B restricted to the sub‐ensemble of 
sA‐ligated species. From this: 
ߚ௦௔௣௣ ൌ ߚ௦଴ ௓ೞ,ಳ௓బ,ಳ
ቀడ௟௡ఉೞೌ೛೛డ௟௡	ሾ஻ሿ ቁ்,௣,… ൌ ݊௦,஻஻ െ ݊଴,஻஻ ൌ ∆݊௦,஻஻
ܴܶଶ ቀడ௟௡ఉೞೌ೛೛డ் ቁሾ஻ሿ,௣,… ൌ ∆ܪ௦
௔௣௣ ൌ ∆ܪ௦଴ ൅ 〈∆ܪ௦,஻〉 െ 〈∆ܪ଴,஻〉
      (116) 
where ns,BB is the average number of ligand B molecules bound in the sub‐ensemble of 
sA‐ligated species, Hs,0 is the binding enthalpy for the complex PAs, and <Hs,B> is the 
average binding enthalpy  for  ligand B within  the sub‐ensemble of sA‐ligated species. 




ܼ ൌ ∑ ∑ ఉೞ೔ఊೞሾ௅ሿ೔೙೔సబ೘ೞసబ ∑ ఊೞ೘ೞసబ ൌ ∑
∑ ఉೞ೔ఊೞ೘ೞసబ
∑ ఊೞ೘ೞసబ
ሾܮሿ௜௡௜ୀ଴ ൌ ∑ ߚ௜௔௣௣ሾܮሿ௜௡௜ୀ଴        (117) 




ܼ ൌ ∑ ∑ ఉೞ೔ఊೞሾ௅ሿ೔೙೔సబ೘ೞసబ∑ ఉబ೔ሾ௅ሿ೔೙೔సబ ൌ ∑ ߛ௦
௓ೞ
௓బ
௠௦ୀ଴               (118) 
where  Zs  is  the  binding  sub‐polynomial  restricted  to  the  s  macromolecular 




Even  if  the  system  is  not  approximated  by  a  quasi‐simple  system,  some 
assumptions can be made  in order  to  simplify  the model and  reduce  the number of 
possible  macromolecular  states  (regarding  ligand  binding  equilibrium,  as  well  as 
macromolecular  conformational  and  self‐association  equilibria),  reducing  also  the 
number  of  parameters  to  be  estimated.  For  instance,  in  the  previous  example we 
might  consider  the  ligand  does  not  bind  to  the  low  binding  affinity  conformational 
state  of  the macromolecule  (2  =  0  in  Eq.  108‐111)  [55,56].  In  the macromolecule 
exhibiting a self‐association equilibrium coupled  to  ligand binding we might consider 
the  ligand  does  not  bind  to  the  monomer  or  to  the  dimer,  by  eliminating  the 
corresponding terms in the binding polynomial (Eq. 99). Another example is the model 
for obligate binding order or conditional binding  in which  ligand B cannot bind unless 
ligand A  is bound;  this  is a  special  case of  cooperative  ligands  (eliminating  the  third 
term  in  the  right  hand  side  in  Eq.  65)  and  has  been  applied  to  determining  the 
energetics of phosphate ion binding to a protease‐inhibitor complex [57]. 
 
A  typical example  is  the macromolecule with n  identical binding  sites exhibiting 
maximal  positive  cooperativity  (i  =  0,  for  i  =  1,…,n‐1).  In  this  case  the  binding 
polynomial is given by: 
ܼ ൌ 1 ൅ ߚ௡ሾܮሿ௡                  (119) 





〈Δܪ〉 ൌ ఉ೙ሾ௅ሿ೙ଵାఉ೙ሾ௅ሿ೙ Δܪ௡











and  non‐cooperative  binding  to  linear  lattice‐like macromolecules with  overlapping 
ligand binding sites, leading to a high degree polynomial that under certain conditions 






estimated  overall  (or  step‐wise)  association  constants,  together  with  extra‐
thermodynamic  information  (e.g.  structural  or  kinetic  data)  are  instrumental  in 
discriminating the best binding model. Sometimes two models can be equivalent, that 
is,  they  give  rise  to  mathematically  identical  equations,  but  they  differ  in  the 
mechanistic  description  of  the  binding  process  and  the  set  (number)  of 
thermodynamic  parameters,  which  is  a  decisive  factor  for  the  capability  of 
independently  determining  all  the  associated  parameters.  For  example,  the  MWC 
model  for  a macromolecule with  two  binding  sites  is  equivalent  to  the  KNF model 
(except for the fact that the MWC model does not explain negative cooperativity), but 
the MWC model has three equilibrium constants  (two association constants and one 
conformational  constant), while  the  KNF model  has  two  equilibrium  constants  (one 
association  constant  and  one  conformational/cooperativity  constant).  From  one 
titration  all  parameters  in  the  KNF model  can  be  determined,  but  not  in  the MWC 
model. Thus, in general, sophisticated models can be developed accounting for subtle 
mechanistic or  configurational  interaction details, but  it may be difficult  to estimate 
many  parameters  experimentally,  in  particular  if  the  number  of  experimental  data 
along the titration does not provide sufficient resolution  level. This potential problem 
can  be  minimized  if  sets  of  titrations  performed  under  different  conditions  (e.g. 
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different  concentrations  of  reactants)  are  globally  analyzed.  In  addition,  there  are 
statistical parametric and non‐parametric tests for comparing different models and the 


























and after a given  injection, V0  is  the cell volume, Di  is  the dilution  factor,  injv  is  the 






Applying  the  general  formalism  (Eqs.  42‐46),  the  code  in  Origin  for  the  fitting 
























































very  easy managed  through  numerical methods  like  the  one  implemented  here.  In 
particular,  the  user must  only modify  the  definitions  of  Fi  and  Jij  according  to  the 























1.65). As  it can be seen on the  left plot, the maximal value of the molar fraction i  is 





the positive homotropy  case 2 > 3 > 1;  therefore,  the  largest deviations  from  the 
independent  binding  occurs  in  the  formation  of  the  complex  PL2,  which  is  easily 
observed in the large differences observed in 2 for the three scenarios, compared to 




Figure  2.  (Left)  Calorimetric  titration  for  EDTA  interacting with  calcium.  Calcium  (5 
mM) was titrated into EDTA (0.4 mM). The experiment was performed in MES 10 mM, 
pH  6,  at  25C. Data  analysis was  performed  as  explained  in  the  text,  providing  the 
following  binding  parameters:  A  =  2.1±0.1105 M‐1, HA  =  4.0±0.1  kcal/mol.  (Right) 
Calorimetric  titration  for  NS3  protease  interacting  with  its  inhibitor  danoprevir. 







Figure  3.  Calorimetric  titrations  for  the  NS3  protease‐substrate‐pNS4A  system. 
Substrate (150 µM) was titrated into NS3 S139A (inactive) protease (10 µM) or into an 
NS3  protease  solution  (10  µM)  with  NS4A  peptide  (200  µM).  Experiments  were 
performed  in  Tris 10 mM pH 7, CHAPS 1%, DTT 2 mM,  glycerol 25%,  at 25C. Data 
analysis was performed as explained  in the text, providing  the  following parameters: 
substrate  interacting with  inactive NS3 protease  (closed circles; A = 8.1±0.6105 M‐1, 
HA  =  3.9±0.2  kcal/mol),  and  substrate  interacting  with  the  NS4A‐bound  inactive 
protease  (open circles, cooperative  interaction constant  = 5.9±0.7 and cooperative 
binding enthalpy h =  ‐7.9±0.3  kcal/mol).  (Inset) The binding parameters  for pNS4A 
interacting with NS3 protease were previously  independently determined under  the 
same  conditions:  B  =  8.9±0.8104 M‐1, HB  =  ‐1.5±0.2  kcal/mol.  If  the  approximate 
model with a  single binding  site  is used  for  the analysis of  the  substrate  interacting 
with NS4A‐bound NS3 protease,  the  following apparent parameters are obtained  for 
the  substrate  interacting with  the NS3  protease  in  the  presence  of  pNS4A:  Aapp  = 






exact  ternary model  the  intrinsic  cooperative parameters are  true  constants.  In  this 
case, both  sets of parameters  are  in  agreement because pNS4A was employed  at  a 
saturating concentration. 
 
Figure  4.  Calorimetric  titrations  for  the  EDTA‐calcium‐magnesium  system.  (Left) 
calcium (480 µM) was titrated into EDTA (30 µM), (Middle) magnesium (500 µM) was 
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