The performance features of line-focused laser ablation for the characterization of interfaces in layered materials by laser-induced plasma spectrometry ͑LIPS͒ have been compared with the point-focusing method in terms of signal precision, signal-to-noise ratio, ablation rates, and surface sensitivity. In both optical configurations a pulsed Nd:YAG laser beam operating at 532 nm, with a homogeneous energy distribution ͑flattop laser͒, is used to generate point and microline plasmas on the sample surface. Subsequent light from the plasma is spectrally resolved and detected with an imaging spectrograph and an intensified charge-coupled-device detector that is binned along the slit-height direction. Linefocusing LIPS permits much higher laser power input while maintaining relatively low laser fluence, thus yielding better surface sensitivity and improved detection power. Values of the signal-to-noise ratio are improved by a factor of 6. In addition the ablation rate is 9 nm͞pulse with the microline approach compared with 23 nm͞pulse obtained with the point-focusing method. The results demonstrate that the microline-focusing approach is suitable for the depth analysis of coated and layered materials.
Introduction
In the past decade laser-induced plasma spectroscopy ͑LIPS͒ has been successfully applied to the characterization of interfaces in layered materials, [1] [2] [3] [4] [5] [6] [7] where the typical ablation depth reached by a single nanosecond laser pulse varies from a few micrometers to some nanometers, depending on beam features, laser-operating conditions, and sample characteristics. The apparition of new materials with sophisticated and complex structures demands the refinement of LIPS technique capabilities to satisfy industrial requirements. In this sense, some investigations have been devoted to improving depth resolution, ablation rates, surface sensitivity, and precision in the analysis of layered materials. Interesting developments in depth profile analysis have been achieved with a collimated laser beam, 8 a defocused laser beam, 9 -14 or a laser beam with a so-called top-hat profile. 15 The first two strategies result in the improvement of depth resolution at the expense of spectral sensitivity owing to a decrease in irradiance and therefore in the amount of ablated material in these circumstances. 14 An alternative method for the decreasing power density deposited onto the sample surface while maintaining a signal at acceptable levels has been successfully employed in several applications of Raman 16 -22 and x-ray [23] [24] [25] analysis. In these investigations a larger area of the material is sampled by focusing the laser beam to a line rather than a point, in most cases with a cylindrical lens. As long as the entire length of the line is imaged onto the entrance slit of the spectrograph and monitored by the active region of the CCD detector, the signal strength is maintained while the power density is decreased by a large factor. Afterward the slit image on the CCD is binned vertically to collect light from the entire line focus. This charge binning is a common technique used with scientific CCD detector systems in spectroscopic applications and refers to the combination of a photogenerated charge from adjacent pixels on the detector before readout so that the detector is operated as a one-dimensional array. The result of this binning is the so-called multiplex advantage consisting of the improvement in signal-to-noise ratio ͑SNR͒, dynamic range, and readout speed at the expense of loss in spatial resolution. Alternatively, the linefocusing arrangement has been described in previous work for the generation of chemical images by LIPS by exploitation of the spatial-resolution capability of the CCD detector. 26 -29 With this approach the emission from different locations on the sample surface generates a signal at a defined position onto the spatial dimension of the CCD so that both spectral and spatial information are obtained in each laser pulse.
In this paper the CCD spatial direction is full binned and the line-focusing method is tested for the first time, to our knowlege, for the analysis of interfaces and coatings by LIPS as an alternative to the point method to improve depth analysis features. Several parameters including signal precision, SNR, ablation rates, surface sensitivity, as well as depth profiles of layered samples are compared for both focusing configurations.
Experimental

A. Instrumentation
The LIPS experimental setup for the line-imaging approach employed in this study is similar to one previously reported. 28, 29 Only relevant details are given here. The second harmonic ͑532 nm͒ of a pulsed Q-switched Nd:YAG laser with a top-hat energy profile ͑Spectron Model SL 284; pulse width, 5 ns; nominal beam diameter, 4 mm͒ was used to irradiate the sample. For both experimental configurations, 100-mm focal-length lenses, spherical for point focus and cylindrical for microline focus, were used to focus the laser beam generating different plasmas in shape. Plasma light was collected and imaged in a side-on configuration by a 100-mm focal-length plano-convex lens on the entrance slit of an imaging spectrograph ͑Chromex, Model 500 IS, 0.5-m focal length, Czerny-Turner, f͞8͒ where it was dispersed by a 2400-groove͞mm grating with a reciprocal linear dispersion of 2.5 nm͞mm. The entrance slit width and height were 20 m and 10 mm, respectively. The spectrally resolved light was detected with an intensified CCD detector ͑Stanford Computer Optics Model 4Quik 05; total active area, 768 ϫ 512 pixels, 7.8 m ϫ 8.7 m pixel size͒. Note that, in the microline case, the beam was expanded 3ϫ before focusing to increase the beam diameter from 4 to ϳ12 mm so that the length of the dispersed microline plasma image covered the full height of the CCD. Thus the entire CCD could be binned in the slitheight direction in the microline configuration while only the CCD rows of pixels corresponding to the plasma image were binned in the point-focusing approach. The 4 Spec 1.20 software was employed to control the detector.
B. Samples
Three samples were used in this study. For spectral signal and precision studies the sample consisted of a pure copper foil ͑Ͼ99.9%, Aldrich Chemicals͒. In the surface sensitivity study, a 150-nm-thick TiN film deposited by laser ablation on a silicon substrate was employed. Depth profiling analysis was conducted in a commercial brass ͑typically a ZnCu alloy with minor percentages of other elements͒ coated with electrochemically deposited copper, nickel, and chromium platings. From the base to the surface, this sample was formed by a brass foil, a 0.5-m-thick copper layer, a 5-m-thick nickel layer, and a 1.5-m-thick chromium layer.
Results and Discussion
To improve surface sensitivity and decrease ablation rates, an optical configuration that consisted of expanding threefold the laser beam and focusing it on a line has been explored. With this focusing configuration the laser pulse energy was distributed over a much larger sample area than when the laser beam was focused at a point, leading to long and narrow craters on the sample surface. In Fig. 1 the craters generated with line and point-focusing systems are compared. The sizes of the craters shown are 100 m in diameter ͑point mode͒ and 48 m width ϫ 14400 m long ͑microline mode͒ resulting in crater areas of approximately 8 ϫ 10 Ϫ5 and 690 ϫ 10 Ϫ5 cm 2 , respectively.
When the microline mode as the orientation of the line focus was parallel to the spectrograph entrance slit, spectral information from almost the whole length of the microline plasma could be detected by the intensified CCD camera in each laser event. The CCD chip was binned along the spatial dimension to yield a unique, larger spatial row of superpixels. The spectrum that resulted from this binning represented the spatial average of the emission signal over the line illuminated by the beam and monitored by the CCD detector. An example is shown in Fig. 2 in Table 1. which the laser-induced plasma spectra obtained with line and point-focusing methods from a copper foil have been compared. Low laser pulse energies were chosen to obtain the best experimental conditions for each focusing configuration, i.e., low ablation rates, for depth-profiling purposes. In this sense it was not feasible to use the same beam energy or fluence in both configurations because of the different ablated areas in both cases. Laser pulse energy was decreased as low as possible in each approach until the intensity of the plasma image in the CCD was low but appreciable over the noise. A total of 45 mJ ͑6.5 Fig. 2 , although the fluence was lower in the microline approach owing to an area 88 times larger, the spectrum obtained by focusing with the cylindrical lens was ϳ10 times more intense than that with the spherical lens. Detail of both spectra at a different scale has been plotted in the inset of Fig. 2 to compare the SNR. The measured data presented in Table 1 demonstrate that the SNR attained with the microline approach was improved by a factor of 6 compared with the point-focusing method. The SNR of the Cu line was calculated as the ratio of the net intensity divided by the peak-to-peak noise.
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As shown in Fig. 2 the improvement in the SNR with microline focusing can be explained by the large increase in net intensity compared with that obtained with the point focus, because, with the cylindrical lens, the beam can be focused only in the slit dimension, which permits full-height binning of the CCD. However, in the case of the spherical lens the beam was focused at a point so that the focused area was smaller than with the microline approach and the plasma image covered only a quarter of the CCD height. In this way, because the total signal intensity is proportional to the sum of the photogenerated charge from the CCD rows of pixels in the slit dimension, the microline spectral intensity was considerably higher than that of the point spectrum.
The precision of the point and microline approaches was also investigated with the copper foil. The reproducibility of the LIP emission intensity of the Cu II 330.795-nm line was evaluated laterally and in depth from a total of 500 laser shots: 10 positions on the surface at 0.2-mm intervals and 50 successive pulses at each position. A lateral relative standard deviation ͑RSD͒ value was calculated at each depth level from single laser shots at 10 different adjacent positions in the sample, while the in-depth RSD was calculated from 50 successive laser shots performed at each position of the sample. The results are in Table 1 . Note that Table 1 , does not include all the RSD values but only the intervals between the maximum and the minimum values obtained. As shown, precision is better with the microline approach in both lateral and depth experiments compared with the point approach as a result of binning the information from a larger area of the sample in each laser event. Note that the RSD value along the Fig. 2 . Laser-induced plasma spectra of a copper foil obtained with microline-and point-focusing methods. Experimental conditions: 2400-groove͞mm grating centered at 332 nm; delay time, 300 ns; acquisition time, 1000 ns. The range between 334 and 338 nm is also shown in detail. Laser pulse energies: 45 mJ for microline focus, 3.2 mJ for point analysis. Precision of net emission signal of Cu I 330.795 nm along the microline focus expressed as relative standard deviation ͑percent͒. microline focus was 5%, better than the precision obtained for single-shot point measurements.
The capability of microline and point approaches for the analysis of thin layers and the depth characterization of interfaces were tested in two experiments. In the first step, surface sensitivity was compared by analysis of the TiN-coated silicon substrate. Figure 3 shows the spectra corresponding to successive pulses at the same position on the target. Note that these spectra were obtained in optimum energy and focal conditions for each configuration. In the case of the microline focus the working distance, defined as the difference between the lens-tosample distance and the lens focal length, was established as 1.25 mm above the sample for better performance while the laser pulse energy was set at 105 mJ. On the other hand, for the point focus the optimum surface sensitivity was obtained at a laser pulse energy of 33 mJ and a working distance of 21 mm. In these optimized working conditions the microline analysis presented a higher surface sensitivity than the point analysis as deduced from the signal intensities in the spectra of Fig. 3 . As shown, with the point-focusing method the silicon emission signal at 288.158 nm is clearly visible in the first pulse, indicating the ablation of both the TiN coating and the substrate with a single laser shot.
However, with the microline approach the intensity of that silicon line is almost negligible in the first pulse although it is quite notable in the third pulse. The surface sensitivity was evaluated by calculating the net intensity ratios of SiI 288.158-and TiI 291.208-nm emission signals at each laser pulse in the respective experimental configurations. The results are plotted in Fig. 4 . As expected, in both cases the Ti͞Si ratio decreases with the number of laser shots as the TiN layer is being eroded. During the first laser pulses the Ti͞Si ratio corresponding to the microline analysis is higher than the ratio for the point analysis, indicating the poorer surface sensitivity of the latter. However, after the fourth pulse the position of the curves interchanges and the Ti signal does not disappear completely in the point analysis. This behavior of the Ti signal with the point analysis after several laser shots was attributed to the ablation of the material in the crater walls that would produce a residual signal of the element situated on the top layer even when the lower layer was being ablated. On the other hand, the geometry of the crater led to almost no residual Ti signal with the microline analysis. The capability of the microline approach for indepth analysis was tested with the CrNiCu-brass sample in the same operating conditions as in the precedent study. Net intensities of Cr I 540.979-, Ni I 547.691-, and Cu I 521.820-nm emission lines were calculated and then normalized to the sum of the intensities of the three elements. 2, 8 In Fig. 5 the normalized depth profiles for the two focusing configurations are compared. As shown, with the point analysis both interfaces, Cr-Ni and Ni-Cu, have been completely eroded after 274 pulses. However, reaching the copper layer with the microline-focusing method required 667 laser pulses. The average ablation rates ͑AARs͒ were calculated 9,10 for both interfaces and configurations. The AAR in the microline analysis varies from 9 nm͞pulse in Ni to 15 nm͞pulse in Cr compared with 23 nm͞pulse in Ni and 30 nm͞ pulse in Cr with the point analysis. This improvement in AAR agrees with the higher surface sensitivity demonstrated for the microline focus and is a consequence of the reduced fluence delivered onto the sample surface by the cylindrical lens.
Conclusions
The line-focusing method has been applied, for the first time to our knowledge, to the analysis of interfaces and coatings by LIPS as an alternative to the point method that uses defocused beams to decrease the power density. The results demonstrate that, even with a lower power density, the line focus combined with CCD binning along the spatial dimension yields a much higher signal and SNR levels than the point focus, leading to a reduced AAR and improved surface sensitivity. This lower AAR, joined to a higher surface sensitivity and a better SNR, reveals that the microline-focusing method is suitable for depth analyses of coated and layered materials.
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