We demonstrate that a time delay in weak coupling between two self-sustained oscillators can be estimated from the observed time series data. We present two methods which are based on the analysis of interrelations between the phases of the signals. We show analytically and numerically that irregularity of the phase dynamics (due to the intrinsic noise or chaos) is essential for determination of the delay. We compare and contrast both methods to the standard cross-correlation analysis.
I. INTRODUCTION
Many natural phenomena can be described by coupled oscillator models. Quite often there exists a certain time delay in coupling, which can, e.g., significantly influence the dynamical behavior and synchronization properties [1] [2] [3] [4] [5] [6] . Indeed, in many cases the propagation time of a signal through a pathway connecting the interacting subsystems is not small compared to the characteristic oscillation period, and, hence, the delay in coupling must be taken into account. Examples include laser systems [7] , a living coupled oscillator system with the plasmodium of Physarum polycephalum [8] , cardiorespiratory system [9] , and neuronal populations [10] [11] [12] .
In this paper we address the problem whether the delay in weak coupling of noisy limit cycle or chaotic oscillators can be estimated from the time series of the processes. Note that the problem is nontrivial, because the dynamical behavior (e.g., a synchronization pattern) in the presence of delay in coupling may be quite similar to that of instantaneously coupled systems. We demonstrate that, counterintuitively, identification of the time delay is possible if the interacting oscillators are sufficiently noisy. Noise plays a constructive role because it breaks the coherence between the current and delayed states, and therefore allows us to distinguish them. A similar role can be played by chaos; see [13] [14] [15] [16] [17] [18] [19] [20] [21] for a description of methods for estimation of internal delay in a nonlinear system exhibiting chaotic dynamics and [22] for the treatment of a linear stochastic system. We also discuss the distinction between the delay and the phase difference of two signals and emphasize that in the case we analyze here the delay cannot be accurately estimated by means of crosscorrelation or cross-spectral analysis.
The input to the algorithms proposed in this paper are the series of instantaneous phases. As is usually done in synchronization analysis of multivariate data [23, 24] , we assume that we can measure the signals on the outputs of interacting oscillators and that these signals are appropriate for determination of the instantaneous phases; for a description and discussion of phase estimation techniques see [23, 24] .
The paper is organized as follows. In Sec. II we present the methods for delay estimation and in Sec. III we analyze them analytically. In Sec. IV we consider numerical examples illustrating that the delay in coupling between noisy and/or chaotic oscillators can be estimated from the series of instantaneous phases. In Sec. V we discuss our results.
II. PHASE MODEL AND METHODS FOR DELAY ESTIMATION
As is well known, the description of weakly coupled selfsustained oscillators can be in a good approximation reduced to the phase dynamics [24, 25] . Hence, in the following theoretical analysis we consider coupled phase oscillators described by the following general equations: 1 = 1 + F 1 " 1 ͑t͒, 2 ͑t − T 12 ͒… + 1 ͑t͒, ͑1͒ 2 = 2 + F 2 " 1 ͑t − T 21 ͒, 2 ͑t͒… + 2 ͑t͒, where 1,2 and 1,2 are phases and natural frequencies of two oscillators, respectively, and 1,2 are noisy terms, whereas T 12 and T 21 are time delays in coupling. Model (1) describes coupled noisy limit cycle oscillators as well as some chaotic systems [24] ; in the latter case the irregular terms 1,2 reflect the chaotic amplitude dynamics. For clarity of presentation and simplicity of the analytical treatment we first concentrate on the case of two unidirectionally coupled systems with the simplest coupling function:
tion: for sufficiently large coupling strength and for vanishing noise there is a stable solution with a constant phase shift between the oscillators. It is easy to show that for ജ ͉ 1 − 2 ͉ there exist a synchronous solution with a constant phase difference 0 = 2 ͑t͒ − 1 ͑t͒ = arcsinͩ 2 − 1
For Ͻ͉ 1 − 2 ͉, Eqs. (2) exhibit quasiperiodicity, when the phase difference grows with time. If noise is present, the perfect synchrony is destroyed: the phase difference exhibits small fluctuations around 0 with possible relatively rapid 2 jumps (phase slips). In a quasiperiodic state, fluctuations are superimposed on the deterministic growth of the phase difference due to the detuning between the oscillators (see, e.g., [24] for details).
It is important that if the noise in the driver 2 is absent, then the delay time T cannot be inferred. Indeed, let us assume that the form of the coupling function in Eqs. (2) is known exactly, but its parameters and ␣ are unknown. We see that the delay and phase shift ␣ appear in the argument of the sine function as a combination 2 T + ␣. Hence, in the purely deterministic case there is no way to distinguish between two different delays TЈ and TЉ, because ␣ can be arbitrary and therefore the condition 2 TЈ + ␣Ј= 2 TЉ + ␣Љ can be always fulfilled. Moreover, we emphasize that the delay in coupling cannot be inferred from the observation of the phase shift 0 between synchronized oscillators. Indeed, in the synchronous regime both phases grow in time with a common rate [ 2 t in the example of system (2)] and differ by a constant 0 that is determined by the detuning 2 − 1 , parameters of coupling and ␣, and delay T (the latter two appear again as the combination 2 T + ␣), and the contribution of these factors cannot be separated. Hence, measurements of the phase difference cannot provide the estimate of the delay, as sometimes is assumed in physiological and medical literature; 1 indeed, the presence of the delay generally implies presence of a (constant in average) phase difference, but not vice versa.
Below we demonstrate that noise plays a constructive role in the context of determination of a delayed interaction. So, in system (2), the noise 2 breaks the coherence of the phase 2 and therefore the time delay is not equivalent to the phase shift. In the rest of this paper we develop and discuss the methods for determination of the delay time in the coupling from the observation of the phases 1 ͑t͒ and 2 ͑t͒ under assumption that their evolution can be approximated by Eqs.
(1).
A. Delay estimation based on a synchronization index
In this method it is assumed that the oscillators are nearly synchronized; i.e., the phase difference between the oscillators most of the time exhibits small fluctuations around a stable value [cf. Eq. (3)], possibly intermingled with rare phase slips-i.e., relatively rapid jumps when the phase difference gains ±2. Consequently, there is a high correlation between the values of 1 ͑t͒ and 2 ͑t − T͒, as the retarded value of 2 directly governs the phase 1 . On the other hand, the correlation between 1 ͑t͒ and 2 ͑t − ͒ for T is expected to be smaller. To quantify this, one can characterize the relation between two shifted-in-time time series of phases 1,2 by a shift-dependent synchronization index [26] 2 ͑͒ = ͗cos͓ 1 ͑t͒
͑4͒
where ͗͘ denote averaging over time. For the shift = 0 the index reduces to the index used in synchronization analysis for characterization of the strength of phase interrelation between two signals [23, 27] . One can expect that ͑͒ has a maximum at = T. However, this is not exactly true: as we show theoretically in Sec. III A and confirm numerically in Sec. IV below, the position of the maximum of the dependence of the synchronization index on the time shift systematically overestimates the delay. Moreover, in the case when the oscillators are far from synchrony, the synchronization index is small for all shifts and therefore does not yield the estimate of the delay. Thus, the advantages of this approach-namely, its simplicity and absence of parameters-are accompanied by several drawbacks which can be overcome by the technique presented below in Sec. II C.
B. Cross-correlation function
The most common tool that can be tested for the detection of the delay is the cross-correlation function. Given the time series of phases, the (normalized) cross-correlation function between the two oscillations is calculated for the observables cos 1 and cos 2 as
where the fluctuations of the amplitudes are neglected. Assuming that the systems are close to synchrony, we can express the phases as 1,2 = ͑t − t 0 ͒ + 1,2 , where is some frequency of order Ϸ͑ 1 + 2 ͒ /2 [it is = 2 for unidirectional coupling described by Eqs. (2)] and 1,2 are slow phases. In the computation, we have to average over the ensemble of realizations with random initial times t 0 ; hence, the terms containing sin t 0 and cos t 0 vanish. With the introduced notations we obtain
1 In a number of papers the phase of the cross spectrum at a dominating frequency is recomputed into a delay. Our consideration shows that this procedure, appropriate for input-output systems, fails in case of coupled self-sustained oscillators.
where the envelope of the cross-correlation function is defined via Note, however, that if the fluctuations of the amplitudes of the observables x 1 ͑t͒ and x 2 ͑t͒ are not small, then the envelope of the cross-correlation function of these processes can essentially deviate from the synchronization index (cf. Fig. 2 below).
C. Delay estimation based on model fitting
This approach to delay estimation is based on the reconstruction of the first equation in Eqs. (2) from the series 1,2 . Namely, we suggest to fit the numerically estimated phase derivative d 1 / dt-that is, the instantaneous frequency of the first oscillator-by a function of 1 ͑t͒ and 2 ͑t − ͒, for different values of the shift .
2 Practically, we try to fit the finite-difference estimation of the derivative ͓ 1 ͑t + ⌬t͒ − 1 ͑t͔͒͑⌬t͒ −1 with a probe function in the form of the double Fourier series in 1,2 , because in general case the coupling function is 2 periodic in 1,2 . The quality of the fit is characterized by the least-mean-squares error E. The idea of the approach is that the dependence E͑͒ should take a minimum at = T. This is confirmed by the theoretical analysis of this method, performed in Sec. III B, whereas the technical details and numerical illustration of the approach can be found in Sec. IV.
III. THEORETICAL ANALYSIS OF THE METHODS
In this section we present an analytical derivation of the above defined quantities ͑͒ and E͑͒ for the basic model (2) and discuss under which conditions they allow us to determine the delay in the coupling.
A. Synchronization index
Writing the second equation Eqs. (2) for the delayed time as 2 ͑t − T͒ = 2 + 2 ͑t − T͒, we obtain for the phase difference
the stochastic Adler equation
where = 1 − 2 is the detuning. The probability distribution P͑͒ for the solution of this equation can be found in [24, 28] , with the amplitude of the first harmonics giving the synchronization index P 1 ͑͒ = ͑T͒.
Consider now the synchronization index ͑͒ for T. In order to compute it, we have to find the probability distribution of
is a Gaussian random number with zero mean and variance 2D 2 ͉ T − ͉. If and were independent (this can be taken as a zero approximation), then the distribution of would be the convolution of the distributions for and . In the Fourier domain we can multiply the Fourier transforms, which gives, for the first harmonics of the distribution,
It can be seen that the synchronization index has a maximum at = T; however, in the absence of the noise in the driver ͑D 2 =0͒ the synchronization index becomes independent of .
To account for correlations we assume that the coupling is sufficiently strong, so that the fluctuations around the synchronous state are small. In this case we can linearize the Adler equation (6) around the constant synchronous value 0 = arcsin͑ / ͒ − ␣ and write an equation for the small deviation of the phase difference ⌿ = − 0 :
where
Statistical analysis of this model, details of which are presented in Appendix A, leads to the following expression:
͑12͒
This function has only one maximum, which occurs in domain of the argument max Ͼ T. Thus, synchronization index attains its maximum value for = max found from the condition
Provided the phase of the driver diffuses, D 2 Ͼ 0, this gives, with account of Eq. (11),
. ͑13͒ 2 We note that in a practical situation we do not have to know a priori which system is the driver; see Sec. IV.
Thus, the described method produces a biased estimate of the delay, where the bias decreases with the increase of the driving strength; cf. the numerical results shown in Figs. 3 and 4.
B. Error of model fitting
In this method we try to approximate the right-hand side (RHS) of the first equation in Eqs. (2), i.e.,
by a function of 1 ͑t͒ and 2 ͑t − ͒, where can be positive or negative. Let our test function be
Using Eq. (7) and denoting ␣Ј= ␣ Ј+ ͑T − ͒ 2 we rewrite it as fЈ͑t͒ = Ј − Ј sin͑ + + ␣Ј͒.
͑15͒
Determination of the parameters Ј , Ј , ␣Ј by least-meansquares fitting leads to an expression for the error of the fit. This expression can be obtained analytically for two limit cases: (i) the oscillators are far from synchrony and (ii) the oscillators are very close to synchrony; the calculations for both cases are given in Appendix B. In the first case we end with the following expression for the error of the fit [see Eq.
(B1)]:
This error as a function of has a minimum at = T. Thus we obtain an estimate of the delay T as an output of the fitting procedure. The stronger the coupling and the phase diffusion in the driver, the more pronounced is the minimum. Its position provides the unbiased estimate of the delay, contrary to the estimate provided by the position of the maximum of the synchronization index. In the close to synchrony case the error of the fit as a function of shift E͑͒ also has a sharp minimum for T = ; the lengthy expression for E͑͒ is given by Eq. (B2) in Appendix B and illustrated in Fig. 10 .
Note that in Eqs. (16) and (B2) the noise intensity ͗ 1 2 ͘ appears as an additive constant. Formally, for ␦-correlated noise this quantity diverges. However, this is not important because practically we fit not the derivative of the phase but its finite-difference approximation
For the Langevin equation with ␦-correlated noise such an estimation contains a regular term that is ⌬t independent and a noisy term ϳ͑⌬t͒ −1/2 . Therefore, the Eq. (16) becomes
[The same consideration is valid for Eq. (B2).] Thus, the error of the fit as a function of the shift E͑͒ contains two components: the first, the regular one, is independent of ⌬t and is determined by the proper choice of the shift . On the contrary, the contribution of the noisy term is independent and decreases with ⌬t. Hence, the variation of E within a given range of shift ; i.e., E max 2 − E min 2 , is approximately constant, while E min 2 is inversely proportional to ⌬t. Correspondingly, the relative variation of the error for the given range of will be larger for larger ⌬t. In order to preserve accuracy of the estimation of the delay time the interval ⌬t should be, however, kept small compared to the delay.
IV. NUMERICAL RESULTS
We start with a discussion of general aspects of numerical implementation of the described methods. The calculation of the cross-correlation function is standard. For the synchronization index estimation (SIE) and model fitting estimation (MFE) methods one has first to compute the phases from scalar signals; in all examples below this has been done with the help of the analytic signal method based on the Hilbert transform (see [23, 24] ). The calculation of ͑͒ is then straightforward, whereas the computation of E͑͒ requires a discussion.
The first important point is the substitution of the derivative 1 by the finite difference ͓ 1 ͑t + ⌬t͒ − 1 ͑t͔͒͑⌬t͒ −1 . Namely, we compute the error of the fit E = E⌬t for the phase increment ⌬ 1 ͑t͒ = 1 ͑t + ⌬t͒ − 1 ͑t͒. In this way we avoid the poor operation of numerical derivation of a noisy time series. Moreover, as discussed above, by increasing ⌬t we effectively filter out the internal noise of a driven oscillator. Note that for practical purposes, when there is no need for comparison of theoretical results with numerics, it is convenient to use the normalized error E N . The latter is computed for the phase increments normalized by their rms value; E N varies from zero to 1.
Another important issue is the choice of the fitting function. The natural choice here is a Fourier series. As soon as the number of terms of this series has been chosen, the error of fit E͑͒ is obtained via a standard linear regression procedure. With a little effort the significant Fourier terms can be determined by trial and error-namely, by checking that no systematic periodic distribution is displayed by the residuals. Alternatively, the dominant terms can be revealed by means of the procedure described in Appendix C.
A. Unidirectional coupling
We start our numerical simulations with a consideration of two coupled noisy limit cycle oscillators described by the Landau-Stuart equations demonstrate that a delay in (weak) coupling can be revealed both by the MFE and SIE algorithms. However, the latter approach provides a biased estimate. Here in the left panel we show the E͑͒ curve computed from the Hilbert phases H = arg͓Re͑A͒ + iH͑Re͑A͔͒͒, where H͑·͒ denotes the Hilbert transform, as well as the E͑͒ curve computed from the "true" phases H = arg͑A͒. We also show here the theoretical curve according to the Eq. (17); it demonstrates a very good correspondence with the numerical results for the "true" phases. In order to obtain the theoretical curve, we write the phase equation for the system (18) and in this way find the effective parameters-namely, the noise intensity and coupling strength-for the Eq. (17); here we use ⌬t = h. Note also that for the phases obtained via the Hilbert transform, the effective noise appears to be larger. This occurs due to the property of the transform that "transfers" some components of the amplitude noise to the phases; as a result, the Hilbert phases are in this example more noisy than the "true" phases. The right panel of Fig. 1 shows the synchronization index and the cross-correlation function of Re͑A 1 ͒ and Re͑A 2 ͒, which are in correspondence with our theoretical considerations. Concerning the impact of the time interval ⌬t, 3 we mention that the curves E͑͒, computed for different ⌬t, comply with Eq. (17) and its discussion. In the presentation of the error in the normalized form, E N ͑͒, the increase of ⌬t results in a more pronounced minimum.
As a next example we consider unidirectionally coupled chaotic Rössler oscillators. It is known that the phase dynamics of this system is qualitatively similar to that of noisy limit cycle oscillators: the phase exhibits a random-walk-like motion, though the diffusion coefficient is relatively small [24, 29] . Therefore, we expect that our approach can be applied to the systems of this class as well. The model we simulate reads
where 1,2 = 0.99± 0.08 are the natural frequencies of the oscillators, is the coupling strength, and T denotes the delay in coupling. Numerical solutions of Eqs. (19) have been obtained by means of a predictor-corrector integration scheme with a fixed step h =2 / 100. The results for = 0.05 and T = 3200h Ϸ 202 are presented in Fig. 2 for ⌬t =20h. Here we also show the envelope of the cross-correlation function between x 1 and x 2 ; note that in this case it is not close to the ͑͒ curve due to uncorrelated fluctuations of chaotic amplitudes. Results of further simulations (not shown here) demonstrate that (i) the delay can be correctly estimated also in case of a relatively strong coupling = 0.4, when the phase dynamics approximation is quite poor, and (ii) good estimates can be obtained even with large ⌬t of the order of the oscillation period.
We conclude the discussion of the unidirectional coupling case by emphasizing that in a practical situation we do not have to know beforehand which system is the driver. Indeed, we shall consequently fit two dependences, 1 ͑t + ⌬t͒ 3 In these as well as in the following computations the integration step is kept small (h =2 / 100 in this example) and then the data points are downsampled to increase ⌬t. − 1 ͑t͒ on 1 ͑t͒, 2 ͑t − ͒ and 2 ͑t + ⌬t͒ − 2 ͑t͒ on 2 ͑t͒, 1 ͑t − ͒, and look which one exhibits a minimum.
B. Performance of the delay estimation and the influence of parameters

Observational noise
In this section we explore the effects of intrinsic and/or measurement noise on the performance of the two time delay estimators MFE and SIE. For this purpose, we again consider the system(18); see Fig. 3 . First we compare the results for the case of noise-free ͑ ͱ 2D 1 =0͒ and noisy ͑ ͱ 2D 1 = 0.05͒ driven systems (bold blue and dashed red lines, respectively); the noise in the driver was ͱ 2D 2 = 0.3. As expected, we see that noise in the driven system reduced the performance of the delay estimation, making the minimum of the curve less pronounced. Next, we add observational white Gaussian noise 1,2 with rms value ͱ 2D 1,2 obs = 0.1 to the signals Re͕A 1,2 ͖. That means that the phases has been computed by means of the Hilbert transform from x 1,2 obs =Re͕A 1,2 ͑t͖͒ + 1,2 ͑t͒. The results for the case when both internal and observational noises are present are shown by the dot-dashed line (black). Then, as is typically done in the processing of real-world data, the noisy signals have been smoothed using a Savitzky-Golay fourth-order polynomial filter and subsequently their phases have been extracted by means of the Hilbert transform; the corresponding results are shown by the dotted (black) line. The results of this example have been obtained by setting ⌬t =10h. Note that for better comparison of different curves we use here the normalized error.
Concluding this example, we note that (i) observational (and to some extent intrinsic) noise can be easily filtered out and therefore does not hamper the delay estimation; (ii) intrinsic noise in the driven systems reduces the sensitivity of both algorithms to the presence of a delay; however, this does not bias the MFE; and (iii) we recall that estimation is possible only due to phase diffusion in the driver.
Influence of noise and coupling strength
In order to illustrate further the performance of the methods and systematically analyze the influence of the noise intensity, coupling strength, and other parameters, we exploit a computationally efficient model; namely, we consider two unidirectionally coupled noisy sine maps:
where modulo 2 operation is applied at every iteration and the parameters 1,2 , , and T denote the natural frequencies, coupling strength, and delay, respectively. In the following simulations, we set 1,2 = 0.511ϯ⌬. Figure 4 shows the effect of coupling strength on the per- (18)]. The value of the delay in coupling is revealed from the dependences of the fitting error E N and synchronization index versus shift between the two time series of phases (left and right panels, respectively). The dotted vertical lines mark the true value of the delay T. Bold (blue) line illustrates the case of the noisy driver and noise-free driven system; dashed (red) line corresponds to the case when the response system is noisy as well. Dot-dashed line (black) shows the results for the case when both systems are noisy and the observed signals are contaminated by observational noises. Finally, the dotted (black) line shows the results for the latter case obtained after smoothing the signals as described in the text; the fact that the curves obtained after smoothing nearly coincide with the curves for noise-free response system demonstrates that the delay can be efficiently estimated from real-world data. (In the right panel three of four curves nearly coincide.) Note that ͑͒ dependence provides a biased estimate of the delay. With an increase of the noise intensity, the minimum of E͑͒ and maximum of ͑͒ appear and become more pronounced.
Influence of the detuning
In this section we consider the effect of the detuning parameter ⌬. Its variations result in a qualitative change of the dynamics (synchronous versus quasiperiodic) and we cannot exactly predict the effect of this parameter from our theoretical considerations. The results are shown in Fig. 6 for the following parameters: T = 50, = 0.6, ͱ 2D 1 = 0.1, and ͱ 2D 2 = 0.3; they provide two interesting observations. First, the identification of delay is possible even for zero detuning, provided that the driver is noisy and the driving strength is sufficiently large to overcome the intrinsic noise in the response system. Within these limits, the MFE algorithm becomes less sensitive to the detuning effect, while the SIE algorithm gradually loses its performance with an increase of the detuning. Second, far from the synchronization, ͑͒ is small and a reliable identification of a global maximum becomes problematic. On the contrary, the MFE algorithm provides a clearly defined minimum for the whole range of the detuning.
A final remark concerns the data requirements of the algorithms. In all the examples given here we use 5000 periods of data for the continuous-time models and 10 000 iterations for the discrete maps. Preliminary computations show that reasonable results can be obtained from short (of the order of hundreds of periods) data sets as well and that the MFE algorithm is less demanding than the SIE algorithm.
C. Bidirectional coupling
In this section we consider bidirectionally coupled systems. As the model example we take noisy van der Pol oscillators
The interaction is characterized by two delays that are generally different. In the simulation we take T 12 tiple extrema. This can be understood in the following way. The phase of the first signal at a certain time instant 1 ͑t͒ is strongly correlated with 2 ͑t − T 12 ͒, and therefore the shift = T 12 provides an extremum in the E͑͒ and ͑͒ dependences. On the other hand, 2 ͑t − T 12 ͒ is strongly correlated with 1 ͑t − T 12 − T 21 ͒, and 1 ͑t − T 12 − T 21 ͒ is correlated with 2 ͑t −2T 12 − T 21 ͒; see Fig. 8 . Hence, the extrema of E 12 ͑͒, 12 ͑͒ are found at shifts = T 12 + n͑T 12 + T 21 ͒, n =0,1,2,.... Similar considerations for the second signal and the negative shifts explain the appearance of a series of peaks at the delay estimation in bidirectionally coupled systems. Noteworthy, the delays can be estimated for zero detuning between the oscillators as well. Note also that different minimal values of E 12 ͑͒ and E 21 ͑͒ reflect the asymmetry in the coupling and in the noise intensities.
D. Multiple delays
Generally speaking, an interaction between two systems can function over several pathways, each having its own delay. In this case our basic model (1) should be extended by several additional terms. The systematic analysis of such a complicated interaction is beyond the framework of this paper; in the following example we just show that in principle the model fitting technique can be used in this case as well. For this purpose we consider unidirectionally coupled systems with multiple delays:
The parameters are 1,2 = 1 ± 0.1, ͱ 2D 1 = 0.1, ͱ 2D 2 = 0.3, 1 = 0.3, 2 = 0.15, 3 = 0.1, T 1 = 170h Ϸ 10.7, T 1 = 380h Ϸ 23.9, and T 1 = 600h Ϸ 37.7. The results, presented in Fig. 9 , suggest that the MFE algorithm is effective in this case as well. Indeed, the E N ͑͒ dependence exhibits three minima, and at least the delay in the dominating, strongest, driving term can be correctly identified. The second and third minima provide biased estimates. On the contrary, the SIE approach, as well as the cross-correlation analysis, cannot distinguish whether single or multiple delays are present.
V. DISCUSSION
In this paper we have shown that the delay in weak coupling between two oscillators can be estimated from the time series, provided these series are suitable for the computation of instantaneous phases. We emphasize that if the signals under study come from coupled self-sustained oscillators, then the determination of the delay is not possible from the measurements of the phase difference. Indeed, the latter is not determined solely by the delay, but depends also on the other parameters of interacting systems. Concerning the use of the standard tool of data analysis-the correlation function-we underline that an estimate of the delay can be obtained by analysis of the envelope of the function, but not from the position of its maxima (the latter are related to the phase shift between the signals). Last but not least, in the case of oscillators which are close to synchrony, the envelope of the cross-correlation function provides a systematically overestimated value of the delay. It is important that delay estimation by means of the model fitting can be easily combined with the estimation of the directionality of coupling [30] [31] [32] [33] [34] . We conclude the presentation of the two presented techniques for delay estimation by a discussion of several important points.
a. The role of noise and chaos. We emphasize that estimation of the delay is possible only if the driving system is noisy and/or chaotic, so that its phase is diffusive, D 2 Ͼ 0 (for definiteness, we discuss now the delay in driving from system 2 to system 1). Indeed, the dependences of both synchronization index and of the error of the fit on [Eqs. (12) and ( paring the two presented techniques we note that the method based on the synchronization index is most efficient if two systems are close to synchrony, whereas the method based on the model fitting does not have this limitation. As the advantage of the first method we mention the absence of parameters and simplicity of implementation; on the other hand, it provides a biased estimate. For delays of the order of the oscillation period this bias may be not negligible. Generally, we suggest that the two methods should be used in a complementary way.
c. Limitations. Application of the method to real data requires an assumption that the underlying systems can be (at least approximately) modeled by phase equations (1). Although the preliminary computations demonstrate that the technique can be effective in more complex cases-e.g., with multiple delays-this limitation should be taken into account. In particular, the presence of internal delays requires an additional treatment.
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APPENDIX A: ANALYTIC CALCULATION OF THE SYNCHRONIZATION INDEX
Here we present a statistical analysis of Eq. (10). Integrating it, we obtain
Let us find the variance of our observable:
where we use that ͗⌿͘ = ͗͘ = 0 and ͑T − ͒ 2 + 0 = const, as well as the definition of given by Eq. (8). Because ⌿͑t͒ depends only on the values of 2 ͑s͒ for −ϱϽs Ͻ t − T and depends only on the values of 2 ͑s͒ for s lying in the interval between t − and t − T, we conclude that for Ͻ T these quantities are independent and the last term vanishes. Thus, for Ͻ T, Eq. (9) holds. For Ͼ T we compute separately all three terms in Eq. (A1). For the first we get
The second term gives
The third term gives
Finally, for all we obtain
͑A4͒
Because the distributions of ⌿ and are Gaussian, the synchronization index is related to this value as ͑͒ = exp͓−Var͑͒ /2͔, which gives formula (12).
APPENDIX B: ANALYTIC CALCULATION OF THE FITTING ERROR
Here we present the derivation of the expressions for the error of the fit for the model (2) . The test function is given by Eq. (15) . As the second phase at time t − can be represented as 2 ͑t − ͒ = 2 ͑t − T͒ + + 2 ͑T − ͒, where = ͐ t− t−T 2 dt is a Gaussian process with the variance 2D 2 ͉ T − ͉, the test function can be rewritten as 
We can complete analytic computations in two limit cases. To compute the least mean approximation error E, we have to average this expression. We perform this neglecting the correlations between 1 and 2 , which is justified for the considered far from synchrony case. The averaging includes the integration
and the averaging over the distribution of the noise. The terms with 1 and the terms with sine-function vanish, whereas the terms sin 2 ͑·͒ give 1 / 2. As a result we obtain With ͗cos͘ = exp͑−D 2 ͉ T − ͉͒ and ͗sin͘ = 0 we finally obtain where k 1,2 denote the spatial frequencies along the 1 and 2 coordinates, respectively. (Here the phases are taken modulo 2.) The points ⌬͑ 1 , 2 ͒ are not regularly distributed in the phase plane. Therefore, in order to make use of the fast algorithm for the two-dimensional Fourier transform, we perform the Delaunay-triangulation-based cubic interpolation on a uniform grid on the square ͓0,2͒ ϫ ͓0,2͒ with the grid step 2 / 100. The Nyquist theorem provides the upper limit of the frequencies resolved by these data, k 1 max = k 2 max = 50, which, under assumption that the coupling functions in Eqs.
(1) are smooth, can be considered as sufficiently large to prevent aliasing. The next step is the choice of the significant Fourier coefficients. For this purpose we perform a surrogate data test. Namely, we compute the Fourier coefficients F ͑k 1 , k 2 ͒ for 100 realizations of the randomly shuffled ⌬ and take ͗max(F 2 ͑k 1 , k 2 ͒)͘ as the threshold value, where ͗͘ means averaging over the realizations of surrogates. It means that for the model fitting we use only the terms ͑k 1 , k 2 ͒ which satisfy F 2 ͑k 1 , k 2 ͒ ജ max(F 2 ͑k 1 , k 2 ͒). An example of this analysis is given in Fig. 11 . In particular, we can see that the modeling of the chaotic system requires essentially more terms than the modeling of the simple limit cycle oscillator.
Note that the presented approach is feasible only when noise in the otherwise synchronous oscillators or quasiperiodic dynamics ensure a quite uniform scattering of phase points over the ͓0,2͒ ϫ ͓0,2͒ square. The described Fourier-based model selection could be also exploited for an estimation of the directionality of coupling [30] [31] [32] [33] [34] that requires model fitting by Fourier series as well. For a general discussion of nonparametric model reconstruction see, e.g., [35] [36] [37] [38] . 
