Graph neural networks (GNNs) are shown to be successful in modeling applications with graph structures. However, training an accurate GNN model requires a large collection of labeled data and expressive features, which might be inaccessible for some applications. To tackle this problem, we propose a pre-training framework that captures generic graph structural information that is transferable across tasks. Our framework can leverage the following three tasks: 1) denoising link reconstruction, 2) centrality score ranking, and 3) cluster preserving. The pre-training procedure can be conducted purely on the synthetic graphs, and the pre-trained GNN is then adapted for downstream applications. With the proposed pre-training procedure, the generic structural information is learned and preserved, thus the pre-trained GNN requires less amount of labeled data and fewer domain-specific features to achieve high performance on different downstream tasks. Comprehensive experiments demonstrate that our proposed framework can significantly enhance the performance of various tasks at the level of node, link, and graph.
Introduction
Graphs are a fundamental abstraction for modeling relational data in physics, biology, neuroscience and social science. Although there are numerous types of graph structures, some graphs are known to exhibit rich and generic connectivity patterns that appear general in graphs associated with different applications. Taking network motifs, which are some small sub-graph structures, as an example, they are considered as the building blocks for many graph-related tasks [3] , e.g., triangular motifs are crucial for social networks, two-hop paths are essential to understand air traffic patterns, etc. Despite its importance, previous researchers are required to design various specific rules or patterns to extract motif structures, in order to serve as features for different applications manually. This process is tedious and ad-hoc.
Recently, researchers have adopted deep representation learning into graph domain and proposed various Graph Neural Network architectures [22, 18, 41] to alleviate this issues by automatically capturing complex information of graph structures from data. In general, GNNs take a graph with attributes as input and apply convolution filters to generate node embeddings with different granularity levels layer by layer. The GNN framework is often trained in an end-to-end manner towards some specific tasks and has shown to achieve competitive performance in various graph-based applications, such as semi-supervised node classification [22] , recommendation systems [47] and knowledge graphs [38] .
Despite the success, most of the GNN applications heavily rely on the domain-specific input features. For example, in PPI dataset [49] , which is widely used as a node classification benchmark task, positional gene sets, motif gene sets, and immunological signatures are used as features. However, these domain-specific features can be hard to obtain, and they cannot generalize to other tasks. Without access to these domain-specific features, the performance of GNNs is often suboptimal.
Besides, unlike in the fields of computer vision (CV) or natural language processing (NLP), where large-scale labeled data are available [10] , in many graph-related applications, graphs with highquality labels are expensive or even inaccessible. For example, researchers in neural science use fMRI to scan and construct brain networks [7] , which is extremely time-consuming and costly. Consequently, the insufficiency of labeled graphs restricts the potential to train deep GNNs that learn generic graph features from scratch. To tackle these issues, in this paper, we consider training a deep GNN from a large set of unlabelled graphs and transferring the learned knowledge to downstream tasks with only a few labels, an idea known as pre-training. We focus on the following research questions: Can GNNs learn the generic graph structure information via pre-training? And to what extent can the pre-training benefit the downstream tasks?
Although the idea of unsupervised pre-training has been proved successful in CV and NLP [15, 11] , adopting this idea for training GNNs is still a non-trivial problem. First, even for unlabeled graphs, collecting a high-quality and generalizable graph dataset for pre-training is still hard. Graphs in different domains usually possess different properties [25] . Taking the degree distribution [1] as an example, it tends to be uniform in chemical molecular networks, while it always follows the power-law in social networks. Therefore, the model trained on graphs from one domain often cannot generalize well to another domain. As a consequence, obtaining a high-quality graph dataset that covers various graph properties is crucial and challenging for pre-training GNNs. To solve this, we propose to generate synthetic graphs with different statistical properties as the pre-training data. Specifically, we exploit the degree-corrected stochastic block model [20] to generate synthetic graphs, where various of parameters are used in order to generate a variety of graphs with different properties.
Second, as is shown in [30] , graphs have a wide spectrum of structural properties, ranging from nodes, edges to sub-graphs. Existing unsupervised objectives such as forcing the node embeddings to preserve the similarity derived from random walks [32, 16] only focus on capturing the relatively local structures and overlook the higher-level structural information. To capture information present in different levels of graph structures, we design three self-supervised pre-training tasks: 1) denoising link reconstruction, 2) centrality score ranking, and 3) cluster preserving. Guided by these tasks, the pre-trained GNNs are able to capture general graph properties and benefit the downstream tasks.
Our main contributions are as follows:
• We propose a pre-training framework that enables GNNs to learn generic graph structural features. The framework utilizes synthetic graphs with adjustable statistical properties as the pre-training data. Therefore, it does not require additional label data. The pre-trained model can benefit applications with unseen graphs.
• We explore three self-supervised pre-training tasks which focus on different levels of graph structures, enabling GNNs to capture multi-perspective graph structure information.
• We perform extensive experiments on different downstream tasks and demonstrate that all of them can be significantly benefited from transferring the knowledge learned via pre-training. We will release source code and data to facilitate future research on this line.
Related Work
The goal of pre-training is to allow a neural network model to initialize its parameters with weights learned from the pre-training tasks. In this way, the model can leverage the commonality between the pre-training and the downstream tasks. Pre-training has shown superior in boosting the performance of many downstream applications in computer vision (CV), natural language processing (NLP) and graph mining. In the following, we review approaches and applications of pre-training in these fields.
Pre-training strategies for graph applications Previous studies have proposed to utilize pretraining to learn graph representations. These attempts directly parameterize the node embedding vectors and optimize them by preserving some deterministic measures, such as the network proximity [40] or statistics derived from random walks [16] . However, the embedding learned in this way cannot generalize to another unseen graph as the information they capture are graph-specified. In contrast, we consider a transfer learning setting, where our goal is to learn generic graph representations.
With the increasing focus on graph neural networks (GNNs), researchers have explored the direction of pre-training GNNs on unannotated data. GraphSAGE [18] adds an unsupervised loss by using random walk based similarity metric. Graph Infomax [42] proposes to maximize mutual information Figure 1 : The overall framework for pre-training and adaption. First, a multi-layer GNN is trained on three structure-guided tasks. Then, the lower layer of the GNN is fixed and the upper layer of the GNN is fine-tuned on the given downstream task.
between node representations obtained from GNNs and a graph summary representation. All these studies only pre-train GNNs on a particular set of graphs with task-specific feature inputs. As the feature types across graph datasets are quite different, it is hard to generalize the knowledge learned from one set to another. Instead, our approach learns generic structural information of graphs, regardless of their specific feature types.
Pre-training strategies for other machine learning applications Pre-training in CV [15, 48, 12] mostly follows the following paradigm: first pre-train a model on large-scale supervised datasets (such as ImageNet [10] ), then fine-tune the pre-trained model on downstream tasks [15] or directly extract the representation as features [12] . This approach has been shown to make significant impact on various downstream tasks including object detection [15, 19] , image segmentation [9, 27] , etc.
Pre-training has also been used in various NLP tasks. On the word level, word embedding models [28, 31, 4] capture semantics of words by leveraging occurrence statistics on text corpus and have been used as a fundamental component in many NLP systems. On the sentence level, pre-training approaches have been applied to derive sentence representations [23, 24] . Recently, contextualized word embeddings [34, 11] are proposed to pre-train a text encoder on large corpus with a language model objective to better encode words and their context. The approach has shown to reach state-ofthe-art performance in multiple language understanding tasks on the GLUE benchmark [44] and on a question answering dataset [35] .
Approach
In this section, we first provide an overview of the proposed pre-training framework. Then, we introduce three self-supervised tasks, in which different types of structural graph information can be captured by the designed GNN. Finally, we discuss how to pre-train the GNN model on synthetic graphs and how to adapt the pre-trained GNN to downstream tasks.
Pre-training Framework
Since the goal of pre-training is to learn a good feature extractor and parameter initialization from pretraining tasks for downstream tasks, the model architecture and input attributes have to be consistent through these two phases. Based on this requirement, we design a pre-training framework, as is summarized in Figure 1 .
We consider the following encoder-decoder framework. Given a graph G = (V, E), where V and E denote the set of nodes and edges. A denotes the adjacency matrix, which is normally sparse. We encode each node in the graph by a multi-layer GNN encoder F into a set of representation vectors F(G). These node representations are then fed into task-specific decoders to perform the downstream tasks. If a large collection of labeled data is provided, the encoder F and the task-specific decoder can be trained jointly in an end-to-end manner. However, the number of labeled data of some downstream tasks is often scarce in practice. Consequently, the performance by end-to-end training may be sub-optimal. In this paper, we propose to first pre-train the encoder F on self-supervised tasks, which are designed for facilitating the encoder to capture generic graph structures. Note that, the node representation of an L-layer GNN's output utilizes the information from L-hop neighborhoods context. Thus, if pre-trained well, the encoder F θ * with learned weight θ * can capture high-level graph structure information that cannot be easily represented by local features. We then cascade the resulted F θ * with downstream decoder and fine-tuned the model. We discuss the input representation and model architecture as follow:
Input Representation As our goal is to enable GNNs to learn generalizable graph structural features, the input to the model should be generic to all graphs. Thus, we select four node-level features which can be computed efficiently. They are (1) Degree, which defines the local importance of a node; (2) Core Number, which defines the connectivity of a node's subgroup; (3) Collective Influence, which defines a node's neighborhood's importance; and (4) Local Clustering Coefficient, which defines the connectity of a node's 1-hop neighborhood 1 .
To generalize these features to graphs with different sizes, we conduct a min-max normalization to them except the Local Clustering Coefficient (because it is already normalized). We then concatenate these four features and cascade them with a non-linear transformation E to encode the local features into a d-dimensional embedding vector, where d is the input dimension to GNNs.
GNN Model Architecture
As discussed above, our GNN architecture design should be (1) powerful enough to capture graph structural features at both local-and global-level; (2) general enough so that it can be pre-trained and transferred. Based on these conditions, we design a modified Graph Convolutional Networks (GCNs) operator as the basic building block and stack L blocks together to construct the proposed architecture (denoted as GNN through this paper). Similar to GCNs, our architecture considers a fixed convolutional filter as it makes the model easier to be transferred. Mathematically, our modified GCN block is defined as
where H (l) is the input of the l-th hidden layer of GNN, i.e., the output of the (l − 1)-th hidden layer, D
is the normalized Laplacian matrix of graph G as the convolutional filter.Ã = A + I is the adjacency matrix with self-loop, which serves as skip-connection, andD is a diagonal matrix, whereD i,i = jÃ i,j , representing degree of each node. W 2 are the weight matrix in the l-th hidden layer that would be trained, and σ(·) is the activation function. We choose two weight matrix as [46] points out that multi-layer perceptron can help GNNs learn better representation. norm is the batch normalization [21] operation to help convergence. In summary, for any given node, a GNN layer will transform each node by a two-layer perceptron W
2 with normalization norm, followed by an aggregation of the transformed embeddings of its neighbors with weights specified inD
To conduct different tasks using the output of GNNs, we need to extract a representation vector F task as the task's input. As prior studies [34] observe that different tasks require information from different layers, we consider F task as a linear combination of node representations from different GNNs layers
, so that different tasks can utilize different perspective of structural information:
where α task is a scaling vector for ease of optimization, and β task is softmax-normalized vector gotten from ψ to give different attention to different layers. The obtained F task is then fed to different task-specific decoder to conduct different tasks. Different from [34] , which considers only a single pre-training task, we have multiple pre-training tasks that focus on different aspects of the graph structure. Therefore, we use the same weight combination architecture and maintain different sets of α task and β task for different pre-training tasks, which will also be learned. 1 Detail descriptions and time complexity of these features are in Appendix
Self-supervised Pre-training Tasks
As is shown in [30] , graphs have a wide spectrum of structural properties, ranging from nodes, edges to sub-graphs. Based on this, we design three self-supervised tasks that focus on different perspectives of graph structure to pretrain the GNN model. In the following, we use F task (G) [v] to denote the representation for node v in G for Task indexed by task. Note for each task, F task (G) shares the same GCN parameter θ, but has different scaling parameter α task and mixing parameter β task .
Task 1: Denoising Link Reconstruction A good feature extractor should be able to restore links even if they are removed from the given graph. Based on this intuition, we proposed denoising link reconstruction (i.e., rec). Specifically, we add noise to an input graph G and obtain its noised version G * by randomly removing a fraction of existing edges. The GNN model takes the noised graph G * as input and learns to represent the noisy graph as F rec (G * ). The learned representation is then passed to a neural tensor network (NTN) [39] pairwise decoder D rec (·, ·) , which predicts if two nodes u and v are connected or not as:
. Both encoder F rec and decoder D rec are optimized jointly with an empirical binary cross-entropy loss:
In this way, the pre-trained GNNs is able to learn a robust representation of the input data [43] , which is especially useful for incomplete or noisy graphs. Since we want such capacity to deal with noisy graph maintained in the other two tasks, the following two tasks also take the noised graph G * as input.
Task 2: Centrality Score Ranking Node centrality is an important metric for graphs [5] . It measures the importance of nodes based on their structural roles in the whole graph. Based on this, we propose to pre-train GNNs to rank nodes by their centrality scores (i.e., rank), so the pre-trained GNNs can capture structural roles of each node. Specifically, four centrality scores are used:
i Eigencentrality [6] measures nodes' influences based on the idea that high-score nodes contribute more to their neighbors. It describes a node's 'hub' role in a whole graph. ii Betweenness [14] measures the number of times a node lies on the shortest path between other nodes. It describes a node's 'bridge' role in a whole graph. iii Closeness [36] measures the total length of the shortest paths between one node and the others. It describes a node's 'broadcaster' role in a whole graph. iv Subgraph Centrality [13] measures the the participation of each node (sum of closed walks) in all subgraphs in a network. It describes a node's 'motif' role in a whole graph.
The above four centrality scores concentrate on the different roles of a node in the whole graph. Thus, a GNN that can estimate these scores is able to preserve multi-perspective global information of the graph. Since centrality scores are not comparable among different graphs with different scales, we resort to rank the relative orders between nodes in the same graph regarding the three centrality scores. For a node pair (u, v) and a centrality score s, with relative order as R
. Following the pairwise ranking setting defined in [8] , the probability of estimated rank order is defined bŷ R . We optimize F rank and D rank s for each centrality score s by:
In this way, the pre-trained GNNs can learn the global roles of each node in the whole graph.
Task 3: Cluster Preserving One important characteristics of real graphs is the cluster structure [37] , meaning that nodes in a graph have denser connections within clusters than inter clusters. We suppose the nodes in a graph is grouped into K different non-overlapping clusters
, where ∪ i C i = V and ∀C i , C j ∈ C : C i ∩ C j = ∅. We also suppose there is an indicator function I(·) to tell which cluster C a given node v belongs to. Based on I, we then pre-train GNNs to learn node representations so that the cluster information is preserved (i.e., cluster). First, we use an attention-based aggregator A to get a cluster representation by A {F 
We then estimate the probability that v belongs to C by P (v ∈ C) = exp S(v,C)
. Finally, we optimize F cluster and D cluster by:
The pre-trained GNNs can learn to embed nodes in a graph to a representation space that can preserve the cluster information, which can be easily detected by D cluster .
Pre-training procedure
As stated in the introduction, we desire to pretrain F θ on synthetically generated graphs, which can cover as wider range of graph property as possible. Therefore, we choose degree-corrected block model (DCBM) [20] , a famous graph generation algorithm that can generate network with underlying cluster structure and controlled degree distribution. Specifically, in DCBM, we assume there exist K non-overlapping clusters C, randomly assign each node a corresponding cluster, and get an indicator function I(·) to tell which cluster C a given node v belongs to. We then sample a symmetric probability matrix P = (P c1,c2 ) denoting the probability that node in cluster c 1 will connect to node in cluster c 2 , and assume nodes in the same cluster have higher probability to be connected than in different clusters. Next, DCBM has another degree-corrected probability θ to control the degree distribution of each node. Since most real-world graphs follow power-law degree distribution, we assume θ are sampled from P (θ) = kθ −γ . Finally, we generate the network by sampling the adjacency matrix as:
∼ Bernoulli(θ u θ v P I(u),I(v) ). Noted that here we have five hyper-parameters to control the generated graph, the node number |V|, total cluster number |C|, density of cluster P , and k and γ to control degree distribution. Thus, by enumerating all these parameters, we can generate a wide range of graphs with various properties, as is shown in Figure 2 .
Adaptation Procedure
In literature [33] , there are two widely used methods for adapting the pre-trained model to downstream tasks: Feature-based, and Fine-Tuning. Both methods have their pros and cons. Inspired by them, in this paper we propose to combine the two methods into a more flexible way. As shown in Figure 1 , after doing the weighted combination, we can choose a fix-tune boundary in the middle of GNNs. The GNN blocks below this boundary are fixed, while the ones above the boundary are fine-tuned. Thus, for some tasks that are closely related to our pre-trained tasks, we choose a higher boundary, and reduce the parameters to be fine-tuned, so that we can have more computation capacity left for the downstream decoder. While for tasks less related to our pre-trained tasks, we choose a lower boundary to make the pre-trained GNNs adjust to these tasks and learn task-specific representation.
Experiments
In this section, we investigate to what extent the pre-training framework can benefit downstream tasks. We also conduct ablation study to analyze our approach. Tasks) 67.5 ± 1.1 67.5 ± 1.1 67.5 ± 
Experiment Setting
We evaluate the pre-training strategy on tasks at the levels of node, link and graph. For node classification, we utilize Cora and Pubmed datasets to classify the subject categories of a paper. For link classification, we evaluate on MovieLens 100K and 1M datasets, which aim to classify the user's rating of a movie. For graph classification, we consider IMDB-Multi and IMDB-Binary benchmarks to evaluate the model performance on classifying the genre of a movie based on the associated graph about actors and actresses.
To pre-train GNNs, we generate 900 synthetic graphs for training and 124 for validation, with node size ranges between 100-2000. The cluster assignment and centrality can be directly obtained or calculated during the graph generation process. At each step of the pre-training, we sample 32 graphs, mask 20% of the links, use the masked graph as input for all the three tasks and these masked links as labels for the Denoising Link Reconstruction task. The model is optimized based on corresponding pre-training losses by the Adam optimizer. For downstream tasks, we model them with a standard 2-layer GCNs cascaded with the pre-trained model. In the adaptation phase, without further mentioning, we fix the embedding transformation E and fine-tune all the GNNs layers. For each setting, we independently conduct experiments 10 times and report mean and variance of the performance. All the results are evaluated in micro F1-score.
To what extent can pre-training benefit downstream tasks? The first experiment attempts to verify whether pre-training can capture generic structural features and improve performance of downstream models. To this end, we compare our approach with a baseline model whose parameters are initialized randomly. As is shown in the first block of Table 1 , pre-training outperforms the baseline on all the six downstream tasks by 7.7% micro-F1 in average.
Next, we show that the pre-training can as well improve state-of-the-art models when these models leverage additional node attributes as strong features. To this end, for the pretraining approach, we concatenate the node attributes with the model output, and adapt the entire model on the downstream tasks. We compare the model with an existing baseline that only takes the node attribute as the input features, and a baseline that concatenate the node attributes with a randomly initialized model without pretraining. As is shown in the second block of Table 1 , both the baseline models and the pre-trained model benefit from the additional node attributes, compared to the first block. And our pre-trained model consistently improve the performance even with these strong node features given. First, we analyze which pre-training task can benefit more for a given downstream task. We follow the same setting to pre-train the GNN models on each individual task and adopt them to downstram tasks. The results are shown in Table 2 . As we expected, different pre-training tasks are beneficial to different downstream tasks according to their task properties. For example, node classification task benefits the most from the cluster preserving pre-training task, indicating that cluster information is useful to detect node's label. While link classification benefits more from the denoising link reconstruction task, as they both rely on robust representation of node pairs. Graph classification gains more from both tasks of centrality score ranking and denoising link reconstruction, as they can somehow capture the most significant local patterns. Overall, the results using all three tasks consistently improve the downstream models.
The fact that different pre-training tasks provide different levels of information about graphs can also be revealed by visualizing the attention weights on each GNN layer β task l
. Figure 3 shows that the cluster preserving pre-training focus mostly on high-level structural information, while denoising link reconstruction on mid-level and centrality score ranking on low-level.
Second, we investigate the adaptation strategy. Existing techniques for adaptation ranging from fixing all the layers to fine-tuning all the layers of the pre-trained model, and it is unclear what is the best strategy in the graph setting. To analyze this, we treat the layers to fine-tune as a hyper-parameter and conduct experiments on the Cora dataset. Specifically, given a fix-tune boundary, we fix all the bottom layers in GNNs with fixed parameters and fine-tune the rest. As a reference, we also show a competitive model, where the parameters in the upper layers above the boundary are randomly initialized (c.f., initialized by the pre-trained model). As is shown in Figure 4 , fixing E and the bottom GNN layer achieves the best performance. Meanwhile, the performance of GNNs initialized by pre-training weights outperform that of randomly initialization in all the cases. This result confirms the benefits of the pre-training framework is brought by both the fixed feature extractor and parameter initialization.
Finally, we analyze how much benefit our pre-training framework can provide given different amounts of downstream data. In Figure 5 , we show the performance difference between our approach against baseline with different amounts of training data (representing by the percentage of the training data used) on the Cora dataset. Results show that the benefits of pre-training are consistent. When the training data is extremely scarce (e.g., 10%), the improvement is more substantial.
Conclusion
In this paper, we propose to pre-train GNNs to learn generic graph structural features by using three self-supervised tasks: denoising link reconstruction, centrality score ranking, and cluster preserving. The GNNs can be pre-trained purely on synthetic graphs covering a wide range of graph properties, and then be adapted and benefit various downstream tasks. Experiments demonstrate the effectiveness of the proposed pre-training framework to various tasks at the level of node, link and graph.
A Implementation Details about Pre-training Framework
In this section, we provide some implementation details of each component of our proposed pretraining framework, for ease of re-productivity.
A.1 Details about Four Local Node Feature
As discussed before, the input to the model should be generic to all graphs and computationally efficient to be calculated. Therefore, we choose four node-level graph properties. We list the description of them and the time complexity to calculate them for all the nodes in the graph as follow:
i Degree of a node v is the number of edges linked to v. It is the most basic node structure property in graph theory, which can represent a node's local importance. It is also a frequently used feature for existing GNNs when there is no node attributes. After estimating the Degree, The time complexity to calculate Degree for all nodes is O(|V|). ii Core Number [2] defines the connectivity of a node's subgroup. Core number of a node v is the largest K such that a K-core contains v, where K-core is a maximal subgraph such that its nodes' minimal degree is K. Mathematically, a subgraphG = (U, E| U) induced by a subset of nodes U is a k-core iff: ∀u ∈ U : DegG(u) ≥ k. After estimating the Degree, the time complexity to find all k-core and assign core number to each node is O(|E| + |V|). iii Collective Influence [29] (CI) defines the node's neighborhood's importance. Combing all these four features together, we can quickly capture different local structural properties of each node. Instead of Collective Influence, which we implemented on our own, the other three features are calculated using networkx package [17] . After calculating them, we concatenate them as the 4-dim features for each node, afterward by a linear transformation E 4×512 and a non-linear transformation with tanh to get the local embedding of each node.
A.2 Details about GNN Model Architecture
As we need to combine the outputs of each GCN block's output, dimensions of these output vectors have to be unchanged. Therefore, both W l 1 and W l 2 are 512 × 512 weight matrices, so that the dimension of hidden vector H l at each layer is always 512.
Based on the observation reported in [26] , after applying multiple layers of GCN block, the node representations get closer. Therefore, the variance of the output nodes reduce. This observation is accordant to that the high-order Laplacian Matrix converges to a stationary distribution, so that the output of a multi-layer GCN is nearly the same. To avoid this problem, we add batch-normalization on all the nodes' embedding within one batch, so that we can concentrate on the "difference" part of each node instead of the "average" part of the whole graph. As the full-batch version of GCN training will load all the nodes in the graph, it actually does normalization among all the nodes. Suppose
, the operation of normalization is as follow:
A.3 Details about Four Node Centrality Definitions
• Eigenvector centrality of a node v is calculated based on the centrality of its neighbors. The eigenvector centrality for node w is the w-th element of the vector x defined by the equation
where A is the adjacency matrix of the graph with eigenvalue λ. By virtue of the Perron-Frobenius theorem, there is a unique solution x, all of whose entries are positive, if λ is the largest eigenvalue of the adjacency matrix A [30] . The time complexity of eigenvalue centrality is O(|V| 3 ).
• Betweenness Centrality of a node v is defined as:
where |V| denotes the number of nodes in the network, σ uw denotes the number of shortest paths from u to v, and σ uw (v) denotes the number of shortest paths from u to w that pass through v. The time complexity of betweenness centrality is O(|V| · |E|).
• Closeness Centrality of a node v is defined as:
where d(u, v) is the distance between nodes u and v. The time complexity of closeness centrality is O(|V| · |E|).
• Subgraph centrality: Subgraph centrality of the node w is the sum of weighted closed walks of all lengths starting and ending at node w [13] . The weights decrease with path length. Each closed walk is associated with a connected subgraph. It is defined as:
where v w j is the w-th element of eigenvector v j of the adjacency matrix A corresponding to the eigenvalue λ j . The time complexity of subgraph centrality is O(|V| 4 ).
A.4 Details about Decoders for the three tasks
Both D rec and D cluster are implemented by pairwise Neural Tensor Network (NTN) [39] . Mathematically:
where x i and x j are two representation vector for the pair input with dimension 512 (in our case, it's node embedding of GNN output or cluster embedding which aggregates multiple node embeddings) and the output of N T N is a 4-dim vector. x T i W [1:4] x j is a bilinear tensor product, results in a 4-dim vector, which model the interaction of x i and x j . Each entry of this vector is computed by one slice of the tensor W After getting the 4-dim vector output, we can cascade it by an output layer to conduct classification for Denoising Link Reconstruction and Cluster Preserving.
For Centrality Score Ranking, we simply decode the node embedding into a two-layer MLP (512 − 256 − 1), so as to get one digit output as the rank score of each centrality metric. We thus can cascade it with a pair-wise ranking layer to conduct the task.
A.5 Details about Pre-training Procedure
As is discussed above, we choose degree-corrected block model (DCBM) [20] to generate network with underlying cluster structure and controlled degree distribution. Specifically, we generate the graph with adjacency matrix as A uv = A vu iid.
∼ Bernoulli(θ u θ v P I(u),I(v) ).
There are two parts we can control the generation process, the symmetric probability matrix of cluster connectivity: P = (P c1,c2 ) and degree-corrected term θ following P (θ) = kθ −γ . For cluster matrix,
