We consider the generalised Mathieu series
Introduction
This paper is a sequel to the asymptotic study of a generalised Mathieu series carried out by the author in [4] . The functional series ∞ n=1 n (n 2 + a 2 ) µ (1.1) in the case µ = 2 was introduced by Mathieu in his 1890 book [2] dealing with the elasticity of solid bodies. Considerable effort has been devoted to the determination of upper and low bounds for the series with µ = 2 when the parameter a > 0. Several integral representations for (1.1), and its alternating variant, have been obtained; see [8] and the references therein.
The asymptotic expansion of the more general functional series S µ,γ (a; λ) := ∞ n=1 n γ (n λ + a λ ) µ (µ > 0, λ > 0, µλ − γ > 1) (1.2) was considered by Zvastavnyi [11] for a → +∞ and by Paris [4] for |a| → ∞ in the sector | arg a| < π/λ. In [4] , the additional factor e n := exp[−a λ b/(n λ + a λ )] (with b > 0) was included in the summand which, although not affecting the rate of convergence of the series (since e n → 1 as n → ∞), can modify the large-a growth, particularly with the alternating variant of (1.2). Both these authors adopted a Mellin transform method and obtained the result 1 , when γ > −1,
as |a| → ∞ in the sector | arg a| < π/λ, where ζ(s) denotes the Riemann zeta function.
In this paper we also employ the Mellin transform approach used in [4, 11] , where our interest will be concerned with the parameter values µ > 0 and even integer values of λ (> 0) and γ. In this case, the asymptotic series on the right-hand side of (1.3) (the algebraic expansion) is either a finite series or vacuous on account of the trivial zeros of ζ(s). We shall find that the asymptotic expansion of S µ,γ (a; λ) for large complex a in the sector | arg a| < π/λ for these parameter values consists of a finite algebraic expansion together with an infinite sequence (when µ is not an integer) of increasingly subdominant exponentially small contributions. In the case of positive integer µ it is possible to give a closed-form evaluation of S µ,γ (a; λ).
It is perhaps rather surprising that such an innocent-looking series should possess such an intricate asymptotic structure. A similar phenomenon has been recently observed in the expansion of the generalised Euler-Jacobi series ∞ n=1 n −w exp [−an p ] as the parameter a → 0 when p and w are even integers; see [5] . The leading terms in the expansion of S µ,γ (a; λ) when γ = 0 and λ = 2, 4 have been given in [10] using the Poisson-Jacobi formula.
In the application of the Mellin transform method to the series in (1.2) and its alternating variant we shall require the following estimates for the gamma function and the Riemann zeta function. For real σ and t, we have the estimates
where Ω(σ) = 0 (σ > 1),
The zeta function ζ(s) has a simple pole of unit residue at s = 1 and the evaluations for positive integer k 
An integral representation
The generalised Mathieu series defined in (1.2) can be written as
where the parameter δ > 1 for convergence. We employ a Mellin transform approach as discussed in [6, Section 4.
, where
in the strip −γ < ℜ(s) < δ. Using the Mellin inversion theorem (see, for example, [6, p. 118]), we find
where 1 < c < δ. The inversion of the order of summation and integration is justified by absolute convergence provided 1 < c < δ. Then, from (2.1), we have [4, 11] 
where 1 < c < δ. From the estimates in (1.4), the integral in (2.2) then defines S µ,γ (a; λ) for complex a in the sector | arg a| < π/λ. The asymptotic expansion of S µ,γ (a; λ) for large a and real parameters λ, µ and γ, such that δ > 1 is given in (1.4) ; see [4, Theorem 3] for complex a and [11] for positive a and unrestricted γ. We now suppose in the remainder of this paper that µ > 0, with λ (> 0) and γ both chosen to be even integers. More specifically, we write λ = 2p (p = 1, 2, . . .), γ = 2m (m = 0, ±1, ±2, . . .).
(2.
3)
The integration path in (2.2) lies to the right of the simple pole of ζ(s) at s = 1 and the poles of Γ((γ + s)/λ) at s = −γ − λk (k = 0, 1, 2, . . . ), but to the left of the poles of the second gamma function at s = δ + λk. When γ = 2, 4, . . . , the poles at s = −γ − λk are cancelled by the trivial zeros of ζ(s) at s = −2, −4, . . .. When γ = −2m, m = 0, 1, 2, . . . , however, there is a finite set of poles of this sequence on the left of the integration path situated in ℜ(s) ≥ 0 with 0 ≤ k ≤ k * , where k * is the index that satisfies
The remaining poles of this sequence corresponding to k > k * are cancelled by the trivial zeros of ζ(s) with the result that there are again no poles in ℜ(s) < 0. We consider the integral in (2.2) taken round the rectangular contour with vertices at c ± iT and −c ′ ± iT , where c ′ > 0 and T > 0. The contribution from the upper and lower sides of the rectangle s = σ±iT , −c ′ ≤ σ ≤ c, vanishes as T → ∞ provided | arg a| < π/λ, since from (1.4), the modulus of the integrand is controlled by O(T
log T e −∆T ), where ∆ = π/λ − | arg a|. Evaluation of the residues then yields
where the finite algebraic expansion H µ,γ (a; λ) (with γ = 2m) is given by
with the index k * being defined in (2.4), and
The values of ζ(s) at s = 0, 2, 4, . . . can be expressed in terms of the Bernoulli numbers, if so desired, by (1.5). The integrand in J(a) is holomorphic in ℜ(s) < 0, so that further displacement of the contour to the left can produce no additional terms in the algebraic expansion of S µ,γ (a; λ). We shall see in the next section that J(a) possesses an infinite sequence of increasingly exponentially small terms in the large-a limit.
The exponentially small expansion of J(a)
In the integral (2.7), we make the change of variable s → −s − γ to find
We now employ (1.4) to convert the zeta function into one with real part greater than unity. With the parameters λ and γ in (2.3), the above integral can then be written in the form
Making use of the expansion sin(
we then obtain
where
The integrals E r (a) (0 ≤ r ≤ p − 1) have no poles to the right of the integration path, so that we can displace the path as far to the right as we please. On such a displaced path, which we denote by L, |s| is everywhere large. Let M denote an arbitrary positive integer. The quotient of gamma functions in G(s) may be expanded by appealing to the inverse-factorial expansion given in [6, p. 53 ] to obtain
where c 0 = 1 and ρ M (s) = O(1) as |s| → ∞ in | arg s| < π. An algorithm for the evaluation of the coefficients c j is discussed in Section 4. Substitution of the expansion (3.5) into (3.4) then produces
where the remainders R M,r are given by
The integrals appearing in (3.6) can be evaluated by making use of the well-known result 1 2πi
where L ′ is a path parallel to the imaginary s-axis lying to the right of all the poles of Γ(s + α); see, for example, [6, Section 3.3.1]. Upon expansion of the zeta function in (3.6) (since on L its argument satisfies ℜ(s)
where we have defined the exponential sum
This evaluation is valid provided that the variable X r satisfies the convergence conditions
From the definition of ω r in (3.2), it is easily verified that these conditions are met when | arg a| < π/λ. It is then evident that K j (X r ; µ) ∼ 1 as |a| → ∞ in | arg a| < π/λ. Thus we find as |a| → ∞ in the sector | arg a| < π/λ. The expansion of S µ,γ (a; λ) then follows from (2.5), (3.3), (3.10) and (3.11) and is given in the following theorem. 
as |a| → ∞ in the sector | arg a| < π/λ. The finite algebraic expansion H µ,γ (a; λ) is defined in (2.6) and the exponentially small expansions E r (a) are given by
where the leading coefficient c 0 = 1 and X r = 2πae iωr . The infinite exponential sums K j (X r ; µ) are defined in (3.9).
When a is a real variable, the expansion in Theorem 1 can be expressed in a different form. We have the following theorem.
Theorem 2. Let the parameters µ, γ, λ and δ, ϑ, ω r be as in Theorem 1. Then with N = ⌊ 1 2 p⌋ and X = 2πa, the expansion for S µ,γ (a; λ) becomes
p even p odd (3.14)
as a → +∞, where for arbitrary positive integer M E * r (a) = 2e
and the infinite exponential sums K * j (X; ω r ) are defined by
When p is odd, the quantity ω N = 0.
The coefficients c j
We describe an algorithm for the computation of the coefficients c j that appear in the exponentially small expansions E r (a) and E * r (a) in (3.13) and (3.15). The expression for the ratio of gamma functions in G(s) in (3.5) may be written in the form The above ratio of gamma functions may therefore be expressed as
as |s| → ∞ in | arg s| < π, where R(s) := e(s; γ +1) e(s/λ; µ) e(s/λ; 1) e(s; ϑ) , Υ(s) := Γ * (s+γ +1) Γ * (µ+s/λ) Γ * (1+s/λ) Γ * (s+ϑ) .
We now let ξ := s −1 and follow the procedure described in [6, p.47]. We expand R(s) and Υ(s) for ξ → 0 making use of the well-known expansion (see, for example, [6, p. 71 
where γ k are the Stirling coefficients, with After some straightforward algebra we find that
so that upon equating coefficients of ξ in (4.1) we can obtain c 1 . The higher coefficients can be obtained by matching coefficients recursively with the aid of Mathematica to find
The rapidly increasing complexity of the coefficients with j ≥ 4 prevents their presentation. However, this procedure is found to work well in specific cases when the various parameters have numerical values, where many coefficients have been so calculated. In Table 1 we present some values 2 of the coefficients c j for 1 ≤ j ≤ 10, which are used in the specific examples considered in Section 5.
4.1
The coefficients c j when λ = 2, γ = 0 When λ = 2 and γ = 0, it is possible to express the coefficients c j in closed form for arbitrary µ > 0. From (3.1), we have 
as |s| → ∞ in | arg s| < π, where the coefficients satisfy d 0 = 1 and
Putting α = 1 2 and β = µ, with s → 1 2 s, we therefore obtain the coefficients in the inverse factorial expansion of G(s) when λ = 2, γ = 0 and µ > 0 given by
The coefficients c j when µ is an integer
A study of the coefficients c j with the aid of Mathematica enables us to conjecture that they possess the general form
where P j denotes a polynomial of degree j in the parameters µ, γ and λ. This implies that the sequence of coefficients is finite for integer values of µ; that is, for positive integer q, we have c j = 0 (j ≥ q; µ = q, q = 1, 2, . . .).
This can also be seen from (3.1) where, with µ = q,
When q = 1, we have ϑ = 1+γ and the expansion (3.5) is satisfied trivially by terminating the series at the leading term with ρ 1 (s) ≡ 0. When q ≥ 2, the right-hand side of (3.5) must terminate at M = q with ρ q (s) ≡ 0 to yield
in order to have the polynomials in s in (4.4) and (4.5) of the same degree. Then the exponential expansions E r (a) in (3.13) become the finite sums
where the infinite sums K j (X r ; q) may be expressed exactly in terms of derivatives of an exponential by 
7) The generalised Mathieu series when µ is an integer can therefore be expressed by the following closed-form evaluation.
Theorem 3. Let the parameters γ, λ and ω r be as in Theorem 1. Let µ = q, where q is a positive integer, and δ = λq − γ, ϑ = q + γ. Then with X r = 2πae iωr , the generalised Mathieu series has the closed-form evaluation 8) where H q,γ (a; λ) is defined in (2.6) and
with the sums K j (X r ; q) expressed as derivatives of the exponential term in (4.6). The coefficients c j (0 ≤ j ≤ q − 1) are given in (4.7) for q ≤ 5.
Numerical results and concluding remarks
We present some examples of the large-a expansion of S µ,γ (a; λ) given in Sections 3 and 4 to demonstrate numerically the validity of our results.
Example 1. We select λ = 4 (p = 2, N = 1), so that for γ = 2m and µ > 0 we obtain from Theorem 2
as a → +∞, where
with X = 2πa and the coefficients c j ≡ c j (µ, γ). The leading term on the right-hand side of (5.1) is easily seen to be given by
This last approximation agrees with that obtained in [10] using different methods. For numerical comparison, we take µ = 
as a → +∞, where from (2.6) the algebraic expansion is
The coefficients c j (with c 0 = 1) for the above three values of γ are tabulated in Table  1 for 1 ≤ j ≤ 10. In Table 2 , we show the absolute relative error in the computation ofŜ (defined as the left-hand side of (5.2)) for different γ and truncation index j using the expansion (5.2) when a = 5. The corresponding value ofŜ is indicated at the head of each column. In these computations the sum over n was evaluated to an accuracy commensurate with the overall level of precision. The index j = 12 corresponds approximately to optimal truncation of E * 0 (a); that is, truncation at or near the least term in absolute value. We then have the following theorem. as |a| → ∞ in | arg a| < π/λ, whereH µ,γ (a; λ) andẼ r (a) are defined in (5.5) and (5.6).
