Embeddings of various graph classes into hypercubes have been widely studied. Almost all these classes are regularly structured graphs such as meshes, complete trees or pyramids. In this paper, we present a general method for one-to-one embeddings of irregularly structured graphs into their optimal hypercubes, based on extended edge bisectors of graphs. An extended edge bisector is an edge bisector with the additional property that a certain subset of the vertices is distributed more or less evenly among the two halves of the bisected graph. The dilation and congestion of our embedding depends on the quality of the extended edge bisector. Moreover, if the extended bisection can be computed efficiently on the hypercube, then so can the embedding. Our embedding technique can also be applied to embeddings into hypercube-like topologies such as folded hypercubes, twisted cubes, crossed cubes, Möbius cubes, Fibonacci cubes or star graphs.
INTRODUCTION
Hypercubes are a very popular model for parallel computation because of their regularity and their relatively small number of interprocessor connections. Another important property of interconnection networks is their ability to efficiently simulate the communication of parallel algorithms. Thus, it is desirable to find suitable embeddings of graphs modeling the communication structure of parallel algorithms into hypercubes representing the interconnection network of a parallel computer.
Embeddings of graphs with a regular structure, like rings, (multidimensional) grids, complete trees, binomial trees, pyramids, X-trees, meshes of trees etc., have been extensively investigated, see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] . However, these regular structures become less applicable if, as happens in many cases, the communication structure of a parallel algorithm is very irregular.
It is in general hard to decide whether there is a good embedding of a given guest graph into a given host graph. Here, we consider an embedding to be good if it has small dilation, load and expansion. Specifically, given a graph G and a positive integer d, it is N P-complete to decide whether G is a subgraph of the d-dimensional hypercube, even if G is a tree [14] . Also, given a graph G and a positive integer d, it is N P-complete to determine whether G has a dilation 2 embedding into the d-dimensional hypercube [15] .
For arbitrary binary trees, one-to-one embeddings into their optimal hypercubes with constant dilation and constant node congestion have been constructed in [16, 17] . A different algorithm for embedding of arbitrary binary trees one-to-one into their optimal hypercubes with constant dilation is given in [18] , but without considering either node congestion or edge congestion. The embedding given in [19] yields dilation 8 and constant node congestion. This is currently the best known bound for the dilation. Furthermore, the embedding can be computed efficiently on the hypercube itself.
In [20] , Havel has conjectured that every binary tree has a one-to-one embedding with dilation 2 into its optimal hypercube. This conjecture is still open. A simple parity argument establishes that the complete binary tree is not a subgraph of its optimal hypercube [2, 3, 4] . On the other hand, balanced caterpillars with legs of unit length in fact are subgraphs of their optimal hypercubes [21] . This result was generalized in [22] where it is shown that balanced caterpillars with the additional property that the lengths of the legs all have the same parity are subgraphs of their optimal hypercubes.
Embeddings of graphs with bounded treewidth into their optimal hypercubes have been studied in [23, 24] . For a graph with treewidth t and maximal degree d, a one-to-one embedding with dilation of at most 3 log((d +1)(t +1)) +8 can be efficiently constructed on its optimal hypercube.
In this paper, we present a general technique for embedding irregularly structured graphs, based on extended edge bisectors. An extended edge bisector is an edge bisector with the additional property that a given subset of the vertices is distributed more or less evenly among the two halves of the bisected graph. Depending on the size of the extended edge bisector and the distribution of the given vertices, we compute bounds on the dilation and node congestion achieved by our technique. Also, if the extended bisection can be computed efficiently on the hypercube, then so can the embedding. Our technique can also be applied to embeddings into hypercube-like topologies such as folded hypercubes, twisted cubes, crossed cubes, Möbius cubes, Fibonacci cubes, folded Petersen networks or star graphs.
EFFICIENT EMBEDDINGS INTO HYPERCUBE-LIKE TOPOLOGIES 633
The rest of this paper is organized as follows. First, we recall some basic definitions and notation which we will use later. In the third section, we present the main tool for our embedding, called the (k, h, o, λ)-tree, and we discuss the quality of the embedding achieved. We define extended edge bisectors in the fourth section and describe how to efficiently obtain extended edge separators from extended edge bisectors. We also determine the quality of the embedding in terms of the quality of the extended edge bisectors for a given family of graphs. Some applications of our embedding technique are presented in the fifth section. In the sixth section, we illustrate how our embedding technique can be modified to obtain embeddings into twisted cubes as an example of a hypercube-like topology. Then we briefly describe the general modifications necessary to obtain embeddings into other hypercube-like topologies. Finally, we give some concluding remarks.
PRELIMINARIES

Embeddings
An embedding of a graph
Here, P(H ) denotes the set of paths in the graph H = (V , E). The mapping φ E maps each edge {v, w} ∈ E G to a path p ∈ P(H ) connecting φ V (v) and φ V (w). We call an embedding oneto-one if the mapping φ V is one-to-one.
The dilation of an edge e ∈ E G under an embedding φ is the length of the path φ E (e). Here, the length of a path p is the number of its edges. The dilation of an embedding φ is the maximal dilation of an edge in G. The number of vertices of a guest graph which are mapped onto a vertex v in the host graph, is called the load of the vertex v. The load of an embedding φ is the maximal load of a vertex in the host graph. In this paper, unless noted otherwise, we only consider embeddings with load one. The ratio |V H |/|V G | is called the expansion of the embedding φ.
The congestion of an edge e ∈ E H is the number of paths in {φ E (e)|e ∈ E G } that contain e . The edge congestion is the maximal congestion over all edges in H . The congestion of a vertex v ∈ V H is the number of paths in {φ E (e)|e ∈ E G } containing v. Again, the node congestion is the maximal congestion over all vertices in H . In the following, we initially restrict our attention to finding a suitable mapping φ V , and we will use shortest paths in the hypercube for the mapping φ E . Nevertheless, it is still important to decide which paths we choose, since we are interested in obtaining an embedding with a small node congestion.
Hypercubes and trees
A hypercube of dimension d is a graph with 2 d vertices, labeled one-to-one with the bit strings in {0, 1} d . Two vertices are connected iff their labels differ in exactly one position. The smallest hypercube into which we can embed a given graph G = (V , E) with load one is called its optimal hypercube. Thus, its dimension is log(|V |) . Hence, an embedding of a graph G into its optimal hypercube has expansion less than 2.
The level of a vertex v in a tree is the number of vertices on the path from the root to v. Hence, the level of the root is 1. The height of a tree T is the maximum level of a vertex in T . We call a vertex of a tree an internal vertex if it is not a leaf of the tree. A complete d-ary tree T of height h is a tree such that each internal vertex has exactly d children, and such that all leaves have the same level. Given a vertex v in a tree, a vertex w is called a descendant of v if v lies on the simple path from w to the root of the tree. A subtree rooted at a vertex v is the induced subgraph on all descendants of v in the tree.
Hypercube algorithms
The following algorithms will be implemented on a parallel computer whose interconnection network is a hypercube or has a hypercube-like topology. For simplicity, we restrict our discussion here to hypercubes. Each hypercube processor is assumed to be a single random access machine and has a unique processor id, which is the label v ∈ {0, 1} d of the corresponding hypercube vertex. The processors in the hypercube are synchronized by a global clock. For the sake of clarity, we assume that even time steps are used for local computations and odd time steps are used for inter-processor communication.
For communication between processors, two special instructions are available for each hypercube processor: send and receive. The send instruction sends a data item to a neighbor, the receive instruction makes a received data item available for the processor. It will be assumed that in each time step each processor is a receiver of at most one data item sent from one of its neighbors. By definition of the send instruction, each processor can be sender or receiver of at most one data item. So in a communication step at most one of the d links to the neighbors of a hypercube processor is used for receiving or sending data.
It is well-known that the following basic operations can be performed on a hypercube in logarithmic time: pipelined (segmented) parallel prefix operations [25, 26] , concentration routing [27] and bit-permute-complement routing [28] . Sorting and list ranking can be solved in nearly logarithmic time [11, 29, 30] .
THE (k, h, o, λ)-TREE
We first give a brief sketch of our embedding technique to motivate the definition of a (k, h, o, λ)-tree given in the following subsection. Our embedding consists of two phases. In the first phase we embed the given guest graph into an intermediate host graph, the so-called (k, h, o, λ)-tree, which can be visualized for the moment as a complete tree. The proposed embedding into the (k, h, o, λ)-tree will not have unit load. Nevertheless, the load of a tree vertex is bounded by some function, called the capacity. The capacity is a monotonically decreasing function, which depends primarily on the level of the tree vertex.
In the second phase, we extend the embedding into the (k, h, o, λ)-tree to an embedding into a hypercube. For this purpose, we assign to each tree vertex a set of hypercube locations, whose size is equal to the capacity of the tree vertex. To obtain a one-to-one embedding with unit expansion and small dilation, the capacities as well as the sets of hypercube locations assigned to the tree vertices have to be chosen carefully as will be explained later.
Definition of a (k, h, o, λ)-tree
To construct our embedding, we use the data structure of a 
In the following, we call vertices of a (k, h, o, λ)-tree nodes and we denote the capacity of a node at level by c( ). To compute the overall capacity of a (k, h, o, λ)-tree, we need the following identity.
Proof. We will prove the claim by induction on n. Induction basis (n = λ + 1): This is obviously true, since both sides evaluate to 1.
Induction step (n → n + 1):
Proof. By definition of the capacities we get
We state without proof the following elementary inequalities for c( ) which we will use later. 
For λ = 0 the term in parentheses on the left-hand side of the first inequality is set to 1. 
Embedding the (k, h, o, λ)-tree into the hypercube
We also define the set S := α S α . The vertices of the given graph mapped to the node of a (k, h, o, λ)-tree represented by α will finally be mapped to hypercube locations in the set L α := S α if α = , and L := S ∪ T otherwise. We will now show that the capacity of a node in the (k, h, o, λ)-tree is equal to the cardinality of the set of vertices in the hypercube to which it is mapped. Let α represent a node in the (k, h, o, λ)-tree at level ; therefore, |α| = k( − 1). Hence we get
Hence, for each string s ∈ S ∪ T there is a unique decomposition s = αβγ δ as used in the definition of S α and T . For a given hypercube location v, we call the Proof. We first consider the case where both vertices r and s belong to the set S. The diagram in Figure 1 shows the labels of the two hypercube locations r ∈ L v and s ∈ L w . In this figure, α represents the lowest common ancestor of v and w and αα (respectively αα ) represents the vertex v (respectively w). Without loss of generality, we assume |α | ≤ |α |. Since the lowest common ancestor of v and w is at distance less than or equal to from both vertices, we get |α | ≤ k . The definition of the mapping from the (k, h, o, λ)-tree to the hypercube implies that |β | ≤ k, |δ | = o and that γ and γ contain exactly λ 1s each. Hence, the labels r and s differ in at most k
We now consider the case that the hypercube location r belongs to the set T , implying that v represents the root of the 
Hypercube locations of two adjacent vertices.
w is , we have |α | ≤ k . Hence, there are at most
By the definition of the set T , r has at most λ 1s in the first kh positions. Thus, the hypercube locations r and s differ in at most k(
Finally, if both vertices r and s belong to the set T , they obviously differ in at most o + 2λ positions.
In the following, we bound the node congestion of the given embedding. We restrict our attention to bound the node congestion, since the edge congestion is less than or equal to the node congestion. For our convenience, we
Consider two adjacent vertices of the given graph which are mapped to hypercube locations labeled v and w. We decompose the label into four segments A, B, C and D. Segment D consists of the last o bits. The lengths of the segments A, B and C are multiples of k; segment C is the longest suffix before segment D such that the number of 1s is bounded by λ = 1 in both v and w and its length is a multiple of k. Segment B consists of the ( + 1)k positions before segment C and segment A is the remainder. See Figure 2 for an illustration of this decomposition. Recall that the hypercube locations v and w can differ only in segments B and D, and in at most two positions of segment C (cf. Figure 2 for the case v, w ∈ S, the positions where the labels can differ are indicated by shading). Also note that segment A can be empty. For a path p v,w from v to w, we call v the lower endpoint of Figure 2 ) and |γ v | < |γ w |, or if v ∈ S and w ∈ T . Otherwise, if v, w ∈ S and |γ v | = |γ w | or if v, w ∈ T , we arbitrarily select one endpoint of the path p v,w to be the lower endpoint. The endpoint of the path p v,w which is not the lower endpoint is called the upper endpoint.
To construct a shortest path p v,w from v to w in the hypercube, we proceed in four phases. Without loss of generality, we assume that v is the lower endpoint; otherwise, we execute the routing about to be described in reverse order. In the first phase, we flip the bit position in segment C which has to be changed from 0 to 1, if it exists. In the second phase, we flip those bit positions in segment D that need to be changed. In the third phase, we first flip in 636 V. HEUN AND E. W. MAYR
. Possible lower and upper endpoints of a path hitting u.
segment B 0s to 1s from right to left that have to be changed; then, we flip 1s to 0s from left to right whenever necessary. Finally, we flip the bit position in segment C which has to be changed from 1 to 0, if it exists.
To obtain an upper bound on the node congestion, we consider a fixed hypercube location u and bound the number of hypercube locations which can be an upper or lower endpoint of a path hitting u.
THEOREM 3.5. Let G be a graph of size n and maximal degree d. Let an embedding of G into a (k, h, o, λ)-tree be given such that the load of each (k, h, o, λ)-tree node is bounded by its capacity. If a pair of adjacent graph vertices is mapped to a pair of (k, h, o, λ)-tree nodes such that their lowest common ancestor is at most at distance from either node, we obtain an embedding of G into a hypercube with unit load, dilation at most
and expansion at most 2 kh+o /n. Choosing the shortest paths between each pair of such hypercube locations as described above, the node congestion of this embedding is at most O(d2 ( +1)k+o+2λ ).
Proof. We only have to prove the claim on the node congestion. For clarity, we will give the complete proof for λ = 1 only. To obtain an upper bound, we consider a fixed hypercube location u. In what follows, we will bound the number of hypercube locations which can be an upper or lower endpoint of a path hitting u. If this number is bounded by c, the node congestion is bounded by dc, since the degree of a vertex is at most d.
We distinguish four different cases, depending on the number of 1s in segment C for a given path.
Case 1. First, we consider paths that could hit u such that both endpoints have no 1s in their segment C. While flipping the bits in segments D and B, the lower endpoint of the path can differ from u only in the shaded positions in row (a) of Figure 3 , implying that c is increased by 2 ( +1)k+o .
Case 2. Now we assume that the label of v has one 1 in segment C and segment C of w's label consists of 0s only. While flipping bits in segments B and D, u and the label of the lower endpoint differ again only in the shaded positions in row (a) of Figure 3 , and again c is increased by at most 2 ( +1)k+o . 
Altogether, we have shown that for any hypercube location u at most c = O(2 ( +1)k+o+2 ) hypercube locations could be an upper or lower endpoint of a path hitting u, implying, since the load of the embedding will be 1, that the node congestion is at most O(d2 ( +1)k+o+2 ).
For λ > 1, we again fix a hypercube location u and count the number of possible endpoints, whose corresponding paths may visit u. For simplicity we assume that o = 0, otherwise it would increase the number of paths as in the case of λ = 1 by 2 o . Now we consider the shortest suffix u of u whose length is a multiple of k and which contains at least the last 2λ + 1 bits of u's label. By construction of the paths, one of the possible endpoints agrees in that suffix with the exception that i ∈ [0 : λ] of the last 2λ 1s in u are set to 0 (corresponding to segment C of the possible endpoint) and the exception that one of the blocks of length ( +1)k differs (corresponding to segment B of the possible endpoint). Therefore, there are 
THE EMBEDDING
In this section, we construct embeddings of arbitrary graphs into (k, h, o, λ)-trees provided the graphs have small bisectors. Further, if the bisectors can be efficiently constructed on the hypercube then the embedding can also be efficiently implemented on the hypercube.
Edge bisectors and edge separators
Let G = (V , E) be a graph containing marked vertices and let µ(V ) ⊆ V be the set of marked vertices in G. Let α, β : R → R be two functions. Let S ⊆ E be a subset of edges. For E ⊆ E we denote by G(E ) the subgraph
] be the connected components of the graph G(E \ S). We call S an (α, β)-extended edge bisector if there exists a partition of the connected components of the graph G(E \S) into sets S 1 and S 2 such that the following conditions hold for i ∈ {1, 2}:
Note that by definition the function β must fulfill the condition β(x) ∈ [ x/2 , x] because on the one hand S i could contain at most all marked vertices and on the other hand either S 1 or S 2 must contain at least one half of the marked vertices. For β(n) = n/2, such a separator is known in the literature as a 2-color bisector [31, 32] . We call an edge belonging to the set S a separator edge. Vertices incident to a separator edge will be called separator vertices. We will denote the set of separator vertices in a connected component C = (V , E) (or more generally in a graph
Again, let G = (V , E) be a graph containing marked vertices and let µ(V ) ⊆ V be the set of marked vertices in G. Let γ : R × R → R be a real-valued function. Let S ⊆ E be a subset of the edges. We denote by C 1 = (V 1 , E 1 ) , . . . , C = (V , E ) the connected components of the graph G(E \ S). We call S a (γ , κ)-extended edge separator if there exists a partition of the connected components of the graph G(E \ S) into sets S i , for i ∈ [1 : κ], such that the following conditions hold:
A set F of graphs is called a family of graphs if each subgraph of a graph in F is also in F . More formally,
Constructing edge separators from edge bisectors
Using a (α, β)-extended edge bisector, we are able to construct a (γ , 2 k )-extended edge separator. (1) .
THEOREM 4.1. Let F be a family of (α, β)-bisectable graphs such that β is monotonically increasing, i.e. x ≤ y ⇒ β(x) ≤ β(y), and β satisfies the triangle inequality, i.e. β(x + y) ≤ β(x) + β(y). Then F is also (γ , 2 k )-separable for every k ∈ N, where
γ (x, y) = k−1 i=0 β (i) α x 2 k−1−i + β (k) (y) + k−1 i=0 β (i)If β(x) = x/2 then we get for γ γ (x, y) = k−1 i=0 1 2 i α x 2 k−1−i + y 2 k .
Moreover, if the bisection of a graph of size n can be computed on its optimal hypercube in time B(n), the separator can be computed in time k max{log(n), B(n)} on the optimal hypercube.
Proof. We will prove the theorem by induction on k.
Since F is a family of (α, β)-bisectable graphs, the first condition in the definition of an extended edge separator follows immediately from condition (i) in the definition of an extended edge bisector. By definition, the number of marked and separator vertices in each half is at most
as claimed in the theorem. If β(x) = x/2 then the number of marked and separator vertices in each half is at most α(|V |) + |µ(V )|/2 . Induction step (k → k + 1): First, we apply the induction hypothesis for k = 1 to the graph G. Hence, we get a partition of the connected components C 1 , . . . , C of the graph G(E \ S) into two sets S 1 and S 2 satisfying the required conditions. Let G i = (V i , E i ), for i ∈ {1, 2}, be the union of the connected components in S i , i.e.
Since F is a family of graphs, it follows that G i ∈ F and, therefore, the graphs G i are (α, β)-bisectable. Now we mark all separator vertices and apply the induction hypothesis for k − 1 to each
Moreover, the number of marked and separator vertices in each G i is
V. HEUN AND E. W. MAYR using the triangle inequality for β(·) and the monotonicity of β(·) (1) using the triangle inequality for β(·)
If β(x) = x/2 then the number of marked and separator vertices in each G i is
The claim on the computation time follows immediately from the observation that the bisections in each of the k stages can be done in parallel in an optimal subcube. Further, routing of the subgraphs created by the bisection to their own subcubes can be done in logarithmic time using concentration routing, see [27] . Therefore each of the k stages can be implemented in time max{log(n), B(n)}, yielding the claimed total running time.
We should mention here that the hypercube algorithm for the bisection must satisfy some special requirements. Whenever the hypercube algorithm makes some conditions on how the graph is stored in the hypercube before the bisection, then the algorithm must ensure that these conditions are also true for the subgraphs resulting from the bisection.
The embedding algorithm
Given a family F of (α, β)-bisectable graphs, we now consider the embedding of a graph G = (V , E) ∈ F into the hypercube. We denote the number of vertices in G by n, and the maximal degree of a vertex in G by d. In the following, we assume that d≥3, since all graphs with degree less than or equal to two can easily be embedded one-to-one into its optimal hypercube.
Our embedding of (α, β)-bisectable graphs into optimal hypercubes is achieved in two steps. First, we embed the graph into a (k, h, o, λ) -tree. This will be explained in detail in the following. Then, we use the mapping presented in the previous section to complete the embedding. To obtain small dilation, adjacent vertices of the graph should be mapped to nodes which are close in the (k, h, o, λ) -tree. Our goal is to obtain an embedding of the graph into a (k, h, o, λ) tree such that adjacent vertices are mapped to two nodes of the (k, h, o, λ)-tree with distance at most 1 from their lowest common ancestor of the (k, h, o, λ)-tree. Our method leads to an embedding of the graph G into the hypercube with dilation 2k + o + 2λ.
The embedding of the graph G into the (k, h, o, λ)-tree will be achieved as follows. First, we fill up the root of the (k, h, o, λ)-tree with c(1) arbitrarily chosen vertices of G and remove these vertices from G, obtaining G . Then we mark the unmapped neighbors of the mapped vertices in the resulting graph G . We associate this graph G with the root of the (k, h, o, λ)-tree. We decompose G into 2 k parts using Theorem 4.1 and associate to each of the children of the root one of the parts of the decomposed graph G . In the next step, we fill up the children of the root with the marked vertices in the associated subgraph of G . Additionally, we map the separator vertices of the previous decomposition to the 2 k children of the root. Finally, we fill up the nodes of the (k, h, o, λ)-tree with arbitrarily chosen vertices of the associated subgraph until the capacity of these nodes is reached. We repeat this process until we reach the leaves of the (k, h, o, λ)-tree.
Quality of the general embedding strategy
In this subsection, we show how the parameters k, o and λ can be chosen depending on the extended edge separator and the maximal degree d of the given graph to obtain an embedding with small dilation. Since we are looking for an embedding into the optimal hypercube, we have to choose the parameters of the (k, h, o, λ)-tree such that kh + o = log(n) implying that the height h is determined by k and o. We recall from Theorem 4.1 that β is a function satisfying the triangle inequality and from the remark to the definition of extended edge bisectors that β(x) ∈ [x/2, x]. We first assume that β : R → R is a linear function. For our convenience, we will write β(n) = β · n. Further, we assume that α : R → R is a polylogarithmic function, i.e. α(x) = α · log λ (x) for some α ∈ R + . In order to compute the number of graph vertices mapped to a single node in the (k, h, o, λ)-tree, let n( ) be the maximum number of marked vertices and separator vertices mapped to a single node of the (k, h, o, λ)-tree at level , and let f ( ) be the size of the associated graph which is partitioned at a node at level of the Note that by construction of the embedding n(1) ≤ c (1) and n(h) ≤ c(h). Now we can establish the following inequality for 2 ≤ ≤ h − 1 using Theorem 4.1:
To show that n( ) ≤ c( ), it is sufficient to satisfy the following inequalities:
Note that by Lemma 3.3(i) we get
( ).
Inequality (1) is satisfied if we choose o > k and k ≥ 3, since by definition of the capacities we get
From inequality (2) we may conclude for λ > 0 that
Clearly, inequality (3) is satisfied if the following inequality holds, assuming that o ≤ 2k:
Hence, the following inequalities should be satisfied, if we choose o ∈ [k + 1 : 2k]:
Altogether, if we choose k and o as described above, we never map more vertices to a (k, h, o, λ)-tree node at level ≤ h − 1 than its capacity allows. For any graph G ∈ G, there  exists an embedding of G into a (k, h, o, λ)-tree such that the  load of each (k, h, o, λ) -tree node is bounded by its capacity, where:
A pair of adjacent graph vertices is mapped to a pair of (k, h, o, λ)-tree nodes such that their lowest common ancestor is at most at distance 1 from either node.
Combining Theorem 3.5 and Theorem 4.2, we can conclude that the dilation of the embedding is at most 2k + o + 2λ ≤ 4k + 2λ. THEOREM 4.3. Let G be a family of (α, β)-bisectable graphs, where α(n) = α log λ (n) is a polylogarithmic function and β(x) ≤ β x. Then a graph G ∈ G can be oneto-one embedded into its optimal hypercube with dilation at most 4k + 2λ and node congestion at most O(d2 4k+2λ ), where
Moreover, if an (α, β)-bisection can be computed in time B(n)= (log(n)) for any graph of size n on its optimal hypercube, this embedding can computed on the optimal hypercube in time O(log(n)·B(n)).
Obviously, the dilation and node congestion can be improved for special graph classes by a more sophisticated analysis of the inequality n( ) ≤ c( ).
APPLICATIONS
In this section, we apply our results of the previous sections to some special families of graphs. Some of the results 640 V. HEUN AND E. W. MAYR are well-known, but others are new. Unfortunately, for the following results there are no non-trivial lower bounds known.
Binary trees
It has been shown in [19] that any binary tree has a small extended edge bisector. LEMMA 5.1. A binary tree has a (4 log(n), n/2)-extended edge bisector, which can be computed on the optimal hypercube in logarithmic time after some preprocessing requiring time O(log 2 (n) logloglog(n) log * (n)).
As a consequence, we obtain together with Theorem 4.3 the following theorem which can be improved with respect to the dilation by a more sophisticated analysis as shown in [19] . THEOREM 5.2. [19] An arbitrary binary tree can be embedded into its optimal hypercube with constant dilation, constant node congestion and unit load. The embedding can be computed in time O(log 2 (n) logloglog(n) log * (n)) on the optimal hypercube itself.
Bounded treewidth, pathwidth and circlewidth
A tree decomposition (respectively, a path decomposition or a circle decomposition) D G of a graph G = (V , E) is a pair (T , X) consisting of a tree (respectively, a path or a circle) T = (S, F ) and a set X = {X s ⊆ V : s ∈ S} such that the following three conditions are satisfied:
T is also called a decomposition tree (respectively, the decomposition path or the decomposition circle) for G.
The width of a tree decomposition (respectively, path decomposition or circle decomposition)
The treewidth (respectively, pathwidth or circlewidth) of a graph G = (V , E) is the minimum width over all tree decompositions (respectively, path decompositions or circle decompositions) of G. The notions of treewidth and pathwidth of a graph was introduced by Robertson and Seymour in [33, 34] . As shown in [23, 24] , graphs with bounded treewidth have small extended edge bisectors. LEMMA 5.3. A graph with treewidth t and maximal degree d has a (2(t +1)(d +1) log(n) , n/2)-extended edge bisector. For graphs with constant treewidth and constant maximal degree, an extended edge bisector can be computed on the optimal hypercube in logarithmic time after some preprocessing requiring time O(log 2 (n) logloglog(n) log * (n)) provided that the graph is given by its tree decomposition.
Similarly, we can show that graphs with small circlewidth, and, therefore, also graphs with small pathwidth, have small extended edge bisectors. This implies the following theorems on embeddings. Again the bounds on the dilation can be improved by a more sophisticated analysis (see [23, 24] for bounded treewidth).
THEOREM 5.5. [23, 24] Any graph with treewidth t and maximal degree d can be embedded into its optimal hypercube with unit dilation and a dilation of at most max{14 + 2 log((d + 1)(t + 1)) , 26 + 4 log(d) }. The embedding can be computed on the optimal hypercube in time O(log 2 (n) logloglog(n) log * (n)) provided that the graph is given by its tree decomposition.
Additionally, we get the following new results on graphs with bounded path-or circlewidth. THEOREM 5.6. A graph with circlewidth w (respectively, pathwidth w) and maximal degree d can be embedded one-to-one into its optimal hypercube with dilation of at most max{16 + 4 log(d) , 4 + 2 log((d + 1)(w + 1)) }. The embedding can be computed in time O(log 2 (n)) on the optimal hypercube itself provided that the input graph is given by its circle decomposition (respectively, path decomposition).
Interval graphs and circular arc graphs
Let be a set and S = {S 1 , . . . , S } be a family of distinct non-empty subsets of . Then the intersection graph of S, denoted by G [S] , is defined as follows. Each set S ∈ S is represented by a vertex and two vertices which represents S i , S j ∈ S are connected if the intersection of these two sets is not empty, i.e. S i ∩ S j = ∅. A graph G is called an intersection graph on if there exists a family S of subsets of for which G is isomorphic to G [S] . The family of sets S is called an intersection representation of G. The width of an intersection representation S of a graph G is the maximal k such that
It is well-known that each graph is an intersection graph. An interval graph is an intersection graph on the family of closed intervals on the real line. Circular arc graphs are a natural extension of interval graphs. A circular arc graph is an intersection graph on the set of arcs of a circle. The interval width (respectively, circular arc width) of a graph G is the minimal width over all interval representation (respectively, circular arc representations) for G.
It can easily be verified that the circlewidth of a circular arc graph is equal to its circular arc width. Thus, we can immediately apply our results for graphs with bounded circlewidth to circular arc graphs with bounded circular arc width. Using Theorem 5.6, we get the following theorem. THEOREM 5.7. A circular arc graph with circular arc width w and maximal degree d can be embedded one-toone into its optimal hypercube with a dilation of at most max{4 + 2 log((d + 1)(w + 1)) , 16 + 4 log(n) }.
Since interval graphs are a subclass of circular arc graphs, we obtain the following corollary.
COROLLARY 5.8. An interval graph with interval width w and maximal degree d can be embedded one-toone into its optimal hypercube with a dilation of at most max{4 + 2 log((d + 1)(w + 1)) , 16 + 4 log(n) }.
Series-parallel graphs
A series-parallel graph is recursively defined as follows. An edge connecting two vertices, called the sink and the source, is a series-parallel graph. A series-parallel graph can be obtained from two series-parallel graphs by serial composition or parallel composition. The serial composition of two series-parallel graphs is the union of these graphs, where the sink of one and the source of the other graph will be identified, the remaining source and sink become the sink and source of the composed graph. The parallel composition of two series-parallel graphs is the union of these graphs, where the sinks and sources of the graphs will each be identified, yielding the sink and source of the composed graph, respectively. It is well-known that series-parallel graphs have treewidth two. Thus, we can immediately apply Theorem 5.5 to series-parallel graphs yielding the following theorem. THEOREM 5.9. A series-parallel graph with maximal degree d can be embedded into its optimal hypercube with dilation of at most 26 + 4 log(d) and unit load.
k-outerplanar graphs
A drawing of a graph is a one-to-one mapping of the graph vertices into the plane, where each pair of adjacent vertices is connected by a straight line. A drawing is called planar if each pair of lines does not intersect. A graph is planar if it has a planar drawing. We refer to the regions defined by a planar drawing as faces. The unbounded region is called the exterior face. A graph is outerplanar if it is planar and it has a planar drawing such that all vertices lie on the exterior face. A generalization of outerplanar graphs are kouterplanar graphs. The k-outerplanar graphs are defined inductively as follows. The class of 1-outerplanar graphs coincides with the class of outerplanar graphs. For k > 1, a graph is k-outerplanar iff it is planar and it can be drawn in the plane such that if all vertices on the exterior face have been removed the remaining graph is (k − 1)-outerplanar. As is shown in [35] , k-outerplanar graphs have treewidth at most 3k − 1. In combination with Theorem 5.5 this yields the following theorem. 
EXTENSIONS TO HYPERCUBE-LIKE TOPOLOGIES
In this section, we illustrate how the method presented earlier can be modified for other hypercube-like topologies. For example, we outline the modifications for the twisted cube as host graph. Then we briefly discuss the modifications in general.
Twisted cubes
In [36] 
Here P (x) denotes the parity of x = x 1 . . . x n , i.e. P (x) = x 1 ⊕ · · · ⊕ x n . For our convenience, we define P ( ) := 0. If the last term in the second condition holds, we call such an edge a twisted edge. A twisted cube of dimension five is given in Figure 4 . For a bit-string, we call a pair of consecutive bit-positions 2i − 1 and 2i a double position i.
The following lemma was proved in [36] . mapped to a pair v, w of (k, h, o, λ) -tree nodes such that their lowest common ancestor has at most distance from either node, we obtain an embedding of G into a twisted cube with unit load and expansion of at most 2 kh+o /n. The dilation of the embedding is bounded by
Choosing the paths between each pair of such twisted cube locations as described in Subsection 3.2, the node congestion of this embedding is at most O(d2 ( +1)k+o ).
Proof. We have only to prove the bound on the dilation. Consider a pair of adjacent graph vertices v and w. As mentioned earlier, the labels differ only in segments B and D and in at most two positions in segment C. Lemma 6.1 implies that at most [( + 1)k + 1]/2 + 1 edges have to be traversed to adjust the bits in segment B if k is odd. If k is even, we can do better since we get a better bound on the number of double positions in which segment B differs. In that case, Lemma 6.1 implies that at most ( + 1)k/2 + 1 edges have to be traversed to adjust the bits in segment B. Since segment D is itself an o-dimensional twisted cube, at most (o + 1)/2 edges must be traversed. Adjusting the two bits in segment C requires at most three steps. Recall that we flip in the first step a 0 to 1 and in the last a 1 to a 0 in segment C. Of course, four steps are sufficient. The reduction to three follows from the observation that we can interleave one of the flippings in segment C with a flipping in segment D. Note that this increases the node congestion only by a constant factor.
Thus, the distance between the images of v and w is at most
+ 3λ
(segment C)
. THEOREM 6.3. An arbitrary binary tree can be one-toone embedded into its optimal twisted cube with constant dilation and constant node congestion. + 1)(t + 1)) .
2
Using this theorem, we can apply our results from the previous section to twisted cubes as follows. COROLLARY 6.5. A series-parallel graph with maximal degree d can be one-to-one embedded into its optimal twisted cube with dilation of at most 18 + 2 log (3(d + 1) ) . COROLLARY 6.6. A k-outerplanar graph with maximal degree d can be one-to-one embedded into its optimal twisted cube with dilation of at most 18 + 2 log(3k(d + 1)) .
Other topologies
Obviously, this technique can also be applied to some other variants of the hypercube such as the folded hypercubes [37] , twisted hypercubes [38] , generalized twisted cubes [39] , crossed cubes [40, 41] and Möbius cubes [42] . For all of these hypercube-like topologies, it is sufficient to modify the second embedding step as illustrated above for the twisted cube. Hence, Theorem 3.5 needs to be adapted for the desired host topology.
Our technique can also be applied to other less regular variants of the hypercube such as incomplete hypercubes [43] , Fibonacci cubes [44] , folded Petersen networks [45, 46] and star graphs [47] . Therefore, it is also necessary to change the definition of a (k, h, o, λ)-tree slightly and, as a consequence, the first embedding step (Theorem 4.2). The modification of the (k, h, o, λ)-tree depends on the chosen host topology and can be rather tedious.
CONCLUSION
We have presented a general technique, based on extended edge bisectors, for embedding irregular graphs. Depending on parameters like the size of the extended edge bisector, the distribution of the marked vertices and the maximal degree of the given graph, we have given bounds on the dilation and node congestion for our embedding. We have also shown the wide applicability of our technique by presenting simple modifications for a large variety of hypercube-like topologies.
Another interesting question is whether embeddings can be computed dynamically as the guest graph grows. It has been proven in [48, 49] that any deterministic algorithm for dynamically embedding caterpillars into hypercubes cannot simultaneously achieve constant dilation, constant load and constant expansion. Thus, either randomized techniques (as in [50, 48, 49] ) or migration, i.e. remapping of vertices, have to be used for dynamic embeddings. In [51, 52] , we present a deterministic algorithm for dynamic one-to-one embeddings of arbitrary binary trees into hypercubes with small constant dilation, expansion and node congestion using migration. It is an interesting open problem how far this method can be extended, e.g. for k-trees or similar graphs.
