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高Repelling的效率，我建議了 一個名為Lazy Repelling的模型。該模 
型只在representative有一定改變時才計算染色體的多樣性適合度。 
Repelling與Lazy Repelling的運算率複雜性比常用的模型為低。 
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Abstract 
Parallel Genetic Algorithms (PGAs) are parallel stochastic searching algorithms 
stimulating genetic inheritance and Darwinian strife for survival. In this thesis, I 
have proposed a Probabilistic Rule-based Adaptive Model (PRAM) to adapt the 
control parameters of the PGA during the search. PRAM can be applied to adapting 
mutation rate, crossover rate or both in each GA of the PGA. PRAM uses three 
parameter values on three groups of co-evolving populations. The run of a GA is 
divided into epochs. During the initial period of an epoch, each group uses a 
parameter to sample the feedback. In the remaining period of the epoch, the 
frequency of using a value is directly proportional to the performance of using this 
value. Thus, the value used is supposed to be the most beneficial one among the 
three values. These three values are adjusted at the next epoch according to the 
performance of the three groups during the epoch so that the three values can 
approach the optimal value dramatically. 
The performance of PRAM is better than that of a well-known benchmark model 
(self-adaptation) consistently in solution quality over a set of numeric functions. 
Adapting mutation rate alone is the most efficient model, while adapting both 
mutation and crossover rates will generate better solutions but at a slightly longer 
elapsed time. 
I use a Repelling model to maintain the population diversity of the PGA so that it 
has a higher chance to converge to global optima. In the PGA, each GA runs a 
Repelling model. In Repelling, the fitness of a chromosome depends on not only an 
objective function but also a diversity function. Repelling samples a single 
population to a representative. The diversity function discourages those 
2 
chromosomes, which are similar to the representative to survive. Hence, the 
population is less likely to be trapped into local optima. I have proposed a Lazy 
Repelling model to reduce the computational overhead of Repelling by evaluating 
the diversity fitness of a chromosome only if the representative is modified for a 
certain degree. 
A set of standard numeric and deceptive functions is used in the evaluation. Lazy 
Repelling and Repelling require less computational complexities than the 
benchmark models. Lazy Repelling or Repelling used with Deterministic Crowding 
are more effective than using Deterministic Crowding alone. These models are more 
efficient and obtain better solutions than some well-known related models. A GA 
using PRAM and Lazy Repelling with Deterministic Crowding outperforms nine 
serial and parallel GAs in solution quality. 
I have developed an Adaptive Parallel Genetic Algorithm (aPGA) for global 
optimization. In aPGA, PRAM and Lazy Repelling with Deterministic Crowding is 
applied to each GA. aPGA is implemented with Asynchronous Island Model to 
exploit the coarse-grain parallelism. The solutions are exchanged among each island 
adaptively with Puntuated Equilibria strategy. 
aPGA is scalable in solving several standard multi-modal functions with different 
dimensionalities. In solving several benchmark clustering problems, aPGA can find 
better solutions than the K-Means algorithm. In solving a multi-modal function and 
a clustering problem, aPGA achieves a superlinear speedup. 
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Chapter 1 Introduction 
Most of the real world problems such as data mining, VLSI layout design, 
scheduling, resource allocation and network optimization can be formulated as 
global optimization. Global optimization is to find a set of objective variable 
instances in a search space such that an objective function is optimized. The global 
optimization can be formally defined as finding /* = min / (x) , where X is the 
x^ X 
domain of all possible sets of variable instances,/: R^-^R^ is a real value continuous 
objective function and R^ is the set of all scores of domain X. Since minimizing f(x) 
is equivalent to maximizing -f(x)’ this definition can generalize the search for global 
minima and global maxima. A search landscape is constructed by the instances of 
objective variables and their evaluated scores. The complexity of finding an optimal 
solution in a search landscape usually depends on the size, dimensionality and 
modality of the search landscape as well as the epistasis of the objective variables. 
Global optimization requires exploring and exploiting the search space 
effectively. Exploration identifies basins of attraction of new optima and also 
escaping local optima. Exploitation approaches nearby optima gradually. 
In general, solving a global optimization problem involves searching on a space 
of all possible solutions (Michalewicz 1997). For a small search space, classical 
exhaustive or heuristic methods perform well; for a large search space, Genetic 
Algorithms (GAs) usually outperform heuristic methods. GAs are stochastic search 
algorithms modeling genetic inheritance and Darwinian strife for survival (Goldberg 
1989). It explores various kinds of huge, varied search spaces effectively and 
robustly with a number of searching points. A wide range of complicated real world 
and scientific problems is successfully solved by GAs. 
However, GAs are weak at several aspects. The opportunity of solving a problem 
with GAs depends on the number of searching points. Vast numbers of searching 
points are necessary to solve difficult problems. However, the time performance of 
GAs is very poor if a large population size is evolved. Therefore, to speedup the 
evolution process, Parallel Genetic Algorithms (PGAs) are applied to distribute the 
enormous population to a number of computers. Moreover, PGAs can tackle the 
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premature convergence problem encountered in GAs by diversifying the population 
to explore different areas of the search space (Adamidis 1994). However, PGAs still 
tend to encounter the premature convergence problem. Therefore, the population 
diversity of PGAs should be maintained to find more optima. 
Before applying PGAs, users are required to determine the values of the control 
parameters offline or online. These values manage the amount of exploration and 
exploitation of PGAs. Traditionally, users of PGAs choose the parameter values by 
tuning manually for each search problem. However, there are several disadvantages 
to parameter tuning: 
• it takes a lot of time; 
• it is error prone; 
• the optimal parameter values may change during the running of the PGA. 
In this thesis, I have proposed a Probabilistic Rule-based Adaptive Model 
(PRAM) to adapt the control parameters of the PGA during the search to determine 
appropriate exploration and exploitation and minimize the parameter tuning effort. 
Each GA in the PGA runs a PRAM. PRAM can be applied to adapting mutation 
rate, crossover rate or both. The methodology used is similar to Self-Adaptive 
Genetic Algorithm (Hinterding 1996). PRAM uses three parameter values on three 
groups of co-evolving populations, where three are the minimum number of groups 
that makes PRAM work. The run of a GA is divided into epochs. During the initial 
period of an epoch, each group uses a parameter to sample the feedback. In the 
remaining period of the epoch, the frequency of using a value is directly 
proportional to the performance of using this value. Thus, the value used is supposed 
to be the most beneficial one among the three values. These three values are 
adjusted at the next epoch according to the performance of the three groups during 
the epoch so that the three values can approach the optimal value dramatically. 
To reduce the opportunity of trapping into local optima, a diversity control model 
is required to maintain the population diversity of the PGA. However, The 
commonly used diversity control models require large computational overhead. I 
have proposed a Repelling model to enhance the population diversity of the PGA 
with less computational overhead. Each GA in the PGA runs a Repelling model. The 
fitness of each chromosome depends on not only the score of an objective function 
but also a diversity function. Repelling samples a single population to a 
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representative. The score of the diversity function is indirectly proportional to the 
similarity of the chromosome and the representative. In other words, the more 
similar the chromosome is to the representative, the lower is the score. To enhance 
the exploration ability of the algorithm, the diversity function is set to favor the 
1 2 
chromosomes containing almost lost alleles to survive. 
The rationale behind Repelling is driving the population away (repelling) from its 
representative. Hence, the population diversity can be maintained and is less likely 
to be trapped from local optima. To minimize the computational overhead of 
Repelling, I have proposed a Lazy Repelling model. In Lazy Repelling, the diversity 
fitness of a chromosome is evaluated only if the representative is modified for a 
certain degree. Repelling and Lazy Repelling can be used with a diversity control 
model, Deterministic Crowding, to yield better results. 
In this thesis, I have developed an Adaptive Parallel Genetic Algorithm (aPGA), 
which uses PRAM to adapt the mutation and crossover rates, and uses Lazy 
Repelling with Deterministic Crowding to maintain the population diversity. aPGA 
is a coarse-grain Parallel Genetic Algorithm (PGA), which works on the loosely 
coupled computers. In each computer, a GA evolving a subpopulation is run. All the 
subpopulations are connected as a ring. Each GA evolves separately and exchanges 
the genetic materials for a number of iterations (migration period) to enhance the 
population diversity. aPGA implements the Puntuated Equilibria model (Lienig 
1997) to adapt the migration period dynamically during the search. In Punctuated 
Equilibria, a GA requests migration from the neighbor GA when the subpopulation 
stagnates. A subpopulation stagnates if the best chromosome has not improved for a 
number of iterations. aPGA is implemented with a distributed virtual machine called 
Distributed Java Machine (DJM) (Lee 1997; Leung 1998). DJM consists of a pool 
of computers on Intranet and Internet. It provides a set of high-level program 
constructs for users to achieve distributed computing with Distributed Objects. The 
reason for using DJM is that I can employ a tremendous number of idling computers 
on Intranet and Internet to cooperate to solve some computational intensive 
problems. 
1 An allele is almost lost if that allele remains few among the population 
2 An allele is the value of a feature (gene) 
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1.1 Thesis Outline 
In this section, the outline of each chapter is introduced. 
Chapter 2 In this chapter, the background concept and the related work of 
aPGA are presented. The background concept includes GAs and their 
nature, the roles of mutation and crossover as well as the roles of 
their control parameters, the control of the population diversity, 
coarse-grain PGAs, Distributed Java Machine (DJM) and clustering. 
The works related to my models, such as the adaptation models for 
mutation and crossover, recent diversity maintenance strategies, nine 
serial and parallel GAs, and the models for adapting the migration 
period are presented. 
Chapter 3 In this chapter, the algorithm of the Probabilistic Rule-based 
Adaptive Model (PRAM) is presented. The storage and time 
complexities are analyzed. 
Chapter 4 In this chapter, the algorithm and the implementation details of the 
Repelling model are presented. A modified Repelling model (Lazy 
Repelling) is introduced. The incorporations of Repelling and Lazy 
Repelling to a diversity control model, Deterministic Crowding, are 
introduced. The time complexities of recent diversity maintenance 
models are compared with that of Repelling and Lazy Repelling. 
Chapter 5 The Adaptive Parallel Genetic Algorithm (aPGA) parallelizes a 
steady-state GA. In this chapter, the steady-state GA is introduced. 
aPGA and its application on clustering problems are presented. The 
implementation details of aPGA are introduced. The time complexity 
of aPGA is analyzed. 
Chapter 6 In this chapter, the performance of PRAM is compared with a static 
adaptation model and a recent benchmark self-adaptation model. Sets 
of unimodal and multi-modal functions are used in the evaluation. 
Chapter 7 In this chapter, the performances of Repelling and Lazy Repelling are 
compared with a set of recent diversity maintenance models on a 
deceptive function and a multi-modal function. Repelling and Lazy 
Repelling are used with PRAM in GAs. The GAs are compared with 
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nine serial and parallel GAs on a set of benchmark multi-modal 
function. 
Chapter 8 In this chapter, sets of unimodal and multi-modal functions and 
clustering problems are used to evaluate aPGA. The scalability of 
aPGA to different dimensionalities of those functions is evaluated. 
The solution quality of aPGA is compared with that of the K-means 
algorithm when clustering two sets of benchmark data. The speedup 
curves of aPGA are determined using a multi-modal function and a 
clustering problem. 
Chapter 9 The thesis is concluded in this chapter. 
1.2 Contributions of The Thesis 
In this thesis, I have addressed several problems of PGAs and have proposed some 
approaches to handle the problems. The problems, the corresponding approaches 
and the contributions of the approaches are presented in this section. 
1.2.1 Problems 
PGAs are novel searching strategies for global optimization. However, PGAs still 
have the following problems. 
Traditionally, the users need to tune the control parameters of the PGA manually. 
Nevertheless, it is time consuming; it makes mistakes easily; and the optimal 
parameter values may vary during the searching process. Therefore, the control 
parameters should be adapted dynamically during the search so that the parameter 
tuning effort can be avoided and the optimal or near optimal parameter values can be 
used. 
The PGA still tends to premature converge to a local optimum. To minimize the 
possibility of premature convergence, the population diversity should be maintained. 
1.2.2 Approaches 
I have proposed a Probabilistic Rule based Adaptive Model (PRAM) to adapt the 
control parameters (the mutation and crossover rates) of the PGA. Each GA in the 
PGA runs a PRAM. PRAM adapts the parameters based on the feedback from the 
GA. PRAM uses three parameter values on three groups of populations. The run of a 
GA is divided into epochs. During the initial period of an epoch, each group uses a 
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parameter to sample the feedback. In the remaining period of the epoch, the 
frequency of using a value is directly proportional to the performance of using this 
value. Thus, the value used is expected to be the most beneficial one among the 
three values. To adapt these three values to approach the optimal value dramatically, 
the three values are adjusted at the next epoch according to the performance of the 
three groups during the epoch. 
In order to minimize the probability of premature convergence, I have proposed a 
Repelling model to maintain the population diversity. Each GA in the PGA runs a 
Repelling model. In Repelling, the fitness of a chromosome depends on not only an 
objective function but also a diversity function. Repelling samples a population to a 
representative. The score of the diversity function is indirectly proportional to the 
similarity of the representative and the chromosome. Hence, the population is less 
likely to be trapped into local optima. I have proposed a Lazy Repelling model to 
minimize the computational overhead of Repelling. In Lazy Repelling, the diversity 
fitness of a chromosome is evaluated only if the representative is varied for a certain 
threshold. 
I have developed an Adaptive Parallel Genetic Algorithm (aPGA) to solve the 
global optimization problems. In aPGA, PRAM is used to adapt the mutation and 
crossover rates, while the population diversity is maintained by Lazy Repelling and 
Deterministic Crowding strategies. Punctuated Equilibria model is applied to adapt 
the migration period dynamically during the search. 
1.2.3 Contributions 
A novel adaptation model (PRAM) is proposed to adapt the mutation rate alone or 
both the mutation and crossover rates. My models are compared with the commonly 
used benchmark models (self-adaptation) and a static adaptation model over a set of 
numeric functions. Adapting the mutation rate alone is the most efficient model, 
while adapting both mutation and crossover rates can assist the GA in finding better 
solutions but at a slightly longer elapsed time. 
An efficient model (Lazy Repelling with Deterministic Crowding) is proposed to 
maintain the population diversity. Its computational overhead is 0{n) for the best 
case and 0{n log n) for the worst case, which is less than the traditional benchmark 
models, namely, for Sharing (Goldberg 1989), Dynamic Sharing (Miller 1994), 
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Crowding (De Jong 1975) and DCGA (Shimodaira 1997), the computational 
complexities for each iteration are Oin\ 0{nxq), 0{CFxnoffspnng) and 0{n) 
respectively (refer to section 4.5 for details). My model is experimentally shown to 
be more efficient and can find better solutions than some of the recent models, say, 
DCGA, simple GA-Gray, simple GA-Binary, CHC, AGA (Shimodaira 1997) and 
aGA (Ghosh 1996). Using Lazy Repelling with Deterministic Crowding can yield 
better results than using Deterministic Crowding alone. Lazy Repelling with 
Deterministic Crowding and PRAM are applied to a GA. Results show that the GA 
outperforms nine serial and parallel GAs stated in (Gordon 1993) in solution quality. 
In aPGA, PRAM and Lazy Repelling with Deterministic Crowding are applied. 
aPGA is tested to be scalable to a set of benchmark multi-modal functions with 
different dimensionalities. It is applied to solving clustering problems and can find 
better solutions than the K-Means algorithm. In solving a multi-modal function and 






Chapter 2 Background Concept and 
Related Work 
In this chapter, the background concept of the Adaptive Parallel Genetic Algorithm 
(aPGA) is presented. The works related to the adaptive algorithms in aPGA are 
introduced. 
2.1 Genetic Algorithms (GAs) 
(Refer to Figure 2.1) In the run of a GA, a collection of chromosomes P(0) called a 
population is initialized initially. A chromosome represents a possible solution to 
the problem. Then, each chromosome in the initial population P(0) is evaluated to 
give a score (fitness) to the objective function. The GA loops a number of iterations 
(generations) until the termination condition is met. A number of Tit' chromosomes 
P(g+1) are selected from the population P(g) at the previous generation. The 
selected chromosomes are altered with some genetic operators. Then, the altered 
population P(g+1) is evaluated and will replace the original population P(g) with a 
replacement scheme. 
GA(){ 
g <— 0 11 g is the no. of generations 
initialize P(0) // P is the population 
evaluate P(0) 
while (not termination-condition) do { 
select P(g+l) from P(g) 
alter Pfe+l) 
evaluate P(g+l) 
replace Chromosomes from P(g) with P(g+l) 
{ 
} 
Figure 2.1 A general structure of GAs 
In GAs, a chromosome (possible solution) is usually encoded with a binary 
string. In nature, a gene represents an attribute. The attribute's value is called its 
allele. For example, a gene corresponds to the color of an animal's eye. The gene's 
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allele is the color of the animal's eye, namely, blue. In GAs, for the example of a 
function optimization problem, a variable in the function is a gene. The variable's 
value is the gene's allele. More than one bit can be used to encode a gene. The bit 
position in a binary string is called locus. 
In the initialization step of the GA, each chromosome is usually initialized such 
that the allele of each gene in the chromosome is randomly assigned. 
In the evaluation step, each chromosome is decoded to sets of objective variable 
instances. In natural terminology, the sets of objective variable instances are called 
the phenotype of the chromosome. Then, those instances are used to compute an 
objective function. The function value is rescaled to the fitness value of a 
chromosome such that the larger the fitness value, the more fit is the solution to the 
problem. 
In the selection step, different selection schemes can be employed. The 
commonly used selection schemes are roulette wheel selection, ranking method and 
tournament selection. Roulette wheel selection selects a chromosome according to a 
probability proportional to the chromosome's fitness. Ranking method is usually 
used with roulette wheel selection. It sorts all the chromosomes with respect to the 
fitness and the fitness of the chromosomes is reassigned according to the 
chromosomes' ranking. Tournament selection is based on competitions among a 
number of randomly selected chromosomes. The winners of the competitions are 
selected. 
There are two operators that change the chromosomes, namely, mutation and 
crossover. Mutation is a unary operator because it is applicable to a single 
chromosome. Bit-flip mutation is a kind of mutation. In this mutation, each bit in the 
chromosome is flipped according to the mutation rate. Crossover is a higher order 
genetic operator since it involves two or more chromosomes in the change. In 
general, for n-point crossover, n cutting point is randomly selected. A chromosome 
is divided into n+\ segments and hence, there are totally 0+1 )*2 segments for two 
involved chromosomes (parents). The n+\ segments of the two chromosomes are 
exchanged randomly. 
There are several replacement schemes. The whole population may be replaced 
by all the offspring of the genetic operations; or the worst chromosomes can be 
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replaced from the population deterministically or non-deterministically; or elitism 
scheme can be used in which the best chromosome is kept in every generation. 
2.2 The Nature of GAs 
The workings of GAs have not been analyzed clearly until now, but the schema 
theory (Goldberg 1989) and the building block hypothesis (Holland 1975) capture 
the essence of GA mechanics. In this section, the nature of GA is illustrated through 
introducing the schema theory and the building block hypothesis. 
A schema is a similarity template describing a subset of strings that have the 
same bits at certain positions (Goldberg 1989; Holland 1975; Srinivas 1994). For 
example, consider strings with four bits, a schema **00 represents strings with Os at 
the last two positions, that is, 0000, 0100, 1000 and 1100. The symbol * signifies 
that a 0 or a 1 could occur at the corresponding position. The string represented by a 
schema is called the instance of the schema. The fixed positions of a schema are the 
string positions that have a 0 or a 1. For instance of the schema **01，the fixed 
positions are the third and fourth positions. The number of fixed positions of a 
schema is its order. For example, the order of * 101 is 3. The defining length of a 
schema is the distance between the outermost fixed positions. Hence, the defining 
length of * 100 is 2，while the defining length of 0*01 is 3. The average fitness of the 
schema is the average fitness of its instances in a given population. 
In the GA's search for the optimal string, schemata compete simultaneously to 
increase the number of their instances in the population. The schemata with high 
fitness values and small defining lengths are called building blocks. The building-
block hypothesis assumes that strings with high fitness values can be formed by 
combining the building blocks effectively through the variation operators of GAs. 
Therefore, the GA can find a good solution or even the optimal solution because 
lower order building blocks are juxtaposed to form higher order building blocks 
during the evolution. However, the building-block hypothesis is not always true, 
which depends on the objective function. For the example of deceptive functions, 
when good building blocks are combined, very bad strings can be generated. 
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2.3 The Role of Mutation 
Spears (1993) defined that the two roles of genetic operators were disruption and 
construction. Mutation mainly creates random diversity to the population, which is 
significant in introducing disruption to the schemata and exploring the search space, 
but is insignificant in constructing higher order building blocks. 
The explorative power of mutation is discussed here. Recall that for bit-flip 
mutation, a bit is flipped if it is chosen for mutation. The amount of exploration 
depends on the mutation rate. The larger the mutation rate, the larger amount of 
exploration (disruption). For example, if the mutation rate is 0.0, a schema would 
not be disrupted. If the mutation rate is 1.0, a schema would definitely be disrupted, 
and produce the complement of the chromosome. Hence, mutation can provide 
different levels of disruption and exploration. The probability of disruption is 
independent of the convergence of the population because mutation is a unary 
variation operator. 
The constructive ability of a genetic operator can be illustrated through 
calculating the probability of constructing a higher order building block from 
existing chromosomes, which contain lower order building blocks. Spears (1993) 
showed that this constructive probability of mutation is upper bounded by a lower 
probability when compared to that of crossover. The constructive probability varies 
with the mutation rate. For the mutation rate of 0.5, the constructive probability is 
the upper bound. The constructive probability decreases when the mutation rate 
decreases for the mutation rate smaller than 0.5. The constructive probability is 
symmetric between 0 to 0.5 and 0.5 to 1. Hence, for the mutation rate larger than 
0.5, the constructive probability decreases when the mutation rate increases. 
Moreover, for a mutation rate, which has a high constructive probability, the 
corresponding probability of survival for a building block would be low. For the 
example of the mutation rate of 0.5, the constructive probability is the upper bound, 
while the probability of survival is the lower bound. Therefore, it is impossible for 
mutation to achieve high levels of construction and survival simultaneously. 
Goldberg (1989)，De Jong (1990) and Vose (1991) suggested that mutation was a 
secondary operator in the GA search whose role was to restore lost genetic material. 
For instance, I suppose that all the population is converged to 0 at a string position. 
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The optimal solution has a 1 at that position. Mutation can regenerate a I at that 
position. 
On the other hand, Fogel (1960)，Rechenberg (1973), Schaffer (1989) and Fogel 
(1990) illustrated the power of mutation and claimed that mutation was the key 
genetic operator. Fogel (1990) and Spears (1991) reported that the solutions found 
by GA with mutation alone had better solution qualities with a higher variance, but 
longer time was needed to find the superior solutions. 
2.4 The Role of Crossover 
Spears (1993) claimed that crossover mainly played the role as construction and 
served as an accelerator that generated higher order building blocks from lower 
order building blocks. However, crossover is prohibited in terms of disruption and 
exploration. 
Spears (1993) showed that the constructive probability of crossover decreased 
gradually when the population converged. The type of exploration of crossover is 
limited because crossover preserves alleles that are common to the chromosomes. 
For example, I consider two chromosomes from the two building blocks: 01** and 
00**. The first string position produced by crossover of the two chromosomes must 
be a 0. When the population converges, the limitation will be tightened because the 
number of common alleles will increase. 
One-point crossover, two-point crossover and uniform crossover differ in the 
degree of disruption of building blocks. One-point crossover is much more likely to 
disrupt schemata whose defining lengths are large. For example, I consider two 
schemata: 0***1 and 1***0. The schemata would be disrupted by one-point 
crossover if the cut-point falls between string position 1 and 5. Two-point crossover 
produces a lower disruptive effect than that of one-point crossover because it is less 
likely to disrupt the "long" schemata. Uniform crossover exchanges each bit of 
strings probabilistically with a fixed probability. The defining length of a schema 
does not affect the probability of disruption. However, it produces the highest 
disruptive effect. 
The problem has lower (higher) epistasis if smaller (larger) number of genes 
depends on each other. Some literature showed that crossover was most useful for 
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medium epistasis problems, but not for high epistasis problems (Schaffer 1991; 
Davidor 1990). 
2.5 The Roles of the Mutation and Crossover Rates 
The performance of GAs is affected by the balance between exploring the search 
space and exploiting the already sampled regions. This balance is determined by the 
choices of control parameters, namely, the mutation rate, the crossover rate and the 
population size. 
In bit-flip mutation, the mutation rate is the probability of flipping each bit in a 
chromosome. Increasing the mutation rate tends to transform the genetic search into 
a random search, increase the probability of disrupting schemata and helps to 
reintroduce lost genetic material. (As mentioned in section 2.3) Mutation can 
achieve different levels of disruption (exploration) with different mutation rates. In 
terms of construction, increasing the mutation rate would increase the probability of 
constructing higher order building blocks to a certain level. Further increasing the 
mutation rate would lead to decreasing the constructive probability gradually. 
In the GA proposed in this thesis, the crossover rate is the probability of the 
selected chromosomes to perform crossover or mutation. Increasing the crossover 
rate would increase recombination of building blocks, which accelerates the GA 
search. However, if the crossover rate is too high, it would lead the search to 
converge to a local optimal solution because less mutation is performed to introduce 
the diversity and lost alleles to the population. If the crossover rate is too low, 
mutation becomes the dominant genetic operators. Superior solutions can be found, 
but the time required to find the solutions would be longer. 
2.6 Adaptation of the Mutation and Crossover Rates 
Hinterding & Michalewicz (1997) classified the types of adaptation into static, 
dynamic deterministic, dynamic adaptive and dynamic self-adaptive. The static 
approach has a fixed parameter value throughout the evolution. A variety of 
researchers worked out sets of fixed parameter values, which guarantee good 
performance on a range of problems. De Jong (1975) recommended the population 
size, the mutation rate and the crossover rate to be 100, 0.001 and 0.6 respectively. 
Back (1992) formulated the results from Schaffer (1989) as mutation rate = 1.75 / 
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{population size x 1}丨\ where L is the number of bits to represent a chromosome. 
Muhlenbein (1992) derived a formula for the mutation rate as pm = HL. 
The dynamic deterministic approach alters the parameter values based on some 
deterministic rules without using any feedback. Forgarty (1989) and Hesser & 
Manner (1990) adapted this approach to alter the mutation rate. Much literature 
suggested that during the initial period of the GA search, the mutation rate should be 
high to explore the search space and perform random search. Low mutation rates 
might be needed during the late period to assist in fine-tuning the sub-optimal 
chromosome. The dynamic deterministic approach with this idea can be used to alter 
the mutation rate with respect to the number of generations. (Hinterding & 
Michalewicz, 1997) showed an example: 
where g is the generation number from 1 ... G. The mutation rate will decrease from 
0.1 to 0.01 when G generations are evolved. 
In the dynamic self-adaptive approach, the parameters are encoded in the 
chromosomes and these parameters are also evolved together with the 
chromosomes. Back (1992) pioneered the use of self-adaptive method to adapt the 
mutation rate in GAs. Hinterding (1995) used self-adaptation to alter the mutation 
strength of Gaussian mutation in GAs, which is a fundamental operator of both 
Evolutionary Strategies and Evolutionary Programming. Smith & Fogarty (1996) 
used self-adaptive method to change the mutation rate. In the GA, a single offspring 
is cloned a number of times after crossover. Each of these offspring undergoes 
mutation. The best offspring is then selected to replace the oldest chromosome from 
the population if the fitness of the best offspring has fitness improvement. 
Hinterding (1997) also used self-adaptation to adjust the probability of using one of 
the two mutation operators, and the strength of one of the mutation operators. 
The dynamic adaptive approach modifies the parameter values based on the 
feedback from the GAs. Davis (1989), Julstrom (1995) and Tuson (1996) assigned 
the crossover rate according to the productivity of the mutation and crossover 
process. Srinivas & Patnaik (1994) adapted the mutation and crossover rates 
simultaneously with an Adaptive Genetic Algorithm (AGA). In the AGA, the 
mutation and crossover rates are increased to disrupt the schemeta and perform 
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random jumps when the population tends to converge to a local optimum. Those 
rates are decreased when the population is scattered in the solution space. Lower 
values of the mutation and crossover rates are used for high fitness chromosomes to 
preserve "good" solutions. Low fitness chromosomes are disrupted by using higher 
values of the mutation and crossover rates. Hence, the GA can be prevented from 
never converging to the global optimum. 
Hinterding & Michalewicz (1996) adapted the mutation strength of Gaussian 
mutation and the population size concurrently with a Self-Adaptive Genetic 
Algorithm (SAGA). In SAGA, the population is divided into three subpopulations 
with different population sizes. Each subpopulation would undergo evolution 
separately for a number of iterations (an epoch). The population size for each 
subpopulation is adjusted by a set of rules, which uses either the best fitness value or 
best fitness improvement found during an epoch. 
2.7 Diversity Control 
During the run of a GA, the population is becoming more similar to each other 
because crossover preserves genetic materials from the parents to the offspring. In 
other words, the population is losing diversity and converging. If the population 
loses diversity before the optimal or satisfactory solutions have been found, 
premature convergence occurs in the GA search. Maintaining the population 
diversity helps the population adapt to changes in the search landscape quickly, 
allow the GA to searching for optima continuously, and avoid being trapped at local 
optima (Smith 1993). Niching techniques are commonly used in maintaining the 
population diversity. Those techniques will be introduced in Section 2.7.1. In 
section 2.7.2, other diversity maintenance schemes are presented. 
2.7.1 Niching Strategy 
Niching methods are well-known strategies aiming at maintaining the population 
diversity. In nature, organisms compete to survive by evolving to fill a role, say, 
hunting, feeding, etc. Species are defined as a group of organisms with similar 
characteristics (Sareni 1998; Goldberg 1989). A niche can be viewed as a subspace 
in the environment that can allow different species to survive. The subdivision of 





species. Hence, stable sub-populations are formed around different niches in the 
environment. By analogy to GAs, a niche is referred to the location of an optimum 
in the search space, while the resources of that niche are represented by the fitness. 
Various niching techniques, namely, Sharing, Dynamic Sharing, Crowding and 
Deterministic Crowding, will be presented as follows. 
2.7.1.1 Sharing 
Sharing modifies the search landscape by reducing the survival ability of the 
chromosomes located in densely populated areas. In each species, all the members' 
fitness is lowered by an amount nearly equal to the number of members. The shared 




where/ is the fitness of the chromosome, and m/ is the niche count which measures 
the approximate number of members in the species of the chromosome. The niche 
count is calculated by summing a Sharing function over all chromosomes in the 
population. The Sharing function measures the similarity level between two 
chromosomes. It returns one if the chromosomes are identical, zero if their distance 
is higher than a threshold of dissimilarity, and an intermediate value at intermediate 
level of dissimilarity. 
The distance between two chromosomes can be measured on either genotypic or 
phenotypic metric. For genotypic metric, the distance is generally the Hamming 
distance between the two bit-strings. For phenotypic metric, the distance is related to 
real parameters of the search space. It can be the Euclidean distance. 
Sharing has some limitations. The dissimilarity threshold is determined with a 
prior knowledge of how far apart the optima are. However, for real problems, the 
information about the search space and the distances between the optima are not 
available. Moreover, the dissimilarity threshold is the same for all chromosomes. 
This assumes that all optima must be equidistant. Hence, Sharing fails to maintain 
all optima if they are not equidistant or if the estimated distance between two optima 
is not correct. Furthermore, the computation cost of Sharing is very expensive. The 
time complexity of Sharing is dominated by the computation of the niche counts, 
which is 0(n^) for each iteration, where n is the population size. 
22 
2.7.1.2 Dynamic Sharing 
Dynamic Sharing was proposed by Miller (1994) to reduce the computational 
overhead of the Sharing method. Miller made two assumptions in the method: (1) 
the number of niches, q, can be estimated; (2) the peaks are all separated from each 
other by a minimum distance. To reduce the computational overhead of Sharing, 
Dynamic Sharing identifies q niches at every generation, and classifies the 
chromosomes to each niche using the same similarity measurement as Sharing. 
Hence, the complexity is reduced to O(nxq). 
2.7.1.3 Standard Crowding 
The principle of Crowding methods is to insert new chromosomes in the population, 
which replaces similar chromosomes. De Jong (1975) extended the preselection 
method of Cavicchio and proposed Standard Crowding method. In this method, an 
offspring replaces the most similar chromosome from a subpopulation of size CF 
(crowding factor). This subpopulation is randomly drawn from the global 
population. The time complexity for each iteration is 0(CF x nojfsprmg), where 
o^ffspring is the number of offspring at each iteration. However, this method is shown 
to be ineffective in multimodal function optimization because of a large number of 
replacement errors (Deb 1989). 
2.7.1.4 Deterministic Crowding 
Mahfoud (1992) enhanced Standard Crowding by introducing tournaments between 
offspring and parents of identical niches. After crossover and mutation, an offspring 
is paired up with the most similar parent. In each pair, the chromosome with higher 
fitness value survives. The time complexity is reduced from 0(CFxnojfspring) to 
0(2nojfspring)-
2.7.2 Further Diversity Maintenance Schemes 
Other than niching techniques, researchers used different schemes to maintain the 
population diversity in GAs. Ghosh (1996) maintained the diversity by introducing 
the concept of age of chromosomes in selecting chromosomes to perform genetic 
operations. The modified GA (aGA) alters the fitness function for choosing suitable 
mating chromosomes to be based on the objective function and the chromosome's 
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age. Chromosomes with middle age (adult) are considered as fitter than young and 
old ones. Age of a newly generated chromosome is zero. Its age would increase by 
one for every iteration. 
Shimodaira (1997) proposed a Diversity Control oriented Genetic Algorithm 
(DCGA) to preserve the population diversity. In DCGA, the chromosomes survived 
at the next generation are selected from the pool of parents and their offspring based 
on the hammering distance between the chromosome and the best chromosome. The 
farther the distance between the chromosome and the best chromosome, the more 
chances for the chromosome to be selected to survive. If the chromosome is not 
selected, it will be deleted. If the number of selected chromosomes is less than the 
size of population, new chromosomes will be introduced. Duplicate chromosomes 
are eliminated during the evolution. In DCGA, the population is required to be 
sorted with respect to the fitness for each iteration. Experimental results show that 
the performance of DCGA is superior to that of the simple GA and some of the 
previously proposed algorithms. For each iteration, DCGA involves comparing of 
all the chromosomes with the best chromosome, sorting of the population as well as 
eliminating the duplicate chromosomes. The time complexity for comparing is 0(n). 
The time complexity for sorting is 0(n log n), while the complexity for eliminating 
duplicate chromosomes is O(n^). Thus, the overall time complexity of DCGA is 
O(n^). 
Tsujimura (1998) developed an Entropy-based GA (EBGA) to solve the 
Traveling Salesman Problem (TSP). The population diversity is measured by 
calculating the locus diversity for every loca of all chromosomes in the population. 
The locus diversity is derived from the concept of information entropy. If the 
population diversity is too low, the diversity will be improved by swapping locus 
with low entropy values. Experiments show that EBGA performs better in finding a 
good solution quality and efficiency (the execution time required to find a specific 
solution value) than the traditional GA. 
Srinivas & Patnaik (1994) adapted the mutation and crossover rates 
simultaneously with an Adaptive Genetic Algorithm (AGA) to attain the goals of 
maintaining the population diversity and sustaining the convergence capacity of the 
GA. In the AGA, the mutation and crossover rates are adapted based on the fitness 
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values of chromosomes. High fitness chromosomes are protected, while 
chromosomes with sub-average fitness value are totally disrupted. 
Coarse-grained PGAs was developed to solve the premature convergence 
problem in GAs by preserving the population diversity. In coarse-grained PGAs, the 
global population is divided into subpopulations. Each subpopulation evolves 
separately and is often dissimilar to each other because the randomly generated 
initial population will impose a certain degree of sampling bias (Whitely 1993). 
Moreover, a genetic driven force will drive each subpopulation to different 
directions. Migration of chromosomes from one subpopulation to the other for a 
certain period assists in maintaining the diversity of each sub-population. 
Incest prevention maintains the diversity by pairing the parents, which are 
dissimilar to each other to perform crossover. 
2.8 Coarse-grain Parallel Genetic Algorithms 
PGAs are motivated by the poor time performance and the defects (the premature 
convergence problem and inability to evolve different independent solutions) of 
serial GAs. Parallelizing GAs improves the time performance by the parallel 
architectures (multiple processors), while the parallel algorithms can maintain the 
diversity among population. To maximize the performance, coarse-grain PGAs 
should be run on a collection of loosely coupled (distributed) computers. 
In general, GAs can be parallelized by partitioning the population horizontally 
into subpopulations (Island Model or Stepping-stone Model), or vertically such that 
each chromosome is divided into subchromosomes (Co-evolution), or by 
distributing some components (Global Parallelization) in the evolution process. 
Since this thesis focuses mainly on the coarse-grain PGAs, in the following, Island 
Model and Stepping-stone Model will be introduced. 
Island Model aims at exploring a more coarse grain parallelism (Whitely 1993). 
It solves the premature convergence problem of serial GAs and is able to evolve 
various independent solutions, which are combined to form a better solution at later 
stage. 
The global population of Island Model is divided into subpopulations. Each 
subpopulation is isolated and evolves separately. For a certain period (migration 
period), a subpopulation selects a number of chromosomes with a migrant selection 
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scheme, and exchanges chromosomes with the other neighbor subpopulations. This 
process is called migration, and the number of chromosomes exchanged (migrated) 
is called migration rate. Subpopulations can be connected as ring, hypercube or 
torus. The model is called Stepping-stone if subpopulations are connected as ring. 
For Stepping-stone Model, a subpopulation exchanges chromosomes with the two 
connected subpopulations. Hence, the amount of communication is minimized and 
the global population is prevented from converging too fast. 
2.9 Adaptation of Migration Period 
The migration period of PGAs determines the amount of communication among 
subpopulations. If the amount of communication is excessive, the genes of each sub-
population will mix together, which hinders the diversity of the global population. 
Hence, the search space explored by PGAs is limited. If the amount of 
communication is too little, each subpopulation will be suffered from prematurely 
convergence and good genetic materials cannot be shared among subpopulations, 
which lowers the rate of convergence. In the following, the previous work aims at 
determining the migration period will be presented. 
Traditionally, researchers used fixed migration period during the process of 
PGAs. The migration period is usually hand-tuned to a specific problem. 
Lienig (1997) adapted the migration period with Punctuated Equilibria in a PGA 
for performance-driven VLSI routing. The ideas of Punctuated Equilibria suggested 
that a population in a constant environment would stabilize over time with little 
motivation for further development (Adamidis 1994; Eldredge 1972). Migration of 
chromosomes from other populations causes bursts of rapid evolution. In the 
Puntuated Equilibria model, a subpopulation would request migration from other 
subpopulations when stagnation in the convergence behavior within the 
subpopulation has been reached. Stagnation is addressed when a number of 
iterations with no improvement in the best chromosome within a subpopulation. 
Munetomo (1993) proposed a sigma-exchange algorithm to adapt the migration 
period during the evolution of PGAs. The rationale behind this algorithm is that 
when a subpopulation is converged, the schema processing is degraded by 
crossover. Therefore, the algorithm aims at maintaining the diversity by migrating 
chromosomes to the subpopulation when the diversity is lowering. The standard 
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deviation of fitness distribution on a subpopulation is used to estimate the diversity 
of a subpopulation. In the algorithm, a subpopulation migrates when a value is 
decreased to a certain value jll, where a is the standard deviation of fitness 
distribution on each subpopulation. ji is set to Axob initially, where Go is the initial 
value of (7 and A is a certain predetermined ratio whose value is between 0 and 1. fi 
will be decreased by A after every migration. 
2.10 Serial and Parallel GAs 
Parallel GAs can be classified into three categories: global, island, and cellular GAs. 
Cellular GAs are sometimes called massively PGAs or fine-grain GAs. In this 
section, (refer to Table 2.1) nine well-known serial and parallel GAs in the three 
categories will be introduced (Gordon 1993). 
Global Models SGA, Elitist-SGA, pCHC, Genitor 
Island Models I-SGA, I-Elitist-SGA, I-pCHC, I-Genitor 
Fine-grain GAs Cellular-GA 
Table 2.1 Classification of nine serial and parallel GAs 
SGA and Elitist SGA (ESGA). In Gordon's parallel implementation of 
Goldberg's Simple Genetic Algorithm (SGA) (Goldberg 1989)，n parents are 
selected by tournament selection to perform mutation and crossover, where n is the 
population size. All the offspring would replace the parents. In SGA, the best ever 
chromosome in a population may not survive. In the Elitist SGA, a copy of the best 
chromosome is usually placed in the next generation. In the parallel implementation, 
n/2 processes are utilized. Each process generates two offspring from two selected 
parents. 
pCHC is a parallelized version of the CHC algorithm proposed by Eshelman 
(1991). CHC is similar to SGA except the selection scheme. In CHC, the best n 
strings are selected to survive from the parents and offspring to form new 
population. Parents are paired through incest prevention. In Gordon's 
implementation, after crossover, the offspring are compared against two particular 
parents, and the best two out of the four survive in the next generation. This 
algorithm cannot guarantee the best n out of the 2n chromosomes to survive, but it 
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guarantees at least the best two out of the four to survive. Therefore, this 
implementation results in weaker selection pressure. 
Genitor (Whitely 1990) uses the rank-based selection in a sorted population. 
Two parents are selected to perform genetic operations and a single offspring is 
produced to replace the worst chromosome in the population. Tournament selection 
and replacement avoid the algorithm to maintain a sorting population. The winners 
of a number of tournaments crossover. The offspring replaces the loser of the 
tournament if the offspring has a higher fitness. In Gordon's implementation, the 
best of the two offspring survives in the next generation. The rest of the algorithm is 
implemented as original Genitor. 
Island-SGA (I-SGA) and Elitist Island-SGA (I-ESGA). The Island Model runs 
a number of SGAs in parallel. A ring topology is used in migration. A single 
chromosome is selected for migration by tournament selection, while the losing 
chromosome is replaced by the winning chromosome from the adjacent 
subpopulation. The Elitist Island-SGA is a straightforward extension of the Elitist-
SGA model to the Island Model. Unlike Island-SGA, in I-ESGA, the best string in 
each subpopulation is migrated. 
Island-pCHC (I-pCHC) and Island-Genitor (I-Genitor). These algorithms are 
straightforward extensions of pCHC and Genitor to the Island Model. Migration is 
the same as I-SGA. 
Cellular Genetic Algorithms (Cellular) assign one chromosome to a processor. 
Mating is limited to the neighbor chromosomes. Each chromosome is processed in 
parallel at each generation. In Gordon's implementation, the chromosomes reside on 
a two-dimensional grid. The chromosomes directly above, below, left and right are 
considered as the neighbor chromosomes. Edge elements wrap around. A 
chromosome perform crossover with the best among its neighbor chromosomes, and 
it would be replaced by the offspring if the offspring has a higher fitness. 
2.11 Distributed Java Machine (DJM) 
DJM is a distributed virtual machine consisting of a dynamic pool of Application 
Members and Applet Members (Leung 1998;Lee 1997) acting as clients and servers. 
(Refer to Figure 2.2) A Root Server is an initial contact point of members for 
registry requests. Application Members execute Application Daemons (Java 
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applications), which can communicate with the other nodes directly. Applet 
Members run Applet Daemons (Java applets). Those daemons communicate with 
the virtual machine indirectly through Applet Helpers due to the Java applet security 
(Sun Microsystems 1998)，which prohibits an applet from connecting to a non-
originating host. These computers seem to be a single integrated virtual machine to 
users. A set of high-level Java-syntax programming constructs is provided to 
achieve distributed computing with Distributed Objects. 
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Figure 2.2 A possible configuration of DJM 
DJM is a distributed Object-Oriented system. It models a set of Distributed 
Objects running and interacting concurrently at different nodes (Lee 1997). 
Typically, a user program distributes the workload to a number of Distributed 
Objects by invoking the objects (refer to Figure 2.3). Each object can further 
diversify the workload by creating the other Distributed Objects or passing the 
"addresses" of Distributed Objects to the created Distributed Objects. Distributed 
Objects communicate with each other by synchronous or asynchronous method 
invocation. 
Applications running on DJM are modeled on a generalized client-server 
paradigm (Andrews 1983). To distribute a problem, the problem should be divided 
into sub-tasks which are executed in parallel at various nodes. Each sub-task 
corresponds to one Distributed Object. A Stub and a Skeleton object are 
automatically generated to assist client programs in communicating with a remote 
Distributed Object. A Stub is a client-side interface of a remote Distributed Object. 
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Method Invocation messages are sent from a Stub to the corresponding Skeleton 
which calls the methods of a remote Distributed Object. 
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Figure 2.3 The flow of a typical distributed application on DJM 
Future (Walker 1990;Yonezawa 1990) is a kind of data-driven synchronization. 
It permits the caller to wait for the return value only when it needs the value. Future 
is the concept of two-way messages with high degree of concurrency. 
The mechanism of futures works as follows. Firstly, a caller sends a method 
invocation message to the callee and a "place-holder" is returned. Then, the caller 
can continue to process. At the same time, the callee processes the method and sends 
back the return value. When the caller needs the return value, it collects the return 
value by invoking the system method of the "place-holder". Programming 
constructs, get and peek, are provided for retrieving the return value. If the return 
value is got, the caller will be blocking until the return value is available. If the 
return value is peeked, an exception will be thrown while the return value is 
unavailable so that the caller can catch the exception and continue to process. To 
avoid unnecessary overheads caused by future, users have to explicitly specify 
which method invocation should be treated as futures. 
2.12 Clustering 
The clustering problem groups a collection of unclassified objects with a set of 
attributes to a number of clusters such that the similarity among the objects within 
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the same cluster should be higher than the objects within the other clusters. 
Clustering has been applied in various applications, namely, psychology, biology, 
medicine, computer vision, communications, and remote sensing. Researchers 
proposed various types of clustering algorithms to solve the clustering problems. 
Since clustering algorithms do not require any training data, these are called 
unsupervised learning. 
Clustering algorithms can be classified into hierarchical and paititional 
algorithms according to the structure of the output. Hierarchical clustering 
algorithms build a hierarchy (tree) of partitions. The number of clusters increases 
proportional to the distance of a node from the root node. For instance, the number 
of clusters at the root node is one, while the number of clusters at the leaf nodes is 
equal to the number of unclassified objects. Partitional clustering algorithms 
partition the objects to a specified or estimated number of non-overlapping clusters. 
Those algorithms attempt to find the original groupings of the data. In this thesis, the 
partitional clustering algorithms are focused. 
Partitional clustering algorithms usually find a partition of all the unclassified 
objects such that the objective function (shown in Equation 2.1) is minimized. 
Equation 2.1 is sometimes called Square-Error Measure. Each object has a set of 
attributes. Usually, each attribute is represented by a real number a^ where at is 
always normalized such that a/G [0,1]. Suppose there is m attributes, at cluster i, all 
the objects can be represented by a point Ci, where Ci e [0,1]: The point can be the 
centroid of all the objects within the cluster, where the centroid c/ = (cu, c/2, cu,..., 
Cim) and Cij is the average of the attribute j for all the objects within the cluster i. 
i=\ 
where Oi = {ai, a2, as, am) and Oi G [O,!]'" corresponds to an object in the given 
dataset, 
cii corresponds to an attribute of the object, 
C is the set of representative points of all the clusters 
c[Oi, C] corresponds to the representative point, which is closest to the object 
Oi 
d(pi, c) corresponds to the distance between the object and the representative 
point. (Euclidean distance is usually used) 
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n is the number of objects 
Equation 2.1 The objective function of clustering algorithms (Square-Error 
Measure) 
Clustering algorithms aim at finding a solution consisting of the points, which 
can represent the objects in K clusters respectively, where K is the estimated number 
of clusters. The search landscape depends on the distribution of all the unclassified 
objects and is usually multi-modal and non-linear. It is produced by a combination 
of the K points, which corresponds to m dimensional space of attributes respectively. 
The permutation of the K points has the same objective value in the search 
landscape. 
The simplest and well-known partitional clustering algorithm is the K means 
algorithm (KMA). KMA has been applied successfully to various kinds of 
clustering problems. However, since KMA is a hill-climbing algorithm, it converges 
to local optima easily. Moreover, KMA is limited to find the clusters whose shapes 
are sphere. KMA is an iterative algorithm, which aims at partitioning the objects to 
K clusters. Initially, it initializes the K cluster centers randomly. At each iteration, 
each object is assigned to the cluster whose center is the closest to the object when 
compared to the other cluster centers. Then, each cluster center is recomputed and 
the values are the average of the objects belonging to the cluster. The algorithm 
terminates when the score of the Square-Error Measure has not improved for a 
number of iterations. The pseudo code of KMA is shown in Figure 2.4. 
Kmeans ( n m-dimensional attributes, K (number of estimated clusters),厂）{ 
select K points randomly as cluster centers 
do { 
for i <—1 to n { 
if object[i] is closest to the 产 cluster center 
cluster\j] — clusterlj] u object[r\ 
} 
for i to ^  { 
compute 产 cluster center as the average of objects in cluster[i] 
} 
} while (the score of Equation 2.1 has not improved for 厂 iterations ) 
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return the labels of all the n objects identifying which cluster the object belongs 
to 
} 
Figure 2.4 The K-means algorithm 
To minimize the probability of trapping into the local optima, GAs can be used to 
tackle the clustering problems. (Vladimir 1998) developed a GA for the medoid 
based clustering problem. The medoid based clustering problem is an alternative 
approach to solve the clustering problems. In this approach, the objective is to 
identify K representatives for each cluster and the set of representatives is restricted 
to be a subset of all the unclassified objects. Therefore, the search landscape is 
discrete and restricted to include only the unclassified objects. The GA is limited 
and is unable to find the optimal clusters for the case where the unclassified objects 
are not located at the optimal locations of the K representatives. For example, 
suppose that the unclassified objects are in sphere shape and are located around the 
border of the sphere. The optimal representative should be at the center of the 
sphere. However, the searching algorithm will never find the optimal representative. 
In the GA, a chromosome is represented by a set of labels of all the 
representatives. For example, the chromosome {1,3,5} represents that the 
representatives of the and clusters are the 3'」and objects 
respectively. A set recombination operator called Random Assorting Recombination 
(RARco) was proposed. In RAR⑴,the two parents Pi and P2 are used to produce the 
sets of Pj r^ P2 and Pj u P2 by scanning all the labels. The offspring will be 
assigned a label from either Pj n P2 or P � u P2 probabilistically. 
(Ratha 1995) developed a clustering hybrid PGA with divide and conquer 
approach to minimize the communication overhead. In the hybrid PGA, the 
population is divided into j subpopulations, where j is the number of computers 
recruited. Each computer will run a GA with a subpopulation. After a specified 
number of iterations, each GA can classify K clusters and the Kxj center points will 
be sent to the Master computer. Finally, KMA is applied to the center points and the 
final set of K clusters is outputted. In the GA, a chromosome is represented by n 
labels using binary encoding, where n is the number of unclassified objects. For 
example, for 72 = 3 and A： = 2, the chromosome (1,2,1) represents the first, second 
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and third objects belonging to the first, second and third clusters respectively. 
Therefore, for binary encoding, a chromosome will occupy n x \log2K \ bits. This 
kind of clustering problem is a label assignment problem and the search landscape is 
discrete. 
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Chapter 3 Adaptation of the Mutation 
and Crossover Rates 
PRAM searches the optimal parameter values throughout the evolution. PRAM can 
be applied to adapting mutation rate, crossover rate or both in GAs. In section 3.1, 
the Probabilistic Rule-based Adaptive Model (PRAM) is presented. In section 3.2, 
the time complexity of PRAM is derived. In section 3.3, the storage complexities of 
self-adaptation and PRAM are compared. 
3.1 The Probabilistic Rule-based Adaptive Model (PRAM) 
PRAM uses three parameter values on three groups of co-evolving populations, 
where three are the minimum number of groups that makes PRAM work. The run of 
a GA is divided into epochs. During the initial period of an epoch, each group uses a 
different rate for the genetic operations. These rates are staggered such that Ro < Rj 
< R2. The average increased fitnesses of using these three rates will be accumulated 
from the beginning of the epoch. In the remaining period of the epoch, the 
probability to use one of these three rates is proportional to the fitness gained when 
this rate is used. The larger the average increased fitness a rate gains, the higher 
probability this rate will be used. 
At the end of each epoch, the three average increased fitnesses are compared and 
a greedy approach is used to alter the rates to approach the optimal rate. If R。, the 
smallest rate, shows the largest gains, it implies that a lower rate is more beneficial. 
Therefore, all the three rates should be decreased. If R2, the biggest rate, shows the 
largest gains, it implies that increasing the rates can yield better improvement. If R】 
gains the largest fitness, the rates should remain unchanged because a lower or 
higher rate will not help to gain more fitness. If none of the three rates earns any 
improvement in fitness, Ro should be decreased and R2 should be increased because 
a wider range of rates should be more beneficial. After the rates are altered, the next 
epoch works the same as the mechanism described above. 
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PRAM is formally presented as follows. 
Let GjhQ one of the three groups, group;, where7 e {0,1,2} 
Ciit) be the ith chromosome selected to undergo the genetic operation at the rth 
iterations 
p be an initial period of an epoch expressed in a fraction, where p e [0,1] 
fj be the average increased fitness of Gj accumulated from the beginning of the 
epoch 
Ro, Ri, and R2 be the three rates used by the three groups, Go, Gi and G2 
respectively 
F{C,R) be the genetic operation function performed on the chromosome C with 
the parameter R 
S be the step size (Ro, Ri, R2 are always related such that Ro = Ri - S and R2 = Ri 
+ S) 
RL be the lower bound of the rate 
Ru be the upper bound of the rate 
Ri be the initial rate, where Ri = (RL+RU) / 2 
rand( ) be a random function which generates a floating point number, where 
rand( )E [0,1) 
PRAM() { 
Rl <r~ Ri\ Ro — Ri-S.,R2 — Ri + S 
Loop until termination conditions = true 
II initial period, p, of an epoch 
VC/(0, where i G { 0 ... TV } 
{ Ci(t) e Gj\jmod3=jAjE { 0 , 1 , 2 } } 
VQ(0 G Gj, 
Ci(t+l) — F(Q(t\Rj) 
// remaining period, 1-p, of the epoch 
VC/(0, where ie { A^+1 ... N+K ] 
randno = rand(^ ) 
if randno < -p— 
A:=0 
else if randno < ^ ^ ^ 




VG(0 G Gj, 
Ci(t+1) <- F( Ci(t)，Rj) 
// rates update period after an epoch 
II Left Move rule: 
i f f o A f o ^ f l 
Ro I Ro - S; Ri I Ro + S; R21 Ri + S; 
II Right Move rule: 
else if f2 >fo ^ fi ^ fi 
R21R2 + S;RI — R2 - S; Ro I RI - S; 
// Stay rule: 
else if fi >fo a fi >/2 
Ro^Ri-S- R21R1 + S.， 
II Expand rule: 
II *The Expand rule increases the differences between the three rates by S. 
// For the other rules, the differences reverse back to S. 
else if /o = 0 A /； = 0 A /2 = 0 
R2<^R2 + S', Ro^Ro- S-, 
where Ro, Ri, Ri e [ Rl, Ru ] 
Endloop 
} 
PRAM can be applied to adapting mutation rate and crossover rate by running 
two PRAMs individually. Each PRAM is responsible for adapting a parameter. For 
adapting crossover rate, the feedback is based on the performance of using the 
adapted crossover rates in selecting the genetic operators. At each iteration of the 
evolution, if crossover is chosen, the performance of using crossover is 
accumulated. If mutation is chosen, the performance of using mutation is 
accumulated. For adapting mutation rate, the feedback is based on the performance 
of using the adapted mutation rates in mutations. 
3.2 Time Complexity 
In the algorithm of PRAM, during the initial period of an epoch, the chromosomes 
use different rates for the genetic operations. Those rates are determined by a round 
robin scheme. Thus, the time complexity is 0(1). 
In the remaining period of the epoch, the probability to use one of these three 
rates is proportional to the fitness gained when this rate is used. Therefore, at most 
37 
three iterations are looped to select an appropriate rate. The complexity for the 
remaining period is 0(1). 
At the end of the epoch, the three rates will be altered according to several rules. 
Those rules require complexity of 0(1). Therefore, the overall time complexity of 
PRAM is 0(1). 
3.3 Storage Complexity 
The number of additional bytes required for self-adaptation is ps x rip, where ps is the 
population size and rip is the number of bits used to encode the parameter genotype. 
In (Back 1992; Smith 1996), at most 20 bits are used to encode the parameter 
genotype. Therefore, the storage complexity of self-adaptation is 0(ps). 
PRAM uses fixed number of numeric variables to accumulate the average 
increased fitness of the three groups. Therefore, the storage complexity is 0(1). 
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Chapter 4 Diversity Control 
During a run of the GA, the population is converging and losing diversity. The 
population is getting more similar and covers smaller region in the search space. 
Hence, the GA is less likely to find the global optima. To increase the probability of 
finding the global optima, the population should explore larger region by preserving 
a certain level of diversity. 
In my Repelling algorithm discussed below, the population diversity is 
maintained by driving the population away from the population's Representative. 
Therefore, the chromosomes located in a sparsely populated region have a higher 
probability to survive, while the chromosomes located in a densely populated region 
have a lower probability to survive. Hence, Repelling lowers the probability of the 
population to be trapped into a local optimum. Moreover, when the population is 
converging, increasing number of alleles will be almost lost or even be lost. Recall 
that an allele is almost lost if that allele is few for all the chromosomes. An allele is 
lost if that allele is set to '0’ or '1’ for all the chromosomes. Restoration of the almost 
lost or lost alleles will allow the GA to explore larger region in the search space. 
During the evolution process, mutation is retaining the lost alleles. After the lost 
alleles are recovered, Repelling increases the opportunity of the chromosomes with 
almost lost alleles to survive by modifying the evaluation function. 
In section 4.1, the algorithm of Repelling is presented. In section 4.2, the 
implementation techniques aiming at minimizing the computational overhead of 
Repelling are introduced. To further minimize the computational overhead of 
Repelling, Lazy Repelling is proposed and presented in section 4.3. In section 4.4， 
Repelling and Lazy Repelling used with Deterministic Crowding are presented. In 
section 4.5, the time complexities of Repelling and Lazy Repelling are derived and 
compared with other well-known diversity maintenance models. 
4.1 Repelling 
The algorithm of Repelling is described as follows. For each iteration, the 
population is ranked with the objective fitness and diversity fitness respectively. The 
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objective fitness is computed by the objective function, while the diversity fitness is 
evaluated by the diversity function. The fitness of a chromosome is the weighted 
sum of the rankings of its objective fitness and diversity fitness, which is determined 
by the function 
fE((0, robp roiv) = (1- CO) ^fRank_Obj{rObj) + ⑴ X fRank_Div(rDiv), 
where robj is the ranking of the objective fitness of the chromosome, roiv is the 
ranking of the diversity fitness of the chromosome, fnank-Obj is the ranking function 
for the objective fitness, fRank_Div is the ranking function for the diversity fitness and 
CO is the weight of diversity, which determines the importance of diversity in the 
search landscape. The ranking function fRank_obj (fRank—Div) returns a score directly 
proportional to the ranking of the objective fitness (diversity fitness). The higher the 
ranking is, the higher is the score. The ranked objective score and diversity score are 
then weighted with the weight of diversity (O to give the overall fitness. Hence, the 
search landscape is constructed by the domain of a combination of the objective 
fitness and the diversity fitness. 
The diversity fitness is evaluated by comparing the chromosome with the 
population's Representative. The Representative is represented with an array of real 
numbers. At the first iteration of a run of the GA, the Representative is computed by 
finding the probability of '0’ at each allele for all the chromosomes. The probability 
found at each allele is assigned to the corresponding element of the real number 
array. Table 4.1 shows an example, where the population size is three and the 
number of bits for each chromosome is four. 
V' element element element element 
Chromosome 1 0 1 1 1 
Chromosome 2 1 1 0 0 
Chromosome 3 0 1 0 1 
representative | 2/3 丨 0 2/3 1/3 
Table 4.1 An example of computing the representative 
To minimize the computational overhead, an incremental method is applied. In 
the remaining iterations, the total number of O's for each bit is kept throughout the 
run. The element of the Representative is increased by one when the chromosomes 
which replace the population have a ‘0，allele at that element. The element of the 
Representative is deecreased by one when the chromosomes which are replaced 
have a ‘0’ allele. For example, suppose a new chromosome 4 will replace the 
chromosome 2 in Table 4.1. (Refer to Table 4.2) For chromosome 2 whose allele is 
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,0,，the corresponding total number will be decreased by one. For chromosome 4 
whose allele is '0', the corresponding total number will be increased by one. The 
Representative is recomputed after the total numbers are updated. 
— V' element element element 4出 element~ 
chromosome 2 1 1 0 0 
chromosome 4 0 0 1 1 
total (before updating) 2 0 2 1 
total (after updating) 2 + 1 = 3 0 + 1 = 1 2-1 二 1 1-1=0 
representative 3/3=1 1/3 0 
Table 4.2 An example of updating the representative in the remaining iterations 
For each chromosome, the diversity fitness is evaluated by the diversity function 
shown in Figure 4.1. (Refer to Figure 4.1) The diversity function is described as 
follows. Repelling aims at rewarding the chromosome dissimilar to the 
Representative, while punishing the chromosome similar to the Representative. 
Therefore, for each allele in the chromosome, if the allele is T, the diversity fitness 
will be increased by the square of the corresponding element of the representative. 
Otherwise, the diversity fitness will be increased by the square of one minus the 
corresponding element of the representative. Square is taken to enlarge the 
difference between the distribution of scores. Hence, the almost lost alleles in a 
chromosome would gain larger scores. Finally, the diversity fitness is computed by 
taking an average over the scores of all alleles. 
Diversity_function( chromosome, representative ) { 
score 0 
for z <— 1 to chromosome.chromosome—length 
if chromosome, allele[i] = 1 
score <r- score + (representative[if) 
else 
score <— score + (1 -representative[i]f 
endif 
endfor 
diversity_fitness = score / chromosome, chromosomejiength 
} 
Figure 4.1 Pseudo codes of the diversity function 
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Since Repelling modifies the fitness of a chromosome, the mating selection and 
the population replacement are influenced such that not only the fitness of the 
objective function, but also the fitness of the diversity function would be considered. 
4.2 Implementation 
Some techniques are applied to minimize the computational overhead of Repelling. 
Those techniques will be discussed here. In Repelling, the population is required to 
be sorted in the orders of objective fitness and diversity fitness respectively. There 
are two alternatives for maintaining a sorted population. One possible method is to 
sort the population at each iteration. The quickest sorting method is Quick Sort. The 
time complexity is 0(n log n). The other method is to maintain a sorting array 
during a run of the GA. In that array, the elements are always sorted. The new 
elements are inserted into appropriate indices in the array so that the sorting orders 
are maintained. Binary search is used to search for an appropriate index. The time 
complexity is 0(log n). After inserting the element, the elements at the back are 
shifted by one index. The required time complexity for shifting is 0(n). Therefore, 
the overall complexity is 0(n). 
In my implementation, an array is used to maintain a sorted population in the 
order of objective fitness, while the other array maintains a sorted population in the 
order of diversity fitness. At the first iteration. Quick Sort is used to sort the two 
arrays. At each iteration, the offspring is inserted into the array for objective fitness 
using the second approach. Since the diversity fitness of all the chromosomes would 
be updated for each iteration, the array for diversity fitness is sorted using Quick 
Sort. 
In Repelling, one bottleneck is to scan all the alleles in a chromosome. Vast 
number of chromosomes is scanned in a run of the GA. The computational overhead 
within the scanning loops should be minimized to lower the overall overhead. If-
then-else statements require the computer to perform a branching operation, which 
needs more computational time than usual operations. In my implementation, the 
number of if-then-else statements within the scanning loops is reduced to minimize 
the costs. 
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4.3 Lazy Repelling 
One of the dominant overheads of Repelling is evaluating the diversity fitness for all 
the chromosomes at each iteration. If the period between evaluating the diversity 
fitness is longer, the time efficiency of Repelling can be enhanced. Therefore, I 
propose Lazy Repelling to improve the efficiency of Repelling by evaluating the 
diversity fitness only when the representative has been changed for a certain degree. 
That degree is determined by a control parameter called Lazy Threshold (p. 
At the first iteration of Lazy Repelling, all the chromosomes are required to 
evaluate the diversity fitness. In the remaining iterations, the diversity fitness would 
be evaluated if the following condition holds. 




where R [i] is the /th element of the latest Representative, Ro[i] is the /th element of 
the old Representative computed at the last time when the diversity fitness is 
evaluated, n is the number of bits in a chromosome. Square is taken to the 
Representative because square is also taken when the Representative is used in 
evaluating the diversity fitness. 
At each iteration, only the offspring is required to evaluate their diversity fitness. 
In evaluating the diversity fitness, the old Representative is used because it is used 
to evaluate the diversity fitness for the original population. Thus, the diversity 
fitness of the original population and the offspring can be measured and compared 
using the same metric. Then, each offspring would be inserted into the array for 
diversity fitness. For the iterations when the diversity fitness of the whole 
population is re-evaluated, the most updated Representative is used. Then, the array 
for diversity fitness is sorted with Quick Sort. 
4.4 Repelling and Lazy Repelling with Deterministic Crowding 
Each diversity maintenance models modify a part in the GA, namely, Repelling, 
Sharing and Dynamic Sharing modify the fitness evaluation function, while the 
Crowding methods change the population replacement scheme. Therefore, those 
models，which modify different parts of the GA, can be applied together to yield 
better results. Deterministic Crowding is fast, simple and performs well consistently 
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on various kinds of applications and function optimization problems. Therefore, it is 
applicable to be used with Repelling and Lazy Repelling respectively. 
4.5 Comparison of Repelling and Lazy Repelling with Recent Diversity 
Maintenance Models in Time Complexity 
At each iteration, Repelling requires sorting the population, computing the 
Representative and evaluating the diversity fitness for all the chromosomes. As 
mentioned in section 4.2, the time complexity for sorting a population is 0(n log n), 
where n is the population size. The time complexity for computing the 
Representative is 0(2noffspring), where rioffspring is the number of offspring generated at 
each iteration. The time complexity for evaluating the diversity fitness is 0(n). 
Therefore, the overall complexity is 0(n log n). 
Lazy Repelling reduces the time for sorting the population in diversity fitness and 
evaluating the diversity fitness. For sorting the population, the time complexity of 
the best case is 0(n), while the time complexity of the worst case is still 0(n log n). 
Since the overall complexity is dominated by the complexity of sorting, the time 
complexity of Lazy Repelling of the best case is improved to 0(n) when compared 
to Repelling. 
The number of evaluations of diversity fitness of Lazy Repelling is reduced by T 
when compared to that of Repelling. Suppose the computational time required for 
evaluating the diversity fitness of a chromosome at each iteration depends on the 
chromosome length, namely, Lc x /’ where Lc is the chromosome length and / i s a 
factor. Therefore, Lazy Repelling reduces the computational time to T x Lc x / for 
each chromosome at each iteration. 
The time complexities of recent diversity maintenance models are compared in 
Table 4.3. The complexity of Dynamic Sharing depends on q (the number of 
estimated peaks). For multi-modal problems or complicated problems with many 
peaks, q is usually large. The complexity of Standard Crowding depends on the 
crowding factor (CF). CF is usually large but smaller than the population size to 
minimize the replacement errors. Hence, the most efficient model is Deterministic 
Crowding, while the second and third bests are Lazy Repelling and Repelling 
respectively. 
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Diversity Maintenance Models Time Complexity 
Sharing 0(n) 
Dynamic Sharing 0(nXq) 
Standard Crowding 0(CFxuojfspring) 
Deterministic Crowding 0(2xnojfspring) 
Diversity Control Oriented GA O(n^) 
Repelling 0(n log n) 
Lazy Repelling Best case: 0(n) 
Worst case: 0(n log n) 
Table 4.3 Comparison of time complexity 
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Chapter 5 An Adaptive Parallel Genetic 
Algorithm 
The Adaptive Parallel Genetic Algorithm (aPGA) is based on a steady-state GA 
with diversity control with Lazy Repelling and adaptive probabilities of mutation 
and crossover with PRAM. The steady-state GA is presented in section 5.1. In 
section 5.2, the adaptive PGA (aPGA) is introduced. aPGA is applied in solving a 
class of real world problems - the clustering problem. The aPGA for clustering 
problems is presented in section 5.3. The implementation details of aPGA are shown 
in section 5.4. In section 5.5, the time complexity of the aPGA for clustering 
problems is analyzed. 
5.1 A Steady-State Genetic Algorithm 
In the steady-state GA, a number of offspring is reproduced at every generation 
(iteration). For each generation, several chromosomes are selected to perform 
crossover or mutation according to the crossover rate. If a randomly generated real 
number is larger than the crossover rate, crossover will be performed. Otherwise, 
mutation will be performed. The offspring of the genetic operations would replace 
part of the original population with respect to a pre-defined replacement scheme 
(refer to Figure 5.1). 
Steady-State GA() { 
^ <— 0 II g corresponds to the number of generations evolved 
currently 
initialize P(0) // P(i) corresponds to the population at generation i 
evaluate P(0) 
while ( not termination condition ) { 
for ( /<- ! ; /< no_of—offspring', i <— i+2 ) { 
select parent 1 from P(g) 
select parent! from P(g) 
copy parent 1 to offspring 1 
copy parent! to offspring! 
if ( randfi) > crossover_rate ) { // randf( ) e [0,1) 
crossover {offspring 1, ojfspringl) 
46 
} else { 
mutation〈offspring 1’ mutation_rate) 
mutat ion (offspring!, mutation_rate) 
} 
P o f f s p r i n g ( g ) 一 Pojfspringig) U o f f s p n U g l 
Poffspring(g) 一 Pojfspringig)�ojfspHngl 
} 
if (no_of_ojfspring is an odd number) { 
select parent 1 from P(g) 
select parent2 from P(g) 
copy parent 1 to offspring 1 
if ( randfi) > crossover_rate ) { 
crossover (offspring 1, parent!) 
} else { 
mutat ion {pjfspringl, mutation_rate) 
} 
Pojfspringig) 一 Pojfspringig) U ojfspHngl 
} 
evaluate Poffsprmgig) 
replace chromosomes from P(g) with Pojfspringig) 
} 
} 
Figure 5.1 Pseudo code of the steady-state GA 
5.2 An Adaptive Parallel Genetic Algorithm (aPGA) 
aPGA is a coarse-grain PGA (refer to section 2.8 for details of coarse-grain PGAs). 
In aPGA, each subpopulation is connected with ring topology. In literature, this 
PGA is often called the Stepping Stone Model. For the centralized approach, each 
subpopulation communicates through a coordinator. In aPGA, to avoid bottleneck 
brought by the coordinator, the decentralized approach is used. Each subpopulation 
communicates directly with the other subpopulations. To enhance the time 
performance, each subpopulation migrates asynchronously. Punctuated Equilibria 
model (refer to 2.9 for details) is used to adapt the migration period according to the 
stagnation of each subpopulation. In migration, the chromosomes whose fitness is 
above the average are randomly chosen from the subpopulation as migrants. This 
selection scheme can provide appropriate selection pressure to the PGA. 
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5.3 An Adaptive Parallel Genetic Algorithm for Clustering 
aPGA is applied in solving the clustering problems. Square-Error measure (Equation 
2.1) is used as the objective function. In the literatures which apply GAs to solving 
the clustering problem (Ratha 1995; Jiang 1996), a chromosome is usually 
represented by a binary string of labels (refer to section 2.12). Therefore, the 
clustering problem is transformed to a discrete and label assignment problem. 
However, this representation will introduce infeasible solutions when traditional 
mutation and crossover are used. Hence, the search landscape is enlarged. Moreover, 
to search those landscapes, repair operators are required to transform infeasible 
solutions to feasible solutions, or the fitness evaluation function is required to be 
modified to penalize infeasible solutions, or mutation and crossover which work on 
the phenotypes of the chromosomes should be used. Moreover, it is not scalable 
to large data sets because the chromosome length is equal to ^ x「/(9容2 火 1, where n is 
the number of objects in the data set and K is the number of estimated clusters. 
To enhance the scalability of aPGA, aPGA represents a chromosome by a set of 
cluster representatives. The attribute values of each cluster representative are stored 
instead of the label so that infeasible solutions will not be included to the search 
space. Therefore, for K estimated clusters, a chromosome C = {r；, r2, r?，•••，r^：}, 
where n = {aj，a:’ as, . . . ， c i p } , ai G [0,1] and p is the number of attributes in the 
object. The chromosome length is equal to Kxpxj, where j is the number of bits to 
encode an attribute's value. Since the length is independent of the total number of 
objects, aPGA can be scalable to large data sets. The search landscape of this kind of 
clustering problem is continuous. 
5.4 Implementation 
To parallelize aPGA, Distributed Java Machine (DJM) (refer to section 2.11) is 
used. In a run of the aPGA, a Master process first remotely invokes a serial GA and 
initializes the subpopulations in n computers (processors) respectively, where n is 
the number of computers (processors) used in the run. Since the topology of aPGA 
is ring, each GA keeps a Stub of the next neighbor GA. One of the GAs keeps the 
Stubs of all other GAs to facilitate broadcasting when immediate termination is 
required. Each GA will send a migration request to the neighbor GA when that 
subpopulation stagnates for a number of evaluations. The neighbor GA will then 
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select and migrate a number of chromosomes to the requesting subpopulation. Each 
GA will stop when the termination criteria are fulfilled. If a GA terminates because 
it has found the target solution, it will notify the GA which holds the Stubs of other 
GAs to broadcast the termination message to other GAs. Hence, the run of aPGA 
can be halted immediately within a short period of time. 
The procedures using the programming constructs of DJM are presented as 
follows. (Refer to Table 5.1) In line 6, the Distributed Objects (GA) are remotely 
created in different computers. The object of GA—djmStub is returned so that in the 
remaining programs, the methods defined in the Distributed Objects can be called 
remotely. In line 7, the initializePopulation methods defined in the Distributed 
Objects are called to initialize the population of each serial GA. In line 11, the 
Distributed Method {start_evolution_djmFuture) is called using the future paradigm. 
The object of djmFuture is returned so that the return value of the Distributed 
Method can be received in the remaining program only when it is needed. The 
start_evolution_djmFuture method starts the evolution in the GA running in 
different computers (processors). 
1 Master_initialization() { 
2 GA_djmStub GA[ ] = new GA_6imS\.Vih[no_subpopulations]； 
3 DjmFuture GA_fut[ ] = new d]TCiFuim:Q\no_subpopulations\ ； 
4 
5 for ( /=1; i<= no—subpopulations., /++) { 




10 for ( / < = no—subpopulations., i++) { 
11 GA_Jut[i] = GA[z].start_evolution_djmFuture(); 
12 } 
13 |} 
Table 5.1 The initialization method of the Master program 
(Refer to Table 5.2) The Master process will keep on checking whether the GAs 
running in different computers (processors) terminates and then receive the 
solutions. In line 7，it checks whether the return value (solution) arrives. If so, the 
solution will be assigned to the array. Otherwise, the block after the catch statement 
(in line 9) will be executed. The loop is broken after all the GAs have terminated. 
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1 Master_termination() { 
2 Solution solution[ ] = new Solution[no_subpopulations]； 
3 
4 while ( not all GAs terminated ) { 
5 for ( /=1; i<= no—subpopulations., i++) { 
6 try { 
7 solution[i] = (Solution) GA_Jut[i].peek{); 
8 } catch (djmException e) { 





Table 5.2 The termination method of the Master program 
(Refer to Table 5.3) If the migration criteria is fulfilled, (refer to line 5) it calls 
the Distributed Method (requestMigration_djmFuture) of the neighbor GA 
{Distributed Object) using the future paradigm to request migration from the 
neighbor GA. 
1 GA_requestMigration() { 
2 DjmFuture requestMigration_fut[ ] = new d]mFviim:Q\no_subpopulations]； 
3 
4 if ( migration criteria fulfilled ) { 
5 requestMigrationJut[i] = neighborGA[i].requestMigration_djmFuture(); 
6 } 
1 1} 
Table 5.3 The request migration method of the GA program 
For each iteration, the GA calls the Master—absorbMigrants method (refer to 
Table 5.4) to check whether the migrants arrive. 
1 Master—absorbMigrants() { 
2 Migrants migrants] 
3 
4 t r y { 
5 migrants = (Migrants) requestMigration_fu1[i].peek(); 
} catch (djmException e) { 
6 






Table 5.4 The absorbMigrants method of the GA program 
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5.5 Time Complexity 
The complexity of aPGA for clustering is dominated by the objective fitness 
evaluation and Lazy Repelling. The Square Error Measure (Equation 2.1) is used as 
the objective function. Therefore, the time complexity for clustering is 0{dxK), 
where is the total number of objects and K is the number of estimated clusters. 
The overall time complexity is 0(max(TdxK, n)) for the best case and 0(max('dxK, n 
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Chapter 6 Performance Evaluation of 
PRAM 
In sections 6.1 and 6.2, the performance of the static adaptation model (FP), SA, and 
our models are compared: 
FT: a static adaptation model with the mutation rate = 1.75 / (population size 
X ), where L is the number of bits to encode the problem genotype ( 
Back (1992) formulates the results from (Schaffer 1989) ) and the 
crossover rate = 0.6 determined by De Jong (1975); 
SA: a self-adaptation model used to adapt the mutation rate with the 
crossover rate = 0.6; (The configurations in (Smith 1996) are used in 
which, the parameter value is encoded onto the chromosome and 
undergoes crossover with other chromosomes. Before mutating the 
problem genotype, the parameter value is decoded and mutated. The 
mutation rate G [0,0.25]. 20 bits are used to encode the parameter 
genotype.) 
PRAMl: PRAM with mutation rate adaptation only. The crossover rate = 0.6; (For 
adapting the mutation rate, Ri = 0.0255，RL = 0.001，Ru = 0.05, S = 
0.0049, the epoch length = 750 mutations, and p = 0.24.) 
PRAM2: PRAM with both mutation and crossover rates adaptation. (For adapting 
the mutation rate, the parameter values are the same as those used in 
PRAMl. For adapting the crossover rate, Ri = 0.5, RL = 0.1, Ru = 0.9, S = 
0.05, the epoch length = 600 evaluations, and p = 0.25.) 
The performance is evaluated in two aspects: solution quality and efficiency. 
Solution quality measures the ability of an algorithm in searching optimal solutions. 
Efficiency measures the speed and the success ratio of an algorithm to obtain the 
optimal solutions. 
All the experiments are conducted using a population of 100. 4 parents are 
selected to mutate or crossover with tournament selection of size of 2. Bit-flip 
mutation and one-point crossover are used. After mutation or crossover, the 
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offspring will replace the similar parent if there is improvement on fitness 
(Deterministic Crowding) (Mahfoud 1992) to maintain the population diversity. 
The following commonly used benchmark functions are used to evaluate the 
models. (Refer to Equation 6.1 & Figure 6.1) De Jong's function 1 (De Jong 1975) 
is a standard unimodal function. It is known to be easy for GAs. The global 
minimum is 0. 
De Jong's function 1: 
F{x)=文⑷ where x. e [-5.12,5.12: 
i=\ 
Equation 6.1 De Jong's function 1 
• 
Figure 6.1 The search landscape of De Jong's function 1 (n=2) in low resolution 
Rastrigin's function (Gordon 1993; Hinterding 1995; Hinterding 1996) is highly 
multi-modal. (Refer to Equation 6.2) It is similar to De Jong's function 1, except for 
the addition of cosine terms, which introduce many local minima. (Refer to Figure 
6.3) The locations of the minima are regularly distributed. (Refer to Figure 6.7) The 
objective values of the local minima are directly proportional to the distance with 
the global minimum. The farther the local minimum is apart from the global 




Figure 6.3 The search landscape of Rastrigin's function (n=2) in high resolution 
(Refer to Figure 6.4) Schwefel's function (Gordon 1993; Hinterding 1995; 
Hinterding 1996) is a multi-modal function with less local minima than that of 
Rastrigin's function. However, it is deceptive because the global minimum is far 
apart from the second best local minima. Hence, the searching algorithms are tended 
to be trapped in the wrong region. The global minimum is 0. Note that V is the 
negative of the global minimum. It is added to the function to transform the global 
minimum to zero for convenience. The value of V is set with respect to system 
precision. 
Schwefel 's function: 
F(x) = y + ^ (- X . X s i n ( ^ ) ) where a�, g [-512,512] and y = nx418.98276. 
i=\ 
Equation 6.3 Schwefel's function 
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6.1 Solution Quality 
In this section, the function values obtained by each model throughout the evolution 
are compared. The experiments terminate after 70000 evaluations. From our 
experiments, most functions converge before 70000 evaluations. The results are 
averaged over 20 runs. The models are evaluated using De Jong's function 1 with 30 
dimensions (w=30), Rastrigin's function with 20 dimensions (n=20), Schwefel's 
function with 10 dimensions (n=10), and Ackley's Path function with 30 dimensions 
02=30). 300, 300，200 and 300 bits are used to encode the problem genotypes of De 
Jong's function, Rastrigin's function, Schwefel's function and Ackley's Path 
function respectively. 
Function F T S A P R A M l PRAM2 
De Jong's F1 1.4e-31.4e-3 1.5e-3 1.4e-3 
Rastngin L ^ 7.9e0 7.6e0 6.9e0 
Schwefel 2^1 9.6e0 3.1e0 
Ackley's Path 1.3eO l.OeO 5.8e-l 5.3e-l 
FP: Fixed parameters reported by De Jong (1975) and Schaffer 
(1989) 
SA: Self-adaptive mutation 
PRAMl: PRAM with mutation adaptation 
PRAM2: PRAM with both mutation and crossover adaptations 
Table 6.1 Average converged function values 
The results are shown in Figure 6.7 - Figure 6.10. During the first portion of the 
run, PRAMl and PRAM2 have consistently higher convergence velocities than FP 
and SA. The convergence velocity of PRAMl is higher than the velocity of 
PRAM2. The reason is that (refer Figure 6.16) PRAM2 usually adapts to a lower 
crossover rate than the fixed crossover rate (0.6) of PRAMl. A lower crossover rate 
will lower the convergence velocity because fewer crossovers decrease the chances 
of the offspring to be closer to their parents. But it will favor the solution quality on 
the long run. Therefore, if the algorithm is limited to run for a short period, adapting 
the mutation rate alone with PRAM performs the best. 
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Figure 6.8 Results for Rastrigin's function (n=20) 
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Figure 6.9 Results for Schwefel's function (n=10) 
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Figure 6.10 Results for Ackley's Path function (n=30) 
In the remaining period of the run, PRAM2 obtains the best results due to the 
additional effect of the crossover rate adaptation. (Refer to Table 6.1) Due to the 
simplicity of the unimodal function, all the models converge to almost the same 
value near the global optimum. In the more complex multi-modal functions, PRAM2 
consistently obtain better solutions than the other models. In Schwefel's function, 
PRAM2 has found the global optimum for 6 runs, and PRAMl has found the global 
optimum for 1 run. But no global optimal solution is found using other models. 
Therefore, PRAM2 performs the best in terms of solution quality. 
6.2 Efficiency 
In this section, the efficiency of each model is evaluated by comparing the average 
number of evaluations, the average elapsed time and the success ratios to find the 
global optimum of the functions. Each model terminates when the global optimum is 
found or there is no further improvement on the best fitness for 8000 evaluations or 
after a total of 30000 evaluations. Each result of the experiments is an average of 20 
runs. Only test functions with optimal solutions from all the models are used for 
efficiency comparisons. In De Jong's function 1, Rastrigin's function, Schwefel's 
function and Ackley's Path function, the numbers of dimensions are set to 5，4，5 
and 4 respectively. The numbers of bits used to encode the problem genotypes are 
50, 60, 75 and 40 respectively. 
From the experiment result of Figure 6.11, PRAMl and PRAM2 require fewer 
evaluations on average to obtain the global optimum. (Refer to Figure 6.12) When 
the elapsed times' are compared, PRAMl requires shorter elapsed time on average to 
obtain the global optimum, except for the case of Rastrigin's function. However, it 
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is inconclusive in comparing SA and PRAM2, in which SA performs better than 
PRAM2 on two functions, while PRAM2 performs better than SA on the other two 
functions. 
The success ratios of PRAMl and PRAM2 are better than SA and FP in all 
functions except the Ackley's Path function. But even in this case, the success ratio 
of SA is only 15-20% better than those of PRAMl and PRAM2. 
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Figure 6.11 Comparison in no. of evaluations 
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Comparison in success ratios 
90% "I I -—,: 
80% 
70% j ^ j 
0 60% H ——psi DFP 
2 50% W 關 ~ — HSA 
% 40% ~ 園 - 鬧 — • PR AMI 
1 30% • ra — p i — [•PRAM2| 
20% _ r™~~—— f| ！Ij — 
—‘靡 —r、 I •"I l:、'<f| 
10% — J — ——Ly — 
0% M 險 I I I I 丨 I 公 I I I , I I r^l I I , I I M I I 
De Jong's F1 Rastrigin's Schwefel's Ackley's Path 
function function function 
Figure 6.13 Comparison in success ratios 
6.3 Discussion 
In SA (self-adaptation), PRAMl and PRAM2, the courses of the mutation rate and 
the crossover rate over time in a single run are illustrated in Figure 6.14 to Figure 
6.16. The results of SA and PRAMl are taken for every 750 mutation operations, 
and the results of PRAM2 are taken for every 750 mutation operations and 600 
evaluations. 
Schwefel's function (n=10) - SA 
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0.1 ^  , , ~ • ” f 
0 10000 20000 30000 
no. of evaluations 
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Schwefel's function (n=10) - SA 
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Figure 6.14 Function value and mutation rate in a single run of SA 
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Figure 6.15 Function value and mutation rate in a single run of PRAMl 
In SA, the mutation rates fluctuate before 10000 evaluations because of the 
higher diversity during initial evolutions. After 10000 evaluations, the mutation rate 
population converges to around 0.01 to 0.02 because of its lower mutation values 
and diversity. Occasionally, a few higher mutation rates are adapted. 
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Schwefel's function (n=10) - PRAM2 
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Figure 6.16 Function value, the mutation and crossover rates in a single run of 
PRAM2 
In the case of PRAMl, the mutation rates adapt to around 0.01 and 0.02 after a 
few evolutions. During the final period of the run, lower mutation rates are adapted. 
Before 10000 evaluations in PRAM2, the crossover rates are slightly lower, and the 
mutation rates are also adapted to around 0.01 to 0.02. In the remaining of the run, 
the crossover rates are adapted to lower values. Thus, mutation becomes the 
dominant operation. 
The mutation rates are adapted to lower values as the solution approaches local 
optimal points. But the Expand and the Right Move rules encourage the mutation 
rate to adapt to higher values to escape from the local minimum. Therefore, PRAM 
with adaptive mutation and crossover rates facilitates better multi-modal searches. 
The performance difference between PRAM and SA is explained and 
summarized as follows: 
• The adapted mutation rates of SA fluctuate in the beginning before converging 
to a ‘fit，value. PRAM approaches the 'fit' value more efficiently because the 
three rates are adapted effectively according to the performance. 
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• In SA, the mutation rate itself will undergo mutation and crossover before being 
used in the genetic operation for the problem genotypes. However, after 
mutation and crossover, the rate may not be effective for the subsequent 
evolutions. In PRAM, the rate is adapted in proportion to the performance of the 
rates. Therefore, the rates are guaranteed to be beneficial to the genetic 
operation. 
• In SA, the rates will converge together with the problem genotype to a certain 
value after a period. The rates will not be adapted smoothly with respect to the 
search landscape. On the other hand, PRAM is able to adapt the rates according 
to the landscape during the whole evolution process. 
• Adapting the mutation and the crossover rates in PRAM facilitates convergence 
and the escape from local minima. 
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Chapter 7 Performance Evaluation of 
Repelling 
In section 7.1，the performance of the following models is compared. 
GA: Diversity control is absent. The offspring of genetic 
operations replace the worst chromosome in the 
population. 
Deterministic Crowding: Deterministic Crowding is used to maintain the 
population diversity. 
Lazy Repelling: The population diversity is preserved by Lazy 
Repelling alone. The weight of diversity co and the 
Lazy Threshold (p are determined as 0.3 and 0.0625 
respectively. As the GA model above, the worst 
chromosome is replaced by the offspring. 
Repelling + d. crowd: Deterministic Crowding and Repelling are used. {(O = 
0.3) 
Lazy Repelling + d. crowd: Deterministic Crowding and Lazy Repelling are used. 
(⑴=0.3 and (p = 0.0625) 
In these models, the steady-state GA presented in section 5.1 is used. In the 
steady-state GA, tournament selection of size of two is applied to select two 
chromosomes for mutation or crossover. Bit-flip mutation and two-point crossover 
are used. 
In section 7.2, the performance of a set of diversity maintenance models stated in 
(Shimodaira 1997) and (Ghosh 1996), and several best models found in section 7.1 
is compared. The performance of those best models are also compared with that of 
the nine serial and parallel GAs stated in (Gordon 1993) in section 7.3. In those 
experiments, one Sun Ultra 5/270 workstation installed with Solaris 2.6 operating 
system and 128MB ram is used. 
The following commonly used benchmark functions are used to evaluate the 
models. Rastrigin's function (Gordon 1993; Hinterding 1995; Hinterding 1996) and 
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Schwefel's function (Gordon 1993; Hinterding 1995; Hinterding 1996) are multi-
modal. 
Rastrigin 's function: 
F{x) = nxA + ^[x^ - Axcos{l7Dc.)) where x. G [-5.12,5.12] and A 二 10. 
i=\ 
Schwefel 's function: 
F(x) = y + ^ (-X . X s i n ( ^ ) ) wherejc.e [-512,512] and V = nx418.9829101. 
1=1 
Similar to Rastrigin's function, Griewangk's function (Gordon 1993; Muhlenbein 
1991) is highly multi-modal. The local minima are widely spread and regularly 
located. (Refer to Equation 7.1) The product term makes all the objective variables 
to be highly interdependent. Therefore, the epistasis of this function is high. 
Griewangk 's function: 
2 ^ y \ 
F(x) = y — f l c o s +1 where x G [-512,512". 
tf4000 i f [ ^ i j 
Equation 7.1 Griewangk's function 
Figure 7.1 The search landscape of Griewangk's function (n=2) in low resolution 
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Sine envelope sine wave function (Shimodaira 1997; Srinivas 1994; Schaffer 
1989) is cylindrically symmetric about the i axis. The global maximum is 1.0 at the 
origin. The section of ；y=0 with the x and z-axes is shown in Figure 7.4. 
Sine envelope sine wave function: 
0.5 - + 2 r ir^nirWI 
F(;c)-0.5 + t ^ where -100,100 . 
Equation 7.2 Sine envelope sine wave function 
— — 1 
Central Cross Section of Sine Envelope Sine Wave function 
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Figure 7.4 Central cross section of sine envelope sine wave function 
/(OOO) 二 2 8 / ( 0 0 1 ) = 2 6 / ( O l O ) 二 2 2 / ( 0 1 1 ) = 0 
/ (100 )=14 f[\0\) = 0 / ( l lO ) 二 0 /(111) 二 30 
Table 7.1 Goldberg's order-3 deceptive function 
Goldberg's order-3 deceptive function (Shimodaira 1997; Srinivas 1994; 
Goldberg 1989) is the sum of 10 3-bit sub-functions. These sub-functions are shown 
in Table 7.1. Note that this function is difficult because search algorithms are prone 
to be guided to the local optimum. 
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7.1 Performance Comparison of Repelling and Lazy Repelling with 
Deterministic Crowding 
In this section, the average number of evaluations, CPU time and the success ratios 
of each model are compared. In the steady-state GAs, the mutation and crossover 
rates of the GA are adapted with PRAM. Each model stops if the termination criteria 
(corresponding with Bom 1996; Voigt 1995; Muhlenbein 1993) shown in Table 7.2 
are fulfilled or after 70000 evaluations. Each result of the experiments is an average 
of 20 runs. In Rastrigin's function, Schwefel's function and Griewangk's function, 
the numbers of dimensions are set to 20, 10 and 10 respectively. The numbers of bits 
used to encode the problem genotypes are 300, 200 and 200 respectively. 
Rastrigin's function'. f(x) <= 0.9 
Schwefel's function: f(x) <= Vx 5.10-4 
Griewangk's function: fix) <= 10' 
Table 7.2 Termination criteria of the models 
From the experimental results shown in Figure 7.5 & Figure 7.7, Repelling and 
Lazy Repelling with Deterministic Crowding requires fewer evaluations and obtains 
higher success ratios consistently than that of Deterministic Crowding, except for 
Griewangk's function, Deterministic Crowding requires fewer evaluations but the 
success ratio is lower. 
Lazy Repelling requires fewer evaluations than Repelling consistently. The 
reason is that in Lazy Repelling, the population is always repelling from an old 
population representative, which is computed a number of evaluations before. The 
Tit' chromosomes reproduced recently can gain a higher fitness value. These 
chromosomes have a higher probability to be selected to reproduce and survive. 
Therefore, the rate of convergence is faster for Lazy Repelling. 
(Refer to Figure 7.6) Repelling and Lazy Repelling with Deterministic Crowding 
requires more CPU time than that of Deterministic Crowding due to their additional 
computational overhead. 
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Comparison in success ratios 
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Figure 7.7 Comparison in success ratios 
Lazy Repelling with Deterministic Crowding requires less CPU time than that of 
Repelling with Deterministic Crowding because of its lower time complexity. A set 
of experiments is run to compare the computational time of these models. Each 
model terminates after 40000 evaluations. The population size is determined as 100. 
Comply with the results in Figure 7.6, the results in Figure 7.8 show that Lazy 
Repelling reduces the computational time by a factor of about 4.7. 
Time of running 40000 evaluations 
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Figure 7.8 Time of running 40000 evaluations 
(Refer to Figure 7.7) Although Lazy Repelling reduces the computational 
overhead of Repelling, the accuracy of its solutions is lower as a tradeoff. In 
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Rastrigin's function, Lazy Repelling obtains a lower success ratio than that of 
Repelling. The reason is that Rastrigin's function is a highly multi-modal function, 
and the population would be trapped to the local optimum quickly and easily. 
Lowering the frequency of evaluating the diversity fitness would lead the population 
to response lately from trapping to the local optimum. However, for moderately 
multi-modal function like Schwefel's function, Lazy Repelling obtains a larger 
success ratio than that of Repelling. It shows that evaluating the diversity fitness 
more frequently in Repelling does not help but deteriorate the solution quality found 
by the GA. 
GA and Lazy Repelling fails to function well without Deterministic Crowding 
because the worst chromosome replacement scheme hinders the population diversity 
dramatically. 
7.2 Performance Comparison with Recent Diversity Maintenance 
Models 
In this section, the number of evaluations and success ratios on average of Repelling 
and Lazy Repelling with Deterministic Crowding as well as Deterministic Crowding 
alone are compared with DCGA, simple GA-Gray, simple GA-Binary, CHC�，AGA 
(Shimodaira 1997) and aGA (Ghosh 1996)4. Simple GA is the traditional version of 
GA proposed by Goldberg (1989). The chromosomes of simple GA-Gray and 
simple GA-Binary are encoded with gray coding and binary coding respectively. 
The results reported in (Shimodaira 1997) and (Ghosh 1996) are used in the 
comparison. 
To compare my diversity maintenance models with those models, fixed mutation 
rate is used. Simple GA is used instead of the steady-state GA. In the simple GA, all 
the chromosomes would be randomly selected to perform crossover and mutation. 
The crossover rate is absent because crossover must be performed with mutation in 
this GA. In this set of experiments, my models terminate when either the global 
optimum is found or after 50000 evaluations. Each result of the experiments is an 
average of 20 runs. 
3 Refer to section 2.10 for the details of CHC 
4 Refer to section 2.7.2 for the details of DCGA, AGA and aGA 
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Sine envelope sine wave function (Schaffer's function) and Goldberg's 3-order 
deceptive function are used to evaluate the performance. In sine envelope sine wave 
function and Goldberg's 3-order deceptive function, the numbers of bits used to 
encode the problem genotypes are 44 and 30 respectively. The population sizes are 
set to 5 and 30 respectively. In those functions, the mutation rates are determined by 
1/L and 1.15/{population size x l)丨、respectively, where L is the chromosome 
length. 
(Refer to Figure 7.9 & Figure 7.10) Lazy Repelling with Deterministic Crowding 
requires fewer evaluations and obtains more success ratios consistently than other 
models, except for the results of Goldberg's order-3 deceptive function, Lazy 
Repelling requires slightly more evaluations than that of Repelling. 
The results of aGA are not reported because it cannot find the global optimum in 
sine envelope sine wave function. The best function value found by aGA on average 
is 0.921. 
No. of evaluations of GAs with different diversity maintenance models 
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Figure 7.9 Number of evaluations of GAs with different diversity maintenance 
models 
The results shown in Figure 7.11 comply with the results in Figure 7.8, except for 
the results of Goldberg's order-3 function, Repelling requires slightly less 
computational time than Lazy Repelling because the number of evaluations of 
Repelling is fewer than that of Lazy Repelling. 
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Success ratios of GAs with different divesity maintenance models 
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Figure 7.10 Success ratios of GAs with different diversity maintenance models 
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Figure 7.11 Computational time of GAs with different diversity maintenance models 
7.3 Performance Comparison with Serial and Parallel GAs 
In this section, all the models are compared with the nine serial and parallel GAs 
(refer to section 2.10 for details) reported in (Gordon 1993). The experiments 
terminate when the global optimum is found or the best fitness has not improved for 
50000 evaluations or after 400000 evaluations. The results are averaged over 30 
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runs. The models are evaluated using Rastrigin's function with 20 dimensions 
(n=20), Schwefel's function with 10 dimensions ("=10) and Griewangk's function 
with 10 dimensions (w=10). 300, 200 and 200 bits are used to encode the problem 
genotypes of Rastrigin's function, Schwefel's function and Griewangk's function 
respectively. 
(Refer to Figure 7.12 to Figure 7.14) Repelling and Lazy Repelling with 
Deterministic Crowding can find the best function values consistently on the test 
functions when compared to that of other models, except for the results of 
Rastrigin's function, the function values obtained by I-Genitor and Cellular are 
better than that of Lazy Repelling. 
Complying with the results in Figure 7.7, the solution quality of Repelling is 
better than Lazy Repelling, except for Schwefel's function. 
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Figure 7.12 Solution quality of Rastrigin's function (n=20) 
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Solution Quality of Schwefel's function (n=10) 
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Figure 7.13 Solution quality of Schwefel's function (n=10) 
Solution Quality of Griewangk's function (n=10) 




I—I • d.crowd + repelling 
, • d.crowd + lazy repelling 
5 _ I 口 SGA 
I : _ • • - e s g a 
o B ~ 1 = • I 、 ^ I OpCHC 
^ 0.010 - ——49 I -Geni tor 
• _ I • 
• • l-ESGA 
； ; H 1 I • ni-pCHC 
H • • • ^ H •卜 Genitor 
0.。。1 丨 ” • • • III • •Ce l lu lar 
model 
Figure 7.14 Solution quality of Griewangk's function (n=10) 
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Chapter 8 Performance Evaluation of 
aPGA 
In section 8.1，several well-known multi-modal functions with different dimensions 
are used to evaluate aPGA. These experiments aim at evaluating the scalability of 
aPGA when the complexity of the problem is increasing. In section 8.2, the speedup 
curves of aPGA are determined by solving Schwefel's function with different 
dimensions. In section 8.3, aPGA is applied on solving the clustering problems. The 
solution quality of aPGA is compared with a well-known K-means clustering 
algorithm using several benchmark data sets. In section 8.4, the speedup curve of 
aPGA, which is applied to solving the clustering problem, is determined. 
In aPGA, each serial GA requests migration from the neighbor GA when the best 
fitness has not improved for {population size x 2) evaluations. The migration rate is 
set to be 10% of the population size. Those settings are tested and found to be robust 
in aPGA. In those experiments, Sun Ultra 5/270 workstations installed with Solaris 
2.6 operating system and 128MB ram are used. 
8.1 Scalability of Different Dimensionalities 
In this section, the scalability of aPGA is evaluated when the dimensions of the 
functions are increasing. The average number of evaluations, CPU time and the 
success ratios of aPGA are reported. Rastrigin's function, Schwefel's function and 
Griewangk's function are used in the evaluation. aPGA stops if the termination 
criteria (corresponding with Bom 1996; Voigt 1995; Muhlenbein 1993) shown in 
Table 8.1 are fulfilled or after 2000000 evaluations. Each result of the experiments 
is an average of 10 runs. In Rastrigin's function, Schwefel's function and 
Griewangk's function, the numbers of bits used to encode an objective variable are 
15, 20 and 20 respectively. The population size is set to be 100 for each 
subpopulation. In aPGA, 20 computers are used and each computer runs a 
subpopulation. 
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Rastrigin's function: f(x) <= 0.9 
Schwefel's function: f(x) <= Vx 5.10—4 
Griewangk's function: fix) <= 10'^ 
Table 8.1 Termination criteria of the models 
(Refer to Figure 8.1 to Figure 8.9) Results show that the average number of 
evaluations and elapsed time required to find the specific function value are 
increasing when the number of dimensions is increasing. The success ratios of 
finding the specific function value are decreasing in Rastrigin's function and 
Griewangk's function, while the success ratios of Schwefel's function remain 
unchanged. This shows that the success ratios of finding the specific function value 
in Schwefel's function are insensitive to the number of dimensions. 
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Figure 8.5 Elapsed time of Schwefel's function 
81 
Success ratios of Schwefel's function 
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8.2 Speedup of Schwefel's function 
In this section, different numbers of computers are used to solve the Schwefel's 
function with 20，30 and 40 dimensions respectively. The total population size is 
kept constant for different numbers of subpopulations. The population size for each 
subpopulation can be determined as (800 / g), where g is the number of 
subpopulations. The experiments terminate with the same criteria as section 8.1. 
The speedup of n computers is determined by Equation 8.1. 
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No. of evaluations {elapsed time) required for one computer 
Speedup of n computers - 他 ^^ evaluations {elapsed time) required for n computers 
Equation 8.1 Speedup of n computers 
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Figure 8.10 No. of evaluations of Schwefel's function of different dimensions 
The average number of evaluations required to find the specific function value in 
Schwefel's function with different dimensions and different number of computers is 
shown in Figure 8.10. The corresponding speedup curve of Figure 8.10 is plotted in 
Figure 8.11. The speedup curve shows the speedup gained by the PGA. From the 
curve, it shows that the speedup increases and begins to saturate when four 
computers are used. When the number of computers further increases, the speedup 
decreases gradually. 
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Speedup of Schwefel's function of different 
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Figure 8.13 Speedup of Schwefel's function of different dimensions determined by 
elapsed time 
The average elapsed time of finding the specific function value in Schwefel's 
function with different dimensions and different number of computers is shown in 
Figure 8.12. The corresponding speedup curve of Figure 8.12 is plotted in Figure 
8.13. (Refer to Figure 8.13) aPGA obtains a superlinear speedup. For 20 computers, 
the speedup is about 51 when solving 30 dimensions. Running a problem with 
increasing number of computers can gain a linear speedup, where the computational 
overhead dominates the communication overhead. Part of the speedup in Figure 8.13 
is gained by the PGA model. Most of the speedup is due to the computational 
overhead of Lazy Repelling. Recall that the time complexity of Lazy Repelling at 
each iteration is 0{n) for the best case and Oin log n) for the worst case, where n is 
the population size. The time complexity depends on the population size and the 
number of iterations. For 1 computer, the population size is much larger than that of 
the case for 20 computers, where the population sizes for 1 and 20 computers are 
800 and 40 respectively. Moreover, for a larger population size, the GA usually 
requires much more iterations to converge to a global optimum. Therefore, the GA 
using one computer requires much more computational overhead than using more 
computers. 
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From the speedup curve, the elapsed time increases when the number of 
dimensions of Schwefel's function increases. Furthermore, the speedup is 
independent of the number of dimensions. 
8.3 Solution Quality of Clustering Problems 
In this section, the solution quality of aPGA and K-Means algorithm (KMA) in 
solving clustering problems is compared. In aPGA, 16 computers are used to run 
totally 16 subpopulations. Both models terminate when convergence or after 12 
hours. aPGA is considered as converged when the best fitness of each subpopulation 
has not improved for 10000 evaluations. KMA is considered as converged when the 
score of Square Error Measure has not improved for 10000 iterations. 
The well-known Iris Plant database and Image Segmentation database in the UCI 
Machine Learning Repository are used in the evaluation. Iris Plant database has four 
attributes about an iris: (1) sepal length in cm (2) sepal width in cm (3) petal length 
in cm and (4) petal width in cm. There are 150 instances in the database. All the 
instances contain three classes of 50 instances each: Iris Setosa, Iris Versicolour and 
Iris Virginica, where a class refers to a type of iris plants. One class is linearly 
separable from the other two and the latter are not linearly separable from each 
other. 
In Image Segmentation database, the instances are drawn randomly from a 
database of seven outdoor images. The images are hand-segmented to create a 
classification for every pixel. There are 2100 instances. Each instance is a 3x3 
region. The attributes of the set of images are extracted to 19 continuous attributes 
as follows: 
1. region-centroid-col: the column of the center pixel of the region. 
2. region-centroid-row: the row of the center pixel of the region. 
3. region-pixel-count: the number of pixels in a region = 9. 
4. short-line-density-5: the results of a line extraction algorithm that counts how 
many lines of length 5 (any orientation) with low contrast, less than or equal to 
5, go through the region. 
5. short-line-density-2: same as short-line-density-5 but counts lines of high 
contrast, greater than 5. 
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6. vedge-mean: measure the contrast of horizontally adjacent pixels in the 
region. There are 6, the mean and standard deviation are given. This attribute 
is used as a vertical edge detector. 
7. vegde-sd: (see 6) 
8. hedge-mean: measures the contrast of vertically adjacent pixels. Used for 
horizontal line detection. 
9. hedge-sd: (see 8). 
10. intensity-mean: the average over the region of (R + G + B)/3 
11. rawred-mean: the average over the region of the R value. 
12. rawblue-mean: the average over the region of the B value. 
13. rawgreen-mean: the average over the region of the G value. 
14. exred-mean: measure the excess red: (2R - (G + B)) 
15. exblue-mean: measure the excess blue: (2B - (G + R)) 
16. exgreen-mean: measure the excess green: (2G - (R + B)) 
17. value-mean: 3-d nonlinear transformation of RGB. 
18. saturation-mean: (see 17) 
19. hue-mean: (see 17) 
Since the attribute, region-pixel-count, is 9 for all the instances, in my 
experiments, this attribute is removed. All the instances contain 7 classes of 300 
instances each: brickface, sky, foliage, cement, window, path and grass. 
The values of each attribute are normalized to the range of 0 to 1 before 
clustering. In aPGA, 15 bits are used to encode the real number ranged from 0 to 1. 
Recall that the chromosome length is equal io Kxp xj, where K is the number of 
estimated clusters, p is the number of attributes and j is the number of bits to encode 
the attribute's value. Therefore, in Iris Plant database and Image Segmentation 
database, the chromosome lengths are set to 180 and 1890 respectively. 
(Refer to Figure 8.14) Results show that aPGA obtains a higher correct 
classification percentage than that of KM A in the two data sets. 
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8.4 Speedup of The Clustering Problem 
In this section, the speedup curve of solving the clustering problem using aPGA is 
determined. The Image Segmentation database used in section 8.3 is clustered. The 
number of instances in the database is reduced to 350. All the instances contain 7 
classes of 50 instances each. 1890 bits are used to encode a chromosome. The run of 
aPGA terminates when the fitness, which is directly proportional to the score of 
Square Error Measure, has reached 0.9. The elapsed times of running the aPGA are 
recorded to determine the speedup curve. The results are averaged over 5 runs. In 
the experiments, all the runs of aPGA have found the targeted solution. Each 
computer runs a single GA of aPGA. Therefore, the speedup is contributed to both 
the parallel algorithm of PGA and increased number of computers used. 1，4，8 and 
16 computers are used in the experiments. 
The speedup is shown in Figure 8.15. As the speedup of solving Schwefel's 
function (Figure 8.13), due to the time complexity of Lazy Repelling, superlinear 
speedup is achieved. For 16 computers, the speedup is about 45. 
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Figure 8.15 Speedup of clustering Image Segmentation database with aPGA 
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Chapter 9 Conclusion 
In this thesis, I have developed a novel and user-friendly Adaptive Parallel Genetic 
Algorithm (aPGA) for global optimization. In aPGA, I use a Probabilistic Rule-
based Adaptive Model (PRAM) to adapt the mutation and crossover rates 
dynamically throughout the running of each GA so that tedious parameter tuning 
can be avoided. The solution quality and efficiency of PRAM are compared on a 
steady-state GA with a commonly used adaptive strategy, SA, and a set of FP (fixed 
parameters) proposed by De Jong (1975) and Schaffer (1989). PRAM performs 
better than SA and FP consistently in solution quality over a set of commonly used 
benchmark numeric functions. PRAM requires less storage than SA. PRAMl is the 
most efficient model, while PRAM2 can generate better solutions than PRAMl 
because it adapts the crossover rate as well as the mutation rate, but at a slightly 
longer elapsed time. 
PRAM can also be applied to any GA with bit-flip mutation or crossover to yield 
better results. Moreover, my adaptive approach is not restricted to the mutation and 
the crossover rates. It can also be applied to other parameters, such as the probability 
of using one of the two genetic operators, the strength of a genetic operator, the 
crossover points for crossover operations and the replacement ratio of a population. 
To enhance the population diversity of each GA in the aPGA, diversity control 
models should be used. However, the commonly used diversity control models 
require large computational overhead, namely, for Sharing, Dynamic Sharing, 
Crowding and DCGA, the computational complexity for each iteration is O(n^), 
0{nxq), O^CFxfiojfspring) and Oiin) (refer to section 4.5 for details). I have proposed 
two efficient diversity maintenance models (Repelling and Lazy Repelling), which 
requires less computational complexity. In Repelling, the computational complexity 
is 0{n log n). Lazy Repelling minimizes the computational overhead by reducing the 
frequency of evaluating the diversity fitness of the population. The time complexity 
is reduced to 0{n) for the best case and 0(n log n) for the worst case. In Repelling, 
the population diversity is maintained by driving away each chromosome from the 
population's Representative. Hence, the population is prevented from trapping into 
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local optima. Repelling or Lazy Repelling can be used with Deterministic Crowding 
to yield better results. Experimental results show that my models (Lazy Repelling 
and Repelling with Deterministic Crowding) obtain higher success ratios than 
Deterministic Crowding and GA. Moreover, my models are more efficient and 
obtain higher success ratios than some recent diversity control models. A GA using 
Lazy Repelling with Deterministic Crowding and PRAM is compared with nine 
serial and parallel GAs. Results show that my models outperform the other GAs in 
solution quality. 
In aPGA, Punctuated Equilibria is used to adapt the migration period. 
Experiments show that the performance of aPGA is scalable and degrading when the 
dimensionality of a set of multi-modal functions is increasing. aPGA achieves a 
superlinear speedup when solving a multi-modal function. When 20 computers are 
used, aPGA achieves 50 speedup. The speedup is independent of the dimensionality 
of the function. aPGA is applied on solving the clustering problems. The solution 
quality of aPGA is compared with K-Means algorithm. Results show that aPGA 
obtains a higher correct classification percentage than that of K-means algorithm. A 
superlinear speedup is also achieved when clustering a benchmark dataset. When 16 
computers are used, aPGA achieves 45 speedup. 
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