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SPECIALIZATION AND
MICROLOCALIZATION OF
SUBANALYTIC SHEAVES
Luca Prelli
Abstract
In this paper we define the specialization and microlocalization
functors for subanalytic sheaves. Then we specialize and microlocalize
the sheaves of tempered and Whitney holomorphic functions general-
izing some classical constructions.
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Introduction
After the fundamental works of Sato on hyperfunctions and microfunctions
and the developement of algebraic analysis, the methods of cohomological
theory of sheaves became very useful for studying systems of PDE on real
or complex analytic manifolds. Unfortunately sheaf theory is not well suited
to study objects which are not defined by local properties. Since the study
of solutions of a system of PDE in these spaces is very important (Riemann-
Hilbert correspondence, Laplace transform, etc.), many ways have been ex-
plored by the specialists to overcome this problem. First Kashiwara in [9]
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defined the functor of tempered cohomology to solve the Riemann-Hilbert
problem for holonomic systems. Its dual, the functor of formal cohomol-
ogy was introduced by Kashiwara and Schapira in [13]. Their microlocal
analogous were defined by Andronikof in [1] and Colin in [5]. These re-
sults present a problem: they are construction “ad hoc”, and they are not
contained in a unifying theory based on the six Grothendieck operations.
In [14] Kashiwara and Schapira introduced the notion of ind-sheaves, and
defined the six Grothendieck operations in this framework. Then they de-
fined the subanalytic site (a site whose open sets are subanalytic and the
coverings are locally finite) and they proved the equivalence between sub-
analytic sheaves and ind-R-constructible sheaves. They obtained the for-
malism of the six Grothendieck operations by including subanalytic sheaves
into the category of ind-sheaves. In [23] a direct, self-contained and elemen-
tary construction of the six Grothendieck operations for subanalytic sheaves
is introduced without using the more sophisticated and much more diffi-
cult theory of ind-sheaves. In the beginning of this paper we extend some
classical constructions for sheaves, as the Fourier-Sato transform and the
functors of specialization and microlocalization. We introduce first the cat-
egory of conic subanalytic sheaves on an analytic manifold. Then we extend
the Fourier-Sato transform to the category of conic subanalytic sheaves on
a vector bundle. At this point we can start studying subanalytic sheaves
from a microlocal point of view by introducing the functors of specializa-
tion and microlocalization along a submanifold of a real analytic manifold.
Roughly speaking, starting from a sheaf on a real analytic manifold, we con-
struct conic sheaves on the tangent and the cotangent bundle respectively.
We also show that the functor of microlocalization is related with the func-
tor of ind-microlocalization defined in [16]. Then, applying specialization
(resp. microlocalization) to the subanalytic sheaves of tempered and Whit-
ney holomorphic functions, we generalize tempered and formal specialization
(resp. microlocalization). In this way we get a unifying description of An-
dronikov’s and Colin’s “ad hoc” constructions. This is also a “simplification”,
since the definitions of specialization and microlocalization for subanalytic
sheaves are more intuitive for people which are familiar with the classical
sheaf theory of [11], although working with the subanalytic site is delicate
and requires results which are related to the geometry of subanalytic subsets.
In more details the contents of this work are as follows.
In Section 1 we recall the results on subanalytic sheaves of [14] and [23].
3
In Section 2 we construct the category of conic sheaves on a subanalytic
site endowed with an action of R+.
In Section 3 we consider a vector bundle E over a real analytic mani-
fold and its dual E∗ endowed with the natural action of R+. We define the
Fourier-Sato transform which gives an equivalence between conic subanalytic
sheaves on E and conic subanalytic sheaves on E∗.
Then we define the functor νsaM of specialization along a submanifold M
of a real analytic manifold X (Section 4) and its Fourier-Sato transform,
the functor µsaM of microlocalization (Section 5). We introduce the functor
µhomsa for subanalytic sheaves and we give an estimate of its support us-
ing the notion of microsupport of [15]. Then we study its relation with the
functor of ind-microlocalization of [16].
We apply these results in Section 6. We study the connection between
specialization and microlocalization for subanalytic sheaves and the classical
ones. Specialization of subanalytic sheaves generalize tempered and formal
specialization of [1] and [6], in particular when we specialize Whitney holo-
morphic functions we obtain the sheaves of functions asymptotically devel-
opable of [20] and [29]. Moreover, thanks to the functor of microlocalization,
we are able to generalize tempered and formal microlocalization introduced
by Andronikof in [1] and Colin in [5] respectively.
Section 7 is dedicated to the study of the microlocalization of tempered
and Whitney holomorphic functions. We prove that the microlocalization of
Ot and Ow have (in cohomology) a natural structure of E-module and that
locally they are invariant under contact transformations.
In Section 8 we study the Cauchy-Kowaleskaya-Kashiwara theorem with
growth conditions. The proof is not a rephrasing of Kashiwara’s proof, which
consisted in a reduction to the case of one operator: we first prove a propa-
gation result (already known for OtX) and we use this propagation result to
reduce the statements to the commutation of duality with non-characteristic
inverse image.
We end this work with a short Appendix in which we recall the defini-
tions and we collect some properties of subanalytic subsets and ind-sheaves,
and then we study the inverse image of the subanalytic sheaves of tempered
and Whitney holomorphic functions.
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1 Review on sheaves on subanalytic sites
In the followingX will be a real analytic manifold and k a field. Reference are
made to [12] for a complete exposition on sheaves on Grothendieck topologies,
to [14] and [23] for an introduction to sheaves on subanalytic sites. We refer
to [3] and [18] for the theory of subanalytic sets.
1.1 Sheaves on subanalytic sites
Let us recall some results of [14] and [23].
Denote by Op(Xsa) the category of open subanalytic subsets of X. One
endows Op(Xsa) with the following topology: S ⊂ Op(Xsa) is a covering of
U ∈ Op(Xsa) if for any compact K of X there exists a finite subset S0 ⊂ S
such that K ∩
⋃
V ∈S0
V = K ∩ U . We will call Xsa the subanalytic site,
and for U ∈ Op(Xsa) we denote by UXsa the category Op(Xsa) ∩ U with
the topology induced by Xsa. We denote by Opc(Xsa) the subcategory of
Op(Xsa) consisting of relatively compact open subanalytic subsets.
LetMod(kXsa) denote the category of sheaves on Xsa. Then Mod(kXsa) is
a Grothendieck category, i.e. it admits a generator and small inductive limits,
and small filtrant inductive limits are exact. In particular as a Grothendieck
category, Mod(kXsa) has enough injective objects.
Let ModR-c(kX) be the abelian category of R-constructible sheaves on X,
and consider its subcategory ModcR-c(kX) consisting of sheaves whose sup-
port is compact.
We denote by ρ : X → Xsa the natural morphism of sites. We have
functors
Mod(kX)
ρ∗ //
ρ!
// Mod(kXsa).ρ
−1oo
The functors ρ−1 and ρ∗ are the functors of inverse image and direct image
respectively. The sheaf ρ!F is the sheaf associated to the presheaf Op(Xsa) ∋
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U 7→ F (U). In particular, for U ∈ Op(X) one has ρ!kU ≃ lim−→
V⊂⊂U
ρ∗kV , where
V ∈ Op(Xsa). Let us summarize the properties of these functors:
• the functor ρ∗ is fully faithful and left exact, the restriction of ρ∗ to
ModR-c(kX) is exact,
• the functor ρ−1 is exact,
• the functor ρ! is fully faithful and exact,
• (ρ−1, ρ∗) and (ρ!, ρ−1) are pairs of adjoint functors.
Notations 1.1.1 Since the functor ρ∗ is fully faithful and exact onModR-c(kX),
we can identify ModR-c(kX) with its image in Mod(kXsa). When there is no
risk of confusion we will write F instead of ρ∗F , for F ∈ ModR-c(kX).
Let F ∈ Mod(kXsa). There exists a filtrant inductive system {Fi}i∈I in
ModcR-c(kX) such that F ≃ lim−→
i
ρ∗Fi.
Let X,Y be two real analytic manifolds, and let f : X → Y be a real
analytic map. We have a commutative diagram
(1.1) X
ρ

f // Y
ρ

Xsa
f // Ysa
We get external operations f−1 and f∗, which are always defined for
sheaves on Grothendieck topologies. For subanalytic sheaves we can also
define the functor of proper direct image
f!! : Mod(kXsa) → Mod(kYsa)
F 7→ lim−→
U
f∗FU ≃ lim−→
K
f∗ΓKF
where U ranges trough the family of relatively compact open subanalytic
subsets of X and K ranges trough the family of subanalytic compact subsets
of X. The notation f!! follows from the fact that f!! ◦ ρ∗ 6≃ ρ∗ ◦ f! in general.
If f is proper on supp(F ) then f∗F ≃ f!!F , in this case f!! commutes with
ρ∗. While functors f−1 and ⊗ are exact, the functors Hom, f∗ and f!! are
left exact and admits right derived functors.
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To derive these functors we use the category of quasi-injective objects. An
object F ∈ Mod(kXsa) is quasi-injective if for U, V ∈ Op
c(Xsa) with V ⊂ U
the restriction morphism Γ(U ;F )→ Γ(V ;F ) is surjective or, equivalently, if
the functor HomkXsa (·, F ) is exact on Mod
c
R-c(kX). Quasi injective objects
are injective with respect to the functors f∗, f!! and, if G ∈ ModR-c(kX), with
respect to the functors HomkXsa (G, ·),Hom(G, ·).
The functor Rf!! admits a right adjoint, denoted by f !, and we get the
usual isomorphisms between Grothendieck operations (projection formula,
base change formula, Künneth formula, etc.) in the framework of subanalytic
sites.
Let Z be a subanalytic locally closed subset of X. As in classical sheaf
theory we define
ΓZ : Mod(kXsa) → Mod(kXsa)
F 7→ Hom(ρ∗kZ , F )
(·)Z : Mod(kXsa) → Mod(kXsa)
F 7→ F ⊗ ρ∗kZ .
Finally we recall the properties of the six Grothendieck operations and
their relations with the functors ρ−1, Rρ∗ and ρ!. We refer to [23] for a
detailed exposition.
• the functor RkHom(ρ∗F, ·) commutes with filtrant lim−→ if F ∈ ModR-c(kX),
• the functors Rkf!! and Hkf ! commute with filtrant lim−→,
• the functor ρ−1 commutes with ⊗, f−1 and Rf!!,
• the functor Rρ∗ commutes with RHom , Rf∗ and f !,
• the functor ρ! commutes with ⊗ and f−1,
• the restriction of ⊗ and f−1 to the category of R-constructible sheaves
commute with ρ∗,
• if f is a topological submersion (i.e. it is locally isomorphic to a pro-
jection Y × Rn → Y ), then f ! ≃ f−1 ⊗ f !kY commutes with ρ−1 and
Rf!! commutes with ρ!.
Moreover the functors Rf∗, Rf!! and RHom(F, ·) with F ∈ ModR-c(kX) have
finite cohomological dimension.
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1.2 Modules over a kXsa-algebra
A sheaf of kXsa-algebras (or a kXsa -algebra, for short) is an object R ∈
Mod(kXsa) such that Γ(U ;R) is a k-algebra for each U ∈ Op(Xsa) and the
restriction maps are algebra morphisms. A sheaf of (left) R-modules is a
sheaf F such that Γ(U ;F ) has a structure of (left) Γ(U ;R)-module for each
U ∈ Op(Xsa). Let us denote by Mod(R) the category of sheaves of (left)
R-modules. The category Mod(R) is a Grothendieck category and the for-
getful functor for : Mod(R)→ Mod(kXsa) is exact.
The functors
HomR : Mod(R)
op ×Mod(R)→ Mod(kXsa),
⊗R : Mod(R
op)×Mod(R)→ Mod(kXsa)
are well defined. Remark that in the case of R-modules the functor ⊗R is
only right exact and commutes with lim−→.
Let X,Y be two real analytic manifolds, and let f : X → Y be a morphism
of real analytic manifolds. Let R be a kYsa-algebra. The functors f
−1, Rf∗
and Rf!! induce functors
f−1 : Mod(R)→ Mod(f−1R),
f∗ : Mod(f
−1R)→ Mod(R),
f!! : Mod(f
−1R)→ Mod(R).
Now we consider the derived category of sheaves of R-modules.
Definition 1.2.1 An object F ∈ Mod(R) is flat if the functor Mod(Rop) ∋
G→ G⊗R F is exact.
Thanks to flat objects we can find a left derived functor ⊗LR of the tensor
product ⊗R.
Definition 1.2.2 An object F ∈ Mod(R) is quasi-injective if its image via
the forgetful functor is quasi-injective in Mod(kXsa).
Let X,Y be two real analytic manifolds, and let f : X → Y be a real
analytic map. Let R be a kYsa-algebra. One can prove that quasi-injective
objects are injective with respect to the functors f∗ and f!!. The functors
Rf∗ and Rf!! are well defined and projection formula, base change formula
remain valid for R-modules. Moreover we have
Theorem 1.2.3 The functor Rf!! : D
+(f−1R) → D+(R) admits a right
adjoint. We denote by f ! : D+(R)→ D+(f−1R) the adjoint functor.
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2 Conic sheaves on subanalytic sites
In this section we study the category of conic sheaves on a subanalytic site.
Reference are made to [11] for the classical theory of conic sheaves.
2.1 Conic sheaves on topological spaces
Let k be a field. Let X be a real analytic manifold endowed with a subana-
lytic action µ of R+. In other words we have a subanalytic map
µ : X × R+ → X,
which satisfies, for each t1, t2 ∈ R+:{
µ(x, t1t2) = µ(µ(x, t1), t2),
µ(x, 1) = x.
Note that µ is open. Indeed let U ∈ Op(X) and W ∈ Op(R+). Then
µ(U,W ) =
⋃
t∈W µ(U, t), and µ(·, t) : X → X is a homeomorphism (with
inverse µ(·, t−1)). We have a diagram
X
j // X × R+
µ //
p
// X,
where j(x) = (x, 1) and p denotes the projection. We have µ◦ j = p◦ j = id.
Definition 2.1.1 (i) Let S be a subset of X. We set R+S = µ(S,R+). If
U ∈ Op(X), then R+U ∈ Op(X) since µ is open.
(ii) Let S be a subset of X. We say that S is conic if S = R+S. In other
words, S is invariant by the action of µ.
(iii) An orbit of µ is the set R+x with x ∈ X.
Definition 2.1.2 We say that a subset S of X is R+-connected if S ∩ R+x
is connected for each x ∈ S.
Definition 2.1.3 A sheaf F ∈Mod(kX) is conic if µ
−1F ≃ p−1F .
(i) We denote by ModR+(kX) the subcategory of Mod(kX) consisting of
conic sheaves.
(ii) We denote by Db
R+
(kXsa), the subcategory of D
b(kX) consisting of ob-
jects F such that Hj(F ) belongs to ModR+(kX) for all j ∈ Z.
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Proposition 2.1.4 Let U ∈ Op(X) be R+-connected and let F ∈ Db
R+
(kX).
Then
RΓ(R+U ;F )
∼
→ RΓ(U ;F ).
Let us assume the following hypothesis
(2.1)

(i) every point x ∈ X has a fundamental neighborhood
system consisting of R+-connected open subsets;
(ii) for any x ∈ X the set R+x is contractible.
In this situation (see [2]) either R+x ≃ R or R+x = x.
Denote by XR+ the topological space X endowed with the conic topology,
i.e. U ∈ Op(XR+) if it is open for the topology of X and invariant by the
action of R+.
Let us consider the natural map η : X → XR+ . The restriction of η∗
induces an exact functor denoted by η˜∗ and we obtain a diagram
(2.2) ModR+(kX)

η˜∗ // Mod(kX
R+
)
η−1
oo
Mod(kX)
η∗
55kkkkkkkkkkkkkkk
Let F ∈ Db
R+
(kX). Let ϕ be the natural map from RΓ(R+U ;F ) to
RΓ(U ; η−1F ) defined by
(2.3)
RΓ(R+U ;F ) → RΓ(R+U ;Rη∗η
−1F )
≃ RΓ(R+U ; η−1F )
→ RΓ(U ; η−1F ).
Proposition 2.1.5 Let F be a sheaf over XR+ . Let U be an open set of X
and assume that U is R+-connected. Then the morphism ϕ defined by (2.3)
is an isomorphism.
Theorem 2.1.6 The functors Rη∗ and η
−1 in (2.2) induce equivalences of
derived categories
Db
R+
(kX)
Rη∗ // Db(kX
R+
)
η−1
oo
inverse to each others.
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We need to introduce the subcategory of coherent conic sheaves.
Definition 2.1.7 Let U ∈ Op(XR+). Then U is said to be relatively quasi-
compact if, for any covering {Ui}i∈I of XR+ , there exists J ⊂ I finite such
that U ⊂
⋃
i∈J Ui. We write U ⊂⊂ XR+ .
We will denote by Opc(XR+) the subcategory of Op(XR+) consisting of
relatively quasi-compact open subsets.
One can check easily that if U ∈ Opc(X), then R+U ∈ Opc(XR+).
Definition 2.1.8 Let F ∈Mod(kX
R+
) and consider the family Op(Xsa,R+).
(i) F is Xsa,R+-finite if there exists an epimorphism G ։ F , with G ≃
⊕i∈IkUi , I finite and Ui ∈ Op
c(Xsa,R+).
(ii) F is Xsa,R+-pseudo-coherent if for any morphism ψ : G→ F , where G
is Xsa,R+-finite, kerψ is Xsa,R+-finite.
(iii) F is Xsa,R+-coherent if it is both Xsa,R+-finite and Xsa,R+-pseudo-
coherent.
We will denote by Coh(Xsa,R+) the subcategory of Mod(kXR+ ) consisting of
Xsa,R+-coherent objects.
2.2 Conic sheaves on subanalytic sites
Definition 2.2.1 A sheaf of k-modules F on Xsa is conic if the restriction
morphism Γ(R+U ;F ) → Γ(U ;F ) is an isomorphism for each R+-connected
U ∈ Opc(Xsa) with R
+U ∈ Op(Xsa).
(i) We denote by ModR+(kXsa) the subcategory of Mod(kXsa) consisting
of conic sheaves.
(ii) We denote by Db
R+
(kXsa), the subcategory of D
b(kXsa) consisting of
objects F such that Hj(F ) belongs to ModR+(kXsa) for all j ∈ Z.
Remark 2.2.2 Let X be a real analytic manifold endowed with a subanalytic
action µ of R+ and consider the following diagram
X ×R+
µ //
p
// X,
where p denotes the projection. As in classical sheaf theory one can define
the subcategory Modµ(kXsa) of Mod(kXsa) consisting of sheaves satisfying
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µ−1F ≃ p−1F . The categories Modµ(kXsa) and ModR+(kXsa) are not equiv-
alent in general.
Indeed, let X = R, set X+ = {x ∈ R; x > 0} and let µ be the natural ac-
tion of R+ (i.e. µ(x, t) = tx). Let us consider the sheaf ρ!kX+ ∈ Mod(kXsa).
Then
µ−1ρ!kX+ ≃ ρ!µ
−1kX+ ≃ ρ!p
−1kX+ ≃ p
−1ρ!kX+ .
Let V = {x ∈ R; 1 < x < 2} and set Wm = {x ∈ R;
1
m < x < m}, where
m ∈ N \ {0}. Recall that ρ!kX+ ≃ lim−→
U⊂⊂X+
ρ∗kU ≃ lim−→
m
ρ∗kWm . We have
Γ(V ; ρ!kX+) ≃ lim−→
m
Γ(V ; kWm) ≃ k,
since V ⊂Wm for m ≥ 2. On the other hand, let V
+
n = {x ∈ R; 0 < x < n},
where n ∈ N. Since R+V = X+ we have
Γ(X+; ρ!kX+) ≃ lim←−
n
Γ(V +n ; ρ!kX+) ≃ lim←−
n
lim−→
m
Γ(V +n ; kWm),
(in the second isomorphism we used the fact that V +n ∈ Op
c(Xsa) for each n)
and Γ(V +n ; kWm) = 0 for each n,m ∈ N. Hence Γ(V ; ρ!kX+) 6≃ Γ(R
+V ; ρ!kX+).
Definition 2.2.3 We denote by Op(Xsa,R+) the full subcategory of Op(Xsa)
consisting of conic subanalytic subsets, i.e. U ∈ Op(Xsa,R+) if U ∈ Op(Xsa)
and it is invariant by the action of R+.
We denote by Xsa,R+ the category Op(Xsa,R+) endowed with the topology
induced by Xsa.
We denote by ρR+ : XR+ → Xsa,R+ the natural morphism of sites.
Let η : X → XR+ and ηsa : Xsa → Xsa,R+ be the natural morphisms of
sites. We have a commutative diagram of sites
(2.4) X
ρ //
η

Xsa
ηsa

XR+
ρ
R+ // Xsa,R+ .
Lemma 2.2.4 Let F ∈ Coh(Xsa,R+). Then η
−1
sa ρR+∗F ≃ ρ∗η
−1F.
Proof. Since all these functors are exact on Coh(Xsa,R+), we may reduce
to the case F = kU with U ∈ Opc(Xsa,R+). Then we have
η−1sa ρR+∗kU ≃ η
−1
sa kU ≃ kU ,
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on the other hand we have
ρ∗η
−1kU ≃ ρ∗kU ≃ kU
and the result follows.
✷
Replacing Opc(Xsa) with Opc(Xsa,R+), we can adapt the results of [14],
[23] and we get the following results.
Theorem 2.2.5 (i) Let G ∈ Coh(Xsa,R+) and let {Fi} be a filtrant inductive
system in Mod(kX
sa,R+
). Then we have an isomorphism
lim−→
i
HomkX
sa,R+
(ρR+∗G,Fi)
∼
→ HomkX
sa,R+
(ρR+∗G, lim−→
i
Fi).
Moreover the functor of direct image ρR+∗ associated to the morphism ρR+
in (2.4) is fully faithful and exact on Coh(Xsa,R+).
(ii) Let F ∈ Mod(kX
sa,R+
). There exists a small filtrant inductive system
{Fi}i∈I in Coh(Xsa,R+) such that F ≃ lim−→
i
ρR+∗Fi.
Notations 2.2.6 Since ρR+∗ is fully faithful and exact on Coh(Xsa,R+), we
can identify Coh(Xsa,R+) with its image in Mod(kXsa,R+ ). When there is no
risk of confusion we will write F instead of ρR+∗F , for F ∈ Coh(Xsa,R+).
We can also find a left adjoint to the functor ρ−1
R+
.
Proposition 2.2.7 The functor ρ−1
R+
admits a left adjoint, denoted by ρR+!.
It satisfies
(i) for F ∈ Mod(kX
R+
) and U ∈ Opc(Xsa,R+), ρR+!F is the sheaf associ-
ated to the presheaf U 7→ lim−→
V⊃⊃U
Γ(V ;F ),
(ii) for U ∈ Op(XR+) one has ρR+!kU ≃ lim−→
V⊂⊂U,V ∈Opc(X
sa,R+
)
kV .
Remark 2.2.8 One can check that η−1sa ◦ ρR+∗ ≃ ρ∗ ◦ η
−1 and ρ−1 ◦ η−1sa ≃
η−1 ◦ ρ−1
R+
. Remark that ρ! ◦ η
−1 6≃ η−1sa ◦ ρR+!. In fact with the nota-
tions of Remark 2.2.2 we have ρ!η
−1kX+ ≃ lim−→
m
ρ∗kWm . On the other hand,
η−1sa ρR+!kX+ ≃ kX+ .
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Let us extend the notion of quasi-injective object of [14], [23] toMod(kX
sa,R+
).
Definition 2.2.9 An object F ∈ Mod(kX
sa,R+
) is quasi-injective if the func-
tor HomkX
sa,R+
(·, F ) is exact in Coh(Xsa,R+) or, equivalently (see Theorem
8.7.2 of [12]) if for each U, V ∈ Opc(Xsa,R+) with V ⊂ U the restriction
morphism Γ(U ;F )→ Γ(V ;F ) is surjective.
The category of quasi-injective object is cogenerating since it contains
injective objects. Moreover it is stable by filtrant lim−→ and
∏
. We have the
following result
Theorem 2.2.10 The family of quasi-injective sheaves is injective with re-
spect to the functor HomkX
sa,R+
(G, ·) for each G ∈ Coh(Xsa,R+).
In particular
Proposition 2.2.11 The family of quasi-injective sheaves is injective with
respect to the functor Γ(U ; ·) for any U ∈ Op(Xsa,R+).
2.3 An equivalence of categories
Let X be a real analytic manifold endowed with an action µ of R+. In the
following we shall assume the hypothesis below:
(2.5)

(i) every U ∈ Opcsa(X) has a finite covering consisting
of R+-connected subanalytic open subsets,
(ii) for any U ∈ Opcsa(X) we have R
+U ∈ Op(Xsa),
(iii) for any x ∈ X the set R+x is contractible,
(iv) there exists a covering {Vn}n∈N of Xsa such that
Vn is R+-connected and Vn ⊂⊂ Vn+1 for each n.
Let U ∈ Op(Xsa) such that R+U is still subanalytic. Let ϕ be the natural
map from Γ(R+U ;F ) to Γ(U ; η−1sa F ) defined by
(2.6)
Γ(R+U ;F ) → Γ(R+U ; ηsa∗η
−1
sa F )
≃ Γ(R+U ; η−1sa F )
→ Γ(U ; η−1sa F ).
Proposition 2.3.1 Let F ∈ Mod(kX
sa,R+
). Let U ∈ Op(Xsa) and assume
that U is R+-connected. Then the morphism ϕ defined by (2.6) is an iso-
morphism.
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Proof. (i) Assume that U ∈ Opc(Xsa) is R+-connected. Let F ∈ Mod(kX
sa,R+
),
then F = lim−→
i
ρR+∗Fi, with Fi ∈ Coh(Xsa,R+). We have the chain of isomor-
phisms
HomkXsa (kU , η
−1
sa lim−→
i
ρR+∗Fi) ≃ HomkXsa (kU , lim−→
i
ρ∗η
−1Fi)
≃ lim−→
i
HomkX (kU , η
−1Fi)
≃ lim−→
i
HomkX
R+
(kR+U , Fi)
≃ HomkX
sa,R+
(kR+U , lim−→
i
ρR+∗Fi),
where the first isomorphism follows since η−1sa ◦ ρR+∗ ≃ ρ∗ ◦ η
−1 by Lemma
2.2.4 and the third one follows from the equivalence between conic sheaves
on X and sheaves on XR+ . In the fourth isomorphism we used the fact that
R+U ∈ Opc(Xsa,R+).
(ii) Let U ∈ Op(Xsa) be R+-connected. Let {Vn}n∈N ∈ Cov(Xsa) be a
covering of X as in (2.5) (iv) and set Un = U ∩ Vn. We have
(2.7) Γ(U ; η−1sa F ) ≃ lim←−
n
Γ(Un; η
−1
sa F ) ≃ lim←−
n
Γ(R+Un;F ) ≃ Γ(R
+U ;F ).
✷
We can extend Lemma 2.2.4 to Mod(kX
R+
).
Lemma 2.3.2 Let F ∈ Mod(kX
R+
). Then η−1sa ρR+∗F ≃ ρ∗η
−1F.
Proof. Let F ∈ Mod(kX
R+
) and let U ∈ Opc(Xsa) be R+-connected. Then
Γ(U ; ρ∗η
−1F ) ≃ Γ(U ; η−1F ) ≃ Γ(R+U ;F ),
where the second isomorphism follows from Proposition 2.1.5. On the other
hand
Γ(U ; η−1sa ρR+∗F ) ≃ Γ(R
+U ; ρR+∗F ) ≃ Γ(R
+U ;F ),
where the second isomorphism follows from Proposition 2.3.1. Hence by (2.5)
(i) η−1sa ρR+∗F ≃ ρ∗η
−1F.
✷
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Let us consider the category ModR+(kXsa) of conic sheaves on Xsa. The
restriction of ηsa∗ induces a functor denoted by η˜sa∗ and we obtain a diagram
(2.8) ModR+(kXsa)

η˜sa∗ //Mod(kX
sa,R+
)
η−1sa
oo
Mod(kXsa)
ηsa∗
44jjjjjjjjjjjjjjj
Theorem 2.3.3 The functors η˜sa∗ and η
−1
sa in (2.8) are equivalences of ca-
tegories inverse to each others.
Proof. (i) Let F ∈ ModR+(kXsa), and let U ∈ Op
c(Xsa) be R+-connected.
We have
Γ(U ;F ) ≃ Γ(R+U ;F ) ≃ Γ(R+U ; η˜sa∗F ) ≃ Γ(U ; η
−1
sa η˜sa∗F ).
The third isomorphism follows from Proposition 2.3.1. Then (2.5) (i) implies
η−1sa η˜sa∗ ≃ id.
(ii) For any U ∈ Opc(Xsa,R+) we have:
Γ(U ; ηsa∗η
−1
sa F ) ≃ Γ(U ; η
−1
sa F ) ≃ Γ(U ;F )
where the second isomorphisms follows from Proposition 2.3.1. This implies
ηsa∗η
−1
sa ≃ id.
✷
Notations 2.3.4 Since η−1sa is fully faithful and exact we will often identify
Coh(Xsa,R+) with its image in ModR+(kXsa). Hence, for F ∈ Coh(Xsa,R+)
we shall often write F instead of η−1sa F .
Thanks to Theorem 2.2.5 we can give another description of the category
of conic sheaves.
Theorem 2.3.5 Let F ∈ ModR+(kXsa). Then there exists a small filtrant
system {Fi} in Coh(Xsa,R+) such that F ≃ lim−→
i
ρ∗η
−1Fi.
Remark 2.3.6 Let F ∈ Coh(Xsa,R+). The functor of inverse image com-
mutes with lim−→ and
µ−1ρ∗η
−1F ≃ ρ∗µ
−1η−1F ≃ ρ∗p
−1η−1F ≃ p−1ρ∗η
−1F.
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Hence F ∈ Coh(Xsa,R+) implies F ∈ Mod
µ(kXsa), where Mod
µ(kXsa) is the
category introduced in Remark 2.2.2. Since Modµ(kXsa) is stable by filtrant
lim−→ we have that F belongs to Mod
µ(kXsa). Hence ModR+(kXsa) is a full
subcategory of Modµ(kXsa) but ModR+(kXsa) 6≃ Mod
µ(kXsa) in general. We
have the chain of fully faithful functors
Coh(Xsa,R+) →֒ ModR+(kXsa) →֒ Mod
µ(kXsa).
2.4 Derived category
Assume (2.5). Injective and quasi-injective objects of Mod(kXsa) are not
contained in ModR+(ksa). For this reason we are going to introduce a sub-
category which is useful when we try to find acyclic resolutions.
Lemma 2.4.1 Assume that X satisfies (2.5). Then the following property
is satisfied:
(2.9)

each finite covering of an R+-connected U ∈ Opc(Xsa)
has a finite refinement {Vi}
n
i=1 such that each ordered
union
⋃j
i=1 Vi is R
+-connected for each j ∈ {1, . . . , n}.
Proof. Let U ∈ Opc(Xsa) be R+-connected. Then each finite covering of
U admits a finite refinement consisting of R+-connected open subanalytic
subsets. Let {Ui}ni=1 be a finite covering of U , Ui ∈ Op
c(Xsa) R
+-connected
for each i. We will construct a refinement satisfying (2.9).
For k = 1, . . . , n set Vk11 := Uk and Vk1i := Uσ(i) ∩ R
+(Uk ∩ Uσ(i)) for
i = 2, . . . , n and σ(i) = i − 1 if i ≤ k, σ(i) = i if i > k. Then set
Uk2 :=
⋃n
i=1 Vk1i and Vk2i := Uσ(i) ∩ R
+(Uk2 ∩ Uσ(i)). For j = 1, . . . , n
define recursively Ukj =
⋃j
ℓ=1
⋃n
i=1 Vkℓi and Vkji = Uσ(i) ∩ R
+(Ukj ∩ Uσ(i)).
Remark that
⋃j
p=1
⋃n
ℓ=1
⋃n
i=1 Vpℓi =
⋃j
p=1R
+Up∩U . By Lemma 2.4.2 below
all the sets Vkji are R+-connected and {Vkji}i,k,j is a refinement of {Ui}i
satisfying (2.9) (with the lexicographic order).
✷
Lemma 2.4.2 Assume that X satisfies (2.5) (iii). Let U, V,W be open and
R+-connected. Then U∪(V ∩R+(U∩V ))∪(W ∩R+(U∩W )) is R+-connected.
Proof. In what follows, when we write R+x we suppose that R+x ≃ R. If
R+x = x everything becomes obvious.
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(i) First remark that U ∩ V (resp. U ∩ W , V ∩ W ) is R+-connected.
Indeed, let x1 ∈ U ∩R+x, x2 ∈ V ∩R+x for some x ∈ X. Then x1 = µ(x, a),
x2 = µ(x, b). Every path in R+x connecting x1 and x2 contains µ(x, [a, b]).
Since U and V are R+-connected then U ∩ V ⊃ µ(x, [a, b]).
(ii) Now let us prove that U ∪ (V ∩ R+(U ∩ V )) is R+-connected. Let
x1, x2 ∈ U ∪ (V ∩ R
+(U ∩ V )) ∩ R+x for some x ∈ X. Then x1 = µ(x, a),
x2 = µ(x, b). We want to prove that µ(x, [a, b]) ⊂ U ∪ (V ∩ R+(U ∩ V )). If
x1, x2 ∈ U it follows since U is R+-connected and if x1, x2 ∈ V ∩R+(U ∩ V )
it follows from (i). So we may assume that x1 ∈ U and x2 ∈ V ∩R+(U ∩V ).
Since U is R+-connected and x2 ∈ R+x1, there exists y = µ(x, c) ∈ U ∩ V .
Then µ(x, [a, c]) ⊂ U . In the same way µ(x, [b, c]) ⊂ V ∩ R+(U ∩ V ) and
hence µ(x, [a, c] ∪ [b, c]) ⊂ U ∪ (V ∩ R+(U ∩ V )).
(iii) Let us show that U ∪ (V ∩ R+(U ∩ V )) ∪ (W ∩ R+(U ∩W )) is R+-
connected. Let x1, x2 ∈ U ∪ (V ∩ R+(U ∩ V )) ∪ (W ∩ R+(U ∩W )) ∩ R+x
for some x ∈ X. Then x1 = µ(x, a), x2 = µ(x, b). We want to prove
that µ(x, [a, b]) ⊂ U ∪ (V ∩ R+(U ∩ V )) ∪ (W ∩ R+(U ∩W )). By (i) and
(ii) we may reduce to the case x1 ∈ V , x2 ∈ W . As in (ii), there exist
y1 = µ(x, c) ∈ U ∩ V and y2 = µ(x, d) ∈ U ∩W . Then µ(x, [c, d]) ∈ U ,
µ(x, [a, c]) ⊂ V ∩ R+(U ∩ V ) and µ(x, [b, d]) ⊂ W ∩ R+(U ∩ W ). Hence
µ(x, [c, d]∪ [a, c]∪ [b, d]) ∈ U ∪ (V ∩R+(U ∩V ))∪ (W ∩R+(U ∩W )) and the
result follows.
✷
Definition 2.4.3 A sheaf F ∈ Mod(kXsa) is R
+-quasi-injective if for each
R+-connected U ∈ Opc(Xsa) the restriction morphism Γ(X;F ) → Γ(U ;F )
is surjective.
Remark that the functor η−1sa sends quasi-injective objects ofMod(kXsa,R+ )
to R+-quasi-injective objects since Γ(U ; η−1sa F ) ≃ Γ(R
+U ;F ) if U ∈ Opc(Xsa)
is R+-connected. Moreover the category of R+-injective objects is cogener-
ating since injective objects are cogenerating in Mod(kXsa).
Proposition 2.4.4 Let 0 → F ′ → F → F ′′ → 0 be an exact sequence in
Mod(kXsa) and assume that F
′ is R+-quasi-injective. Let U ∈ Opc(Xsa) be
R+-connected. Then the sequence
0→ Γ(U ;F ′)→ Γ(U ;F )→ Γ(U ;F ′′)→ 0
is exact.
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Proof. Let s′′ ∈ Γ(U ;F ′′), and let {Vi}ni=1 be a finite covering of U satisfy-
ing (2.9) and such that there exists si ∈ Γ(Vi;F ) whose image is s′′|Vi . For
n ≥ 2 on V1 ∩ V2 s1 − s2 defines a section of Γ(V1 ∩ V2;F ′) which extends
to s′ ∈ Γ(X;F ′). Replace s1 with s1 − s′. We may suppose that s1 = s2 on
V1 ∩ V2. Then there exists t ∈ Γ(V1 ∪ V2) such that t|Vi = si, i = 1, 2. Thus
the induction proceeds.
✷
Proposition 2.4.5 Let 0 → F ′ → F → F ′′ → 0 be an exact sequence in
Mod(kXsa) and assume that F
′ is R+-quasi-injective. Let U ∈ Op(Xsa) be
R+-connected. Then the sequence
0→ Γ(U ;F ′)→ Γ(U ;F )→ Γ(U ;F ′′)→ 0
is exact.
Proof. By (2.5) (iv) there exists a covering {Vn}n∈N of Xsa such that Vn is
R+-connected and Vn ⊂⊂ Vn+1 for each n. For each n the sequence
0→ Γ(U ∩ Vn;F
′)→ Γ(U ∩ Vn;F )→ Γ(U ∩ Vn;F
′′)→ 0
is exact and the morphism Γ(U ∩ Vn+1;F ′)→ Γ(U ∩ Vn;F ) is surjective for
each n since F ′ is R+-quasi-injective. Then by the Mittag-Leffler property
(see Proposition 1.12.3 of [11]) the sequence
0→ lim←−
n
Γ(U ∩ Vn;F
′)→ lim←−
n
Γ(U ∩ Vn;F )→ lim←−
n
Γ(U ∩ Vn;F
′′)→ 0
is exact. Since lim←−
n
Γ(U∩Vn;G) ≃ Γ(U ;G) for each G ∈ Mod(kXsa) the result
follows.
✷
Proposition 2.4.6 Let F ′, F be R+-quasi-injective and consider the exact
sequence 0 → F ′ → F → F ′′ → 0 in Mod(kXsa). Then F
′′ is R+-quasi-
injective.
Proof. Let U ∈ Opc(Xsa) be R+-connected and let us consider the diagram
below
Γ(X;F )
α

// Γ(X;F ′′)
γ

Γ(U ;F )
β // Γ(U ;F ′′).
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The morphism α is surjective since F is R+-quasi-injective and β is surjective
by Proposition 2.4.4. Then γ is surjective.
✷
It follows from the preceding results that
Proposition 2.4.7 R+-quasi-injective objects are injective with respect to
the functor Γ(U ; ·), with U ∈ Op(Xsa) and R
+-connected.
Corollary 2.4.8 R+-quasi-injective objects are ηsa∗-injective.
Proof. Let 0→ F ′ → F → F ′′ → 0 be an exact sequence in ModR+(kXsa)
and assume that F ′ is R+-quasi-injective. By Proposition 2.4.7 the sequence
0→ Γ(U ;F ′)→ Γ(U ;F )→ Γ(U ;F ′′)→ 0
for any U ∈ Op(Xsa,R+). This implies that the sequence
0→ ηsa∗F
′ → ηsa∗F → ηsa∗F
′′ → 0
is exact.
✷
Theorem 2.4.9 The categories Db(kX
sa,R+
) and Db
R+
(kXsa) are equivalent.
Proof. In order to prove this statement, it is enough to show that η−1sa is
fully faithful. Let F ∈ Db(kX
sa,R+
) and let F ′ be an injective complex quasi-
isomorphic to F . Since η−1sa sends injective objects to R
+-quasi-injective
objects which are ηsa∗-injective we have Rηsa∗η−1sa F ≃ ηsa∗η
−1
sa F
′ ≃ F ′ ≃ F .
This implies Rηsa∗η−1sa ≃ id, hence η
−1
sa is fully faithful.
✷
Hence for each F ∈ Db
R+
(kXsa) we have F ≃ η
−1
sa F
′ with F ′ ∈ Db(kX
sa,R+
).
Proposition 2.4.10 Let F ∈ Db(kX
sa,R+
) and let U ∈ Op(Xsa) be R
+-
connected. There is an isomorphism RΓ(R+U ;F )
∼
→ RΓ(U ; η−1sa F ).
Proof. Let F ′ be a complex of injective objects quasi-isomorphic to F .
Since η−1sa sends injective objects to R
+-quasi-injective objects we have
RΓ(R+U ;F ) ≃ Γ(R+U ;F ′)
∼
→ Γ(U ; η−1sa F
′)
≃ RΓ(U ; η−1sa F ),
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where the second isomorphism follows from Proposition 2.3.1.
✷
We extend Lemma 2.3.2 to Db(kX
R+
).
Lemma 2.4.11 Let F ∈ Db(kX
R+
). Then η−1sa RρR+∗F ≃ Rρ∗η
−1F.
Proof. (i) Let F ∈ Mod(kX
R+
) be injective. Then for each R+-connected
U ∈ Opc(Xsa) RΓ(U ;Rρ∗η
−1F ) ≃ RΓ(U ; η−1F ) ≃ RΓ(R+U ;F ) is concen-
trated in degree zero. Hence η−1F is Rρ∗-acyclic by (2.5) (i).
(ii) Let F ∈ Db
R+
(kX) and let F ′ be a complex of injective objects quasi-
isomorphic to F . Then η−1sa RρR+∗F ≃ η
−1
sa ρR+∗F
′ ≃ ρ∗η
−1F ′ ≃ Rρ∗η
−1F,
where the second isomorphism follows from Lemma 2.3.2 and the third one
follows from (i).
✷
2.5 Operations
Let X be a real analytic manifold endowed with an analytic action of R+.
In this section we study the operations in the category of conic sheaves on
Xsa.
Proposition 2.5.1 Let F ∈ModR+(kX) and let G ∈ ModR+(kXsa).
(i) we have ρ∗F ∈ModR+(kXsa),
(ii) we have ρ−1G ∈ ModR+(kX).
Proof. (i) Let U ∈ Opc(Xsa) be R+-connected. We have the chain of
isomorphisms
Γ(U ; ρ∗F ) ≃ Γ(U ;F ) ≃ Γ(R
+U ;F ) ≃ Γ(R+U ; ρ∗F ).
(ii) We have G = lim−→
j
ρ∗Gj , with Gj ∈ Coh(Xsa,R+). Then
ρ−1lim−→
j
ρ∗Gj ≃ lim−→
j
ρ−1ρ∗Gj ≃ lim−→
j
Gj
and lim−→
j
Gj belongs to ModR+(kX).
✷
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Proposition 2.5.2 Let F,G ∈ ModR+(kXsa). Then
(i) we have F ⊗G ∈ ModR+(kXsa),
(ii) we have Hom(F,G) ∈ ModR+(kXsa).
Proof. We have F = lim−→
i
ρ∗Fi and G = lim−→
j
ρ∗Gj , with Fi, Gj ∈ Coh(Xsa,R+).
(i) we have F ⊗G ≃ lim−→
i,j
ρ∗(Fi ⊗Gj) and Fi ⊗Gj belongs to Coh(Xsa,R+)
for each i, j.
(ii) we haveHom(F,G) ≃ lim←−
i
lim−→
j
ρ∗Hom(Fi, Gj) andHom(Fi, Gj) is conic
for each i, j.
✷
Let f : X → Y be a conic morphism of real analytic manifolds.
Proposition 2.5.3 Let F ∈ModR+(kXsa) and let G ∈ ModR+(kYsa).
(i) we have f∗F ∈ ModR+(kYsa),
(ii) we have f−1G ∈ ModR+(kXsa).
Proof. (i) Let U ∈ Opc(Ysa) be R+-connected. Since f commutes with
the action of R+, the set f−1(U) is R+ connected. We have the chain of
isomorphisms
Γ(f−1(U);F ) ≃ Γ(R+f−1(U);F ) ≃ Γ(f−1(R+U);F ).
Hence Γ(U ; f∗F ) ≃ Γ(R+U ; f∗F ).
(ii) We have G = lim−→
j
ρ∗Gj , with Gj ∈ Coh(Ysa,R+). Then
f−1lim−→
j
ρ∗Gj ≃ lim−→
j
f−1ρ∗Gj ≃ lim−→
j
ρ∗f
−1Gj
and f−1Gj is conic for each j.
✷
Now let us consider the operations in the derived category of conic sub-
analytic sheaves.
Proposition 2.5.4 Let F ∈ Coh(Xsa,R+) and let G ∈ D
b
R+
(kXsa). Then
RHom(F,G) ∈ Db
R+
(kXsa).
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Proof. We may reduce to the case G ∈ ModR+(kXsa). Then G = lim−→
j
ρ∗Gj ,
with Gj ∈ Coh(Xsa,R+). Then by Proposition 2.2.2 of [23]
RkHom(F,G) ≃ lim−→
i
ρ∗R
kHom(F,Gj)
for each k ∈ Z and the result follows since RkHom(F,Gj) is conic for each
k ∈ Z and for each j.
✷
Proposition 2.5.5 Let F ∈ Db
R+
(kXsa). Then Rf∗F ∈ D
b
R+
(kYsa).
Proof. Remark that the functor η−1sa sends injective sheaves to f∗-acycic
sheaves. This is a consequence of the fact that η−1sa sends injective sheaves
to Γ(U ; ·)-acyclic sheaves for each R+-connected U ∈ Op(Xsa). There ex-
ists F ′ ∈ Db(kX
sa,R+
) such that F ≃ η−1sa F
′. Let I• be a bounded injective
resolution of F ′. Then η−1sa I
j is conic and f∗-acyclic for each j. We have
Rf∗F ≃ f∗η
−1
sa I
• and f∗η−1sa I
j is conic for each j.
✷
Proposition 2.5.6 Let G ∈ Db
R+
(kYsa). Then f
!G ∈ Db
R+
(kXsa).
Proof. We may reduce to the case G ∈ ModR+(kYsa). Then G = lim−→
j
ρ∗Gj ,
with Gj ∈ Coh(Ysa,R+). By Proposition 2.4.5 of [23] we have H
kf !G ≃
lim−→
i
ρ∗H
kf !Gj for each k ∈ Z and the result follows since Hkf !Gj is conic for
each k ∈ Z and for each j.
✷
Remark 2.5.7 The functor f!! : Mod(kXsa) → Mod(kYsa) does not send
conic sheaves to conic sheaves in general. In fact, let p : R3 → R2 be the
projection. It is a conic map with respect to the natural action of R+ on R3
and R2. Set
U = {(x, y) ∈ R2; (x− 1)2 + y2 < 1},
Bn = {(x, y) ∈ R
2; x2 + y2 < n},
B+n = Bn ∩ (R
+ × R),
S = R+(∂U × {1}).
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Let us consider the conic sheaf kS. By definition of proper direct image we
have Γ(U ; p!!F ) = lim−→
K
Γ(p−1(U); ΓKF ), where K ranges through the family
of subanalytic compact subsets of R3. Since U is bounded we have
Γ(U ; p!!kS) ≃ lim−→
K
Γ(U × R; ΓKkS) ≃ lim−→
m
Γ(U × R; ΓR2×[−m,m]kS) ≃ k,
where m ∈ N. On the other hand we have
Γ(R+U ; p!!kS) ≃ lim←−
n
Γ(B+n ; p!!kS) ≃ lim←−
n
lim−→
m
Γ(B+n × R; ΓR2×[−m,m]kS) = 0,
where m,n ∈ N, since Γ(B+n × R; ΓR2×[−m,m]kS) = 0 for each m,n.
Hence we shall need a new definition of proper direct image for conic
sheaves.
Definition 2.5.8 We define functor fR+!! of proper direct image for conic
sheaves in the following way
fR+!! : ModR+(kXsa) → ModR+(kYsa)
lim−→
i
ρ∗Fi 7→ lim−→
i
ρ∗f!Fi,
where Fi ∈ Coh(Xsa,R+).
Note that if F ∈ Coh(Xsa,R+) then fR+!!ρ∗F ≃ ρ∗f!F 6≃ f!!ρ∗F . Moreover
this definition is compatible with the classical one. In fact fR+!! commutes
with ρ−1 and we have the following commutative diagram
ModR+(kX)
ρ∗

f! //ModR+(kY )
ModR+(kXsa)
f
R+!! // ModR+(kYsa).
ρ−1
OO
Remark 2.5.9 With the notation of Remark 2.5.7, we have
Γ(R+U ; pR+!!kS) ≃ Γ(U ; pR+!!kS) ≃ k.
In fact the restriction of p to S ∩ {(x, y, z) ∈ R3; x > 0} is proper.
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Let us see an explicit formula for the sections of fR+!!. Let U ∈ Op
c(Xsa,R+)
and let F = lim−→
i
ρ∗Fi with Fi ∈ Coh(Xsa,R+). We have the chain of isomor-
phisms
Γ(U ; lim−→
i
ρ∗f!Fi) ≃ lim−→
i
Γ(U ; f!Fi)
≃ lim−→
i,Z,K
Γ(f−1(U); ΓZ∩KFi)
≃ lim−→
i,Z′,K
Γ(f−1(U); ΓZ′∩KFi)
≃ lim−→
Z′,K
Γ(f−1(U); ΓZ′∩K lim−→
i
ρ∗Fi).
Here Z ranges into the family of closed subanalytic subsets of f−1(U) such
that f : Z → U is proper, Z ′ ranges through the family of closed conic sub-
analytic subsets of f−1(U) such that f−1(y)∩R+x = {point} for any y ∈ Y ,
x ∈ X, and K ⊂⊂ XR+ are conic and closed. The first isomorphism follows
since U ∈ Opc(Xsa,R+), the third since Fi is conic for each i and the last one
since f−1(U) ∩K ⊂⊂ XR+ .
It is easy to prove that projection formula and base change formula for
conic sheaves are satisfied. Moreover, R+-quasi-injective objects are acyclic
with respect to the functor fR+!!, since they are Hom(G, ·)-injective for each
G ∈ Coh(Xsa,R+).
In order to find a right adjoint to RfR+!! we follow the method used to find
a right adjoint to the functor proper direct image for subanalytic sheaves. We
shall skip the details of the proof (which are an adaptation of the results of
[23]). The subcategory JX
sa,R+
of R+-quasi-injective objects and the functor
fR+!! have the following properties:
(i) JX
sa,R+
is cogenerating,
(ii) Mod(kX
sa,R+
) has finite quasi-injective dimension,
(iii) JX
sa,R+
is fR+!!-injective,
(iv) JX
sa,R+
is closed by small ⊕,
(v) fR+!! commutes with small ⊕.
As a consequence of the Brown representability theorem (see [12], Corollary
14.3.7 for details) we find a right adjoint to the functor RfR+!!, denoted by
f !
R+
. By adjunction f !
R+
commutes with Rρ∗ and as in [23] one can prove that
Hkf !
R+
commutes with filtrant lim−→. Hence f
!
R+
coincides with the restriction
of f ! to Db
R+
(kYsa).
3 Fourier-Sato transform for subanalytic sheaves.
In this section we construct the Fourier-Sato transform for subanalytic sheaves.
Reference are made to [11] for the classical Fourier-Sato transform.
3.1 Conic sheaves on vector bundles
Let E
τ
→ Z be a real vector bundle, with dimension n over a real analytic
manifold Z. Then R+ acts naturally on E by multiplication on the fibers.
We identify Z with the zero-section of E and denote by i : Z →֒ E the
embedding. We set E˙ = E \ Z and
.
τ : E˙ → Z denotes the projection.
Lemma 3.1.1 The category Op(Esa) satisfies (2.5).
Proof. Let us prove (2.5) (i). Let {Vi}i∈N be a locally finite covering of
Z with Vi ∈ Opc(Zsa) such that τ−1(Vi) ≃ Rm × Rn and let {Ui} be a
refinement of {Vi} with Ui ∈ Opc(Zsa) and Ui ⊂ Vi for each i. Then U is
covered by a finite number of τ−1(Ui) and U ∩ τ−1(Ui) is relatively compact
in τ−1(Vi) for each i. We may reduce to the case E ≃ Rm × Rn. Let us
consider the morphism of manifolds
ϕ : Rm × Sn−1 × R → Rm × Rn
(z, ϑ, r) 7→ (z, ri(ϑ)),
where i : Sn−1 →֒ Rn denotes the embedding. Then ϕ is proper and
subanalytic. The subset ϕ−1(U) is subanalytic and relatively compact in
Rm × Sn−1 ×R.
(a) By Lemma A.1.11 ϕ−1(U \Z) admits a finite cover {Wj}j∈J such that
the intersections of eachWj with the fibers of π : Rm×Sn−1×R→ Rm×Sn−1
are contractible or empty. Then ϕ(Wj) is an open subanalytic relatively
compact R+-connected subset of Rm ×Rn for each j. In this way we obtain
a finite covering of U\Z consisting of R+-connected subanalytic open subsets.
(b) Let p ∈ π(ϕ−1(U∩Z)). Then π−1(p)∩U is a disjoint union of intervals.
Let us consider the interval (m(p),M(p)), m(p) < M(p) ∈ R containing 0.
Set WZ = {(p, r) ∈ U ; m(p) < r < M(p)}. The set WZ is open subanalytic
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(it is a consequence of Proposition 1.2, Chapter 6 of [31]), contains ϕ−1(U∩Z)
and its intersections with the fibers of π are contractible. Then ϕ(WZ) is an
open R+-connected subanalytic neighborhood of U ∩ Z and it is contained
in U .
By (a) there exists a finite covering {ϕ(Wj)}j∈J of U \ Z consisting of
R+-connected subanalytic open subsets, and ϕ(WZ) ∪
⋃
j∈J ϕ(Wj) = U .
By Proposition 8.3.8 of [11] the category Op(Esa) also satisfies (2.5) (ii).
Moreover (2.5) (iii) and (iv) are clearly satisfied.
✷
Now let us consider E endowed with the conic topology. In this situation,
an object U ∈ Op(ER+) is the union of U˙ ∈ Op(E˙R+) and UZ ∈ Op(Z) such
that
.
τ
−1
(UZ) ⊂ U˙ . If U, V ∈ Op(ER+), then U ⊂⊂ V if UZ ⊂⊂ VZ in
Z and U˙ ⊂⊂ V˙ in E˙R+ (this means that π(U˙) ⊂⊂ π(V˙ ) in E˙/R
+, where
π : E˙ → E˙/R+ denotes the projection).
Applying Theorem 2.4.9 we have the following
Theorem 3.1.2 The categories Db
R+
(kEsa) and D
b(kE
sa,R+
) are equivalent.
Consider the subcategory ModcbR-c,R+(kE) of ModR-c,R+(kE) consisting of
sheaves whose support is compact on the base (i.e. τ(supp(F )) is compact
in Z).
Let us consider the natural map η : E → ER+ . The restriction of η
−1 to
Coh(Esa,R+) gives rise to a functor
(3.1) η−1 : Coh(Esa,R+)→ Mod
cb
R-c,R+(kE)
Since the functor η−1 is fully faithful and exact, we identify Coh(Esa,R+)
as a subcategory of ModcbR-c,R+(kE).
Theorem 3.1.3 The functor η−1 in (3.1) is an equivalence of categories.
Proof. (i) Let F ∈ ModcbR-c,R+(kE). Let us show that F is Esa,R+-finite.
We may reduce to the case E ≃ Rm × Rn and Z ≃ Rm × {0}. It is well
known that if X is a real analytic manifold and G ∈ ModcR-c(kX), then
G is quasi-isomorphic to a bounded complex of finite sums ⊕WkW , where
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W ∈ Opcsa(X).
Let us consider the diagram Z
i
→֒ E
τ
→ Z, where i is the embedding. We
have τ∗F ∈ Mod
c
R-c(kZ). We have an exact sequence
(3.2) ⊕i∈I kτ−1(Vi) → τ
−1τ∗F → 0,
where I is finite and Vi ∈ Opcsa(Z).
Now let us consider the diagram S
j
→֒ E˙
π
→ S, where S = E˙/R+ ≃
Rm × Sn−1 and π is the projection. We have j−1F |
E˙
∈ ModcR-c(kS). Since
F |
E˙
is conic π−1j−1F |
E˙
≃ F |
E˙
. We have an exact sequence
(3.3) ⊕j kπ−1(Uj) → FE˙
→ 0.
where J is finite and Uj ∈ Opcsa(S).
It is easy to check that the morphism τ−1τ∗F⊕F
E˙
→ F is an epimorphism
and we obtain the result by (3.2) and (3.3).
(ii) Let us show that F is Esa,R+-pseudo-coherent. Let G = ⊕i∈IkWi , with
I finite and Wi ∈ Opc(Esa,R+), and consider a morphism ψ : G→ F . Since
F and G are R-constructible and conic, then kerψ belongs toModR-c,R+(kE),
and its support is still compact on the base.
✷
As a consequence of Theorems 2.3.5 and 3.1.3 one has the following
Theorem 3.1.4 Let F ∈ ModR+(kEsa). Then there exists a small filtrant
system {Fi} in Mod
cb
R-c,R+(kE) such that F ≃ lim−→
i
ρ∗Fi.
We end this section with the following result, which will be useful in § 3.2.
Lemma 3.1.5 Let F ∈ Db
R+
(kEsa). Then:
(i) Rτ∗F ≃ i−1F .
(ii) Rτ!!F ≃ i
!F .
Proof. (i) The adjunction morphism defines Rτ∗F ≃ i−1τ−1Rτ∗F → i−1F .
Let V ∈ Opc(Zsa). Then
lim−→
U⊃V
RkΓ(U ;F ) ≃ lim−→
U⊃V
τ(U)=V
RkΓ(U ;F ) ≃ RkΓ(τ−1(V );F ) ≃ RkΓ(V ;Rτ∗F ),
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where U ∈ Op(Xsa) and R+-connected. The second isomorphism follows
from Corollary 2.4.10.
(ii) The adjunction morphism defines i!F → i!τ !Rτ!!F ≃ Rτ!!F . Let
V ∈ Opc(Zsa), and let K be a compact subanalytic R+-connected neigh-
borhood of V in E. Then τ−1(V ) \K is R+-connected and subanalytic, and
R+(τ−1(V )\K) = τ−1(V )\Z. By Corollary 2.4.10 we have the isomorphism
RΓ(τ−1(V ); RΓZF ) ≃ RΓ(τ
−1(V ); RΓKF ).
It follows from the definition of Rτ!! that for any k ∈ Z and V ∈ Op
c(Zsa)
we have RkΓ(V ;Rτ!!F ) ≃ lim−→
K
RkΓ(τ−1(V ); RΓKF ), where K ranges through
the family of compact subanalytic R+-connected neighborhoods of V in E.
On the other hand for any k ∈ Z we have RkΓ(V ; i!F ) ≃ RkHom(i∗kV , F ) ≃
RkHom(i∗i
−1τ−1kV , F ) ≃ R
kΓ(τ−1(V ),RΓZF ) and the result follows.
✷
3.2 Fourier-Sato transformation
Let E
τ
→ Z be a real vector bundle, with dimension n over a real analytic
manifold Z and E∗
π
→ Z its dual. We identify Z as the zero-section of E
and denote i : Z →֒ E the embedding, we define similarly i : Z →֒ E∗. We
denote by p1 and p2 the projections from E ×Z E∗:
E ×
Z
E∗
p1
wwppp
pp
pp
pp
pp
pp p2
''OO
OO
OO
OO
OO
OO
O
E
τ
((PP
PP
PP
PP
PP
PP
PP
P E∗
π
vvmmm
mm
mm
mm
mm
mm
mm
Z
We set
P := {(x, y) ∈ E ×
Z
E∗; 〈x, y〉 ≥ 0}
P ′ := {(x, y) ∈ E ×
Z
E∗; 〈x, y〉 ≤ 0}
29
and we define the functors
ΨP ′ = Rp1∗ ◦RΓP ′ ◦ p
!
2 : D
b
R+
(kE∗sa)→ D
b
R+
(kEsa)
ΦP ′ = Rp2!! ◦ (·)P ′ ◦ p
−1
1 : D
b
R+
(kEsa)→ D
b
R+
(kE∗sa)
ΨP = Rp2∗ ◦ RΓP ◦ p
−1
1 : D
b
R+
(kEsa)→ D
b
R+
(kE∗sa)
ΦP = Rp1!! ◦ (·)P ◦ p
!
2 : D
b
R+
(kE∗sa)→ D
b
R+
(kEsa)
Remark 3.2.1 These functors are well defined, more generally they send
subanalytic sheaves to conic subanalytic sheaves.
Lemma 3.2.2 Let F ∈ Db
R+
(kEsa). Then supp((RΓP (p
−1
1 F ))P ′) is con-
tained in Z ×Z E
∗.
Proof. We may reduce to the case F ∈ ModR+(kEsa). Then F = lim−→
i
ρ∗Fi,
with Fi ∈ Mod
cb
R-c,R+(kE). We have
Hk(RΓP (p
−1
1 lim−→
i
ρ∗Fi)P ′) ≃ lim−→
i
Hk(RΓP (p
−1
1 ρ∗Fi)P ′)
≃ lim−→
i
ρ∗H
k(RΓP (p
−1
1 Fi)P ′)
≃ lim−→
i
ρ∗(H
k(RΓP (p
−1
1 Fi)P ′))Z×ZE∗ ,
where the last isomorphism follows from Lemma 3.7.6 of [11].
✷
Lemma 3.2.3 Let A and B be two closed subanalytic subsets of E such that
A ∪B = E, and let F ∈ Db(kEsa). Then RΓA(FB) ≃ (RΓAF )B.
Proof. We have a natural arrow (ΓAF )B → ΓA(FB), and R(ΓAF )B ≃
(RΓAF )B since (·)B is exact. Then we obtain a morphism (RΓAF )B →
RΓA(FB). It is enough to prove that for any k ∈ Z and for any F ∈
Mod(kEsa) we have (R
kΓAF )B
∼
→ RkΓA(FB). Since both sides commute
with filtrant lim−→, we may assume F ∈ Mod
c
R-c(kE). Then the result follows
from the corresponding one for classical sheaves.
✷
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Proposition 3.2.4 The two functors ΦP ′,ΨP : D
b
R+
(kEsa) → D
b
R+
(kE∗sa)
are isomorphic.
Proof. We have the chain of isomorphisms:
ΦP ′F = Rp2!!(p
−1
1 F )P ′
≃ Rp2!!RΓP ((p
−1
1 F )P ′)
≃ Rp2!!(RΓP (p
−1
1 F ))P ′
≃ Rp2∗(RΓP (p
−1
1 F ))P ′
≃ Rp2∗RΓP (p
−1
1 F ).
The first isomorphism follows from Lemma 3.1.5 (ii), the second one from
Lemma 3.2.3, the third one from Lemma 3.2.2 and the last one from Lemma
3.1.5 (i).
✷
Definition 3.2.5 Let F ∈ Db
R+
(kEsa).
(i) The Fourier-Sato transform is the functor
(·)∧ : DbR+(kEsa)→ D
b
R+(kE∗sa)
F∧ = ΦP ′F ≃ ΨPF.
(ii) The inverse Fourier-Sato transform is the functor
(·)∨ : DbR+(kE∗sa)→ D
b
R+(kEsa)
F∨ = ΨP ′F ≃ ΦPF.
It follows from definition that the functors ∧ and ∨ commute with Rρ∗
and ρ−1. We have quasi-commutative diagrams
Db
R+
(kE)
Rρ∗

∧ // Db
R+
(kE∗)
∨
oo
Rρ∗

Db
R+
(kEsa)
∧ // Db
R+
(kE∗sa)∨
oo
Db
R+
(kE)
∧ // Db
R+
(kE∗)
∨
oo
Db
R+
(kEsa)
∧ //
ρ−1
OO
Db
R+
(kE∗sa).∨
oo
ρ−1
OO
This implies that these functors are the extension to conic subanalytic
sheaves of the classical Fourier-Sato and inverse Fourier-Sato transforms.
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Theorem 3.2.6 The functors ∧ and ∨ are equivalence of categories, inverse
to each others. In particular we have
HomDb
R+
(kEsa )
(F,G) ≃ HomDb
R+
(kE∗sa )
(F∧, G∧).
Proof. Let F ∈ Db
R+
(kEsa). The functors
∧ and ∨ are adjoint functors, then
we have a morphism F → F∧∨. To show that it induces an isomorphism it is
enough to check that RΓ(U ;F )→ RΓ(U ;F∧∨) is an isomorphism on a basis
for the topology of Esa. Hence we may assume that U is R+-connected. By
Proposition 2.4.10 we may suppose that U is an open subanalytic cone of E.
we have the chain of isomorphisms:
RHom(kU , F
∧∨) = RHom(kU ,ΨP ′ΦP ′F )
≃ RHom(ΦP ′kU ,ΦP ′F )
≃ RHom(ΦP ′kU ,ΨPF )
≃ RHom(ΦPΦP ′kU , F )
≃ RHom(kU , F ),
where the last isomorphism follows from Theorem 3.7.9 of [11] and from the
fact that the functors ∧ and ∨ commute with Rρ∗. Similarly we can show
that for G ∈ Db
R+
(kE∗sa) we have an isomorphism G
∨∧ ∼→ G.
✷
Remark 3.2.7 We have seen that the functors ∨ and ∧ commute with ρ∗
and ρ−1. They do not commute with ρ! in general since it does not send
conic sheaves to conic sheaves. We have the following commutative diagram
Db
R+
(kE)
ρ
R+!

∧ // Db
R+
(kE∗)
∨
oo
ρ
R+!

Db
R+
(kEsa)
∧ // Db
R+
(kE∗sa)∨
oo
Let us study some functorial properties of the Fourier-Sato transform. Let
Z ′ be another real analytic manifold and let f : Z ′ → Z be a real analytic
map. Set E′ = Z ′ ×Z E and denote by fτ (resp. fπ) the map from E′ to E
(resp. from E′∗ to E∗).
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Proposition 3.2.8 Let F ∈ Db
R+
(kE′sa). Then:
(Rfτ∗F )
∧ ≃ Rfπ∗(F
∧)
(RfτR+!!F )
∧ ≃ RfπR+!!(F
∧).
Let G ∈ Db
R+
(kEsa). Then:
(f !τG)
∧ ≃ f !π(G
∧)
(f−1τ G)
∧ ≃ f−1π (G
∧).
Proof. The result follows adapting Proposition 3.7.13 of [11].
✷
Let Ei, i = 1, 2 be two real vector bundles over Z, f : E1 → E2 a morphism
of vector bundles. Set tf : E∗2 → E
∗
1 the dual morphism.
Proposition 3.2.9 (i) Let F ∈ Db
R+
(kE1sa). Then:
tf !(F∨) ≃ (Rf∗F )
∨
tf !(F∧) ≃ (Rf∗F )
∧ ⊗ tf !kE∗1
tf−1(F∧) ≃ (RfR+!!F )
∧
tf−1(F∨) ≃ (RfR+!!F )
∨ ⊗ tf !kE∗1 .
(ii) Let G ∈ Db
R+
(kE2sa). Then:
(f !G)∧ ≃ (R tf∗G
∧)
(f !kE2 ⊗ f
!G)∨ ≃ (R tf∗G
∨)
(f−1G)∨ ≃ R tfR+!!G
∨
(f !kE2 ⊗ f
−1G)∧ ≃ R tfR+!!G
∧.
Proof. The result follows adapting Proposition 3.7.14 of [11].
✷
Let Ei, i = 1, 2 be two vector bundles over a real analytic manifold Z.
We set for short E = E1 ×Z E2 and E∗ = E∗1 ×Z E
∗
2 . We denote by ∧ the
Fourier-Sato transform on Ei, i = 1, 2 and E.
Proposition 3.2.10 Let Fi ∈ D
b
R+
(kEisa), i = 1, 2. There is an isomor-
phism
F∧1 ⊠
Z
F∧2 ≃
(
F1 ⊠
Z
F2
)∧
.
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Proof. Let pji and pi the i-th projection defined on Ej ×Z E
∗
j , j = 1, 2 and
E × E∗ respectively. Let P ′j = {〈xj , yj〉 ≤ 0} ⊂ Ej ×Z E
∗
j , j = 1, 2 and
P ′ = {〈(x1, x2), (y1, y2)〉 ≤ 0} ⊂ E ×Z E
∗. The Künneth formula gives rise
to the isomorphisms:
F∧1 ⊠
Z
F∧2 ≃ Rp2!!
(
p1−11 F1 ⊠
Z
p2−11 F2
)
P ′1×ZP
′
2
,(
F1 ⊠
Z
F2
)∧
≃ Rp2!!
(
p1−11 F1 ⊠
Z
p2−11 F2
)
P ′
.
It is enough to show that for any sheaf F ∈ D+(k(E×ZE∗)sa) conic with
respect to the actions of R+ on Ej and E∗j , j = 1, 2, the morphism Rp2!!FP ′ →
Rp2!!FP ′1×ZP ′2 induces an isomorphism R
kp2!!FP ′
∼
→ Rkp2!!FP ′1×ZP ′2 for any
k ∈ Z. We may reduce to the case F concentrated in degree zero. Then
as in § 2.3 one can show that F = lim−→
i
ρ∗Fi, with Fi conic with respect to
the actions of R+ on Ej and E∗j , j = 1, 2, R-constructible and with compact
support on the base for each i. We have the chain of isomorphisms
Rkp2!!(lim−→
i
ρ∗Fi)P ′ ≃ lim−→
i
ρ∗R
kp2!(Fi)P ′
≃ lim−→
i
ρ∗R
kp2!(Fi)P ′1×ZP ′2
≃ Rkp2!!(lim−→
i
ρ∗Fi)P ′1×ZP ′2 .
Rkp2!! commutes with ρ∗ by Lemma 3.1.5 and the second isomorphism fol-
lows from Proposition 3.7.15 of [11]. ✷
4 Specialization of subanalytic sheaves
In this section we define specialization for subanalytic sheaves. We refer to
[11] for the classical theory of specialization.
4.1 Review on normal deformation
Let X be a real n-dimensional analytic manifold and let M be a closed sub-
manifold of codimension ℓ. As usual we denote by TMX
τ
→ M the normal
bundle.
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We follow the notations of [11]. We consider the normal deformation of
X, i.e. an analytic manifold X˜M , an application (p, t) : X˜M → X × R, and
an action of R \ {0} on X˜M (x˜, r) 7→ x˜ · r satisfying
p−1(X \M) isomorphic to (X \M)× (R \ {0}),
t−1(c) isomorphic to X for each c 6= 0,
t−1(0) isomorphic to TMX.
Let s : TMX →֒ X˜M be the inclusion, Ω the open subset of X˜M defined by
{t > 0}, iΩ : Ω →֒ X˜M and p˜ = p ◦ iΩ. We get a commutative diagram
TMX
s //
τ

X˜M
p

Ω
iΩoo
p˜~~}}
}
}
}
}
}
}
M
iM // X.
The morphism p˜ is smooth and Ω is homeomorphic to X×R+ by the map
(p˜, t).
Definition 4.1.1 Let S be a subset of X. The normal cone to S along M ,
denoted by CM(S), is the closed conic subset of TMX defined by
CM (S) = TMX ∩ p˜−1(S).
Let us recall the following result of [11].
Lemma 4.1.2 Let V be a conic open subset of TMX.
(i) Let W be an open neighborhood of V in X˜M and let U = p˜(W ∩ Ω).
Then V ∩ CM (X \ U) = ∅.
(ii) Let U be an open subset of X such that V ∩ CM (X \ U) = ∅. Then
p˜(U) ∪ V is an open neighborhood of V in Ω ∪ TMX.
Lemma 4.1.3 Let V ∈ Op(TMXsa) be conic. Each subanalytic neighbor-
hood W of V in X˜M contains a subanalytic neighborhood W˜ satisfying
(4.1)
{
(i) the fibers of the map p˜ : W˜ ∩ Ω→ X are connected,
(ii) p˜(W˜ ∩ Ω) is subanalytic in X.
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Proof. (a) Let W ∈ Op(X˜Msa) be a neighborhood of V . Up to shrink
W we may suppose V = W ∩ TMX. Set X ′ = X˜M \ (M × R), S = X ′/R+.
Then α : X ′ → S is an R+-bundle and ϕ : S → X is proper. Consider a con-
tinuous subanalytic section of TMX → TMX/R+, extend it to a continuous
subanalytic section σ of X ′ → S and set
W ′ =
⋃
x∈α(W )
W ′x,
where W ′x denotes the connected component of α
−1(x)∩W containing σ(x).
By construction, the fibers of W ′ → S are connected and W ′ is an open
neighborhood of V \M . Let
W ′′ =
⋃
x∈M∩W
W ′′x ,
where W ′′x denotes the connected component of ({x} × R) ∩W intersecting
M . Up to shrink W ′′, W˜ =W ′ ∪W ′′ ∪ (W \Ω) is an open neighborhood of
V and satisfies (i).
(b) Let us see that W˜ is subanalytic and satisfies (ii). We may reduce to
the case X = Rn, M = {0} × Rn−ℓ ⊂ X, X˜M = Rn+1, TMX = Rn × {0} ⊂
X˜M , Ω = Rn × R+ ⊂ X˜M . So that (x′, x′′, t) · c 7→ (cx′, x′′, c−1t) is the
action of R+ on X˜M and p˜ : Ω → X is the map (x′, x′′, t) 7→ (tx′, x′′). In
this situation X ′ = Rn+1 \ (M × R) ≃ Sℓ−1 × R+ × Rn−ℓ × R. Moreover
X ′/R+ ≃ Sℓ−1 × Rn−ℓ × R, indeed
X ′ = S × R+ = {(ci(ϑ), x′′, sc−1), (ϑ, x′′, s) ∈ S, c ∈ R+},
where i : Sn−1 →֒ Rn denotes the embedding. The section σ : S
∼
→ S×{1} ⊂
X ′ is a globally subanalytic subset of X ′. Let us consider the globally
subanalytic (even semialgebraic) homeomorphism ψ : Ω → Ω defined by
ψ(x′, x′′, t) = (tx′, x′′, t−1). Then π ◦ ψ = p˜, where π : Rn × R+ → Rn is
the projection. The set ψ(W ∩ Ω) is still subanalytic. Let p ∈ Rn. Then
π−1(p)∩ψ(W ∩X ′∩Ω) is a disjoint union of intervals. Let us consider the in-
terval (m(p),M(p)), m(p) < M(p) ∈ R∪{±∞} intersecting ψ(σ∩Ω). Then
ψ(W ′) = {(p, r) ∈ ψ(W ∩X ′∩Ω); m(p) < r < M(p)}. The set ψ(W ′∩Ω) is
open subanalytic (it is a consequence of Proposition 1.2, Chapter 6 of [31]).
Moreover, up to shrink W we may suppose that p˜(W ′ ∩Ω) = p˜(σ ∩W ∩Ω)
which is subanalytic. Indeed, since we are working in a local chart, we
may assume that W ∩ σ is globally subanalytic. Let x′′ ∈ Rn−ℓ. Then
({x′′} ×R)∩W ′′ is a disjoint union of (bounded, up to shrink W ) intervals.
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Let us consider the interval (m(x′′),M(x′′)), m(x′′) < M(x′′) ∈ R containing
0. Then W ′′ = {r ∈ W ∩ (M × R); m(x′′) < r < M(x′′)}. The set W ′′
is subanalytic (it is a consequence of Proposition 1.2, Chapter 6 of [31]).
Moreover (up to shrink W ′′) p˜(W ′′ ∩ Ω) =W ′′ ∩M , which is subanalytic.
✷
4.2 Specialization of subanalytic sheaves
Definition 4.2.1 The specialization along M is the functor
νsaM : D
b(kXsa) → D
b(kTMXsa)
F 7→ s−1RΓΩp
−1F.
Theorem 4.2.2 Let F ∈ Db(kXsa).
(i) νsaMF ∈ D
b
R+
(kTMXsa).
(ii) Let V be a conic subanalytic open subset of TMX. Then:
Hj(V ; νsaMF ) ≃ lim−→
U
Hj(U ;F ),
where U ranges through the family of Op(Xsa) such that CM (X \U)∩
V = ∅.
(iii) One has the isomorphisms
(νsaMF )|M ≃ Rτ∗(ν
sa
MF ) ≃ F |M ,
(RΓMν
sa
MF )|M ≃ Rτ!!ν
sa
MF ≃ (RΓMF )|M .
Proof. (i) We may reduce to the case F ∈ Mod(kXsa). Hence F = lim−→
i
ρ∗Fi
with Fi ∈ ModR-c(kXsa) for each i. We have p
−1lim−→
i
ρ∗Fi ≃ lim−→
i
ρ∗p
−1Fi and
p−1Fi is R-constructible and conic for each i. Hence p−1F is conic. Since
the functors RΓΩ and s−1 send conic sheaves to conic sheaves we obtain
s−1RΓΩp
−1F = νsaMF ∈ D
b
R+
(kTMXsa).
(ii) Let U ∈ Op(Xsa) such that V ∩ CM (X \ U) = ∅. We have the chain
of morphisms
RΓ(U ;F ) → RΓ(p−1(U); p−1F )
→ RΓ(p−1(U) ∩ Ω; p−1F )
→ RΓ(p˜−1(U) ∪ V ; RΓΩp
−1F )
→ RΓ(V ; νsaMF )
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where the third arrow exists since p˜−1(U) ∪ V is a neighborhood of V in Ω
by Lemma 4.1.2 (ii). Let us show that it is an isomorphism. Let V be a
conic open subanalytic subset of TMX. We have
Hk(V ; νsaMF ) ≃ lim−→
W
Hk(W ; RΓΩp
−1F )
≃ lim−→
W
Hk(W ∩ Ω; p−1F ),
where W ranges through the family of subanalytic open neighborhoods of V
in X. By Lemma 4.1.3 we may assume that W satisfies (4.1). Since p−1F
is conic, we have
Hk(W ∩ Ω; p−1F ) ≃ Hk(p−1(p(W ∩ Ω)); p−1F )
≃ Hk(p(W ∩ Ω)× {1}; p−1F )
≃ Hk(p(W ∩ Ω);F ),
where the second isomorphism follows since every subanalytic neighborhood
of p(W ∩Ω)×{1} contains an R+-connected subanalytic neighborhood (the
proof is similar to that of Lemma 4.1.3). By Lemma 4.1.2 (i) we have that
p(W ∩Ω) ranges through the family of subanalytic open subsets U of X such
that V ∩CM (X \ U) = ∅ and we obtain the result.
(iii) The result follows adapting Theorem 4.2.3 (iv) of [11].
✷
Proposition 4.2.3 Let F ∈ Mod(kXsa) be quasi-injective. Then ν
sa
MF is
concentrated in degree zero. Moreover νsaMF is R
+-quasi-injective.
Proof. Since νsaMF is conic, it is enough to prove that H
j(V ; νsaMF ) = 0,
j 6= 0, when V is a conic subanalytic open subset of TMX. By Theorem 4.2.2
we have Hj(V ; νsaMF ) ≃ lim−→
U
Hj(U ;F ), where U ranges through the family of
Op(Xsa) such that CM (X \U)∩ V = ∅, and Hj(U ;F ) = 0 if j 6= 0 since F
is quasi-injective. Moreover if V1 ⊂ V2 are conic subanalytic open subset of
TMX the morphism
Γ(V2; ν
sa
MF ) ≃ lim−→
U1
Γ(U2;F )→ lim−→
U2
Γ(U1;F ) ≃ Γ(V1; ν
sa
MF ),
where Ui ranges through the family of Op(Xsa) such that CM (X \Ui)∩Vi =
∅, i = 1, 2, is surjective.
✷
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Let us study the relation with the classical functor of specialization νM .
Proposition 4.2.4 Let F ∈ Db(kX). Then ρ
−1νsaMRρ∗F ≃ νMF .
Proof. We have to show that for each x ∈ TMX we haveHk(ρ−1νsaMRρ∗F )x ≃
Hk(νMF )x. Hence we have to prove the isomorphism lim−→
x∈V
Hk(V ; νsaMRρ∗F ) ≃
lim−→
x∈V
Hk(V ; νMF ), where V ranges through the family of open R+-connected
relatively compact subanalytic subset of TMX. This is a consequence of
Theorem 4.2.2 and Theorem 4.2.3 of [11].
✷
Remark 4.2.5 Remark that the functor of specialization does not commute
with Rρ∗ and ρ
−1 in general.
In fact let V ∈ Opcsa(TMX) be R
+-connected and let F ∈ Mod(kX).
Then Hk(V ; νsaMRρ∗F ) ≃ lim−→
U
Hk(U ;F ), where U ranges through the fam-
ily of Op(Xsa) such that CM (X \ U) ∩ V = ∅, which is not cofinal to the
family of Op(X) such that CM (X \ U) ∩ V = ∅.
Now let V ∈ Opcsa(TMX) be R
+-connected and let G ∈ Mod(kXsa). Then
Hk(V ; νMρ
−1G) ≃ lim−→
U
lim←−
W⊂⊂U
Hk(W ;G), where U ranges through the fam-
ily of Op(Xsa) such that CM (X \ U) ∩ V = ∅ and W ∈ Op(Xsa). Then
Hk(ρ−1νsaMG)x 6= H
k(νMρ
−1G)x.
Let f : X → Y be a morphism of manifolds, let N be a closed subman-
ifold of Y of codimension k and assume f(M) ⊂ N . We denote by f ′ the
map from TX to X ×Y TY associated to f and by fτ : X ×Y TY → TY
the base change. We denote by Tf the composite map. Similarly, replac-
ing X,Y, TX, TY byM,N, TMX,TNY we get the morphisms f ′M , fMτ , TMf .
We have a commuative diagram, where all the squares are cartesian
TMX
TMf

sX // X˜M
f˜ ′

ΩXiΩX
oo p˜X //
f˜

X
f

TNY
sY // Y˜N ΩYiΩY
oo p˜Y // Y.
Recall that the following diagram is not cartesian in general
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(4.2) X˜M
f˜ ′

pX // X
f

Y˜N
pY // Y.
Definition 4.2.6 (i) One says that f is clean with respect to N if f−1(N) is
a submanifold M of X and the map tf ′M :M ×N T
∗
NY → T
∗
MX is surjective.
(ii) One says that f is transversal to N if the map tf ′|X×Y T ∗NY : X ×Y
T ∗NY → T
∗Y is injective.
If f is transversal to N and f−1(N) = M , then the square (4.2) is carte-
sian.
We will not prove the following results, which can be easily recovered
adapting § IV.4.2 of [11], using the construction we did for subanalytic sheaves.
Proposition 4.2.7 Let F ∈ Db(kXsa).
(i) There exists a commutative diagram of canonical morphisms
R(TMf)R+!!νMF

// νNRfR+!!F

R(TMf)∗νMF νNRf∗F.oo
(ii) Moreover if suppF → Y and CM (suppF ) → TNY are proper, and if
suppF ∩ f−1(N) ⊂M , then the above morphisms are isomorphisms.
In particular f is clean with respect to N and f−1(N) = M , then the
above morphisms are isomorphisms.
Proposition 4.2.8 Let G ∈ Db(kYsa).
(i) There exists a commutative diagram of canonical morphisms
ωTMX/TNY ⊗ (TMf)
−1νNG

// νM (ωX/Y ⊗ f
−1G)

(TMf)
!νNG νMf
!Goo
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(ii) Moreover if f : X → Y and f |M : M → N are smooth the above
morphisms are isomorphisms.
Let X and Y be two real analytic manifolds and let M,N be two closed
submanifolds of X and Y respectively.
Proposition 4.2.9 Let F ∈ Db(kXsa) and G ∈ D
b(kYsa). There is a natural
morphism
νMF ⊠ νNG→ νM×N(F ⊠G).
Corollary 4.2.10 Let F,G ∈ Db(kXsa). There is a natural morphism
νMF ⊗ νMG→ νM (F ⊗G).
5 Microlocalization of subanalytic sheaves
With the construction of the Fourier-Sato transform and the specialization
we have all the tools to define the functor of microlocalization in the frame-
work of subanalytic sites. See [11] for the classical theory of microlocaliza-
tion. Then we introduce the functor µhomsa for subanalytic sheaves, we
study the relations with the notion of microsupport of [15] and with the
functor of ind-microlocalization of [16].
5.1 Microlocalization of subanalytic sheaves
Let us denote by T ∗MX the conormal bundle to M in X, i.e. the kernel of
the map M ×X T ∗X → T ∗M . We denote by π the projection T ∗MX →M .
Definition 5.1.1 Let F ∈ Db(kXsa). The microlocalization of F along M
is the Fourier-Sato transform of the specialization, i.e.
µsaMF = (ν
sa
MF )
∧.
Theorem 5.1.2 Let F ∈ Db(kXsa).
(i) µsaMF ∈ D
b
R+
(kT ∗
M
Xsa).
(ii) Let V be an open convex subanalytic cone of T ∗MX. Then:
Hj(V ;µsaMF ) ≃ lim−→
U,Z
HjZ(U ;F ),
where U ranges through the family of Op(Xsa) such that U ∩ M =
π(V ) and Z through the family of closed subanalytic subsets such that
CM (Z) ⊂ V
◦, where V ◦ denotes the polar cone.
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(iii) One has the isomorphisms
(µsaMF )|M ≃ Rπ∗(µ
sa
MF ) ≃ i
!
MF,
(RΓMµ
sa
MF )|M ≃ Rπ!!µ
sa
MF ≃ i
−1
M F ⊗ i
!
MkX .
Proof. The result follows from the functorial properties of the Fourier-Sato
transform and Theorem 4.2.2.
✷
As in classical sheaf theory, we get the Sato’s triangle for subanalytic
sheaves:
F |M ⊗ ωM |X → RΓMF |M → Rπ˙∗µ
sa
MF
+
→
where π˙ is the restriction of π to T ∗MX \M .
Proposition 5.1.3 Let F ∈ Mod(kXsa) be quasi-injective. Then ρ
−1µsaMF
is concentrated in degree zero.
Proof. The result follows from Theorem 5.1.2 (ii).
✷
Remark 5.1.4 Remark that the functor of microlocalization does not com-
mute with Rρ∗ and ρ
−1 since specialization does not. If F ∈ Db(kX) we have
ρ−1µsaMRρ∗F ≃ µMF since the Fourier-Sato transform commutes with ρ
−1
and ρ−1 ◦ νsaM ◦Rρ∗ ≃ νM .
Let f : X → Y be a morphism of manifolds, let N be a closed submanifold
of Y of codimension k and assume f(M) ⊂ N . The map Tf defines the maps
T ∗X X ×Y T
∗Y
tf ′oo fπ // T ∗Y
and similarly one can define the maps tf ′M and fMπ.
Applying the Fourier-Sato transform to the morphisms of § 4.2 we get the
following results (see also [11] § IV.4.3 for the classical case)
Proposition 5.1.5 Let F ∈ Db(kXsa).
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(i) There exists a commutative diagram of canonical morphisms
RfMπR+!!
tf ′−1M µMF

// µNRf!!F

RfMπ∗(
tf ′!M ⊗ ωX/Y ⊗ ω
⊗−1
M/N ) µNRf∗F.
oo
(ii) Moreover if suppF → Y and CM (suppF ) → TNY are proper, and if
suppF ∩ f−1(N) ⊂M , then the above morphisms are isomorphisms.
In particular f is clean with respect to N and f−1(N) = M , then the
above morphisms are isomorphisms.
Proposition 5.1.6 Let G ∈ Db(kYsa).
(i) There exists a commutative diagram of canonical morphisms
Rf ′MR+!!(ωM/N ⊗ f
−1
MπµNG)

// µM (ωX/Y ⊗ f
−1G)

Rf ′M∗f
!
MπµNG µMf
!Goo
(ii) Moreover if f : X → Y and f |M : M → N are smooth the above
morphisms are isomorphisms.
Let X and Y be two real analytic manifolds and let M,N be two closed
submanifolds of X and Y respectively.
Proposition 5.1.7 Let F ∈ Db(kXsa) and G ∈ D
b(kYsa). There is a natural
morphism
µMF ⊠ µNG→ µM×N (F ⊠G).
Corollary 5.1.8 Let M be a closed submanifold of X and let γ : T ∗MX ×M
T ∗MX → T
∗
MX be the morphism given by the addition. There is a natural
morphism
RγR+!!
(
µMF ⊠
M
µMG
)
→ µM (F ⊠G)⊗ ωM/X .
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5.2 The functor µhomsa
We denote by ∆ the diagonal of X × X, and we denote by δ the diago-
nal embedding. The normal deformation of the diagonal in X × X can be
visualized by the following diagram
(5.1) TX
∼ // T∆(X ×X)
s //
τX

X˜ ×X
p

Ω
iΩoo
p˜||yy
yy
yy
yy
y
∆
δ //
∼
''OO
OO
OO
OO
OO
OO
O X ×X
q2

q1

X.
Set pi = qi ◦ p, i = 1, 2. While p˜ and pi, i = 1, 2, are smooth, p is not, and
moreover the square is not cartesian.
Definition 5.2.1 Let F ∈ DbR-c(kX) and G ∈ D
b(kXsa). We set
µhomsa(F,G) := µsa∆RHom(q
−1
2 F, q
!
1G) = (ν
sa
∆ RHom(q
−1
2 F, q
!
1G))
∧.
Let π denote the projection from T ∗∆(X ×X) to ∆ ≃ X.
Proposition 5.2.2 Let F ∈ DbR-c(kX) and G ∈ D
b(kXsa). There is a canon-
ical isomorphism π∗µhom
sa(F,G) ≃ RHom(F,G).
Proof. The result follows adapting Proposition 4.4.2 of [11].
✷
Remark 5.2.3 The functor µhomsa is well defined also if F ∈ Db(kXsa).
In this case we do not know if µhomsa(F,G) has bounded cohomology or not.
Remark 5.2.4 Adapting the results of § 4.2 and § 5.1 one gets the functorial
properties of µhom for subanalytic sheaves. Since the proofs are essentially
the same as the classical ones we will skip them and refer to [11].
Let π : T ∗X → X be the projection and consider the canonical 1-form ω,
the restriction to the diagonal of the map tπ′ : T ∗X×X T ∗X → T ∗T ∗X. We
have a diagram
T ∗T ∗X T ∗X ×X T
∗X
tπ′oo ππ // T ∗X
∆T ∗X
ω
ggOOOOOOOOOOOO
δT∗X
OO
∼
77ppppppppppp
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Lemma 5.2.5 Let F ∈ DbR-c(kX ) and G ∈ D
b(kXsa) We have
ω−1µhomsa(π−1F, π−1G) ≃ µhomsa(F,G).
Proof. We have the isomorphism tπ′!!π
−1
π µhom
sa(F,G)
∼
→ µhomsa(π−1F, π−1G).
Hence we get the isomorphisms
ω−1µhomsa(π−1F, π−1G) ≃ ω−1tπ′!!π
−1
π µhom
sa(F,G)
≃ δ−1T ∗Xπ
−1
π µhom
sa(F,G)
≃ µhomsa(F,G).
✷
5.3 Microlocalization and microsupport
In [11] the authors prove that the support of µhom(F,G) is contained in
the product of the microsupports of F and G. We extend this result to the
functor µhomsa. Let X be a real analytic manifold and let T ∗X
π
→ X be
the cotangent bundle. We recall the following two equivalent definitions of
microsupport of a subanalytic sheaves of [15]. For the notion of microsupport
for classical sheaves we refer to [11]. For the functorial properties of the
microsupport of subanalytic sheaves we refer to [21].
Definition 5.3.1 The microsupport of F ∈ Db(kXsa), denoted by SS(F ) is
the subset of T ∗X defined as follows. Let p ∈ T ∗X, then p /∈ SS(F ) if one
of the following equivalent conditions is satisfied.
(i) There exists a conic neighborhood U of p and a small filtrant system
{Fi} in C
[a,b](ModR-c(kX)) with SS(Fi)∩U = ∅ such that F is quasi-
isomorphic to lim−→
i
ρ∗Fi in a neighborhood of π(p).
(ii) There exists a conic neighborhood U of p such that for any G ∈ DbR-c(kX)
with supp(G) ⊂⊂ π(U) and such that SS(G) ⊂ U ∪ T ∗XX, one has
HomDb(kXsa )(G,F ) = 0.
Remark 5.3.2 In [15] microsupport was defined for ind-sheaves. The above
definition follows from the equivalence between subanalytic sheaves and ind-
R-constructible sheaves (see [21] for details).
We need the following result of [21].
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Lemma 5.3.3 Let X,Y be two real analytic manifolds and let q1, q2 be the
projections from X × Y to X and Y respectively. Let G ∈ DbR-c(kY ) and
F ∈ Db(kXsa). Then
(5.2) SS(RHom(q−11 G, q
!
2F )) ⊆ SS(F )× SS(G)
a.
Let M be a real closed submanifold of X.
Proposition 5.3.4 Let F ∈ Db(kXsa). Then supp(µ
sa
MF ) ⊆ SS(F )∩T
∗
MX.
Proof. Let F ∈ Db(kXsa) and let p /∈ SS(F ). There exists conic neigh-
borhood U of p and a small filtrant system {Fi} in C [a,b](ModR-c(kX)) with
SS(Fi)∩U = ∅ such that there exists W ∈ Op(Xsa) with U ⊆ π−1(W ) and
FW ≃ lim−→
i
ρ∗Fi. We have HkµsaMFW ≃ lim−→
i
ρ∗H
kµMFiW , hence (µsaMF )|U = 0
since supp(µMFi) ⊆ SS(Fi).
✷
Corollary 5.3.5 Let G ∈ DbR-c(kX), F ∈ D
b(kXsa). Then
supp(µhomsa(F,G)) ⊆ SS(F ) ∩ SS(G).
The result follows from Proposition 5.3.4 and (5.2).
✷
Let f : X → Y be a morphism of real analytic manifolds and denote by
fπ : X ×Y T
∗Y → T ∗Y the base change map.
Definition 5.3.6 Let f : X → Y be a morphism of real analytic manifolds
and let F ∈ Db(kYsa). One says that f is non characteristic for SS(F ) if
f−1π (SS(F )) ∩ T
∗
XY ⊆ X ×Y T
∗
Y Y.
If f is a closed embedding X is said to be non characteristic.
Proposition 5.3.7 Let f : X → Y be a morphism of real analytic manifolds
and let F ∈ Db(kYsa). Assume that f is non characteristic for SS(F ). Then
the natural morphism
f−1F ⊗ ωX|Y → f
!F
is an isomorphism.
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Proof. We may reduce to the case f closed embedding, hence we have to
prove the isomorphism F |X ⊗ωX|Y ≃ RΓXF |X when SS(F )∩T
∗
XY ⊆ T
∗
Y Y .
Consider the Sato’s triangle
F |X ⊗ ωX|Y → RΓXF |X → Rπ˙∗µ
sa
XF
+
→ .
Since SS(F )∩ T ∗XY ⊆ T
∗
Y Y we have Rπ˙∗µ
sa
XF = 0 by Proposition 5.3.4 and
the result follows.
✷
Lemma 5.3.8 Let F ∈ DbR-c(kX ) and let G ∈ D
b(kXsa). Then
D′F ⊠G
∼
→ RHom(q−11 F, q
−1
2 G).
Proof. We may reduce to the case F = kU with D′kU ≃ kU and G quasi-
injective. Set G = lim−→
i
ρ∗Gi with Gi ∈ ModR-c(kX), we have the chain of
isomorphisms
(q−12 G)q−11 (U)
≃ lim−→
i
ρ∗(q
−1
2 Gi)q−11 (U)
≃ lim−→
i
ρ∗Γq−11 (U)
(q−12 Gi) ≃ Γq−11 (U)
(q−12 G)
where the second isomorphism follows from Proposition 3.4.4 of [11].
✷
Proposition 5.3.9 Let F ∈ DbR-c(kX) and let G ∈ D
b(kXsa). Suppose that
SS(F ) ∩ SS(G) ⊆ T ∗XX. Then
D′F ⊗G
∼
→ RHom(F,G).
Proof. Let δ : ∆→ X×X be the embedding and let us consider the Sato’s
triangle
δ−1RHom(q−11 F, q
!
2G)⊗ ω∆|X×X → δ
!
RHom(q−11 F, q
!
2G)
→ Rπ˙∗µhom
sa(F,G)
+
→ .
We have δ!RHom(q−11 F, q
!
2G) ≃ RHom(F,G). Moreover
δ−1RHom(q−11 F, q
!
2G)⊗ ω∆|X×X ≃ δ
−1
RHom(q−11 F, q
−1
2 G)
≃ δ−1(D′F ⊠G)
≃ D′F ⊗G
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where the second isomorphism follows from Lemma 5.3.8. Then we obtain a
distinguished triangle
D′F ⊗G→ RHom(F,G)→ Rπ˙∗µhom
sa(F,G)
+
→
and the result follows since Rπ˙∗µhom
sa(F,G) = 0 by Corollary 5.3.5.
✷
5.4 The link with the functor µ of microlocalization
We will study the relation between microlocalization for subanalytic sheaves
and the functor µ of [16]. We will need first some results. Let X be a
real analytic manifold and consider the normal deformation of ∆ in X ×X
visualized by the diagram (5.1).
Lemma 5.4.1 Let G ∈ Db(k(X×X)sa) and let F ∈ D
b
R-c(k(X×X)sa). We have
RΓΩp
−1
RHom(F,G) ≃ RΓΩRHom(p
−1F, p−1G).
Proof. Wemay reduce to the case F ∈ ModR-c(kX×X ) andG ∈Mod(k(X×X)sa).
Hence G = lim−→
i
ρ∗Gi with Gi ∈ ModR-c(k(X×X)sa) for each i. Let ΩX˜×Xsa
be
the site induced by X˜ ×Xsa on Ω. We have
Hki−1Ω
X˜×Xsa
p−1RHom(F, lim−→
i
ρ∗Gi) ≃ lim−→
i
ρ∗H
ki−1Ω p
−1
RHom(F,Gi)
≃ lim−→
i
ρ∗H
k
RHom(i−1Ω p
−1F, i−1Ω p
−1Gi)
≃ lim−→
i
ρ∗H
ki−1Ω RHom(p
−1F, p−1Gi)
≃ Hki−1Ω
X˜×Xsa
RHom(p−1F, lim−→
i
ρ∗p
−1Gi).
The second isomorphism follows because p ◦ iΩ is smooth. Composing with
RiΩ
X˜×Xsa
∗ we obtain the result.
✷
Lemma 5.4.2 Let G ∈ Db(kXsa), then for i = 1, 2
kΩ ⊗ p
−1
i G ≃ RHom(kΩ, p
−1
i G)(5.3)
kΩ ⊗ p
−1
i G ≃ RHom(kΩ, p
−1
i G).(5.4)
48
Proof. Let us prove (5.3). Since for i = 1, 2 pi is smooth, Proposition 3.16
of [21] implies that SS(p−1i G) ∩ SS(kΩ) is contained on the zero section of
T ∗(X˜ ×X). Then the result is a consequence of Proposition 5.3.9, and the
fact that D′kΩ ≃ kΩ. The proof of (5.4) is similar.
✷
Let σ be a section of T ∗X → X and consider the following commutative
diagram with cartesian square
(5.5) TX
T ∗X ×X TX
π2
OO
π1

TX
σ′
oo
τX

id
ffMMMMMMMMMMM
T ∗X X.σ
oo
We set
P := {((x, ξ), (x, v)) ∈ T ∗X ×X TX; 〈ξ, v〉 ≥ 0}
P ′ := {((x, ξ), (x, v)) ∈ T ∗X ×X TX; 〈ξ, v〉 ≤ 0}
Pσ := {(x, v) ∈ TX; 〈σ(x), v〉 ≥ 0} = σ
′−1(P )
P ′σ := {(x, v) ∈ TX; 〈σ(x), v〉 ≤ 0} = σ
′−1(P ′)
The kernel Kσ is defined as follows
(5.6) Kσ := Rp!!(kΩ ⊗ ρ!kPσ)⊗ ρ!δ∗ω
⊗−1
∆|X×X .
Proposition 5.4.3 (i) Let F ∈ DbR-c(kX) and G ∈ D
b(kXsa). There is a
natural arrow
ϕ : RHom(F,Kσ ◦G)→ σ
−1µhomsa(F,G),
where Kσ ◦G means Rq1!!(q
−1
2 G⊗Kσ).
(ii) Let ρ : X → Xsa be the natural functor of sites. Then ρ
−1(ϕ) is an
isomorphism.
Proof. (i)a We have the chain of isomorphisms
σ−1µhomsa(F,G) ≃ σ−1Rπ1!!(π
−1
2 ν
sa
∆ RHom(q
−1
2 F, q
!
1G)⊗ kP ′)
≃ RτX!!σ
′−1(π−12 ν
sa
∆ RHom(q
−1
2 F, q
!
1G)⊗ kP ′)
≃ RτX!!(ν
sa
∆ RHom(q
−1
2 F, q
!
1G)⊗ kP ′σ).
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Consider the normal deformation of ∆ in X ×X visualized by the diagram
(5.1). We have
νsa∆ RHom(q
−1
2 F, q
!
1G) ≃ s
−1RΓΩp
−1
RHom(q−12 F, q
!
1G)
≃ s−1RHom(p−12 F,RΓΩp
−1q!1G)
≃ s−1RHom(p−12 F,RΓΩp
−1
1 G)⊗ τ
−1
X ωX
≃ s−1RHom(p−12 F,RΓΩp
−1
1 G)⊗ τ
−1
X ω
⊗−1
∆|X×X
≃ s−1RHom(p−12 F, p
−1
1 G⊗ kΩ)⊗ τ
−1
X ω
⊗−1
∆|X×X ,
where the second isomorphism follows from Lemma 5.4.1 and the last one
follows from Lemma 5.4.2. Hence we get
σ−1µhomsa(F,G) ≃ RτX!!(s
−1
RHom(p−12 F, p
−1
1 G⊗ kΩ)⊗ τ
−1
X ω
⊗−1
∆|X×X ⊗ kP ′σ)
≃ Rp2!!s!!(s
−1
RHom(p−12 F, p
−1
1 G⊗ kΩ)⊗ τ
−1
X ω
⊗−1
∆|X×X ⊗ kP ′σ)
≃ Rp2!!(RHom(p
−1
2 F, p
−1
1 G⊗ kΩ)⊗ p
−1δ∗ω
⊗−1
∆|X×X ⊗ kP ′σ).
(i)b On the other hand we have the chain of isomorphisms
Kσ ◦G ≃ Rq1!!(q
−1
2 G⊗Rp!!(kΩ ⊗ ρ!kPσ)⊗ ρ!δ∗ω
⊗−1
∆|X×X)
≃ Rp1!!(p
−1
2 G⊗ kΩ ⊗ ρ!kPσ ⊗ p
−1ρ!δ∗ω
⊗−1
∆|X×X)
≃ Rp2!!(p
−1
1 G⊗ kΩ ⊗ ρ!kP ′σ ⊗ p
−1ρ!δ∗ω
⊗−1
∆|X×X)
≃ Rp2!!(p
−1
1 G⊗ kΩ ⊗ ρ!(kP ′σ ⊗ p
−1δ∗ω
⊗−1
∆|X×X)).
Hence we get
RHom(F,Kσ ◦G) ≃ RHom(F,Rp2!!(p
−1
1 G⊗ kΩ ⊗ ρ!(kP ′σ ⊗ p
−1δ∗ω
⊗−1
∆|X×X)))
≃ Rp2!!RHom(p
−1
2 F, p
−1
1 G⊗ kΩ ⊗ ρ!(kP ′σ ⊗ p
−1δ∗ω
⊗−1
∆|X×X))
≃ Rp2!!(RHom(p
−1
2 F, p
−1
1 G⊗ kΩ)⊗ ρ!(kP ′σ ⊗ p
−1δ∗ω
⊗−1
∆|X×X)).
(i)c The adjunction morphism defines a morphism ρ! → ρ∗. It induces the
morphism
ϕ : RHom(F,Kσ ◦G)→ σ
−1µhomsa(F,G).
(ii) Composing with ρ−1 we get ρ−1 ◦ ρ!
∼
→ ρ−1 ◦ ρ∗ ≃ id. Hence we get
ρ−1(ϕ) : ρ−1RHom(F,Kσ ◦G)
∼
→ ρ−1σ−1µhomsa(F,G).
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✷Let π : T ∗X → X be the projection and consider the canonical 1-form ω,
the restriction to the diagonal of the map tπ′. Replace X with T ∗X and σ
with ω in (5.6) and consider the microlocal kernel
KT ∗X = Rp!!(kΩ ⊗ ρ!kPω)⊗ ρ!δ∗ω
⊗−1
∆T∗X |T
∗X×T ∗X
Definition 5.4.4 The functor of microlocalization of [16] is defined as
µ : Db(kXsa) → D
b(kT ∗Xsa)
F 7→ µF = KT ∗X ◦ π
−1F
Theorem 5.4.5 (i) Let F ∈ DbR-c(kX) and G ∈ D
b(kXsa). There is a nat-
ural arrow
(5.7) ϕ : RHom(π−1F, µG)→ µhomsa(F,G).
(ii) Let ρ : T ∗X → T ∗Xsa be the natural functor of sites. Then ρ
−1(ϕ) is
an isomorphism.
Proof. (i) By Lemma 5.2.5 and Proposition 5.4.3 (i) we get the morphisms
µhomsa(F,G) ≃ ω−1µhomsa(π−1F, π−1G)← RHom(π−1F, µG).
(ii) The result follows from Proposition 5.4.3 (ii).
✷
Example 5.4.6 The morphism (5.7) is not an isomorphism in general. For
example let F ∈ Mod(kXsa). Then
RHom(π−1kX , µF ) ≃ RHom(kT ∗X , µF ) ≃ µF,
on the other hand we have
µhomsa(kX , F ) ≃ j∗µXF ≃ j∗F,
where j : T ∗XX →֒ T
∗X denotes the embedding of the zero section.
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6 Holomorphic functions with growth conditions
In this section we show how the functors we defined before generalize classical
constructions.
In § 6.3 we show the relation between specialization of Whitney holomor-
phic functions with the functor of formal specialization of [6], and the sheaf
of asymptotically developable functions of [20] and [29].
In § 6.4 we study the microlocalization of tempered and Whitney holomor-
phic functions. We establish a relation with the functors of tempered and
formal microlocalization introduced by Andronikof in [1] and Colin in [5].
6.1 Review on temperate and formal cohomology
From now on, the base field is C. Let M be a real analytic manifold. One
denotes by DbM the sheaf of Schwartz’s distributions, by C∞M the sheaf of C
∞-
functions, and by DM the sheaf of finite order differential operators with ana-
lytic coefficients. As usual, for F ∈ Mod(CM ), we setD′F = RHom(F,CM ).
In [9] the author defined the functor
THom(·,DbM ) : ModR-c(CM )→ Mod(DM )
in the following way: let U be a subanalytic subset of M and Z = M \ U .
Then the sheaf THom(CU ,DbM) is defined by the exact sequence
0→ ΓZDbM → DbM → THom(CU ,DbM )→ 0.
This functor is exact and extends as functor in the derived category, from
DbR-c(CM ) to D
b(DM ). Moreover the sheaf THom(F,DbM ) is soft for any
R-constructible sheaf F .
Definition 6.1.1 Let Z be a closed subset of M . We denote by I∞M,Z the
sheaf of C∞-functions on M vanishing up to infinite order on Z.
Definition 6.1.2 A Whitney function on a closed subset Z of M is an in-
dexed family F = (F k)k∈Nn consisting of continuous functions on Z such
that ∀m ∈ N, ∀k ∈ Nn, |k| ≤ m, ∀x ∈ Z, ∀ε > 0 there exists a neighborhood
U of x such that ∀y, z ∈ U ∩ Z∣∣∣∣∣∣F k(z)−
∑
|j+k|≤m
(z − y)j
j!
F j+k(y)
∣∣∣∣∣∣ ≤ εd(y, z)m−|k|.
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We denote by W∞M,Z the space of Whitney C
∞-functions on Z. We denote by
W∞M,Z the sheaf U 7→W
∞
U,U∩Z.
In [13] the authors defined the functor
·
w
⊗ C∞M : ModR-c(CM )→ Mod(DM )
in the following way: let U be a subanalytic open subset ofM and Z =M\U .
Then CU
w
⊗ C∞M = I
∞
M,Z, and CZ
w
⊗ C∞M = W
∞
M,Z . This functor is exact and
extends as a functor in the derived category, from DbR-c(CM ) to D
b(DM ).
Moreover the sheaf F
w
⊗ C∞M is soft for any R-constructible sheaf F .
Now let X be a complex manifold, XR the underlying real analytic mani-
fold and X the complex conjugate manifold. The product X ×X is a com-
plexification of XR by the diagonal embedding XR →֒ X ×X. One denotes
by OX the sheaf of holomorphic functions and by DX the sheaf of finite order
differential operators with holomorphic coefficients. For F ∈ DbR-c(CX) one
sets
THom(F,OX ) = RHomD
X
(OX ,THom(F,DbXR)),
F
w
⊗OX = RHomD
X
(OX , F
w
⊗ C∞XR),
and these functors are called the functors of temperate and formal cohomol-
ogy respectively.
6.2 Tempered and Whitney holomorphic functions
Definition 6.2.1 One denotes by DbtM the presheaf of tempered distribu-
tions on Msa defined as follows:
U 7→ Γ(M ;DbM )/ΓM\U (M ;DbM ).
As a consequence of the Łojasievicz’s inequalities [17], for U, V ∈ Op(Msa)
the sequence
0→ DbtM(U ∪ V )→ Db
t
M (U)⊕Db
t
M(V )→ Db
t
M (U ∩ V )→ 0
is exact. Then DbtM is a sheaf on Msa. Moreover, by definition Db
t
M is
quasi-injective.
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Definition 6.2.2 One denotes by C∞,wM the presheaf of Whitney C
∞-functions
on Msa defined as follows:
U 7→ Γ(M ;H0D′CU
w
⊗ C∞M ).
As a consequence of a result of [19], for U, V ∈ Op(Msa) the sequence
0→ C∞,wM (U ∪ V )→ C
∞,w
M (U)⊕ C
∞,w
M (V )→ C
∞,w
M (U ∩ V )
is exact. Then C∞,wM is a sheaf on Msa. Moreover if U ∈ Op(Msa) is locally
cohomologically trivial (l.c.t. for short), i.e. if D′CU ≃ CU , the morphism
Γ(X; C∞,wM ) → Γ(U ; C
∞,w
M ) is surjective and RΓ(U ; C
∞,w
M ) is concentrated in
degree zero.
We have the following result (see [14], [23]).
Proposition 6.2.3 For each F ∈ ModR-c(CM ) one has the isomorphisms
ρ−1RHom(F,DbtM ) ≃ THom(F,DbM ),
ρ−1RHom(F, C∞,wM ) ≃ D
′F
w
⊗ C∞M .
Now let X be a complex manifold, XR the underlying real analytic mani-
fold and X the complex conjugate manifold. One denotes by OtX and O
w
X the
sheaves of tempered and Whitney holomorphic functions defined as follows:
OtX := RHomρ!DX (ρ!OX ,Db
t
XR),
OwX := RHomρ!DX (ρ!OX , C
∞,w
XR
).
The relation with the functors of temperate and formal cohomology are
given by the following result (see [14], [23])
Proposition 6.2.4 For each F ∈ DbR-c(CX) one has the isomorphisms
THom(F,OX ) ≃ ρ
−1
RHom(F,OtX ),
D′F
w
⊗OX ≃ ρ
−1
RHom(F,OwX ).
6.3 Asymptotic expansions
Let M be a real analytic manifold. We consider a slight generalization of
the sheaf of Whitney C∞-functions of [14].
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Definition 6.3.1 Let F ∈ ModR-c(CM ) and let U ∈ Op(Msa). We define
the presheaf C∞,wM |F as follows:
U 7→ Γ(M ;H0D′CU ⊗ F
w
⊗ C∞M ).
Let U, V ∈ Op(Msa), and consider the exact sequence
0→ CU∩V → CU ⊕ CV → CU∪V → 0,
applying the functor Hom(·,CM ) = H0D′(·) we obtain
0→ H0D′CU∩V → H
0D′CU ⊕H
0D′CV → H
0D′CU∪V ,
applying the exact functors ·⊗F , ·
w
⊗C∞M and taking global sections we obtain
0→ C∞,wM |F (U ∪ V )→ C
∞,w
M |F (U)⊕ C
∞,w
M |F (V )→ C
∞,w
M |F (U ∩ V ).
This implies that C∞,wM |F is a sheaf on Msa. Moreover if U ∈ Op(Msa) is l.c.t.,
the morphism Γ(X; C∞,wM ) → Γ(U ; C
∞,w
M |F ) is surjective and RΓ(U ; C
∞,w
M |F ) is
concentrated in degree zero. Let 0 → F → G → H → 0 be an exact
sequence in ModR-c(CM ), we obtain an exact sequence in Mod(CMsa)
(6.1) 0→ C∞,w
M |F
→ C∞,w
M |G
→ C∞,w
M |H
→ 0.
We can easily extend the sheaf C∞,wM |F to the case of F ∈ D
b
R-c(CM ), taking
a finite resolution of F consisting of locally finite sums ⊕CV , with V l.c.t.
in Opc(Msa). In fact, the sheaves C
∞,w
M |⊕CV
form a complex quasi-isomorphic
to C∞,wM |F consisting of acyclic objects with respect to Γ(U ; ·), where U is l.c.t.
in Opc(Msa).
As in the case of Whitney C∞-functions one can prove that, if G ∈
DbR-c(CM ) one has
ρ−1RHom(G, C∞,wF |M ) ≃ D
′G⊗ F
w
⊗ C∞M .
Example 6.3.2 Setting F = CM we obtain the sheaf of Whitney C
∞-functions.
Let N be a closed analytic submanifold of M . Then C∞,wM |CM\N
is the sheaf of
Whitney C∞-functions vanishing on N with all their derivatives.
Notations 6.3.3 Let Z be a locally closed subanalytic subset of M . We set
for short C∞,wM |Z instead of C
∞,w
M |CZ
.
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Let N be a closed analytic submanifold of M , let TNM
τ
→ N be the
normal vector bundle and consider the normal deformation M˜N as in § 4.1.
Set F = CM\N , G = CM , H = CN in (6.1). The exact sequence
0→ C∞,wM |M\N → C
∞,w
M → C
∞,w
M |N → 0
induces an exact sequence
0→ νsaN C
∞,w
M |M\N → ν
sa
N C
∞,w
M → ν
sa
N C
∞,w
M |N → 0,
in fact let V be a l.c.t. conic subanalytic subset of M˜N and U ∈ Op(Msa)
such that CM (X \U)∩V = ∅, then we can find a l.c.t. U ′ ⊂ U satisfying the
same property. Moreover it is easy to see that νsaN C
∞,w
M |N ≃ τ
−1C∞,wM |N , hence
we get the exact sequence
(6.2) 0→ νsaN C
∞,w
M |M\N → ν
sa
N C
∞,w
M → τ
−1C∞,wM |N → 0.
Now let us study the relation with the constructions of [6]. In that work
the author defined the functors of Whitney specialization as follows: let
F ∈ DbR-c(kM ), then
wνN (F, C
∞
M ) = s
−1
RHomD
X˜
(D
M˜N→M
, (p−1F )Ω
w
⊗ C∞M ).
The stalks are given by the following formula: let v ∈ TNM . Then
Hk(wνN (F, C
∞
M ))v ≃ lim−→
U
Hk(X;FU
w
⊗ C∞M ),
where U ∈ Op(Msa) l.c.t. such that v /∈ CM (X \ U). By Theorem 4.2.2 (ii)
it turns out that
wνN (F, C
∞
M ) ≃ ρ
−1νsaN C
∞,w
M |F ,
this means that Whitney specialization is obtained by specializing the sheaf
C∞,wM |F .
Assume that M ≃ {(x, y) ∈ Rℓ × Rn−ℓ} and N ≃ {0} × Rn−ℓ. A sector
S of M is a subanalytic open subset S = U × V with U ∈ Op(Rn−ℓsa ) and
V = W ∩ B(0, ε), where W ∈ Op(Rℓsa,R+) and B(0, ε) is the open ball of
center 0 and radius ε. We say that S′ is a subsector of S if S′ \ N ⊂ S
or, with the notations of Definition 2.1.7 if R+S′ ⊂⊂ R+S with the conic
topology. We write for short S′ < S.
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Definition 6.3.4 Let S be an open sector of M and let f ∈ C∞M . One says
that f is asymptotically developable along M , if there exists a formal series∑
k∈Nℓ ak(x)y
k with C∞ coefficients ak such that, for all S
′ < S, m ∈ N,
there exists C > 0 such that
∀(x, y) ∈ S′,
∣∣∣∣∣∣f(x, y)−
∑
|k|≤m
ak(x)y
k
∣∣∣∣∣∣ ≤ C‖y‖m.
One denotes by σN (S) ⊂ C
∞
M the space of functions asymptotically devel-
opable along M , and by σ∞M = {f ∈ C
∞
N (S), ∀k ∈ N
ℓ, Dkf ∈ σM (S)}.
We have the following result (see Proposition 2.10 of [6]).
Proposition 6.3.5 Let S be a sector of M . Then Γ(R+S; ρ−1νsaN C
∞,w
M ) ≃
σ∞N (S) and Γ(R
+S; ρ−1νsaN C
∞,w
M |M\N ) is the subspace of functions asymptoti-
cally developable to the identically zero series.
Applying the functor ρ−1 to the exact sequence (6.2) we obtain the exact
sequence
0→ ρ−1νsaN C
∞,w
M |M\N → ρ
−1νsaN C
∞,w
M → ρ
−1τ−1C∞,wM |N → 0,
where the surjective arrow is the map which associates to a function its
asymptotic expansion.
Let X be a complex manifold and let Z be a complex submanifold of X.
Let F ∈ DbR-c(CX). We denote by O
w
X|F the sheaf defined as follows:
OwX|F := RHomρ!DX (ρ!OX , C
∞,w
XR|F
).
Let 0 → F → G → H → 0 be an exact sequence in ModR-c(CX). Then the
exact sequence (6.1) gives rise to the distiguished triangle
(6.3) OwX|F → O
w
X|G → O
w
X|H
+
→ .
If we consider the functor of specialization of formal cohomology of [6]
wνZ(F,OX ) = RHomτ−1D
X
(τ−1OX , wνZ(F, C
∞
XR
)),
we have the isomorphism
wνZ(F,OX ) ≃ ρ
−1νsaZ O
w
X|F .
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Setting F = CX\Z , G = CX , H = CZ in (6.3) and applying the functor of
specialization, we have the distinguished triangle
(6.4) ρ−1νsaZ O
w
X|X\Z → ρ
−1νsaZ O
w
X → ρ
−1τ−1OX|Z
+
→ .
The sheaves ρ−1νsaZ O
w
X and ρ
−1τ−1OX|Z are concentrated in degree zero.
This follows from the following result of [7]: if U ∈ Op(Xsa) is convex, then
RΓ(X;CU
w
⊗ OX) is concentrated in degree zero. Moreover (see [13]) the
sheaf ρ−1OwX|Z is isomorphic to the sheaf OX |̂Z , the formal completion of
OX along Z. We have an exact sequence
0→ ρ−1H0νsaZ O
w
X|X\Z → ρ
−1νsaZ OX → τ
−1OX |̂Z → ρ
−1H1νsaZ O
w
X|X\Z → 0.
Let σholZ (S) be the space of holomorphic function asymptotically devel-
opable in S, having an asymptotic expansion with holomorphic coefficients.
We have the following results of [6].
Proposition 6.3.6 Let S be a sector of M . Then Γ(R+S; ρ−1νsaZ O
w
X) ≃
σholZ (S) and Γ(R
+S; ρ−1νsaZ O
w
X|X\Z) is the subspace of functions asymptoti-
cally developable to the identically zero series.
Proposition 6.3.7 The distinguished triangle (6.4) induces an exact se-
quence outside the zero section
(6.5) 0→ ρ−1H0νsaZ O
w
X|Z |T˙ZX
→ ρ−1νsaZ O
w
X |T˙ZX
→
.
τ
−1
OX |̂Z → 0.
On the zero section we have the exact sequence
(6.6) 0→ OX |Z → OX |̂Z → ρ
−1H1νsaZ O
w
X|X\Z |Z → 0.
Remark that on the exact sequence (6.6) we used Theorem 4.2.2 (iii) and
the fact that ρ−1OwX ≃ OX .
Example 6.3.8 Set X = C and Z = {0}. Outside the zero section the
sheaves ρ−1νsaZ O
w
X|X\Z and ρ
−1νsaZ O
w
X are the well known sheaves A0 and A
of Malgrange [20] and Sibuya [29]. These sheaves were defined in the real
blow up of the origin of C identified with S1 × (R+ ∪ {0}). Let π be the
projection on C. The sequence (6.5) is a generalization of the exact sequence
in Mod(CS1)
0→ A0 → A→ π
−1C[[z]]→ 0,
and the sequence (6.6) is a generalization of the exact sequence
0→ C{z} → C[[z]]→ H1(S1;A0)→ 0.
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6.4 Microlocalization of OtX and O
w
X
Let f : X → Y be a smooth morphism of real analytic manifolds. We have
the following results (see the Appendix):
RHomρ!DX (ρ!DX→Y ,Db
t
X) ≃ f
−1DbtY ,
RHomρ!DX (ρ!DX→Y , C
∞,w
X ) ≃ f
−1C∞,wY .
Let us consider the normal deformation of the diagonal inX×X of diagram
(5.1). Let F ∈ DbR-c(CX). We recall the definitions of the Andronikof’s
functor of microlocalization of tempered distributions
tµhom(F,DbX) := (s
−1(D
X˜×X
p1←X
⊗D
X˜×X
THom((p−12 F )Ω,DbX˜×X)[−1]))
∧
and Colin’s microlocalization of the Whitney tensor product
F
w
⊗
µ
C∞X := (s
−1
RHom(D
X˜×X
p1→X
, (p−12 F )Ω
w
⊗ C∞
X˜×X
))∨.
Theorem 6.4.1 Let F ∈ DbR-c(CX). We have the isomorphisms
ρ−1µhomsa(F,DbtX) ≃ tµhom(F,DbX),(6.7)
ρ−1µhomsa(F, C∞,wX ) ≃ (D
′F
w
⊗
µ
C∞X )
a,(6.8)
where (·)a denotes the direct image of the antipodal map.
Proof. Let G ∈ Db(CXsa). We have
µhomsa(F,G) ≃ (s−1RΓΩp
−1
RHom(q−12 F, q
!
1G))
∧
≃ (s−1RΓΩRHom(p
−1q−12 F, p
−1q!1G))
∧
≃ (s−1RHom((p−1q−12 F )Ω, p
−1q!1G))
∧
≃ (s−1(RHom((p−1q−12 F )Ω, p
−1q−11 G)⊗ p
−1q!1CX))
∧
≃ (s−1RHom((p−12 F )Ω, p
−1
1 G)⊗ s
−1p−1q!1CX)
∧,
where the second isomorphism follows from Lemma 5.4.1.
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(i) Let us prove (6.7). Setting G = DbtX and composing with ρ
−1 we have
ρ−1µhomsa(F,DbtX)
≃ (s−1ρ−1RHom((p−12 F )Ω, p
−1
1 Db
t
X)⊗ s
−1p−1q!1CX)
∧
≃ (s−1ρ−1RHomρ!DX˜×X
(ρ!DX˜×X
p1→X
,RHom((p−12 F )Ω,Db
t
X˜×X
))⊗ s−1p−1q!1CX)
∧
≃ (s−1RHomD
X˜×X
(D
X˜×X
p1→X
, ρ−1RHom((p−12 F )Ω,Db
t
X˜×X
))⊗ s−1p−1q!1CX)
∧
≃ (s−1RHomD
X˜×X
(D
X˜×X
p1→X
,THom((p−12 F )Ω,DbX˜×X))⊗ s
−1p−1q!1CX)
∧
≃ (s−1(D
X
p1←X˜×X
⊗D
X˜×X
THom((p−12 F )Ω,DbX˜×X)[−1]))
∧
≃ tµhom(F,DbX).
(ii) Let us prove (6.8). Setting G = C∞,wX and composing with ρ
−1 we have
ρ−1µhomsa(F, C∞,wX )
≃ (s−1ρ−1RHom((p−12 F )Ω, p
−1
1 C
∞,w
X )⊗ s
−1p−1q!1CX)
∧
≃ (s−1ρ−1RHom((p−12 F )Ω, p
−1
1 C
∞,w
X ))
∨a
≃ (s−1ρ−1RHomρ!DX˜×X
(ρ!DX˜×X
p1→X
,RHom((p−12 F )Ω, C
∞,w
X˜×X
)))∨a
≃ (s−1RHomD
X˜×X
(D
X˜×X
p1→X
, ρ−1RHom((p−12 F )Ω, C
∞,w
X˜×X
)))∨a
≃ (s−1RHomD
X˜×X
(D
X˜×X
p1→X
,D′(p−12 F )Ω
w
⊗ C∞
X˜×X
))∨a
≃ (s−1RHomD
X˜×X
(D
X˜×X
p1→X
, (p−12 D
′F )Ω
w
⊗ C∞
X˜×X
))∨a
where the last isomorphism follows since
D′((p−12 F )Ω) ≃ RΓΩD
′(p−12 F ) ≃ RΓΩp
−1
2 D
′F ≃ (p−12 D
′F )Ω.
Here we used Lemma 5.4.2 and the fact that p2 is smooth. We have
s−1RHomD
X˜×X
(D
X˜×X
p1→X
, (p−12 D
′F )Ω
w
⊗ C∞
X˜×X
))∨a = (D′F
w
⊗
µ
C∞X )
a
and the result follows.
✷
Let X be a complex manifold and let F ∈ DbR-c(CX). In [1] and [5] the
authors constructed the functors tµhom(F,OX ) of tempered microlocaliza-
tion and F
w
⊗
µ
OX of formal microlocalization taking the Dolbeaut resolutions
of the real ones.
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Theorem 6.4.2 Let F ∈ DbR-c(CX). We have the isomorphisms
ρ−1µhomsa(F,OtX) ≃ tµhom(F,OX ),(6.9)
ρ−1µhomsa(F,OwX) ≃ (D
′F
w
⊗
µ
OX)
a,(6.10)
where (·)a denotes the direct image of the antipodal map.
Proof. The result follows by taking Dolbeaut resolutions on the left and
the right-hand side of (6.7) and (6.8). Let us see the proof of (6.9). Let
F ∈ DbR-c(CX). We have the chain of isomorphisms
µhomsa(F,OtX )
≃ (s−1RHom((p−12 F )Ω, p
!
1RHomρ!DX (ρ!OX ,Db
t
XR
)))∧[−1]
≃ (s−1RHom((p−12 F )Ω,RHomp−11 ρ!DX
(p−11 ρ!OX , p
!
1Db
t
XR
)))∧[−1]
≃ (s−1RHomp−11 ρ!DX
(p−11 ρ!OX ,RHom((p
−1
2 F )Ω, p
!
1Db
t
XR
)))∧[−1]
≃ (RHoms−1p−1
1
ρ!DX
(s−1p−11 ρ!OX , s
−1
RHom((p−12 F )Ω, p
!
1Db
t
XR)))
∧[−1]
≃ (RHomτ−1
X
ρ!DX
(τ−1X ρ!OX , s
−1
RHom((p−12 F )Ω, p
!
1Db
t
XR
)))∧[−1]
≃ RHomπ−1ρ!DX (π
−1ρ!OX , (s
−1
RHom((p−12 F )Ω, p
!
1Db
t
XR
))∧)[−1]
≃ RHomρ!DX (ρ!OX , µhom
sa(F,DbtXR)).
Applying the functor ρ−1 we have
ρ−1µhomsa(F,OtX ) ≃ ρ
−1
RHomρ!DX (ρ!OX , µhom
sa(F,DbtXR))
≃ RHomD
X
(OX , ρ
−1µhomsa(F,DbtXR))
≃ RHomD
X
(OX , tµhom(F,DbXR))
≃ tµhom(F,OX).
The proof of (6.10) is similar.
✷
7 Integral transforms
In this section we give some applications related to the microlocalization of
subanalytic sheaves. We show the existence of a natural action of microlo-
cal operators on tempered and formal microlocalization. We show also the
invariance under contact transformation of tempered and formal microlocal-
ization.
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7.1 EX-modules
Let X be a complex manifold of complex dimension dX . Following the
notations of [11] one sets ERX = H
dX (µ∆O
(0,dX)
X×X ). It is a sheaf of rings over
T ∗X and for each F ∈ Db(CX), j ∈ Z the sheaf Hjµhom(F,OX ) is naturally
endowed with a structure of left ERX-module. The sheaf E
R
X is called the ring
of microlocal operators onX. It contains a subring, denoted by EX and called
the ring of (finite-order) microdifferential operators. We will not recall all
the properties of this sheaf and refer to [26] for a detailed study.
In [1] the author introduced the sheaf ER,fX of tempered microdifferential
operators as
ER,fX := H
dX (tµhom(C∆,OX×X)
L
⊗
OX×X
O
(0,dX)
X×X ).
Proposition 7.1.1 One has ER,fX ≃ ρ
−1HdXµsa∆O
t(0,dX )
X×X .
Proof. There is a natural morphism
µhomsa(C∆,OX×X)
L
⊗
ρ!OX×X
ρ!O
(0,dX)
X×X → µhom
sa(C∆,O
t(0,dX )
X×X ).
Applying the exact functor ρ−1 we obtain the morphism
ER,fX → ρ
−1HdXµhomsa(C∆,O
t(0,dX )
X×X ) ≃ ρ
−1HdXµsa∆O
t(0,dX )
X×X ,
which is an isomorphism on the fibers by Theorem 5.1.2.
✷
Let us recall the following results:
• the sheaf tµhom(C∆,OX×X) is concentrated in degree dX ,
• one has the ring inclusions EX ⊂ E
R,f
X ⊂ E
R
X .
7.2 Integral transforms
Let X,Y,Z be three manifolds. Let qij be the (i, j)-th projection defined on
X×Y ×Z and let pij be the (i, j)-th projection defined on T ∗X×T ∗Y ×T ∗Z.
Let paij be the composition of pij with the antipodal map a and let j :
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X × Y × Y × Z → X × Y × Z be the diagonal embedding. Consider the
following diagram
(7.1) T ∗(X × Y )× T ∗(Y × Z) T ∗X × T ∗Y × T ∗Z ED
BC
p13
oo
pa12×p
a
23oo
id×p2×a≀

T ∗(X × Y )×Y T
∗(Y × Z)
✷
δπ
OO
tδ′

T ∗X × T ∗∆Y (Y × Y )× T
∗Zoo

T ∗(X × Y × Z) T ∗X × Y × T ∗Z
tq′13
oo
q13π

T ∗X × T ∗Z.
For F1 ∈ Db(k(X×Y )sa) and F2 ∈ D
b(k(Y×Z)sa) set F1◦F2 = Rq13!!(q
−1
12 F1⊗
q−123 F2) and for G1 ∈ D
b(k(T ∗X×T ∗Y )sa) and G2 ∈ D
b(k(T ∗Y×T ∗Z)sa) set G1
a
◦
G2 = Rp
a
13R+!!(p
a−1
12 G1 ⊗ p
a−1
23 G2). We need this proposition which follows
from the functorial properties of µhomsa (it is an adaptation of Proposition
4.4.11 of [11]).
Proposition 7.2.1 Let us consider the sheaves K1 ∈ D
b
R-c(kX×Y ), F1 ∈
Db(k(X×Y )sa), K2 ∈ D
b
R-c(kY×Z) and F2 ∈ D
b(k(Y ×Z)sa). Suppose that q13
is proper on supp(q−112 K1 ⊗ q
−1
23 K2). There is a morphism
(7.2) µhomsa(K1, F1)
a
◦ µhomsa(K2, F2)→ µhom
sa(K1 ◦K2, F1 ◦ F2).
Proposition 7.2.2 Let λ = ∅, t. Let K1 ∈ D
b
R-c(CX×Y ) andK2 ∈ D
b
R-c(CY×Z).
Suppose that q13 is proper on supp(q
−1
12 K1⊗q
−1
23 K2). Morphism (7.2) defines
a morphism
µhomsa(K1,O
λ(0,dY )
X×Y )
a
◦ µhomsa(K2,O
λ(0,dZ )
Y×Z )(7.3)
→ µhomsa(K1 ◦K2,O
λ(0,dZ )
X×Z )[−dY ].
Proof. It follows from (7.2) setting F1 = O
λ(0,dY )
X×Y , F2 = O
λ(0,dZ )
Y×Z and using
the integration morphism Oλ(0,dY )X×Y ◦ O
λ(0,dZ )
Y×Z → O
λ(0,dZ )
X×Z [−dY ].
✷
Corollary 7.2.3 Morphism (7.2) induces the ring structures on ERX and
ER,fX .
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Proof. It follows applying ρ−1 to (7.3) with X = Y = Z and K1 = K2 =
C∆[−dX ].
✷
Proposition 7.2.4 Let F ∈ DbR-c(CX). Morphism (7.2) defines a morphism
(7.4) µsa∆O
λ(0,dX)
X×X [dX ]⊗ µhom
sa(F,OλX )→ µhom
sa(F,OλX).
Proof. We apply Proposition 7.2.1 with X = Y , Z = {point}. We
set (K1,K2, F1, F2) = (C∆[−dX ], F,O
λ(0,dX )
X×X ,O
λ
X ). In this case we have
C∆ ◦ F ≃ F . We obtain the desired morphism using the integration mor-
phism Oλ(0,dX )X×X ◦ O
λ
X → O
λ
X [−dX ].
✷
Applying the functor ρ−1 to (7.4), we find the morphisms of [1] and [11]
(recall that ρ−1µhomsa(F,OtX ) ≃ tµhom(F,OX)).
Corollary 7.2.5 Morphism (7.4) induces morphisms
ER,fX ⊗ ρ
−1µhomsa(F,OtX ) → ρ
−1µhomsa(F,OtX)(7.5)
ERX ⊗ µhom(F,OX ) → µhom(F,OX )(7.6)
which induces a structure of ER,fX -module (resp. E
R
X-module) on the sheaves
Hkρ−1µhomsa(F,OtX) (resp. H
kµhom(F,OX )), for each k ∈ Z .
Now we will study the action of ER,fX on formal microlocalization. We first
need to introduce the sheaf of tempered C∞-functions.
Definition 7.2.6 Let X be a real analytic manifold and let U ∈ Op(X). Let
f ∈ Γ(U ; C∞X ). One says that f has poynomial growth at p ∈ X if for a local
coordinate system (x1, . . . , xn) around p, there exists a compact neighborhood
K of p and N ∈ N such that
sup
x∈K∩U
(d(x,K \ U))N |f(x)| <∞.
One says that f is tempered at p if all its derivatives have polynomial growth
at p. One says that f is tempered if it is tempered at any point.
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Definition 7.2.7 One denotes by C∞,tX the presheaf of tempered C
∞-functions
on Xsa defined as follows:
U 7→ {f ∈ Γ(U ; C∞X ), f is tempered}.
As a consequence of a result of [13], for U, V ∈ Op(Xsa) the sequence
0→ C∞,tX (U ∪ V )→ C
∞,t
X (U)⊕ C
∞,t
X (V )→ C
∞,t
X (U ∩ V )
is exact. Then C∞,tX is a sheaf on Xsa. Moreover RΓ(U ; C
∞,t
X ) is concentrated
in degree zero for any U ∈ Op(Xsa).
We have the following results (see [14]).
Proposition 7.2.8 For each F ∈ DbR-c(CX) one has the isomorphism
ρ−1RHom(F, C∞,tX ) ≃ THom(F, C
∞
X ),
where THom(F, C∞X ) is the sheaf of [13]. When F = CU , U ∈ Op(Xsa) it is
defined by V 7→ C∞,tV (U ∩ V ).
Proposition 7.2.9 Let X be a complex manifold, XR the underlying real
analytic manifold and X the conjugate manifold. Then
OtX ≃ RHomρ!DX (ρ!OX , C
∞,t
XR
).
We prove the following result.
Lemma 7.2.10 Let f : X → Y be a smooth morphism of real analytic
manifolds. Then we have the isomorphism
f−1C∞,tY
∼
→ RHomρ!DX (DX→Y , C
∞,t
X ).
Proof. We may reduce to the case of a projection π : Y ×R→ Y . We shall
prove that the morphism
∂t : C
∞,t
Y×R → C
∞,t
Y×R,
where t denotes the variable in R, is surjective. Let U ∈ Opc((Y × R)sa),
then by Lemma A.1.11 it admits a finite covering {Ui}Ni=1 such that each
Ui is simply connected and the intersections of each Ui with the fibers of
π are contractible (or empty). Hence we may reduce to the case that the
intersections of U with the fibers of π are contractible (or empty). Moreover
we can assume that
U = {(x, t) ∈ Y × R; f(x) < t < g(x)},
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where f, g : π(U) → R are continuous subanalytic maps and π(U) is sim-
ply connected. Let us consider h, k : π(U) → R subanalytic and ϕ ∈
Γ(π(U); C∞Y ) such that f < h < ϕ < k < g.
Let s ∈ Γ(U ; C∞,tY ×R) and define
s˜(x, t) =
∫ (x,t)
(x,ϕ(x))
s(x, τ)dτ.
Then s˜ ∈ Γ(U ; C∞Y×R) and ∂ts˜ = s. Moreover
|s˜(x, t)| ≤ |ϕ(x)− t| sup
(x,τ)∈{x}×[ϕ(x),t]
|s(x, τ)|.
Since U is bounded, there exists M > 0 such that |ϕ(x) − t| < M for each
(x, t) ∈ U . Since s is tempered, for each x ∈ π(U) and each τ ∈ [ϕ(x), t]
there exist c1, r1 > 0 such that
|s(x, τ)| ≤ c1
1
d((x, τ), ∂U)r1
≤ c1
1
min(d((x, t), ∂U), d((x, h(x)), ∂U), d((x, k(x)), ∂U))r1
.
As a consequence of Łojaciewicz’s inequality (see Theorem 6.4 of [3]) there
exist c2, r2 > 0 such that
d((x, h(x)), ∂U), d((x, k(x)), ∂U) ≥ c2d(x, ∂(π(U)))
r2 ≥ c2d((x, t), ∂U)
r2 .
Hence there exists c, r > 0 such that
s˜(x, t) ≤ c
1
d((x, t), ∂U)r
and the result follows.
✷
Lemma 7.2.11 Let f : X → Y be a smooth morphism of real analytic
manifolds. Let M,N ∈ Db(DX). There is a natural morphism
RHomDX (DX→Y ,M)
L
⊗
f−1AY
RHomDX (DX→Y ,N )→ RHomDX (DX→Y ,M
L
⊗
AX
N ).
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Proof. By Lemma 4.9 of [10] we have
(7.7) DY←X
L
⊗
AX
DX→Y ≃ DY←X
L
⊗
f−1AY
f−1DY .
Then if M is a DX-module
(DY←X
L
⊗
DX
M)
L
⊗
f−1AY
f−1DY ≃ (DY←X
L
⊗
f−1AY
f−1DY )
L
⊗
DX
M
≃ (DY←X
L
⊗
AX
DX→Y )
L
⊗
DX
M
≃ DY←X
L
⊗
DX
(M
L
⊗
AX
DX→Y ).
Now when f is smooth DY←X
L
⊗
DX
· ≃ RHomDX (DX→Y , ·)[dX − dY ]. Then
if N is another DX-module
RHomDX (DX→Y ,M)
L
⊗
f−1AY
RHomDX (DX→Y ,N )
≃ RHomDX (DX→Y ,M
L
⊗
AX
DX→Y
L
⊗
f−1DY
RHomDX (DX→Y ,N ))
→ RHomDX (DX→Y ,M
L
⊗
AX
N ).
✷
Lemma 7.2.12 Let X be a real analytic manifold. Let F,G ∈ DbR-c(CX)
and let S be a closed subanalytic subset of X. There is a morphism
ρ−1RHom(F, (C∞,tX )S)⊗AX ρ
−1
RHom(D′((F ⊗G)S), C
∞,w
X )
→ ρ−1RHom(D′(GS), C
∞,w
X ).
Proof. (i) Let V1, V2 ∈ Op(Xsa). The sheaf ρ−1ΓV1(C
∞,t
X )S is concen-
trated in degree zero since C∞,tX is Γ(U ; ·)-acyclic for each U ∈ Op(Xsa).
Moreover the sheaves ρ−1RHom(D′CV1∩V2∩S, C
∞,w
X ) ≃ CV1∩V2∩S
w
⊗ C∞X and
ρ−1RHom(D′CV2∩S , C
∞,w
X ) ≃ CV2∩S
w
⊗ C∞X are also concentrated in degree
zero. There is a morphism
(7.8) ρ−1ΓV1(C
∞,t
X )S ⊗AX CV1∩V2∩S
w
⊗ C∞X → CV2∩S
w
⊗ C∞X .
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This follows since the multiplication of a function tempered on V1 by a
function vanishing with all its derivatives outside V1 is a function vanishing
with all its derivatives outside V1.
(ii) By Theorem 1.1 of [13] the morphism (7.8) extends to a morphism
(7.9) ρ−1ΓV1(C
∞,t
X )S ⊗AX GV1∩S
w
⊗ C∞X → GS
w
⊗ C∞X ,
functorial in G ∈ ModR-c(CX). By adjuction this gives a morphism
(7.10) ρ−1ΓV1(C
∞,t
X )S →HomAX (GV1∩S
w
⊗ C∞X , GS
w
⊗ C∞X ).
By Theorem 1.1 of [13] the morphism (7.10) extends to a morphism
(7.11) ρ−1Hom(F, (C∞,tX )S)→HomAX ((F ⊗G)S
w
⊗ C∞X , GS
w
⊗ C∞X ).
functorial in F ∈ ModR-c(CX).
(iii) Let F,G ∈ DbR-c(CX). We have the following chain of morphisms
ρ−1RHom(F, (C∞,tX )S)
∼
→ R(ρ−1Hom(F, (C∞,tX )S))
→ R(HomAX ((F ⊗G)S
w
⊗ C∞X , GS
w
⊗ C∞X ))
→ RHomAX ((F ⊗G)S
w
⊗ C∞X , GS
w
⊗ C∞X ),
where the first isomorphism follows since ρ−1 is exact and (·)S sends quasi-
injective objects to quasi-injective objects, the second arrow follows from
(7.11) and the third one is a canonical morphism of derived functors (see
[12], Proposition 13.3.13).
By adjunction we obtain the desired morphism.
✷
Lemma 7.2.13 Let us consider the normal deformation of the diagonal in
X ×X of diagram (5.1). Let F,G ∈ DbR-c(CX). There is a morphism
ρ−1νsa∆ RHom(q
−1
1 F, q
−1
2 C
∞,t
X )⊗AX ρ
−1νsa∆ RHom(q
−1
1 D
′(F ⊗G), q−12 C
∞,w
X )
→ ρ−1νsa∆ RHom(q
−1
1 D
′G, q−12 C
∞,w
X ).
Proof. (i) As in the proof of Theorem 6.4.1, if X is a real analytic manifold,
K ∈ DbR-c(CX), λ = t,w, we have
ρ−1νsa∆ RHom(q
−1
1 K, q
−1
2 C
∞,λ
X )
≃ ρ−1s−1RHom((p−11 K)Ω, p
−1
2 C
∞,λ
X )
≃ ρ−1s−1RHom((p−11 K)Ω,RHomρ!DX˜×X
(ρ!DX˜×X→X , C
∞,λ
X˜×X
))
≃ s−1RHomD
X˜×X
(D
X˜×X→X
, ρ−1RHom((p−11 K)Ω, C
∞,λ
X˜×X
)),
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where the second isomorphism follows from Lemma 7.2.10.
(ii) By Lemma 5.4.2 forH ∈ DbR-c(CX) we have (p
−1
1 D
′H)Ω ≃ D
′((p−11 H)Ω)
and RΓΩp
−1
2 C
∞,t
X ≃ (p
−1
2 C
∞,t
X )Ω.
(iii) By Lemma 7.2.11 with (X,Y ) = (X˜ ×X,X),M = RHom(p−11 F, (C
∞,t
X˜×X
)Ω),
N = RHom(D′((p−11 (F⊗G))Ω), C
∞,w
X˜×X
)), we are reduced to find a morphism
ρ−1RHom(p−11 F, (C
∞,t
X˜×X
)Ω)⊗AX˜×X
ρ−1RHom(D′((p−11 (F ⊗G))Ω), C
∞,w
X˜×X
)
→ ρ−1RHom(D′((p−11 G)Ω), C
∞,w
X˜×X
)
which follows replacing (X,S, F,G) with (X˜ ×X,Ω, p−11 F, p
−1
1 G) in Lemma
7.2.12. ✷
Let us consider the complex case. Let X be a complex manifold.
Lemma 7.2.14 Let L,H ∈ Db(DXR). There is a natural morphism
RHomD
X
(OX ,L)
L
⊗
OX
RHomD
X
(OX ,H)→ RHomDX (OX ,L
L
⊗
AXR
H).
Proof. By definition we have L
L
⊗
AXR
H = DXR→XR×XR
L
⊗
AXR×XR
(L
D
⊠M).
Hence we get
L
D
⊠H → RHomDXR (DXR→XR×XR ,L
L
⊗
AXR
H).
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There is a chain of morphisms
RHomD
X
(OX ,L)
L
⊗
OX
RHomD
X
(OX ,H)
≃ DX→X×X
L
⊗
DX×X
(RHomD
X
(OX ,L)
D
⊠ RHomD
X
(OX ,H))
→ DX→X×X
L
⊗
DX×X
RHomD
X
⊠D
X
(OX ⊠OX ,DX×X
L
⊗
DX⊠DX
(L⊠H))
→ DX→X×X
L
⊗
DX×X
RHomD
X×X
(OX×X ,DX×X
L
⊗
D
X
⊠D
X
DX×X
L
⊗
DX⊠DX
(L⊠H))
→ DX→X×X
L
⊗
DX×X
RHomD
X×X
(OX×X ,L
D
⊠H)
→ DX→X×X
L
⊗
DX×X
RHomD
X×X
(OX×X ,RHomDXR (DXR→XR×XR ,L
L
⊗
AXR
H))
≃ DX→X×X
L
⊗
DX×X
RHomDX (DX→X×X ,RHomDX (OX ,L
L
⊗
AXR
H))
→ RHomD
X
(OX ,L
L
⊗
AXR
H).
✷
Lemma 7.2.15 Let us consider the normal deformation of the diagonal in
X ×X of diagram (5.1). Let F,G ∈ DbR-c(CX). There is a morphism
ρ−1νsa∆ RHom(q
−1
1 F, q
−1
2 O
t
X)⊗OX ρ
−1νsa∆ RHom(q
−1
1 D
′(F ⊗G), q−12 O
w
X)
→ ρ−1νsa∆ RHom(q
−1
1 D
′G, q−12 O
w
X).
Proof. If X is a complex manifold, K ∈ DbR-c(CX), λ = t,w, we have
ρ−1νsa∆ RHom(q
−1
1 K, q
−1
2 O
λ
X)
≃ ρ−1s−1RHom((p−11 K)Ω, p
−1
2 O
λ
X)
≃ ρ−1s−1RHom((p−11 K)Ω, p
−1
2 RHomρ!DX (ρ!OX , C
∞,λ
XR
))
≃ RHomD
X
(OX , ρ
−1s−1RHom((p−11 K)Ω, p
−1
2 C
∞,λ
XR
))
≃ RHomD
X
(OX , ρ
−1νsa∆ RHom(q
−1
1 K, q
−1
2 C
∞,λ
XR
)).
Set
L = ρ−1νsa∆ RHom(q
−1
1 F, q
−1
2 C
∞,t
XR
)),
H = ρ−1νsa∆ RHom(q
−1
1 D
′(F ⊗G), q−12 C
∞,w
XR
)).
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By Lemma 7.2.14 there is a natural morphism
RHomD
X
(OX ,L)
L
⊗
OX
RHomD
X
(OX ,H)→ RHomDX (OX ,L
L
⊗
AXR
H).
Then the result follows from Lemma 7.2.13.
✷
Lemma 7.2.16 Let f : X → Y be a smooth morphism of complex mani-
folds. Then there is a natural morphism
Rf!!Ω
w
X [dX ]→ ΩY [dY ].
Proof. By Theorem A.4.4 we have the isomorphism
f !OwY [2dY ]
∼
→ RHomρ!DX (ρ!DX→Y ,O
w
X)[2dX ].
We have RHomρ!DX (ρ!DX→Y ,O
w
X) ≃ ρ!DY←X
L
⊗
ρ!DX
OwX [dY −dX ]. Hence we
get
ρ!DY←X
L
⊗
ρ!DX
OwX ≃ f
!OwY [dY − dX ].
By adjunction we get
Rf!!(ρ!DY←X
L
⊗
ρ!DX
OwX)→ O
w
Y [dY − dX ].
From this we can deduce
Rf!!Ω
w
X → Rf!!(Ω
w
X
L
⊗
ρ!DX
ρ!DX→Y )→ Ω
w
Y [dY − dX ].
✷
Let us consider the diagram (7.1) with Z = {point}. Set pX : T ∗X ×
T ∗Y → T ∗X, pY : T ∗X × T ∗Y → T ∗Y , qX : X × Y → X, qY : X × Y → Y .
Proposition 7.2.17 Let G ∈ DbR-c(CX) and K ∈ D
b
R-c(CX×Y ) such that
qY is proper on supp(q
−1
X G) ∩ supp(K). Then we have a morphism
ρ−1µhomsa(K,O
t(0,dY )
X×Y )[dY ]
a
◦ ρ−1µhomsa(D′(K ◦G),OwY )(7.12)
→ ρ−1µhomsa(D′G,OwX ).
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Proof. We will prove the assertion in several steps. Set
H1 = ρ
−1νsa∆ RHom(q
−1
1 K, q
!
2O
t(0,dY )
X×Y )
≃ ρ−1νsa∆ RHom(q
−1
1 K, q
−1
2 O
t(0,dY )
X×Y )[2dX×Y ]
H2 = ρ
−1νsa∆ RHom(q
−1
1 D
′(K ◦G), q!2O
w
Y )
≃ ρ−1νsa∆ RHom(q
−1
1 D
′(K ◦G), q−12 O
w
Y )[2dY ].
Since the Fourier-Sato transform commutes with ρ−1 we have
H∧1 ≃ ρ
−1µhomsa(K,O
t(0,dY )
X×Y ), H
∧
2 ≃ ρ
−1µhomsa(D′(K ◦G),OwY ).
(i) By the commutativity of the diagram (7.1) we have an isomorphism
RpaX!((H
∧
1 )
a ⊗ pa−1Y H
∧
2 ) ≃ RqXπ!
tq′X
−1Rtδ′!δ
−1
π (H
∧
1 ⊠H
∧
2 ).
(ii) By Proposition 3.7.15 of [11] we have an isomorphism
(H1)
∧
⊠ (H2)
∧ ∼→ (H1 ⊠H2)
∧,
(iii) Denote by TqY : T (X ×Y )→ TY the tangent map. By Propositions
3.7.13 and 3.7.14 of [11] we have the isomorphism
Rtδ′!δ
−1
π (H1 ⊠H2)
∧ ≃ (H1 ⊗ Tq
−1
Y H2)
∧[−2dY ].
(iv) We have the chain of morphisms
Tq−1Y ν
sa
∆ RHom(q
−1
1 D
′(K ◦G), q−12 O
w
Y )
≃ νsa∆ RHom(q
−1
1 q
−1
Y D
′(K ◦G), q−12 q
−1
Y O
w
Y )
≃ νsa∆ RHom(q
−1
1 D
′(q−1Y qY∗(K ⊗ q
−1
X G)), q
−1
2 q
−1
Y O
w
Y )
→ νsa∆ RHom(q
−1
1 D
′(K ⊗ q−1X G), q
−1
2 q
−1
Y O
w
Y )
≃ νsa∆ RHom(q
−1
1 D
′(K ⊗ q−1X G), q
−1
2 RHomρ!DX×Y (ρ!DX×Y→Y ,O
w
X×Y )),
where the first isomorphism follows since qY is smooth, the second one since
supp(q−1X G) ∩ supp(K) is proper over Y and the last one is given by inverse
image formula for Whitney holomorphic functions.
(v) We have a morphism
(H1 ⊗ Tq
−1
Y H2)
∧[−2dY ]→ ρ
−1µhomsa(q−1X D
′G,O
w(0,dY )
X×Y ).
To prove the existence of this morphism we use (iv) to prove the morphism
H1 ⊗ Tq
−1
Y H2[−2dY ]→ ν
sa
∆ RHom(q
−1
1 q
−1
X D
′G, q−12 O
w(0,dY )
X×Y )[2dX×Y ].
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Hence we may reduce to the case of the morphism
ρ−1νsa∆ RHom(q
−1
1 K, q
−1
2 O
t
X×Y )⊗ ρ
−1νsa∆ RHom(q
−1
1 D
′(K ⊗ q−1X G), q
−1
2 O
w
X×Y )
→ ρ−1νsa∆ RHom(q
−1
1 D
′(q−1X G), q
−1
2 O
w
X×Y ).
This is a consequence of Lemma 7.2.15 with (X,F,G) replaced by (X ×
Y,K, q−1X G).
(vi) We have the chain of morphisms
RqXπ!
tq′X
−1ρ−1µhomsa(q−1X D
′G,O
w(0,dY )
X×Y )
→ ρ−1µhomsa(RqX∗q
−1
X D
′G,RqX!!O
w(0,dY )
X×Y )
→ ρ−1µhomsa(D′G,OwX )[−dY ],
where the second morphism is a consequence of the integration morphism
RqX!!O
w(0,dY )
X×Y → O
w
X [−dY ] defined in Lemma 7.2.16 (see also Remark 3.4 of
[13]) and the fact that RqX∗q
−1
X ≃ id. Composing morphisms (i)-(vi) we get
the desired morphism.
✷
Corollary 7.2.18 Let F ∈ DbR-c(CX). Morphism (7.12) defines a morphism
(7.13) ER,fX ⊗ ρ
−1µhomsa(F,OwX )→ ρ
−1µhomsa(F,OwX )
which induces a structure of ER,fX -module on H
kρ−1µhomsa(F,OwX) for each
k ∈ Z.
Proof. We apply Proposition 7.2.17 settingX = Y and (G,K) = (D′F,C∆).
In this case we have D′(C∆ ◦D′F ) ≃ D′D′F ≃ F .
✷
In this way we find the morphism of [5] (recall that ρ−1µhomsa(F,OwX ) ≃
(D′F
w
⊗
µ
OX)
a)
(ER,fX )
a ⊗ F
w
⊗
µ
OX → F
w
⊗
µ
OX .
Remark 7.2.19 We would like to see the compatibility between this mor-
phism and the one of Andronikof ([1], Proposition 3.3.10). Steps (i) to (iii)
of Proposition 7.2.17 are the same. We need the compatibility between the
multiplications. We will see the compatibility between
ρ−1RΓZO
t
X ⊗ ρ
−1
RHom(F,OtX )→ ρ
−1
RHom(F,OtX )
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and
ρ−1RΓZO
t
X ⊗ ρ
−1
RHom(F,OwX )→ ρ
−1
RHom(F,OwX )
when Z ⊂ X is closed subanalytic and F ∈ DbR-c(CX).
We reduce to the case of a real analytic manifold and we use the fact that
ρ−1RHom(G, C∞,tX ) ≃ THom(G, C
∞
X ) and ρ
−1
RHom(G, C∞,wX ) ≃ D
′G
w
⊗C∞X
for G ∈ DbR-c(CX). Define F
w
⊗THom(G, C∞X ) = THom(G,F
w
⊗C∞X ) saying
that, if U, V are open subanalytic CU
w
⊗THom(CV , C
∞
X ) = THom(CV ,CU
w
⊗
C∞X ) are C
∞-functions tempered on V and vanishing up to infinity outside
U . Then we have
THom(CZ , C
∞
X )⊗ THom(F, C
∞
X ) → THom(CZ , C
∞
X )⊗ THom(F,CZ
w
⊗ C∞X )
→ THom(FZ , C
∞
X )
→ THom(F, C∞X )
and
THom(CZ , C
∞
X )⊗D
′F
w
⊗ C∞X → THom(CZ , C
∞
X )⊗ (D
′F )Z
w
⊗ C∞X
→ THom(CZ ,D
′F
w
⊗ C∞X )
→ D′F
w
⊗ C∞X .
The first and the third arrows of the two diagrams are clearly compatible. Let
us see the compatibility between the second arrows. Note that F ∈ DbR-c(CX)
plays no role in these arrows (it denotes a growth conditions which is pre-
served after the multiplication), so in order to better understand how they
are constructed we set F = CX . Let U = X \Z. Then THom(CZ , C
∞
X ) and
CZ
w
⊗ C∞X are represented by the complexes
0 → C∞X → THom(CU , C
∞
X )
CU
w
⊗ C∞X → C
∞
X → 0
where in both cases C∞X is the degree zero of the complex. The morphism
is induced by the following diagram, where the vertical arrows are given by
multiplication
CU
w
⊗ C∞X ⊗ C
∞
X
//

CU
w
⊗ C∞X ⊗ THom(CU , C
∞
X )⊕ C
∞
X ⊗ C
∞
X
//

C∞X ⊗ THom(CU , C
∞
X )

CU
w
⊗ C∞X
// CU
w
⊗ C∞X ⊕ C
∞
X
// THom(CU , C
∞
X ).
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In the complex in the second line the first arrow is given by s 7→ (s, s) and
the second one by (u, v) 7→ u − v. Computing the cohomology, it is quasi-
isomorphic to THom(CZ , C
∞
X ).
7.3 Microlocal integral transformations
In the case of contact transformation the hypothesis of properness of the
previous section are not satisfied. Hence we are going to define microlocal
operations on µhomsa(·,OλX ) extending those of [11] and [1].
Let Ω ⊂ T ∗X. Denote by Db(Xsa,Ω) (resp. Db(X,Ω), resp. DbR-c(X,Ω) the
category Db(CXsa)/NΩ (resp. D
b(CX)/NΩ, resp. DbR-c(CX)/NΩ), where
NΩ = {F ∈ D
b(CXsa) ; SS(F ) ∩ Ω = ∅} (resp. F ∈ D
b(CX), resp.
F ∈ DbR-c(CX). It follows from Corollary 5.3.5 that the functor
ρ−1µhomsa : Db(Xsa,Ω)
op ×Db(Xsa,Ω)→ D
b(Ω)
is well defined.
Notations 7.3.1 If there is no risk of confusion we will write for short
µhom(·,OλX ) instead of ρ
−1µhomsa(·,OλX ).
Denote by ◦
µ
the microlocal composition of kernels of [11] (and [1] for
R-constructible sheaves). As usual, given K ∈ Db(C(X×Y )sa) and F ∈
Db(CYsa) we set Φ
µ
KF = K ◦µ
F .
Proposition 7.3.2 (i) Let X,Y be two complex analytic manifolds, let K ∈
DbR-c(CX×Y ), pX ∈ T
∗X, pY ∈ T
∗Y such that SS(K) ∩ ({pX} × T
∗Y ) ⊆
(pX , p
a
Y ) in a neighborhood of this point. Then for each F ∈ D
b
R-c(CY ) and
G ∈ DbR-c(CX) there are morphisms
µhom(K,O
t(0,dY )
X×Y )(pX ,paY )[dY ]⊗ µhom(F,O
t
Y )pY(7.14)
→ µhom(ΦµKF,O
t
X)pX .
µhom(K,O
t(0,dY )
X×Y )(pX ,paY )[dY ]⊗ µhom(D
′(ΦµKG),O
w
Y )pY(7.15)
→ µhom(D′G,OwX)pX .
(ii) Let Z be another complex analytic manifold, let K1 ∈ D
b
R-c(CX×Y )
and K2 ∈ D
b
R-c(CY×Z) be microlocally composable at (pX , pY , pZ) ∈ T
∗X ×
T ∗Y × T ∗Z, i.e.
(SS(K1)×T ∗Y SS(K2)) ∩ p
a−1
13 (pX , p
a
Z) ⊆ {((pX , p
a
Y ), (pY , p
a
Z))}
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in a neighborhood of ((pX , p
a
Y ), (pY , p
a
Z)). Then there is a morphism
µhom(K1,O
t(0,dY )
X×Y )(pX ,paY ) ⊗ µhom(K2,O
t(0,dZ )
Y×Z ))(pY ,paZ)
→ µhom(K1 ◦
µ
K2,O
t(0,dZ )
X×Z )(pX ,paZ)[−dY ]
Proof. The result follows thanks to the morphisms defined in the previous
section and adapting the proof of Proposition 3.3.12 of [1].
✷
7.4 Contact transformations
Let X,Y be two complex analytic manifolds of the same complex dimension
n and let ΩX ⊂ T ∗X, ΩY ⊂ T ∗Y be two open subanalytic subsets. Let
χ be a contact transformation from ΩX to ΩY . We set Λ ⊂ ΩX × ΩaY be
the Lagrangian manifold associated to the graph of χ (i.e. (pX , paY ) ∈ Λ if
pY = χ(pX)). We denote by p1 and pa2 the projections from Λ to ΩX and
ΩY respectively.
Let (pX , pY ) ∈ ΩX×ΩY and considerK ∈ DbC-c(X×Y, (pX , p
a
Y )) satisfying
the following properties:
(7.16)
{
SS(K) ⊂ Λ,
K is simple with shift 0 along Λ.
In this situation we have the following results of [15] and [1].
Proposition 7.4.1 Let K ∈ DbC-c(X × Y, (pX , p
a
Y )) satisfying (7.16). Set
K∗ = r∗RHom(K,ωX×Y |Y ), where r : X × Y → Y × X is the canonical
map. Then the functor ΦµK : D
b(Xsa, pX) → D
b(Ysa, pY ) and the functor
ΦµK∗ : D
b(Ysa, pY ) → D
b(Xsa, pX) are equivalence of categories inverse to
each other.
Lemma 7.4.2 Let K ∈ DbC-c(X × Y, (pX , p
a
Y )) satisfying (7.16). Then
µhom(K,OtX×Y ) is concentrated in degree zero.
Proposition 7.4.3 Let K ∈ DbC-c(X×Y, (pX , p
a
Y )) satisfying (7.16) and let
s ∈ µhom(K,O
t(0,n)
X×Y )(pX ,paY ).
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(i) For each F ∈ DbR-c(Y, pY ) and G ∈ D
b
R-c(X, pX) there are morphisms
induced by s
ϕs : µhom(F,O
t
Y )pY [n] → µhom(Φ
µ
KF,O
t
X)pX
ψs : µhom(D
′(ΦµKG),O
w
Y )pY [n] → µhom(D
′F,OwX)pX .
(ii) Let Z be a n-dimensional complex analytic manifold, ΩZ ⊂ T
∗Z and
let χ′ : ΩY → ΩZ be a contact transformation. Let Λ
′ be the La-
grangian submanifold associated to the graph of χ′. Let K ′ ∈ DbC-c(Y ×
Z, (pY , p
a
Z)) satisfying (7.16) and s ∈ µhom(K
′,O
t(0,n)
Y×Z ). Then ϕs ◦
ϕ′s′ = (ϕ ◦ ϕ
′)s◦s′ and ψs ◦ ψ
′
s′ = (ψ ◦ ψ
′)s◦s′, where s ◦ s
′ is the image
of s⊗ s′ by the morphism
µhom(K,OtX×Y )(px,paY ) ⊗ µhom(K
′,OtY×Z))(pY ,paZ)
→ µhom(K ◦
µ
K ′[n],OtX×Z)(pX ,paZ).
(iii) Let P ∈ ER,fX,pX and Q ∈ E
R,f
Y,pY
such that Ps = sQ. Then:
P ◦ ϕs = ϕs ◦Q
(and similarly for ψs).
Proof. (i) Similar to Proposition 5.2.1 (i) of [1]. There exists a neighborhood
Ω of (pX , paY ) such that s ∈ Γ(Ω, µhom(K,O
t(0,n)
X×Y ) and we may suppose that
Λ is closed in Ω. Set K = µhom(K,Ot(0,n)X×Y ). Then
(7.17) s ∈ Γ(Ω,K) ≃ Hom(CΛ,K).
Moreover we can find a relatively compact neighborhoods VY and VX of
πY (pY ) and πX(pX) respectively such that Φ
µ
KF = ΦKX×VY F = KX×VY ◦F
and ΦµKG = ΦKVX×Y G = KVX×Y ◦G. Now set
F1 = µhom(ΦKX×VY F,O
t
X), G1 = µhom(D
′G,OwX ),
F2 = µhom(F,O
t
Y )[n], G2 = µhom(D
′(ΦKVX×YG),O
w
Y )[n].
Then the morphisms ϕs and ψs are given by the diagrams
F2|ΩY
∼ // (CaΛ ◦ F2)|ΩX
// (Ka ◦ F2)|ΩX
// F1|ΩX
G2|ΩY
∼ // (CaΛ ◦ G2)|ΩX
// (Ka ◦ G2)|ΩX
// G1|ΩX
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where the first arrows are given by (7.17) and the second ones by (7.14) and
(7.15).
(ii) The arrow follows from (i) and the associativity of the composition.
(iii) See [1], Proposition 5.2.1 (iii).
✷
Theorem 7.4.4 Let χ be a contact transformation from ΩX to ΩY and let
Λ be the Lagrangian manifold associated to the graph of χ. Then there exists
K ∈ DbC-c(X×Y, (pX , p
a
Y )) satisfying (7.16) and s ∈ µhom(K,O
t(0,n)
X×Y )(pX ,paY )
such that:
(i) the correspondence EX,pX ∋ P 7→ Q ∈ EY,pY such that Ps = sQ is an
isomorphism of rings,
(ii) for each F ∈ DbR-c(Y, pY ) and G ∈ D
b
R-c(X, pX ) the morphisms induced
by s
ϕs : µhom(F,O
t
Y )pY [n] → µhom(Φ
µ
KF,O
t
X)pX
ψs : µhom(D
′(ΦµKG),O
w
Y )pY [n] → µhom(D
′G,OwX)pX .
are isomorphisms compatible with (i).
Proof. The proof is similar to the proof of Proposition 5.2.2 of [1].
✷
Remark 7.4.5 Set G = D′ΦµKF with F ∈ D
b
R-c(Y, pY ), then D
′G = ΦµKF
and
D′ΦµKG ≃ D
′ΦµKD
′ΦµKF ≃ Ψ
µ
KD
′D′ΦµKF ≃ Ψ
µ
KΦ
µ
KF ≃ F,
where the last isomorphism follows from Theorem 7.1.2 of [11]. Hence we
obtain the isomorphism
µhom(F,OwY )pY [n]
∼
→ µhom(ΦµKF,O
w
X)pX .
8 Cauchy-Kowaleskaya-Kashiwara theorem
Here we prove the Cauchy-Kowaleskaya-Kashiwara theorem for holomorphic
functions with growth conditions. The idea of the proof is the following: we
divide the proof in two parts. In the first one we prove that for holomorphic
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functions with growth conditions the characteristic variety of a coherent D-
module coincides with the microsupport of the complex of solutions. In the
second part we use inverse image formulas for OλY to finish the proof of the
theorem.
8.1 Microsupport and characteristic variety
We are going to study the relation between microsupport of subanalytic
sheaves and the characteristic variety of a D-module.
Lemma 8.1.1 Let F ∈ DbR-c(CX) and let G ∈ D
b(CX). Then
D′F ⊗ ρ!G ≃ RHom(F, ρ!G).
Proof. It follows from the following isomorphism of [23]: let F ∈ DbR-c(CX),
K ∈ Db(CXsa) and G ∈ D
b(CX). Then
RHom(F,K)⊗ ρ!G ≃ RHom(F,K ⊗ ρ!G).
Setting K = CX we obtain the result.
✷
Let us recall the notion of elliptic pair of [27]. Let M be a coherent
D-module and F ∈ DbR-c(CX), then (F,M) is an elliptic pair if
SS(F ) ∩Char(M) ⊆ T ∗XX.
We consider the sheaf OλX , for λ = ∅, t,w, ω.
Proposition 8.1.2 Let (F,M) be an elliptic pair. Let G ∈ Db(ρ!DX) such
that Hkµhom(F,G) is a EX-module for each k ∈ Z. Then we have the
isomorphism
RHomDX (M,D
′F ⊗ ρ−1G)
∼
→ RHomDX (M, ρ
−1
RHom(F,G)).
Proof. Let δ : ∆→ X×X be the embedding and let us consider the Sato’s
triangle
δ−1RHom(q−11 F, q
!
2G)⊗ ω∆|X×X → δ
!RHom(q−11 F, q
!
2G)
→ Rπ˙∗µhom
sa(F,G)
+
→ .(8.1)
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We have δ!RHom(q−11 F, q
!
2G) ≃ RHom(F,G). Moreover
δ−1RHom(q−11 F, q
!
2G)⊗ ω∆|X×X ≃ δ
−1
RHom(q−11 F, q
−1
2 G)
≃ δ−1(D′F ⊠G)
≃ D′F ⊗G
where the second isomorphism follows from Lemma 5.3.8. Hence applying
ρ−1 we obtain
D′F ⊗ ρ−1G→ ρ−1RHom(F,G)→ Rπ˙∗µhom(F,G)
+
→ .
Applying the functor RHomDX (ρ!M, ·) we obtain
RHomDX (M,D
′F ⊗ ρ−1G)→ RHomDX (M, ρ
−1
RHom(F,G))
→ RHomDX (M, Rπ˙∗µhom(F,G))
+
→ .
Then it is enough to prove that RHomDX (M, Rπ˙∗µhom(F,G)) = 0. First
remark that we have by adjunction
RHomDX (M, Rπ˙∗µhom(F,G))
≃ Rπ˙∗RHomπ−1DX (π
−1M, µhom(F,G)).
Let k ∈ Z. Since Hkµhom(F,G) is a EX -module for each k ∈ Z we have
Rπ˙∗RHomπ−1DX (π
−1M,Hkµhom(F,G))
≃ Rπ˙∗RHomEX ((EX ⊗π−1DX π
−1M),Hkµhom(F,G)).
We have supp(Hkµhom(F,G)) ⊆ SS(F ) for each k ∈ Z by Corollary 5.3.5
and supp(EX ⊗π−1DX π
−1M) = Char(M). Hence
(8.2) Rπ˙∗RHomπ−1DX (π
−1M,Hkµhom(F,G)) = 0
for each k ∈ Z since the pair (F,M) is elliptic. Let us suppose that the length
of the bounded complex µhom(F,G) is n and let us argue by induction on
the truncation τ≤iµhom(F,G). If i = 0 the result follows from (8.2). Let us
consider the distinguish triangle
τ≤n−1µhom(F,G)→ µhom(F,G)→ Hnµhom(F,G)
+
→
and apply the functor Rπ˙∗RHomπ−1DX (π
−1M, ·). The first term becomes
zero by the induction hypothesis and the third one is zero by (8.2). Hence
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RHomDX (M, Rπ˙∗µhom(F,G)) = 0 and the result follows.
✷
Setting G = OλX in Proposition 8.1.2, λ = ∅, t,w, ω we obtain the follow-
ing result.
Theorem 8.1.3 Let (F,M) be an elliptic pair. Then we have the isomor-
phism
(8.3) RHomDX (M,D
′F ⊗OX)
∼
→ RHomDX (M, ρ
−1
RHom(F,OλX )).
Proof. If λ = ω this is a consequence of Lemma 8.1.1. If λ = ∅, t,w then
Hkµhom(F,OλX) is a EX-module for each k ∈ Z by Corollaries 7.2.5 and
7.2.18 and the result follows from Proposition 8.1.3.
✷
Example 8.1.4 Let M be a real analytic manifold and let X be a complex-
ification of M . Let M be an elliptic system on M . Then
RHomDX (M,AM ) ≃ RHomDX (M, C
∞
M )
≃ RHomDX (M,DbM )
≃ RHomDX (M,BM ).
This follows from Theorem 8.1.3 setting F = D′CM and applying ρ
−1 to the
isomorphism (8.3). In fact
RHomDX (M, ρ
−1
RHom(D′CM ,O
λ
X)) ≃

RHomDX (M,AM ) if λ = ω,
RHomDX (M, C
∞
M ) if λ = w,
RHomDX (M,DbM ) if λ = t,
RHomDX (M,BM ) if λ = ∅
and they are all isomorphic since we have ρ−1RHomρ!DX (ρ!M,D
′D′CM ⊗
OλX) ≃ RHomDX (M,CM ⊗OX) ≃ RHomDX (M,AM ) for λ = ∅, t,w, ω.
Example 8.1.5 Let X be a smooth submanifold of Y , let OY |̂X be the formal
completion of X along Y and let BX|Y be the algebraic cohomology of OY with
support in X. Let M be a DY -module such that T
∗
XY ∩ Char(M) ⊆ T
∗
Y Y .
Then we have the isomorphisms
RHomDX (M,OY |X) ≃ RHomDX (M,OY |̂X),
≃ RHomDX (M,BX|Y ).
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This follows from Theorem 8.1.3 setting F = D′CY , applying ρ
−1 to the
isomorphism (8.3) and arguing as in Example 8.1.4.
Let M be a DX -module and let λ = ∅, t,w, ω. One sets for short
Solλ(M) := RHomρ!DX (ρ!M,O
λ
X).
Corollary 8.1.6 Let M be a coherent DX -module. Then
SS(Solλ(M)) = Char(M).
Proof. Recall that SS(Sol(M)) = Char(M).
(i) Char(M) ⊆ SS(Solλ(M)) follows from the fact that ρ−1Solλ(M) =
Sol(M) and SS(ρ−1G) ⊆ SS(G) for each G ∈ Db(CXsa).
(ii) Char(M) ⊇ SS(Solλ(M)). Let (x, ξ) /∈ Char(M) = SS(Sol(M))
and let U be a conic open neighborhood of (x, ξ), U ∩ Char(M) = ∅, such
that for each F ∈ DbR-c(CX) with supp(F ) ⊂⊂ π(U) and SS(F ) ⊂ U ∪T
∗
XX
we have HomDb(CX)(F,Sol(M)) = 0. By Theorem 8.1.3 the complexes
RHom(F,RHomDX (M,OX )) ≃ ρ
−1
RHom(F,RHomρ!DX (ρ!M, Rρ∗OX))
≃ ρ−1RHom(F,RHomρ!DX (ρ!M,O
λ
X ))
are all quasi-isomorphic for λ = ∅, t,w, ω. HenceHomDb(CXsa )(F,Sol
λ(M)) =
0 and (x, ξ) /∈ SS(Solλ(M)).
✷
8.2 Cauchy-Kowaleskaya-Kashiwara theorem
Now we apply the preceding results to prove the Cauchy-Kowaleskaya-Kashiwara
theorem for holomorphic functions with growth conditions λ = ∅, t,w, ω.
We refer to [10] for the statement and proof of the Cauchy-Kowaleskaya-
Kashiwara theorem for holomorphic functions.
Let f : X → Y be a morphism of complex manifolds. Set d = dimCX −
dimCY . We recall the inverse image isomorphisms
f !OtY ≃ ρ!DY←X
L
⊗
ρ!DX
OtX [d],(8.4)
f !OwY ≃ RHomρ!DX (ρ!DX→Y ,O
w
X)[2d].(8.5)
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Proposition 8.2.1 Let M be a coherent DY -module, and suppose that f
is non characteristic for M. Then we have the following isomorphism for
λ = ∅, t,w, ω:
f !RHomρ!DY (ρ!M,O
λ
Y ) ≃ RHomρ!DX (ρ!f
−1M,OλX)[2d].
Proof. (i) Let λ = t. Recall that if M is a coherent DY -module and f is
non characteristic, then f−1M is a coherent DX-module and
f−1RHomDY (M,DY ) ≃ RHomDX (f
−1M,DX)[d].
We have the chain of isomorphisms
RHomDX (ρ!f
−1M,OtX)[2d] ≃ ρ!RHomDX (f
−1M,DX)⊗ρ!DX O
t
X [2d]
≃ ρ!f
−1
RHomDY (M,DY )⊗ρ!DX O
t
X [d]
≃ ρ!f
−1
RHomDY (M,DY )⊗ρ!f−1DY f
!OtY
≃ f !(ρ!RHomDY (M,DY )⊗ρ!DY O
t
Y )
≃ f !RHomρ!DY (ρ!M,O
t
Y ),
where the first and the last isomorphisms follow from the coherence of f−1M
and M, and the third one follows from (8.4).
(ii) Let λ = w. We have the chain of isomorphisms
f !RHomρ!DY (M,O
w
Y ) ≃ RHomρf−1DX (ρ!f
−1M, f !OwY )
≃ RHomρ!f−1DX (ρ!f
−1M,RHomρ!DX (ρ!DX→Y ,O
w
X))[2d]
≃ RHomρ!DX (ρ!f
−1M,OwX)[2d],
where the second isomorphism follows from (8.5).
(iii) Let λ = ∅, ω. SinceM is coherent and f is non characteristic the result
follows from the isomorphism
f !RHomDY (M,OY ) ≃ RHomDX (f
−1M,OX)[2d].
✷
Theorem 8.2.2 Let M be a coherent DY -module, and suppose that f is
non characteristic for M. Then we have the following isomorphism for λ =
∅, t,w, ω:
f−1RHomρ!DY (ρ!M,O
λ
Y ) ≃ RHomρ!DX (ρ!f
−1M,OλX ).
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Proof. By Corollary 8.1.6 f is non characteristic for SS(Solλ(M)). Hence
by Proposition 5.3.7
f !RHomρ!DY (ρ!M,O
λ
Y ) ≃ f
−1
RHomρ!DY (ρ!M,O
λ
Y )[2d].
Then the result follows from Proposition 8.2.1.
✷
A Appendix
A.1 Review on subanalytic sets
We recall briefly some properties of subanalytic subsets. Reference are made
to [3] and [18] for the theory of subanalytic subsets and to [4] and [31] for
the more general theory of o-minimal structures. Let X be a real analytic
manifold.
Definition A.1.1 Let A be a subset of X.
(i) A is said to be semi-analytic if it is locally analytic, i.e. each x ∈ A has
a neighborhood U such that X∩U = ∪i∈I∩j∈JXij , where I, J are finite
sets and either Xij = {y ∈ Ux; fij > 0} or Xij = {y ∈ Ux; fij = 0}
for some analytic function fij.
(ii) A is said to be subanalytic if it is locally a projection of a relatively
compact semi-analytic subset, i.e. each x ∈ A has a neighborhood
U such that there exists a real analytic manifold Y and a relatively
compact semi-analytic subset A′ ⊂ X × Y satisfying X ∩ U = π(A′),
where π : X × Y → X denotes the projection.
(iii) Let Y be a real analytic manifold. A continuous map f : X → Y is
subanalytic if its graph is subanalytic in X × Y .
Let us recall some result on subanalytic subsets.
Proposition A.1.2 Let A,B be subanalytic subsets of X. Then A ∪ B,
A ∩B, A, ∂A and A \B are subanalytic.
Proposition A.1.3 Let A be a subanalytic subsets of X. Then the con-
nected components of A are locally finite.
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Proposition A.1.4 Let f : X → Y be a subanalytic map. Let A be a
relatively compact subanalytic subset of X. Then f(A) is subanalytic.
Definition A.1.5 A simplicial complex (K,∆) is the data consisting of a
set K and a set ∆ of subsets of K satisfying the following axioms:
S1 any σ ∈ ∆ is a finite and non-empty subset of K,
S2 if τ is a non-empty subset of an element σ of ∆, then τ belongs to ∆,
S3 for any p ∈ K, {p} belongs to ∆,
S4 for any p ∈ K, the set {σ ∈ ∆; p ∈ σ} is finite.
If (K,∆) is a simplicial complex, an element of K is called a vertex. Let
RK be the set of maps from K to R equipped with the product topology. To
σ ∈ ∆ one associate |σ| ⊂ RK as follows:
|σ| =
{
x ∈ RK ; x(p) = 0 for p /∈ σ, x(p) > 0 for p ∈ σ and
∑
p
x(p) = 1
}
.
As usual we set:
|K| =
⋃
σ∈∆
|σ|,
U(σ) =
⋃
τ∈∆,τ⊃σ
|τ |,
and for x ∈ |K|:
U(x) = U(σ(x)),
where σ(x) is the unique simplex such that x ∈ |σ|.
Theorem A.1.6 Let X =
⊔
i∈I Xi be a locally finite partition of X con-
sisting of subanalytic subsets. Then there exists a simplicial complex (K,∆)
and a subanalytic homeomorphism ψ : |K|
∼
→ X such that
(i) for any σ ∈ ∆, ψ(|σ|) is a subanalytic submanifold of X,
(ii) for any σ ∈ ∆ there exists i ∈ I such that ψ(|σ|) ⊂ Xi.
Let us recall the definition of a subfamily of the subanalytic subsets of Rn
which have some very good properties.
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Definition A.1.7 A subanalytic subset A of Rn is said to be globally subana-
lytic if it is subanalytic in the projective space Pn(R). Here we identify Rn
with a submanifold of Pn(R) via the map (x1, . . . , xn) 7→ (1 : x1 : . . . : xn).
An equivalent way to define globally subanalytic subsets is by means of
the map τn : Rn → Rn given by
τn(x1, . . . , xn) :=
(
x1√
1 + x21
, . . . ,
xn√
1 + x2n
)
.
In particular relatively compact subanalytic subsets are globally subanalytic.
Definition A.1.8 A map f : Rn → Rn is said to be globally subanalytic if
its graph is globally subanalytic.
Proposition A.1.9 Let f : Rn → Rn be a globally subanalytic map. Let A
be a globally subanalytic subset of Rn. Then f(A) is globally subanalytic.
Now we recall the notion of cylindrical cell decomposition, a useful tool
to study the geometry of a subanalytic subset. We refer to [4] and [31] for a
complete exposition.
A cyindrical cell decomposition (ccd for short) of Rn is a finite partition
of Rn into subanalytic subsets, called the cells of the ccd. It is defined by
induction on n:
n=1 a ccd of R is given by a finite subdivision a1 < . . . < aℓ of R. The
cells of R are the points {ai}, 1 ≤ i ≤ ℓ, and the intervals (ai, ai+1),
0 ≤ i ≤ ℓ, where a0 = −∞ and aℓ+1 = +∞.
n>1 a ccd of Rn is given by a ccd of Rn−1 and, for each cell D of Rn−1,
continuous analytic functions
ζD,1 < . . . < ζD,ℓD : D → R.
The cells of Rn are the graphs
{(x, ζD,i(x)); x ∈ D}, 1 ≤ i ≤ ℓD,
and the bands
{(x, y) ∈ D × R; ζD,i(x) < y < ζD,i+1(x)}
for 0 ≤ i ≤ ℓD, where ζD,0 = −∞ and ζD,ℓD+1 = +∞.
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Theorem A.1.10 Let A1, . . . Ak be globally subanalytic subsets of R
n. There
exists a ccd of Rn such that each Ai is a union of cells.
We end this section with the following useful result.
Lemma A.1.11 Let U be a globally subanalytic subset of Rn and denote by
π : Rn → Rn−1 the projection. Then U admits a finite open covering {Ui}
such that each Ui is simply connected and the intersection of each Ui with
the fibers of π is contractible or empty.
Proof. Up to take the image of U by the homeomorphism
ϕ : Rn → (−1, 1)n
(x1, . . . , xn) 7→
(
x1√
1 + x21
, . . . ,
xn√
1 + x2n
)
we may assume that U is bounded. Then it follows from a result of [34] that
U can be covered by finitely many open cells, and cells satisfy the desired
properties.
✷
A.2 Ind-sheaves and subanalytic sites
Let us recall some results of [14].
One denotes by I(kX) the category of ind-sheaves of k-vector spaces on
X, that is I(kX) = Ind(Mod
c(kX)), where Mod
c(kX) denotes the full sub-
category of Mod(kX) consisting of sheaves with compact support on X. We
denote by Db(I(kX )) the bounded derived category of I(kX).
There are three functors relating ind-sheaves and classical sheaves:
ι : Mod(kX)→ I(kX) F 7→ “lim−→”
U⊂⊂X
FU ,
α : I(kX)→ Mod(kX ) “lim−→”
i
Fi 7→ lim−→
i
Fi,
β : Mod(kX)→ I(kX) left adjoint to α.
These functors satisfy the following properties:
• the functor ι is fully faithful, exact and commutes with lim←−,
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• the functor α is exact and commutes with lim−→ and lim←−,
• the functor β is fully faithful, exact and commute with lim−→,
• (α, ι) and (β, α) are pairs of adjoint functors.
Since ι is fully faithful and exact we identify Mod(kX) (resp. Db(kX)) with
a full abelian subcategory of I(kX) (resp. Db(I(kX))).
The category I(kX) admits an internal hom denoted by Ihom and this
functor admits a left adjoint, denoted by ⊗. One can also define an external
Hom : I(kX)× I(kX)→ Mod(kX) and one has
Hom(F,G) = αIhom(F,G) and HomI(kX)(F,G) = Γ(X;Hom(F,G)).
The functor ⊗ is exact while Ihom and Hom are left exact and admit
right derived functors RIhom and RHom.
Consider a morphism of real analytic manifolds f : X → Y . One defines
the external operations
f−1 : I(kY )→ I(kX) “lim−→”
i
Gi 7→ “lim−→”
i,U⊂⊂X
(f−1Gi)U
f∗ : I(kX)→ I(kY ) “lim−→”
i
Fi 7→ lim←−
U⊂⊂X
lim−→
i
f∗ΓUFi
f!! : I(kX)→ I(kY ) “lim−→”
i
Fi 7→ “lim−→”
i
f!Fi
where the notation f!! is chosen to stress the fact that f!!◦ι 6≃ ι◦f! in general.
While f−1 is exact, the others functors admit right derived functors. One
can show that the functor Rf!! admits a right adjoint denoted by f ! and we
get the usual formalism of the six Grothendieck operations. Almost all the
formulas of the classic theory of sheaves remain valid for ind-sheaves.
There is a strict relations between ind-sheaves and sheaves on the suban-
alytic site associated to X. Set IR-c(kX) = Ind(Mod
c
R-c(kX)) for short.
Theorem A.2.1 One has an equivalence of categories
IR-c(kX)
∼
→ Mod(kXsa)
“lim−→”
i
Fi 7→ lim−→
i
ρ∗Fi.
Let us recall the following functor defined in [14]:
IT : Mod(kXsa) → I(kX)
lim−→
i
ρ∗Fi 7→ “lim−→”
i
Fi.
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It is fully faithful, exact and commutes with lim−→ and ⊗. It admits a right
adjoint
JT : I(kX) → Mod(kXsa)
satisfying, for each U ∈ Op(Xsa), Γ(U ;JT F ) = HomI(kX )(kU , F ). This
functor is right exact and commutes with filtrant inductive limits. Moreover
we have RJT ◦ IT ≃ id and
RJT RIhom(IT F,G) ≃ RHom(F,RJT G).
We have the following relations:
RJT ◦ ι ≃ Rρ∗ and α ≃ ρ
−1 ◦ JT
α ◦ IT ≃ ρ
−1 and IT ◦ ρ! ≃ β
Let f : X → Y be a morphism of real analytic manifolds and let U be an
open subanalytic subset of X.
Lemma A.2.2 Let F ∈ Db(kXsa) and G ∈ D
b(kYsa). We have
(i) IT ◦Rf!!F ≃ Rf!! ◦ IT F ,
(ii) IT ◦ f−1G ≃ f−1 ◦ ITG,
(iii) IT ◦ f
!G ≃ f ! ◦ IT G,
(iv) IT FU ≃ (IT F )U ,
(v) IT ◦ RΓUF ≃ RIΓU ◦ IT F .
A.3 Inverse image for tempered holomorphic functions
Let f :M → N be a morphism of oriented real analytic manifolds of dimen-
sion dM and dN . Set d = dN − dM . Denote by AM the sheaf of analytic
functions on M .
Lemma A.3.1 Let F be an AM -module locally free of finite rank. Then
Rkf!!(Db
t
M ⊗ρ!AM ρ!F ) = 0 for k 6= 0.
Proof. It is a consequence of the fact that DbtM is quasi-injective and Propo-
sition 1.6.5 of [23].
✷
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Lemma A.3.2 Let M and N be orientable real manifolds. There is a nat-
ural morphism of complexes
f!!(Db
t
M ⊗
ρ!AM
ρ!Ω
•
M )[dM ]→ Db
t
N ⊗
ρ!AN
ρ!Ω
•
N [dN ].
Proof. Let U ∈ Opc(Nsa). We have the chain of morphisms
Γ(U ; f!!(Db
t
M ⊗
ρ!AM
ρ!Ω
dM−i
M )) ≃ Γ(N ;Hom(CU , f!!(Db
t
M ⊗
ρ!AM
ρ!Ω
dM−i
M )))
≃ Γ(N ; f!THom(f
−1CU ,DbM ⊗
AM
ΩdM−iM ))
→ Γc(N ;THom(G,DbN ⊗
AN
ΩdN−iN ))
≃ Γ(U ;DbN ⊗
AN
ΩdN−iN ),
where the third morphism follows from Proposition 4.3 of [13].
✷
Proposition A.3.3 There is a natural morphism in Db(ρ!D
op
M ):
(A.1) Rf!!(Db
t∨
M
L
⊗
ρ!DM
ρ!DM→N )→ Db
t∨
N .
Proof. The Spencer resolution of DM→N give rise to the quasi-isomorphism
DM→N
∼
← DM ⊗
AM
•∧
ΘM ⊗
AM
DM→N ≃ DM ⊗
AM
•∧
ΘM ⊗
f−1AM
f−1DN
from which we obtain the following quasi-isomorphism for Dbt∨M ⊗
ρ!DM
ρ!DM→N
in Db(ρ!f−1D
op
N ) :
Dbt∨M ⊗
ρ!AM
ρ!DM→N ≃ (Db
t
M ⊗
ρ!DM
ρ!ΩM ) ⊗
ρ!DM
(ρ!(DM ⊗
AM
•∧
ΘM ⊗
f−1AN
f−1DN ))
≃ DbtM ⊗
ρ!AM
ρ!(ΩM ⊗
AM
•∧
ΘM ⊗
f−1AN
f−1DN )
≃ DbtM ⊗
ρ!AM
ρ!(Ω
•
M ⊗
f−1AN
f−1DN )[dM ].
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Applying Rf!! we obtain:
Rf!!(Db
t∨
M ⊗
ρ!DM
ρ!DM→N ) ≃ Rf!!(Db
t
M ⊗
ρ!AM
ρ!(Ω
•
M ⊗
f−1AN
f−1DN ))[dM ]
≃ Rf!!(Db
t
M ⊗
ρ!AM
ρ!Ω
•
M ) ⊗
ρ!AN
ρ!DN [dM ]
≃ f!!(Db
t
M ⊗
ρ!AM
ρ!Ω
•
M) ⊗
ρ!AN
ρ!DN [dM ]
→ DbtN ⊗
ρ!AN
ρ!Ω
•
N ⊗
ρ!AN
ρ!DN [dN ]
≃ DbtN ⊗
ρ!AN
ρ!ΩN
= Dbt∨N ,
where the third isomorphism follows from Lemma A.3.1 and the morphism
from Lemma A.3.2.
✷
By adjunction we get a morphism
(A.2) Dbt∨M
L
⊗
ρ!DM
ρ!DM→N → f
!Dbt∨N .
Theorem A.3.4 The morphism (A.2) is an isomorphism.
Proof. Let F ∈ DbR-c(CM ) with compact support. We have the chain of
isomorphisms
RHom(F, f !Dbt∨N ) ≃ RHom(Rf!!F,Db
t∨
N )
≃ RΓ(N,THom(Rf!F,Db
∨
N ))
≃ RΓ(N,Rf!(THom(F,Db
∨
M )
L
⊗
DM
DM→N))
≃ RΓ(M,THom(F,Db∨M )
L
⊗
DM
DM→N )
≃ RHom(F,Dbt∨M
L
⊗
ρ!DM
ρ!DM→N ),
where the third isomorphism follows from Theorem 4.4 of [13].
✷
By the equivalence between left and right D-modules, we have an isomor-
phism
(A.3) ρ!DN←M
L
⊗
ρ!DM
DbtM
∼
→ f !DbtN .
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Corollary A.3.5 When f is smooth we have an isomorphism
f−1DbtN
∼
→ RHomρ!DM (ρ!DM→N ,Db
t
M ).
Proof. The result is obtained by the following isomorphisms
RHomρDM (ρ!DM→N ,Db
t
M) ≃ ρ!RHom(DM→N ,DM )
L
⊗
ρ!DM
DbtM
≃ ρ!DN←M
L
⊗
ρ!DM
DbtM [d]
≃ f !DbtN [d]
≃ f−1DbtN .
The first isomorphism is obtained by replacing DM→N with its Koszul com-
plex. The second follows from the smoothness of f and the isomorphism
RHomDM (DM→N ,DM ) ≃ DN←M [d].
The last isomorphism follows since when f is smooth we have the isomor-
phism f !(·)[d] ≃ f−1.
✷
From now on X will be a complex manifold, with structure sheaf OX .
We denote by X the complex conjugate manifold (with structure sheaf OX),
and XR the underlying real analytic manifold, identified with the diagonal
of X ×X . Let OtX be the sheaf of tempered holomorphic functions on X.
We also consider the sheaf ΩtX ∈ D
b(ρ!D
op
X ):
ΩtX := Db
t∨
XR
L
⊗
ρ!DX
ρ!OX [−dX ].
Proposition A.3.6 Let f : X → Y be a holomorphic map between complex
manifolds. Then
(A.4) ΩtX
L
⊗
ρ!DX
ρ!DX→Y [dX ] ≃ f
!ΩtY [dY ].
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Proof. We have the chain of isomorphisms
f !(Dbt∨YR
L
⊗
ρ!DX
ρ!OY ) ≃ f
!Dbt∨YR
L
⊗
ρ!f−1DY
ρ!f
−1OY
≃ Dbt∨XR
L
⊗
ρ!DXR
ρ!DXR→YR
L
⊗
ρ!f−1DY
ρ!f
−1OY
≃ (Dbt∨XR
L
⊗
ρ!DX
ρ!DX→Y )
L
⊗
ρ!DX
ρ!DX→Y
L
⊗
ρ!f−1DY
ρ!f
−1OY
≃ (Dbt∨XR
L
⊗
ρ!DX
ρ!DX→Y )
L
⊗
ρ!DX
ρ!OX
≃ (Dbt∨XR
L
⊗
ρ!DX
ρ!OX)
L
⊗
ρ!DX
ρ!DX→Y ,
where the second isomorphism follows from Proposition A.3.4.
✷
By the equivalence between left and right D-modules, we have an isomor-
phism
(A.5) ρ!DY←X
L
⊗
ρ!DX
OtX
∼
→ f !OtY .
Corollary A.3.7 When f is smooth we have an isomorphism
f−1OtY
∼
→ RHomρ!DX (ρ!DX→Y ,O
t
X).
Proof. The proof is similar to that of Corollary A.3.5.
✷
A.4 Inverse image for Whitney holomorphic functions
Let f :M → N be a morphism of oriented real analytic manifolds of dimen-
sion dM and dN . Set d = dN − dM .
Lemma A.4.1 The sheaf f !C∞,wN [d] is concentrated in degree zero.
Proof. If f is smooth, then f !(·)[d] ≃ f−1, and the result is clear. Let f be
a closed embedding. Let F ∈ DbR-c(CM ). We have the chain of isomorphisms
RHom(D′F ; f !C∞,wN )[d] ≃ RHom(f!D
′F [−d]; C∞,wN )
≃ RHom(D′(f!F ); C
∞,w
N )
≃ RΓ(Y ; f!F
w
⊗ C∞N ).
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The fourth isomorphism follows since Rf∗DF ≃ D(Rf!F ) if F ∈ DbR-c(CM )
and Rf∗ ≃ Rf! ≃ f! since f is a closed embedding. Let U ∈ Op
c(Msa) be
locally cohomologically trivial. We have D′CU ≃ CU , and we get
Rk+dΓ(U ; f !C∞,wN ) ≃ R
kΓ(X; f!CU
w
⊗ C∞N ) = 0
if k 6= 0 since f!CU
w
⊗ C∞N is soft. Hence f
!C∞,wN [d] is concentrated in degree
zero on a basis for the topology of Msa and the result follows.
✷
Proposition A.4.2 There is a natural morphism in Mod(CMsa)
f !C∞,wN [d]→ C
∞,w
M
Proof. Let U ∈ Opc(Msa) be locally cohomologically trivial. We have the
chain of morphisms
Γ(U ; f !C∞,wN [d]) ≃ RΓ(N ;Rf!CU
w
⊗ C∞N )
→ RΓ(M ; f−1Rf!CU
w
⊗ C∞M )
→ RΓ(M ;CU
w
⊗ C∞M )
≃ Γ(U ; C∞,wM ),
where the first isomorphism has been proved in Lemma A.4.1 and the first
arrow follows from Theorem 3.3 of [13].
✷
Proposition A.4.3 There is a natural morphism in Db(ρ!DM ):
(A.6) ρ!DM→N
L
⊗
ρ!f−1DM
f !C∞,wN [d]→ C
∞,w
M .
Proof. The Spencer resolution of DM→N gives rise to the quasi-isomorphism
DM→N
∼
← DM ⊗
AM
•∧
ΘM ⊗
AM
DM→N ≃ DM ⊗
AM
•∧
ΘM ⊗
f−1AM
f−1DM
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from which we obtain
ρ!DM→N
L
⊗
ρ!f−1DM
f !C∞,wN [d]
≃ ρ!DM ⊗
ρ!AM
ρ!
•∧
ΘM ⊗
ρ!f−1AM
ρ!f
−1DM
L
⊗
ρ!f−1DM
f !C∞,wN [d]
≃ ρ!DM ⊗
ρ!AM
ρ!
•∧
ΘM ⊗
ρ!f−1AM
f !C∞,wN [d]
→ ρ!DM ⊗
ρ!AM
ρ!
•∧
ΘM ⊗
ρ!f−1AM
C∞,wM
≃ C∞,wM .
✷
By adjunction we get a morphism
(A.7) f !C∞,wN [d]→ RHomρ!DM (ρ!DM→N , C
∞,w
M ).
Theorem A.4.4 The morphism (A.7) is an isomorphism.
Proof. Let F ∈ DbR-c(CM ). We have the chain of isomorphisms
RHom(D′F, f !C∞,wN )[d] ≃ RΓ(Y ;Rf!F
w
⊗ C∞N )
≃ RHomDM (DM→N , F
w
⊗ C∞M )
≃ RHomDM (DM→N , ρ
−1
RHom(D′F, C∞,wM ))
≃ RHomρ!DM (ρ!DM→N ,RHom(D
′F, C∞,wM ))
≃ RHom(D′F,RHomρ!DM (ρ!DM→N , C
∞,w
M )),
where the second isomorphism follows from Theorem 3.5 of [13].
✷
Corollary A.4.5 When f is smooth we have an isomorphism
f−1C∞,wN
∼
→ RHomρ!DM (ρ!DM→N , C
∞,w
M ).
Proof. It follows from the fact that f !(·)[d] ≃ f−1 when f is smooth.
✷
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From now on X will be a complex manifold of complex dimension dX ,
with structure sheaf OX . We denote by X the complex conjugate manifold
(with structure sheaf OX), and XR the underlying real analytic manifold,
identified with the diagonal of X × X . Let OwX be the sheaf of Whitney
holomorphic functions on X.
Theorem A.4.6 Let f : X → Y be a morphism of complex manifolds. Then
(A.8) f !OwY [2dY ]
∼
→ RHomρ!DX (ρ!DX→Y ,O
w
X)[2dX ].
Proof. Remark that, if M∈ Db(ρ!DXR) we have
RHomρ!f−1DY (ρ!f
−1OY ,RHomρ!DXR (ρ!DXR→YR ,M))
≃ RHomρ!DX (ρ!DX→Y ,RHomρ!f−1DY (ρ!f
−1OY ,RHomDX (ρ!DX→Y ,M)))
≃ RHomρ!DX (ρ!DX→Y ,RHomρ!DX (ρ!(DX→Y
L
⊗
ρ!f
−1D
Y
f−1OY ),M))
≃ RHomρ!DX (ρ!DX→Y ,RHomρ!DX (ρ!OX ,M)).
We have the chain of isomorphisms
f !OwY [2dY ] ≃ f
!
RHomρ!DY (ρ!OY , C
∞,w
YR
)[2dY ]
≃ RHomρ!f−1DY (f
−1ρ!OY , f
!C∞,wYR )[2dY ]
≃ RHomρ!f−1DY (ρ!f
−1OY ,RHomρ!DXR (ρ!DXR→YR , C
∞,w
XR
))[2dX ]
≃ RHomρ!DX (ρ!DX→Y ,RHomρ!DX (ρ!OX , C
∞,w
XR
))[2dX ]
≃ RHomρ!DX (ρ!DX→Y ,O
w
X)[2dX ].
✷
Corollary A.4.7 When f is smooth we have an isomorphism
f−1OwY
∼
→ RHomρ!DX (ρ!DX→Y ,O
w
X).
Proof. The proof is similar to that of Corollary A.4.5.
✷
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