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Introduction
In entertainment applications, such as movies and video games, images of fluid phenomena are often used to produce certain visual effects including smoke, fire, clouds, and water. However, capturing real images that satisfy the user's intention is often difficult. Therefore, computer graphics (CG) techniques are often used to synthesize realistic images of fluids.
There are many methods for simulating fluids using CG. One promising approach is physically based simulation of fluid dynamics, which can synthesize realistic animations of fluids. However, even when using fluid simulation, it is still difficult to produce the shapes and motion desired by the user. In order to address this problem, several methods have been proposed for controlling fluid simulation [4] - [6] . Among such control methods, we focus on controlling the simulation of clouds. Dobashi et al [1] proposed a method for controlling the simulation of cumuliform clouds so that the clouds form the desired shapes specified by the user. In this method, the user specifies the desired shape by drawing its outline and the method controls the simulation of the cloud growth until it eventually matches the specified outline. This method is useful for synthesizing images of outdoor scenes because clouds are important background elements in scenes that include the sky.
However, Dobashi's method has two problems. The first one is the slow convergence, which means it takes a long time until the clouds form the desired shapes. The second problem is that the method cannot handle shapes with holes. In this paper, we address the first problem. We in- 
Previous Method for Cloud Control
In this section, we discuss two related methods. First, we describe the fluid simulation of cumuliform clouds. Next, we describe Dobashi's method for controlling the cloud simulation.
Fluid Simulation of Cumuliform Clouds
We employ the atmospheric fluid model proposed by Miyazaki et al [2] to simulate the cumuliform clouds. The physical processes for cumliform cloud formation are illustrated in Fig. 1 . First, the ground is heated by the sun and air parcels near the ground start to move upward due to the thermal buoyancy force. The temperature of these air parcels decreases due to adiabatic cooling. The phase transition of water vapor into water drops then occurs due to the decrease in temperature of the air parcels. Moreover, during the phase transition, latent heat is released and this creates additional buoyancy forces that promote further cloud growth into higher regions, resulting in cumuliform cloud formation.
In order to simulate the above processes, Miyazaki's method [2] subdivides the simulation space into a grid, and physical quantities are stored and calculated at each grid point. The governing equations are discretized by using the grid and numerically solved by using the finite difference method. For more details, please refer to Miyazaki's paper [2] .
Controlling Cumuliform Clouds
In Dobashi's method [1] , the user firstly specifies the desired shape by drawing its outline. A three-dimensional target shape is created from the outline and the method controls The cloud simulation is controlled through the following two components: a feedback control and artificial external forces. The feedback control is responsible for the cloud growth in the vertical direction; it automatically adjusts the simulation parameters according to the height difference between the simulated cloud and the target shape. Two parameters are adjusted to control the simulation. One is the latent heat coefficient, which affects the latent heat caused by the phase transition. The other parameter is the amount of water vapor artificially added to promote the phase transition. Together with the feedback control, the artificial external forces are applied in the horizontal direction to prevent the clouds from growing beyond the target shape. For more details, please refer to [1] .
Proposed Method
In this section we describe our method for improving the convergence speed of the previous method [1] . We performed a number of experiments to investigate the reasons for the slow convergence. From the experiments, we found that the convergence speed depends significantly on the amount of water vapor that is artificially added in order to promote the phase transition. Based on this finding, we propose a new formulation for adding the water vapor. In the following, let us assume that the number of the grid points for simulating the cloud formation is N x × N y × N z . We also assume that the x and z axes correspond to the horizontal directions and the y axis to the vertical direction.
In the previous method, the amount of additional water vapor, V c , is computed by the following equation:
where C v is a user-specified parameter that adjusts the amount of water vapor to be added, q amb is the ambient water vapor density, and H(x, z) is the height of the simulated cloud at the horizontal position (x, z). The ambient water vapor q amb (H(x, z) ) is the amount of water vapor that can be included in air at its ambient temperature. Since Dobashi et al assume that the ambient temperature is a function of the height from the ground, both q amb and V c are also functions of the height. This indicates that the previous method using Eq. (1) does not take into account the degree of cloud growth in adding the water vapor. This causes the following problem. The previous method increases the temperature by adjusting the latent heat coefficient in the regions where the simulated cloud does not reach the target shape. This produces strong buoyancy forces and vertical cloud development is promoted. However, when the user specifies an inappropriately small value for C v in Eq. (1), the amount of water vapor is also small and the phase transition is less likely to occur. That is, the clouds are not generated and the difference between the simulated clouds and the target shape does not decrease. Therefore, the previous method requires many simulation time steps until a sufficient amount of water vapor is supplied. This is the reason for the slow convergence.
The above investigation provides us with the following new method to improve the convergence speed. The problem with the previous method is the fact that the amount of additional water vapor is independent of the vertical cloud development caused by the increased temperature. Therefore, our method addresses this problem by adding water vapor in proportion to the temperature. That is, we compute the amount of the additional water vapor by the following equation.
where q s is the saturated water vapor density. The saturated water vapor density q s (T (x, H(x, z), z)) is the maximum amount of water vapor that can be contained in air at temperature T (x, H(x, z), z). Therefore, the amount of additional water vapor now becomes a function of temperature T (x, y, z).
Experimental Results
This section shows some experimental results and demonstrates the efficiency of our method. We first describe our experimental setup and then show the results.
Experimental Setup
In order to verify the efficiency of the proposed method, we compared it with the previous method using the following experimental setup. We specified the simple target shape shown in Fig. 2 for our experiment. The left image in Fig. 2 is the user-specified outline and the corresponding threedimensional target shape shown in the right image of Fig. 2 was created using the method described in [1] . For both the proposed and the previous methods, we executed a set of simulations with different values for C v (see Eqs. (1) and (2)), ranging from 0.3 to 2.0 sampled at regular intervals of 0.1. Then, we measured the convergence speed of each simulation. The number of grid points is shown in Table 1 . Next, before showing the results, let us briefly discuss Fig. 2 The shape used for the experiments: a hand-drawn outline (left) and the 3D volume generated from the outline (right). the convergence condition used to terminate the simulation. A straightforward condition is to use a user-specified threshold for the difference between the target shape and the shape of the simulated cloud. However, we found that the simulated cloud lost its realistic appearance when the shape completely matched the target shape. Therefore, we introduced new convergence conditions; we consider the simulation has converged when the cloud growth stops or the cloud grows beyond the target shape. The details are described in the following. First, we define the coincidence ratioR by:
where R is the ratio between the height of the simulated clouds H and the height of the target shape H target at the horizontal position (l, m). When the coincidence ratio becomes zero, the shape of the simulated cloud is identical to the target shape. Using the coincidence ratio, we assume the simulation has converged if the following two conditions are satisfied:
where t is time and n, ε c , and R thresh are specified by the user to adjust the convergence conditions. Eq. (5) means that the coincidence ratio increases by ε c during n time steps. Eq. (6) indicates that the coincidence ratio is smaller than R thresh at time step t − n. By using these conditions, we can consider the controlled simulation has converged even when the shape of the simulated clouds is different from the target shape. The user can adjust the degree of deviation by using the three parameters n, ε c , and R thresh . Table 1 shows the values of these parameters used for the experiments described in the next subsection.
Experimental Results
We measured the number of time steps required for the simulation to converge and the results are shown in Fig. 3 . The or C v = 2.0 (previous method). This is due to the excessive amount of additional water vapor. In order to find the range of C v that produces realistic clouds, we examined all the images of the clouds generated in the above experiment. From our investigation, we found that the clouds looked realistic when we chose C v from the ranges shown in Table 2 . Although these are determined by our subjective evaluations and valid only for the target shape shown in Fig. 2 , we found experimentally that realistic clouds are likely to be generated for various target shapes. Our experiments have demonstrated that the convergence speed is faster using our method. However, adding large amounts of water vapor often results in clouds with unrealistic appearances. Thus, there is a trade off between the convergence speed and the realism of the resulting clouds. Although it is difficult to find the optimal value of C v , we recommend using C v = 0.5. From our experiments, this value often produced satisfactory results with a reasonable convergence speed. Figure 6 shows an image created with C v = 0.5 for a target shape that is different from the one shown in Fig. 2 . Realistic clouds are generated. 
Conclusion
In this study, we proposed a method for improving the convergence speed of Dobashi's method [1] . We identified the important factor that significantly affects the convergence speed, that is, the amount of additional water vapor. In order to improve the convergence speed, we proposed a new way to computing the amount of additional water vapor. Our experiment clearly demonstrates the efficiency of the proposed method.
However, there are a few issues to be addressed in the future. The cloud growth does not depend on the water vapor only. There are many other factors, such as the latent heat, the heat source, and so on. The parameters related to these factors are not taken into account in this paper and will be studied in the future. Also, we intend to address another limitation of the previous method [1] ; it cannot handle target shapes with holes. We are planning to extend the method to those shapes by introducing new external forces.
