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Abstract 
The structure optimization is widely concerned in various by engineering fields, such 
as aerospace, automobile and micro electro-mechanical system. It helps to get an 
optimal design with effective structure but less material. There are three different 
methods which are size, shape and topology optimizations. Topology optimization 
gives the largest searched design space and guarantees for the optimal solution without 
any prior assumptions. 
Many different approaches based on Finite element method (FEM) have been 
proposed. For example, homogenization was first proposed by Bendsoe and Kikuchi 
[11] and Solid Isotropic Microstructure with Penalization (SIMP) method which was 
derived as a variant of homogenization approach by Bendsoe [13]. However, it was 
difficult to get the smooth boundary from these approaches. Osher and Sethian first 
proposed level set method has been successfully worked together with the structural 
shape and topology field in 1988. Level set method provides more flexible boundary 
representation than the pervious approaches. 
However, the classical level set method also has its own limitations. The lack 
of capability of nucleation causes heavy dependence of the initial design and the 
deficiency of the analytical representation limits the efficiency of the optimization 
process. These drawbacks restrict the practical usages of level set method. In order 
to tackle these problems, we proposed other approaches in this dissertation. 
i 
We present a parametric shape and topology structure optimization technique 
based on radial basis functions (RBF) and the level set method. This approach 
makes the implementation of the level set method simpler and more flexible due to the 
introduction of the parameterized representation technique with RBF. It converts the 
shape and topology optimization problem to the parameter optimization problem. In 
existing methods, only the generalized expansion coefficients are updated during the 
process of optimization. Therefore, we propose to use the variations of positions of the 
knots of RBF to be another the design parameter. By combining the results of shape 
sensitivity analysis with the Hamilton-Jacobi equation, we obtain the sensitivities of 
the objective function and the constraints with respect to the corresponding design 
parameters. According to these sensitivities, the knots move to new positions in the 
moving knot method by using a proper optimization algorithm. Furthermore, there 
are certain advantages of parametric optimization method discussed in the existing 
literatures. Holes in the structure can be generated and no reinitialization is required. 
The proposed moving knots method can also handle the topology and shape change 
more flexible than the previous methods with fixed knots. Consequently, it improves 
the convergence rate of the optimization process. Besides, we can also keep the 
generalized expansion coefficients unchanged or update the generalized expansion 
coefficients and positions of knots simultaneously in the optimization process for 
comparison. 
The proposed method is implemented in the framework of classical minimum com-
pliance design. The effectiveness of the RBF based level set method are demonstrated 
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Due to the limited resources available to human being in nature, structural opti-
mization serves as an important tool to seek the 'best' design with less material 
but effective structure. There are three different methods which are size, shape and 
topology optimizations. Size optimization is mainly related to optimize dimensions 
of geometric features of a structure, i.e. the diameter of a hole or the thickness of 
a plate. Shape optimization finds out the shape of the individual segments which 
connect different portions of the structure and the shape and location of the holes. 
At the highest level, the topology optimization determines the optimal material con-
nectivity and number of holes in the admissible design domain Q 6 [13]. Indeed, 
it has the complex features of both size and shape optimization problems. Trying 
to change both topology and shape during the optimization process will increase the 
complexity of the problem and will make it a very difficult task. Thus, this class of 
problems is regarded as one of the most challenging in structural mechanics. 
In 1980's, the structural topology optimization has been utilized widely to the 
area of compliant mechanism [5’ 65, 62] and material design [61, 62] because it can 
help to find out the most efficient structure with certain amount of material. In the 
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early days, ground structure approach was proposed. It uses an exhaustive set of 
truss or beam elements in the design domain to approximate the continuum domain 
and to vary their individual cross-section dimensions by defining them as design 
variables. The topology is defined by the existing elements after the optimization 
procedure converges. Then a more general approach was considered. In this approach, 
the reference domain Q. is discretized into many tiny elements to be solid or void. 
So the problem becomes a black-white (0-1) raster representation of the geometry 
with “ pixels" given by the finite element discretization [13]. Unfortunately, such 
problems, especially for the optimization of mechanical structures with a set of loads 
and boundary conditions, are often ill-posed because a refinement of the mesh results 
in a solution with finer details [24]. 
Bends0e and Kikuchi first proposed homogenization method to eliminate the trou-
ble in the ill-posed topology optimization problem in 1988 [11] by relaxing the design 
variable from discretized (0, 1) to continuous [0, 1]. In order words, some grey ele-
ments are introduced in this method. In this approach, material model with micro-
scale voids was introduced and the topology optimization problem was defined by-
seeking the optimal distribution of such a porous composite material. Although the 
ultimate optimal structure designs can be obtained within optimization theory via 
the microstructure, it is difficult to manufacture. Furthermore, it has to know the 
shape and direction of the microstructure in advance. All in all, the homogenization 
method is still one of the most important methods in topology optimization because 
it can make sure the optimal structure in theory [63]. 
To suppress such microstructures or gray elements, the Solid Isotropic Microstruc-
ture with Penalization (SIMP) method is introduced based on the homogenization 
method by Bends0e [9, 54]. The material properties are modeled as isotropic, linear 
elastic and constant stiffness tensor Efjj^ i raised to some “ power-law" interpolation 
function [12]. The design function p{x) is regarded as the material density and doesn't 
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vary in the whole element. To drive the density to be completely “ black and white" 
patterns, the proportional stiffness tensor is penalized by Eijki = p{xyEfji^i, where p is 
a penalization factor [13]. Various methods based on the concepts of homogenization 
and material interpolation have been extensively developed over the past decades, 
the readers can be referred to the excellent books by [53，13, 2] for comprehensive 
discussions and literature coverage. Even though, SIMP does not directly resolve 
the problem of non-existence of solution [13] and thus numerical insatiability may 
occur [71], it has widely adopted and applied in the topology optimization because 
of its computational efficiency and conceptual simplicity. Some other approaches in 
structural optimization have evolved that the issue of topology is also dealt with. 
Evolutionary structural optimization (ESO) method [82] is an extension of the 
conventional boundary variation method for shape optimization. It just wants to 
average the stress distribution in the solid domain by eliminating material gradually 
with low stress and pasting material with high stress. Although it is more heuristic 
and easier to implement in numerical programming, it might result in local minima 
and erroneous results because of improper use of the shape sensitivity [83]. 
Another related approach is called 'bubble method" proposed by Eschenauer and 
co-workers [26’ 27]. In the method, so-called characteristic functions of the stresses, 
strains and displacements are employed to determine the placements or insertion 
of holes of known shape at optimal positions in the structure, thus modifying the 
structural topology in a prescribed fashion. In such case, the design for a given 
topology is settled before its further changes. 
Instead of using material density as the design parameter, boundary variation 
method was developed based on level set method. It introduced by Osher and Sethian 
in 1988 [44] is a simple method for computing and analyzing the motion of an in-
terface in two or three dimensions and following the evolution of interfaces. Since 
these interfaces may easily develop shape corners, break apart and merge together, 
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topological changes in the structure optimization can be allowed and handled easily 
with the level set method. There is a wide range of applications in fluid mechanics, 
combustion, computer animation and image processing etc [42]. In [60], the level 
set method was first combined with immersed interface methods to do structural 
boundary design on a fixed rectilinear gird proposed by Sethian and Wiegmann. 
Osher and Santosa [43] investigated a two-phase optimization of a membrane mod-
eled by a linear scalar partial differential equation, in which the level set method was 
combined with the shape sensitivity analysis framework. Wang et al. [72, 73, 74] 
identified the velocity of points on structural boundary and the design sensitivity as 
a meaningful link between the general structural optimization process and the pow-
erful level set method. It is also shown that using the level set method for structural 
topology optimization has the promising potential in the flexibility of handling topo-
logical changes, fidelity of boundary representation and degree of automation. Allaire 
et al. [4] proposed a similar implementation of the level-set method where the front 
velocity during the optimization process is derived from a strict shape sensitivity anal-
ysis by using an adjoint problem and the front propagation is performed by solving 
a Hamilton-Jacobi equation. What's more, Wang proposed a “ color level set" model, 
and thus made possible topology optimization of multi-material structures [75] and 
compliant mechanisms [70] in the level set frame work. 
The level set based topology optimization method possesses both the advantages 
from the traditional shape/boundary optimization techniques and those from the 
homogenization-based topology optimization approaches. The traditional shape op-
timization methods can provide designers with clear boundaries, but can not handle 
topology changes. A starting design is needed before the optimization process, whose 
topology remains to be unchanged during the shape varying process. Meanwhile, 
homogenization-based methods, though changing the topology of the design during 
the optimization process, do not involve the concept of "boundary" and usually pro-
4 
duce zigzag-shape results. Level set method settles shape optimization problem and 
topology optimization in a unified manner due to its feature of expressing boundaries 
in an implicit way. 
The geometric boundary is driven by level set with the velocity defined by opti-
mization conditions. And the topology changes naturally as the initial holes merge 
each other. By solving the Hamilton-Jacobi equation relating to shape derivative of 
the structure boundary, the ill-posed topology optimization problem is regularized 
into well-posed one with explicitly expressed boundary [74, 75, 72]. Furthermore, it 
is easy to construct the multi-phase model by a so named 'color" level-set representa-
tion [75]. However, level set models must spend a large amount of time in constructing 
a complicated level set function one dimension higher than the design domain so that 
the structure's topology is implicitly derived from the contour of the zero-level plane 
of this level set function. Furthermore, level set methods are unable to create new 
holes during the optimization process because the Hamilton-Jacobi equation satisfies 
a maximum principle and reinitialization must be applied to the level set function 
to ensure its regularity [19, 3]. Thus many small holes are created for their initial 
values to get flexible topology variation as they merge in the late stage. Hence, the 
numerical considerations of discrete computation have severely limited the primary 
advantages of the level set methods in structural optimization. 
Therefore, an effective level set method for structural topology optimization with 
the handling topology changes has the most potential. The objective of the study is 
based on popular radial basis functions (RBFs) in scattered data fitting and function 
approximation [17，36]. By assuming that the time dependence of implicit function 
is due to parameters of the RBF interpolant, the Hamilton-Jacobi PDE is converted 
to mathematically more convenient ODE. Thus, the optimization problem is con-
trolled by different design parameters involved in the RBF intepolant. Besides, all 
the proposed methods are implemented in the level set framework. 
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1.2 Related Work 
1.2.1 Parametric Optimization Method and Radial Basis Func-
tions 
In order to retain the benefits of the conventional level-set method with discrete 
representation, parametric optimization method based on RBFs is proposed. There 
are several significant limitations of the conventional level-set method which can be 
tackled by the proposed method. First of all, the level-set function has no analytical 
form, and the entire design domain must be made discrete in an artificial manner 
using a rectilinear grid for level-set processing often through a distance transform. 
Furthermore, strict choice of upwind scheme, extension velocity and reinitialization 
algorithm are required [44, 42] in the conventional level-set method for structural 
topology optimization. Hence, the numerical considerations of discrete computation 
have severely limited the primary advantages of the level-set methods in structure 
optimization. 
The radial basis functions (RBFs) method is a well developed methodology to re-
construct an admissible design with a single function which is globally continuous and 
differentiable. They are popular for interpolating scattered data to produce smooth 
surface/boundary as the associated system of non-linear equations is guaranteed to 
be invertible under mild conditions on the locations of the data points [20]. More the-
oretical detail can be found in [17]. Radial basis functions have been applied widely 
in different fields, for example, construction and modeling of geometric objects [56], 
artificial intelligence [16]. It is because the interpolations based on radial basis func-
tions are effectively treated when the functions to be approximated are with multiple 
variables or are given only by a great amount of data or by scattered data. There 
are some attractive features of radial basis functions such as the unique solvability of 
the interpolation problem and their smoothness and convergence. These make Radial 
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basis functions very easy to be adopted in topology optimization field. 
In our studies, we apply the RBFs to represent the implicit level set modeling 
to reconstruct the shape and topology of an admissible design in a parametric way, 
then the discrete limitation can be avoided while the topology benefits of the implicit 
representation are retained. This kind parametrization scheme converts the original 
PDE based level set method into a set of much easier ODE system and makes the level 
set method more efficient and easier to implement. Furthermore, the conventional 
level set based structure shape and topology optimization method has a parametric 
way by which many kinds of mature optimization methods such as mathematic pro-
gramming, method of moving asymptotes (MMA), optimal criteria (OC) method can 
be easily implemented. 
1.3 Contribution and Organization of the Disser-
tation 
The contributions of our research work are briefly summarized as follows: Firstly, 
we proposed a parametric optimization method based on RBF modeling and level 
set method. This scheme converts the discrete PDE based level set method for the 
structural optimization problem into a conventional optimization framework without 
losing the advantages of the implicit boundary representation of the level set method. 
This enables level set algorithms to avoid a costly discrete computational scheme and 
use a mathematically more convenient parameter search technique instead. With the 
method, the sensitivities of the objective function with respect to the positions of 
knots, expansion coefficients or combination of them of RBF are given directly. The 
numerical more complicated PDE solving procedure is transformed to a standard 
search method in the parameter space. 
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Chapter 2 
Level Set Method for Structure 
Shape and Topology Optimization 
2.1 Primary Ideas of Shape and Topology Opti-
mization 
An optimization problem finds the minimum or maximum value of a function J(x) 
and the design variable x e R^ which yields it. We can call J{x) as objective function 
which is used to evaluate the performance of the design. In most of case, we do not 
have the free design variables and they have to satisfy some extra constraints. These 
constraints may have an equality or inequality form. The optimization problem can 
be used to express the engineering design problems in its most general form with the 
following statement: 
Minimize: J{u) 
subject to : h{x) = 0 (2-1) 
9(x) < 0 
The design variable x usually exists in a form of a scalar or a finite dimensional 
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vector. When the design variable x is the shape of the design object, we use the 
symbol Q to denote it. Prom now on, the optimization problem is called a shape 
optimization problem. Assuming we can completely describe a shape using a vector, 
that we may find the vector should be ideally infinite dimensional. In that sense, shape 
optimization problem is also called infinite dimensional optimization problem [18]. 
Size optimization, shape optimization and topology optimization comprise design 
optimization are at different levels. For the industrial design, topology optimization 
is used in the early stage of the optimization process. Since we have the largest design 
space searched, a conceptual design with better performance can be obtained though 
this process. Then, the design should be changed through moving its free boundary 
with shape optimization process. Generally, a topology optimization process is often 
accompanied by a shape optimization process, but the topology optimization result 
is usually very difficult to meet some detailed requirements such as the assembling, 
manufacturing, machining and so on in the industry application. Therefore, the shape 
optimization process is implemented independently as a further step to give a more 
precise result. After the previous process, size optimization process is utilized to give 
the detail adjustments in the design. In size optimization, the height, cross-section, 
thickness, radius or some other parameters of the design structure are optimized. 
It is a little bit easier than the previous two processes theoretically, since the design 
variables are in a low level numerical space. Similar to the topology optimization, it is 
usually accompanied by a shape optimization approach and the size optimization can 
also lead to a shape change and sometimes the shape optimization design variables 
can also be parameterized into some scale parameters and be implemented in a size 
optimization. Therefore, although these design concepts are quite different from each 
other, there are not so clear bounds among size optimization, shape optimization and 
topology optimization. 
In our proposed method, both shape optimization and topology optimization are 
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treated in a unified manner within the level set frame work. And topology optimiza-
tion is a natural by-product of shape optimization, which is a unique feature of the 
proposed method. So from now on, we use the terms shape optimization and topology 
optimization interchangeably. 
Indeed, shape optimization can be thought of as a variational problem of an 
objective functional with respect to a class of admissible boundaries of the design [46] 
theoretically, which may be formulated with following equations: 
Minimize : J{Q,,u) = jQF{Q{u))dQ 
(2.2) 
S.t.： 丨^^丨=l^lobj 
where \Q\ = |Q|o6j is the volume constraint. The shape optimization usually has 
no optimal solution originally. Thus, the above volume constraint is added to turn 
the originally ill-posed problem into a well-posed one [31]. Slightly different from 
Eq. (2.1), in shape optimization the objective function J{Q,u) is usually defined as 
a functional of the design variable shape Q and the state variable Generally, 
problems in structural optimization usually deal with the maximization of stiffness of a 
material under constrained volume or the minimization of volume under some bounds 
on the stiffness. In terms of linear elastic systems involved in our r e s e a r c h , i s 
the kinematically admissible displacement filed or its higher order derivatives, such as 
strain field e{u)and stress field a{u). For example, in structure optimization problem, 
the objective functional of compliance can be expressed as 
J{n,u) = ！ £{ufEs(u)dn (2.3) 
J 
where e{u) = l/2(Vz/T + ••u) is the strain field. 
In the above equation, the state variable u(Q) is affected by shape Q in an implicit 
manner. This implicit relation is usually described using a set of partial differential 
equations called state equations. To be specific, the state equations are the following 
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Figure 2.1: A general boundary and force condition 
elliptic partial differential equations [51]: 
div{a{u)) = f in Q 
u = 0 on Ti (2.4) 
a{u) - n = g on r2 
where n denotes the outer unit normal. For simplicity we assume that = Fi + r2. 
As shown in Fig. (2.1), f is the body force, g is the traction force, is the Dirichlet 
boundary condition, and r � i s the Neumann boundary condition. 
2.2 Level Set models of implicit moving bound-
aries 
2.2.1 Representation of the Boundary via Level Set Method 
The implicit moving boundary can overcome the problems that suffer from the ex-
plicit representation in optimization, e.g., limited set of possible shapes and the need 
of re-parameterization after undergoing significant changes in shape. The greatest ad-
vantage of implicit representation lies in the fact that it is able to deal with topological 
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changes, such as splitting and merging of the boundary, in a natural manner. In ad-
dition, with implicit representation boolean operations on the boundary are easy to 
implement. Thus, level set model which uses the implicit representation has become a 
powerful tool applying in different fields [42, 58] after it introduced as a scheme for fol-
lowing fronts propagating with curvature-dependent speed by Osher and Sethan [44]. 
It provides a natural way to describe closed boundaries with dynamics variation, and 
allows the exaction of the boundary on an Euler gird by solving Hamilton-Jacobian 
partial differential equation. Thus, they are attractive issues about this method. In 
this section, we are going to introduce level set method only involved in topology opti-
mization of compliant mechanisms. More detail information about level set methods 
can refer to [42, 58]. Level set method implicitly represents the boundary as the zero 
^ —::、 ；:.....I 
、 ： 3 3 : 、 0 
Figure 2.2: Level set model 
level set of a one-higher dimensional surface (^(a;), which is called level set function. 
In the level set model, the domain is defined as three parts according to the value of 
the level set function: 
‘ 
0(0；⑴）< 0 ： V a : � G 
‘(f){x{t)) = 0 : \/x{t) G dn (2-5) 
(l)ix(t)) > 0 ： yx(t) 
where U denotes the design domain and t E R'^ is time. The domain and the level 
set embedding of the model are shown in Fig. (2.2). 
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2.2.2 Hamilton-Jacobin Equations 
As mentioned in 2.2.1, the boundary is embedded as the zero level set of the level 
set function. To excite the embedding boundary to change in shape or topology, the 
implicit level set surface moves on a fixed Euler grid. Prom beginning to end, the 
value of the level set function on the boundary is constantly kept to be zero, viz. 
^ x ) 三 0, Va; G on (2.6) 
If we differentiate the above equation with respect to time t, we can get the follow 
equation with the chain rule: 
f + . V{x) = 0 (2.7) 
where V(x) = dx/dt is the velocity vector field driven by the objective of the opti-
mization, such that it can be expressed in terms of the position of x. Considering 
n = — 丨 a n d V = -{V . n)|V$l, we can write Eq. (2.7) as 
f - V;|V$1 = 0 (2-8) 
Then, the optimal structural boundary is expressed as a solution of a partial differ-
ential equation on <E>: 
f = (2.9) 
These Hamilton-Jacobi type partial differential equations are the well-known level 
set equations [42，44’ 58]. Based on the level set theory, the topology optimization 
problem is transformed into a problem of finding the steady-state solution of the 
Hamilton-Jacobi equation. As we can see from Eq. (2.7) and Eq. (2.8), after the 
initial level set function ^{x) is identified, to get a feasible steady-state solution, a 
meaningful velocity field can be found. 
2.3 Numerical Techniques 
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2.3.1 Sign-distance function 
As we mentioned in the previous section, we defined implicit functions with (f){x) > 0 
in the interior region < 0 in the exterior region Q"^ , and ^{x) = 0 on 
the boundary delta Q. Signed distance functions which are a subset of the implicit 
functions are then simply a distance function whose sign alternates depending on 
whether it is inside or outside an object. We use them to construct the initial designs. 
An extra condition of = 1 is imposed on a signed distance function. 
A distance function d(x) is defined as 
d{x) = min(x - xi), Mxi G dO. (2.10) 
Geometrically, d may be constructed as follows. If x e dQ, then d{x) = 0. Otherwise, 
for a given point x, find the point on the boundary set dQ, closest to x, and label this 
point Xc. Then d{x) = |a: — Xc\. A signed distance function is an implicit function cf) 
with \(l){x)\ = d(x), Vx. Thus, (/>(x) = d(x) = 0, Vx e dQ, (f){x) = -d{x), \/x G Q' 
and = d(x), Vx G Signed distance functions share all the properties of 
implicit functions discussed in the last chapter. In addition, there are a number of 
new properties that only signed distance functions possess. For example, 
|V$1 = 1 (2-11) 
Eq. (2.11) is true only in a general sense. It is not true for points that are equidistant 
from at least two points on the interface. One of the greatest advantage of sign 
distance functions is that do not have any kink at the interface where d = 0 is a local 
minimum, causing problems in approximating derivatives on or near the interface. 
They are monotonic across the interface and can be differentiated there [42]. 
2.3.2 Discrete Computational Scheme 
The discrete solution to the Hamilton-Jacobi equation is acquired by using a “ upwind 
difference scheme" [42, 58]. The upwind scheme adaptively calculates forward or 
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backward difference at a point according to the direction of the velocity field at 
that point. In our understanding, the underlying idea of the upwind scheme is that 
information is always spreading from the known area to the unknown area, and what 
the upwind scheme does is to use the information in the known area to speculate 
about that in the unknown area. 
The following is the first-order upwind scheme for 2D cases: 
= - At{max{{Vn)ij. 0)V+ + min((V；)小 0 ) V - ) (2.12) 
where 
V+ = 0)2 + mm(L'5^ O” + max(A7,。尸 + max(D^\ 0)2}i/2 (2.13) 
V - = {marr(Ay, 0)^ + minifif�O” + max{D±\ 0)2 + ma:r(D工 0)2}i/2 (2-14) 
At is the time step, and it should satisfy the Courant-Priedrichs-Lewy (CFL) condi-
tions [42]: 
At < (2-15) 
—max\{yn)ij\ ‘ 
A x and Ay are grid spaces in horizontal and vertical directions, Dfj , D^j are forward 
(+) and backward (-) finite difference operators defined as follows: 





2.3.3 Level Set Surface Re-initialization 
Theoretically speaking, the implicit level set function can be of any type only if it 
is a smooth function satisfying equation Eq. (4.56). But in practice, to get highly-
accurate numerical results [44]，it is usually regularized as a signed distance function 
defined in Eq. (2.10). 
‘ An important feature of the signed distance function is that = 1, x G 
2D. In the optimization process, the level set surface may become too steep or too 
flat, deviating away from the signed distance function. This may cause numerical 
instability. So it is necessary to regularize the level set surface to be a signed distance 
function from time to time. And this process is called re-initialization. In this paper, 
we use the PDE-based method proposed by [45], which needs to solve another PDE 
shown in Eq. (2.17) for its steady state: 
f 二 sign{^)(l - (2-17) 
where 
—1 : if $ > 0 
signi^) = 0 : if $ = 0 (2.18) 
1 : if $ < 0. 
In a similar way, we use the upwind finite difference scheme to get the steady-state 
solution of Eq. (2.17) and make |V<l>(a;)| 二 1 indirectly. 
2.3.4 Velocity Extension 
When the level set implicit surface revises in the optimization process, the update 
of level set surface is the product of various velocity fields. In the mean compliance 
or other mechanical optimization problems, the velocity at the interfaces only have 
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Figure 2.3: Velocity Extension 
meaning at the front themselves for examples volume constraint or the quadratic 
energy functional. In addition, the Hamilton-Jacobi equation Eq. (2.7) needs a speed 
defined everywhere on the domain or at least to a narrow band along the boundary 
when dealing with numerical implementations. And this is the underlying idea of 
velocity extension which is illustrated in Fig. (2.3). The ways to extend the interfacial 
velocity are not unique, and the most often used two methods include the PDE-based 
method [45, 22] and the fast marching method [58]. Here the PDE based method is 
employed and described as follows: 
= o (2.19) 
where V is the velocity field, ^{x) is the signed distance function, and function sign 
($) is defined as Eq. (2.18). After solving Eq. (2.19) for its steady state, we equally 
extend the velocity field along the normal directions of the boundary. 
17 
Chapter 3 
Structure Topology Optimization 
with Discrete Level Sets 
3.1 A Level Set Method for Structural Shape and 
Topology Optimization 
In this chapter, we will give a detailed numerical algorithm of the level set method 
utilizing in the implementations of structural shape and topology optimization prob-
lems. 
3.1.1 Problem Definition 
In this section, the formulation of the optimal design problem of linearly elastic struc-
ture is presented, practically the mean complaints problem. In this problem, the level 
set mode can solve all three optimization problems, i.e. topology, shape and size of 
the structure simultaneously. To avoid the losing generality, the linear elastic struc-
ture has been considered to take advantage of simplicity. Generally, the problem of 
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structure optimization can be considered as 
Minimium : J{u) = Jq F(u)dQ 
s.t. : a{u,v) = l{v) 
(3.1) 
w|r„ = no, \/v eU 
In dQ < Vmax 
where a '= Jq Eij^iSij{u)eki{v)dCl and I = Jq pvdQ + fp^ rvds. The fixed design domain 
of the structure is denoted by Q in which all admissible shape Q are included, i.e., 
r^  C n and Q, with its boundary F [11]. The linear elastic equilibrium equation is 
expressed in a weak form, with u denoting the displacement field in the space U of 
kinematically admissible displacement field, v representing the virtual displacement 
in U, Eijki denoting the elasticity tensor, Sij representing the strain tensor. The 
boundary is constructed by P^ and 1\’ F = P^ + Ft. Dirichlet boundary condition 
is u = uq which is the prescribed displacement to apply on the part P^ and r the 
boundary tractions is specified on the part and p is the body forces. Lastly, 
the inequality expresses the upper bound of the amount of the material in term of 
the maximum admissible volume Vmax of the design domain. The problem of the 
optimization is looking for the optimal boundary r of the optimal shape Q such 
the way that the objective functional J{u) is minimized for a physics or geometry 
described by F. 
As mentioned in Eq. (3.1), we define Q as the solid domain of the structure with 
its boundary P which is the interface of the zero level set in a level set function ^{x). 
(I){x(t)) > 0 ： Vx(t) e n \ r 
< (3.2) 
<p(x(t)) < 0 : Va:(i) G 
Hence, we can use Heaviside step function H{Q) and Dirac delta function ^ in level 
19 
set method for our convenient which are defined as [74, 17]: 
1 : > 0 
_ ) = (3.3) 
0 : ^ <0 
= (3-4) 
Then the interior of a structure and its boundary can be described in terms of the 
level set function as 
= = 1} 
(3.5) 
r = {x: 6(^x)) > 0} 
Therefore, the volume integral of a function F{x) in level set formulation in Eq. (2.2) 
can be rewritten as 
J(u, = ih F{x )H{^)dn (3.6) 
If F{x)三 1, this integral yields the volume as follows: 
Vi^) = (3-7) 
Then, Eq. (3.1) can be established as 
Minimum : J (n ,$ ) = jQF{x)H(^)dQ, 
s i . : = 
(3.8) 
n|r„ = uo, Vv e U 
where bilinear function becomes 
ci(u, V, = f^ Bijki£ij(u)6ki(v)H(^)dQ (3.9) 
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and loading function becomes 
l{v, = J^pvH(^)dn + J^ (3.10) 
Note that the traction r^ is only defined over the traction boundary, but the Eq. (3.10), 
an integral of traction force over the whole design domain Q. 
3.2 Shape Derivative: an Engineering-oriented De-
duction 
To minimize the objective function formulated in Eq. (3.6), we need to find out the 
variation of the objective functional with respect to a small change of the 
shape Q, which can provide us with necessary information for changing the bound-
ary. This process is called shape sensitivity analysis and the result is called shape 
derivative. We will address the general problem using variational method and the 
techniques proposed by [46], [66] and [4]. A more detailed derivation process for 
the shape gradient of specific objective function involved with structure optimization 
problem will be presented in next chapter. 
As Fig. (3.1) shows, Q is a region with a continuous and smooth boundary. A 
smooth vector field V is applied along the boundary for an extremely short dummy 
time r, mapping Q, into fT. The variation of the objective functional J{Q,u) can be 
formally described as: 
6J = j{n\u{Qy) - j{n,u) 
(3.11) 
= [Jn - Jnu^i\6n 
where the first term in the bracket is the derivative of J with respect to fl with keeping 
state variable u as a constant. In terms of the domain-based objective function. 
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Figure 3.1: A perturbation on the boundary by a vector field V. 
u) = Jq f(u(Q))dQ its variation can be written as: 
SJ = fen + In Sf{u)dn. (3.12) 
According to [46], the first term in the above equation can be written as 
Substituting it into Eq. (3.12), we can get 
6J = /如 f{u)V . nds + /n fjudn (3.14) 
In terms of the boundary-based functional J队 u) = Jqq f(u(Q))ds, its variation has 
the following form 
肌 u) = Jd^V' + fK)ds + /如 fjuds, (3-15) 
where ^ = • / . n and k = div{n) is the curvature of a point on the boundary. 
For detailed derivation, please refer to [66]. The significant challenge in the above 
equations is that we can not acquire ua{ov 士w) directly, since u is a variational weak 
solution of the state equations. This problem can be settled using the adjoint method 
to eliminate the term involved with uq [66]. Using u) = 0 to denote the state 
equations, we can find that the variation of the state equation is constantly zero, that 
is, 
5W = [Wj^  + = 0 (3.16) 
22 
Multiplying 6W with a Lagrange multiplier A and adding it to 6J in Eq. (3.14, we 
get 
5J =5J + X5W 
=[Jfi + Jam + X(Wn + (3.17) 
={Jn + + (Ja + XWn)un5n. 
If we manage to make the terms in the second bracket in Eq. (3.17) to be zero, then 
we can get the variation 6 J to be 
<5J = ( ^ + A W y ^ ’ （3.18) 
which greatly simplifies the problem. The must-paid cost is to solve the additional 
partial differential equation Ju + XWu = 0, which is called the adjoint equation, to get 
a proper Lagrange multiplier A. For a complete instruction to the Lagrange multiplier 
method, readers are refereed to [51]. 
3.2.1 Sensitivity Analysis 
In this section, we will derive the sensitivity analysis scheme of the structure shape 
and topology optimization problem with level set method. It mainly involves the 
proof of a decent direction for the minimization of the objective function with normal 
velocity Ki-
1. First, we derive the Prechet derivatives of the functions in the optimization 
problem Eq. (3.8). For the energy bilinear form a(n, v, the linear load form l{v, $)’ 
and the volume measure their Prechet derivatives are respectively given as: 
严(二，”’ 屯 〉 = ( 3 . 1 9 ) 
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〈響，少〉 = h + ！^ + rvdn 
= k m {pv - - ^ - T ^ V - ( i l l i ) ) ^dQ (3.20) 
For the Objective function J(u,v, its Frechet derivatives are as specified as 
屯 〉 = ( 3 . 2 1 ) 
For any continuous 
function 屯(a:) G C^(D) where 屯 is the variation of the function 
In order to express Eq. (3.21) as a function of $ explicitly, we solve the following 
conjugate equation and obtain the adjoint displacement field w: 
= f w\dD^  = O y v e U . (3.22) 
JD OU 
Assume to stand for the boundary sensitivity, 
W, ^ )=pv- rvV . - Eijkieij{u)eki(w) (3.23) 
And let satisfy the Neumann boundary condition, 
d电 
= 0 (3.24) 
The aim function Prenchet derivative with respect to $ in the direction of ^(cc) can 
be written as 
屯〉=//(以，切，歪屯 W 拟 (3.25) 
2. The constraints and their linear approximation 
In general, a structure topology optimization problem contains some constraints, 
such as the material constraints, the displacement constraints and the stress con-
straints. These constraints can be described as following unified form, 
Gi{u, = f— gi{u)H{^)dQ - Q , = l , . . . , m (3.26) 
J Q 
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where Ci stands for a constant, m is the number of these constraints. For instance, 
the material volume constraints can be written as 
Gi[u, = f — Volmax < 0 (3.27) 
J 
where Volmax denotes the maximum allowable material volume, and the expression 
can be obtained from the Eq. (3.27), given 伪(u) = 1 and q = Volmax- Meanwhile 
the simple node displacement constraint can be given as 
Gi(u, = u{xo) -uo<0 (3.28) 
And the expression corresponds to gi{u) = u{x)6{xo) and Ci = uq in the Eq. (3.27). 
Similar to the derivation of the aim function derivative, we introduce the adjoint 
displacement field Wi{x) , i = 1 , . . . ,m satisfying 
严 屯 ) ’ = X Pi^, w, (3.29) 
where j3(u,w, stands for the constraint function Gi gradient and can be described 
as 
/3(u,w, = gi(u) -hpwi - TWiV . - Bijkt£ij(u)eki(wi) (3.30) 
and the Neumann boundary condition = • has assumed. Therefore, the 
linearization expression of the constraint G人u, at the point {uq, is as follows, 
G { u � = [_ gi{u)H{^o) -Ci + /3[uo, w^ (3.31) 
JCI 
3. The aim function gradient projection If the � is a feasible solution of 
the topological optimization problem under Eq. (3.21), the small variation of the 
design function in the minus gradient direction w, of the aim function 
J(u, ^{x) ) leads to the decreasing of the aim function. In order to enhance the 
Eq. (3.21), we construct the feasible direction Vn{x), which is the (3{u, w, projection 
on the active constraints tangential space. 
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Assuming that there are m' the active constraints in the m constraints in Eq. (3.21), 
and they are the first m' constraints and can be written as 
= 0, ，i = l ’ . . . ’ m ' (3.32) 
Meanwhile the normal space of the m! active constraints can be represented as 
m' 
N = 屯Ai>0, X e R } (3.33) 
i=l 
and the function collection N can also be regarded as the convex cone of the ac-
tive constraint normal geometrically. Thus, the — w , projection on the active 
constraints tangential space or Vn{x) can be realized as 
m' 
K = Pi{x, w, Y^ XiPiix, Wi, (3.34) 
i=l 
where the Aj can be decided by using the following algebraic equation, 
p^Xj = — l ^ m m i ' ^ ^ l d n (3.35) 
Xj > 0, z = l , . . . , m ' (3.36) 
Remark a: if we equip the L^ space with an inner product as follow, 
{f.9)s = = l^f(x)g{x)dn (3.37) 
where f � g e I? and S is the level set function ^{x), the Eq. (3.34) can be described as 
the direct sum decomposition, where the Vn{x) belongs to the orthogonal complement 
space N(perpendicular) of the normal space N or the tangential space of the active 
constraints. This can be showed by the next expression, 
= h W, - E f i Wj, W � ( 3 . 3 8 ) 
= 0 
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Here i <m！ and the Eq. (3.36) is using in the above equation. 
Remark b: the active constraints can be decided from the tight constraints col-
lection satisfying Gi(u, = 0, z < m' in a finite number of iterations, similar to the 
simplex algorithm, which yields 
= 0, i = l,...,m' 
(3.39) 
(Vn,l3i}s < 0, i = m ' + l ’ . . .，m 
Fortunately, for the topology optimization problem, all of its constraints often are 
active constraints in the optimal point. 
Remark c: the Eq. (3.34) can also be obtained by the Lagrange multipliers method 
and the consistent condition of the active constraints. 
4. The construction of decent function series by level set method Obviously, 
the design function <l»(a;) variation in the direction of Vn(x) can mark the objective 




f l a n = 0 
where the scale factor corresponds to the level set normal metric of the function 
^(x) , which leads Eq. (3.39) is intrinsic in geometry and independent of the choice of 
the function Eq. (3.39) is known as the level sets equation, which describes the 
interface moving in the normal direction，depending on the velocity of V„(:r). Now, 
we can give a proof to show that The series of embedding function i = 
0,1,2，...} generated by Hamilton-Jacobi equation in Eq. (3.39) is a decreasing series 
of the topology optimization problem Eq. (3.1). Substituting Eq. (3.40), Eq. (3.34) 
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in Eq. (3.25) yields 
= / n w, ^)Vn{x)6{^)\V^\dn (3-41) 
Applying Eq. (3.38), Eq. (3.41) becomes 
^ ^ ^ ^ ^ = - / - V ^ ( x ) 5 W m d n (3.42) 
The Eq. (3.42) shows the objective function J(u, is descent and the necessary 
optimal condition is Ki(;r)|如=0 or the aim function Prenchet derivative projection 
on the active constraint tangential space is zero along the design domain bouandary. 
Owing to Eq. (3.29)，Eq. (3.38), Eq. (3.40) 
(3.43) 
= 0 
This shows the active constraints hold the consistent condition. And it is a trivial to 
prove that the other constraints are not violated though the evolution in Eq. (3.40) 
according to Eq. (3.39). 
3.2.2 Optimization Algorithm 
With the formulation given in the previous section we now describe an optimiza-
tion procedure. The optimization process operates on the scalar function 小 which 
is defined over the fixed domain Cl. The process can be implemented as a mathe-
matical programming problem. The principal guideline for the optimization process 
is to move the design boundary represented by the level set model according to its 
variation sensitivities with respect of the objective function. The process would ter-
minate when the objective cannot be improved further. This optimization procedure 
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is derived from the fundamentals of curve and surface evolution of the level set meth-
ods [58] in terms of evolution of the level set surfaces described by Eq. (3.40). The 
key development of our application of the level set methods here is to find an appro-
priate "speed vector" (14 in Eq. (3.40)) such that it will drive the design boundary 
into the optimum shape based on the given objective function and the constraints. 
As shown in Eq. (3.40) the speed vector must be expressed in terms of the shape of 
the boundary and the variation sensitivity. At the optimum solution the boundary 
variation sensitivity everywhere on the boundary is identical. A highlight of our ap-
proach presented here is the identification of the speed vector as the link between the 
general structural optimization process and the powerful methods of level sets. Our 
optimization algorithm is described as follows: 
Step 1: Initialize the embedding level set function $ at i = 0. A general treatment 
is to set to be the signed distance to the given boundary of the initial design D 
such that = 0. The equilibrium equation is then solved to find the displacement 
u: 
= u\r^=uo(x), v e VC/; (3.44) 
Step 2: Find the adjoint displacement w of the conjugate equation: 
= = 0, v eW] (3.45) 
Here {Ju{u, $ ) ’ Vi) denotes the Priechet derivative of J(n, with respect to u in the 
direction of v{x) and it is written as 
= (3.46) 
Step 3: Choose a weighting function fi{x) 0 in the fixed reference domain Q and 
calculate the Lagrange multiplier A of the volume constraint of the structure with 
Eq. (3.35); 
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Step 4: Calculate "speed function" Vn{x) which defines the "speed" of propagation 
of all level sets of the embedding function along the normal direction N of the 
implicit moving boundaries. The speed function is defined to satisfy the Ki(:e)|恥=0; 
Step 5: Solve the Hamilton-Jacobi in Eq. (3.40) to update the embedding function 
尘 OM)； 
Step 6: Check if a termination condition is satisfied. If the condition is met, then 
a convergent solution is found. Otherwise, repeat Steps 1-5 until convergence. The 
termination condition is defined as 
(3.47) 
where 7 is a specified error limit. 
3.3 Limitations of Discrete Level Set Method 
In the conventional level set-based topology optimization, a general analytical func-
tion or ^{t, x) is not known. Thus, it must be discretized for level set processing, 
through a distance function. In an Eulerian approach, a numerical procedure for 
solving the Hamilton-Jacobi PDE is indispensable. This procedure requires appropri-
ate choice of the upwind schemes, extension velocities and reinitialization algorithms, 
which may limit the utility of the level set method [39]. Some of the limitations are 
discussed earlier. For example, reinitialization prevents a level set function from nu-
cleation of holes in the interior of material regions [19’ 59]. Another major limitation 
lies in the discrete representation. 
In the Eulerian approach, the transport equation Eq. (2.7) is solved with a finite 
difference or finite element method over a fixed grid or mesh [7, 1，20]. Since the grid 
is fixed in space, only the nodal values of the implicit function are used directly. One 
of the key steps in the Eulerian approach is to describe the geometry (or topology) by 
the nodal values of and shape functions to ensure that the space of achievable 
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designs will be smooth enough in shape. In practice, only low order approximations 
such as C^ shape function [6, 21, 32] are used because of the polynomial snaking 
problem [33] that polynomial interpolation in high dimensions can easily lead to 
singular problems and cause derivative estimates to be very poor [29]. Only the 
implicit function rather than its partial derivatives, can be guaranteed to be 
continuous across meshes. Furthermore, the spatial truncation errors due to the low 
order schemes can only be controlled by using progressively smaller meshes [6, 7, 1]. 
Therefore, the mesh spacing must be sufficiently fine to capture the partial derivative 
behavior accurately and to avoid numerical artifacts contaminating the solution. This 
makes the computation quite time and memory consuming. 
Therefore, a better method is to retain topological benefits of the implicit repre-
sentation of a level set model and break the limitations of using its discrete samples 
on a fixed grid or mesh. In the present study, we propose to generalized the level 
set function to include alternative implicit surface representations which provide a 
free-form representation with parameterization. To this end, a level set method using 
radial basis functions (RBFs) is developed for structural topology optimization. 
By using RBFs interpolation and modeling we can achieve the global smoothness 
of the implicit function and, thus, significantly improve the accuracy and efficiency 
of the level set methods. Parameterization of the implicit model will convert the 
Hamilton-Jacobi PDE into a system of mathematically more convenient ordinary 
differential equations (ODEs). Reinitializaition becomes unnecessary, which would 




RBF based Parametric Level Set 
Method 
4.1 Introduction 
Since there is no analytical form to represent level set function, the entire design 
domain must be discretized using a rectilinear grid for level set processing artificially. 
Then the Courant-Friedrichs-Lewy (CFL) condition [50] must be satisfied to ensure 
the stability of the numerical scheme. In applying the classical level set method 
for structural topology optimization, the implementation requires a careful choice of 
upwind scheme, extension velocity and reinitialization algorithm [42, 44]. Hence, the 
numerical considerations of discrete computation have severely limited the primary 
advantages of the level set methods in structure optimization. 
A further development of the RBFs-level set method for structural optimization 
does recently [43, 74, 4], which is called the parametric shape and topology opti-
mization. This method treats the shape and topology optimization problem as a 
parameter optimization problem, where design variables are expansion coefficients of 
the RBF representation. The implicit interface is propagated by algorithms based on 
sensitivity analysis in the parameter space. 
In this section, we develop further the parametric method by regarding posi-
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tions of the knots as design variables. This development is straightforward since 
the parameterization is realized with the RBF interpolation. In this new parameter 
space, the sensitivity analysis is performed within the framework of minimum com-
pliance problem. This analysis involves the traditional shape derivative formulation, 
the Hamilton-Jacobi equation that drives the structure boundary implicitly, and the 
RBF interpolation. With these sensitivities, we can move knots to new positions 
using a proper optimization algorithm. Consequently, the structure boundary, which 
is implicitly described by RBFs, is propagated step by step until the designated opti-
mality criterion is satisfied. The Changing Coefficient scheme and the Combination of 
Changing Coefficients and Moving Knots scheme will also be discussed in this section 
in order to have a complete study. 
In this chapter, we first give an introduction of radial basis functions modeling, and 
then propose the parameterized structure shape and topology optimization method 
with the level set method based on radial basis functions. Some numerical examples 
of the proposed method are discussed with comparative study, and the conclusions 
are finally given. 
4.2 Radial Basis Functions Modeling 
To model and reconstruct the entire admissible design with a single function which is 
globally continuous and differentiable, and implicit modeling method based on radial 
basis function (RBFs) is here presented. RBFs are popular for interpolating scattered 
data to produce smooth surface or boundary as the associated system of non-linear 
equations is guaranteed to be invertible under mild conditions on the locations of the 
data points [20]. In [28], a thorough review on the theory and implementation on 
RBFs has been presented. Interpolations based on radial basis functions have been 
shown to be effective when the functions to be approximated are multiple variables, 
or are given only by a great amount of data or by scattered data. In real-world ap-
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plications radial basis function techniques have become extremely useful in the area 
such as pattern reconstruction, artificial intelligence, or simply solving mathematical 
PDEs based an irregular data distribution [32]. The positive features of radial basis 
functions such as the unique solvability of the interpolation problem, the computa-
tion of interpolants, their smoothness and convergence make them very attractive in 
topology optimization. In the present RBF-level set method for topology optimiza-
tion, RBF implicit modeling is to be presented as effective representation method to 
reconstruct the shape and topology of an admissible design. 
According to what we have discussed in previous sections, a better method is to 
retain topological benefits of the implicit representation of a level set model while 
avoiding the drawbacks of using its discrete scheme [10]. Based on this idea, the 
RBF-level set method has been developed [12, 10, 14]. 
Radial Basis Function (RBF) is a radially-symmetric function centered at a par-
ticular point [34], or knot, which can be expressed follow: 
= X i G Q (4.1) 
11.11 where denoted as Euclidean distance and xi the position of the knot. Only a single 
fixed function from with R+ 一 R with 0(0) > 0 is used as the basis to form a 
family of independent functions. A large class of radial basis functions are commonly 
used in the engineering field, which can be roughly divided into two classes. One of 
them is the globally supported radial basis functions (GSRBFs), including thinplate, 
poly harmonic splines, Sobolev splines, Gaiissians, multiquadric, inverse multiquadric 
(IMQ) [17] and so on. And the other one is compactly supported radial basis functions 
(CSRBF) [81，79]. Some of these RBFs are shown in Table (4.1). 
Among these common functions, the multiquadric (MQ), inverse multiquadric 
(IMQ) and Gaussians appear to be the best performing RBF, and the first two have 
been used in RBF-level set method to solve structural optimization problems [77， 
76，69]. Since there is a free shape parameter in their splines, they are all infinitely 
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Type 0(r) where r = (||x - Xi||) Parameters 
Thin-plate spline r^In r Xi G R"^ 
Cubic spline — xi G BP 
Polyharmonic splines r n > G 
3D Polyharmonic splines n > l , X i e R ^ 
Matern spine 7 ; � 0 ’ c > 0 
Exponential spline e"^ '" c � 0 
Gaussians c > 0 
Multiquadrics Vr^ + c^  c � 0 
Inverse Multiquadrics y/J+c^ c > 0 
Compactly supported (1 - r)+p(r) m > 0, p(r): Polynomial of Wendlanc 
Table 4.1: Examples of Radial Basis Functions 
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4 .1 
a ) M Q b) MQ 
c) Thin-plate (d): CS2-SRBF 
Figure 4.1: Several examples of RBF splines 
smooth, different from those parameter-free splines such as cubic spines and thin plate 
splines which are piecewise smooth only [47]. 
MQ was ranked the best in interpolation for scattered data by Wendland Franke [29]. 
However, this RBF spline is only conditionally positive definite [23] and has to be 
augmented by a leading constant term in the series and higher-order MQs require 
more terms in the polynomial [57]. On the other hand IMQ expressed in Eq. (4.2) is 
positive definite [23] and can be used without augmentation. 
Therefore, we use IMQ kernel among those radial basis functions as an example 
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to illustrate the concept of RBFs modeling. IMQ can be expressed as 
涉 (4.2) 
where q is the free shape parameter which is commonly assumed to be a constant 
for all (j)i in most application [64]. Fig. (4.1) shows the IMQ splines centered at the 
original point with free shape parameters equal to 1. It can be that a large shape 
parameter leads to a flat shape which is less sensitive to the difference in radial dis-
tance. It should also be noted that 0i(x) in Eq. (4.2) is continuously differentiable 
and thus IMQ splines are infinitely smooth splines [29]. Since a free shape param-
eter is included in these splines, they are all infinitely smooth, different from those 
parameter-free splines such as cubic spines and thin plate splines, which are piecewise 
smooth only [47]. 
In the present study, for propose of numerical convenience, the IMQ is used to 
interpolate the scalar implicit level set function ^{x) and can be written as 
^(x) = E i I i M i ( x ) (4-3) 
Since the free boundary is embedded in the implicit level set function as the 
zero level set, it is thus parameterized implicitly. If the interpolation data values 
/i , •. •，iW G R at knot locations, x i , . . . G R^ are given, the RBF interpolant 
of $ in Eq. (4.3) can be obtained by solving the system of N linear equations for N 
unknown generalized expansion coefficients as follows: 
<^(xi) = /i, i = (4-4) 
which can be given in matrix form as 
Ha = f (4-5) 
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where 
01 (Xi) . . . 07v(xi) 
H = ： •.. ： (4.6) 
</>I(xn) . . . 07V (XN) 
a = [ a u - - - , a N f eR" " (4.7) 
f=[/i，...，_/Wrei?� （4.8) 
Since the IMQ collocation matrix H is theoretically invertible due to the positive 
definiteness of the IMQs [17，36], the generalized expansion coefficients a can be 
simply given by 
a = H - i f (4.9) 
After obtaining the generalized expansion coefficients a, the resulting RBF interpolant 
of the implicit function in Eq. (4.3) can be rewritten compactly as 
少 ⑷ = ( 4 . 1 0 ) 
where 
<Kx) = [(Mx) . . . � (4.11) 
4.2.1 Inverse Multiquadric (IMQ) Radial Basis Functions 
The inverse Multiquadric (IMQ) Radial Basis Functions are chosen in our work due 
to its smoothness and accuracy. We mainly illustrate the problem in 2 dimensional 
cases, so the radius of support r given in Euclidean space as: 
r = V(x — xi)2 + (y — yi)2 (4.12) 
where yi) is the 2-D coordinate of the knot point and (a:,^) is the coordinate of 
the sample point. Fig. (4.2) shows the Partial Derivative of Inverse Multiquadrics 
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dy 中 ^dy 
where 
dr _ X - X j 
d^ ~ r 
(4.14) 
dr = Yizn 
dy r 
It involves in V$(x) which is used to calculate the driven velocity, Vn to determine 
the decent direction. 
/••.•,«.‘"， ： ‘.•，，. v. . ； 
3丫.;-•”..“』一丨、..、•._;、.... T.-....J ’-.�.... 
v.._.,...1 ........企 r-...J .’: 
-1 -1 
Figure 4.2: Partial Derivative of Inverse Multiquadrics Splines in x direction 
4.3 Parameterized Level Set Method in Structure 
Topology Optimization 
In the conventional discrete level set-based topology optimization method, the level 
set surface ^ (x , t ) is known as a discretized function which is usually a shape 
function. The Hamilton-Jacobi equation, Eq. (2.7) is solved in Eulerian approach 
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with finite difference method over a fixed grid [74，4，60]. Since the grid is fixed in 
space, only the nodal values of the implicit function $(x) are used directly. One of the 
key steps in the Eulerian approach is to describe the geometry (or topology) by the 
nodal values of $(x) and shape functions to ensure that the space of achievable designs 
is smooth enough in shape [42, 37]. In practice, only low order approximations such as 
shape functions [42’ 8’ 21] are used because of the polynomial snaking problem [35] 
that polynomial interpolation in high dimensions can easily lead to singular problems 
and cause derivative estimates to be very poor [36]. Hence, only the implicit function 
^>(x), rather than its partial derivatives, can be guaranteed to be continuous across 
meshes. Furthermore, the spatial truncation errors due to the low order schemes can 
only be controlled by using progressively smaller meshes. Therefore, the mesh spacing 
must be sufficiently fine to capture the partial derivative behavior accurately and to 
avoid numerical artifacts contaminating the solution. This makes the computation 
quite time and memory consuming and consequently difficult to implement for solving 
large scale problems. 
Moreover, as we have mentioned before, with the discrete level set method, some 
numerical implementations must be carefully applied to ensure the stability and con-
vergence of the algorithm, such as the upwind schemes, velocity extension and reini-
tialization and so on. 
For the sake of overcoming those drawbacks of discrete manner implementation 
of the level set method while retaining the topological benefits of the implicit repre-
sentation, a parameterized level set method was proposed in [77] by generalizing the 
level set function ^ {x ) into an alternative implicit surface representation scheme by 
parameterized with radial basis functions (RBFs). In this scheme, since Hamilton-
Jacobi PDE equation is time dependent, in the RBF implict modeling for level set 
function ^{x)^ it is further assumed that all knots are fixed in space and the space 
and time are separable and the time dependence of the implicit function $ is due to 
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generalized expansion coefficient in Eq. (4.7) of the RBF interpolant. With these as-
sumptions, the resulting RBF interpolant of the level set function ^{x) can be written 
as 
歪 =尘 ( X ’ 力）= Er=i 以 ( 4 . 1 5 ) 
where ai is the expansion coefficient, of the IMQ positioned at the i-knot. Hence, the 
implicit level set function is parameterized by the infinitely smooth IMQ radial basis 
functions. Substitute Eq. (4.15) into the Hamilton-Jacobi PDE defined in Eq. (2.8) 
yields 
= 0 (4.16) 
which indicates the relationship between the boundary propagation velocity Ki and 
the time derivative of the expansion coefficients a. This means if the velocity field 
is obtained, the iteration manner of the parameters a are known as well. In this 
approach, combining with the collocation scheme and a straightforward velocity ex-
tension method, the original PDE based optimization problems are transformed into 
a set of simpler ODE initial condition problems and the problems can be solved 
by several different ODE solver such as the First-order forward Euler's method and 
higher-order Runge-Kutta, Rung-Kutta-Fehlberg, and so on. This kind parametriza-
tion scheme converts the original PDE based level set method into a set of much 
easier ODE system. The level set function is represented in a globally continuous and 
differentiable manner and the unwanted reinitialization process is not necessary as in 
the conventional discrete level set method. Obviously, this parameterized transforma-
tion makes the level set method more efficient and easier to implement. However, this 
scheme still limits the level set based optimization method in a differential equations 
framework but not a mathematic programming approach. The resolution scheme 
is short of the mathematic foundation. So in the following, we propose another 
parametrization approach to convert the conventional level set based structure shape 
and topology optimization method into a parametric way by which many kinds of 
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mature optimization methods such as mathematic programming, method of moving 
asymptotes (MMA), optimality criteria (OC) method can be easily implemented. 
4.4 Parametric Shape and Topology Structure Op-
timization Method with Radial Basis Func-
tions 
To simplify the structural optimization problem, only a relatively simple compliance 
design problem with a volume constraint is considered as an active constraint and 
the the equilibrium state constraint is set as inactive constrain. The Lagrangian 
L(u, A) with a positive Lagrange multiplier can be specified as 
Min : J{u, = ih s(ufCe{u)H{^)dn 
(4.17) 
s.t. 刚 - C V o = 0 
where u is the displacement field, £{u) is the strain field, is the Heaviside 
step function of the implicit function VQ is the volume of design domain, ( is the 
prescribed volume fraction that enforces the volume constraint, the volume of 
current design. 
The objective function and the volume constraints are shown as follow: 
L(u, = ih e�u)TCe(u)剛dn + X{V{^) — (Vo) (4.18) 
where A is the Lagrange multiplier. 
Following [74, 44, 3], we obtain the shape derivative of Eq. (4.18), which is written 
as 
f = /r (A - e(u)^Ce(u))Vnds (4.19) 
A steepest descent direction of the L can be obtained if we define the normal velocity 
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as 
K = - (A - e{ufC€{u)) = e{ufCe(u) - A (4.20) 
By substituting the normal velocity of Eq. (4.20) into Eq. (4.16), we obtain the level 
set propagation equation that, when integrated, defines a moving boundary of the 
solid that evolves under the minimization of the objective function. 
To solve Eq. (4.16), $ is discretized on an Eulerian grid in the conventional level 
set method. A proper finite difference method for solving PDE such as upwind dif-
ference scheme is needed and other important process, such as velocity extension and 
reinitialization must be adopted to make the algorithm robust and stable. However, 
these techniques also bring new difficulties [12’ 10]. For example, the process of reini-
tialization involves solving another PDE, which will add more cost to the method. 
Another major drawback of the conventional level set method is that the time step 
must be taken very small when integrating the Hamilton-Jacobi equation due to the 
CFL condition. Besides the high computational cost, reinitialization prevents the 
design from the hole-nucleation or elimination of the material region. All these limit 
the utility of the level set method $ . 
4.4.1 Changing Coefficient Method 
RBF-based method can be rewritten in another form to get the shape evolution of 
implicit surface through parameter(s). We can rewrite Eq. (4.20) 
= (4.21) 
Given a local perturbation, the boundary as well as Lagrangian L change. Substi-
tuting Eq. (4.21) into the shape derivative of Lagrangian, we can put the summation 
out of the integration because ai is only dependent on time. We can get 
f = Eili (4.22) 
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where a = da/dt. Note that L is the function of and $ is dependent on a because 
in current method knots are fixed in space. By chain rule, we can obtain 
dL di^-, _ ^N I \ y-N 巡 ( 4 . 2 3 ) 
dt _ d a i 一 乙i=l dai 十六乙i=l dai 
Comparing Eq. (4.22) with Eq. (4.23), one can easily get the sensitivity 
乾= -Jr {e{urCe{u))^^Mx)ds (4.24) 
(4.25) 
Therefore, we have transformed the general shape and topology optimization problem ‘ 
into a parameter optimization problem. This would enable us to use algorithms 
that are based on sensitivity analysis to derive a search strategy in the parameter 
space. The costly grid discretization in the classical level set method is thus avoided. 
Therefore, we may call the method presented here parametric shape and topology 
optimization [13]. 
A standard search method is to use the parameter sensitivity to define a search di-
rection and determine a move step, such as the steepest descent method in mathemat-
ical programming. More elaborate techniques like the method of moving asymptote 
(MMA) are also feasible. 
In this study, steepest descent method is used as optimization to propagate the 
parameterized implicit surface. If looking at Eq. (4.23)，one can easily say that the 
steepest descent direction of Lagrangian is guaranteed by defining 
= + (4.26) 
This is the search direction in which we change the variable as 
a广 1 + 广 1’ i = l,…，N (4-27) 
where r is the step size, r can be determined by line search method or be designated 
a proper positive number. 
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After updating the expansion coefficients, which are the design variables in current 
approach, we can update the level set function 
妒 = (4.28) 
Then a new topology or shape of the design domain can be obtained by finding the 
isosuface at zero level of the implicit embedding function. 
4.4.2 Moving Knot Method 
Besides the expansion coefficients, we can also change the positions of knots. We 
、丨 
will discuss this issue in this subsection. An important advantage of the parametric 
method is that we can handle more parameters to achieve the optimal design. If not 
only the expansion coefficients but also the position of knots are permitted to change 
in each iteration, the RBF can be expressed as 
树 X ， 力 _ 
Note that in this expression, the position of knots are dependent on time. Then, the 
level set function is represented as 
= (4.30) 
Hamilton-Jacobi equation can be written as 
= o (4-31) 
and normal velocity changes to 
K = (4.32) 
Substituting Eq. (4.32) into Eq. (4.19), one gets 
f = / r ( A - • ^i)ds (4.33) 
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Similar to Eq. (4.23), next equation is derived by chain rule 
f = E i i ftx. = E i i 载々  + A Ef=i g x , (4.34) 
Comparing Eq. (4.33) with Eq. (4.34), we obtain the sensitivity 
^ = (4.35) 
载 南 f 办 （榻） 
The searching direction based on sensitivity analysis can be expressed as follow: 
.I 
= + (4.37) 
In sense of steepest decent method, we can update the position of the moving knot 
as 
x.n+i = X i " + TXi, i = (4.38) 
After Xi^+i are obtained, one can update the basis functions with Eq. (4.30) to get 
<?!)广(X). Then level set function is updated by 
妒+i = Ef=ia 妮+i(x) (4.39) 
and the topology and shape are varied. 
4.4.3 Combination of Changing Coefficient and Moving Knot 
method 
If not only changing one parameter alone, but both the expansion coefficients and 
position of knots are changing simultaneously. The RBF equation can be expressed 
same as Eq. (4.30). In this expression, the position of knots is dependent on time. 
Then the level set function becomes 
0(x，t) = Er=iaiW<Mx’ 力） （4.40) 
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The Hamilton-Jacobi equation can be represented as 
Zli ai0i(x, t) + Ell - K | V $ | = 0 (4.41) 
Then the normal velocity changes to 
K 二 + (4-42) 
Substitute equation Eq. (4.42) into Eq. (4.19), we get 
f = Eili Ir (A - t) + (4.43) , 
Similar to Eq. (4.23), the shape derivatives can also be derived by chain rule 
f = 永 + m = + m + 载 由 + g x O (4-44) 
Compare the above two equations, Eq. (4.43) and Eq. (4.23) 
Ml = - / r ( 咖 fC^ 咖 办 (4.45) 
^ = (4.46) 
(4.47) 
g = 南 響 办 （4.48) : 
In the sense of steepest decent 
永= + (4.49) 
= + (4.50) 
Let these two parameters change simultaneously 
a^+i = a^ + rdi, i = l ’ . . . ’ i V (4.51) 
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= X i " + TXi, i = l,…，N (4.52) 
After x^+i are obtained, one can update the basis functions with Eq. (4.30) to get 
Furthermore, after updating the expansion coefficients , which are the 
one of the design variables in current approach, we can update the level set function. 
Then level set function is updated by 
Then the topology and shape of the design can be changed through the updated level 
set function at the zero level. The time step r should be chosen carefully to make the 
update scheme consistent since the scale of the sensitivities with respect to Xj and ai 
will be greatly different. In these studies, only the simpler steepest descent method 
is implemented to illustrate the effectiveness of the proposed method. 
4.5 Numerical Implementation 
4.5.1 Sensitivity Calculation 
For calculating the parametric sensitivity of the objective function with respect to 
design parameters and volume constraint with respect to design parameters, boundary 
integration scheme is adopted to solve the problem in which the velocity distribution 
function can only be obtained along the boundary, such as the shape optimization, 
fluid simulation and so on without any filter scheme. No velocity extension process 
is required. 
In our research work, the values of sensitivities can be calculated from the numer-
ical integration method. In Fig. (4.3), the one dimension 3-point Gauss quadrature 
is applied to calculate the approximation of the integration values after the implicit 
front being obtained with marching cube method. With the benefits of the paramet-
ric implicit RBF scheme, the integral parts of the sensitivities can be easily achieved 
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Figure 4.3: The boundary integration with Gauss quadrature 
on every point no matter if it is on the grid point or not. We can see that the 
upwind scheme which is necessary in the conventional discrete level set method can 
be avoided. Moreover, this boundary integration scheme needs only the sensitivity 
values, which is involved in the velocity in conventional level set method [74], on the 
boundary for calculating the sensitivity. Therefore, the velocity extension scheme 
is not required to implement as in the conventional level set method. This scheme 
can be applied in solving the problems that are not easy to implement the velocity 
extension process. 
4.5.2 Optimization Algorithms 
The Augmented Lagrangian Method 
The augmented Lagrangian method which combines the concept of duality and the 
exterior penalty method has been widely used because of its stability and efficiency for 
solving large scale problems in addition to its simplicity of applying. In the RBF based 
level set framework, the augmented Lagrangian method can also be incorporated as 
well as many other conventional optimization schemes. 
The augmented Lagrangian method was first proposed independently by Hestenes [34] 
and Powell [49] in 1969. It is a well developed scheme combining the concept of du-
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ality with the (exterior) penalty method and its stability and efficiency have been 
widely accepted in solving large scale problems [14, 25]. Rockafellar [52] extended 
this method to handle inequality constraints. The mean drawback of the classical 
augmented Lagrangian method is that the twice differential of the Lagrangian is 
not continuous. This limitation causes difficulties when applying Newton method. 
Hence some modified augmented Lagrangian methods were developed in the past 
several decades. Such as the modified barrier function(MBF) method [38’ 48], expo-
nential method of multipliers [68], modified barrier-augmented Lagrangian (MBAL) 
method [30], penalty/barrier multiplier (PBM) method [1] and so on. Numerical com-
parisons of efficiency and stability of some proposed augmented Lagrangian methods 
were performed in an inequality constrained nonlinear programming framework and 
some constructive conclusions were given [15]. In this section, we are not going to 
focus on the numerical efficiency of the different augmented Lagrangian methods but 
the superiority of the implicit representation with level set method combined with the 
versatile tool CSRBFs. The primal but effective Powell-Hestenes-Rockafellar (PHR) 
augmented Lagrangian method [52] is chosen in our research works. Consider the 
following optimization problem: 
minxf(x) subject to gi < 0, z = 1 , . . . , n (4.54) 
The augmented Lagrangian function is defined by including explicit estimated La-
grange multipliers, with the definition [40] 
A," ) = J{x) + EILi 教 G i � � K " ) (4.55) 
where fi is the penalty parameter and A^  is the Lagrange multiplier of the i-th con-
straint gi{x). Developing various well performed forms of the penalty function is 
a significant direction in the research area of this method. A considerably complete 
comparison of those augmented Lagrangian methods with different numerical prop-
erties was given in [15], in which the highest commented classical PHR algorithm 
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is chosen in our research framework. The penalty term in the classical augmented 
Lagrangian is chosen as: 
Afif + ^g^ : + " A � 0 
ip{9A.fJ') = I (4.56) 
-fA2 ： g + fiX<0 
with the updating schemes of the Lagrange multipliers Xi and the penalty parameter 
= max(Af + 仿(:c)///，0) i = 1 , . . . ,n 
(4.57) 
严 G (0,"矢） 
g + fiX means the constraint is active, the first term in Eq. (5.39) and the objective 
function in Eq. (5.37) make up the standard Lagrangian, and the last term is the 
squares of the constraint violations which are used in quadratic penalty functions. 
In this sense, the augmented Lagrangian is a combination of the Lagrangian and 
quadratic penalty functions. The gradient is 
V,L(5, a, ii) = Vf(x) + Ei=i max(Xi + j^gi(x),0)Vgi � (4.58) 
The numerical experience told us that the initial value of the Lagrange multiplier is 
important. If it is initialized far from the actual value, a long time iteration process 
may be needed to converge, and oscillation of the value of the Lagrange multiplier may 
occur. Therefore, usually in the practical implementation, at the beginning stage, we 
only implement the penalty part (l/2/j,)g^ in Eq. (5.39) to achieve an approximation 
of the actual Lagrange multiplier value and then change to the augmented Lagrange 
multiplier method. Numerical results illustrated that this variation approach leads 
to a more smooth and efficient convergence process and can be handled easily. 
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4.5.3 Numerical Examples 
In this section, some numerical examples in two dimensional spaces (2D) solved with 
RBFs based level set methods in different parameters are demonstrated. The exam-
ple is minimum compliance problem with volume constraint which has been widely 
studied in literature [4，10’ 55，74, 77]. All examples use IMQ as the radial basis 
function. Unless stated otherwise, the units are consistent and the basic parameters 
are assumed as: the Young's elasticity modulus E=1 for solid materials, E=0.001 for 
void material, and Poisson's ratio=0.3 and (thickness t=1.0). 
A fixed rectilinear mesh is specified over the design domain for finite element anal-
ysis of the structures. The FE analysis is based on the bilinear rectangular element 
and an “ ersatz material" approach, which is well-known in topology optimization 
that can be rigorously justified in some cases [3]. In numerical practice of the "ersatz 
material" approach, material density is assumed to be piecewise constant in each 
element and is adequately interpolated in those elements cut by the zero level set 
function (the free boundary). In the implementation, all the knots of the RBF are 
initially coincided with the nodes of the mesh. 
To satisfy the volume constraint, the augmented Lagrangian method (ALM) is 
employed to determine the Lagrange Multiplier A. In this problem, the steepest 
decent method combined with the augmented Lagrange method is implemented. The 
initial Lagrange multiplier A is 30 and penalty parameter is /x = 10. 
The iteration is terminated when the relative difference between two successive 
Lagrangian values is less than 10~® or when the given maximum number of iterations 
has been reached. 
1. Short Cantilever Beam 
The first example is a short cantilever beam shown in the Fig. (4.4). The whole design 
domain is a rectangle (L=2, H = l ) with a fixed boundary on the left side and a unit 
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Figure 4.4: Definition of the minimum compliance design problem of a Cantilever 
beam. 
vertical concentrated load P=1 is applied at the middle of the free end. The design 
domain is meshed as 80 x 40 rectilinear elements thus the size of element is h=0.025. 
The volume fraction C of solid material is considered as 0.5. 
Changing Coefficients Scheme The feasibility of this scheme is illustrated in 
this example. The given maximum number of iterations is 1000 in this study. The 
positions of knots and shape parameters are all invariable, only expansion coefficients 
are changed according to the searching direction and the time step size r, which is 
chosen as in the order of The evolution process of the optimal topology and 
the level set surface of the short cantilever beam are displayed with the free shape 
parameters 1 x h (1 element grid) in Fig. (4.5) and Fig. (4.6) respectively. Fig. (4.7) 
shows the convergence of the objective function and the volume constraint at about 
150 steps. 
Moving Knots Scheme The initial design domain that is introduced some holes 
and the initial distributions of the knots which are the uniformly distributed blue 
points are illustrated in Fig. (4.8). The initial design is set as a signed distance level 
set function shown as Fig. (4.10). It can be also seen that topological changes and 
stable evolution have been achieved and the final design as shown in Fig. (4.9) is 
53 
» «i W t U M II U 2 tr^^t^~M U U 1 * t T t 
© ' - L ~ ； J.....JCM.. ft 产 ： 竹 ： . : 、 - . - 《 - . . . . . . . . , ......辦.. 
0 a^  04 M « 1 1， M t» 1« f ‘ 0 « 04 OA di. « 1J t* U n 3 
0 .�Mil Hwh • Ak. ； .�“._•�_••:丨•‘_i_-__. .I ,i,,. u„l 丨"丨丨i f.-t^ s* •；.丨》,,、丨:.‘.;> ..L...� . . ‘ ..4� 
‘‘D «1 «« t u u U i* ) 0 09 «< o« «« I u t* it n ？ 
Figure 4.5: The initial design and the optimization process of the cantilever beam 
with Changing Coefficients scheme. 
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Figure 4.6: The level set surface of the initial design and the optimization process of 
the cantilever beam with Changing Coefficients scheme. 
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Figure 4.7: The objective function and the volume fraction in the iteration process 
of solving the cantilever beam problem with Changing Coefficients scheme. 
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Figure 4.8: The distribution of the knots. 
similar to those reported in the literature [3, 77, 76]. The given maximum number 
of iterations is 200 in this study and the given time step, r is 5 x 10"^ is used. 
The free shape parameter 1 x h (1 element grid) in IMQ is applied. Fig. (4.11) 
shows the convergence history of the objective function (compliance) and the volume 
constraint. It can be seen that the compliance descend rapidly and the compliance 
of the final design is significantly better than that of the initial design. The volume 
function converges to the constraint value gradually and the volume constraint is 
exactly satisfied in the final stages. Prom Fig. (4.12), we can see that some knots 
pass through a long distance and some knots are nearly superposed over others. 
Superposition of knots can result in a singular interpolation matrix but this will not 
bring difficulty to our calculation because we do not need to inverse the interpolation 
matrix as in ODE-based RBF-level set method [69]. The structure optimization 
with different shape parameters are tried in this scheme and the final results are 
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Figure 4.9: The initial design and the optimization process of the cantilever beam 
with Moving Knots scheme. 
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of the cantilever beam with Moving Knots scheme. 
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Figure 4.12: The optimal design and the knot distribution of the cantilever beam. 
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shown in Fig. (4.13). 
There are other types of Moving knots scheme with different numerical schemes, 
i.e. Returning Knots scheme and Alternative Changing coefficients and Moving knots 
scheme. In Returning knots scheme, the knots return to the original positions and the 
general expansion coefficient matrix is required to recalculate before next iteration. 
The final results and level set surface are shown in Fig. (4.15). The number of steps 
to obtain the optimal design are same as the moving knot method only, but the 
computational time in each iteration is double of that of the moving knot method 
only due to the recalculation of the general expansion coefficient matrix in each step. 
In Alternative Moving knots and Changing coefficients scheme, the knot positions and 
the general expansion coefficients are changed in alternative iteration. Knot positions 
are changed in the first iteration. The knots return to their original positions and the 
general expansion coefficient matrix is required to recalculate before next iteration. 
Then, the general expansion coefficients are changed in the next iteration. The final 
results and level set surface are shown in the Fig. (4.14). Among three of the numerical 
schemes, the moving knots scheme only can help to get the lowest mean compliance 
in the final design with the highest efficiency and the smoothest boundary of the 
optimal design. 
Combination of Changing coefficients and Moving knots Scheme In this 
scheme, both general expansion coefficients and positions of knots are changed simul-
taneously. The given maximum number of iterations is 1000 in this study and the 
given time step is in the order of 1 x 10"^ since the sensitivity of the objective with 
respect to the expansion coefficient is much larger than the sensitivity objective with 
respect to position of knot. 
The evolution process of the optimal topology of the short cantilever beam is dis-
played with initial design in Fig. (4.16) and Fig. (4.17). Here the free shape parameter 
60 
*f• f-rfT^y»a-;--n ' i . r v w y .,. I 
r i S o ^ ：广必桐 
• ‘ ••“ . , T ~ T r � V l ；妨•• „ J „ „ .. , „ M .. 
！ • j .... • 鲁 . , . . . 秘 、 . . . ： 一 . … 
L - . i . 一 .： 
• > ' 1 
：J 
c=0.5 X h c=0.7 X h c=0.95 x h ；; 
i 
Figure 4.13: Final optimal results in different shape parameters,c, with Moving Knots 
scheme. 
J 
I - - - • 
Figure 4.14: Final result of the cantilever beam in shape parameter, c = 1 x h, with 
Alternative of Changing Coefficients and Moving Knots scheme. 
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Returning Knots scheme. ‘ 
1 
in IMQ ,1 X h (1 element grid) is adopted. Fig. (4.18) shows the convergence history j 
:i 
of the Objective function and the volume. The optimal design is obtained finally and 
is similar to the one in Changing coefficients scheme only. 
I I 
2. M B B Beam 
The second example is an MBB (Messerschmitt-Bolkow-Blohm) beam shown in the 
Fig. (4.19) which is another popular benchmark example in topology optimization. 
f 
A simple supported beam is loaded with a concentrated vertical load P=2 at the 
center of the top edge and is supported on rollers at the bottom-right corner and on ； 
1 
fixed supports at the bottom-left corner. The size of the design domain is assumed 
to be L=2 and H=l . Due to symmetry, only right half of the structure is analyzed. 
Therefore, the design domain is meshed as 80 x 40 (h=0.025) rectilinear elements. 
The volume fraction ( of solid material is considered as 0.4. 
Changing Coefficients Scheme Fig. (4.23) shows the whole structure of final 
design of this MMB beam. The evolution of the optimization process of topology 
and implicit function surface are shown in Fig. (4.20) and Fig. (4.21) respectively. In 
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with Combination of Changing Coefficients and Moving Knots scheme. 
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Fig. (4.22), it displays the objective function and the volume fraction in the iteration 
process and we can see that the objective function and volume fraction start to 
converge from about 900 steps and from about 800 steps respectively. The final 
result is converged to other local minimum and cannot obtain the similar results 
mentioned in the literatures [3’ 77’ 76]. 
Moving knots Scheme It can be seen that topological changes and stable evolu-
tion have been achieved and the final design as shown in Fig. (4.24) and Fig. (4.25) 
that is similar to those reported in the literature [3, 77，76]. The whole structure ^ 
displays in Fig. (4.27). The given maximum number of iterations is 200 in this study ) 
and the given time step, r , 5 x 10"^ is used. The free shape parameter in IMQ is 
1 X h {1 element grid). Similar to the cantilever beam, the knots move and travel 
long distance from the original positions shown in Fig. (4.28). Fig. (4.26) shows the : 
convergence history of the objective function and the volume constraint. It can be | 
seen that the compliance descend and the compliance of the final design is signifi- | 
cantly better than that of the initial design. The volume function converges to the j 
constraint value gradually and the volume constraint is exactly satisfied in the final 
stages. 
There are other types of Moving Knots scheme with different numerical schemes, ; 
i.e. Returning Knots scheme and Alternative Changing coefficients and Moving knots 
scheme. The final results and level set surface with Returning Knots scheme are shown 
in Fig. (4.30). The final results and level set surface with Alternative Moving knots 
and Changing coefficients scheme, are shown in the Fig. (4.29). Among three of the 
numerical schemes, the Moving Knots scheme only can help to get the lowest mean 
compliance in the final design with the highest efficiency. 
It can be seen that the final design is similar to a truss structure with hinge-like or 
pin connection at the bottom joints since the external force is applied at the top joint 
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only and thus the resultant moment for each bar member would be small enough. 
Combination of Changing coefficients and Moving knots Scheme Fig. (4.34) 
shows the final design of the MMB beam. The evolution of the optimization process 
of topology and implicit function surface are shown in Fig. (4.31) and Fig. (4.32) re-
spectively. In Fig. (4.33), it displays the objective function and the volume fraction in 
the iteration process and we can see that the objective function and volume fraction 
start to converge from about 900 steps and from about 600 steps respectively. The 
final result is converged to other local minimum and cannot obtain the similar results 
mentioned in the literatures [3’ 77, 76]. The final results are similar to that of the 
Changing Coefficients scheme only. 
4.6 Summary 
In this section, we presented the parametric shape and topology structure optimiza-
tion method with RBF modeling based level set method. This scheme converts the 
discrete PDE based level set method for the structural optimization problem into a 
conventional optimization framework without losing the advantages of the implicit 
boundary representation of the level set method. This enables level set algorithms to 
avoid a costly discrete computational scheme and use a mathematically more conve-
nient parameter search technique instead. 
With this method, the sensitivities of the objective function with respect to the 
design parameter of RBF, i.e. expansion coefficients ,positions of knots, are given 
directly. The numerical more complicated PDE solving procedure is transformed to a 
standard search method in the parameter space. The driving force of the propagation 
of the front of the implicit surface is converted from the discrete velocity field to the 
sensitivity analysis based method such as the mathematic programming method, the 
optimality criteria method, the method of moving asymptotes and so on. Further-
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more, in solving the problem of the example, the boundary integration scheme is used 
to avoid the time-consuming velocity extension procedure. Therefore, it can be used 
in shape optimization and fluid simulation problems in which the velocity extension 
process is not easy to handle. With this method, the reinitialization process which is 
unavoidable in the conventional discrete level set method is never needed. The pro-
posed RBF based level set method is implemented in the framework of a topological 
optimum of minimum mean compliance design, and its efficiency and convergency 
properties are illustrated. Numerical examples of a 2D structure are chosen to show 
the success of the present method, and we also studied some properties of this method 
combined with different design parameters and with different parameters. The Mov-
ing Knots scheme with the free shape parameter in IMQ gives the most attractive 
results in this parametric method which has been demonstrated in the two examples 
(short cantilever beam and MMB beam). It is suggested that the Moving Knots 
scheme only is superior to the scheme that changes coefficients only or combination 
of changing coefficients and moving Knots in both the stability and convergence. 
The introduced parametric optimization scheme with level set method incorpo-
rating radial basis functions processes promising potential in structural topology op-
timization. 
It should be noted that, for the parametric method using changing coefficients 
scheme, CSRBFs behaves better than the IMQ function. The reason that we have not 
employed CSRBFs in our Moving Knots scheme lies in the local property of CSRBFs. 
The CSRBF influences only a local region around the knot, and this region is called 
the "supported domain" of the CSRBF. Initially, knots are distributed uniformly and 
the size of supported domain is properly set to make sure that every point in the 
design domain is influenced at least by one CSRBF. However, after knots are moved 
there will be some points which are not covered by any supported domains. Therefore, 
the level set function $ can not be represented accurately at these points. Control 
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of the knots distribution and employing CSRBFs into the moving knots scheme are 
still in study. 
But this part work is still not finished by now. Some another important issues 
such as for solving large scale problems, RBF methods based on partition of unity can 
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Figure 4.17: The level set surface of the initial design and the optimization process 
of the cantilever beam with Combination of Changing Coefficients and Moving Knots 
scheme. 
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Figure 4.18: The objective function and the volume fraction in the iteration process ‘ 
of solving the cantilever beam problem with Combination of Changing Coefficients 






Figure 4.19: Definition of the minimum compliance design problem of a MBB beam. 
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Figure 4.20: The initial design and the optimization process of the MBB beam with 
Changing Coefficients scheme. 
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Figure 4.21: The level set surface of the initial design and the optimization process 
of the MBB beam with Changing Coefficients scheme. 
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Figure 4.22: The objective function and the volume fraction in the iteration process 
of solving the MBB beam problem with Changing Coefficients scheme. 
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Figure 4.23: The whole structure of MMB beam with Changing Coefficients scheme 
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Figure 4.25: The level set surface of the initial design and the optimization process 
of the MBB beam with Moving Knots scheme. 
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Figure 4.26: The objective function and the volume fraction in the iteration process 
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Figure 4.28: The optimal design and the knot distribution of the MBB beam. 
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Figure 4.30: Final result of the MBB beam in shape parameter, c = 1 x /i, with 
Returning Knots scheme. 
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Figure 4.31: The initial design and the optimization process of the MBB beam with 
the Combination of Changing Coefficients and Moving Knots scheme. 
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Figure 4.32: The level set surface of the initial design and the optimization process 
of the MBB beam with the Combination of Changing Coefficients and Moving Knots 
scheme. 
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Figure 4.33: The objective function and the volume fraction in the iteration process 
of solving the MBB beam problem with the Combination of Changing Coefficients 
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Figure 4.34: The whole structure of MMB beam with the Combination of Changing 
Coefficients and Moving Knots scheme 
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Chapter 5 
Conclusion and Future Work 
5.1 Conclusion 
A level set approach based on the parametric shape and topology structure optimiza-
tion is successfully developed for structural shape and topology optimization. The 
implicit level set function is represented an approximated by using the RBF implicit 
modeling with IMQ splines. Because of the global smoothness and the exponential 
convergence rate of the IMQs, accuracy and smoothness of the implicit function is 
achieved. By assuming that the time dependence of the implicit function is due to the 
design parameters, i.e. general expansion coefficients, positions of knots, of the RBF 
interpolation, the Hamilton-Jacobi PDE is converted into ODE which is more math-
ematically convenient. The original time dependent initial value problem is changed 
to the sensitivity problem of the design parameters of the RBF interpolation. 
The present extended level set method is then applied to a classical shape and 
topology optimization problem. The proposed shape and topology optimization pro-
cess operates on the implicit scalar level set function represented by the RBF implicit 
modeling and uses a steepest gradient method to find the decent direction of the design 
parameters for the minimization of an objective function. The values of the sensitiv-
ities can be obtained by boundary integration scheme. Thus,the upwind scheme and 
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velocity extension which are necessary in the conventional discrete level set method 
are not required. In addition, reintialization of the implicit level set function is elim-
inated to allow for the nucleation of new holes in the design domain. Compared with 
the conventional level set methods, the present method can generate similar optimal 
designs without the numerically more complicated PDE solving procedures and ex-
actly satisfy the volume constraint during the iterations to guarantee that the final 
design be feasible and, furthermore, it can largely eliminate the dependency on initial 
designs due to its capability in the nucleation of new holes. 
I 
Based on the idea of parametric optimization technique, the Moving Knots scheme 
and the combination of Changing Coefficients and Moving Knots scheme are devel-
oped. The sensitivity analysis and optimization algorithms are discussed. The steep-
est descent method is also used to implement the proposed methods. Numerical 
examples of 2D structures are chosen to show the success of the Moving Knots only 
scheme in accuracy, convergence speed. Furthermore, the Augmented Lagrangian 
method is applied to lead to a more smooth and efficient convergence process and 
can be handled easily. It is suggested that the introduction of the Moving Knots only 
scheme to the parametric radial basis functions level set methods possesses promising 
potentials in structural shape and topology optimization. 
5.2 Future Work 
Although RBF gives a lot of conveniences in the existing methods, the globally sup-
ported RBF has drawback of being unfavorably expensive concerning computational 
complexity. It leads to dense coefficient matrices, and as the number of points becomes 
large, the coefficient matrix becomes more and more ill-conditioned. Furthermore, 
solving the linear system will generally need 0{N^) flops and memory when 
RBFs are used only. Obviously, they become impractical when N is bigger than 
10,000. To tackle this problem, there are some different methods. The first method 
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is Fast Multipole Method(FMM) [80] since it makes the interpolation of large dataset 
becomes possible, but it is very intricate and hard to implement. The second way is 
to use compactly supported RBF that makes the coefficient matrix of which is band 
diagonal and sparse [74, 72, 60]. Although this can noticeably improve the efficiency, 
it still involve with global data. 
Therefore, we propose using Partition of Unity (POU) to implement the problem 
of parametric shape and topology optimization with level set method based on RBF. 
POU is rooted in applied mathematics [78] and is a well-known approach which 
is often used in 3D reconstruction of implicit surfaces from large scattered point 
sets [78, 41’ 67, 67]. It breaks the large global domain of interest into several smaller 
overlapping subdomains in which the implicit function can be more efficiently inter-
polated and the global solution can be obtained from local solutions by blending a set 
of weighting functions. Numerical example will be implemented in the future in order 
to illustrate this method in more efficient than using the conventional RBF method. 
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