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A short review of the history and the contemporary numerical calculations of the operation of
an electronic device for generation of electric oscillations by negative differential conductivity of a
supercooled below the critical temperature superconductor. The superconductor is cooled below the
critical temperature at applied small constant electric field, which keeps the superconductor in nor-
mal state. To simulate the device operation, beforehand analytical expressions for the conductivity
of nano-structured superconductors supercooled below the critical temperature in electric field are
used. The numerical analysis meant to alleviate the development of a device shows that the region of
negative differential conductivity of the current voltage characteristics leads to generation of electric
oscillations. The study of layered high temperature superconductors and radiated electromagnetic
waves in space will be an important problem of the future space technology.
I. FOREWORD
The present work is the master thesis of one of the coauthors A. Petkov. The scientific adviser is A. Varonov,
T. Mishonov is a consultant. V Danchev is a coauthor of the latest journal papers in 2019, on which the current
thesis is based. This thesis is created with full derivations of the formulae for pedagogical purposes, where one and
the same final result is obtained by three different initial methods.
II. A BRIEF INTRODUCTION IN SUPERCONDUCTIVITY
In the beginning we review a short historical review of the experimental and theoretical research in the field of su-
perconductivity, and simultaneously introduce the basic notions and phenomena following the well-known monograph
by Abrikosov.1
A. Experimental discovery and further research
In order to prepare suitable low temperature thermometer in Kamerlingh Onnes laboratory, Gilles Holst calibrates
the temperature dependency of the resistance of mercury in capillary tube and unexpectedly discovers the vanishing
of the ohmic resistance, and also correctly interprets that a new state of matter has been discovered.2 Shortly after
that epoch discovery, without being a coauthor in any of the scientific publications related to it, Gilles Holst leaves
the laboratory and becomes the first director of the Phillips Research Laboratories in Eindhoven. Kamerlingh Onnes3
advocates the importance of this phenomenon for the development of the physics of low temperature and the quantum
physics as a whole at the successive Solvay conference.
Briefly after that the same properties are found in other materials and the new phenomenon is called “superco-
ductivity”, while the corresponding metals are called “superconductors”.1 The temperature at which the resistance
disappears is called critical temperature Tc and the highest critical temperature of a pure metal is that of Nb:
Tc = 9.25 K.
1 Further research of the superconductor properties shows that except temperatures above Tc, the su-
perconductivity can be destroyed by a large enough magnetic field, which is also called critical magnetic field Bc and
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2it decreases with temperature increase according to the approximate formula1
Bc(T ) = Bc(0)[1− (T/Tc)2]. (1)
One of the basic superconductor properties is the Meissner effect,4 where a superconductor placed in a magnetic field
< Bc “ejects” the field from itself (there is no magnetic field inside the superconductor). Continuous research in the
field of the superconductivity leads to the discovery of high-temperature at the end of the 20th century.5 These are
the high-temperature superconductors Y-B-C-O (type YBa2Cu3O7−δ chemical compounds) with Tc = 80 ÷ 93 K6
and Bi-Sr-Ca-Cu-O (type Bi2Sr2CaCu2O8 chemical compounds), in which there is no rare-earth element.
7 Both are
type 2 superconductors, for which there are 2 critical magnetic fields: Bc1 (lower critical field), below which the
superconductor is entirely in superconducting phase, and Bc2 (upper critical field), above which the superconductor
is in its normal state. But if the magnitude of the external magnetic field intensity is between the two critical
magnetic fields, the superconductor is at the so-called mixed state, consisting of superconducting and normal phases.
In this mixed state the Meissner effect is not complete, the external magnetic field partially penetrates into the
superconductor.1
Let briefly state the differences between type 1 and type 2 superconductors. For type 1 superconductors the surface
tension between the normal and superconducting phases is positive and the the magnetic field creates a layered domain
structure inside the superconductor volume. While for type 2 superconductors the surface tension is negative and the
normal phase with magnetic field is “dissolved” in the superconducting with the magnetic field concentrated around
the Abrikosov vortices (similar to a superfluid tornado) and each vortex has an elementary quant magnetic field.
B. Brief notes about the development of the theory of superconductivity
The discovery of the superconductivity is at the time of the intense development of the quantum physics and
relativity, and attracts the attention of many of the modern physics classic scholars. After Einstein’s work on Bose
condensation, all theorists intuitively feel that superconductivity is a related phenomenon. This gets especially clear
after the discovery of the helium superfluidity.1 Superconductivity is superfluidity of charged particles: the viscosity
disappearance, as well as the ohmic resistance disappearance is a display of the Bose condensate properties. The
first attempt a phenomenological electrodynamics of the superconductors to be constructed is made by London (Fritz
and Heinz) brothers,8 which goal is not to get inside the microscopic causes for the superconductivity, but to give a
“language” and to build the basic notions for the explanation of the most characteristic experimental facts: absence of
resistance and Meissner-Ochsenfeld effect.1 Keesom and Rutgers formulae for thermodynamics of the superconducting
phase transition find natural explanation as a consequence of the Meissner-Ochsenfeld effect but are proposed before
that. Phenomenologically the London brothers introduce the concept of rigidity of the wave function and as a footnote
in his well-known book Fritz London predicts the quantization of the magnetic flux. Without explaining the reasons,
Onsager states that the charge should correspond to the doubled electron charge. But how exactly couples of Coulomb
repelling electrons can create a condensate in their correlated motion remains the most difficult problem and most
prestigious problem of the theoretical physics for a long time.
Phenomenologically Ginzburg and Landau9 include the effective wave function implicitly used the London brothers
as an ordering parameter in the Landau general theory for the type 2 phase transitions. On a microscopic level, starting
from first principles, the explanation of the superconductivity effect is focused on the coupling of the electrons in pairs
of Bose particles, analogously to the helium atoms in the case of superfluidity of liquid helium. At the beginning no
reasons for such a behaviour are present, the electrons have the same charge and repel each other.1 Yet Kamerlingh
Onnes tries measuring an isotopic effect in lead (the influence of the nuclear mass on the critical temperature) but
his experimental accuracy is insufficient. The situation is changed after world war 2, when as a byproduct of the
Manhattan project and its analogues, there are significant quantities of stored isotopes from all elements practically.
An isotopic effect is clearly observed10,11 and this dependency of Tc and Bc on the mass of the ions in the crystal
lattice1 shows that the dynamics of the crystal lattice is substantial for the superconductivity soil. It becomes clear
that in superconductivity phonos also take part and on the basis of this fact, Bardeen12 and Fro¨hlich13 independently
of each other show that the electrons being in a crystal lattice can also attract each other.1 Few years later Cooper14
demonstrates the possibility for electron pairs formation in a model problem, but not by space bound electrons as
Schafroth assumes, but by electrons from the Fermi surface correlated with opposite momenta.1 These pairs called
Cooper pairs give the main detail in the final theoretical explanation of the phenomenon of superconductivity made by
Bardeen, Cooper and Schrieffer,15 the so called BCS theory. Bogolyubov16 shows that the BCS theory is most elegantly
described in the language of the second quantization by introducing of the now called Bogolyubov transformations.
Before that Bogolyubov uses this approach in the theory of Bose condensation of weakly non-ideal Bose gases, but
as if the Coulomb attraction of the electrons discourages him to apply the method of Bogolyubov and Valatin to a
Fermi gas with attraction between electrons with opposite momenta. From the authors of the BCS paper: Cooper
3works on the electrodynamics and confirms the phenomenological connection between current and vector potential
postulated by the London brothers, Schrieffer works on the thermodynamics and Bardeen specifically analyses whether
the superconducting energy gap, which is obtained from their theory, satisfies the behaviour of an ordering parameter
according to the Ginzburg-Landau (GL) theory, strictly applicable only at temperatures near Tc.
1
Here we would like to add an additional commentary about the Landau approach towards the physics of the
phase transitions because with the change of generations, the number of physicists with a coherent view upon the
whole physics exponentially decays and each separate branch develops independently without evolutionary seeking
the common concestor of ideas.17 Ginzburg states Landau’s words that he has thought the longest, more than 10 years
over the physics of type 2 phase transitions and this comes to be one of the most fruitful ideas in physics. Shortly
before being awarded the Nobel prize for calculation of the critical indices in fluctuation phenomena, Kenneth Wilson
writes in his review with Kogut:18 “This is only a more inventive realisation of the old idea of Landau” that the type
2 phase transitions are the problem of fluctuating fields. For the very same Nobel prize are as well nominated Leo
Kadanoff, Valeri Pokrovsky and Alexander Patashinski and the scientific community recognises their results.
The Landau approach finds development outside the physics of phase transitions. As the Fermi theory for the
weak interaction is built in analogy with the electrodynamics, the Weinberg-Salam theory gets ideas from the Landau
theory also. The coherence length ξ is an analogue to the Compton length of the God particle.
Encouraged by this chain of successes at the lack of other ideas, the Landau approach is now extrapolated up to
the beginning. Allah wrote the Schroedinger equation, at which the self-gravitating field evolves and inflates. God
writes the free energy functional but the Devil – the Devil writes the dissipative function and the stochastic Langevin
noise. The Devil breaks the quantum coherence. It could turn that the anisotropy of the black body radiation and
the large-scale anisotropies of the Universe are simply frozen quantum fluctuations of the very same self-gravitating
field from the beginning, of which the devil has taken a momentary picture. And if it turns out to be like that, both
of them can be declared to be lacking of imagination. No new ideas are necessary anywhere in the Universe.
Already in the BCS time, using the Feynman methods of the Green functions developed for the needs of the
quantum electrodynamics, Gor’kov19 shows that the GL theory is a consequence of the BCS theory at Tc − T  Tc.1
Later the static phenomenological GL theory is a whole research with the statistical physics methods and now it is
frequently citated as GL-Abrikosov-Gor’kov theory (GLAG theory).
In this brief review we do not include the history of the gapless superconductors and the microscopic theory of the
high temperature cuprates, in which the electrons pair thanks to the exchange attraction. The microscopic cause of
superconductivity is of no essential importance for the current research, because the dynamics of the superconducting
order parameter for all superconductors is successfully described by the Time-Dependent GL theory (TDGL theory).
When above or below the critical temperature, the coherent superconducting order parameter is destroyed by the
electric field. In these circumstances of zero gap the applicability of the TDGL theory has never been discussed. This
allows us to use the TDGL theory in our research, in which the basis is a thin high temperature superconducting film
supercooled below its critical temperature in external electric field.
In the next section we start from the TDGL equation to derive the kinetic Boltzmann equation for the Cooper
pairs.
III. TIME-DEPENDENT GINZBURG-LANDAU THEORY FOR FLUCTUATION COOPER PAIRS
The time-dependent Ginzburg-Landau equation has the form20
1
2m∗
(−ih¯Dr)2Ψ + aΨ + b|Ψ|2Ψ = −h¯[2a0τ0](DtΨ− ζ), (2)
m∗ is the effective mass, e∗ (|e∗| = 2|e|) is the electric charge of the cooper pairs, and ζ(r, t) is the external noise, for
which 〈ζ〉 = 0. In Eq. (2)
ih¯Dt ≡ ih¯∂t − e∗ϕ, (3)
−ih¯Dr ≡ −ih¯∇− e∗A/c (4)
are correspondingly the kinetic momentum and the energy operators, A is the vector potential and ϕ is the scalar
potential. The other parameters in Eq. (2) are
a(T ) = a0 (T ), (T ) = ln
T
Tc
≈ T − Tc
Tc
, a0 =
h¯2
2m∗ξ2
, −Tc dBc2
dT
∣∣∣∣
Tc
=
Φ0
2piξ2
, Φ0 =
pih¯
|e| , τ0 =
pi
16
h¯
k
B
Tc
,
4where ξ is the coherence length, Φ0 is the magnetic flux quantum, b ≈ const, and the correlator of the Langevin noise
is delta-shaped
〈ζ∗(r1, t1)ζ(r2, t2)〉 = T
a0τ0
δ(t1 − t2)δ(r1 − r2), (5)
where δ is the Dirac delta function. The constant a0 with dimension of energy is frequently used in the GL theory, the
parameter nT is dimensionless, and for the time constant τ0 we take the theoretical value given by the BCS theory.
For free particles b|Ψ|2 ≈ 0 and we can neglect the non-linear term in Eq. (2). We have the case of constant electric
field E = Eex = const, use optical gauge ϕ = 0, A = −E t and move to Fourier space via the transformations
Ψ(r, t) =
∑
P
ψP (t)
eiP·r/h¯√V ,
∑
p
= V
∫
dpxdpy
(2pih¯)2
, V = LxLy, (6)
ζ(r, t) =
∑
P
ζP (t)
eiP·r/h¯√V , 〈ζP (t1)ζQ(t2)〉 =
nT
τ0
δ(t1 − t2)δP,Q, nT = kBT
a0
, (7)
as we also take into account the boundary condition Ψ(x+Lx) = Ψ(x) and the Cooper pairs momentum distribution
nP (t) = |ψP (t)|2V. The one dimensional TDGL equation Eq. (2) in Fourier representation is
d
du
ψq(u) = −1
2
[(q + fu)2 + ]ψq(u) + ζq(u), ψq(0) = ψq(u = 0), nq(0) = |ψq(0)|2, (8)
where dimensionless time u, momentum q, electric field f and Langevin noise ζ with δ-shaped correlator
u =
t
τ0
, q =
Pξ
h¯
, f =
e∗Eτ0ξ
h¯
, ζq(u) = τ0 ζP (t), 〈ζq(u1) ζq(u2)〉 = nT δ(u1 − u2)
are introduced. This differential equations has a solution
ψq(u) =
 u∫
0
exp
12
u1∫
0
[(q + fu2)
2 + ]du2
ζq(u1)du1 + ψq(0)
 exp
−12
u∫
0
[(q + fu3)
2 + ]du3
, (9)
and after noise averaging for the number of Cooper pairs with momentum q, i.e. for the Rayleigh-Jeans wave intensity,
we obtain
Nq(u) = 〈|ψq(u)|2〉 = exp
−
u∫
0
[(q + fu3)
2 + ]du3

nT u∫
0
exp

u1∫
0
[(q + fu2)
2 + ]du2
du1 + nq(0)
 . (10)
After a few time constants τ0/|| in constant electric field E = const⇒ f = const a stationary momentum distribution
is established
nk = lim
u→∞〈|ψq(u)|
2〉 =
(
nT ≡ kBT
a0
) ∞∫
0
exp
{
−(k2 + )v + fkv2 − 1
3
f2v3
}
dv, (11)
where u1 = u− v and
k ≡ q + fu = (p− e∗A) ξ
h¯
(12)
is the dimensionless kinetic momentum along the electric field determining the velocity of the fluctuation Cooper pairs
vx =
h¯k
m∗
(13)
and the average current density corresponding to a Rayleigh-Jeans mode
jk = e
∗vx
nk
V . (14)
This formula can be derived from the general formula for current density in the GL theory as well
j(r, t) =
h¯∇θ − e∗A
m∗
|Ψ|2 , Ψ(r, t) = |Ψ| exp(iθ), (15)
when we average the fluctuation Cooper pairs number by the Langevin noise.
In the next subsection we obtain the same result, but this time solving the Boltzmann equation for fluctuation
Cooper pairs.
5A. Solution of the Boltzmann equation for fluctuation Cooper pairs
For uniform time-dependent electric fields E(t) the Boltzmann equation describing the momentum distribution np(t)
of the fluctuation Cooper pairs derived in Refs. 20–25 has the standard form of substantial derivative in momentum
space equaled to the income and outcome terms
[∂t + e
∗E(t) · ∂p]np(t) = ν0nT − ν0
a0
{
1
2m∗
[P− e∗A(t)]2 + a0
}
np(t), (16)
∂t ≡ ∂
∂t
, ∂p ≡ ∂
∂p
, np(t) ≡ n(p, t), ν0 = 1/τ0,
ε =
p2kin
2m∗
, pkin = P− ppot, ppot = e∗A, E(t) = −dtA,
where the difference between the full canonical momentum P and the potential e∗A(t) is pkin the kinetic energy of
the Cooper pairs with effective mass m∗ and electric charge e∗. The income term has the simplest possible form –
spontaneous birth of fluctuation Cooper pairs with frequency ν0nT evenly distributed along the whole momentum
space; similarly to the white noise in electronics this frequency is proportional to the temperature T . Inversely, the
outcome term describes the velocity of decay of fluctuation Cooper pairs with frequency proportional to their kinetic
energy. The Cooper pairs are accelerated by the electric field like free particles and their momentum depends on time.
The electric field we represent by the vector potential in optical gauge. For thermal fluctuations in the framework
of the GL theory, see also the review Ref. 26, for a general review of fluctuation phenomena in superconductors see
Ref. 27. With these clarifications, the kinetic equation can be written as
dtnp(t) = ν0nT − ν(ε, )np(t), dt ≡ ∂t + e∗E(t) · ∂p, ν(ε, ) = ν0
a0
(ε+ a0). (17)
In the important test example of equilibrium thermal fluctuations at T > Tc in zero electric field, i.e. at  > 0 and
A = 0, the Boltzmann collision integral has the standard form of kinetic equation in τ -approximation
Stoss = − 1
τp
[np(t)− np], 1
τp
= ν(ε, ) = ν0
εp + a0
a0
= ν0
[(
p ξ
h¯
)2
+ 
]
, (18)
np =
k
B
T
εp + a0
, np =
1
exp[(εp − µ)/kBT ]− 1
≈ kBT
εp − µ  1,
εp =
p2
2m∗
= ε(p,ppot = 0), µ = −a0 < 0, νp = ν0
a0
(εp − µ),
but with the momentum-dependent relaxation time τp such, that the equilibrium momentum distribution of the
fluctuation Cooper pairs np describes ideal Bose gas with a large number of particles in every point of the momentum
space, and the constant a0 parameterizes the temperature dependence of the negative chemical potential µ. The idea
that the fluctuation Cooper pair dynamics is described by a kinetic equation was stated in the abstract of Aslamazov
and Larkin.28 Here we would like to emphasize that the equilibrium momentum distribution of the Cooper pairs has
the form of Rayleigh-Jeans distribution for Bose particles. In this way the Boltzmann equation for fluctuation Cooper
pairs is an adequate tool for calculation of the Rayleigh-Jeans waves intensity.
At → 0 positive  > 0 the kinetic equation describes the approach to the point of the Bose condensation, at which
a coherent superconducting order parameter is established. The idea of the present work is to analyse the case where
at negative , i.e. at temperatures lower than the critical T < Tc, the electric field E(t) > 0 with constant orientation
accelerates and evaporates the fluctuation Cooper pairs In this way the electric field prevents the condensation and the
superconductor remains in supercooled normal state with zero superconducting gap, for which TDGL is applicable.
As well as in the case of TDGL, we study the case with constant electric field E = Eex = const described by a
vector potential A = −E t.
Let one and the same momentum distribution of the particles express as functions of the kinetic p and canonical
momentum P = p+ e∗A
N(P, t) = n(p, t). (19)
At this change of variables (
∂P
∂p
)
t
= 1D×D,
(
∂P
∂t
)
p
= −e∗E, (20)
6the sum of the partial derivatives on the left side of the Boltzmann equation Eq. (16) and Eq. (17) takes the form of
a full derivative(
∂
∂t
+ e∗E · ∂
∂p
)
N [P(p, t), t] =
∂N
∂t
+
∂N
∂P
· ∂P
∂t
+
∂N
∂P
· ∂P
∂p
· e∗E = ∂N(P, t)
∂t
=
dNP (t)
dt
, (21)
and the Boltzmann equation turns into an ordinary linear differential equation
dNP (t)
dt
= −NP (t)− n(P− e
∗A)
τ(P− e∗A) = −
[
(P+ e∗Et)2
2m∗
+ a0
]
NP (t)
a0τ0
+
nT
τ0
, (22)
which after introducing of suitable dimensionless variables
u˜ =
t
τ0
, q =
ξP
h¯
, q = k − fu˜, (23)
takes the form
dNP (u˜)
du˜
= −[(q + fu˜)2 + ]NP (u˜) + nT . (24)
The solution of this differential equation is
Nq(u˜) = exp
−
u∫
0
[(q + fu3)
2 + ]du3

nT u∫
0
exp

u1∫
0
[(q + fu2)
2 + ]du2
du1 +Nq(0)
 , (25)
which satisfies the initial condition Nq(u˜ = 0) = n0(q). In this way we have obtained the solution Eq. (10) of
the equation Eq. (16) and furthermore: we have derived the Boltzmann equation for fluctuation Cooper pairs as a
consequence of the TDGL theory. The generalisation for arbitrary time-dependent uniform electric field Ex(t) can be
easily done using the developed system of notions and definitions.
Now introducing new dimensionless time u ≡ u˜ − u′, we can find the momentum distribution of the Cooper pairs
nk(u˜) = Nq(u˜) as a function of the kinetic momentum k = q + fu˜ = pkin ξ/h¯
nk(u˜) = nT
u˜∫
0
exp
{
−(k2 + )u+ kfu2 − 1
3
f2u3
}
du+ n0(k − fu˜) exp
{
−(k2 + )u˜+ kfu˜2 − 1
3
f2u˜3
}
. (26)
Let us note that the function argument n0 is a conserving quantity q = k − fu˜ = Pξ/h¯. The total momentum
of charged particles is conserver and the motion only describes the transformation between kinetic and potential
momentum. The boundary limit towards stationary distribution at t = τ0u˜→∞ is realized very simply. After a few
relaxation times a stationary distribution is established
n(k) ≡ nk(u˜→∞) = nT
∞∫
0
exp
{
−(k2 + )u+ kfu2 − 1
3
f2u3
}
du, (27)
and the integrand describes the distribution of the fluctuation Cooper pairs by “age”, they are born at a moment τ0u
before the moment of the measurement of the current j.
Solving TDGL and the Boltzmann equations for stationary distribution of the fluctuation Cooper pairs, we obtained
one and the same results Eq. (11) and Eq. (27). There is one more way to derive this distribution, which we present
in the next subsection.
B. Solution of the stationary Boltzmann equation for fluctuation Cooper pairs
The stationary momentum distribution Eq. (27) and Eq. (11) is easiest to obtain directly from the Boltzmann
equation Eq. (16), when at zero time derivative ∂tnp(t) = 0 we solve the stationary Boltzmann equation, which in
the introduced dimensionless variables is written as
f
dn(k)
dk
= −(k2 + )n(k) + nT , n(−∞) = n(∞) = 0, n(k) = nk. (28)
7Nevertheless that the stationary Boltzmann equation does not depend on time, both Eq. (27) and Eq. (11), in which
there is integration by dimensionless time v, are its solutions. Indeed, the solution of Eq. (28) is
n(k) = nT exp
{
− 1
f
(
k3
3
+ k
)} km∫
0
1
f
exp
{
1
f
(
k31
3
+ k1
)}
dk1, (29)
which can be also written as
n(k) = −nT
km∫
0
exp
{
− (k − k1)
f
− f
2
3
(k3 − k31)
f3
}
d
(k − k1)
f
(30)
and after change of the integration variable v = (k−k1)/f , a little algebraic transformations and extending the upper
limit km to infinity
n(k) = nT
∞∫
0
exp
{
−(k2 + )v + fkv2 − 1
3
f2v3
}
dv, (31)
which is identical with Eq. (27)) and Eq. (11). The integration variable v has the meaning of time, for which the
Cooper pair born with zero momentum reaches momentum k in external electric field f . The conservation of the total
canonical momentum
q =
(P = pkin + e
∗A) ξ
h¯
= k − fu = const (32)
reveals the physical meaning after time differentiation
dpkin
dt
= e∗E(t), E(t) = −dA(t)
dt
, ∇E = 0. (33)
The Cooper pairs accelerate as free particles, using the TDGL theory we have derived as a consequence the Newton
equation: the derivative of the kinetic momentum is equal to the electric force acting upon the “particle”. We use the
term particle in a conditional sense. The plane wave with amplitude ∝ eiP·r/h¯ corresponds to a classical ensemble of
particles moving with momentum P. But for each of these particles the coordinate r remains uncertain. The Cooper
pairs are spontaneously born from the “sea foam”, i.e. from the thermal fluctuations. The frequency of their birth is
constant along the whole momentum space with radius h¯/ξ. The rate of their decay is proportional to their kinetic
energy accounted for in the chemical potential ε − µ. Particularly interesting is the rate of decay of a plane wave 
(Rayleigh-Jeans mode) with zero momentum according to Eq. (8). At temperatures lower than the critical T < Tc
there is “lasering”, i.e. coherent increase of the amplitude of a plane wave. In this way the supercooling of the normal
phase below Tc creates active medium for increase of the amplitude of the corresponding plane wave ψP (t) as the
amplitude of the light wave in lasers increases. With the very introduction of the spontaneous emission, Einstein
shows the analogy with the amplifiers in electronics in his epoch work.29 In time this work is close to the prediction
of the gravitational waves30 and in this sense the not long ago observation of gravitational waves is a double triumph
for Einstein, who predicts the waves and the basis of the technology used for their detection.
In the current work we use a similar system of notions for the kinetics of the Bose-Einstein condensation31 for the
Cooper pairs, too. The work of Bose is characterised by Einstein as the most remarkable derivation of the black body
radiation theory. Exactly in this work Bose uses the original method of the Boltzmann cells in quantized phase space
and it is not a chance that Planck suggests the quant of the volume of the space phase 2pih¯ to be called Boltzmann
constant.32–34
We study only critical phenomena close to this condensation. Coherent uniform ordering parameter is not reached.
Below the critical temperature after the lasering period, the accelerated by the electric field Cooper pairs are fi-
nally evaporated because of their large kinetic energy. As in ordinary life the overspeed driving increases the decay
probability and shortens the lifetime.
IV. DERIVATION OF THE CURRENT FUNCTIONAL
Let us apply the general formula for the uniform current density
j(t) =
∑
p
e∗v
np
V (34)
8at first for the onedimensional case
1
Lx
∑
p
=
∞∫
−∞
dpx
2pih¯
=
1
2piξ
∞∫
−∞
dk, k =
ξpx
h¯
, vx =
h¯k
m∗ξ
. (35)
The substitution of the momentum distribution Eq. (31) in Eq. (34) and the integration gives
j1D =
2√
pi
e2kBTτ0ξx
h¯2
J1D(, α)E, J1D(, α) ≡
∞∫
0
exp
(
−u− 1
3
αu3
)√
udu, α =
f2
4
, (36)
where j1D has electric current dimension. In order to calculate the momentum distribution in the twodimensional
case according to Eq. (18) in the decay rate ν we should also include the kinetic energy for movement along the y
axis making the formal substitution(
px ξ
h¯
)2
→
(
px ξ
h¯
)2
+
(
py ξ
h¯
)2
, k2x + → k2x + k2y + , → k2y + , (37)
while according to Eq. (2) we have to sum over the transverse momentum ky = ξypy/h¯ in the current formula. In
this way from the formula for the onedimensional current we obtain the twodimensional
j ≡ j2D = 1
2piξy
∞∫
−∞
j1D(+ k
2
y) dky =
e2kBTτ0ξ
2
x
pih¯2ξxξy
J (, α)E, J (, α) ≡ J2D(, α) =
∞∫
0
exp
(
−u− 1
3
αu3
)
du, (38)
where j2D has current per unit length dimension. For  > 0 and E → 0, when J ( > 0, α → 0) = 1/ as we express
τ0, we obtain the well-known Aslamazov-Larkin result
j =
e2E
16h¯
, σ0 =
j
E
=
e2
16h¯
. (39)
The raising dimensionality operator
jD+1 =
1
2piξD
∞∫
−∞
jD(+ k
2
D) dkD, (40)
can be applied multiple times and in this we way we obtain the general equation for the conductivity of a D-dimensional
superconductor in compliance with the results of Kulik,35 Dorsey36 and Mishonov23
σD(, f) =
jD
E
=
e∗2k
B
Tτ0ξ
2
x
2DpiD/2h¯2ξD
JD(, γ), JD(, α) =
∞∫
0
exp
(
−u− 1
3
αu3
)
du
u(D−2)/2
, ξD = ξxξy . . . ξD. (41)
Each next integration over transverse momentum adds a multiplier
∞∫
−∞
exp(−k2Du)
dkD
2piξD
=
1
2
√
piξD
√
u
(42)
to the integrand. The current in D + 1-dimensional space has current per unit length to the power of D dimension
(A m−D). The formal procedure for the addition of the energy of the transverse movement with integration over the
transverse momentum can be applied for a layered system26 too, but here we concentrate our attention to the most
important for our goals twodimensional case.
A. Current response of a twodimensional superconducting film in constant electric field
In this subsection we analyse the general equation for the current response j and the differential conductivity σdiff
of the fluctuation superconductivity of a twodimensional superconductor in constant external electric field. Using
9Eq. (38) and D = 2 in Eq. (41) (or directly differentiating over E Eq. (38)), for the current and the differential
conductivity we respectively have
j ≡ j2D = σnE + σ0EJ (, α), J (, α) ≡
∞∫
0
exp
[
−
(
v +
1
3
αv3
)]
dv, Sn =
σn
σ0
, (43)
σdiff =
δj
δE
= σ0Sn + σ0D(, α), D(, α) ≡
∞∫
0
exp
[
−
(
v +
1
3
αv3
)](
1− 2
3
αv3
)
dv, (44)
where σn is the conductivity of the normal phase. These introduced integrals can be represented as sums of factorised
multipliers, cf. 37
J (, α) = θ( > 0)

Σ+(γ) + θ( = 0)
[
Γ
(
4
3
)(
3
α
)1/3]
+
θ( < 0)
|| Σ−(γ), γ ≡
α
||3 ,
Σ+(γ) =
∞∫
0
exp(−v − γv3/3) dv = 1
6γ
[
4piγ2/3 Bi
(
− 1
γ1/3
)
+ 3 1F2
(
1;
4
3
,
5
3
;− 1
9γ
)]
,
Σ−(γ) =
∞∫
0
exp(+v − γv3/3) dv = 1
6γ
[
4piγ2/3 Bi
(
+
1
γ1/3
)
+ 3 1F2
(
1;
4
3
,
5
3
; +
1
9γ
)]
,
Σ±(γ  1) ≈ Γ
(
4
3
)(
3
γ
)1/3
, Σ+(γ  1) ≈ 1, Σ−(γ  1) ≈
√
pi
γ1/4
exp
(
2
3
√
γ
)
, (45)
where we use the logical Heaviside function, for instance θ(1 > 0) = 1 and θ(3 = 4) = 0. And analogously
D(, α) = θ( > 0)

∆+(γ) + θ( = 0)
[
Γ
(
4
3
)
(9α)1/3
]
+
θ( < 0)
|| ∆−(γ), (46)
∆+(γ) =
∞∫
0
(1− 2γv3/3) exp(−v − γv3/3) dv (47)
=
1
54γ
{
12pi
√
3γ
[
I− 13
(
2
3
√
γ
)
− I 1
3
(
2
3
√
γ
)]
+ 8pi
√
3
[
I 2
3
(
2
3
√
γ
)
− I 4
3
(
2
3
√
γ
)]
+ 24pi
√
γY− 13
(
2
3
√
γ
)}
+
1
2γ
1F2
(
1;
4
3
,
5
3
;− 1
9γ
)
− 1
γ
1F2
(
2;
4
3
,
5
3
;− 1
9γ
)
≈

1, γ → 0,
Γ
(
4
3
)
(9γ)1/3
, γ  1, (48)
∆−(γ) =
∞∫
0
(1− 2γv3/3) exp(v − γv3/3) dv (49)
=
1
18γ
{
4piγ2/3 Bi
(
1
γ1/3
)
− 8piγ1/3 Bi′
(
1
γ1/3
)}
+
1
2γ
1F2
(
1;
4
3
,
5
3
; +
1
9γ
)
− 1
γ
1F2
(
2;
4
3
,
5
3
; +
1
9γ
)
≈

√
pi
γ1/4
[
1− 2
3
√
γ
]
exp
(
2
3
√
γ
)
 1, γ  1,
Γ
(
4
3
)
(9γ)1/3
, γ  1.
(50)
These analytic results for the current and the differential conductivity significantly accelerate the numerical analysis
of the behaviour of the device we study because the calculation of the special functions is much more accurate and
fast in comparison with the numerical integration, which we have to do in each moment of time.
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B. Current and conductivity in suitable for electronics notions
For electric circuit analysis it is suitable to work in dimensional quantities and use currents. That is why the
twodimensional current density Eq. (43) we represent as
F (U, T ) = wj2D(E, T ), E = U/l, (51)
where the current function F (U, T ) is expressed by the twodimensional current density through the superconducting
film j2D(E, T ), length l and width w of the film. Simultaneously with that, the superconductor temperature T is
expressed by the power per unit area Ej2D(E, T ), the substrate temperature Ts and the interface thermal boundary
between the superconductor and the substrate Rθ
RθEj2D(E, T ) = T − Ts, or T = Ts +RtotUF (U, T ), Rtot ≡ Rθ/S, S = lw. (52)
The differential conductivity in dimensional variables
σdiff ≡ G = dF
dU
. (53)
Here it is appropriate to write again the relations between the dimensional electric field E and temperature T and
their corresponding dimensionless variables, which we have just worked with
α ≡ f
2
4
=
1
4
(
e∗τ0ξ
h¯
)2
E2,  ≡ ln T
Tc
≈ T − Tc
Tc
. (54)
Let us now see the behaviour of the current and the differential conductivity as a function of the electric field.
C. Analysis of the current and the differential conductivity
After we have switched to variables suitable for electronics, we study the behaviour of the current and the differential
conductivity. The numerical analysis is made in the case of high temperature twodimensional superconducting film,
therefore T = Ts = 80 K (liquid nitrogen boiling temperature), Tc = 90 K, l = w = 20 µm, Rθ = 10
−8m2 K/W.38
The functions of the current and the differential conductivity in these conditions depend only on the applied voltage
U because we sustain T = Ts and are shown correspondingly F (U, Ts) in Fig. 1 and σdiff(U, Ts) in Fig. 2. At higher
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Figure 1. Analysis of the dependency of the current
through the superconducting film as a function of the volt-
age U according to Fig. 51 for T = Ts = 80 K. The point
is at the minimum of the current, where the differential
conductivity σdiff = 0; see also Fig. 2.
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Figure 2. Analysis of the dependency of the differential
conductivity σdiff ≡ G as a function of the voltage U for
T = Ts = 80 K. The region, where σdiff < 0 is the region
of negative differential conductivity, needed for our further
research.
voltages (electric fields) the superconducting film is in normal state and the current dependency F from U is almost
linear and σdiff is almost constant. Decreasing the voltage U the current reaches a minimum, where σdiff = 0 and
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after it begins monotonically increasing. At the same time (voltage) σdiff < 0 and monotonically decreases and this is
the regime of negative differential conductivity, which we use in the current research. A similar analysis of the current
dependence on the voltage was yet made by Gor’kov39 and very recently.37
Analogously with the current and conductivity analysis, let us take a look at the temperature dependence of the
superconducting sample T as a function of the applied voltage U in Fig. 3, according to Eq. (52). For large voltages
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Figure 3. Analysis of the dependency of the temperature of the superconducting film as a function of the voltage U according
to the transcedent Eq. (52), in which Eq. (51) is solved for Ts = 80 K. The temperature of the superconducting phase transition
Tc is shown with a dashed line.
T > Tc (the dashed line represents Tc) and the thin film is in normal state. While for the region of negative differential
conductivity we have T < Tc.
Lastly, let us look at the dissipated power in the superconducting film. The power P dissipated in the superconductor
as a function of the voltage U is shown in Fig. 4. Despite the steep increase rate of the current at small voltages in
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Figure 4. Analysis of the dependency of the power generated by the superconducting film P (U) as a function of the voltage
U . For small voltages U → 0 the temperature T (0) → Tc and while the power according to Eq. (52) remains finite P (0) =
(Tc − Ts)/Rtot. That is why the current for small voltages has a pole F (U → 0) ≈ P (0)/U , i.e. the vertical asymptote of the
hyperbola; see Fig. 1.
Fig. 1, the dissipated power remains finite P (0) = (Tc − Ts)/Rtot, because T (0)→ Tc.
This analysis allows us to get to know the behaviour of a thin high temperature superconducting film in electric
field. The region of negative differential conductivity from the volt ampere characteristics Fig. 1 is needed for the
latter research and now we know at what conditions to reach and retain it. Namely, we need to select voltage, for
which σdiff(U) < 0 and T < Tc. These two conditions set narrow limits because at lower voltages, the temperature
begins asymptotically increasing towards Tc in Fig. 3. Moreover, we also have mutual dependence between the voltage
and the temperature, and the choice of their values for operation is dependent upon each other.
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In the next section we study the application in electronics of a thin superconducting film, which we sustain in
regime of negative differential conductivity – this regime we call a working point. And we have just formulated the
first requirements for the working point, namely the temperature in the region of the working point should be lower
than Tc and in the process of operation of the device the voltage U should also be sustained in the limits providing
T < Tc. We also add more requirements in the process of application in electronics, in order to ensure stable working
regime and sustain of stable oscillations.
V. OSCILLATIONS IN ELECTRIC CIRCUIT
A goal of this research is to give a detailed theory to be used in the creation of a high frequency generators using nano-
technological superconductors supercooled in their normal state in external electric field. The preliminary evaluations
show that this principle makes possible reaching of the terahertz region.40 The terahertz region (approximately
0.1÷ 10 THz) is the last still weakly used region of the electromagnetic waves – a no man’s land between the world
of the transistor and the world of the laser. 41–43
Let us study simple physical circumstances: a constant electric voltage U is applied to both ends of a thin super-
conductor film with width w and length l. The thickness of the superconducting layer dfilm we assume to be less than
100 nm and the ohmic heating can be unsubstantial, in order the superconducting film to be cooled to a temperature
T below the critical temperature of the superconducting transition Tc. In what condition will the superconductor be
under voltage U = const and T < Tc? Definitely the superconductor will not be able to get to coherent superconduct-
ing state, in which the electrochemical potential is constant. If the superconductor stays in space uniform state with
electric field E = U/l this should be a metastable supercooled normal phase. If we apply a sufficiently enough large
current F to the superconducting phase at T < Tc, this uniform phase will be reached. Our problem is to analyse
how the theoretically predicted negative differential conductivity of the sample
G ≡ σdiff = dF (U, T (U))
dU
(55)
can be used for generation of high frequency electric oscillations and how the terahertz region can be reached.
An electric circuit is shown in Fig. 5, in which initially a voltage U is applied from a battery with electromotive
voltage E through a potentiometer with resistance Rp and a large inductance L. The current through the supercon-
Figure 5. Circuit for generation of electric oscillations. A current F (U), which is a function of the applied voltage U flows
through the supercooled superconductor. The contour of the power supply circuit α contains battery with electromotive voltage
E , a potentiometer with resistance Rp, superconductor and large inductance L. To the right of the superconductor a parallel
resonator consisting of a capacitor with capacitance C0 and inductance L with small internal resistance r is connected. The
oscillations amplitude is limited by a diode, for which the current ID is a function of the voltage of the resonance circuit U .
The forward voltage can be regulated by additional voltage sources, shown below the diode. The circuit operation is governed
by the system of equations Eq. (62–68).
ductor F (U, T ) is a function of the voltage and the temperature. When at turned on voltage the superconductor is
supercooled under the critical temperature of the superconducting transition Tc, the differential conductivity of the su-
percooled normal phase can create negative differential conductivity G of the sample. The conditions for electrostatic
stability of the power supply circuit (contour α in Fig. 5) require the total differential resistance in it Rp + 1/G > 0
to be positive. On the other hand, the negative differential conductivity G < 0 creates electric oscillations in the
resonance contour β in Fig. 5. The oscillations arise spontaneously, when the total differential conductivity of the
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resonance contour becomes negative G+Gres < 0. For parallely connected capacitor C0 and small inductance L with
internal resistance r we have
Gres =
rC0
L
=
1
rQ2
, Q ≡
√
L/C0
r
 1. (56)
The amplitude of the oscillations A around the working point U0 is regulated by a non-linear element – a diode with
current voltage dependence we approximate with
ID = χ((U − UD)/RD) = χ
(
U − UD
RD
)
, χ(x) = xθ(x), dxχ = θ(x), dxδ(x) = θ(x). (57)
If we have nearly harmonic oscillations U(t) = U0 +A cos(ωt) so that the voltage to let a current to flow through the
diode only for a while in the maximums of the sinusoid U0 +A
ε˜ =
(U0 +A)− UD
A
 1, (58)
see Fig. 6. In this way for the average dissipated by the diode power we have
Figure 6. A schematic representation of harmonic oscillation of the voltage U(t) with oscillations A around working point U0.
The amplitude is limited by a diode with forward voltage UD.
PD =
ω
2pi
2pi/ω∫
0
U(t)ID(t)dt ≈ (2ε˜)
3/2
3pi
U2D
RD
=
1
2
GDA
2, (59)
where the average conductance GD is defined by the last equality. As a whole, the energy balance gives zero power
1
2
GA2 =
1
2
GresA
2 +
1
2
GDA
2, G ≡ −G > 0, (60)
where G is the modulus of the negative differential conductivity. In other words, the energy “radiated” by the
superconductor dissipates in the resonator and the diode, while the total conductivity of the parallely connected
superconductor, resonator and diode is zero G+Gres +GD = 0. In this way we obtain
ε˜ =
1
2
(3piGRD/2)
2/3  1, for RD  R. (61)
In order to be able oscillations to be generated at all, it is necessary to have negative differential conductivity. The
current function F (U, T ) is expressed by the twodimensional current density through the superconducting film Eq. (51)
and at the same time the temperature of the superconductor T is expressed by the power per unit area UF (U, T ),
the substrate temperature Ts and the interface thermal boundary resistance between the superconductor and the
substrate Rθ Eq. (52).
In the next subsection we derive the full set of equations of the electric circuit for generations of oscillations shown
in Fig. 5.
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A. System of equations of the electric circuit
Roughly said the power supply circuit (α) should be electrostatically stable R < Rp, while the high frequency
oscillating circuit electrostatically unstable G > Gres. The full system of equations
E = RpI1 + U + LdtI1, dt ≡ d/dt, (62)
U =
Q4
C0
= LdtI5 + rI5, (63)
I1 = F (U, T ) + I2, (64)
I2 = I4 + I5, (65)
I3 = I5 + ID(U), (66)
I4 = dtQ4, (67)
UI = (T − Ts)/Rtot, (68)
entirely describes the behaviour of the system, but for a numerical simulation after some elimination of variables the
system
dtI1 =
1
L [E −RpI1 − U ], (69)
dtI5 = Y5, (70)
dtY5 =
1
L
{
1
C0
[I1 − F (U, T )− I5 − ID(U)]− rY5
}
, (71)
dtU =
1
C0
[I1 − F (U, T )− I5 − ID(U)], (72)
T = Ts +RtotUF (U, T ) (73)
can be used and after its numerical solution the eliminated variables I2, I3, I4 and Q4 can be restored. The values
for the parameters of the superconducting film and electric circuit, which are used, are given in Table I.
Table I. Table of the used values for the superconducting film and circuit in Fig. 5 parameters in the numerical analysis.
l = 20 µm dfilm = 100 nm Sn ≈ 15.3× 103 L = 1 mH Rp = 10 Ω L = 10 nH
w = 20 µm Rθ = 10
−8 m2K/W38 C0 = 10 nF r = 0.3 Ω UD = 0.85 Ω RD = 2 Ω
The results from the numerical solution of Eq. (69–73), the simulation of the operation of the studied electric circuit
is given in the next subsection.
B. Results from the numerical simulation of the electric circuit
The operation of the device can be described by 3 phases: 1) charging, when at room temperature Ts = Tr = 300 K
the electromotive voltage is turned on E , 2) after the charging cooling begins, when the substrate temperature
decreases linearly for instance down to a value lower than the critical one Tc, after which it remains constant and 3) at
a constant substrate temperature Ts stable electric oscillations at a frequency fixed by the resonator ωres = 1/
√
LC0
are established. However, first 0) the working point of the device should be evaluated. Initially, the substrate
temperature is fixed by the cooling temperature, for instance the temperature of boiling nitrogen for high temperature
cuprates. Next we fix the working voltage Uw ≡ U0, at which the needed value of the negative differential conductivity
−G(Uw, Tw) = G is reached and Tw = Ts +RtotUwF (Uw, Tw), and the solution of these two equation gives also the
total current running through the superconductor Iw = F (Uw, Tw). These 3 equations, two of which are transcendent,
for the working voltage and the corresponding working temperature Tw of the superconducting film, in which the
normal phase is supercooled in external electric field below the temperature of the superconducting phase transition
Tc, have to be solved. The potentiometer resistance Rp should be larger than the modulus of the negative differential
conductivity Rp > R ≡ 1/G. In this way we evaluate the electromotive voltage in the working point Ew = RpIw +Uw,
which should be turned on from the very beginning of the charging of the system in phase 1).
The dependence of the voltage as a function of time as a result of the numerical calculation of Eq. (69–73) is
shown in Fig. 7 and Fig. 8. The slowest is the cooling process, the initial process of turning on the electromotive
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Figure 7. Dependency of the voltage as a function of time.
Phases 1) and 3) are the vertical lines respectively at the left
and right ends of the graph, phase 3) is shown in details in
Fig. 8. Phase 2) is a much slower process and because of
that it is the only one visible in the details in the graph.
The dependency of the voltage as a function of the successive
iteration step number in Fig. 9 is much more informative.
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Figure 8. Dependency of the voltage as a function of
time for phase 3) from Fig. 7. In a sense, this figure is
a “magnification” of the lower end of the dependency
from Fig. 7, which shows in details the transition from
phase 2) to phase 3) – the oscillations birth and their
stabilisation and amplitude limitation around the work-
ing point.
0 50000 100000 150000 200000 250000
Step number
0.75
0.80
0.85
0.90
0.95
1.00
U
 
[V
]
Figure 9. Dependency of the voltage as a function of the adaptive numerical step (Step number), roughly stated computer
processing time (CPU time). Unlike Fig. 7, where the same voltage is a function of time, here there are details from all three
phases and even the slowest phase 2) is more informative.
voltage is quicker and the quickest are the resonance oscillations. In order to be able to follow quantitatively the time
dependence of these different regimes, it is more informative to use the successive number of the iteration step as a
fictive time, when the system of differential equations is solved with an adaptive step method. The dependence of the
voltage as a function of adaptive numerical step is shown in Fig. 9, where all three phases from the device operation
are clearly visible, contrary to Fig. 7.
The current through the superconducting film graph in Fig. 10 shows in details the three phases too, as the current
oscillations follow those of the voltage in Fig. 9.
The dependency of the differential conductivity as a function of the adaptive numerical step is shown in Fig. 11.
The value σdiff = 0 is highlighted, its intercept is a key moment of the reaching of the working point. For the presented
numerical analysis the initially sought value G(Uw, Tw) = −0.25 Sm and from the graphic in Fig. 11 it is visible that
the oscillations get stabilised around mean value -0.3 Sm.
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Figure 10. Dependency of the current through the su-
perconductor F as a function of the adaptive numerical
step (Step number). As with the voltage U graph in
Fig. 9, all three phases are resolved in details here.
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Figure 11. Dependency of the negative differential conductiv-
ity σdiff ≡ G as a function of the adaptive numerical step (Step
number). The value 0 is especially highlighted, its intersection
is a key moment of the reaching of the working point.
The temperature dependency of the superconducting film T as a function of the adaptive numerical step is given in
Fig. 12, the region of transition between phases 2) and 3) is magnified in Fig. 13. Along T , the substrate temperature
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Figure 12. Dependency of the temperatures of the superconduc-
tor T and the substrate Ts as functions of the adaptive numerical
step (Step number). The temperature of the superconducting
phase transition Tc is shown for orientation.
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Figure 13. Magnification of Fig. 12 in the region of
transition from phase 2) to phase 3). The birth of
the oscillations of the superconductor temperature is
visible here.
Ts, through which we cool the superconducting film, and the critical temperature of the phase transition Tc are also
shown in both graphs. We decrease Ts linearly with time from room temperature 300 K down to a temperature of
boiling nitrogen 80 K, which is phase 2) from the device operation. After that in phase 3) we sustain Ts = 80 K and T
is established at a value a little bit lower than 86 K, around which it begins oscillating in Fig. 13, as these oscillations
are more distinct at the stabilisation of the voltage oscillations in Fig. 9.
Let us turn our attention to the dissipated power in the superconductor P shown in Fig. 14 as a function of the
adaptive numerical step. The dependence resembles very much the same of the current through the superconductor
in Fig. 10, and here the three phases of the device operation are visible, too. There are small oscillations, too but
here they are located above the minimal value ≈ 226 mW.
And lastly let us study the dependence of the current through the diode ID as a function of the adaptive numerical
step in Fig. 15. Comparing the graph of ID Fig. 15 with the grpah of U in Fig. 9, it is noticeable that ID > 0, when
U > UD = 0.85 V. The largest necessity of this limitation have the voltage oscillations, which in case of continuous
increase of their amplitude, will violate the first requirements of the working point, which we have made in the previous
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Figure 14. Dependency of the dissipated in the super-
conductor power as a function of the adaptive numerical
step (Step number). Here the three phases are also vis-
ible in details, in phase 3) there are small oscillations
around the mean value of the dissipated power.
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Figure 15. Dependency of the current through the diode ID as
a function of the adaptive numerical step (Step number). In
phase 3) the flowing of the current through the diode, when
the oscillations amplitude becomes larger than the forward
voltage of the diode is visible. The schematic Fig. 6 shows
the same process, here we see ε˜A.
section. Namely, lower and higher voltage both lead to T → Tc in Fig. 3, as well as increase in the dissipated power
in Fig. 4. With these obtained numerical results we can calculate ε˜ from Eq. (58) for A ≈ 0.055 V, U0 ≈ 0.81 V from
Fig. 7 and UD = 0.85 V, which value is ε˜ ≈ 0.29. The regulating current of the stable oscillations of the diode can
also be evaluated ε˜A/RD ≈ 8 mA, which is also confirmed by Fig. 15.
The stability of the oscillations partially reminds of the principle of the rigid focusing of the accelerators or the
stability of the inverted pendulum with oscillating pivot point.44–46 If the resonator is switched off, for instance the
capacitor to be disconnected, the working point becomes unstable and the system goes to another region of the volt-
ampere characteristic with G > 0 or in state with current I1 = E/Rp = F (U1) and corresponding small voltage U1.
Optimistically we assume that the oscillations will also stabilise the space uniformity of the superconducting layer
but the calculation of the domain structure is a complex theoretical problem.
C. Perspective for creation of terahertz generators
During a discussion with colleagues arose the question by how much the generator operation is sensitive to the
numerical value of the parameters in the system; we list them without repeating their meaning Tc, ξ, Rθ, l, w, dfilm,
Rp, L, C0, L, r, UD Ts, E?
The answer is that for any nano-technological film (dfilm < 100 nm) at cooling below the critical temperature, in the
volt-ampere characteristics at decreasing voltage, certainly there will be annulation of the differential conductivity.
The measurement of this critical voltage U∗ is the first cornerstone along the way of the generator development.
The second cornerstone is the determination of the thermal resistance Rtot between the superconducting sample
and the substrate at working temperature Ts. At very small voltagesUm  U∗ the current through the supercooled
sample Im becomes very large and the total heating power Pm is determined by the thermal power for cooling at
temperature difference Tc − Ts
Pm ≡ Tc − TsRtot = ImUm = RpI
2
m =
U2m
Rp
. (74)
For this hyperbolic current-voltage characteristic
I ≈ Pm
U
, Gdiff =
1
Rdiff
=
dI(U)
dU
≈ −Pm
U2
(75)
at U → +0 (small positive voltage) the total differential resistance of the parallely connected potentiometer with
resistance Rp and superconductor Rdiff becomes zero
Rp +Rdiff = 0 (76)
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and this is one of the stability conditions of the constant steady current Im ≈
√Pm/Rp at small potentiometer
resistances. The voltage drop on the potentiometer
ImRp =
√PmRp = Um (77)
is equal to the voltage drop on the superconductor and so Um ≈ E/2 at small electromotive voltages and resistances.
After determining the important system parameters Rtot and U∗ the derived equations enable reliably to select
the parameters of the additional electronics, so that the generator to work reliably at the required frequency. The
analytical results on the basis of the developed computer program minimise the development of the electric circuit.
After the measurement of the predicted oscillations, the system parameters subject to a few percent clarification.
The numerical analysis replaces the empirical parameter guessing, as with the construction of a new plane a prototype
is developed, which is gradually improved.
For a successfully developed prototype, what substrate and what technology are optimal for reaching maximal
thermal conductivity 1/Rθ can be technologically optimised.
In its final design the generator should be filled with a single layer superconductor prepared with suitable litography.
An anthropomorphic figure of generator made from a thin film is shown in Fig. 16. From the constant voltage source
in series connected with inductance L and resistance Rp voltage is applied to the legs. The horizontal hatched strip
Figure 16. Principle circuit of a generator of high frequency electric oscillations. The horizontal hatched strip is a superconductor
supercooled below the critical temperature in external electric field. There is a magnetron type resonator above the strip: a
capacitor from two parallel strips and a circular inductance. The oscillations amplitude is limited by a diode or by Josephson
connection. To the left and right there are two fractal antennae with large dipole moment.
is the active element of the supercooled superconductor. At the end of the strip the local critical layer temperature
should be lowered below the working substrate temperature, in order to avoid superconducting phase penetration.
These round regions are marked with dots. Above the active strip with length l and width w there is a resonator
resembling the magnetrion, albeit twodimensional. The two close parallel lines from a capacitor with capacity C0 and
the ring creates inductance L. The oscillation amplitude limiter can be realised with externally connected diodes or
to be Josephson connection shown in the upper arc of the ring. In order to have effective radiation, it is necessary
the induced by the oscillations charge to have large diploe moment. This is done by “pathological” fractal antennae
with minimal size allowed by the lithography.47 It would be interesting to study the behaviour of such a generator in
the conditions of space vacuum and periodic temperature variations.
VI. CONCLUSIONS
A numerical analysis of the operation of a high frequency generator working on the principle of negative differen-
tial conductivity of a high temperature superconducting thin film supercooled in electric field. The conditions and
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requirements of the operation of such a device necessary for its future development have been made. The illustrative
oscillations frequency is in the megahertz range (MHz, see the values in Table I), which is the first step towards the
reaching of the terahertz region. The worked out programs will be used for optimisation of the experimental research
that are planned to begin in this direction. Briefly, this manuscript is the necessary starting step for the further
research for reaching the terahertz frequencies that will upgrade the successful results achieved in this study.
The general analytic expressions for the current Eq. (45) and the differential conductivity Eq. (46) are the most
important theoretical achievement. It is remarkable that the statistical mechanics methods lead to explicit analytical
formulae describing the operation of an electronic device; it seems this is for the first time in electronics. The advantage
of the analytical formulae is in the significant acceleration of the work in the numerical development of future terahertz
generators but as a theoretical result this is the finale of the research of Aslamazov, Larkin, Gor’kov, Kulik, Dorsey,
Varlamov and many other theorists worked on the theory of fluctuational conductivity in the last 50 years.
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