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ABSTRACT
The recent discovery of thousands of ultra diffuse galaxies (UDGs) in nearby galaxy clusters
has opened a new window into the process of galaxy formation and evolution. Several scenar-
ios have been proposed to explain the formation history of UDGs, and their ability to survive
in the harsh cluster environments. A key requirement to distinguish between these scenarios is
a measurement of their halo masses which, due to their low surface brightnesses, has proven
difficult if one relies on stellar tracers of the potential. We exploit weak gravitational lensing,
a technique that does not depend on these baryonic tracers, to measure the average subhalo
mass of 784 UDGs selected in 18 clusters at z ≤ 0.09. Our sample of UDGs has a median
stellar mass 〈m?〉 = 2 × 108 M and a median effective radius 〈reff〉 = 2.8 kpc. We constrain
the average mass of subhaloes within 30 kpc to logmUDG(r < 30 kpc)/M ≤ 10.99 at 95 per
cent credibility, implying an effective virial mass logm200/M ≤ 11.80, and a lower limit on
the stellar mass fraction within 10 kpc of 1.0 per cent. Such mass is consistent with a simple
extrapolation of the subhalo-to-stellar mass relation of typical satellite galaxies in massive
clusters. However, our analysis is not sensitive to scatter about this mean mass; the possibility
remains that extreme UDGs reside in haloes as massive as the Milky Way.
Key words: Gravitational lensing: weak – Galaxies: evolution, formation, dwarf – Galaxies:
clusters: general – Cosmology: dark matter
1 INTRODUCTION
Large, low surface brightness galaxies have been known to exist
both in the field (Dalcanton et al. 1997) and in galaxy clusters (Im-
pey et al. 1988; Turner et al. 1993) for some time. A subset of
these low surface brightness galaxies—dubbed ultra-diffuse galax-
ies (UDGs) by van Dokkum et al. (2015a)—has recently started re-
ceiving particular attention. UDGs stand out as relatively low-mass
galaxies with large sizes, defined as having effective (or half-light)
radii reff ≥ 1.5 kpc, which are typical of L∗ galaxies with virial halo
masses similar to that of the Milky Way, M ∼ 1012 M. In con-
trast, their stellar masses are only of order 108 M, two orders of
magnitude lower than that of the Milky Way. A striking feature of
UDGs is the fact that, despite their diffuse appearence and low stel-
lar masses, they abound in and around massive galaxy clusters (van
Dokkum et al. 2015a; Koda et al. 2015; Mihos et al. 2015; Yagi
et al. 2016; van der Burg et al. 2016; Roma´n & Trujillo 2017a).
A number of UDGs have indeed been spectroscopically confirmed
to be associated with the Coma cluster (van Dokkum et al. 2015b;
Kadowaki et al. 2017).
Given their large sizes but low stellar masses, several hypothe-
ses have been put forth to try to explain the unexpected survival
of UDGs in massive clusters. In the initial discovery of UDGs
in the Coma Cluster, van Dokkum et al. (2015a) suggested that
UDGs may be failed galaxies, which fell into the cluster at early
times after having used only a small fraction of their cold gas to
form stars. Once part of a cluster, their remaining cold gas was
removed and they were left as very dark matter dominated galax-
ies. Yozin & Bekki (2015) have shown that such a mechanism can
in fact produce UDG-like galaxies in hydrodynamical simulations.
Alternatively, Amorisco & Loeb (2016) and Di Cintio et al. (2017)
have suggested that the intrinsic properties of some dwarf galax-
ies are responsible for the formation of UDGs; if so, they should
be abundant in the field as well as in clusters. In fact, a number of
UDGs have been found in lower-density environments. The colours
of these more isolated UDGs are consistent with those of field
galaxies—they are blue, with ongoing star formation and a signifi-
cant fraction of H i gas (e.g., Martı´nez-Delgado et al. 2016; Merritt
et al. 2016; Bellazzini et al. 2017; Roma´n & Trujillo 2017b; Tru-
jillo et al. 2017). There is strong evidence that the number of UDGs
scales with the mass of the parent system from low-mass groups to
massive clusters (van der Burg et al. 2016; Janssens et al. 2017;
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Roma´n & Trujillo 2017b), but the interpretation of this observation
is not straightforward (Roma´n & Trujillo 2017b).
Among the properties of UDGs that may shed light on the
models above and others, their total (i.e., halo) mass is a crucial one.
Knowing the masses of UDGs would allow us to unambiguously
rule out some classes of hypotheses, such as the ‘failed galaxy’
hypothesis if their masses are small enough. In fact, there have
been some attempts at estimating the masses of individual UDGs.
Beasley et al. (2016) measured the velocity dispersion of globu-
lar clusters associated with VCC1287, a UDG in the Virgo Clus-
ter, of 33+16−10 km s
−1 within 8.1 kpc, which suggests a virial mass1
m200 ∼ 1011 M. Similar masses have been estimated for a few
UDGs indirectly from the number of globular clusters (Beasley
& Trujillo 2016; Peng & Lim 2016; van Dokkum et al. 2017).
All these measurements suggest that typical UDGs are dark mat-
ter dominated—perhaps ‘failed’ galaxies—but have halo masses
lower than those of L∗ galaxies. On the other hand, van Dokkum
et al. (2016) estimated a virial mass m ∼ 1012M from the stellar
velocity dispersion and globular cluster count of DF44, a particu-
larly large UDG with reff = 4.5 kpc. Such mass is comparable to
that of the Milky Way, suggesting that at the high-mass end UDGs
may be as massive as L∗ galaxies.
Since all of the above mass estimations refer to single UDGs,
it is not clear how they can be interpreted in the context of the
UDG population, and therefore they are of limited use in distin-
guishing UDG formation hypotheses. Furthermore, all of these es-
timates of virial masses stem from order-of-magnitude extrapola-
tions from measurements performed in all cases within 10 kpc. In-
stead, measurements of the total masses of a representative popula-
tion of UDGs are required to draw conclusions about their origin.
Weak gravitational lensing—the distortion of light from back-
ground galaxies by the mass distribution of objects closer to us—
can provide direct measurements of the average masses of UDGs.
Gravitational lensing does not rely on faint, low-surface brightness
baryonic tracers of the mass in galaxies, and therefore provides a
clear advantage over stellar dispersion measurements or globular
cluster counts when trying to estimate UDG masses. For instance,
the globular clusters identified by Beasley & Trujillo (2016) have
magnitudes mF814W & 26 in the AB system, for a UDG in the Coma
Cluster. Evidently, such an analysis would be observationally ex-
pensive for more distant objects.
The feasibility of weak lensing for measuring the total masses
of satellite galaxies has already been demonstrated on a variety of
datasets (e.g., Natarajan et al. 2002, 2009; Gillis et al. 2013; Li
et al. 2014, 2016; Sifo´n et al. 2015a, 2017; Niemiec et al. 2017).
Here, we present the first direct constraints on the average masses
of UDGs using measurements of weak lensing produced by UDGs
in a sample of 18 clusters at z ≤ 0.09 taken from the Multi-Epoch
Nearby Cluster Survey (MENeaCS, Sand et al. 2012). Through-
out this work we adopt a flat ΛCDM model with Ωm = 0.315 and
H0 = 70 km s−1Mpc−1, consistent with the latest measurements of
1 Throughout this work we use the term ‘virial mass’ interchangeably with
m200. Here, m200 is the mass within a radius r200, within which the density
is 200 times the mean density of the Universe at a given redshift. On a
separate note, subhaloes cannot be physically assigned a virial mass, since
they are embedded in the potential of the host cluster. However, referring to
virial masses offers a convenient point for comparison. We therefore adhere
to the use of virial masses in this discussion, but adopt a different mass
definition in our analysis (see Section 3). See also the discussion in Sifo´n
et al. (2017).
the cosmic microwave background by the Planck satellite (Planck
Collaboration et al. 2016).
2 DATA ANALYSIS
2.1 UDG sample
MENeaCS is a multi-epoch survey of 57 clusters at z ≤ 0.15 carried
out with Megacam at the Canada-France-Hawaii Telescope (Sand
et al. 2012). The data reduction is described in detail by van der
Burg et al. (2013, 2015). The resulting full width at half maxi-
mum of the point spread function is less than 1′′ for all clusters
in the sample, and the photometric zero points have been calibrated
to about 0.01 mag. We consider 18 of those 57 clusters selected
to be affected by low Galactic extinction Ar ≤ 0.2 (Herbonnet et
al. in prep.), and located at z ≤ 0.09 where we can still identify
most UDGs given their surface brightness. These clusters have halo
masses M200 & 1014 M, as determined from both galaxy velocity
dispersions (Sifo´n et al. 2015b) and weak lensing measurements
(Herbonnet et al. in prep.). We list the cluster sample in Table 1.
Following the original definition by van Dokkum et al.
(2015a), van der Burg et al. (2016) identified UDGs in a subset of
our clusters as galaxies with average surface brightnesses (as op-
posed to central surface brightness used e.g., by van Dokkum et al.
2015a) within one effective radius of 24.0 ≤ 〈µ(r, reff)〉 ≤ 26.5 and
effective radii 1.5 ≤ reff/kpc ≤ 7.0; these parameters were mea-
sured from galfit (Peng et al. 2002, 2010) single-Se´rsic fits to the
light distribution of each galaxy. In order to have a sample that is
as pure as possible but still be able to obtain a large enough num-
ber of UDG candidates, van der Burg et al. (2016) considered eight
clusters at 0.04 ≤ z ≤ 0.07 and at galactic latitude |b| ≥ 25◦. The
study of van der Burg et al. (2016) is unique in that they did not se-
lect UDGs by visual inspection after the automatic selection based
on structural parameters. While this has the disadvantage that the
sample may be (and in fact is, as we discuss below) contaminated
by artefacts of various kinds, it allows for an objective, statistically
sound study of their properties, after accounting for the expected
number of such objects (both real and artefacts) in control fields.
This contamination however can significantly alter lensing mea-
surements in a way that may not be fully captured by subtracting
the signal from a control sample, and we therefore refine (and ex-
pand) the sample of van der Burg et al. (2016) for weak lensing
measurements. We extend the cluster sample to z ≤ 0.09 in order
to increase the number of UDGs in our sample. We also impose
stricter size cuts on the UDG sample: reff ≥ 2.0 kpc for z ≤ 0.07
and reff ≥ 3.0 kpc for higher redshifts, as we find that these cuts
significantly reduce the contamination of the sample. Since most
of the lensing signal is expected to be produced by the more lumi-
nous UDGs in the first place (which are on average larger), these
two extra steps ensure a cleaner signal without significantly losing
information. As van der Burg et al. (2016), we include all UDG can-
didates within each cluster’s r200 (Sifo´n et al. 2015b). We find that
restricting our sample to smaller radii to potentially reduce contam-
ination has no impact on our results.
At this point our sample of UDG candidates contains two
kinds of contaminants, which we refer to as artefacts and inter-
lopers. The former are instrumental or astrophysical contaminants
such as stellar spikes, blended objects or resolved features within
spiral arms, while the latter are true galaxies but are not part of
the clusters, and therefore complicate the interpretation of our mea-
surements. We discard artefacts by visual inspection, but we cannot
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remove interlopers without redshift information and they therefore
enter our lensing analysis. We discuss the possible effects of inter-
lopers in Section 3.2.
As mentioned above, we visually inspect all UDG candidates
and only keep high-confidence ones. We also reject blended galax-
ies through visual inspection. These galaxies are not artefacts as
such, nor are they necessarily interlopers (i.e., they may well be
part of the cluster), but their best-fit galfit parameters are biased
since they are assumed to be a single object, and therefore compli-
cate the interpretation of our results. Therefore, we classify a UDG
candidate as high-confidence if its best-fit galfit model can be re-
garded free of contamination from neighbouring galaxies (i.e., if
a model-subtracted image shows no significant residuals). We do
not make any further visual selection based on surface brightness,
colour or morphology. This is an important distinction from the
strategy of statistical studies of UDG numbers such as the one by
van der Burg et al. (2016). These studies should avoid subjective se-
lections (and can instead properly account for contamination with
the aid of control samples, see van der Burg et al. 2016), but this is
an important step in our analysis that allows for a clean interpreta-
tion of the lensing signal. Since our sample contains both artefacts
and interlopers, subtraction of a control signal is not guaranteed to
allow a robust interpretation. Based on our visual inspection, we
reject 14 per cent of the automatically-selected candidates. Some
of these rejected objects are true artefacts, but most of them are
blended galaxies.
The final number of UDG candidates per cluster is listed in
Table 1, along with the expected number of interlopers. The latter
have been calculated by multiplying the density of objects in the
control fields that pass our automated and visual selections by the
total area analyzed in each cluster (see van der Burg et al. 2016).
We find a total of 784 UDG candidates with an estimated average
interloper fraction of 40 per cent. We discuss the implications of
this contamination for our analysis in Section 3.2.
We estimate stellar masses using the g − r colours assuming
no dust, solar metallicity, and the initial mass function of Chabrier
(2003), assuming that all UDGs are part of the corresponding clus-
ter. We show the distributions of stellar mass and effective radii of
our final sample of UDG candidates in Figure 1. They have a me-
dian stellar mass 〈m?〉 = 2 × 108 M, and a median effective radius
〈reff〉 = 2.8 kpc. The median Se´rsic index is 〈nSersic〉 = 1.7; this
is larger than the typical index of UDGs in Coma (〈nSersic〉 ∼ 0.8,
e.g., Koda et al. 2015; Yagi et al. 2016), which may partly result
from the selection in mean surface brightness within reff rather than
central surface brighntess (see the discussion in van der Burg et al.
2016).
2.2 Weak lensing measurements
Our weak lensing analysis is identical in methodology to that pre-
sented in Sifo´n et al. (2017), which follows closely the cluster lens-
ing analyses of Hoekstra et al. (2015) and Herbonnet et al. (in
prep.). The weak lensing signal is measured as an average tangen-
tial alignment, or shear, γt, of “source” galaxies in the background
of the lenses (in this case, UDGs) using the moments-based KSB
algorithm (Kaiser et al. 1995; Luppino & Kaiser 1997; Hoekstra
et al. 1998). The shear is related to the excess surface density, ∆Σ,
∆Σ ≡ Σ¯(< R) − Σ¯(R) = Σcγt, (1)
Table 1. Cluster sample. Clusters masses, M200, refer to the dynamical
masses estimated by Sifo´n et al. (2015b), and r200 are the radii containing
such masses. Note that in this table the overdensity is defined with respect
to the critical density of the Universe. The last column lists the number
of good UDG candidates after cleaning the sample by visual inspection,
without correcting for further contamination, and the estimated number of
interlopers in parentheses.
Cluster Redshift
M200 r200 Number
(1014M) (Mpc) of UDGs
A85 0.055 10.2 ± 1.8 2.0 ± 0.1 97 (33)
A119 0.044 7.4 ± 1.2 1.8 ± 0.1 82 (17)
A133 0.056 5.5 ± 1.6 1.7 ± 0.2 78 (27)
A780 0.055 7.2 ± 2.7 1.8 ± 0.2 57 (25)
A1650 0.084 4.5 ± 0.9 1.5 ± 0.1 16 (9)
A1651 0.085 8.0 ± 1.3 1.9 ± 0.1 35 (13)
A1781 0.062 0.6 ± 0.3 0.8 ± 0.1 20 (9)
A1795 0.063 5.0 ± 0.9 1.6 ± 0.1 109 (30)
A1991 0.059 1.9 ± 0.5 1.2 ± 0.1 35 (14)
A2029 0.078 16.1 ± 2.5 2.4 ± 0.1 34 (19)
A2033 0.080 7.7 ± 2.0 1.8 ± 0.2 25 (13)
A2065 0.072 14.4 ± 2.5 2.3 ± 0.1 19 (13)
A2142 0.090 13.8 ± 1.2 2.2 ± 0.1 62 (20)
A2495 0.079 4.1 ± 0.8 1.5 ± 0.1 13 (6)
A2597 0.083 3.5 ± 2.0 1.4 ± 0.3 20 (8)
A2670 0.076 8.5 ± 1.2 1.9 ± 0.1 26 (11)
MKW3S 0.045 2.6 ± 0.5 1.3 ± 0.1 23 (8)
ZWCL1215 0.077 7.7 ± 1.7 1.9 ± 0.1 33 (11)
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Figure 1. One- and two-dimensional distributions of effective radius and
stellar mass of all UDG candidates that pass our visual inspection. The
colour scale shows the number of UDGs in a logarithmic scale. We only
include UDG candidates with reff ≥ 2 kpc at 0.04 < z ≤ 0.07 and with
reff ≥ 3 kpc at z > 0.07.
where Σ¯(< R) and Σ¯(R) are the average surface densities within
a projected radius2 R and within a thin annulus around R, respec-
tively, and Σc is a geometric factor accounting for the lensing effi-
ciency,
Σc ≡ c
2
4piG
Ds
DlDls
, (2)
where Ds, Dl and Dls are the angular diameter distances to the
source, to the lens, and between the lens and source, respectively.
As described in Herbonnet et al. (in prep.), we calculate Ds and Dls
2 As a convention, we list two-dimensional distances with upper case R and
three-dimensional distances with lower case r.
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by matching the magnitude distribution of the source sample to the
30-band COSMOS2015 photometric redshifts (Laigle et al. 2016),
appropriately adjusted to the noise level of each MENeaCS cluster.
We construct the source sample in an identical way to Her-
bonnet et al. (in prep.) and Sifo´n et al. (2017). We do not apply any
colour cuts to the sample, but correct the lensing measurements for
contamination of our source sample by faint cluster members by
comparing the source density in MENeaCS clusters to that mea-
sured with our pipeline on archival CFHT Megacam data which do
not contain any clusters in the field of view (Herbonnet et al. in
prep.; see also Hoekstra et al. 2015). The correction accounts for
obscuration of background sources by bright cluster galaxies, the
latter calculated using custom image simulations of both the clus-
ter and source galaxies (Sifo´n et al. 2017). Since UDGs are too faint
to produce any significant obscuration (Sifo´n et al. 2017), we sim-
ply apply an average correction for cluster member contamination
(‘boost correction’) as a function of cluster-centric distance follow-
ing the procedure outlined in Herbonnet et al. (in prep.). This cor-
rection results in approximately a 20 per cent increase in the shear
at 300 kpc from the cluster centre, and is on average ≈ 10 per cent
for our source sample, well within our statistical uncertainties. The
uncertainty in this correction is at the level of 1 per cent. In addi-
tion, Sifo´n et al. (2017) used another set of image simulations to
estimate the effect of cluster galaxies on the shapes measured for
source galaxies. The uncertainty on this effect is at the level of 1
per cent for the massive satellites analyzed by Sifo´n et al. (2017),
and is negligible for UDGs. Finally, Herbonnet et al. (in prep.) es-
timated the uncertainty in Equation 2 due to uncertainties in the
mean source redshift to be below 2 per cent for each cluster; the
uncertainty on our stacked measurement is well below 1 per cent.
3 WEAK LENSING BY ULTRA DIFFUSE GALAXIES
3.1 Model for the UDG lensing signal
As discussed in detail by Yang et al. (2006) and Sifo´n et al. (2015a),
the satellite lensing signal can be described as the sum of terms
accounting for the stellar, subhalo and host halo contributions,
∆Σ = ∆Σ? + ∆Σsub + ∆Σhost; (3)
the latter two dominate at different projected separations and can
therefore be cleanly separated, while the stellar component domi-
nates at scales typically smaller than are observationally accessible
and does not contribute significantly to the measured signal. As in
Sifo´n et al. (2015a, 2017), we model the average density profile of
both UDGs and their host clusters as NFW profiles (Navarro et al.
1995),
ρNFW =
δcρm
r/rs (1 + r/rs)2
, (4)
where
δc =
200
3
c3
ln(1 + c) − c/(1 + c) (5)
and ρm is the mean Universal density at the average redshift of
our sample, 〈z〉 = 0.062. The NFW concentration, c, and scale
radius, rs, are related through c = r200/rs, where r200 is the ra-
dius enclosing a density ρ(< r200) = 200ρm; the mass contained
within r200 is referred to as m200. The stellar contribution to the lens-
ing signal from the UDG as a point mass with an amplitude fixed
to the average stellar mass of our sample, 〈m?〉 = 2.0 × 108 M,
∆Σ? = 〈m?〉/(piR2).
The choice of a full NFW profile may not be entirely accurate
for subhaloes (having suffered tidal stripping), but the lensing sig-
nals produced by density profiles with varying truncation strengths
are indistinguishable with current errorbars (Sifo´n et al. 2015a). We
therefore adopt a full NFW profile for simplicity, and because i) we
focus our discussion around the mass within a fixed physical aper-
ture which is relatively insensitive to the choice of density profile,
and ii) it allows for a consistent comparison with other studies in
Section 4.
Following Sifo´n et al. (2017), we define the mass of sub-
haloes hosting UDGs, mbound, as the bound subhalo mass—that
is, the mass within the region where the subhalo density is above
the background density of the cluster. This definition is similar to
that employed by some real-space subhalo finders such as subfind
(Springel et al. 2001), and is therefore a useful definition for com-
parisons with numerical and hydrodynamical simulations. In order
to estimate the background density, we take the expected value for
the three-dimensional cluster-centric distance,
〈rUDG〉 =
∫ c
0.15c
dχ χ ρ(χ, c)
/ ∫ c
0.15c
dχ ρ(χ, c) = 0.38r200,cl , (6)
where ρ(χ, c) is the NFW profile with the radial variable χ in units
of the scale radius, rs ≡ r200/c. Here, we fix a concentration c = 2,
which is a good fit to the radial distribution of typical satellite
galaxies in MENeaCS clusters (van der Burg et al. 2015), and also
of UDGs at distances rsat & 0.15 r200,cl ∼ 300 kpc (van der Burg
et al. 2016). We account for the radial distribution of UDGs in
our calculation of the contribution from the host clusters, which
smooths the transition between scales dominated by the subhalo
and by the host halo (see section 3.2 in Sifo´n et al. 2015a).
We find that the average concentrations of both clusters and
UDGs are poorly constrained, but that they have little impact on
our results. Due to the effect of tidal stripping, subhaloes are more
centrally-concentrated than host haloes, and we expect that the
same applies to UDGs. In fact, their shallow stellar profiles and
their presence down to a few hundred kpc in the most massive clus-
ters (e.g., van der Burg et al. 2016) suggest that either their gravi-
tational potentials are highly centrally concentrated or that UDGs
have large total masses. We therefore fix the concentrations of clus-
ters and UDGs through the mass-concentration relations of cen-
tral haloes from Dutton & Maccio` (2014) and of subhaloes from
Moline´ et al. (2017), respectively, both derived using N-body sim-
ulations.
We fit this model to the measurements using the affine-
invariant Markov Chain Monte Carlo (MCMC) ensemble sampler
emcee (Goodman & Weare 2010; Foreman-Mackey et al. 2013),
fully accounting for the data covariance as described in Sifo´n et al.
(2015a, 2017). We adopt uniform priors for the masses (in logarith-
mic space) in the following ranges:
8.4 ≤ log(m200,UDG/M) ≤ 13.0
14.0 ≤ log(M200,cl/M) ≤ 16.0 .
(7)
The lower limit on the mass of UDGs is set by the average
stellar mass of our sample. Note that the prior for the UDG masses
refers to the total mass, which is then separated into a point mass
and NFW components (i.e., a model with log(m200,UDG/M) = 8.3
would have only a point mass contribution). Host cluster masses are
well constrained (see Section 3.2) and therefore a more informative
prior based on dynamical or weak lensing masses does not improve
our constraints on UDG masses.
MNRAS 000, 1–?? (2016)
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Figure 2. Weak lensing signal of ultra-diffuse galaxies in MENeaCS clus-
ters at z ≤ 0.09. Orange and yellow regions show the 68 and 95 per cent
credible intervals from the MCMC sampling, while the black line shows
the best-fit model.
3.2 The average mass of UDGs
We show in Figure 2 the lensing signal of our sample of UDGs,
along with the best-fit model. The UDG lensing signal is consis-
tent with zero within 1σ. The 95 per cent credibility upper limit for
the bound mass is logmbound/M ≤ 11.69 within a binding radius
rbound ≤ 106 kpc. Note that mbound depends on both the inferred sub-
halo m200 and host cluster M200 at every step in the MCMC chain,
and the variation in these two parameters drives our constraint on
mbound. The fact that the maximum likelihood estimate is so close
to the 68 per cent credible interval boundary, as shown in Figure 2,
is probably due to the fact that data points at 0.1 < R/Mpc < 0.2
carry the most weight in terms of the subhalo constribution to ∆Σ,
and the slope of the curve is then set by the use of a fixed mass-
concentration relation. As shown in Figure 3, the posterior distri-
bution for the average UDG mass closely follows the likelihood
distribution, and the peaks of both distributions coincide; the loca-
tion of the best-fit line in Figure 2 is not an artefact of the sampling
method. Ideally, we would measure the lensing signal of the control
sample defined in Section 2.1 to establish a ‘background’ signal.
However, our control sample contains too few objects to measure a
meaningful signal, so this test cannot be carried out.
In the context of our model, we obtain a 95 per cent cred-
ible upper limit of the ‘virial’ subhalo masses of UDGs of
logm200/M ≤ 11.80 within a radius r200,UDG ≤ 0.20 Mpc. The
best-fit average host cluster mass is log Mcl/M = 14.96+0.11−0.12 (68
per cent credible interval), broadly consistent with determinations
of the masses of these clusters from galaxy dynamics (Sifo´n et al.
2015b) and cluster weak lensing measurements (Herbonnet et al. in
prep.).
For ease of comparison with recent measurements of UDG
masses from stellar dynamics, we also quote the mass implied by
our NFW model within fixed physical radii,
logm(r < 10 kpc)/M ≤ 10.29 ,
logm(r < 20 kpc)/M ≤ 10.75 ,
logm(r < 30 kpc)/M ≤ 10.99 ,
(8)
all at 95 per cent credibility. As can be deduced from the data points
in Figure 2, the first two values result from an extrapolation of our
data, but are useful as a point of comparison. We adopt the mass
within 30 kpc for most of the discussion that follows since we di-
rectly probe this radius with our measurements, and m(< 30 kpc)
9.
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Figure 3. Marginalized and joint posterior distributions of the two free pa-
rameters in our model, namely the UDG and cluster average masses, both
defined as the masses within their respective r200 (see Section 3.2 for a dis-
cussion of the definition of UDG masses). Bottom-left panel: contours show
68 and 95 per cent credible regions and the red cross shows the maximum
likelihood value. Top-left and bottom-right: black lines show the posterior
distributions, while red lines show the projection of the maximum likeli-
hood surface onto each parameter; the red lines show the maximum likeli-
hood estimates.
is fairly insensitive to the choice of density profile given current
uncertainty levels.
Weak gravitational lensing measures the total mass, irrespec-
tive of its nature. The median stellar mass of UDGs in our sample
is 〈m?〉 = 2.0×108 M. On average, UDGs in clusters could have a
stellar-to-total mass fraction as low as 1 per cent within 10 kpc and
0.4 per cent within rbound, although our results are also consistent
with the masses of UDGs being dominated by their stellar con-
tent. As discussed in Section 2, while we have ensured that there
are no true artefacts in our sample (including instrumental arte-
facts and blended galaxies), there is probably a non-zero fraction of
interlopers—bonafide galaxies that pass all our cuts but are not part
of the clusters. Our automatic selection of UDGs based on mean
surface brightness finds galaxies that tend to me more centrally-
concentrated than a selection based on central surface brightness.
Coupled with the the low redshift of our clusters, this means that
interlopers in our sample are more likely to be background, rather
than foreground, galaxies. If this is the case, then they must be in-
trinsically brighter than we are assuming, so they presumably reside
in more massive haloes, and bias our mass estimate high. Therefore,
the net effect of interlopers in our analysis is to favour a detection
rather than to hide one. We therefore do not attempt to correct for
the presence of interlopers in our analysis, and regard our upper
limit on the average UDG mass a conservative one.
3.3 UDG masses in context
We compare our constraint on the average mass of UDGs to the to-
tal masses within 30 kpc of satellite galaxies with m? > 9×109 M
in MENeaCS clusters by Sifo´n et al. (2017) in Figure 4. Our con-
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Figure 4. Weak lensing–inferred 95 per cent credible upper limit on the
average halo mass of MENeaCS UDGs within 30 kpc. We also show for
comparison the weak lensing measurements of the masses within 30 kpc
of MENeaCS satellite galaxies by Sifo´n et al. (2017), and extrapolations
to 30 kpc of mass measurements of individual UDGs from the literature
including UDGs in the NIHAO simulations (Di Cintio et al. 2017) and a
lower limit on the average mass based on tidal arguments by van der Burg
et al. (2016). Uncertainties for UDG masses from the literature have been
scaled directly from those reported in each work and do not account for
uncertainties associated with the extrapolation itself.
straints do not allow the average UDG to deviate significantly from
a simple extrapolation of the total-to-stellar mass relation of satel-
lites to lower stellar masses. However, our measurements cannot
constrain the scatter in the halo mass of UDGs at fixed stellar mass,
which may result in extreme objects such as DF44 (van Dokkum
et al. 2016) having significantly larger halo masses.
To put our results in context with recent measurements of
UDG masses, we also show in Figure 4 extrapolations to 30 kpc
of mass measurements of individual UDGs in the literature.3 The
three UDGs with published enclosed masses are DF 44, measured
within 4.6 kpc using the stellar velocity dispersion (van Dokkum
et al. 2016); VCC 12874, using the globular cluster velocity disper-
sion within 8.1 kpc (Beasley et al. 2016); and UGC 2162 within 5
kpc, using the width of the H i emission line (Trujillo et al. 2017).
In addition, Beasley & Trujillo (2016) and Peng & Lim (2016) esti-
mated a virial mass m200 ∼ (9± 4)× 1010 for the Coma UDG DF17
using an empirical scaling relation based on the number of globu-
lar clusters. With the exception of DF44, all UDGs have measured
masses smaller than our upper limit, as expected. Figure 4 shows
that DF44 is a mild outlier in terms of halo mass compared to its
stellar mass. While the stellar mass of DF44, m? ∼ 3 × 108 M, is
similar to the average stellar mass in our sample, it has an effective
3 In all our extrapolations of published UDG masses, we assume an NFW
density profile with a concentration c = 10, consistent with the c(M) rela-
tion of Moline´ et al. (2017) adopted in our analysis.
4 All stellar masses have been determined assuming a Chabrier (2003) IMF
except for that of VCC 1287, which Beasley et al. (2016) determined using
a Kroupa (2002) function. These two assumptions yield stellar masses typ-
ically within < 10 per cent of each other, and therefore do not impact our
discussion.
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Figure 5. Weak lensing constraints on the average halo mass of MENeaCS
UDGs, expressed as m200, at 95 per cent credibility. Symbols are as in Fig-
ure 4. We also show the total-to-stellar mass relation for central galaxies by
Zu & Mandelbaum (2015) and the approximate location of the Milky Way
in the halo-stellar mass plane. Uncertainties for UDG masses from the lit-
erature have been scaled directly from those reported in each work and do
not account for uncertainties associated with the extrapolation itself.
radius reff = 4.5 kpc, significantly larger than the average reff of our
sample. In fact, DF44 is among the largest UDGs from a sample of
more than 800 discovered in Coma (Koda et al. 2015), so it is not
entirely surprising that it may be an outlier in the halo mass-stellar
mass plane, and suggests that—as with any galaxy sample—there
is a large scatter in the halo masses of UDGs. We also show the
masses of UDGs in the NIHAO simulations (Wang et al. 2015), as
shown in Di Cintio et al. (2017), which seem to follow the total-
to-stellar mass relation of regular satellites by Sifo´n et al. (2017)
remarkably well. These simulated UDGs exist in isolation, not in
clusters, and the negligible scatter in the total-to-stellar mass rela-
tion shown by NIHAO UDGs—which are the result of gas-driven
outflows spreading the stars of the galaxy—suggests that the UDG
population is more diverse than captured by the simulations.
van der Burg et al. (2016) have shown that UDGs follow
the same radial distribution within clusters as regular and com-
pact dwarf galaxies down to r ∼ 0.15r200 ≈ 300 kpc. The fact that
they are able to survive so close to the centres of massive clusters
suggests that they must have total masses greatly exceeding their
visible stellar mass. They derived a rough lower limit of the aver-
age UDG subhalo mass of m(< 6 kpc) & 2 × 109 M. We show
this lower limit extrapolated to 30 kpc as a blue arrow in Figure 4;
it is entirely consistent with the upper limit implied by our lens-
ing measurements. Together, these two limits bracket the average
UDG mass to a range of approximately an order of magnitude. We
caution that this “tidal argument” lower limit is not as precise as
our weak lensing upper limit since it makes several simplifying
assumptions (e.g., it assumes static satellites), but it serves as an
important consistency check.
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4 DISCUSSION
Compared to stellar dynamics, lensing has the advantage that it
probes the total masses of galaxies, as opposed to the masses within
the small radii within which velocity dispersions can be measured.
Therefore, lensing allows for a more straightforward comparison
with theoretical predictions, without the need for an extrapola-
tion of the density profile from . 10 kpc to & 100 kpc (although
lensing also relies to some extent on an assumed density profile).
Weak lensing has however the disadvantage that the total and stel-
lar masses are measured at different radii, and the question of how
dark matter–dominated these galaxies are, compared to dwarf or
‘normal’ galaxies, is difficult to address.
Our weak lensing measurements suggest the typical UDG
(with 〈m?〉 = 2 × 108 M, 〈reff〉 = 2.8 kpc and nSersic = 1.7) in a
massive galaxy cluster resides in a dark matter halo whose effec-
tive virial mass is at most half the mass of the Milky Way. We show
this comparison explicitly in Figure 5, where we further extrapo-
late the UDG masses plotted in Figure 4 to their corresponding r200
to obtain effective m200 values, and show lensing measurements of
m200 for MENeaCS satellites from Sifo´n et al. (2017) and UDGs in
our sample (we remind the reader that we use the word ‘effective’
to highlight the fact that m200 is physically ill-defined for subhaloes,
but it provides a convenient mathematical parameter). These effec-
tive virial masses, or m200, can be viewed as a rough estimate of
the halo mass of the galaxy at the time of infall, assuming that
tidal stripping has affected primarily the outer regions of galax-
ies. We also show for context the total-to-stellar mass relation mea-
sured for central galaxies by Zu & Mandelbaum (2015). Although
there is a large extrapolation to low masses to allow a comparison
with UDGs, the extrapolated curve is consistent with other mea-
surements that extend closer to m? ' 109 M (e.g., Leauthaud et al.
2012), and potential errors of a factor of a few in the relation are
not relevant for this first comparison. At low masses uncertainties
are still large, but the total-to-stellar mass relations of centrals and
satellites are roughly within a factor two of each other (Sifo´n et al.
2017), and so is the relation for UDGs. The large statistical uncer-
tainties preclude more detailed comparisons at the time.
Our measurement of the average halo mass of UDGs helps
bring the previous individual measurements within a broader con-
text. Our results are broadly consistent with scenarios of UDG for-
mation via internal processes, where UDGs occupy the extreme end
of a continuous distribution of dwarf galaxies. We cannot however
constrain the extent of this distribution (i.e., its scatter) in terms of
total mass. It is furthermore plausible that the scatter in the total-to-
stellar mass relation of UDGs correlates with other physical prop-
erties, most notably the extent of the stellar light (i.e., reff , as sug-
gested by Zaritsky 2017), and it may well be the case that extreme
examples such as DF44 be failed L∗ galaxies as suggested by van
Dokkum et al. (2015b). However, it would be difficult to extract
information about the formation of UDGs from these extreme ob-
jects. Because UDGs can only be reliably identified in low-redshift
clusters, the sample of UDGs is not likely to increase significantly.
Instead, more sensitive UDG lensing measurements will require
a significantly higher source density, which can only be obtained
with the Hubble Space Telescope. Such measurements will allow us
to place more stringent constraints on the average masses of UDGs
and move toward a physical understanding of their origin.
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