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Abstract-we present an exponentially fitted scheme for the numerical integration of stiff systems 
of initial-value problems. The basic algorithm consists of an explicit, onestep method which requires 
the computation of the exponential of a matrix. This task is achieved using Ward’s scaling and 
squaring algorithm [l]. The results of some numerical experiments are presented which allow an 
appraisal of the proposed approach with other methods. 
1. INTRODUCTION 
We present an exponentially fitted scheme to approximate the solution of the initial-value problem 
Y’ = f(& Y)7 t > 0, (1) 
with y(O) given. The numerical scheme is an explicit, exponentially fitted, one-step method which 
involves the matrix-vector calculation 
where WI and 212 are vectors, Ml is the exponential of the matrix hM2 where M2 is an approxi- 
mation to the Jacobian matrix 
J= $ , 
( > 3 
and h denotes the current integration stepsize. The matrix exponential is computed using a 
scaling and squaring algorithm [l] and its cost in floating-point operations is 0(N3) where N 
is the order of the matrix J. The local error estimation will be implemented using the familiar 
one-step, two half-steps extrapolation technique but, as we will show, without having to compute 
the main step. 
The exponentially fitted scheme considered in this work is motivated and derived in Section 2. 
In Section 3, we briefly outline Ward’s scaling and squaring algorithm [i] for the computation 
of the matrix exponential. Important implementation aspects are considered in Section 4, where 
a number of techniques are used to minimize the overall computational cost. The results of a 
number of numerical experiments are presented in Section 5 which allow an appraisal of the 
proposed approach with other methods. 
2. THE EXPONENTIALLY FITTED SCHEME 
2.1. A Linear Example 
Consider first the linear system 
Y’ = J(t) Y + g(t). (2) 
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An exponentially fitted Backward-Euler type scheme 
? (Yn+l - Yn) = Jn+l yn+1+ 9n+lr 
is derived by requiring that the solution of the constant coefficient homogeneous problem 
Y’ = JY, 
satisfies exactly the corresponding difference equation 
f (Y~+I - ~4 = JY~+I. 
This yields 
; = JehJ(ehJ-I)-l 
and, for the variable coefficient problem (2), the fitting factor is simply rewritten in terms of the 
problem data, i.e., 
0, -_=J f&+1 
h 
n+~ e (e >-l, hJn+1 _ 1 
to give the scheme 
yn+l = yin + (ehJn+l - 1) J;il gn+l. 
2.2. The General Case 
Consider the more general problem 
Y’ = f(G YL 
and the corresponding (nonlinear) difference equation 
2 (Yn+l - Yn) = f (b+1, Yn+d * 
To choose (T, we linearize the difference equation, denoting the current estimate of the solution 
by Y$? , as follows 
F 
( 
Y?$) - Yn) = f (tn+l,Y$?) 
=:f (t n+l1 Yn+1 (‘I ) + J C&x, ~4 (Y::? - Y$) , 
where J, is an approximation to the Jacobian matrix 
at the point (tn, Yn). Performing only one iteration, 
(0) yn+r = yn, we obtain the (linear) difference equation 
i.e., letting yn+r = yc!r, starting with 
2 (Y~+I - Y,> = Jn~n+l + (fn - Jn yn> 
and, proceeding as before for the linear problem, we finally obtain the difference scheme 
yn+l = yn + (ehJn - I) J;l fn. (3) 
Note that equation (3) is an explicit difference scheme and it is composed of matrix-vector 
products coupled with the solution of the linear system Jnv, = fn. A disadvantage of the 
method, at least for serial computation, is the necessity to compute the matrix exponential. 
For the simpler linear problem, it proved necessary to compute this matrix only once per 
problem (21. 
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3. COMPUTATION OF THE MATRIX EXPONENTIAL 
59 
The ‘scaling and squaring’ algorithm of Ward [l] exploits a unique property of the exponential 
function 
eA = eA/s ’ 
( 15 
where s, a power of 2, is chosen so that [[A/s11 < 1 and hence the exponential of A/s can be 
reliably and efficiently approximated. The required exponential of A is obtained by squaring the 
exponential of A/s exactly s times. Ignoring translation and balancing, the algorithm can be 
explained by the following lines of MATLAB code [3] communicated by Cleve Moler. 
function E = expm(A) 
% Matrix exponential via Pade approximation. 
% See Golub and Van Loan [4] (Matrix Computations, Algorithm 11.3-I). 
% Scale A by power of 2 so that its norm is < l/2 . 
s = norm(A,‘inf’); 
if s > 0, s = max(O,fix(log(s)/log(2))+2); end 
A = A/2-s; 
% Pade approximation for exp(A) 
X = A; 
CN,Nl = size(A); 
c = l/2; 
E= eye(N) + c*A; 
D = eye(N) - c*A; 
q = 6; 
p = I; 
for k = 2:q 
c = c * (q+l-k) / (k*(2*q+l-k)) ; 
X = A*X; 
cx = c*x; 
E= E + cX; 
if p 
D = D + cX; 
else 
D = D - cX; 
end 
p = -p; 
end 
E = D\E; 
% Undo scaling by repeated squaring 
for k=l:s, E = E*E; end 
Although Ward’s algorithm was considered to be the most competitive series-based method by 
Moler and Van Loan [5], the computational effort may be relatively expensive for large N when 
s > 1, namely (s + q + $) iV3 multiplications and divisions with the same number of additions 
and subtractions (ignoring lower powers of N). 
An extension of the present work will be to explore the possibility of implementing a parallel 
algorithm to approximate the matrix exponential. 
CPMiA 26:4-E 
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4. IMPLEMENTATION DETAILS 
4.1. Basic Relations 
We obtain an estimate for the local error using the one-step, two half-steps (extrapolation) 
technique. Let yn and Z, denote approximations to the solution y(tn) at the point t, using an 
integration stepsize of h and h/2, respectively. Then we write 
yn = y(tn) + Cl hP + C2 hp+’ 
& = Y(k) + Cl (9p+c2(5)p+l, 
so that subtraction yields 
yn - z, = (2P- 1) Cl 
h ’ 
0 
5 + O(hpfl). 
An estimate for the local truncation error in z’, is obtained from some suitable norm of the 
vector r, where 
7, = & (Yn - 4 (4 
and, furthermore, a more accurate O(hpfl) approximation, y;, to the solution y(tn) is given by 
Yi = 
2pk-Yn 
2p - 1 (5) 
% - Yn 
=z,+- 
273 - 1 
= zn - 7,. (6) 
To see how the various approximations are obtained, let yn+l denote our approximation to the 
solution at the point tn+l using a stepsize of h, while .z~+Q/~) and z,+l are the approximations 
to the solutions at the points &+(1/z) and &+I, respectively, using a stepsize of h/2. Note that 
yn+l = yc + (ehJn -1) J;‘fn (7) 
z~+(I/~) = yz + 
( 
e(h’2)Jm - I 
> 
J;’ fn (8) 
Z,+I = h+(1/2) + 
( 
e 
('42)J+(1/2) _ 1 
> 
J-l 
n+(l/z)fn+(l/2). (9) 
However, we may write the approximation yn+l as 
yla+l = yi + (ehJn - I) J;l fn 
= yi + (e (W4J77 _ 1 
> 
J,-1 fn + (ehJm _ I) Jgl fn - (echj2jJn - I) Jql fn 
= ++(1/2) + e(h/2)Jn (k+(1/2) - YG) . 
We obtain an estimate for the local truncation error by computing a suitable norm of the vector 
r,+l where 
1 -- 
7,+1 - 2P - 1 
1 =- 
2p - 1 
1 
=- 
2p - 1 
(Yn+1- &x+1) 
[(Yn+l - &+(1/2)) + (&x+(1/2) -Gz+1>] 
p2jJn (Zn+(l/2) 4) + (Zn+(l/2) - %+I)] , 
but this does not require the approximation yn+l explicitly, i.e., it may be computed solely in 
terms of the two half-step approximations. Alternatively, we can consider the process as taking 
two integration steps, each of length h/2, and then estimating the local error in terms of the 
computed expressions for this double step. 
4.2. 
1. 
2. 
3. 
4. 
5.1. 
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A Practical Algorithm 
Compute ~,+(~/s) = yi + (e(h/2)Jn - I) Jil fn. 
Compute z,+i = 2,+(1/2) + (e(h/2)Jn+(1/2) - 1) J,&,2~f~+(~/2). 
Estimate the local truncation error from 
7 
n 
+1 = Ynfl - %+i 
2p - 1 
= & [e(h/Z)J* &+(1/z) - Yi) + (h+(l/z) - h+l)] . 
If the step is accepted, compute the more accurate approximation 
y;+i = z,+1+ z”+2;I”;+1 = %+1 - 77x+1. 
5. NUMERICAL EXPERIMENTS 
Comparison Schemes 
We provide four comparison schemes: 
l The o-scheme, 
Y~+I = ~,z + h [(i - 0) fn + @f,+il , (11) 
for two values of 0, namely 0 = (l/2), the Trapezoidal Rule, and 8 = 1, the Backward-Euler 
scheme (referred to as TRAP and B-EULER, respectively, in the tables which follow); 
l the DIRK(2,2) method [6] characterized by the Butcher array 
o CX 0 
-& 
1 1-o o ) 
1-o Q 
wherecu=l--&; 
l a second derivative backward differentiation formula BDF4 [7] 
Y~+I = in + (h/2) [(I - a) fn + (I+ a) &+I] + ; [(b - a) f; - (b + a) f;+J , 
which is fourth-order when we let a = 0 and b = i. 
(12) 
5.2. Test Problems 
Pl The first problem is a simple nonlinear example 
Y: = -Y1 
Yi=Y::-2Y2, 
for z E [0,20] with yi(0) = yz(0) = 5. The exact solution is yi(z) = 5e-” and y2(z) = 
5em2” (1 + 52). 
P2 We consider a nonlinear problem possessing an oscillatory solution 
Y’1 = -Y2 + (1 - Yf - Y;) Y2 
Y; = Yl + (1 - Y: - Y22) Yl, 
for 2 E [0,20] with yi(0) = 1 and y2(0) = 0. The exact solution is yr(z) = cos(s) and 
y2(2) = sin(z). 
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P3 We consider a sequence ,of four nonlinear problems of increasing difficulty, the fourth of 
which (P6) was taken from [8] 
y; = -PiYi +yp, z E [0,201, 
with yi(O) = -1 for 1 5 i 5 4. The exact solution is 
withyi=l+&andp=(l,l,l,l). 
P4 As Problem P3 but with ,0 = (20,10,5,1). - 
P5 As Problem P3 but with /j = (100,50,5,1). 
P6 As Problem P3 but with ,0 = (1000,800, -lO,O.OOl) . - 
5.2.1. Numerical Results 
We apply each of the four methods to the various test problems using variable integration 
stepsizes. For each method, the stepsize is governed by the magnitude of the local error estimate 
which is computed using the one-step, two half-steps technique. The accepted approximation is 
computed using an extrapolation of the two available approximations. The initial step is chosen 
so that the estimate of the local truncation error lies in the interval [+TOL, TOL] where TOL is 
a user prescribed scalar tolerance. The statistics collected are: 
NSTEP the number of main steps within which each method computes two half- 
steps for local error estimation; 
NFE the total number of function evaluations associated with both the main step 
and the two half-steps; (However, for the exponentially fitted scheme, this 
is only the count for the two half-steps.) 
ERROR the maximum absolute component of error computed over the interval of 
integration. 
Method TOL = lo-’ 
PROBLEM Pl 
TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 64 128 .16E3 98 198 .41E4 89 184 .13E4 
DIRK(2,2) 36 216 .45E3 58 348 .84E4 106 660 .99E5 
B-EULER 29 219 .81El 101 627 .20El 307 1905 .66E2 
TRAP 55 517 .lOE3 94 842 .lOE3 135 1285 .27E4 
BDF4 37 349 .32E2 49 447 .13E2 64 636 .38E3 
PROBLEM P2 
Method TOL = IO-’ TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 49 98 .36El 123 272 .29E2 611 1222 .27E4 
DIRK(2,2) 49 318 .25El 123 912 .33E2 611 3666 .18E-4 
B-EULER 49 441 .lOE+O 245 1470 .92E2 612 3679 .30E2 
TRAP 48 590 .25E2 62 741 .66E3 153 1806 .17E4 
With the exception of BDF4, which was unable to approximate efficiently the oscillatory so- 
lution of P2, the results for problems Pl and P2 are fairly similar for all methods. Problem P2 
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is clearly the more difficult and this is reflected in the greater numbers of function evaluations 
required. For this problem, the Trapezoidal Rule is the most efficient of the classical solution 
methods, requiring 50% fewer function evaluations than either DIRK(2,2) or Backward Euler 
and with a more accurate approximation. 
PROBLEM P3 
Method TOL = 1O-2 TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 19 38 .233-3 26 52 .29E4 36 74 .16E-4 
DIRK(2,2) 14 84 .25E2 21 126 .20E3 25 162 .28E4 
B-EULER 9 47 .28El 26 165 .67E2 87 548 .22E2 
TRAP 20 140 .46E2 22 196 .14E2 38 366 .13E3 
BDF4 9 73 .41E4 9 84 .72E5 10 102 .93E5 
l’HUBLEM P4 
Method TOL = 1O-2 TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 25 50 .30E2 30 62 .15E3 43 90 .19E4 
DIRK(2,2) 28 168 .69E3 35 222 .12E3 61 384 .13E-4 
B-EULER 13 71 .27El 47 314 .71E2 156 986 .21E2 
TRAP 29 239 .493-2 30 279 .12E2 59 571 .18E3 
BDF4 11 92 .27E2 12 110 .56E4 12 123 .21E4 
PROBLEM P5 
Method TOL = 1O-2 TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 28 56 .24E2 29 60 .16E3 44 92 .16E-4 
DIRK(2,2) 30 180 .41E3 53 324 .99E4 71 462 .643-5 
B-EULER 15 83 .29El 57 380 .70E2 192 1214 .21E-2 
TRAP 29 250 .62E2 52 472 .12E2 72 708 .19E-3 
BDF4 12 101 .40E2 14 130 .lOE3 14 140 .293-4 
PROBLEM P6 
Method TOL = 1O-2 TOL = 1O-3 TOL = 1O-4 
NSTEP NFE ERROR NSTEP NFE ERROR NSTEP NFE ERROR 
Scheme (3) 37 74 .423-3 114 232 .25E3 105 228 .20E4 
DIRK(2,2) 40 252 .BlE-3 78 492 .923-4 131 816 .853-4 
B-EULER 78 397 .83E-1 110 731 .40El 463 2902 .91E-2 
TRAP 51 434 .20E-1 63 635 .293-2 112 1184 .543-3 
BDF4 17 158 .42E3 26 297 .llE-4 25 315 .263-4 
1 
P3-P6 is a set of increasingly difficult problems and this is reflected in the corresponding tables 
of results. As the tolerance decreases and the problem difficulty increases, the computational 
effort for all methods becomes greater. This is evident for the exponentially fitted scheme, 
for example, where it requires 74 function evaluations for P3 as opposed to 228 for P6 when the 
tolerance is lop4 in both cases. The Backward Euler scheme is least accurate and most expensive 
in terms of function evaluations for all problems and, clearly, the extrapolation-type error control 
is unsuitable for this method, while the exponentially fitted scheme is the most competitive for 
all four problems. The higher order BDF4 algorithm is easily the most efficient of the classical 
schemes, providing greater accuracy and requiring significantly fewer function evaluations. 
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6. CONCLUSIONS 
We have presented results for an exponentially fitted scheme when applied to approximate 
the solutions of a number of test problems. Comparison results for a number of other methods 
are also provided but, because they employ the same one-step, two half-steps error estimation 
technique as the exponentially fitted scheme, the results for these schemes are not necessarily 
optimal and are provided for illustrative purposes only. 
Because of the 0(N3) effort in computing the matrix exponential at each time step, the expo- 
nentially fitted scheme, while economical in terms of function evaluations and providing reason- 
able accuracy, is not competitive with other methods in its present form. Cheaper methods to 
compute the matrix exponential merit special attention, particularly where these methods can 
be implemented efficiently on a parallel machine. 
Of particular note, in this regard, is the work of Saad [9] and others who have considered 
Krylov subspace approximations to the matrix exponential operation eAw with a priori and 
a posterior? error estimates. The attractive idea of these techniques is to approximately project 
the exponential of a large matrix onto a small Krylov subspace such that the only matrix expo- 
nential operation performed is with a much smaller matrix. In future work, we will consider such 
approximations as alternatives to the scaling and squaring algorithm of Ward [l]. 
Also, since the exponentially fitted method is of low (first) order, the advantages of having 
an efficient scheme to compute the matrix exponential will be best realised in the numerical 
integration of partial differential equations where moderate accuracy in the time integration will 
usually suffice. 
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