SUMMARY: Hemorrhagic fever with renal syndrome (HFRS) is highly endemic in mainland China, where human cases account for 90z of the total global cases. Zibo City is one of the most seriously affected areas in Shandong Province, China. Therefore, there is an urgent need for monitoring and predicting HFRS incidence in Zibo to make the control of HFRS more effective. In this study, we constructed an autoregressive integrated moving average (ARIMA) model for monthly HFRS incidence in Zibo from 2004 to 2013. The ARIMA (3,1,1) × (2,1,1) 12 model is reliable with a high validity, which can be used to predict the next year's HFRS incidence in Zibo. The forecast results suggest that the HFRS incidence in Zibo will experience a slight growth in the next year.
INTRODUCTION
Hemorrhagic fever with renal syndrome (HFRS), a rodent-borne disease caused by hantaviruses (family Bunyaviridae), is characterized by fever, acute renal dysfunction, and hemorrhage manifestations (1) (2) (3) . Various rodent species are natural hosts and serve as sources of infection (4) . In China, the causative agents of HFRS are predominately Hantaan virus (HTNV) and Seoul virus (SEOV), which result in fatality rates of approximately 10z and 1z, respectively (5) . HTNV causes a more severe form of HFRS than SEOV and is associated with Apodemus agrarius, whereas SEOV is typically carried by Rattus norvegicus (6) (7) (8) . Hantaviruses are primarily transmitted from rodent host to human by aerosols generated from contaminated urine and feces, and possibly from contaminated food or rodent bites (9) (10) (11) .
HFRS was first recognized in northeastern China in 1931 and has been prevalent in many other parts of China since 1955. At present, it is highly endemic in mainland China, accounting for 90z of the total cases reported in the world (9, (11) (12) (13) . In response to the spread of HFRS in China, the Chinese Center for Disease Control and Prevention (CDC) established the National Notifiable Disease Surveillance System in 2004, which made the surveillance data for HFRS more accurate and comprehensive. Surveillance and early warning are essential for controlling or reducing the risk of outbreaks (14) . Early warnings of infectious diseases should be provided based on the analysis of surveillance information. These early warnings can provide a scientific basis for better decision making. Thus, epidemic modeling and forecasting can be essential tools to prevent and control HFRS (15) . Autoregressive integrated moving average (ARIMA) models, which take into account changing trends, periodic changes, and random disturbances in time series, are very useful in modeling the temporal dependence structure of a time series (15) . In epidemiology, ARIMA models have been successfully applied to predict the incidence of infectious diseases, such as HIV (16) , influenza (17, 18) , malaria incidence (19) , and others (20) (21) (22) .
This study aimed to fit ARIMA models and predict the HFRS epidemic trend by using SAS version 9.2 (SAS Institute, Cary, NC, USA). Our study was based on HFRS epidemic data from Zibo City, China, where the data can provide a basis for HFRS prevention and control.
MATERIALS AND METHODS

Materials:
The study site is located in Zibo City (latitude 359 55?～379 17?N and longitude 1179 32?～ 1189 31 ? E), in the central part of Shandong province. Monthly HFRS cases reported during 2004-2014 were provided by the Zibo CDC and we were permitted to use the data. In China, HFRS is a nationally notifiable disease and hospital physicians must report every case to the local health authority within 24 hours. All HFRS cases were initially diagnosed according to the clinical symptoms. Patient blood samples were also collected and sent to local CDC laboratories for serological confirmation. Finally, data were collected by case number according to the sampling results.
Methods: ARIMA models are the most commonly used time series prediction models (16) . We constructed ARIMA models for monthly HFRS incidence in Zibo from 1983 to 2012. ARIMA was designed to deal with highly seasonal data (23) . An ARIMA (p, d, q) model comprises 3 types of parameters (15, 23, 24) : the autoregressive parameters (p), number of differencing passes (d), and moving average parameters (q). The multiplicative seasonal ARIMA (p, d, q) × (P, D, Q)s model is an extension of the ARIMA method of time series in which a pattern repeats seasonally over time (6, 22, 23) . Analogous to the simple ARIMA parameters, the seasonal parameters are: seasonal autoregressive (P), seasonal differencing (D), and seasonal moving average parameters (Q). The length of the seasonal period is represented by s. For example, the incidence of infectious disease varies in the annual cycle, so s ＝ 12 in the present study.
We used the Box-Jenkins strategy to construct models. The ARIMA model procedure consists of 3 iterative steps (6, 22, 24) : identification, estimation, and diagnostic checking. Prior to fitting the ARIMA model, an appropriate difference of the series is usually performed to make the series stationary. Identification is the process of determining seasonal and non-seasonal orders using the autocorrelation functions (ACF) and partial autocorrelation functions (PACF) of the transformed data. Parameters in the ARIMA model(s) are estimated with the conditional least squares method after the identification step. At the diagnosis stage, the adequacy of the established model for the series is verified by employing white noise tests to check whether the residuals are independent and normally distributed. It is possible that several ARIMA models may be identified and the selection of an optimum model is necessary. Such selection of models is usually based on the Akaike information criterion (AIC) and Schwarz Bayesian criterion (SBC). Smaller AIC and SBC statistics indicate the better fitting model (14) .
Finally, the fitted ARIMA model was used for shortterm forecasting of the monthly HFRS incidence between January and December 2014. In addition, the predictive validity of the model was evaluated by using the root mean square error (RMSE) and the mean absolute percentage error (MAPE). Lower RMSE and MAPE values indicate a better fit of the data (6). All analyses were performed using SAS 9.2 with a significant level of p ＜ 0.05.
RESULTS
Model identification: Time series data for HFRS covering 2004-2013 in Zibo were used as the training set and monthly data for 2014 were used as the test set (Fig.  1) . The sequence diagrams and seasonal characteristics of HFRS incidence indicated that the data series had a seasonal cycle every 12 months. The white noise hypothesis is rejected very strongly, which is expected because the series is non-stationary. On the basis of these characteristics, we eliminated the effect of seasonal trends by taking one-order trend difference and one-order seasonal difference. The transformed series showed far less dispersion than the original series (Fig. 2) . Plausible models, i.e., the ARIMA (3,1,1) × (2,1,0) 12 , ARIMA (1,1,0) × (1,1,1) 12 , ARIMA (3,1,0) × (2,1,1) 12 , and ARIMA (3,1,1) × (2,1,1) 12 , were identified on the basis of ACF and PACF (Figs. 3 and 4) , and were used for further analysis.
Parameter estimation and model testing: On the basis of parameter estimation and goodness of fit test statistics (Tables 1 and 2 ), we confirmed that the best model was ARIMA (3,1,1) × (2,1,1) 12 . The model diagnostic tests showed that all of the parameter estimates were significant and the residual series was white noise at different lags. Thus, there is no point in trying more complex models.
Forecast analysis: We used ARIMA model (3,1,1) × (2,1,1) 12 and time series data for 2004-2013 as the training set; the data from January-December 2014 were used as the test set ( Fig. 5 and Table 3 ). The predicted data and the actual data for 2014 are shown in Table 3 . The RMSE value was 0.045 and the MAPE value was 11.50z, so the predicted values are well matched to the actual values. (1,1,0) × (1,1,1) 12 -72.94 -64.93 ARIMA (3,1,0) × (2,1,1) 12 -81.11 -73.09 ARIMA (3,1,1) × (2,1,1) 12 -88.26 -77.57
AIC, Akaike information criterion; SBC, Schwarz Bayesian criterion.
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DISCUSSION
In this study, we applied multiplicative seasonal ARIMA (p, d, q) × (P, D, Q)s models to analyze the surveillance data of HFRS in Zibo, China. According to the results above, the ARIMA (3,1,1) × (2,1,1) 12 model is reliable with a high validity, which can be used to predict the next year's HFRS incidence in Zibo. The forecast results suggest that the HFRS incidence in Zibo will experience a slight growth in the next year. A rise in the number of HFRS cases may also result from an increase in the number and size of natural foci (25) , as well as climate change, especially the increase of mean temperature (7, 26) . Therefore, knowledge of HFRS forecasts is necessary to prompt health departments to strengthen surveillance systems and reallocate resources in anticipation of increasing HFRS incidence.
Epidemiological surveillance of communicable diseases is one of the most traditional health-related activities. Time-series analysis of infection incidence is extremely useful in developing hypotheses to explain and anticipate the dynamics of the observed phenomena and, subsequently, in the establishment of a quality control system and reallocation of resources (27) . The ARIMA model has its advantages in time-series analyses. The secular trend, seasonal variation, and autocorrelation can all be easily controlled by difference, autoregression, moving average, and seasonal functions without performing complicated transformations or using extra surrogate variables (6) . Once a satisfactory model has been obtained, it can be used to forecast the expected number of cases for a given number of future time intervals (28) . Earnest et al. found that an ARIMA model was easier to fit in terms of the parameters and ran more quickly in forecasting notifiable infectious diseases through time-series models (29) . In summary, we further confirmed the consensus that an ARIMA model is a useful tool in monitoring and predicting changing trends in HFRS. Based on the prediction results, the government can invest more health resources during high-risk periods and decrease them during low-risk periods to improve the cost-effectiveness of interventions and scheduling of resources. To control and prevent HFRS, a comprehensive preventive strategy, including public health education and promotion, rodent control, surveillance, and vaccination, should be implemented in Zibo.
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