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Abstract—Automatic program repair (APR) aims to reduce
the cost of manually fixing defects. However, APR suffers from
generating overfitting patches. This paper presents a novel over-
fitting detection system called ODS. ODS first statically extracts
code features from the AST edit script between the generated
patch and the buggy program. ODS then automatically learns an
ensemble probabilistic model from those features, and the learned
model is used to classify and rank new potentially overfitting
patches. We conduct a large-scale experiment to evaluate the
effectiveness of ODS on classification and ranking based on 713
patches for Defects4J. The empirical evaluation shows that ODS
is able to correctly detect 57% of overfitting patches, significantly
faster than the related work. ODS is easily applicable, and can
be applied as post-processing procedure to rank the patches
generated by any APR systems.
I. INTRODUCTION
Program repair consists of automatically generating patches
for defects [23]. In test-suite based repair, a test suite acts
as an executable specification to drive the patch search. A
major problem for test-suite based repair is that it is possible
to generate patches that make the whole test suite pass, yet that
are incorrect: this is known as the overfitting patch problem
[29], [27], [43].
Consequently, it is an active research area to try to avoid
overfitting patches. For instance, CapGen [35] is a repair
system that has been carefully designed to avoid overfitting
patches in Java. Opad [39] is a completely different technique.
It leverages a generic oracle enforcing the absence of memory
errors to discard overfitting patches in low-level C code.
To tackle the overfitting problem, Prophet [20] does patch
ranking. It aims at prioritizing the correct patch ahead of the
overfitting ones. Prophet learns a model from human code, and
optimizes a log-linear model to output a ranking score for a
patch. Since Prophet only does ranking, when an APR system
generates only one patch for a defect, Prophet is not able to
predict its correctness.
PatchSim [37] is the state-of-the-art classification technique
to assess the correctness of a machine patch. It works by
measuring the degree of dynamic behavior change before
and after patching the buggy code. The main shortcoming of
PatchSim is that it heavily depends on the quality of tests. In
practice, tests with high coverage may not be available. Also,
the requirements of being able to instrument the program and
collect traces make it hard to be applied in general.
In this paper, we address this problem of having robust
instrumentation and good dynamic coverage. We do this by
detecting overfitting patches statically. The problem statement
we address is thus: given the source of a patch generated by a
program repair system, how likely is it to be overfitting? This
is the contribution of this paper: we present ODS, a novel
system to statically classify and rank overfitting patches. ODS
is an acronym for Overfitting Detection System.
ODS assesses overfitting for Java programs. It is based on
4,199 code features that are statically extracted at the level of
AST. Its machine learning foundation is an ensemble learning
model. ODS considers the Prophet features [20], and adds a
unique feature set. The ODS ensembles model combines base
classifiers: logistic regression [16], K-nearest neighbours [34]
and random forest [3]. The training dataset is based on the
patches generated by recent program repair systems [7].
We perform a large-scale evaluation of overfitting patch
classification and ranking in the context of Java. This evalua-
tion involves 19,253 training samples and 713 testing samples
in total for evaluation. To our knowledge, this makes it the
largest ever experiment on patch overfitting classification for
program repair. Our system holds its promise: it is on par
with state-of-the-art performance, while being faster and more
easily applicable because it is purely static.
To sum up, our contributions are:
• A novel technique for identifying overfitting patches in
program repair, called ODS. This technique is static,
based on code features that are statically extracted from
the AST of the buggy program, the AST of the patched
program and the AST edit script. ODS defines and imple-
ments a novel set of 4,199 features which are feed into
the popular and robust machine-learning library SciKit-
Learn.
• A large-scale experiment on overfitting patch classifi-
cation showing that 57% of overfitting patches can be
truly classified as overfitting, with no misclassification of
correct patches. The classification of a new and unseen
patch requires no code instrumentation and no additional
execution, it is done in 48.3 seconds on average that
is almost constant, independently of the test suite of
the program under repair, significantly outperforming the
state-of-the-art.
• A fully implemented engine for source code features in
Java programs which will be made publicly available [1].
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Figure 1: The Overall Process of ODS
We also provide an optimized machine learning model
that can be embedded in future program repair tools.
The rest of the paper describes our technique (Section II,
III and IV), our evaluation (Section V and VI), and the related
work, threats and conclusion (Section VII, VIII and IX).
II. THE ODS OVERFITTING DETECTION ALGORITHM
Figure 1 gives the overall process of ODS, which mainly
consists of two phases: training phase (shown in the top half)
and prediction phase (shown in the bottom half). ODS learns
the probability model from the correctness of training samples
whose correctness is known in the training phase, and then the
learned model is used to predict the correctness of evaluation
samples whose correctness is unknown in practice.
A. Inputs and Patch Representation
ODS takes as input a tuple 〈P, Phuman, PAPR〉, where
P is the buggy source code program, Phuman is the hu-
man developer version for P while PAPR consists of a set
of APR patches for P . We define a patch group Pgroup:
(Phuman ∪ PAPR) → Pgroup as the group of patches for P
including human patch and APR generated patches. Please
note that in theory Phuman not exist in Pgroup.
We define three criteria for the input P and its Pgroup.
First, Phuman targets to only one buggy file. If Phuman
provides fixes in more than one file, then P and its Pgroup
are discarded. Second, an APR patch is the fix based on the
source program P . APR systems may also generate patches
on a different source program than P to fix a defect. In
that cases, they are not considered in Pgroup. Third, PAPR
must not be syntactically equivalent to Phuman. Otherwise,
they are removed from Pgroup. In this work, the Phuman is
considered as the ground truth (i.e., correct sample) and PAPR
is considered as a overfitting patch sample.
Given a pair P and a patch from its Pgroup, denoted as
〈Ps, Pt〉 to present a source program and a target program,
ODS first parses them to construct two abstract syntax trees
[10]: ASTPs and ASTPt . The patch is defined in terms of
either a single or a set of atomic code changes between the
ASTPs and ASTPt . In this work, the atomic code change is
the basic operation performed on the AST node.
The ODS leverages carefully engineered features to repre-
sent the semantics of a patch. ODS features encoded with hu-
man knowledge enable the learning model to better recognize
the signal from the noise. These features consist of a set of
code changes in the AST structure, as well as the interaction
with the surrounding code. For example, ‘Insert Condition’
and ‘Null Guard’ features represents the semantics of insert-
ing a null guard check in the ASTPt compared with ASTPs
structure. The details of the features ODS uses are explained
in Section III.
B. Training
In the training phase, ODS takes as inputs a set of code fea-
tures extracted from all samples in the training dataset, each of
which has a known correctness label. ODS uses the extracted
features to learn a probability model. The ODS learning model
consists of three individual basic learners to form an ensemble
learning model. The basic learning models are independently
parameterized based on a set of code features. The ensemble
model makes a decision of the probability being a correct patch
based on the learning outcomes from three basic learners. The
ODS learning models, both basic ones and the ensemble one,
are learned offline and only learned once. Then, the learned
ODS models can be used to make predictions for arbitrary
patches with the same format of features as those captured by
ODS during the training. The details of learning models are
illustrated in Section IV.
C. Prediction
In the prediction phase, the learned ODS ensemble model is
feed with the extracted features from the new, unseen patches
in the testing dataset, whose correctness is unknown. For
each patch, the ODS model outputs a score representing the
likelihood of the correctness. Finally, based on the produced
probability score, ODS provides two usage modes: classifica-
tion and ranking. In classification mode, ODS compares the
produced score with a threshold and then determines the label
of the patch: correct or overfitting. In ranking mode, ODS
generates a ranked list of patches sorted according to their
probability scores.
Table I: List of Static Features Extracted by the ODS Feature Engine.
Feature Group Description Type #Total (#Cross)
Operator
• Binary arithmetic operators: +,−, ∗, /,% Binary 5 (5)
• Unary arithmetic operators: ++,−− Binary 2 (2)
• Relational operators: ==, ! =, >,<,>=, <= Binary 6 (6)
• Bitwise operators: is shift, is bit Binary 2
• Usage: is logical/compare/math, contain not, contain zero/one/null, in condition, etc. Binary 9
Variable
• Type: abstract,changed, primitive, enumeration, instance of class, return type Binary/Categorical 6 (2)
• Usage: deference, index, member access, field (not) used, (no) constant, etc Binary 17 (3)
• Similar in literal: name, type, name and type, in similar method, object Binary 5
Statement
• Assign: is assign, zero, constant, left-hand side, field (not) assigned, primitive, object Binary 8 (4)
• Replaced in: assignment, call, condition, control Binary 4 (4)
• Flow: loop, call, condition, control, label, synchronized, try-catch, guard, etc Binary 13 (5)
• Type: statement, faulty parent, faulty statement before/after three lines, faulty exception Categorical 9
• Similar in literal: type, similar object with null/normal guard Binary 3
Logical • Boolean expression: null check, normal check, mix check, has negation, complex
reference, exist local unused variable, exist related boolean expression, etc
Binary 18
Function
• Return type: primitive, objective, same return exist in other function, etc. Binary 5
• Usage: get/set, try-catch, wrapped in function, overloaded, same signature, guard, etc. Binary 15
• Call:call argument, callee Binary 2 (2)
• Similar in literal: similar function name, same return, similar method with guard, etc. Binary 6
Value
• Change Traits: modified, modified similar value Binary 2 (2)
• Property: global, local, member, function argument, string literal, size literal Binary 6 (6)
• Constant: zero, non zero Binary 2 (2)
Repair • Insert operations: insert control, insert guard, insert statement Binary 3 (3)
• Replace operations: replace condition, replace statement Binary 2 (2)
Position • Position: lines before faulty statement, faulty statement, lines after faulty statement Binary 3 (3)
Cross Features Combination of atomic features, see Table II Binary 4,097
Total Number of ODS Features 4,199
III. FEATURES
We now describe how the ODS feature engine is constructed
for capturing semantics characteristics from AST changes. The
ODS feature engine extracts eight kinds of atomic features
based on their program element natures and the combinations
of them (i.e., cross features).
The ODS atomic features include the re-implementation of
Prophet features [20] in Java, called P4J and supplemented
features inspired by [42]. As Prophet features were designed
for the C program, we re-implement them in Java by augment-
ing unique object-oriented features, such as the inheritance
features of the parent class type. In addition, ODS feature
engine also takes into account function usage and similarity
in literal with the full context information of P . Similar to
Prophet, ODS also considers cross features with the goal of
reflecting the correlation between characteristics.
Table I describes the ODS features. The first column gives
feature groups based on program element natures. According
to their usage, type, and similarity, those feature groups are
further divided into several sub-groups and they are illustrated
in the second column. The third column indicates the feature
type: they can be either binary or category features. In the last
column, we summarize the total feature number per sub-group.
Some of the features are considered for combinations in the
cross features, we also indicate the number in the parentheses.
For instance, the first row indicates ODS extracts five binary
operators features, all those five features are considered for
combinations.
In total, ODS extracts 153 atomic features, and 51 of them
are used to produce cross features. Finally, the 102 non-cross
features (153 minus 51) and 4,097 cross features form the final
set of 4,199 ODS features.
A. Atomic Features
The eight kinds of atomic features extracted by ODS could
generally be further classified into two types:
1) Program elements features: include features from oper-
ators, variables, statements, logical expressions and functions.
ODS captures meaningful atomic element features and focuses
on interactions between occurrences of the same element in Ps
and Pt. These program element features share common in type
(e.g. primitive) and usage (e.g. has constant) and similarity
(e.g. variable name in literal) in the program context. In total,
ODS has 107 Program elements reflected features, 33 of them
can be crossed.
2) Transformation related features: include features from
global value changes, repair operations and position. The value
features records the common changes to program elements.
The repair operation features are encoded with human knowl-
edge and highlight the main repair operations. The position
feature reflects the interactions with the surrounding code (e.g.
the previous and the following line of the faulty statement).
In total, ODS has46 transformation reflected features, all of
them are used for defining cross features.
Table II: Design of Cross Features.
Atomic features used to form cross features # Total
BuggyFeature = {Operator ∪ Variable ∪ Statement ∪ Function} ×Ps 33
PatchFeature = {Operator ∪ Variable ∪ Statement ∪ Function} ×Pt 33
Cross Features # Total
Repair 5
BuggyFeature × Repair × Position 495
PatchFeature × Value 330
BuggyFeature × PatchFeature × Position 3267
Total Cross-Features 4,097
B. Cross Features
ODS cross features are designed based on two rules defined
by Prophet [20]: non-overlap and binary type: 1) Some atomic
features are not crossed with other features due to overlap. For
example, the usage feature in operators is one of them because
it already extracts the features whether contain zero, one or
null. 2) Some features are not crossed between them because
they can have different types. In other words, the category
feature will not cross with the binary features.
Table II presents how cross features are made. First, based
on the given buggy source program Ps and on the patched
target program Pt, ODS respectively exacts 33 program ele-
ment features (Section III-A1) from the operators, variables,
statements and functions, to generate BuggyFeature and Patch-
Feature. Then, these two sets of features are crossed with the
transformation related features (Section III-A2). Based on the
construction of features given in Table II, as a result, we obtain
4097 cross features.
IV. ODS LEARNING ALGORITHMS
In ODS, we consider three learning algorithms: a) logistic
regression (LR), b) K-nearest neighbors (KNN), c) random
forest (RF). Logistic regression and Random forest are chosen
as representative of log-linear and tree-based models, respec-
tively. K-nearest neighbor’s method is selected as a common
baseline.
1) Logistic regression: Logistic regression [16] is a log-
linear model that synthesizes a differentiable function mapping
features to real values, in which the model parameters θ can be
interpreted as weights that capture the importance of different
features. Logistic regression relies on a Sigmoid function
mapping the continuous values of θᵀx between 0 and 1, where
x indicates the features and θ means the parameters of x.
The θ is obtained when it makes the maximum likelihood
estimation approach. To compute corresponding θ for each
feature, typically we run an iterative gradient ascent algorithm.
2) K-nearest neighbors: In pattern recognition, the k-
nearest neighbors’ algorithm (KNN) is a non-parametric
method used for classification and regression. KNN takes input
as the k closest training examples in the training space. The
output of KNN classification is a class category that is obtained
by a vote of its k nearest neighbors. The output of a KNN
regression is the average values of the k nearest neighbors.
The k is a positive integer, typically small. For example, If
k = 1, then the object is simply assigned to the class of its
nearest neighbor. To determine the k closest neighbors, the
choice of the distance metrics is essential, and there are many
options, such as Minkowski metric [34].
3) Random forest: Random forest [5] is a learning algo-
rithm for classification and regression tasks. It operates by
constructing a multitude of decision trees as nodes. Each
decision tree divides a high proportion of samples from a
single class into different classes based on the most distin-
guishable feature. Random forest consists of a large number
of individual decision trees that operate as an ensemble with
those base learners. In our context, each node in the decision
tree branches corresponds to an ODS feature.
First, RF constructs a multitude of base learners using the
Bagging approach [5]. We use the Gini Impurity [31] to
prioritize the features in each decision tree. Typically, the
tree root owns the highest value of Gini Impurity. The Gini
Impurity decreases as we move down the tree. Second, after
constructing a multitude of decision trees as the base learner
with random features, RF makes a final prediction based on
the average prediction of all the individual trees.
4) Ensemble learning: The ODS ensemble learner com-
bines the three aforementioned models, LR, KNN, and RF into
one single predictive model. The reasons for ‘ensembling’ are
as follows: 1) To improve prediction precision: an ensemble
model usually reduces the bias and variance of the estimate of
the output class. 2) To improve both ranking precisions: ODS
does both classification and ranking. In binary classification, it
is fine if the probability distribution is grouped around zero or
one. However, for ranking, the probability distribution has to
be more balanced. The ensemble model should perform better
than others. 3) To increase generalizability compared with the
individual basic learners.
The ODS ensemble model takes the simple averaging
strategy that takes the mean output value from three basic
models, as shown in Equation 1.
p =
1
B
B∑
b=1
pb(x
′) (1)
It is possible to define more complex ensemble models
such as stacking, bragging or boosting to achieve better
performance. We do not choose them because of their poor
interpretability.
5) Implementation: The implementation of ODS consists of
two parts: the ODS feature extraction engine and the ensemble
learning model. For the ODS feature engine, we implemented
it on the top of the Coming library [22]. Coming integrates
GumTree [11], an off-the-shelf AST differencing tool, to
extract code changes, as well as Spoon [25] to analyze its
surrounding code features. For a given patch, the ODS engine
takes as input a pair of files: one is for a buggy source file
before applying a patch, the other one is for a patched file, and
outputs the extracted features in JSON format. For the ODS
learning model, we use Python’s Scikit-learn library [26] to
implement these machine learning models described in Section
IV: LR, KNN, RF and the ensemble model. We use cross-
validation to evaluate basic learners and select parameters. For
the parameters configuration used for this work, please refer
to our online repository [1].
V. EXPERIMENTAL EVALUATION
In this section, we present our research questions and
experimental methodology.
A. Research Questions
• RQ1 (Classification Mode): To what extent is ODS good
at predicting overfitting patches compared with the state-
of-the-art PatchSim [37]?
• RQ2 (Ranking Mode): To what extent is ODS good at
ranking correct patches before incorrect ones?
• RQ3 (Human Patches): To what extent would ODS have
misclassified the human patches of Defects4J?
• RQ4 (Feature Study): To what extent do the considered
feature sets impact the effectiveness of ODS?
B. Training
Training dataset Our training dataset comes from the ex-
periment [8], which executed 11 repairs tools on the 395 bugs
from Defects4J [14]. We consider projects for training which
are not in the testing dataset. This results in Mockito and
Closure. However, we do not consider Mockito project because
all APR patches in Mockito target different source files than
the corresponding human patch. As a result, we consider as
training data the project Closure.
The patches in Closure from [8] is composed of 19,121
APR patches for 132 real-world bugs from open-source project
Closure.1 The descriptive statistics are given in the first row
of Table III.
For all training samples, we have performed strict sanity
checks based on the aforementioned criteria in Section II-A:
1) we discard the APR patches that spread over more than one
file, 2) we discard the APR patches that target a source file
different from the corresponding human patch, 3) we discard
the APR patches that are syntactically equivalent to a human
patch.
Addressing the Imbalance Training Dataset We observe that
the training dataset is imbalanced. To deal with this problem,
we use cost-sensitive learning [9] to increase the loss when
misclassifying a correct patch.
C. Terminology and Evaluation Metrics
Now we determine the core evaluation terminology and
evaluation metrics.
• True Positive (TP): The prediction for a patch is true
positive if this patch is rightly classified as correct.
• True Negative (TN): The prediction for a patch is true
negative if this patch is rightly classified as overfitting.
• False Positive (FP): The prediction for a patch is false
positive if this patch is wrongly classified as correct.
1GitHub repository of the Closure Compiler project: https://github.com/
google/closure-compiler (visited the 29 Sept. 2019)
Table III: Descriptive statistics of the datasets
Dataset # Correct # Overfitting # Total
Training RepairThemAll 132 19,121 19,253
Test
PS (RQ1) 29 110 139
DRR (RQ2) 61 305 366
Human Patches (RQ3) 208 0 208
Total 298 415 713
• False Negative (FN): The prediction for a patch is false
negative if this patch is wrongly classified as overfitting.
• True Positive Rate (TPR): The true positive rate is
TPR = TP/(TP + FN).
• False Positive Rate (FPR): The false positive rate is
FPR = FP/(FP + TN).
Evaluation Metric We consider AUC (Area Under ROC
Curve) [2] to evaluate the classification performance of the
ODS model. It captures the performance of a classifier as its
discrimination threshold is varied. We do not consider recall
and accuracy for evaluating the ODS model because they both
depend on the threshold chosen, yet recall and accuracy for
all threshold levels are incorporated in the AUC score.
In our case, AUC is computed by the probability that a
classifier will rank a randomly chosen correct patch higher
than a randomly chosen overfitting one. The value range for
AUC is from 0 to 1, and 0.5 indicates random guess. The
higher the AUC, the better the ODS model.
D. Experimental Methodology
RQ1. We evaluate the effectiveness of the classification
mode of ODS and compare it with the state-of-the-art Patch-
Sim system [37]. We use the exact same dataset as in the
original PatchSim experiment, we call this dataset the ‘PS
dataset’. The detail of PS is given in the second row of
Table III. PS contains 139 patches, including 110 overfitting
patches and 29 correct patches for four different Defects4J
projects: Chart, Lang, Math and Time. The correctness of these
patches has been manually assessed by the authors of [37].
First, we parse the 139 PS patches to collect the 4,199 ODS
code features. Then, we give the features to the three trained
basic models and the ensemble model respectively. Third, we
compute the AUC score to evaluate the effectiveness of each
models. Lastly, we compute the number of TP, FP, TN and
FN with a varying classification threshold, ranging from 0.1
to 0.9, to analyze how largely the ODS model is impacted by
this important threshold.
RQ2. We use the dataset from [41] called DRR, to evaluate
the effectiveness of ODS to rank correct patches before
overfitting patches. DRR contains 382 overfitting patches from
18 state-of-the-art APR systems for 5 Defects4J projects. We
discard all APR patches for the Closure project since they
have been used in the training model. Also, we exclude all
the bugs that have a human patch that is spread on more than
one file, e.g., we exclude bugs Math6 and Math71. Based on
those important filtering in the original DRR dataset, we obtain
a DRR dataset of 305 overfitting patches for 61 bugs from 4
projects and 61 corresponding human developer patches, as
can be seen in Table III.
First, we give the 366 DRR patches to the ODS feature
engine to extract corresponding code features. Then, we give
these features to the ODS ensemble model. Last, we measure
the ODS ranking effectiveness in two aspects: (1) how many
human patches are ranked at the first place (the higher the
better), and (2) what percentage of overfitting patches are
ranked after the human patch (the higher the better).
We also compare the effectiveness of ODS’ ranking mode
with our re-implementation in Java of Prophet [20] (which was
made for C patches), called Prophet4J. Finally, we evaluate
Prophet4J with the same procedure as ODS.
RQ3. We use the human developer patches from 4 projects
from Defects4J: Chart, Lang, Math and Time. We evaluate
how ODS would classify the human developer patches for the
Defects4J bugs, in particular we want ODS to classify all of
them as correct. We have removed all human developer patches
that do not satisfy our input criteria aforementioned and finally
obtain 208 human developer patches for this research question.
The goal of this research question is to estimate how ODS
is subject to misclassification. To measure the effectiveness of
ODS in classifying human developer patches, the AUC metric
is not able to measure the model because there is only one
class in the testing data. Thus, we carefully record the number
of TP and FN produced by the ODS ensemble learning model
in the optimal threshold.
RQ4. The last research question studies the importance of
features in our ODS model. This study is evaluated on the
PS dataset and using the AUC metric to measure the model
performance.
To understand how the number of features impacts the
performance of the ODS model, we select the top-K most
important features based on two state-of-the-art feature se-
lection approaches [4]: variance filter selection and recursive
selection. The goal of variance feature selection is to select
the features with a high proportion of variance according to
ANOVA [17]. Recursive feature elimination works for a tree
decision model such as RF, it selects features by recursively
considering smaller sets of features, and the procedure is
recursively repeated on the pruned set until the desired number
of features is eventually reached.
First, we select a number j of features, then we run
the feature selection algorithm, then we collect the selected
features and train a new ODS model based on them. Second,
in the prediction phase, we use exactly the same features
extracted and perform prediction for the 139 patches in the
PS dataset with the new models trained with fewer features.
We carefully record their corresponding AUC scores. Even-
tually, we analyze the importance of selected features on the
effectiveness of the ODS model.
VI. EXPERIMENTAL RESULTS
We now present the experimental results obtained by apply-
ing the protocols presented in Section V.
Table IV: Classification performance of the different ODS
learning models on 110 overfitting patches and 29 correct
patches.
Learners AUC Thresholds0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
LR 0.705
#TP 27 27 27 27 27 27 27 27 27
#TN 50 50 50 50 50 51 51 52 52
#FP 60 60 60 60 60 59 59 58 58
#FN 2 2 2 2 2 2 2 2 2
KNN 0.755
#TP 28 28 28 28 28 28 28 28 28
#TN 60 60 60 60 60 60 60 60 60
#FP 50 50 50 50 50 50 50 50 50
#FN 1 1 1 1 1 1 1 1 1
RF 0.841
#TP 29 29 29 29 29 29 25 23 14
#TN 20 33 36 43 51 60 68 81 101
#FP 90 77 74 67 59 50 42 29 13
#FN 0 0 0 0 0 0 4 6 15
Ensemble 0.857
#TP 29 29 29 29 29 29 26 26 22
#TN 31 37 39 44 51 63 71 73 80
#FP 79 73 71 66 59 47 39 37 30
#FN 0 0 0 0 0 0 3 3 7
A. RQ1: effectiveness of the prediction mode in ODS
We have trained LG, KNN, RF, ENSEMBLE with 19,253
patches considered as training samples. The evaluation is made
on the dataset of 139 patches from [37]. Table IV presents the
performance of these four models on the testing dataset for
different thresholds (recall that if the output of the classifier
for a patch is lower than the threshold, a patch is considered
as overfitting, see Section II-C). The second column gives the
AUC scores computed with TPR and FPR in all cases. The
fourth column to the last column show the number of TP,
TN, FP and FN under various thresholds, ranging from 0.1
to 0.9. For example, in the group of LR model, when the
classification threshold sets to 0.1, LR produced classification
results as follows: TP is 27/29, TN is 50/110, and the FP
and FN numbers are 60/110 and 2/29, respectively. Under
such threshold, LR correctly classifies 27 correct patches and
misclassifies two correct patches as overfitting, and it also
correctly classifies 50 overfitting patches and misclassified 60
overfitting patches as correct.
Given the AUC score in the second column, LG, KNN,
RF, and ENSEMBLE achieve a score 0.705, 0.755, 0.841 and
0.857, respectively. According to this metric, the ENSEMBLE
model, combining three based learning models together, is the
best. Please note the AUC of a random model is 0.5, meaning
that all learning models are better than random. This shows
that the extracted static features are effective in performing
overfitting patch classification.
Now we analyze the number of predicted TP and TN for all
learning models. We make following observations: First, LR
and KNN models are stable, different thresholds have a limited
impact on the overall results for these two models. It is because
the majority of probability values of LR fall into two sides of
its distribution, i.e., 0 and 1, and the KNN result is determined
by the similarity calculation and not related to the threshold
setting. Second, the threshold has a larger impact on the RF
model, particularly when the threshold is close to 0 or 1. Third,
Figure 2: The Number of TN (Overfitting Patches Correctly
Classified as Overfitting) by ODS and PatchSim. The higher
the better. We use the best classification threshold that ensures
zero FN.
Table V: Runtime Performance
Approach Total Total Averagetraining prediction prediction/bug
PatchSim - ≈3 days ≈30 mins
ODS ≈5 days 112 mins 48.3 secs
the ENSEMBLE model steadily increases the number of TN.
Notably, when the threshold is set to 0.6, the ensemble model
is able to identify 63 overfitting patches without misclassifying
any correct patches.
Comparison with PatchSim PatchSim is the most related
patch classification system in the literature. Figure 2 compares
the number of overfitting patches classified between ODS-
ENSEMBLE in our best threshold setting (0.6) and PatchSim
in its best threshold setting. Both settings keep the number of
FN to zero. Figure 2 gives the results by project of the dataset.
The last group of bars category is the total. In parentheses,
we give the absolute number of identified overfitting patches.
We observe that ODS and PatchSim filter the similar number
of overfitting patches in total (57.2% vs. 56.3% resp.). In
total, ODS identifies 63 out of 110 overfitting patches, which
outperforms PatchSim by finding one more overfitting patch.
Beyond that, the key advantage of ODS is the applicability, as
we discuss next.
Regarding runtime performance, we have executed Patch-
Sim and ODS in the same environment. Table V summarizes
our observations. PatchSim takes between 10 and 60 minutes
to predict the correctness of a patch, with an approximate
average of 30 minutes per patch. In PatchSim, most of the
time is spent on the test generation and the trace evaluation
phase. For ODS, there is one additional training phase, this
phase is long, it takes 5 days to extract all the features and
train the models. The ODS learning model is trained less than
1 hour, yet most of time is for feature extraction. Note that this
training phase only needs to be done once for a given training
dataset, and the resulting model can be reused for any patch
from any repair tool.
The prediction for the patch correctness takes 48.3 seconds
on average in ODS and 112 mins in total including both
feature extraction and prediction. Therefore, ODS significantly
outperforms PatchSim by 37 times (30 mins versus 48.3 secs)
in terms of prediction runtime performance.
Answer to RQ1: Given our training and testing datasets, the
best machine learning model for overfitting patch detection
with ODS is the Ensemble model. ODS-Ensemble has a
slightly higher effectiveness (57.2%) compared with the
state-of-the-art PatchSim (56.3%), for classifying 139 APR
patches from six repair systems. Notably, ODS goes much
faster for making a single prediction (48.3 seconds versus
30 minutes), which is achieved thanks to a purely static
approach.
B. RQ2: effectiveness of the ranking mode in ODS
We evaluate our trained ODS ensemble model for ranking
366 patches from 61 Defects4J Bugs. Figure 3 presents the
ranking result in detail. Each line of the chart corresponds to
a bug. The ranking of the human patch among the overfitting
patches is shown in blue. The overfitting patches that are
ranked before the human patch are incorrectly classified, and
they are shown in red. The overfitting patches that are ranked
after the human patch are correctly classified, and they are
shown in green at the right-hand side. A perfect ranking is
when the human patch is ranked first, before all the overfitting
patches. For example, the first line indicates that, for bug
Chart19, the human patch is ranked at the first place before an
APR patch. For Math2, the human patch is ranked first before
ten overfitting patches.
In total, the human patches are ranked at the first place for
31/61 (50.8%) bugs.
We now analyze the number of overfitting patches that ODS
succeeds in ranking after the human patch. For example, for
Time4, ODS ranks the human first before seven overfitting
patches. It means that ODS ranks 100% of the overfitting
patches after the human patch. For Math85, ODS ranks the
human patch at the position 7, before 20 overfitting patches,
it means that 76.92% (20/26) of the overfitting patches are
ranked after the human patch. In total, ODS succeeds to rank
the human patch before 63.63% of the overfitting patches. This
has a major implication for automatic program repair: ODS
can help to discard the majority of overfitting patches just
after their generation.
In order to have a better understanding of ODS’ behavior,
we manually study the bugs where ODS ranks the human patch
in a late position. We summarize the findings as follows. (1)
Too subtle AST differences. For example, the bugs of Math82,
Chart1, Math85, Lang59, and Math80, the overfitting patches
and the human patch only have one variable or one operator
difference. ODS does not have ultra-sophisticated features to
provide sufficient information for the learning model. (2) Mul-
tiple repair locations. The human patch may contain changes
at different locations in order to fix one bug. Those additional
locations increase the noise for the learning model and ODS
consequently prioritizes the overfitting patches that modify
only one location. For example, the human patch for Lang59
and Math31 contain four and nine repair locations respectively,
and all the overfitting patches contain only one repair location.
We then compare the ODS results with our Java re-
implementation of Prophet [20]. Prophet is able to rank
26/61 (42.6%) human patches ahead of all overfitting patches.
Consequently, ODS performs better than Prophet in ranking
the patches.
Finally, we compare the bugs where ODS and Prophet
give different rankings. We observe that Prophet gives better
ranking in 19/61 of the cases, and ODS gives better ranking
in 21/61 of the cases, and they both do in other 21 cases. This
suggests that the two techniques are in a sense complementary
to each other and that fusing the ranking is an interesting area
for future work.
Answer to RQ2: ODS is able to rank the corerct human
patch first before all overfitting patches for 31/61 bugs. ODS
improves the state-of-the-art of ranking overfitting patches:
ODS enables to discard 63.63% of the overfitting patches,
while Prophet discards 58.86% of them. ODS is generic and
easy to apply, it can be used by automatic repair techniques
as a post-processing step to rank patches by likelihood of
being correct.
C. RQ3: performance on human patches
We now look at whether the ODS model would consider as
correct 208 human developer patches. In total, 153/208 patches
are identified as correct, while 55 patches are identified as
overfitting. This yields an accuracy rate of 73.6% and a false
negative rate of 26.4%.
The FN rate is higher than the one observed in RQ1 on the
PS dataset. We explain cases as follows:
Representativeness Dataset of [37]. The human patches
are considered more complex than the machine-generated
patches evaluated in RQ1. There are 59 human patches that
consists repair lines ranging of 10 to 45, and 37 of them are
indeed misclassified as overfitting by ODS. This shows that
in addition to the PS dataset, we need more complex datasets
for research.
Features Some patches are not perfectly described by the
ODS features. The ODS features fail to capture minor changes
that are not reflected in the AST structure. Figure 4 gives such
two cases. It shows two human patches, from Math80 and
Lang53, that are considered as overfitting. The reason is that
no ODS features captures the minor changes on braces and
brackets, respectively.
Lack of dynamic information Because of its construction
way, ODS knows no dynamic information. A correct patch
and an overfitting patch may share similar static features, but
at runtime, their execution profiles may be different.
1) Case study of correct classification: Figure 5 presents
the case study of a human patch of Math95 that is correctly
classified as correct by ODS. This patch has two repair
operations: 1) replace a statement and 2) insert a condition. In
total, ODS extracts 64 features for the described changes and
Figure 3: Ranking Result by ODS on 366 Patches for 61
Defects4J Bugs
Figure 4: The case study of two misclassification examples
106 - int j = 4 * n - 1;
107 + int j = 4 * ( n - 1 ) ;
a: Human Patch of Math80
665 if (!round || millisecs < 500) {
666 time = time - millisecs;
667 + }
668 if (field == Calendar.SECOND) {
669 done = true; }
670 - }
b: Human Patch of Lang53.
their surrounding code. The 5 out of 64 captured features are
presented as well. The ODS captures the semantics features
from the AST changes, such as insert an if condition (‘IN-
SERT COND/’). ODS also captures cross features, such as the
feature ‘POS C,ASSIGN LHS,CHANGED’ which indicates that
the current change line (‘POS C’), line 145, is an assign state-
ment (‘ASSIGN LHS’) and the left-hand side node of statement
has changed (‘CHANGED’). ODS also captures surrounding
code features, such as feature ‘POS L,OP DIV,OP SUB’ which
indicates that in the lines after the code changed (‘POS L’)
exists operators ‘/’ (‘OP DIV’) and ‘-’ (‘OP SUB’) (line 148).
Figure 5: The case study of a correct classification example
143 protected double getInitialDomain(double p) {
144 - double ret;
145 + double ret = 1.0 ;
146 double d = getDenominatorDegreesOfFreedom();
147 + if (d > 2.0) {
148 ret = d / (d - 2.0);
149 + }
150 return ret;
c: Human Patch of Math95
1 INSERT_COND : True
2 POS_C,STMT_ASSIGN,INSERT_STMT : True
3 POS_C,ASSIGN_LHS,CHANGED : True
4 POS_F,CHANGED,ABST_V : True
5 POS_L,OP_DIV,OP_SUB : True
d: The example of 5 captured ODS features for Math95
For this patch, ODS outputs a likelihood of being correct of
0.822.
Answer to RQ3: For 208 human developer patches consid-
ered as correct, ODS yields a true positive rate of 73.6%.
This shows the overall effectiveness of ODS even for com-
plex human patches, with more code transformations than
APR patches. The misclassification cases indicate that static
feature analysis could be used in conjunction with dynamic
features in future systems.
D. RQ4: importance of features
Figure 6 presents the distribution of AUC scores on the PS
data when varying the feature numbers. The gray line and the
blue line presents the effectiveness of ODS ensemble model
considering the top features according to variance selection
[17] approach and recursive selection [4] approach, respec-
tively. The X-axis indicates the number of best performing
features considered and the Y-axis is the corresponding AUC
scores computed based on these features. For example, the two
points above 10 features indicate that ODS with the best 10
features have an AUC score of 0.706 and 0.67.
According to Figure 6, we have following observations: (1)
At the beginning, with more features, ODS is more effective,
(2) The relation between the number of selected features
and the effectiveness of ODS is not linear, (3) The model
performance remains stable when the number of considered
features is higher than 200.
Answer to RQ4: Not all ODS features are equally important.
The top-200 features identified by a state-of-the-art feature
selection algorithm brings most of the overfitting classifi-
cation effectiveness. In a resource-constrained environment,
ODS would be deployed with only those key features.
VII. THREATS TO VALIDITY
We now discuss the threats to the validity of our results.
Threats to internal validity A threat to internal validity
relates to the considered basic classifiers. In theory, more
various basic learners will lead to a stronger ODS ensemble
Figure 6: The ODS effectiveness on PS Dataset with Different
Number of Features
model. For this reason, the results we reported with three
basic classifiers are potentially an underestimation of ODS
effectiveness. The re-implementation of Prophet in Java may
contain potential defects. To reduce those threats, we make all
source code and results publicly available [1].
Threats to external validity A threat to external validity
relates to whether the performance can generalize to other
datasets. We perform our experiments on the Defects4J bench-
mark with 713 patches. We acknowledge that the results may
differ if other training or testing samples are used. We en-
courage future external validity research on other benchmarks.
To the best of our knowledge, our experiment on analyzing
713 patches from automatic repair research is the largest ever
reported.
Threats to construct validity The two threats to construct
validity are as follows 1) The correctness of our evaluation
patches is done with error-prone manual evaluation. Their
assessment labels (overfitting or correct) may be incorrect
[41]. 2) In our experiment, the APR patches that are not
syntactically equivalent to the human patches are considered as
overfitting. However, there may exist semantically equivalent
patches that are still correct. These patches decrease the
performance of our learning model. For this reason, the ODS
effectiveness we report can be considered as an underestima-
tion.
VIII. RELATED WORK
We now discuss the related work with our study.
A. Overfitting Patch Assessment Approaches
The most related work to ODS is Prophet by [20], both
techniques are under the hypothesis that cross-projects, code
features share a core set of universal correctness properties for
classifying and ranking the APR generated patches. ODS and
Prophet differ from an input, learning model and output. For
input, ODS trained with both overfitting and correct samples
from real-world patches generated by different APR systems,
while Prophet only considers input as correct human patches
and leverages defect localization algorithm to determine the
model parameters. For the learning model and output, Prophet
bases on the regression predictive model for ranking patches,
and no specific range for its output score. The final probability
is interpreted as a normalized score with all plausible patches.
This learning model limits Prophet not to be a perfect classi-
fier, due to thresholds are different from defect to defect. ODS,
on the other hand, ensembles different classifiers and outputs a
“smooth” probability score for classification and ranking. The
ODS model is trained with a focus on classification and, at
the same time, the ensemble model provide a certain degree
of differences for ranking.
Tan et al. [32] aim to identify the overfitting patches with the
predefined templates, called anti-patterns, to capture typical
overfitting behaviors. Anti-pattern succeeds in classifying 27
overfitting patches in the PS dataset with one misclassification
of a correct patch [37]. Note that ODS outperforms it by 63
vs. 27 (230%).
Opad proposed by Yang et al. [39] and crash-avoiding tech-
nique by Gao et al. [13] are based on the creation of implicit
oracles for detecting overfitting patches that introduce crashes
or memory-safety problems. ODS, as difference, focuses on
Java, which does not have such problems.
B. Determining Overfitting with Additional Oracles
Researchers employ automatic test generation techniques
to generate oracles based on the human written patches as
the ground, then the new generated tests are used to identify
overfitting patches.
Le et al. [18] classified the patches generated for bugs from
IntroClass and Codeflaws benchmarks, using additional auto-
mated generated tests provided by such benchmarks. Those
test cases are generated using the tool Klee [21].
Yu et al. [43] and Ye et al. [40] generated additional
test cases from the human-patched versions contained in two
datasets Defects4J and Quixbugs, respectively, using Evosuite
[12], a random-based test generation tool. Moreover, Ye at
al. [41] used generated test cases for validating the patch
assessment manually done by researchers. They detected miss-
classifications of patches across the different studies (i.e., in-
correct patches classified and correct, and vice-versa) showing
the complexity and error-prone of the manual assessment task.
Xin and Reiss [36] propose DiffTGen to identify overfitting
patches with tests generated by Evosuite [12] from human-
written patches. Those tests aim to detect behavioral differ-
ences between the automated generated patch and the human
patch.
As mentioned, all those approaches need a ground-truth
patch for determining the correctness of patches. On the
contrary, ODS is able, as shown in this paper, to predict the
correctness of patches without having ground-truth patches.
Furthermore, Le et al. [19] investigated the reliability of
automatic patch correctness assessments with DiffTGen and
random-based test generation using Randoop [24] by compar-
ing them with manual assessments done by 35 professional
developers. They found that is not enough to only use such
mentioned techniques to evaluate the effectiveness of program
repair approaches. We prove that ODS is able to reduce the
gap between automatic and manual assessment.
C. Program as Features
Different works have used features extracted from code in
the field of program synthesis and automated program repair.
In the field of fault localization, works by [38], [15], [30]
have used dynamic and/or static features. For instance, Kim
et al. [15] present a learn-to-rank fault localization technique
named PRINCE. It first creates, based on 55 dynamic and
static features, a ranking model for fault localization using
genetic programming. As difference, beyond the different
purposes, ODS is based exclusively on a larger different set of
static features. Similarly to PRINCE, Dam et al. [6] define an
approach that automatically learns both semantic and syntactic
features of code using Long-Short-Term-Memory model with
the goal of predicting vulnerabilities. Their evaluation showed
it slightly outperforms PRINCE.
Yu et al. [42] define a probabilistic model that captures how
certain repair transforms are applied to certain AST nodes,
and then uses the learned model to predict transform for new
code snippets statically. The authors define two sets of code
features, used for creating and feeding the model, which are
inspired ODS feature extraction.
Other works have focused on defects prediction based on
code features. Their goal is to determine if a piece of code
is buggy or not. For instance, Wang et al. [33] defined an
approach that learns semantic features for defect prediction.
The approach takes tokens from the source code of the
training and testing datasets as input, and generates semantic
features from them, which are then used to build and evaluate
the models for predicting defects. Similarly, Shippey et al.
[28] proposed a prediction defects based on learning features
from N-grams extracted from ASTs. Our approach, on the
contrary of those, ODS uses carefully designed features (and
the combination between) that aim at capturing the semantic
of bug-fixing.
IX. CONCLUSION
We have presented ODS, a novel overfitting detection
system that utilizes static code features. In our experiment,
ODS learns to detect overfitting patches from 19,121 machine-
generated patches and 132 human developer patches. ODS is
founded on 4,199 static features capturing operators, variables,
statements, methods, and relations between features.
The results of our evaluation based on 713 patches from
four Defects4J projects shows that ODS has is on par with
the state-of-the-art but ODS goes much faster (48.3 seconds
versus 30 minutes for making a single prediction). Overall,
ODS is able to discard 63.63% of overfitting patches.
Our future work will focus on dynamic feature: we want to
extract features from execution such as test diagnostics. Also,
we are planning to adapt the ODS features to other tasks, such
as bug clustering.
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