We propose a systematic and comprehensive procedure for the construction of synergistic potential functions, which are instrumental in hybrid control design on SO(3). A new map, via angular warping on SO(3), is introduced to generate a central family of potential functions allowing an explicit determination of the critical points and the synergistic gap. Some optimization results on the synergistic gap are also provided. The proposed synergistic potential functions are used for the design of a global velocity-free hybrid attitude stabilization scheme relying solely on inertial vector measurements.
of angle π is invariant under this feedback [2] . The appearance of undesired critical points when considering smooth controls on SO(3) is non-avoidable. This is mainly due to the fact that, according to Morse theory [3] , any smooth potential function on SO(3) is guaranteed to have at least four critical points where its gradient vanishes. On the other hand, there have been some attempts to design attitude control systems with global stability results by introducing discontinuities. For instance, using a discontinuous quaternion-based control, as done in [4] , one can achieve global stability results. However, these discontinuous attitude control systems suffer from non-robustness to arbitrary small measurement disturbances as discussed in [5] .
The recent work in [6] focuses on the design of hybrid feedback schemes that overcome the topological obstruction to global asymptotic stability on SO(3) while, at the same time, ensure some robustness to measurement noise. The hybrid algorithm is based on a family of potential functions and a hysteresis-based switching mechanism to avoid the undesired critical points. After each switching, the control law derived from the minimal potential function is selected. A sufficient condition for global asymptotic stability of the resulting hybrid controller is the "synergism" property of this family of potential functions. A family of potential functions on SO(3) is said to be synergistic if at each critical point (other than the desired one) of a potential function in the family, there exists another potential function in the family that has a lower value. Moreover, if all the potential functions in the family share the identity element I 3×3 as a critical point then it is called a centrally synergistic family. Thanks to the hysteresis gap, this controller guarantees robustness to small measurement noise.
As a consequence of this approach, the design of hybrid controllers on SO(3), leading to robust and global asymptotic stability results, boils down to the search for a suitable synergistic family of potential functions. The work in [2] suggests the technique of "angular warping" to construct synergistic potential functions on SO(3), although without rigorous proof of synergism. In [7] , the authors proved that this technique generates a synergistic family, under some conditions, when applied to the modified trace function. The major drawback of these approaches is related to the difficulty of determining the synergistic gap which is required for the implementation of the hybrid controller. In an attempt to solve this problem, the authors in [8] tried to relax the centrality assumption by considering scaled, biased and translated modified trace functions. However, the sufficient synergism conditions provided therein were conservative, difficult to satisfy and only hand tuning of the parameters was proposed. Another form of non-central synergistic potential functions appeared in [9] , by comparing the actual and desired directions, leading to a simple expression of the synergistic gap.
In this technical note, we consider a central family of potential functions obtained via angular warping on SO(3) and derive necessary and sufficient conditions guaranteeing that the family under consideration is synergistic. We propose a new warping angle function that allows explicit calculation of the critical points as well as the synergistic gap. Only two potential functions are sufficient to guarantee the synergism property. We also provide sufficient conditions on the angular warping parameters to maximize the synergistic gap. The fact that our approach generates a central synergistic family is interesting since each control law, derived from each smooth potential function in the central family, guarantees (independently) almost global asymptotic stabilization of the attitude. This is desirable in practice since the control objective remains achievable even when the hybrid switching mechanism runs into error. Moreover, our synergistic family of potential functions on SO(3) has been constructed from the popular trace form which has been used in numerous attitude estimation and control algorithms, see for instance [10] [11] [12] amongst others. This fact suggests that one can readily use this synergistic family of trace forms along with their corresponding gradient vectors to extend the achieved almost global results by incorporating the adequate switching mechanism to guarantee global results.
As an application example of our approach, a hybrid velocityfree attitude stabilization scheme relying solely on inertial vector measurements has been proposed. The proposed control scheme is inspired from our earlier work [13] where almost global asymptotic stability results have been obtained using gradients of the trace form. The proposed synergistic potential functions were instrumental in the design of such a hybrid controller leading to global asymptotic stability results. Note that in [14] a hybrid velocity-free attitude controller, inspired by [15] , has been proposed assuming that the attitude is available for feedback. Since there is no sensor that provides directly a measurement of the attitude, an attitude estimation algorithm, which usually relies on angular velocity measurements, is required.
II. NOTATIONS AND PRELIMINARIES
The sets of real, non-negative real and natural numbers are denoted as R, R + , and N, respectively. R n denotes the n-dimensional Euclidean space and S n denotes the unit n-sphere embedded in R n+1 . Given two matrices A, B ∈ R m×n , their Euclidean inner product is defined as A, B = tr(A B) where (·) denotes the transpose of (·). The 2-norm of a vector x ∈ R n is x = √ x x and the Frobenius norm of a matrix A ∈ R n×m is A F = A, A . For a given square matrix A ∈ R n×n , we denote by λ A i , λ A min , and λ A max the i-th, minimum and maximum eigenvalue of A, respectively. The inverse image of a subset S N ⊆ N under the map f :
The orientation of a rigid body is represented by a rotation matrix R that belongs to the 
for all R ∈ SO(3) and Ω 1 , Ω 2 ∈ so(3). Let × denotes the vector crossproduct on R 3 and define the map (3) can be represented as a rotation of angle θ ∈ R around a unit vector axis u ∈ S 2 . This is commonly known as the angle-axis parametrization of SO(3) and it is given by the map
The set of all potential functions on SO(3) × Q with respect to A is denoted as P(A), where a function U(R, q) ∈ P(A) can be seen as a family of potential functions on SO(3) encoded into a single function indexed by the variable q. Definition 1: [8] For a given finite index set Q ⊂ N, we let A = {I} × Q and U ∈ P(A). The potential function U is said to be centrally synergistic if and only if there exist a constant δ > 0 such thatδ
where Ψ U defines the set of all critical points of U. The scalarδ is referred to as the synergistic gap of U.
Definition 1 implies that at any given undesired critical point (R, q) of a synergistic function U ∈ P(A) there exists another point (R, p) ∈ SO(3) × Q such that U(R, p) has a lower value than U(R, q). The adjective " centrally" refers to the fact that all the potential functions R → U(R, q) share the identity element I as a critical point. We may drop the adjective where not needed. In the remainder of this technical note, we let
III. SYNERGISTIC POTENTIAL FUNCTIONS ON SO(3)
It the recent literature, it was shown that once a synergistic family of potential functions on SO(3) is obtained, a hybrid feedback controller that achieves global asymptotic stability results immediately follows [2] , [6] , [8] , [9] . The idea in [2] consists of stretching and compressing SO(3) by applying the following transformation on SO(3) × Q:
where u ∈ S 2 is a constant unit vector, k q ∈ R is an indexed scalar gain, P is a smooth positive definite function on SO(3) with respect to I. By composing the map Γ with an existing potential function, one can relocate the critical points while leaving the identity element a fixed point for all q ∈ Q. Despite the originality of this approach, it was abandoned mainly due to the difficulty in finding an explicit expression of the synergistic gap. In this section, we build up from the ideas in [2] towards more generic constructions of central synergistic potential functions on SO(3) via "angular warping," while providing a thorough analysis of the synergism properties.
Lemma 1: [16] Let u ∈ S 2 be a fixed unit vector and Q ⊂ N. Let us consider the map 1 Γ :
where θ q : SO(3) → R is a real-valued differentiable function which is injective with respect to the index q. Then, the following properties hold:
1) The time derivative of Γ(R, q), as defined in (3), along the trajectories ofṘ = R[ω] × is given by
Lemma 1 shows that, under some conditions on the transformation Γ, one can construct a new family of potential functions on SO(3) by considering the composition of a basic potential function on SO(3) and the map Γ. In particular, it would be interesting to consider the modified trace function V A (R) = tr(A(I − R)) as the basic potential function due to its nice properties. The following technical lemma gives some of the useful properties of the potential function V A . Lemma 2: [16] Let A = A and V A (R) = tr(A(I − R)), such that W := tr(A)I − A is symmetric positive definite. Let E(A) denotes the set of (real) unit eigenvectors of A and let {v 1 , v 2 , v 3 } be an orthonormal eigenbasis, where v i is a unit eigenvector associated to the eigenvalue λ A i . Then, for all R ∈ SO(3), the following properties hold:
Moreover, for all (θ, u) ∈ R × S 2 , one has
where λ W denotes the eigenvalue of W associated to the eigenvector v ∈ E(W ) ≡ E(A) and Δ(v, u) is computed as follows.
and u ⊥ is the projection of u on the plane span{v 1 , v 2 }. 1 In contrast to (2), we chose to multiply the rotation matrix R from the right by the additional rotation Ra(θq(R), u). This choice will allow us to express the control input directly in terms of vector measurements as done in Section IV.
3) If
In [7] , using the transformation Γ defined in (2), the authors derived sufficient and necessary conditions such that the potential function V A • Γ is synergistic in the case where A has distinct eigenvalues. In the following theorem we provide sufficient and necessary conditions, using our transformation Γ defined in (3) , such that the potential function V A • Γ is synergistic for an arbitrary spectrum of A and a general angle function θ q (·). 
where Δ(v, u) is given in Lemma 2.
Proof: According to Lemma 2, the set of critical points for the
Therefore, for a given p ∈ Q, one has
for all θ 1 , θ 2 ∈ R and u ∈ S 2 , has been used. Consequently, invoking (8) from Lemma 2, one obtains
On the other hand, one has
Therefore, at any undesired critical point (R, q) ∈ Ψ U \ A, one has
Since θ q (·) is injective with respect to q, one has p = q implies thatθ pq (R) = 0. Consequently, in view of (11) and Definition 1, the necessary and sufficient condition for U to be synergistic is that Δ(v, u) > 0 for all v ∈ E(A). Theorem 1 provides necessary and sufficient conditions of synergism for the family of perturbed modified trace functions V A (Γ(R, q) ). The condition Δ(v, u) > 0, ∀v ∈ E(A), imposes a constraint on the choice of the direction u of the angular warping and the spectrum of the weighting matrix A. The following proposition, discusses the feasibility of the synergy condition (9) of Theorem 1.
Proposition 1: [16] Let
. Then, the synergy condition (9) is
where v i ∈ S 2 is the eigenvector of A associated to λ A i . Proposition 1 suggests that a necessary condition for synergism of V A (Γ(R, q) ) is that the weighting matrix A must be positive definite and have at least two distinct eigenvalues. Furthermore, the direction u of the angular warping should be carefully chosen with respect to the eigenvectors of A in order for the potential function V A (Γ(R, q)) to be synergistic. When the synergism condition (9) is verified, it is important to explicitly compute the value of the synergistic gap required for the implementation of a synergistic hybrid controller. To do so, one needs to calculate the undesired critical points of V A (Γ(R, q)) to evaluate the expression of the synergistic gap in Definition 1. These undesired critical points are obtained by solving (10) for the unknown R ∈ SO(3). Equation (10), along with identity (8) from Lemma 2, yields
To explicitly solve the above equation, we propose the following choice of the warping angle θ q : SO(3) → (−π, π) θ q (R) = 2 arcsin (k q V A (R)) , k q = 0 (12) that leads to a quadratic equation in V A (R) which can be solved to obtain
for (R, q) ∈ Ψ U \ A. Once the value of V A (R) is obtained at the undesired critical points of U = V A (Γ(R, q) ), one can compute these undesired rotations as follows:
Note that the scalar gain k q needs to be selected to ensure that θ q (·) is well defined for all R ∈ SO(3). Also, one must make sure that the conditions of Lemma 1 are verified to guarantee that V A (Γ(R, q) ) is a suitable potential function on SO(3) × Q with respect to A. This is the purpose of the next lemma. Lemma 3: [16] Let u ∈ S 2 be a unit vector and A = A such that W = tr(A)I − A is a symmetric positive definite matrix. Consider the transformation Γ as defined in (3) where θ q (·) is given by (12) . If the scalar gain k q satisfies the inequality
with ξ := λ W min /λ W max . Then Γ −1 ({I}) = A and det(Θ(R, q)) = 0, for all R ∈ SO(3) and q ∈ Q. Furthermore, the gradient of the angle warping function θ q satisfies ∇θ q (R) = 2k q RP a (AR)/
. As a consequence of Lemma 3, if the scalar k q satisfies (15) then, by Lemma 1, the composite function U = V A • Γ is a suitable potential function on SO(3) × Q with respect to A = {I} × Q. Once the set of critical points for the potential function U is determined from (14) , the synergistic gap can be evaluated. In the following theorem, we explicitly provide the expression of the synergistic gap of U in the case of Q = {1, 2}.
Theorem 2: Let u ∈ S 2 and A = A such that W = tr(A)I − A is a symmetric positive definite matrix. Let Q := {1, 2} and let k 1 = −k 2 = k > 0, with k satisfying condition (15) . Consider the transformation Γ as defined in (3), where θ q (·) is given by (12) . Assume that (Γ(R, q) ) is synergistic with a gapδ given bȳ
Proof: Since k p = −k q for p = q, one hasθ pq (R)
Therefore, one obtains
At any undesired critical point (R, q) ∈ Ψ U \ A, in view of (11), (13) , and (17), the synergistic gap is written as
Moreover, by direct differentiation of σ(k, λ, Δ) with respect to its arguments, one obtains
In view of (7) and (15) , one has k 2V 2 < 1/(6 − max{1, 4ξ 2 }) < 1/2. It follows that the above partial derivatives are positive. Hence,δ ≥ σ(k, λ, Δ(u)) where λ = min v∈E(A) λ W and Δ(u) = min v∈E(A) Δ(v, u).
Since, according to the proof of Theorem 2, the synergistic gap is strictly increasing with respect to the parameters k and Δ(u), the maximum valuek, given in (15) , and the unit vector u = arg max u∈S 2 Δ(u) are the parameters of the transformation Γ maximizing the synergistic gap. Let us perform the following maximization with respect to u ∈ S 2 :
Proposition 2: [16] The unit vector u ∈ S 2 , solution of the maximization (18) , satisfies the following:
Otherwise, the optimal solution is
and in this case
Proposition 2 gives an optimal choice of the angular warping direction u ∈ S 2 that maximizes the synergistic gap and also satisfies the feasibility conditions of Proposition 1. Consequently, a complete construction of a synergistic potential function via angular warping with an explicit maximized synergistic gap has been achieved. To the best of the authors' knowledge, this is the first central synergistic family of potential functions SO(3) with a proved synergism property and explicit determination of critical points and synergistic gap.
IV. HYBRID VELOCITY-FREE ATTITUDE STABILIZATION USING VECTOR MEASUREMENTS
In this technical note, we make use of the recent framework for dynamical hybrid systems found in [17] and [18] . We assume that the rigid body is equipped with sensors that provide measurements in the body-attached frame, denoted by b i ∈ R 3 of constant and known inertial vectors r i ∈ R 3 , i = 1, 2, . . . , n ≥ 2, satisfying the following assumption:
Assumption 1: At least three vectors, among the n inertial vectors, are not collinear.
It should be noted that this Assumption 1 is needed in our analysis and does not exclude the case where measurements of only two noncollinear inertial vectors are available, say b 1 and b 2 corresponding to the non-collinear inertial vectors r 1 and r 2 . In this case, one can always construct a third vector b 3 = b 1 × b 2 which corresponds to the measurement of r 3 = r 1 × r 2 . The rigid body rotational dynamics are governed byṘ
where R ∈ SO(3) represents the attitude, ω ∈ R 3 being the angular velocity of the rigid body expressed in the body-attached frame and J ∈ R 3×3 is the constant inertia matrix of the rigid body. The control torque, expressed in the body frame, is denoted by τ ∈ R 3 . Our objective is to design a hybrid control input torque τ , using only vector measurements, guaranteeing robust global asymptotic stabilization of the attitude R ∈ SO(3) to a desired constant reference
Let us define the following auxiliary dynamic system:
with an arbitrary initial conditionR(0) ∈ SO(3) and a design variable β ∈ R 3 to be defined later.
The rotation matrix X 1 describes the discrepancy between the actual rigid body orientation and the orientation provided by the auxiliary system (21), and the rotation matrix X 2 describes the discrepancy between the actual rigid body orientation and the desired orientation. Let Q ⊂ N be an index set of finite cardinality and let our state variables be X = (X 1 ,
where ρ ih > 0 are some positive scalars. Assumption 1 ensures that A h , h = 1, 2, are positive definite matrices. For some arbitrary unit vectors u h ∈ S 2 , h = 1, 2, and a set of arbitrary scalars k hq satisfying the conditions
We define the following maps Γ h : R) ), for h = 1, 2. According to Section III, and in view of the above definition of the maps
, are two potential functions on SO(3) × Q with respect to {I} × Q. We propose the following hybrid switching law for the control input τ and the input β of the auxiliary system (21) p) , h = 1, 2}, and the sets C, D ⊂ D X × D q are given by
The hybrid controller (22) results in the closed-loop systeṁ
Since Y 1 = X 1 X 2 Y 2 and Y 2 is constant, it is clear that the closed loop dynamics (23) are autonomous. The goal of this hybrid controller is to ensure global asymptotic stability of the setĀ = {(X, ω, q) ∈ D X × R 3 × D q : X 1 = X 2 = I, ω = 0}.
Theorem 3: Consider system (19) , (20) and the auxiliary system (21) under the hybrid control law given in (22). Assume that n vector measurements b i , corresponding to the inertial vectors r i , i = 1, . . . , n ≥ 2 are available, and Assumption 1 holds. If the potential function U 1 , respectively U 2 , is synergistic with gap exceeding δ 1 , respectively δ 2 , then the setĀ is globally asymptotically stable for the closed-loop system (23).
Proof: For h = 1, 2, let us define the following sets:
Assume that U h is synergistic with gap exceeding δ h , for h = 1, 2. Then, according to Definition 1, one has 0 < δ h < min (X h ,q h )∈Ψ U h \A μ h (X h , q h ). Therefore for each pair (X, q) ∈ X h \ A h , one obtains μ h (X h , q h ) > δ h , which implies, in view of the definition of the set C h , that one has
where we used the fact that A h is entirely contained in C h . Consider the Lyapunov function candidate V(X, ω, q) = 2 h=1 U h (X h , q h ) + (1/2)ω Jω. Since U h are two potential functions on SO(3) × Q with respect to {I} × Q and J is positive definite, it follows that V is positive definite on D X × R 3 × D q with respect toĀ. In view of (1), (4), and (5) the time derivative of U h (X h , q h ) along the trajectorẏ
, has been used. Therefore, making use of the above result and (23), the change in V along the continuous flows of C is given bẏ
Thus V is non-increasing along the flows of (23). Moreover, for any (X, q) ∈ D and s ∈ g(X), one has
which shows that V is strictly decreasing over the jumps of (23). Using [19, Theorem 7.6] , it follows thatĀ is stable. Moreover, applying the invariance principle for hybrid systems given in [19, Theorem 4.7] , one can conclude that any solution must converge to the largest invariant set contained in
It follows, in view of (25), that for all (X, ω, q) ∈ I, one has (X 1 , q 1 ) ∈ Ψ U 1 . Consequently, the set I can be rewritten as I = {(X, ω, q) ∈ D X × R 3 × D q : (X, q) ∈ C ∩ X 1 }. Moreover, from (24), one has C 1 ∩ X 1 = A 1 and hence C ∩ X 1 = (C 1 ∩ C 2 ) ∩ X 1 = C 2 ∩ A 1 , where we used the fact that C = C 1 ∩ C 2 . Since the solutions converge to C 2 ∩ A 1 , it is clear that X 1 → I which leads toẊ 1 → 0. Hence, one can conclude from (23) that ω → 0.
Since ω ≡ 0, it follows from (20) that τ must converge to 0. Using this last fact, together with the fact that β ≡ 0, one can conclude from (22) that Θ 2 (X 2 , q 2 ) ψ(A 2 Γ 2 (X 2 , q 2 )) = 0. Again using (25), one has (X 2 , q 2 ) ∈ Ψ U 2 . Therefore, the solutions must converge to C 2 ∩ A 1 ∩ X 2 = A 1 ∩ A 2 =Ā, where the fact that C 2 ∩ X 2 = A 2 has been used. Finally, the setĀ is globally attractive and stable which shows thatĀ is globally asymptotically stable. In practice, it is useful to explicitly express the control inputs in terms of the available vector measurements. Such measurements can be obtained, for instance, from an Inertial Measurement Unit (IMU) that typically includes an accelerometer and a magnetometer providing, respectively, measurements of the gravitational field and Earth's magnetic field expressed in the body frame. The following proposition shows that the terms involved in our hybrid control scheme can be directly expressed in terms of the available inertial vector measurement.
Proposition 3: [16] The following relations hold:
V. CONCLUSION
Synergistic potential functions are instrumental in the design of hybrid control systems on SO(3) that achieve global asymptotic stability results. This technical note presented a systematic approach to generate central synergistic potential functions on SO(3) via angular warping. By introducing a new warping angle function, the synergistic gap-necessary for the implementation of the hybrid controller-was explicitly computed. The feasibility of the synergism conditions and the maximization of the synergy gap are discussed. We also proposed a hybrid attitude stabilization scheme, without velocity measurements, relying only on inertial vector measurements and leading to global asymptotic stability results.
