We study testing properties of functions on finite groups. First we consider functions of the form f : G → C, where G is a finite group. We show that conjugate invariance, homomorphism, and the property of being proportional to an irreducible character is testable with a constant number of queries to f , where a character is a crucial notion in representation theory. Our proof relies on representation theory and harmonic analysis on finite groups. Next we consider functions of the form f : 
Introduction
In property testing [27, 14] , we want to decide whether the input function f satisfies a predetermined property P or "far" from it. More specifically, an algorithm is called a tester for a property P if, given a query access to the input function f and a parameter ǫ > 0, it accepts with probability at least 2/3 when f satisfies P, and rejects with probability at least 2/3 when f is ǫ-far from P. If a tester accepts with probability one when f satisfies P, then it is called a one-sided error tester. The definition of ǫ-farness depends on the model, but for the case of Boolean functions, we say that a function f : F n 2 → {−1, 1} is ǫ-far from P if the distance dist(f, g) := Pr x [f (x) = g(x)] of f and g is at least ǫ for any function g : F n 2 → {−1, 1} satisfying P. Here −1 and 1 are corresponding to true and false, respectively. The efficiency of the tester is measured by the number of queries to f , called the query complexity. We say that a property P is constant-query testable if there is a tester with query complexity depending only on ǫ (and not on n at all).
The study of testing properties of Boolean functions, or more generally, functions on finite fields was initiated by Rubinfeld and Sudan [27] , and then subsequently many properties have been shown to be constant-query testable [14, 11, 16, 13] . To incorporate the algebraic structure of the finite field, Kaufman and Sudan [20] asked to study affine-invariant properties, that is, properties P such that, if f : F n p → {0, 1} satisfies P, then f • A also satisfies P for any bijective affine transformation A. A lot of progress has been made on the study of the constant-query testability of affine-invariant properties [10, 17] , and finally (almost) complete characterizations of constant-query testability were achieved [9, 33] . For further details on function property testing, refer to [8, 25] for surveys. Besides finite fields, functions over finite groups such as the cyclic group and the permutation group are also objects that naturally appear in various contexts, e.g., circuit complexity [1] , computational learning [32] , and machine learning [18] . Despite its importance, there are only a few works on testing properties on functions over finite groups [5, 14] , and extending this line of research is the main focus of the present paper. More specifically, we consider testing properties of functions f of the form f : G → D, and more generally, f : G → D(d), where G is a finite group, D = {z ∈ C | |z| ≤ 1} is the unit disk, and D(d) = {A ∈ M d (C) | A F ≤ 1} is the set of d by d matrices with Frobenius norm at most one. Note that D(1) = D. We regard d as a constant. The reason that we use D and D(d) is that they are maximal sets closed under multiplication. Below, we get into the details of these two settings.
Testing properties of functions of the form f : G → D: We define the distance between two functions f, g : G → D as dist(f, g) = 1 2 f − g 2 , where f 2 := Ex∈G |f (x)| 2 is the L 2 norm. Note that dist(f, g) is always in [0, 1] . We say that a function f : G → D is ǫ-far from a property P if dist(f, g) ≥ ǫ for any function g : G → D satisfying P. We note that, for {−1, 1}-valued functions f, g : G → {−1, 1}, we have Pr[f (x) = g(x)] = ǫ if and only if dist(f, g) = √ ǫ holds. Hence, we have a quadratic gap between our definition and the standard definition using the Hamming distance. However, we adopt the L 2 norm as it is more friendly with our analysis. We first show the following:
• Conjugate invariance, that is, f (yxy −1 ) = f (x) for any x, y ∈ G, is one-sided error testable with O(1/ǫ 2 ) queries.
• Homomorphism, that is, f (x)f (y) = f (xy) for any x, y ∈ G, is one-sided error testable with O(1/ǫ 2 log(1/ǫ)) queries.
We show the constant-query testability of conjugate invariance by a simple combinatorial argument. When G = F n 2 , then homomorphism is often called linearity and intensively studied in the area of property testing [4, 6, 14, 28] . Indeed in this case, a function f : F n 2 → D is homomorphism if and only if f (x) = χ S (x) := (−1) i∈S x i for some S ⊆ {1, . . . , n}.
The case G = S n , the permutation group of order n, is easy to understand. Let f : S n → D be a function on the permutation group. If f is conjugate invariant, then the value of f (π) only depends on the cycle pattern of π. If f is homomorphism, then f is the all-zero function, the all-one function, or the function that returns the sign of the input permutation.
We note that Ben-Or et al. [5] studied the constant-query testability of homomorphism from a finite group to another finite group. The query complexity of their algorithm is O(1/ǫ), where the distance is measured by the Hamming distance. Their algorithm and analysis by a combinatorial argument extends to our setting, in which the range is D and the distance is measured by the L 2 norm, with query complexity O(1/ǫ 2 ). In this sense, our result on homomorphism is not new. Nevertheless, we prove it again using harmonic analysis over finite groups. By doing so, we can generalize it for testing other properties.
To describe our next result, we need to introduce the basic of representation theory. A representation of a group G is a homomorphism ϕ of the form ϕ : G → M d (C) for some integer d. In particular, we study the family of irreducible representations, where any representation can be described as the direct sum of irreducible representations. We mention that irreducible representations ϕ : G → M d (C) can be chosen as unitary, that is, ϕ(x) is unitary for all x ∈ G. The character of a representation ϕ is the function χ ϕ (x) = tr(ϕ(x)), where tr(·) denotes the trace of a matrix. The character carries the essential information about the representation in a more condensed form and is intensively studied in character theory. The character of an irreducible representation is called an irreducible character. For example, every irreducible character of F n 2 is of the form χ S (x) = (−1) i∈S x i for some S ⊆ {1, . . . , n}, which is often called a character in Fourier analysis of Boolean functions. If G is abelian, that is, commutative, then representations of G always map to one-dimensional matrices, and hence a representation and its corresponding character coincide. However, this is not the case when G is not abelian, which makes the analysis more involved. We show the following:
• The property of being proportional to an irreducible character, that is, f = cχ ϕ for some c ∈ C and irreducible representation ϕ, is testable with O(1/ǫ 8 log 2 (1/ǫ)) queries.
The reason that we do not consider irreducible characters themselves is that irreducible characters may take values outside of D. In particular, χ ϕ (1) = d holds for the identity element 1 ∈ G and the dimension d of ϕ. When G = F n 2 , then irreducible characters coincide with linear functions, that is, χ S for some S ⊆ {1, . . . , n}. Hence, testing the property of being proportional to an irreducible character can be seen as another generalization of linearity testing.
The form of irreducible characters is quite complicated in general. When G = S n , however, its combinatorial interpretation via Young Tableau is well studied [12, 21, 29] (though still complicated to state here).
Testing properties of functions of the form f : G → D(d): Since the representations of a group G are matrix-valued, it is natural to consider testing properties of functions of the form
F . Note that this is indeed a metric and matches the previous definition of distance when d = 1.
Let U (d) be the set of d by d unitary matrices with each element in C. We show the following:
Here g is a parameter of the problem and not a part of the input. Unitary equivalence is an important notion when studying representations since the irreducibility of a representation ϕ is preserved by the transformation ϕ → U ϕU −1 for a unitary matrix U . Our tester samples unitary matrices from the Haar measure, a fundamental tool in the representation theory of Lie Groups, and then checks whether g becomes close to f by applying these unitary matrices.
Arguably the simplest property of matrix-valued functions is again homomorphism. However, homomorphism is known to be constant-query testable by a combinatorial argument [5] , and the harmonic analysis does not facilitate the analysis. Therefore we do not study homomorphism of matrix-valued functions in this paper.
Related work:
There are a number of works on testing whether a function on a finite group is a homomorphism. Blum et al. [14] gave a tester (the BLR tester ) for homomorphism of functions on a finite group. However, the number of queries depends on the number of generators of the group, which may depend on the size of the group in general. Ben-Or et al. [5] gave another algorithm without this dependency. Bellare et al. [4] gave a Fourier-analytic proof of the BLR tester when the domain and the range are F n 2 and F 2 , respectively. Our tester for homomorphism can be seen as a generalization of their analysis to general groups. There has been an interest in improving various parameters of homomorphism testing results, due to their applications in the construction of probabilistically checkable proof (PCP) [3] . Bellare et al. [4] gave an almost tight connection between the distance to homomorphism and the rejection probability of the BLR tester. BenSasson et al. [6] and Shpilka and Wigderson [28] reduced the number of random bits required by the test as it affects the efficiency of the proof system and in turn the hardness of approximation results that one can achieve using the proof system. Rubinfeld [26] studied properties of a function on a finite group that are defined by functional equations and gave a sufficient condition of constantquery testability.
Using the L p norm for p ≥ 1 as a distance measure in property testing is recently systematically studied by Berman et al. [7] . One of their motivations is exploring the connection of property testing with learning theory and approximation theory. For this purpose, the L p norm is more favorable than the Hamming distance because, in learning theory and approximation theory, we typically measure errors in the L p norm for p = 1 or 2. Indeed, several lower bounds and upper bounds for property testing in the L p norm were shown using this connection. See [7] for more details.
Representation theory is one of the most important areas in modern mathematics. Representation theory itself is intensively studied and it is also used as an analytical tool in harmonic analysis, invariant theories, and modular theory. Representation theory have been used in various problems of theoretical computer science such as constructing pseudorandom objects [2, 19] , circuit complexity [1] , communication complexity [24] , computational learning [32] , machine learning [18] , and quantum property testing [23] .
Organization: In Section 2, we introduce representation theory, harmonic analysis on finite groups, and the Haar measure in more detail. We discuss the testability of conjugacy invariance in Section 3. We show that homomorphism and the property of a being proportional to an irreducible character are constant-query testable in Sections 4 and 5, respectively. Section 6 is devoted to testing unitary equivalence.
Preliminaries
For an integer n ≥ 1, [n] denotes the set {1, 2, . . . , n}. Let δ ij be Kronecker's delta, that is, δ ij = 1 if i = j and δ ij = 0 if i = j. For a matrix M , we denote its (i, j)-th element by M ij . We write the real and imginary part of a complex number z as ℜz and ℑz, respectively (hence z = ℜz + √ −1ℑz). For a complex number z, z denotes its conjugate.
We frequently use the following lemma.
Lemma 2.1. Let f : G → D be a function for some finite group G. For any ǫ > 0, with probability at least 1 − δ, we can compute an estimate
To estimate c, we sample x 1 , . . . , x s uniformly at random from G, where s = Θ(1/ǫ 2 log 1/δ). Then, we output c :=
. Clearly, the query complexity is O(1/ǫ 2 log 1/δ).
We now show that c is indeed a good approximation to c. Since |ℜ(f (x))| ≤ 1, from Hoeffding's inequality, we have |ℜ(c) − ℜ( c)| ≤ ǫ/2 with probability at least 1 − δ/2 by choosing the hidden constant in s large enough. Similarly, we have |ℑ(c) − ℑ( c)| ≤ ǫ/2 with probability at least 1 − δ/2. By the union bound, we have |c − c| ≤ |ℜ(c) − ℜ( c)| + |ℑ(c) − ℑ( c)| ≤ ǫ with probability at least 1 − δ.
Representation theory
We introduce basic notions and facts in representation theory. See, e.g., [30] for more details.
For a vector space V over a field F, GL F (V ) denotes the set of invertible linear transformations. We only consider the case F = C in this paper, and hence we omit the subscript for simplicity.
A representation of G is a pair (ϕ, V ) of a finite-dimensional vector space V and a homomorphism ϕ : G → GL(V ), that is, ϕ(xy) = ϕ(x)ϕ(y) for every x, y ∈ G and ϕ(1) is the identity transformation for the identity element 1 ∈ G. For a representation (ϕ, V ), V is called the representation space of it. When V is clear from the context, we simply call ϕ a representation. The dimension of a representation (ϕ, V ) is the dimension of V . When V is a finite-dimensional vector space, then we say that (ϕ, V ) is finite-dimensional representation. In our argument, we only need finite-dimensional representations.
We describe the decomposition of a representation into irreducible representations, which is a fundamental tool used in representation theory. For a representation (ϕ, V ) and a subspace W of V , we say that W is G-invariant if ϕ(G)W ⊆ W . If W is a G-invariant space, then we can regard the range of ϕ as GL(W ), and hence we obtain a representation (ϕ, W ). Note that {0} and V are G-invariant from the definition. A representation (ϕ, V ) is called irreducible if {0} and V are the only G-invariant spaces. Note that a one-dimensional representation is always irreducible. When G is abelian, then we have the converse from Schur's Lemma, that is, any irreducible representation is one-dimensional. When G is non-abelian, however, an irreducible representation might have dimension more than one. This fact makes the analysis of algorithms for functions on a non-abelian group more involved.
Two representations (ϕ, V ) and (ψ, W ) of G are equivalent if there exists an invertible linear transformation T : V → W such that, for every x ∈ G, it holds that ψ(x)•T = T •ϕ(x) . We identify equivalent representations, and we denote by G the family of equivalence classes of irreducible representations. It is known that there is a one-to-one correspondence between conjugacy classes of G and G.
A representation (ϕ, V ) is unitary if, for all x ∈ G, ϕ(x) is a unitary transformation. For any representation of G, there is an equivalent unitary representation. Hence, we can take unitary representations as a complete system of representatives of G, and we identify it with G. Since G is finite, so is G. For ϕ ∈ G, we denote the dimension of its representation space by d ϕ . In what follows, we fix a basis of the vector space of each representation (ϕ, V ), and we regard it as a homomorphism from G to M dϕ (C), where d ϕ is the dimension of V .
Fourier analysis on non-abelian finite groups
We regard the space of C-valued functions of G as an inner product space by defining f, g = Ex∈G[f (x)g(x)] for f, g : G → C. The following fact is known.
Lemma 2.2 ([30]). For a finite group
forms an orthonormal basis of the space of C-valued functions of G.
Hence, we can decompose f : G → C as
and called the Fourier coefficient of ϕ. This decomposition is called the Fourier expansion of f . Note that Fourier coefficients are matrix-valued functions. The following is well known.
Lemma 2.3 ([30]
). Let f, g : G → C be functions. Then, we have
Class functions and characters
For a representation ϕ :
A conjugate invariant function is sometimes called a class function. It is not hard to check that characters are conjugate invariant. Indeed, the following fact is known.
Lemma 2.4. For a finite group G, the set χ ϕ | ϕ ∈ G forms an orthonormal basis of the space of C-valued class functions of G.
Note that if a representation is one-dimensional, its character is identical to the original representation, hence is a homomorphism. This is not the case in general.
The following lemma says that Fourier coefficients of a class function are always diagonal.
Lemma 2.5. For any class function f : G → C, it holds that f (ϕ) = f,χϕ dϕ I dϕ . In order to prove Lemma 2.5, we need the following two auxiliary lemmas: Lemma 2.6. For a function f : G → C and an irreducible representation ϕ, we have
Lemma 2.7. Let f : G → C be a function and g : G → C be a class function. Then,
Proof. Since g is a class function, we can represent g(x) = ϕ g, χ ϕ χ ϕ (x). Now we have
Proof of Lemma 2.5.
(by Parseval's identity) Therefore, the equality holds for both inequalities in the formula above. In particular, f (ϕ) is proportional to the identity matrix cI dϕ for some c ∈ C. By Lemma 2.6, f, χ ϕ = tr( f (ϕ)) = cd ϕ . Hence, c = f, χ ϕ /d ϕ , and we have the lemma.
Introduction to the Haar measure
In this section, we introduce Haar measure briefly. See, e.g., a textbook [22] for more details. A topological group is a group equipped with a topology and whose group operations are continuous in its topology. A finite group is a topological group if it is endowed with a discrete topology. Any subgroup of M d (C) is a topological group, in which we identify M d (C) with C d 2 and introduce the topology induced by C d 2 .
We call a measure µ on a topological group G left invariant (resp., right invariant) if µ(xS) = µ(S) (resp., µ(S) = µ(Sx)) for any x ∈ G and Borel set S ⊆ G. Similarly, We call µ invariant under taking inverse if µ(S −1 ) = µ(S) for any Borel set S ⊆ G where
For any compact topological group G, there exists a measure on G which is left invariant, right invariant, and invariant under taking inverse. Such a measure is unique up to scalar multiplication and called the Haar measure on G. For example, the Haar measure µ of a finite group G is (a scalar multiplication of) the counting measure, that is, µ(S) = |S|/|G| for subset S ⊆ G.
We regard U (d) as a closed subgroup of M d (C) and regard it as a compact topological group. Hence, the Haar measure of U (d) exists. Sample x and y ∈ G uniformly at random.
3:
if f (x) = f (yxy −1 ) then reject. 4: Accept.
Conjugate Invariance
In this section, we first show that conjugate-invariance is constant-query testable.
Theorem 3.1. Conjugate invariance is one-sided error testable with O(1/ǫ 2 ) queries.
Then, we show the following lemma, which simplifies testing properties that imply conjugate invariance.
Lemma 3.2. Let P be a property such that every f satisfying P is a class function. Suppose that there is a tester A for P with query complexity q(ǫ) if the input is restricted to be a class function. Then there is a tester A ′ for P with query complexity O(1/ǫ 2 + q(ǫ/2) log q(ǫ/2)). Moreover, if A is a one-sided error tester, then A ′ is also a one-sided error tester.
Proof of Theorem 3.1
Our algorithm for testing conjugate invariance is described in Algorithm 1. It is easy to see that the query complexity of Algorithm 1 is O(1/ǫ 2 ) and the tester always accepts when f is conjugate invariant. Thus, it suffices to show that Algorithm 1 rejects with probability at least 2/3 when f is ǫ-far from class functions.
It is well known that conjugacy classes of G form a partition of G. We define G ♯ as the set of conjugacy classes of G. Also, for an element x ∈ G, we define x ♯ as the unique conjugacy class x belongs to.
For y ∈ x ♯ , we define N x,y = {z ∈ G | zxz −1 = y}. Since we have N x,y ∩ N x,y ′ = ∅ for y, y ′ ∈ x ♯ with y = y ′ , it holds that G = y∈x ♯ N x,y . Therefore, the following lemma guarantees that uniform sampling from a conjugacy class is executed by uniformly sampling from the whole group. Lemma 3.3. The number of elements in N x,y depends only on the conjugacy class to which y belongs.
Proof. For y, y ′ ∈ x ♯ , fix z 0 , z ′ 0 ∈ G so that z 0 xz
By a direct calculation, we can check that Φ y,y ′ • Φ y ′ ,y = id Nx,y , and
Fix a function f : G → D. For a conjugacy class C ∈ G ♯ and z ∈ C, define p C (z) := ♯{x ∈ C | f (x) = z}/|C| as the probability that f (x) = z if we sample x ∈ C uniformly at random. We define p C := max z∈C p C (z) and z C := arg max z∈C p C (z). Then, we define f as f (x) = z x ♯ . Note that f is a class function such that f (x) ∈ D for any x ∈ G. Lemma 3.4.
Proof. Since |x − y| ≤ 2 for any x, y ∈ D, we have
By Lemma 3.3, if we fix x ∈ G and sample y ∈ G uniformly at random, then yxy −1 forms a uniform distribution over elements in x ♯ . Thus,
Lemma 3.5. If f is ǫ-far from being conjugate invariant, then Algorithm 1 rejects with probability at least 2/3.
Hence, the probability we reject at Line 3 in each trial is at least ǫ 2 by Lemma 3.4. Hence the tester rejects with probability 2/3 by choosing the hidden constant in s large enough.
We establish Theorem 3.1 by Lemma 3.5.
Proof of Lemma 3.2
The following lemma shows that we can obtain a query access to a class function that is close to f . • For any x ∈ G, with O(log 1/δ) queries to f , we can correctly compute f ′ (x) or find a witness that f is not a class function with probability at least 1 − δ. Moreover, if f itself is a class function, then we can always compute f ′ (x) correctly.
• dist(f ′ , f ) ≤ 3ǫ. In particular, f ′ = f when f itself is a class function.
Proof. For a conjugacy class C, let z * C ∈ D be the unique value that minimizes x∈C |f (x) − z * C | 2 . We define f * : G → D as f * (x) = z * x ♯ . Note that f * is the class function closest to f . We define f ′ : G → D as follows:
We first show the first claim. Our algorithm for computing f ′ (x) is as follows. Given x ∈ G, we pick y 1 , . . . , y s ∈ G for s := O(log 1/δ) uniformly at random, and compute f (y i xy Now we analyze the correctness of the algorithm above. If p x ♯ ≤ 1/2, then with probability at least 1 − δ, we have f (y i xy −1 i ) = f (y j xy −1 j ) for some i = j, and we reject. If p x ♯ > 1/2, with probability at least 1 − δ, the majority of {f (y i xy
is equal to z C . Hence, with probability at least 1 − δ, either we output z C or reject.
Moreover, if f itself is a class function, then we have f ′ (x) = f (x) for any x ∈ G, and our algorithm always outputs f (x) as f ′ (x).
We turn to the second claim. For two functions g, h : G → C and a conjugacy class C, define dist C (g, h) := x∈C |g(x) − h(x)| 2 . We will show that, for each conjugacy class
If C satisfies p C ≤ 1/2, we have nothing to show. Thus suppose p C > 1/2. Then, we have
Since a p C -fraction of values has moved from z C to z * C when constructing f * from f , we have
Combining this with the previous inequality, we have dist
Proof of Lemma 3.2. We first apply the ǫ/6-tester for conjugate invariance (Algorithm 1). If the tester rejects, we immediately reject f as it implies that f does not satisfy P . Otherwise, using Lemma 3.6, we construct a query access to a class function f ′ with δ = O(1/q(ǫ/2)). Then we apply the tester A to f ′ with the error parameter ǫ/2. The query complexity is clearly as stated.
Suppose that f satisfies the property P . Then, we never reject when testing conjugate invariance. Also f ′ (x) = f (x) holds for every x ∈ G and it follows that f ′ satisfies the property P . Hence, the tester A accepts f ′ with probability at least 2/3. Moreover if A is a one-sided error tester, then A accepts f ′ with probability one.
Suppose that f is ǫ-far from the property P . If f is ǫ/6-far from conjugate invariance, then we reject f with probability at least 2/3. Thus assume that f is ǫ/6-close to conjugate invariance. In this case f ′ is a class function that is ǫ/2-close to f . Hence f ′ is still ǫ/2-far from the property P . Then the tester A on f ′ should reject with probability 2/3.
Testing Homomorphism
In this section, we show the following: Theorem 4.1. Homomorphism is one-sided error testable with O(1/ǫ 2 log(1/ǫ)) queries.
We note that, if f : G → C is a homomorphism, then it is a one-dimensional representation and hence an irreducible representation. First we observe that homomorphism implies conjugate invariance.
Lemma 4.2. If f : G → C is a homomorphism, then f is conjugate invariant.
Proof. Since f is a homomorphism, we have for any x, y ∈ G, f (yxy
. By setting y = 1, we have f (x) = f (1)f (x), which means f (x) = 0 or f (1) = 1.
Algorithm 2 (Tester for homomorphism)
Sample x, y ∈ G uniformly at random.
If f (x) = 0 for all x ∈ G, then f is clearly conjugate invariant. If f (x) = 0 for some x ∈ G, then f (1) = 1. In this case, we have f (yxy −1 ) = f (1)f (x) = f (x) and f is again conjugate invariant.
From Lemmas 3.2 and 4.2, to test homomorphism, it suffices to show that homomorphism is one-sided error testable with O(1/ǫ 2 ) queries when the input function is a class function. Our tester is given in Algorithm 2. It is clear that the query complexity is O(1/ǫ 2 ). We next see that Algorithm 2 always accepts homomorphisms: 
Proof. The left hand side is equal to
Now we analyze the expectation in (1) .
Corollary 4.5. For any class function f : G → C, we have
Proof. If f is a class function, then f (ϕ) ij = 0 for any ϕ ∈ G and i = j ∈ [d ϕ ] by Lemma 2.5. Hence, we have the corollary from Lemma 4.4.
The following lemma completes the proof of Theorem 4.1.
Lemma 4.6. If a class function f : G → D is ǫ-far from homomorphism, then Algorithm 2 rejects with probability at least 2/3.
Proof. From Corollary 4.5, we have
For any ϕ with dimension more than one, | f (ϕ) ii | ≤ 1/2 and hence ℜ f (ϕ) ii ≤ 1/2 (see Lemma 2.5). Now consider a one-dimensional irreducible representation ϕ. Since f is ǫ-far from homomorphism, we have
Note that f 2 2 ≤ 1 and
. By choosing the hidden constant in s large enough, we reject with probability at least 2/3.
Testing the Property of Being Proportional to an Irreducible Character
In this section, we show the following:
Theorem 5.1. The property of being proportional to an irreducible character is testable with O(1/ǫ 8 log 2 (1/ǫ)) queries.
As any character is a class function, by Lemma 3.2, it suffices to give a tester with query complexity O(1/ǫ 8 log(1/ǫ)) that works when the input function is a class function. The following fact is crucial for our algorithm.
Lemma 5.2 ([31]
). For a function f : G → C, the following are equivalent.
Algorithm 3 (Tester for being proportional to an irreducible character) Input: A function f : G → D.
1: Let e 1 be the estimation to f 2 2 obtained by applying Lemma 2.1 with the error parameter ǫ 2 /100 and the confidence parameter 1/100. 2: if e 1 < ǫ 2 /2 then accept. Sample x, y ∈ G uniformly at random.
5:
Let e i 5 be the estimation to Ez[f (yzxz −1 )] obtained by applying Lemma 2.1 with the error parameter ǫ 2 /10 and the confidence parameter 1/100s.
6:
Let e i 6 = |f (x)f (y) − f (1)e i 5 | 2 .
7:
if e i 6 > ǫ 4 /100 then reject. 8: accept.
As we can freely change the value of f (1) by multiplying a constant, the second condition is a necesary and sufficient condition of being proportional to an irreducible character.
The most simple test based on Lemma 5.2 is checking whether
] (by estimating the latter by sampling z ∈ G a constant number of times). However, we were unable to handle the term Ex,y,z[f (x)f (y)f (yzxz −1 )f (1)] that naturally arises when analyzing this test. Instead, we estimate |f (x)f (y) − f (1) Ez[f (xyzxz −1 )]| and check whether it is small. The detail is given in Algorithm 3. It is clear that the query complexity of Algorithm 3 is O(1/ǫ 8 log 1/ǫ).
Lemma 5.3. If a function f : G → C is proportional to an irreducible character, then Algorithm 3 accepts with probability at least 2/3.
Proof. By the union bound, all the estimations succeed with probability at least 2/3. Below we assume this indeed happens.
Recall that f (x)f (y) − f (1) Ez[f (yzxz −1 )] = 0 for any x, y ∈ G by Lemma 5.2. Then for each i, e i 6 = |f
. Hence, we accept with probability at least 2/3. Now we turn to the case that f is ǫ-far from being proportional to an irreducible character. We need the following auxiliary lemma.
Proof. We have
f (ϕ) ij ϕ ij (y)
In the third equality, we used the fact that ϕ mj (z −1 ) = ϕ jm (z). This follows from the fact that ϕ(z −1 )ϕ(z) = ϕ(1) = I and ϕ(z) is unitary. Therefore,
In the third equality, we used the fact that Ey ϕ ij (y)ϕ ′ i ′ j ′ (y) is equal to 1/d ϕ if ϕ = ϕ ′ , i = i ′ , and j = j ′ , and is equal to zero otherwise.
Lemma 5.5. If a function f : G → C with f (1) = 1 is ǫ-far from being proportional to an irreducible character, then Algorithm 3 rejects with probability at least 2/3.
Proof. By the union bound, with probability at least 5/6, all the estimations succeed. Below we assume it indeed happens.
From Lemma 5.4, when f is ǫ-far, the expectation of e i 6 is at least
Algorithm 4 (Tester for unitary equivalence)
Sample U ∈ U (d) with respect to the (normalized) Haar measure of U (d).
3:
Let e be the estimation of dist(f, U gU * ) obtained by applying Lemma 2.1 with the error parameter ǫ 2 /100 and the confidence parameter 1/6s.
4:
if e < ǫ 2 /10 then accept. 5: Reject.
We also note that e i 6 ≤ (1 + ǫ 2 /100) 2 ≤ 2. Let p = Pr x,y [e i 6 > ǫ 4 /100]. Then, we have 2 · p + ǫ 4 /100 · (1 − p) ≥ ǫ 4 /25, and it follows that p ≥ ǫ 4 /100. By choosing the hidden constant in s large enough, we reject f with probability at least 2/3.
Testing Unitary Equivalence
In this section, we prove the following:
Our algorithm is described in Algorithm 4. We use the Haar measure on U (d) to sample unitary matrices. We do not need the detailed definition of the Haar measure, and we only have to understand that it defines a probability distribution on U (d). See Section 2.4 for a brief introduction to the Haar measure.
The basic idea of our algorithm and analysis is the following. Suppose that functions f, g : G → D(d) are unitary equivalent, that is, f = U 0 gU * 0 for some unitary matrix U 0 ∈ U (d). Then, by sampling a sufficient number of unitary matrices from the Haar measure, we get a unitary matrix U that is sufficiently close to U 0 in the sense that the Frobenius norm of U − U 0 is small (Lemma 6.3). Then, we can show that the Frobenius norm of f (x) − U g(x)U * is also small for any x ∈ G (Lemma 6.5). On the other hand, if f and g are ǫ-far from being unitary equivalent, then the average Frobenius norm of f (x) − U g(x)U * over x ∈ G is large for any unitary matrix U . Hence, by checking whether there is a unitary matrix U (in the sample) such that the average Frobenius norm is small, we can distinguish the case that f and g are unitary equivalent from the case that f and g are ǫ-far from being unitary equivalent.
Let U ∈ U (d) be a random matrix sampled with respect to the Haar measure. We diagonalize U as U = W ΛW * where W ∈ U (d) and Λ = diag(λ 1 , . . . λ d ). By the unitarity of U , the absolute value of each eigenvalue of U is 1. Therefore we can write λ i = exp( √ −1θ i ) for some θ i ∈ [−π, π), which we call the phase of λ i . We use the following proposition, which is Weyl's integral formula applied to U (d). 
is a normalization constant and dθ is a standard Euclid measure.
We need the following auxiliary lemma, which says that the set of a sufficiently large number of randomly chosen unitary matrices forms an "ǫ-net" of unitary matrices with respect to the Frobenius norm. Lemma 6.3. Let U 0 ∈ U (d) and U be a random matrix sampled with respect to the Haar measure of U (d). For sufficiently small ǫ > 0, the probability
Proof. Since the Haar measure is invariant under left multiplication, we can assume U 0 = I d without loss of generality. Hence, we want to bound Pr[U ∈ B U (d) (ǫ)]. Let λ 1 , . . . , λ d be eigenvalues of U and θ 1 , . . . , θ d be corresponding phases. By the conjugate invariance of Frobenius norm,
Suppose θ 2 ≤ 3ǫ/4. Since θ i 's are sufficiently small, we can expand as 
where we write x ≤ y if x i ≤ y i for each i. Note that if θ ∈ V , |θ i − θ j | ≥ǫ/3 for any i = j. Therefore, we have
(By the fact that ǫ is small enough) Proof. We diagonalize U as W ΛW * , where W ∈ U (d) and Λ = diag(λ 1 , . . . , λ d ). Let λ i = exp( √ −1θ i ) for θ i ∈ R and µ i = 1 − λ i . For z ∈ C, we define log(1 + z) = ∞ i=1 (−1) n+1 z n /n. This Taylor expansion converges for |z| ≤ 1. Note that log λ i = √ −1(θ i + 2πm i ) for some m i ∈ Z. Since U − I d F ≤ ǫ, we can define X = log U . Note that U = exp(X) as z = exp(log z). We have the following formulas: X = log U = log W ΛW * = W (log Λ)W * , log Λ = diag(log λ 1 , . . . , log λ d ), log λ i = √ −1(θ i + 2πm i ) = − √ −1(θ i + 2πm i ) = − log λ i , (log Λ) * = diag(log λ 1 , . . . , log λ d ) = −diag(log λ 1 , . . . , log λ d ) = − log Λ.
Combining these formulas, X * = W (log Λ) * W * = −W (log Λ)W * = −X, that is, X ∈ Skew(d).
Next, we estimate the Frobenius norm of X. The condition
It implies µ i is small enough. So we can expand log λ i = log(1 + µ i ) = µ i + O(µ 2 i ). Therefore | log λ i | 2 = |µ i | 2 + O(µ 3 i ) and we can conclude X 2 F = W (log Λ)W * 2
Lemma 6.5. Let A ∈ D(d) be a matrix and U, V ∈ U (d) be unitary matrices. If U − V F ≤ ǫ for sufficiently small ǫ > 0, then U AU * − V AV * F ≤ 3ǫ.
Proof. Let U 0 = V * U . By a direct calculation, U − V F = U 0 − I d F and U AU * − V AV * F = U 0 AU * 0 − A F . Therefore, we can assume that V = I d . By Lemma 6.4, there exists X ∈ Skew(d) such that X F ≤ 1 and U = exp(2ǫX). Note that U * = exp(−2ǫX). Then, where O(ǫ 2 )J denotes a matrix with each entry having absolute value O(ǫ 2 ). We evaluate the Frobenius norm of the commutator as
where we use the triangle inequality of the Frobenius norm, and the assumption A F ≤ 1. Therefore,
Now, we prove Theorem 6.1.
Proof of Theorem 6.1. We assume that the all the estimations have succeeded, which happens with probability at least 5/6 by the union bound. Suppose that f and g are unitary equivalent and U 0 ∈ U (d) be the unitary matrix with f (x) = U 0 g(x)U * 0 for any x ∈ G. From Lemma 6.3, we sample U such that U 0 − U F ≤ ǫ/10 with probability at least 5/6. From Lemma 6.5, we have Ex∈G[ f (x) − U g(x)U * 2 F ] ≤ 9ǫ 2 /100. For such U , we obtain the estimation e satisfies e < ǫ 2 /10. By the union bound, we accept with probability at least 2/3.
Suppose that f and g are ǫ-far from being unitary equivalent. For every U we sample, we have Ex∈G[ f (x) − U g(x)U * 2 F ] ≥ 4ǫ 2 . Hence, the estimation e satisfies e > ǫ 2 /10 and we accept. To summarize, we reject with probability at least 5/6 > 2/3.
