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Abstract
We give sufficient conditions under which a policy that assigns customers to the Fastest
Available Server, labelled FAS, is optimal in queueing models with multiple independent Poisson
arrival processes and heterogeneous parallel exponential servers. The criterion is to minimize the
long-run average cost per unit time. We obtain results for loss models and for queueing systems
with a finite-capacity or infinite-capacity buffer under a head-of-the-line priority scheme. The
results depend on cost assumptions, so we analyze the robustness of the cost structure and
present counter-examples to illustrate when FAS is not optimal.
1 Introduction
We consider a model in which costs are incurred as a stream of incoming customers to a service
facility are assigned to idle servers. A problem arises of how best to match customers to servers
because there are multiple classes of customers, nonidentical servers, and assignment costs that
depend on class and service rate. This problem is motivated by urban emergency response
systems, such as police, emergency medical, and fire/rescue services, and commercial emergency
services such as roadside assistance, where response vehicles can be seen as heterogeneous servers
due to different capabilities. Upon an emergency call (i.e., a customer arrival), if multiple vehicles
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are idle, a dispatcher must decide which vehicle to send considering the costs of matching the
needs of the caller with the capabilities of available vehicles. A relatively simple decision rule is
to send an idle vehicle that has the lowest assignment cost among all idle vehicles. The tradeoff
is that the assigned vehicle will be temporarily unavailable for a possibly lower-cost assignment
in the immediate future.
Assignment policies that optimize this tradeoff are not necessarily straightforward, so we seek
a simplification: under what conditions would assigning the customer to the fastest available
server minimize expected costs? Such decision-making problems arise also in other contexts such
as mainframe computers with heterogeneous processors and call-centers with varying degrees of
representative skill and experience (for a survey of the latter, see Aks¸in et al. 2007).
There is a rich literature on the assignment of customers to parallel servers. Policies that
assign each customer to the Fastest Available Server (FAS) have been called full-service (So-
bel 1982, 1990), myopic (Katehakis 1985), fastest-queue (Koole 1992), and faster-servers-first
(Armony 2005). In earlier work, Seth (1977) shows that the FAS policy minimizes the long-
run loss of customers due to blocking and abandonments when two heterogeneous servers have
a finite number of buffers; Derman et al. (1980) give sufficient conditions for the FAS policy
to maximize throughput in a loss system of K parallel servers. For subsequent results in loss
models, see Shanthikumar and Yao (1987), Cooper and Palakurthi (1989), Sobel (1990), and
Koole (1992). In the last-mentioned, Koole generalizes the conditions for which the FAS policy
minimizes discounted and long-run average costs when the system owner must first accept or
reject customer arrivals prior to the routing decision and each class has a unique blocking cost
(but does not have a unique cost of assignment to each server).
The assignment of customers to heterogeneous servers by the FAS policy does not necessarily
optimize models with costs that correspond to operating characteristics. Known as the slow
server problem (Lin and Kumar 1984), a policy that intentionally idles slower servers and queues
customers when the queue length falls below a particular threshold can minimize the mean
sojourn time or the mean number of customers in the system (see additional references in
Armony 2005, de Ve´ricourt and Zhou 2006, and Kim et al. 2011). To complicate matters,
policies that minimize the long-run average cost per unit time corresponding to such performance
metrics do not necessarily minimize every reasonable cost criterion, as we demonstrate with a
numerical example in §5.
That said, FAS assignment is intuitively appealing and easy to implement in practice. Thus,
in both loss and waiting room models we present the first set of sufficient conditions on the
reward/cost structure under which the FAS assignment of multiple customer classes to non-
identical servers is optimal. The result for the loss model remedies a shortcoming in Sobel
(1990) which is discussed in Appendix D. Also, §5 presents a counter-example to the optimality
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of the FAS policy in a generalized loss model with service rates depending both on the type of
customer being served and the identity of the server.
Our approach exploits the fact that the loss and waiting room models each yield a continuous-
time Markov decision chain (abbreviated MDC) which is uniformizable (see Jensen 1953 and a
subsequent exposition in Serfozo 1979). We obtain sufficient conditions for the FAS policy to
minimize the total expected discounted cost in n transitions (where n may be finite or infinite)
in the uniformized model, hence it minimizes the total discounted cost and the long-run average
cost per unit time in the MDC.
The sufficient conditions are robust assumptions about the costs of matching customers with
idle servers at different levels of system congestion. These conditions include a property we call
“faster is cheaper” where the cost of a customer’s assignment to server j is less than the cost of
assignment to server k if j’s service rate is higher than k’s, all else the same. This is reasonable in
many contexts including those in which the costs include social elements, such as in emergency
response, and requires no orderings of costs by customer classes, as a numerical example for the
loss model demonstrates in Appendix A. Our cost structure also requires “more congestion is
more expensive” which is to say that assignment costs are non-decreasing in the number of busy
servers.
We model congestion in two ways: a loss model where arrivals are blocked when all servers
are busy (e.g., when ambulances are diverted upon discovering all trauma bays occupied at an
emergency department), and a single queue of infinite capacity which we call a delay model.
In the latter, consistent with the literature on FAS policies, we adopt a head-of-the-line queue
discipline. An alternative approach would be prioritization, say, via the cµ rule (Cox and
Smith 1961). To our knowledge there are few results on the optimality of a cµ-rule-like policy
when many heterogeneous servers experience light traffic; the intuition for this is evident in
the counter-example presented in section 5. Nonetheless, Harrison and Lo´pez (1999), Williams
(2000), and Mandelbaum and Stolyar (2004) show that the cµ rule is optimal in heterogeneous
multi-server systems when traffic is sufficiently intense.
We assume that one server is required per customer. This models many phenomena well,
but it precludes using a batch of servers for each customer, as is sometimes needed in emergency
response (Green 1984), and it does not capture synergies when combinations of servers influence
non-cost queueing performance (Andrado´ttir et al. 2011) and cost (Ahn and Lewis 2011).
This paper is organized as follows. Section 2 formulates the loss model and §3 analyzes it.
Then §4 exploits the similarity between the loss and delay models to prove that the FAS policy
is optimal in the delay model. Section 5 extends the result to the case of finite-capacity buffers,
and gives counter-examples to show why the optimality of the FAS policy cannot be sustained
(unless, perhaps, additional restrictions are imposed) when service rates depend on both the
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server’s identity and the customer’s type. Section 5 also shows why policies that optimize
queueing costs that correspond to operating characteristics do not necessarily minimize other
reasonable cost criteria, which we illustrate through a discussion of the differences between
the results in Shanthikumar and Yao (1987) and this paper. Section 6 summarizes the paper.
Appendix A contains a numerical example of a cost structure without an ordering of customer
classes that satisfies our assumptions. Appendix B proves several results stated in the paper,
including the main theorem. Appendix C gives sufficient conditions for the functional equation
in the delay model to be well-defined. Appendix D explains why the proof of the main result in
Sobel (1990) is flawed and presents a counter-example.
2 Formulation of the Loss Model
In this section we formulate the loss model as a Markov decision chain (MDC) which is regret-
tably difficult to analyze. So we transform it to an equivalent uniformized MDC that is less
difficult to analyze, and specify a recursion with a value function that converges to that of the
uniformized MDC. We show in §3 that the original MDC inherits the structure of an optimal
policy in the recursion. Let Dˆ denote the original MDC which we now formulate.
A stream of customers arrive one at a time and, unless all servers are busy, are assigned to
idle servers. If all servers are busy, then the arrival is blocked from entering the service facility
and turned away. A cost is incurred whenever a customer arrives and is assigned or is blocked.
The initial criterion is to assign arriving customers to idle servers so as to minimize the expected
present value (abbreviated EPV) of the costs over a finite horizon. Subsequent results extend
FAS optimality to the criteria of the EPV of the costs over an infinite horizon and, therefore,
the long-run average cost per unit time. The remainder of this section presents the detailed
formulation of the model and the cost assumptions on which the optimality of FAS is based.
There are J classes of customers who arrive via J independent Poisson arrival processes, and
there are K heterogeneous exponential servers with rates that depend on server identity (but
not on customer type). Let λj be the intensity of the jth arrival process, let λ =
∑J
j=1 λj denote
the cumulative arrival intensity, and let J = {1, 2, ..., J} denote the set of customer classes. We
refer to an arrival from the jth process as a “type-j” customer and we assume that a customer’s
type is known upon arrival. Let µk be the rate of server k; we label the servers with decreasing
service rates, so that µ1 ≥ µ2 ≥ · · · ≥ µK > 0.
At any epoch, the set of K-dimensional busy vectors is
X = {(x1, x2, . . . , xK): xk ∈ {0, 1}, k = 1, . . . ,K}
in which xk is 0 or 1 according to whether server k is idle or busy at that epoch. Let e ∈ X be
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the vector that indicates that every server is busy (i.e., xk = 1 for all k). Let ej be the jth unit
vector in X with all coordinates 0 except for 1 in the jth coordinate.
We assume that an arriving customer must be assigned to a server if at least one is idle,
so nontrivial decision-making epochs occur when a customer arrives to find more than one
server idle. It follows that the respective sets of idle and busy servers to which a customer
can and cannot be assigned, respectively, when x is the busy vector at an arrival epoch, are
I(x) = {k :xk = 0, k = 1, . . . ,K} if x 6= e and B(x) = {k : xk = 1, k = 1, . . . ,K} for all x.
Let “b” label the “action” when a customer arrives to find every server busy and is, therefore,
blocked from entering. It is convenient to define I(e) = {b}. Let #I(·) denote the cardinality
of I(·).
If x is the busy vector at an epoch, the aggregate service rate is
M(x) =
K∑
k=1
xkµk =
∑
k∈B(x)
µk, x ∈ X,
and so M(e) denotes the maximum aggregate service rate with all servers busy.
2.1 Cost Structure
In the original MDC of the loss model, Dˆ, we assume costs are nonnegative, are incurred only
at epochs when customers arrive, and are discounted at continuous-time discount rate α > 0.
The FAS policy is invariant with respect to α, so using the results in this paper does not entail
estimating α. Although we formulate the loss model assuming that costs are incurred only at
arrival epochs, later in this subsection we observe that this encompasses models in which costs
are incurred continuously or at epochs when customers depart. Let cˆ(x, j, k) denote the EPV
of the cost that is incurred when an arriving type-j customer encounters busy vector x and is
assigned to server k.
It is convenient to adopt the convention that cˆ(e, j, k) is the same for all k = 1, ...,K, so
henceforth we simply write cˆ(e, j, b) to denote the cost when a type-j arrival encounters busy
vector e and, hence, is blocked.
For busy vectors x and x′ and i ≤ m, write x  x′ if x = x′ − em + ei. An example
with K = 5 is x = (1, 0, 0, 1, 0)  x′ = (1, 0, 0, 0, 1). A consequence of the labeling convention
µ1 ≥ µ2 ≥ · · · ≥ µK is that x  x′ implies that x and x′ have the same number of busy servers
and M(x) ≥M(x′). Observe that X is not partially ordered by  because it lacks transitivity.
The usual ordering is applied to I(x) (x ∈ X − {e}).
Let θ(x) = min{k : k ∈ I(x)} denote the fastest available server. If an arriving customer
encounters busy vector x, the fastest available server policy (FAS) assigns the customer to server
θ(x).
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Cost assumptions. We make the following assumptions for each j ∈ J and x ∈ X with
#I(x) ≥ 1:
µp
µq
≤ cˆ[x+ eq, j, θ(x+ eq)]
cˆ[x+ ep, j, θ(x+ ep)]
for all p ≤ q with xp = xq = 0; (1)
µθ(x)
µk
≤ cˆ[x, j, k]
cˆ[x, j, θ(x)]
for all k ∈ I(x); (2)
cˆ(x, j, k) ≤ cˆ(x+ eq, j, k) for all k ∈ I(x+ eq), q ∈ I(x). (3)
Assumption (3) posits that expected costs are lower if there are fewer customers present. It is
instructive to rewrite (1) and (2) as
cˆ[x+ ep, j, θ(x+ ep)]
1/µp
≤ cˆ[x+ eq, j, θ(x+ eq)]
1/µq
if p ≤ q with p ∈ I(x) and q ∈ I(x);
cˆ[x, j, θ(x)]
1/µθ(x)
≤ cˆ[x, j, k]
1/µk
for all k ∈ I(x).
First, if the right-side denominator in either (1) or (2) is 0, then interpret it in the rewritten
form. Second, the denominators in the rewritten forms of (1) and (2) are mean service times,
and the left-hand numerators refer to systems with faster aggregate service rates the moment
after assignment. That is, x + ep + eθ(x+p)  x + eq + eθ(x+q) (see Lemma 1 for a proof) and
x+ eθ(x)  x+ ek. Thus, cost assumptions (1) and (2) can be interpreted as “faster is cheaper”
because the assignment resulting in the overall faster system also has the lower expected cost
per unit time. This interpretation is straightforward in (2) where the assigned server denoted
in each numerator matches the index of the expected service time in each denominator. The
same interpretation can be given to (1) by first noting that if p ≤ q and xp = xq = 0, then
µθ(x+ep)
µθ(x+eq)
≤ µp
µq
(see the proof in Lemma 3, Appendix B). Therefore, if p ≤ q, (1) implies
cˆ[x+ ep, j, θ(x+ ep)]
1/µθ(x+ep)
≤ cˆ[x+ eq, j, θ(x+ eq)]
1/µθ(x+eq)
with p ∈ I(x), q ∈ I(x), and matching server indices in numerators and denominators.
Notice that (2) implies
cˆ[x, j, θ(x)] = min{cˆ(x, j, k) : k ∈ I(x)} because
µk cˆ[x, j, θ(x)] ≤ µθ(x)cˆ[x, j, θ(x)] ≤ µk cˆ(x, j, k)
with the left and right inequalities implied by µθ(x) ≥ µk for all k ∈ I(x) and (2), respectively.
Robustness of the cost structure. The foregoing specification of costs incurred only at
arrival epochs is known to encompass various queueing-cost models in which costs are incurred
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continually while a customer is present in the system, and at departure epochs. Therefore, there
is no loss of generality in our formulation with the costs incurred only upon arrival. For example,
suppose that Ljk is incurred when a type-j customer departs after having been served by server
k, and let τk be an exponential random variable with parameter µk. If a type-j customer is
assigned to server k, then the EPV of Ljk evaluated at the customer’s arrival epoch is
LjkE
(
e−ατk
)
= Ljk
µk
α+ µk
which depends only on j and k, so it can become an element of cˆ(x, j, k). Similarly, if Ljk is a
continuously incurred cost rate from the arrival epoch to the departure epoch during a class-j
customer’s service by server k, then its EPV (evaluated at the customer’s arrival epoch) is
LjkE
(∫ τk
0
e−αtdt
)
= Ljk α
α+ µk
which again depends only on j and k, so it too can become part of cˆ(x, j, k). Such continuous cost
rates may include the activation of server k during its processing of a type-j job, or alternatively
the cost of holding that job in the system. In systems with a queue such as the delay model,
Ljk excludes any costs incurred during a type-j job’s wait in line. We show in Section 4 that
such costs can also be made part of the cost at arrival cˆ(x, j, k).
2.2 Markov Decision Chain (MDC) Formulation
In this model, decisions are made only at arrival epochs, so the specification of the state must
provide relevant information at such epochs. Thus, the state must specify whether each server
is busy or idle, i.e., the busy vector x, and the type of the newly arrived customer j. Therefore,
the state space is X × J and I(x) is the set of feasible actions in state (x, j).
The initial criterion is to minimize the EPV of the costs over a finite horizon. We begin
with a finite-horizon to infer a functional equation satisfied by the value function of the infinite-
horizon problem, extend it to the infinite horizon, identify the corresponding equation in the
uniformized MDC, use the latter equation in §3 to infer the optimality of FAS for EPV criteria
in the uniformized MDC, and, therefore, its optimality for the criterion of the long-run average
cost per unit time in the original MDC. Let fˆn(x, j) denote the minimal EPV of the time stream
of costs evaluated at the moment when a type-j customer arrives at a system with busy vector x
that will shut down after n transitions (a combined total of n arrivals and service completions),
n = 1, 2, ...
If #I(x) ≥ 1, then the type-j customer is assigned to an idle server k, the expected cost
cˆ(x, j, k) is incurred, and the new busy vector is x+ ek. It is useful to appreciate that the time
stream of future costs depends on the new busy vector but not on j, the type of the customer
who has just been assigned; all of the cost consequences of j are captured in cˆ(x, j, k).
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The moment after a transition—i.e., immediately after either a newly arrived customer has
been assigned to an idle server (or blocked from entry if x = e) or a service completion has
occurred—we let x denote the resulting busy vector and hˆn(x) the minimal EPV of the time
stream of costs if the system will shut down after n transitions. As we subsequently explain,
fˆn(x, j) and hˆn(x) satisfy the following recursion where hˆ0(·) ≡ 0:
fˆn(x, j) =
 min{cˆ(x, j, k) + hˆn(x+ ek) : k ∈ I(x)} if #I(x) ≥ 1cˆ(e, j, b) + hˆn(e) if x = e j ∈ J
(4a)
hˆn(x) =
∑
m∈B(x)
(
µm
λ+M(x) + α
)
hˆn−1(x− em) +
J∑
i=1
(
λi
λ+M(x) + α
)
fˆn−1(x, i). (4b)
The recursion begins with the specification of hˆ0 ≡ 0 in (4a) to calculate fˆ0; then hˆ0 and fˆ0 are
used in (4b) to calculate hˆ1, and so on.
The first term on the right side of (4b) is associated with the next transition being the
departure of the customer who is currently being processed by server m, and the second term
is associated with the next transition being the arrival of a type-i customer. The probability of
the former event is µm/[λ+M(x)] and, if it occurs, the expected value of the discounted elapsed
time until the next transition is [λ+M(x)]/[λ+M(x) + α]. The product of these quantities is
the coefficient of hˆn−1(x−em) in (4b). Similarly in the second term on the right side of (4b), the
probability that the next transition is due to the arrival of a type-i customer is λi/[λ + M(x)]
and, if it occurs, the expected value of the discounted elapsed time until the next transition is
[λ + M(x)]/[λ + M(x) + α]. The product of these quantities is the coefficient of fˆn−1(x, i) in
(4b).
The recursion (4a) and (4b) corresponds to a finite-horizon discounted Markov decision
process (MDP) with finitely many states and actions. Therefore, as n → ∞ there are unique
limit functions fˆ(·, ·) and hˆ(·) that satisfy the following functional equation (and which do not
depend on the specification of fˆ0(·, ·) ≡ 0 and hˆ0(·) ≡ 0):
fˆ(x, j) =
 min{cˆ(x, j, k) + hˆ(x+ ek) : k ∈ I(x)} if #I(x) ≥ 1cˆ(e, j, b) + hˆ(e) if x = e j ∈ J (5a)
hˆ(x) =
∑
m∈B(x)
(
µm
λ+M(x) + α
)
hˆ(x− em) +
J∑
i=1
(
λi
λ+M(x) + α
)
fˆ(x, i). (5b)
2.3 Uniformized MDC Formulation
In (5b), the dependence on x of the coefficients µm/[λ + M(x) + α] and λi/[λ + M(x) + α]
obstructs the analysis of (5a) and (5b). Replacing the original MDC, Dˆ, with its uniformized
counterpart, labelled D, removes this obstacle and considerably simplifies the ensuing analysis.
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In Dˆ, when an MDC enters a state, it resides there for a length of time with an exponential
distribution having a rate that depends on the state and the action taken. In Dˆ, let γ(x, j, k)
denote the rate of the exponentially distributed transition time immediately following the as-
signment of a type-j customer to server k. Since Dˆ corresponds to an MDC with finitely many
states and actions, γ(x, j, k) has a uniform upper bound. Specifically, γ(x, j, k) ≤ λ+M(e) <∞,
and so MDC Dˆ corresponds to a uniformized MDC D, in which the transition probabilities and
costs are modified to retain the marginal distributions of Dˆ, but the transition rates are the same
for every combination of state and action (Jensen 1953, Serfozo 1979). This property is achieved
by introducing fictional transitions back to the state from which the process is departing.
The costs in D are denoted c(·, ·, ·) and they are given by the formula c(x, j, k) = cˆ(x, j, k)[α+
γ(x, j, k)]/[α+ λ+M(e)]. We choose the unit of time so λ+M(e) = 1. Therefore,
c(x, j, k) = cˆ(x, j, k)[α+ λ+M(x+ ek)]/(α+ 1) (6a)
c(e, j, b) = cˆ(e, j, b)[α+ λ+M(e)]/(α+ 1) = cˆ(e, j, b). (6b)
Let β = 1/(1+α) and let f denote the value function for the uniformized MDC. The domain
of f , like fˆ , is X × J , and (5a) and (5b) imply that it satisfies the following equation:
f(x, j) =
 min{c(x, j, k) + h(x+ ek) : k ∈ I(x)} if #I(x) ≥ 1c(e, j, b) + h(e) if x = e j ∈ J (7a)
h(x) = β
∑
m∈B(x)
µmh(x− em) + β
J∑
i=1
λif(x, i) + β[M(e)−M(x)]h(x). (7b)
Analogous to (5a), the minimand of (7a) is the sum of the immediate cost c(x, j, k) and the EPV
of the subsequent cost. The latter, h(x+ ek), depends only on the busy vector x+ ek resulting
from the assignment of the new customer. In (7b), µm is the probability that the next event
will be the completion of service by server m, λi is the probability that the next event will be
the arrival of a type-i customer, and
1−
 ∑
m∈B(x)
µm + λ
 = M(e)−M(x)
is the probability of a fictional return to h(x). So in the uniformized MDC, when the assignment
of an arriving customer results in the busy vector x, the right side of (7b) is the EPV of the
subsequent costs.
Equations (7a) and (7b) correspond to a discrete-time MDP with the criterion of minimizing
the EPV of costs over an infinite horizon. The discount factor is β = 1/(1 + α) which, unlike
the discount factor in Dˆ, is invariant with respect to x. Therefore, the value functions fn in the
following recursion (n = 0, 1, 2, . . . ) converge point-wise to f , the unique solution of (7a) and
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(7b) regardless of the choice of h0:
fn(x, j) =
 min{c(x, j, k) + hn(x+ ek) : k ∈ I(x)} if #I(x) ≥ 1c(e, j, b) + hn(e) if x = e j ∈ J (8a)
hn(x) = β
∑
m∈B(x)
µmhn−1(x− em) + β
J∑
i=1
λifn−1(x, i) + β[M(e)−M(x)]hn−1(x). (8b)
The recursion begins with a specification of h0 in (8a) to calculate f0, then h0 and f0 are used
in (8b) to calculate h1, and so on.
3 Optimality of the FAS Policy
This section presents the primary properties of the loss model with results that ultimately lead
to the optimality of the FAS policy. All proofs are available in Appendix B.
Theorem 1. Assumptions (1), (2), (3), and h0(·) ≡ 0 imply for each n that k = θ(x) achieves
the minimum in (8a).
The theorem states that the FAS policy minimizes the EPV of costs in the uniformized
MDC for every length of finite horizon. Using standard arguments, it follows that the FAS
policy minimizes the EPV of costs in the original MDC for every finite horizon and in the
uniformized MDC with an infinite horizon.
Corollary 1. Assumptions (1), (2), and (3) imply that k = θ(x) achieves the minimum in (4a)
and (7a).
Due to the relation between MDCs with and without uniformization, Corollary 1 implies
that the FAS policy is optimal in the infinite-horizon MDC prior to uniformization. This result,
stated next, has considerable practical importance because it neither depends on the value of
the continuous-time discount rate α nor requires estimating it.
Corollary 2. Assumptions (1), (2), and (3) imply that k = θ(x) achieves the minimum in
(5a).
The proof of the theorem is intertwined with the proof of the following proposition.
Proposition 1. For all k ∈ I(x), x ∈ X with #I(x) ≥ 1, and n = 1, 2, ...,
hn(x) ≤ hn(x′) if x  x′, and (9)
hn(x) ≤ hn(x+ ek), k ∈ I(x). (10)
That is, for every finite horizon length in the uniformized model, there are two ways in which
the minimal EPV of costs is a monotone function of the busy vector. The first is in the sense of
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the ordering , namely that if x and x′ have the same number of busy servers, but the aggregate
service rate is higher at x than at x′, then the EPV will be lower with x than with x′. The
second is in the sense that converting a server from idle to busy leads to higher costs.
The unified proof of Theorem 1 and Proposition 1 uses the following two preliminary results
(with proofs in Appendix B).
Lemma 1. If x  x′, then θ(x) ≥ θ(x′) and x+ eθ(x)  x′ + eθ(x′).
Thus, if x and x′ have the same number of busy servers, but the aggregate service rate is higher
at x than at x′, there are two consequences. First, the index of the fastest idle server at x is
at least as high as the index of the fastest idle server at x′. Second, if the fastest idle server
becomes busy at x and x′, then the augmented version of x retains a higher aggregate service
rate than the augmented version of x′.
Lemma 2. Assumption (1) implies
c[x, j, θ(x)] ≤ c[x′, j, θ(x′)] for all x  x′. (11)
So “faster is cheaper” in the sense of (1) has the following consequence. Suppose that x and
x′ have the same number of busy servers, but the aggregate service rate is higher at x than at
x′. Then in the uniformized model, there is a lower immediate cost of assigning a newly-arrived
customer to the fastest idle server in x than in x′.
Both the MDC model (prior to uniformization) and the uniformized MDC model correspond
to MDPs with finitely many states and actions. So standard arguments (see Appendix B) have
the following consequence of Corollaries 1 and 2 which is the primary result for the loss model.
Corollary 3. In the loss model (in both the original MDC and the uniformized MDC), assump-
tions (1), (2), and (3) imply that the FAS policy minimizes the long-run average cost per unit
time.
We conclude that under assumptions (1), (2), (3), the FAS policy minimizes the EPV of
costs over an infinite horizon and, most importantly, minimizes the long-run average cost per
unit time.
4 Delay Model
This section explains that the FAS policy is optimal in a delay model with an unbounded queue
capacity under the same assumptions that sustained optimality in the loss model. As in the
loss model, there are J independent Poisson arrival processes and K heterogeneous exponential
servers labeled so that µ1 ≥ µ2 ≥ · · · ≥ µK . So an assignment decision must be made whenever
a customer arrives at a system with two or more free servers; the decision is trivial if there is
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one free server. Otherwise, the customer joins the queue and is matched with the next available
server using a head-of-the-line priority scheme. We further assume that queued customers are
patient and that no servers are idle while there are customers in the queue.
Notation. Due to the unbounded waiting room, we replace the K-dimensional busy vector
in the loss model with an infinite-dimensional vector
x = (x1, x2, . . . , xK , xK+1, xK+2, . . . )
where the first K components are the same as in the loss model: if 1 ≤ k ≤ K, then xk = 0 or
1 according to whether server k is idle or busy.
Let N(x) be the number of customers in the system when the vector is x; xk = 0 for all
k > max{N(x),K}. If N(x) > K, then there are N(x)−K customers in the queue and xk ∈ J
for k = K + 1, . . . , N(x). That is, if N(x) > K, then xK+1, . . . , xN(x) are the “types” of the
customers in the queue. With this specification, N(x) is the number of non-zero components of
x which we continue to call a busy vector.
For busy vectors x and x′, we extend the notation x  x′ to the delay model as follows:
x  x′ if x = x′ − em + ei for i ≤ m. Notice that this is possible only if N(x) = N(x′) < K.
Thus, Lemmas 1 and 2 remain valid for the delay model (with unaltered proofs). In the sequel,
we refer to those lemmas although they were originally stated for the loss model. Let ej denote
the jth unit vector with denumerably many coordinates all of which are 0 except for the jth
coordinate which is 1.
Upon a departure, if x is the busy vector the moment before server i completes serving a
customer, we let T (x) denote the new busy vector immediately after the customer leaves the
system. If N(x) ≤ K, then T (x) = x − ei. If N(x) > K, then T (x) does not depend on i and
its components are T (x)k = xk = 1, k = 1, ...,K, and T (x)k = xk+1 for all k > K.
The following notation is similar to definitions in the loss model (but not precisely the same
because x here has denumerably many components). Let B(x) = {k : xk = 1, 1 ≤ k ≤ K},
I(x) = {k : xk = 0, 1 ≤ k ≤ K}, and M(x) =
∑
k∈B(x) µk. As in the loss model, choose units
so λ+
∑K
m=1 µm = 1 and let β = 1/(1 + α). Therefore, if N(x) ≥ K, M(x) = 1− λ.
Cost structure. We continue to use the label b when a customer arrives to find every server
busy; here, such a customer joins the queue, but b in the loss model signified that the customer
was blocked from entering the system. If N(x) < K, then cˆ(x, j, k) denotes the expected cost
when a type-j arriving customer encounters busy-vector x and is assigned to server k ∈ I(x). If
N(x) ≥ K, then cˆ(x, j, b) denotes the expected cost when a type-j arriving customer encounters
busy-vector x and must join the queue.
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Robustness of the cost structure. The foregoing specification of costs encompasses
many special cases. First, we give an example in which cˆ(x, j, b) depends on the customer-type
j. Suppose that customers impose costs on the system that depend on how long they wait in the
queue, and their cost rates depend on their types. Let bj denote the rate for a type-j customer.
When a type-j customer joins the queue with the system having a busy vector x, there are
N(x) − K customers already in the queue, so the new customer’s queueing time is a gamma
random variable (r.v.) that is the sum of N(x)−K+1 independent exponential r.v.s, each with
the rate
∑K
k=1 µk which we denote µ. The reason is that the newly arrived customer’s service
begins only after all of the N(x)−K customers ahead of the new arrival have been assigned to
servers, and the first of them begins service only after one of the K customers currently being
served leaves the system.
Thus, the new arrival’s queueing time is a gamma r.v. with parameters µ and n = N(x)−
K + 1. Therefore, the EPV of the queueing cost that this customer imposes on the system is
bj
∫ ∞
0
µe−µy
(µy)n−1
(n− 1)!
∫ y
0
e−αadady = bj
1
α
[
1−
(
µ
µ+ α
)n]
in which the right-hand side results from a standard expansion and rearrangement of the left-
hand side.
Second, we give an example in which cˆ(x, j, b) depends on the identity of the server who
processes the type-j customer. Let Ljk be the EPV of cost, billed at the beginning of service,
when a type-j customer is processed by server k. Note that regardless of the numerical value
of N(x) or of N(x) −K (the size of the queue), the probability that a customer who joins the
queue will be processed by server k is µk/µ. So the EPV of the cost of “matching” the arriving
type-j customer with the server who processes that customer is
K∑
k=1
Ljk
µk
µ
=
1
µ
K∑
k=1
µkLjk.
Similarly, one may compute the EPV of a cost incurred at the end of service or the EPV of
continuous costs incurred during service.
4.1 MDC in the Delay Model
This notation yields the following representation of the finite-horizon MDC (which is analogous
to (4a) and (4b)) in which the boundary conditions are fˆ0(·, ·) ≡ 0 and hˆ0(·) ≡ 0:
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fˆn(x, j) =
 min{cˆ(x, j, k) + hˆn(x+ ek) : k ∈ I(x)} if N(x) < Kcˆ(x, j, b) + hˆn(x+ jeN(x)+1) if N(x) ≥ K (12a)
hˆn(x) =

∑
m∈B(x)
(
µm
λ+M(x)+α
)
hˆn−1(x− em)
+
∑J
i=1
(
λi
λ+M(x)+α
)
fˆn−1(x, i) if N(x) < K
β
∑K
m=1 µmhˆn−1(x− em)
+β
∑J
i=1 λifˆn−1(x, i) if N(x) = K
β(1− λ)hˆn−1[T (x)]
+β
∑J
i=1 λifˆn−1(x, i) if N(x) > K.
(12b)
The coefficient β in (12b) is implied by β = 1/(1 + α) and 1 = λ+
∑K
m=1 µm.∑
m∈B(x)
µm
λ+M(x) + α
=
∑K
m=1 µm
λ+
∑K
m=1 µm + α
=
1− λ
1 + α
= β(1− λ).
The recursion (12a) and (12b) corresponds to a finite-horizon discounted MDP with finitely
many actions and denumerably many states. Therefore, by suitably bounding the rate at which
cˆ(x, j, k) can grow as N(x) increases, as n → ∞ there are unique limit functions fˆ(·, ·) and
hˆ(·). See Appendix C for a suitable bound. The limit functions satisfy the following functional
equations (which are analogous to (5a) and (5b) and do not depend on the specification of
fˆ0(·, ·) ≡ 0 and hˆ0(·) ≡ 0):
fˆ(x, j) =
 min{cˆ(x, j, k) + hˆ(x+ ek) : k ∈ I(x)} if N(x) < Kcˆ(x, j, b) + hˆ(x+ jeN(x)+1) if N(x) ≥ K (13a)
hˆ(x) =

∑
m∈B(x)
(
µm
λ+M(x)+α
)
hˆ(x− em)
+
∑J
i=1
(
λi
λ+M(x)+α
)
fˆ(x, i) if N(x) < K
β
∑K
m=1 µmhˆ(x− em)
+β
∑J
i=1 λifˆ(x, i) if N(x) = K
β(1− λ)hˆ[T (x)]
+β
∑J
i=1 λifˆ(x, i) if N(x) > K.
(13b)
4.2 Uniformized MDC in the Delay Model
The logic that leads from the MDC functional equations (13a) and (13b) to their uniformized
counterparts is similar to the logic for the loss model at the beginning of §2.3. There is an
analogous parallelism for the uniformized MDCs in the loss and delay models. So here we
explain only the cost function formula in the uniformized model. In contrast to (6a) and (6b),
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here
c(x, j, k) = cˆ(x, j, k)[α+ λ+M(x+ ek)]/(α+ 1) if N(x) < K (14a)
c(x, j, b) = cˆ(x, j, b) if N(x) ≥ K. (14b)
If N(x) < K, (14a) corresponds exactly to (6a). If N(x) ≥ K, (14b) results from
c(x, j, b) = cˆ(x, j, b)
[
α+ λ+
K∑
k=1
µk
]
/(α+ 1)
= cˆ(x, j, b)
[
α+ λ+ 1− λ]/(α+ 1)
= cˆ(x, j, b)(α+ 1)/(α+ 1) = cˆ(x, j, b).
The following functional equations for the uniformized MDC use 1−λ = ∑Km=1 µm and they
correspond to (13a) and (13b) in the same way that (7a) and (7b) correspond to (5a) and (5b):
f(x, j) =
 min{c(x, j, k) + h(x+ ek) : k ∈ I(x)} if N(x) < Kc(x, j, b) + h(x+ jeN(x)+1) if N(x) ≥ K (15a)
h(x) =

β
∑
m∈B(x) µmh(x− em) + β
∑J
i=1 λif(x, i)
+β[1− λ−M(x)]h(x) if N(x) < K
β
∑K
m=1 µmh(x− em) + β
∑J
i=1 λif(x, i) if N(x) = K
β(1− λ)h[T (x)] + β∑Ji=1 λif(x, i) if N(x) > K.
(15b)
In the case N(x) = K there are two right-hand terms instead of three because the third would
be β(1− λ− µ)h(x) which is zero because λ+ µ = 1.
Equations (15a) and (15b) correspond to an MDP with the criterion of minimizing the EPV
of costs over an infinite horizon and a discount factor β = 1/(1 + α). Therefore, the value
functions fn and hn in the following recursion (n = 0, 1, 2, . . . ) converge point-wise to f , the
unique solution of (15a) and (15a) regardless of the choice of h0 and f0. This statement is valid
if the rate at which cˆ(x, j, k) can increase as N(x) increases is suitably bounded. A suitable
bound here is essentially the same as for (12a) and (12b). See Appendix C for such a bound.
The recursion is
fn(x, j) =
 min{c(x, j, k) + hn(x+ ek) : k ∈ I(x)} if N(x) < Kc(x, j, b) + hn(x+ jeN(x)+1) if N(x) ≥ K (16a)
hn(x) =

β
∑
m∈B(x) µmhn−1(x− em) + β
∑J
i=1 λifn−1(x, i)
+β[1− λ−M(x)]hn−1(x) if N(x) < K
β
∑K
m=1 µmhn−1(x− em) + β
∑J
i=1 λifn−1(x, i) if N(x) = K
β(1− λ)hn−1[T (x)] + β
∑J
i=1 λifn−1(x, i) if N(x) > K.
(16b)
The key to the proof of the optimality of FAS in the delay model is that the minimization
equation in (16a) is nearly the same as the minimization equation in (8a).
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4.3 Optimality of FAS in the Delay Model
The same cost assumptions that yield optimality of FAS for the loss model imply that it is
optimal in the delay model. The reason is that the proof of Theorem 1 and Proposition 1
remains valid here with no significant change.
Corollary 4. Assumptions (1), (2), and (3) imply that k = θ(x) achieves the minimum in
(12a), (13a), (15a), and (16a) and minimizes the long-run average cost per unit time.
5 Extensions and Counter-Examples
This section extends the loss and delay models to systems with finite-capacity buffers, addresses
the distinction between the minimization of costs corresponding to operating characteristics and
the minimization of more general costs, and presents a counterexample and intuition as to why
the FAS policy may not minimize costs when service rates depend on the customer types in
addition to the server’s identity.
5.1 Finite-Capacity Queues
Consider a model similar to the loss and delay models except that it has a finite waiting room
of size L. Thus, if there are fewer than K +L customers in the system, an arriving customer is
accepted into the system and immediately assigned to a server if one is available and otherwise
added to the queue. If the number of customers in the queue grows to L, then further arrivals are
rejected until the number in the queue drops below L. For example, when the server assignment
is facilitated via a call center, there is a finite number of trunk lines, and, therefore, limited
waiting space. The results of §3 can be extended to this model. So in a model with a finite
waiting room, the FAS policy is optimal with respect to the expected discounted cost in finite
and infinite horizons, and the long-run average cost per unit time under the same assumptions
as in the loss model.
5.2 Costs that Correspond to Queueing System Performance
Assignment policies that minimize costs corresponding to an operating characteristic of the
queueing system may not minimize every reasonable cost structure. To illustrate, consider
the finite buffer capacity model in Shanthikumar and Yao (1987) that differs from our finite
waiting room model only in that the inter-arrival times are not necessarily exponentially dis-
tributed. The objectives are to stochastically minimize the number of customers in the system
and stochastically maximize the number of jobs processed by the system. These criteria induce
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a partial ordering of the set of all policies while our criterion induces a complete ordering of poli-
cies. However, their optimal policy coincides with ours, and, therefore, one might ask whether
a policy that stochastically minimizes the number of customers in the system will necessarily
minimize every reasonable cost criterion.
The following counterexample shows that their powerful results do not imply the optimality
of the FAS policy. Let the cost of assignment be cˆ(x, j, k) = [hj + v(µk)]/µk where hj is the
class-j holding cost per unit time and v(µk) is the service cost per unit time for server k. Let
L = 0 (i.e., loss model with no buffer), J = 1, K = 3, λ = 1, h = 1, cˆ(e, j, b) = 5, µ1 = 6,
µ2 = 5, µ3 = 1 and v(µk) = vk with v1 = 20, v2 = 5, and v3 = 1. First, this cost structure
is precluded by our assumptions because it violates (1) and (2). Second, let pi denote a policy
that assigns incoming customers to the available servers in the following order: server 2, server
1 and server 3. Using their criterion and results, the FAS policy outperforms policy pi. However,
if the performance of these policies is evaluated by comparing the average cost per unit time in
each case, then the average cost per unit time for policy FAS is 1.59, while the average cost per
unit time for policy pi is 0.78. So the FAS policy is sub-optimal according to our criterion.
Thus the optimality of the FAS policy depends not only on the arrival process and service
distribution, but also on the particular structure of the costs.
5.3 Service Rates
In the three models in which we have proved that the FAS policy is optimal, the service rates
depend only on the identity of the server. Instead, augment the loss model in §2 so that the
service rate µkj depends both on the the type of server k and the type of customer j being
served. The following counter-example refutes a conjecture that the FAS policy is optimal with
this generalization without further restrictions.
Consider a loss model with J = K = 2, λ1 = 0.9, λ2 = 0.1, µ11 = 30, µ21 = µ12 = 3, and
µ22 = 2. Both servers are faster with a type-1 customer than a type-2 customer, server 1 is
much faster than server 2 on a type-1 customer, and type-1 customers arrive more frequently
than type-2 customers. Under the FAS policy, both types of customers who arrive to find the
system empty are assigned to server 1.
If a customer arrives to find the system empty, another policy labeled ALT assigns customer
type j to server j, j = 1, 2. This policy reserves server 1 for type-1 customers who arrive more
often and are processed more rapidly than type-2 customers. We show that ALT dominates
FAS in the sense that the blocking probability is lower.
For each policy, it is a straightforward task to write and solve the balance equations of the
induced continuous-time Markov chain. The blocking probability is the stationary probability
of having two customers in the system, and corresponds to the cost structure cˆ(e, ·, b) ≡ 1 and
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cˆ(x, j, k) = 0 if x 6= e which satisfies assumptions (1), (2), and (3). These probabilities under
policies FAS and ALT, respectively, are 0.00591 and 0.00339. Since blocking probability is a
special case of long-run average cost per unit time, we conclude that the FAS policy need not
be optimal for models in which service rates depend both on server type and customer type.
6 Summary
Diverse applications have streams of arriving customers who must be matched with idle het-
erogeneous servers. Even in simple multi-channel models with heterogeneity, some performance
criteria lead to complicated optimal matching policies. So we identify sufficient conditions that
yield a simply structured optimal policy that can be implemented easily. That policy, the fastest
available server (FAS) policy, assigns each customer to the fastest idle server.
In our models, multiple classes of customers arrive via independent Poisson processes and
service times are exponentially distributed with server-specific rates. Costs are incurred at
moments of time when customers enter the system but this encompasses many models in which
costs are incurred continuously or at the end of service. The expected cost at such a moment
depends on the “busy vector,” namely which servers are free and which are idle, the class of the
customer who is being assigned to a server, and the identity of the server to which the customer
is assigned.
We consider loss, delay, and finite waiting room queueing models. In the loss model, cus-
tomers are blocked from entering the service system if all the servers are busy. In the delay
model, a customer joins a single queue if all the servers are busy at the moment of arrival.
Customers are matched with servers with a head-of-the-line discipline as servers become avail-
able. The finite waiting room model is the same as the delay model except that a customer who
arrives when the waiting room is full is blocked from entry. We give detailed treatments of the
loss and delay models, and in §5 we link the results for the delay model to the results for the
finite waiting room model.
In the cost structure of the loss model, we assume that at arrival epochs, more customers
in the system imply higher expected costs. We also make assumptions which correspond to
“faster is cheaper.” None of our assumptions concern the comparative intensities of the arrival
processes for different classes of customers. These assumptions and uniformizing the resulting
continuous-time Markov decision chain lead to preliminary results. They in turn imply that
the FAS policy minimizes the expected discounted cost during all horizons, finite and infinite
regardless of the discount factor. Hence, the FAS policy minimizes the long-run average cost
per unit time.
In the delay model, the uniformized continuous-time Markov decision chain bears similarities
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to its counterpart in the loss model because non-trivial assignment decisions are made in systems
with two or more free servers. So essentially the same cost structure assumptions lead to the same
conclusion: the FAS policy minimizes the expected discounted cost during all finite horizons and
the infinite horizon, and, therefore, it minimizes the long-run average cost per unit time.
Our results consist of sufficient, but not necessary, conditions on the cost structure for FAS
to be optimal. In Appendix A we give an example of a cost structure that satisfies the sufficient
conditions. In §5 we comment on some features of cost structures which would not necessarily
satisfy the sufficient conditions for optimality of FAS and for which the FAS policy may be
sub-optimal. These include customer class-specific holding cost rates and server-specific costs
per unit time that depend on whether a server is active or idle. Therefore, we believe that
necessary and sufficient conditions for optimality of FAS, whatever they may be, are not much
weaker than our sufficient conditions.
19
Appendix A. Numerical Example that Satisfies the Suffi-
cient Conditions
Example 1. The following cost structure in the loss model with J = 3 customer classes and
K = 2 servers with µ1 = 4 and µ2 = 2 satisfies assumptions (1), (2), and (3):
cˆ[(0, 0), 1, 1] = 0.3, cˆ[(0, 0), 1, 2] = 3, cˆ[(1, 0), 1, 2] = 4, cˆ[(0, 1), 1, 1] = 1, cˆ[(1, 1), 1, b] = 2,
cˆ[(0, 0), 2, 1] = 0.6, cˆ[(0, 0), 2, 2] = 2.5, cˆ[(1, 0), 2, 2] = 3, cˆ[(0, 1), 2, 1] = 3, cˆ[(1, 1), 2, b] = 1,
cˆ[(0, 0), 3, 1] = 1.0, cˆ[(0, 0), 3, 2] = 2, cˆ[(1, 0), 3, 2] = 2, cˆ[(0, 1), 3, 1] = 2, cˆ[(1, 1), 3, b] = 3.
Note that for each x and k ∈ I(x), there is no particular ordering among cˆ[x, 1, k], cˆ(x, 2, k),
and cˆ(x, 3, k).
Appendix B. Proofs of Main Results
Lemma 1. If x  x′ then θ(x) ≥ θ(x′) and x+ eθ(x)  x′ + eθ(x′).
Proof. If x  x′, then by definition x − ei = x′ − em for some i ≤ m. If i = m, the result is
trivial. If i < m and at least one server k < i is idle in x (and therefore in x′), then θ(x) = θ(x′)
and it follows that x+ eθ(x)  x′+ eθ(x′). The remainder of the proof is for the case i < m with
no idle server k < i. This implies either i = 1 or all servers k < i are busy in both x and x′,
and so i is the idle server with the smallest index in x′, and the index of the fastest idle server
in x exceeds i. Therefore θ(x) > θ(x′). If θ(x′) = i < θ(x) = m, then x + eθ(x) = x′ + eθ(x′).
Otherwise i < θ(x) < m and so x + eθ(x) and x′ + eθ(x′) coincide in all but positions θ(x) and
m with server θ(x) busy in x+ eθ(x) but idle in x′ + eθ(x′) and server m busy in x′ + eθ(x′) but
idle in x+ eθ(x). Thus by definition, x+ eθ(x)  x′ + eθ(x′).
Lemma 2. Assumption (1) implies inequality (11).
Proof. Using definition (6a),
(α+ 1) (c[x′, j, θ(x′)]− c[x, j, θ(x)])
= cˆ[x′, j, θ(x′)][α+ λ+M(x′ + eθ(x′))]− cˆ[x, j, θ(x)][α+ λ+M(x+ eθ(x))]
= (α+ λ)
(
cˆ[x′, j, θ(x′)]− cˆ[x, j, θ(x)]
)
(17)
+cˆ[x′, j, θ(x′)]M(x′ + eθ(x′))− cˆ[x, j, θ(x)]M(x+ eθ(x)]. (18)
Now x  x′ corresponds to x = x′ − em + ei with i ≤ m so µi ≥ µm. Therefore, (1) implies
µmcˆ[x, j, θ(x)] ≤ µicˆ[x, j, θ(x)] ≤ µmcˆ[x′, j, θ(x′)], so
cˆ[x, j, θ(x)] ≤ cˆ[x′, j, θ(x′)]. (19)
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Therefore, the quantity in (17) is nonnegative and
(α+ 1) (c[x′, j, θ(x′)]− c[x, j, θ(x)])
≥ cˆ[x′, j, θ(x′)]M(x′ + eθ(x′))− cˆ[x, j, θ(x)]M(x+ eθ(x)]
= cˆ[x′, j, θ(x′)]
(
M(x′) + µθ(x′)
)
− cˆ[x, j, θ(x)]
(
M(x) + µθ(x)
)
(20)
= cˆ[x′, j, θ(x′)]M(x′)− cˆ[x, j, θ(x)]M(x) (21)
+cˆ[x′, j, θ(x′)]µθ(x′) − cˆ[x, j, θ(x)]µθ(x). (22)
Lemma 1 implies µθ(x′) ≥ µθ(x), and so quantity (22) is nonnegative due to (19). Therefore,
(α+ 1) (cˆ[x′, j, θ(x′)]− cˆ[x, j, θ(x)]) ≥ cˆ[x′, j, θ(x′)]M(x′)− cˆ[x, j, θ(x)]M(x). (23)
Let x0 = x − ei = x′ − em which is the vector of servers that are busy in both x and x′. So
M(x) = M(x0) + µi and M(x′) = M(x0) + µm. Substituting in (23),
(α+ 1) (cˆ[x′, j, θ(x′)]− cˆ[x, j, θ(x)])
≥
(
cˆ[x′, j, θ(x′)]− cˆ[x, j, θ(x)]
)
M(x0) (24)
+µmcˆ[x′, j, θ(x′)]− µicˆ[x, j, θ(x)]
≥ µmcˆ[x′, j, θ(x′)]− µicˆ[x, j, θ(x)] ≥ 0 (25)
with the second inequality implied due to (19), and the third due to (1).
Theorem 1 & Proposition 1. Assumptions (1), (2), (3), and h0(·) ≡ 0 imply for each
n that k = θ(x) achieves the minimum in (8a); and for all n and k ∈ I(x) and x ∈ X with
#I(x) ≥ 1, inequalities (9) and (10) are true.
Proof. The unified inductive proof of the theorem and proposition begins by establishing at
n = 0 that k = θ(x) achieves the minimum in (8a). From (8a) and h0(·) ≡ 0,
f0(x, j) = min{c(x, j, k) : k ∈ I(x)}. (26)
From (6a),
(α+ 1)
(
c(x, j, k)− c[x, j, θ(x)]
)
= cˆ(x, j, k)[α+ λ+M(x+ ek)]− cˆ[x, j, θ(x)][α+ λ+M(x+ eθ(x))]
= µk cˆ(x, j, k)− µθ(x)cˆ[x, j, θ(x)] (27)
+[α+ λ+M(x)]{cˆ(x, j, k)− cˆ[x, j, θ(x)]} (28)
Since θ(x) ≤ k ∈ I(x) implies µθ(x) ≥ µk, assumption (2) implies that (27) and (28) are
nonnegative. Therefore, k = θ(x) achieves the minimum in (8a) at n = 0. Inequalities (9) and
(10) are valid at n = 0 due to h0(·) ≡ 0.
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At n = t, if k = θ(x) is optimal in (8a) and inequality (9) is valid, then using (8b) and letting
p ≤ q,
ht+1(x+ eq) − ht+1(x+ ep) =
∑
m∈B(x+eq)
µmht(x+ eq − em)−
∑
m∈B(x+ep)
µmht(x+ ep − em)
+
∑
j
λj [ft(x+ eq, j)− ft(x+ ep, j)]
+[M(e)−M(x+ eq)]ht(x+ eq)− [M(e)−M(x+ ep)]ht(x+ ep)
=
∑
m∈B(x)
µm[ht(x+ eq − em)− ht(x+ ep − em)]
+(µq − µp)ht(x) +
∑
j
λj [ft(x+ eq, j)− ft(x+ ep, j)]
+
∑
m∈I(x+eq)
µmht(x+ eq)−
∑
m∈I(x+ep)
µmht(x+ ep)
Observe that −ht(x+ ep)
∑
m∈I(x+ep)µm = −ht(x+ ep)
∑
m∈I(x+eq)µm + (µp − µq)ht(x+ ep). So
ht+1(x+ eq) − ht+1(x+ ep)
=
∑
m∈B(x)
µm[ht(x+ eq − em)− ht(x+ ep − em)] (29)
+[ht(x+ eq)− ht(x+ ep)]
∑
m∈I(x+eq)
µm (30)
+
∑
j
λj [ft(x+ eq, j)− ft(x+ ep, j)] (31)
+(µp − µq)[ht(x+ ep)− ht(x)]. (32)
Inequality (9) at n = t and p ≤ q cause x+ep−em  x+eq−em which implies that (29) and (30)
are nonnegative. The quantity in (32) is non-negative due to (10) in the induction hypothesis.
Each term in (31) is nonnegative via the following expansion which uses the assumed optimality
of k = θ(x) at n = t in (8a):
ft(x+ eq, j)− ft(x+ ep, j)
= c[x+ eq, j, θ(x+ eq)]− c[x+ ep, j, θ(x+ ep)]
+β[ht(x+ eq + eθ(x+eq))− ht(x+ ep + eθ(x+ep))]
≥ c[x+ eq, j, θ(x+ eq)]− c[x+ ep, j, θ(x+ ep)] ≥ 0.
Lemma 1, the induction hypothesis, and the assumed validity of inequality (9) at n = t imply the
first inequality; Lemma 2 implies the second inequality. This completes the proof of inequality
(9) at n = t+ 1.
The remainder of the theorem’s proof shows that assumption (2) and (9) imply that k = θ(x)
minimizes each term of the minimand in (8a) with n = t + 1 and, therefore, is optimal in (8a)
with n = t+ 1. The term ht+1(x+ ek) is minimized with respect to k ∈ I(x) by k = θ(x) due to
(9) and θ(x) ≤ k for all k ∈ I(x). The next paragraph concerns the minimand’s term c(x, j, k).
22
Using definition (6a) and µθ(x) ≥ µk for all k ∈ I(x), assumption (2) implies
c(x, j, k)− c[x, j, θ(x)] = cˆ(x, j, k)[α+ λ+M(x+ ek]− cˆ[x, j, θ(x)][α+ λ+M(x+ eθ(x))]
= [α+ λ+M(x)]
(
cˆ(x, j, k)− cˆ[x, j, θ(x)]
)
(33)
+µk cˆ(x, j, k)− µθ(x)cˆ[x, j, θ(x)] (34)
The expression in (33) is nonnegative because assumption (2) and µθ(x) ≥ µk imply cˆ(x, j, k) ≥
cˆ[x, j, θ(x)]. Assumption (2) implies that the expression in (34) is nonnegative.
Finally, we show that (10) is true when n = t+ 1. Using (8b),
ht+1(x+ ek) − ht+1(x) =
∑
m∈B(x+ek)
µmht(x+ ek − em)−
∑
m∈B(x)
µmht(x− em)
+
∑
j
λj [ft(x+ ek, j)− ft(x, j)]
+[M(e)−M(x+ ek)]ht(x+ ek)− [M(e)−M(x)]ht(x)
=
∑
m∈B(x)
µm[ht(x+ ek − em)− ht(x− em)]
+
∑
j
λj [ft(x+ ek, j)− ft(x, j)]
+
∑
m∈I(x+ek)
µmht(x+ ek)−
∑
m∈I(x)
µmht(x) + µkht(x)
=
∑
m∈B(x)
µm[ht(x+ ek − em)− ht(x− em)] (35)
+
∑
m∈I(x+ek)
µm[ht(x+ ek)− ht(x)] (36)
+
∑
j
λj [ft(x+ ek, j)− ft(x, j)] (37)
The quantities in (35) and (36) are non-negative by (10) in the induction hypothesis, and (37)
is non-negative by the following two cases of #I(x).
• Case 1 [#I(x) ≥ 2]: Using assumption (3), (10) in the induction hypothesis, and set
inclusion in (8a),
fn(x, j) = min{c(x, j, i) + βhn(x+ ei) : i ∈ I(x)}
≤ min{c(x, j, i) + βhn(x+ ei) : i ∈ I(x+ ek)}
≤ min{c(x+ ek, j, i) + βhn(x+ ei) : i ∈ I(x+ ek)}
≤ min{c(x+ ek, j, i) + βhn(x+ ek + ei) : i ∈ I(x+ ek)}
= fn(x+ ek, j)
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• Case 2 [#I(x) = 1]: Let i be the idle server. Equation (8a) implies
fn(x+ ek, j)− fn(x, j) = c(e, j, b)− c(x, j, i)
+ hn(e)− βhn(x+ ei)
≥ c(e, j, b)− c(x, j, i) ≥ 0
where the first inequality is due to the definition of β and hn(e) = hn(x+ ei). The second
inequality follows from assumption (3) because the right-hand side of assumption (3) is
cˆ(e, j, b) in this case.
This completes the proof of the theorem and the proposition.
Corollary 3. In the loss model, under the assumptions of Theorem 1, the FAS policy mini-
mizes the long-run average cost per unit time.
Proof. The proof depends on three observations. First, there are only finitely many states and
actions so there is no loss of optimality in confining attention to stationary policies. Second, the
long-run average cost per unit time of a stationary policy is the same in Dˆ and D. Third, the
continuous-time discount factor α plays a role in D only via the discount factor β = 1/(1 + α)
in the MDP corresponding to D.
In this MDP, let Xt be the reward in period t. There are only finitely many states and
actions so, regardless of the policy, |E(Xt)| ≤ u for all t for some u < ∞. Let δ denote the
FAS policy and let pi be any other stationary policy. The proof of the theorem based on the
recursion (8a) and (8b) establishes
Eδ
n∑
t=1
βt−1Xt ≤ Epi
n∑
t=1
βt−1Xt
for all β ≤ 1, i.e., for all α ≥ 0, and all n = 1, 2, ... Let at = Eδ(Xt) and bt = Epi(Xt). Therefore,
1
n
n∑
t=1
at ≤ 1
n
n∑
t=1
bt
for every n. So
lim inf
n→∞
1
n
n∑
t=1
at ≤ lim inf
n→∞
1
n
n∑
t=1
bt.
Lemma 3. For all x ∈ X with #I(x) ≥ 1, if p ≤ q with xp = xq = 0, then µθ(x+ep)/µθ(x+eq) ≤
µp/µq.
Proof. When p = q, the result is trivial. So consider the case of p < q which implies θ(x +
eq) < q and, therefore, µθ(x+eq) ≥ µq. If there is no available server faster than server p, (i.e.
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θ(x + ep) > p), then µθ(x+ep) ≤ µp and so µp/µq ≥ µθ(x+ep)/µθ(x+eq). Alternatively, if there
is an available server faster than p (i.e., θ(x + ep) < p), then θ(x + ep) = θ(x + eq). Thus
µp/µq ≥ µθ(x+ep)/µθ(x+eq) because µp/µq ≥ 1.
Appendix C. Bounding the Recursion in the Delay Model
The basic idea is to preclude cˆ in the delay model from growing too quickly as the number of
waiting customers gets larger. We illustrate the idea with a system that is empty at time zero.
Let Tn be the time at which the nth customer arrives, and let xn and jn be the x-vector at
that time (including customer n) and customer n’s type. If N(xn) ≥ K, let kn = b; otherwise,
let kn label the server to which customer n is assigned. Also, we assume that the costs are
bounded above by a geometrically increasing sequence, i.e., 0 ≤ cˆ(x, j, k) ≤ A(1 +η)N(x) (where
0 < A and 0 ≤ η). This bound would be trivially satisfied by the most likely applications
of the model where cˆ(x, j, k) would be the difference between nonnegative revenue and cost
terms, viz., cˆ(x, j, k) = A0(j, k) − B(x, j, k) with A0 and B nonnegative at all arguments. Let
A = max{A0(j, k) : j = 1, ..., J, k = 1, ...,K}, so cˆ(x, j, k) ≤ A(1 + η)N(x) with η = 0.
With this notation in the delay model,
fˆn(x, j) = E
( n∑
i=1
e−αTi cˆ(xi, ji, ki)
)
≤ E
( ∞∑
i=1
e−αTi cˆ(xi, ji, ki)
)
≤ E
( ∞∑
i=1
e−αTiA(1 + η)i
)
= A(1 + η)
∞∑
i=1
(
λ(1 + η)
λ+ α
)i−1
which is finite if (and only if) λ < α/η.
This bound is calculated with N(xi) ≤ i and, thus, it ignores the likelihood that customers
will be served and leave the system. Less restrictive conditions (but more complicated expres-
sions) for a bound can be obtained by assuming that all customers are served by the slowest
server, i.e., ki = K for all i.
Appendix D. Counter-Example for Sobel (1990)
Our key preliminary results are Lemma 1, which does not depend on the cost assumptions
(1)-(3), and Lemma 2, which depends on assumption (1). Sobel (1990), which analyzes only
the loss model, neither assumes (1) nor asserts Lemmas 1 and 2. Also, it does not assume (2)
or (3). That would raise the possibility that the FAS policy is optimal under a very different
and possibly weaker set of assumptions than (1)-(3). However, the following logical gap and
counter-example make it unlikely.
It seems that the final inequality in the proof of Theorem 1 in Sobel (1990) cannot be
sustained without Lemmas 1 and 2 and we see no way to prove the latter without assuming
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(1). Although a gap in a result’s proof does not imply that the result is false, the following
counter-example confirms that this gap cannot be filled.
The counter-example using the loss model has J = 2 customer classes and K = 2 servers,
so the set of busy-vectors is X = {(0, 0), (0, 1), (1, 0), (1, 1)}. Let λ1 = 0.4, λ2 = 0.1, µ1 = 0.4,
µ2 = 0.1, cˆ(·, 1, 2) ≡ 1, and cˆ(x, j, k) ≡ 0 if (j, k) 6= (1, 2). This structure violates (1) because
µ2cˆ[(0, 1), 1, θ((0, 1)]− µ1cˆ[(1, 0), 1, θ(1, 0)]
= µ2cˆ[(0, 1), 1, 1]− µ1cˆ[(1, 0), 1, 2] = −0.4.
Since server 1 is faster than server 2, FAS assigns a customer who arrives when the busy-
vector is (0, 0) to server 1 regardless of the customer’s type. Therefore, occasionally a type-2
customer will be assigned to server 1 and soon thereafter a type-1 customer will have to be
assigned to server 2. The following calculation shows that the initial assignment of the type-2
customer is sub-optimal because positive costs are incurred only when type-1 customers are
assigned to server 2.
An alternative policy, labelled ALT, assigns a type-1 customer who arrives when the busy-
vector is (0, 0) to server 1, and to server 2 if the customer is type-2. We confirm that the
long-run average cost per unit time is lower with ALT than with FAS. This is contrary to the
main assertion in Sobel (1990) because this example satisfies the isotonicity assumption made
there.
Under either FAS or ALT, let p denote the stationary probability of the busy-vector being
(0, 1). Since a positive cost is incurred only if a type-1 customer arrives when the busy vector is
(0, 1) and thus must be assigned to server 2, the long-run average cost per unit time is λ1p = 0.4p.
Solving for the stationary probabilities of the continuous-time Markov chains induced by each
policy yields p = 0.139 with FAS and p = 0.115 with ALT, so the long-run average cost per unit
time is lower with ALT than with FAS.
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