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Abstract
In this thesis we will investigate rational G-spectra for a profinite group G. We
will provide an algebraic model for this model category whose injective dimension
can be calculated in terms of the Cantor-Bendixson rank of the space of closed
subgroups of G, denoted SG. The algebraic model we consider is chain complexes
of Weyl-G-sheaves of Q-modules over the space SG. The key step in proving that
this is an algebraic model for G-spectra is in proving that the category of rational
G-Mackey functors is equivalent to Weyl-G-sheaves. In addition to the fact that
this sheaf description utilises the topology of G and the closed subgroups of G in
a more explicit way than Mackey functors do, we can also calculate the injective
dimension. In the final part of the thesis we will see that the injective dimension
of the category of Weyl-G-sheaves can be calculated in terms of the Cantor-
Bendixson rank of SG, hence giving the injective dimension of the category of
Mackey functors via the earlier equivalence.
4
Introduction
G-spaces, G-cohomology theories and G-spectra
If G is a topological group, a G-space is a topological space which admits a
continuous action of G. An interesting area of study is the homotopy theory of
spaces with a continuous group action. A highly successful method of studying G-
spaces is to use equivariant cohomology theories, a generalisation of cohomology
theories.
In order to define formally a rational G-equivariant cohomology theory we
first need to define the representation ring of a compact Lie group G with respect
to a G-universe U , denoted RO(G,U). The following construction and definition
is given in May [May96, Definition 13.1.1]. This uses the definition of a universe
as seen in Definition 3.1.1.
Definition 0.0.1. A G-universe U is a countably infinite direct sum
⊕
n∈N
U ′ of
a real G-inner product space U ′ satisfying the following:
• the one dimensional trivial G-representation is contained in U ′,
• U is topologised as the union of all finite dimensional G-subspaces of U
(each with the norm topology),
• the G-action on all finite dimensional G-subspaces V of U factors through
a compact Lie group quotient of G.
Construction 0.0.2. If G is a profinite group and U is a G-universe, we set
RO(G,U) to be the category whose objects are the finite dimensional
G-representations embeddable in U and whose morphisms are the G-linear iso-
metric isomorphisms. We say that two such morphisms from U to V are homo-
topic if their associated based G-maps, SU → SV (between one point compactifi-
cation), are stably homotopic. The notation hRO(G,U) represents the homotopy
category.
For W a finite dimensional G-representation, let ΣW denote SW ∧ (−) and
5
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SW the one point compactification of W . We have a functor:
ΣW : RO(G,U)× hGT → RO(G,U)× hGT
(V,X) 7→ (V ⊕W,ΣWX)
where hGT represents the homotopy category of based G-spaces.
We are now in a position to define RO(G,U)-graded cohomology theories.
Definition 0.0.3. An RO(G,U)-graded cohomology theory is a functor:
E∗G : hRO(G,U)× hGT op → Ab
(V,X) 7→ EVG (X)
on objects, where morphisms are assigned similarly. We also have natural iso-
morphisms σW : E∗G → E∗G ◦ ΣW written as:
σW : EVG (X)→ EV
⊕
W
G (Σ
WX),
satisfying the following axioms.
1. For each representation V , the functor EVG is exact on cofiber sequences and
sends wedges to products.
2. If α : W → W ′ is a morphism in RO(G,U), then the following diagram
commutes:
EVG (X)
σW //
σW
′

E
V
⊕
W
G
(
ΣWX
)
E
Id
⊕
α
G (Id)
E
V
⊕
W ′
G
(
ΣW
′
X
)
(Σα Id)∗
// E
V
⊕
W ′
G
(
ΣWX
)
.
3. The map σ0 is the identity and the morphisms σ are transitive in the
sense that the following diagram commutes for each pair of representations
(W,Z):
EVG (X)
σW
⊕
Z ((
σW // E
V
⊕
W
G
(
ΣWX
)
σZuu
E
V
⊕
W
⊕
Z
G
(
ΣW
⊕
ZX
)
.
We extend the theory defined above to formal differences, V 	W , for any pair of
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representations by defining:
EV	WG (X) = E
V
G
(
ΣWX
)
.
Notice that the symbol 	 is used to avoid confusion with either the orthogonal
complement or difference ofG-representations. We view a formal difference V 	W
as an element of hRO(G,U)× hRO(G,U)op. This means that for every G-space
X, E∗G(X) defines a functor from this category into the category of abelian groups.
We say that V 	W is equivalent to V ′	W ′ if there exists a G-linear isometric
isomorphism:
α : V ⊕W ′ → V ′ ⊕W.
We define the representation group for G relative to U , denoted RO(G,U), by
passing to equivalence classes of formal differences. In particular, for every G-
space X, a cohomology theory defines a functor from RO(G,U) into the category
of abelian groups. Viewing cohomology theories as being graded in this manner
requires us to define a linear map of the form:
EVG
(
ΣWX
)→ EV ′G (ΣW ′X) ,
which is given by the unlabelled arrow in the following diagram of isomorphisms:
EVG
(
ΣWX
)

σW
′
// E
V
⊕
W ′
G
(
ΣW
⊕
W ′X
)
EαG(Σ
τ Id)

EV
′
G
(
ΣW
′
X
)
σW
// E
V ′
⊕
W
G
(
ΣW
′⊕WX) ,
where τ is the transposition isomorphism.
G-equivariant cohomology theories are important in algebraic topology since
they are a homotopy invariant for topological G-spaces. One such example is
the Borel construction on a non-equivariant cohomology theory F ∗ we define a
G-equivariant cohomology theory F ∗G as follows. If X is any G-space we define:
F ∗G(X) = F
∗(EG+ ∧
G
X),
where F ∗ is a reduced cohomology theory.
Other examples include equivariant K-theory and equivariant cobordism. We
can see from the following example that non-equivariant cohomology theories are
insufficient for the study of G-spaces.
Example 0.0.4. Let G be the cyclic group of order 2. For each n ∈ N we can
give Sn the antipodal action and denote it by Sna . Non-equivariantly,
S∞a = colim
k∈N
Ska ' ∗
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with maps the equatorial inclusions. In particular for any n ∈ N,
pin (S
∞) = pin
(
colim
k∈N
Sk
)
= colim
k∈N
pin
(
Sn+k
)
= 0.
Since S∞a has a free action of G (i.e. no fixed points) and is a G-CW complex,
we can write S∞a = EG as:
S∞a /G = EG/G = BG = RP∞.
Thus a non-equivariant cohomology theory F ∗ can not distinguish S∞ from S0.
On the other hand we have F ∗G(S∞+ ) ∼= F ∗(RP∞+ ).
Example 0.0.5. Let G be the circle group S1 and S (Cn) be the unit circle in
Cn. In particular S (C) = S1. In this case EG = colim
n∈N
S (Cn). The action on
S(Cn) by S1 is given by:
λ (z1, z2, . . . , zn) = (λz1, λz2, . . . , λzn)
which is also free. We know that EG/G = CP∞ which has non-trivial homotopy
groups. On the other hand EG is homotopically trivial. So once again, a non-
equivariant cohomology theory F ∗ can not distinguish EG+ from S0. Explicitly,
F ∗(EG+) ∼= F ∗(∗+) ∼= F ∗(S0) and F ∗G(EG+) ∼= F ∗(CP∞+ ).
As can be seen, the definition of G-cohomology theories is quite complicated.
In order to study G-cohomology theories, it would be useful to have a descrip-
tion with some notion of homotopy. This definition comes from G-spectra, a
generalisation of the concept of a spectrum.
A G-spectrum X consists of a based G-space X(V ) for each finite dimensional
G-representation embeddable in U , with structure maps:
ΣWX(V )→ X(V ⊕W ).
When G is the trivial group we recover the definition of non-equivariant spectra.
The formal definition can be found in Chapter 3. Equivariant cohomology theories
are related to equivariant spectra via the following construction and theorem.
A G-spectrum E determines a rational G-equivariant cohomology theory E∗G,
by:
EV	WG (A) =
[
Σ∞(ΣWA),ΣVE
]
∗
where Σ∞ is the suspension spectrum on a based G-space A. We say E represents
E∗G. All G-cohomology theories come from G in this way.
Theorem 0.0.6. If G is a compact Lie group, every RO(G;U)-graded cohomology
theory on based G-spaces is represented by an G-spectrum indexed on U .
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In the non-equivariant setting, the development of spectra made the study of
cohomology theories easier. In particular, the suspension spectrum gives a functor
from spaces to spectra, so we may study spaces by studying their associated
suspension spectra. Equivariantly the same is true, so we now study G-spectra.
The homotopy theory of G-spectra is extremely complicated, even more so
than non-equivariant spectra. One source of difficulty is the torsion which arises in
the homotopy groups of spheres, which is incalculable even when G is trivial. It is
for this reason that working rationally becomes advantageous, since rationalising
removes torsion leaving a good amount of interesting equivariant behaviour.
The formal definition of rational G-spectra is given in Chapter 3. For now it
is sufficient to think of rational G-spectra as a particular model structure on the
category of G-spectra. It can be checked that rational G-spectra correspond to
G-equivariant cohomology theories which take values in rational vector spaces.
We note here that there is no version of Brown representability for profinite
groups in the literature. However, it is expected that an analogous statement
holds.
Classifying rational G-spectra
In the case when G is a finite group, rational G-spectra are well understood. In
particular the homotopy classes of maps [Σ∞G/H+,Σ∞G/K+]∗ in the category
of G-spectra are concentrated in degree zero. Consequently this means that the
category of G-spectra are Quillen equivalent to chain complexes of rational G-
Mackey functors as seen in Greenlees and May, [GM95].
Theorem 0.0.7. If G is a finite discrete group then there is an equivalence of
categories:
Derived
(
MackeyQ (G)
) ∼= Ho (G-SpectraQ) .
In [GM95] there is a classification of G-Mackey functors for G a finite discrete
group. This is given by the following theorem:
Theorem 0.0.8. If G is a finite discrete group then there is an equivalence of
categories:
MackeyQ (G)
∼=
⊕
H∈SG/G
Q [NG(H)/H] -Mod
where SG/G are the conjugacy classes of subgroups of G. Consequently we have
the following equivalence:
Derived
 ⊕
H∈SG/G
Q [NG(H)/H] -Mod
 ∼= Ho (G-SpectraQ) .
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We say that A(G) =
⊕
H∈SG/G
Q [NG(H)/H] -Mod is the abelian model for rational
G-spectra when G is finite and Ch(A(G)) is the algebraic model.
Since the case of G a finite discrete group is well understood, the next cases
to consider are compact topological groups. The main examples of these are the
profinite groups and compact Lie groups.
The motivation behind this project is to extend a conjecture by Greenlees
[Gre08] for compact Lie groups to profinite groups. The conjecture is given as
follows:
Conjecture 0.0.9. If G is a compact Lie group then there is an abelian category
A(G) such that the homotopy category of rational G-spectra is equivalent to the
derived category of A(G). Furthermore the injective dimension of A(G) is equal
to the rank of G.
The reference [Gre08] completes the conjecture for tori, and Barnes and
Kędziorek, [Bar17] and [K1˛7], prove it in the cases when G = O(2) and G =
SO(3) respectively. In the last two cases a part of the abelian model for G-spectra
is determined by sheaf categories. This structure appears in the characterisation
of the profinite case presented in this thesis. This work will help build up our
understanding of how sheaf structures can be used to model the homotopy theory
of G-spectra more generally.
Profinite groups are an important class of topological group and they occur
naturally in mathematics as Galois groups of Galois field extensions. We know
from Fausk [Fau08, Appendix 1] that a compact topological group is an inverse
limit of compact Lie groups. We also know that the finite compact Lie groups
are precisely the finite discrete groups. Therefore the characterisation of profinite
groups (if we begin with the compact Hausdorff and totally disconnected group
definition) as inverse limits of finite discrete groups can be taken as a special case
of [Fau08, Appendix 1]. If we can use the inverse limit structure of a profinite
group G to assemble the algebraic model for G = lim
i
Gi from the algebraic models
for the Gi, then a future possibility is open: to calculate algebraic models for
compact topological groups by assembling known algebraic models for compact
Lie groups.
When G = Zp, an algebraic model for rational G-spectra is given in Barnes
[Bar11], so the challenge is to try and generalise this for arbitrary profinite groups.
The case when G is profinite is more approachable than the general compact Lie
group case as the homotopy classes of morphisms of G-spectra
[Σ∞G/H+,Σ∞G/K+]∗,
are concentrated in degree zero when G is profinite, as in the finite case.
In addition to simplifying the homotopy theory of G-spectra, working ratio-
nally simplifies the algebra. Specifically, the rational Burnside ring has an easier
algebraic structure as there are many more non-trivial multiplicative idempotents
than in the integral case.
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Main Results
We now give a break down of the contents of this thesis.
Rational G-spectra for profinite G
In the first chapter of the thesis we look at some of the underlying theory that is
needed for the rest of the project including the theory of model categories, sheaf
theory and homological algebra. For the second chapter we define the category of
rational G-Mackey functors when G is profinite. We then define the Burnside ring
and give an alternative construction which is very useful in developing the later
theory. In particular, we will see that the Burnside ring interacts with any Mackey
functor in a way which allows us to attribute a collection of sheaves to any Mackey
functor. In the third chapter we will focus on demonstrating that the category
of chain complexes of rational G-Mackey functors provide an algebraic model for
rational G-spectra. A key part of this chapter will involve giving an alternative
definition of Mackey functors in terms of the full subcategory of the homotopy
category of rational G-spectra, called the orbit category OG. Specifically, we will
see that G-Mackey functors can be defined as contravariant additive functors of
the form:
M : pi0 (OG)→ Q-Mod.
The key piece of information which we use here is that for profinite groups the
homotopy classes of morphisms of rational G-spectra [Σ∞G/H+,Σ∞G/K+]∗, are
concentrated in degree zero. This alternative definition of a Mackey functor for
G has the consequence that homotopy groups of rational G-spectra are graded
Mackey functors: if X is a G-spectrum, then for any open subgroup H of G we
define a Mackey functor by:
pi∗(X)(G/H) = piH∗ (X) = [Σ
∞G/H+, X]∗ .
The rest of the thesis will focus on understanding Mackey functors since char-
acterising these will provide an alternative description of rational G-spectra, as
seen in Theorem 3.2.13:
Theorem 0.0.10. If G is a profinite group then there is an equivalence of cate-
gories:
Derived
(
MackeyQ (G)
) ∼= Ho (G-SpectraQ) .
This will follow from a Quillen equivalence between rational G-spectra and
chain complexes of rational G-Mackey functors, which we will see exists from
Schwede and Shipley [SS03].
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Characterising G-Mackey functors
For the fourth chapter, we will focus on defining G-equivariant sheaves of Q-
modules over a profinite G-space X. There are two definitions and we will sketch
the equivalence between them. In the situation when X is the space of closed
subgroups of G, denoted SG, we will define the category of Weyl-G-sheaves of
Q-modules over SG. Much of the information on G-sheaves is known in the
literature, however the assumption that G is a profinite group and X a profinite
space allows us to prove some key lemmas regarding the properties of both G-
sheaves and Weyl-G-sheaves of Q-modules. These lemmas will be essential to
proving the desired characterisation of Mackey functors. Finally we also look
at limits and colimits in the category of G-sheaves with particular attention to
infinite products. Understanding how to do infinite products will be especially
important when calculating the injective dimension of the category. In the fifth
chapter we construct a correspondence between Weyl-G-sheaves of Q-modules
over SG and G-Mackey functors in both directions. For chapter six we show
that these correspondences give us equivalences of categories. By doing this we
show that rational G-Spectra are algebraically modelled by chain complexes of
Weyl-G-sheaves of Q-modules. This is summarised in the following theorem:
Theorem 0.0.11. If G is a profinite group then there is an equivalence of cate-
gories:
MackeyQ (G)
∼= Weyl-G-SheafQ (SG) .
Consequently we have the following characterisation:
Derived
(
Weyl-G-SheafQ(SG)
) ∼= Ho (G-SpectraQ) .
This is given in Theorem 6.1.31. The most substantial challenge in proving
this theorem comes from constructing the correspondence from Mackey functors
to Weyl-G-sheaves, which requires careful analysis of the action of Burnside ring
idempotents on Mackey functors.
We then show that the inclusion functor from the category of Weyl-G-sheaves
over SG into the category of G-sheaves over SG (as a full subcategory) is a left
adjoint. The corresponding right adjoint is explicitly defined using the proceeding
equivalence. This adjunction is proven in Proposition 6.2.7. We then take the
opportunity to define infinite products of Weyl-G-sheaves of Q-modules using
both the equivalence and the right adjoint.
Injective dimension
Since we have constructed the abelian category modelling rational G-spectra we
can work towards verifying the injective dimension aspect of the Greenlees con-
jecture. In the seventh chapter we shift our focus in this direction and show
that the injective dimension of sheaves of Q-modules over a profinite space X
is determined by the Cantor-Bendixson rank of X. We do this by constructing
an injective resolution of any sheaf by considering the Godement resolution. We
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calculate Ext groups by resolving with respect to the skyscraper sheaf of a point
of maximal Cantor-Bendixson height, if one exists. We look at some examples
before giving a general proof for more general profinite spaces. The following is
Theorem 7.3.13.
Theorem 0.0.12. If X is a space with empty perfect hull and finite Cantor-
Bendixson rank, say n, then the injective dimension of sheaves of Q-modules over
X is equal to n − 1. If X has infinite Cantor-Bendixson rank then the injective
dimension of sheaves of Q-modules over X is infinite.
The final case where X has finite Cantor-Bendixson rank and non-empty
perfect hull is discussed and it is conjectured that the injective dimension is
infinite in this case.
Finally, the eighth chapter considers what happens when we work with a G-
action by considering G-sheaves of Q-modules and Weyl-G-sheaves over SG. We
do this by constructing a G-equivariant analogue of the Godement resolution and
proving that this is an injective resolution. Once this has been set up we show
that we can extend the argument from the non-equivariant case to the equivariant
one. This completes the calculation when G is a profinite group with SG having
infinite Cantor-Bendixson rank or finite if SG has empty perfect hull. This is
given in Theorem 8.2.8.
In the non-equivariant version of the calculation we used that Q-modules are
injective. In order to extend this equivariantly we use Castellano and Weigel
[CW16, Proposition 3.7] which proves that if G is profinite then every discrete
Q [G]-module is injective. This formally completes a proof in [Bar11] which left
out the verification that Q [Zp]-modules are injective.
Since we have the Mackey functor equivalence from Chapter 6 this allows us to
characterise the injective dimension of Mackey functors also. Therefore, we have
found an abelian category which models rational G-Spectra and we can calculate
the injective dimension of this category in terms of the Cantor-Bendixson rank.
We summarise with a diagram which illustrates the characterisation of rational
G-Spectra for G profinite.
Rational G-spectra
'

Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
∼=

Ch
(
MackeyQ(G)
)
∼=

Ch (Weyl-G-SheafQ(SG))
where ' represents a Quillen equivalence and ∼= is an equivalence of categories.
We can calculate the injective dimension of chain complexes of Weyl-G-sheaves
of Q-modules over SG in terms of the Cantor-Bendixson rank of SG, if the rank
is infinite or if it is finite and SG has trivial perfect hull.
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Future Work
Brown representability
In this thesis we will see that the category of Weyl-G-sheaves of Q-modules
over SG algebraically models G-spectra. If we can prove that the Brown rep-
resentability theorem holds when G is profinite, then this work will prove that
all G-cohomology theories are determined by this algebraic model.
Injective dimension of sheaves of R-modules
In the calculation of the injective dimension of sheaves we used the fact that
every Q-module is injective. In general this argument extends to sheaves of R-
modules if R is a ring such that every R-module is injective. We could investigate
whether this result holds for sheaves of R-modules more generally. Furthermore,
the characterisation of the injective dimension of sheaves in terms of the Cantor-
Bendixson rank has one remaining case to consider, namely when X is a non-
scattered space with finite Cantor-Bendixson rank. Future work could involve
resolving this remaining question.
Equivariant Adams spectral sequence
One advantage of this work comes from our understanding of the image of a
G-spectrum X as a Weyl-G-sheaf, ΘX. In passing through the various Quillen
equivalences we have to fibrantly and cofibrantly replace the images of the relevant
Quillen adjoints from [SS03, Theorem 5.1.1] in order to construct ΘX, which can
be difficult. To aid calculation, we would like to construct a spectral sequence
whose input would be maps in the algebraic model and output maps in the
homotopy category of G-spectra. The injective dimension calculation of Theorem
7.3.13 will hopefully indicate that this spectral sequence collapses at some stage
in good cases. This is a similar method to that used in [Bar11] using the Adams
spectral sequence. Another interesting problem to address could be calculating
the Galois cohomology in the algebraic model of pi∗(X), of a given G-spectrum
X.
Change of group functors
While we have shown that G-spectra and chain complexes of Weyl-G-Sheaves
are Quillen equivalent we have not considered the change of group functors. If
ι : H → G is an inclusion of a closed subgroup H into G, we have functors:
ι∗ : Weyl-G-SheafQ(SG)→Weyl-H-SheafQ(SH)
ι∗ : G-spectra→ H-spectra.
The first extends to a functor on chain complexes. This gives us a functor between
the algebraic models for G-spectra and that of H-spectra. We can then ask if
these functors gives us a commuting square on homotopy categories. Similarly
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by considering ε : G → G/N we have a functor between the algebraic models
for G/N -spectra and those for G-spectra. We can ask if we have a commuting
square on homotopy categories in this case also.
If we consider the group homomorphism ι above, we have a pair of adjunctions
between the categories of G-spectra and H-spectra given by:
(G ∧
H
(−), ι∗) and (ι∗, FH (G,−)),
where ι∗ is restriction along ι. We could ask if we get an adjunction between the
algebraic models and if they are compatible in the following sense. We could ask
if the following square of functors commutes:
G-spectra //
L

Ch (Weyl-G-sheaf)
L′

H-spectra // Ch (Weyl-H-sheaf)
where L and L′ are the corresponding left adjoints and the horizontal arrows
represent zig-zags of Quillen equivalences. We could equivalently ask if the square
with the right adjoints commute.
Similarly we could ask a similar question by considering the quotient group
homomorphism ε as above we have a pair of adjunctions between G-spectra and
H-spectra:
((−)/N, ε∗) and (ε∗, (−)N),
where ε∗ is restriction along ε, (−)/N is the orbit functor and (−)N is the fixed
point functor. We could ask which of the adjunctions are compatible with the
algebraic models.
Model structures
As a consequence of Proposition 6.2.7, we have a functor from the category of
G-equivariant sheaves over SG to the full subcategory of Weyl-G-sheaves which
is right adjoint to the functor which includes Weyl-G-sheaves into the category
of G-equivariant sheaves. This is useful since we have an alternative way of con-
structing limits in the category of Weyl-G-sheaves. This is done by constructing
the limit in the category of G-equivariant sheaves and then applying the right
adjoint functor described. The other method involves using the equivalence to
calculate the limit in the category of Mackey functors. Since calculating prod-
ucts of Weyl-G-sheaves involves first calculating products in the larger category
of G-sheaves, it is more convenient to work in the category of G-sheaves despite
the fact that it is a much larger category.
The adjunction extends to give an adjoint pair between G-equivariant sheaves
and G-Mackey functors since the latter is equivalent to Weyl-G-sheaves. This
leaves open the possibility of giving a model structure to the category of chain
complexes of G-equivariant sheaves by utilising the projective model structure
on the category of G-Mackey functors (or equivalently Weyl-G-sheaves). By the
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above comment about the calculation of categorical products, understanding the
homotopy theory of G-spectra in terms of G-sheaves would be more convenient
than doing so in terms of Weyl-G-sheaves. This is especially true if we can
approach the model category of chain complexes of G-sheaves in a simpler and
more localised manner.
In particular if we start with the model category of chain complexes of G-
sheaves over SG, we can apply right Bousfield localisation from Barnes and
Roitzheim [BR14, Definition 2.3], Hirschhorn [Hir03, Theorem 5.1.1]. This means
that we can choose a particular subcollection of objects S in the category which
generate the model structure in the following sense:
• The weak equivalence are given to be the collection of maps f : A → B
which satisfy that
f∗ : Map (C,A)→ Map (C,B)
is a weak equivalence of simplicial sets for every C ∈ S.
• The fibrations remain the same as previously.
The main goal is to choose a collection of objects S such that the right Bousfield
localisation of the model category of chain complexes of G-sheaves satisfies the
following:
S-cell-Ch (G-sheafQ(SG)) ' Ch (Weyl-G-sheafQ(SG)) .
We have an idea of what the objects of S should be. If H is a closed subgroup of
G we let {UNH}N denote the closed-open neighbourhood basis of H indexed by
the open normal subgroups N . Since the Burnside ring is given by:
C(SG/G,Q) = [S,S]G =
[
fˆS, fˆS
]G
,
we have a multiplicative idempotent given by the characteristic function on UNH
which is represented by eNH in the right hand side ring. If N ≤ N ′ are open
normal subgroups of G we have a map of spectra:
G/NH+ // G/N
′H .
We define:
eHG/H+ = Hocolim
N E
open
G
eNHG/NH+
and
S ′ =
{
eHG/H+ | H ≤
closed
G
}
.
We let S be the image of the set S ′ under the above correspondence. A potentially
useful consequence is that the algebraic model in terms of G-sheaves over X is an
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abelian category which can be defined for any space X, whereas Weyl-G-sheaves
are only defined for X = SG.
Monoidal product
Another consequence of the right Bousfield localisation approach is that by ex-
pressing the homotopy theory in this manner, we open the possibility of giving a
monoidal algebraic model for G-spectra. The category of rational G-spectra has
a monoidal product given by the smash product, ∧. If we can define a monoidal
product ⊗ on G-sheaves of Q-modules we could ask if there is a new approach
which compares these monoidal categories. Explicitly, this question would be ad-
dressed by constructing a symmetric monoidal Quillen equivalence. The difficulty
here is that the equivalence between rational G-spectra and chain complexes of
rational Mackey functors is not well suited to monoidal considerations.
Chapter 1
Basic Definitions
In this chapter we will explore some of the key concepts required in this thesis.
In the first section we will define a model category and examine some of the
key properties of this idea. In particular we will see that the model structure
is determined by two out of the three classes of morphisms, Lemma 1.1.4, and
how we can compare different model structures. In the second section we will
focus on sheaf theory. We will define a sheaf of Q-modules over a space X as
well as a sheaf space over X, and we will see how these are related, Theorem
1.2.15. We will also define the limits and colimits in the category of sheaves,
Construction 1.2.17. In the final section we will study homological algebra. We
will define an abelian category and an injective resolution, observing that some
abelian categories have an injective resolution for every object, Proposition 1.3.5.
We will define the injective dimension of such an abelian category and see how
the concept of a right derived functor can used to calculate this, Theorem 1.3.15.
1.1 Model Categories
In this section we aim to understand some useful definitions and theory surround-
ing model categories.
Definition 1.1.1. A model structure on a category C, which has all small
limits and small colimits, consists of three classes of morphisms of C called weak
equivalences, cofibrations and fibrations. They satisfy the following axioms:
1. The two out of three axiom which says that if f = g ◦ h and any two out of
three of f, g and h are weak equivalences then the third is also.
2. The three classes are closed under retracts, that is if f belongs to one of
the three classes and g is a retract of f then g also belongs to that class.
3. Every cofibration has the left lifting property with respect to acyclic fibra-
tions (fibrations which are also weak equivalences). This means that every
possible commuting square of the following form has a diagonal lifting
18
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A //

ι

X
p

B
∃
>>
// Y
where ι is a cofibration and p an acyclic fibration. Similarly we also require
that every acyclic cofibration has the left lifting property with respect to
fibrations.
4. We also require that every morphism f can be factored as f = p◦ ι where p
is a fibration and ι is an acyclic cofibration. Similarly we require the ability
to factor f as a composite of a cofibration with an acyclic fibration. We
call this the factorisation axiom.
A model category is a category C with all small limits and colimits, paired with
a model structure.
Remark 1.1.2. Every model category has an initial object and a terminal object
by definition. This is because the initial object is the colimit of the empty diagram
and the terminal object is the limit of the empty diagram and by assumption all
small limits and small colimits exist.
If the unique morphism from the initial object into an objectX is a cofibration
we say that X is a cofibrant object. Dually we have the same definition for fibrant
objects.
Given any object X in a model category we can use the factorisation axiom
on the unique map from the initial object to X to define a cofibrant replacement
of X as follows. We have the following triangle using the factorisation axiom
to write the unique morphism as the composite of a cofibration and an acyclic
fibration.
∅


// X
QX
'
== ==
We call QX a cofibrant replacement of X and sometimes denote it by cˆX. We
can also define a fibrant replacement of X denoted RX or fˆX in a similar fashion.
The following lemma will lead to a useful characterisation of the three classes
of a model category.
Lemma 1.1.3. If f = p ◦ ι is such that f has the left lifting property with respect
to p, then f is a retract of ι. Dually if f has the right lifting property with respect
to ι then f is a retract of p.
Proof. See [Hov99, Lemma 1.1.9].
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Given a model category C, any two of the three classes (cofibrations, fibrations
and weak equivalences) specify the third.
Lemma 1.1.4. In a model category C the cofibrations are precisely the maps
which have the left lifting property with respect to acyclic fibrations. Also the
fibrations are precisely the maps which have the right lifting property with respect
to acyclic cofibrations.
Proof. This follows on from Lemma 1.1.3, see [Hov99, Lemma 1.1.10] for more
details.
Proposition 1.1.5. The class of weak equivalences is determined by the classes
of fibrations and cofibrations.
Proof. The set of maps of the form p ◦ ι where p is an acyclic fibration and ι is
an acyclic cofibration is the set of weak equivalences. This follows directly from
the two out of three axiom and the factorisation axiom.
Therefore we have shown that any two classes of maps determine the third.
Example 1.1.6. An example of a model structure on the category of topo-
logical spaces is the Hurewicz model structure. This is the model structure
where the weak equivalences are the homotopy equivalences, the fibrations are
the maps which have the right lifting property with respect to all inclusions
A // // A× [0, 1], and the cofibrations are then determined by the left lifting
property.
Example 1.1.7. Another example of a model category can be observed by look-
ing at the category of simplicial sets. A morphism of simplicial sets is a weak
equivalence if its geometric realisation is a homotopy equivalence, the cofibrations
are the monomorphisms and the fibrations are the Kan fibrations.
A Kan fibration is a map which has the right lifting property with repsect
to all horn inclusions i.e with respect to the inclusions Λnk → ∆n for 1 ≤ k ≤ n
where Λnk is the boundary of ∆n minus the kth face.
The following lemma is a famous result about model categories called Ken
Brown’s Lemma.
Lemma 1.1.8. Let C be a model category and D be a category which has a class of
weak equivalences satisfying the two out of three axiom. If F : C→ D is a functor
which sends acyclic cofibrations between cofibrant objects to weak equivalences,
then F preserves all weak equivalences between cofibrant objects. We also have
the dual result for fibrant objects.
Proof. See [Hov99, Lemma 1.1.12]
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We now look at a special type of functor between model categories which is
compatible with the model structure.
Definition 1.1.9. An adjoint pair of functors F and U is called a Quillan
adjunction if F preserves cofibrations and acyclic cofibrations between cofibrant
objects, and U preserves fibrations and acyclic fibrations between fibrant objects.
Let ψ be the natural isomorphism in the definition of adjunction. Then the
adjoint pair of functors above are called a Quillen equivalence if and only if
for all cofibrant X in C and all fibrant Y in D we have that f : FX → Y is a
weak equivalence if and only if ψ(f) : X → UY is a weak equivalence.
1.2 Sheaf Theory
We now define sheaves and presheaves of Q-modules over a topological space
X. For the next definition, we use the fact that a partially ordered set can be
considered a category. The objects are the elements of the set and a morphism
from an element a to an element b comes from the relation a ≤ b.
Definition 1.2.1. Given a topological space X, let U be the poset of all open
subsets of X. Then a presheaf of Q-modules over X is a contravariant functor
F : U→ Q –mod.
A morphism of presheaves is a natural transformation of functors.
For each V ⊆ U the definition of a presheaf F of Q-modules specifies a
restriction map ϕU,V : F (U)→ F (V ).
Definition 1.2.2. We define the stalk of a presheaf F at a point x to be the
direct limit of F (U) over the direct system of open neighbourhoods U of x, i.e.
Fx = colim
Ux
F (U).
We now define a sheaf of Q-modules over a topological space X.
Definition 1.2.3. A sheaf of Q-modules over a topological space X is a presheaf
F satisfying the following two conditions:
1. If {Uλ | λ ∈ Λ} is an open covering of any open set U and s1, s2 ∈ F (U)
with ϕU,Uλ(s1) = ϕU,Uλ(s2) for every λ, then s1 = s2.
2. Let {Uλ | λ ∈ Λ} be an open covering of an open set U . If a family (sλ)λ∈Λ ∈∏
λ∈Λ
F (Uλ) satisfies that for every pair µ and λ we have ϕUλ,Uµ∩Uλ(sλ) =
ϕUµ,Uµ∩Uλ(sµ), then there is an s ∈ F (U) such that ϕU,Uλ(s) = sλ.
A morphism of sheaves is a morphism of the underlying presheaves.
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If a presheaf satisfies condition 1 of the definition then we say that it is a
monopresheaf. The following lemma gives an alternative characterisation of a
sheaf, as seen in [Ten75, pp. 15].
Lemma 1.2.4. A presheaf F is a sheaf if and only if the following diagram is
an equaliser diagram:
F (U) h //
∏
λ∈Λ
F (Uλ)
g //
f //
∏
(λ,µ)∈Λ×Λ
F (Uλ ∩ Uµ) ,
where U is an open subset and {Uλ | λ ∈ Λ} is an open covering of U . The map
h sends s to (ϕU,Uλ(s))λ∈Λ, f is defined by
(sλ)λ∈Λ 7→ (ϕUλ,Uµ∩Uλ(sλ))(λ,µ)∈Λ×Λ
and g is defined by
(sλ)λ∈Λ 7→ (ϕUµ,Uµ∩Uλ(sµ))(λ,µ)∈Λ×Λ.
Definition 1.2.5. If p : X → Y is a map of spaces, we say that p is a local
homeomorphism if each x ∈ X has an open neighbourhood Ux such that p|Ux
is a homeomorphism onto p(Ux).
We will give an alternative definition of a sheaf in Theorem 1.2.15. We now
work towards explaining this theorem.
Definition 1.2.6. A sheaf space over a topological space X is a pair (E, p)
where:
1. E is a topological space and p : E → X is a continuous local homeomor-
phism,
2. for every x ∈ X, the stalk p−1(x) has a Q-module structure whose addition
and unit extend to a continuous addition of sections and a zero section.
To explain what we mean by the second point, if U is an open subset of X
then we can define the following set:
Γ (U,E) = {s : U → E | s is continuous and p ◦ s = Id}
which we sometimes denote by E(U). Since each p−1(x) is a Q-module, if s, t ∈
E(U), we can define a function by point-wise addition s + t which may not be
continuous in general. We say the Q-module operations are continuous with
respect to E if a function of the form s + t is continuous. It follows that sets of
the form E(U) have a Q-module structure.
To a presheaf F we can apply a process called sheafification to obtain a sheaf
from F . We first define the sheaf space over the presheaf F whose underlying
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set is given by
∐
x∈X
Fx, and a basis for the topology is given by sets of the form
{sx | x ∈ U} for each open set U and s ∈ F (U). Here sx represents the equivalence
class of s in Fx, called the germ of s at x.
Note that as a requirement from the definition of a sheaf space we must have
a local homeomorphism from LF to X. The projection p : LF → X is a local
homeomorphism. We denote the sheafification of F by ΓLF and this is defined
to be the contravariant functor which is defined by:
U 7→ ΓLF (U),
where
ΓLF (U) = {α : U → LF | p ◦ α = Id, α is continuous} .
This is a sheaf as seen in [Ten75, Definition 2.4.1]. In particular this shows that
every sheaf determines a sheaf space.
Theorem 1.2.7. If X is a topological space then every sheaf of Q-modules over
X determines a sheaf space.
Proof. If F is a sheaf of Q-modules over X then since every sheaf is a presheaf
we can apply the sheafification process to F to construct a sheaf space.
We will see that if a sheaf space is determined by a sheaf, then we can recover
the original sheaf in Lemma 1.2.9. Sheafification satisfies the following universal
property:
Theorem 1.2.8. If F is a presheaf and G a sheaf then any morphism of
presheaves f : F → G factors uniquely as follows:
F

f // G
ΓLF
∃!
<<
Proof. See [Ten75, Theorem 2.4.2].
The following three results are used to obtain the universality of sheafification.
We record them since the results themselves are instructive.
Lemma 1.2.9. If F is a presheaf, then F is a sheaf if and only if Θ : F → ΓLF
is an isomorphism of sheaves, where:
Θ(U) : F (U)→ ΓLF (U)
s 7→ sˆ
where sˆ(x) = sx.
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Proof. See [Ten75, Lemma 2.4.3].
Proposition 1.2.10. If (E, p) is a sheaf space over X and ΓE is the sheaf of
sections over E, then ΓEx = p−1(x).
Proof. [Ten75, See Proposition 2.3.6].
We have the following connection between the stalks of a presheaf and the
stalks of the sheafification of the presheaf.
Lemma 1.2.11. For any presheaf F we have an isomorphism Fx ∼= ΓLFx for
every x ∈ X.
Proof. See [Ten75, Lemma 2.4.5].
Theorem 1.2.8 has the following main application:
Theorem 1.2.12. Let U be the forgetful functor from the category of sheaves
to the category of presheaves. Then the pair of functors (ΓL(−), U(−)) are an
adjoint pair.
We now define a morphism of sheaf spaces.
Definition 1.2.13. A morphism of sheaf spaces f : (E, p)→ (E ′, p′) is a contin-
uous map of spaces f : E → E ′ such that p = p′ ◦ f and that the restriction of f
to each stalk is a map of Q-modules.
Theorem 1.2.14. If E is a sheaf space, then there is an isomorphism of sheaf
spaces E ∼= LΓE.
Proof. See Theorem [Ten75, Theorem 2.3.10].
Consequently we now have a characterisation of sheaves of Q-modules over a
space.
Theorem 1.2.15. The category of sheaves of Q-modules over X is equivalent to
the category of sheaf spaces of Q-modules over X.
Proof. This is proved by considering Theorem 1.2.14 and Lemma 1.2.9 .
We shall now take some time to understand the construction of limits and
colimits in the category of sheaves of Q-modules. We begin by looking at the
category of presheaves.
Construction 1.2.16. Let Fi be a diagram of presheaves of Q-modules for some
indexing diagram I. We define the limit to be:(
lim
I
Fi
)
(U) = lim
I
(Fi(U)) ,
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where U is an open subset of X. Here we are simply taking the limit in the
category of Q-modules at each U . The restriction maps are obtained by applying
the universal properties as follows:
Fi(U)
ρiU,V // Fi(V )
lim
I
Fi(U)
OO
∃!
// lim
I
Fi(V )
OO
where V ⊆ U are both open subsets of X. Colimits are constructed in a similar
level-wise manner.
The proof that these are the categorical limits and colimits follows easily
from the fact that they are built using these constructions in in the category of
Q-modules.
In order to understand what form limits and colimits take in the category of
sheaves, we use the fact that sheaves are a full subcategory of the category of
presheaves. The question we ask is; if we have a diagram of sheaves, do the above
colimit and limit constructions provide another sheaf? Answering this question
involves using the adjoint functors in Theorem 1.2.12.
Construction 1.2.17. Let Fi be a diagram of sheaves over some indexing di-
agram I. The limit in the category of presheaves is a sheaf, and this is the
categorical limit in the category of sheaves. For the colimit construction, we ob-
tain the categorical colimit by taking the sheafification of colimit construction in
the category of presheaves.
Proof. The reason that the given colimit structure works is because left adjoint
functors preserve colimits and the sheafification functor is left adjoint to the
forgetful functor as in Theorem 1.2.12. We quickly verify that the limit construc-
tion is a sheaf and this will be sufficient since sheaves are a full subcategory of
presheaves. We begin with the monopresheaf condition.
Suppose that (si)I , (ti)I ∈ lim
I
Fi(U) and {Uλ}λ∈Λ is an open covering of U
satisfying that ρU,Uλ ((si)I) = ρU,Uλ ((ti)I) for each λ. Then it follows that for
each i ∈ I we have ρiU,Uλ (si) = ρiU,Uλ (ti). Applying the monopresheaf condition
for each Fi implies that si = ti for every i ∈ I. This gives the required equality.
For the gluing condition, suppose that we have (sλi )I ∈ lim
I
Fi(Uλ) for each λ
satisfying that restrictions to all intersections agree. For each i ∈ I we use that
Fi satisfies the gluing axiom, so that there exists si such that sλi = ρiλ(si) for each
λ. We finish by showing that (si)I is an element of lim
I
Fi(U).
We accomplish this by showing that if αij : Fj(U) → Fi(U) is given by the
morphism of sheaves in the diagram, then αij(sj) = si. Consider the following
CHAPTER 1. BASIC DEFINITIONS 26
diagram:
Fj(U)
ρjλ

α // Fi(U)
ρiλ

Fj(Uλ)
α // Fi(Uλ)
We know that (sλi )I is in the limit for each λ, hence α(sλj ) = sλi . We also know
that morphisms of sheaves commute with restriction maps so:
ρiλ (α(sj)) = α
(
ρjλ(sj)
)
= α
(
sλj
)
= sλi = ρ
i
λ(si),
and this holds for each λ. Applying the monopresheaf condition gives α(sj) = si
as required.
An application of this construction shows that the category of presheaves over
a topological space X has kernels and cokernels, and these are defined objectwise.
This means that if f : F → G is a morphism of presheaves then ker f is a presheaf
where (ker f)(U) is given by ker f(U), with f(U) being the map f(U) : F (U)→
G(U). The same holds for cokernels of morphisms of presheaves.
In general if f : F → G is a morphism of sheaves then the presheaf kernel
of f is a sheaf (see [Ten75, Proposition 3.3.3]). However the presheaf cokernel of
a morphism of sheaves need not be a sheaf, so to calculate the sheaf cokernel of
a morphism of sheaves we must take the sheafification of the presheaf cokernel.
Later on when we construct injective resolutions of a sheaf this will be an issue
that we will need to overcome.
The following proposition characterises the monomorphisms, epimorphisms
and isomorphisms in the category of sheaves.
Proposition 1.2.18. A morphism of sheaves f : F → G is a monomorphism
if and only if fx is injective for every x ∈ X. Equivalently a morphism f is a
monomorphism if and only if f(U) is injective for every U ⊆ X open.
A morphism of sheaves f is an epimorphism of sheaves if and only if fx is
surjective for every x ∈ X. A morphism f is an isomorphism if and only if each
fx is bijective.
Proof. For monomorphisms see [Ten75, Theorem 3.3.5], for epimorphisms see
[Ten75, Theorem 3.4.8] and for the isomorphisms see [Ten75, Theorem 3.4.10].
Note that only the characterisation of monomorphisms says anything about
the maps f(U) for U ⊆ X, which further underlines why we need to be more
careful when calculating cokernels of sheaf morphisms.
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1.3 Injective Resolutions
In this section we will look at the injective dimension of abelian categories and
how to calculate them.
Definition 1.3.1. An abelian category is a category C satisfying the following
conditions:
1. For every pair of elements c1, c2 ∈ C, Hom(c1, c2) has an abelian group and
the composition of morphisms is bilinear.
2. C has binary coproducts.
3. C has a zero object.
4. C has kernels and cokernels.
5. Every monomorphism in C is a kernel of another morphism, and every
epimorphism is a cokernel of another morphism.
Theorem 1.3.2. The category of sheaves of Q-modules over X is an abelian
category.
Proof. See [Ten75, Theorem 3.5.5].
We now look at a property of abelian categories called injective dimension.
We start off with the definition of an injective object.
Definition 1.3.3. An injective object in a category C is an object I such that
for every monomorphism f : A→ B and every g : A→ I there exists h : B → I
such that the following diagram commutes:
A
g //
f

I
B
∃h
??
A category has enough injectives if every object has a monomorphism into an
injective object.
A useful property of this concept is that arbitrary products of injective objects
are injective.
Definition 1.3.4. In an abelian category C, an injective resolution for an
object X of C is an exact sequence
0 // X  // I0
f0 // I1
f1 // I2
f2 // . . .
where each Ik is an injective object of C.
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The following is a useful property of abelian categories with enough injectives.
Proposition 1.3.5. If an abelian category C has enough injectives, then every
object in C has an injective resolution.
Proof. Let X be an object in an abelian category C which has enough injectives.
Then by the definition of enough injectives we have a monomorphism ε : X → I0
where I0 is injective, and hence a short exact sequence of the form:
0 // X ε // I0
p // coker ε // 0
We again use the definition of enough injectives to obtain a monomorphism
δ′0 : coker ε→ I1, so we have a diagram of the form:
0 // X ε // I0

δ0 // I1
coker ε
δ′0
;;
where δ0 = δ′0◦p. We then build up the rest of the resolution inductively following
the same procedure as before. The exactness property is easy to verify.
Definition 1.3.6. The injective dimension of an objectX (denoted by ID(X))
in an abelian category C is the minimum positive integer n (if it exists) such that
there is an injective resolution of the form
0 // X  // I0
f0 // I1
f1 // . . .
fn−1 // In // 0 .
The injective dimension is infinite if no minimum integer exists. See [Wei94,
Definition 4.1.1].
Definition 1.3.7. For an abelian category C, the injective dimension of C is de-
fined to be sup {ID(X) | X ∈ C}. See [Wei94, Definition 4.1.1, Corollary 10.7.5].
The injective dimension of an abelian category is a measure of the complexity
of the category. We now consider some examples.
Example 1.3.8. If R is a field then every object in the category of R-Modules
is injective. Then every module has injective resolution of length zero. It follows
that the injective dimension of this category is equal to zero. This holds, for
example, for R = Q.
Example 1.3.9. If G is a profinite group, then the category of discrete Q[G]-
modules satisfies that every object is injective. Therefore the injective dimension
of this category is also zero. See [CW16, Proposition 3.7].
We will see more substantial examples in Section 7.3. A morphism of chain
complexes C andD over C is a level-wise morphism of objects in C which commute
with differentials. We now make the following useful definition.
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Definition 1.3.10. Let C be an abelian category, and let C and D be chain
complexes over C. If f and g are chain maps from C to D, we define a chain
homotopy between f and g to be a collection of maps in C:
sn : Cn → Dn+1
such that f − g = sd+ ds, where d is the differential.
Construction 1.3.11. Let F : C → D be a left exact functor between abelian
categories where C has enough injectives. We define the right derived functor
RF i for i ≥ 0 as follows. We can construct an injective resolution A → I∗ for
any object A of C. Applying the functor F and omitting the first term gives a
complex:
0 // F (I0)
d // F (I1)
d // F (I2)
d // . . .
d // F (Ik)
d // F (Ik+1)
d // . . .
We define RiF (A) to be H i(F (I∗)).
Remark 1.3.12. Since F is left exact it follows that the following sequence is
exact:
0 // F (A) // F (I0) // F (I1) .
Therefore R0F (A) ∼= F (A).
Example 1.3.13. Let A be any object in an abelian category C. Then we have
a functor Hom(A,−) which is left exact. We define Ext group functor by:
Exti(A,B) = RiHom(A,−)(B).
Theorem 1.3.14. Let C be an abelian category with enough injectives and A be
any object of C. Then injective resolutions for A are unique upto chain homotopy.
Proof. This follows from [Wei94, Theorem 2.3.7].
In particular this means that calculating cohomology of an object is indepen-
dent of the choice of injective resolution used. It is for this reason that Construc-
tion 1.3.11 is independent of the choice of injective resolution used. The concept
of an Ext group functor has the following useful characterisation.
Theorem 1.3.15. Let B be an object in an abelian category C. Then the injec-
tive dimension of B is less than or equal to a natural number n if and only if
Exti(A,B) = 0 for every object A and i > n. The injective dimension equals n if
in addition, there exists some A such that Extn(A,B) 6= 0.
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Proof. See [Wei94, Corollary 10.7.5, Exercise 10.7.2 and Lemma 4.1.8].
This result is formally used in the proof of Theorem 7.3.13.
Chapter 2
Characterising Mackey Functors
In this chapter we will be interested in the category of rational Mackey functors
of profinite groups. For the first section we will be searching for useful chacteri-
sations of Mackey functors. We will also see an inflation functor between Mackey
functor categories, Proposition 2.1.17. In the second section we will define the
Burnside ring of a profinite group and explore the various characterisations of this
ring. In particular, we will define the space of closed subgroups of G and see how
this determines the Burnside ring, Theorem 2.2.13 and Corollary 2.2.15. In the
final section we will see how the Burnside ring interacts with an arbitrary Mackey
functor, Proposition 2.3.4, and consequently how a Mackey functor determines
a collection of sheaves, Corollary 2.3.6. We will characterise the multiplicative
idempotents of the Burnside ring, Proposition 2.3.2, and show how these inter-
act with the restriction, conjugation and induction maps of a Mackey functor,
Proposition 2.3.12 and 2.3.13.
2.1 Mackey Functors over a Profinite Group
In this section we will look at some equivalent definitions of Mackey functors.
For the following we let Grpf denote the collection of all closed subgroups of
a profinite group G of finite index (or equivalently the collection of all open
subgroups of G). The following definition is from [Thi11, Definition 2.2.12].
Definition 2.1.1. Let G be a profinite group, then a rational G-Mackey func-
tor M is a collection of data:
• A collection of Q-modules M(H) for each subgroup H in Grpf .
• For each K ≤ H with K,H ∈ Grpf we have the following maps of Q-
modules; a restriction map
RHK : M(H)→M(K),
31
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an induction map
IHK : M(K)→M(H),
and a map called conjugation for each g ∈ G given by:
CHg : M(H)→M(gHg−1).
These maps satisfy the following conditions:
1. RHH = IdM(H) = IHH for each H ≤ G, and CHh = IdM(H) for each h ∈ H.
2. If L ≤ K ≤ H with all three subgroups in Grpf , then IHL = IHK ◦ IKL ,
RHL = R
K
L ◦ RHK and for g, h ∈ G we have Cgh = Cg ◦ Ch. These are the
transitivity condition and associativity condition respectively.
3. If g ∈ G and K ≤ H then:
RgHg
−1
gKg−1 ◦ Cg = Cg ◦RHK and IgHg
−1
gKg−1 ◦ Cg = Cg ◦ IHK .
This is the equivariance condition.
4. If K,L ≤ H with all three in Grpf , then:
RHK ◦ IHL =
∑
x∈[KupslopeHL]
IKK∩xLx−1 ◦ Cx ◦RLL∩x−1Kx.
This condition is called the Mackey axiom.
We now look at the following example.
Example 2.1.2. Consider the profinite group given by the p-adic integers, Zp.
The open subgroups in this case are of the form pkZp for k ≥ 0. We define a
Mackey functor by the following assignment:
pkZp 7→ Q
where all of the restriction maps and conjugation maps are taken to be the iden-
tity. We finish by defining the induction maps.
We begin by observing that an open subgroup plZp is contained inside another
pkZp if and only if l ≥ k. We define induction maps as follows:
I
pkZp
plZp = Multiplication by p
l−k.
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Definition 2.1.3. Let G be a profinite group. We let G-Set denote the category
of finite G-sets whose group action is continuous. The morphisms in this category
are the equivariant G-maps.
Lemma 2.1.4. If X is a finite G-set then stabG(x) is open for each x ∈ X.
Proof. We know that the action map:
G× {x} → X
is continuous. Since the set {x} is open and closed in X it follows that the
preimage is open and closed in G. This preimage is precisely stabG(x) as required.
Remark 2.1.5. For more general G-spaces this holds if x is an isolated point.
Also we can use that closed subgroups of finite index are open to deduce this
when x has finite orbit. This is because |Gx| = |G/ stabG(x)|.
When we consider finite G-sets it is important to note that we are always
considering the discrete topology.
Corollary 2.1.6. If X is an element of G -Set as described above, then X is a
finite disjoint union of orbits G/H where H is an open subgroup of G.
Proof. We begin by defining an equivalence relation on X where x ∼ y if and
only if y = gx, so that X =
∐
1≤i≤n
Gxi. We are using that X is finite to deduce
that there are only finitely many orbits. Using the previous lemma we have that
X =
∐
1≤i≤n
G/ stabG(xi) and that each stabG(xi) is open as required.
In particular this shows that G-Set is generated by the orbits G/H where H
is an open subgroup, in the sense that they provide an additive basis for G-Set.
Similar to studying G-Mackey functors when G is finite, we have the following
alternative definition which we will prove later is equivalent to the first. This is
from [Lin76, Definition 1].
Definition 2.1.7. Let C be a category with pullbacks and finite coproducts, and
D be an abelian category. A categorical Mackey functor is a bifunctor
M = (M∗,M∗) : C→ D
satisfying two conditions. By bifunctor we mean a covariant functor M∗ and a
contravariant functor M∗ which agree on objects, so we denote by M(X) the
common value.
The two conditions are:
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1. For every pullback diagram in C:
X1
α //
β

X2
γ

X3
δ // X4
we have the equality:
M∗(δ) ◦M∗(γ) = M∗(β) ◦M∗(α).
2. The following coproduct diagram X // X
∐
Y Yoo defines an iso-
morphism M(X
∐
Y ) ∼= M(X)⊕M(Y ) via both M∗ and M∗.
A Mackey functor of Q-modules for G is the above definition restricted to the
case C = G-Set and D = Q-Mod. We will prove this equivalence but in order to
do this we first need to look at a couple of lemmas.
Lemma 2.1.8. In the category G -Set, consider any pullback diagram:
Ω //

A

C // B.
Then Ω is given by a disjoint union of pullbacks of diagrams whose objects are
orbits.
Proof. We know that we can write A =
∐
1≤i≤na
G/Ki, B =
∐
1≤j≤nb
G/Hj and C =∐
1≤k≤nc
G/Lk. This description of the G-sets shows that our diagram boils down
to:
Ω //

∐
1≤i≤na
G/Ki
∐
1≤k≤nc
G/Lk //
∐
1≤j≤nb
G/Hj
We know that Ω = {(a, c) ∈ A× C | PC(c) = PA(a)}, where PA, PC are the rel-
evant projections. First note that if there exists a G/Hj in the decomposition
of B which has no element from the decomposition of A and of C mapping into
it, then G/Hj does not factor into the pullback by definition. Therefore we can
assume that each G/Hj is mapped into by both A and C.
For each G/Hj we can pick out the orbits in the decomposition of A and C
which both map into G/Hj, so we have
∐
1≤i≤nja
G/Ki ⊆ A and
∐
1≤k≤njc
G/Lk ⊆ C,
and hence for each 1 ≤ j ≤ nb we have:
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Ωj //

∐
1≤i≤nja
G/Ki
∐
1≤k≤njc
G/Lk // G/Hj
By definition Ωj = {(xKi, yLk) | xHj = yHj}. Now look at the pullback diagram:
Ωji,k
//

G/Ki

G/Lk // G/Hj
where 1 ≤ j ≤ nb and i, k are the indices of subgroupsKi and Lk which contribute
to Ωj as defined above. We set P =
∐
1≤j≤nb
∐
i,k
Ωji,k.
We define a map ψ : P → Ω by (aKi, cLk) 7→ (aKi, cLk). This is well de-
fined, injective and surjective. This is also G-equivariant since both the cartesian
product and pullback construction have G-action given by the diagonal. This
is obviously a homeomorphism since both the domain and codomain are finite
discrete sets.
Lemma 2.1.9. Given a pullback diagram in G -Set:
P //

G/K

G/H // G/J
where H,K ≤ J , then P ∼= G×J (J/H × J/K).
Proof. Firstly if (g1H, g2K) belongs to P , then by definition g1J = g2J so g−11 g2 ∈
J . It then follows that g1j = g2, so that (g1H, g2K) = (g1H, g1jK). Therefore
P = {(gH, gjK) | g ∈ G, j ∈ J}.
We now define a map
ψ : G×J (J/H × J/K)→ P,
(g, (j1H, j2K)) 7→ (gj1H, gj2K) = (gj1H, gj1(j−11 j2)K).
To see that it is well defined observe the following:
ψ(g, (j1H, j2K)) = (gj1H, gj2K) = (gj1H, gj1(j
−1
1 j2)K) = ψ(gj1, (eH, j
−1
1 j2K)).
To see surjectivity, take any (gH, gjK) in P , then (g, (eH, jK)) is in the preim-
age. For injectivity, suppose we have (g1, (j1H, j2K)) and (g2, (a1H, a2K)) with
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(g1j1H, g1j2K) = (g2a1H, g2a2K). It follows from this equality that g1j1 = g2a1h
for some h ∈ H, hence g1 = g2a1hj−11 . From this we show that a1hj−11 j2K = a2K.
We know by assumption that j−12 g
−1
1 g2a2 belongs to K and therefore equals
some k ∈ K. Substituting the value for g1 stated earlier we get that:
k = j−12 g
−1
1 g2a2 = j
−1
2 (j1h
−1a−11 g
−1
2 )g2a2 = j
−1
2 j1h
−1a−11 a2
hence j−12 j1h−1a
−1
1 a2 ∈ K, proving that a1hj−11 j2K = a2K. Therefore we have
the following:
(g1, (j1H, j2K)) = (g2a1hj
−1
1 , (j1H, j2K)) = (g2a1h, (eH, j
−1
1 j2K))
= (g2, (a1H, a1hj
−1
1 j2K)) = (g2, (a1H, a2K)).
This proves injectivity of ψ. This map is also G-equivariant since:
aψ(g, (j1H, j2K)) = a(gj1H, gj2K) = (agj1H, agj2K) = ψ(ag, (j1H, j2K))
for each a ∈ G. The map is clearly a homeomorphism since it is between finite
discrete spaces.
We now prove the equivalence of the two definitions of Mackey functors for
profinite groups provided above. This is also well known in the case where G is
finite.
Theorem 2.1.10. If G is a profinite group then the definition of Mackey functor
in Definition 2.1.1 is equivalent to Definition 2.1.7.
Proof. If we begin with a Mackey assignment N : Grp(G)f → Q as in Defini-
tion 2.1.1, we will construct a bifunctor N˜ from G-Set to Q-Mod satisfying the
conditions of Definition 2.1.7.
We define N˜ on G/H for H an open subgroup of G by N˜(G/H) = N(H).
This is sufficient since the collection of all such G/H form an additive basis for
G-set. If we take the projection pr : G/H → G/L where H ⊆ L and L is an
open subgroup, we can set N˜∗(pr) = ILH and N˜∗(ι) = RLH . Given conjugation
Cg : G/H → G/gHg−1 we can also define:
N˜(Cg) : N˜(G/H)→ N˜(G/gHg−1)
using the conjugation maps provided forN by Definition 2.1.1. These assignments
are functorial as a direct consequence of the relations satisfied by N in Definition
2.1.1. The additivity condition of Definition 2.1.7 is satisfied by construction,
since N˜ is defined additively on an additive basis. Therefore we need only show
that N˜ satisfies the pullback condition in Definition 2.1.7.
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To do this we first show that if we have a pullback diagram of the form:
P //

G/H

G/K // G/J
where H,K ≤ J and the two arrows are the canonical projections, then P =∐
x∈[HJupslopeK]
G/ (H ∩ xKx−1). To see this observe that the following is a pullback
diagram where the arrows are the canonical projections:
J/K × J/H //

J/H

J/K // J/J = {0}
Next observe that we have an isomorphism of J-sets given by
ψ : J/H × J/K →
∐
x∈[HJupslopeK]
J/
(
H ∩ xKx−1)
(j1H, j2K) 7→ j2
(
H ∩ xKx−1)
where x = j−11 j2. The inverse is given by:
φ :
∐
x∈[HJupslopeK]
J/
(
H ∩ xKx−1)→ J/H × J/K
j
(
H ∩ xKx−1) 7→ (jx−1H, jK).
To see that this is a J map, if j ∈ J then:
(jj1H, jj2K) 7→ jj2
(
H ∩ j1−1j2Kj2−1j1
)
which is equal to j
(
j2
(
H ∩ j1−1j2Kj2−1j1
))
= jψ(j1H, j2K). The fact that this
is a homeomorphism is clear from the fact that both domain and codomain are
finite discrete spaces. We then apply Lemma 2.1.9 to deduce that
P ∼= G×J (J/H × J/K) ∼= G×J
 ∐
x∈[H\J/K]
J/
(
H ∩ xKx−1)

∼=
∐
x∈[HJupslopeK]
G/
(
H ∩ xKx−1) .
So we now know that the pullback diagram can be written as follows:
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∐
x∈[HJupslopeK]
G/ (H ∩ xKx−1) α //
β

G/H
γ

G/K δ // G/J
We need to show that the following commutes:∐
x∈[HJupslopeK]
N˜(G/ (H ∩ xKx−1))
β∗

N˜(G/H)
α∗
oo
γ∗

N˜(G/K) N˜(G/J)
δ∗
oo
Observing that the maps in the square are obtained from restriction, induction
and conjugation maps we apply the Mackey axiom to get the desired result. The
correspondence in the opposite direction is the same construction in reverse.
A further classification of Mackey functors comes from [Lin76]. Before we
make this precise we first make clear the following construction.
Construction 2.1.11. If C is a category with pullbacks and finite coproducts, we
define the category of spans over C denoted Span(C). This category has objects
consisting of the objects of C. For the morphisms, we consider spans of the form:
X Zα
oo β // Y ,
where α and β are morphisms in C. We say that two such spans are equivalent if
there exists an isomorphism in C:
φ : Z → Z ′
such that the following diagram commutes:
Z
φ

α
~~
β
  
X Y
Z ′
α′
``
β′
>>
We consider the equivalence classes of spans from X to Y . For composition of a
span from X to Y with a span from Y to V , consider the following:
Z
α
~~
β

W
γ
~~
ζ
  
X Y V
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We calculate the pullback P of the diagram:
Z
β 
W
γ
~~
Y
This gives a span X ← P → V . Furthermore we also have an addition on the
set of equivalence classes of spans from X to Y . The addition is given by the
following assignment:(
X V
β
//
α
oo Y , X Zγ
oo
ζ
// Y
)
7→ X V ∐Z
α
∐
γ
oo
β
∐
ζ
// Y
Since the set of equivalence classes of spans from X to Y have an addition, we
can apply the Grothendieck group completion to obtain a group from this data.
We call this Hom(X, Y ), and these are the morphisms in the category Span(C).
We will see in Lemma 3.2.3 that morphisms of spans over finite G-sets, when
G is profinite, can be calculated in terms of spans over finite G/N -sets for N E
G open. We can therefore see that the above construction is well defined for
profinite groups using [TW95, pp. 1868-1870]. We will provide a proof that finite
categorical coproducts and dually finite products exist in this category.
Proposition 2.1.12. If G is a profinite group, then finite categorical coproducts
and products exists in the span category of finite G-sets.
Proof. We prove this by showing this for the orbits and the more general case
will be similar. Given G/H and G/K, we will show that G/H
∐
G/K is the
coproduct with map ι0 given by:[
G/H G/H
Id
oo ι0 // G/H
∐
G/K
]
where ι0 is the coproduct inclusion in finite G-sets. We have similar maps for
G/K. Suppose we have diagrams:
G/H
ι0

a // X G/K
ι1

b // X
G/H
∐
G/K G/H
∐
G/K
where a and b are given by:
[
G/H Y
aoo c // X
]
and
[
G/K Z
boo d // X
]
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respectively. We define a map from G/H
∐
G/K to X in the span category by:[
G/H
∐
G/K Y
∐
Z
a
∐
boo c
∐
d // X
]
.
We show that the diagram commutes by considering the following diagram:
G/H
Id
{{
ι0
&&
Y
∐
Z
a
∐
b
ww
c+d
""
G/H G/H
∐
G/K X
where c + d refers the map in finite G-sets induced by the universal property
of colimits. The pullback which determines the composition is the set of pairs
(gH, y) ∈ G/H∏Y such that c(y) = gH. This set is homeomorphic in G-Set
to Y since we have a G-equivariant bijection between finite discrete spaces. The
projections must be the inclusion Y → Y ∐Z and the map c from Y to G/H. It
follows that the span given by the composition is:[
G/H Yaoo c // X
]
.
A similar argument gives the analogous result for G/K. For uniqueness suppose
we have a span: [
G/H
∐
G/K Aeoo
f // X
]
which commutes in the above diagram. Working out the composition gives us
the following diagram:
G/H
Id
{{
ι0
&&
A
e
yy
f

G/H G/H
∐
G/K X.
Using the proof of Lemma 2.1.8 we can see that when calculating the pullback
we need only concentrate on the orbits in the decomposition of A which map into
G/H. Therefore we have:
G/H
Id
||
ι0
%%
∐
1≤i≤n
G/Li
e
ww
f
##
G/H G/H
∐
G/K X.
CHAPTER 2. CHARACTERISING MACKEY FUNCTORS 41
The pullback which determines the composition is the set of pairs (gH, xLi) ∈
G/H
∏( ∐
1≤i≤n
G/Li
)
such that e(xLi) = gH. This set is equivalent in G-Set to∐
1≤i≤n
G/Li by the same argument as above. The projections must be the inclusion:
∐
1≤i≤n
G/Li → A
and the map e from
∐
1≤i≤n
G/Li to G/H. It follows that the span given by the
composition is: [
G/H
∐
1≤i≤n
G/Li
eoo f // X
]
.
By assumption this is equal to the span from G/H to X with Y in the middle, so
Y and
∐
1≤i≤n
G/Li must be isomorphic as G-sets with their corresponding spans
commuting. A similar argument gives the analogous result for G/K, by showing
that Z is isomorphic to the complement in A of
∐
1≤i≤n
G/Li and their corresponding
spans commute. This proves that the following two spans are equal:[
G/H
∐
G/K A
eoo f // X
]
and [
G/H
∐
G/K Y
∐
Z
a
∐
boo c+d // X
]
.
For the finite products of G/H and G/K we consider G/H
∐
G/K with the
following map: [
G/H
∐
G/K G/H
ι0
oo Id // G/H
]
and the proof works out the same way.
We now provide a characterisation of rational G-Mackey functors in terms of
Span (G-set) as seen in Construction 2.1.11. In this theorem, a finite product
preserving functor is a functor:
F : C→ D
such that if
∏
1≤j≤n
Xi is the product in C then F
( ∏
1≤j≤n
Xj
)
is the product in
D. Furthermore, the product projections are of the form F (pj) where pj are the
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product projections of
∏
1≤j≤n
Xi in C.
Theorem 2.1.13. Let C be a category with pullbacks and finite coproducts and
D be an abelian category. Then the category of Mackey functors from C to D
is canonically isomorphic to the category of all finite product preserving functors
from Span(C) to D.
In particular if C = G -Setf and D = Q -Mod, this applies to Mackey functors
over profinite groups.
See [Lin76, Theorem 4] for details.
Construction 2.1.14. Let M be a Mackey functor over a profinite group G and
N any open normal subgroup of G, then we have a Mackey functor M defined
for G/N which takes value M(G/K) on subgroup K/N of G/N . The restriction,
induction and conjugation maps are the same as those for M .
To see that the construction M is a Mackey functor we first establish two
group theoretic lemmas.
Lemma 2.1.15. Let G be a profinite group with an open normal subgroup N .
If H and K are open subgroups containing N then we have a bijection from
[HGupslopeK] to [(H/N) (G/N)upslope (K/N)].
Proof. We define a map
θ : [HGupslopeK]→ [(H/N) (G/N)upslope (K/N)]
HxK 7→ (H/N)xN (K/N)
To see that this is well defined, if HxK = HyK then x = hyk for h in H and k in
K. Then xN = (hyk)N which is equal to be hNyNkN so θ(HxK) = θ(HyK).
For surjectivity, given (H/N)xN (K/N) in the codomain then we have that
θ(HxK) maps to it.
For injectivity, suppose that HxK and HyK satisfy:
(H/N)xN (K/N) = (H/N) yN (K/N) .
Then there is hN ∈ H/N and kN ∈ K/N with yN = hNxNkN . But this is
equal to hxkN so y = kxkn for some n ∈ N . We now use that N is contained in
K to deduce that kn ∈ K and therefore HyK = HxK.
We will use the following elementary fact.
Lemma 2.1.16. If K,H ⊇ N , then (K/N) ∩ (H/N) = (H ∩K)/N .
Proposition 2.1.17. The construction M is a Mackey functor over G/N .
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Proof. We show that each of the required conditions hold.
1. Given K/N , then RK/NK/N = R
K
K = IdM(G/K) since it is true for M . The
induction map satisfies the condition for the same reason. Given kN ∈
K/N , then CkN(s) for s ∈ M(G/K) is defined to be Ck(s) which equals s
since it does for M .
2. Given H/N ≥ K/N ≥ L/N , then RK/NL/N RH/NK/N is defined to be RKLRHK which
equals RHL since this is true for M . The statement for the induction and
conjugation maps are similar.
3. Given gN ∈ G/N and H/N ≥ K/N . Then CgNRH/NK/N is by definition
CgR
H
K , which equals R
gHg−1
gKg−1Cg. This is the definition of R
gHg−1/N
gKg−1/NCgN . The
corresponding statement for the induction maps are similar.
4. Let H/N and K/N be subgroups of G/N , then we have that:
R
G/N
H/NI
G/N
K/N = R
G
HI
G
K =
∑
H\G/K
IHH∩xKx−1CxR
K
K∩x−1Hx
=
∑
(H/N)\(G/N)/(K/N)
IHH∩xKx−1CxR
K
K∩x−1Hx
=
∑
(H/N)\(G/N)/(K/N)
I
H/N
H/N∩xKx−1/NCxR
K/N
K/N∩x−1Hx/N
Here we use the definition of the restriction, induction and conjugation
maps of M , as well as the proceeding two lemmas.
2.2 The Burnisde Ring of a Profinite Group
For finite discrete groups there is a construction called the Burnside ring and this
is an example of a Mackey functor. Furthermore the Burnside ring interacts with
more general Mackey functors in a useful way. We will see this construction is
also relevant for profinite groups.
In order to understand what the Burnside ring is, we begin by considering
the set of all finite G-sets. We put an addition on this set by considering disjoint
union of two finite G-sets. We can also define a multiplication by considering the
cartesian product of two finite G-sets. These operations satisfy the associativity
and distributivity laws similar to the finite case. The only issue preventing this
construction being a ring is that we do not necessarily have additive inverses. As
with the finite case we can get around this using the Grothendieck construction
which introduces formal differences.
Definition 2.2.1. If G is a profinite group we can construct the Burnside ring
for G, denoted A(G), as the Grothendieck ring of finite G-sets.
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Remark 2.2.2. A(G) has an additive basis given by the elements [G/H].
Since we are working rationally, from here on A(G) shall denote A(G) ⊗ Q.
When G is a finite group there are equivalent definitions of the Burnside ring, we
now examine which definitions extend to the case whereG is a profinite group. We
begin by giving the construction for the space of closed subgroups of a profinite
group G.
Construction 2.2.3. Let G be a profinite group, then we can define the space
of closed subgroups SG to be the space whose underlying set is the collection of
all closed subgroups. This comes with an action map:
G× SG→ SG
(g,K) 7→ gKg−1.
For the topology, consider:
O(N, J) = {K ∈ SG | NK = J}
where NEOG, J ≤O G and N ≤ J . Then we can give SG the topology generated
by the sets of the form O(N, J). That is, we consider the topology where open
sets are precisely the unions of finite intersections of all sets of this form. With
this topology we can show that the above action is continuous.
Remark 2.2.4. The sets O(N, J) are J-invariant since if A ∈ O(N, J) and j ∈ J
then jAj−1N = jANj−1 = jJj−1 = J .
We now show that the space of closed subgroups of a profinite group G provide
us with an example of a G-space.
Proposition 2.2.5. If G is a profinite group then the action on SG given by:
G× SG→ SG
(g,K) 7→ gKg−1
is continuous.
Proof. Let ψ denote the action map and take any basic open set O(N, J) and
pair (g,K) ∈ ψ−1 (O(N, J)). We claim that V = Jg × O(N, g−1Jg) is contained
in the preimage and (g,K) belongs to V .
To see this, if (jg, A) ∈ V then jgAg−1j−1N = jgANg−1j−1 = J as required.
Also (g,K) belongs to V since K belongs to O(N, g−1Jg).
Remark 2.2.6. Notice that if G is a finite discrete group then {e} is an open
normal subgroup of G and any subgroup H is an open subgroup of G. Therefore
O({e} , H) = {H} is open in SG proving that SG is a discrete space.
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Furthermore we can look at the conjugacy classes of closed subgroups of G.
This is topologised as SG/G using the quotient topology.
We will now see what the construction SG looks like when G is the p-adic
integers.
Proposition 2.2.7. The space S (Zp) is homeomorphic to:
P =
{
1
n
| n ∈ N
}⋃
{0} ,
which has the subspace topology with respect to R.
Proof. First notice that there is a bijection of sets given by pkZp 7→ 1k+1 and
e 7→ 0. We next observe that points of the form pkZp and 1k+1 are isolated in
their respective spaces. This is clear for P but for S (Zp) we can see the following:{
pkZp
}
= O
(
pk+1Z, pkZp
)
.
To see that this is true observe that pkZp clearly belongs to this set. On the other
hand, if A satisfies that Apk+1Zp = pkZp then A ≤ pkZp. However A ≤ pk+1Zp
has to be false since if it were true then we would have the following contradiction:
pkZp = Apk+1Zp = pk+1Zp.
This shows that A must equal pkZp. A similar argument shows that there is a
one to one correspondence between the neighbourhood basis of 0 and that of e.
We can observe that:
O
(
pkZp, pkZp
)
= {e}
⋃
{pnZp | n ≥ k} ,
which corresponds to the typical open neighbourhood of 0 in P of the form:
{0}
⋃{ 1
n
| n ≥ k + 1
}
.
For G a profinite group we have a more informative way of describing SG
which the following proposition will illustrate. Since G is a profinite group, we
can write G as an inverse limit lim
←
G/N where N ranges over all open normal
subgroups of G. Consequently, if N is an open normal subgroup of G then we
have the following map:
pN : SG→ S(G/N)
K 7→ NK/N.
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This map is useful since we know it is a continuous map of spaces where the
codomain is a finite discrete space. This is true since we have the following
equality:
p−1N ({NK/N}) = O(N,NK).
Proposition 2.2.8. If G is a profinite group then we have a homeomorphism
SG ∼= lim← S(G/N). Hence SG is a compact, Hausdorff and totally disconnected
space.
Proof. We know from [RZ00, Corollary 1.1.8, Proposition 2.2.1] that each closed
subgroup H of G is of the form lim
←
HN/N , where N ranges over all open normal
subgroups of finite index of G. Therefore we need only show that the topology
described above coincides with the profinite topology.
Take a subbasis set O(N, J) which is non-empty. Then we know that there
exists a closed subgroup of G namely K with NK = J so we can write O(N, J)
as O(N,NK). We next observe that:
p−1N ({KN/N}) = O(N,NK) = O(N, J)
so the subbasis given above is another way of writing the profinite topology.
If N is an open normal subgroup of G and K is a closed subgroup of G,
then all finite intersections of sets of the form O(N,NK) give a closed-open basis
for the topology. We also have another basis for this topology as the following
proposition will show.
Proposition 2.2.9. The sets of the form O(N,NK) give a basis of compact-open
sets for the profinite topology on SG.
Proof. Clearly all sets of the form O(N,NK) cover SG so it is left to show that if
A ∈ O(N1, N1K)∩O(N2, N2L) we can find a set of the form O(N,NA) satisfying
A ∈ O(N,NA) ⊆ O(N1, N1K) ∩O(N2, N2L).
To start with set N = N1 ∩ N2, then clearly A ∈ O(N,NA). Suppose B ∈
O(N,NA), then we have that:
BN1 = BNN1 = ANN1 = AN1 = N1K
and so B ∈ O(N1, N1K). Similarly B ∈ O(N2, N2L) also, and hence A belongs
to O(N,NA) ⊆ O(N1, N1K) ∩O(N2, N2L) as required.
In the construction of G as an inverse limit we know that if N is open and
normal, then G/N is a discrete group and hence S(G/N) is a finite discrete space.
Continuity of the projection maps tells us that the subbasis sets are also closed,
and because the space is Hausdorff this further implies compactness.
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The following proposition will give a more localised description of the topology
of the profinite space SG. In order to understand this we first define the core of
a subgroup of G. The idea is that any subgroup determines a normal subgroup
contained inside it.
Definition 2.2.10. Let G be a group and H be any subgroup of G. We define
the core of H with respect to G to be:
CoreG(H) =
⋂
g∈G
gHg−1.
We sometimes denote the core of H by HC when the ambient group is un-
derstood. Suppose that G is a profinite group and H is an open subgroup of G.
Since H is of finite index it therefore follows that HC is a finite intersection of
open subgroups and is therefore open.
Remark 2.2.11. If G is a profinite group and J ≤ G is an open subgroup, then
J as a point in the topological space SG defined above has a neighbourhood
U where each element in U is a subgroup of J . To see that any such J has
a neighbourhood of this form take U = O(JC , J). This holds for any normal
subgroup contained in J replaced with JC .
Proposition 2.2.12. If K ≤ G is closed and if G is profinite, then a neighbour-
hood basis for K is given by:
{O(N,NK) | N EG, open} .
If H is open in G then a neighbourhood basis of H is given by:
{O(N,H) | N EG, open and N ≤ H} .
Proof. The statement for K closed holds because the sets O(N,NK) form a
basis for SG with the profinite topology. For H open we prove that the set
{O(N,H) | N EH,G, open} is cofinal in {O(N,NH) | N EG, open}.
Given an open set O(N,NH), set N ′ = N ∩Hc where Hc is the core of H. A
similar argument as in the proof of Proposition 2.2.9 shows that O(N ′, N ′H) =
O(N ′, H) is contained in O(N,NH) as required.
Notice that we are interested in the core of H since we want an open normal
subgroup contained in H. This argument will hold if we replace thecore with any
open normal subgroup of G contained in H.
We can now provide a characterisation for the Burnside ring of a profinite
group G.
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Theorem 2.2.13. Let G be a profinite group, then we have an isomorphism of
rings A(G) ∼= C(SG/G,Q), where the ring structure is given by:
(f + g)(x) = f(x) + g(x) and (fg)(x) = f(x)g(x).
Proof. This proof is available in [Dre71, pp. B8]. The isomorphism maps [G/H]
to the function which sends a conjugacy class of closed subgroup K to |(G/H)K |.
We also have the following useful proposition involving profinite spaces. A
profinite space is a compact, Hausdorff and totally disconnected space, or equiv-
alently an inverse limit of finite discrete spaces. These are important for our
purposes since by Proposition 2.2.8 the space SG is a profinite space.
Proposition 2.2.14. Let X be a profinite space, where X = lim
←
Xi for an in-
verse system of finite discrete spaces Xi. Then C(X,Q) and colim→ C(Xi,Q) are
isomorphic as rings.
Proof. We define a map:
φ : colim
→
C(Xi,Q)→ C(X,Q)
[fi] 7→ fi ◦ pi,
where pi : X → Xi is the projection which comes from the definition of limit.
First note, using [RZ00, Corollary 1.1.8] since X is an inverse limit of finite
discrete spaces which are in particular compact and Hausdorff, we can assume
without loss of generality that each pi is surjective.
Next we justify that this map is well defined. Suppose we have fj : Xj → Q
and fk : Xk → Q which are equivalent by the colimit relation. This means that
there exists i ≥ j, k such that fj ◦ pij = fk ◦ pik, where p is the morphism in the
limit diagram for X. It then follows that:
fj ◦ pj = fj ◦ pij ◦ pi = fk ◦ pik ◦ pi = fk ◦ pk
as required.
Next we show that φ is injective, so suppose we have [fi] and [gj] with fi◦pi =
gj ◦ pj. Since the inverse limit is over a directed set we can choose an index γ
which satisfies γ ≥ i, j and so we have the following diagram:
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X
pi
}}
pj
!!
pγ

Xi Xj
Xγ
pγ,j
>>
pγ,i
``
where pγ,i is the map from Xγ to Xi from the definition of inverse system. It
follows that fi ◦ pi = (fi ◦ pγ,i) ◦ pγ and gj ◦ pj = (gj ◦ pγ,j) ◦ pγ so we can assume
without loss of generality that i = γ = j, so that fγ ◦ pγ = gγ ◦ pγ. By the above
fact that each pi is surjective and hence an epimorphism, we have that fγ = gγ.
In particular this proves injectivity.
In order to see that φ is surjective, take any f : X → Q. Since X is a
profinite space and hence compact we have that f(X) ⊆ Q is a compact subspace
where Q has the discrete topology. This then implies that f(X) must be finite
as well as discrete enabling us to apply [RZ00, Proposition 1.1.16 (a)] to factor
f : X → f(X) through Xi for some i ∈ I via some fi : Xi → f(X), proving
surjectivity.
For the algebraic structure, starting with addition if we take [fi] + [gj], there
is a γ ≥ i, j since the set I is directed, and hence [fi] + [gj] = [fγ + gγ]. This has
image (fγ + gγ)◦pγ = fγ◦pγ+gγ◦pγ under φ. On the other hand φ([fi])+φ([gj]) =
fi◦pi+gj ◦pj. By the above argument we can use the directed property to deduce
that this equals fγ ◦ pγ + gγ ◦ pγ as required. Showing that φ is multiplicative is
done similarly.
This proposition has the following interesting corollary.
Corollary 2.2.15. If G is a profinite group with G = lim
←
G/N , then A(G) ∼=
colim
→
A(G/N).
Proof. This follows directly from Proposition 2.2.14 combined with the following
diagram:
A(G)
∼=

// colimA(G/N)
∼=

C(lim
←
S(G/N),Q) = // C(SG,Q)
∼= // colim
→
C(S(G/N),Q)
Example 2.2.16. We can define a Mackey functor A by considering the assign-
ment H 7→ A(H). If K ≤ H then we have a restriction map from A(H) to
A(K) which assigns a H-set X to the restriction of X with respect to K. For the
induction map we assign a K-set Y to H ×
K
Y . If we take an orbit H/L in A(H)
we have an element of A(gHg−1) by considering gHg−1/gLg−1.
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We will see that we can characterise the Burnside ring of G in terms of ho-
motopy theory of spheres in Theorem 3.1.16.
2.3 Burnside Ring Idempotents
The characterisation of the Burnside ring of a profinite group G as C(SG/G,Q) is
significant because we can now characterise its multiplicative idempotents. These
idempotents are very important for this theory, since it is through these that we
can define an action of the Burnside ring on an arbitrary Mackey functor. This
action is significant since it is through this that we can define a sheaf structure
from the information given by a Mackey functor, see Construction 5.2.7.
When calculating explicitly what the multiplicative idempotents are when G
is finite, we need to consider the poset of subgroups of G. It turns out from
[Yos83, Section 3] that we can calculate these idempotents, but to understand
these calculations we need to understand the Moebius function which relates to
posets. A chain of elements in a poset (I,≤) of length n is a sequence:
A1 ≤ A2 ≤ . . . ≤ An.
When G is a finite discrete group and H ≤ G, the idempotent eH ∈ A(G) can be
written as a sum of additive basis elements as follows:
eH =
∑
D≤H
|D|
|NG(H)|µ(D,H) [G/D]
where µ is the Moebius function. In this context the Moebius function where
D ≤ K, is given as follows:
µ(D,K) =
∑
i
(−1)ici
where the sum ranges over all lengths of strictly increasing chains from D to K,
and ci is the number of chains from D to K of length i. For more information
see [Rot64, Proposition 1] and [Glu81, section 2].
Using the continuous function definition of the Burnside ring we view [G/D]
as the continuous function which sends a subgroup A to | (G/D)A |. This means
that eH , which is the characteristic function for H, can be written as the function
A 7→∑D≤K |D||NG(K)|µ(D,K) [G/D] (A).
By Theorem 2.2.13, an element of A(G) is a multiplicative idempotent if and
only if its corresponding element of C(SG/G,Q) is. By definition of the point-
wise multiplication of the latter, this restricts multiplicative idempotents of the
Burnside ring to being the functions which take values 0 or 1 at each point. Since
Q has the discrete topology, such idempotents are determined by the compact-
open basis in the following manner:
Let eGO(N,NK) represent the function which sends x to 1 if it belongs to the
G-saturation of O(N,NK) and 0 otherwise. The G-saturation of a subset U of a
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G-space X is the set p−1(p(U)), where:
p : X → X/G.
When the ambient group is understood we simply write eO(N,NK).
We prove the following lemma which will help with the idempotent calcula-
tions.
Lemma 2.3.1. Let N be an open normal subgroup of G and A be any closed
subgroup. Then we have the following homeomorphism of spaces:
G/NA ∼= (G/N)/(NA/N).
Proof. We will construct a bijection and the fact that both the domain and
codomain are discrete will give the homeomorphism.
ψ : G/NA→ (G/N)/(NA/N)
gNA 7→ (gN)NA/N.
This clearly well defined. For surjectivity, given any (gN)NA/N we know that
gNA is in the preimage. For injectivity, if (g1N)NA/N = (g2N)NA/N then
by definition there exists na ∈ NA such that g1N = (g2N)naN . Therefore
g1N = g2naN , and since N ≤ NA it follows that g1NA = g2NA.
In this proof it was tempting to apply the third isomorphism theorem, however
NA may not have been normal.
Proposition 2.3.2. For G a profinite group and O(N,NK) a basis subset of the
profinite space SG we have the following equality:
eGO(N,NK) =
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)[G/NA]PN .
Proof. First note that the sum is finite since we are interested in the open sub-
groups and these have finite index and strictly contain N . If G is profinite, by
Corollary 2.2.15 we have that eO(N,NK) (the characteristic function for the open
subset O(N,NK)) is given by eNK/N ◦ PN . Using the above formula this boils
down to: ∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK) [(G/N) / (NA/N)] ◦ PN
First observe that G/NA is N -fixed since for any coset gNA we have that
g−1Ng = N ≤ NA always holds. Therefore for any J we have | (G/NA)J | =
| (G/NA)JN/N |.
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Next note that by Lemma 2.3.1 we have that G/NA ∼= (G/N) / (NA/N), so
that | (G/NA)JN | = | ((G/N) / (NA/N))JN/N |. Consequently eO(N,NK) can be
written as the map:
L 7→
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)[G/NA](NL)
which is 1 for L belonging to the G-saturation of O(N,NK) and 0 otherwise.
We then notice the following observation relating the rational coefficients in
the above formula.
Proposition 2.3.3. Let K ≤ J ≤ G be open subgroups of G and a be an element
of NG(J). If we set qK = |K||NG(J)|µ(K, J), then we have qK = qaKa−1.
Proof. Clearly A ≤ J if and only if aAa−1 ≤ J for a ∈ NG(J), so we know
that aKa−1 ≤ J . We also know that |K| = |aKa−1| so we need only show that
µ(K, J) = µ(aKa−1, J). But this follows from the fact that:
K = A0 < A1 < . . . < An = J
is a strictly increasing chain if and only if the following sequence is:
aKa−1 = aA0a−1 < aA1a−1 < . . . < An = J.
It follows that µ(aKa−1, J) = µ(K, J), and hence qaKa−1 = qK .
Note that if we want to work with the basis consisting of finite intersec-
tions of sets of he form O(N,NK), we can use the fact that e∩1≤i≤nO(Ni,NiKi) =∏
1≤i≤n eO(Ni,NiKi).
In [GM92, Proposition 8] we can see that in the case where G is a finite group,
the Burnside ring interacts with Mackey functors over G. We will now see how
the equivalent result applies when G is profinite.
Proposition 2.3.4. If M is a Mackey functor on a profinite group G and H an
open subgroup of G, then each M(H) has an A(H)-module structure.
Proof. To prove that M(H) has an A(H)-module structure we need to give an
action of A(H) on M(H) and prove that this action interacts with the abelian
group structure of M(H) in the desired ways.
If X ∈ A(H) we will use X to construct a map X : M(H) → M(H). By
above work we know we can write X =
∐
1≤j≤n
ajH/Kj for a1, . . . , an ∈ Q. We
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define the map X as follows:
M(H)→
⊕
1≤j≤n
M(Kj)→M(H)
m 7→
∑
1≤j≤n
ajR
H
Kj
(m) 7→
∑
1≤j≤n
ajI
H
Kj
RHKj(m)
We finish by checking the conditions.
1. We first need to show that if r ∈ A(H) and m and n belong M(H) then
r(m + n) = rm + rn. First note that the action is made up of sums of
morphisms of the form IHK ◦RHK . Since these are additive we have:
IHK ◦RHK(m+ n) = IHK ◦RHK(m) + IHK ◦RHK(n),
and hence the action defined above is additive.
2. We next justify that if r, s ∈ A(H) and m ∈ A(H) then:
(r + s)m = rm+ sm.
This follows immediately from the definition of the action.
3. We next have to show that the unit element 1 of A(H) satisfies that 1(m) =
m for each m ∈M(H). In our case this means
H/H(m) = IHH ◦RHH(m) = IdM(H)(m) = m
as required.
4. Finally we have to show that the action interacts well with the ring mul-
tiplication in A(H). This means that if r and s belongs to A(H) and m
to M(H), then rs(m) = r(s(m)). In this case this means we need to show
that H/K(H/L(m)) = (H/K ×H/L))(m) for m ∈ A(H).
Firstly starting with H/K(H/L(m)), this satisfies:
H/K(H/L(m)) = H/K(IHL ◦RHL (m)) = IHK ◦RHK ◦ IHL ◦RHL (m).
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We now use the Mackey axiom on IHK ◦ (RHK ◦ IHL ) ◦RHL (m) as follows:
IHK ◦
 ∑
y∈[KHupslopeL]
IKK∩yLy−1 ◦ Cy ◦RLy−1Ky∩L
 ◦RHL (m)
=
∑
y∈[KHupslopeL]
IHK∩yLy−1 ◦ Cy ◦RHy−1Ky∩L(m)
=
∑
y∈[KHupslopeL]
IHK∩yLy−1 ◦RHyLy−1∩K(m)
On the other hand if we start with (H/K ×H/L) (m) we first observe that
H/K ×H/L ∼= ∐
x∈[KHupslopeL]
H/ (K
⋂
yLy−1). This satisfies:
H/K ×H/L(m) =
∐
x∈[KHupslopeL]
H/
(
K ∩ yLy−1) (m)
=
∑
y∈[KHupslopeL]
IHK∩yLy−1 ◦RHK∩yLy−1(m).
Thus proving the desired equality.
We now look at a more general result which will have useful applications later
on.
Proposition 2.3.5. Suppose X is a profinite space with an open-closed basis B
and Y is a C(X,Q)-module, then Y determines a sheaf over X.
Proof. Firstly, if U ∈ B we know that the characteristic map eU : X → Q
(defined by eU(x) = 1 if x ∈ U or 0 otherwise) is continuous and hence an element
of C(X,Q). This is similar to the discussion on the Burnside ring idempotents.
If we want to define a sheaf on a space X then it is sufficient to define it on a
basis of X, so in particular we can define what it does on elements of B.
We define F (U) to be eUY where U ∈ B and eUY is the image of Y under the
action of eU defined above. We now look at the restriction maps. If U ⊆ V then
the complement of U in V denoted U c is both open and closed in X. Therefore
eUc is an element of C(X,Q) and so acts on Y , satisfying eV = eU + eUc . It
follows that eV Y = eUY
⊕
eUcY .
We define the restriction map to be the canonical projection onto the eUY
component. To see that this definition gives us a presheaf, observe that if W ⊆
U ⊆ V then we have the following:
eUY = eWY
⊕
eW cY
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eV Y = eUcY
⊕
eUY = eUcY
⊕
eW cY
⊕
eWY
To see that the restriction maps satisfy transitivity we observe the following
diagram always commutes:
eUcY
⊕
eW cY
⊕
eWY
vv ))
eWY eWY
⊕
eW cYoo
Since Y is defined on the basis B we then have that this is defined on any open
subset of X as follows:
If U =
⋃
Uλ is a union of open closed subsets in the basis B, we then define
the sheaf at U to be the following equaliser:
F (U) //
∏
F (Uλ)
b //
c
//
∏
(λ,µ)∈Λ2 F (Uλ ∩ Uµ) ,
where b sends (sλ)λ∈Λ to (prUλUλ∩Uµ(sλ))(λ,µ)∈Λ2 and pr
Uλ
Uλ∩Uµ is the projection defined
above, and c does the same but reverses λ and µ.
We next show that this presheaf which we denote by F is a sheaf. Since any
open subset U is evaluated using the equaliser diagram involving the closed open
basis, it is sufficient to show that the sheaf conditions hold for U ∈ B and any
open covering of U with elements in B say {Ui | i ∈ I}.
Since U is closed in a profinite space (and hence a Hausdorff space) we must
have that the covering has a finite subcover say {Ui | 1 ≤ i ≤ n}. Finite intersec-
tions of open-closed subsets are open-closed, as are complements of open-closed
subsets in open-closed subsets. Therefore we can assume that this open covering
is a partition involving closed-open subsets where restriction is given by the direct
sum projection.
We first show that if s1,s2 ∈ F (U) with s1|Ui = s2|Ui for 1 ≤ i ≤ n then
s1 = s2. Since U is a finite partition we have that s1 =
∑
1≤i≤n s1|Ui and similar
for s2, where s denotes extension by 0 of s. Since s1|Ui = s2|Ui for each 1 ≤ i ≤ n
we have:
s1 =
∑
1≤i≤n
s1|Ui =
∑
1≤i≤n
s2|Ui = s2
as required.
For the second condition if we have a family of elements (si)i∈I in
∏
i∈I
F (Ui) with
pri(i,j)(si) = pr
j
(i,j)(sj), we need to find an element s ∈ F (U) with prUi (s) = si. By
earlier arguments we can rewrite the open covering as a finite partition of open
closed subsets {Ui | 1 ≤ i ≤ n}. Therefore we can write s =
∑
1≤i≤n si.
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Proposition 2.3.5 is useful because we can apply Proposition 2.3.4 to deduce
the following Corollary.
Corollary 2.3.6. If M is a Mackey functor over a profinite group G, then each
open subgroup H of G satisfies that M(H) is a sheaf over SH/H, the space of
H-conjugacy classes of closed subgroups of H.
Proof. By Proposition 2.3.4 we have that M(H) is an A(H)-module, and by
Theorem 2.2.13 we know that M(H) is a C(SH/H,Q)-module. It follows from
Proposition 2.3.5 that M(H) is a sheaf over SH/H.
This corollary is useful since it is used in Construction 5.2.7 to construct a
Weyl-G-sheaf which will be defined in Definition 4.1.9. We can also determine how
idempotents of the Burnside ring interact with induction and restriction maps of
Mackey functors. We begin exploring this by proving the following lemmas:
Lemma 2.3.7. Let K ≤ H ≤ G where K is closed and H open in G. Then for
A closed in G and N open and normal in G we have:∑
HGupslopeNA
[
H/H ∩ xNAx−1] (K) = [G/NA] (K).
Proof. By definition of how these functions are defined we have that this boils
down to proving that:
| (G/NA)K | =
∑
HGupslopeNA
| (H/H ∩ xNAx−1)K |.
If g ∈ (G/NA)K then g−1Kg ≤ NA. By assumption we therefore have that
K ≤ H ∩ gNAg−1. Also note that the right hand side sum represents G/NA
written as a disjoint union of H-orbits, and so we can find x ∈ HGupslopeNA and
h ∈ H with hxNA = gNA. Therefore h (H ∩ xNAx−1) corresponds to gNA,
and this is K-fixed since hxNA = gNA is.
On the other hand given h (H ∩ xNAx−1) which is K-fixed, the inverse map
is given by sending this to hxNA. This is K-fixed in G/NA since it follows from
our assumption that (hx)−1Khx ≤ NA. Therefore we have a bijection:
(G/NA)K ∼=
∑
HGupslopeNA
(
H/H ∩ xNAx−1)K
as required.
Lemma 2.3.8. If H ≤ G is an open subgroup of G and D ≤ G such that D is
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not a subgroup of H, then:∑
H\G/NA
[
H/H ∩ xNAx−1] (D) = 0.
Proof. Suppose h(H ∩ xNAx−1) is D-fixed, then
h−1Dh ≤ H ∩ xNAx−1 ≤ H
which contradicts the assumption that D is not a subgroup of H. Hence each
[H/H ∩ xNAx−1] (D) = 0 for each of the summands, which gives the result.
Lemma 2.3.9. Let α denote the following:
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)
∑
H\G/NA
[
H/H ∩ xNAx−1] .
Then NK is not G-subconjugate to H if and only if no G-conjugate of NK belongs
to the support of α.
Proof. First suppose that NK is not G-subconjugate to H. Therefore each
gNKg−1 is not a subgroup of H. If we consider α(gNKg−1), we can apply
Lemma 2.3.8 to deduce that α(gNKg−1) = 0.
Conversely if xNKx−1 ≤ H then α(xNKx−1) = eO(N,NK)(xNKx−1) = 1,
which is non-zero.
More generally, if D is a closed subgroup of G, then there are two possibilities.
If D is not a subgroup of H, then:∑
HGupslopeNA
[
H/H ∩ xNAx−1] (D) = 0
by Lemma 2.3.8 and hence α(D) = 0. The other possibility is that D ≤ H. If D
doesn’t belong to eGO(N,NK) we have by Lemma 2.3.7 that:
α(D) =
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK) [G/NA] (D)
= eO(N,NK)(D) = 0.
On the other hand if we consider the possibility of D belonging to the support
of the idempotent then we will observe that α(D) = eGO(N,NK)(D) = 1. Consider
the collection: {
O(H ∩N, (H ∩N)D) | D ∈ OG(N,NK) ∩ SH} ,
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where H ∩ N is normal in H and OG(N,NK) represents the G-saturation of
O(N,NK). This is an open covering of compact set SH ∩ OG(N,NK) which
we know is compact since it is the intersection of two compact sets. We know
that OG(N,NK) is compact since it is a finite union of compact sets of the form
O(N, gNKg−1), where we are using that NK has finite index. Similar to the
proof of Proposition 2.3.5 we can write the above cover as a finite collection of
open-closed sets which are pairwise disjoint. Therefore the entire collection can
be written as a closed-open set V .
Considering α, we can see that we have a set of the form O(N,NxNKx−1)
for each xNKx−1 a subgroup of H contained in the support. However if G is
an infinite profinite group then we also have the extra set V contained in the
support as described above. This contains subgroups in O(N, gNKg−1) which
belong to SH and where gNKg−1 is not a subgroup of H. If G is finite then we
do not require this addition since K is an isolated point and we only deal with
conjugates of this element.
Consider the set:
GIHNK =
{
xNKx−1 | x ∈ HGupslopeNG(NK) andxNKx−1 ≤ H
}
.
We denote this set by IHNK when the ambient group is understood. This is an
important indexing set and we have an alternate way of writing this set.
Proposition 2.3.10. There is a bijection between the set GIHNK and:
{(D)H ∈ SH/H | D ∈ (NK)G ∈ SG/G} .
Proof. We shall label the set we wish to show is equivalent to GIHNK by A and
then define a map as follows:
GIHNK → A
gNKg−1 7→ (gNKg−1)
H
To see that this is injective, suppose that xNKx−1 and yNKy−1 are H-conjugate
by some element h in H. Then xNKx−1 = hyNKy−1h−1 and therefore x−1hy is
an element of NG(NK). It follows that xNG(NK) = hyNG(NK) and so x and y
are equivalent in HGupslopeNG(NK). Surjectivity is immediate from the definition
of A.
Lemma 2.3.11. The map α from Lemma 2.3.9 is equal to:∑
xNKx−1∈IHNK
eO(N,xNKx−1) + eV ,
as described above. The final eV term is not present for G finite.
Proof. If GIHNK = ∅, then both sides of the equality are eV by Lemma 2.3.9
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and proceeding paragraph. For GIHNK 6= ∅, take xNKx−1 ∈ GIHNK so that
xNKx−1 ≤ H. If D ≤ xNKx−1 is a subgroup, then by Lemma 2.3.7 α(D) =
eGO(N,NK)(D) = 0, if D does not belong to the support. Lemma 2.3.7 also says
that:
α(D) = eGO(N,NK)(D) = 1,
if D does belong to the support. This coincides with
∑
xNKx−1∈GIHNK
eO(N,xNKx−1) +
eV . The finite case is the same except without the eV term.
These lemmas yield the following Propositions.
Proposition 2.3.12. Let M be a Mackey functor for a profinite group G and
s ∈M(G/G), then
RGH(eO(N,NK)(s)) =
∑
xNKx−1∈GIHNK
eO(N,xNKx−1)R
G
H(s) + eVR
G
H(s),
where eV term is not present in the case where G is finite.
Proof. By Proposition 2.3.2 this amounts to showing that
RGH
( ∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)[G/NA](s)
)
is equal to: ∑
xNKx−1∈GIHNK
eO(N,xNKx−1)R
G
H(s) + eVR
G
H(s).
Using the definition of the Burnside action on the Mackey functor this gives the
following:
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)R
G
HI
G
NAR
G
NA(s)
=
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)
∑
H\G/NA
IHH∩xNAx−1R
xNAx−1
xNAx−1∩HR
G
xNAx−1(s)
=
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)
∑
H\G/NA
IHH∩xNAx−1R
H
xNAx−1∩HR
G
H(s)
where we use the Macky axiom, the equivariance condition and the fact that s is
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G-fixed. But this is by definition:
∑
NA≤NK
|NA|
|NG(NK)|µ(NA,NK)
∑
H\G/NA
[
H/H ∩ xNAx−1] (RGH(s))
which is α(RGH(s)). By Lemma 2.3.11 this is the same as:∑
xNKx−1∈GIHNK
eO(N,xNKx−1)(R
G
H(s)) + eVR
G
H(s).
The proof in the finite case is the same, except without the eV term.
Proposition 2.3.13. Let M be a Mackey functor for a profinite group G and
s ∈M(G/H) then:
eO(N,NK)I
G
H(s) = I
G
H
 ∑
xNKx−1∈GIHNK
eO(N,xNKx−1)(s) + eV s
 ,
where the eV term doesn’t appear when G is finite.
Proof. By definition we have the following:
eO(N,NK)I
G
H(s) =
∑
NA≤NK
qNAµ(NA,NK)I
G
NAR
G
NAI
G
H(s)
= IGH
 ∑
NA≤NK
qNAµ(NA,NK)
∑
H\G/NA
[
H/H ∩ xNAx−1] (s)

= IGH
 ∑
xNKx−1∈GIHNK
eO(N,xNKx−1)(s) + eV s

where qNA = |NA||NG(NK)| . Here we apply the Mackey axiom, the fact that I
G
H
has G-fixed image and Lemma 2.3.11 since the formula given of the function α
appears.
Corollary 2.3.14. Let M be a Mackey functor for a profinite group G, s an
element of M(G/G) then:
eO(N,NK)R
G
NK(s) + eVR
G
NK(s) = R
G
NK(eO(N,NK)(s)),
where eV doesn’t appear in the finite case. We also have a similar result for the
induction map.
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Proof. By Proposition 2.3.12 we have:
RGNK(eO(N,NK)(s)) =
∑
xNKx−1∈GINKNK
eO(N,xNKx−1)R
G
NK(s) + eVR
G
NK(s).
But by Proposition 2.3.10 we have:
GINKNK = {(D)NK ∈ SNK/NK | D ∈ (NK)G ∈ SG/G} ,
which is the set {(NK)NK}. Hence the above sum is just eO(N,NK)RGNK(s) +
eVR
G
NK(s). The proof for the induction map is similar.
This result is useful, especially in the finite case since it tells us that the
action of the Burnside ring idempotent commutes with the restriction map. In
the infinite case we almost have this except for the additional eV term. Since in
the more general profinite case we will be interested in sheaves, we can restrict
from eVRHG (s)+eO(N,NK)RGH(s) to eO(N,NK)RGH(s) by projection in order to study
the stalk of a point in O(N,NK).
Corollary 2.3.15. Let M be a Mackey functor for a profinite group G, s ∈
M(G/G), t ∈ M(G/H), and suppose NK is not G-subconjugate to H, then the
following is true:
1. RGH(eO(N,NK)(s)) = eVRGH(s),
2. eO(N,NK)IGH(t) = IGH(eV s).
If G is finite the right hand side terms are all zero. This means in particular
that the stalk of any G-conjugate of NK is zero since none of them belong to the
support.
Proof. By assumption we have GIHNK = ∅, so the result follows from Proposi-
tions 2.3.12 and 2.3.13. To see that an element not in V , say L, has zero stalk
on IGH(eV s) consider a open neighbourhood O(N ′, N ′L) which is disjoint from
V . Evaluate eO(N ′,N ′L)IGH(eV s), which we have already shown to be IGH(eW eV s).
Recall that W is of the form SH ∩ O(N ′, N ′L) which must be disjoint from V
by definition. Since V and W have disjoint support eW eV s must evaluate to
zero.
Notice that the above propositions hold if we begin with an element s ∈
M(G/H) and NK,L ≤ H. We look at the exact same proof except replace
GILNK with HILNK .
Chapter 3
Rational G-Spectra
In this chapter we wil characterise the homotopy category of rational G-spectra.
We begin the first section by defining orthogonal G-spectra for G a profinite
group and exploring the theory surrounding this category which is based on
[Fau08] and [MM02]. We will see how to calculate homotopy classes of mor-
phisms between suspension spectra, Corollary 3.1.13 and Proposition 3.1.14. We
will see how to rationalise this model structure. In Theorem 3.1.28 we will
see that the category of rational G-spectra is Quillen equivalent to a category
Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
. In the second section we will see that there is an
equivalence between chain complexes of rational Mackey functors and
Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
, Corollary 3.2.10. We will conclude that chain com-
plexes of rational G-Mackey functors algebraically model G-spectra.
3.1 Characterisation of rational G-spectra
In order to define a G-spectrum, we begin by defining a G-universe as seen in
[Fau08, Definition 3.1].
Definition 3.1.1. Let G be a compact Hausdorff group. A G-universe U is a
countably infinite direct sum
⊕
n∈N
U ′ of a real G-inner product space U ′ with the
following structure:
• the one dimensional trivial G-representation is contained in U ′,
• U is a topological space whose topology is given by the union of all finite
dimensional G-subspaces of U (each with the norm topology),
• the G-action on all finite dimensional G-subspaces V of U factors through
a compact Lie group quotient of G.
The third condition implies that if V is a finite dimensional subrepresentation
of U , then the action of G on V factors through a quotient by an open normal
subgroup. If each finite dimensional orthogonal G-representation is isomorphic
to a G-subspace of U , then we say that U is complete. The following definitions
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show how to use the idea of a universe to construct an indexing category, as seen
in [Fau08, Definitions 3.5, 3.6].
Definition 3.1.2. Let U be a universe for a compact Hausdorff group G. An
indexing representation is a finite dimensional G-inner product subspace of
U . If V andW are two indexing representations and V ⊆ W , then the orthogonal
complement of V in W is denoted by W − V . The collection of all real G-inner
product spaces which are isomorphic to an indexing representation is denoted
V(U), or simply by V when U is understood.
We define the category IVG to be the topological category whose objects are
elements of V and the morphisms are the linear isometric isomorphisms. The
hom-sets have topology given by the compact-open topology. Similarly we also
have the G-fixed category GIV which has the same objects and whose morphisms
are the G-equivariant linear isometric isomorphisms.
The following definition takes us closer to defining G-spectra, where G is
compact Hausdorff.
Definition 3.1.3. An IVG-space is a continuous G-functor (a functor which in-
duces continuous G-maps on hom spaces) from IVG to TG, the category of G-spaces
whose morphisms are non-equivariant continuous maps. The G-action on the hom
sets is given as follows:
(g ∗ f)(x) = gf(g−1x),
where g ∈ G, f and x belong to a hom set and an object of either TG or IVG
respectively. A morphism of IVG-spaces is an enriched natural transformation.
We denote this category by IVGT .
We consider the G-fixed category GIVT which has the same objects but
whose morphisms induce level-wise G-equivariant maps of spaces. That is, the
objects are continuous G-functors from IVG to GT , the category of G-spaces whose
morphisms are G-equivariant continuous maps. In this case the hom sets of the
target category are G-fixed.
Example 3.1.4. Let SVG : IVG → TG be the functor which assigns V to the one
point compactification SV of V . For simplicity we denote this by S.
The next step in definingG-spectra is defining a smash product on IVGT , where
G is compact Hausdorff. We reference both [Fau08] and [MMSS01], where we
require our G-universe to satisfy that the indexing category of finite dimensional
subspaces are closed under direct sum.
Construction 3.1.5. Let X and Y be two objects of IVGT and W be an N -
dimensional G-representation of V . For each n ∈ {0, 1, 2, . . . , N}, choose G-
representations of dimension n in V of the form Vn and V ′n. We define a smash
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product by:
(X ∧ Y ) (W ) ∼=
N∨
n=0
IVG
(
W,Vn ⊕ V ′N−n
) ∧
O(Vn)×O(V ′N−n)
X(Vn) ∧ Y (V ′N−n).
This is a closed symmetric monoidal category which has unit given by the
functor which assigns the trivial representation to S0 and every other indexing
representation to a point. This also gives a closed symmetric tensor category on
GIVT .
We can also write this using [MMSS01, Definition 21.4] as:
(X ∧ Y ) (W ) =
∫ A,B∈IVG
X(A) ∧ Y (B) ∧ IVG(A⊕B,W ).
Furthermore with this tensor product S is a symmetric monoid in GIVT . See
[Fau08, pp. 116,117]. We can now define an orthogonal G-spectrum, which holds
for G compact Hausdorff.
Definition 3.1.6. An orthogonal G-spectrum X is a IVG-space together with
a left module structure over the symmetric monoid S. We denote this category
by IVGS. We also have the G-fixed category GIVS.
Remark 3.1.7. In particular we have a morphism S ∧ X → X, so given any
indexing representation W we have a map:∫ V,W∈IVG
S(V ) ∧X(W ) ∧ IVG(V ⊕W,Z)→ X(Z).
We can canonically include SV ∧X(W ) into the coend in the following way, where
we assume that Z is of the form V ⊕W :
SV ∧X(W )→
∫ A,B∈IVG
S(A) ∧X(B) ∧ IVG(A⊕B,Z)→ X(Z)
x 7→ [x, Id].
Here we take Id in IVG(A ⊕ B,Z) for A = V and B = W . By canonically
mapping SV ∧X(W ) to the corresponding term of the coend we have a morphism
from SV ∧ X(W ) to X(V ⊕ W ). Using the adjunction (ΣV ,ΩV ) this gives a
corresponding adjoint map:
X(W )→ ΩVX(V ⊕W ).
When defining a model structure on the category of G-spectra we have to
choose a collection of subgroups of G which play a role in the definition. The
more general approach is given by [Fau08, Definition 2.2] but we consider the
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collection of subgroups given in [Fau08, Example 2.5], which in our case boils
down to the collection of all open subgroups.
Recall that if Z is a G-space and H a subgroup of G then piHn (Z) is defined
to be pin(ZH). A map of G-spaces f is said to be a pi∗-isomorphism if piHn (f) is
an isomorphism for each n ∈ N and H open. A map of G-spaces f is said to
be a fibration if fH is a Serre fibration of spaces for each open subgroup H. We
extend this to G-spectra in the following definition as seen in [Fau08, Definition
4.1].
Remark 3.1.8. If X is a G-spectrum then we have maps by Remark 3.1.7 of the
form:
SW ∧X(V )→ X(V ⊕W )
for varying V and W finite dimensional subrepresentations. We can then look at
the adjoint map X(V )→ ΩWX(V ⊕W ).
This gives us maps from ΩVX(V ) to ΩWX(W ) for V ⊆ W . To see this let
Z be the orthogonal complement ofV in W . Then by the previous paragraph we
have a map:
X(V )→ ΩZX(Z ⊕ V ),
whose codomain equals ΩZX(W ). Applying ΩV (−) to this map gives:
ΩVX(V )→ ΩWX(W ).
Definition 3.1.9. The nth homotopy group of an orthogonal G-spectrum
X at a subgroup H of G is:
piHn (X) = colim
V ∈V
piHn (Ω
VX(V ))
for n ≥ 0, and
piH−n(X) = colim
V⊇Rn
piH0 (Ω
V−RnX(V ))
for n ≥ 0. The maps in the colimit systems are given as in Remark 3.1.8. A
map of orthogonal G-spectra f : X → Y is a stable equivalence if piHn (f) is an
isomorphism for all H open and each integer n.
We will see in the following theorem a definition of a model structure on
orthogonal G-spectra, which is found in [Fau08, Theorem 4.4]. We bear in mind
that an unbased weak equivalence of spaces is a map of spaces:
f : X → Y
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such that pi∗(f) : pi∗(X, x) → pi∗(Y, f(x)) is an isomorphism for all x ∈ X, and
such that pi0(f) : pi0(X)→ pi0(Y ) is a bijection of sets.
Theorem 3.1.10. The category GIVS is a compactly generated proper model
category such that the weak equivalences are given by the pi∗-isomorphisms as
defined in Definition 3.1.9, the fibrations are given by the maps of spectra f : X →
Y such that for all indexing representations V , f(V ) : X(V )→ Y (V ) is a fibration
of G-spaces and the canonical map from X(V ) to the pullback of the diagram:
ΩWX(V ⊕W )

Y (V ) // ΩWY (V ⊕W )
is an unbased weak equivalence of G-spaces for all V,W ∈ V. A map f is an
acyclic fibration if and only if each f(V ) is an acyclic fibration of G-spaces. The
cofibrations are determined by the left lifting property.
Proof. See [Fau08, Theorem 4.4].
We denote the morphisms in the homotopy category of rational G-spectra
from X to Y by [X, Y ]G. Given any G-space X we can define a G-spectrum
using the following suspension functor construction:
Construction 3.1.11. Let V be an element of V and X be a G-space, for
profinite G. Then we have a suspension G-spectrum Σ∞V X which is defined at
W ∈ V to be:
Σ∞V X(W ) = X ∧O(W ) ∧
O(W−V )
SW−V
when W ⊃ V and a point otherwise. When V = 0 we denote this simply by
Σ∞X.
This construction is a functor, so if K ≤ H we can apply Σ∞ to the projection
pi : G/K → G/H to obtain a map of spectra:
Σ∞G/K+ → Σ∞G/H+.
However, we can also construct a transfer map of G-spectra in the opposite di-
rection:
τHK : Σ
∞G/H+ → Σ∞G/K+,
by [LMSM86, Construction II.5.1], which we detail below. Let V be a G-
representation with norm ‖ − ‖. Then we define:
D(V ) = {v ∈ V | ‖v‖ ≤ 1}
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and
S(V ) = {v ∈ V | ‖v‖ = 1} .
Furthermore we have a G-homeomorphism:
D(V )/S(V ) ∼= SV .
Construction 3.1.12. If K ≤ H are open subgroups of profinite G then H/K is
a finite discrete space. We can embed H/K in a H-representation V , for example:
H/K → R[H/K]
hK 7→ hK.
This map is injective. We can find a sufficiently small real number δ > 0 such
that the open balls of radius δ around hK are pairwise disjoint. We therefore
have a H-map:
j : H+ ∧
K
D (R[H/K])→ R[H/K]
[h, x] 7→ h (eK + δx)
which is an embedding of the open discs with image the open δ-balls. This yields
a H-equivariant Thom-Pontryagin collapse map:
c : SR[H/K] →
H+ ∧
K
D (R[H/K])
H+ ∧
K
S (R[H/K])
x 7→ j−1(x) ifx ∈ Im(j), and
x 7→ ∞ else.
We compose this with a H-homeomorphism:
H+ ∧
K
D (R[H/K])
H+ ∧
K
S (R[H/K])
∼= H+ ∧
K
SR[H/K]
which stretches the interval by a homeomorphism [0, 1] ∼= [0,∞]. We therefore
have a H-equivariant map:
SR[H/K] → H ∧
K
SR[H/K]
We then apply the functor Σ∞V (−) with respect to H and G+ ∧
H
(−), where V =
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R[H/K], to obtain:
τHK : Σ
∞G/H+ → Σ∞G/K+.
Here we use that G+ ∧
H
Σ∞V S
V is weakly equivalent to Σ∞G/H+, and
G+ ∧
H
Σ∞V
(
H+ ∧
K
SV
)
' G+ ∧
H
Σ∞V H/K+ ' Σ∞G/K+.
The previous construction required G to be profinite in order for the precise
details to work. Namely, we use that H/K is finite. The following result will
detail how to calculate homotopy classes of maps between suspension spectra.
This is recorded in [Fau08, Corollary 7.2] for compact Hausdorff groups.
Corollary 3.1.13. Let X and Y be two based G-spaces where X is a finite cell
complex. Then there is a natural isomorphism:
[Σ∞X,Σ∞Y ]G ∼= colim
W∈V
[
X ∧ SW , Y ∧ SW ]G-space .
The following result tells us how to calculate homotopy groups of suspension
spectra. We consider only the case where G is profinite however the reference
[Fau08, Proposition 7.10] deals with more general compact Hausdorff groups.
Proposition 3.1.14 (Tom Dieck Splitting). If Y is a G-space for profinite G,
then there is an isomorphism of abelian groups:
⊕
H
pi∗
(
Σ∞
(
EWGH+ ∧
WGH
Y H
))
∼= piG∗ (Σ∞Y )
where the sum ranges over all conjugacy classes of open subgroups H of G.
In this thesis we will be interested in rational homotopy theory so the next
step is to construct the rational model structure on orthogonal G-spectra. From
now onwards G will be profinite. We begin by constructing a rational sphere
spectrum.
Construction 3.1.15. We start by taking a free resolution of Q as an abelian
group of the form:
0 // R
f // F // Q // 0 .
We can use that free abelian groups are direct sums of copies of Z to write this
as:
0 // ⊕
i
Z f // ⊕
j
Z // Q // 0,
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with a preferred factor of ⊕
j
Z which maps 1 ∈ Z to 1 ∈ Q. If M is any abelian
group we can use that Q is flat to deduce that the following sequence is exact:
0 // ⊕
i
M
f // ⊕
j
M //M ⊗Q // 0 .
If H is any subgroup of G, we can apply this for M = A(H) to deduce that there
is an injective map:
f : ⊕
i
A(H)→ ⊕
j
A(H)
such that A(H)⊗Q ∼= ⊕
j
A(H)/⊕
i
A(H).
The following is another characterisation of the Burnside ring of a profinite
group in terms of homotopy theory of spheres, as seen in [Fau08, Lemma 7.11].
Theorem 3.1.16. If G is a profinite group, then the Burnside ring A(G) is
equivalent to [S,S]G, where S is given by Σ∞S0.
In particular, as a consequence of this theorem we have a ring monomorphism:
Z→ A(G)
n 7→ n∗
where ∗ is the one point space and n∗ is the coproduct of ∗ with itself n times.
If n is negative then we consider formal differences. This means that each inte-
ger determines a class in [S,S]G. The following lemma will relate this algebraic
construction to homotopy theory of spheres in a way which helps us to proceed
to construct the rational sphere spectrum. We first recall the following definition
of a compact object in a stable model category.
Definition 3.1.17. We say that an object X in a stable model category is said
to be compact if for any collection of objects {Ai}i∈I we have an isomorphism:[
X,
∐
i∈I
Ai
]
∼=
⊕
i∈I
[X,Ai] .
Lemma 3.1.18. If H is a subgroup of G we have isomorphisms:[∨
i
S,
∨
j
S
]H
∼=
∏
i
⊕
j
[S,S]H ∼=
∏
i
⊕
j
A(H)
∼= HomA(H)
(⊕
i
A(H),
⊕
j
A(H)
)
,
where the indices i and j are the same as in Construction 3.1.15.
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Proof. We begin with an application of the universal properties of colimits to
deduce the following isomorphism:[∨
i
S,
∨
j
S
]H
∼=
∏
i
[
S,
∨
j
S
]H
.
We next apply the fact that S is H-compact and the fact that A(H) ∼= [S,S]H ,
as in Theorem 3.1.16, to deduce the following:[∨
i
S,
∨
j
S
]H
∼=
∏
i
⊕
j
A(H).
For the final isomorphism we use the fact that for any ring R there is an iso-
morphism HomR-Mod(R,M) ∼= M for any R-module M , along with the universal
properties of colimits.
This lemma is useful since the monomorphism:
f : ⊕
i
A(H)→ ⊕
j
A(H)
whose quotient determines the rational Burnside ring of H yields a morphism:
g : fˆ
∨
i
S→ fˆ
∨
j
S
whose homotopy class corresponds to f . We can now define the rational sphere
spectrum.
Definition 3.1.19. The rational sphere spectrum S0Q is defined by the fol-
lowing cofibre sequence:
fˆ
∨
i
S g // fˆ
∨
j
S // S0Q .
where g is defined above.
Remark 3.1.20. The definition of the rational sphere spectrum comes with a
canonical inclusion S→ S0Q. To see this observe the following:
S ι //
∨
j
S Q // fˆ
∨
j
S // S0Q.
The first map is an inclusion of S into the wedge of the spheres corresponding to
the chosen summand, which maps 1 ∈ Z to 1 ∈ Q from Construction 3.1.15. The
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map Q is the map into the fibrant replacement of the wedge of spheres, and the
final map is the cofibre map in the definition of S0Q.
If X is a G-spectrum, we can smash both sides of this map by X to obtain
the following morphism:
X → X ∧ S0Q.
Note that this definition is independent of the choice of representative g. In
order to construct the rational model structure on orthogonal G-spectra we have
to apply Bousfield localisation with respect to the rational sphere spectrum. In
order to achieve this we need to understand the following definition.
Definition 3.1.21. Let E be a cofibrant G-spectrum and let X, Y and Z be any
G-spectra.
1. A map f : X → Y is an E-equivalence if IdE ∧f : E ∧ X → E ∧ Y is a
weak equivalence.
2. Z is E-local if f ∗ : [Y, Z]G → [X,Z]G is an isomorphism for all
E-equivalences f : X → Y .
3. An E-localisation of X is an E-equivalence λ : X → Y from X to an
E-local object Y .
4. Z is E-acyclic if the map ∗ → Z is an E-equivalence.
The following defines the Bousfield localisation of a model category.
Definition 3.1.22. If E is a cofibrant G-spectrum, then the category of orthog-
onal G-spectra has an E-model structure whose weak equivalences are given by
the E-equivalences and whose E-cofibrations are the same cofibrations as the
original model structure. The E-fibrant objects are the fibrant E-local objects
and E-fibrant approximation constructs a Bousfield localisation fX : X → fˆEX
of X at E.
See [Hir03, Theorem 4.1.1] or [BR14, Definition 2.3]. Since S0Q is cofibrant
we can consider the S0Q-model structure denoted LS0QIVGS. The morphisms in
the homotopy category are denoted by [−,−]GQ. We can now define the rational
homotopy groups of a G-spectrum. The following proposition states that the
rational homotopy groups of a G-spectrum X are as expected.
Proposition 3.1.23. Let X be a G-spectrum, then we have an isomorphism
[S, X]HQ = piH∗ (X ∧ S0Q) ∼= piH∗ (X)⊗Q.
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Proof. Let H be any open subgroup of G, then we use the cofibre sequence from
Definition 3.1.19 to consider the long exact sequence:
. . . // piHn
(
X ∧ fˆ∨
i
S
)
(Id∧g)∗// piHn
(
X ∧ fˆ∨
j
S
)
// piHn (X ∧ S0Q) // . . . .
This sequence is equivalent to the following sequences:
. . . // piHn
(∨
i
X
)
(Id∧g)∗ // piHn
(∨
j
X
)
// piHn (X ∧ S0Q) // . . . ,
. . . // ⊕
i
piHn (X)
Id⊗g // ⊕
j
piHn (X) // pi
H
n (X ∧ S0Q) // . . . ,
. . . // piHn (X)⊗
(
⊕
i
Z
)
Id⊗g // piHn (X)⊗
(
⊕
j
Z
)
// piHn (X ∧ S0Q) // . . .
.
Since Q is flat the following sequence is exact for any abelian group M :
0 //M ⊗
(
⊕
i
Z
)
//M ⊗
(
⊕
j
Z
)
//M ⊗Q // 0 .
It follows that Id⊗g is injective. Using the exactness of the sequences we obtain
that piH∗ (X ∧ S0Q) is the cokernel of Id⊗g. We know however that this cokernel
is also equal to piH∗ (X)⊗Q.
Corollary 3.1.24. If A is a compact G-spectrum then [A,X]GQ = [A,X]G ⊗Q.
Proof. The argument for this is the same as the proof of Proposition 3.1.23. As
A is compact [A,
∨
i
Xi] ∼= ⊕
i
[A,Xi], which was needed in Proposition 3.1.23.
Corollary 3.1.25. A morphism f : X → Y is an S0Q-equivalence if and only
if piH∗ (f) ⊗ Q is an isomorphism for all H open. Also S → S0Q induced by
Construction 3.1.19 is an S0Q-equivalence.
Proof. The first statement is a direct consequence of Proposition 3.1.23. For the
second, suppose f : S→ S0Q is induced by Remark 3.1.20. To see that this is an
S0Q-equivalence, we look at the following map:
piH∗ (f ∧ Id) : piH∗ (S ∧ S0Q)→ piH∗ (S0Q ∧ S0Q).
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Applying the fact that S is the unit and Proposition 3.1.23 we have:
piH∗ (f ∧ Id) : piH∗ (S)⊗Q→ piH∗ (S)⊗Q⊗Q
[a, q] 7→ [a, 1, q]
which is an isomorphism. Here we use that Q⊗
Z
Q ∼= Q.
Lemma 3.1.26. If X is a G-spectrum then the following are equivalent:
1. X is S0Q-local.
2. piH∗ (X) is a Q-module for every open subgroup H.
3. The morphism X → X ∧ S0Q from Remark 3.1.20 is a pi∗-isomorphism.
Proof. We begin by showing that condition one implies condition two. Take any
S0Q-local spectrum X. By considering the class of the identity morphism [IdS]
in pi∗(S), we add [IdS] to itself n times to obtain a representative n : S → S. We
consider the morphism:
n ∧ Id : S ∧ S0Q→ S ∧ S0Q.
By Proposition 3.1.23 we know that this is a pi∗-isomorphism, hence n is an S0Q-
equivalence. By definition of X being S0Q-local we know that the following map
is an isomorphism:
n∗ : pi∗(X)→ pi∗(X).
We next show that condition two implies condition three. By assumption the
map:
pi∗(X)→ pi∗(X)⊗Q
a 7→ [a, 1]
is an isomorphism. From Construction 3.1.15 and Definition 3.1.19, this is the
map induced by the morphism in condition three by pi∗(−) as required. To see
that condition three implies condition one, consider the fibrant replacement of
X with respect to the rational model structure, λ : X → fQX, with S0Q-local
codomain. We observe the following square:
X //

fQX

X ∧ S0Q // fQX ∧ S0Q
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The left hand side arrow is a pi∗-isomorphism by assumption, the bottom arrow
is a pi∗-isomorphism by definition of fibrant replacement and the right hand side
arrow is given by pi∗(Id) ⊗ Q. Using the condition one implies condition two
implication proved earlier, we can apply Corollary 3.1.25 to deduce that the right
hand side arrow is a pi∗-isomorphism. We also use the fact that both the source
and target have rational homotopy groups. This implies that X → fQX is a pi∗-
isomorphism. Since X is weakly equivalent to an S0Q-local object we can deduce
that X is S0Q-local, as in [Hir03, Proposition 3.2.2].
Proposition 3.1.27. If X and Y are G-spectra then the homotopy classes of
maps from X to Y in the homotopy category with respect to the rational model
structure, denoted [X, Y ]GQ, is a Q-module.
Proof. In order to prove that [X, Y ]GQ is a Q-module we will show that for each
n ∈ Z, there is a self map n∗ on [X, Y ]GQ which is an isomorphism. Let n ∈ Z
arbitrary and X be a G-spectrum. Then we have a morphism nX in [X,X]
G
Q
given by adding the class of the identity to itself n times. If we can show that
nX : X → X is an S0Q-equivalence, then it would follow from Lemma 3.1.26 that
we have the following isomorphism (since we can assume Y to be S0Q-fibrant):
n∗X : [X, Y ]
G
Q → [X, Y ]GQ
[α] 7→ [α ◦ nX ]
as required. We need to know that nX induces an isomorphism of rational homo-
topy groups, which follows from Corollary 3.1.25.
Rational G-spectra is related to G-equivariant cohomology theories as seen
in the introduction. We next characterise the homotopy category of rational
G-spectra, where we are working strictly with profinite groups. To do this we
define the category pi0(OQG) to be the full subcategory of the homotopy category of
rational G-spectra, whose objects are the orbit spectra Σ∞G/H+ for H an open
subgroup of G. We will denote the objects in this category by G/H+ and denote
by pi0(OG) the integral version of pi0(OQG). The next characterisation utilises
[SS03, Theorem 5.1.1].
Theorem 3.1.28. Let G be a profinite group. The category of rational G-spectra
is Quillen equivalent to the category Ch
(
FunAb
(
pi0(O
Q
G),Q -Mod
))
, where we con-
sider contravariant functors and Ch(−) represents the category of chain com-
plexes. The last category has the projective model structure.
In order to apply [SS03, Theorem 5.1.1] we need to prove that the homotopy
classes of maps [G/H+, G/K+]
G
∗ are concentrated in degree zero, and that the
objects of pi0(OQG) are compact generators of G-SpectraQ. Using the terminology
of [SS03] this says that the objects of pi0(OQG) are tiltors. We recall Definition
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3.1.17 for the definition of a compact object. We now define a generating set of
objects of a category.
Definition 3.1.29. If T is a triangulated category, a localising category is a
full triangulated subcategory (with triangles inherited from T ) which is closed
under coproducts. A set of objects P of T are called generators if the only
localising subcategory of T containing P is T .
The definition of compact generators can be found in [SS03, Definition 2.1.2].
We now observe a lemma which is seen in [SS03, Lemma 2.2.1] and provides a
characterisation of generators of a category.
Lemma 3.1.30. Let T be a triangulated category with infinite coproducts and P
be a collection of compact objects. Then the following conditions are equivalent:
1. P is a collection of generators,
2. an object X of T is trivial if and only if [P,X]∗ = 0 for all P ∈ P.
We begin working towards proving this theorem by understanding the follow-
ing lemma.
Lemma 3.1.31. There is an equivalence of categories:
pi0(O
Q
G)
∼= pi0(OG ⊗Q).
Proof. To prove this we need to show that:
[G/H+, G/J+]Q = [G/H+, G/J+]⊗Q.
We know that [G/H+, G/J+]Q = [G/H+, G/J+ ∧ S0Q] by definition. This is
also the same as piH∗ (G/J+ ∧ S0Q). Applying Proposition 3.1.23 gives us that
[G/H+, G/J+]Q is equivalent to piH∗ (G/J+) ⊗ Q. However the latter can also be
written as [G/H+, G/J+]⊗Q, as required.
Theorem 3.1.32. The morphisms in pi0(OQG) are concentrated in degree zero.
Proof. See [Bar11, Theorem 2.9].
Proposition 3.1.33. The objects of pi0(OQG) are tiltors for G-spectraQ.
Proof. We now prove that pi0(OQG) are tiltors. First notice that the homotopy
classes of maps are concentrated in degree zero by Lemma 3.1.31. For compact-
ness, observe that for each G/H+ and each G-spectrum X we have:
[G/H+, X]
G
∗ ∼= [S, X]H∗ = piH∗ (X).
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We know also that for any collection of G-spectra Xi we have:
piH∗
(∐
i∈I
Xi
)
∼=
⊕
i∈I
piH∗ (Xi) ,
as required. To prove that these objects are generators we can apply Lemma
3.1.30 since the objects G/H+ are compact. This will show us that these objects
are generators if [G/H+, X]∗ = 0 for all G/H+ implies that X is trivial. We know
that:
[G/H+, X]∗ = pi
H
∗ (X).
From the definition of the model structure on the model category of G-spectra we
know that piH∗ (X) = 0 for all H open if and only if X is trivial in the homotopy
category, as required.
We can now prove Theorem 3.1.28.
Proof. We begin by applying Proposition 3.1.33 to deduce that pi0(OQG) are tiltors
for G-SpectraQ. Therefore we can apply [SS03, Theorem 5.1.1] to G-spectraQ,
which tells us that it is Quillen equivalent to the model category:
Ch
(
FunAb
(
pi0(O
Q
G),Ab
))
,
which are the contravariant additive functors. The model structure on
Ch
(
FunAb
(
pi0(O
Q
G),Ab
))
is given by the projective model structure, where the
weak equivalences are the homology isomorphisms and the fibrations are the
level-wise epimorphisms, see [SS03, pp. 135]. Observe that in the model cate-
gory of rational G-spectra we have [X, Y ]G∗ is a Q-module by Proposition 3.1.27.
Hence FunAb
(
pi0(O
Q
G),Ab
)
is equivalent to FunAb
(
pi0(O
Q
G),Q-Mod
)
. We can ap-
ply Lemma 3.1.31 in the following way. If we have a functor:
F : pi0(O
Q
G)→ Ab,
then we can see that F (a) must belong to Q-mod for any a ∈ pi0(OQG). Since
Lemma 3.1.31 says that pi0(OQG)(a, a) ∼= pi0(OG)(a, a) ⊗ Q, we have a morphism
qa = q ⊗ Id on a for any q ∈ Q. Therefore F (qa) is an isomorphism on F (a) for
every q ∈ Q, which defines the Q-module structure on F (a).
We know that the category of rational G-spectra is Quillen equivalent to the
model category Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
.
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3.2 Mackey functor characterisation
In order to further characterise the category of rational G-spectra we will prove
that the category of rational G-Mackey functors are equivalent to the cate-
gory FunAb
(
pi0(O
Q
G),Q-Mod
)
of contravariant additive functors. We will use
[LMSM86, Proposition 5.9.6] which gives the corresponding result when G is
finite. G will be assumed to be profinite throughout.
We denote by Orb(G) the category of orbits G/H forH an open subgroup of G
and morphisms the G-equivariant maps. Notice these boil down to compositions
of projections and conjugations. We begin by establishing a couple of useful
lemmas which combine to generalise the argument given in the case when G is
finite to the more general profinite case. During these lemmas G shall be assumed
to be profinite.
Lemma 3.2.1. Let U be a G-universe and V ⊆ U a finite dimensional subrep-
resentation. Then there is an open normal subgroup N of G such that V N = V .
Consequently U = lim
N E
open
G
UN , where the diagram is given by the inclusions of fixed
points.
Proof. The first statement, that the action of G on a finite subrepresentation V
factors through an open normal subgroup, follows from the third condition of
Definition 3.1.1. This says that the action on V factors through a compact Lie
quotient G/N . However, we can apply the fact that G is profinite to deduce
that the only way G/N can be both compact Lie and totally disconnected is
if G/N is a finite discrete group. Therefore N is open normal and V N = V .
Clearly lim
N E
open
G
UN ⊆ U , for the other direction if x ∈ U then we can choose a
finite subrepresentation V containing x. An application of the first part of the
lemma gives an open normal subgroup N of G such that V N = V . Therefore
x ∈ V N ⊆ UN and hence is represented in the limit.
The next lemma is a key part of the main theorem of this chapter. For this
lemma we will show that the G-homotopy classes of morphisms from G/H+ to
G/J+ are determined by each of the G/N -homotopy classes of morphisms from
(G/N)/(H/N)+ to (G/N)/(J/N)+ for N open and normal in G and contained
in H ∩ J . We use Corollary 3.1.13 throughout, which tells us that:
[G/H+, G/J+]
G
∗ ∼= colimV ∈V
[
SV ∧G/H+, SV ∧G/J+
]G-Space
∗ .
If N is an open normal subgroup of G and ε : G→ G/N is the quotient map
we define the inflation functor:
ε∗ : G/N -space→ G-space
where if X is a G/N -space then ε∗(X) has underlying set X and the action is
defined by g ∗ x = ε(g)x for g ∈ G and x ∈ X.
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Notice that if we consider the G/N -universe UN then each finite dimensional
W ⊆ UN is of the form V N for V ⊆ U finite dimensional. This is clear since by
using the inflation functor we can see that W ⊆ U is an indexing representation
for G and (ε∗W )N = W .
Observe that if N1 ≤ N2 are both open normal subgroups of G then we have
a morphism:
[(G/N2)/(H/N2)+, (G/N2)/(J/N2)+]
G/N2

[(G/N1)/(H/N1)+, (G/N1)/(J/N1)+]
G/N1
since if V N2 ⊆ UN2 is a finite subrepresentation we can use thatN1 ≤ N2 to deduce
that
(
V N2
)N1 = V N2 , and hence that V N2 ⊆ UN1 is an indexing representation
for UN1 using the inflation functors. We can therefore view a representative
f : G/H+ ∧ SV N2 → G/J+ ∧ SV N2 of a class in
[(G/N2)/(H/N2)+, (G/N2)/(J/N2)+]
G/N2
as a representative of a class in
[(G/N1)/(H/N1)+, (G/N1)/(J/N1)+]
G/N1 .
Lemma 3.2.2. There is an isomorphism of Q-modules:
colim
N E
open
G
[(G/N)/(H/N)+, (G/N)/(J/N)+]
G/N ∼= [G/H+, G/J+]G
for H and J open subgroups of G.
Proof. Take [f ] ∈ [G/H+, G/J+]G where f : G/H+ ∧ SV → G/J+ ∧ SV is a
representative and SV is the one point compactification of V . By Lemma 3.2.1
we can choose an open normal subgroup N of G such that V = V N . Since we
can always replace N by a smaller open normal subgroup contained in H ∩ J , we
can assume that N ≤ H ∩ J . Combining this with Lemma 2.3.1 we can view f
as a map of the form:
f : (G/N)/(H/N)+ ∧ SV N → (G/N)/(J/N)+ ∧ SV N .
For the other direction take a representative in
colim
N E
open
G
[(G/N)/(H/N)+, (G/N)/(J/N)+]
G/N
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of the form:
h : (G/N)/(H/N)+ ∧ SV N → (G/N)/(J/N)+ ∧ SV N .
Notice that since N is normal we know that V N is a G-representation by consid-
eration of the inflation functor. Therefore as V N ⊆ V ⊆ U , we know that V N is
a finite subrepresentation of U , so if W = V N then the map
h : G/H+ ∧ SW → G/J+ ∧ SW
is represented in [G/H+, G/J+]
G.
The next lemma is proven similarly, it refers to the span category used in
Theorem 2.1.13. Namely, if we take a span of the form:
G/H G/L a //
b
oo G/J ,
we can choose an open normal subgroup N contained in H,L and J , and apply
Lemma 2.3.1 to obtain:
(G/N) / (H/N) (G/N) / (L/N) a //
b
oo (G/N) / (J/N) .
Lemma 3.2.3. If H and J are open subgroups of G profinite, then there is an
isomorphism:
SpanG (G/H,G/J)
∼= colim
N ≤
open
G
SpanG/N ((G/N)/(H/N), (G/N)/(J/N)) .
We now give a construction for a functor which we will show is an equivalence
of categories between pi0(OQG) and Span (Orb(G)). We briefly include Σ
∞ into our
notation for clarity.
Construction 3.2.4. We define an assignment:
ψ : Span (Orb(G))→ pi0(OQG)
G/H 7→ Σ∞G/H+ on objects[
G/H G/L
β //
α
oo G/J
]
7→ Σ∞β ◦ τ(α) on morphisms
where τ(α) is the transfer map construction associated to α as seen in Construc-
tion 3.1.12 from [LMSM86, Construction 2.5.1].
In the case where G is finite, the assignment ψ has the following property, as
seen in [LMSM86, Proposition 5.9.6].
CHAPTER 3. RATIONAL G-SPECTRA 80
Theorem 3.2.5. If G is a finite group then the assignment ψ from Construction
3.2.4 yields an equivalence of categories.
If we write ψN for the functor for the finite discrete group G/N , we have an
isomorphism induced by ψN :
SpanG/N ((G/N)/(H/N), (G/N)/(J/N))→ [G/H+, G/J+]G/N
and we therefore have the following commutative diagram:
SpanG (G/H,G/J)
∼=

ψ(−) // [G/H+, G/J+]
G
colim
N ≤
open
G
SpanG/N ((G/N)/(H/N), (G/N)/(J/N)) ∼=
// colim
N E
open
G
[G/H+, G/J+]
G/N
∼=
OO
The bottom map exists by applying the universal property of colimits to the
following collection of maps:
SpanG/N ((G/N)/(H/N), (G/N)/(J/N))→ colim
N E
open
G
[G/H+, G/J+]
G/N
x 7→ [ψN(x)]
We can do this since we have the following commuting square:
SpanG/N(G/H,G/J)

ψN // [G/H+, G/J+]
G/N

SpanG/N ′(G/H,G/J)
ψN′ // [G/H+, G/J+]
G/N ′
This is true since the two vertical arrows are inclusions. The functors τ(−) and
Σ∞(−) are applied to the same G-maps regardless of which order we apply the
functors ψN . We will see in Proposition 3.2.7 that ψ is a functor. This diagram
proves the following proposition.
Proposition 3.2.6. For H and J open subgroups of profinite group G there is
an isomorphism:
SpanG (G/H,G/J)→ [G/H+, G/J+]G
induced by the assignment ψ.
Proposition 3.2.7. The assignment ψ constructed in Construction 3.2.4 is a
functor.
Proof. Clearly the functor maps identity morphisms in Span(Orb(G)) to identity
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morphisms in pi0(OQG). It is left to verify that this assignment respects composi-
tion.
Let
x1 =
[
G/H G/L1
β1 //
α1
oo G/K
]
and
x2 =
[
G/K G/L2
β2 //
α2
oo G/J
]
We begin by choosing an open normal subgroup N which is smaller than all
of the subgroups in the definition of x1 and x2. If ψN is the functor known
to hold for G/N , then ψN(x1 ◦ x2) = ψN(x1) ◦ ψN(x2). Finally we apply the
isomorphisms in Lemma 3.2.2 and 3.2.3 and the induced commuting square to
obtain ψ(x1 ◦ x2) = ψ(x1) ◦ ψ(x2).
Since we now know that ψ is a functor we have the following theorem.
Theorem 3.2.8. The functor ψ constructed in Construction 3.2.4 is an equiva-
lence of categories.
Proof. We need to show that ψ is essentially surjective and that ψ induces an
isomorphism on morphism sets. This last follows from Proposition 3.2.6. For the
first if we take Σ∞G/H+, then this is in the image of G/H with respect to ψ as
required.
This leads to the following corollary which provides an alternative definition
of a Mackey functor.
Corollary 3.2.9. The category of contravariant functors from pi0(OQG) to Q -Mod
is equivalent to the category of contravariant functors from Span(Orb(G)) to
Q -Mod.
Proof. This follows since the domain categories are equivalent by Theorem 3.2.8.
We also have the following consequences of Theorem 3.2.8.
Corollary 3.2.10. There is an equivalence of categories:
FunAb
(
pi0(O
Q
G),Q -Mod
) ∼= MackeyQ (G) .
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A consequence of this particular corollary is that if X is a G-spectrum then
we have a graded G-Mackey functor:
pi0(O
Q
G)→ Q -Mod
G/H+ 7→ piH∗ (X) ∼= [G/H+, X]G∗ .
More generally, a rational G-spectrum E and a G-space X determine a rational
G-Mackey functor as follows:
pi0(O
Q
G)→ Q-Mod
G/H+ 7→ [G/H+ ∧X,E]G∗
We may extend this equivalence to chain complexes.
Corollary 3.2.11. There is an equivalence of categories:
FunCh(Ab)(pi0(O
Q
G),Ch (Q -Mod)) ∼= FunCh(Ab)(Span (Orb(G)) ,Ch (Q -Mod)).
Furthermore there is an equivalence:
FunCh(Ab)(Span (Orb(G)) ,Ch (Q -Mod)) ∼= Ch (FunAb(Span (Orb(G)) ,Q -Mod)
∼= Ch (MackeyQ(G)) .
Proof. The first equivalence follows from Theorem 3.2.8 and the second follows
from the definition of the two categories.
As a consequence of this chapter we have the following diagram which illus-
trates the characterisation of rational G-Spectra for G profinite.
Rational G-spectra
'

Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
∼=

Ch (FunAb (Span (Orb(G)) ,Q-Mod))
=

Ch
(
MackeyQ(G)
)
(3.1)
where ' represents a Quillen equivalence and ∼= denotes an equivalence of cate-
gories. The final equality refers to the characterisation of rational Mackey functors
in Theorem 2.1.13.
Remark 3.2.12. In light of Diagram 3.1 we arrive at the conclusion that
Ch
(
MackeyQ(G)
)
is Quillen equivalent to G-SpectraQ. The model structure on
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Ch
(
MackeyQ(G)
)
which achieves this is the projective model structure. Namely,
the weak equivalences are the homology isomorphisms and the fibrations are the
level-wise epimorphisms. See [SS03, Theorem 5.1.1].
This diagram delivers the following theorem.
Theorem 3.2.13. If G is a profinite group then the category of rational G-spectra
is Quillen equivalent to Ch
(
MackeyQ (G)
)
with the projective model structure.
Chapter 4
G-Equivariant Sheaves
In this chapter we will study G-equivariant sheaves of Q-modules over G-spaces
for profinite G. We will begin by understanding the properties of this category,
proving that it is an abelian category (Proposition 4.2.18), and constructing finite
limits (Construction 4.2.5), infinite products (Construction 4.4.3), and arbitrary
colimits (Construction 4.2.10). We will also define and consider some important
subcategories of G-equivariant sheaves when X = SG, including a subcategory
which we shall eventually show is equivalent to rational G-Mackey functors called
Weyl-G-sheaves. We will look at some useful properties of G-equivariant sheaves
over a profinite G-space X, since we will see that both G and X having a closed-
open basis adds more theory which we will use to our advantage (Proposition
4.3.16). Finally we will set up adjunctions involving G-equivariant sheaves which
we shall use to calculate the injective dimension of Weyl-G-sheaves.
4.1 Category of G-equivariant sheaves
In the first section we will define G-equivariant sheaves and Weyl-G-sheaves of
Q-modules for profinite G. We will also define the morphisms between these
objects showing that we have well defined categories.
4.1.1 Defining the Category of G-sheaves over a G-space
We begin with the definition of a G-equivariant sheaf over a profinite G-space X
where G is a profinite group. Consider the G-action map:
α : G×X → X
(g, x) 7→ gx,
as well as the projection map:
pi : G×X → X
(g, x) 7→ x.
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We also consider the following projection map:
proj : G×G×X → X
(q1, g2, x) 7→ x,
as well as the following multiplication map:
multi : G×G×X → X
(g1, g2, x) 7→ g1g2x.
Definition 4.1.1. A G-equivariant sheaf of Q-modules over X is sheaf of Q-
modules F over X together with an isomorphism ρ : pi∗(F )→ α∗(F ) such that ρ
is compatible with the group structure. This means that the two maps induced
by ρ from proj∗(F ) to multi∗(F ) are equal:
proj∗(F )
a //
b
// multi∗(F ) ,
where a is given by ρ ◦ (Id×ρ) and b is given by ρ ◦ (m ◦ Id) where m is group
multiplication.
From Definition 4.1.1 the map ρ : pi∗(F ) → α∗(F ) induces maps on stalks
(g, x) as follows:
ρ(g,x) : pi
∗(F )(g,x) → α∗(F )(g,x)
From the definition of the functors pi∗ and α∗ we can see that:
pi∗(F )(g,x) = {(g, x, a) | a ∈ Fx} ∼= Fx and
α∗(F )(g,x) = {(g, x, a) | a ∈ Fgx} ∼= Fgx.
where the isomorphisms are given by:
ιg : Fx → {(g, x)} × Fx
sx 7→ ((g, x), sx)
and
Prg : {(g, x)} × Fgx → Fgx
((g, x), tgx) 7→ tgx.
Consequently the map of sheaves ρ induces the following maps of Q-modules:
ρ(g,x) : Fx → Fgx.
Furthermore if g ∈ stabG(x) then ρ(g,x) induces an action on the stalk Fx as the
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following proposition will show.
Proposition 4.1.2. Consider (e, x) ∈ G × X. Then the map induced by ρ on
stalks:
ρ(e,x) : Fx → Fx
is the identity.
Proof. If ((e, x), sx) ∈ {(e, x)} × Fx then we know that:
ρ(e,x)((e, x), sx) = ρ(e∗e,x)((e, x), sx) = ρ(e,x)(ρ(e,x)((e, x), sx))
as a consequence of the compatibility of ρ with the group structure of G seen
in Definition 4.1.1. We now apply the general fact that if f : A → A is an
isomorphism of sets or abelian groups with f 2(a) = f(a) then f = Id.
This proposition shows that this particular definition of G-equivariant sheaf
has a unitality property.
Corollary 4.1.3. If F is a G-equivariant sheaf over a G-space X and x ∈ X
then Fx has a stabG(x)-action.
Proof. The associativity of the map is given by the definition of ρ from Definition
4.1.1. The unitality is given by Proposition 4.1.2.
There is a second definition of G-equivariant sheaf which we will show to be
equivalent to the one already stated.
Definition 4.1.4. A G-equivariant sheaf of Q-modules over X is a sheaf (E, p)
where:
1. E is a topological space with a continuous G-action.
2. p is a continuous G-equivariant map p : E → X.
3. p is a local homeomorphism of spaces.
4. Each map g : Ex → Egx is a map of Q-modules for every x ∈ X, g ∈ G.
Note that the existence of the map g from point 4 follows immediately from
points 1 and 2. The existence of a map g with domain Ex, for all x, follows from
the G-action from point 1. The fact that this map has codomain Egx follows as
a result of the G-equivariance of the map p from point 2. We now prove that the
two definitions provided are equivalent.
Theorem 4.1.5. The definitions of G-equivariant sheaves of Q-modules of Def-
inition 4.1.1 and Definition 4.1.4 are equivalent.
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Proof. Starting off with Definition 4.1.1. If LF denotes the sheaf space of F we
define E to be the topological space LF and p to be the projection for LF . By
definition we have:
Lpi∗(F ) = {((g, x), sx) | (g, x) ∈ G×X, sx ∈ Fx}
and
Lα∗(F ) = {((g, x), sgx) | (g, x) ∈ G×X, sgx ∈ Fgx} .
For the G-action on E we define the maps g to be the map Prg ◦ ρ(g,x) ◦ ιg where
Prg and ιg are seen in the paragraph proceeding Proposition 4.1.2. We therefore
have a possible G-action on E:
ψ : G× E → E
(g, e) 7→ g(e).
This is a G-action since we already observed unitality in Proposition 4.1.2 and
associativity follows from the fact that ρ is compatible with the group structure
of G. This is similar to Corollary 4.1.3.
We know that p is G-equivariant and the fact that each g is a map of Q-
modules follows directly from the construction of g from the map of sheaves of
Q-modules ρ. Continuity of p and that p is a local homeomorphism follows from
the fact that it is satisfied for LF . Finally we need to verify the continuity of the
constructed G-action.
Consider s(U) ⊆ LF for U an open neighbourhood in LF and s ∈ F (U).
Take (g, ty) ∈ ψ−1(s(U)) for t ∈ F (V ′) and some V ′ ⊆ X open. Then g(ty) =
sgy ∈ s(U) and hence gy ∈ U . We know that the G-action map for X denoted φ
is continuous, and since (g, y) ∈ φ−1(U) there exists W × V ⊆ G×X open with
(g, y) ∈ W × V ⊆ φ−1(U). We can assume V ⊆ V ′ since if not V ′ ∩ V satisfies
φ(W × (V ∩ V ′)) ⊆ U .
Let A = (W × V × s(U)) ∩ Lα∗(F ) which is open in Lα∗(F ) and contain-
ing ((g, y), sgy). By continuity of ρ we have that ρ−1(A) is open and contains
((g, y), ty). Therefore there exists U1 ⊆ G an open neighbourhood of g and
U2 ⊆ X an open neighbourhood of y with:
((g, y), ty) ∈ (U1 × U2 × t(U2)) ∩ Lpi∗(F ) ⊆ ρ−1(A).
Consider the open subset U1 × t(U2) and take any point (a, tz). We know that
(a, z, tz) ∈ Lpi∗(F ) so therefore ρ(a,z)((a, z), tz) ∈ A and hence by the definition
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of A we have:
a(tz) = Praρ(a,z)ιa(tz) = Praρ(a,z)((a, z), tz) ∈ s(U).
Therefore:
(g, ty) ∈ U1 × t(U2) ⊆ ψ−1(s(U))
is an open neighbourhood.
In the other direction suppose we are starting with Definition 4.1.4. Given
(E, p) we begin constructing the homeomorphism of sheaf spaces ρ as follows:
ρ : Lpi∗(E)→ Lα∗(E)
((g, x), sx) 7→ ((g, x), g(sx)).
This map is compatible with the group structure as required in Definition 4.1.1 as
a result of the fact that we are using a G-action, this is similar to Corollary 4.1.3.
For continuity take an arbitrary open set of the form (W × V × s(U)) ∩ Lα∗(E)
which we denote by A. If ((g, x), tx) ∈ ρ−1(A) then ((g, x), g(tx)) ∈ A and hence
gx ∈ U and ((g, x), g(tx)) = ((g, x), sgx). It follows that (g, tx) ∈ ψ−1(s(U)) where
ψ is the action map for E. By continuity of ψ there exists U1 open in G and U2
open in X with:
(g, tx) ∈ U1 × t(U2) ⊆ ψ−1(s(U))
and so:
((g, x), tx) ∈ [U1 × U2 × t(U2)] ∩ Lpi∗(E) ⊆ ρ−1(A)
as required. Therefore ρ is a map of sheaves satisfying the compatibility with the
group structure. We finally show that this is an isomorphism on each stalk and
hence an isomorphism of sheaves. This follows from the fact that each g is an
isomorphism with inverse g−1.
Since the definition of a G-sheaf of Q-modules over a G-space X specifies that
each x ∈ X must satisfy that the stalk over x is a stabG(x)-module, we have the
following definition.
Definition 4.1.6. A G-sheaf of Q-modules E over a G-space X is said to be
stalk-wise fixed if the action of stabG(x) on Ex is trivial for each x ∈ X.
We recall the definition of the space of closed subgroups given in Construction
2.2.3.
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Remark 4.1.7. In the case where X = SG, a G-sheaf of Q-modules (E, p)
over X satisfies that p−1(K) has a NG(K)-action since NG(K) fixes K and p is
G-equivariant.
Example 4.1.8. If we let X denote the trivial one point G-space, then a G-sheaf
of Q-modules is equivalent to a discrete Q[G]-module.
We will see other examples after we have developed enough theory in Examples
4.5.3, 4.5.2 and 4.5.5.
Definition 4.1.9. In the case where X = SG, we define a Weyl-G-sheaf of
Q-modules over X to be a G-sheaf of Q-modules F such that for each K ∈ SG
we have that FK is K-fixed and hence a WG(K)-module.
We now move on to consider morphisms of G-sheaves. We give the definition
of morhpisms separately for each of the two equivalent definitions of G-sheaves
given above and show that they too coincide. We start with a morphism for
Definition 4.1.1.
Definition 4.1.10. Let E and E ′ be G-equivariant sheaves of Q-modules with
corresponding homeomorphisms ρ and ρ′. A morphism of G-sheaves of Q-modules
f : E → E ′ is a morphism of sheaves such that the following square commutes:
pi∗(E)
ρ

pi∗(f) // pi∗(E ′)
ρ′

α∗(F )
α∗(f) // α∗(E ′)
The following is a morphism with respect to Definition 4.1.4.
Definition 4.1.11. If (E,P ) and (E ′, p′) are G-equivariant sheaves of Q-modules
then a morphism of G-equivariant sheaves of Q-modules is a map of sheaf spaces
f : (E, p)→ (E ′, p′)
which is G-equivariant, and which induce a map of Q-modules on stalks.
Theorem 4.1.12. The morphisms of G-equivariant sheaves with respect to Def-
inition 4.1.1 are equivalent to those morphisms with respect to Definition 4.1.4.
Proof. Suppose we have a map of sheaves f : E → E ′ with respect to Definition
4.1.1 such that the following commutes:
pi∗(E)
ρ

pi∗(f) // pi∗(E ′)
ρ′

α∗(E)
α∗(f) // α∗(E ′)
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Then for each sx ∈ Ex we have:
f(g(sx)) = f(Prg(ρ(g,x)((g, x), sx))) = Prg(α
∗(f)(ρ(g,x)((g, x), sx)))
= Prg(ρ
′
(g,x)pi
∗(f)(((g, x), sx))) = Prg(ρ′(g,x)((g, x), f(sx))) = g(f(sx)).
On the other hand take a G-equivariant map of G-sheaf spaces from (E, p) to
(E ′, p′). If we take any ((g, x), sx) ∈ Lpi∗(E) we have:
α∗(f)(ρ((g, x), sx)) = α∗(f)(ρ(g,x)((g, x), sx)) = ((g, x), f(g(sx)))
= ((g, x), g(f(sx))) = ρ
′(pi∗(f)((g, x), sx))
as required.
We can now define the following two categories.
Definition 4.1.13. We define the category of G-sheaves over a topological G-
space X by setting the objects to be the G-equivariant sheaves of Q-modules over
X and the morphisms to be the maps of G-equivariant sheaves corresponding to
either Definition 4.1.1 or 4.1.4. We let ShQ(X) denote this category.
We define the category of Weyl-G-sheaves to be the full subcategory of
ShQ(SG) consisting of the collection of objects given by the set Weyl-G-sheaves
over SG. We shall denote this category by Weyl-G-SheafQ(SG).
If A and B are G-equivariant sheaves, we let ShQ(X)(A,B) denote the col-
lection of morphisms of G-equivariant sheaves from A to B. We now define the
composition function as follows:
ShQ(E,F )× ShQ(F,H)→ ShQ(E,H)
(α, β) 7→ β ◦ α
where ◦ is interpreted as composition in the category of sheaves. Here we are
using that a morphism of G-sheaves is in particular a morphism of sheaf spaces
with extra conditions. We also note that a composition of G-equivariant maps is
a G-equivariant map.
We also have the identity morphism, as in the category of sheaves over X this
clearly corresponds to a G-equivariant map. The associativity of the composition
function holds since it does in the category of sheaves and this is the category we
are technically applying the composition in.
This shows that the category of G-sheaves of Q-modules over X is a well
defined category. Similarly this holds for the category of Weyl-G-sheaves over
SG.
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4.2 Abelian category of G-sheaves
In this section we will verify that the categories of G-sheaves and Weyl-G-sheaves
of Q-modules respectively, are abelian categories.
4.2.1 Additivity of Morphisms
We prove that for any twoG-equivariant sheaves E and F we have that hom(E,F )
is an abelian group. We begin by defining a suitable operation.
Definition 4.2.1. Let (E, p) and (F, p′) be two G-equivariant sheaves over X.
Then we have:
1. A zero morphism 0 : E → F which is the zero morphism in the category of
sheaves and at each stalk x we have 0x is the zero map. This is continuous
since it is a morphism of sheaves and it is clearly G-equivariant.
2. If f, g ∈ hom(E,F ) we define f + g to be the morphism where:
f + g : E → F
sx 7→ f(sx) + g(sx)
where addition is taken in Fx.
3. If f ∈ hom(E,F ) we define −f to be the morphism where:
−f : E → F
sx 7→ −f(sx)
where the negative is taken in Fx.
To prove that both f + g and −f belong to hom(E,F ) we need the following
proposition.
Proposition 4.2.2. For (E, p) a G-equivariant sheaf over X we define EpiE to
be the set:
{(e, e′) ∈ E × E | p(e) = p(e′)}
Then the following map is continuous:
m : EpiE → E
(e, e′) 7→ e− e′
where subtraction is taken in p−1(p(e)).
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Proof. See [Ten75, Proposition 2.5.2].
Proposition 4.2.3. If f, g ∈ hom(E,F ) then f + g and −f are elements of
hom(E,F ).
Proof. For continuity we show that the map f − g is continuous. Observe that
the map f − g is given by the composition m ◦ (f × g) ◦ ι where:
ι : E → EpiE
e 7→ (e, e)
and m is given as in the previous proposition with F taking the place of E. It is
a composition of continuous maps. To see that f + g is a map of sheaf spaces we
observe that:
p′((f + g)(sx)) = p′(f(sx) + g(sx)) = x = p(sx)
since addition is taken in Fx. Similarly −f is a map of sheaf spaces.
If a ∈ G recall from Definition 4.1.4 that a is a map of Q-modules on the
stalks of the G-sheaves of Q-modules. We therefore have that:
a((f + g)(sx)) = a(f(sx) + g(sx)) = a(f(sx)) + a(g(sx))
= f(a(sx)) + g(a(sx)) = (f + g)(a(sx))
Similarly −f is a morphism of G-equivariant sheaves.
Therefore we have verified that if (E, p) and (F, p′) are G-equivariant sheaves
of Q-modules then hom(E,F ) is an abelian group.
4.2.2 Finite Limits and Colimits
We construct finite limits of G-equivariant sheaves of Q-modules. To do this we
first make a useful remark.
Remark 4.2.4. In the category of Q-modules it is known that finite limits and
filtered colimits commute. In particular, if I is a finite indexing category and F i
for i ∈ I is a diagram of sheaves of Q-modules over a space X then:
lim
I
(
F ix
)
=
(
lim
I
F i
)
x
.
We can construct finite limits of G-equivariant sheaves of Q-modules by con-
sidering sheaf spaces.
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Construction 4.2.5. Let I be a finite indexing category and F i for i ∈ I be
a diagram of G-equivariant sheaves of Q-modules. We omit notation for maps
in our diagram. Applying the forgetful functor gives a diagram of sheaves. We
begin by setting Fx = lim
I
F ix for each x ∈ X and setting LF =
∐
x∈X
Fx.
We topologise LF by defining the generating sets for the topology to be those
of the form:
(si)i∈I(U) =
{
(six)i∈I | x ∈ U
}
where U is a basic open subset for X and (si)i∈I ∈ lim
I
F i(U), and the limit is
taken in the category of presheaves.
We define the action by the following map:
ψ : G× LF → LF
(g, (six)i∈I) 7→ (g(six))i∈I .
Here we use the G-action on each F i.
Proposition 4.2.6. The object F explicitly stated in Construction 4.2.5 is a
G-equivariant sheaf of Q-modules over X.
Proof. This is a sheaf of Q-modules since applying the forgetful functor and
taking the limit in the category of presheaves is exactly how limits of sheaves are
calculated so we need only verify the G-action.
Let g, h ∈ G and (six)i∈I ∈ Fx. The proposed action map is a unital G-action
map since:
e(six)i∈I = (e(s
i
x))i∈I = (s
i
x)i∈I
is true for each F i. The action is associative as:
g(h(six)i∈I) = g(h(s
i
x))i∈I = (g(h(s
i
x)))i∈I = ((gh)(s
i
x))i∈I = (gh)((s
i
x)i∈I),
again using that this holds for each F i. This shows that we have a G-action map.
Similarly g represents a Q-module map since for each q ∈ Q we have:
g(q(six)i∈I) = g(qs
i
x)i∈I = (g(qs
i
x))i∈I = (q(gs
i
x))i∈I = q(g(s
i
x)i∈I).
The fact that the induced local homeomorphism p : LF → X is G-equivariant is
immediate from construction. Finally we verify continuity of the G-action. Take
a set of the form (si)i∈I(U) as defined in Construction 4.2.5 and (g, (tix)i∈I) ∈
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ψ−1((si)i∈I(U)). Then (g, tix) ∈ ψ−1i (si(U)) for each i ∈ I where ψi is the action
map on the sheaf space for F i.
We know that each ψi is continuous so there exists Ni EG open and Ui ⊆ X
open so that:
(g, tix) ∈ gNi × ti(Ui) ⊆ ψ−1i (si(U)).
We can set N = ∩
I
Ni and V = ∩
I
Ui so that:
(g, (tix)i∈I) ∈ gN × (ti)i∈I(V ) ⊆ ψ−1((si)i∈I(U))
as required.
Notice that the continuity of the G-action here relies on us dealing with a
finite diagram. Given a diagram of G-sheaves we have constructed a G-sheaf
which is potentially the limit, to prove that it is, we need to prove the universality
condition.
Proposition 4.2.7. If F i is a finite diagram of G-sheaves of Q-modules over X
then the construction F is universal in the category of G-sheaves of Q-modules
over X.
Proof. If we begin with morphisms of G-equivariant sheaves of Q-modules
φi : A → F i, then we can use the fact that every morphism of G-equivariant
sheaves is a morphism of sheaves to find a unique morphism of sheaves φ such
that the following diagram commutes:
A
φi //
φ 
F i
F
pi
>>
It is now sufficient to prove that this morphism φ of sheaf spaces is G-equivariant.
To see this observe that if g ∈ G and a ∈ A, then we have the following:
gφ(a) = g(pi ◦ φ(a))i∈I = (g(φi(a)))i∈I
= (φi(ga))i∈I = (pi ◦ φ(ga))i∈I = φ(ga)
proving G-equivariance of φ as required.
We now look at constructing colimits of G-sheaves of Q-modules. To do this
we first understand the following construction of equivalence relations.
Construction 4.2.8. A binary relation R on a set X is a subset of X×X where
we say that for x, y ∈ X we have xRy if (x, y) ∈ R. Suppose that R is a binary
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relation containing the set:
{(x, x) ∈ X ×X | x ∈ X} .
We make explicit the smallest equivalence relation generated by R. We first define
R1 to be the following set:
{(x, y) ∈ X ×X | (x, y) ∈ R or (y, x) ∈ R}
Then R1 represents a relation which satisfies symmetry. We take R2 to be the
set:
{(x, y) ∈ X ×X | ∃x0, x1, x2, . . . , xn ∈ Xwith (xi, xi+1) ∈ R1, for 0 ≤ i ≤ n}
where x0 = x and xn = y. The set R2 represents the desired equivalence relation.
Remark 4.2.9. If R is a binary relation satisfying that each x in X has an
element y such that xRy, then the above construction creates an equivalence
relation. This is because this condition paired with symmetry and transitivity
implies reflexivity.
Suppose we have a diagram F i of G-sheaves of Q-modules with maps omitted
from the notation. As in the construction of limits we apply the forgetful functor
to obtain a diagram of sheaves of Q-modules F i. For the following construction
keep in mind that Γ represents the sheafification functor and P colim
I
represents
the colimit in the category of presheaves.
Construction 4.2.10. If F i is a diagram of sheaves of Q-modules, we define
colim
I
F i = ΓP colim
I
F i. This means that we consider the sheaf space whose
underlying set is given by
∐
x∈X
(
colim
I
F i
)
x
where:
(
colim
I
F i
)
x
=
(
P colim
I
F i
)
x
= colim
I
(
F ix
)
= ⊕
I
F ix/ ∼
where ∼ is the smallest equivalence relation generated by the binary relation
xi ∼ ϕij(xi), for all i, j ∈ I and all xi ∈ F i. Notice that ϕii = IdF i , which implies
that this relation is reflexive, allowing us to build an equivalence relation using
Construction 4.2.8.
The set
∐
x∈X
(
⊕
I
F ix/ ∼
)
is topologised by considering the topology generated
by sets of the form:
s(U) = {sx |∈ U}
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where s ∈ P colim
I
F i(U) and U is a basic open subset of X.
Given a diagram of G-sheaves of Q-modules over X we know how to construct
the colimit sheaf space in the category of sheaves of Q-modules over X. We first
show that we have a well-defined action of G on the sheaf space, and then show
that it is continuous.
Lemma 4.2.11. If F i is a diagram of G-sheaves of Q-modules over X then
the colimit sheaf space in the category of sheaves of the diagram F i as given in
Construction 4.2.10 has a G-action.
Proof. First notice that for each x ∈ X and i ∈ I we can use the G-action on F i
to get a map of Q-modules F ix to F igx. Using the universal properties of colimits
we further obtain a map from ⊕
I
F ix to ⊕
I
F igx. This map is compatible with the
colimit equivalence relation and we therefore obtain the following map:
ψ : G×
(∐
x∈X
(
⊕
I
F ix/ ∼
))
→
(∐
x∈X
(
⊕
I
F ix/ ∼
))
(g, [sx]) 7→ [g(sx)]
This is a G-action since it is constructed using the action of G on each F i.
Lemma 4.2.12. If F i is a diagram of G-sheaves of Q-modules then the G-action
defined in Lemma 4.2.11 for the colimit sheaf space displayed in Construction
4.2.10 is continuous.
Proof. To see that the G-action map is continuous take an open subset of the
form:
[s](U) = {[s]x | x ∈ U}
for [s] ∈ P colim
I
F i(U) and U a basic open subset of X. We will prove that
ψ−1([s](U)) is open so take any element (g, [t]g−1x) belonging to it, so that x ∈ U .
Therefore we have that [g(t)]x = [s]x.
It therefore follows that there exists some V ⊆ X open neighbourhood of
x with [s] = [g(t)] in ΓP colim
I
F i(V ). Since
(
ΓP colim
I
F i
)
x
=
(
P colim
I
F i
)
x
and since the sheaf space topology is generated by sets of the form r(W ) where
r ∈
(
P colim
I
F i
)
(W ) andW ⊆ X open and basic, we can assume that [s] = [g(t)]
in
(
P colim
I
F i
)
(V ).
Therefore s has a representative
∑
ki
ski in ⊕
ki
Fki(V ) and g(t) has one
∑
ji
g(tji)
in ⊕
ji
Fji(V ) with s ∼ g(t). It follows that
∑
ki
g−1(ski) ∼
∑
ji
tji for g−1(ski) ∈
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F ki(g−1V ) and tji ∈ F ji(g−1V ). Suppose that ψki is the continuous G-action
map for the G-sheaf F ki .
If (g, g−1(ski)g−1x) ∈ ψ−1ki (ski(V )) (which is open by the continuity of ψki) then
there exists Wki ⊆ G open and Uki ⊆ X open with:
(g, g−1(ski)g−1x) ∈ Wki × g−1(ski)(Uki) ⊆ ψ−1ki (ski(V )).
Notice that we can assume that Uki ⊆ g−1V since if it does not we can take
Uki ∩ g−1V . Set W = ∩
ki
Wki and U1 = ∩
ki
Uki . Therefore it follows:
(g, g−1(s)g−1x) ∈ W ×
∑
ki
g−1(ski)(U1) ⊆
⊕
ki
ψ−1ki
((∑
ki
ski
)
(V )
)
.
The analogous statement is equally true for the sum represented by t. This
is because the morphisms of G-sheaves are compatible with the G-action maps
ψk. Since g−1(s) ∼ t as sections over g−1V and hence over U1, we have that
g−1(s)z ∼ tz for every z ∈ U1. Consequently we have that [g−1(s)] (U1) = [t](U1).
By construction of ψ this means that:
(g, g−1(s)g−1x) ∈ W × [g−1(s)](U1) ⊆ ψ−1([s](V )).
We have that W × [t](U1) is open and containing (g, [t]g−1x). This set has
image contained in [s](U) since:
ψ(W × [t](U1)) = ψ(W × [g−1(s)](U1)) ⊆ [s](V ) ⊆ [s](U)
This proves that the G-action is continuous.
Lemma 4.2.13. Using the action defined in Lemma 4.2.11 we have that each g
is a map of Q-modules. The projection map for the colimit sheaf explicitly stated
in Construction 4.2.10 is G-equivariant.
Proof. We know that the action maps gi from F ix to F igx are maps of Q-modules
for each i. It follows that the map ⊕
I
gi is a map of Q-modules. The colimit
quotient is taken in the category of Q-modules and this relation is compatible
with the G-action, so the map g induced by the quotient is a map of Q-modules.
The G-equivariance of the projection map for the colimit construction follows
from the fact that the G-action is constructed from the G-action on each F i and
these actions commute with the projections for F i.
We have now constructed a G-sheaf of Q-modules F given a diagram of G-
sheaves of Q-modules F i. We now need to verify that this construction is univer-
sal.
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Proposition 4.2.14. If F i is a diagram of G-sheaves of Q-modules then the col-
imit sheaf as seen in Construction 4.2.10 with G-action given by Lemma 4.2.11
which we denote by F , is a G-sheaf of Q-modules satisfying the universality con-
dition.
Proof. The fact that F is a G-sheaf of Q-modules follows from Lemmas 4.2.12,
4.2.13 and the fact that F is a sheaf over X. We now prove universality. Suppose
that we have morphisms αi : F i → A and the colimit maps pi : F i → F . As in the
limit case we use that every morphism of G-sheaves is in particular a morphism
of sheaves so there exists a unique morphism of sheaves making the following
triangle commute:
F i
pi
  
αi // A
F
∃!α
??
We need only prove that α is a morphism of G-sheaves. We view these G-sheaves
as G-sheaf spaces, and we will prove that α is a G-equivariant map of sheaf spaces.
Take [e]x ∈ Fx ⊆ F , which has representative
∑
1≤j≤n
eij in ⊕
I
F ix. Then we have:
α(g[e]) = α([ge]) = α(
∑
1≤j≤n
pij(ge
ij)) =
∑
1≤j≤n
α(pij(ge
ij))
= g(
∑
1≤j≤n
αij(e
ij)) = g(
∑
1≤j≤n
α(pij(e
ij)))
= g(α(
∑
1≤j≤n
pij(e
ij))) = gα([e])
as required.
We finish the construction of limits and colimits by mentioning what happens
in the special case where we have a diagram of Weyl-G-sheaves.
Proposition 4.2.15. Let X = SG for G a profinite group and F i be a diagram
of Weyl-G-sheaves. Then the colimit of this diagram in the category of G-sheaves
is a Weyl-G-sheaf. Similarly if F i is a finite diagram of Weyl-G-sheaves then the
limit is a Weyl-G-sheaf.
Proof. Let H ∈ SG and h ∈ H. We begin by considering finite limits. If
(siH)i∈I ∈ lim
I
F iH , then we have that:
h(siH)i∈I = (h(s
i
H))i∈I = (s
i
H)i∈I
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where we use that each F i is a Weyl-G-sheaf. Similarly if I is any small indexing
category, take any [sH ] ∈ colim
I
F iH . By definition of colimits in the category
of Q-modules, [sH ] has a representative sH ∈
⊕
I
F iH , and so sH =
∑
1≤j≤n
s
ij
H for
s
ij
H ∈ F ijH . We therefore have that:
h[sH ] =
[
h
( ∑
1≤j≤n
s
ij
H
)]
=
[ ∑
1≤j≤n
hs
ij
H
]
=
[ ∑
1≤j≤n
s
ij
H
]
= [sH ]
as required.
4.2.3 Abelian Category
The next question we ask about the category of G-sheaves is whether or not this
category is an abelian category. We first verify that finite products and finite
coproducts coincide.
Proposition 4.2.16. Let I be a finite set and F i a collection of G-equivariant
sheaves. Then
∏
I
F i is equal to
∐
I
F i.
Proof. From the construction of colimits and finite limits above we know that the
underlying sheaf is constructed in the category of sheaves. We know from [Ten75,
Proposition 3.5.3] that finite products and finite coproducts of sheaves coincide
hence the only thing left to show is that the G-actions coincide.
From Construction 4.2.10 we know that if g ∈ G then the map g equals⊕
I
gi in
the category of Q-modules, but this equals
∏
I
gi since the category of Q-modules
is abelian.
Proposition 4.2.17. The category of G-equivariant sheaves of Q-modules over
a space X is an additive category.
Proof. We have already seen that in the category of G-equivariant sheaves over
X that each of the hom-sets are an abelian group. By Proposition 4.2.16 we know
that finite products and coproducts agree. It is left to verify that the following
composition map is bilinear:
hom(E,F )× hom(F,H)→ hom(E,H)
(α, β) 7→ β ◦ α
This is true since it holds in the category of sheaves by [Ten75, 3.2.2].
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This argument works equally for Weyl-G-sheaves hence both G-sheaves over
X and Weyl-G-sheaves over X are additive categories.
Proposition 4.2.18. The categories of G-sheaves and Weyl-G-sheaves over X
are abelian categories.
Proof. These categories are both additive and we know from the previous sub-
section that finite limits and small colimits exist so in particular all kernels and
cokernels exist also. For normality we give a proof for G-sheaves over X and the
same argument will work for Weyl-G-sheaves.
If f : E → F is a monomorphism of G-sheaves over X, then by [Ten75,
Theorem 4.13] E = ker {F → coker(f)} and f is the inclusion of the kernel.
Since f is a morphism of G-sheaves so is the map F → coker(f), and therefore f
is the inclusion of the kernel of the G-sheaf morphism F → coker(f) as required.
If p : E → F is an epimorphism of G-sheaves we can again apply [Ten75,
Theorem 4.13] to deduce that F = coker {ker p→ E} and p is the projection
onto the cokernel. Since p is a morphism of G-sheaves so is the map ker p → E,
and therefore p is the projection of the cokernel of the G-sheaf morphism
ker p→ E.
4.3 Useful properties of G-sheaves over profinite
spaces
In this section we will see how the assumption thatG andX are profinite gives us a
useful alternative characterisation of G-sheaves and Weyl-G-sheaves, Proposition
4.3.16. Before we examine some useful properties of G-sheaves we first take a
moment to examine a couple of properties of the G-space SG.
Lemma 4.3.1. If G is a profinite group with open subgroup H, then SH is an
open-closed subspace of SG.
Proof. If H ≤ G is an open subgroup, then the core of H denoted HC is also an
open subgroup. We then observe that:
SH = O(HC , HC)
⋃[ ⋃
K∈SH
O(HC , HCK)
]
.
To see that this is true, recall that sets of the form O(N,NK) are defined in the
paragraph proceeding Remark 2.2.4. We first note that each set in the union is
contained in SH as each K and HC is. Therefore we have one inclusion. For the
other direction we observe that each K in SH belongs to O(HC , HCK) in the
union.
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Since in a compact topological group we know that an open subgroup is a
closed subgroup of finite index, we must have that H is also closed. In particular
H is a profinite group and so SH is a profinite space. We note that the profinite
topology on SH coincides with the subspace topology with respect to SG. Since
SH is a compact subspace of a Hausdorff space SG, it is therefore closed.
Lemma 4.3.2. If U is an open compact subset of a G-space X, then there exists
a normal subgroup N of G such that NU = U .
Proof. We begin by finding an open neighbourhood V of e such that V U ⊆
U and then using the fact that the set of all open normal subgroups form a
neighbourhood basis for e we can find the required N . Let ψ be the continuous
action map ψ : G × X → X. Then ψ−1(U) is open and by definition of the
product topology, for each x ∈ U we know that (e, x) ∈ ψ−1(U) implies that
there are open neighbourhoods of e and x given by Vx and Ux respectively such
that Vx × Ux ⊆ ψ−1(U). This implies that VxUx ⊆ U . Using the definition of the
basis we can find open normal subgroups Nx ⊆ Vx such that NxUx ⊆ U .
Since the set {Ux | x ∈ Ux} is an open covering of U we can use the fact that
U is compact to obtain a finite subcover {Uxi | 1 ≤ i ≤ n}. Set N = ∩
1≤i≤n
Nxi ,
then we can show that N satisfies the required property. Let n ∈ N and u ∈ U
be any pair of elements. Then u belongs to some Uxi , and since n ∈ N ⊆ Nxi we
have that nu ∈ U .
Remark 4.3.3. In particular if X is a G-space and U ⊆ X is compact and open,
then the subgroup of G defined by:
stabG(U) = {g ∈ G | gU = U}
is open since the proceeding lemma guarantees an open normal subgroup is con-
tained in stabG(U).
Example 4.3.4. For the G-space SG, the basic subsets of the form O(N,NK)
where N is open and normal in G and K closed in G satisfy:
stabG (O(N,NK)) = NG(NK).
Proposition 4.3.5. If F is a G-sheaf of Q-modules over a profinite G-space X,
then any section s ∈ F (U) for any U restricts to an N-equivariant section over
an N-invariant domain, for some open normal subgroup N of G.
Proof. Given any section s : U → LF , we can find a compact open subset of
the form V contained in U since X has a closed-open basis. Notice that V is a
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compact subset since it is a closed subset of a Hausdorff space. We first note that
V is N -invariant for some open normal subgroup N of G by Lemma 4.3.2.
Another application of Lemma 4.3.2 shows that there is an open normal sub-
group N ′ such that s(V ) is N ′-invariant. This is because s(V ) is open by def-
inition of the topology and compact since it is the image of a compact subset
via a continuous function. If we set N = N ∩ N ′, then this is an open normal
subgroup of G such that both V and s(V ) are N -invariant. We now show that s
is N -equivariant, namely that s(ny) = ns(y) for all y ∈ V and n ∈ N .
Since p is the local homeomorphism for the sheaf F we know that f = p|s(V )
is the homeomorphism inverse to s|V . For n ∈ N and y ∈ V we have that
f ◦ s(ny) = ny, and we can observe the following:
f(ns(y)) = nf(s(y)) = ny
where we use the N -invariance fact stated above and the fact that f is N -
equivariant since p is G-equivariant. Using injectivity of f we have that ns(y) =
s(ny) as required.
We consequently have the following useful application.
Corollary 4.3.6. If F is a G-sheaf of Q-modules over SG, then any section
s ∈ F (U) restricts to an N-equivariant section over an N-invariant domain, for
some open normal subgroup N of G.
We now seek to establish that an even stronger property holds for a Weyl-
G-sheaf of Q-modules. We begin with the following proposition about profinite
groups.
Proposition 4.3.7. If G is an infinite profinite group, K is an infinite closed
subgroup of G and MEG is an open normal subgroup, then K∩M is non-trivial.
Proof. We know that if K is closed in G then it is a profinite group as a subspace
of G and in particular K is also not discrete. We know that K ∩M is open and
normal in K. If K ∩M were trivial then the trivial subgroup would be open,
contradicting that K is not discrete.
Let E be a G-equivariant sheaf of Q-modules over a G-space X and U be an
open subset of X. Then if s is a section over U , for each g ∈ G we can define a
section g ∗ s over gU where (g ∗ s)(x) is defined to be gs(g−1x) for every x ∈ gU .
Remark 4.3.8. It follows that if s is a section over U for the G-equivariant sheaf
E over X, g ∈ G and x ∈ X we have:
g(sx) = (g ∗ s)gx.
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Consequently the G-action on the sheaf space can be written down in terms of
the action on sections.
The following proposition relates the action on a section over a G-sheaf space
by G and the equivariance of sections.
Proposition 4.3.9. If E is a G-sheaf space over X, then a section s : X → E
is G-equivariant if and only if (g ∗ s) = s for each g ∈ G.
Proof. We know that (g ∗ s) = s for each g ∈ G if and only if (g ∗ s)(x) = s(x)
for every x ∈ X and g ∈ G. But this happens if and only if gs(g−1x) = s(x) for
each g ∈ G and x ∈ X. This in turn happens if and only if s(g−1x) = g−1s(x) for
every g ∈ G and x ∈ X. This is equivalent to saying that s is G-equivariant.
We now examine more generally how closed subgroups act on sections whose
domain is invariant to the action of the subgroup. In particular, if E is a G-sheaf
of Q-modules over a profinite G-space X and U a compact basic open subset of
X then Γ (U,E) has a stabG(U)-action using the action defined in Proposition
4.3.9.
Definition 4.3.10. If M is a Q-module with an action of a profinite group G,
then M is a discrete G-module if the action map is continuous with respect to
the discrete topology on M .
Remark 4.3.11. Equivalently this definition says thatM is a discrete G-module
if and only if stabG(m) is open in G for each m ∈ M . Consequently, a discrete
G-module M satisfies that every element m has finite orbit. Another equivalent
definition is that M is a G-module if and only if we have the following equality:
M = colim
H open
MH .
We aim to characterise Weyl-G-sheaves over SG by local equivariance prop-
erties of the sections since this is used in future chapters, namely Lemma 6.1.4.
The following proposition takes us in that direction.
Proposition 4.3.12. If E is a G-sheaf of Q-modules over a profinite G-space
X and U a compact basic open subset of X then Γ (U,E) is a discrete stabG(U)-
module.
Proof. Let s ∈ Γ (U,E), then by Proposition 4.3.5 there exists an open normal
subgroup N such that U is N -invariant and s is N -equivariant. Therefore by
Proposition 4.3.9 the action ofN on s is trivial andN has finite index in stabG(U).
We let J denote stabstabG(U)(s). We know that N ≤ J and so it follows that J
has finite index in stabG(U) since we know that N is of finite index.
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We now have the following application to the special case where X = SG,
bearing in mind Example 4.3.4.
Proposition 4.3.13. If E is a G-sheaf of Q-modules over a profinite G-space
SG and O(N,NK) a compact basic open subset of SG, then Γ (O(N,NK), E) is
a discrete NG(NK)-module.
Remark 4.3.14. It is a consequence of Proposition 4.3.12 that if K ≤ stabG(U)
then Γ (U,E) is also a discrete K-module. Therefore in the particular case where
X = SG we know that Γ (O(N,NK), E) is also a discrete NG(K)-module and a
discrete K-module.
The following proposition provides us with a useful way of characterising stalk-
wise fixed sheaves. A specific case of this result will give us precisely the charac-
terisation of Weyl-G-sheaves over SG that we will need in Lemma 6.1.4.
Proposition 4.3.15. Suppose that X is a profinite G-space such that each x ∈ X
has a neighbourhood basis Bx such that each U ∈ Bx is stabG(x)-invariant. Let
E be a stalk-wise fixed G-sheaf of Q-modules over X. Then for each x ∈ X it
follows that each sx ∈ Ex is represented by a section:
s : U → E
which is stabG(x)-equivariant for some U ∈ Bx.
Proof. We begin with an application of Proposition 4.3.12 to deduce that the
action of stabG(x) on a representative s : U → E factors through a finite quotient,
so we can consider finitely many translates say g1, g2, . . . , gk. Since sx is fixed we
know that (gj ∗ s)x = sx for each 1 ≤ j ≤ k, and so by definition there exists
some Vj ∈ Bx with (gj ∗ s)|Vj = s|Vj for each j. We can therefore choose W ∈ Bx
with W ⊆ ⋂
1≤j≤k
Vj, and hence s|W is stabG(x)-equivariant by construction (since
W is known to be stabG(x)-invariant).
The following proposition is similar to the proceeding one and is crucial in
proving the equivalence of categories between Weyl-G-sheaves of Q-modules and
rational G-Mackey functors in Lemma 6.1.4.
Proposition 4.3.16. If E is a Weyl-G-sheaf over SG and K ∈ SG, then for
any sK ∈ EK there exists an open subgroup J of G containing K such that sK is
represented by a J-equivariant section of the form:
s : O(N,NK)→ E,
where J = NK.
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Proof. Take any such sK , then this has a representative s : O(N ′, N ′K)→ E and
the action of K upon s factors through a finite quotient K/ (K ∩M ′), for some
open normal subgroup M ′ of G by Proposition 4.3.13.
Consider the coset representatives k1, k2, . . . , kn. Since E is a Weyl-G-sheaf
we have that there kisK = sK for each 1 ≤ i ≤ n, and hence for each 1 ≤ i ≤ n
there exists Ni open and normal in G so that:
s|O(Ni,NiK) = (ki ∗ s)|O(Ni,NiK).
Set L =
⋂
1≤i≤n
Ni, then s|O(L,LK) = (k ∗ s)|O(L,LK) for each k ∈ K and therefore
is K-equivariant by Proposition 4.3.9. By Proposition 4.3.6 there exists an open
normal subgroup M of G so that s|O(L,LK) is M -equivariant and therefore this
section must be J = MK-equivariant as required.
Note if we set N = M ∩L then we first observe that O(N,NK) ⊆ O(L,LK).
Also O(N,NK) is NK-invariant since if A ∈ O(N,NK) and x ∈ NK then:
xAx−1N = xANx−1 = xNKx−1 = NK
so xAx−1 ∈ O(N,NK). Furthermore if we restrict s to O(N,NK) then we have
that xs(A) = s(xAx−1) since x ∈ NK ≤MK.
Corollary 4.3.17. If E is a G-sheaf of Q-modules over SG and sK ∈ EK is
K-fixed, then sK can be represented by a section:
s : O(N,NK)→ E
which is NK-equivariant.
Consider qH : SH → SH/H the quotient map for H an open subgroup of a
profinite group G. For the following proposition, if V ⊆ SH/H is open notice
that q−1H (V ) is open in SH, which is open in SG by Lemma 4.3.1.
Proposition 4.3.18. If F is a G-sheaf over SG and H ≤ G open, then the
assignment V 7→ F (q−1H (V ))H for V ⊆ SH/H open gives a sheaf over SH/H.
Proof. We start with V ⊆ SH/H and an open covering {Uλ | λ ∈ Λ} of V . Sup-
pose s1, s2 ∈ F (q−1H (V ))H such that ρq
−1
H (V )
q−1H (Uλ)
(s1) = ρ
q−1H (V )
q−1H (Uλ)
(s2) for each λ. Then
since these sections are also sections with respect to the sheaf F we can use the
sheaf properties of F to deduce that s1 = s2.
Similarly suppose that we have a family sλ such that for each pair λ, µ ∈ Λ
we have ρq
−1
H (Uλ)
q−1H (Uλ)
⋂
q−1H (Uµ)
(sλ) = ρ
q−1H (Uµ)
q−1H (Uλ)
⋂
q−1H (Uµ)
(sµ). It follows from the fact F is
a sheaf and that we are dealing with sections over the sheaf F that there exists
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a section s over q−1H (V ) such that each sλ = ρ
q−1H (V )
λ (s). This is H-equivariant
since it is built from H-equivariant sections glued together. The definition we are
using here is given in [Ten75, Definition 2.1.1].
4.4 Infinite Products of G-equivariant sheaves
Previously we have constructed the limit of a finite diagram of G-equivariant
sheaves and observed that the given proof does not hold for infinite diagrams.
We now address what an infinite product of G-equivariant sheaves look like.
In the setting where G is finite the argument provided for the products of
finite diagrams hold since G has the discrete topology and therefore the continuity
issues of the G-action disappear. This in particular means that if G is a finite
discrete group, then products of G-equivariant sheaves are products taken in
the category of non-equivariant sheaves with additional structure given by a G-
action. For more general profinite groups we would like this characterisation of
products to hold, however infinite products are more difficult to characterise as
the following example illustrates. We recall the definition of a discrete G-module
from Definition 4.3.10.
Example 4.4.1. If we let X be the one point space and G = Zp, then G-
sheaves of Q-modules are given by discrete Q[Zp]-modules. If we consider a
collection Q [Z/pnZ] for each n ∈ N, then the underlying sheaf product is given
by
∏
n∈N
Q [Z/pnZ]. This is a problem since this product is not a discrete Zp-module.
We overcome the discreteness problem by considering the discretisation. Re-
call from Remark 4.3.11 that if M is a G-module for G profinite, then the dis-
cretisation of M denoted disc(M) is given by colim
H ≤
open
G
MH . In order to construct
infinite products explicitly we need to define the following category.
Construction 4.4.2. We define the category G-subdisc, whose objects are the
discrete H-modules M for any open subgroup H of G. For the morphisms, if M
is a discrete H-module and N a discrete J-module for H and J open in G, then
a morphism from M to N is a H ∩ J-equivariant module map f : M → N .
If F i are a collection of G-sheaves of Q-modules over a profinite G-space X,
and BopX represents the category of basic open subsets of X (i.e., the closed-open
basis) then we have the following functor:
F : BopX → G-subdisc
U 7→ disc
(∏
i∈I
F i(U)
)
where the discretisation at each U is taken with respect to stabG(U). Notice that
this could be zero.
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We now give the explicit construction for the infinite product of G-sheaves of
Q-modules over a profinite G-space X.
Construction 4.4.3. Given a family F i of G-sheaves of Q-modules over X we
look at the functor F from Construction 4.4.2. We define the underlying set of
the G-sheaf space of the product E to be:∐
x∈X
colim
Ux
F (U)
We topologise this by considering a basis given by sets of the form:
s(U) = {s(x) | x ∈ U}
where U ranges through the basic open subsets of X and s ∈ F (U). For the
G-action we define the map as follows:
ψ : G× E → E(
g,
[
(si)i∈I
]
x
) 7→ [(g ∗ si)i∈I]gx
where (si)i∈I ∈ F (U) for some open neighbourhood U of x and [..]x represents the
germ of the section over x. Here we are using that if s ∈ F (U) then it follows that
g ∗s belongs to F (gU). To see this, observe that if N is an open normal subgroup
of G such that s is N -equivariant, then it follows that g ∗ s is also N -equivariant.
Notice that we have a monomorphism ι from E into
∏
i∈I
F i, hence the product
projection maps are of the form pi ◦ ι where pi is the product projection for the
non-equivariant sheaf product.
We observe that this is what we need for F to be a G-equivariant sheaf in
light of Proposition 4.3.12. This tells us that if F is a G-equivariant sheaf and
U a closed-open basis element of X, then sections over U has to be a discrete
stabG(U)-module. It is for this reason that the product in the category of non-
equivariant sheaves fails to deliver a G-sheaf by considering the G-action induced
by the product. Namely, the stabG(U)-action on sections over U for the non-
equivariant product of sheaves is not a discrete action.
Lemma 4.4.4. Construction 4.4.3 is the product in the category of G-sheaves.
Proof. This is clearly a sheaf space of Q-modules since the sections are con-
structed using sections of the sheaf of Q-modules given by
∏
i∈I
F i in a manner
similar to the sheafification process. We need to verify that the G-action on
this space is continuous. Take any basic open subset of the form s(U) and take
(g, ty) ∈ ψ−1(s(U)).
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It follows that g(ty) = sx for some x ∈ U and so gy = x. We know by definition
of F (U) that there must exist some open normal subgroup N of G such that s
is N -equivariant, and so V = gN × (g−1 ∗ s)(g−1U) is an open neighbourhood of
(g, ty). To see that V ⊆ ψ−1(s(U)), if (gn, (g−1 ∗ s)(g−1z)) belongs to V then:
gn(g−1 ∗ s)(g−1z) = gng−1s(z) = s(gng−1z),
where the last belongs to s(U) since U is N -invariant.
For the universality condition, if for each i ∈ I we have morphisms of G-
sheaves of Q-modules over X of the form αi : T → F i then we have a unique
morphism α : T → ∏
i∈I
F i of sheaves of Q-modules. If U is an closed-open ba-
sic subset of X, then since T (U) is a discrete stabG(U)-module it follows that
Imα(U) is contained in the discrete part of
∏
i∈I
F i(U). This says that α factors as
demonstrated by the following diagram:
E
ι
  
T
α
AA
α //
αi

∏
i∈I
F i
pi
~~
F i
The uniqueness of the morphism follows immediately from the uniqueness of α
since ι is a monomorphism.
4.5 Useful Adjunctions
We finish the chapter by proving some useful adjunctions relating toG-equivariant
sheaves over a G-space X. We will use these results when constructing injective
resolutions of G-sheaves and Weyl-G-sheaves in Chapter 8. We begin by proving
the following proposition.
Proposition 4.5.1. If G is a profinite group and X a profinite G-space, then the
G-orbit of any point x ∈ X is closed.
Proof. Consider the following continuous map:
f : G×X → X ×X
(g, x) 7→ (gx, x).
Both the domain and codomain are compact and Hausdorff, and therefore closed
and compact conditions are equivalent in these spaces. In particular this implies
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that preimages of compact spaces are compact and images of closed subsets are
closed.
We know that G×{x} is closed in G×X, so therefore its image Gx×{x} is
closed in X ×{x}. We also know that Gx×{x} is closed in X ×X for the same
reason. This therefore leads to the following commutative diagram:
Gx

∼= // Gx× {x}
 &&
X
∼= // X × {x} // X ×X
where the two horizontal morphisms in the square are homeomorphisms, and the
three arrows in the triangle on the left are closed inclusions, and the remaining
arrow on the left is an inclusion. This diagram shows that Gx is the homeomor-
phic image of a closed subset of a space which is homeomorphic to X, hence Gx
is closed in X.
We now look at an example of a G-equivariant sheaf which will be useful in
our theory. Notice that if X is a G-space and A is a Q-module, for each x ∈ X we
can view A as a discrete stabG(x)-module by giving A the trivial stabG(x)-action.
Example 4.5.2. Let X be a G-space, A be a discrete Q[G]-module and cA be
the constant sheaf over X. We define a continuous G-action on the sheaf space
of cA by:
G× LcA→ LcA
(g, ax) 7→ gagx
where ax and gagx correspond to the stalk a, ga ∈ A as germs over x and gx
respectively.
Proof. The construction LcA is clearly a sheaf space with G-equivariant local
homeomorphism. It is left to show that the G-action on LcA is continuous. We
begin by taking a basic open subset of LcA of the form a(U) for a ∈ A and some
basic open subset U which we can assume to be compact. We know that we have
an open subgroup stabG(U) since U is compact, and since A is discrete we know
that stabG(a) is open too. Therefore we can choose an open normal subgroup
N satisfying that N ≤ stabG(a) ∩ stabG(U). We will show that the open subset
Ng × g−1a(g−1U) of G× LcA is in the preimage of a(U).
Take any element in the set (ng, g−1ag−1t) for t ∈ U and let ψ denote the
action map. Then:
ψ(ng, g−1ag−1t) = ngg
−1angg−1t = nant = ant.
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The latter belongs to a(U) since U is N -invariant.
In the case where A has the trivial action, the action on this space permutes
the stalks and the action of stabG(x) on the stalk at x is trivial. Note if X is a
transitive space and x ∈ X arbitrary, then cA is represented by the sheaf space
G ×
stabG(x)
A.
Example 4.5.3. Let X be a transitive G-space and A be a discrete Q [stabG(x)]-
module for some x ∈ X. Then we have a G-sheaf given by:
G ×
stabG(x)
A.
The G-action is given by the map:
G×
(
G ×
stabG(x)
A
)
→ G ×
stabG(x)
A
(g, [g′, a]) 7→ [gg′, a].
Notice we have a non-trivial action on the stalks. If h ∈ stabG(x) then we have
the following:
ghg−1 ∗ [g, a] = [ghg−1g, a] = [gh, a] = [g, ha].
We use that a typical element of stabG(gx) is of the form ghg−1. We next
prove a useful lemma which will provide us with an important adjoint pair of
functors that will play a pivotal role later on.
Lemma 4.5.4. Let O be an orbit in a G-space X, x ∈ O be a point and E be a
G-equivariant sheaf over X. Then:
E|O ∼= G ×
stabG(x)
Ex
as G-sheaf spaces over O.
Proof. We begin by considering the map:
ψ : G× Ex → E|O
(g, e) 7→ ge.
This is a continuous G-map since it is the restriction of the G-action map on
the G-sheaf space E. Also we can see that this is surjective since if e belongs to
E|O where e is a germ over gx for some g ∈ G, then (g, g−1e) is in the preimage.
Therefore ψ is a continuous surjection.
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Since ψ(gh, e) = (gh)e = g(he) = ψ(g, he) we have the following factorisation:
G× Ex ψ //

E|O
G ×
stabG(x)
Ex
ψ
::
We know that ψ satisfies the same properties that we have shown ψ to possess.
ψ is also a map of sheaf spaces since it is compatible with the local homeomor-
phisms and induces Q-module maps on stalks. It therefore is an open map too
since we can apply [Ten75, Lemma 2.3.5]. We will now prove that in addition it
is also injective. Suppose that [g1, e1] , [g2, e2] satisfy that g1e1 = g2e2. It there-
fore follows that g1x = g2x and hence g1−1g2x = x so that g1−1g2 ∈ stabG(x).
Therefore:
[g2, e2] = [g1g1
−1g2, e2] = [g1, g1−1g2e2] = [g1, e1]
as required.
As a consequence of Proposition 4.5.1 we can apply extension by zero to end
up with a G-equivariant sheaf E|O . Notice that the stalks of E|O or equivalently
of G ×
stabG(x)
Ex for x ∈ O are isomorphic to Ey for any y ∈ O and zero otherwise.
Example 4.5.5. If O is an orbit of a G-space X, then for any x ∈ O we have a
sheaf over X given by G ×
stabG(x)
A for any discrete Q [stabG(x)]-module A. This
is extension by zero of the G-sheaf from Example 4.5.3.
If X is a G-space and x ∈ X, then there are functors defined by:
(−)x : G-Sheaf(X)→ Q [stabG(x)] -Mod
E 7→ Ex
where a morphism f : E → F is mapped to fx, and
R : Q [stabG(x)] -Mod→ G-Sheaf(X)
A 7→ G ×
stabG(x)
A
where a morphism α : A→ B is mapped to the morphism of G-sheaves induced
by Id×α. We now verify that these functors provide an adjunction.
Proposition 4.5.6. The pair of functors ((−)x, R) are an adjoint pair.
Proof. Let E,F be G-equivariant sheaves, A,B be Q [stabG(x)]-modules and f :
E → F and α : A → B be morphisms in their respective categories. We will
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define a map of sets as follows:
φE,A : hom
(
E,G ×
stabG(x)
A
)
→ hom (Ex, A)
h 7→ hx.
We show that this is a bijection by proving that this is a composition of bijective
maps. First note that the following map is a bijection:
hom
(
E,G ×
stabG(x)
A
)
→ hom
(
E|O , G ×
stabG(x)
A
)
h 7→ h|O
as a result of the direct image-inverse image functor as seen in [Ten75, Theorem
3.7.13], and using the fact that both O and the complement of O are closed
under taking orbits so that h is G-equivariant implies that h|O is. Also h applied
to the stalks of the complement of O must be zero. Therefore, using that the
complement of O is G-invariant, h is G-equivariant if h|O is.
As a consequence of Lemma 4.5.4, h|O in turn is uniquely determined by hx.
This is because we can define a morphism of G-sheaves from hx as follows:
G ×
stabG(x)
Ex → G ×
stabG(x)
A
[g, e] 7→ [g, hx(e)]
We now seek to show that these bijections are natural. Let α′ denote the map
induced by Id×α. Then the commutativity of the two necessary squares follows
immediately from the equalities:
1. (α′ ◦ h)x = α ◦ hx,
2. (h ◦ f)x = hx ◦ fx.
Corollary 4.5.7. If X is a profinite space of the form SG where G is a profinite
group, then the adjoint pair defined in Proposition 4.5.6 give an adjoint pair
((−)x, R):
Weyl-G-Sheaf(SG) a // Q [NG(K)/K] -Modb
oo
,
where a is the functor (−)x and b is the functor R from Proposition 4.5.6, for
any K ∈ SG.
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This adjoint pair has a useful application as the following proposition will
illustrate.
Proposition 4.5.8. If X is a G-space then the G-equivariant sheaves of the form
G ×
stabG(x)
A are injective in the category of G-equivariant sheaves. This result
holds in the category of Weyl-G-sheaves over SG also.
Proof. First notice that we can apply the result from [CW16, Proposition 3.1]
which says that the category Q [stabG(x)] -Mod has injective dimension zero.
Looking at the adjoint pair of functors in Proposition 4.5.6 it is clear that the
left adjoint of the pair preserves monomorphisms, so we can use the fact that the
corresponding right adjoint preserves injective objects.
The application of [CW16] in this proof formally completes a proof in [Bar11]
which left out the verification that Q [Zp]-modules are injective.
Chapter 5
Correspondence
In this chapter we will construct a correspondence between rational Mackey func-
tors for G profinite, and Weyl-G-sheaves over SG. The following diagram will
illustrate our plan:
Weyl-G-sheaf(SG) a //MackeyQ(G)b
oo
where we shall explicitly construct functors a and b, (Theorems 5.1.8 and 5.2.16).
In Theorem 6.1.31 we will see that these functors are equivalences.
5.1 Weyl-G-sheaves determine Mackey Functors
We now seek to demonstrate a correspondence between Mackey functors of profi-
nite groups G and Weyl-G-sheaves over the G-space SG.
We begin by proving a lemma which loosely says that the product of sums of
two transversals is another transversal, and this is useful in proving the transitivty
property of Mackey functors for the construction we will derive from any Weyl-G-
sheaf.
Lemma 5.1.1. Let G be a profinite group with L ≤ J ≤ H ≤ G, all open. Take
sums over a left transversal for L with respect to H, for L with respect to J and
for J with respect to H given by
∑
1≤k≤n
hkL,
∑
1≤a≤m
jaL and
∑
1≤b≤p
hbJ respectively.
Then
∑
1≤b≤p
∑
1≤a≤m
hbjaL =
∑
1≤k≤n
hkL.
Proof. It is sufficient to show that the set
{
hbjaL
}
a,b
is a transversal for L with
respect to H. We do this by showing that this set is in one to one correspondence
with the set {hkL}k. Given hkL, we will show that this equals some hbjaL. First
hkJ = hbJ for some b, so hk = hbj for j ∈ J . Similarly jL = jaL for some a so
hkL = hbjL = hbjaL. This is clearly a surjective correspondence since any hbjaL
equals some hkL as the cosets partition H and we are working with transversals.
Also this is injective since if hkL and hk′L equal the same hbjaL then they are
equal by transitivity of equality.
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We begin constructing the correspondence by defining and proving the exis-
tence of a functor:
Mackey : Weyl-G-SheafQ(SG)→ MackeyQ(G)
where Weyl-G-SheafQ(SG) is the category of Weyl-G-sheaves over SG and
MackeyQ(G) is the category of Mackey functors over G. We will achieve this by
first constructing a functor from G-sheaves over SG to MackeyQ(G) and later we
will show that this restricts to a functor fromWeyl-G-SheafQ(SG) to MackeyQ(G)
which is an equivalence of categories.
Construction 5.1.2. Let F be a G-sheaf over SG, we can define a Mackey
functor Mackey(F ) as follows:
IfH ≤ G is open then we define Mackey(F )(G/H) = F (SH)H . Explicitly this
is the set {α : SH → LF | p ◦ α = Id, α is continuous}H , where LF is the sheaf
space for F and p is the local homeomorphism for LF . For the maps, if H, J ≤ G
are both open with J ≤ H then we have the following restriction map:
RHJ : F (SH)
H → F (SJ)J given by α 7→ α|SJ .
Note that if α is H-fixed then it is J-fixed so the restriction has image in F (SJ)J .
For the induction maps we proceed as follows:
IHJ : F (SJ)
J → F (SH)H , given by β 7→ ∑
1≤i≤n
hiβ,
where n = |H/J |, {hiJ | 1 ≤ i ≤ n} is a left transversal, and β is the extension
of β by 0, which is continuous since SJ is closed-open. The conjugation maps Cg
are given by the G-action on the sheaf F .
Lemma 5.1.3. The maps defined in Construction 5.1.2 are well defined.
Proof. This is clearly true for the conjugation maps, and it is true for the re-
striction for the reason stated in Construction 5.1.2. For induction, first notice
that if L is an open subgroup of J and we have an L-equivariant map from SL
to some sheaf space E denoted β, the extension of β by zero β gives a map from
SJ to E. Also jβ defined by x 7→ jβ(j−1x) is independent of the choice of left
coset representative in J/L. To see this suppose we have two representatives
j1L = j2L. Then we have j1β = j1
(
j−11 j2
)
β since j−11 j2 ∈ L and β is L-fixed. By
associativity of the group action this equals
(
j1j
−1
1
)
j2β = j2β. This shows that
IJL(β) as defined above is independent of the choice of transversal.
To show that the section
∑
J/L
jβ is J-fixed, note that for any a ∈ J and any
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point x of SJ we have:a∑
J/L
(
jβ
) (x) = a∑
J/L
(
jβ
)
(a−1xa) =
∑
J/L
a
(
jβ
)
(a−1xa)
=
∑
J/L
ajβ(j−1a−1xaj) =
∑
J/L
(
ajβ
)
(x)
Since we have already proven that the definition of induction above is independent
of the choice of transversal we have that this equals
∑
J/L
(
jβ
)
(x).
Lemma 5.1.4. The construction Mackey(F ) satisfies that Mackey(F )(G/H) is
H-fixed, and both restriction and induction from H to itself is the identity.
Proof. We next show that for each H ≤ G open we have that Ch for each h ∈ H,
IHH , and RHH are all the identity. The conjugation by each h ∈ H follows from the
fact that F (SH)H is H-fixed. Clearly RHH is the identity. We see that IHH is the
identity by observing the following two facts. We know that extension by 0 of a
section over SH to itself is clearly the identity. Also there is only one element in
the transversal for H over itself, namely eH, so using that we are interested in
H-fixed sections the left transversal eH changes nothing.
Lemma 5.1.5. The structure maps of Mackey(F ) are associative and transitive.
Proof. For associativity of the conjugation maps observe that we have CgCh =
Cgh by the definition of the action on the G-sheaf. It is clear that RJL ◦RHJ = RHL
by definition of restriction of functions. For induction we have:
IHJ I
J
L(β) =
∑
h
hJ
(∑
j
jLβ
)
=
(∑
h
hJ
(∑
j
jLβ
))
=
∑
h
hLβ = IHL (β)
where we apply Lemma 5.1.1 and β corresponds to extension by 0 applied twice.
Lemma 5.1.6. The construction Mackey(F ) satisfies the equivariance condition,
that is the restriction and induction maps commute with the conjugation maps.
Proof. For the equivariance condition, by definition of restriction we clearly have
CgR
H
J = R
gHg−1
gJg−1 Cg. For the induction maps first observe that if we take a sum
over a transversal
∑
1≤i≤n
hiJ then conjugation gives another
∑
1≤i≤n
ghig
−1gJg−1. We
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have the following equalities:
IgHg
−1
gJg−1 (gβ)(x) =
∑
1≤i≤n
(
ghig
−1) (gβ) (x) = ∑
1≤i≤n
g
(
hig
−1) (gβ) (g−1xg)
=
∑
1≤i≤n
ghi
(
g−1gβ
)
(h−1i g
−1xghi)
=
∑
1≤i≤n
(
ghiβ
)
(x)
= g
∑
1≤i≤n
(
hiβ(x)
)
= CgI
H
J (β)(x)
which proves the equality as needed.
Lemma 5.1.7. The construction Mackey(F ) satisfies the Mackey axiom.
Proof. We start with J, L ≤ H where H, J, L ≤ G are open. First note that we
have the following:
∐
hL∈H/L
hL = H =
∐
x∈[JHupslopeL]
JxL =
∐
x∈[JHupslopeL]
⋃
j∈J
jxL
=
∐
x∈[JHupslopeL]
∐
J/J∩xLx−1
jxxL.
We therefore have that:
RHJ I
H
L (β) = (
∑
H/L
hLβ)|SJ =
 ∑
x∈[JHupslopeL]
∑
J/J∩xLx−1
jxxβ
 |SJ
=
∑
x∈[JHupslopeL]
∑
J/J∩xLx−1
(
jxxβ|S(x−1Jx∩L)
)
where the extension by zero in the top line is respect to H and the bottom with
respect to J . If we start from the other direction we have:∑
x∈[JHupslopeL]
IJJ∩xLx−1CxR
L
x−1Jx∩L(β) =
∑
x∈[JHupslopeL]
∑
J/J∩xLx−1
jxx
(
β|S(L∩x−1Jx)
)
=
∑
x∈[JHupslopeL]
∑
J/J∩xLx−1
(
jxxβ|S(L∩x−1Jx)
)
proving that the two sides coincide.
Theorem 5.1.8. Let G be a profinite group. If F is a G-sheaf of Q-modules over
SG then Mackey(F ) as constructed in Construction 5.1.2 is a Mackey functor.
Proof. This follows by combining Lemmas 5.1.3, 5.1.4, 5.1.5, 5.1.6 and 5.1.7.
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We will see that the assignment Mackey is functorial.
Theorem 5.1.9. The assignment Mackey(−) is a functor.
Proof. We will first define what Mackey does to morphisms of Weyl-G-sheaves.
Let f : F → F ′ be a morphism of Weyl-G-sheaves. By Lemma 4.3.1 we know
that SH is open for any open subgroup H. This means we have a morphism of
Q-modules, fSH : F (SH)→ F ′(SH), for every open subgroupH. By Proposition
4.3.12, both Q-modules are NG(H)-modules and since f is a G-equivariant map of
spaces we know that fSH is NG(H)-equivariant. It follows that a H-fixed section
s in F (SH) is H-fixed in F ′(SH). This proves that for each H we have a map
of Q-modules, fH : Mackey(F )(G/H)→ Mackey(F ′)(G/H).
To prove that this is a morphism of Mackey functors we need to show that
we get a commuting square with conjugation, restriction and induction. This is
true for conjugation as a consequence of the G-equivariance of f . For restriction,
if L ≤ H, K ∈ SL and s ∈ Mackey(F )(G/H), then this compatibility holds as
follows:
f(s|SL)K = fK(sK) = (f(s)|SL)K .
Here we use the equality (f(s))K = fK(sK). In order to prove compatibility with
the induction maps we have to show that:
∑
H/L
hf(s) = f
∑
H/L
hs
 .
We can again use the equality (f(s))K = fK(sK) to prove this since f is additive
on stalks and G-equivariant. On the one hand we have f(s)x = 0 if x /∈ SL and
fx(sx) otherwise. On the other hand f(s)x = fx(sx), which equals 0 if x /∈ SL and
fx(sx) otherwise. The functoriality conditions are clear from the construction.
5.2 Mackey Functors determine Weyl-G-sheaves
We construct a functor in the opposite direction, from rational G-Mackey functors
to Weyl-G-sheaves over SG, for a profinite group G. We use the idea found in
[Gre98], where a Mackey functor M determines sheaves M(G/H) over SH/H for
varying H and these fit together to give a Weyl-G-sheaf over SG. In our setting,
we know from Corollary 2.3.6 that eachM(G/H) determines a sheaf over SH/H.
In this section we will piece these together to make a Weyl-G-sheaf over SG. We
begin by understanding some of the key parts of the construction needed. We
start by constructing the stalks of the Weyl-G-sheaf.
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Lemma 5.2.1. If M is a Mackey functor for G, then the Q-module:
FK = colim
J ≥
open
K
M(G/J)(K)
is well-defined, where M(G/J)(K) refers to the stalk of the conjugacy class of K
in SJ/J . Here we are using that M(G/J) determines a sheaf over SJ/J .
Proof. This boils down to showing that if J ≥ H ≥ K are such that H and J are
open in G and K closed, then we have a map of the form:
(
RJH
)
(K)
: M(G/J)(K) →M(G/H)K).
Take s ∈ M(G/J) and N2 ≤ N1 both open and normal in G, J and H. Then
O(N2, N2K) ⊆ O(N1, N1K) are open neighbourhoods of K, hence their images
with respect to the quotient map in the orbit spaces SJ/J and SH/H are open
neighbourhoods of the respective class of K.
By Proposition 2.3.12 we have the following two equalities:
RJH
(
eJO(N1,N1K)s
)
=
∑
x∈IHN1K
eHO(N1,xN1Kx−1)R
J
H(s) + eVR
J
H(s)
RJH
(
eJO(N2,N2K)s
)
=
∑
x∈IHN2K
eHO(N2,xN2Kx−1)R
J
H(s) + eVR
J
H(s).
Notice that in the sums of the right hand side, the O(N1, xN1Kx−1) are disjoint
since if A belonged to more than one we would have the following contradiction:
xN1Kx
−1 = N1A = yN1Ky−1
and yN1Ky−1 6= xN1Kx−1. Therefore the right hand side is an idempotent with
support given by a finite disjoint union of closed-open subsets.
We need to show that the two right hand side expressions represent the same
germ in the stalk of (K). First notice that the class x = e belongs to both
IHN1K and I
H
N2K
. Secondly notice that (K) belongs to both O(N1, N1K) and
O(N2, N2K). We can therefore restrict the top equality to eHO(N1,N1K)R
J
H(s) and
the bottom one to eHO(N2,N2K)R
J
H(s), since we are interested in the diagram of
neighbourhoods of (K). To conclude, we observe that the support of the second
is contained in that of the first and both contain (K).
In order to define the topology on the sheaf space of the Weyl-G-sheaf, we
consider the next construction as seen in [Ten75, Construction 3.7.11].
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Construction 5.2.2. Let F be a sheaf over a topological spaceX and φ : Y → X
be a continuous surjection. Then we construct a sheaf φ∗(F ) using a pullback
diagram as follows:
Lφ∗(F )
p′

// LF
p

Y
φ // X
The sections for φ∗(F ) are given by the continuous sections over Lφ∗(F ).
Proposition 5.2.3. The topology for Lφ∗(F ) has a basis given by the sets of the
form:
Us =
{
(y, sφ(y)) | y ∈ U
}
where U is an open neighbourhood of y and s is a section over φ(U) with respect
to LF .
Proof. By definition, Lφ∗(F ) is given the subspace topology of the open box
topology. This means that a typical basis subset of Lφ∗(F ) is of the form
(V × s(W )) ∩ Lφ∗(F ), for basis subsets V and W of Y and X respectively. To
see that sets of the form Us cover Lφ∗(F ), take any element (y, sφ(y)) ∈ Lφ∗(F ).
Then for any open neighbourhood U of y we have that (y, sφ(y)) ∈ Us.
Suppose (y, sφ(y)) ∈ Vt ∩ Us, so in particular we have sφ(y) = tφ(y). Then
there exists W ⊆ φ(U) ∩ φ(V ) such that s|W and t|W agree as sections over LF .
Since φ is surjective and continuous we have that φ−1(W ) is open in Y and
φ(φ−1(W )) = W . Set W ′ = φ−1(W ), then W ′s ⊆ Us ∩ Vt as required.
The following two lemmas and corollary focus on Corollary 2.3.6, which says
that if L is an open subgroup of G profinite then M(G/L) is a sheaf over SL/L.
Specifically it builds on the previous lemma and tells us how we can relate sections
over sheaves M(G/L) for varying L. We will consider the sheaf space of each
sheaf M(G/L) over SL/L, which has underlying set
∐
y∈SL/L
M(G/L)(y) and whose
topology is determined by the sheaf structure of M(G/L). In particular, if s
belongs to M(G/L) then it is a global section over SL/L by:
s : SL/L→
∐
y∈SL/L
M(G/L)(y)
(A) 7→ s((A)),
where s((A)) is the germ of s in the stalk of (A) with respect to M(G/L). We
will be using this idea during the next two lemmas and corollary.
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Lemma 5.2.4. Let x be a closed subgroup of G with N open and normal and L
open containing Nx. Then every section of the form:
s : O(N,Nx)/L→
∐
y∈O(N,Nx)/L
M(G/L)(y)
yields a section of the form
s′ : O(N,Nx)/Nx→
∐
y∈O(N,Nx)/Nx
M(G/Nx)(y),
such that s′(y) = s(y) in Fy = colim
J ≥
open
y
M(G/J)(y).
Proof. Suppose we have a section of the form:
s : O(N,Nx)/L→
∐
y∈O(N,Nx)/L
M(G/L)(y)
We then define s′ as follows:
s′ : O(N,Nx)/Nx→
∐
y∈O(N,Nx)/Nx
M(G/Nx)(y)
(A) 7→ RLNx(s)((A)),
which is a continuous section since RLNx(s) is a global section over SNx/Nx. We
then restrict this to the open subset O(N,Nx)/Nx. Here we are using that a
section s over O(N,Nx)/L is of the form eLO(N,Nx)s for s ∈M(G/L) by definition.
We can also use the proof of Lemma 5.2.1 to apply the restriction map RLNx, to
eLO(N,Nx)s in order to restrict to a section e
Nx
O(N,Nx)R
L
Nx(s). This clearly satisfies
RLNx(s)(y) = s(y) in Fy.
In the following lemma, we will apply Construction 5.2.2 to the sheafM(G/H)
over SH/H with respect to the projection map p : SH → SH/H. Namely, we
will see how to extend a section s inM(G/H) with domain in SH/H to a section
with domain SH.
Lemma 5.2.5. A section of the form:
s : O(N,Nx)/Nx→
∐
y∈O(N,Nx)/NK
M(G/Nx)(y)
yields a section of the form:
s′ : O(N,Nx)→
∐
y∈O(N,Nx)
M(G/Nx)(y)
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where the codomain is topologised as in Construction 5.2.2.
Proof. We define s′ as follows:
s′ : O(N,Nx)→
∐
y∈O(N,Nx)
M(G/Nx)(y)
A 7→ s((A))
This is continuous as a result of Proposition 5.2.3, by considering the continuous
surjection p and the sheaf M(G/Nx) over SNx/Nx.
Combining the first two lemmas we have the following corollary.
Corollary 5.2.6. A section of the form:
s : O(N,NK)/H →
∐
L∈O(N,NK)/H
M(G/H)(L)
yields a section of the form:
s′ : O(N,NK)→
∐
L∈O(N,NK)
M(G/NK)(L)
such that s′(y) = s(y) in Fy = colim
J ≥
open
y
M(G/J)(y) and the codomain is topologised
as in Construction 5.2.2.
Proof. Given s : O(N,NK)/H → ∐
L∈O(N,NK)/H
M(G/H)(L), we define s′ as fol-
lows:
s′ : O(N,NK)→
∐
L∈O(N,NK)
M(G/NK)(L)
L 7→ RHNK(s)((L))
as done in Lemmas 5.2.4 and 5.2.5, by using Proposition 5.2.3.
Construction 5.2.7. We construct the underlying set of the sheaf space by
setting E =
∐
K∈SG
FK where:
FK = colim
J≥OK
M(G/J)(K)
and J ≥O K means K is a subgroup of J where J is open in G. We define the
topology by giving the generating sets of neighbourhoods of a point as follows.
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Let sx ∈ Fx = colim
J≥Ox
M(G/J)(x). Then this has some representative sx ∈
M(G/L)(x) and this gives a section:
s : O(N,Nx)/L→
∐
(y)∈O(N,Nx)/L
M(G/L)(y).
for N open and normal in G. An application of Corollary 5.2.6 gives a section:
s : O(N,Nx)→
∐
y∈O(N,Nx)
M(G/Nx)(y).
We define the sets:
s(O(N,Nx)) = {sy | y ∈ O(N,Nx)}
to be the generating collection of neighbourhoods of sx. Here sx represents the
equivalence class of sx in Fx.
The sets of the form s(O(N,Nx)) deliver a sub-basis for the topology. The
projection map required in the definition of G-sheaf space sends sx ∈ Fx to x.
The above construction is well-defined by Lemma 5.2.1. The following lemma
will refine our understanding of the topology defined in Construction 5.2.7.
Lemma 5.2.8. The sets of the form s(O(N,NK)) form a basis for the topology
in Construction 5.2.7.
Proof. To prove the statement we need to show that if:
sx ∈ s1(O(N1, N1K1)) ∩ s2(O(N2, N2K2))
then there is a t(O(N,NK)) satisfying:
sx ∈ t(O(N,NK)) ⊆ s1(O(N1, N1K1)) ∩ s2(O(N2, N2K2)).
Given any element
sx ∈ s1(O(N1, N1K1)) ∩ s2(O(N2, N2K2)),
it follows that x ∈ O(N1, N1K1)∩O(N2, N2K2) and s1x = s2x in Fx. It therefore
follows that they are equal as germs in some sheaf M(G/Nx) for some
N ≤ N1∩N2. By definition of the stalk of a sheaf, there exists an open setW upon
which eW s1 and eW s2 agree. We can assume W to be of the form O(N˜ , N˜x)/Nx
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since these sets form a basis of SNx/Nx. By taking s1 = t we have that
t(O(N˜ , N˜x)) ⊆ s1(O(N1, N1K1)) ∩ s2(O(N2, N2K2)).
We now verify that Construction 5.2.7 satisfies the desired conditions.
Lemma 5.2.9. If M is a rational G-Mackey funtor then the construction E as
given in Construction 5.2.7 is a G-set.
Proof. Clearly E is a topological space as we have a set where the topology is
generated by a given sub-basis. We begin by showing that E has aG-action. If g ∈
G then we have a map Cg : M(G/J)→M(G/gJg−1) using the conjugacy map for
the Mackey functor. This further induces g : M(G/J)(K) →M(G/gJg−1)(gKg−1),
and using the universal properties of colimits this gives a map FK → FgKg−1
for each K ∈ SG. This gives a map g : E → E. The associativity of this
G-action follows from the associativity condition of the conjugation maps for
Mackey functors. The action is clearly unital since the conjugation map Ce is
always the identity.
Lemma 5.2.10. The G-action of the G-set given in Construction 5.2.7 is con-
tinuous.
Proof. We next want to check that the G-action constructed is continuous, which
involves showing that the map ψ : G × E → E given by (g, e) 7→ ge is con-
tinuous. We need only prove that the preimage of the basis subsets of E are
open, so take any s(O(N,NK)) for s ∈ M(G/NK). Take any point (g, ty) in
ψ−1(s(O(N,NK))). By definition it follows that (gt)gyg−1 = sgyg−1 in Fgyg−1
and that they are therefore equal as germs in some sheaf M(G/N1gyg−1) for
some N1 ≤ N . Similar to Lemma 5.2.8 we can find N2 ≤ N1 and repre-
sentatives such that (gt)|O(N2,N2gyg−1) = s|O(N2,N2gyg−1) . Therefore we also have
t|O(N2,N2y) = (g
−1s)|O(N2,N2y) . Observe also that these sections have N2-invariant
domains and are obtained from an N2-fixed moduleM(G/N1y). We can conclude
that the set:
W = gN2 × t(O(N2, N2y))
is contained in ψ−1(s(O(N,NK))). Take any point (gn, tz) and observe that it
has image (gt)gnzn−1g−1 . Since gnzn−1g−1 belongs to O(N2, N2gyg−1) and s and
(gt) are equal on this, it follows that:
(gt)gnzn−1g−1 = sgnzn−1g−1 ∈ s(O(N2, N2gyg−1)) ⊆ s(O(N,NK)).
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Therefore the open set W is contained in the preimage as required.
Lemma 5.2.11. The projection map in Construction 5.2.7 is a continuous G-
map.
Proof. We next need to verify certain properties of the projection map p : E →
SG. We first show that p is a G-equivariant map. To see this take any g ∈ G and
sK ∈ E where sK ∈ FK . Then g(sK) belongs to FgKg−1 and hence p(g(sK)) =
gKg−1. On the other hand g(p(sK)) = g(K) = gKg−1 which proves the required
equality.
We now prove that p is continuous. Given a sub-basic open subset of SG of
the form O(N,NK), we have that p−1(O(N,NK)) =
∐
y∈O(N,NK)
Fy, so to prove
continuity we need to show that
∐
y∈O(N,NK)
Fy is open. We do this by showing it
equals its interior and this requires showing that each point is contained in an
open subset in
∐
y∈O(N,NK)
Fy. Take any
[
tx
]
in Fx ⊆
∐
y∈O(N,NK)
Fy. As seen earlier
when constructing the neighbourhood generating sets in Construction 5.2.7, we
can assume tx gives a continuous section t : A →
∐
z∈A
Fz. We can assume that A
is of the form O(N ′, N ′x) for N ′ ≤ N since we can restrict to a basic open subset
of this form. It follows by definition that t(A) ⊆ ∐
z∈A
Fz ⊆
∐
y∈O(N,NK)
Fz is open as
required.
We now prove that the projection map p is a local homeomorphism.
Lemma 5.2.12. The projection map in Construction 5.2.7 is a local homeomor-
phism.
Proof. Given any point sx in Fx, this has a neighbourhood of the form
s(O(N,NK)) as seen previously. Let f = p|s(O(N,NK)), we will prove that
f : s(O(N,NK))→ O(N,NK)
is a homeomorphism, and since it is clearly bijective and continuous we need only
show that it is open.
Take any open set of the form
(⋃
α
Uα
)
∩ s(O(N,NK)) where each Uα =
sα(Aα), which is a typical open subset of the domain of f under the subspace
topology. Since f is bijective we have that:
f
((⋃
α
Uα
)⋂
s(O(N,NK))
)
= f
(⋃
α
Uα
)⋂
f (s(O(N,NK))) ,
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so we need only show that f
(⋃
α
Uα
)
∩O(N,NK) is open. This equals:
(⋃
α
f (Uα)
)
∩O(N,NK) =
(⋃
α
Aα
)
∩O(N,NK)
which is open in O(N,NK) as required.
Lemma 5.2.13. If U is any open subset of SG, then the set of sections over U
into the space E from Construction 5.2.7 is a Q-module.
Proof. We will show that there is a Q-module structure on the sections over the
basic open subsets, then this will be true for more general subsets since the set of
sections over a more general U are a limit of the sections over the basic subsets
contained in U . Suppose we have two sections s and t over some O(N,NK).
Since NK is maximal in O(N,NK) and we know that representatives s and t
each belong to some M(G/J) for J containing NK, we can restrict to have them
both belong toM(G/NK). Therefore we use additivity of sections over the sheaf
M(G/NK) to define s+ t.
Lemma 5.2.14. The G-space given in Construction 5.2.7 satisfies that p−1(K)
is K-fixed for each K ∈ SG.
Proof. If K ∈ SG, then p−1(K) = FK . Notice that FK = colim
J
M(G/J)(K) where
J ranges over all of the open subgroups containing K. Take any [sK ] ∈ FK which
has representative sK in someM(G/J)(K). This germ is fixed byK sinceM(G/J)
is J-fixed, K ≤ J and the neighbourhood basis for K is K-invariant.
Proposition 5.2.15. Every Mackey functor M over a profinite group G deter-
mines a Weyl-G-sheaf space.
Proof. The G-space given in Construction 5.2.7 is a G-sheaf space, and it follows
from Lemmas 5.2.9, 5.2.10, 5.2.11, 5.2.12, 5.2.13 and 5.2.14 that it is a Weyl-G-
sheaf space.
Theorem 5.2.16. There is a functor:
Weyl : MackeyQ(G)→Weyl-G-SheafQ(SG)
which sends a Mackey functor M over G to a Weyl-G-sheaf denoted Weyl(M),
where Weyl(M) is defined using Proposition 5.2.15. We define the sheaf at each
open neighbourhood U to be the collection of continuous sections from U to E,
where the explicit construction for E is given in Construction 5.2.7.
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Proof. This will follow immediately from Proposition 5.2.15 when we define what
this does on morphisms of Mackey functors. Let f : M → M be a morphism of
Mackey functors. For each open subgroup NK, where K is a closed subgroup
and N open and normal, we have a morphism of Q-modules,
fNK : M(G/NK)→M(G/NK). Let s ∈M(G/NK), then:
fNK(eO(N,NK)(s)) = fNK
( ∑
NA≤NK
qAI
NK
NA R
NK
NA (s)
)
=
∑
NA≤NK
qAI
NK
NA R
NK
NA fNK(s) = eO(N,NK)fNK(s).
Therefore f induces a map of stalks:
fK : Weyl(M)K →Weyl(M)K .
This shows that we have a map of sets which are compatible with the local
homeomorphisms. To show that this is a morphism of sheaf spaces it is sufficient
to prove that it is continuous by [Ten75, Lemma 2.3.5].
Let s(O(N,NK)) be a typical open subset of Weyl(M) and ty an element in
the preimage of s(O(N,NK)) with respect to Weyl(f). It follows that fy(ty) = sy
in Weyl(M)y and y ∈ O(N,NK). Similar to Lemma 5.2.8, this implies that there
exists some open normal subgroup N1 and open subset V of O(N,NK) such that
eVR
NK
N1K
(f(t)) = eVR
NK
N1K
(s). This proves that f(t)(V ) = s(V ) ⊆ s(O(N,NK))
in Weyl(M). In particular, t(V ) is contained in the preimage as required.
For functoriality of this construction, if f is the identity morphism of Mackey
functors, then the induced map of stalks will be the identity also. Therefore
Weyl maps the identity to the identity. The transitivity property follows from
the identity (h ◦ f)x = hx ◦ fx.
Chapter 6
Equivalence
In this chapter we shall focus on proving that the two functors Mackey(−) and
Weyl(−) are inverse equivalences (Theorem 6.1.31). We will then look at some
useful consequences of this equivalence at the end of the chapter. These conse-
quences include allowing us to calculate products of Weyl-G-sheaves (Construc-
tion 6.3.3), and defining an adjunction (L,R) between Weyl-G-sheaves and G-
sheaves of Q-modules (Proposition 6.2.7).
6.1 Equivalence of Categories
In order to prove that the two functors are inverse equivalences we will begin
by looking at how we can interpret the action of the Burnside ring on Mackey
functors in a sheaf theoretic language.
Lemma 6.1.1. Let F be G-sheaf of Q-modules, then the Mackey functor
Mackey(F ) satisfies that ([G/NA] (s)) (x) = [G/NA] (x)s(x).
Proof. First note that by definition [G/NA] (s) =
∑
gNA∈G/NA
Cgs|S(NA) . Next note
that Cgs|S(NA)(x) is defined to be gs|S(NA)(g
−1xg) which is zero for x outside of
S(gNAg−1). Next notice that Cgs|S(NA)(x) = gs|S(NA)(g
−1xg) = gs(g−1xg) = s(x)
since s started out G-equivariant, as s belongs to M(G/G). Therefore the above
boils down to
∑
gNA∈G/NA
s|S(gNAg−1) .
Now each summand of
∑
gNA∈G/NA
s|S(gNAg−1)(x) is equal to s(x) if and only
if x ∈ S(gNAg−1), otherwise it is zero. But x ∈ S(gNAg−1) if and only if
g−1xg ≤ NA. This in turn happens if and only if gNA ∈ (G/NA)x. Hence
the sum becomes
∑
gNA∈(G/NA)x
s|S(gNAg−1)(x) which equals | (G/NA)
x |s(x). This
by definition is [G/NA] (x)s(x).
Proposition 6.1.2. If F is a G-sheaf then eU Mackey(F )(G/H) is equal to the
set
{
s|U | s ∈ Mackey(F )(G/H)
}
.
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Proof. By definition of Mackey(F ) as a Mackey functor, we have:
Mackey(F )(G/H) = F (SH)H .
Since the sets of the form O(N,NK) form a basis for SH where N is open and
normal in H we can assume that U = O(N,NK). We then have:
eO(N,NK)s(x) =
∑
NA≤NK
qNA ([G/NA] (s)) (x)
=
( ∑
NA≤NK
qNA [G/NA] (x)
)
s(x)
where the first equality comes from Proposition 2.3.2 and the second from Lemma
6.1.1. This is either s(x) if x ∈ O(N,NK) or 0 otherwise proving that eO(N,NK)s =
s|O(N,NK) as required.
Proposition 6.1.3. We have the following equality of colimits:
colim
H
colim
UK
eUF (SH)
H = colim
H≥K
colim
UK
F (q−1H (U))
H ,
where H ranges over the open subgroups containing closed subgroup K of G and
U is a basic open neighbourhood of the conjugacy class of K in SH/H.
Proof. Let the left hand side equal A and the right hand side equal B. Take a
representative in A of the form eO(N,NK)s for s ∈ F (SH)H . Then since O(N,NK)
is NK-invariant, NK ≤ H and since eO(N,NK)s = s|O(N,NK) , we can restrict to
S(NK) and this representative gives a class in B. This is NK-equivariant since
s was H-equivariant by assumption.
On the other hand if we take a representative section s over some H-invariant
subset U ⊆ SH, then extending by zero gives a H-equivariant section over SH.
The extension by zero is continuous since U is a closed-open subset. Therefore
the class given by the representative eUs gives an element of A.
Lemma 6.1.4. If F is a Weyl-G-Sheaf over SG, then for each K ∈ SG we have
FK ∼= Weyl ◦Mackey(F )K.
Proof. Let FK = colim
H≥K
colim
UK
eUF (SH)
H where is U open in SH/H and H is
open. Then by Proposition 6.1.3 this equals
colim
H≥K
colim
UK
F (q−1H (U))
H ,
we now show that this is isomorphic to colim
UK
F (U). We define a map of abelian
groups:
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θ : FK → FK given by [s] 7→ [s|UJ ]
where K is a subgroup of an open subgroup J , s|UJ is a J-equivariant variant
section that s restricts to from Proposition 4.3.16.
We prove this is well defined. If [s] = [t] then s = t : U → LF for some U . If
θ [s] = [s|UJ ] and θ [t] = [t|VL ], then since s = t on the larger domain U we must
have that s|UJ = t|UJ and s|VL = t|VL . It follows that we need only show that
[t|UJ ] = [t|VL ], but this is true since they have common descendent [t|U∩V J∩L ].
This is surjective since any element [s] in the codomain has itself in the preim-
age. For injectivity, if we have [s] , [t] with θ [s] = θ [t], then [s|UJ ] = [t|VL ]. By
definition of equality of equivalence classes there is an open subgroup H and a
H-invariant set WH such that s and t have the same restriction to WH and are
H-equivariant. This then means that s and t belong to the same equivalence class
of FK .
Notice that this result requires F to be a Weyl-G-sheaf. This is because in
this case we know that each germ at K is represented by a J-equivariant section
where J is an open subgroup containing K. For more general G-sheaves we don’t
necessarily know that J contains K.
Lemma 6.1.5. If K ∈ SG and g ∈ G arbitrary, then the following square com-
mutes:
FK
θK //
Cg

FK
Cg

FgKg−1
θgKg−1// F gKg−1
where θK is the map defined in the proof of Lemma 6.1.4.
Proof. If sK ∈ FK then this maps to a corresponding
[
s|UJ
]
where J and UJ
exist as in Proposition 4.3.16. We first show that if t = s|UJ , then g ∗ t is a gJg−1
equivariant section over gUJg−1. Clearly gKg−1 ≤ gJg−1, and we now show that
gUJg
−1 is gJg−1-invariant. Take gjg−1 ∈ gJg−1 and gug−1 ∈ gUJg−1. Then:
(gjg−1)(gug−1) = gjug−1 ∈ gUJg−1
using that UJ is J-invariant. Next if gjg−1 ∈ gJg−1 and gug−1 ∈ gUJg−1 then
we have:
gjg−1(g ∗ s)(gyg−1) = gjg−1gs(y) = gjs(y) = gs(jyj−1)
= gs(g−1gjg−1gyg−1gj−1g−1g) = (g ∗ s)(gjg−1 ∗ gyg−1)
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as required. Set t = (g ∗ s)|gUJg−1 , J1 = gJg−1 and VJ1 = gUJg−1. Let J2 be the
open subgroup for Cg(sK) with subset VJV2 so that (g ∗ s)|VJ2 is J2-equivariant.
Then VJ1 ∩ VJ2 is J1 ∩ J2-invariant and (g ∗ s)|VJ1∩VJ2 is J1 ∩ J2-equivariant, so in
either direction the sections restrict to the same equivariant sections.
Theorem 6.1.6. If F is any Weyl-G-sheaf of Q-modules then
Weyl ◦Mackey(F ) ∼= F
in the category of Weyl-G-Sheaves.
Proof. We will prove the result by showing that LF is isomorphic to the space
LWeyl ◦Mackey(F ) as Weyl-G-Sheaf spaces. They are equal as sets, by Lemma
6.1.4.
We now need to prove that they are topologically equal, so we let LF denote
the sheaf space with the topology given by applying Weyl ◦ Mackey(F ). By
[Ten75, Lemma 2.3.5] we know that the set theoretic identity map from LF to
LF is continuous if and only if open, so since it is already bijective we need only
prove that it is open. Take any U open in LF . If a ∈ U , then by definition of
local homeomorphism, there exists a neighbourhood Va ⊆ U such that p|Va is a
homeomorphism with inverse sa which has codomain Wa = p|Va(Va). Then U is
a union of open sets of the form sa(Wa), so to prove the result we need only show
that the sets s(W ) are open in LF .
Take any sx ∈ s(W ) for x ∈ W . Then sx ∈ Fx = colim
H≥K
colim
UK
eUF (SH)
H ,
where H and U range over the open subgroups and subsets respectively. This
germ has a representative s′ : Wx → LF which is continuous and coincides with
the restriction of s : W → LF to Wx since they originate from the same germ.
Therefore s(Wx) is open in LF and s(W ), therefore s(W ) is a union of these sets
which are open in LF as required. This is a G-equivariant homeomorphism by
Lemma 6.1.5.
We now work towards proving that there is an equivalence in the other direc-
tion, namely that Mackey ◦Weyl(M) ∼= M . We begin by proving some necessary
lemmas.
Lemma 6.1.7. Let G be a profinite group andM a Mackey functor over G. Then
if H ≤ K are open subgroups of G then:
R
NK(H)
H : M(G/NK(H))→M(G/H)
is surjective onto M(G/H)NK(H).
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Proof. Let m ∈M(G/H)NK(H), then we will show that:
R
NK(H)
H (qI
NK(H)
H (m)) = m
for some q ∈ Q. We begin by observing the following equalities:
R
NK(H)
H (I
NK(H)
H (m)) =
∑
HNK(H)upslopeH
IHH∩xHx−1CxR
H
H∩x−1Hx(m)
=
∑
HNK(H)upslopeH
IHH∩xHx−1R
H
H∩xHx−1Cx(m)
=
∑
HNK(H)upslopeH
IHHR
H
H(m) =
∑
HNK(H)upslopeH
m
= |HNK(H)upslopeH|m.
We therefore set q = 1|HNK(H)upslopeH| and use the fact that restriction, induction and
conjugation maps are Q-equivariant.
We now state a proposition for finite groups which will be proven in a more
general profinite context in Proposition 6.1.15.
Proposition 6.1.8. If G is a finite group and K ≤ H ≤ G then:
1. eK
(
M(G/K)NH(K)
)
is NH(K)-fixed.
2. eK
(
M(G/K)NH(K)
)
= (eKM(G/K))
NH(K)
We now give a lemma which holds in the case where G is finite. It will be
used to prove the analogous result for the profinite case in Lemma 6.1.17.
Lemma 6.1.9. Let M be a Mackey functor on a finite discrete group G and
K ≤ H ≤ G. Then:
eKM(G/H) ∼= eK
(
M(G/K)NH(K)
)
Proof. We prove that eKRHK gives an isomorphism onto eK
(
M(G/K)NH(K)
)
.
Starting with surjectivity, suppose eKm ∈ eK
(
M(G/K)NH(K)
)
. Begin by choos-
ing a ∈ M(G/NH(K)) with RNH(K)K (a) = m which we can do by Lemma 6.1.7.
Then we have:
RHK(I
H
NH(K)
(eKa)) =
∑
KHupslopeNH(K)
IKK∩xNH(K)x−1CxR
NH(K)
NH(K)∩x−1Kx(eKa).
We then apply Corollary 2.3.15 to RNH(K)NH(K)⋂x−1Kx(eKa), in order to deduce that
the only non-zero summand is given by the class KeNH(K). Therefore the above
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sum boils down to the following:
R
NH(K)
K (eKa) =
∑
IKK
eKR
NH(K)
K (a) = eKR
NH(K)
K (a) = eKm,
where the indexing set IKK is given by:{
gKg−1 | g ∈ [KNH(K)upslopeK] and gKg−1 ≤ K
}
.
Here we use the fact that the indexing set IKK is equal to {K} as seen in Corollary
2.3.14. For injectivity if s ∈ kerRHK then:
eKs =
∑
D≤K
|K|
|NH(K)|µ(D,K) [H/D] (s)
=
∑
D≤K
|K|
|NH(K)|µ(D,K)I
H
DR
H
D(s)
=
∑
D≤K
|K|
|NH(K)|µ(D,K)I
H
DR
K
DR
H
K(s) = 0.
This proves that eK kerRHK is trivial.
We next prove a useful group theoretic result which holds for any group G.
However we shall see that this is helpful when G is profinite since a neighbourhood
basis for the identity is given by open normal subgroups.
Lemma 6.1.10. If N1, N2 EG are open with N1 ≤ N2 and K ≤ G, then:
NG(N1K) ≤ NG(N2K).
Proof. If g ∈ NG(N1K) then for any k ∈ K we have that:
gkg−1 ∈ N1gKg−1 = N1K ≤ N2K
so gKg−1 ≤ N2K and hence N2gKg−1 = N2K. It follows that g ∈ NG(N2K).
Lemma 6.1.11. Let G be a profinite group. For K,H ≤ G, H open and K
closed the colimit
colim
NEG
(
M(G/NK)NH(NK)
)
over the diagram of open normal subgroups N of H exists.
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Proof. We need to prove that if N1 ≤ N2 are open and normal in H then:
A = ImRN2KN1K |
M(G/N2K)
NH (N2K)
⊆M(G/N1K)NH(N1K).
Let a ∈ A then a = RN2KN1K(b) for b ∈ M(G/N2K)NH(N2K). By Lemma 6.1.10 we
have NH(N1K) ≤ NH(N2K), so if g ∈ NH(N1K) we can use the equivariance
condition as follows:
ga = gRN2KN1K(b) = R
N2K
N1K
(gb) = RN2KN1K(b) = a
as required.
We now prove a lemma aimed at establishing Proposition 6.1.8 in the profinite
case more generally.
Lemma 6.1.12. Let G be a profinite group, H an open subgroup of G, N,N
open normal subgroups of G such that N E N E H and K a closed subgroup of
H. Then eO(N,NNK)
(
M(G/NK)NH(NK)
)
is NH(NK)-fixed.
Proof. Let h ∈ NH(NK) and eO(N,NNK)s ∈ eO(N,NNK)M(G/NK)NH(NK). Bear-
ing in mind that NK = NNK we have:
heO(N,NNK)(s) = h
 ∑
NA≤NK
qNAI
NK
NA
RNK
NA
(s)

=
∑
NA≤NK
qNAI
NK
hNAh−1R
NK
hNAh−1(s)
For the last term we use Proposition 2.3.3 to deduce that this is the same sum
which determines eO(N,NNK)s.
This in particular allows us to consider the following Q-module:(
M(G/NK)NH(NK)
)
(NK)
= colim
N
eO(N,NK)
(
M(G/NK)NH(NK)
)
.
We now verify that an analogous colimit exists when K is closed but not open.
Proposition 6.1.13. The following colimit exists:
F˜K = colim
N
eO(N,NK)
(
M(G/NK)NH(NK)
)
as N ranges over the open normal subgroups of G contained in H exists. Let
N1 ≤ N2 be open and normal in G. Then the image of NH(N2K)-fixed section
eO(N2,N2K)s under the morphisms of the colimit diagram is NH(N1K)-fixed.
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Proof. Let N1 ≤ N2. The morphisms of the diagram we are trying to take the
colimit of can be seen in the following diagram:
eO(N2,N2K)M(G/N2K)
NH(N2K)
 ++
eO(N1,N1K)M(G/N2K)
NH(N1K)
R
N2K
N1K
// eO(N1,N1K)M(G/N1K)
NH(N1K)
where the vertical arrow is given by inclusion into eO(N2,N2K)M(G/N2K)NH(N1K)
followed by multiplication by eO(N1,N1K). This inclusion is necessary since a sec-
tion with support O(N1, N1K) can only be NH(N1K)-equivariant as the set is
only NH(N1K)-invariant. The idempotent eO(N1,N1K) therefore doesn’t act on
NH(N2K)-fixed points as in Lemma 6.1.12. However, eO(N2,N2K) can act on
NH(N1K)-fixed points since this support is NH(N1K)-invariant. The proof uses
Lemma 6.1.10 to deduce that a similar argument to that of Lemma 6.1.12 is valid.
We now verify that these maps are compatible. If we take eO(N2,N2K)s in
eO(N2,N2K)M(G/N2K)
NH(N2K), then using Lemma 6.1.12 we know that eO(N2,N2K)s
is NH(N2K)-fixed. Since O(N1, N1K) is NH(N1K)-invariant, Lemma 6.1.10 im-
plies that eO(N1,N1K)s is NH(N1K)-fixed. A similar argument to Lemma 6.1.11
shows that that the image of eO(N1,N1K)s under R
N2K
N1K
is NH(N1K)-fixed. This
has image given by:
eO(N1,N1K)R
N2K
N1K
(s)
as seen in Corollary 2.3.14, where we can project onto eO(N,NK) eliminating eV as
explained in the paragraph after the corollary. If h ∈ NH(N1K) then we have:
heO(N1,N1K)R
N2K
N1K
(s) = eO(N1,N1K)R
N2K
N1K
(s).
Therefore we have a well defined colimit diagram since this holds for any h ∈
NH(N1K) and the result follows.
Remark 6.1.14. Notice that in the case where K is open:
F˜K =
(
M(G/K)NH(K)
)
(K)
.
This is because K is the cofinal term in the colimit diagram. To see this take
any term NK for N open and normal in G and contained in H. Then N ∩
KC is an open normal subgroup inside H with NK mapping down to the term(
N ∩KC)K = K.
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Proposition 6.1.15. If G is a profinite group then the following holds:
1.
(
M(G/NK)NH(NK)
)
(NK)
is NH(NK)-fixed.
2.
(
M(G/NK)NH(NK)
)
(NK)
=
(
M(G/NK)(NK)
)NH(NK).
Proof. The first is immediate from Lemma 6.1.12. For the second we begin by
proving that the left hand side is contained in the right hand side. Take s(NK) in(
M(G/NK)NH(NK)
)
(NK)
which has representative eO(N,NK)s for:
s ∈M(G/NK)NH(NK).
We know from Lemma 6.1.12 that eO(N,NK)s is NH(NK)-fixed, since O(N,NK)
is NH(NK)-invariant. We therefore know that s(NK) belongs to:(
M(G/NK)(NK)
)NH(NK) .
To see that the right hand side is contained in the left take a representative
s(NK) ∈
(
M(G/NK)(NK)
)NH(NK). For each g ∈ WH(NK) there exists an Ng
such that (g ∗ s)|O(Ng,NgNK) = s|O(Ng,NgNK) where s is a representative of s(NK).
Let N ′ =
⋂
g∈WH(NK)/NK
Ng which is a finite intersection and observe that
O(N ′, N ′NK) is WH(NK)-invariant. By construction we also have:
(g ∗ s)|O(N′,N′NK) = s|O(N′,N′NK)
for each g ∈ WH(NK). This tells us that s(NK) belongs to:(
M(G/NK)NH(NK)
)
(NK)
.
We seek to extend the fixed point relation given in the finite case to the
profinite case and we begin by proving a basic group theoretic lemma.
Lemma 6.1.16. If G is a profinite group, H an open subgroup in G containing
open normal subgroup N of G then NG/N(H/N) ∼= NG(H)/N .
Proof. Firstly if gN ∈ NG/N(H/N) then gN (H/N) g−1N = H/N and hence
gHg−1/N = H/N . For any h ∈ H, we know that ghg−1N ∈ gHg−1/N = H/N
and so there exists an h′N ∈ H/N with ghg−1N = h′N . This in particular means
that there is an n ∈ N with ghg−1 = h′n. This belongs to H since N ⊆ H, and
so g ∈ NG(H) and gN ∈ NG(H)/N . On the other hand if gN ∈ NG(H)/N then:
H/N = gHg−1/N = gN (H/N) g−1N,
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and so gN ∈ NG/N(H/N).
We now extend Lemma 6.1.9 to the profinite case using Construction 2.1.14.
Lemma 6.1.17. For N an open normal subgroup of H and K ≤ H both open,
we have that eO(N,K)M(G/H) is isomorphic to eO(N,K)
(
M(G/K)NH(K)
)
.
Proof. We begin by using Lemma 6.1.9 on the Mackey functorM over G/N from
Construction 2.1.14 to deduce that eK/N
(
M ((G/N) (K/N))NH/N (K/N)
)
is iso-
morphic to eK/NM ((G/N) (H/N)) via eK/NR
H/N
K/N . By definition of Construction
2.1.14 and Lemma 6.1.16 this boils down to:
eK/N
(
M ((G/N) (K/N))NH/N (K/N)
)
= eO(N,K)
(
M(G/K)NH(K)/N
)
= eO(N,K)
(
M(G/K)NH(K)
)
since N ⊆ K implies that the N -action on M(G/K) is trivial. This is then
isomorphic to
eK/NM ((G/N) (H/N)) = eO(N,K)M(G/H)
as required. We finally note that eK/NR
H/N
K/N = eO(N,K)R
H
K .
For the following proposition we recall that M(G/H)(K) is the stalk of
M(G/H) at (K). We now prove a result which is analogous to Lemma 6.1.9.
Remark 6.1.18. For a closed subgroup K we can write colim
J≥K
M(G/J)(K) whose
colimit is taken over every open subgroup J containing K as
colim
NEG
M(G/NK)(K)
whose colimit is taken over every open normal subgroup N of G. To see this,
observe that each NK is equal to some J in the first diagram, but for each J
open and containing K we know that the term J maps down to the term JCK
in the first colimit diagram so we can apply a cofinality argument.
Remark 6.1.19. Since eO(N,NK)M(G/NK)NH(NK) includes into:
eO(N,NK)M(G/NK)
and filtered colimits preserve inclusions we know that F˜K includes into:
FK = colim
N
M(G/NK)(K) ∼= colim
J
M(G/J)(K).
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Proposition 6.1.20. For K ≤ H ≤ G, H open in G and K closed, there is an
isomorphism of Q-modules:
θ : M(G/H)(K) → F˜K
s(K) 7→ [eO(N,NK)RHNK(s)]
where N = HC.
Proof. The fact this is well defined is immediate from the definition of θ and the
colimit diagram of F˜K . Namely, if N1 ≤ N2 then eO(N1,N1K)s has support con-
tained in that of eO(N2,N2K)s. The images under θ of these are eO(N1,N1K)RHN1K(s)
and eO(N2,N2K)RHN2K(s) respectively. These are equal in F˜K since the latter maps
to the former via the colimit diagram. For surjectivity suppose
[
eO(N,NK)t
]
be-
longs to F˜K and has representative:
eO(N,NK)t ∈ eO(N,NK)
(
M(G/NK)NH(NK)
)
for t ∈M(G/NK)NH(NK).
We can now apply Lemma 6.1.17 to find s ∈ eO(N,NK)M(G/H) with RHNK(s) =
eO(N,NK)t. Therefore
[
eO(N,NK)R
H
NK(s)
]
=
[
eO(N,NK)t
]
.
For injectivity, if s(K) maps to zero in F˜K , then by definition there exists some
open normal subgroup N such that eO(N,NK)RHNK(s) = 0. Since eO(N,NK)RHNK(s)
belongs to eO(N,NK)M(G/NK)HH(NK) we can apply Lemma 6.1.17 to deduce that
eO(N,NK)s = 0 and hence s(K) = 0.
In the setting where K is open we know from Remark 6.1.14 that F˜K is
isomorphic to
(
M(G/K)NH(K)
)
(K)
. Therefore Proposition 6.1.20 restricts to give
the relation we would expect from the finite case. We now begin to relate these
lemmas towards the overall goal of giving an equivalence betweenM and Mackey◦
Weyl(M) for any Mackey functor M .
Remark 6.1.21. We know that any G-sheaf of Q-modules is in particular a sheaf
of Q-modules. Also any sheaf F satisfies that its sheaf space LF is homeomorphic
to the sheaf space of its sheafification LΓF . From this, we deduce that since the
images of the sections of F form a basis for LΓF , these sets are also open in LF .
Proposition 6.1.22. If G is a profinite group and H an open subgroup of G,
then Mackey ◦Weyl(M)(G/H) can be written as
A =
{
s : SH →
∐
L∈SH
F˜L | s continuous, p ◦ s = Id
}H
where
∐
L∈SH
F˜L has the subspace topology from
∐
L∈SH
FL as defined in Construction
5.2.7.
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Proof. Clearly we have the following:
A ⊆ Mackey ◦Weyl(M)(G/H)
=
{
s : SH →
∐
L∈SH
FL | s continuous, p ◦ s = Id
}H
using the sheaf space language.
On the other hand if s ∈ Mackey ◦Weyl(M)(G/H) and K ≤ H closed, first
note that s(K) belongs to FNH(K)K since for any h ∈ NH(K):
s(K) = (hs)(K) = hs(h−1Kh) = hs(K).
In particular each s(y) belongs to FNH(y)y . Since s is a section we have that s(SH)
is open in
∐
L∈SH
FL by the proceeding remark, and s(K) is a point belonging to
it. By definition of the basis for the sheaf space choose N open and normal and
contained in H with t ∈M(G/NK) and:
s(K) ∈ t(O(N,NK)) ⊆ s(SH).
By Proposition 6.1.20 we can assume that t belongs to M(G/H), since(
M(G/NK)(NK)
)NH(NK) ∼= F˜NK ∼= M(G/H)(NK). As t belongs to M(G/H) it is
H-fixed and it follows that for each y ∈ O(N,NK), ty belongs to F˜y.
Therefore eO(N,NK)t = s|O(N,NK) and it follows:
s(K) = (eO(N,NK)t)(K) ∈M(G/H)(K).
We can find a section eO(N,NK)t for everyK ∈ SH, so we have a collection of these
in M(G/H) for each K ∈ SH and these agree on intersections by construction
using Proposition 6.1.20. To see this observe that if t1y = sy = t2y in F˜y for y
in the intersection of the domain subsets, then Proposition 6.1.20 says that they
must be determined by the same germ in M(G/H)(y). We can therefore apply
the gluing axiom of M(G/H) to get the required section t section over SH, by
using Construction 5.2.7 to make a section from an element of M(G/H).
We can apply Proposition 6.1.20 to deduce the following proposition.
Proposition 6.1.23. There is a bijection of sets between:
A =
{
s : SH →
∐
L∈SH
F˜L | s continuous, p ◦ s = Id
}H
and M(G/H).
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Proof. First observe that M(G/H) can be interpreted as global sections over
SH/H, with respect to the sheaf space of M(G/H). As seen in Construction
5.2.7, each s ∈ M(G/H) determines an element of A. If we take any a ∈ A,
we can look at the proof of Proposition 6.1.22 to deduce that a is determined
by some s in M(G/H), by applying Proposition 6.1.20. This tells us that the
correspondence is surjective. For injectivity, suppose that s and t are elements of
M(G/H) whose corresponding global sections in A are equal. Then it follows that
for every y ∈ SH that ty = sy in F˜y. We use the isomorphism from Proposition
6.1.20:
F˜y ∼= M(G/H)(y)
to deduce that sy = ty for every class y. This means that s = t.
Corollary 6.1.24. If H is an open subgroup of a profinite group G and M
a Mackey functor for G, then there is an isomorphism between M(G/H) and
Mackey ◦Weyl(M)(G/H).
Proof. By Proposition 6.1.22 Mackey ◦Weyl(M)(G/H) is equal to:{
s : SH →
∐
L∈SH
F˜L | s continuous, p ◦ s = Id
}H
which is equal to M(G/H) by Proposition 6.1.23. The fact that this is an iso-
morphism of Q-modules is immediate from the fact that the correspondence in
Proposition 6.1.20 is an isomorphism of Q-modules.
We have succeeded in showing that there is a level-wise equivalence between
the Mackey functorsM and Mackey◦Weyl(M), but to finish we need to show that
this is a map of Mackey functors and hence that the correspondence commutes
with the three types of structure maps of Mackey functors. We begin by proving
some useful Lemmas.
Lemma 6.1.25. If G is a profinite group, L,K ≤ G with L closed and K open,
then
[
KCHupslopeK
]
= H/K, where the core is with respect to H.
Proof. Let N denote the core of K with respect to H. Given NhK, then this
equals the orbit (N/stabN(hK))hK. Now:
stabN(hK) = {n ∈ N | nhK = hK} =
{
n ∈ N | h−1nh ∈ K}
=
{
n ∈ N | n ∈ hKh−1} = N ∩ hKh−1 = N.
Therefore NhK = (N/stabN(hK))hK = (N/N)hK = hK.
CHAPTER 6. EQUIVALENCE 141
Lemma 6.1.26. If N,L,K are defined to be the same as in the proceeding lemma,
then [NLHupslopeK] is equal to [LHupslopeK].
Proof. If x, y ∈ H with x ∼ y in [LHupslopeK], then the fact that x ∼ y in
[NLHupslopeK] follows directly from the fact that L ≤ NL.
On the other hand if x ∼ y in [NLHupslopeK], then x = layk for l ∈ L, a ∈
N, k ∈ K. By Lemma 6.1.25 ayk = yk′ for k′ ∈ K. It follows that x = lyk′ and
that x ∼ y in [L \H/K].
Lemma 6.1.27. We can write (IHK (s))(L) in terms of conjugation and restriction
in FL, where L,K ≤ H with L closed and K open.
Proof. By definition of the colimit FL, we have that (IHK (s))(L) = (RHNLIHK (s))(L)
in FL, where N is taken as in the proof of Lemma 6.1.25. Applying the Mackey
axiom gives: ∑
NLHupslopeK
(INLNL∩xKx−1CxR
K
K∩x−1NLx(s))(L)
which further brings us to:∑
NLHupslopeK
(INLNL∩xKx−1R
xKx−1
xKx−1∩NLCx(s))(L).
We know that NL is NL-subconjugate to NL ∩ xKx−1 if and only if it is NL-
conjugate to xKx−1, which happens if and only if L ≤ xKx−1 by our choice of
N . Therefore an application of Corollary 2.3.15 says that eO(N,NL)INLNL∩xKx−1(s) is
not supported on L if L is not a subgroup of xKx−1. Hence in this case the stalk
at L is zero for this particular summand. Let I denote the following indexing set:
{
x ∈ [NLHupslopeK] | L ≤ xKx−1} .
Notice that this choice is independent of the choice of representative in the sense
that if x ∼ y in the double coset, then L ≤ xKx−1 if and only if L ≤ yKy−1. To
see this, suppose x = ayk and L ≤ xKx−1. By substitution we have
L ≤ ayKy−1a−1. Since both N and L are subgroups of ayKy−1a−1 it follows
that NL is and therefore a belongs to ayKy−1a−1. This means that:
ayKy−1a−1 = yKy−1
as required.
However if a summand for x satisfies that L ≤ xKx−1 (and hence x ∈ I) then
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NL ≤ xKx−1 and NL ∩ xKx−1 = NL, and hence the corresponding term is
INLNLR
xKx−1
NL Cx(s)(L) = R
xKx−1
NL Cx(s)(L).
Therefore we have shown that:
(IHK (s))(L) =
∑
I
RxKx
−1
NL Cx(s)(L),
in FL.
Proposition 6.1.28. The level-wise equivalence between Mackey functorsM and
Mackey ◦Weyl(M) is a morphism in the category of Mackey funtors.
Proof. We need to show that the correspondence between M and
Mackey ◦Weyl(M) commutes with the three maps; restriction, induction and
conjugation. Beginning with conjugation suppose g ∈ G,H ≤ G is open and
s ∈M(G/H). We need to show that the following square commutes:
M(G/H)
Cg

θH
//Mackey ◦Weyl(M)(G/H)
Cg

M(G/gHg−1)
θgHg−1
// Mackey ◦ Weyl(M)(G/gHg−1)
where θ represents the level wise equivalence and Cg is conjugation for
Mackey ◦Weyl(M). On the one hand we have:
(CgθH(s))(gKg
−1) = gθH(s)(K) = g(s(K)).
On the other hand we have:
(θgHg−1Cg(s))(gKg
−1) = (gs)(gKg−1) = g(s(K))
proving equality. Here we are using that Cg(s(K)) = (Cg(s))(gKg−1), since from
the formula of the idempotents we have that:
Cg(eO(N,NK)(s)) = eO(N,NgKg−1)(Cg(s)).
For restriction suppose K ≤ H are open subgroups of G and s ∈M(G/H), then
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we need to see if the following square commutes:
M(G/H)
RHK

θH
//Mackey ◦Weyl(M)(G/H)
RHK

M(G/K)
θK
//Mackey ◦Weyl(M)(G/K)
where RHK denotes restriction for Mackey ◦Weyl(M). On the one hand we have:
RHKθH(s)(L) = θH(s)|SK (L) = θH(s)(L) = s(L).
On the other hand we have:
θK(R
H
K(s))(L) = R
H
K(s)(L).
We observe that s(L) = RHK(s)(L) with respect to the colimit relation in FL. For
induction suppose K ≤ H are open and s ∈M(G/K). Then we must show that
the following square commutes:
M(G/H)
θH
//Mackey ◦Weyl(M)(G/H)
M(G/K)
IHK
OO
θK
//Mackey ◦Weyl(M)(G/K)
IHK
OO
where IHK is the induction map for Mackey◦Weyl(M). We begin by noticing that:
(θHI
H
K (s))(L) = I
H
K (s)(L).
By Proposition 6.1.27 this is equivalent to
∑
I
(RxKx
−1
NL Cx(s))(L), where
I =
{
x ∈ [NLHupslopeK] | L ≤ xKx−1} .
Using the previous arguments established in the proof this is equivalent in FL to∑
I
(xs)(L). On the other hand:
RHNLI
H
K (s)(L) =
∑
H/K
hs

|S(NL)
(L)
=
∑
x∈NLHupslopeK
∑
a∈NL/NL⋂xKx−1(ax)s|S(NL⋂ xKx−1)(L).
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If we call the final sum
∑
x∈NLHupslopeK
Ax(L), then Ax(L) = 0 if L is not a subgroup of
xKx−1. Therefore the only values for Ax which contribute anything are for those x
which satisfy that L ≤ xKx−1. However, if this happens then NL∩xKx−1 = NL
and it follows that:∑
a∈NL/(NL∩xKx−1)
(axs)(L) =
∑
a∈NL/NL
(axs)(L) = (xs)(L).
Hence summing over [NLHupslopeK] gives us
∑
I
(xs)(L) using a similar argument
to Lemma 6.1.27. Therefore we have shown that:
θH(I
H
K (s))(L) =
∑
I
(xs)(L) = IHK θK(s)(L)
as required.
Theorem 6.1.29. If M is a Mackey functor for G then Mackey ◦Weyl(M) ∼= M
in the category of Mackey functors.
Proof. This is a direct consequence of Propositions 6.1.24 and 6.1.28.
Remark 6.1.30. If t is a natural transformation from F to G which are functors
from C to D, then functors H from D to E and J from B to C give natural
transformations:
H ◦ t : H ◦ F → H ◦G given by maps
H(tX) : H ◦ F (X) 7→ H ◦G(X),
and
t ◦ J : F ◦ J → G ◦ J given by maps
tJ(a) : F ◦ J(a) 7→ G ◦ J(a).
Theorem 6.1.31. If G is a profinite group then the category of rational G-
Mackey functors is equivalent to the category of Weyl-G-sheaves over SG.
Proof. This is an application of Theorems 6.1.6, 6.1.29. We need only prove that
these functors induce a bijective correspondence on morphism sets. Let M and
M be Mackey functors, we will show that the following map is bijective:
Mackey(M,M)→Weyl-G-Sheaf(Weyl(M),Weyl(M))
f 7→Weyl(f).
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Let f, h ∈ Mackey(M,M) with Weyl(f) = Weyl(h). It follows that
Weyl(f)(SH)H = Weyl(h)(SH)H as morphisms:
Weyl(M)(SH)H →Weyl(M)(SH)H .
We now apply Proposition 6.1.23 to deduce that f = h. Therefore the correspon-
dence is injective.
Suppose we have f ∈ Weyl-G-Sheaf(Weyl(M),Weyl(M)). We will see that
Weyl(Mackey(f)) = f . We begin by considering the map f(SH)H which is
precisely Mackey(f)(G/H). In order to apply Weyl(−) to this we take the colimit
of the diagram of morphisms eUf(SH)H for varying U and H at each stalk K.
An application of Proposition 6.1.3 shows that this is simply the stalk map fK .
Therefore Weyl(Mackey(f)) = f as required.
We have shown that the functors Mackey◦Weyl and IdMackey induce an object-
wise isomorphism and a bijection on hom sets. We have also shown the same for
Weyl ◦ Mackey and IdWeyl. We need to prove these are natural to finish. To
simplify notation for this proof, we shall denote Mackey by M and Weyl by W .
If we prove that we have defined natural transformation from IdMack to M ◦W
this will be sufficient by Remark 6.1.30 and the fact that W and M are inverse.
We will show that the following two squares commute:
Mack(N,N) //
f∗

Mack(M ◦W (N),M ◦W (N))Mack(N,N)
M◦W (f)∗

Mack(M,N) //Mack(M ◦W (M),M ◦W (N))
and
Mack(N,N) //
h∗

Mack(M ◦W (N),M ◦W (N))
M◦W (h)∗

Mack(N,M) //Mack(M ◦W (M),M ◦W (M))
for f : M → N and h : N → M in the category of Mackey functors. In order to
see that the squares commute we need to prove the equalities:
1. M ◦W (α ◦ f) = M ◦W (α) ◦M ◦W (f),
2. M ◦W (h ◦ β) = M ◦W (h) ◦M ◦W (β),
where α ∈ Mack(N,N) and β ∈ Mack(N,N). These equalities are immediate
from the functoriality of bothM andW as seen in Theorems 5.2.16 and 5.1.9.
We can apply this equivalence to arrive at the following theorem.
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Theorem 6.1.32. If G is a profinite group, then the category of rational G-
Spectra is modelled by the category:
Ch
(
Weyl-G-SheafQ(SG)
)
.
Here we use the projective model structure, where weak equivalences are the ho-
mology isomorphisms and the fibrations are the level-wise epimorphisms,.
Proof. See Theorems 6.1.31 and 3.2.13.
In combination with Chapter 3 we also have the following diagram which
illustrates the characterisation of rational G-Spectra for G profinite.
Rational G-spectra
'

Ch
(
FunAb
(
pi0(O
Q
G),Q-Mod
))
∼=

Ch
(
MackeyQ(G)
)
∼=

Ch (Weyl-G-SheafQ(SG))
where ' represents a Quillen equivalence and ∼= is an equivalence of categories.
6.2 G-Sheaf to Weyl-G-Sheaf Adjunction
We will now construct an adjunction between G-sheaves and Weyl-G-sheaves of
Q-modules over SG. The following construction will show what the two functors
will be.
Construction 6.2.1. We know that every Weyl-G-sheaf over SG is in particular
a G-sheaf over SG hence we have an inclusion functor which we denote by L. In
the other direction if we begin with a G-sheaf over SG say F we can define a
Weyl-G-sheaf over SG to be Weyl ◦Mackey(F ) and we denote this functor by R.
We will prove that these functors are an adjoint pair. We begin with the
following observations.
Proposition 6.2.2. If F is a G-sheaf over SG then RF is a subsheaf of F .
Proof. If sK ∈ RFK then it has a representative s ∈ eUF (SJ)J which is contained
in F (U) and so we have an inclusion from RFK into FK , and hence RF includes
into F .
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Remark 6.2.3. If F is a G-sheaf then we can apply Corollary 4.3.17 to deduce
that the underlying set of the sheaf space RF is given by:∐
K∈SG
FKK .
A vital component of the proof of the adjunction is given in the following
lemma.
Lemma 6.2.4. If A is a Weyl-G-sheaf of Q-modules over SG, F is a G-sheaf of
Q-modules over SG and α : A → F is a morphism of G-sheaves, then α factors
through RF .
Proof. We begin by showing that for each K ∈ SG we know that αK has image
in RFK . If aK ∈ AK for K ∈ SG then αK(aK) ∈ FK is K-fixed. To see this take
k ∈ K then using the equivariance of the map α we have:
kαK(aK) = αK(kaK) = αK(aK).
Since αK(aK) ∈ FKK we can apply Proposition 4.3.16 to deduce that there exists
an open subgroup J of G containing K and a neighbourhood U of K so that
αK(aK) is represented by a section in eUF (SJ)J , and so αK(aK) belongs to
RFK .
Proposition 6.2.5. If f : F → H is a morphism of G-sheaves over SG, then
R(f) is given by restriction to the sub-object RF of F .
Proof. First note that the corresponding map of Mackey functors is given by
f(SJ) restricted to the J-fixed sections for J open, and the map from RFK is
given by taking colimits of these restrictions of f(SJ) to the J-fixed sections. But
this is just fK applied to the germ in RFK . The image of this map is contained
in RH by Lemma 6.2.4.
Lemma 6.2.6. If A is a Weyl-G-sheaf of Q-modules and F a G-sheaf of Q-
modules over SG then we have an isomorphism:
φ : Weyl-G-Sheaf (A,RF )→ G-Sheaf (LA,F )
α 7→ ι ◦ α
where ι is the inclusion from RF to F .
Proof. For surjectivity if we take any β : LA → F , then by Lemma 6.2.4 this
factors through β : LA → RF , hence β = φ(β). For injectivity if we take
α1, α2 : A → RF which satisfy ι ◦ α1 = ι ◦ α2. Then since ι is a monomorphism
we have α1 = α2.
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Proposition 6.2.7. The pair of functors L and R are an adjoint pair.
Proof. We already have an isomorphism of Hom-sets as provided in Lemma 6.2.6,
so it is left to prove that this isomorphism is natural. Set C = G-Sheaf(SG) and
D = Weyl-G-Sheaf(SG). Take any morphism f : X → Y in C and h : A→ B in
D. Then we need to show that the following square commutes:
D(B,RX)
φ //
h∗

C(LB,X)
h∗

D(A,RX)
φ // C(LA,X)
If α ∈ D(B,RX) then we have h∗(φ(α)) = (ι ◦ α) ◦ h. On the other hand we
have that φ(h∗(α)) = φ(α ◦ h) = ι ◦ (α ◦ h). These two are equal by associativity
of composition.
In the other direction we show that the following square commutes:
D(A,RX)
φ //
f∗

C(LA,X)
f∗

D(A,RY )
φ // C(LA, Y )
Notice that if we have a morphism f : X → Y , then by Proposition 6.2.5 and
Lemma 6.2.4 f induces a map f : RX → RY where the following square com-
mutes:
X
f // Y
RX
ιX
OO
f // RY
ιY
OO
If β ∈ D(A,RX) then we have f∗(φ(β)) = f ◦ ιX ◦ β. On the other hand we have
φ(f ∗(β)) = ιY ◦f ◦β. These are equal by commutativity of the above square.
We now observe the following diagram to illustrate the picture we have so far:
G-sheaf(SG)
OO
(L,R)

Weyl-G-sheaf(SG) oo
∼= //MackeyQ(G)
''
(L′,R′)
gg
The pair of functors (L′, R′) is obtained by composing the equivalence between
G-Mackey functors and Weyl-G-sheaves with the adjunction between Weyl-G-
sheaves and G-sheaves.
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6.3 Products of Weyl-G-sheaves
The equivalence between Weyl-G-sheaves over SG and rational G-Mackey func-
tors can be used to characterise the infinite products in the category of Weyl-G-
sheaves.
Construction 6.3.1. IfM i is a family of rational G-Mackey functors then we de-
fine the product so that
(∏
i∈I
M i
)
(G/H) =
∏
i∈I
(M i (G/H)) for any open subgroup
H. The restriction, induction and conjugation maps are done component-wise.
Proposition 6.3.2. The product of Mackey functors defined in Construction
6.3.1 is the categorical product.
Proof. The construction provided in Construction 6.3.1, which we shall denote
by M , is a Mackey functor by definition since each M i is. This is because the
restriction, induction and conjugation maps are taken component-wise, as is the
Q-module structure. To see that this is the categorical product take any Mackey
functorN with morphisms of Mackey functors ψi : N →M i. If pi is the projection
map from M to M i, we have a map of Mackey functors:
ψ : N(G/H)→M(G/H)
s 7→ (ψi(s))i∈I
on each open subgroup H, which satisfies that pi ◦ ψ = ψi for each i ∈ I. Notice
that ψ is a morphism of Mackey functors since each ψi is and since the Mackey
functor compatibility maps are taken component-wise. Therefore we have shown
that a morphism exists making the diagram commute.
For uniqueness suppose that we have another morphism φ which satisfies
pi ◦ φ = ψi for each i ∈ I. If H is any open subgroup then:
φ(s) = (pi ◦ φ(s))i∈I = (ψi(s))i∈I = ψ(s),
so ψ = φ.
Since infinite products are shown to exist in the category of rational G-Mackey
functors, the equivalence from Theorem 6.1.31 shows that these exist in the cat-
egory of Weyl-G-sheaves. The following construction describes what these prod-
ucts look like in the category of Weyl-G-sheaves.
Construction 6.3.3. If M is the product of Mackey functors M i and U is any
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basic open neighbourhood U of SG, then for s = (si)i∈I ∈M(G/H):
eUs =
∑
A
qAI
H
A ◦RHA (s) =
∑
A
qA
(
IHA
i ◦RHA i(si)
)
i∈I
=
(∑
A
qAI
H
A
i ◦RHA i(si)
)
i∈I
=
(
eUs
i
)
i∈I
as required. We know that U is of the form O(N,NK) and from the con-
structed equivalence we know that the basic open subsets of the sheaf space
of Weyl
(∏
i∈I
M i
)
are of the form:
{[
(si)i∈I
]
y
| y ∈ U
}
for (si)i∈I ∈
∏
i∈I
eUM
i(G/NK). This describes the form of the sections over the
product Weyl-G-sheaf.
Proposition 6.3.4. The description of the product of Weyl-G-sheaves in Con-
struction 6.3.3 coincides with the adjunction description in Proposition 6.2.7
where we calculate the product in the category of G-sheaves of Q-modules and
apply the functor R.
Proof. Let F i be a family of Weyl-G-sheaves of Q-modules and M i be the corre-
sponding family of Mackey functors. If M is the product of Mackey functors, we
need to show that Weyl(M) is equal to F = R disc
(∏
i∈I
F i
)
.
A basic open subset of the sheaf space of Weyl(M) is of the form:{[
(si)i∈I
]
y
| y ∈ U
}
where U = O(N,NK) and (si)i∈I ∈
∏
i∈I
eUM
i(G/NK). On the other hand a basic
open subset of the sheaf space of F is of the form:{[
(si)i∈I
]
y
| y ∈ U
}
where si ∈ F i(U)NK and U = O(N,NK). We know from the definition of F i
as the Mackey functor M i that si is an element of eUM i(G/NK). Since both
sheaves have the same underlying basic sections it follows that they have equal
stalks and that their sheaf spaces have equivalent topologies.
Chapter 7
Injective dimension of sheaves of
rational vector spaces
Given a profinite space X, the aim of this chapter is to calculate the injective
dimension of the category of sheaves of Q-modules over X in terms of the Cantor-
Bendixson rank of X, denoted by RankCB(X) (Theorem 7.3.13). This work will
be completed for general spaces but we are specifically interested in profinite
spaces since we will apply this work to the space of closed subgroups of a profinite
group. This chapter is similar to [Sug19]. In Section 7.3 additional examples have
been included.
7.1 Cantor-Bendixson rank
We begin by defining and stating known properties of the Cantor-Bendixson rank.
We will see in Proposition 7.1.10 that the Cantor-Bendixson rank of a product
of two spaces can be calculated in terms of the Cantor-Bendixson rank of the
individual spaces. Recall that an isolated point of a topological space X is a
point x which satisfies that {x} is open in X.
Definition 7.1.1. For a topological space X we define the Cantor-Bendixson
process on X. Denote by X ′ the set of all isolated points of X. We define:
1. Let X(0) = X and X(1) = X \X ′ have the subspace topology with respect
to X.
2. For successor ordinals suppose we have X(α) for an ordinal α, we define
X(α+1) = X(α) \X(α)′.
3. If λ is a limit ordinal we define X(λ) = ∩
α<λ
X(α).
Every Hausdorff topological spaceX has a minimal ordinal α such thatX(α) =
X(λ) for all λ ≥ α, see [GS10a, Lemma 2.7].
151
CHAPTER 7. INJECTIVE DIMENSION OF SHEAVES 152
Definition 7.1.2. Let X be a Hausdorff topological space. Then we define the
Cantor-Bendixson rank of X denoted RankCB(X) to be the minimal ordinal
α such that X(α) = X(λ) for all λ ≥ α.
A topological space X is called perfect if it has no isolated points.
Definition 7.1.3. If X is a Hausdorff space with Cantor-Bendixson rank λ, then
we define the perfect hull of X to be the subspace X(λ).
There are two ways that the Cantor-Bendixson process can stabilise. The
first way is where the perfect hull is the empty set and the second is where it is
a non-trivial subspace.
Definition 7.1.4. A compact Hausdorff space X of Cantor-Bendixson rank α is
called scattered if the space X(α) obtained by the definition above is equal to
the empty set.
Example 7.1.5. If X is perfect or if X = ∅ then RankCB(X) = 0.
Example 7.1.6. Consider S (Zp) which by Proposition 2.2.7 is equivalent to
P =
{
1
n
| n ∈ N}⋃ {0} with the subspace topology of R. Applying the first
stage of the Cantor-Bendixson process to P results in removing the accumulation
points of the form 1
n
leaving only the limit point 0. A second application of this
process leaves us with the empty set since the singleton space consisting only of
0 is discrete. The process is stable from this point onwards so we therefore know
that RankCB(P ) = 2.
We will see more interesting examples after Proposition 7.1.10. The following
proposition and theorem will explain how the perfect hull of a space X relates to
X as a subspace. We shall allow XH to denote the perfect hull of X and XS to
denote its complement, which we call the scattered part of X. Both XS and XH
will be considered with the subspace topology with respect to X.
Proposition 7.1.7. If X is a Hausdorff space, then XH is always closed and XS
is always open.
Proof. We shall prove that XS is an open subset of X. If x is any point of XS we
will find an open subset of X containing x and contained in XS. If x belongs to
XS, then by definition it is in the complement of XH and hence there exist some
ordinal κ such that x is isolated in X(κ). This in turn means that there exists
some open subset U of X such that U ∩X(κ) = {x}. This proves that each point
belonging to U is eliminated in the Cantor-Bendixson process atleast before the
stage of any ordinal strictly larger than κ. This is another way of saying that U
is contained in XS which proves the result.
In generalXH may not be open. The next theorem shows that we can compute
the cardinality of XS in certain cases.
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Theorem 7.1.8 (Cantor-Bendixson Theorem). Given a countably based Haus-
dorff topological space X, we can write X as a disjoint union of a countable
scattered subset XS with the perfect hull XH of X.
It is important to note that this theorem does not say that X can be written
as the coproduct of XH and XS in the category of spaces. That is, this theorem
does not claim that XS and XH provide a topological disconnection of X.
Definition 7.1.9. If X is a space and x ∈ XS, we define the height of x denoted
ht(X, x), to be the ordinal κ such that x ∈ X(κ) but x /∈ X(κ+1). We sometimes
denote this by ht(x) when the background space X is understood.
In the following proposition we will see how to calculate the Cantor-Bendixson
rank of a product of two spaces. It is important to notice that this only works
when both spaces have Cantor-Bendixson rank bigger than zero.
Proposition 7.1.10. Let X be a space with RankCB(X) = n + 1 and Y be a
space with RankCB(Y ) = m + 1, where m,n ∈ N0. Then RankCB(X
∏
Y ) =
m+ n+ 1 = RankCB(X) + RankCB(Y )− 1.
Proof. We first prove this in the case where both X and Y are scattered. Let Xk
denote the set of isolated points in X(k), and Yk denote the set of isolated points
in Y (k). First note that the isolated points of (X
∏
Y ) are given by X0
∏
Y0, and
so: (
X
∏
Y
)(1)
=
(
X
∏
Y
)
\
(
X0
∏
Y0
)
.
To see this, first observe that X0
∏
Y0 consists of isolated points. On the other
hand, take any point outside this set, say (x, y), where either x or y has height
bigger than or equal to 1. Assume without loss of generality that x is the point
with non-trivial height. Then points of the form (x′, y), where x′ represents points
which converge to x, belong to X
∏
Y and converge to (x, y). Therefore (x, y)
cannot be isolated in X
∏
Y .
The set of isolated points of (X
∏
Y )(1) are equal to the set(
X0
∏
Y1
)∐(
X1
∏
Y0
)
.
To see that this is true, first observe that points in this set are isolated. On
the other hand take a point (x, y) such that x has height greater than or equal
to 2 and y is isolated. Then points of the form (x′, y) would converge to (x, y),
where x′ has height between 1 and the height of x. The points of the form (x′, y)
therefore belong to (X
∏
Y )(1). Similarly if we take (x, y) in X1
∏
Y1 we will have
points in X0
∏
Y1 and X1
∏
Y0 accumulating at (x, y), and these points belong to
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(X
∏
Y )(1). It follows that (x, y) cannot be isolated in (X
∏
Y )(1). We therefore
have:(
X
∏
Y
)(2)
=
(
X
∏
Y
)
\
[
(X0
∏
Y0)
∐(
X0
∏
Y1
)∐(
X1
∏
Y0
)]
.
Claim: The isolated points in (X
∏
Y )(i) are of the form∐
p+q=i
(
Xp
∏
Yq
)
where 0 ≤ p ≤ n and 0 ≤ q ≤ m.
We have shown this holds for i = 0 and i = 1 so let the above claim be our
inductive hypothesis, and suppose it holds for i and that γ is an isolated point of
(X
∏
Y )(i+1).
Then if i is even and hence i+1 is odd, since all of the points accumulating at γ
were eliminated in the previous stage of the Cantor-Bendixson process, and by our
hypothesis each of these accumulation points which were isolated in (X
∏
Y )(i)
belong to some Xp
∏
Yq where p + q = i, so γ must belong to Xp+1
∏
Yq or
Xp
∏
Yq+1. The reasoning behind this is similar to the first case. If γ belonged to
Xp
∏
Yq for p + q > i + 1, then we can find points of the form (x, y′) converging
to γ where y′ ∈ Yq−1 which belongs to (X
∏
Y )(i+1). This contradicts that γ is
isolated. If p + q < i + 1 holds then our inductive hypothesis informs us that γ
is not an element of (X
∏
Y )(i+1), which is a contradiction.
In the case where i is odd and i+ 1 is even we have the same possibilities plus
the additional possibility where γ is in X i+1
2
∏
Y i+1
2
. Therefore we have shown by
induction that the isolated points are of the form
∐
p+q=i+1
(Xp
∏
Yq).
From this we can see that:
(
X
∏
Y
)(i)
=
(
X
∏
Y
)
\
[ ∐
0≤k≤i−1
( ∐
p+q=k
Xp
∏
Yq
)]
.
We then have:(
X
∏
Y
)(n+m−1)
=
(
Xn
∏
Ym−1
)∐(
Xn−1
∏
Ym
)∐(
Xn
∏
Ym
)
(
X
∏
Y
)(n+m)
=
(
Xn
∏
Ym
)
(
X
∏
Y
)(n+m+1)
= ∅.
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This proves that
RankCB(X
∏
Y ) = m+ n+ 1 = RankCB(X) + RankCB(Y )− 1.
The case where at least one of X and Y is non-scattered is similar except we
observe that we end up with(
X
∏
Y
)(n+m+1)
=
(
X
∏
Y
)
H
which may not be empty.
The following example shows that the condition that both X and Y need to
have non-zero Cantor-Bendixson rank in order for Proposition 7.1.10 to hold.
Example 7.1.11. If X = ∅ and Y is any space with Cantor-Bendixson rank
bigger than 1 then Proposition 7.1.10 fails. We know that X
∏
Y = ∅ and
therefore has Cantor-Bendixson rank 0. On the other hand:
RankCB(X) + RankCB(Y )− 1 = RankCB(Y )− 1 6= 0.
Furthermore if X is perfect this fails. To see this take any point (x, y) in X
∏
Y
where y is isolated. Since X is perfect we can find a net xγ converging to x which
is not constant. Therefore (xγ, y) provides a non-constant net converging to (x, y)
in X
∏
Y . Therefore in this case the Cantor-Bendixson rank of X
∏
Y is 0. We
can see that Proposition 7.1.10 fails in this case similar to how it failed when
X = ∅.
We now have the following two examples of Cantor-Bendixson rank calcula-
tions.
Example 7.1.12. From [GS10b, Proposition 2.5] we know that if q1, q2, . . . , qn
are a finite collection of distinct primes then there is an isomorphism:
S
( ∏
1≤i≤n
Zqi
)
∼=
∏
1≤i≤n
S (Zqi)
By Example 7.1.6 there is a homeomorphism of spaces:
S
( ∏
1≤i≤n
Zqi
)
∼= P n.
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An application of Proposition 7.1.10 shows that:
RankCB
(
S
( ∏
1≤i≤n
Zqi
))
= n+ 1.
Example 7.1.13. The space
∐
n∈N
P n whilst not being profinite since it is not
compact, gives an example of a space which has infinite Cantor-Bendixson rank.
This is because we can set xn to be the point in P n with height equal to n + 1
and we therefore have a sequence of points with unbounded height.
7.2 Injective Resolutions of Sheaves
In this section we construct an injective resolution of sheaves of Q-modules over
a space X. We do this by defining the Godement resolution of a sheaf and
outlining why this is injective. In order to achieve this we recall Definition 1.2.6
from [Ten75, Definition 2.5.4].
Every sheaf space E determines a sheaf by considering the assignment
U 7→ E(U). On the other hand a sheaf F determines a sheaf space (LF, pi). This
space has underlying set
∐
x∈X
Fx and is topologised as in [Ten75, Construction
2.3.8]. The map of spaces pi assigns a germ sx to x.
Definition 7.2.1. Let F be a sheaf of Q-modules over a topological space X.
Then we define the sheaf C0(F ) on the open sets U by taking C0(F )(U) to be
the collection of serrations, i.e. the set of not necessarily continuous functions
{f : U → LF | pi ◦ f = Id} which equates to ∏
x∈U
Fx.
For the restriction maps, if V ⊆ U are open subsets of X, we restrict a
serration over U to a serration over V by restricting the serration as a function
to V . This means that our restriction maps are projections of the following form:∏
x∈U
Fx →
∏
x∈V
Fx
(sx)x∈U 7→ (sx)x∈V .
Note that every section is a serration so we have a natural inclusion:
δ0 : F → C0(F )
which is a monomorphism.
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Remark 7.2.2. The map from a sheaf F into C0(F ) is given as follows:
F (U)→
∏
y∈U
Fy → colim
V x
∏
y∈V
Fy
s 7→ (sy)y∈U 7→ ((sy)y∈U)x
where U is an open neighbourhood of a point x in X and (−)x is the germ at x.
This morphism of sheaves induces the following map δ0x on stalks:
Fx → colim
V x
∏
y∈V
Fy
sx 7→ ((sy)y∈U)x
We call δ0x the serration map and denote it by S throughout to simplify notation.
Notice that if a map f belongs to the set of serrations in Definition 7.2.1 then
f does not have to be continuous. We can now define the Godemont resolution
using Definition 7.2.1 and [Bre97, pp. 36, 37].
Definition 7.2.3. Let F be a sheaf of Q-modules over a topological space X.
Then as in Definition 7.2.1 we have C0(F ) and a monomorphism δ0 : F → C0(F ).
Consider coker δ0, if we replace F in the construction above with coker δ0 and
set C1(F ) = C0(coker δ0) from Definition 7.2.1 we will get the following diagram:
0 // F
δ0 // C0(F )

δ1 // C1(F )
coker δ0
δ1
′
99
where δ1′ is the monomorphism from coker δ0 into C1(F ). We can then continue
to build the resolution inductively using this idea. This resolution which we have
constructed is called the Godement resolution.
We consider the following example of a sheaf which will give us a more com-
plete understanding of the Godement resolution.
Example 7.2.4. If x is any point of X andM any Q-module, then we can define
a sheaf ιx(M) over X. This takes value M at an open subset U of X if x belongs
to U and 0 otherwise. We call this the skyscraper sheaf and the assignment
M 7→ ιx(M) defines a functor from the category of Q-modules to the category
of sheaves of Q-modules. This functor is right adjoint to the functor from the
category of sheaves to the category of Q-modules which assigns F to the stalk
Fx. We see this by considering the closed subset {x} of X and applying [Ten75,
Theorem 3.7.13].
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Remark 7.2.5. Each C0(F ) can be written as
∏
y∈X
ιy(Fy). To see this, if U ⊆ X
is open then C0(F )(U) =
∏
y∈U
Fy. On the other hand:
(∏
y∈X
ιy(Fy)
)
(U) =
∏
y∈X
(ιy(Fy)(U)) =
∏
y∈U
Fy.
The following lemma relates the Cantor-Bendixson process to the Godement
resolution. It shows that the kth term of the Godement resolution is concentrated
overX(k). This will ultimately provide an upper bound for the injective dimension
of sheaves.
Lemma 7.2.6. Let X be a topological space and F be a sheaf of Q-modules over
X. Then for every k ∈ N0 we have that Ck(F )x = 0 for every x ∈ X \X(k).
Proof. We prove this using mathematical induction. For k = 0 we will first
calculate C0(F )x for x isolated. Firstly we have C0(F )x = colimUx
∏
y∈U
Fy where U
ranges across all neighbourhoods of x. Since x is isolated it is clear that {x} is
the minimal neighbourhood of x, so we have that C0(F )x = Fx as well as the
fact that the monomorphism δ0x is an isomorphism. In particular this says that
coker δ0x = 0. It therefore follows that C1(F )x = 0 since
C1(F )x = C
0(coker δ0)x = coker δ0x = 0.
Suppose coker δk−1x = 0 and hence Ck(F )x = 0 on X \ X(k), and take any
x ∈ X \ X(k+1) for some k ∈ N. First observe that X \ X(k+1) ⊇ X \ X(k).
If it happens that x ∈ X \ X(k) and hence has height less than k, then by
hypothesis coker δk−1x = 0 and hence Ck(F )x = 0. Therefore since coker δkx is a
quotient of Ck(F )x which is zero, it follows that coker δkx = 0. Since any point
y which accumulates at x has scattered height less than that of x, and hence
less than k, it follows that coker δky = 0. We can then see immediately that
Ck+1(F )x = colim
V x
∏
y∈V
coker δky = 0.
The final case is the one where x is isolated in X(k) and hence the scattered
height of x is equal to k. This case yields the following diagram:
Ck(F )
%%
Ck+1(F )
coker δ′k−1
δ′k
99
coker δ′k
δ′k+1
99
Observe that all of the points y accumulating at x satisfy that the scattered height
of y is less than that of x and hence less than k. It follows that coker δ′k−1y = 0
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by the inductive hypothesis for every such y. Similar to the k = 0 step above we
have:
Ck(F )x = colim
Ux
∏
y∈U
coker δk−1y = coker δk−1x
and that δ′kx is an isomorphism so coker δ
′
kx = 0. All of the points which
accumulate at x must belong to X \ X(k) and we have already shown that
these points y satisfy coker δ′ky = 0. This information combined proves that
Ck+1(F )x = colim
Ux
∏
y∈U
coker δky = 0.
Recall the following well-known proposition from category theory which will
prove useful and is seen in [Wei94, Proposition 2.3.10].
Proposition 7.2.7. If (F,G) is an adjoint pair where
F : C→ D and G : D→ C
are functors of abelian categories satisfying that F preserves monomorphisms,
then G preserves injective objects.
Proposition 7.2.8. If F is a sheaf of Q-modules over X then Ck(F ) is injective
in the category of sheaves of Q-modules.
Proof. From the inductive way that Ck(F ) is defined it is sufficient to prove that
C0(F ) is injective. Remark 7.2.5 suggests that it is sufficient to prove that each
ιx(Fx) is injective since products of injective objects are injective.
This follows from Proposition 7.2.7 applied to the adjoint pair of functors in
Example 7.2.4, (Evx(−), ιx(−)), where Evx(F ) = Fx for a sheaf F .
Note that the left adjoint preserves monomorphisms since a monomorphism of
sheaves is a morphism of sheaves such that the map at each stalk is a monomor-
phism of Q-modules. Using that each Fx is a Q-module, we apply the fact that
every object in the category of Q-modules is injective to deduce that ιx(Fx) is an
injective sheaf.
We next look at a lemma which helps us with our injective dimension calcu-
lations since it will ultimately enable us to calculate Ext groups.
Recall from Definition 7.2.3 that if x ∈ X and k < ht(X, x) then:
coker δkx =
[
colim
Ux
∏
y∈U
coker δk−1y
]
/ImS
where S is the serration map from Remark 7.2.2. Explicitly if a ∈ coker δk−1x we
define (a, 0)x to be the element in coker δkx which is the germ at x of the family
which is a in place x and zero elsewhere.
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Lemma 7.2.9. Suppose X is a space with RankCB(X) = n for n ∈ N such that
X(n) = ∅. Then for j ≤ n − 1, x ∈ X(j) and F a sheaf over X, we have an
isomorphism hom(ιx(Q), Ck(F )) ∼= coker δk−1x for k < j, and the map:
δk+1∗ : hom(ιx(Q), C
k(F ))→ hom(ιx(Q), Ck+1(F ))
is given by the map:
αk+1 : coker δk−1x → coker δkx
a 7→ (a, 0)x .
Proof. Firstly notice that Ck(F ) is defined to be C0(coker δk−1), so we begin by
proving that hom(ιx(Q), C0(F )) ∼= Fx. Observe that C0(F ) =
∏
y∈X
ιy(Fy) so we
can write:
hom(ιx(Q), C0(F )) = hom(ιx(Q),
∏
y∈X
ιy(Fy)) =
∏
y∈X
hom(ιx(Q), ιy(Fy))
=
∏
y∈X
hom(ιx(Q)y, Fy) = Fx.
In particular if f ∈ hom(ιx(Q), Ck(F )), then this is determined by a map in
hom(ιx(Q), ιx(coker δk−1x)). This corresponds to a point fx ∈ coker δk−1x, so f is
given by the element:
[fx, 0]x ∈ colim
V x
(∏
y∈V
coker δk−1y
)
= C0(coker δk−1)x,
with this germ at x of the family taking value fx in position x and 0 elsewhere.
It follows that δk+1∗(f) corresponds to δk+1([fx, 0]x).
But we therefore have:
δk+1([fx, 0]) =
(
[(fx, 0)x]
S ,
([
(fx, 0)y
]S)
y∈U
)
x
in colim
V x
(∏
y∈V
coker δky
)
= C0(coker δk)x, where [−]S represents the class in the
cokernel of the map S. This follows from the definition of the maps δ in Definition
7.2.3.
However if x 6= y, then since X is Hausdorff there is a neighbourhood of y not
containing x so
[
(fx, 0)y
]S
=
[
(0)y
]S
. Therefore δk+1 ((fx, 0)x) can be written as
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[(fx, 0)x]
S ,
[
(0)y
]S)
y∈U
.
We therefore have that δk+1∗ is defined as follows:
δk+1∗ : hom(ιx(Q), C
k(F ))→ hom(ιx(Q), Ck+1(F ))
[fx, 0]x 7→
(
[(fx, 0)x]
S ,
[
(0)y
]S)
y∈U
Since we are interested in what the maps correspond to as maps between the
x components of the products of C0(coker δk−1) and C0(coker δk), we observe that
it sends fx to [(fx, 0)x]
S.
Now we consider the preceeding lemma for points in X which either have
infinite height or belong to the hull of X.
Lemma 7.2.10. Suppose X is a space with infinite Cantor-Bendixson rank. Then
for x ∈ X(n) for any n ∈ N, and F a sheaf over X, we have an isomorphism
hom(ιx(Q), Ck(F )) ∼= coker δk−1x for k < n, and the map:
δk+1∗ : hom(ιx(Q), C
k(F ))→ hom(ιx(Q), Ck+1(F ))
is given by the map:
αk+1 : coker δk−1x → coker δkx
a 7→ (a, 0)x .
This also holds for points of infinite height and points in the hull.
Proof. The proof of this result is almost the same as the proof of Lemma 7.2.9.
The only differences arise from the fact that in Lemma 7.2.9 X has finite Cantor-
Bendixson rank, say n, and so coker δk is zero if k is bigger than n. Therefore
the argument in Lemma 7.2.9 is only interesting provided we are applying it to
coker δk for k small enough. If X has infinite Cantor-Bendixson rank then we
know that for each n ∈ N there exists a point xn with height n, as well as points
of infinite height. Therefore the argument on coker δk doesn’t become trivial
eventually. The same observation is true if X has any point in the perfect hull of
X.
The previous two lemmas indicate how the calculations in this thesis differ
from sheaf cohomology. In this setting we are applying the functor hom (ιx (Q,−))
to the injective resolution whereas in the case of sheaf cohomology we apply the
functor hom (A,−) for a constant sheaf A.
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7.3 Injective dimension calculation
We split this section into two parts. Firstly we give an example and show ex-
plicitly the calculations in a specific case to illustrate the overall idea. For the
second, we seek to generalise the examples to a proof for more general cases.
We now formally give the definition of the injective dimension of sheaves of
Q-modules over a space X as seen in [Wei94, Definition 4.1.1, Definition 10.5.10].
Definition 7.3.1. The injective dimension of a sheaf F over X denoted by
ID(F ) is the minimum positive integer n (if it exists) such that there is an injective
resolution of the form
0 // X ε // I0
f0 // I1
f1 // . . .
fn−1 // In // 0.
It is infinite if such a value doesn’t exist.
From [Wei94, Theorem 4.1.2] we define the injective dimension of the category
of sheaves of Q-modules to be:
sup {ID(F ) | F ∈ SheafQ(X)} ,
where SheafQ(X) denotes the category of sheaves of Q-modules over X. We can
now verify that the injective dimension of sheaves of Q-modules is bounded above
for a particular class of profinite space.
Proposition 7.3.2. If X is a scattered space with RankCB(X) = n for n ∈ N
then the injective dimension of sheaves of Q-modules over X is bounded above by
n− 1.
Proof. By Proposition 7.2.8 the Godement resolution is an injective resolution.
An application of Lemma 7.2.6 shows that the terms of the Godement resolution
are zero after term n− 1. Therefore the injective dimension of each sheaf is less
than or equal to n− 1.
In order to get equality it is sufficient to find a particular sheaf F for which
ID(F ) ≥ RankCB(X) − 1. To achieve this we look at [Wei94, Lemma 4.1.8,
Exercise 10.7.2] which says ID(F ) ≤ RankCB(X)− 2 if and only if
ExtRankCB(X)−1(A,F ) = 0 for every sheaf A. In particular if we can find sheaves
A and F such that ExtRankCB(X)−1(A,F ) 6= 0 then we must have that
ID(F ) > RankCB(X)− 2. This then forces ID(F ) = RankCB(X)− 1.
Notice that the concept of an Ext group in the category of R-modules for a
ring R stated above in [Wei94, Chapter 4] holds for general abelian categories by
[Wei94, Corollary 10.7.5]. This is formally stated in Theorem 1.3.15.
7.3.1 Example case
Consider the space P =
{
1
n
| n ∈ N}⋃ {0}, where the topology is given by the
subspace topology with respect to R. As seen in Proposition 2.2.7 this space is
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homeomorphic to the space of closed subgroups of Zp. For convenience we shall
denote the point 0 by ∞.
Proposition 7.3.3. If cQ is the constant sheaf of rational numbers over P then
the Godement resolution for cQ is of length 1.
Proof. Let F = cQ, then for any x ∈ X we have:
colim
Ux
cQ(U) = Qx = colim
Ux
PcQ(U),
where PcQ is the presheaf and Qx is the stalk of cQ at x. Therefore any sx ∈ Fx
can be represented by a section in PcQ(U) = Q. Given qx ∈ Q = Fx we have a
map:
Q→
∏
y∈U
Q→ colim
V x
∏
y∈V
Q
q 7→ (qy)y∈U 7→ ((qy)y∈V )x
which induces a map:
S : Fx → colim
V x
∏
y∈V
Q
qx 7→ ((qy)y∈U)x
which we call the serration map and we denote it by S. The codomain of this
map is C0(F )x so the map of sheaves induced in this way is denoted δ. For the
isolated points x =
{
1
n
}
we have δx is the identity so that coker δx = 0. For the
point ∞ we have:
coker δx =
(
colim
n
∏
∞≥a≥n
Q
)
/ImS.
This is non-zero since for example we can take the element represented by taking
0 at point ∞ and 1 elsewhere. We next observe that C1(F ) ∼= ι∞(coker δ∞),
hence C2(F ) = 0.
Proposition 7.3.4. The injective dimension of cQ in the category of sheaves
over P is 1.
Proof. Let F = cQ, from Proposition 7.3.3 we have an injective resolution for F
of the form:
0 // F
δ0 // I0(F )
δ1 // I1(F ) // 0
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We know that x = ∞ is the point with maximal height in P so we apply the
functor hom(ιx(Q),−) to the above resolution to get:
0 // hom(ιx(Q), I0(F ))
δ1∗ // hom(ιx(Q), I1(F )) // 0
where we forget the F term. Applying Lemma 7.2.9 gives:
0 // Q α1 // coker δ0x // 0
Therefore the problem boils down to verifying that the following map is not
surjective:
α1 : Qx → coker δ0x
sx 7→ [(sx, 0)x]S
where [−]S is the cokernel class of an element in the cokernel of the map S. We
consider the element in coker δ0x:
[(0x, 1)x]
S
This cannot be in the image of α1 and therefore Ext1 (ιx(Q), cQ) 6= 0, hence F
has injective dimension 1.
The following corollary is now immediate.
Corollary 7.3.5. The injective dimension of the category of sheaves of Q-modules
over P is 1.
The calculations of the space P is too simple to get an idea of the general
case so we proceed to consider a more difficult example. In this space each of the
points ( 1
m
, 1
n
) for m,n <∞ are isolated points. The neighbourhoods of the points
of the form (0, 1
m
) for m < ∞ are of the form U(n,−) =
{(
1
j
, 1
m
)
| ∞ ≥ j ≥ n
}
.
We include infinity as an index so that 1∞ can denote the limit point 0. Similarly
a neighbourhood of ( 1
m
, 0) is the corresponding set of the form U(−,n). For (0, 0)
we consider sets of the form U(n,m) =
{
( 1
a
, 1
b
) | ∞ ≥ a ≥ n,∞ ≥ b ≥ m}. This
topology coincides with the subspace topology with respect to R2. For the next
calculation we are interested in the space P 2 and for convenience we will write
∞ in place of 0.
Proposition 7.3.6. If cQ is the constant sheaf of rational numbers over P 2 then
the Godement resolution for cQ is of length 2.
Proof. As in the case for P , let F = cQ. Then for any x ∈ X we have
colim
Ux
cQ(U) = Qx = colim
Ux
PcQ(U),
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where PcQ is the presheaf and Qx is the stalk of cQ at x. Therefore any sx ∈ Fx
can be represented by a section in PcQ(U) = Q. Given qx ∈ Q = Fx we have a
map:
Q→
∏
y∈U
Q→ colim
V x
∏
y∈V
Q
q 7→ (qy)y∈U 7→ ((qy)y∈V )x
which induces a map:
S : Fx → colim
V x
∏
y∈V
Q
qx 7→ ((qy)y∈U)x
which we call the serration map and we denote it by S. Here (−)x represents the
germ at x. The codomain of this map is C0(F )x so the map of sheaves induced
in this way is denoted δ0. For the isolated points we have δ0x is the identity so
that coker δ0x = 0. For the points of the form x = (∞,m) we have:
coker δ0x =
(
colim
n∈N
∏
∞≥a≥n
Q
)
/ImS.
We have similar for a point of the form (m,∞) and for x = (∞,∞) we have:
coker δ0x =
(
colim
m,n∈N
∏
∞≥a≥m,∞≥b≥n
Q
)
/ImS.
These are non-zero for the three types of limit point x since we can consider
[(0x, 1)x]
S, where 0x denotes that 0 is in component x, 1 is the constant 1 sequence
and [−]S is the class of an element in the cokernel of S. Here we use that a germ
over x is zero if and only if there exists a section representative with domain
an open neighbourhood of x which is zero. Namely if S(a) = [(0x, 1)x]
S then
ax = 0 and so there is an open neighbourhood U of x such that ay = 0 for y ∈ U .
However the definition of the serration map shows that ay = 1 also for y 6= x
which is a contradiction.
We now construct C1(F ) = C0(coker δ0) and construct a morphism δ1 from
coker δ0 to C0(coker δ0) in a similar manner. Similar to before
colim
Ux
coker δ0(U) = colim
Ux
P coker δ0(U)
so any sx ∈ coker δ0x can be represented by a section in P coker δ0(U) =
∏
y∈U
Q/S,
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so as seen previously this gives a map:
coker δ0x → C1(F )x[
((qy)y∈U)x
]S 7→ (([((qy)y∈U)z]S)
z∈U
)
x
.
The map δ1x for x = (∞,m) is the identity by constructing δ1 using the serration
map and from the fact that:
C1(F )x = colim
n∈N
∏
∞≥a≥n
coker δ0(a,m) = coker δ0x.
Similarly for points of the form (m,∞). This shows in particular that
coker δ1x = 0 for points of that form. If x = (∞,∞) then:
coker δ1x =
(
colim
m,n∈N
∏
∞≥a≥m,∞≥b≥n
coker δ0(a,b)
)
/ImS.
This is non-zero since 0 6= coker δ0y for any limit point y in P 2 accumulating at x
so we can apply the same argument as mentioned above in the case of coker δ0x.
If U is any neighbourhood of x then U contains infinitely many limit points, so
for every such y ∈ U take sy 6= 0 in coker δ0y. Then coker δ1x has a non-zero
element of the form:
[(
(0x, s
y)y∈U\{x}
)
x
]S
which is non-zero by the same argument as above involving the characterisation
of zero germs.
At the next stage we see that C2(F ) is only concentrated at x = (∞,∞) so
δ2x is the identity map, hence coker δ2 = 0 and C2(F ) 6= 0.
Proposition 7.3.7. The injective dimension of cQ in the category of sheaves
over P 2 is 2.
Proof. Let F = cQ, from Proposition 7.3.6 we have an injective resolution for F
of the form:
0 // F
δ0 // I0(F )
δ1 // I1(F )
δ2 // I2(F ) // 0.
We know that x = (∞,∞) is the point with maximal height in P 2 so we apply
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the functor hom(ιx(Q),−) to the above resolution to get:
0 // hom(ιx(Q), I0(F ))
δ1∗ // hom(ιx(Q), I1(F ))
δ2∗

hom(ιx(Q), I2(F )) // 0
where we forget the F term. Applying Lemma 7.2.9 gives:
0 // Q α1 // coker δ0x
α2 // coker δ1x // 0.
Therefore the problem boils down to verifying that the following map is not
surjective:
α2 : coker δ0x → coker δ1x
sx 7→ [(sx, 0)x]S .
We can define a family s = (sy)y∈U in
∏
y∈U
coker δ0y where sy 6= 0 for y a limit
point and U a neighbourhood of x. We consider the element in coker δ1x:
[(0x, s)x]
S .
This cannot be in the image of α2 and therefore Ext2 (ιx(Q), cQ) 6= 0, hence F
has injective dimension 2.
Corollary 7.3.8. The injective dimension of the category of sheaves of Q-modules
over P 2 is 2.
Proof. This follows from Proposition 7.3.7.
7.3.2 General case
We now work towards generalising this argument to abstract spaces. We will look
at the following lemma which will illustrate some interesting and useful proper-
ties of the Godement resolution which will help us to generalise the calculations
seen in the previous subsection. We will look at the following lemma which will
illustrate that the Godement resolution is non-zero at term k provided k is less
than RankCB(X).
Lemma 7.3.9. Let X be a non-empty scattered space and k ∈ N be less than
or equal to RankCB(X). For each x ∈ X(k), coker δk−1x 6= 0 in the Godement
resolution of cQ the constant sheaf at Q.
Furthermore if X is any space with a non-empty perfect hull or infinite Cantor-
Bendixson rank and k ∈ N, then for each x ∈ X(k) we have coker δk−1x 6= 0 in
CHAPTER 7. INJECTIVE DIMENSION OF SHEAVES 168
the Godement resolution of cQ.
Proof. We prove this using an induction argument. Since
colim
Ux
cQ(U) = cQx = colim
Ux
PcQ(U) = Q
where PcQ represents the presheaf, any qx ∈ Qx is represented by some q ∈ Q.
We therefore have the following diagram by [Bre97, pp. 36, 37]:
Q→
∏
y∈U
Q→ colim
V x
∏
y∈V
Q
q 7→ (qy)y∈U 7→ ((qy)y∈U)x
which induces a map:
Q→ colim
V x
∏
y∈V
Q
qx 7→ ((qy)y∈U)x .
We call this map the serration map and denote it by S. This is not surjective
since we have a point (0x, 1)x not in the image of S. This point was defined in
Proposition 7.3.6. The proof that this is non-zero is similar to the argument given
in Proposition 7.3.6. Namely if S(a) = [(0x, 1)x]
S then ax = 0 and so there is an
open neighbourhood U of x such that ay = 0 for y ∈ U . However the definition
of the serration map shows that ay = 1 also for y 6= x which is a contradiction.
Therefore coker δ0x 6= 0 for x ∈ X(1).
Suppose this holds up to some n ∈ N and for any x ∈ X(n+1). By assumption
we have:
0 6= coker δnx = colim
Ux
(∏
y∈U
coker δn−1y
)
/ImS.
Using the fact that sheafification preserves stalks of presheaves we have a map
using [Bre97, pp. 36-37] as follows:(∏
y∈U
coker δn−1y
)
/S →
∏
z∈U
coker δnz → colim
V x
∏
z∈V
coker δnz
[(ay)y∈U ]
S 7→
([
((ay)y∈U ]
S
)
z
)
z∈U
7→
(((
[(ay)y∈U ]
S
)
z
)
z∈U
)
x
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which induces a map:
coker δnx → colim
V x
∏
y∈V
coker δny
(
[(ay)y∈U ]
S
)
x
7→
(((
[(ay)y∈U ]
S
)
z
)
z∈U
)
x
.
Let U be any open neighbourhood of x, which we shall assume to have height
n + 2. Then for each y ∈ U such that y ∈ X(n), X(n+1) or X(n+2) we can choose
0 6= ay ∈ coker δn−1y by the inductive hypothesis. Set sy = (0y, az)z∈U\{y}, then[
(sy)y
]S
6= 0 in coker δny for y ∈ X(n+1), X(n+2) and we denote this by by. This is
shown to be non-zero by following a similar argument to that seen in Proposition
7.3.6 and earlier in this proof. We can therefore consider for any x ∈ X(n+2):([
(0x, by)y∈U\{x}
]S)
x
which is not in the image of the serration map so coker δn+1x 6= 0. This is also
seen by referring to the previous argument earlier in this proof and by that in
Proposition 7.3.6.
Note if RankCB(X) is infinite then for each k ∈ N we know that each X(k)
has isolated points to remove, so this is true for every k. If RankCB(X) = n and
X(n) = ∅ then X(n−1) is discrete and therefore satisfies that Cn(F ) = 0 by Lemma
7.2.6. It follows that the argument therefore only results in non-zero stalks for
k ≤ n− 1. If x belongs to the perfect hull of X then this argument also holds for
each k ∈ N since the hull is contained in each X(k).
We now use the above calculations to verify the injective dimension of sheaves
using the Cantor-Bendixson rank.
Theorem 7.3.10. Suppose X is a space with RankCB(X) = n such that X(n) = ∅.
Then the category of sheaves over X has injective dimension equal to n− 1.
Proof. To see this, we need to find an object in the category of sheaves over X
whose injective dimension is n−1, we will show that cQ satisfies ID(cQ) = n−1.
Firstly by Lemma 7.3.9 we know that ID(cQ) ≤ n − 1 since the Godement
resolution gives an injective resolution of the form:
0 // cQ δ0 // I0 δ1 // . . . δn−2 // In−2 δn−1 // In−1 // 0.
We will show that the Extn−1 (ιx(Q), cQ) group calculated by the above injective
resolution is non-zero. Let x be an element of X with ht(X, x) = n−1 (any point
of X with maximal height).
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We apply the functor Hom(ιx(Q,−) and forget the cQ term to get:
Hom(ιx(Q), I0)
δ1∗ // Hom(ιx(Q), I1)
δ2∗ // . . .
δn−2∗ // Hom(ιx(Q), In−2)
δn−2∗

0 Hom(ιx(Q), In−1)oo
which we can no longer assume to be exact. This is equal to the following se-
quence:
Q α1 // coker δ0x
α2 // . . .
αn−3 // coker δn−4x
αn−2

0 coker δn−2xαn
oo coker δn−3xαn−1
oo
We want to show that Ext(n−1) (ιx(Q), cQ) = kerαn/ Imαn−1 6= 0 and
Extn (ιx(Q), cQ) = kerαn+1/ Imαn = 0. It is clear that Extn (ιx(Q), cQ) = 0.
For the other we need to prove that the map:
αn−1 : coker δn−3x → coker δn−2x
a 7→ (a, 0)x
is not surjective. This is done in a similar fashion to Propositions 7.3.6 and 7.3.9.
For any open neighbourhood U of x there are infinitely many points z of U
such that z ∈ X(n−2) and coker δn−3z 6= 0 so we can choose such a point az for
each z. Consider:
a =
[(
(0x, az)z∈U\{x}
)
x
]S ∈ coker δn−2x.
If tx ∈ coker δn−3x is in the preimage of a with respect to αn−1 we would have:
[(tx, 0)x]
S = αn−1(tx) =
[(
(0x, az)z∈U\{x}
)
x
]S
so tx = 0 which implies that
[(
(0x, az)z∈U\{x}
)
x
]S
= 0. But this cannot be the
case since there are infinitely many z satisfying that az 6= 0 by construction, so
we have a contradiction and αn−1 cannot be surjective.
We now deal with the case where the Cantor-Bendixson dimension is infinite.
Theorem 7.3.11. If X is a space with infinite Cantor-Bendixson rank, then the
injective dimension of sheaves of Q-modules over X is infinite.
Proof. Since the Cantor-Bendixson rank of X is infinite there exists a sequence
of points xn each having height n. As a consequence of Theorem 7.3.10 for each
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xn we know that Extn (ιxn(Q), cQ) 6= 0, and this happens for each n since we do
not have a maximal height. This gives the result.
We are left to deal with the case where X is not scattered but has finite
Cantor-Bendixson rank. In the above cases when we resolve with respect to
ιx (Q), the resolved sequence becomes zero after term ht(x) − 1, so the kernel
of the map αht(x)+1 is coker δht(x)−1x. This is advantageous since we can choose
any point of coker δht(x)−1 not in the image of αht(x). This changes when we are
working in the case where X has a perfect hull.
We know that the following Godement resolution is infinite:
0 // cQ δ0 // I0 δ1 // . . . δn−1 // In−1 δn // In δn // . . .
Therefore after resolving like above for a point x in the perfect hull we obtain the
following infinite sequence:
0 // Q α1 // coker δ0x
α2 // . . .
αn−2 // coker δn−3x
αn−1

. . . coker δn−1xαn+1
oo coker δn−2xαn
oo
The important thing to notice is that since this is non-zero at infinitely many
places, when calculating the group Extn we can’t just chose any representative of
coker δn−1x since the kernel is not everything.
In order to choose something in the kernel we need to adjust our argument
above, namely instead of choosing a representative (0x, sy)y∈U\{x} with 0 6= sy ∈
coker δn−2y arbitrary, we need (sy)y∈U\{x} to be determined by a section s over
coker δn−2. That is, we want each sy to be of the form sy for that section s, and
such that each open neighbourhood U of x contains infinitely many y such that
sy 6= 0.
Recall that a section s over an open neighbourhood U of x has germ sx = 0 if
and only if s restricts to some smaller neighbourhood to give the zero section. Also
recall that we can build a section in coker δn−2(U) by considering
∏
y∈U
coker δn−3/S.
Using these two facts, if we could construct a family
[
(ay)y∈U\{x}
]
S
to be an alter-
nating family where infinitely many ay are non-zero in coker δn−3y and infinitely
many do equal zero, then we may have a suitable section s to proceed with the
proof. This approach needs the following condition to proceed:
If ay = 0, then any neighbourhood U of y contains infinitely many points z
such that az 6= 0.
If we can construct given any net converging to x, two term-wise disjoint sub-
nets then we can do the above construction to show that the injective dimension
of sheaves in this case is infinite, provided the sequence is set up to satisfy the
condition. With this in mind we have the following conjecture.
Conjecture 7.3.12. If X has finite Cantor-Bendixson rank and non-empty per-
fect hull then the injective dimension of sheaves of Q-modules over X is infinite.
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If we consider a point K of SG the space of closed subgroups of a profinite
group G, we have a net of the form {NK} converging to K where N ranges
through the open normal subgroups of G. Let us first assume that SG is perfect
so that the points NK are not isolated. We are in the situation where as NK
gets closer to K the index of NK gets larger, so we could perhaps alternate the
net NK by considering the increasing sequence of indexes of subgroups NK and
using this sequence to give binary labels to the terms of the net. However it is
difficult to see why any neighbourhood of a point NK would contain infinitely
many terms of both type of label.
In the situation where SG is not perfect it is well known by [GS10a] that
the open subgroups are isolated and hence get removed in the Cantor-Bendixson
process immediately so we can’t even use the above net. If we take {AN} where
a closed subgroup AN is chosen in O(N,NK), this converges to K since sets of
this form give a neighbourhood basis for K. However the subgroups AN have
infinite index so the previous idea is not applicable and further ideas are needed
to construct the alternating sequence.
We summarise what we have established thus far in the following theorem.
Theorem 7.3.13. If X is a space which is scattered and of Cantor-Bendixson
rank n, then the injective dimension of sheaves of Q-modules over X is n− 1. If
X is any space with infinite Cantor-Bendixson rank then the injective dimension
is also infinite.
We now look at examples of profinite spaces and the application of the re-
sult relating injective dimension of sheaves of Q-modules over X to the Cantor-
Bendixson rank of X.
Example 7.3.14. If G is a discrete group then SG is a finite discrete space and
hence has Cantor-Bendixson dimension 1. Therefore Theorem 7.3.10 implies that
the injective dimension of sheaves of Q-modules over SG is 0.
The above example works equally for any discrete space. Another way of
seeing that the injective dimension of sheaves of Q-modules over a discrete space
is zero is by observing that such a sheaf is equivalent to a product of Q-modules.
We can see this by noticing that since each point x in X is isolated, the stalk of a
sheaf F at x is determined by evaluating the sheaf at the open subset {x}. This
becomes even clearer by considering a sheaf F from the point of view of sheaf
spaces. Let (LF, pi) be the sheaf space for F over a discrete space X. Then since
every map of sets from X to LF is continuous, it follows that F (U) =
∏
x∈U
Fx for
any open subset U . This is an alternative way of saying that F is equivalent to
C0(F ) from Definition 7.2.1, which we know to be injective by Proposition 7.2.8.
Example 7.3.15. If G = Zp for any prime number p, then S (Zp) is homeomor-
phic to the scattered space P from Proposition 2.2.7. This space has Cantor-
Bendixson rank 2 as seen in Example 7.1.6. Therefore the category of sheaves of
Q-modules over S (Zp) has injective dimension 1 by Theorem 7.3.10.
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Example 7.3.16. Consider distinct primes p1, p2, . . . , pn, then we have a profinite
group
∏
1≤i≤n
Zpi with corresponding profinite space S
( ∏
1≤i≤n
Zpi
)
. This space is
homeomorphic to P n by [GS10a, Proposition 2.5]. Then by Proposition 7.1.10
we have that dimCB(P n) = n+ 1 and (P n)
(n+1) = ∅. We can now apply Theorem
7.3.10 to deduce that the injective dimension of sheaves over S
( ∏
1≤i≤n
Zpi
)
is
exactly n.
Furthermore if we consider Conjecture 7.3.12 we can see the possible implica-
tions.
Example 7.3.17. The profinite completion of Z is defined to be:
Zˆ =
∏
p
Zp
where the product runs over the collection of prime numbers p. This is a profinite
group under the product topology and we can see that S
(
Zˆ
)
is perfect. If
proven to be correct, Conjecture 7.3.12 would imply that the injective dimension
of sheaves over this space is infinite.
Another important example of a space is defined in [GS10a, Definition 2.8],
and this construction is similar to the Cantor space.
Definition 7.3.18. Let F0 = P0 = [0, 1], the closed unit interval. We set F1 =
F0 \ (13 , 23) and B1 = F1
⋃{
1
2
}
. That is, to form F1 we remove the middle third of
the interval of F0 and to form B1 we reinsert the midpoint of the deleted interval
to F1.
Given Fi−1 we define Fi by deleting the middle third intervals of the remaining
segments of Fi−1 and we define Bi by reinserting midpoints of the deleted intervals
to Fi. We set F =
⋂
n∈N
Fn and B =
⋂
n∈N
Bn.
The main focus of [GS10a] is on proving that the algebraic structure of a
profinite group G can tell us about SG. Specifically, throughout [GS10a] there
are many assumptions on the algebraic structure of G which lead to the conclusion
that SG is homeomorphic to B from Definition 7.3.18.
Example 7.3.19. Consider the spaces B and F defined in Definition 7.3.18.
From [GS10a, Definition 2.8] we know that the space B has perfect hull given
by the Cantor space F and that RankCB(B) = 1. If Conjecture 7.3.12 were true
then it would follow that the injective dimension of sheaves over B is infinite.
Chapter 8
Injective dimension of G-equivariant
sheaves of vector spaces
In this chapter we seek to generalise the relationship of Chapter 7 between the
Cantor-Bendixson rank of a profinite space and the injective dimension of rational
sheaves on X to the G-equivariant setting. Here we consider G-sheaves over a
G-space X. We know that if x ∈ X is an isolated point of a G-space then each of
the translates of x must also be isolated. Therefore if x ∈ X has height n then so
does gx for any g ∈ G. Another way of saying this is that the Cantor-Bendixson
height of a point is invariant under taking orbits. In the first section we will
construct an equivariant Godement resolution and show that it is injective. In
the final section we will carry out the injective dimension calculations on the
equivariant Godement resolution to show that the analogous result to Chapter 7
holds, Theorem 8.2.8.
8.1 G-equivariant Godement resolution
We begin by making explicit the injective resolution we will be using throughout.
We will prove that this satisfies the required properties.
Construction 8.1.1. Let E be a G-equivariant sheaf over a profinite G-space
X. By Proposition 4.5.8,
∏
A∈orb(X)
E|A is injective since the product of injective
objects is an injective object. Here the product is in the category of G-sheaves
over X. We denote this by I0(E).
There is also a monomorphism given by:
δ : E (U)→
∏
A∈orb(X)
E|A (U)
s 7→ (s|A∩U)A∈orb(X)
where U is an open subset of X. We calculate the cokernel of δ and continue this
process inductively to obtain an injective resolution for E.
174
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We now prove that the above map δ is a morphism of G-sheaves of Q-modules
over X.
Proof. Let ιA be the closed inclusion of the orbit A into X. We know that any
orbit A is closed by Proposition 4.5.1. Then as in [Ten75, Theorem 3.7.13] ιA∗
represents the restriction functor and ιA∗ represents extension by zero, which are
left and right adjoint to each other respectively.
We first show that we have a morphism:
φA : E(U)→ E|A (U)
s 7→ s′, where s′(x) = (s(ιA(x)), x) ,
U is open in X and E|A (U) = E|A (ιA−1(U)) = ιA∗ιA∗E(U). The map δ is taken
to be the map:
(φA)A : E →
∏
A∈orb(X)
E|A ,
where the codomain is the product of non-equivariant sheaves. We will then show
that δ maps into the discretisation of the product of sections over U , so that δ
is a morphism whose codomain is the categorical product with respect to the
category of G-sheaves over X.
We shall prove that the map φA is the adjoint of the identity morphism on
E|A which equals ιA∗E. By definition, the adjoint of this morphism is given by
the following composite:
E ν // ιA∗ιA∗E
ιA∗(Id)// ιA∗ιA∗E
where ν is the unit map and ιA∗(IdιA∗E) = IdιA∗ιA∗E. By [Ten75, pp. 59] this is
precisely φA, so this is a map of sheaves. For G-equivariance, if x ∈ A we will
show that if sx ∈ Ex and g ∈ G then φAgx(g(sx)) = g(φAx(sx)).
First note that this by definition reduces to showing that g(s′(x)) = (g∗s)′(gx).
But by definition of s′ this holds immediately, since:
g(sx, x) = (g(sx), gx).
For the discrete condition notice that if s ∈ E(U) is N -equivariant for an open
normal subgroup N of G and U being N -invariant, then
(
s|U∩A
)
A∈orb(X) must be
N -equivariant.
To see that δ is a monomorphism, let s and t be sections over U which satisfy
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that
(
s|A∩U
)
A∈orb(X) =
(
t|A∩U
)
A∈orb(X) .
We can use the general fact that if a, b : Y → Z are maps of sets and {Ki | i ∈ I}
is a partition of Y with a|Ki = b|Ki for each i ∈ I, then a = b. Therefore by
setting a = s|U , b = t|U and the partition to be
{U ∩ A | A ∈ orb(X)}
we obtain s|U = t|U as required.
Corollary 8.1.2. If E is a Weyl-G-sheaf of Q-modules then the G-sheaf con-
structed from E in Construction 8.1.1 is a Weyl-G-sheaf. Let X be a G-space
such that each x ∈ X has a neighbourhood basis Bx satisfying that each U ∈ Bx is
stabG-invariant. Then if E is a stalk-wise fixed sheaf then the G-sheaf constructed
from E in Construction 8.1.1 is a stalk-wise fixed sheaf.
Proof. The reason the proof of Construction 8.1.1 holds for these subcategories
can be seen in light of Propositions 4.3.15 and 4.3.16. If a section s is NK-
equivariant (or stabG(x)-equivariant) then the corresponding section under the
image of δ is equivariant with respect to this subgroup. This is analogous to the
part of the proof in Construction 8.1.1 where we see that a N -equivariant section
s satisfies that δ(s) is N -equivariant.
Definition 8.1.3. If E is a G-sheaf of Q-modules over a profinite G-space we
define the equivariant Godement resolution inductively as follows:
0 // E
δ0 // I0(E)
p

// I0(coker δ0) = I
1(E) // . . .
coker δ0
δ1
66
This comes from Construction 8.1.1.
As a consequence of Proposition 4.5.8 it follows that for any G-sheaf of Q-
modules (or Weyl-G-sheaf of Q-modules) E, I0(E) is injective, since products of
injective objects are injective. This demonstrates that as in the non-equivariant
case, the analogous equivariant Godement resolution in Definition 8.1.3 is an
injective resolution.
Proposition 8.1.4. Let x be an isolated point in a G-space X, then G-sheaves
of the form I0(E) satisfy that I0(E)x = Ex for any G-sheaf E. The same is true
in the category of Weyl-G-sheaves.
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Proof. Since {x} is open we know that:∏
A∈orb(X)
E|A {x} = E|A ({x}) = Ex
where A is the orbit of x.
This gives the following useful corollary which is immediate from Proposition
8.1.4.
Corollary 8.1.5. If E is any Weyl-G-sheaf over a profinite G-space X and x is
an isolated point of X, then δx is surjective so that coker δx = 0.
Remark 8.1.6. This demonstrates an important subtlety, in the definition of
I0(E) we consider a product which is indexed over orb(X) as opposed to X. The
previous corollary shows that δx is an isomorphism with orb(X) indexing. If we
index the product over X then I0(E)x =
∏
y∈A
Ey where A is the orbit of x. This
is not Ex unless x is G-fixed.
8.2 Injective dimension calculation
This section will complete the chapter by calculating the injective dimension of
the category of G-sheaves in a way analogous to Chapter 7. We begin with the
following lemma, which will be useful in proving Propositions 8.2.2 and 8.2.3,
which help us to generalise what is known in the non-equivariant case.
Lemma 8.2.1. Let X be a G-space with Cantor-Bendixson rank n. If x is any
point of height k, where k > 0, then any neighbourhood U of x contains points of
height j for every j ≤ k.
Proof. We can assume without loss of generality that U ∩ X(k) = {x}, since if
it does not we can choose V ⊆ U which does satisfy this. Clearly U contains a
point of height k, namely x, so we now show that there is a point of height k− 1.
We know the following two facts:
• U ∩X(k) = {x},
• U ∩X(k−1) 6= {x}.
It therefore follows there exists infinitely many points of the form y in U which
are isolated in X(k−1) and hence have height k − 1. For height k − 2, we know
we can find an open neighbourhood V ⊆ U of a point y of height k− 1 satisfying
the following two properties:
• V ∩X(k−1) = {y},
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• V ∩X(k−2) 6= {y}.
This means that there are infinitely many points z in V ⊆ U of height k−2. The
proof continues inductively.
Proposition 8.2.2. If x is a non-isolated point belonging to the scattered part
of a profinite G-space X, then any open neighbourhood of x contains infinitely
many points in a different orbit. If X is of the form SG for some profinite group
G this holds for any non-isolated point.
Proof. For the first part, observe that this statement is true since the following
facts hold:
1. every neighbourhood of x contains infinitely many points of every Cantor-
Bendixson height less than x,
2. points in the same orbit of x have the same height as x,
where the first fact follows from Lemma 8.2.1. For the second part if K is not
isolated then take any O(N,NK) for N open and normal in G. If K 6= NK
then K is a proper subgroup of NK so this does not belong in the orbit of K.
If they are equal then since K is not isolated there must exist H ∈ O(N,NK)
where HN = K and H 6= K, hence H is not in the orbit of K as it is a proper
subgroup.
Note we can assume that there are infinitely many points in this case since each
O(N,NK) contains infinitely many O(N ′, N ′K) and we can apply the argument
to each of these individually.
This is significant since it proves that if x satisfies the assumptions in the
proceeding proposition, then I0(E)x is not determined solely by the orbit of the
x component.
In the non-equivariant case in Chapter 7, when constructing an element of
the Extn group which was non-zero we considered (0x, sy)y∈U\{x} where sy was a
chosen non-zero element of coker δiy. In this setting our resolution is constructed
by taking products of sheaves which are not just concentrated over a point but
over a closed orbit which is probably infinite. Therefore the elements we construct
have to be non-zero sections over each orbit, which explains why the following
lemma is analogous to the non-equivariant case despite being somewhat different.
Proposition 8.2.3. Suppose that X is a profinite G-space such that each x ∈ X
has a neighbourhood basis Bx satisfying that each U ∈ Bx is stabG(x)-invariant.
If F = cQ then each coker δi(U) from Definition 8.1.3 has a stabG-equivariant
section which is non-zero, where U ∈ Bx and i smaller than the height of x.
In this proof we shall construct an equivariant section which is non-zero across
many orbits.
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Proof. We will prove this result inductively. If we take any such U then we can
choose a non-zero rational p belonging to F (U) and define tAx = (sA)A∈orb(X) in∏
A∈orb(X)
F|A (U) by:
sA = 0 if height(A) equals height(x)− 2k for k ∈ N0, and
sA = p|A if height(A) equals height(x)− (2k − 1) for k ∈ N0.
To see why this would work, assume that δ(a) = (sA)A∈orb(X) for some a in F (U).
Then a|A = sA which is either p or 0. There exists some orbit A with a|A = 0
and so ay = 0 for all y ∈ A. This means that there is some open neighbourhood
V such that a|V = 0. However we have also seen in Lemma 8.2.1 that V contains
infinitely many points of each height less than A. This leads to a contradiction
since there must exist orbits A′ such that a|A′ ⋂V = sA′ = p 6= 0.
For example, the first four examples are given as follows:
sAx = 0 if Ax is the orbit of x
sA = p|A if A has height 1 less than that of x
sA = 0 if A has height 2 less than that of x
sA = p|A if A has height 3 less than that of x.
Therefore this family we have constructed cannot be in the image of δ since orbits
have empty interior by Proposition 8.2.2. Inductively, we continue by setting t
equal to this family and using t ∈ coker δ(U) in place of p and applying the same
alternating argument i.e. we have rAx = (rA)A∈orb(X):
rA = 0 if height(A) equals height(x)− 2k for k ∈ N0, and
rA = t
A|A if height(A) equals height(x)− (2k − 1) for k ∈ N0
where tA|A represents the section constructed analogously to tAx by replacing Ax
with A. The section maps z 7→ tAz for z ∈ A, which is non-zero by Proposition
8.2.2. Namely if z ∈ A and δ(a)z = tAz, then there is an open neighbourhood V
of z such that (a|V ∩A)A = (sA)A. The proof is similar to above:
Since sA = 0, every neighbourhood of z contains infinitely many orbits B
such that sB = p|B which is non-zero. Then az = 0 and hence a is zero on
some neighbourhood of z contradicting that a restricts to non-zero p|B for some
subsets of this neighbourhood. This means that tAz is not in the image of δ. It
is therefore non-zero in coker δz.
We will now see that rAx is a non-zero section with respect to the next cokernel,
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which illustrates the inductive step. Namely, there must exit an orbit B such that
rB = 0. If y ∈ B with δ(a)y = rAxy, then there is an open neighbourhood V of y
such that (a|V ∩A)A = (rA)A.
Since a|V ∩B = rB = 0, every neighbourhood of y contains infinitely many
orbits A such that r|A = tA|A which is non-zero. On the other hand ay = 0 so
there exists some open neighbourhood which a is zero on. This contradicts the
fact that a restricts to non-zero tA|A for some subsets of this neighbourhood. This
means that rAxy is not in the image of the ay with respect to δ0. Here δ0 is the
monomorphism in the next stage of the resolution. Therefore coker δ0y 6= 0.
If x has height atleast three bigger than the index of coker δi then the section
rAx constructed will be zero over all orbits of two less than the height of x.
Notice that these sections are stabG(x)-equivariant since the original section p
is and we are taking families of restrictions to entire orbits, therefore to stabG(x)-
invariant subsets. Also, viewing p as a global section we know that it is G-
equivariant. Since each point has a neighbourhood basis where each element U
is stabG(x)-invariant, it follows that p|U is stabG(x)-equivariant.
There is a reason why we consider an alternating sequence in the above proof.
If we tried to consider the family which was defined by sAx = 0 and sA = p
otherwise, we could use that Ax is closed to deduce that U \ Ax is open and the
restriction of U to this family is in the image of p. This approach could show
that coker δx 6= 0, however the section which arrives at this conclusion using this
approach would be zero for orbits outside of that of x. This is why we try to
construct a section which is non-zero across many orbits.
Notice in particular that this holds for X = SG since for each closed subgroup
K, the neighbourhood basis sets of the form O(N,NK) are NG(K)-invariant. We
now have the following consequence to Proposition 8.2.3.
Corollary 8.2.4. Suppose that X is a profinite G-space such that each x ∈ X has
a neighbourhood basis Bx satisfying that each U ∈ Bx is stabG-invariant. Then
any point x of X and i less than the height of x satisfies coker δixstabG(x) 6= 0.
We now observe that key lemmas proven in the non-equivariant setting now
hold even when we consider a G-action.
Lemma 8.2.5. Lemmas 7.2.6 and 7.3.9 hold in the Weyl-G-sheaf setting.
Proof. Lemma 7.2.6 follows immediately from Proposition 8.1.4 combined with
the original proof of Lemma 7.2.6. The G-equivariant analogue of Lemma 7.3.9
follows from Proposition 8.2.3 and Corollary 8.2.4.
Furthermore we have the following lemma which also holds in the category of
Weyl-G-sheaves when we introduce a G-action.
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Lemma 8.2.6. Lemmas 7.2.9 and 7.2.10 hold in the equivariant setting except
we end up with stabG(x)-fixed points, where we consider ιAx(Q), the extension by
zero of the constant sheaf at Q over the orbit Ax.
Proof. We have the following equalities which are similar to those in the proof of
the original non-equivariant case. For the following we will consider the G-sheaf
E.
homG-Sh(X)
ιAx(Q), ∏
A∈orb(X)
ιA(E|A)
 = ∏
A∈orb(X)
homG-Sh(X)
(
ιAx(Q), ιA(E|A)
)
= homG-Sh(A)
(
G ×
stabG(x)
Q, G ×
stabG(x)
Ex
)
= Ex
stabG(x)
where the second last equality follows from Proposition 4.5.4, and the final term
is non-zero at any stage of the resolution by Corollary 8.2.4 when E = cQ.
Looking at the original non-equivariant proof, for the maps induced by the
hom-functor if:
f ∈ homG-Sh(Ax)
(
G ×
stabG(x)
Q, G ×
stabG(x)
coker δkx
)
where coker δkx 6= 0, then we have a map of basic open subsets similar to the
proof of Proposition 4.5.6 as follows:
f : G ×
stabG(x)
Q→ G ×
stabG(x)
coker δkx
[g, q] 7→ [g, qfx(1)]
where necessarily fx(1) is stabG(x)-fixed. As in the proof of the original case,
from the definition of δ the morphism δ ◦ f is induced as follows:
δ ◦ f : G ×
stabG(x)
Q→ G ×
stabG(x)
coker δk+1x
[g, q] 7→ [g, [qfx(1), 0, 0, . . .]S].
It follows as in the original case, the homomorphisms in the chain complex that
we calculate the homology of are given by:
δ∗ : coker δkx
stabG(x) → coker δk+1xstabG(x)
a 7→ [(aAx , 0, 0, . . .)x]S
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where instead of using the Hausdorff property we use Proposition 4.5.1 to de-
duce that the complement of Ax is open, which shows that if y /∈ Ax then[
(aAx , 0, 0, . . .)y
]
S
=
[
(0)y
]
S
. This is analogous to the non-equivariant case.
By applying these equivariant alterations to the argument given in the non-
equivariant case we have the following theorem.
Theorem 8.2.7. Suppose that X is a profinite G-space such that each x ∈ X
has a neighbourhood basis Bx such that each U ∈ Bx is stabG(x)-invariant. If
RankCB(X) =∞ then the injective dimension of G-sheaves of Q-modules over X
is infinite. If RankCB(X) < ∞ and X is scattered then the injective dimension
G-sheaves of Q-modules over X is equal to RankCB(X)− 1.
Since SG satisfies the neighbourhood basis assumptions needed, Theorem
7.3.13 holds forG-equivariant sheaves ofQ-modules over SG whereG is a profinite
group. Since the construction of the G-equivariant Godement resolution holds
for the category of Weyl-G-sheaves over SG and since this is a full subcategory
of G-equivariant sheaves we also have the following theorem.
Theorem 8.2.8. If X is equal to SG for some profinite group G such that X is
scattered and of Cantor-Bendixson rank n, then the injective dimension of Weyl-
G-sheaves of Q-modules over X is n − 1. If X is a profinite space with infinite
Cantor-Bendixson rank then the injective dimension is also infinite.
This theorem has the following useful consequence.
Corollary 8.2.9. If G is a profinite group, then the category of rational G-
Mackey functors has infinite injective dimension if the Cantor-Bendixson rank
of SG is infinite. It is equal to the Cantor-Bendixson rank −1 provided SG is
scattered with finite Cantor-Bendixson rank.
Proof. This is a combination of Theorem 8.2.8 and 6.1.31.
It follows from this result that examples in the previous chapter give examples
of various injective dimension calculations of categories of rational G-Mackey
functors for various profinite groups G. We now consider the following examples.
Example 8.2.10. Let G be a finite group. Then since SG is a finite discrete
G-space it follows that this has Cantor-Bendixson rank 1. An application of
Theorem 8.2.8 shows that the injective dimension of Weyl-G-sheaves over SG
is zero. Consequently the algebraic model for rational G-spectra has injective
dimension 0. This example coincides with [GM95, Appendix A].
The following application coincides with the work in [Bar11].
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Example 8.2.11. Let G be the p-adic integers, Zp. We know from Example 7.1.6
that the Cantor-Bendixson rank of SZp is 2. An application of Theorem 8.2.8
shows that the injective dimension of Weyl-G-sheaves over SG is 1. Consequently,
the algebraic model for rational Zp-spectra has injective dimension 1.
Example 8.2.12. Consider distinct primes p1, p2, . . . , pn, then we have a profinite
group
∏
1≤i≤n
Zpi with corresponding profinite space S
( ∏
1≤i≤n
Zpi
)
. We have seen in
Example 7.3.16 that this space has Cantor-Bendixson rank n+ 1. An application
of Theorem 8.2.8 shows that in this case the injective dimension of Weyl-G-sheaves
over SG is n. Consequently, the algebraic model for G-spectra has injective
dimension n.
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