The goal of top-k ranking for objects is to rank the objects so that the best k of them can be determined. In this paper we consider an object to be an entity which consists of a number of attributes whose roles in the object are determined by an aggregation function. The problem of top-ranking in this case is conceptually simple for data that are complete and certain -the aggregation value of an object represents its strength and therefore its rank. For uncertain data, the semantic basis of top-k objects becomes unclear. In this paper, we formulate a semantics of top-k ranking for objects modeled by uncertain data, where the values of an object's attributes are expressed by probability distributions and constrained by some stated conditions. Under this setting, we present a theory of top-k ranking for objects so that their strengths can be determined in the presence of uncertain data. We present our theory in three stages. The first deals with discrete domains, which is extended to include continuous domains. We show that top-k ranking for objects in this context is closely related to high-dimensional space studied in mathematics. In particular, the computation of the volumes of a high-dimensional polyhedron represented by a system of linear inequations is a special case of top-k ranking under our theory. We further extend this theory to add weights to objects' positions and aggregation values in determining ranking results. We show that a number of previous proposals for top-k ranking are special cases of our theory.
Introduction
The general problem of top-k ranking is to rank individuals so that the best k of them can be determined. The problem has wide commercial and social implications. For example, we cast our votes to elect our representatives in parliament from a group of candidates, and we rank products of a particular kind, e.g., cars, based on various factors. In general, individuals can be anything on which an ordering makes sense. They can be (concrete or abstract) objects, events, or tuples in a database; e.g., patients waiting for treatment, leads in a criminal case investigation, performance in a sport or artistic competition, and popularity of politicians/movies/songs, etc.
When restricted to databases, that is, if we assume that individuals in a ranking problem can be suitably represented as database objects, the problem of top-k ranking can be formulated conveniently. An object may have one or more grades, or scores, one for each attribute; e.g., a color grade to tell how red it is and a size grade to tell how large it is. Each object can be assigned an overall grade by combining the attribute grades using an aggregation function. Then, the top-k objects are the k objects with the highest overall grades. Here, the meaning of top-k objects is clear and the main challenge is to compute the top-k objects efficiently in a database context, e.g., by using the Threshold Algorithm [1] and its variants [2, 3] .
The data above is certain. However, when the data in a database is uncertain, or difficult to be characterized quantitatively, the problem of top-k ranking presents an additional challenge -the semantics of top-k ranking. For instance, when we ✩ The work is partially supported by NSERC discovery grants RES0001375 and G121210405, and by 863 Program of China under grant 2009AA01Z150. consider to purchase a car we typically do not have a unique sold price, but we may have a probability distribution of the sold prices; we may be uncertain about a person's height which is known to be between 1.7 and 1.8 m; we may be confident that one candidate is more experienced than another, etc.
The general problem of top-k ranking with uncertain data is highly complex and challenging. One recent approach in databases is to assume a limited form of uncertain data, represented by tuples, each of which holds a score representing the importance of the tuple and a membership probability indicating the level of confidence of the stored information.
Many different uncertain data models have been proposed for uncertain databases [4] [5] [6] [7] , with different semantics of top-k tuples [8] [9] [10] [11] [12] , among which the approach in [8] can be viewed as a limited form of object ranking. It proposes what is called top-k ranking for attribute-level uncertainty model, in which an uncertain database is a table of tuples, each possessing one attribute whose value is uncertain. Here a tuple can be thought of as an object with one attribute and its values are represented by a discrete probability distribution. In a related context where tuples' scores are described by continuous probability distributions [13, 14] , the authors propose top-k ranking for objects where ranking is defined over one attribute.
In general, objects may have more than one attribute with uncertain data. For example, we may want to rent an apartment from a group of the best k choices, based on many factors; for simplicity let us consider prices and locations. The uncertainty of the former may be described by a probability distribution in a range of dollar values. The judgment of location could be fuzzy too; say we have 4 ranks for locations: excellent, good, fair, poor, and we may know that a location is good or excellent but not sure which one it should be. Assuming that the user provides the weights of the two factors on prices and locations (i.e., an aggregation function), we should be able to generate the top-k apartments from the uncertain data. To the best of our knowledge, there is no approach in the literature that defines top-k ranking for objects with multiple attributes with uncertain data.
Uncertain information may be presented in forms different from probabilities, for example, by relations. A noticeable example in real life is the practice of getting a short list. Consider a simple popularity contest: Given three contestants A, B, and C , suppose we know that A is more popular than B; but there is no information as how A is compared to C , neither B to C . Most observers will conclude that A is the top choice; however, the question of top-2 contestants seems not so obvious.
Relations have been employed in top-k ranking. For example, in [15] a notion of top-k queries is proposed, in which we do not know the exact value of an object, yet information about some relations between objects may be available. As another example of the use of relations in top-k ranking, the well-known algorithm, PageRank [16] , is to rank web pages on the Internet. The information used in ranking is the reference relation between web pages (i.e. linkages between web pages). The link structure can be captured by a system of linear equations, from which the page rank of a web page can be computed.
To further motivate the need of constraints, consider the example of selecting the best k apartments again. Sometimes we may know some relation among the values of objects. For example, we may know the rent of apartment A is in the range of [600, 800] and that of apartment B is in [500, 700] . Although the rent is uncertain, we are sure that the rent of apartment B is cheaper than that of apartment A. Clearly, this relation should be taken into account of the final ranking results.
In this paper, we present a new ranking theory where two contributors to uncertainty of data are considered. The first is that the values of an attribute are given in terms of a probability distribution, and the second is that the values of attributes satisfy some stated constraints. We present our theory in three stages. The first assumes discrete domains. In this case, it is convenient and conceptually intuitive to define top-k objects using the notion of possible worlds. This material is given in Section 2. This formulation is extended to include continuous domains. We show that top-k ranking for objects in this context is closely related to some mathematical problems in high-dimensional spaces, in particular, the problem of computing volumes of a high-dimensional polyhedron represented by a system of inequations can be viewed as a subproblem of top-k object ranking of our theory. This material is presented in Section 3. Due to this relationship, we can apply the algorithms studied in mathematics for the former to compute top-k objects, where the constraints and aggregation function are linear expressions and the probability distributions are continuous uniform. Further in Section 4, we consider different weights to different positions of objects and add the aggregation values of objects to top-k ranking so that the ranking results are more reasonable.
In Section 5, we compare our ranking theory with related work in the literature. We show that a number of definitions of top-k objects in the literature are just special cases of our ranking theory. In addition, we illustrate by examples that our ranking theory can improve the quality of ranking results or extends the scope of applications for the existing approaches. Section 6 presents a summary and discusses future directions.
Top-k ranking for discrete domains
In this section, we present a theory of top-k ranking for objects whose data values are from discrete domains. The theory is formulated using the possible world semantics. In this section, we assume that each variable x ij ∈ X has a finite discrete domain, and therefore the probability distribution of a variable is also discrete. Given n objects and m attributes, we are interested in tuples of the form η = (c 11 , . . . , c 1m , c 21 , . . . , c nm )
where c ij is a value of x ij , i.e., a value of object o i under attribute a j . The probability of this tuple, denoted by Pr(η), is defined by
A tuple of (1) represents one possible set of values for the underlying variables. Thus a tuple represents a scenario of all objects having their concrete attribute values. Although we know there is one actual world (the set of actual values for the variables), we do not know which one it is and thus every such set serves as a ''possible world''.
If Pr(η) > 0, the tuple η is nontrivial. Following the general idea of the possible world semantics, we define a possible world in this context to be a set of the values in η associated with their variables. Given a tuple η in the form (1), this can be conveniently denoted by
That is, a possible world consists of n×m elements, each of which is a variable taking a value from its domain. In other words, η is an assignment of values to variables for all objects. For notational convenience, we will continue to use the notation of tuple in the form (1) to denote a possible world. Thus, the probability of the possible world η ′ , denoted Pr(η ′ ), is defined to be that of the corresponding tuple η, i.e., Pr(η ′ ) = Pr(η). For notational convenience, in the sequel, given an aggregation function t, an object o i (1 ≤ i ≤ n), and a tuple η of the form (1), the aggregation value of o i w.r.t. η, denoted t o i (η), is the aggregation value of o i computed by t when variable x ij take values c ij ( 
Then, whether an object o i is a top-k object is determined by how many possible worlds that ''support'' o i . Formally, let D = ⟨O, A, X , P, F ⟩ be a database, η = (c 11 , . . . , c 1m , c 21 , . . . , c nm ) a possible world, and t an aggregation function. Given an object o i , if there are at least n − k other objects o i ′ such that t o i (η) ≥ t o i ′ (η), then we say that the possible world η supports
In other words, η supports object o i whenever η places o i ahead of at least n − k other objects, under the aggregation function t. This is like casting a vote. η supports o i when it casts its vote to o i as a top-k object.
We now bring the constraints into the formulation. Here we give some examples of ranking problems covered by this formulation of top-k ranking. Example 2.6. Suppose there are two objects O = {o 1 , o 2 } and one attribute A = {a 1 }. We thus have two variables X = {x 11 , x 21 }. Assume both domains are [0, 1] and the probability distribution of x 11 is p 11 (x 11 = 0.3) = 0.7 (meaning that the probability of the value of x 11 being 0.3 is 0.7, similarly below) and p 11 
Extension to continuous domains in high-dimensional space
In the definition above, we used possible worlds to define top-k ranking, where probability distribution is assumed to be discrete. When the probability distribution is continuous, we have continuous domains for variables. If we continue to use a possible world to represent a point in a high dimensional space, then we are going to have infinitely many possible worlds. In this case, it is more convenient to represent a point by its coordinate values. This does not change the nature of the semantics even for discrete domains. However, some technical details need to be handled for continuous domains.
The definitions of database D = ⟨O, A, X , P, F ⟩ and aggregation function are the same as before. Each variable x ij ∈ X can be viewed a dimension in an n × m dimensional space, and a tuple η = (c 11 , . . . , c 1m , c 21 , . . . , c nm ) represents a point by its coordinate values. We then can represent the support set in Section 2 by a system of equations and inequations, which over n variables defines a q-dimensional space, where q ≤ n. This space contains all the points whose coordinate values satisfy all the equations and inequations and does not contain any points whose coordinates conflict with any equation or inequation.
We assume that the domain of each variable in X is bounded finitely, i.e.,
where l ij and u ij are real numbers. To get the top-k objects, we need to define some spaces.
The first space, denoted by Γ , is defined by all the inequations and equations in F and the domain of each variable in X .
The second space, denoted V i w.r. For D = ⟨O, A, X , P, F ⟩, we assume that all the probability distributions in P are independent. If all the probability distributions in P are discrete, we get the joint probability mass function of X :
We define the support strength of o i as (assuming η = (c 11 , . . . , c 1m , c 21 , . . . , c nm )):
If some of the probability distributions in P are continuous, we get the joint probability density function of X :
Let Θ be the set of points which contain all the points with joint probability density function value greater than 0 and does not contain any point with joint probability density function value equal to 0. Consider all the spaces below
We discuss these spaces in two cases.
First, if all the spaces in expression (4) are empty, we define support strength of any object o i ∈ O to be 0. Second, if not all the spaces in (4) are empty, let s (0 ≤ s ≤ n × m) be the maximal dimension among all spaces in (4) .
where q is a positive integer, be the set of s-dimensional spaces in Υ i ∩ Θ, and 
• 
. . , o a n−k }. Let U ij denote the following set of inequations and V ij denote the space defined by U ij . Define
For a database D = ⟨O, A, X , P, F ⟩, where O = {o 1 , . . . , o n } and A = {a 1 , . . . , a m }, we assume the maximal dimension of all the support spaces of objects is s. When the probability distributions in P are all continuous uniform distributions over entire domains, we just need to calculate the volume of the s dimension support space to each object o i to get top-k objects.
Because each point has the same probability density function value and the support strength of an object is the product of the volume of the s dimension support space to this object and the probability density function value, we can use the volume of the s dimension support space to an object to measure the support strength of the object. So in this situation, the top-k objects in D are the k objects with largest volumes of s dimension support spaces.
Example 3.1. We keep all the conditions as in Example 2.7, except the probability distribution. We change the probability distribution of x 11 and x 21 to be continuous uniform distribution. The example is illustrated in Fig. 3 . Since the probability distribution of each variable is continuous uniform distribution, we use volume to measure the support strength to an object. For this example, as the problem is in 2-dimensional space, we can use area to measure the support strength to an object. All the points inside S 1 support o 1 and all the points inside S 2 support o 2 . S 1 is the support space to o 1 and S 2 is the support space to o 2 . Clearly, in this example the maximal dimension among all support spaces is 2. S 1 can be described by the following inequations:
S 2 can be described by the following inequations:
As the area of S 2 is larger than the area of S 1 , o 2 is the top-1 object.
Example 3.2.
We keep all the conditions as in Example 3.1, except the constraint. We change the constraint to x 21 = 0.2x 11 + 0.5. The example is shown in Fig. 4 . We can use the length of a line to measure the support strength of an object.
All the points in line BC supports o 1 and all the points in line AB supports o 2 . Line BC is the support space to o 1 and line AB is the support space to o 2 . In this example, the maximal dimension among all support spaces is 1. Because the length of AB is longer than the length of BC , o 2 is the top-1 object. This example shows that constraints can be equations. We keep all the conditions in Example 3.1, except the probability distribution. We change the probability distribution of x 11 p 11 and the probability distribution of x 21 p 21 to continuous non-uniform distribution. The example is also shown in Fig. 3 . We cannot use volume to measure the support strength. We have to use integration. As all the points inside S 1 
Computation
Here we presented a limited study on the method of computation. We restrict F to linear inequations and the aggregation function to be linear. We also restrict the probability distributions in P to continuous uniform distributions over the whole domains. Let the maximal dimension of all the support spaces to objects be s. We only need to compute the volumes of s dimension support spaces to objects to get the top-k objects. Since the aggregation function is linear, we can see that U ij only contains linear inequations. As F only contains linear inequations, the s dimension support space to object o i is the union of the high-dimensional spaces each of which is a high-dimensional polyhedron represented by a system of linear inequations. Thus, under these restrictions, the computation of top-k objects can be transformed to the subproblems each of which computes the volume of a high-dimensional polyhedron represented by a system of linear inequations.
Given an algorithm for the computation of volumes of a high dimensional polyhedron represented by a system of linear inequations (e.g. see [17] ), we can apply it to compute top-k objects. The support space of o 1 composes of two parts, which are the high-dimensional polyhedra represented by the following two systems of linear inequalities, respectively:
We can find that the maximal dimension of all the support spaces to objects in D is 6. The support space of o 1 is 6 dimensions. So we just need to compute the volume of the support space of o 1 . Then we can use an algorithm, for example, the one in [17] , to compute the volume of a high-dimensional polyhedron represented by a system of inequations. The volume of the support space of object o 1 is the sum of the volumes of the two polyhedra. The support space of o 2 and o 3 also has 6 dimensions. We can compute the volume of the support space of objects o 2 and o 3 similarly. Then the top-2 objects are the 2 objects with largest 2 volumes of support spaces.
Further extensions
From a point in a high dimensional space, we can rank the underlying objects according to their aggregation values. In this ranking, each object has a position. In the formulation of the previous section, there is no difference for an object to be ranked at the first position or 2nd position. Each position in the top k positions has the same influence to the final ranking result, and each position lower than k has no influence to the final ranking result. This is reasonable in some applications. But sometimes it is desirable to assign weights to different positions. For example, if an object ranks the first in a point, it should get more support than the object ranked the second from the same point. This concept is common in real life. For example, in a sporting event a gold medal weighs more than a silver medal.
In this section, we define the position of an object in a point to be the number of objects with higher aggregation values. In our original ranking theory, the aggregation values of objects are used to give an order of objects in a point. After the order is determined, the aggregation value itself will not be used in ranking again. For example, candidate A is preferred over candidate B for trustworthiness, but the extent of this preference is not considered previously. Therefore, sometimes it is desirable to include the aggregation values in the process of ranking. In this section, we extend our ranking theory in Section 3 so that different positions can get different weights and aggregation values of objects themselves can be included in top-k ranking.
We note that the notion of parameterized ranking functions introduced in [10] embodies a similar concept.
We now give the details. Let database D = ⟨O, A, X , P, F ⟩ and aggregation function t be the same as before. 
get the same top-k ranking definition as the one in Section 3.
For D = ⟨O, A, X , P, F ⟩, we still assume that all the probability distributions in P are independent. If all the probability distributions in P are discrete, we get the joint probability mass function of X : 
We define Θ to be the same as in Section 3.
We observe all the spaces below
We discuss these spaces in two cases. 
•
We define the support strength of o i :
The top-k objects in D are the k objects with highest support strength (if smaller values of weights are considered more important, then the top-k objects in D are the k objects with lowest support strength).
Here we show how to express V b i as some systems of inequations. For an object
ij denote the following set of inequations:
When we restrict F and the aggregation function to linear expressions and require that the probability distribution in P be continuous uniform distributions, we can also use the method introduced in Section 3.1 for computation.
Comparison with related work

Comparison with our previous work
In [18] , we propose a ranking theory for uncertain data with constraints. For a database D = ⟨O, A, X , P, F ⟩, the ranking theory defines a semantics for top-k objects in D. Both the ranking theory in this paper and the ranking theory in [18] rank objects with uncertain data. The uncertainty in both cases is presented in two formats: probability distribution of values of objects and relations among values of objects.
However, these two theories give different semantics for objects with uncertain data. The theory proposed in [18] ranks top-k object sequences, which are sequences of distinct objects from O. The top-k object sequence with highest appearance probability is chosen as the top-k objects. This is actually a ''team'' ranking, where an object sequence is considered as a whole. It focuses on the whole effects when k objects combine together in some order. It compares all the possible sequences of k objects to see which one is stronger under some criteria. An object is a top-k object because the sequence with the highest strength contains this object, somewhat independent of the desirability of the object alone.
The ranking theory in this paper is individual ranking, which chooses the k objects with highest support strengths to be the top-k objects. An object is chosen as a top-k object because of the strength of itself, independent of the choices of the other top-k objects.
Constraints in top-k ranking
To illustrate why we introduce constraints in our ranking theory, we show two examples. The first illustrates that our ranking theory improves ranking quality over the previous approach in [15] . The second shows that Pagerank [16] falls into our theory.
Agrawal et al. [15] propose a method of ranking objects when some relations between objects are specified. These relations can be some arbitrary orderings which may or may not satisfy antisymmetry or transitivity. In the paper, an example of actors is presented, where we want to rank their popularity without any knowledge of the exact values of degrees of popularity. Instead, we know some preferences between actors, such as some are more popular than some others. A simple method is then used to find the k most popular actors. Assume there are m different sets of preferences each of which is specified by a partial order on actors. Given a partial order, the method in the paper finds a total order that satisfies the partial order. Then this total order is updated by putting the actor without any preferences with other actors at the end of the order. Then for each actor, a score n − i + 1 is assigned, where n is the number of actors and i the position of the actor in this order. Then for each set of preferences, each actor has a score. An actor thus has m scores. The paper gives an aggregation function designed by the authors themselves to get an aggregation score which combines the m scores for each actor. Then the top-k actors are the k actors with highest aggregation scores.
To see the difference of the method in [15] from ours, assume there is only one set of preferences which consist of a partial order. Using the method in [15] , two actors can rank before or after each other if there are no preferences between them. For instance, suppose there are 100 actors A 1 , . . . , A 100 . The partial order of the preferences is: A 1 is more popular than A 2 , . . . , A 98 and A 99 is more popular than A 100 . Using the method in [15] , we cannot tell which one between A 1 and A 99 is more popular. But our theory says A 1 has more support strength than A 99 . Here we assume each actor has a popularity score and this score is an uniform probability distribution in [0, 1]. And we assume the weight function is only related to positions of actors in possible worlds and positions in front have higher weights. The partial order is the constraints. Then we get our ranking result which ranks A 1 ahead of A 99 . Due to the preferences, A 1 is more popular than most other actors and A 99 is more popular than only one actor, A 1 has more chances to be ranked ahead of A 99 . These observations lead to the conclusion that out ranking theory gives more reasonable ranking results than the one in [15] .
PageRank [16] is an algorithm for page ranking in the World Wide Web. The relations between pages can be described by a group of linear equations:
where p i is a page, PR(p i ) is the page rank of page p i , M(p i ) is the set of pages that link to p i , d is the damping factor, L(p j ) is the number of outbound links on page p j , and N is the total number of pages. The ranking problem can be thought as an extreme case of our ranking theory given in Section 4, where pages are objects and there is only one attribute (let us call it page rank). Thus, we have N variables, X = {x 11 , x 21 , . . . , x N1 }. Let us assume the domain of each variable is [0, 1]. Let us further assume that the probability distribution of each variable is a continuous uniform distribution over the entire domain. For simplicity, assume the joint probability density function is 1. Under our theory, the set of equations above can be viewed as the constraint set F . Let the aggregation function be a simple one,
, and the weight function be ω(t
Clearly, there is exactly one solution for this system of equations, which corresponds to the coordinate values of a single point in the N-dimensional space. Note that this point is the support space of each page, and the support strength of a page is the value of the page rank of the page. If some equations are missing in the group of equations above such that the number of variables is more than the number of equations for some reasons, our ranking theory can still provide the page ranks for pages, because all we need to do is to compute the support strength for each object, and therefore to determine the page rank of each page.
Comparison with top-k object ranking with discrete probability distribution
The question of top-k ranking in uncertain databases has attracted much attention recently. Many different top-k tuple ranking definitions have been proposed [8] [9] [10] [11] [12] . As remarked in Section 1, in [8] the authors propose the definition of top-k ranking for attribute-level uncertainty model in uncertain databases, where an uncertain database is a table of N tuples with one attribute whose value is uncertain. The values of the uncertain attribute of a tuple is described by a discrete probability distribution. A possible world consists of N tuples each of which takes one value for the domain of the attribute, according to its probability distribution. The probability of a possible world is the product of the probabilities of all the values of the tuples in this possible world. Let Ω be the set of all the possible worlds. The rank of a tuple in a possible world W is defined to be the number of tuples whose values are higher than this tuple. The rank of a tuple
Then the top-k tuples are the k tuples with lowest expected ranks.
We can think of a tuple above as an object. Consider the definition of the database D = {O, A, X , P, F } in Section 4. The object set O is the set of tuples with one attribute. Thus we have n variables, X = {x 11 , x 21 , . . . , x n1 }, each with a discrete probability distribution. There are no constraints. So F is empty. Assume the weight function is ω(t(o i ), Position(o i )) = Position(o i ), where Position(o i ) is rank W (t i ) (a possible world W can be thought of as a point). So the definition of top-k ranking for attribute-level uncertainty model in [8] can be thought as a special case of our extended ranking theory in Section 4.
For the definition of top-k ranking in [8] , our definition can improve the quality of the ranking results by considering different weights for positions. The weights of positions in [8] are fixed. But in real applications, we may wish to adjust the weights of positions depending on different conditions. Sometimes we may want to include the values of objects into the process of ranking. This is allowed in our ranking theory but not in [8] .
Comparison with top-k object ranking with continuous probability distribution
In [14] , the authors propose to rank records with uncertain scores in databases. In some applications, the score of a record t i is modeled as a probability density function f i defined on a score interval [lo i , up i ]. The interval-based score representation can induce a partial order over database records. If a record's lower bound is higher than another record's upper bound, we can order this record ahead of the other record. Otherwise, there is no order between these two records. Thus, we get a partial order among these records. The linear extensions of the partial order are all the possible total orders consistent with the partial order. In the paper, each linear extension is associated with a probability, and different ranking queries are considered, one of which is called Uncertain Top Rank (UTop-Rank). A UTop-Rank(i, j) query reports the most probable record to appear at any rank i · · · j in possible linear extensions. A l-UTop-Rank(i, j) query reports the l most probable records to appear at a rank i · · · j. It can be shown that if we treat records as objects, the answer to k-Utop-Rank(1, k) query is the top-k objects defined in Section 3.
In [14] , there is another definition of ranking query called Uncertain Top Prefix (UTop-Prefix). A UTop-Prefix(k) query reports the most probable linear extension prefix of k records. This definition is just a special case of our definition of top-k objects in [18] .
In [13] , the authors propose a new definition which is called parameterized ranking function to rank tuples with uncertain scores which are captured by continuous probability distribution. We assume we are given a probabilistic dataset consisting of n tuples, where each tuple has an uncertain score which is described by a continuous probability distribution. A tuple is also associated with an existence probability to represent the probability of existence of this tuple in the dataset (a tuple may or may not exist in the dataset). The uncertain tuples and attribute scores are independent of each other. A possible world consists of some tuples with fixed values. A tuple may have an infinite number of values (from a continuous domain), so there can be an infinite number of possible worlds. We use r(t) to denote the position of tuple t in a possible world. If a tuple does not exist in a possible world, we denote its position by ∞. Pr(r(t) = j) is the probability that t is ranked at position j. ω : T × N → C is a weight function that maps a tuple-rank pair to a complex number. The parameterized ranking function is defined as: Υ ω (t) = ∑ i>0 ω(t, i)Pr(r(t) = i). A top-k query returns the k tuples with the highest |Υ ω | values.
If we treat tuples as objects and add the following three restrictions, the answer of top-k query is then the top-k objects defined in Section 4. First, we assume each tuple's existence probability is 1. That is, it is certain that all the tuples in a given dataset do exist. It follows that each possible world contains n tuples. Second, we restrict the weight function to map to real numbers. Finally, we assume that the domain of each tuple's score is defined by an interval (whose bounds are real numbers). Under these restrictions, let the object set O be the set of tuples, the attribute be the only one in A, the variable set be X = {x 11 , x 21 , . . . , x n1 }, and F be empty. Then, the answer of top-k query here is just a special case of our definition of top-k objects in Section 4.
Both definitions in [13, 14] consider only one attribute. But our theory can handle multiple attributes with uncertain values. So our theory extends the application areas of the ranking on uncertain scores with continuous probability distributions.
Conclusion
In this paper, we have presented a ranking theory for objects with uncertain data. We apply the possible worlds semantics to define top-k objects for discrete uncertain data. Then we extend the definition of top-k ranking in high-dimensional space for objects with discrete or continuous uncertain data. We have identified the problem of top-k ranking for objects to be an extension of the problem of computing volumes of high-dimensional polyhedron represented by a system of linear inequations. We further extend this theory to add weights to objects' positions and aggregation values in determining ranking.
As future work, it is important to investigate the computational properties of the theoretical framework presented in this paper. As the general problem is highly complex, one direction is approximation algorithms, and the other is to extend efficient algorithms for one attribute [13] to multiple attributes where uncertainty is generally sparse. In this case, we believe that the theory presented in this paper can be practically useful. Another important future direction is how to discover appropriate aggregation functions and constraints for particular application domains. Machine learning techniques should be helpful for this purpose.
