. In fact, they are projections of X onto the three planes depicted in Fig. 1(b) of the main article. Notice that B = (e 1 , e 2 ) under the model (ii) and hence X 1 and X 2 are only two informative variables and one can visualize all the classification information between Y and X = (X 1 , X 2 , X 3 )
A 360-degree rotation animation of Fig. 1(b) in the main article is available in the online Supplementary Material. As further illustration for how the central subspace estimation affects the data visualization, we depict the sufficient dimension reduction result for model (ii) of our illustrative examples in Section 1 in a different fashion. Figure A .1 shows predictors projected on the true S Y |X in panel (a) and the estimated S Y |X by sliced average variance estimation in panel (b) and the principal weighted support vector machine 30 in panel (c) . In fact, they are projections of X onto the three planes depicted in Fig. 1(b) of the main article. Notice that B = (e 1 , e 2 ) under the model (ii) and hence X 1 and X 2 are only two informative variables and one can visualize all the classification information between Y and X = (X 1 , X 2 , X 3 )
T by plotting Y versus (X 1 × X 2 ) only. Sliced average variance estimation lose some information on classification in the sense that the two classes are not separated as well as on the true S Y |X . On the other hand, the principal 35 weighted support vector machine almost perfectly recovers the true S Y |X , and consequently the separation between the two classes is much clearer on the estimated S Y |X by the principal weighted support vector machine than the one by sliced average variance estimation. 
A·2. Wisconsin Diagnostic Breast Cancer Data
For the Wisconsin diagnostic breast cancer data, a 360-degree rotation animation of the three-Hence Λ π (θ) is strictly convex and has a unique minimizer, θ 0 under (A3). Next we show that (b) sup θ∈Θ | 60 Λ n,π (θ) − Λ π (θ) |→ 0, in probability. Since Λ n,π (θ) is a convex function of θ, the pointwise convergence of Λ n,π (θ) to Λ π (θ) implies the uniform convergence by the convexity lemma of Pollard (1991) . The pointwise convergence follows after the consistency of Σ n and the weak law of large numbers. Finally, the consistency is established by applying Theorem 2.1 of Newey & McFadden (1994) under (a) and (b).
B·3. Proof of Theorem 3
, and hence Λ π (θ) = E{m π (θ, Z)}. Now, we shall prove the following three statements: (a) m π (θ, Z) satisfies the Lipschitz condition with respect to θ; (b) m π (θ, Z) is differentiable for almost every Z for every θ ∈ Θ; (c) Λ π (θ) is twice differentiable with respect to θ with the Hessian matrix H θ given in Theorem 3.
In order to prove (a), notice that the first term of m π (θ, Z), θ TΣ θ is a continuous and deterministic 70 function with respect to θ and it is enough to check the Lipschitz condition of the second term of m π (θ, Z)
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The first inequality holds because ||u|
Therefore m π (θ, Z) satisfies the Lipschitz condition. Next, we will show (b). The first term of m π (θ, Z) is obviously differentiable and hence again it is enough to show the property form π (θ, Z).
by (A2). Therefore m π (θ, Z) is almost sure differentiable with respect to any θ ∈ Θ. Third, we will show (c). Under (a) and (b) established above, we can apply Lemma 2 of Li et al. (2011) , which leads to
Therefore the second derivative is
Let A y (θ) = E{XyI(θ TX y < 1) | Y = y}. Then we only need to consider the differentiability of A y (θ).
by applying Lemma 4 and 5 of Li et al. (2011) under the assumptions (A2), (A4), and (A5). Similarly for Y = −1 we have
Inserting (B.6) and (B.7) into (B.5), we finally arrive at the second derivative of Λ π (θ) denoted by H θ in Theorem 3. Finally, Theorem 3 is a direct consequence of Theorem 5.23 of Van der Vaart (2000) under (a)-(c) and the consistency ofθ n established in Theorem 2.
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B·4. Proof of Theorem 4 LetS
Let ⊗ denote the Kronecker product operator. By (9) we have
It is known that the communication matrix T has the following properties:
Theorem 4 follows after applying the central limit theorem and the covariance matrix Σ M is
B·5. Proof of Theorem 5
The following Corollary B1 states continuity of a map ψ → Λ π (α, ψ) and will be used to prove Theo-110 rem 5. It is a straightforward consequence of Lemma 1 of Li et al. (2011) . COROLLARY B1. Under the same condition in Theorem 5, for any given α ∈ R, the function ψ → Λ π (α, ψ) is continuous with respect to the L 2 (P x )-norm.
Similar to what we did in the proof of Theorem 1, we have
Therefore, for any α ∈ R,
where
If there is an one-to-one transformation of ψ measurable with respect to σ{φ(X)}, then
and the equality in (B.8) holds. If a functionψ has no one-to-one transformation measurable with respect
Thus, for any given α ∈ R, we can choose 
where w h (1) = 1 − π h and w h (−1) = π h . 4. Repeat 3.a-d over an appropriate gird of ρ and then select ρ * which minimizes T C(ρ).
Finally, we selectk which maximizes G n (k; ρ * , M n ).
D. COMPREHENSIVE SIMULATION RESULTS
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D·1. Complete Simulation Result for Linear SDR when k = 2 We provide complete simulation results for all scenarios considered. All the results are consistent for different combinations of n and p. Estimation performance of the sufficient dimension reduction methods improves as n gets larger and/or p gets smaller, which is reasonable. Effect of the sample size n is most dramatic for the proposed principal weighted support vector machine in the sense that its performance is 155 most rapidly improved as n gets larger. 
500 20 0·41 (0·07) 0·79 (0·25) 0·42 (0·07) 0·43 (0·08) 1·02 (0·16) 0·47 (0·09) 0·42 (0·08) 0·37 (0·07) 30 0·49 (0·08) 1·16 (0·23) 0·52 (0·08) 0·52 (0·08) 1·20 (0·13) 0·61 (0·12) 0·50 (0·08) 0·45 (0·07) 10 0·42 (0·12) 0·69 (0·30) 0·49 (0·12) 0·42 (0·12) 1·24 (0·17) 0·45 (0·14) 0·44 (0·12) 0·37 (0·10) 100 20 0·60 (0·12) 1·26 (0·19) 0·73 (0·12) 0·61 (0·11) 1·36 (0·06) 0·74 (0·20) 0·64 (0·11) 0·55 (0·12) 30 0·75 (0·13) 1·39 (0·04) 0·88 (0·10) 0·78 (0·13) 1·39 (0·03) 0·94 (0·23) 0·79 (0·11) 0·75 (0·14)
See Table D .1 for the abbreviations of the methods.
D·3. Additional Simulation Results for Inverse Models
We consider additional simulation studies under the inverse regression type of models where X | Y depends on the value of Y . In particular, we generate Z = (Z 1 , . . . , Z p ) T ∼ N (0 p , I p ) and consider the following two models: The first inverse model f i1 with k = 1 generates X 1 = log(Z 2 otherwise, and X j = Z j (j = 2, . . . , p). The second model f i2 with k = 2 generates X 2 = 2 + (0·5 + Z 2 ) 2 if Y = 1 and Z 2 otherwise, and generates all other predictors in the same way as the first model f i1 . The results are reported in Table D. 3. The linear principal weighted support vector machine still shows competitive performance under the inverse-regression-type models. Table D .3: Performance of the linear sufficient dimension reduction methods for the inverse models fi1 and fi2. Reported values are the averaged Frobenius norm distances between the projection matrices of the true and estimated S Y |X over 100 independent repetitions. Corresponding standard deviations are in parentheses 
D·4. Structural Dimension Determination in Linear Principal Weighted Support Vector Machine
In order to check performance of the proposed procedure for k determination, a simulation study is carried out. As a comparison, the permutation test motivated by Cook & Yin (2001) is applied for sliced average variance estimation. Table D .4 reports the empirical probabilities (in percentage) that each dimension determining procedure estimates k correctly over 100 independent repetitions.
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From Table D .4 below, it is clearly observed that the proposed procedure for the linear principal weighted support vector machine outperforms the permutation test for sliced average variance estimation. Like many other existing methods including the permutation test, the idea of the proposed procedure is to select the first k eigenvectors with relatively large eigenvalues. In binary classification, however, the first leading eigenvalue for the corresponding candidate matrix is always dominantly large regardless of 180 the true k, which is not the case if y is continuous. This is because signals of binary responses are generally weaker due to its low resolution than those of continuous responses. Therefore, if k > 1 in binary classification, it is particularly difficult to detect the second or further directions especially when the sample size is not large enough and/or p is large. This partially explains the pattern in Table D .4 of relatively lower probabilities of correctly estimating k when k = 2 while higher probabilities of correct estimation 185 when k = 1. However when n = 1000, the proposed procedure gives quite promising results. (25) 47 (21) 115 (25) 113 (24) 86 (24) 79 (31) 113 (24) 114 (24) 534 (76) 30 131 (27) 36 (16) 131 (27) 126 (27) 73 (24) 69 (33) 128 (27) 128 (27) 494 (73) 10 196 (29) 166 (29) 196 (29) 196 (29) 187 (27) 183 (28) 195 (29) 195 (29) 1040 (93) 1000 20 212 (29) 132 (37) 212 (29) 210 (29) 189 (26) 181 (32) 210 (29) 210 (29) As an additional real data validation, we use Hepatitis data available at http://archive.ics. uci.edu/ml/index.html. The Hepatitis data record the survival statuses, dead or alive, for 155 subjects with 19 related attributes including age and sex. We refer to the website for the complete details of the data. Out of 19 covariates, only 6 are continuous and the rest of 13 variables are binary. For the 80 subjects whose covariates are completely observed, we carried out the cross-validation study in the same 195 manner as what we have done for the Wisconsin diagnostic breast cancer data in Section 5 of the main article. Table E .1 contains the results. The averaged test error rate of 5-nearest neighbor classification for the original data is 14·2% with standard deviation of 6·4 over 100 independent random partitions. We observe that most sufficient dimension reduction methods with a carefully selected k, except kernel principal 200 weighted support vector machine, do not perform well in the sense that they provide higher test error rates than 14·2%. One possible reason is that the signals of the covariates of the Hepatitis data are not very strong since the most of attributes are binary, which makes it hard to find S Y |X under the linear sufficient dimension reduction assumption. On the other hand, the kernel principal weighted support vector machine can seeks weak signals better due to its flexibility compared to the linear sufficient dimension reduction 
