In this paper we provide a framework to analyze the effect of uniform sampling on graph optimization problems. Interestingly, we apply this framework to a general class of graph optimization problems that we call heavy subgraph problems, and show that uniform sampling preserves a 1 − approximate solution to these problems. This class contains many interesting problems such as densest subgraph, directed densest subgraph, densest bipartite subgraph, dmax cut, and d-sum-max clustering. As an immediate impact of this result, one can use uniform sampling to solve these problems in streaming, turnstile or Map-Reduce settings. Indeed, our results by characterizing heavy subgraph problems address Open Problem 13 at the IITK Workshop on Algorithms for Data Streams in 2006 regarding the effects of subsampling, in the context of graph streams.
INTRODUCTION
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SPAA
Finding the densest subgraph of a graph is one of the fundamental problems in computer science. This problem has many applications across different areas that deal with massive datasets such as Community detection [5, 19, 9, 7] , Link spam detection [11] , distance query indexing [8, 13] , analyzing communication in social networks [9] , and, Computational biology [20] among others. We refer to [16] for a survey of applications of the densest subgraph problem.
In an instance of the densest subgraph problem we are given a graph G and want to find a subgraph sol ⊆ G, that maximizes |E sol | |V sol | , where V sol and E sol are the vertex set and the edge set of sol, respectively. Similarly, in an instance of the directed densest subgraph problem we are given a directed graph G = (VG, EG) and want to find a pair A, B ⊆ VG, that maximizes |E(A,B)| √ |A|·|B| , where E(A, B) is the number of edges from A to B in EG. There are polynomial time algorithms for the densest subgraph problem in the classical setting [6, 10, 12, 15] . Specifically, Charikar [6] studies the densest subgraph problem in the classical setting and provides an exact algorithm with O(nm) running time, where n and m are the number of vertices and edges, respectively. He also provides a 0.5approximation algorithm with running time O(n + m). To the best of our knowledge, this is the fastest known constant factor approximation algorithm for the densest subgraph problem. Moreover, he provides a 0.5-approximation algorithm for the directed densest subgraph problem as well.
Later, Bahmani, Kumar and Vassilvitskii [3] , consider the densest subgraph problem and the directed densest subgraph problem in the streaming setting with only insertions of edges. For both problems, they present streaming algorithms with a 1 2(1+ ) -approximation factor using log 1+ (n) passes over the input. To the best of our knowledge, their results for directed graphs are the only non-trivial results for the directed densest subgraph problem in the streaming setting, prior to our work. Recently, Bahmani, Goel and Munagala [2] improve this result and provide a (1 − )approximation algorithm using O(log( n 2 )) passes over the input.
Very recently, Bhattacharya et al. [4] present the first single pass streaming algorithm for dynamic graph streams.
Their first algorithm provides a (0.5 − )-approximation us-ingÕ(n) bits of space. The update time of this algorithm is O(1), though the query time is inefficient. They provide a second algorithm with a (0.25 − )-approximation factor for which the update time and query time are onlyÕ(1), again usingÕ(n) bits of space.
In the d-max cut problem, we are given a graph G, and we want to decompose the vertices of G into d partitions such that the number of edges between different partitions is maximized. To the best of our knowledge, we are the first to consider this problem for general d in the streaming setting. A restricted version of this problem where d = 2, is the classic max cut problem. One can store a sparsifier [1] of the input graph inÕ(n) space, and preserve a (1 − )approximation of the max cut. However, it is not clear if sparsifiers preserve d-max cut or not. Recently, Kapralov, Khanna and Sudan [14] show that any (1− )-approximation to the max cut problem in the streaming setting requires n 1−O( ) space.
Our Results
In this paper, we first consider the densest subgraph problem in the streaming setting where we have both insertions and deletions to the edges as they arrive in the stream, i.e., in a dynamic graph stream. We improve the (0.5 − )approximation algorithm of Bhattacharya et al. (STOC'15) [4] by providing a (1 − )-approximation algorithm for this problem usingÕ(n) space. Indeed, our algorithm simply samplesÕ(n) edges uniformly at random, and finds the densest subgraph on the sampled graph. We also achieve update timeÕ(1). To achieve this, we use min-wise independent hashing together with fast multi-point polynomial evaluation.
Theorem 1.1. There exists a semi-streaming algorithm in dynamic graph streams for the densest subgraph problem with spaceÕ(n) which gives a (1 − )-approximate solution, with probability 1 − 1/n. The update time isÕ (1) .
We note that Bhattacharya et al. [4] provide a (0.25 − ) approximation streaming algorithm with update time and query timeÕ(1) as well. Our update time matches their O(1) update time, which is important since it multiplies the time to process each stream update. We note, though, that they provide a better query time, which is useful if one repeatedly queries the data structure, as may often be the case in the study of dynamic graph algorithms. However, especially in the data stream setting, which is the setting considered in this paper, getting a (1 − )-approximation instead of a (0.25 − )-approximation is often more important. This is true if one is only interested in querying the data structure at the end of the stream, or at a few intermediate positions, for which one can amortize the cost of the query, which is at mostÕ(n), over the next n stream updates. We also note that the query time of [4] et al. can be as large asΩ(n), that is, it is proportional to the current number of nodes of the densest subgraph, so to take advantage of it one should apply it to graphs with small densest subgraphs.
Next, we extend our results to a general family of graph optimization problems that we call heavy subgraph problems. Interestingly, we show that by uniformly sampling edges we obtain enough information about the solution of any heavy subgraph problem. Since the solution of a heavy subgraph problem itself may be as large as the whole graph, here we just claim that we can estimate the size of the optimum solution. However, in some cases, like for the densest subgraph problem, it might be possible to also obtain the optimum solution itself, and not just the size, from the sampled graph.
A graph optimization problem is defined by, an input graph G, a set of feasible solutions SolG, which are subgraphs of G, and an objective function f : Sol → R. In a graph optimization problem we aim to find a solution sol ∈ SolG that maximizes f . In fact, the number of feasible solutions for a graph G may be exponential in the size of G. We say a graph optimization problem on graph G is a (γ, l)heavy subgraph problem if there exist l [not necessarily disjoint] sets Sol 1 G , Sol 2 G , . . . , Sol l G , such that SolG = ∪ l k=1 Sol k G and for any k:
• Local Linearity: There exists a number f k ≥ 1 such that for any solution sol ∈ Sol k G , we have f (sol) = f k · |E sol |, where E sol is the edge set of sol. Without loss of generality we assume f1 ≥ f2 ≥ · · · ≥ f l = 1. Let P(γ, l) be a heavy subgraph problem, and let Alg be an α-approximation algorithm for P. Algorithm 1 samples O( nδ log(l) γ 2 ) edges of the input graph and runs Alg on the sampled graph. Interestingly, the following Theorem shows Algorithm 1 is an (α − )-approximation algorithm for P on G.
Theorem 1.2. Let P(γ, l) be a heavy subgraph problem. Let G be an arbitrary graph, and let Alg be an αapproximation algorithm for P. With probability 1 − e −δ , Algorithm 1 is an (α − )-approximation algorithm for P on G, using O( nδ log(l)
Finally, we show several applications of Theorem 1.2. Indeed, we show that directed densest subgraph, densest bipartite subgraph, d-max cut and d-sum-max clustering all fits in the general family of heavy subgraph problems, and thus, Theorem 1.2 holds for them. Theorem 1.3. The following statements hold.
• Densest bipartite subgraph is a (γ = 1 2(log(n)+1) , l = n) heavy subgraph problem.
• Directed densest subgraph is a (γ = 1 2 √ n log(n) , l = n 2 ) heavy subgraph problem.
• d-max cut is a (γ = 1 2 log(d) , l = 1) heavy subgraph problem.
• d-sum-max clustering is a (γ = n−2d n log(d) , l = 1) heavy subgraph problem.
In fact, understanding the structure of the problems that can be solved using sampling, and specifically uniform sampling, is a well-motivated challenge, which was highlighted as a direction in the IITK Workshop on Algorithms for Data Algorithm 1 A General Algorithm Input: A graph G, a heavy subgraph problem P(γ, l) and an α approximation algorithm Alg for P. Output: An α − estimator of P on graph G, w.pr. 1 − e −δ .
1: Set C = 12n(4+δ) log(l) γ 2 2: if |E| ≤ C then 3:
Return Alg(G). 4: else 5:
Sample C edges uniformly at random, without replacement from G.
6:
Let H be the sampled graph. 7:
Return |E| C Alg(H).
Streams in 2006. Our structural results, as well as our characterization for heavy subgraph problems, give partial answers to this open question in the context of graphs.
In simultaneous and independent work McGregor et al. [17] present a single pass (1 − )-approximation algorithm for the densest sugraph problem in the dynamic graph streaming model with update timeÕ (1) , that usesÕ(n) space. Also, simultaneously and independently of our work, Mitzenmacher et al. [18] show if one samples each edge with a small probability, then with high probability the sampled graph preserves the densest subgraph of the input graph. Mitzenmacher et al. do not provide a way to implement the sampling efficiently in dynamic graph streams.
