Despite the remarkable successes of generative adversarial networks (GANs) in many applications, theoretical understandings of their performance is still limited. In this paper, we present a simple shallow GAN model fed by high-dimensional input data. The dynamics of the training process of the proposed model can be exactly analyzed in the high-dimensional limit. In particular, by using the tool of scaling limits of stochastic processes, we show that the macroscopic quantities measuring the quality of the training process converge to a deterministic process that is characterized as the unique solution of a finite-dimensional ordinary differential equation (ODE). The proposed model is simple, but its training process already exhibits several different phases that can mimic the behaviors of more realistic GAN models used in practice. Specifically, depending on the choice of the learning rates, the training process can reach either a successful, a failed, or an oscillating phase. By studying the steady-state solutions of the limiting ODEs, we obtain a phase diagram that precisely characterizes the conditions under which each phase takes place. Although this work focuses on a simple GAN model, the analysis methods developed here might prove useful in the theoretical understanding of other variants of GANs with more advanced training algorithms.
Introduction
A generative adversarial network (GAN) [1] seeks to learn a high-dimensional probability distribution from samples. It consists of a generator and a discriminator. The generator produces fake data that try to fool the discriminator, whereas the discriminator aims to distinguish real samples from the fake ones. Training a GAN amounts to finding the best generator that can fool the most powerful discriminator, and this process is formulated as a MinMax game. In the past several years, GANs [1] and their variants [2, 3] have achieved remarkable successes in many applications, such as image super-resolution [4] , image-to-image translation [5] , and text-to-image generations [6] . While there have been numerous advances on the application front, considerably less is known about the underlying theory and conditions that can explain or guarantee the successful trainings of GANs.
The first theoretical analysis was given in the paper that originally proposed the GAN framework [1] . It is shown that the min-max game associated with the training process has a unique solution -with the generator precisely learning the real distribution and the discriminator completely fooled -if the number of training samples is infinite and if both the generator and the discriminator have unlimited capacities. Unfortunately, such idealized settings are far from reality. Moreover, convergence to such solution, if it indeed exists, is not guaranteed if one uses the standard stochastic gradient descent/ascent (SGDA) algorithm, which simultaneously optimizes the generator and discriminator. bounded by n. It implies that the generator may collapse to a few modes if the discriminator is too weak. On the other hand, another line of work [2, 8] shows that if a discriminator is so powerful that it can perfectly distinguish real data from fake ones, the original GAN can suffer from the vanishing gradient problem during the training process. Adding artificial noise [16] or using Wasserstein GAN (WGAN) [2] can help to address this problem to some extent, as the growth of the objective function of WGAN is bounded by a linear function.
In this paper, we present a high-dimensional and exactly solvable model of GAN. Unlike previous work in the literature that studies GANs in various low-dimensional settings (see, e.g., [10] [11] [12] [13] ), the model we propose here is high-dimensional: we assume that the ambient dimension n of the training samples is large and we study the limit as n → ∞. Moreover, the number of parameters in the proposed GAN model, the number of training samples, and the number of iterations in the training process can all grow to infinity (in proportion to n). Our model is also exactly solvable: using the vanilla SGDA as the training algorithm, we obtain an asymptotically exact characterization of the dynamics of the training process. Specifically, our main technical contributions are twofold:
• We present an asymptotically exact theoretical analysis of the dynamics of the training process of the proposed GAN model. Our analysis is carried out on both the macroscopic and the microscopic levels, the precise definitions of which can be found in Section 3. The macroscopic state measures the overall performance of the training process, whereas the microscopic state contains all the detailed information. In the high-dimensional limit (n → ∞), we show that the former converges to a deterministic process governed by an ordinary differential equation (ODE), whereas the latter stays stochastic, whose time-varying probability laws are characterized by a nonlinear partial differential equation (PDE).
• Despite the simplicity of the proposed model, we show that its training process can exhibit three markedly different phases, which mimic the behaviors of more realistic GAN models used in practice. Specifically, depending on the choice of the learning rates, the training process can reach either a successful, a failed, or an oscillating phase. By studying the stabilities of the fixed points of the limiting ODEs, we obtain a phase diagram that precisely characterizes the conditions under which each phase takes place.
Our work builds upon a general analysis framework [17] for studying the scaling limits of highdimensional exchangeable stochastic processes with applications to online sparse PCA [18] , ICA [19] , subspace estimation [20] and nonlinear regression problems [17] . Similar techniques have also been used in the literature to study Monte Carlo methods [21] , online perceptron learning [22, 23] , and more recently, the supervised learning of two-layer neural networks [24] .
Our analysis has connections to recent work (e.g. [10] [11] [12] [13] ) that uses stochastic approximation [25] to study the dynamics of GANs, but there are important distinctions. The analysis in [10] [11] [12] [13] keeps the ambient dimension n fixed and studies the asymptotic limit as the step size tends to 0. Essentially, under this setting, the stochasticity in the gradient of the training process becomes negligible and thus the microscopic state (i.e., the iterand of the training algorithm) converges to a deterministic process that is the solution of an ODE. The resulting ODE involves O(n) variables. In contrast, our analysis studies the limit as n → ∞ but the limiting ODE for the macroscopic states only involves 5 variables (See Theorem 1.) This low-dimensional characterization makes our limiting results more practical to use. Moreover, in our analysis, the microscopic states remains stochastic (see Section 3.2), which more closely reflects the actual settings encountered in practice.
The rest of the paper is organized as follows. We present the proposed GAN model and the associated training algorithm in Section 2. Our main results are presented in Section 3, where we show that the macroscopic and microscopic dynamics of the training process converge to their respective limiting processes that are characterized by an ODE and PDE, respectively. In Section 4, we analyze the stationary solutions of the limiting ODEs and present a phase diagram that precisely characterizes the long-term behaviors of the training process. We conclude in Section 5.
Formulations
In this section, we introduce the proposed GAN model and specify the associated training algorithm. We also present two concrete examples of the proposed model.
Model for the real data. In order to establish the theoretical analysis, we first impose a model for the probability distribution from which we draw our real data samples. In this work, we assume that the real data y k ∈ R n , k = 0, 1, . . . are drawn according to the following generative model:
where u ∈ R n is a deterministic unknown feature vector, c k is a random variable drawn from an unknown distribution P c , and a k is an n-dimensional random vector acting as the background noise. Without loss of generality, we assume u 2 = 1. Note that this generative model, referred to as the spiked covariance model [26] in the literature, is commonly used in the theoretical study of principal component analysis.
The GAN model The GAN we are going to analyze is defined as follows. We assume that the generator G has the same linear structure as the real data model (1) given above:
but the parameters are different. Here, y k denotes a fake sample produced by the generator; a k is an n-dimensional random vector similar to a k in (1); the random variable c k is drawn from a distribution P c that is not necessarily the same as P c ; and the vector w represents the parameters of the generator.
(In an ideal case in which the generator learns the underlying true probability distribution perfectly, we have w = u.) Throughout the paper, we follow the notational convention that all the symbols that are decorated with a tilde (e.g., y k , c k , a k , w) denote quantities associated with the generator.
We define the discriminator D of our GAN model as
Here, x is an input vector, which can be either the real data y k from (1) or the fake one y k from (2); D : R → R can be any function; and the vector w ∈ R n represents the parameters associated with the discriminator.
The training algorithm. The proposed GAN model has two parameter vectors w and w to be learned from the data. The training process is formulated as the following MinMax problem
where L(y, y; w)
is the main cost function, with F (·) and F (·) being two functions that quantify the performance of the discriminator; H (·) is a regularization term introduced to control the magnitude of the parameters w and w; λ > 0 is a constant; and P (y; u) and P ( y; w) represent the distributions of the real data y and the fake data y as specified by (1) and (2), respectively.
We consider a standard training algorithm that uses the vanilla stochastic gradient descent/ascent (SGDA) to seek a solution of (3). To simplify the theoretical analysis, we consider an online (i.e., streaming) setting where each data sample y k is used only once. At step k, the model parameters w k and w k are updated using a new real sample y k and two fake samples y 2k and y 2k+1 , according to
where c 2k+1 , a 2k+1 are random variables that generates the fake sample y 2k+1 according to (2) , and H (·) denotes the derivative of H(·). The two parameters τ and τ in the above expressions control the learning rates of the discriminator and the generator, respectively. In (4), we only consider a single-step update for w k , and thus this is a special case of Algorithm 1 in [1] with the batch-size m set to 1. We note that the analysis presented in this paper can be naturally extended to the mini-batch case where m is a finite number. Example 1. Following the original GAN model proposed in [1] , we can set the two functions F and F in (3) to F (x) = log(x) and F (x) = − log(1 − x), respectively. We also define a discriminator that mimics a single-layer neural network with a unique mode and a constant bias −1. Specifically, we let D(x) = φ ψ(x − 1) − 1 in (3), where φ(x) = (1 + e −x ) −1 and ψ(x) = log(1 + e x ) are the sigmoid and the rectifier functions, respectively. The regularization function is chosen to be
Example 2. We also consider an example for the Wasserstein GAN [2] , where we define
, and H(x) = log cosh(x−1). Furthermore, by setting the regularization parameter λ → ∞, the original problem (3) becomes a constrained MinMax problem
We will focus on this special case when we investigate the steady-state behaviors of the training algorithm in Section 4.
As a preview, Figure 1 illustrates our analysis for the training process under the settings stated in Example 1. (The results for Example 2 are similar.) Despite of the simplicity of the proposed GAN model, Figure 1 shows that its training process can exhibit very complicated patterns. Depending on the choice of the learning rates τ and τ , the process will fall into one of three possible phases: success, failure or oscillating. In all these cases, our asymptotic analysis (to be presented in the next section) can accurately predict the dynamics of the algorithms.
3 Dynamics of the GAN
. We call X k the microscopic state of the training process at iteration step k.
The microscopic state X k contains all the information about the training process. In fact, the sequence {X k } k=0,1,2,... forms a Markov chain on R n×3 . This can be easily verified from the update rule of X k as defined in (4), in which the real data y k and fake data y k are drawn according to (1) and (2) respectively. The Markov chain is driven by the initial state X 0 and the sequence of random variables
 is a 3 × 3 matrix. Due to symmetry, the macroscopic state
Each element of M k has a clear geometric meaning. The diagonal entries z k and z k are the squared norm of w k and w k , respectively. The cosines of the angles among the three vectors u, w k and w k are specified by cos(∠(u,
In what follows, we investigate the dynamics of the training algorithm (4) at both the macroscopic and the microscopic levels. At the macroscopic level, by examining the cosines of the angles, we study how closely the model parameters w k , w k associated with the generator and discriminator can align with the ground truth feature vector u. At the microscopic level, we study how the elements in the vectors w k and w k evolve as a stochastic process. As our analysis will reveal, the mechanisms behind the two levels are different: the macroscopic dynamics is asymptotically deterministic whereas the microscopic dynamics stays stochastic even as n → ∞.
Macroscopic dynamics
We first study the asymptotic dynamics of the macroscopic state m k . Our theoretical analysis is carried out under the following assumptions. 2) The sequences {a k } and { a k } for k = 0, 1, . . . are both independent Gaussian vectors with zero mean and covariance matrix I n . Moreover, {a k }, { a k } are independent of {c k } and { c k }.
(A.
3) The first-order derivative H (x) and the derivatives up to fourth order of the functions F ( D(x)) and F ( D(x)) exist and they are also uniformly bounded. (4) and the black curves under the dots are theoretical predictions given by Theorem 1. The red, blue and yellow dots represent cos(∠(u, w k )), cos(∠(u, w k )), cos(∠(w k , w k )) respectively. We set a fixed learning rate τ = 1 for the discriminator. The four figures from left to right correspond to setting the generator's learning rate to τ = 0.1. 0.5, 1.5 and 2, respectively. When τ = 0.1, the training process ends up in a state where G wins and D completely loses. When τ = 0.5, it reaches a state oscillating around the state of the first experiment ( τ = 0.1). When τ = 1, it reaches a different type of oscillatory state where G and D are highly correlated. When τ = 1.5, the training process reaches a stationary state in which both G and D have some correlations with the true feature vector. 
where C(T ) is a constant that depends on T but not on n, and m(t) is a deterministic function that is the unique solution of the following ODE: 
The complete proof and the detailed expression of g(·) can be found in the Supplementary Materials [27] . This theorem implies that for each k = tn for some t ∈ [0, T ], the macroscopic state m k converges in probability to a deterministic number m(t), and the convergence rate is O(1/ √ n).
Numerical verification. We verify the asymptotic prediction given by the ODE (5) via numerical simulations under the settings stated in Example 1. The dimension is n = 10, 000. After testing different combinations of the learning rates τ and τ , we have observed at least four nontrivial dynamical patterns. The results are shown in Figure 1 . In all these experiments, our theoretical predictions match the actual trajectories of the macroscopic states very well. We also run the same experiments for WGAN as described in Example 2 and have observed similar dynamical patterns. In Section 4, we will present a detailed analysis to quantify the conditions under which each distinctive dynamical pattern emerges.
Microscopic dynamics
In this section, we study how the elements in X k = [u, w k , w k ] evolve during the training process. Unlike the macroscopic state m k , which only has 5 degrees of freedom, the matrix X k contains n × 3 elements. One should not expect a precise prediction of each element. Instead, we study the evolution of the empirical measure of the microscopic states, which is defined as For each fixed t, the red points in the corresponding figure represent the values of ( √ n w k,i , √ nw k,i )
for i = 1, 2, . . . , n, where k = nt . The blue ellipses illustrate the contours corresponding to one, two, and three standard deviations of the 2-D Gaussian distribution given in (7).
w k,i and w k,i are O(1/ √ n) quantities. We also embed the discrete-time measure-valued stochastic process µ k into a continuous-time process by defining µ
Following the general technical approach presented in [17, 19] , we can show that the empirical measure µ k converges weakly to a deterministic measure-valued process. Formally, under the same assumptions as Theorem 1, the sequence of measure-valued process {{µ
} n converges weakly to a deterministic process {µ t } t∈[0,T ] , which is the unique solution of the following PDE (given in its weak form): for any bounded test function
where [ q t z t q t z t r t ] = m(t) is the solution of the ODE in Theorem 1, and µ t , · denotes the expectation with respect to the measure µ t . The definitions of the functions V, G, G, J, and J, and the formal derivation of (6) are presented in the Supplementary Materials [27] . We refer readers to [17] for a general framework for rigorously establishing the above scaling limit.
Numerical verification. We verify the predictions given by the PDE (6) using a special choice of the target feature vector u whose elements are all 1's. We also set the initial condition P 0 ( W , W |U = 1) to be a Gaussian distribution. In this case, the PDE (6) admits a particularly simple analytical solution: at any time t, the solution P t ( W , W |U = 1) is a Gaussian distribution whose mean and covariance matrix are given by
Figure 2 overlays the contours of the probability distribution P t ( W , W |U = 1) at different times t over the point clouds of the actual experiment data ( √ nw k,i , √ n w k,i ). We can see that the theoretical prediction given by (6) has excellent agreement with simulation results.
Local Stability Analysis and Phase Diagram
In this section, we study how the learning rates τ and τ affect the performance of the training algorithm. In what follows, we focus on the WGAN model as described in Example 2, but the phenomena and the conclusions we reach can be generalized to other cases.
In order to further reduce the degrees of freedom of the ODE (5), we let the regularization parameter λ → ∞. In this case, the vectors w k , w k are always normalized and thus z k = z k = 1. The macroscopic state is then described by only three scalars q k , q k and r k . Correspondingly, the ODE in Theorem 1 reduces to a simpler form:
(1) 
1000 800 q t dt, and q t and r t are defined similarly. Note that the above quantity measures the variation (over time) of the training process as it approaches steady states. We see that the variation is indeed nonzero in the oscillating phase (see also the middle two figures in Figure 1 ), whereas the variation is close to zero in all other phases. 
Both G and D fail, and they are uncorrelated
Both G and D fail, and they are correlated where σ 2 and σ 2 are the variance of the distributions P c and P c , respectively. The details of the reduction from the general ODE (5) to (8) is presented in the Supplementary Materials [27] .
In what follows, we compute the fixed points of the ODE (8), defined as the solutions of the equations
dt r t = 0, and investigate their local stabilities. For simplicity, we only present the result when σ = σ. Even in this simplest case, there are 5 types of fixed points, the locations of which are visualized in the 3-dimensional space ( q, q, r) shown in Figure 3(a) . Each type of the fixed points has an intuitive meaning in terms of the two-player game between G and D. We list the detailed information in Table 1 , in which we also define a function g(τ ) = [1 + (
+∞, otherwise , which is needed in specifying the stable region for each type of fixed points.
Phase diagram. By analyzing the local stabilities of these fixed points, we obtain the phase diagram as shown in Figure 3 (b). (The details can be found in the Supplementary Materials [27] .) In particular, three major phases are identified under different settings of the learning rates τ and τ . Noninformative phase: We say that the ODE (8) is in a noninformative phase if either a type-1 or type-2 fixed point in Table 1 is stable. In this case, q t can be trapped at zero, which indicates that the generator's parameter vector w has no correlation with the true feature vector u. In Figure 4 (b), the region labeled as noninfo-1 is the stable region for the type-1 fixed point, and noninfo-2 is the stable region for the type-2 fixed point. The two regions have no overlap. However, we note that in noninfo-1, the type-3 fixed points can also be stable, in which case the stationary point of the ODE is determined by the initial condition.
Informative phase: We say that the ODE (8) is in an informative phase if neither type-1 nor type-2 fixed point is stable, and if at least one fixed point of type-3 and type-5 is stable. In this case, it is guaranteed that q is nonzero, indicating that the generator can achieve non-vanishing correlation with the real feature vector. In addition, the stable regions for the type-3 and type-5 fixed points are disjoint. They are shown in Figure 4 (b) as info-1 and info-2, respectively. The difference between the two region is that, in info-1, q is exactly 0 indicating that the discriminator is completely fooled, whereas in info-2, q is nonzero.
Oscillating phase: We say that the ODE (8) is in an oscillating phase if none of the fixed points in Table 1 is stable. In this phase, limiting cycles emerge and the system will oscillate on these cycles indefinitely. Moreover, we found two types of limiting cycles.
To further illustrate the phase transitions, we draw 4 phase portraits in Figure 4 corresponding to different choices of the step sizes. The figures in the middle two columns show the two types of limiting cycles that can emerge in the oscillating phase.
Conclusion
We present a simple high-dimensional model for GAN with an exactly analyzable training process. Using the tool of scaling limits of stochastic processes, we show that the macroscopic state associated with the training process converges to a deterministic process characterized as the unique solution of an ODE, whereas the microscopic state remains stochastic and can be described by a limiting PDE. Although our analysis is carried out in the asymptotic setting, numerical experiments show that our theoretical predictions can accurately capture the actual performance of the training algorithm at moderate dimensions. Our analysis also reveals several different phases of the training process that highly depend on the choice of the learning rates. Despite its simplicity, the proposed model of GAN provides valuable insights that might prove useful in the study of more realistic models and more involved training algorithms.
