47 ABSTRACT138 samples have the same number of total counts. Samples with total counts below the defined 139 threshold are excluded, sometimes leading researchers to face difficult trade-offs between 140 sampling depth and the number of samples evaluated. To ensure the proper total sum is chosen, 141 rarefaction curves can be constructed (Gotelli & Colwell 2001) . These curves plot the number of 142 counts sampled (rarefaction depth) vs. the expected value of species diversity. Rarefaction 143 curves provide guidance that allows users to avoid negatively impacting the species diversity 144 found in samples by choosing too low a rarefaction depth. The origins of rarefying sample 145 counts are mainly in sample species diversity measures, or alpha diversity (Brewer & Schloss et al. 2009 ). While rarefying is not an ideal normalization method, as it 151 reduces statistical power by removing some data, and was not designed to address 152 compositionality, alternatives to rarefying have not been sufficiently developed until recently. 153 154
Normalization alternatives to rarefying all involve some type of transformation, the most 155 common of which are scaling or log-ratio transformations. Effects of scaling methods depend on 156 the scaling factor chosen; often, a particular quantile of the data is used for normalization, but 157 choosing the correct quantile is difficult ( . This is because putting all 161 samples of varying sampling depth on the same scale ignores the differences in sequencing 162 depth, and therefore resolution of species, between the samples. For example, a rare species 163 having zero counts in a small rRNA sample can have a small fractional abundance in a large 164 rRNA sample (unless further mathematical modeling beyond simple proportions is applied to 165 correct for this). Scaling can also distort OTU correlations across samples, again due to zeroes, 166 differences in sequencing depth, and sum constraints (Aitchison 1982 While rarefying and some scaling techniques, such as total sum scaling (proportions), 170 treat OTU sequence counts as absolute environmental abundances, the counts are compositional 171 and only a fraction from the original environment, making only their relative ratios known 172 (Friedman & Alm 2012; Lovell D 2010) . In contrast, log ratio transformations correct for 173 compositionality by exploiting this relative ratio information, and can also alleviate some noise 174 in the data (Aitchison 1982; Buccianti et al. 2006; Friedman & Alm 2012; Lovell D 2010) . 175 However, because the log transformation cannot be applied to zeros (which are often well over 176 half of microbial data counts )), sparsity is extremely problematic for 177 methods that rely on this transformation. One approach to this issue is to replace zeros with a 178 small value, known as a pseudocount. Despite active research on selection of pseudocount values 179 for scaling methods (Egozcue et al. 2003; Greenacre 2011) , with a few changes. The basic data generation model 289 remained the same, but the creation of 'true positive' OTUs was either made symmetrical 290 through duplication or moved to a different step, to avoid introducing compositionality artifacts 291 (see below) depending on the simulation. The 'Global Patterns' (Caporaso et al. 2011b ) dataset 292 was again used, because it was one of the first studies to apply high-thoughput sequencing to a 293 broad range of environments, which includes 9 environment types from 'Ocean', to 'Soil'; all 294 simulations were evaluated for all environments. Additionally, we verified the results on the 295 'Lean' and 'Obese' microbiomes from a different study (Piombino et al. 2014 ' Original' 301 simulation (second row), the distribution of counts from one environment (e.g. 'Ocean') was 302 modeled off of a multinomial template (first row) for two similar groups ('Ocean_1' and 303 'Ocean_2'), ensuring a baseline of all 'true negative' OTUs. Following the artificial inflation of 304 specific OTUs in the 'Ocean_1' samples to create 'true positives', fold-change estimates for 305 every other OTU are affected. Thus, 'true negatives' are possible 'true positives.' This is because 306 the counts in an OTU table are compositional, or relative abundances constrained to a sum. To 307 control for this we inflate OTUs by pairs of differentially abundant OTUs in both the 'Ocean_1' 308 and 'Ocean_2' samples (third row), creating a new 'Balanced' simulation. 309 310
We also tested the effect of differentially abundant organisms dominating one type of 311 community by drawing from a multinomial distribution where solely that organism's template 312 value is increased. This 'Compositional' approach is explained in ). The testing technique was modified from a 320 two-sided Welch t-test to non-parametric Mann-Whitney test, which is widely used and more 321 appropriate because the OTU distributions in microbiome data usually deviate from normality. 322 The techniques used (Table S2) Table S1 in McMurdie and Holmes [27], we considered a very simplistic set-331 up to evaluate the effect of rarefying on power when comparing two groups, labeled A and B. As 332 in McMurdie and Holmes [27], we considered the extreme case of a microbial population 333 consisting of only 2 species (or 2 OTUs), with OTU1 + OTU2 = library size. For power 334 calculations, we assumed that the amount of OTU1 in group B is 85% of the amount of OTU1 in 335 group A. Thus, it is enough to quantify the proportion of OTU1 in group A and library sizes of 336 groups A and B to specify the whole system. 337 338
We considered varied patterns of proportions of OTU1 in group A ranging from very rare 339 to common (0.5% to 50%). The library size of group A was fixed at either 500, 1000 or 10,000 340 sequences per sample. Meanwhile, the library size of group B was always taken to be at least as 341 large as that of group A and was either 10,000 or 100,000 sequences per sample. Various 342 rarefied percentages of the group B library size were considered. The percent-rarefied 343 calculation for the first set of power curves is exemplified below using a library size of 500 for 344 library A, and an unrarefied library size of 10,000 for B: 345 346 Library size for A Library size for B 347 When there is a strong biological signal, and normalization is done properly, PCoA can 368 yield clear clustering and insight into microbial community differences (Fig. 1a) . However, low-369 depth samples can lead to poor cluster resolution (Fig. 1b) , both by reducing information on 370 community structure, and by being more readily influenced by contamination (Kennedy et al. 371 2014; . Furthermore, if no data normalization is applied, or the normalization 372 method fails to properly correct for differences in sequencing efficacy, the original library size of 373 the samples can confound biological differences (Fig. 1c) . This is because samples of lower 374 sequencing depth fail to detect rare taxa. Highly sequenced samples will thus appear more 375 similar to each other than to shallow sequenced samples because they are scored as sharing the 376 same rare taxa. 377 378
To assess all the normalization methods (Table S1 ), we conducted simulations in the 379 context of results that are highly critical of the rarefying technique (Fig. S1 ). This practice of removing low depth samples from the 384 analysis is supported by the recent discovery that small biomass samples are of poorer quality 385 and may contain contaminating sequences ). Furthermore, 386 alternatives to rarefying also recommend discarding low-depth samples, especially if they cluster 387 separately from the rest of the data (Love MI 2014; Paulson et al. 2013 ). If all other techniques 388 are run only on the same samples as rarefying, rarefying still does well (Fig. 2) . These results 389 demonstrate that previous microbiome ordinations using rarefying as a normalization method 390 likely drew correct conclusions, even if some low depth samples were removed. However, these 391 results also suggest that CSS (Paulson et While simulations are a useful initial check, real datasets are often much more complex. 417 Therefore, all normalization methods were also examined on real data to check for result and 418 methodological consistency. To perform an initial, detailed comparison of normalization 419 methods, we selected the data set from Caporaso et al. (Caporaso et al. 2012 ). The data included 420 a wide variety of samples, representing both environmental and host-associated sources. To 421 provide an extreme example of differences in sequencing depth, we artificially decreased the 422 library size by 90% for half the samples in the data set. The samples selected for library size 423 reduction were chosen randomly, and the same artificially altered data was used in all 424 normalization comparisons. 425 426
Using the data set from Caporaso et al. (Caporaso et al. 2012 ), we observed substantial 427 biases/confounding of results due to sequencing depth. In ordination of unweighted UniFrac 428 distance by PCoA, the soil samples were split into two groups along the first principal coordinate 429 when no normalization was used (Fig. 3a) . Soil samples appearing in the group to the left had 430 more reads than those appearing in the group to the right. Similarly, the two stool samples in the 431 data set were arranged close to soil samples with similar library size. When the data was 432 rarefied prior to ordination, soil and stool samples were arranged along the first two coordinates 433 according to sample type rather than library size (Fig. 3b) . Other methods of normalization 434 preserved the characteristic pattern seen in the non-normalized data, where soil and stool 435 samples were separated into groups according to library size (Fig. 3c-f) . 436 437
Normalization did not affect conclusions drawn from non-parametric multivariate 438 ANOVA (PERMANOVA) (Anderson 2001 ), but we did observe differences in the effect size 439 estimated for sample type, and library size (R 2 ). Without normalization, the estimated effect size 440 of sample type for unweighted UniFrac distance was R 2 =0.40. When the data was rarefied prior 441 to computing distances, the estimated effect size increased to R 2 =0.56. Other methods of 442 normalization produced effect sizes similar to the non-normalized result. Although the true 443 effect size is not known for this data set, the environment of origin is known to be a dominant 444 effect in the determination of bacterial species observed . Without 445 normalization, there is a large effect (R 2 =0.14) corresponding to original library size, which is a 446 known artifact of the sequencing process. Rarefying helps to remove the effect of sequencing 447 depth (R 2 =0.045), whereas other normalization techniques do not remove this signal artifact, 448 again resembling the non-normalized data. 449 450
As another example, we selected the inflammatory bowel disease (IBD) data set from 451 Gevers et al. (Gevers et al. 2014) . In contrast to the previous data set, all samples here were 452 taken from a single environment type, namely human stool, and were extremely low depth, 453 having an average of 375 sequences per sample. In an ordination of unweighted UniFrac 454 distance with no normalization, there is again strong clustering by library size, with a group of 455 samples with low sequencing depth appearing slightly separate from the other samples (Fig.  456 S2a) . Samples in the low-depth group are either dominated by a lack of species detected due to 457 few sequences, thus artificially inflating the diversity, or constitute different bacterial species 458 than the main group of stool samples, which should raise suspicion of potential problems from 459 contamination or poor quality PCR products. Furthermore, the first principal coordinate in Fig  460 S2a is more strongly correlated with library size (R 2 =0.055, Fig S2b) and poorly correlated with 461 disease state (R 2 =0.022), with sampling depth explaining twice the variance of the studied 462 biological effect. Subsampling the data to uniform library size increased the correlation with 463 disease state (R 2 =0.036), while other methods did not (R 2 =0.022 for proportion, DESeq, and 464 CSS). Because the average library size is so low for this study, the library size also affects 465 weighted UniFrac, where there is again low effect size for this gastrointestinal disorder. Thus, 466 extremely low depth samples still need to be discarded from rarefying alternatives, especially if 467 they are suspected of yielding a poor representation of the true bacterial community due to 468 experimental factors. 469 470
PCoA plots using ecologically common metrics for all of the normalization techniques 471 on a few key real datasets representing a gradient (Lauber et (Table S2 ). MetagenomeSeq (Paulson et 498 al. 2013 ) however, was developed specifically for microbial datasets, which usually contain 499 many more zeros than RNA-Seq data. These five methods incorporate more sensitive statistical 500 tests than the standard non-parametric tests such as the Wilcoxon rank-sum test, and they make 501 some distributional assumptions. Therefore, they hold great potential for better prediction of rare 502 OTU behavior. 503 550 false negatives vs. false positives. We often place higher importance in reducing false positives, 551 but this will vary depending on experimental design. For example, study designs in which 552 community analysis is used as a pre-screening, and significant changes will be confirmed in 553 high-throughput follow-up experiments may allow greater tolerance of false positives. However, 554 while both fitZIG or rarefying followed by Wilcoxon rank sum tests in isolation may be 555 applicable for detecting differential abundance in particular situations, our results caution that 556 fitZIG should not be used on rarified data, as this combination of methods caused extremely high 557 false positive rates. 558 559
While the no-normalization or proportion approaches perform adequately where the 560 average library size is approximately the same between the two groups (Fig. 4) , they do not 561 when one library is 10x larger than the other (Fig. 7) . Therefore, we reiterate that neither the no-562 normalization nor the naive proportion approach should be used for most statistical analyses. To 563 demonstrate this, we suggest the theoretical example of a data matrix with half the samples 564 derived from diseased patients and half from healthy patients. If the samples from the healthy 565 patients have a 10x larger library size, OTUs of all mean abundance levels will be found to be 566 differentially abundant simply because they may have 10x the number of counts in the healthy 567 patient samples. (Such systematic bias can happen if, for example, healthy vs. diseased patients 568 are sequenced on separate sequencing runs or are being compared in a meta-analysis). The same 569 warning applies for naive proportions, especially for rare OTUs that could be deemed 570 differentially abundant simply due to differences in sequencing depth. This is seen even with 571 some filtering to remove very rare OTUs (Fig. 7) . We first observed a transition from the results 572 of Fig. 4 to Fig. 7 at around 2-3x difference in library sizes (Fig S6) . Further, we investigated 573 uneven numbers of samples per class, with not much difference in results from Fig. 4 . 574 575
While our previous simulations did not have compositionality, we next evaluated the 576 performance of the techniques with a compositional OTU table (see Methods, Fig. S5b ). In 577 simulations where the abundances of 25% of the OTUs increased in one group, no method does 578 well in terms of false positive rate (Fig. S7) . Proportion normalization again performs poorly in 579 the face of compositionality, which is present in all realistic datasets. For DESeq/DESeq2, poor 580 performance may be due to the model's assumption that differentially abundant OTUs are not a 581 large portion of the population (Dillies et al. 2013 ), or the model's overdispersion estimates 582 ). Thus, compositionality is still a large unsolved problem in differential 583 abundance testing (Lovell et al. 2015) , and we would urge caution in data sets where 584 compositionality may play a large role, e.g. when the alpha diversity of the samples is low 585 (Friedman & Alm 2012 Love MI 2014) , which was developed for RNA-593 Seq data and makes use of a log-like transformation, does not work well with ecologically useful 594 metrics, except weighted UniFrac ). In contrast, MetagenomeSeq's CSS 595 normalization ) was developed for microbial data and does not result in 
