Abstract. The Erdős-Moser equation is a Diophantine equation proposed more than 60 years ago which remains unresolved to this day. In this paper, we consider the problem in terms of divisibility of power sums and in terms of certain Egyptian fraction equations. As a consequence, we show that solutions must satisfy strong divisibility properties and a restrictive Egyptian fraction equation. Our studies lead us to results on the Bernoulli numbers and allow us to motivate Moser's original approach to the problem.
Erdős and Moser [24] conjectured that the only solution is the trivial solution 1 + 2 = 3, that is, (m, n) = (2, 1). See Moree's surveys "A top hat for Moser's four mathemagical rabbits" [23] and [21] , as well as Guy's discussion in [12, Section D7] . The generalized Erdős-Moser equation is the Diophantine equation (2) S n (m) = a(m + 1) n .
Moree [20] conjectured that the only solution is the trivial solution 1 + 2 + 3 + · · · + 2a = a(2a + 1), that is, (m, n) = (2a, 1).
In this paper, we consider the equations from two angles: as problems on the divisibility of power sums and as problems on Egyptian fraction equations. In the final two sections, we consider implications of our results to the Bernoulli numbers, and motivate Moser's "mathemagical rabbits."
Main Results
For q ∈ Z and prime p, the p-adic order of q is the exponent v p (q) of the highest power of p that divides q: v p : Z → N ∪ {0, ∞}, v p (q) := sup
We note that the domain of definition of v p can be extended to the p-adic integers Z p ⊃ Z by considering the digits of the base p expansion. We also define a map (ii). In case m ≡ p−1 2
(mod p), we have
As a result, we prove:
Theorem 6. Let p be an odd prime. ) (mod p 2 ).
Next we consider Egyptian fraction equations of the following form. For a given positive integer n, we seek an integer d so that the congruence
holds. Integers n for which d ≡ ±1 (mod n) are closely related to Giuga numbers and primary pseudoperfect numbers. Moreover, d as a function of n can be seen as an arithmetic derivative of n and is related to the arithmetic derivative considered in [3, 8, 27] . By studying these equations, we prove: As an application, combining this with the result of [21] that 3 5 | n, we see that if (m, n) is a solution of the Erdős-Moser equation with m ≡ 1 (mod 3), then in fact m ≡ 1 (mod 3 7 ).
Power Sums
In all the formulas of this paper, the letter p denotes a prime number, unless "integer p" is specified.
For m ∈ N and n ∈ Z, define the power sum
and set S n (0) := 0. Fixing a prime p, we define the restricted power sum S * n (0) := 0 and
obtained from S n (m) by removing the terms j n with j divisible by p.
We now prove the linearity of certain restricted and unrestricted power sums upon reduction modulo prime powers.
as desired. The proof in the unrestricted case is similar.
Theorem 1. Let p be an odd prime, and assume d, q ∈ N and n ∈ Z. Then
Proof. By Lemma 1, it suffices to prove the theorem in the special case where q = 1. Let φ(n) denote Euler's totient function. Since
and p − 1 | 0, the result holds when n = 0. Now assume n = 0. As d > 0 and p is an odd prime, p d has a primitive root g. Then g has multiplicative order φ(p d ) modulo p d , and
We now consider the case n > 0. If p − 1 | n, then Fermat's Little Theorem implies g n = 1 + kp, for some k > 0. Hence
This proves the result when p − 1 ∤ n, and the proof of the case n > 0 is complete. The case n < 0 follows, because another primitive root of
This completes the proof of the theorem.
In the following application of Theorem 1, the case d = q = 1 is classical. (For a recent elementary proof of that case, as well as a survey of other proofs and applications of it, see [16] .) Corollary 2. Let p be an odd prime and n, d, q ∈ N. Then
Proof. By the linearity of Lemma 1, it suffices to prove the result when q = 1. In case n = 1, 
The corollary follows.
For example, taking q = p gives
whether or not p − 1 divides n. For instance, S 2 (9) = 285 ≡ 0 (mod 3) and S 1 (9) = 45 ≡ 0 (mod 3).
On the other hand, taking q = 1 and replacing d with d + 1 in Corollary 2 gives
For example, S 2 (9) = 285 ≡ 0 (mod 9).
Corollary 3. For n ∈ N,
Proof. The sum is S −n (p−1) = S * −n (p), and the formula follows from Theorem 1 by replacing n with −n and setting d = q = 1.
Taking n = 1, the congruence S −1 (p − 1) ≡ 0 actually holds modulo p 2 , if p ≥ 5, by Wolstenholme's theorem [29, 18] .
The following theorem provides us with additional information about the divisibility of power sums. 
Proof. We have
Corollary 5. For any prime p ≥ 5 and integer n ≥ 0, the following congruence holds:
Proof. If n = 0 or 1, it is easy to verify the congruence. Now, assume that n ≥ 2 and set d = 2 and c = 1 in Theorem 4. Then
Since p ≥ 5 implies that S 2 (p) is divisible by p, the proof is complete.
Corollary 5 fails with p = 3. Indeed, take n = 1. Then S n (p 2 ) = S 1 (9) = 45, whereas
Recall that Pascal's identity is
valid for a ≥ 0 and n ≥ 1 (see, e.g., [16] ). Here is an analog for even exponents.
Theorem 2 (A Pascal identity for even exponents). For any integer a ≥ 0 and even n ≥ 2,
Proof. Since n is even, the Binomial Theorem gives
Using S n (m) = m j=1 j n = S n (m − 1) + m n , we can write this as
As n ≥ 2, subtracting 2S n (a) from both sides and then dividing by 2 yields the desired formula.
For an application of Pascal's identity to Bernoulli numbers, see Section 5.
Theorem 3. Let p be an odd prime and let m and n be positive integers.
(i). For some integer d ≥ 1, we can write
where r ∈ {0, 1, . . . , p − 1} and 0 ≤ q ≡ r ≡ m (mod p).
(ii). In case m ≡ 0 (mod p), we have
(iii). In case m ≡ −1 (mod p), we have
Proof. Since m > 0, we can write it in base p as m = a k a k−1 . . . a d a d−1 . . . a 1 a 0 p with a leading zero a k = 0, all a i ∈ {0, 1, . . . , p − 1}, and r :
and Corollary 2 implies (ii). Reducing binomials of the form (qp
and Corollary 2 computes the term
and another application of Corollary 2 yields (iii).
To compute the latter modulo p d when n is even, we write
and a final application of Corollary 2 gives (iv).
Definition 1. For q ∈ Z and prime p, the p-adic order of q is the exponent v p (q) of the highest power of p that divides q:
The function v p (·) is totally additive:
for any x and y. Note that v p (q) ∈ N ∪ {0} for q = 0, and v p (0) = ∞.
For the next result, we will find it useful to write a positive integer m in a certain nice form which allows us to determine the least d for which S n (m) (mod p d ) is not zero for n divisible by p − 1. More generally, we let m lie in the p-adic integers Z p and note that v p can be defined on Z p by considering the digits of the base p expansion.
This function can be interpreted as follows: V p (m) counts the number of equal p-digits at the end of the base p expansion of m ∈ Z p .
Proof. Indeed,
If h = ∞ then the result follows. Assume then that h is finite. For each of the indices
A few comments regarding V p are in order. From Lemma 6, we see that V p (m) = ∞ exactly when all base p digits of m are the same. The values of m ∈ Z p for which this occurs are
for r ∈ {0, 1, . . . , p − 1}. In particular, this is the case for m = −1, 0, and
Theorem 4. Let p be an odd prime and let m be a positive integer.
Proof. This follows immediately from Theorem 3.
As an example, take p = 3 and m = 1222 3 in base 3. In particular, there are three copies of 2 at the end, so we know that V 3 (m) = 3. By Theorem 4, for any even n,
As m = 53, this agrees with the fact that S 2 (53) = 53 · 54(2 · 53 + 1)/6 = 51039 = 3 2 · 53 · 107. We note that Theorem 4 is tight. Indeed, take p = 5 and n = 8, so that p − 1 | n. Besides m ≡ 0, (p − 1)/2, p − 1 (mod p), consider the remaining two congruence classes, namely m ≡ 1, 3 (mod 5). First, take m = 6 ≡ 1 (mod 5). We then have S 4 (6) = 2275 ≡ 0 (mod 25), whereas S 8 (6) = 2142595 ≡ 20 (mod 25). Now take m = 18 ≡ 3 (mod 5). Then S 4 (18) = 432345 ≡ 20 (mod 25), whereas S 8 (18) = 27957167625 ≡ 0 (mod 25). Thus in both cases v p (S n (m)) = v p (S p−1 (m)).
As an application, we obtain a simple proof of the following classical result.
is divisible by the product x(x + 1)(2x + 1).
Proof. Fix an odd prime p. First, consider the sequence
Similarly, consider the sequence
Finally, the sequence
The next result gives two special cases of Theorem 4.
Corollary 9. Let m and n be positive integers.
(ii). If m ≡ 0, 2, or 4 (mod 5), then the 5-adic order of S 4n (m) equals
Proof. Take p = 3 and 5 in Theorem 4, and use the formulas S 2 (m) = m(m + 1)(2m + 1)/6 and S 4 (m) = m(m + 1)(2m + 1)(3m 2 + 3m − 1)/30, respectively.
We recall an analogous result for the prime 2. (The result is not used in this paper.)
Theorem 5 (MacMillan and Sondow [17] ). For any positive integers m and n, the 2-adic order of S n (m) equals If p − 1 | n, then using Theorem 4 and applying v p to both sides of equation (2) gives
contradicting v p ≥ 0 and V p ≥ 0. Therefore p − 1 ∤ n.
(ii)
. Reducing both sides of (1) modulo p d , we see that
By Theorem 3, we see that p − 1 | n and
Hence d = 1. Using the fact that the multiplicative order of any element of (Z/pZ) 
Proof. (i)
. By [20, 24] (see also [17] ), any non-trivial solution of (2) has m ≡ n ≡ 0 (mod 2). Since n is even, Theorem 6 part (i) implies m ≡ 2 (mod 3). Hence m ≡ 0 or 4 (mod 6), proving the first part of (i). The second part follows from Corollary 9 part (ii).
(ii). Since n is even, we can apply Corollary 9 part (i) to equation (1) , 2m + 1, and 2m + 3 are all square-free. Also, Moree [21, Theorem 1], whose m is our m + 1, showed that our m ≡ 0 (mod 2). The condition that 2m + 3 is square-free eliminates the case m ≡ 3 (mod 9). In the case m ≡ 7 (mod 9), the Chinese Remainder Theorem would imply m ≡ 34 (mod 72), contradicting the square-freeness of m + 2 2 ≡ 18 (mod 36).
Therefore m ≡ 1 or 6 (mod 9). Since m is even, it follows that m ≡ 6 or 10 (mod 18).
Egyptian Fraction Equations
Fix a positive integer n. The congruence (6) is equivalent to the congruence
In particular, there are always integer solutions d.
Definition 3. We denote one solution of (6) by
If n is composite and d(n) ≡ −1 (mod n), then n is called a Giuga number.
In other words, a Giuga number is a composite number n satisfying the Egyptian fraction condition
All known Giuga numbers n in fact satisfy the Egyptian fraction equation
which holds if and only if d(n) = −1 − n. In that case, we call n a strong Giuga number. The first few (strong) Giuga numbers are [4] , [19] , [ Equivalently, Butske, Jaje, and Mayernik [6] define a primary pseudoperfect number to be a solution n > 1 to the Egyptian fraction equation
It follows from Definition 3 that if d(n) ≡ ±1 (mod n), then n is square-free. In particular, all Giuga and primary pseudoperfect numbers are square-free.
The primary pseudoperfect numbers with k ≤ 8 (distinct) prime factors are [6, Each n k has exactly k (distinct) prime factors, k = 1, 2, 3, 4, 5, 6, 7, 8. Moreover, the n k are the only known solutions to the congruence d(n) ≡ 1 (mod n).
In some cases the next result can be used to generate new Giuga and primary pseudoperfect numbers from given ones. Part (i) is from [28] and part (iii) is a special case of Brenton and Hill [5, Proposition 12] (see also [6, Lemma 4.1]).
Theorem 8. (i).
Assume n + 1 is an odd prime. Then n is a primary pseudoperfect number if and only if n(n + 1) is also a primary pseudoperfect number.
(ii). Assume n − 1 is a prime. Then n is a primary pseudoperfect number if and only if n(n − 1) is a strong Giuga number. (iii). Assume n 2 + 1 = F G, where n + F and n + G are prime. Then n is a primary pseudoperfect number if and only if n(n + F )(n + G) is also a primary pseudoperfect number. (iv). Assume n 2 − 1 = F G, where n + F and n + G are prime. Then n is a primary pseudoperfect number if and only if n(n + F )(n + G) is a strong Giuga number.
Proof. In the proof of (i), (ii), take all ± signs to be +, or all to be −, and likewise in the proof of (iii), (iv). (i), (ii). We can write
,
is prime. This implies (i) and (ii). (iii), (iv).
Since n 2 ± 1 = f 2 has no solutions in positive integers, the primes n + F and n + G are distinct. Setting M := n(n + F )(n + G), we therefore have
because n 2 ± 1 = F G implies n(n + F ) + n(n + G) ± 1 = (n + F )(n + G). This proves (iii) and (iv). leads to the primes n 6 +F + and n 6 +G + and then to the largest known primary pseudoperfect number
The number n 6 also provides an example of (iv). Namely, the factorization
yields the primes n 6 + F − and n 6 + G − and hence the strong Giuga number
Another example of (iv) begins with n 8 and ends with the largest known (strong) Giuga number 
In that case, let p be a prime factor of n and e ∈ N. Then p e divides n if and only if p e−1 divides d. In particular, n is square-free if and only if n and d are coprime.
Proof. If (n, d) is a solution, then (7) reduced modulo p vp(n) implies (9) . The converse follows from the Chinese Remainder Theorem, and we infer the proposition.
The next theorem gives three properties of the function n → d(n). The first is a power rule. The second shows that the function n → d(n) satisfies Leibnitz's product rule, but only on coprime integers; in other words, it is "Leibnitzian," but not "totally Leibnitzian." The third is an analog of the quotient rule.
(ii). Given M, n ∈ N, denote their greatest common divisor by G := gcd(M, n) and their least common multiple by L := lcm(M, n). Then 
In particular, when γ = 1 we have the standard quotient rule.
Proof. (i). By Definition 3,
(ii). Since G = gcd(M, n),
Multiplying through by −Mn, we write the result as
Since L = Mn/G, the first conclusion follows. If G = 1, then p|G 1 p = 0, and we get the product rule. (iii). By part (ii),
Dividing by b and solving for d(
For a prime p, Definition 3 gives
On the other hand, the arithmetic derivative [3, 8, 27] of p is defined as p ′ = 1, and that of a product ab is defined as (ab) ′ = ab ′ + ba ′ . (Also, 0 ′ := 1 ′ := 0.) Thus, for square-free n > 1, both d(n) and the arithmetic derivative n ′ can be calculated by applying Leibnitz's product rule to the prime factorization of n. Therefore,
In 2010 Lava [2, p. 129] conjectured that Giuga numbers are the solutions of the differential equation n ′ = n + 1. Grau and Oller-Marcén [11] proved in 2011 that Giuga numbers are the solutions of the differential equation n ′ = an + 1, with a ∈ N. The following result shows that if k and n are Giuga numbers or primes, then the product kn cannot be a Giuga number, and that the product of two primary pseudoperfect numbers cannot be another one. (In contrast, the product of a primary pseudoperfect number and a prime can be either a primary pseudoperfect number, e.g., 6 · 7 = 42, or a Giuga number, e.g., 6 · 5 = 30, or neither, e.g., 6 · 11 = 66-compare Theorem 8.)
Theorem 10. The product of two integers each of which is either a Giuga number or a prime is never a Giuga number, and the product of two primary pseudoperfect numbers is never a primary pseudoperfect number.
Proof. We show more generally that, if M > 1 and n > 1 are coprime integers satisfying
and it follows that the congruence d(Mn) ≡ ǫ (mod Mn) holds only if M = 1 or n = 1, a contradiction.
Proposition 11. Given a positive integer n, let P be the set of its distinct prime divisors, and let Q and R be subsets of P satisfying Q ∪ R = P and Q ∩ R = ∅. Suppose that (n, d Q ) and (n, d R ) satisfy the congruences
) is a solution to congruence (6).
and the result follows.
An interesting variation on the Egyptian fraction equation (6) is obtained by replacing the integers in the definition with polynomials having integer coefficients. Let
From now on, we will assume that polynomials denoted by p(x) are prime in this sense. We
As before, solutions are given by
(mod n(x)).
, where the polynomials p 1 (x) = x, p 2 (x) = −2x+1 and p 3 (x) = −2x − 1 are prime. Then
.
is a solution to (12) . Thus, taking x = p for some prime p ∈ Z, if −2p + 1 and −2p − 1 are also prime, then n(p) satisfies an equation akin to that of a primary pseudoperfect number, although the primes may be negative. For instance, we may take p = 19, −2p + 1 = −37 and −2p − 1 = −39 to conclude that the number 27417 = 19 × −37 × −39 is almost primary pseudoperfect:
To prove the square-freeness of m, , 2m + 1, and 2m + 3, Moser [24] showed that if (m, n) is a solution of the Erdős-Moser equation, then (m, 1), (m + 2, 2), (2m + 1, 2) and (2m + 3, 4) are solutions (n, d) to the congruence (6) . We now aim to find an additional solution of the form (n, d) = (m − 1, x) .
We employ the Carlitz-von Staudt Theorem Theorem 11 (Carlitz-von Staudt) . Let n and m be positive integers. Then
Proof of the first case. When n is even, apply Corollary 2 to each factor p vp(m+1) of m + 1 and use the Chinese Remainder Theorem. 
Proof. (i). Rearranging the Erdős-Moser equation, we have
As in the proof of Theorem 7, the hypothesis implies n is even. Hence, by the Carlitz-von Staudt Theorem,
where ℓ denotes a prime. By Proposition 11, this proves (i).
(ii). If p | m − 1, but p − 1 ∤ n, then reducing both sides modulo p yields 2 n ≡ 1 (mod p), so that n is a multiple of ord p (2) . Recall that ord p (2) | p − 1. It follows that if p | m − 1, then n is a multiple of ord p (2) .
We now show that n ≥ p − 1. We refer to [22, Lemma 6] , a result of Moser, which states that 3n ≥ 2m. This implies that n ≥ p − 1 and proves (ii). (iii). By Proposition 10,
Since X ≡ 0 (mod p e−1 ), result (iii) follows. (iv). Finally, assume that p − 1 | n. We proceed by induction on e ≥ 1. For the base case e = 1, since p − 1 | n and p | m − 1, we have 2 n − 1 − X ≡ 0 (mod p). By Proposition 10, the base case follows. Now assume (iv) for e ≥ 1. Then since m − 1 ≡ 0 (mod p e ) and p − 1 | n, we get 2 n − 1 − X ≡ 0 (mod p e ). By Proposition 10, the induction is complete. Proof. It is known [21] that n is divisible by 2 8 · 3 5 . Therefore φ(3 6 ) | n, and it follows that 2 n − 1 ≡ 0 (mod 3 6 ). Now Theorem 12 part (iv) implies 3 7 | m − 1.
Bernoulli numbers
In this section, we apply some of the results of previous sections to study the Bernoulli numbers B 0 , B 1 , B 2 , B 3 , B 4 , . . . = 1, −1/2, 1/6, 0, −1/30, . . . .
Corollary 13.
For n ≥ 1 and every positive integer m ≤ n, we have the relation
Proof. By Bernoulli's formula (see, e.g., Conway and Guy [9, pp. 106-109] ), the polynomial
for any positive integers n and a. Substituting this into Pascal's identity (5), we expand the right-hand side and get
Setting n = k + 1 − j, we can write this as
Since this holds for all a > 0, we may equate coefficients when n = m, and the desired formula follows.
In particular, the case m = 1 is
Since B 1 = −1/2 and B 2n+1 = 0 for n > 0, this case is equivalent to
which is the standard recursion for the Bernoulli numbers. Thus, Corollary 13 is a generalization of this recursion. As a numerical example, take n = 8 and m = 3:
as predicted. Proof. We follow the steps in the previous proof, except that instead of Pascal's identity we use its analog for even exponents, Theorem 2. Details are omitted.
For example, again take n = 8 and m = 3: Let us now adopt Kellner's notation [14] and write the Bernoulli numbers as 
As a consequence, the denominator of B 2n is the square-free number D 2n = p−1|2n p. Then multiplying (16) by D 2n gives
It now follows from the definition of d(n) in (8) that the numerator of B 2n satisfies
Theorem 13. Let n and k be positive integers. For the difference B 2nk − B 2n , (i). the denominator equals
(ii). and the numerator satisfies the congruence
Proof. (i). For any m ∈ N, the von Staudt-Clausen Theorem gives
(ii). Writing
, we have, by part (i) and equation (17),
For example, taking n = 1 and k = 12, we have Here is a result due to Agoh [1] (see also [4, pp. 41 , 49] and [13] ).
Theorem 14 (Agoh).
The following statements about a positive integer n are equivalent:
We prove a related result, using a theorem of Kellner. (ii). For any positive integer n, we have the congruence S φ(n) (n) ≡ nB φ(n) (mod n).
Proof. (i). The statement holds for n = 1. Now take n > 2, let p be a prime factor of n, and set n = pq. Then using Lemma 1 we have (mod p).
Since n is square-free, gcd(p, q) = 1 and so φ(n) = φ(p)φ(q). Thus φ(n) is divisible by φ(p) = p − 1, and hence by Fermat's little theorem, q p−1 j=1 j φ(n) ≡ q(p − 1) ≡ −q (mod p).
As q = n/p, we get
To prove (i), assume first that p | ( Setting n = φ(n) and m = n − 1, part (ii) follows.
When n > 3 is prime, we can improve part (ii) to a supercongruence. Proof. Bernoulli's formula (14) gives S p−1 (p − 1) = P p−1 (p − 1). For prime p > 3, the von Staudt-Clausen Theorem (16) implies that P p−1 (p − 1) ≡ pB p−1 (mod p 3 ) (for details, see the proof of [26, Theorem 1] , where P p−1 (p − 1) is written symbolically as (B + p) p /p). As S p−1 (p) ≡ S p−1 (p − 1) (mod p 3 ), this proves the theorem.
Moser's Mathemagical Rabbits
In this section, we reveal some of the magic behind Moser's "mathemagical rabbits" [23] . In particular, we give a hint as to why one could expect m, n ⇐⇒ (a + 1)S n (m) = aS n (m + 1).
Let P n (x) ∈ Q[x] denote the polynomial interpolating S n in (13) . Then (a + 1)P n (m) = aP n (m + 1).
Let L n ∈ Q satisfy the conditions that
and that the greatest common divisor of the coefficients of L n P n (x) is 1. Set Q n (x) := L n P n (x). Then (a + 1)Q n (m) = aQ n (m + 1). On the other hand, it is known that P n (x) is given by (13) . For j = 1, 2, . . . , n, let
Then L n = (n + 1)lcm(R 1 , R 2 , . . . , R n ) and we obtain Q n (x) = lcm(R 1 , R 2 , . . . , R n ) n j=0 (−1) j n + 1 j B j x n+1−j .
We now focus on the Erdős-Moser equation, when a = 1 and n is even, i.e., a counterexample to the Erdős-Moser conjecture:
2Q n (m) = Q n (m + 1).
In this case, Corollary 8 implies m(m+1)(2m+1) divides Q n (m), and (m+1)(m+2)(2m+3) divides Q n (m+1). Note the appearance of the numbers m, m+2, 2m+1, 2m+3 as divisorsthese are the same numbers that appear in Moser's trick. Consider Q n (m + 1) modulo m: Therefore m divides L. The denominators of Bernoulli numbers are square-free, so we almost obtain another proof of the square-freeness of m.
