Nonvolatile memories (NVMs) have the potential to replace low-level SRAM or eDRAM on-chip caches because NVMs save standby power and provide large cache capacity. However, limited write endurance is a common problem for NVM technologies, and today's cache management might result in unbalanced cache write traffic, causing heavily written cache blocks to fail much earlier than others. Although wear-leveling techniques for NVM-based main memories exist, we cannot simply apply them to NVM-based caches. This is because cache writes have intraset variations as well as interset variations, while writes to main memories only have interset variations.
INTRODUCTION
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Given their energy-and cost-saving potentials (via chip area reduction), on-chip NVM-based cache is an attractive option. Consistent with this expectation, we already see a similar technology shift on the storage and the main memory level. For example, PCM-based storage [Condit et al. 2009; Caulfield et al. 2010; Akel et al. 2011 ] and main memory [Qureshi et al. 2009b ; Lee et al. 2009; Zhou et al. 2009; Qureshi et al. 2009a; Seong et al. 2010a; Ipek et al. 2010; Schechter et al. 2010; Seong et al. 2010b; Yoon et al. 2011 ] have already been actively explored.
However, it is still challenging to build NVM-based on-chip caches: caches handle much more writes than storage and main memory do, but NVM only has a limited write endurance. For example, PCM can only sustain 10 8 writes before experiencing frequent stuck-at-1 or stuck-at-0 errors [Qureshi et al. 2009a; Ipek et al. 2010; Seong et al. 2010a; Schechter et al. 2010; Seong et al. 2010b; Yoon et al. 2011] . The write endurance of ReRAM is much improved but is still limited at 10 11 [Kim et al. 2011] . For STTRAM, a prediction of up to 10 15 write cycles is often cited, but the best STTRAM endurance test result is less than 4×10 12 cycles [Huai 2008 ]. This problem of limited write endurance is further amplified by conventional cache management policies: those polices were originally designed for SRAM caches and result in significant nonuniformity in terms of writing to cache blocks, which would cause heavily written NVM blocks to fail much earlier than most other blocks.
There are many wear-leveling techniques to extend the lifetime of NVM main memories [Zhou et al. 2009; Qureshi et al. 2009a; Seong et al. 2010a ], but the difference between cache and main memory operational mechanisms makes the existing wearleveling techniques for NVM main memories inadequate for NVM caches. This is because writes to caches have intraset variations in addition to interset variations, while writes to main memories only have interset variations. According to our analysis, intraset variations can be comparable to interset variations for some workloads. This presents a new challenge in designing wear-leveling techniques for NVM caches.
To minimize both inter-and intraset write variations, we introduce i 2 WAP (inter/intraset Write variation-Aware cache Policy), a simple but effective wear-leveling scheme for NVM caches. i 2 WAP features two schemes: (1) Swap-Shift is enhanced from the existing main memory wear-leveling techniques and aims to reduce the cache interset write variation; (2) Probabilistic Set Line Flush is designed to alleviate the cache intraset write variation, which is a severe problem for NVM caches and has not been addressed before.
We simulate i 2 WAP with different system configurations, and the result shows that i 2 WAP can reduce the cache write variation by 16x and improve the lifetime improvement by 75% (up to 224%) compared to state-of-the-art cache management policies. It 
BACKGROUND
In this section, we first compare three NVM technologies (i.e., PCM, ReRAM, and STTRAM) against conventional SRAM and eDRAM in terms of area, latency, and energy. Moreover, we briefly explain the failure mechanism of each NVM technology.
Comparison Between NVM and SRAM/eDRAM
Compared to SRAM and eDRAM, NVM technologies commonly offer high cell density and zero standby power. For example, a ReRAM prototype [Sheu et al. 2011 ] was demonstrated to be 15x denser but with a similar read speed compared to SRAM. Thus, NVM can be used to build larger on-chip caches, reducing cache miss rate and improving performance. Second, NVM caches can reduce energy consumptions. Previous studies have shown that an L2 cache in the Niagara-2 processor consumes more than 20% of total power consumption [Kim et al. 2013] , and leakage energy can be as much as 97% of the total cache energy consumption [Chandarlapati and Chaudhuri 2007] . Using NVM can eliminate leakage energy when they are standby, hence reducing the total energy consumption. Table I lists a brief comparison between NVM and SRAM/eDRAM technologies.
PCM Technology and Failure Mechanism
PCM (phase change memory) utilizes the phase-change behavior of chalcogenide alloys (GST) to store data. Every PCM cell contains one GST and one selector transistor. GST can be switched between an amorphous phase (high-resistance, RESET state) and a crystalline phase (low-resistance, SET state) by applying a different voltage pattern. A small voltage is used to sense the data stored in PCM cells. PCMs have two major failure modes: stuck-RESET and stuck-SET [Kim and Ahn 2005] . Stuck-RESET is caused by void formation or delamination that catastrophically disconnects the electrical path between GST (i.e., the storage element of PCM) and the access device. Stuck-SET is caused by GST aging that makes GST more reluctant to create an amorphous phase after continuously experiencing write cycles, resulting in a degradation of the PCM RESET-to-SET resistance ratio. Both of these failure modes can be commonly observed. ITRS [ITRS 2012] projects that the average PCM write endurance is around 10 7 -10 8 .
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ReRAM Technology and Failure Mechanism
ReRAM is typically based on a solid electrolyte (e.g., oxides) sandwiched by one inert electrode (e.g., Pt) and one electrochemically active electrode (e.g., Cu or Ag). When there is a positive bias applied on the active electrode, metal ions (e.g., Cu + or Ag + ) are formed. These ions then migrate through the solid electrolyte, and they are eventually discharged at the inert electrode, which leads to a growth of dendrite and forms a highly conductive filament in the ON state of the cell. When the applied voltage changes its polarity, an electrochemical dissolution of the filament takes place, and it switches the cell back to the OFF state.
ReRAM has different endurance failure types. One of the them is the anode oxidationinduced interface reaction [Chen et al. 2011] . High temperature, large current/power process, and oxygen ions produced during the forming/SET process cause the oxidation at the anode-electrode interface. Another endurance failure mechanism is the extra vacancy-attributed reset failure effect [Chen et al. 2011] . Electric field-induced extra oxygen vacancy generation during switching may increase the filament size or make the filament rougher, accompanied with the reduced resistance in high-resistance states (R H RS ) and resistance in low-resistance states (R LRS ) as well as the increased reset voltage. Recent ReRAM prototypes demonstrate the best write endurance ranging from 10 10 [Lin et al. 2010 ] to 10 11 [Kim et al. 2011 ].
STTRAM Technology and Failure Mechanism
STTRAM is the second generation of MRAM (magnetic RAM). STTRAM uses a magnetic tunnel junction (MTJ) to store data. Each MTJ is composed of two ferromagnetic layers. One has a fixed magnetization direction; the other has a free one and can change its direction. The relative direction of these two layers is used to represent a digital "0" or "1." MTJ can be unreliable for two reasons: time-dependent dielectric breakdown (TDDB) and resistance drift [Slaughter et al. 2010] . TDDB is an abrupt increase of junction current owing to a short forming through the tunneling barrier. Resistance drift is a gradual reduction of the junction resistance over time that can eventually lead to reduced read margin. Due to these two issues, the best STTRAM endurance test result so far is less than 4×10 12 [Huai 2008 ].
INTERSET AND INTRASET WRITE VARIATIONS
Write variation is a significant concern in designing any cache/memory subsystems with a limited write endurance. Large write variation can greatly degrade the product lifetime because only a small subset of memory cells that experience the worst-case write traffic can result in an entire dead cache/memory subsystem even when the majority of cells are far from wearout. While the write variation in NVM main memories has been widely studied [Zhou et al. 2009; Lee et al. 2009; Qureshi et al. 2009a Qureshi et al. , 2009b Seong et al. 2010a] , to our knowledge, the write variation in NVM caches has not. Wear leveling in caches brings extra challenges since there are write count variations inside every cache set (i.e., intraset variations) as well as across different cache sets (i.e., interset variations) . In order to demonstrate how severe the problem is for NVM caches, we first do a quick experiment.
Definition
The objective of wear leveling is to reduce write variations and make write traffic uniform. To quantify the cache write variation, we define the coefficient of interset variations (InterV) and the coefficient of intraset variations (IntraV) as follows:
where we use Bessel's correction to calculate the standard deviation. w i, j is the write count of the cache line located at set i and way j, and W aver is the average write count:
where N is the number of cache sets, and M is the cache associativity. In short, InterV is the CoV (coefficient of variation) of the average write count within cache sets; IntraV is the average of the CoV of the write counts cross a cache set. 1 If w i, j are all the same, InterV and IntraV are both zero. Figure 1 shows the experimental results of InterV and IntraV in our simulated fourcore system with 32KB eight-way I-L1, 32KB eight-way D-L1, 1MB eight-way L2, and 8MB eight-way L3 caches. The detailed simulation methodology and the setting are described in Section 8. We compare InterV and IntraV in L2 and L3 caches as we anticipate that NVM will be first used in low-level caches. We observe from 84% L2 IntraV, and swaptions has 222% L3 IntraV. On average, IntraV is 17% in L2 and 27% in L3. (3) L2 has larger InterV than L3: L2 caches are private for each processor, but all processors share one L3 cache; thus, L3 has a smaller InterV since it mixes different requests. Considering the average write count to L2 is also higher, the larger L2 InterV makes the limited write endurance problem even worse. (4) IntraV is comparable to InterV: our results show that IntraV is roughly the same or even larger compared to InterV for some workloads. Combining these two types of write variations together significantly shortens the NVM cache lifetime.
CACHE LIFETIME METRICS
Cache lifetime can be defined in two ways: raw lifetime and error-tolerant lifetime.
We define the raw lifetime by the first failure of a cache line without considering any error recovery effort. On the other hand, we can extend the raw lifetime by using error correction techniques and paying overhead in either memory performance or memory capacity [Ipek et al. 2010; Schechter et al. 2010; Seong et al. 2010b; Yoon et al. 2011 ], and we call it the error-tolerant lifetime. In this work, we focus on how to improve the raw lifetime at first as it is the base of the error-tolerant lifetime. Later, we discuss the error-tolerant lifetime in Section 8.9. The target of maximizing the cache raw lifetime is equivalent to minimizing the worst-case write count to a cache line. However, it is impractical to obtain the worstcase write count throughout the whole product lifetime, which might span several years. Instead, in this work, we model the raw lifetime by using three parameters: average write count, interset write count variation, and intraset write count variation. The detailed methodology can be described as follows:
(1) The cache behavior is simulated during a short period of time t sim (e.g., 10 billion instructions on a 3GHz CPU). (2) Each cache line write count is collected to get an average write count W aver . Also, we calculate InterV and IntraV according to Equation (1) and Equation (2). (3) Assuming that the total write variation of a cache line is the summation of its interand intraset variations, 2 we then have W var = W aver · (InterV + IntraV ). (4) The worst-case write count is predicted as W aver + W var to cover the vast majority of cases. While it is approximate, Figure 2 validates the feasibility of this approach. (5) Assuming that the general characteristics of cache write operations for one application do not change with time, 3 the lifetime of the system can be defined as:
where W max represents the write endurance. In addition, the lifetime improvement (LI) of a cache wear-leveling technique can be expressed by Equation (5), where W aver base and W aver opt are the average write count before and after wear leveling, respectively:
In order to increase LI, we need to reduce InterV and IntraV while not significantly increasing W aver . We apply the state-of-the-art LRU (least recently used) cache management policy as the baseline, and Figure 3 shows how large the write variation it can cause. Compared to the ideal case where cache writes are evenly distributed, LRU can shorten the cache raw lifetime by 20%-30% under some workloads (e.g., swaptions). If this is the case of future NVM caches, our system will quickly fail even when most of the NVM cells are still healthy. Therefore, it is critical to design a write variation-ware cache management for NVM caches, and we need a cache management policy that can reduce both InterV and IntraV.
STARTING FROM INTERSET WRITE VARIATIONS
The existing wear-leveling techniques [Zhou et al. 2009; Qureshi et al. 2009a Qureshi et al. , 2009b Seong et al. 2010a ] focus on increasing the lifetime of NVM main memory. The principle behind these techniques is to introduce an address remapping layer.
Challenges in Cache Interset Wear Leveling
This principle remains the same for cache interset wear leveling, but we should reduce the performance overhead during address remapping since caches are accessed more frequently than main memories. Using Data Movement: Main memory wear-leveling techniques must use data movement during a remapping because any data loss in main memories is unrecoverable. Moving cache lines from one set to another is costly. First, data movement requires temporary data storage. Second, one cache set movement involves multiple reads and writes, it blocks the cache port, and thus it might cause significant system performance degradation. Start-Gap [Qureshi et al. 2009a ] is a recently proposed technique for NVM main memory wear leveling. If we directly extend Start-Gap to handle the cache interset wear leveling, it falls into this category.
Using Data Invalidation: Another option to implement set address remapping for NVM caches is data invalidation. We can use cache line invalidation because we can always restore the cache data later from lower-level memories as long as they are clean. This unique feature of caches provides us a new opportunity to design a low-overhead cache interset wear-leveling technique.
Data invalidation saves the temporary storage and the data movement latency as well. To quantify the performance difference between data movement and invalidation, we use L3 cache interset wear leveling as an example. Equation (6) lists the timing overhead of a cache set movement operation, in which M is cache associativity and t L3 is the L3 access latency (we assume symmetric read/write latency for the sake of simplicity).
The timing overhead of a cache set invalidation operation is hard to predict precisely since it highly depends on workloads. Equation (7) gives a first-order estimation, where HitR is the L3 hit rate, WriteR is the L3 write ratio, and t MM is the main memory latency. t invalid consists of two parts: writing back the dirty data in this set to main memory and restoring data from main memory to L3, which should be hit later. In the first part, HitR × WriteR is used to estimate the percentage of dirty blocks, and we assume that the write-back buffer can hide the main memory write latency. In the second part, we assume that the data returned from main memory can be forwarded to L2 before being written into L3.
We generally have t invalid < t move since WriteR is usually small. To further quantify the performance difference between these two, we also simulate two systems, respectively (see Section 8 for detailed simulation settings). In the data movement system, we extend the Start-Gap technique [Qureshi et al. 2009a] and trigger a cache set movement after every ψ cache writes. In the second system, we do not move the cache set but only invalidate it (write back if dirty). Figure 4 shows the performance comparison under different ψ settings (i.e., 100, 1,000, and 10,000). Compared to the data invalidation system, the data movement system has worse performance (i.e., 2% on average and up to 7% when ψ equals 100). For the data invalidation system, the performance overhead comes from writing back the dirty data to main memory and restoring data that should be hit later from main memory. The widely used MSHR technique [Kroft 1998] can effectively hide these latencies. However, on the other hand, the performance overhead in the data movement system is always there since we cannot move data in a nonblocking way.
Swap-Shift (SwS)
Considering that data invalidation is more favorable in cache interset wear leveling, we modify the existing main memory wear-leveling technique and devise a new technique called Swap-Shift (SwS).
5.2.1. SwS Architecture. The concept of SwS is to periodically shift cache set locations. Instead of shifting all the cache sets at once, which hits performance significantly, SwS only swaps the data of two neighboring sets at once. SwS can eventually shift all the cache sets by one offset after N − 1 swaps, where N is the number of cache sets.
SwS uses a global counter to store the number of cache writes, and we annotate it as Wr. It also uses two registers, SwV (changing from 0 to N − 2) and ShV (changing from 0 to N − 1), to track the current status of swaps and shifts, respectively. SwS has swap round and shift round:: -Swap Round (SwapR): Every time Wr reaches a specific threshold (swap threshold, ST ), a swap between cache set [SwV ] and set [SwV + 1] is triggered. Note that this swap operation only exchanges the set IDs and invalidates the data stored in these two sets (needs write-back if the data are dirty). After that, SwV is incremented by 1. One swap round (SwapR) consists of N − 1 swaps and indicates that all the cache set IDs are shifted by 1. -Shift Round (ShiftR): ShV is incremented by 1 after each SwapR. At the same time, SwV is reset to 0. One shift round (ShiftR) consists of N shifts (i.e., SwapR). Figure 5 is an example of how SwS shifts the entire cache by multiple swaps. It shows the SwV and ShV values during a complete ShiftR, which consists of four SwapRs; it also shows that one SwapR consists of three swaps and all cache sets are shifted by 1 after each SwapR. In addition, after one ShiftR, all cache sets are shifted to the original position and all the logical set indices are the same as the physical ones.
The performance penalty of SwS is small because only two sets are swapped at once and the swap interval period can be long enough (e.g., million cycles) by adjusting ST. The performance analysis of SwS is in Section 8.8. Figure 6 shows the SwS implementation. When a logical set number (LS) arrives, the physical set number (PS) can be computed based on three different situations:
SwS Implementation.
(1) If LS = SwV, it means that this logical set is exactly the cache set that should be swapped in this ShiftR. Therefore, P S is mapped to the current shift value (ShV). (2) If LS > SwV, it means that this set has not been shifted in this ShiftR. Therefore, P S is mapped to LS + ShV. (3) If LS < SwV, it means that this set has been already shifted. Therefore, PS is mapped to LS + ShV + 1.
When a dirty cache line is written back to the next level of cache, the logical set address needs to be regenerated. The mapping from PS to LS is symmetrical and is also given in Figure 6 . This mapping policy can be verified by the simple example in Figure 5 . Because SwV and ShV are changed along with cache writes, the mapping between LS and PS change all the time. This scheme balances the writes to different physical sets, reducing cache InterV. Compared to a conventional cache architecture, the set index translation step in SwS only adds a simple arithmetic operation and can be merged into the row decoder. We synthesize the LS-to-PS address translation circuit in a 45nm technology, and the circuit can handle an LS-to-PS translation within one cycle under a 3GHz clock frequency.
INTRASET VARIATION: A MORE SEVERE ISSUE
SwS only reduces cache interset write variations. Our experiment later in Section 8.2 shows that SwS alone cannot reduce intraset variations. In this section, we start with two straightforward techniques and then follow with a much improved technique, called PoLF, to tackle the cache intraset variation problem.
Set Line Flush
Intraset write variations are mainly caused by hot data being written more frequently than others. For example, if a cache line is frequently accessed by cache write hits, the corresponding cache set must have a highly unbalanced write distribution.
Traditionally, caches use LRU replacement policy to avoid evicting useful cache lines by marking every accessed block marked toward the MRU (most recently used) position. The LRU policy rarely replaces the hot data that are frequently accessed by cache write hits. This increases the write count of one block and the intraset write variation of the corresponding set.
To solve this problem, we first consider a set line flush (LF) scheme. When there is a cache write hit, LF puts the new data into the write-back buffer directly instead of writing it to the hit data block, and then marks the cache line as INVALID. This process is called set line flush. Using LF, the block containing the hot data has the opportunity to be replaced by other cold data, and the hot data can be reloaded to other cache lines. We invalidate the hot data line instead of moving it to other positions due to the same performance concern explained in Section 5.1.
LF balances the intraset write count, but it flushes data on every cache write hit regardless of data hotness. Obviously, LF greatly harms performance as it evicts useful cache lines every time. Instead, we need a scheme that only flushes hot cache lines that have been heavily written.
Hot Set Line Flush
We can improve the LF scheme by tracking the write count of each cache line and storing this counter in cache tags. We call this enhanced scheme hot set line flush (HoLF). We can detect a hot cache line if its counter is greater than the average value of that cache set by a predetermined threshold, and thus we should flush it. In this way, we can load another data block into this cache line, and reload the hot data into a relatively cold cache line. Figure 7 shows the HoLf architecture.
However, HoLF is still impractical. HoLF adds a large area overhead since it requires one counter for every cache line. Considering that the typical cache line is 64 bytes wide and assuming that the write counter is 20 bit, the hardware overhead is more than 3.7%. HoLF also degrades performance because it updates both maximum and average write counter values in every cache set. It is infeasible to initiate multiple arithmetic calculations for every cache write.
Due to these reasons, we stop the HoLF discussion in this article, and we switch to a further improved solution called PoLF.
Probabilistic Set Line Flush
The key of probabilistic set line flush (PoLF) is to flush hot data probabilistically instead of deterministically.
6.3.1. Probabilistic Invalidation. Unlike HoLF, PoLF only maintains one global counter to count the number of write hits to the entire cache, and it flushes a cache line when the counter saturates regardless of the cache line hotness. Although we cannot guarantee that the hottest data would be flushed, the probability of PoLF selecting a hot data line is high: the hotter the data is, the more likely it will be selected when the global counter saturates. Theoretically, PoLF can still flush the hottest cache line with only one global counter.
Maintaining LRU: Normal LRU policy marks the age bits of the evicted cache line as LRU during a cache line invalidation. However, PoLF should not modify age bits during a probabilistic invalidation. Otherwise, it is possible that after invalidating a single hot cache line, the same data will be reinstalled in the very same line on a subsequent miss. Therefore, in our design, when PoLF flushes a cache line in response to a probabilistic invalidation, the cache line age bits are unchanged. Later, a subsequent miss will invalidate the actual LRU line and reinstall the hot data in that line. The cache line evicted by probabilistic invalidation remains invalid until it becomes the actual LRU line.
Comparison with Other Policies: Figure 8 shows the behavior of a four-way cache set managed by LRU, LF, and PoLF policies under an exemplary access pattern. We observe that:
(1) For LRU, the hot data a 0 is moved to the MRU position (age bits = 3) after each write hit and is never replaced by other data. Thus, the intraset variation using LRU is the largest one among all the policies. (2) For LF, each write hit causes its corresponding cache line to be flushed. The age bits are not changed during write hits. The intraset variation is reduced compared to the LRU policy because the hot data a 0 is reloaded into another cache line. However, data a 1 is also flushed since every write hit causes one cache line flush, and it brings one additional access miss. (3) For PoLF, we let every other write hit cause a cache line flush (i.e., line-flush threshold FT = 2). 4 Compared to the LRU policy, its intraset variation is reduced because the hot data a 0 is moved to another cache line. In addition, compared to LF, cache miss rate is reduced because a 1 is not flushed.
From this example, we can see that PoLF maintains a high probability of replacing a hot cache data and thus reduces IntraV.
Endurance-Aware Cache Line Management for Non-Volatile Caches 4:13 Fig. 9 . The cache architecture of PoLF. Only one global write hit counter is added to the entire cache.
6.3.2. PoLF Implementation. Figure 9 shows the PoLF implementation. The only hardware overhead of PoLF is a global counter (one counter for the entire cache) that tracks the total number of write hits to the cache. The counter is only incremented at each write hit event. If the counter saturates at one threshold, then the cache will record the write operation that causes the counter saturation and invalidate the line corresponding to that write hit. The tunable parameter of PoLF is the line-flush threshold FT.
I 2 WAP: PUTTING THEM TOGETHER
We combine SwS and PoLF together to form our inter-and intraset write variationaware policy, i 2 WAP. In i 2 WAP, SwS and PoLF work independently: SwS reduces InterV, and PoLF reduces IntraV.
The total write variations can be reduced significantly and the product lifetime can be improved. The implementation overhead of i 2 WAP is:
-One global counter to store the number of write accesses (for SwS); -Two registers to store the current cache set swapping and shifting values (for SwS); -One global counter to store the number of write hits (for PoLF).
EXPERIMENTS
In this section, we first describe our experiment methodology, then we demonstrate how SwS and PoLF reduce InterV and IntraV, respectively. Finally, we show how i 2 WAP improves the NVM cache lifetime.
Baseline Configuration
Our baseline is a four-core CMP system. Each core consists of private L1 and L2 caches, and all the cores share an L3 cache. Our experiment makes use of a fourthread OpenMP version of the PARSEC 2.1 [Bienia et al. 2008 ] benchmark workloads. 5 We run single applications since they generally represent the worst case. The native inputs are used for the PARSEC benchmark to generate realistic program behavior. We modify the gem5 full-system simulator [Binkert et al. 2011 ] to implement our proposed techniques and use it to collect cache accesses. Each gem5 simulation run is fast forwarded to the predefined breakpoint at the code region of interest, warmed up by 100 million instructions, and then simulated for at least 10 billion instructions. The characteristics of workloads are listed in Table II , in which WPKI and TPKI are writes and transactions per kilo-instructions, respectively. In this work, we use ReRAM L2 and L3 caches as an example. Our techniques and evaluations are also applicable to other NVM technologies. Table III lists the simulation parameters, and the circuit-level cache parameters (e.g., access latency) are obtained from NVSim [Dong et al. 2012 ].
Effect of SwS on Interset Variation
The SwS effectiveness in InterV reduction is related to the number of shift rounds (ShiftR). For a cache with N sets, one ShiftR includes N swap rounds (SwapR) and one SwapR has N − 1 swaps. One ShiftR shifts every cache set through all the possible locations. More ShiftR means better interset wear leveling.
We annotate the round number of ShiftR as RRN:
in which ST is the swap threshold, and W total is the product of WPI (write access per instruction) and I n (the number of simulation instructions). For the same application, if the execution time is longer, which means I n is larger, we can use a larger ST value to get the same RRN. To illustrate the relationship between InterV reduction and RRN, we run simulations with different configurations and execution lengths. Figure 10 shows the result. As RRN increases, the cache InterV reduces significantly. When RRN is larger than 100, InterV becomes 95% smaller. According to Equation (8), this means if we want to make an effective interset wear leveling every month, we can use a relaxed ST value (e.g., 100,000 in this case).
However, simulating a system within a 1-month wall clock time is never realistic. To evaluate the effectiveness of SwS, we use a smaller ST (e.g., ST = 10) in a relatively shorter simulation (e.g., 100 billion instructions) to get a similar RRN. Figure 10(b) shows an L2 InterV reduction after adopting SwS when RRN equals to 100. The average InterV is significantly reduced from 66% to 1.2%. In practice, ST can be scaled along with the entire product lifespan since our wearleveling goal is to balance the cache line write count in the scale of several months if not years. Thus, the swap operation in SwS is infrequent enough to hide its performance impact. Figure 11 shows how PoLF affects IntraV and average write counts for L2 and L3 caches. We can see that PoLF can reduce IntraV significantly and the strength of PoLF can be changed with different FT values.
Effect of PoLF on Intraset Variation
When FT equals 1, the PoLF scheme flushes every write hit and it is equivalent to the LF scheme. Figure 11 shows that LF can further reduce IntraV compared to PoLF. However, the average write count of LF is increased significantly as well. Thus, considering the impact on both IntraV and average write counts, we choose PoLF with an FT that equals 10.
The results show that PoLF reduces the average L2 IntraV from 17% to 4% and the average L3 IntraV from 27% to 6%. The average write count is increased by less than 2% compared to the baseline. Figure 12 shows the total variations of L2 and L3 caches under different policies. Compared to the baseline, SwS reduces InterV across all the workloads, but it does not reduce IntraV. On the other hand, PoLF reduces IntraV and has a small impact on InterV. By combining SwS and PoLF, i 2 W AP is able to reduce both InterV and IntraV, Fig. 12 . The total variation for L2 and L3 caches under the baseline configuration, SwS scheme (RRN = 100), PoLF scheme (FT = 10), and i 2 WAP policy. Each value is broken down to InterV and IntraV. Note that a log scale is used to cover a large range of variations. evenly distributing writes to every cache line. Figure 12 shows that on average, the total variation is reduced from 84% to 5% for L2 caches and from 49% to 15% for L3 caches. Reduced InterV and IntraV mean an improved NVM cache lifetime. Figure 13 shows the lifetime improvement of L2 and L3 caches after adopting SwS only, PoLF only, and the combined i 2 WAP policy. The lifetime improvement varies based on the workload. Basically, the larger the original variation value is, the bigger the improvement a workload has. The overall lifetime improvement is 75% (up to 224%) for L2 caches and 23% (up to 100%) for L3 caches.
Effect of i 2 WAP on Total Variation and Lifetime Improvement

Sensitivity to Cache Associativity
As shown in Table III , we use eight-way associative L2 and L3 caches in the baseline system. To study the i 2 WAP effectiveness on different cache configurations, we evaluate its sensitivity to different associativity numbers ranging from four to 32. All the other system parameters remain the same. Figure 14 shows the total L2 and L3 variations under different policies when we change the cache associativity. For both L2 and L3 caches in the baseline system, with the increase of the cache associativity, InterV is decreased and IntraV is increased. The reason is that when the cache capacity is fixed, the number of cache sets decreases as the associativity increases. Thus, more writes are merged into one cache set and the write variation from one set to another becomes smaller. Furthermore, IntraV is amplified since the number of cache lines in a set is increased and the intraset write imbalance becomes worse.
Regardless of how the associativity changes, adopting i 2 WAP reduces the total variations significantly by combining SwS and PoLF. Figure 14 shows that for the four-way, 16-way, and 32-way systems, on average the total variation is reduced from 109% to 17%, from 66% to 6%, and from 57% to 7% for L2 caches, respectively; for L3 caches, it is reduced from 55% to 25%, from 52% to 19%, and from 55% to 15%, respectively. Accordingly, Figure 15 shows the lifetime improvement. On average, the lifetime improvement is 95% and 20% for L2 and L3, respectively, in a four-way system; it is 55% and 20% for L2 and L3, respectively, in an eight-way system; it is 44% and 23% for L2 and L3, respectively, in a 16-way system.
Sensitivity to Cache Capacity
We run another sensitivity study on cache capacities. In Section 8, we use 1MB L2 and 8MB L3 caches as shown in Table III . We expect that i 2 WAP also works effectively on different cache capacities. We conduct experiments on different L2 capacities ranging from 512kB to 4MB and different L3 capacities ranging from 4MB to 32MB. Figure 16 shows the result. On average, the total variation is reduced by 90%-95% for L2 caches and 58%-73% for L3 caches.
Accordingly, Figure 17 shows the lifetime improvement. On average, the lifetime improvement is 66%-153% and 22%-26% for L2 and L3 caches, respectively. These results validate that i 2 WAP works effectively regardless of the cache capacity. For L2 caches, we can see that as capacities increase, the value of lifetime improvement also increases. The reason is that the write imbalance is worse in larger-capacity caches, causing a larger variation. Thus, i 2 WAP is more important to large L2 caches. For L3 caches, the variation growth is much flatter than the ones in L2 caches, and IntraV occupies a larger proportion in the baseline. Thus, the L3 cache lifetime improvement is smaller than the one of L2.
Sensitivity to Multiprogram Applications
All the previous simulations are based on multithread workloads. To study the i 2 WAP effectiveness on multiprogram applications, we simulate workload mixtures from the SPEC CPU2006 benchmark suite [SPEC CPU 2006] . The other simulation configurations remain the same as described in Section 8. Figure 18 shows the variations of L2 and L3 caches for multiprogram workloads in a four-core system. Table IV lists the workload mixtures that we synthesize. Intuitively, multiple cores share one L3 cache and run different programs, and the access traffic to the L3 cache should be well mixed and thus balanced. However, Figure 18 shows that both InterV and IntraV in the shared L3 cache can still be a problem in some cases. On average, InterV and IntraV of L3 caches are 28% (up to 100%) and 26% (up to 64%), respectively. Similar to the results of multithread experiments, the variations Fig. 18 . The total variation for L2 and L3 caches for multiprogram applications using mixed SPEC CPU2006 workloads under the baseline configuration, SwS scheme (RRN = 100), PoLF scheme (FT = 10), and i 2 WAP policy. Each value is broken down to the interset variation and the intraset variation. in L2 caches are larger than the ones in L3 caches, since L2 only serves one program and has a more unbalanced write. On average, the total variation is reduced from 132% to 24% for L2 caches and from 54% to 15% for L3 caches. Figure 19 shows the lifetime improvement for the multiprogram workloads. For L2 and L3 caches, the overall lifetime improvement is 88% (up to 387%) and 33% (up to 136%), respectively. For the workload mixtures that initially have large InterV, there is a larger space for i 2 WAP to work and improve the lifetime. On the other hand, IntraV is more difficult to reduce since PoLF is based on a probabilistic mechanism, but i 2 WAP still works fairly well for the workload mixtures that initially have large IntraV.
In general, i 2 WAP is effective in reducing cache write variations and improving cache lifetime under multiprogram workloads.
Performance Overhead and Impact on Main Memory
Since i 2 WAP causes extra cache invalidations and extra write-backs on main memory, it is necessary to compare its performance to a baseline system without wear leveling. To model the contention on the main memory bus, we integrate DRAMSim2 [Rosenfeld et al. 2011] , in which open-page policy with FR-FCFS [Rixner et al. 2000] accurately modeled. DRAM timing information was obtained and modified from Micron data sheets [Micron 2011] . Figure 20 shows the performance overhead of a system in which L2 and L3 caches use i 2 WAP with ST = 100,000 and FT = 10 compared to a baseline system in which an LRU policy is adopted. Both of the results of the multithread and multiprogram workloads are provided. As shown in Figure 20 , on average, the IPC of the system using i 2 WAP is reduced only by 0.15% compared to the baseline. The performance penalty of i 2 WAP is very small because of two reasons:
-In SwS, the interval of swap operations is long (e.g., 10 million instructions), and only two cache sets are remapped for each operation. -In PoLF, write hit accesses are infrequent enough to ensure that the frequency of set line flush operations is low (e.g., once per 10 5 instructions), and only one cache line is flushed each time. In addition, designers can trade off between the number of flush operations and the variation value by adjusting FT . Figure 21 shows the write count to the main memory compared to the baseline system after adopting the i 2 WAP policy. The result shows that its impact on the write count is very small, only increasing about 1.7% on average. For most workloads, the write count is increased by less than 1%. Thus, the impact on memory bus contention is very small. In addition, because most writes can be filtered by caches and the write count of main memory is much smaller than that of caches, the endurance requirement for nonvolatile main memory is much looser.
Error-Tolerant Lifetime
While our analyses are all focused on the raw cache lifetime, this lifetime can be easily extended by tolerating partial cell failures. There are two factors causing the different failure time of cells. The first one is the variation of write counts, which is addressed mainly in this work. The second one is the inherent variation of the cell's lifetime due to process variations, which needs another type of technique to solve (discussed in Fig. 22 . The performance degradation and lifetime extension during gradual cache line failure on a nonvolatile cache hierarchy. Section 9). For both factors, the system lifetime can be extended by tolerating a small number of cell failures.
It is much simpler to extend i 2 WAP and tolerate the failed cache lines compared to tolerating main memory failures [Ipek et al. 2010; Seong et al. 2010a; Schechter et al. 2010; Seong et al. 2010b; Yoon et al. 2011] . We can force the failed cache lines to be tagged INVALID, so that no further data would be written to the failed cache lines. In this case, the number of ways in the corresponding cache set is only reduced by 1 (e.g., from eight-way associative to seven-way associative).
The error-tolerant lifetime is at least the same as the raw lifetime and may be much longer. However, the performance is degraded because the cache associativity is reduced. Figure 22 shows an analysis of an ReRAM-based cache hierarchy with 32KB L1 caches, 1MB L2 caches, and 8MB L3 caches. It shows that if the system can tolerate the failure of 50% of the cache lines at all levels, the lifetime can be extended by 6% and the performance penalty is 15%. 
Security Threat Analysis
Thus far, we only consider typical workloads. However, memory technologies with limited write endurance always pose a security threat. An adversary might design an attack that stresses few cache lines to reach their endurance limit and then cause a system failure.
One of the common attacks to wear out NVM is repeated address attack (RAA) [Qureshi et al. 2009a] . Using a simple RAA, an attacker can write a cache line repeatedly and then cause a write endurance failure. It is easy to attack a cache without any endurance-aware policy. A malicious code can attack an L1 data cache by repeatedly writing to one address. Since a cache under normal LRU management never replaces a cache line under a cache hit, the same cache line is continuously overwritten under such an attack. The attacking mechanism is similar for L2 or L3 caches. The only difference is that the attacker would use the higher-level cache's write-back to repeatedly write the lower-level cache. For example, circularly writing M + 1 (M is the cache associativity) of data in one L1 cache set would trigger a repeated write pattern to a single L2 cache line. Assuming it takes 10-50 cycles to write back to one L2 cache line, 
Thus, the traditional cache policy opens a serious security problem to NVM caches with limited write endurance.
To defend RAA, we can enhance i 2 WAP by introducing some randomness. The randomized i 2 WAP requires several modifications:
(1) In SwS, we can randomize the swap threshold ST within a predetermined range. Such randomization makes the mapping relationship between physical and logical set IDs unpredictable, therefore increasing the difficulty of RAA. (2) In PoLF, we can also randomize the line-flush threshold FT within a predetermined range. Cache line invalidation is quickly triggered by repeated write hits. PoLF guarantees a high probability to invalidate the attacked cache line, and data is then loaded in another random location. The threshold randomization makes it more difficult for attackers to predict the new location.
Random number generators have been widely studied [Blum et al. 1986; Kirkpatrick 1981; Qureshi et al. 2009a] . The latency and storage overhead of these generators are small (e.g., one cycle delay with 80 bytes of storage). They can be easily integrated into the i 2 WAP implementation. The randomized i 2 WAP makes the address remapping layer unpredictable from outside, and it distributes RAA accesses to different cache lines, thus destroying their repetition feature. Figure 23 shows the time to fail for a 1MB L2 cache when the portion of cache lines mapped from the distributed attacks is increased. The time to make a cache line fail can be extended to several months if an RAA access pattern is distributed to more cache lines. Such a long duration is sufficient to detect an abnormal attack.
RELATED WORK
There are various previous architectural proposals to extend NVM lifetimes. These prior works can be classified by two basic types of techniques:
The first category focuses on evenly distributing unbalanced write frequencies to all memory lines. Zhou et al. Zhou et al. [2009] proposed a segment swapping policy for PCM main memory. Qureshi et al. proposed fine-grain wear leveling (FGWL) [Qureshi et al. 2009b ] and start-gap wear leveling [Qureshi et al. 2009a ] to shift cache lines within a page to achieve uniform wearout of all lines in the page. Seong et al. [2010a] addressed potential attacks by applying security refresh. However, this previous work was all focused on extending the lifetime of PCM-based main memory. Other work on NVM caches [Joo et al. 2010 ] only extended wear-leveling techniques for main memory without considering the different operating mechanisms of main memory and caches. As discussed in Section 5.2, these techniques only reduce the interset variation when they are adopted in caches. The cache intraset variation is a new problem and is not considered in previous work.
The second category is about error corrections. The conventional error correction code (ECC) is the most common technique in this category. Dynamically replicated memory [Ipek et al. 2010 ] reuses memory pages containing hard faults by dynamically forming pairs of pages that act as a single one. Error eorrection pointer (ECP) [Schechter et al. 2010] corrects failed bits in a memory line by recording the position and its correct value. Seong et al. Seong et al. [2010b] propose SAFER to efficiently partition a faulty line into groups and correct the error in the group. FREE-p [Yoon et al. 2011] proposed an efficient means of implementing line sparing. These architectural techniques add different types of data redundancy to solve the access errors caused by limited write endurance. It should be noted that all the techniques from the second category are orthogonal to our proposed policies, and the total system lifetime could be extended further after combining i 2 WAP with them. Some other works focus on the security threat of nonvolatile main memories [Seznec 2010; Seong et al. 2010a; Qureshi et al. 2009a] , and their key idea is to dynamically change the address mapping. Similarly, i 2 WAP can be enhanced by parameter randomization as we discuss in Section 8.10.
CONCLUSION
Modern computers require large on-chip caches, but the scalability of traditional SRAM and eDRAM caches is constrained by leakage power and cell density. NVM is a promising alternative to build large on-chip caches. However, NVM usually has limited write endurance, and the existing wear-leveling techniques cannot effectively improve the NVM cache lifetime because caches have IntraV in addition to InterV. In this work, we propose i 2 WAP, a new endurance-aware cache management policy. i 2 WAP uses SwS to reduce InterV and PoLF to reduce IntraV, thus improving NVM cache lifetime. To implement i 2 WAP, we only need two global counters and two global registers. In one of our experiments, i 2 WAP improves the NVM cache lifetime by 75% on average and up to 224%.
