Restate the reference for EEG microstate analysis by Hu, Shiang et al.
1 
 
Restate the reference for EEG microstate analysis 
Shiang Hu1, Esin Karahan1, Pedro A. Valdes-Sosa1,2* 
1The clinical hospital of Chengdu Brain Science Institute, MOE key lab for NeuroInformation, University of 
Electronic Science and Technology of China, Chengdu, China 
2Cuban Neuroscience Center, Havana, Cuba 
Email: pedro.valdes@neuroinformatics-collaboratory.org 
Abstract  
Despite the decades of efforts, the choice of EEG reference is still a debated fundamental issue. Non-neutral 
reference can inevitably inject the uncontrolled temporal biases into all EEG recordings, which may 
influence the spatiotemporal analysis of brain activity. A method, termed microstates, identifying 
spatiotemporal EEG features as the quasi-stable topography states in milliseconds, suggests its potential as 
biomarkers of neurophysiological disease. As reference electrode standardization technique (REST) could 
reconstruct an infinity reference approximately, it is a question whether REST or the other references will 
be more reliable than average reference (AR) for the microstates analysis. In this study, we design the 
microstate-based EEG forward model, and apply different references for microstates analysis. The spatial 
similarity between the generated and assumed cluster maps is mainly investigated. Furthermore, the real 
EEG data by the parametric bootstrap method is used to validate the performance of the references. Finally, 
we find that REST is robust to recover more similar cluster maps to the assumption than AR in the simulation, 
and the cluster maps between REST and AR on the real EEG data are quite different. This study may indicate 
that REST contributes to identifying more objective microstates features than AR. 
1. Introduction 
The choice of electroencephalograph (EEG) reference is an unresolved fundamental issue in clinical 
neurophysiology. Though many references have been proposed, there is still no a clear-cut demonstration 
of the superiority of one reference over another until the recently proposed unified reference framework 
(Hu et al., 2018). We will attempt to shed light on this discussion by comparing the effect of selected 
reference on the segmentation of EEG into microstates, referred to by D. Lehmann as the ‘atoms of thought’ 
(Lehmann et al., 1998; Michel and Koenig, 2017). 
The reference problem exists since an EEG recording is the difference of potentials measured at two 
electrodes, namely, active electrode and reference electrode. The active electrode is placed on the scalp, 
and ideally it should only measure the sources from a specific brain region. Reference electrode could be 
put on the scalp, body, or virtually the linear combination of all the electrodes, and it theoretically should 
neither be affected by other cerebral sources nor pick up unwanted brain activity. A naive approach might 
be to place it very far from the head. However, this is not practical since the reference would become an 
antenna for undesired environmental fields. If there were no such fields, one would be recording with an 
ideal (but practically unattainable) ‘infinite reference’ (IR). 
A poor man’s replacement for the IR is to choose a ‘physical body reference’ (PBR) that would allow 
cancelation of the undesired environmental fields by the EEG differential amplifier and hopefully not record 
much brain activity. Proposals for such a PBR have been the vertex, linked ears, the tip of nose, etc. (Teplan, 
2002). Besides the monopolar PBR reference, it can be bipolar reference as well, an example of which is 
ipsilateral mastoids (or ears), being frequently adopted in clinical practice. Unfortunately, all PBRs are 
doomed to fail since there is no point on the scalp or body surface where the potential is zero or constant 
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(Nunez and Srinivasan, 2006). 
In view of the shortcomings of PBRs, efforts have turned to obtaining a virtual reference as a 
mathematical transformation of the recorded EEG. The best known virtual reference is the average 
reference (AR) (Lehmann, 1971; Offner, 1950). The rationale behind this proposal is that EEG potentials 
recorded from a dense electrode array placed on a closed surface nearly sum to zero (Bertrand et al., 1985; 
Nunez et al., 1997). The advantage of the AR only comes into playing with a large number of electrodes and 
extensive coverage of the head (Christodoulakis et al., 2013). These requirements are never fulfilled. This 
explains the mediocre performance in some cases of AR as highlighted in the literature (Bertrand et al., 
1985; Dien, 1998). 
An alternative and biophysically motivated virtual reference is ‘reference electrode standardization 
technique’ (REST) (Yao, 2001). It consists of finding a source configuration that explains observed EEG, and 
then projecting the sources back to the electrodes again—but first eliminating the effect of the reference. 
Thus, REST is a theoretical reconstruction of what the EEG would be like if one were using an ideal and 
noiseless IR. One could be worried that there is no unique source configuration that explains the voltages 
since the EEG inverse problem is ill-posed. However, it should be obvious that REST does not depend on 
which inverse solution is used. There are some evidences that REST provides better estimates of spectral 
mapping (Yao et al., 2005), coherency (Marzetti et al., 2007), spatiotemporal analysis of evoked potentials 
(Yao et al., 2007), default model network (Qin et al., 2010), scalp EEG potentials (Liu et al., 2015), 
connectivity (Chella et al., 2016) and so on. 
In fact, there seem to be two opposing views on the issue of the reference: 
• Proponents of the AR argue that the reference is irrelevant for topographic analysis. In their view, 
an EEG topography is analogous to a configuration of peaks and valleys. The only effect of a 
reference would be to change the “sea level” which does not change the overall landscape 
(Geselowitz, 1998; Michel et al., 2004). Thus, the choice of a ‘best’ reference is not essential and 
the AR would be the simplest choice. 
• A contrasting opinion is that the correct reference is essential for spatiotemporal model estimation. 
The consequence of a wrong reference is equivalent to adding an arbitrary and (possibly very 
structured time series) to all recording, which could certainly bias dynamical parameter estimation. 
An example of this type of bias has been shown by Marzetti et al. (Marzetti et al., 2007), who 
showed that the use of AR did not allow the optimal reconstruction of simulated networks from 
EEG coherence measures. This is not surprising since coherency is obtained from a Fourier analysis 
of the EEG and is certainly not invariant to the addition of an arbitrary signal. 
Thus, superficially it might seem that there is clear ‘division of labor’ for references, in which 
topographically oriented questions should be answered with the AR, and dynamical oriented questions 
would benefit best using REST. However, there are problems that are usually considered topography for 
which dynamical modeling is also essential. Evaluating the effect of reference in such situations could be a 
crucial test for reference estimation procedures. 
A ‘canonical’ instance of dynamical modeling of topographies is the parsing of a reference corrected 
multichannel EEG recording into a sequence of microstates. Each microstate is a consecutive set of EEG 
topographies, lasting up hundreds of milliseconds, which differ only in strength and polarity. The 
commonly-used steps of microstates analysis are to submit topographic maps into a clustering algorithm 
that is based upon a distance metric between maps designed to be insensitive to strength and polarity, and 
that presupposes the correction of the AR (Khanna et al., 2015; Murray et al., 2008). Each resulting 
clustering centroids or ‘cluster map’ is considered as the topographic map of a given microstate. The 
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classification scheme partitions the space of all the topographic maps based on the metric by means of 
nearest neighbor criteria. The entire EEG signals will thus be segmented into an alternating series of cluster 
maps active over the discrete time intervals. Microstates have been found to be reliably identifiable across 
subjects, to vary consistently over the lifespan, and seem to be the valid biomarkers of brain disorders 
(Kikuchi et al., 2011; Lehmann et al., 2005; Nishida et al., 2013). In view of this literature, we ask ourselves 
the question: is microstates analysis significantly affected by the choice of a different reference? 
    To answer this question, we designed a forward model to simulate the resting state EEG by a sequence 
of underlying microstates. In the simulation, different microstates appeared at random, each occurrence 
lasting a variable duration. Strength and polarity modifications of the basic cluster maps could vary 
smoothly for the duration of that state. Subsequently, microstates analysis was performed on the simulated 
EEG but introducing both AR and REST into the definition of distance metric for clustering and classification. 
We show that the choice of reference leads to statistically significant microstates analysis. This result was 
confirmed by comparing the microstates analysis of the real EEG data via resampling methods. 
2. EEG reference schemes 
In what follows, we denote scalars with lowercase symbols (e.g. x ), vectors with lowercase bold (e.g. x ), 
matrices with uppercase bold (e.g. X ); unknown parameters will be denoted by Greek letters (e.g.  ). 
Furthermore, 1  is the vector of ones; xI  is a x  by x  identity matrix; ( , )N μ Σ  is the multivariable 
Gaussian distribution with mean vector μ  and covariance matrix Σ ; ( )
T
 is the transpose of ( ) ; 

X  
is the pseudo-inverse of X  ; xˆ  is the estimation of x  ; 
2
  is the 2l  norm; We state that eN  is 
number of electrodes, vN  is the number of brain sources, N  is the number of templates, tN  is the 
number of templates; {}E   and {}C   denote the Expectation and the Covariance operator, respectively; 
the symbol represent the Kronecker product. 
EEG reference schemes can be divided into two categories, that is, online references, and offline re-
references. Online reference is exactly the recording reference put on the body (i.e. PBR); and offline re-
reference is to minimize the shortcomings of PBR. Linked mastoids, AR, and REST are three canonical re-
references. Among the three, linked mastoids has been criticized for a long time due to the ‘shunting’ 
phenomenon (Garneski and Steelman, 1958; Kaiser, 2000; McAvoy and Little, 1949; Nunez, 1991) and the 
distortion of power and coherence spectra (Chella et al., 2016; Marzetti et al., 2007; Shaw, 1984; Travis, 
1994). Thus, linked-mastoids is not discussed here. 
2.1. Physical Body Reference (PBR) 
Without loss of generality, the seemingly simplest and commonly-used PBR, FCz electrode, is to serve as 
the recording reference. We assume that the recorded EEG potentials are measured as the difference 
between the electric potentials of the active electrodes and that of the PBR electrode (FCz), which can be 
shown as, 
( )
e
PBR IR
N  
T
v I 1f v                         (1) 
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where
PBR
v  and 
IR
v  are the measured EEG potentials over eN  electrodes at an instant with PBR (here, 
FCz electrode) and IR, respectively; [0,...0,1,0,...0]Tf  is a zeros vector except for only one entry being 
1 at the corresponding channel of FCz. 
2.2. Average reference (AR) 
If the PBR is monopolar, AR is easily conducted by subtracting the mean of potentials from all electrodes at 
each time sample. It is formulated as 
 1( )e
AR PBR
N 
T
v I 1f v                          (2) 
where
AR
v is the EEG potentials with AR, 
1 [1 ,...,1 ]e eN N
T
f  is a vector full of 1 eN . 
2.3. Reference electrode standardization technique (REST) 
Exploiting the fact that source activities are reference independent, REST aims to reestablish a virtual 
reference at infinity from the PBR or the linear combination of some electrodes (e.g. linked mastoids, AR) 
approximately (Yao, 2001; Yao et al., 2005).  
The IR is the desired neutral reference which does not exist in the human body. However, the scalp 
EEG potentials with IR are theoretically existing due to the discretized approximation of Maxell equation   
 
IR  v G s                               (3) 
whereG is the lead field referenced with IR with the size e vN N , only dependent on the head model, 
source configuration and electrode montage (Hu et al., 2017); s  is the primal current density of vN  
equivalent sources; measurement noise is assumed to be zero in this model. 
Similarly, we have 
1,  ( )e
AR AR AR
N    
T
v G s G I 1f G       (4) 
where
AR
G is the lead field referenced with AR. 
The primal current density s  can be estimated by a minimum norm solution as 
ˆ [ ]AR AR s G v                                 (5) 
The estimation of s  is based on the fact that activated neural sources are not affected by the particular 
reference used (Pascual-Marqui and Lehamann, 1993).  
Finally, the EEG potentials with IR could be restored approximately by 
 ˆREST  v G s           (6) 
Note that the effectiveness of REST does not depend on the type of inverse solution used. The non-
uniqueness of the EEG inverse is not a problem but a way to achieve REST. Generally, the number of 
equivalent sources is much larger than the number of the scalp electrodes. The unique minimum norm 
linear inversion is a general choice for this underdetermined problem, and the inversion can be easily 
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conducted by a general pseudo-inverse of the lead field matrix (Yao, 2001). 
 
 
Fig. 1. The simulation module: the microstates-based EEG forward model was designed to generate the EEG potentials with 
IR; after, PBR (FCz electrode), AR, and REST were applied for the reference transforming, respectively; microstates analysis 
was conducted with the predetermined four types of cluster maps; lastly, the concordance between the microstates results 
and the assumption was investigated. The validation module: the nonparametric bootstrap model based microstates analysis 
was applied on the real EEG. statistical analysis was performed across the cluster maps. 
3. Microstate analysis 
The core steps of microstates analysis follow the well-established standard procedures (Lehmann et al., 
1987; Strik and Lehmann, 1993; Wackermann et al., 1993). Briefly shown in Fig. 1, firstly, the global field 
power (GFP) which represents the instantaneous field strength over time is calculated from the 
multichannel EEG signals; then, peaks of the GFP curve are captured at some time samples where local 
maxima occur. It is believed that the strongest field strength and the largest signal to noise ratio exist at the 
GFP peaks (Koenig et al., 2002); afterwards, the electric potentials of all electrodes at the GFP peaks are 
plotted as topographic maps, due to that high GFP is associated with a stable EEG topography around its 
peak (Michel, 2009); all the topographic maps are submitted to k-means clustering algorithm to generate a 
predetermined number of cluster maps; most studies examined on resting state EEG reported the same 
four archetypal cluster maps as shown in Fig. 1 (Lehmann et al., 2009); finally, all the topographic maps at 
the GFP peaks will be assigned the labels based on topographic similarity measured by the cosine distance. 
3.1. Global field power (GFP) 
The GFP equals the root mean square across the average referenced electrode values at a given time sample, 
namely, the standard deviation of all electrodes at a given time (Lehmann et al., 1987; Lehmann and 
Skrandies, 1980). The usual definition of GFP is based on the EEG potentials referenced to AR (Brunet et al., 
2011). Even so, GFP has ever been considered to be independent of the reference choice (Hamburger and 
v.d. Burgt, 1991; Lehmann et al., 1987; Lehmann and Skrandies, 1980; Murray et al., 2008; Skrandies, 1990). 
To indicate instantaneous field strength, GFP means how strong the potentials are recorded on average 
across the electrode montage (Murray et al., 2008; Wackermann et al., 1993). Thus, the other references 
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could be utilized to calculate the GFP as well as AR. For the comparison among different references, the 
GFP is redefined as following, 
 2
1
1
GFP
eN
t ctc
e
v
N 
                          (7) 
where
ctv is the potential of the
thc electrode at a given time sample after the reference being transformed 
to PBR, AR, REST. This equation has been used in the previous studies (Brodbeck et al., 2012; Hatz et al., 
2016; Murray et al., 2008; Wackermann et al., 1993). Hence, the transformation of GFP formulation has no 
impacts on the GFP computing and the cluster analysis with AR. 
3.2. Topography similarity 
The topographic similarity is measured by the corrected cosine index between two vectors, 
2 2
cci



u v
u v
                             (8) 
where u  and v  are the topographic distributions represented by the instantaneous topographic maps 
or the cluster maps. The instantaneous topographic map is the EEG potentials over all electrodes at a time 
sample with IR, PBR, AR, or REST. cci ranges from 0 indicating the exactly orthogonal configuration of neural 
sources, to 1 which means the identical configuration of neural sources regardless of the strength and 
polarity. Namely, cci describes the extent how the configuration of neural sources is similarly distributed to 
another one. 
If the attribute vectors are normalized by subtracting the means of vector, the index is called centered 
cosine similarity, and equals to the Pearson correlation coefficient which is the usual measure to evaluate 
the similarity between two maps (Brandeis et al., 1992). Or say, the cci works equivalently when the Pearson 
correlation coefficient employs two topographic maps of the EEG potentials referenced with AR. 
3.3. Clustering algorithm 
Compared with the adaptive segmentation method, the clustering algorithm is full of methodological 
advantages (Lehmann et al., 1987). Two clustering methods used in the microstates analysis are k-means 
clustering and hierarchical clustering (Pascual-Marqui et al., 1995; Tibshirani and Walther, 2005). However, 
a study exploring the reliability of the microstates found that the microstates results were highly consistent 
across two clustering methods (Khanna et al., 2014). Therefore, in this study, only k-means clustering is 
adopted to study the reference effects to microstates analysis. 
The codes of k-means clustering closely matching the results of Cartool - a dedicated software for 
microstates analysis (Brunet et al., 2011; Michel and Murray, 2012) are shared with us by the Functional 
Brain Mapping Laboratory in University of Geneva. 
4. Simulation 
The microstates analysis is the identification of the spatiotemporal features of the scalp EEG, thus being in 
the sensor space rather than the source space. Due to the reference problem and the non-uniqueness of 
the inverse solution, it is difficult to take one microstate result as the ground truth. An effective way to 
investigate the effects of EEG references is to generate the microstates projected from the known source 
activities via simulation. 
7 
 
4.1. Microstate-based EEG generation 
A microstate-based EEG generative model was proposed according to AR first in (Pascual,1995). This model 
is expressed as, 
1 2 1 2
2
,1
,  1
( , ) ( , ) 0,
0
m
N
tk
t t



   

   

   


V ΓA E Γ
A A
A
      (9) 
where 
m
V  is the measured EEG potentials with the size e tN N  ; Γ  is the normalized microstate 
patterns in the scalp with the size eN N ; is the microstate label1, , N ; A  is the intensity of 
the microstate during the time evolution; E  is the zero mean random noise, independent identically 
distributed for all time samples. This model assumes that EEG is constituted of N  non-overlapping 
microstates with a certain topography whose intensity changes over time. 
Based on the general EEG forward model (3), we extend the microstates model to the source space 
so as to guarantee that the simulated EEG is referenced to IR. Considering different levels of the existences 
of noise, the equation (9) is rewritten as, 
 , 2
( ) ,  1IR s mt t t t t t t      V G A E E 1 e G  (10) 
where  describes the time-varying source patterns, with the size v tN N N  ; We assume that each 
source pattern is drawn from a normal distribution with the mean as the template pattern 
temp
Z  ,
, ( , )v
temp
t NN  Z I , and  =0.01; 
s
E  is the noise in source space; 
m
E  is the measurement noise; 
the noise due to the reference electrode is denoted as 
te  which is the smoothed noise based on Gaussian 
distribution. 
By this source model, one can compute the ideal microstate patterns (template maps, i.e. the assumed 
cluster maps) from 
temp
GZ  and the microstates labels in each time sample from the intensity matrix A . 
Both the template maps and the microstate label alternating sequence are taken as the ground truth for 
the comparison of different references in the issue of microstate analysis. 
4.2. S/N ratio and initial number of clustering centroids 
The primal current density of the sources S  and the scalp EEG signals without the measurement noise
p
V can be denoted as 
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 ,  ( )
p s
t t t t t t   S A V G S E                    (11) 
We model the source and measurement noise in the equation (10) as  
 
2 2
10
2 1 2
SNR 10log
(0, ( ) ),  (0, )
signal noise
s m
t s c mN N
 
 
    


T
E LL E
 (12) 
Here, 
2
s  and 
2
m  are the variances of noise injected to the signal tS  in the source space and the 
signal 
p
cV  in the scalp, respectively. The discrete spatial Laplacian matrix 3
1
( )
6v
N  L I H I , and 
H  has the entries ' 1vvh   if 
'v  is a neighbor of source v , otherwise 0. 
Note that the noise injected in the source space is more likely to change the cluster maps (i.e. the final 
clustering centroids) than the noise in the sensor space. Due to much noise in the source space, the final 
clustering centroids may deviate far from the assumed cluster maps. To avoid this, we use more than four 
initial clustering centroids and eventually only export four centroids which highly correlate to the assumed. 
Hence, the SNR and the number of the initial clustering centroids are the factors to be investigated in the 
issue of microstate analysis. Setting the two factors in various levels, the spatial similarity cci is taken as the 
indicator to evaluate the references. 
4.3. Evaluation procedures 
As the steps in Fig. 1, we generate the resting state EEG with the microstate-based forward model in (10), 
perform the microstates analysis with different references, and evaluate the cluster maps and the 
microstate label alternating sequences. This sequel is repeated for different SNRs and number of initial 
cluster centroids. 
The spatial similarity between the generated cluster maps and the assumed is taken as the measure to 
evaluate to what extent the references affect the spatial distribution of microstates analysis. The ground 
truth of the microstate label alternating sequences -- the microstate label in each time sample is known in 
simulation. The topography of the referenced EEG at each time sample was assigned one label based on 
the spatial similarity between this topography and the generated four cluster maps. The proportion of the 
correctly identified microstate labels is taken as the measure to reflect how the references affect the 
dynamical aspect of microstates analysis. 
4.4. Topography similarity of simulation 
Given by 29 channels and 4000 time-samples, we generated four cluster maps and the microstate label on 
each time sample. By the equation (10), the EEG potentials IRv  were simulated. We firstly subtracted 
the potentials of FCz from each entry of IRv as the measured EEG potentials PBRv . Then, the measured 
EEG potentials was referenced with AR and REST, respectively. In the simulation, the tested SNR is infinity, 
3, 2.5, 2, 1.5, 1, and the initial number of clustering centroids is 4, 6, 8, 12, and each combination of the 
two factors was repetitively ran 30 times. In detail, for each reference, there were totally 4320 cases 
grouped by the varying factors (6 source SNRs by 6 scalp SNRs by 4 initial numbers of clustering centroids 
by 30 repetitions) to be investigated. 
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Fig. 2. The histogram of the spatial similarity between the generated and assumed cluster maps by four 
references. IR: infinity reference; PBR: physical body reference (here, FCz); AR: average reference; REST: reference 
electrode standardization technique.  
Fig. 2 shows the spatial similarity between the assumed and the generated cluster maps by IR, PBR 
(FCz), AR, and REST, respectively. We depicted all the cases with the same reference as histogram. It is clear 
in Fig. 2 that PBR is far less likely to recover the assumed cluster maps. Hereafter, PBR is taken no longer 
into account in the comparison of references. Unsurprisingly, IR gives the highest spatial similarity close to 
1 among all the references. Although the spatial similarity by AR is larger than 0.95, REST outperforms AR 
in all cases. 
 
Fig. 3. The spatial similarity with the factors varying. NOC: the initial number of clustering centroids; SNRs: SNR 
in the source space; SNRm: SNR in the sensor space. The pixel color represents the values of spatial similarity. 
From left to right, the initial number of clustering centroids increases from 4 to 12. Away from the bottom square 
toward the top one, three squares are the spatial similarity between the assumption and the cluster map 
generated by IR, AR, and REST, in order. 
The factors influencing the performance of references is the SNR and the initial number of clustering 
centroids. Fig. 3 shows the performance of references with factors varying. Regardless of how the factors 
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are grouped, REST seems to be similar with IR, while AR always performs worse than REST. The scalp noise 
affects spatial similarity more greatly than the source noise. This can be seen from the squares where the 
color changes more along the upper right direction than that in the upper left direction. In addition, the 
spatial similarity did not have the close relation with the initial number of clustering centroids. 
4.5. Microstate identification 
The most realistic one among all the simulation is selected to present the proportion of the correctly 
identified microstate labels, as well as the spatial similarity in Fig. 4. The simulated EEG in this case was 
generated by the factors grouped by the SNR was 1.5 and 1, in the source space and the scalp, respectively, 
as well as 4 initial clustering centroids. Hoteling’s T-squared test between the pairwise references is 
conducted. Seen from the wide gap and the p-value (<1e-4) between AR and REST, it is evident that REST 
can give more accurate microstate labels alternating sequences and the cluster maps than AR. The 
significance level (p=0.4920) between REST and IR indicates that REST has the similar performance to IR, or 
say, REST can almost identify the correct microstate labels and the cluster maps with IR. 
 
Fig. 4. An illustration of the correctly identified microstate labels. NOC: the initial number of clustering centroids; 
SNRs: SNR in the source space; SNRm: SNR in the sensor space. The table shows the p-values by Hoteling’s T-
squared test between the pairwise references. 
5. Validation by real data 
5.1. Real EEG data 
Real EEG data was acquired from 22 health subjects (age: 24.51.3 yrs., gender: 11 males/11 females) who 
were recruited from University of Electronic Science and Technology of China (UESTC). During the EEG 
recording, the subject sat on a comfortable armchair and kept relaxed in a salient room with moderate 
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brightness. The subject was instructed to keep eyes open for five minutes and then keep eyes closed for 
five minutes after a short break. 28 channels (reference electrode FCz and ground electrode AFz excluded) 
of EEG recordings were sampled at 500 Hz (32bit A/D conversion) within a bandwidth of 0.1-45 Hz by Brain 
Products System. The study was approved by local ethics committee of UESTC and was conducted according 
to the given guidelines. 
8 seconds segment of a subject with the eyes closed EEG was used to perform microstates analysis in 
combination with the parametric bootstrap method for the validation. We did the preprocessing such as 
artifact removal, 1-40 Hz filtering, and reference transforming by AR and REST. It is worthwhile to mention 
that the FCz is included in the AR transforming. The potential of FCz is not discarded and ascribed a value 
of 0 for all the time samples. Because the data of FCz is a valid sampled value of the brain electricity, it 
should be included in the electrode montage and the data analysis (Murray et al., 2008). Adding the PBR 
electrode FCz, the electrode layout and the number of electrodes are the same with the assumed montage 
in the simulation. 
5.2. Parametric Bootstrap model 
For the EEG potentials with AR or REST, it can be corresponded to the microstates model in the scalp 
(0) (0) V ΓA E                            (13) 
where 
(0)V   denotes referenced potentials with AR or REST, respectively. Γ   is the normalized 
microstate patterns generated by the k-means clustering. We denote the sum of the noise in source space 
and scalp as (0)E . The intensity of microstates A , is estimated by minimizing 
 
2
2
( ) arg mint t t t A V Γ A                 (14) 
Based on (13), we reconstructed the noise in each loop of bootstrapped microstates analysis. If 
( 1, ,20)n n  represents the thn bootstrap loop and Eˆ  is the reconstructed noise, then 
( ) ( 1) ( 1)
ˆ ( , )n n nN  E μ Σ      (15) 
Here, ( 1)nμ  and ( 1)nΣ are derived from ( 1)nE . The mathematical relation could be 
( 1) ( 1) ,1
( 1) ( 1) 1 ( 1) 2 1 2
( 1) 1 ( 1) 2 1 2
1
{ }, { } ,
{ ( ), ( )}, ,
{ ( ), ( )} 0,
J I J
n n i jj
n n n
n n
E E R
J
C c c c c
C c c c c

  
  
 

  

 

  

μ E H H H
Σ E E
E E
          (16) 
Then, we can reconstruct the EEG potentials, 
 ( ) ( )
ˆ ˆ
n n V ΓA E                              (17) 
The Bootstrap procedure is described in Table 1. Before the reconstruction of the noise in each loop, the 
reconstructed EEG potentials ( )
ˆ
nV  was referenced with AR or REST, according to 3) in Table 1. 
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Table 1. The Parametric Bootstrap Algorithms 
1) Given 
PBR
V , G , derive (0) 1( )e
AR PBR
N 
T
V I 1f V , (0) [ ]
REST AR
AR
  V G G V  
2) Given N , k-means clustering and equation (9), compute , , ,
AR AR REST RESTΓ A Γ A  
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By equation (10) and (11), compute
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nV  and ( )
ˆ REST
nV  
By k-means clustering, compute and output ( )
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nΓ  and ( )
REST
nΓ  
4) Statistical analysis 
5.3. Results 
By the parametric bootstrap method, we conducted the microstates analysis with the reconstructed EEG 
with 5, 10 and 20 times to obtain ample samples of cluster maps for the statistical analysis. The microstates 
analysis each time generated four cluster maps labeled as ‘A’, ‘B’, ‘C’ and ‘D’. The repeated microstates 
analysis led to a list of four cluster maps groups. We reorganize the cluster maps into the spatial distribution 
weight vectors as the following: 1) all the cluster maps are divided into two groups that are ‘group AR’ and 
‘group REST’, respectively; 2) the cluster maps in each group are reclassified into four sets of cluster maps 
as the rule of identical labels; 3) since one cluster map is a normalized vector in the multichannel sensor 
space, the elements in this vector are considered as the weights of corresponding electrodes distributed in 
the sensor space and together sampled neutral field activities. Taking the weights of an electrode from the 
set of cluster maps with the identical label forms in one spatial distribution weight vector whose length is 
the repeated times of microstates analysis. Namely, the repeated times of microstates analysis is the 
number of samples for each group to perform statistical analysis. Ultimately, paired t-test statistical analysis 
is performed between two spatial distribution weight vectors of the identical electrode from group AR and 
group REST, following the order of electrode by electrode and cluster map by cluster map (see Fig. 5). Shown 
in Fig. 5, there are very high significance levels at 29 electrodes and four labels. Thus, REST generated the 
significant different cluster maps from AR. The vertical axis is the p-value after paired t-test between two 
spatial distribution weight vectors from group AR and group REST. The green line is the threshold of 
significance level (p = 0.05). The scatter points with green, red and cyan color are the statistical result by 
repeating the bootstrapped microstates analysis with 5, 10 and 20 times, respectively. Since most p-values 
for 20 times microstates analysis are zero, we show them plus 1e-20. All the scatter points are under the 
green line with p << 0.05. 
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Fig. 5. The p-value between AR and REST after bootstrapped microstates analysis as to the weights over 
electrodes in the cluster map. The horizontal axis shows how the cluster maps and electrodes are ordered in this 
plot. In the identical order of electrodes, the cluster maps from left to right are labelled as ‘A’, ‘B’, ‘C’ and ‘D’, 
respectively. 
6. Discussion 
The present study confirms that the microstates analysis is affected by the references. Fig. 2 indicates that 
PBR is not reliable for microstates analysis. REST achieves the closer microstate identification to the 
assumed than AR, according to Fig. 3 and Fig. 4. And the superior performance of REST is not affected by 
the SNR and the initial number of clustering centroids. The microstates analysis on the real EEG data shows 
that REST generates four significantly different cluster maps from AR in Fig. 5. Since the microstate label of 
the original map in each time sample comes from the spatial similarity between the original map itself and 
the cluster maps, it is natural to infer that the microstate label alternating sequence on the real EEG data 
may be remarkably different between REST and AR. One may wonder if the GFP results into dissimilar 
cluster maps for different references. Note that the aim of GFP is to extract the maps at the instants of its 
peaks for the clustering analysis. The instants of the peaks due to different references will influence the 
cluster maps, especially for the microstate label alternating series (Khanna et al., 2015).  
The microstates topographies (cluster maps) are not directly picked from the distinct topographic maps 
but affected by the clustering process. In each iteration of k-means clustering algorithm, the k template 
maps (i.e. clustering centroids) are updated by averaging all the topographic maps which belong to the 
same class (Murray et al., 2008; Pascual-Marqui et al., 1995). Until convergence, the cluster maps are 
generated as the microstates topographies. Taking averaging in each iteration has the effect to dilute the 
original small topography difference. Therefore, the spatial similarity of cluster maps shown in Fig. 2 and 
Fig. 3 do not manifest rather large difference between AR and REST. 
Using the clustering methods, microstates analysis decomposes the multichannel EEG into several 
spatial maps alternating the stationary states rather than repetitive spatiotemporal (channel by time) 
patterns analysis (Takeda et al., 2016). This is to say that microstates analysis is more related to the spatial 
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maps than the consecutive spatial patterns in the temporal domain. Due to this, it was of less ample 
evidences that REST outperformed AR to a very large extent in microstates analysis, even though REST could 
be especially efficient for identifying and recovering the temporal information of EEG recordings (Yao, 2001; 
Zhai and Yao, 2004). 
The uncontrolled temporal dynamical bias of the reference electrode injected into the EEG recordings 
will eventually affect the microstates analysis. REST has been applied to correct the temporal biases, such 
as reducing the systematic shifts in the distribution of the frequency power (Yao et al., 2005), estimating 
the objective coherency maps and the functional connectivity (Chella et al., 2016; Marzetti et al., 2007), 
recovering the network configuration exactly (Qin et al., 2010); showing the unbiased audiovisual effects 
(Tian and Yao, 2013). Our findings in this study validates the reference effects in microstates analysis and 
indicates that REST could correct the spatiotemporal bias. 
The reliability of AR needs further investigation. Its advantage is that EEG potentials nearly sum to zero 
if the head is modelled as a closed sphere, requiring a large number of electrodes with a whole dense 
distribution on the head (Offner, 1950). However, the requirements are hard to meet in the practice: 1) one 
constraint comes from the head model-lacking some of the anatomical and physiological properties of the 
head. The head is not the perfect closed sphere, with some openings (e.g. ears) and the conductivity of the 
brain tissues and skull is anisotropic. 2) the other constraint is the limited electrode density and incomplete 
electrode coverage in the EEG recording. The experimenters usually place the electrodes on the upper half 
of the head, neglecting the lower part (e.g. face). Collectively, the practical reasons result in average 
potential differing from zero, preventing AR to be considered as an ideal reference (Hu et al., 2017; Yao, 
2017). 
It is important to remind that we had not conducted any study on the clustering algorithm and applied 
REST on the clinical psychiatric EEG for microstates analysis. This study was focused on investigating the 
effects of the references on the cluster maps and microstate label alternating series reflecting the dynamical 
information. In the future, we hope to explore the performance of REST with real patient EEG data in the 
microstates analysis. 
7. Conclusion 
In this study, we investigated the effects of the references on the microstates analysis by the simulated and 
real EEG. PBR is not suited for microstates analysis and REST always outperform AR to some extent. REST 
could generate the highly similar microstates features to the assumption, and produce significantly different 
cluster maps from AR by the real EEG data. To sum up, microstates analysis is affected by the references. 
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