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Differential Evolution with Event-Triggered
Impulsive Control
Wei Du, Sunney Yung Sun Leung, Yang Tang, and Athanasios V. Vasilakos
Abstract—Differential evolution (DE) is a simple but powerful
evolutionary algorithm, which has been widely and successfully
used in various areas. In this paper, an event-triggered impulsive
control scheme (ETI) is introduced to improve the performance
of DE. Impulsive control, the concept of which derives from
control theory, aims at regulating the states of a network by
instantly adjusting the states of a fraction of nodes at certain
instants, and these instants are determined by event-triggered
mechanism (ETM). By introducing impulsive control and ETM
into DE, we hope to change the search performance of the
population in a positive way after revising the positions of some
individuals at certain moments. At the end of each generation,
the impulsive control operation is triggered when the update
rate of the population declines or equals to zero. In detail,
inspired by the concepts of impulsive control, two types of
impulses are presented within the framework of DE in this
paper: stabilizing impulses and destabilizing impulses. Stabilizing
impulses help the individuals with lower rankings instantly
move to a desired state determined by the individuals with
better fitness values. Destabilizing impulses randomly alter the
positions of inferior individuals within the range of the current
population. By means of intelligently modifying the positions of
a part of individuals with these two kinds of impulses, both
exploitation and exploration abilities of the whole population
can be meliorated. In addition, the proposed ETI is flexible
to be incorporated into several state-of-the-art DE variants.
Experimental results over the CEC 2014 benchmark functions
exhibit that the developed scheme is simple yet effective, which
significantly improves the performance of the considered DE
algorithms.
Index Terms—Differential evolution, impulsive control, event-
triggered mechanism.
I. INTRODUCTION
Differential evolution (DE), firstly proposed by Storn and
Price [1, 2], has proven to be a reliable and powerful
population-based evolutionary algorithm for global numerical
optimization. Over the past decade, different variants of
DE have been proposed to handle complicated optimization
problems in various application fields [3], such as engineering
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design [4], image processing [5], data mining [6], robot control
[7], and so on.
Generally, DE employs three main operators: mutation,
crossover, and selection at each generation for the popula-
tion production [8–10]. The mutation operator provides the
individuals with a sudden change or perturbation, which helps
explore the search space. In order to increase the diversity of
the population, the crossover operator is implemented after
the mutation operation. The selection operator chooses the
better one between a parent and its offspring, which guarantees
that the population never deteriorates. In addition to these
three basic operators, there are three control parameters which
greatly influence the performance of DE: the mutation scale
factor F, the crossover rate CR, and the population size NP.
Most of the current research on DE has focused on four aspects
to enhance the performance of DE: developing novel mutation
operators [11–19], designing new parameter control strategies
[11–13, 20–25], improving crossover operator [12, 26–28],
and pooling multiple mutation strategies [29–33]. These four
categories of research on DE are described in detail as follows.
1) In recent years, some efficient mutation operators have
been presented and incorporated into the DE framework. For
instance, Zhang and Sanderson [13] proposed a new mutation
strategy “DE/current-to-pbest” to improve the performance
of the basic DE. Gong and Cai [14] developed a ranking-
based mutation operator to assign better individuals to lead
the population. Guo et al. [15] presented a successful-parent-
selecting method, which adapts the selection of parents when
stagnation is occurred. 2) Various parameter control schemes
have been introduced to the DE algorithm. In [20] and
[13], F and CR can be evolved during the evolution of the
population. In [21], an adaptive population tuning scheme
was proposed to reassign computing resources in a more
reasonable way. 3) Some researchers have made efforts to
optimize the conventional crossover strategy. For example,
Islam et al. [12] incorporated a greedy parent selection strategy
with the traditional binomial crossover scheme to develop
a p-best crossover operation. Guo and Yang [28] utilized
eigenvectors of covariance matrix to make the crossover
rotationally invariant, which generates a better search behavior.
4) Several DE variants have been put forward, which employs
more than one mutation operator to breed new solutions, such
as EPSDE [29], CoDE [30], SaDE [31], and so on.
Despite numerous efforts on improving DE from the above
four aspects, there are some DE variants which take advantage
of ideas from other disciplines. For instance, Rahnamayan
et al. [34] presented opposition-based DE (ODE), which
adopts opposition-based learning, a new scheme in machine
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intelligence, to speed up the convergence rate of DE. Laelo
and Ali [35] made use of the attraction-repulsion concept in
electromagnetism to boost the performance of the original DE.
Vasile et al. [36] proposed a novel DE, which is inspired
by discrete dynamical systems. These improvements on DE
enlighten us to look through techniques in other areas, which
might be introduced to the development of DE variants.
On another research frontier, as an important component in
control theory, impulsive control has attracted much attention
in recent years due to its high efficiency. As exemplified in [37,
38], impulsive effects can be detected in various dynamical
systems, like communication networks, electronic systems,
biological networks, and so on. Besides, impulsive control
is able to manipulate the states of a network to a desired
value by adding impulsive signals to some specific nodes
at certain instants. In addition, another effective technique,
event-triggered mechanism (ETM), has also been widely
utilized [39–42] in control theory. In ETM, the state of the
controller is updated when the system’s state exceeds a given
threshold. By integrating ETM into impulsive control, the
operation of impulsive control can only be activated when
some predefined events are triggered. This way, ETM avoids
the periodical execution of impulsive control, which efficiently
saves computational resources.
Taking a look at how DE works in an optimization problem,
the movement of the population in the evolution process can be
treated as a complicated multi-agent system in control theory,
where individuals in the population can be regarded as nodes
in a network. On one hand, in original DE algorithms and
some popular DE variants, it may take a long time for certain
individuals to reach the desired positions. For instance, the
“pbest” individual is utilized to guide the search of other in-
dividuals in JADE [13]. However, this operation is carried out
at each generation and forces the individuals to approach the
desired state slowly, which deteriorates the search performance
of the population in the limited computational resources. On
the other hand, in many DE variants, like jDE [20], JADE [13],
CoDE [30] et al., the diversity of the population is maintained
only by mutation and crossover, which are indirect. Inspired
by how impulsive control manipulates a dynamical system, we
introduce the concept of impulsive control into the design of
DE, aiming at increasing the search efficiency and the diversity
of the population by instantly letting selected individuals move
close to the desired positions. Besides, when DE is used
for an optimization problem, the computational resources are
often limited, measured by the maximum number of function
evaluations (MAX FES). Therefore, it is reasonable to trigger
the instantaneous movement of certain individuals by some
predefined events, which follows the idea of ETM.
Motivated by the above discussion, by integrating ETM into
impulsive control, we introduce an event-triggered impulsive
control scheme (ETI) for DE in this paper. Similar to adjusting
the states of some nodes in dynamical systems in control
theory, impulsive control revises the positions of a fraction
of population at certain moments, the purpose of which is to
positively change the evolution state of the whole population.
In detail, two varieties of impulses: stabilizing impulses and
destabilizing impulses are presented to fit into the framework
of DE. In addition, based on both the fitness value and
the number of consecutive stagnation generation, a novel
measure Ri is developed to pick the individuals to be injected
with impulsive controllers. When the update rate (UR) of
the population begins to diminish or reduces to zero, the
individuals with large values of Ri will be injected with
impulsive controllers. Stabilizing impulses are adopted to force
a number of individuals with lower rankings in the current
population to get close to the individuals with better fitness
values, which increases the exploitation ability of DE. Besides,
destabilizing impulses are considered to randomly adjust the
positions of inferior individuals within the range of the current
population, which improves the exploration capability of DE.
The major contributions of this paper are mainly threefold:
1) an event-triggered impulsive control scheme is introduced
into the DE framework, which aims to improve the search
ability of DE; 2) two kinds of impulses, stabilizing and
destabilizing impulses, are developed respectively, to enhance
the exploitation and exploration performance of DE; 3) the
proposed scheme is simple but effective, which can improve
the performance of most of the considered representative DE
algorithms in this paper. It is worth pointing out that we have
done some preliminary work in [43], in which an impulsive
control framework (IPC) is proposed for DE. IPC differs from
ETI in the following three major aspects: 1) ETI includes
ETM to identify when the individuals should be injected with
impulsive controllers, while no ETM is used in IPC. 2) Two
types of impulses, stabilizing and destabilizing impulses, are
proposed in ETI, while only stabilizing impulses are presented
in IPC. 3) ETI adopts ranking assignment and an adaptive
mechanism (described in Section III) to select the individuals
taking impulsive control, while IPC just utilizes a non-adaptive
piecewise threshold function for choosing the individuals.
This paper is organized as follows. In Section II, the original
DE and the concepts of ETM and impulsive control are
introduced. Our proposed scheme ETI is presented in Section
III. Experimental results are reported in Section IV. Finally,
concluding remarks are made in Section V.
II. RELATED WORK
In this section, we firstly introduce the original DE. Then the
concepts of event-triggered mechanism and impulsive control
are briefly outlined.
A single objective optimization problem can be formulated
as follows (without any loss of generality, in this paper, a
minimization problem is considered with a decision space Ω):
minimize f(x), x ∈ Ω, (1)
where Ω is a decision space, x = [x1, x2, ..., xD]T is a decision
vector, and D is the dimension size, representing the number
of the decision variables involved in the problem. For each
variable xj , it should obey a boundary constraint:
Lj ≤ xj ≤ Uj , j = 1, 2, ..., D, (2)
where Lj and Uj are the lower and upper bounds for the jth
dimension, respectively.
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A. DE
DE is a population-based evolutionary algorithm for a
numerical optimization problem. It initializes a population
of NP individuals in a D-dimensional search space. Each
individual represents a potential solution to the optimization
problem. After initialization, at each generation, three op-
erators: mutation, crossover and selection are employed to
generate the offspring for the current population.
1) Mutation: Mutation is the most consequential operator
in DE. Each vector xi,G in the population at the Gth generation
is called target vector. A mutant vector called donor vector
is obtained through the differential mutation operation. For
simplicity, the notation “DE/a/b” is used to represent differ-
ent mutation operators, where “DE” denotes the differential
evolution, “a” stands for the base vector, and “b” indicates
the number of difference vectors utilized. In DE, there are six
mutation operators that are most widely used:
i) “DE/rand/1”
vi,G = xr1,G + F · (xr2,G − xr3,G), (3)
ii) “DE/rand/2”
vi,G = xr1,G + F · (xr2,G − xr3,G)
+F · (xr4,G − xr5,G),
(4)
iii) “DE/best/1”
vi,G = xbest,G + F · (xr1,G − xr2,G), (5)
iv) “DE/best/2”
vi,G = xbest,G + F · (xr1,G − xr2,G)
+F · (xr3,G − xr4,G),
(6)
v) “DE/current-to-best/1”
vi,G = xi,G + F · (xbest,G − xi,G)
+F · (xr1,G − xr2,G),
(7)
vi) “DE/current-to-rand/1”
ui,G = xi,G +K · (xr1,G − xi,G)
+Fˆ · (xr2,G − xr3,G),
(8)
where xbest,G specifies the best individual in the current
population; r1, r2, r3, r4 and r5 ∈ {1, 2, ...,NP}, and r1 6=
r2 6= r3 6= r4 6= r5 6= i. The parameter F > 0 is called
scaling factor, which scales the difference vector. It is worth
mentioning that (8) shows the rotation-invariant mutation [44].
K is the combination coefficient, which should be selected with
a uniform random distribution from [0, 1] and Fˆ = K ·F. Since
“DE/current-to-rand/1” contains both mutation and crossover,
it is not necessary for the offspring to go through the crossover
operation.
2) Crossover: After mutation, a binomial crossover op-
eration is implemented to generate the trial vector ui =
[ui1, ui2, ..., uiD]
T :
uij,G =
{
vij,G, if rand(0, 1) ≤ CR or j = jrand,
xij,G, otherwise,
(9)
where rand(0, 1) is a uniform random number in the range
[0, 1]. CR ∈ [0, 1] is called crossover probability, which
determines how much the trial vector is inherited from the
mutant vector. jrand is an integer randomly selected from 1
to D and newly generated for each i, which ensures at least
one dimension of the trial vector will be different from the
corresponding target vector. If uij,G is out of the boundary, it
will be reinitialized in the range [Lj, Uj ].
3) Selection: The selection operator employs a one-to-one
swapping strategy, which picks the better one from each pair
of xi,G and ui,G for the next generation:
xi,G+1 =
{
ui,G, if f(ui,G) ≤ f(xi,G),
xi,G, otherwise.
(10)
B. Event-triggered mechanism (ETM)
Event-triggered mechanism (ETM) is an effective strategy
in control theory that determines when the state of a controller
is updated. Typically, a controller’s state is independent
of a system’s state except at periodic instants. When the
communication resource is insufficient, the traditional time-
triggered paradigm may not be efficient. While in ETM, the
state of the controller is revised only when a system’s state
exceeds a predefined threshold, or a specified event occurs.
This way, ETM is able to reduce the amount of unnecessary
communications. It is of paramount importance to make use of
ETM by devising suitable event-triggering conditions, which
saves system resources and ensures stable performance at the
same time. One can refer to the references [39–41] and therein.
C. Impulsive control
In various dynamical networks [45], like biological net-
works, communication networks, and electronic networks, the
states of networks often undergo abrupt changes at some
instants, which may be due to switching phenomena or
control requirements; and these changes can be modelled by
impulsive effects. Usually, impulses can be divided into two
categories: stabilizing and destabilizing impulses [37, 38],
which respectively make networks stable and unstable. For
dynamical networks, impulsive control is capable of adjusting
the states of a network by instantaneously regulating the states
of a fraction of nodes at certain instants. Due to the high
efficiency of impulsive control, it has attracted increasing
attention in recent years. Besides, as shown in [37], if the
impulsive strength of each node is distinct in networks, we
call such kind of impulses as heterogeneous impulses in space
domain.
In order to clearly explain the mechanism of impulsive
control, here we consider the following complex nonlinear
dynamical network model:
x˙i(t) = f˜(xi(t)) + υ
N∑
j=1
aijxj(t), (11)
where i = 1, 2, ..., N, xi(t) = [xi1(t), xi2(t), ..., xin(t)]T ∈
R
n is the state vector of the ith node at time t; f˜1(xi(t)) =
(f˜11(xi1(t)), ..., f˜1n(xin(t))
T ∈ Rn; υ > 0 denotes the
coupling strength; A = [aij ]N×N is the coupling matrix,
where aij is defined as follows: if there is a connection from
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node j to node i (i 6= j), then aij = aji > 0; otherwise
aij = 0; for i = j, aij is defined as follows:
aii = −
N∑
j=1,j 6=i
aij . (12)
Assume that the nonlinear dynamical network in (11) can
be forced to the following reference state s(t):
s˙(t) = f˜(s(t)). (13)
Let ei(t) = xi(t) − s(t), then we get the error dynamical
system:
e˙i(t) = f(ei(t)) + υ
N∑
j=1
aijej(t), (14)
where f(ei(t)) = f˜(xi(t))− f˜(s(t)). Consider heterogeneous
impulsive effects in system (11) or (14), we obtain the
following model:{
e˙i(t) = f(ei(t)) + υ
∑N
j=1 aijej(t), t 6= tk, k ∈ N+,
ei(t
+
k ) = ei(t
−
k ) + µikei(t
−
k ), (15)
where µik denote impulsive strengths; the impulsive instant
sequence {tk}∞k=1 satisfies 0 < t1 < t2 <, ..., < tk <
..., limt→∞tk = ∞; xi(t−k ) and xi(t
+
k ) denote the limit from
the left and the right at time tk, respectively. Without loss
of generality, in this paper, we assume that xi(t+k ) = xi(tk),
i = 1, 2, ..., N and t0 = 0.
III. AN EVENT-TRIGGERED IMPULSIVE CONTROL
SCHEME
In this section, we propose an event-triggered impulsive
control scheme (ETI) for DE. In the following, we firstly
introduce the proposed ETI in detail, which involves four
components, i.e., stabilizing impulses, destabilizing impulses,
ranking assignment, and an adaptive mechanism. Afterwards,
we combine our approach with DE to develop ETI-DE, the
pseudo-code and the computational complexity analysis of
which are also given.
A. Our Approach
In our approach, ETM and impulsive control are integrated
into the framework of DE algorithms. ETM identifies when
the individuals should be injected with impulsive controllers,
while impulsive control alters the positions of partial individ-
uals when triggering conditions are violated. Specifically, two
types of impulses, i.e., stabilizing impulses and destabilizing
impulses, are imposed on the selected individuals (sorted by
an index according to the fitness value and the number of
consecutive stagnation generation) when the update rate (UR)
of the population in the current generation decreases or equals
to zero. UR is illustrated by Eq. (16).
UR =
UP
NP
, (16)
where NP is the population size, and UP is the number of
the individuals that update in the current generation. On one
hand, when UR begins to decrease, stabilizing impulses drive
the individuals with lower rankings in the current population
to approach the individuals with better fitness values. The
purpose of stabilizing impulsive control is to help update some
inferior individuals and to enhance the exploitation capability
of the algorithm. On the other hand, when UR drops to zero or
stabilizing impulses fail to take effect, destabilizing impulses
randomly adjust the positions of the inferior individuals within
the area of the current population. This operation improves the
diversity of the population and hence improves the exploration
ability of DE.
Remark 1. Given an individual xi, we can also differentiate
stabilizing and destabilizing impulses from the perspective
of the impulsive strength Ki = diag{Ki1,Ki2, ...,KiD}, where
diag{Ki1,Ki2, ...,KiD} denotes a diagonal matrix whose diago-
nal entries starting in the upper left corner are Ki1,Ki2, ...,KiD:
stabilizing impulses (Kij ∈ [−1, 0]) and destabilizing impulses
(Kij ∈ (0, 1)), where D is the dimension and j = 1, 2, ...,D.
1) Stabilizing Impulses: Stabilizing impulses are employed
when UR begins to decrease. As mentioned before, in control
theory, stabilizing impulses can be employed to regulate the
states of a network to a desired value. Normally, the desired
state is set as the reference state for the nodes to be injected
with stabilizing impulsive controllers. In the framework of
DE, stabilizing impulses mainly focus on improving the
exploitation ability of DE. In DE algorithms, it is well known
that good individuals (i.e., with smaller fitness values) usually
contain useful information, which may be helpful to other
individuals’ evolution. Hence, these good individuals can be
regarded as references. So when stabilizing impulsive control
is triggered during the evolution, we set the individuals with
smaller fitness values in the current generation as the reference
states. The pseudo-code of stabilizing impulsive control is
exhibited in Algorithm S.1 of the supplementary file.
Assume that xi,G is one of the individuals at the Gth
generation that are chosen to undergo impulsive effects, where
xi,G = [xi1,G, xi2,G, ..., xiD,G]
T and D is the dimension. We set
si,G as the reference state for xi,G, which is randomly selected
from the best individual (gbest) or other individuals with
smaller fitness values than xi,G in the current population. For
each xi,G, a uniform random individual xk,G is firstly chosen
from the current population. If f(xi,G) < f(xk,G), which
means the randomly selected individual is worse than xi,G,
then xgbest,G is the reference state for xi,G; if f(xi,G) ≥ f(xk,G),
which means xk,G is better than xi,G in the current population,
then xk,G is set as the reference state for xi,G.
The error between xi,G and its reference state si,G at the Gth
generation can be obtained:
ei,G = xi,G − si,G. (17)
Then at the end of the Gth generation, stabilizing impulses
force the chosen individuals to approach their reference state.
Here we get:
xi,G+ = xi,G + Ki,G · ei,G, (18)
where Ki,G = diag{Ki1,G,Ki2,G, ...,KiD,G} is the impulsive
strength for individual xi at the Gth generation. Kij,G ∈ (−1, 0)
shows that in the jth dimension, xi,G lies on the line between
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the reference and the individual itself; Kij,G = 0 means
that in the jth dimension, xi,G is not injected with impulsive
controllers; Kij,G = −1 indicates that in the jth dimension, xi,G
reaches the reference state, j = 1, 2, ...,D. G+ denotes that
stabilizing impulses are imposed on xi,G at the end of the Gth
generation. Every time, DM dimensions of xi,G are selected
in a uniformly random way to be injected with impulsive
controllers, where DM ∈ {1, 2, ...,D}. When xgbest,G serves as
the reference state, for the selected DM dimensions, the im-
pulsive strength Kˆi,G = diag{Ki1,G,Ki2,G, ...,KiDM,G}DM×DM,
and Kij,G is a uniform random number from −1 to 0,
j = 1, 2, ...,D; for the rest D − DM dimensions, Kˇi,G =
diag{0, 0, ..., 0}(D−DM)×(D−DM). When xk,G is as the reference
state, for the selected DM dimensions, the impulsive strength
Kˆi,G = diag{−1,−1, ...,−1}DM×DM; for the rest D − DM
dimensions, Kˇi,G = diag{0, 0, ..., 0}(D−DM)×(D−DM). Ki,G is
obtained from combining Kˆi,G and Kˇi,G. It is noticed that ζ
is a flag to indicate whether stabilizing impulsive control is
successful to improve the performance: when ζ = 1, it means
that the stabilizing impulsive control takes effect, and a new
individual is introduced to the population by replacing an old
one; when ζ = 0, it shows that the stabilizing impulsive
control fails to take effect.
Remark 2. According to [46], if the impulsive strength of
each node is distinct in networks, such kind of impulses is
called heterogeneous impulses in space domain. For stabilizing
impulses developed in this paper, the impulsive strengths are
not only heterogeneous in each individual of the population
but also nonidentical in each dimension of each individual.
Hence, it is apparent that our proposed impulses generalize
the heterogeneous impulses in [46]. Apart from enhancing
the performance of DE algorithms, our proposed stabilizing
impulses can also contribute to the design of impulsive control
systems.
Remark 3. In [38], if impulses are injected into only a
fraction of nodes, such kind of impulses is called partial mixed
impulses. In this paper, stabilizing impulses are imposed on
not only a group of individuals in the population, but also
partial dimensions of each individual. Therefore, our presented
stabilizing impulses can be regarded as a hierarchical partial
mixed impulses when compared with the impulses in [38].
Besides, the proposed impulses will not only promote the
development of new powerful DEs, but also shed light on the
design of impulsive control systems.
2) Destabilizing Impulses: When UR drops to zero (UR =
0) or stabilizing impulses fail to take effect (ζ = 0),
destabilizing impulses are introduced to provide some ran-
domness during the evolution. When destabilizing impulses
are triggered, the selected individuals can be moved to any
position within the range of the current population. The
pseudo-code of injecting destabilizing impulses is exhibited
in Algorithm S.2 of the supplementary file. Assume that
xi,G is one of the individuals at the Gth generation that
are chosen to receive destabilizing impulses, where xi,G =
[xi1,G, xi2,G, ..., xiD,G]
T
. minj,G and maxj,G are the minimum
and maximum values of the jth dimension in the population
at the Gth generation, j = 1, 2, ...,D. The lower and upper
bounds of the range of the population at the Gth generation
are:
xL,G = [min1,G,min2,G, ...,minD,G]T , (19)
xU,G = [max1,G,max2,G, ...,maxD,G]
T . (20)
From Eqs. (19)-(20), we can obtain the error between xU,G
and xL,G at the Gth generation:
ei,G = xU,G − xL,G. (21)
Then at the end of the Gth generation, the positions of the
chosen individuals are randomly updated in the specified
range. Here we have:
xi,G+ = xL,G + Ki,G · ei,G, (22)
where Ki,G = diag{Ki1,G,Ki2,G, ...,KiD,G} is the impulsive
strength for individual xi at the Gth generation. Similarly,
DM dimensions of xi,G are selected at random to be injected
with impulses. Kij,G is a uniform random number from 0 to 1,
j = 1, 2, ...,D.
Remark 4. Similar to our developed stabilizing impulses,
destabilizing impulses are imposed on a part of individuals.
Thus our proposed destabilizing impulses can be regarded as
partial mixed impulses according to [38]. Besides, random
dimensions of the individual are chosen to be injected with
destabilizing impulses, the impulsive strengths of which range
from (0, 1). Therefore, destabilizing impulses in this paper
can also be understood as generalized heterogeneous impulses
when compared with the impulses in [46].
Remark 5. Two kinds of impulses are proposed in the
framework of DE. The idea of introducing impulsive control
into DE comes from the fact that impulsive control takes
effect in dynamical networks. In [37], stabilizing impulses are
imposed on partial nodes of a network, and the desired state
is set as the reference state for these nodes. The dynamical
network with stabilizing impulses can be synchronized to
a desired state. In DE, stabilizing impulses act as impetus,
which forces certain individuals to approach good individuals
(references) in the population at certain instants. And this
operation is expected to facilitate the fast convergence of
the population. In addition, destabilizing impulses introduce
disturbances to a network in multi-agent systems or dynamical
networks [38]. Similarly, in DE, a fraction of individuals are
injected with destabilizing impulses at certain moments, which
aims at bring some randomness into the evolution process.
In dynamical networks, impulsive control is used to adjust
the states of a network by instantly regulating the states of
a fraction of nodes at certain instants. And in DE, impulsive
control is expected to enhance the search performance of the
whole population by instantaneously modifying the positions
of a part of individuals at certain moments.
3) Ranking Assignment: In the following, we need to
consider which individuals should be injected with impulsive
controllers. During the evolution process, we consider two
measures to characterize the status of the individuals. The first
one is the fitness value of each individual, while the second
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one is the number of each individual’s consecutive stagnant
generation. Fitness value is the most direct index to judge
whether an individual should enter into the next generation or
not. The number of consecutive stagnant generation reflects the
degree of the activity of an individual in the evolution. If an
individual does not evolve for a relatively long time, it might
be necessary to introduce some additional operations to change
its position. Based on these discussions, in this paper, we rank
the population based on the fitness value and the number of
consecutive stagnant generation, respectively. R˜i is the ranking
of xi,G according to the fitness value, and R¯i is the ranking of
xi,G based on the number of consecutive stagnation generation.
These two rankings are both ordered in an ascending way (i.e.,
from the best fitness value to the worst and from the smallest
number of consecutive stagnation generation to the largest).
Then we combine R˜i and R¯i to get Ri, which indicates that the
individuals are sorted according to both the fitness value and
the number of consecutive stagnation generation.
Ri = R˜i + R¯i. (23)
Ri not only reflects the fitness value of the individual xi,G but
also delivers the degree of the individual’s activity.
When impulsive control is triggered during the evolution,
we select the individuals with larger values of Ri from
the population as the candidates to undergo stabilizing or
destabilizing impulses. By specially displacing the individuals
with higher rankings (i.e., larger Ri), the evolution status of
the population can be improved.
4) An adaptive mechanism to determine the number of in-
dividuals taking impulsive control: Finally, in order to further
improve the performance of ETI, an adaptive mechanism is
proposed to determine the number of the individuals that
should be injected with impulsive controllers. We firstly dis-
cuss the number of individuals (M) with stabilizing impulses.
LN and UN represent the lower and upper bound of M,
respectively. When stabilizing impulsive control is triggered
for the first time, M = LN. After xi,G experiences the
stabilizing impulse, we get xi,G+ . xi,G+ can join the current
population instead of xi,G if and only if f(xi,G+) < f(xi,G).
Every time xi,G is replaced with xi,G+ (i.e., ζ = 1, see step
36 in Algorithm S.1 of the supplementary file), M keeps
unchanged. If ζ = 0, M = M + 1. We aim to increase
the success rate of stabilizing impulsive control by having
more individuals to be injected with stabilizing impulsive
controllers. Besides, if a new gbest is generated in the
population, M drops to a random integer between [LN,M]. The
reason for reducing M to a random integer between [LN,M]
instead of LN is to increase the times of successful stabilizing
impulsive control, especially in the later stage of the evolution.
Next, we explain how to choose the number of individuals
that undergo destabilizing impulses. As introduced above,
destabilizing impulses are added in two cases: when UR = 0
or ζ = 0. Unlike stabilizing impulses, with the purpose of
introducing some randomness, the selection operation (i.e.,
compare the fitness values of xi,G and xi,G+ ) will not be used
after injecting destabilizing impulses, which means that xi,G+
replaces xi,G directly. Therefore, in order not to bring too
many individuals with large fitness values into the population,
we randomly select the individuals from M candidates to be
injected with destabilizing impulses. The selection process is
described in Algorithm S.3 of the supplementary file.
Remark 6. In this paper, stabilizing and destabilizing impulses
are triggered separately based on the status of the individuals.
Two measures are used to characterize the status of the
individuals, and one of them is the fitness value of each
individual. In recent years, fitness control adaptation works
effectively for developing evolutionary algorithms, which
performs corrections and anti-corrections [25, 47–51]. In the
literature above, the best, worst, and average fitness values
in the population are utilized to construct some metrics,
such as ξ in [47], ψ in [48], χ in [49], and so on. These
parameters adaptively determine the activation time of each
local searcher. Although our method is similar to the fitness
control adaptation, there are some differences between the
works in [25, 47–51] and in our research. Firstly, in our
research, we rank the fitness values of the whole population,
instead of using some typical values (i.e., the best, worst, and
average values). Secondly, apart from the ranking of fitness
value, we also consider the ranking according to the number
of consecutive stagnation generation of the whole population.
These two rankings are combined into one measure R in (22).
Thirdly, the metrics ξ, ψ, and χ in [25, 47–51] are used to
activate different local searchers. While in our work, R is
the measure to select individuals as the candidate to undergo
stabilizing and destabilizing impulses. Therefore, fitness values
play different roles in literature [25, 47–51] and in our work.
And it can be generally recognized that our work also fits into
the framework of fitness control adaptation.
Remark 7. It is worth mentioning that the essential of ETI is
to adjust the search strategies of individuals according to the
evolutionary states. In recent studies on DE and particle swarm
optimization (PSO) [22, 52–54], the algorithms proposed also
select the search strategies and parameters based on the
states of the individuals. However, our work is quite different
from these studies in the following three aspects: 1) The
measures are different when representing the states of the
individuals. For example, in [22], the measure uses fitness and
distance information; in [52], distance information is utilized;
in [53], the measure takes advantage of fitness and position
information; in [54], position information is considered; while
we use fitness and stagnation information in our paper. 2) The
search strategies are different in the algorithms developed in
[22, 52–54] and our proposed ETI. For instance, [22] and
[52] developed parameter adaptation strategies; [53] used a
mutation operator in PSO; [54] employed a restart strategy
after stagnation; while our research makes certain individuals
approach superior individuals or reinitialized. 3) Our ETI is
presented within a DE framework and cannot be incorporated
into PSO, which will be explained in Remark 8.
B. DE with An Event-Triggered Impulsive Control Scheme
Combining the developed event-triggered impulsive control
scheme (ETI) with DE, the ETI-DE is proposed. The pseudo-
code of ETI-DE with “DE/rand/1” mutation operator is given
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in Algorithm 1. From step 7 to step 28, it is the original
DE algorithm with “DE/rand/1” mutation operator. The rest
steps in Algorithm 1 illustrate the mechanism of ETI. ETM
determines the moment to add impulses to the individuals, and
impulsive control modifies the positions of partial individuals
at the end of a certain generation. In detail, step 35 to step 42
and step 49 to step 56 describe the mechanism of destabilizing
impulses, which are triggered when UR = 0 or ζ = 0.
While step 43 to step 48 shows the details of stabilizing
impulsive control, which is triggered when UR decreases and
UR 6= 0. These two types of impulses are able to accelerate
the convergence of the population by updating some inferior
individuals, and improve the diversity of the population by
introducing some randomness to the search. Furthermore, ETI
is flexible to be integrated into other advanced DE variants,
such as jDE [20], JADE [13], SaDE [31], and so on.
In ETI-DEs, stabilizing impulses force the individual xi,G
to approach its reference state si,G, and destabilizing impulses
randomly adjust the positions of the individuals within the area
of the current population. These two operations are carried
out within the search range of the problem, so they will not
generate invalid solutions during the evolution process. In
the following experimental section, when ETI is incorporated
into other DE variants, we will not change the original
bound constraints handling methods of these DE variants.
These methods define that at any stage of the search process,
solutions outside the bounds are invalid, just like the situation
S1 in [55]. So for the CEC 2014 benchmark functions used
in Section IV, ETI-DEs will not search outside the region
[−100, 100]D.
Remark 8. The proposed ETI is presented within a DE
framework. Meanwhile, because different evolutionary algo-
rithms (EAs) have different structures, ETI cannot be directly
incorporated into other EAs, and some related modifications
are needed on ETI. For example, in genetic algorithm (GA),
only a fraction of individuals are selected as parents at each
generation, so the number of each individual’s consecutive
stagnant generation is meaningless. Therefore, it is necessary
to propose another measure to denote the state of the individu-
als. In particle swarm optimization (PSO), each member of the
swarm searches the space based on the historical information
of itself (pbest) and other members (gbest). So ETI may use
the stagnation information of pbest and gbest to be fitted
into PSO. In our future work, we will investigate in detail
whether ETI can work efficiently in other EAs. According
to the explanations in [8], in essence, ETI varies the moves
and enriches the pool of search moves. In detail, stabilizing
impulses introduce extra moves towards individuals with better
fitness values, the goal of which is to increase the exploitative
pressure. Destabilizing impulses bring in more explorative
moves, which helps the population explore the search space.
Here, we discuss the complexity of ETI. Generally, the
proposed ETI-DE does not significantly increase the overall
computational complexity of the original DE algorithm. The
additional complexity of ETI-DE is population sorting when
calculating R˜ and R¯, and implementing impulsive control.
The complexity of population sorting is O(2 · NP · log(NP)),
Algorithm 1 DE with event-triggered impulsive control
scheme
1: Begin
2: /* UR is the update rate of the population in each generation
3: /* UR tp stores the temporary value of UR
4: /* gbest is the best individual of the population in the current generation
5: /* gbest tp stores the temporary value of gbest
6: /* rs records the number of individuals to be injected with destabilizing impulses
7: Set LN = 1; UN = NP; M = LN; UR = 0; F = 0.5; CR = 0.9
8: Create a random initial population {xi,0|i = 1, 2, ...,NP}
9: Evaluate the fitness values of the population and record gbest
10: while the maximum evaluation number is not achieved do
11: UR tp = UR; gbest tp = gbest
12: for i = 1 to NP do
13: Select randomly three individuals r1 6= r2 6= r3 6= i
14: vi,G = xr1,G + F · (xr2,G − xr3,G)
15: Check the boundary of vi,G
16: Generate jrand = randi(D, 1)
17: for j = 1 to D do
18: if j = jrand or rand < CR then
19: uij,G = vij,G
20: else
21: uij,G = xij,G
22: end if
23: end for
24: Evaluate the fitness value of ui,G
25: if f(ui,G) ≤ f(xi,G) then
26: xi,G+1 = ui,G
27: end if
28: end for
29: Record the fitness value of the best individual as gbest
30: if gbest < gbest tp then
31: M = randi([LN,M], 1)
32: end if
33: Calculate R˜i and R¯i of the population, Ri = R˜i + R¯i
34: Calculate UR of the population
35: if UR = 0 then
36: M = min(M,UN)
37: Select M individuals with the largest Ri-value as {xi,G|i = 1, 2, ...,M}
38: {xi,G|i = 1, 2, ..., rs} = Random Selection of Individuals ()
39: for i = 1 to rs do
40: xi,G = Injecting Destabilizing Impulsive ()
41: Evaluate the fitness value of xi,G
42: end for
43: else if UR 6= 0 and UR < UR tp then
44: M = min(M,UN)
45: Select M individuals with largest Ri-value as {xi,G|i = 1, 2, ...,M}
46: for i = 1 to M do
47: [xi,G, ζi,G] = Stabilizing Impulsive Control ()
48: end for
49: if sum(ζ1,G, ζ2,G, ..., ζM,G) = 0 then
50: {xi,G|i = 1, 2, ..., rs} = Random Selection of Individuals ()
51: for i = 1 to rs do
52: xi,G = Injecting Destabilizing Impulsive ()
53: Evaluate the fitness value of xi,G
54: M = M + 1
55: end for
56: end if
57: Record the best individual of current population as gbest tp
58: if gbest tp < gbest then
59: M = randi([LN,M], 1)
60: end if
61: end if
62: end while
63: End
and the maximum complexity of impulsive control is O(NP ·
D). It is known that the complexity of the original DE is
O(Gmax · NP · D), so the total complexity of ETI-DE is
O(2 ·Gmax ·NP · (D+ log(NP)), which can be regarded as the
same as the original DE. Therefore, our presented scheme does
not seriously increase the computational cost of the original
DE.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we carry out extensive experiments to
evaluate the performance of our developed ETI-DE. The
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total 30 benchmark functions presented in the CEC 2014
competition on single objective real-parameter numerical op-
timization are selected as the test suite [56]. According
to their characteristics, the functions can be divided into
four groups: 1) unimodal functions (F01-F03); 2) simple
multimodal functions (F04-F16); 3) hybrid functions (F17-
F22); 4) composition functions (F23-F30). More details of
these functions can be found in [56].
A. Parameter Settings
In the following experiments, we incorporate the proposed
event-triggered impulsive control scheme with two original
DE algorithms and eight state-of-the-art DE variants. The
parameters are set as follows:
1) DE/rand/1/bin with F = 0.5, CR = 0.9 [16];
2) DE/best/1/bin with F = 0.7, CR = 0.5 [16];
3) jDE with τ1 = 0.1, τ2 = 0.1 [20];
4) JADE with µF = 0.5, µCR = 0.5, c = 0.1, p = 0.05 [13];
5) CoDE with F = [1.0, 1.0, 0.8], CR = [0.1, 0.9, 0.2] [30];
6) SaDE with LP = 50 [31];
7) ODE with F = 0.5, CR = 0.9, Jr = 0.3 [34];
8) EPSDE with F = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9],
CR = [0.4, 0.5, 0.6, 0.7, 0.8, 0.9] [29];
9) SHADE with initial MF = 0.5, MCR = 0.5, H = NP
[57];
10) OXDE with F = 0.5, CR = 0.9 [26].
For the incorporated ETI-DE algorithms, the lower and
upper bounds of the number of individuals that take impulsive
control are set: LN = 1, UN = NP. The maximum number of
function evaluations (MAX FES) is set to D · 10000. We run
each function optimized by each algorithm 51 times for the
experiments [56]. The simulations are performed on an Intel
Core i7 personal computer with 2.10-GHz central processing
unit and 8-GB random access memory.
Remark 9. In Algorithm S.1, DM is the number of dimensions
of an individual selected to undergo stabilizing impulsive
control. Every time, DM dimensions of an individual are
chosen in a uniformly random way to be injected with
impulsive controllers, where DM ∈ {1, 2, ...,D}. In this
section, the sensitivity of DM is studied beforehand by
comparing the performance of ETI-DEs with random DM
and with DM = [D/3, 2D/3,D]. We provide the experimental
results in Table S.11 of the supplementary file. The results
show that in 26 out of 30 cases, ETI-DEs with random
DM perform better than those with DM = [D/3, 2D/3,D].
Therefore, it is reasonable to select random DM dimensions
of an individual to take stabilizing impulsive control, which
introduces some randomness into the evolution.
It is worth mentioning that the above ten algorithms were
tested on various benchmark problems, which are different
from the CEC 2014 test suite in our paper. To make the
comparisons fair and meaningful, an appropriate tuning of
the population size must be carried out. Therefore, a set
of tests are conducted to select a proper population size
for each algorithm. In detail, the ten DE algorithms with
NP = [30, 50, 100, 150] are applied to optimizing the CEC
2014 test suite 51 times, respectively, and the Holm-Bonferroni
procedure [58] with confidence level 0.05 is used to evaluate
the performance of each algorithm with different NP values.
The results are listed in Tables S.1-S.10 of the supplementary
file. According to the obtained results, for each algorithm,
the NP value with the highest rank (highlighted in boldface)
is chosen as its population size in the following experi-
ments of our research. That is, DE/rand/1/bin: NP = 100,
DE/best/1/bin: NP = 50, jDE: NP = 100, JADE: NP = 100,
CoDE: NP = 50, SaDE: NP = 100, ODE, NP = 100, EPSDE:
NP = 50, SHADE: NP = 150, OXDE: NP = 100.
In our experiment studies, three performance evaluation
criteria are used for comparing the performance of each
algorithm, which are listed below:
1) Error: The average and standard deviation of the func-
tion error value f(x) − f(x∗) are recorded, where x∗ is the
global optimum of the test function and x is the best solution
found by the algorithm in a single run. And error value smaller
than 10−8 will be taken as 0 [56].
2) Convergence graphs: The convergence graphs are plot-
ted to illustrate the mean function error values derived from
each algorithm in the comparison.
3) Wilcoxon rank-sum test: In order to show the significant
difference between the original DE and its ETI-DE variant, a
Wilcoxon rank-sum test at 5% significance level is conducted.
The cases are marked with “+/≈/−” when the performance of
the ETI-DE variant is significantly better than, equal to, and
worse than the DE algorithm without the proposed scheme,
respectively.
4) Holm-Bonferroni procedure: In order to complete the
statistical analysis, the Holm-Bonferroni procedure with con-
fidence level 0.05 is performed.
B. Comparison with Ten DE Algorithms
In this section, we assess the effectiveness of our developed
scheme by comparing ten popular DE algorithms and their
corresponding ETI-based variants. The experimental results
are provided in Tables S.12-S.14 of the supplementary file.
“+/≈/−” indicates that the performance of DE algorithms
with ETI is significantly better than, equal to, and worse
than those without ETI. The better values compared between
the DE variants and their corresponding ETI-based DEs are
highlighted in boldface.
From Tables S.12-S.14, we can see that the ten ETI-
DEs perform better than their corresponding original DE
algorithms. For example, for all the 30 test functions, ETI-
DE/rand/1/bin improves in 16 functions, ties in 9 func-
tions, and only loses in 5 functions; when compared with
DE/best/1/bin, ETI-DE/best/1/bin wins in 15 cases, ties in 10
cases, and merely loses in 5 cases; for jDE, the incorporation
of the proposed scheme exhibits superior performance in 13
functions, and provides similar performance in 15 functions;
for ETI-JADE, it outperforms JADE in 20 out of 30 functions,
and ties in 9 functions; for ETI-CoDE, it obtains better results
in 10 functions, while ties in 17 functions, and just loses
in 3 functions; for ETI-SaDE, it wins, ties, and loses in 10,
16, and 4 cases, respectively; for ODE, the proposed scheme
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improves its performance in 15 functions and only gets worse
in 1 function; for ETI-EPSDE, it improves in 21 function,
ties in 6 functions, and simply loses in 3 functions; ETI-
SHADE wins in 11 cases, ties in 15 cases, and only loses
in 4 cases when compared with SHADE; for OXDE, ETI
enhances its performance in 17 functions, and merely becomes
worse in 3 functions. In general, ETI significantly improves
the search ability of the ten popular DE variants. Furthermore,
in Figs. S.1-S.4 of the supplementary file, we use the box
plot to show the results of JADE, CoDE, SaDE and EPSDE
with and without ETI on CEC 2014 test suite at D = 30.
Combining Tables S.12-S.14 with Figs. S.1-S.4, we can see
the effectiveness of our proposed ETI.
The results of the Holm-Bonferroni procedure are given
in Table S.15 of the supplementary file, where we set ETI-
SHADE as the reference algorithm. From the rank values in
Table S.15, we can find that ETI improves the performance of
all the ten DE variants on the CEC 2014 test suite at D=30.
To better illustrate the convergence performance of the ten
DE algorithms and their corresponding ETI-DEs, we plot the
convergence curves of these algorithms in Fig. S.5 of the
supplementary file for six selected test functions, which are
from the four groups of the test suite. From Fig. S.5, we
can observe that our proposed ETI improves the convergence
performance of the ten original DE algorithms by introducing
two types of impulses.
In summary, the presented ETI is very powerful and the
ten ETI-DEs possess strong capabilities of rapid convergence
and accurate search for the test functions. The results of
the Wilcoxon rank-sum test confirm that our scheme is of
paramount importance to improve the performance of the
considered DE algorithms.
C. Effectiveness of Two Types of Impulses
In light of the results shown in Tables S.12-S.14, it can
be seen that the proposed ETI can significantly improve the
performance of the ten DE algorithms. The core of ETI
is the use of two types of impulses: stabilizing impulses
and destabilizing impulses. Stabilizing impulses help a part
of individuals get close to promising areas, which enhance
the exploitation ability of the algorithm; while destabilizing
impulses increase the diversity of the current population,
which improves the exploration capability of the algorithm. In
this section, we conduct four groups of experiments to examine
how these two kinds of impulses separately take effect for
the DE algorithms. Therefore, we consider the following four
variants of ETI-DE:
1) ETI1-DE: the proposed scheme only with injecting
destabilizing impulses when UR = 0 in each improved DE
(steps 43-60 in Algorithm 1 are deleted);
2) ETI2-DE: the proposed scheme without injecting desta-
bilizing impulses when UR = 0 in each improved DE (steps
35-42 in Algorithm 1 are deleted);
3) ETI3-DE: the proposed scheme without injecting desta-
bilizing impulses when ζ = 0 in each improved DE (steps
49-56 in Algorithm 1 are deleted);
4) ETI4-DE: the proposed scheme without injecting any
destabilizing impulses both when UR = 0 and ζ = 0 in
each improved DE (steps 35-42 and 49-56 in Algorithm 1
are deleted).
Firstly, ETI1-DEs are compared with the ten ETI-DEs
to show the effectiveness of stabilizing impulsive control.
Secondly, ETI2-DEs are compared with the ten ETI-DEs
to inspect the effectiveness of destabilizing impulses when
UR = 0. Thirdly, ETI3-DEs are compared with the ten ETI-
DEs to examine the effectiveness of destabilizing impulses
when ζ = 0. Fourthly, ETI4-DEs are compared with the ten
ETI-DEs to exhibit the effectiveness of destabilizing impulses,
which are triggered in two cases: when UR = 0 and when
ζ = 0. For saving space, we only list the win-lose results
of four types of comparisons (ETI-DEs vs. ETI1-DEs, ETI-
DEs vs. ETI2-DEs, ETI-DEs vs. ETI3-DEs, ETI-DEs vs. ETI4-
DEs) according to the Wilcoxon rank-sum test in Table S.16
of the supplementary file.
Based on the win-lose results in Table S.16, the following
conclusions can be drawn:
1) The first two rows indicate the positive contribution of
stabilizing impulses. Stabilizing impulses rearrange the loca-
tion distribution of the population by making the individuals
with higher rankings (i.e., larger R) reach the areas close to
the individuals with better fitness values, which increases the
search efficiency of the ten DEs.
2) The rest six rows confirm the effectiveness of destabiliz-
ing impulses. In detail, the third and fourth rows demonstrate
that destabilizing impulses triggered by the condition UR = 0
is of great importance to almost all the ten algorithms.
UR = 0 means that the whole population stops updating
at the current generation, which is quite unfavorable for the
evolution. Destabilizing impulses force the inferior individuals
to leave their previous positions, in order to pull the whole
population out of the impasse. The fifth and sixth rows
display the effect of injecting destabilizing impulses when
the stabilizing impulses fail to take effect. Specifically, ETI-
DEs wins in 4 cases, ties in 3 cases, and loses in 3 cases.
The last two rows show that without destabilizing impulses,
the performance of the ten algorithms deteriorates. In control
theory, destabilizing impulses introduce disturbances to a
dynamical system. Similarly, in DE, destabilizing impulses
bring some randomness into the evolution process when the
population reaches an impasse.
D. Effectiveness of Random Selection of the Reference State
in Stabilizing Impulses
In ETI, when xi,G is chosen to undergo stabilizing impulses,
the reference state si,G is randomly selected from the current
best individual (gbest) or other individuals with better fitness
values than xi,G in the current population (see Section III.A).
This operation not only introduces the information of elitist,
but also avoids the premature convergence for the population
during the evolution. In order to show the effectiveness of this
operation, in this section, we compare the performance of ETI-
DE and an ETI-DE modified in the following way (referred
as ETIgb-DE): the reference state si,G is only selected from
gbest in stabilizing impulses. The detailed experimental data
are provided in Tables S.17-S.19 of the supplementary file.
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The results show that ETI-DEs are significantly better than
ETIgb-DEs on most test functions. In ETI-DEs, the reference
state of stabilizing impulses is set as gbest or other individuals
with better fitness values than xi,G, instead of merely gbest.
The setting optimizes the state of the whole population and
increases the diversity of stabilizing impulses at the same time,
which avoids the premature convergence of the population.
Therefore, we can conclude that it does make the search more
effective when si,G is randomly selected from gbest or other
individuals with better fitness values.
E. Comparison with Other Restart Strategies
To the best of our knowledge, restart strategies directly
replace the selected individuals with other individuals, without
comparing the fitness values of them. Till now, different restart
strategies have been proposed in DE [36, 54, 59–62]. It is
noticed that in our approach, destabilizing impulses serve
as a restart strategy, which randomly adjust the positions
of the inferior individuals within the area of the current
population. Therefore, our presented ETI can also be viewed
as a restart-based strategy. In this section, firstly, we illustrate
the differences between some popular restart strategies in DE
and ours; secondly, we compare our ETI with a latest restart
strategy published in 2015.
To better illustrate the difference between other restart
strategies and destabilizing impulses presented in this paper,
we list the details of each strategy in Table S.20 of the
supplementary file. In [36], if no improvement is observed for
nsamples sample points, a restart mechanism might be activated.
Accordingly, a bubble is defined around the best individual
within the cluster xbest; then local and global restart strategies
are performed inside and outside the bubble, respectively.
However, the size of the bubble ∆ is quite critical to the
performance of the restart strategies. In [59], when the current
population converges at a local optimum, a restart is activated.
In detail, the newly generated individuals are forced away
from the δ hypersphere neighborhood areas of previous local
optima. Similarly, the neighborhood size δ is also important.
In [60], the restart strategy takes effect when the predefined
clusters are “dead”. The strategy consists of two operations:
restart by DE/rand/2 and restart by reinitializing certain
individuals within the search range. Specified probability
values are assigned to each operation, and it is necessary to
determine these values beforehand. In [61], when stagnation is
diagnosed, the algorithm performs a restart by increasing the
population size by a predefined multiplier k and starting an
independent search. In [62], when the population diversity is
poor or the population stagnates by measuring the Euclidean
distances between individuals of a population, the individuals
are restarted within the initial search space, which is sampled
by a random number randNj,G with normal distribution.
In [54], a new diversity enhance mechanism named auto-
enhanced population diversity (AEPD) is proposed, which is
an improved version of [62]. When population convergence
or stagnation is identified by AEPD, some individuals are
reinitialized. Our ETI is inspired by the idea of event-triggered
mechanism (ETM) and impulsive control in control theory, and
two kinds of impulses are developed to enhance the exploita-
tion and exploration performance of DE. Selected inferior
individuals are restarted by being injected with destabilizing
impulses when UR drops to zero or stabilizing impulses fail
to take effect (see Section III). Furthermore, the proposed
ETI sheds light on the understandings of ETM and impulsive
control in evolutionary computation, which broadens the
applications of ETM and impulsive control in wider areas.
Compared with the other methods in Table S.20, AEPD in [54]
and our ETI are easy to implement: 1) they do not introduce
any calculation of distances of individuals; 2) they do not
use the neighborhood, which avoids determining the value
of neighborhood size. The computational complexity of the
original DE is O(Gmax ·NP ·D). While for AEPD and ETI, it
is O(Gmax ·((3·NP+2)·D)) and O(2·Gmax ·NP·(D+log(NP)),
respectively, both of which do not seriously increase the
computational cost of the original DE.
In the following, we compare the performance of AEPD
published in [54] in 2015 and ETI by applying them to jDE
and JADE, and check their performance on the CEC 2014
benchmark functions. The parameters of jDE and JADE are
given in Section IV.A. It is worth noting that in AEPD [54],
the population size NP is set to 20. And in our ETI-jDE and
ETI-JADE, NP is set to 100. Therefore, the experiments are
divided into three groups: 1) to compare the performance of
AEPD-DEs and ETI-DEs with NP = 20; 2) to compare the
performance of AEPD-DEs and ETI-DEs with NP = 100; 3)
to compare the performance of AEPD-DEs with NP = 20
and ETI-DEs with NP = 100. The detailed experimental
data are provided in Tables S.21-S.22 of the supplementary
file. The upper half of Table S.21 demonstrates the superior
performance of AEPD-jDE and AEPD-JADE with NP =
20; the lower half of Table S.21 confirms the outstanding
performance of ETI-jDE and ETI-JADE with NP = 100.
For Table S.22, AEPD-DEs and ETI-DEs use the NP values
recommended in [54] (NP = 20) and in our paper (NP = 100),
respectively. The results show that ETI-jDE and ETI-JADE
with NP = 100 perform better than AEPD-jDE and AEPD-
JADE with NP = 20, which identifies the effectiveness of our
ETI. Compared with AEPD, our proposed ETI takes advantage
of the concepts of impulsive control and ETM in control
theory, which optimizes the state of the whole population
by instantly altering the positions of partial individuals. The
stabilizing and destabilizing impulses are triggered at certain
moments, which enhances the exploitation and exploration
abilities respectively, and saves the computational resources.
F. Effectiveness of Ranking Assignment
As introduced before, we select the individuals to undergo
impulsive control by ranking the population based on two
indices: fitness value and the number of consecutive stagnant
generation. These two indices identify the state of each
individual during the evolution process. Hence, R˜i and R¯i
are acquired, which are integrated into Ri. In this section,
we carry out three classes of experiments to demonstrate the
effectiveness of the ranking assignment. The first experiment
compares the performance of ranking the population according
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to Ri and only according to R˜i; the second experiment displays
the difference between utilizing Ri and merely utilizing R¯i; the
last experiment picks random individuals to be injected with
impulses instead of using Ri. The corresponding three variants
of ETI-DEs are as follows: R1-ETI-DE, R2-ETI-DE, and NoR-
ETI-DE. These three variants are compared with ETI-DEs,
the results of which (win-lose results of ETI-DEs vs. R1-ETI-
DEs, ETI-DEs vs. R2-ETI-DEs, ETI-DEs vs. NoR-ETI-DEs
according to the Wilcoxon rank-sum test) are exhibited in
Table S.23 of the supplementary file. Similar to the analysis
of the last experiment, we also obtain three conclusions from
Table S.23:
1) From the first two rows, it is observed that the individuals
injected with impulsive controllers cannot be merely selected
according to fitness values. The number of consecutive stag-
nant generation is also needed to be taken into consideration.
For an individual, which has been updated in recent gener-
ations, although its fitness value is inferior, it may be near
a promising area. Therefore, it is still necessary to keep this
individual in the population.
2) From the third and fourth rows, it is noted that the
individuals with impulsive control cannot be chosen by only
considering the number of consecutive stagnant generation
either. For an individual with superior fitness value, which
stagnates in recent generations, it may still be helpful for the
update of other individuals.
3) The last two rows further explain the necessity of using
both fitness values and the number of consecutive stagnant
generation to rank the individuals, which will be added im-
pulses later. These two measures reflect the two most important
characteristics of an individual in the evolution process. By
adding impulses to the inferior individuals graded by these
two measures, the search performance of the population can
be enhanced.
Remark 10. Ri is the sum of R˜i and R¯i, where R˜i and R¯i
indicate the rankings of the individual according to the fitness
value and the number of consecutive stagnation generation,
respectively. In the following, we use jDE and ETI-jDE on
F02 (unimodal) and F13 (multimodal) to show the impact of
ETI on the population during the evolution process. In Fig.
S.6 of the supplementary file, we plot the evolution of ten
random individuals’ Ri by jDE and ETI-jDE on F02 and F13,
respectively. From the figure, it can be observed that Ri by
ETI-jDE changes more frequently than that by jDE, which
verifies that the introduction of ETI enhances the movement
of the population.
G. Parameter Sensitivity Study
In the proposed ETI, there are three parameters: pr, LN,
and UN. pr represents the probability of selecting individuals
to be injected with destabilizing impulses. LN and UN are
the lower and upper bounds of the number of individuals with
stabilizing impulses. In ETI, pr is set as 0.2, LN is set as 1, and
UN is set as the same as the population size NP. Here, we
set pr = [0.2, 0.6, 1.0], LN = [1, 0.2NP, 0.5NP, 0.8NP], and
UN = [0.1NP, 0.4NP, 0.7NP,NP]. And we compare the ten
DE variants and their corresponding ETI-DEs with different
parameter values, in order to investigate the effects of the
parameters on the performance of ETI-DEs.
In Figs. S.7-S.9 of the supplementary file, we use bar graph
to show the number of functions that ETI-DEs with different
parameter values are significantly better than, equal to, and
worse than the original DE algorithms, respectively.
For pr, most ETI-DEs (e.g., ETI-DE/best/1/bin, ETI-jDE,
ETI-JADE, ETI-SaDE, ETI-EPSDE, and ETI-OXDE) with
pr = 0.2 have more winning functions than that with
pr = [0.6, 1.0]. Besides, most ETI-DEs (e.g., ETI-jDE, ETI-
JADE, ETI-CoDE, ETI-ODE, ETI-SHADE, and ETI-OXDE)
with pr = 0.2 have fewer losing functions than that with
pr = [0.6, 1.0]. Then we add the win/tie/lose numbers for
all the algorithms when using the same value of pr. And we
find that pr = 0.2 is a little bit better than pr = [0.6, 1.0].
A larger pr denotes that more individuals will be injected
with destabilizing impulses. And the introduction of more
randomness may be harmful to the current research. Therefore,
we set pr = 0.2 in the proposed ETI.
For LN, along with the growth of LN, we can find a trend
for nine of the total ten ETI-DEs except ETI-DE/best/1/bin:
the number of winning functions decreases and the number
of losing function increases. And for ETI-DE/best/1/bin, its
performance is not sensitive to the change of LN. Then we add
the win/tie/lose numbers for all the algorithms when using the
same value of LN. And we find that LN = 1 is much better
than LN = [0.2NP, 0.5NP, 0.8NP]. A larger LN indicates that
more individuals are injected with stabilizing impulses, which
will disrupt the ongoing search. Therefore, we choose LN = 1
for our proposed ETI.
For UN, we find that most ETI-DEs (e.g., ETI-
DE/best/1/bin, ETI-JADE, ETI-SaDE, ETI-ODE, ETI-EPSDE,
ETI-SHADE, and ETI-OXDE) with UN = NP show better
performance than that with UN = 0.1NP. In general, the
results indicate that too small values of UN (e.g. 0.1NP) are
worse than large values (e.g. 0.4NP, 0.7NP and NP). And
along with the increase of UN, the performance of ETI-DEs
with different UN values becomes close. UN is the upper
bound of the number of individuals with stabilizing impulses.
In the experiments, we find that when ETI is adopted, it is
more difficult for the number of individuals injected with
stabilizing impulsive controllers to reach UN as UN becomes
larger. And this explains why the performance of ETI-DEs
becomes similar along with the increase of UN. We add the
win/tie/lose numbers for all the algorithms when using the
same value of UN. And we find that it is a good choice to
select UN = NP in our paper.
H. Scalability Study
In the aforementioned experiments, we evaluate the perfor-
mance of the algorithms by running them on 30 test functions
with D = 30 from CEC 2014 test suite. The results show
that our proposed ETI can improve the performance of the
original DE variants. In this section, we perform the scalability
study of the ETI to further examine its effectiveness. The
dimension of the test functions is set as D = 50 and D = 100.
The detailed experimental data and the results of the Holm-
Bonferroni procedure are provided in Tables S.24-S.31 of the
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supplementary file. Furthermore, in Figs. S.10-S.13 of the
supplementary file, we use the box plot to show the results
of JADE, CoDE, SaDE and EPSDE with and without ETI on
CEC 2014 test suite at D = 100. From the results, we can
find out that our developed scheme still works effectively for
problems with large dimension (D = 50 and D = 100).
I. Working Mechanism of ETI
The above experimental results reveal the effectiveness of
our proposed ETI. In this subsection, we will investigate the
working mechanism of ETI based on some experiments.
In DE, the update rate (UR) of the population reflects
the degree of the activity of the population in the evolution
process. The decrease of UR indicates that the population
gradually encounters stagnation. The worst situation is that
UR drops to zero before the global best solution is found.
As introduced in Section III, two types of impulses, i.e.,
stabilizing and destabilizing impulses, are imposed on the
selected individuals when UR of the population in the current
generation decreases or equals to zero. When UR declines,
certain individuals will instantly approach the reference states
by means of stabilizing impulses. And we hope new superior
individuals can be found, and help other individuals update.
When UR reduces to zero, selected individuals will be
instantaneously displaced to other areas with the help of
destabilizing impulses. These individuals in the new positions
are expected to influence the stagnant population in a positive
way.
In the following, we use jDE and ETI-jDE on the Shifted
and Rotated Katsuura Function (i.e., F12 of the CEC 2014
test suite) to explain how ETI works. The results are given
in Fig. S.14. Figs. S.14(a)-S.14(b) show the change of the
fitness value of gbest when F12 is optimized by jDE and ETI-
jDE, respectively. Figs. S.14(c)-S.14(d) display the change of
the value of UR when F12 is optimized by jDE and ETI-
jDE, respectively. Take a look at the status of the population
from the 1700th generation to the 1750th generation. In Fig.
S.14(c), the generations when UR = 0 are marked by red
dots; and we find that UR drops to zero very frequently, which
means the whole population lacks the impetus to evolve. In
Fig. S.14(d), the generations when UR = 0 are also marked
by red dots, and red circles are used to mark the moments
when UR reduces. By observing the magnified figure in Fig.
S.14(d), UR does not drop to zero frequently, and we attribute
it to the destabilizing impulses in ETI. When UR decreases
in the current generation, it seldom reduces again in the next
generation due to the stabilizing impulses in ETI. Stabilizing
and destabilizing impulses increase the degree of activity of
the population during the evolution process, and hence help
the update of gbest (see Fig. S.14(b)).
The advantages of ETI can be summarized as follows:
1) Stabilizing impulses in ETI force certain individuals
approach the reference states, which enhances the exploitation
ability of the algorithm.
2) Destabilizing impulses in ETI bring in more explorative
moves, which increases the exploration ability of the algo-
rithm.
3) Event-triggered mechanism (ETM) determines the mo-
ment of adding two types of impulses, which avoids the
periodical execution of impulsive control and saves the com-
putational resources.
4) ETI is easy to implement and flexible to be incorporated
into other state-of-the-art DE variants.
V. CONCLUSION
In this paper, an event-triggered impulsive control scheme
(ETI) has been proposed to improve the search performance of
DE algorithms. There are four components in ETI: stabilizing
impulses, destabilizing impulses, ranking assignment, and an
adaptive mechanism. Firstly, stabilizing impulses aims to force
the selected individuals to approach some promising areas
instantly in the search domain, which facilitates the con-
vergence of the population. Secondly, destabilizing impulses
instantaneously alter the positions of inferior individuals in a
certain area, which maintains the diversity of the population.
Thirdly, ranking assignment is used to select the individuals
to be injected with impulsive controllers, which is based on
the fitness value and the number of consecutive stagnant
generation of each individual. Fourthly, an adaptive mech-
anism is presented to determine the number of individuals
taking impulsive control. Besides, ETM identifies the moment
of imposing these two kinds of impulses. Meanwhile, the
proposed ETI does not significantly increase the computational
complexity of DE algorithms.
Extensive experiments have been carried out based on the
CEC 2014 test suite. Firstly, ETI has been incorporated into
two original DE algorithms and eight state-of-the-art DE
variants. A series of results demonstrate that ETI can greatly
improve the performance of these DE algorithms. Then several
comparative experiments have been conducted to show the
effectiveness of two types of impulses, random selection of
the reference state in stabilizing impulses, and ranking assign-
ment. Besides, we compare ETI with other restart strategies,
and investigate the influence of three parameters. Then the
presented ETI-DEs have also shown their superiority in high-
dimensional problems. Finally, the working mechanism of ETI
has been investigated based on some experiments. It is worth
mentioning that the experimental results shed light on the
understandings of ETM and impulsive control in evolutionary
computation, which broadens the applications of ETM and
impulsive control in wider areas.
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Supplementary file of ETI-DE
ALGORITHM CAPTIONS
• Algorithm S.1 Stabilizing Impulsive Control ().
• Algorithm S.2 Injecting Destabilizing Impulses ().
• Algorithm S.3 Random Selection of Individuals ().
TABLE CAPTIONS
• Table S.1 Holm test on the fitness, reference algorithm
= DE/rand/1/bin (NP = 100, rank=2.97) for CEC 2014
test suite at D = 30.
• Table S.2 Holm test on the fitness, reference algorithm =
DE/best/1/bin (NP = 100, rank=2.47) for CEC 2014 test
suite at D = 30.
• Table S.3 Holm test on the fitness, reference algorithm
= jDE (NP = 100, rank=2.73) for CEC 2014 test suite at
D = 30.
• Table S.4 Holm test on the fitness, reference algorithm
= JADE (NP = 100, rank=3.00) for CEC 2014 test suite
at D = 30.
• Table S.5 Holm test on the fitness, reference algorithm
= CoDE (NP = 100, rank=2.23) for CEC 2014 test suite
at D = 30.
• Table S.6 Holm test on the fitness, reference algorithm
= SaDE (NP = 100, rank=2.97) for CEC 2014 test suite
at D = 30.
• Table S.7 Holm test on the fitness, reference algorithm
= ODE (NP = 100, rank=3.17) for CEC 2014 test suite
at D = 30.
• Table S.8 Holm test on the fitness, reference algorithm =
EPSDE (NP = 100, rank=2.70) for CEC 2014 test suite
at D = 30.
• Table S.9 Holm test on the fitness, reference algorithm =
SHADE (NP = 100, rank=3.13) for CEC 2014 test suite
at D = 30.
• Table S.10 Holm test on the fitness, reference algorithm
= OXDE (NP = 100, rank=3.07) for CEC 2014 test suite
at D = 30.
• Table S.11 WIN-LOSE results of ETI-DEs with random
DM and with DM = [D/3, 2D/3,D] (in Section IV.A)
for functions F01-F30 at D = 30.
• Table S.12 Experimental results of DE/rand/1/bin,
DE/best/1/bin, jDE, JADE and the related ETI-based
variants for functions F01-F30 at D = 30.
• Table S.13 Experimental results of CoDE, SaDE, ODE,
EPSDE and the related ETI-based variants for functions
F01-F30 at D = 30.
• Table S.14 Experimental results of SHADE, OXDE and
the related ETI-based variants for functions F01-F30 at
D = 30.
• Table S.15 Holm test on the fitness, reference algorithm =
ETI-SHADE (rank=14.47) for functions F01-F30 at D =
30.
• Table S.16 WIN-LOSE results of ETI1-DEs, ETI2-
DEs, ETI3-DEs, ETI4-DEs (in Section IV.C) and their
counterparts for functions F01-F30 at D = 30.
• Table S.17 Experimental results of ETI-DE/rand/1/bin,
ETI-DE/best/1/bin, ETI-jDE, ETI-JADE and the related
ETIgb-DEs for functions F01-F30 at D = 30.
• Table S.18 Experimental results of ETI-CoDE, ETI-
SaDE, ETI-ODE, ETI-EPSDE and the related ETIgb-DEs
for functions F01-F30 at D = 30.
• Table S.19 Experimental results of ETI-SHADE, ETI-
OXDE and the related ETIgb-DEs for functions F01-F30
at D = 30.
• Table S.20 Different restart strategies in DE.
• Table S.21 Experimental results of ETI-DEs and AEPD-
DEs for functions F01-F30 at D = 30.
• Table S.22 Experimental results of ETI-DEs and AEPD-
DEs for functions F01-F30 at D = 30.
• Table S.23 WIN-LOSE results of R1-ETI-DEs, R2-ETI-
DEs, NoR-ETI-DEs (in Section IV.F) and ETI-DEs for
functions F01-F30 at D = 30.
• Table S.24 Experimental results of DE/rand/1/bin,
DE/best/1/bin, jDE, JADE and the related ETI-based
variants for functions F01-F30 at D = 50.
• Table S.25 Experimental results of CoDE, SaDE, ODE,
EPSDE and the related ETI-based variants for functions
F01-F30 at D = 50.
• Table S.26 Experimental results of SHADE, OXDE and
the related ETI-based variants for functions F01-F30 at
D = 50.
• Table S.27 Experimental results of DE/rand/1/bin,
DE/best/1/bin, jDE, JADE and the related ETI-based
variants for functions F01-F30 at D = 100.
• Table S.28 Experimental results of CoDE, SaDE, ODE,
EPSDE and the related ETI-based variants for functions
F01-F30 at D = 100.
• Table S.29 Experimental results of SHADE, OXDE and
the related ETI-based variants for functions F01-F30 at
D = 100.
• Table S.30 Holm test on the fitness, reference algorithm =
ETI-SHADE (rank=15.70) for functions F01-F30 at D =
50.
• Table S.31 Holm test on the fitness, reference algorithm =
ETI-SHADE (rank=15.50) for functions F01-F30 at D =
100.
FIGURE CAPTIONS
• Fig. S.1 Box plots for the results of JADE with/without
ETI on CEC 2014 test suite at D = 30: 1–JADE; 2–ETI-
JADE.
• Fig. S.2 Box plots for the results of CoDE with/without
ETI on CEC 2014 test suite at D = 30: 1–CoDE; 2–ETI-
CoDE.
• Fig. S.3 Box plots for the results of SaDE with/without
ETI on CEC 2014 test suite at D = 30: 1–SaDE; 2–ETI-
SaDE.
• Fig. S.4 Box plots for the results of EPSDE with/without
ETI on CEC 2014 test suite at D = 30: 1–EPSDE; 2–
ETI-EPSDE.
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• Fig. S.5 Evolution of the mean function error values
obtained from the algorithms versus the number of FES
on six 30-dimensional test functions. (a) F02; (b) F11;
(c) F15; (d) F19; (e) F20; (f) F26.
• Fig. S.6 Evolution of Ri by jDE and ETI-jDE on F02
and F13 at D = 30. (a) Evolution of ten random
individuals’ Ri by jDE on F02. (b) Evolution of ten
random individuals’ Ri by ETI-jDE on F02. (c) Evolution
of ten random individuals’ Ri by jDE on F13. (d)
Evolution of ten random individuals’ Ri by ETI-jDE on
F13.
• Fig. S.7 The number of functions that ETI-DEs with
different pr values (LN = 1,UN = 100) are significantly
better than, equal to and worse than the original DEs on
CEC 2014 test suite at D = 30. (The results of adding
the win/tie/lose numbers for all the algorithms when using
the same value of pr: pr = 0.2 : 181/97/22; pr = 0.6 :
177/91/32; pr = 1.0 : 172/90/38.)
• Fig. S.8 The number of functions that ETI-DEs with dif-
ferent LN values (pr = 0.2,UN = 100) are significantly
better than, equal to and worse than the original DEs on
CEC 2014 test suite at D = 30. (The results of adding the
win/tie/lose numbers for all the algorithms when using
the same value of LN: LN = 1 : 181/97/22; LN =
20 : 170/71/59; LN = 50 : 149/55/96; LN = 80 :
133/36/131.)
• Fig. S.9 The number of functions that ETI-DEs with
different UN values (pr = 0.2, LN = 1) are significantly
better than, equal to and worse than the original DEs on
CEC 2014 test suite at D = 30. (The results of adding the
win/tie/lose numbers for all the algorithms when using
the same value of UN: UN = 5 : 152/120/28;UN =
20 : 172/105/23;UN = 50 : 175/96/29;UN = 100 :
181/97/22.)
• Fig. S.10 Box plots for the results of JADE with/without
ETI on CEC 2014 test suite at D = 100: 1–JADE; 2–
ETI-JADE.
• Fig. S.11 Box plots for the results of CoDE with/without
ETI on CEC 2014 test suite at D = 100: 1–CoDE; 2–
ETI-CoDE.
• Fig. S.12 Box plots for the results of SaDE with/without
ETI on CEC 2014 test suite at D = 100: 1–SaDE; 2–
ETI-SaDE.
• Fig. S.13 Box plots for the results of EPSDE with/without
ETI on CEC 2014 test suite at D = 100: 1–EPSDE; 2–
ETI-EPSDE.
• Fig. S.14 Working mechanism of ETI by jDE and ETI-
jDE on F12 at D = 30. (a) Change of the fitness value of
gbest of F12 optimized by jDE. (b) Change of the fitness
value of gbest of F12 optimized by ETI-jDE. (c) Change
of the value of UR of F12 optimized by jDE. (d) Change
of the value of UR of F12 optimized by ETI-jDE.
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Algorithm S.1 Stabilizing Impulsive Control ()
1: Begin
2: /* xi,G is the individual that undergoes stabilizing impulsive control
3: /* ζi,G is a flag to indicate whether stabilizing impulsive control is to improve
the fitness value
4: /* rand(a,b) uniformly generate a random number belonging to the interval (a,b)
5: /* DM is the number of dimensions selected to undergo stabilizing impulsive
control in xi,G
6: A = {1, 2, ...,D}; B = ∅; C = ∅
7: Randomly select an individual xk,G from the current population
8: if f(xi,G) < f(xk,G) then
9: Set xgbest,G as the reference state si,G
10: Generate B by randomly selecting DM elements from A
11: for j = 1 to D do
12: if j ∈ B then
13: Kij,G = rand(−1, 0)
14: else
15: Kij,G = 0
16: end if
17: end for
18: Ki,G = diag{Ki1,G, Ki2,G, ...,KiD,G}D×D, i = 1, 2, ...,NP
19: ei,G = xi,G − si,G
20: xi,G+ = xi,G + Ki,G · ei,G
21: else
22: Set xk,G as the reference state si,G
23: Generate C by randomly selecting DM elements from A
24: for j = 1 to D do
25: if j ∈ C then
26: Kij,G = −1
27: else
28: Kij,G = 0
29: end if
30: end for
31: Ki,G = diag{Ki1,G, Ki2,G, ...,KiD,G}D×D, i = 1, 2, ...,NP
32: ei,G = xi,G − si,G
33: xi,G+ = xi,G + Ki,G · ei,G
34: end if
35: if f(xi,G+ ) ≤ f(xi,G) then
36: xi,G = xi,G+
37: ζi,G = 1
38: else
39: ζi,G = 0
40: end if
41: End
Algorithm S.2 Injecting Destabilizing Impulses ()
1: Begin
2: /* xi,G is the individual that undergoes destabilizing impulses
3: /* minj,G and maxj,G are the minimum and maximum values of the jth dimension
in the population at the Gth generation
4: /* rand(a,b) uniformly generate a random number belonging to the interval (a,b)
5: xL,G = [min1,G,min2,G, ...,minD,G]T
6: xU,G = [max1,G,max2,G, ...,maxD,G]T
7: for j = 1 to D do
8: Kij,G = rand(0, 1)
9: end for
10: Ki,G = diag{Ki1,G,Ki2,G, ...,KiD,G}D×D, i = 1, 2, ...,NP
11: ei,G = xU,G − xL,G
12: xi,G+ = xL,G + Ki,G · ei,G
13: End
Algorithm S.3 Random Selection of Individuals ()
1: Begin
2: /* {xi,G|i = 1, 2, ...,M} are the candidates that undergo destabilizing impulses
3: /* pr is the probability for selecting individuals to be injected with destabilizing
impulses
4: /* ǫ is a flag for judging whether it is necessary to increase pr
5: for i = 1 to M do
6: ri = rand
7: end for
8: pr = 0.2, ǫ = 0
9: while ǫ = 0 do
10: for i = 1 to M do
11: if ri < pr then
12: xi,G will undergo destabilizing impulsive control later
13: ǫ = 1
14: end if
15: end for
16: pr = pr + 0.2
17: pr = min(pr, 1.0)
18: end while
19: End
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TABLE S.1
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = DE/RAND/1/BIN (NP = 100, RANK=2.97) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 DE/rand/1/bin (NP = 30) 1.87 -3.30E+00 4.83E-04 5.00E-02 Rejected
2 DE/rand/1/bin (NP = 50) 2.77 -6.00E-01 2.74E-01 2.50E-02 Accepted
3 DE/rand/1/bin (NP = 150) 2.40 -1.70E+00 4.46E-02 1.67E-02 Accepted
TABLE S.2
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = DE/BEST/1/BIN (NP = 100, RANK=2.47) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 DE/best/1/bin (NP = 30) 2.77 9.00E-01 8.16E-01 5.00E-02 Accepted
2 DE/best/1/bin (NP = 50) 3.03 1.70E+00 9.55E-01 2.50E-02 Accepted
3 DE/best/1/bin (NP = 150) 1.73 -2.20E+00 1.39E-02 1.67E-02 Rejected
TABLE S.3
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = JDE (NP = 100, RANK=2.73) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 jDE (NP = 30) 2.20 -1.60E+00 5.48E-02 5.00E-02 Accepted
2 jDE (NP = 50) 2.73 0.00E+00 5.00E-01 2.50E-02 Accepted
3 jDE (NP = 150) 2.33 -1.20E+00 1.15E-01 1.67E-02 Accepted
TABLE S.4
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = JADE (NP = 100, RANK=3.00) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 JADE (NP = 30) 1.67 -4.00E+00 3.17E-05 5.00E-02 Rejected
2 JADE (NP = 50) 2.53 -1.40E+00 8.08E-02 2.50E-02 Accepted
3 JADE (NP = 150) 2.80 -6.00E-01 2.74E-01 1.67E-02 Accepted
TABLE S.5
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = CODE (NP = 100, RANK=2.23) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 CoDE (NP = 30) 3.27 3.10E+00 9.99E-01 5.00E-02 Accepted
2 CoDE (NP = 50) 3.50 3.80E+00 1.00E+00 2.50E-02 Accepted
3 CoDE (NP = 150) 1.00 -3.70E+00 1.08E-04 1.67E-02 Rejected
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TABLE S.6
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = SADE (NP = 100, RANK=2.97) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 SaDE (NP = 30) 1.73 -3.70E+00 1.08E-04 5.00E-02 Rejected
2 SaDE (NP = 50) 2.53 -1.30E+00 9.68E-02 2.50E-02 Accepted
3 SaDE (NP = 150) 2.77 -6.00E-01 2.74E-01 1.67E-02 Accepted
TABLE S.7
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = ODE (NP = 100, RANK=3.17) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 ODE (NP = 30) 1.57 -4.80E+00 7.93E-07 5.00E-02 Rejected
2 ODE (NP = 50) 2.87 -9.00E-01 1.84E-01 2.50E-02 Accepted
3 ODE (NP = 150) 2.40 -2.30E+00 1.07E-02 1.67E-02 Rejected
TABLE S.8
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = EPSDE (NP = 100, RANK=2.70) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 EPSDE (NP = 30) 2.30 -1.20E+00 1.15E-01 5.00E-02 Accepted
2 EPSDE (NP = 50) 2.80 3.00E-01 6.18E-01 2.50E-02 Accepted
3 EPSDE (NP = 150) 2.20 -1.50E+00 6.68E-02 1.67E-02 Accepted
TABLE S.9
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = SHADE (NP = 100, RANK=3.13) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 SHADE (NP = 30) 1.37 -5.30E+00 5.79E-08 5.00E-02 Rejected
2 SHADE (NP = 50) 2.17 -2.90E+00 1.90E-03 2.50E-02 Rejected
3 SHADE (NP = 150) 3.33 6.00E-01 7.26E-01 1.67E-02 Accepted
TABLE S.10
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = OXDE (NP = 100, RANK=3.07) FOR CEC 2014 TEST SUITE AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 OXDE (NP = 30) 1.90 -3.50E+00 2.33E-04 5.00E-02 Rejected
2 OXDE (NP = 50) 2.70 -1.10E+00 1.36E-01 2.50E-02 Accepted
3 OXDE (NP = 150) 2.33 -2.20E+00 1.39E-02 1.67E-02 Rejected
TABLE S.11
WIN-LOSE RESULTS OF ETI-DES WITH RANDOM DM AND WITH DM = [D/3, 2D/3,D] (IN SECTION IV.A) FOR FUNCTIONS F01-F30 AT D = 30.
ETI-DE/rand/1/bin ETI-DE/best/1/bin
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
18-2 15-3 15-4 5-7 0-6 14-3
ETI-jDE ETI-JADE
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
10-2 9-0 11-1 13-2 10-1 12-1
ETI-CoDE ETI-SaDE
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
14-2 8-3 14-0 9-4 12-0 8-0
ETI-ODE ETI-EPSDE
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
16-0 13-1 3-5 16-4 10-4 19-2
ETI-SHADE ETI-OXDE
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
random DM
vs. DM = D/3
random DM
vs. DM = 2D/3
random DM
vs. DM = D
14-1 14-2 6-10 17-1 15-3 13-2
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TABLE S.12
EXPERIMENTAL RESULTS OF DE/RAND/1/BIN, DE/BEST/1/BIN, JDE, JADE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT
D = 30.
Function DE/rand/1/bin ETI-DE/rand/1/bin DE/best/1/bin ETI-DE/best/1/bin
F01 5.731E+04 ± 4.288E+04 9.916E+04 ± 6.514E+04− 1.308E+07 ± 5.457E+06 4.817E+05 ± 3.454E+05+
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F04 2.340E-01 ± 1.217E-01 1.638E+00 ± 8.823E+00− 4.840E+01 ± 4.264E+01 1.467E+00 ± 8.864E+00+
F05 2.094E+01 ± 5.340E-02 2.036E+01 ± 9.584E-02+ 2.090E+01 ± 6.099E-02 2.023E+01 ± 2.166E-01+
F06 4.206E-01 ± 7.135E-01 6.459E-01 ± 9.502E-01≈ 1.750E+00 ± 1.490E+00 1.680E+00 ± 1.212E+00≈
F07 3.383E-04 ± 1.709E-03 0.000E+00 ± 0.000E+00≈ 4.878E-03 ± 6.312E-03 3.769E-03 ± 4.837E-03≈
F08 1.256E+02 ± 2.355E+01 2.705E+01 ± 7.498E+00+ 2.078E+01 ± 1.546E+01 2.230E+01 ± 5.993E+00−
F09 1.780E+02 ± 7.943E+00 2.620E+01 ± 1.143E+01+ 1.728E+02 ± 1.180E+01 4.785E+01 ± 1.549E+01+
F10 5.153E+03 ± 7.884E+02 4.790E+02 ± 2.054E+02+ 2.751E+02 ± 2.493E+02 3.471E+02 ± 1.889E+02−
F11 6.817E+03 ± 2.739E+02 1.659E+03 ± 6.172E+02+ 6.309E+03 ± 3.694E+02 2.253E+03 ± 8.341E+02+
F12 2.426E+00 ± 2.209E-01 1.539E-01 ± 7.075E-02+ 1.936E+00 ± 2.728E-01 1.388E-01 ± 1.110E-01+
F13 3.525E-01 ± 4.635E-02 1.294E-01 ± 4.294E-02+ 3.588E-01 ± 5.630E-02 2.574E-01 ± 6.755E-02+
F14 2.834E-01 ± 3.250E-02 2.418E-01 ± 4.008E-02+ 4.019E-01 ± 2.163E-01 3.248E-01 ± 1.342E-01≈
F15 1.548E+01 ± 9.788E-01 3.726E+00 ± 1.152E+00+ 1.600E+01 ± 1.193E+00 3.739E+00 ± 1.114E+00+
F16 1.242E+01 ± 2.280E-01 8.754E+00 ± 9.531E-01+ 1.199E+01 ± 3.118E-01 1.003E+01 ± 9.625E-01+
F17 1.331E+03 ± 2.044E+02 4.381E+02 ± 3.364E+02+ 2.694E+05 ± 1.817E+05 1.657E+04 ± 1.096E+04+
F18 5.407E+01 ± 5.476E+00 1.061E+01 ± 4.898E+00+ 5.470E+02 ± 1.535E+03 5.847E+03 ± 6.066E+03−
F19 4.529E+00 ± 3.228E-01 2.279E+00 ± 6.371E-01+ 6.472E+00 ± 1.137E+00 4.680E+00 ± 1.717E+00+
F20 3.354E+01 ± 7.184E+00 7.475E+00 ± 2.768E+00+ 7.628E+01 ± 1.345E+01 5.580E+01 ± 1.161E+02+
F21 6.480E+02 ± 1.565E+02 2.353E+02 ± 2.406E+02+ 6.685E+03 ± 5.261E+03 5.261E+03 ± 4.056E+03+
F22 3.902E+01 ± 3.470E+01 1.268E+02 ± 1.332E+02− 1.466E+02 ± 1.102E+02 2.447E+02 ± 1.662E+02−
F23 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈
F24 2.185E+02 ± 8.658E+00 2.182E+02 ± 8.527E+00≈ 2.245E+02 ± 5.995E+00 2.275E+02 ± 5.525E+00≈
F25 2.027E+02 ± 1.438E-01 2.027E+02 ± 1.201E-01≈ 2.058E+02 ± 1.448E+00 2.038E+02 ± 1.030E+00+
F26 1.003E+02 ± 4.955E-02 1.001E+02 ± 4.295E-02+ 1.043E+02 ± 1.997E+01 1.042E+02 ± 1.957E+01+
F27 3.592E+02 ± 4.864E+01 3.542E+02 ± 4.772E+01≈ 3.898E+02 ± 4.972E+01 3.939E+02 ± 4.170E+01≈
F28 8.037E+02 ± 2.643E+01 8.111E+02 ± 2.479E+01≈ 8.293E+02 ± 8.866E+01 8.381E+02 ± 7.820E+01≈
F29 6.838E+02 ± 1.331E+02 6.930E+02 ± 1.155E+02− 1.848E+03 ± 8.779E+02 1.810E+05 ± 1.286E+06−
F30 5.817E+02 ± 2.335E+02 6.597E+02 ± 2.440E+02− 2.048E+03 ± 1.075E+03 1.806E+03 ± 8.840E+02≈
+/≈/− - 16/9/5 - 15/10/5
Function jDE ETI-jDE JADE ETI-JADE
F01 7.607E+04 ± 7.289E+04 6.028E+04 ± 5.206E+04≈ 6.786E+02 ± 1.513E+03 7.397E+02 ± 1.392E+03≈
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 7.013E-03 ± 4.473E-02 6.664E-04 ± 1.563E-03+
F04 4.419E+00 ± 1.263E+01 1.510E+00 ± 8.925E-01≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F05 2.031E+01 ± 3.685E-02 2.018E+01 ± 7.198E-02+ 2.029E+01 ± 3.142E-02 2.000E+01 ± 6.736E-03+
F06 9.958E+00 ± 5.049E+00 1.196E+00 ± 1.339E+00+ 9.776E+00 ± 2.184E+00 5.091E-01 ± 6.621E-01+
F07 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.933E-04 ± 1.380E-03 1.450E-04 ± 1.036E-03+
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F09 4.833E+01 ± 7.541E+00 3.024E+01 ± 7.435E+00+ 2.661E+01 ± 4.899E+00 2.215E+01 ± 6.311E+00+
F10 8.164E-04 ± 5.831E-03 3.375E-02 ± 1.584E-01− 5.715E-03 ± 1.027E-02 4.450E-02 ± 2.533E-02−
F11 2.467E+03 ± 2.574E+02 1.635E+03 ± 3.810E+02+ 1.609E+03 ± 1.860E+02 1.161E+03 ± 3.315E+02+
F12 4.379E-01 ± 6.200E-02 1.086E-01 ± 3.883E-02+ 2.617E-01 ± 3.054E-02 7.452E-02 ± 2.892E-02+
F13 2.983E-01 ± 4.292E-02 1.418E-01 ± 4.445E-02+ 2.108E-01 ± 3.266E-02 1.333E-01 ± 3.113E-02+
F14 2.849E-01 ± 3.398E-02 2.312E-01 ± 3.912E-02+ 2.363E-01 ± 2.931E-02 1.653E-01 ± 2.401E-02+
F15 5.760E+00 ± 7.449E-01 3.138E+00 ± 8.144E-01+ 3.071E+00 ± 3.652E-01 2.498E+00 ± 4.397E-01+
F16 9.988E+00 ± 2.805E-01 8.749E+00 ± 6.316E-01+ 9.387E+00 ± 4.264E-01 8.034E+00 ± 5.731E-01+
F17 2.421E+03 ± 2.324E+03 1.644E+03 ± 1.330E+03≈ 2.156E+04 ± 3.901E+02 7.018E+03 ± 4.133E+04+
F18 1.624E+01 ± 7.817E+00 4.974E+01 ± 2.227E+02≈ 1.108E+02 ± 1.900E+02 5.322E+01 ± 2.940E+01+
F19 4.667E+00 ± 7.450E-01 3.187E+00 ± 7.709E-01+ 4.712E+00 ± 9.733E-01 3.990E+00 ± 7.751E-01+
F20 1.183E+01 ± 4.053E+00 9.888E+00 ± 3.417E+00+ 3.197E+03 ± 2.827E+03 1.503E+02 ± 1.329E+02+
F21 2.704E+02 ± 1.978E+02 2.701E+02 ± 2.337E+02≈ 1.818E+04 ± 1.829E+04 1.010E+04 ± 3.108E+04+
F22 1.385E+02 ± 7.209E+01 8.190E+01 ± 7.052E+01+ 1.574E+02 ± 5.828E+01 1.250E+02 ± 8.933E+01+
F23 3.152E+02 ± 4.158E-13 3.152E+02 ± 3.591E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈
F24 2.244E+02 ± 1.327E+00 2.246E+02 ± 1.698E+00≈ 2.247E+02 ± 2.685E+00 2.257E+02 ± 3.520E+00≈
F25 2.034E+02 ± 6.756E-01 2.033E+02 ± 5.580E-01≈ 2.039E+02 ± 1.286E+00 2.036E+02 ± 9.330E-01≈
F26 1.003E+02 ± 4.065E-02 1.001E+02 ± 4.171E-02+ 1.002E+02 ± 3.378E-02 1.001E+02 ± 2.824E-02+
F27 3.719E+02 ± 4.554E+01 3.615E+02 ± 4.769E+01≈ 3.479E+02 ± 5.006E+01 3.296E+02 ± 4.276E+01+
F28 7.949E+02 ± 2.382E+01 8.093E+02 ± 2.925E+01− 7.939E+02 ± 3.596E+01 7.811E+02 ± 2.611E+01+
F29 8.195E+02 ± 9.126E+01 8.497E+02 ± 1.694E+02≈ 7.382E+02 ± 1.024E+02 8.034E+02 ± 2.778E+02≈
F30 1.594E+03 ± 7.014E+02 1.586E+03 ± 7.090E+02≈ 1.595E+03 ± 6.113E+02 1.599E+03 ± 5.335E+02≈
+/≈/− - 13/15/2 - 20/9/1
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TABLE S.13
EXPERIMENTAL RESULTS OF CODE, SADE, ODE, EPSDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 30.
Function CoDE ETI-CoDE SaDE ETI-SaDE
F01 4.761E+04 ± 5.099E+04 7.441E+04 ± 6.708E+04− 2.154E+05 ± 1.393E+05 3.172E+05 ± 2.056E+05−
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F04 1.246E+00 ± 8.878E+00 3.628E-03 ± 7.089E-03≈ 4.273E+01 ± 3.633E+01 5.201E+01 ± 3.374E+01≈
F05 2.055E+01 ± 4.724E-02 2.010E+01 ± 9.499E-02+ 2.057E+01 ± 5.161E-02 2.001E+01 ± 1.948E-02+
F06 8.938E-01 ± 1.053E+00 9.090E-01 ± 1.437E+00− 1.719E+00 ± 1.057E+00 2.080E+00 ± 1.352E+00≈
F07 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 3.183E-03 ± 8.174E-03 3.955E-03 ± 8.490E-03≈
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F09 3.488E+01 ± 1.098E+01 3.318E+01 ± 9.371E+00≈ 5.952E+01 ± 1.560E+01 3.110E+01 ± 9.134E+00+
F10 1.082E+02 ± 2.296E+01 1.382E+00 ± 1.099E+00+ 1.510E-01 ± 2.273E-01 1.282E-01 ± 2.626E-01≈
F11 3.138E+03 ± 9.662E+02 1.605E+03 ± 4.446E+02+ 3.892E+03 ± 2.947E+02 1.619E+03 ± 4.800E+02+
F12 8.274E-01 ± 1.291E-01 4.803E-02 ± 2.815E-02+ 8.832E-01 ± 1.056E-01 8.407E-02 ± 5.259E-02+
F13 3.849E-01 ± 4.748E-02 1.814E-01 ± 4.333E-02+ 2.622E-01 ± 4.002E-02 1.299E-01 ± 3.373E-02+
F14 2.660E-01 ± 3.885E-02 2.145E-01 ± 3.668E-02+ 2.321E-01 ± 2.717E-02 2.048E-01 ± 3.540E-02+
F15 6.638E+00 ± 2.863E+00 3.066E+00 ± 6.661E-01+ 8.765E+00 ± 1.110E+00 2.943E+00 ± 7.349E-01+
F16 1.119E+01 ± 2.634E-01 8.614E+00 ± 8.979E-01+ 1.115E+01 ± 3.483E-01 8.856E+00 ± 6.375E-01+
F17 2.194E+02 ± 1.559E+02 2.587E+02 ± 2.014E+02≈ 1.115E+03 ± 8.520E+02 1.057E+03 ± 6.486E+02≈
F18 9.094E+00 ± 3.979E+00 9.720E+00 ± 3.946E+00≈ 6.130E+01 ± 1.971E+01 6.963E+01 ± 2.024E+01−
F19 4.330E+00 ± 6.294E-01 2.541E+00 ± 4.498E-01+ 4.416E+00 ± 6.744E-01 3.247E+00 ± 5.728E-01+
F20 9.196E+00 ± 3.167E+00 9.182E+00 ± 3.277E+00≈ 2.907E+01 ± 1.633E+01 2.618E+01 ± 1.286E+01≈
F21 1.014E+02 ± 9.834E+01 1.424E+02 ± 1.168E+02≈ 3.048E+02 ± 1.844E+02 3.479E+02 ± 3.775E+02≈
F22 9.733E+01 ± 7.149E+01 1.467E+02 ± 1.035E+02≈ 1.271E+02 ± 6.225E+01 1.336E+02 ± 7.198E+01≈
F23 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 2.267E-13 3.152E+02 ± 3.591E-13−
F24 2.231E+02 ± 8.619E-01 2.232E+02 ± 1.202E+00≈ 2.245E+02 ± 9.550E-01 2.250E+02 ± 1.819E+00≈
F25 2.030E+02 ± 3.565E-01 2.030E+02 ± 3.799E-01≈ 2.054E+02 ± 3.269E+00 2.063E+02 ± 2.749E+00≈
F26 1.004E+02 ± 5.861E-02 1.002E+02 ± 4.924E-02+ 1.003E+02 ± 3.863E-02 1.001E+02 ± 3.469E-02+
F27 3.967E+02 ± 1.973E+01 3.868E+02 ± 3.496E+01≈ 3.622E+02 ± 3.573E+01 3.665E+02 ± 3.922E+01≈
F28 8.066E+02 ± 2.290E+01 8.046E+02 ± 2.847E+01≈ 8.567E+02 ± 2.882E+01 8.638E+02 ± 3.121E+01≈
F29 6.321E+02 ± 2.049E+02 6.322E+02 ± 2.143E+02≈ 7.988E+02 ± 1.499E+02 8.626E+02 ± 1.532E+02−
F30 5.479E+02 ± 1.239E+02 6.285E+02 ± 1.566E+02− 8.989E+02 ± 2.985E+02 9.272E+02 ± 2.869E+02≈
+/≈/− - 10/17/3 - 10/16/4
Function ODE ETI-ODE EPSDE ETI-EPSDE
F01 1.170E+05 ± 8.746E+04 1.309E+05 ± 1.044E+05≈ 1.032E+04 ± 1.459E+04 7.028E+03 ± 1.804E+04+
F02 1.112E+03 ± 2.697E+03 1.003E+03 ± 2.884E+03+ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F04 6.494E+00 ± 1.809E+01 4.981E+00 ± 1.565E+01≈ 3.733E+00 ± 2.335E+00 1.055E+01 ± 2.182E+00−
F05 2.079E+01 ± 1.377E-01 2.041E+01 ± 1.190E-01+ 2.036E+01 ± 6.398E-02 2.018E+01 ± 9.031E-02+
F06 7.431E-01 ± 9.961E-01 6.091E-01 ± 9.048E-01≈ 1.918E+01 ± 1.725E+00 6.762E+00 ± 4.238E+00+
F07 7.247E-04 ± 2.928E-03 9.662E-04 ± 4.326E-03− 2.319E-03 ± 5.475E-03 7.248E-04 ± 2.575E-03+
F08 4.823E+01 ± 1.830E+01 3.366E+01 ± 1.211E+01+ 0.000E+00 ± 0.000E+00 9.755E-02 ± 2.988E-01≈
F09 3.137E+01 ± 2.547E+01 2.273E+01 ± 6.578E+00≈ 4.226E+01 ± 8.070E+00 3.146E+01 ± 9.125E+00+
F10 3.028E+03 ± 6.371E+02 1.250E+03 ± 3.774E+02+ 2.829E-01 ± 3.536E-01 2.223E+01 ± 2.085E+01−
F11 3.015E+03 ± 1.585E+03 1.856E+03 ± 5.142E+02+ 3.660E+03 ± 5.526E+02 2.093E+03 ± 5.254E+02+
F12 9.704E-01 ± 4.947E-01 2.141E-01 ± 1.401E-01+ 5.167E-01 ± 5.661E-02 1.711E-01 ± 1.273E-01+
F13 3.238E-01 ± 5.479E-02 2.322E-01 ± 5.860E-02+ 2.472E-01 ± 4.311E-02 1.027E-01 ± 3.606E-02+
F14 2.564E-01 ± 4.047E-02 2.407E-01 ± 3.660E-02+ 2.809E-01 ± 6.986E-02 2.376E-01 ± 6.434E-02+
F15 6.645E+00 ± 3.582E+00 3.555E+00 ± 1.108E+00+ 5.574E+00 ± 6.840E-01 2.932E+00 ± 8.291E-01+
F16 1.190E+01 ± 7.073E-01 9.955E+00 ± 8.098E-01+ 1.133E+01 ± 4.800E-01 1.021E+01 ± 7.336E-01+
F17 1.499E+03 ± 1.747E+02 5.678E+02 ± 2.914E+02+ 4.854E+04 ± 6.268E+04 4.972E+03 ± 3.795E+03+
F18 1.117E+01 ± 1.004E+01 9.229E+00 ± 3.693E+00≈ 2.743E+02 ± 3.936E+02 1.459E+02 ± 2.261E+02+
F19 3.214E+00 ± 8.941E-01 2.381E+00 ± 5.002E-01+ 1.321E+01 ± 1.441E+00 5.383E+00 ± 9.910E-01+
F20 3.754E+01 ± 5.030E+00 9.498E+00 ± 4.159E+00+ 4.222E+01 ± 5.979E+01 1.940E+01 ± 1.590E+01+
F21 7.235E+02 ± 1.666E+02 2.892E+02 ± 2.336E+02+ 7.551E+03 ± 1.631E+04 8.348E+02 ± 1.147E+03+
F22 2.172E+02 ± 1.255E+02 2.274E+02 ± 1.251E+02≈ 2.198E+02 ± 8.892E+01 2.827E+02 ± 1.377E+02−
F23 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.140E+02 ± 8.763E-13 3.140E+02 ± 4.863E-13+
F24 2.152E+02 ± 1.083E+01 2.158E+02 ± 1.031E+01≈ 2.303E+02 ± 6.439E+00 2.290E+02 ± 6.343E+00≈
F25 2.026E+02 ± 1.114E-01 2.027E+02 ± 1.049E-01≈ 2.003E+02 ± 5.033E-01 2.002E+02 ± 3.889E-02≈
F26 1.003E+02 ± 3.882E-02 1.002E+02 ± 5.584E-02+ 1.002E+02 ± 3.857E-02 1.001E+02 ± 3.144E-02+
F27 3.928E+02 ± 2.734E+01 3.929E+02 ± 2.736E+01≈ 8.222E+02 ± 1.286E+02 5.149E+02 ± 1.120E+02+
F28 7.981E+02 ± 2.702E+01 8.028E+02 ± 2.941E+01≈ 3.970E+02 ± 1.473E+01 3.977E+02 ± 1.404E+01≈
F29 6.989E+02 ± 9.394E+01 6.985E+02 ± 1.229E+02≈ 2.138E+02 ± 1.414E+00 2.084E+02 ± 2.171E+00+
F30 5.822E+02 ± 1.637E+02 5.900E+02 ± 2.006E+02≈ 5.813E+02 ± 1.763E+02 4.575E+02 ± 1.607E+02+
+/≈/− - 15/14/1 - 21/6/3
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TABLE S.14
EXPERIMENTAL RESULTS OF SHADE, OXDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 30.
Function SHADE ETI-SHADE OXDE ETI-OXDE
F01 7.131E+00 ± 4.882E+01 4.551E+00 ± 1.395E+01+ 6.857E+04 ± 4.661E+04 1.223E+05 ± 1.088E+05−
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F04 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 3.840E-01 ± 1.739E-01 1.790E+00 ± 8.803E+00−
F05 2.025E+01 ± 2.670E-02 2.027E+01 ± 6.343E-02− 2.094E+01 ± 5.352E-02 2.035E+01 ± 1.120E-01+
F06 8.833E-02 ± 3.059E-01 9.006E-03 ± 6.431E-02≈ 2.653E-01 ± 5.908E-01 4.959E-01 ± 7.787E-01≈
F07 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.933E-04 ± 1.380E-03 0.000E+00 ± 0.000E+00+
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 7.314E+01 ± 1.018E+01 2.262E+01 ± 6.532E+00+
F09 2.482E+01 ± 2.836E+00 1.994E+01 ± 6.878E+00+ 1.680E+02 ± 1.024E+01 2.331E+01 ± 8.349E+00+
F10 6.622E+00 ± 1.917E+00 7.320E+00 ± 2.473E+00≈ 3.536E+03 ± 3.991E+02 4.691E+02 ± 1.807E+02+
F11 1.929E+03 ± 2.704E+02 2.034E+03 ± 3.681E+02≈ 6.778E+03 ± 2.403E+02 1.580E+03 ± 6.373E+02+
F12 2.612E-01 ± 3.545E-02 3.223E-01 ± 8.640E-02− 2.318E+00 ± 2.597E-01 1.542E-01 ± 8.034E-02+
F13 1.723E-01 ± 3.167E-02 1.118E-01 ± 2.808E-02+ 3.048E-01 ± 4.257E-02 1.168E-01 ± 3.644E-02+
F14 2.172E-01 ± 2.648E-02 2.292E-01 ± 4.377E-02− 2.786E-01 ± 2.713E-02 2.413E-01 ± 4.478E-02+
F15 3.819E+00 ± 4.367E-01 3.561E+00 ± 1.305E+00+ 1.497E+01 ± 9.149E-01 3.153E+00 ± 7.595E-01+
F16 9.177E+00 ± 3.789E-01 9.347E+00 ± 8.579E-01≈ 1.220E+01 ± 3.029E-01 8.626E+00 ± 9.342E-01+
F17 9.119E+02 ± 3.533E+02 3.989E+02 ± 2.286E+02+ 1.369E+03 ± 1.878E+02 3.940E+02 ± 2.234E+02+
F18 1.737E+01 ± 1.276E+01 1.196E+01 ± 5.583E+00+ 5.112E+01 ± 6.109E+00 9.004E+00 ± 3.580E+00+
F19 4.331E+00 ± 6.569E-01 3.525E+00 ± 1.014E+00+ 4.370E+00 ± 4.166E-01 2.149E+00 ± 6.486E-01+
F20 4.926E+00 ± 2.110E+00 6.572E+00 ± 2.182E+00− 3.386E+01 ± 6.464E+00 7.226E+00 ± 3.777E+00+
F21 1.762E+02 ± 1.064E+02 1.531E+02 ± 8.995E+01≈ 6.908E+02 ± 1.468E+02 2.036E+02 ± 2.099E+02+
F22 1.211E+02 ± 6.137E+01 1.104E+02 ± 5.972E+01+ 3.157E+01 ± 2.178E+01 8.262E+01 ± 9.952E+01≈
F23 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈
F24 2.240E+02 ± 1.047E+00 2.242E+02 ± 1.820E+00≈ 2.201E+02 ± 7.656E+00 2.222E+02 ± 3.318E+00≈
F25 2.034E+02 ± 6.762E-01 2.030E+02 ± 3.072E-01+ 2.027E+02 ± 2.035E-01 2.027E+02 ± 1.681E-01≈
F26 1.002E+02 ± 2.115E-02 1.001E+02 ± 2.518E-02+ 1.003E+02 ± 4.333E-02 1.001E+02 ± 4.341E-02+
F27 3.088E+02 ± 2.633E+01 3.059E+02 ± 2.188E+01≈ 3.442E+02 ± 4.998E+01 3.449E+02 ± 4.755E+01≈
F28 8.170E+02 ± 3.732E+01 8.053E+02 ± 3.077E+01+ 7.990E+02 ± 2.660E+01 8.057E+02 ± 2.462E+01≈
F29 7.190E+02 ± 4.191E+00 7.181E+02 ± 4.530E+00≈ 6.001E+02 ± 2.283E+02 6.650E+02 ± 1.651E+02≈
F30 1.119E+03 ± 3.416E+02 1.156E+03 ± 3.630E+02≈ 5.173E+02 ± 1.192E+02 5.986E+02 ± 2.165E+02−
+/≈/− - 11/15/4 - 17/10/3
TABLE S.15
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = ETI-SHADE (RANK=14.47) FOR FUNCTIONS F01-F30 AT D = 30.
j Optimizer Rank zj pj δ/j Hypothesis
1 ETI-CoDE 14.10 -2.40E-01 4.05E-01 5.00E-03 Accepted
2 ETI-OXDE 13.93 -3.49E-01 3.63E-01 2.63E-03 Accepted
3 ETI-DE/rand/1/bin 13.57 -5.89E-01 2.78E-01 2.50E-02 Accepted
4 ETI-jDE 13.47 -6.55E-01 2.56E-01 8.33E-03 Accepted
5 SHADE 13.20 -8.29E-01 2.03E-01 2.94E-03 Accepted
6 ETI-JADE 13.03 -9.38E-01 1.74E-01 6.25E-03 Accepted
7 ETI-ODE 10.73 -2.44E+00 7.26E-03 3.57E-03 Accepted
8 ETI-SaDE 10.63 -2.51E+00 6.05E-03 4.17E-03 Accepted
9 ETI-EPSDE 10.63 -2.51E+00 6.05E-03 3.13E-03 Accepted
10 CoDE 10.53 -2.57E+00 5.01E-03 5.56E-03 Rejected
11 JADE 10.17 -2.82E+00 2.44E-03 7.14E-03 Rejected
12 jDE 9.37 -3.34E+00 4.21E-04 1.00E-02 Rejected
13 OXDE 9.13 -3.49E+00 2.40E-04 2.78E-03 Rejected
14 DE/rand/1/bin 8.83 -3.69E+00 1.13E-04 5.00E-02 Rejected
15 ODE 8.27 -4.06E+00 2.47E-05 3.85E-03 Rejected
16 SaDE 8.23 -4.08E+00 2.25E-05 4.55E-03 Rejected
17 EPSDE 7.97 -4.26E+00 1.04E-05 3.33E-03 Rejected
18 ETI-DE/best/1/bin 5.90 -5.61E+00 1.02E-08 1.25E-02 Rejected
19 DE/best/1/bin 3.83 -6.96E+00 1.69E-12 1.67E-02 Rejected
TABLE S.16
WIN-LOSE RESULTS OF ETI1-DES, ETI2-DES, ETI3-DES, ETI4-DES (IN SECTION IV.C) AND THEIR COUNTERPARTS FOR FUNCTIONS F01-F30 AT
D = 30.
ETI-DEs vs. ETI1-DE/rand/1/bin vs. ETI1-DE/best/1/bin vs. ETI1-jDE vs. ETI1-JADE vs. ETI1-CoDE
16-5 12-2 11-3 17-3 11-7
vs. ETI1-SaDE vs. ETI1-ODE vs. ETI1-EPSDE vs. ETI1-SHADE vs. ETI1-OXDE
11-4 10-2 18-5 12-3 16-1
ETI-DEs vs. ETI2-DE/rand/1/bin vs. ETI2-DE/best/1/bin vs. ETI2-jDE vs. ETI2-JADE vs. ETI2-CoDE
15-0 15-2 7-2 1-1 6-1
vs. ETI2-SaDE vs. ETI2-ODE vs. ETI2-EPSDE vs. ETI2-SHADE vs. ETI2-OXDE
6-1 16-0 6-1 0-2 14-0
ETI-DEs vs. ETI3-DE/rand/1/bin vs. ETI3-DE/best/1/bin vs. ETI3-jDE vs. ETI3-JADE vs. ETI3-CoDE
3-2 1-0 1-1 7-3 1-4
vs. ETI3-SaDE vs. ETI3-ODE vs. ETI3-EPSDE vs. ETI3-SHADE vs. ETI3-OXDE
1-2 1-1 4-2 5-8 1-1
ETI-DEs vs. ETI4-DE/rand/1/bin vs. ETI4-DE/best/1/bin vs. ETI4-jDE vs. ETI4-JADE vs. ETI4-CoDE
18-2 16-4 10-1 12-3 12-1
vs. ETI4-SaDE vs. ETI4-ODE vs. ETI4-EPSDE vs. ETI4-SHADE vs. ETI4-OXDE
10-3 16-1 16-3 8-8 16-1
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TABLE S.17
EXPERIMENTAL RESULTS OF ETI-DE/RAND/1/BIN, ETI-DE/BEST/1/BIN, ETI-JDE, ETI-JADE AND THE RELATED ETIGB-DES FOR FUNCTIONS
F01-F30 AT D = 30.
Function ETI-DE/rand/1/bin ETIgb-DE/rand/1/bin ETI-DE/best/1/bin ETIgb-DE/best/1/bin
F01 9.916E+04 ± 6.514E+04≈ 1.315E+05 ± 1.155E+05 4.817E+05 ± 3.454E+05≈ 3.654E+05 ± 2.226E+05
F02 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F04 1.638E+00 ± 8.823E+00≈ 3.795E-01 ± 1.412E-01 1.467E+00 ± 8.864E+00≈ 7.973E+00 ± 2.159E+01
F05 2.036E+01 ± 9.584E-02+ 2.091E+01 ± 5.290E-02 2.023E+01 ± 2.166E-01− 2.017E+01 ± 2.595E-01
F06 6.459E-01 ± 9.502E-01≈ 3.888E-01 ± 6.374E-01 1.680E+00 ± 1.212E+00+ 2.480E+00 ± 1.665E+00
F07 0.000E+00 ± 0.000E+00≈ 1.450E-04 ± 1.036E-03 3.769E-03 ± 4.837E-03≈ 6.326E-03 ± 7.942E-03
F08 2.705E+01 ± 7.498E+00− 1.398E+01 ± 9.605E+00 2.230E+01 ± 5.993E+00+ 2.421E+01 ± 5.848E+00
F09 2.620E+01 ± 1.143E+01− 2.407E+01 ± 1.722E+01 4.785E+01 ± 1.549E+01≈ 4.792E+01 ± 1.315E+01
F10 4.790E+02 ± 2.054E+02+ 1.075E+03 ± 9.480E+02 3.471E+02 ± 1.889E+02≈ 3.765E+02 ± 1.984E+02
F11 1.659E+03 ± 6.172E+02+ 4.568E+03 ± 1.938E+03 2.253E+03 ± 8.341E+02− 1.706E+03 ± 5.978E+02
F12 1.539E-01 ± 7.075E-02+ 2.238E+00 ± 2.721E-01 1.388E-01 ± 1.110E-01− 2.070E-02 ± 1.770E-02
F13 1.294E-01 ± 4.294E-02+ 1.874E-01 ± 2.941E-02 2.574E-01 ± 6.755E-02+ 2.845E-01 ± 6.187E-02
F14 2.418E-01 ± 4.008E-02≈ 2.418E-01 ± 4.939E-02 3.248E-01 ± 1.342E-01≈ 3.451E-01 ± 1.517E-01
F15 3.726E+00 ± 1.152E+00+ 9.072E+00 ± 3.902E+00 3.739E+00 ± 1.114E+00≈ 3.315E+00 ± 8.958E-01
F16 8.754E+00 ± 9.531E-01+ 1.144E+01 ± 3.353E-01 1.003E+01 ± 9.625E-01≈ 1.002E+01 ± 9.761E-01
F17 4.381E+02 ± 3.364E+02+ 1.576E+03 ± 1.530E+02 1.657E+04 ± 1.096E+04≈ 1.697E+04 ± 1.460E+04
F18 1.061E+01 ± 4.898E+00+ 5.218E+01 ± 9.056E+00 5.847E+03 ± 6.066E+03≈ 4.884E+03 ± 5.815E+03
F19 2.279E+00 ± 6.371E-01+ 3.583E+00 ± 5.612E-01 4.680E+00 ± 1.717E+00≈ 4.698E+00 ± 1.639E+00
F20 7.475E+00 ± 2.768E+00+ 3.686E+01 ± 4.013E+00 5.580E+01 ± 1.161E+02+ 5.928E+01 ± 4.058E+01
F21 2.353E+02 ± 2.406E+02+ 6.271E+02 ± 2.081E+02 5.261E+03 ± 4.056E+03≈ 6.574E+03 ± 5.378E+03
F22 1.268E+02 ± 1.332E+02− 3.009E+01 ± 1.803E+01 2.447E+02 ± 1.662E+02− 1.687E+02 ± 1.396E+02
F23 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13
F24 2.182E+02 ± 8.527E+00≈ 2.195E+02 ± 7.246E+00 2.275E+02 ± 5.525E+00≈ 2.275E+02 ± 6.475E+00
F25 2.027E+02 ± 1.201E-01≈ 2.026E+02 ± 8.256E-02 2.038E+02 ± 1.030E+00≈ 2.035E+02 ± 7.040E-01
F26 1.001E+02 ± 4.295E-02+ 1.002E+02 ± 3.333E-02 1.042E+02 ± 1.957E+01≈ 1.022E+02 ± 1.397E+01
F27 3.542E+02 ± 4.772E+01≈ 3.531E+02 ± 4.882E+01 3.939E+02 ± 4.170E+01≈ 3.896E+02 ± 5.543E+01
F28 8.111E+02 ± 2.479E+01≈ 8.078E+02 ± 2.670E+01 8.381E+02 ± 7.820E+01≈ 8.434E+02 ± 8.966E+01
F29 6.930E+02 ± 1.155E+02≈ 6.698E+02 ± 1.563E+02 1.810E+05 ± 1.286E+06− 1.139E+03 ± 2.436E+02
F30 6.597E+02 ± 2.440E+02≈ 6.250E+02 ± 2.800E+02 1.806E+03 ± 8.840E+02≈ 1.810E+03 ± 7.912E+02
+/≈/− 13/14/3 - 4/21/5 -
Function ETI-jDE ETIgb-jDE ETI-JADE ETIgb-JADE
F01 6.028E+04 ± 5.206E+04≈ 6.648E+04 ± 5.477E+04 7.397E+02 ± 1.392E+03≈ 6.957E+02 ± 1.326E+03
F02 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 6.664E-04 ± 1.563E-03+ 8.097E-01 ± 1.123E+00
F04 1.510E+00 ± 8.925E-01≈ 6.605E+00 ± 1.780E+01 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F05 2.018E+01 ± 7.198E-02+ 2.037E+01 ± 4.050E-02 2.000E+01 ± 6.736E-03+ 2.038E+01 ± 6.086E-02
F06 1.196E+00 ± 1.339E+00≈ 1.218E+00 ± 1.325E+00 5.091E-01 ± 6.621E-01− 3.904E-01 ± 7.053E-01
F07 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 1.450E-04 ± 1.036E-03≈ 1.450E-04 ± 1.036E-03
F08 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F09 3.024E+01 ± 7.435E+00≈ 3.014E+01 ± 6.602E+00 2.215E+01 ± 6.311E+00+ 3.565E+01 ± 5.487E+00
F10 3.375E-02 ± 1.584E-01≈ 3.674E-03 ± 8.016E-03 4.450E-02 ± 2.533E-02+ 3.583E+00 ± 1.528E+00
F11 1.635E+03 ± 3.810E+02+ 2.442E+03 ± 3.123E+02 1.161E+03 ± 3.315E+02+ 2.354E+03 ± 2.748E+02
F12 1.086E-01 ± 3.883E-02+ 5.172E-01 ± 8.633E-02 7.452E-02 ± 2.892E-02+ 5.258E-01 ± 9.221E-02
F13 1.418E-01 ± 4.445E-02+ 1.726E-01 ± 2.621E-02 1.333E-01 ± 3.113E-02+ 1.637E-01 ± 2.768E-02
F14 2.312E-01 ± 3.912E-02− 2.121E-01 ± 2.603E-02 1.653E-01 ± 2.401E-02− 1.543E-01 ± 2.407E-02
F15 3.138E+00 ± 8.144E-01+ 4.838E+00 ± 1.189E+00 2.498E+00 ± 4.397E-01+ 4.855E+00 ± 4.873E-01
F16 8.749E+00 ± 6.316E-01+ 9.798E+00 ± 3.801E-01 8.034E+00 ± 5.731E-01+ 9.618E+00 ± 3.287E-01
F17 1.644E+03 ± 1.330E+03≈ 1.658E+03 ± 1.172E+03 7.018E+03 ± 4.133E+04≈ 1.147E+03 ± 3.741E+02
F18 4.974E+01 ± 2.227E+02≈ 2.065E+01 ± 1.154E+01 5.322E+01 ± 2.940E+01≈ 7.357E+01 ± 2.127E+02
F19 3.187E+00 ± 7.709E-01+ 4.110E+00 ± 6.325E-01 3.990E+00 ± 7.751E-01+ 4.321E+00 ± 6.993E-01
F20 9.888E+00 ± 3.417E+00≈ 9.058E+00 ± 2.793E+00 1.503E+02 ± 1.329E+02+ 2.925E+02 ± 1.871E+02
F21 2.701E+02 ± 2.337E+02− 1.679E+02 ± 1.213E+02 1.010E+04 ± 3.108E+04≈ 3.589E+03 ± 8.597E+03
F22 8.190E+01 ± 7.052E+01− 3.853E+01 ± 3.302E+01 1.250E+02 ± 8.933E+01≈ 1.128E+02 ± 7.681E+01
F23 3.152E+02 ± 3.591E-13≈ 3.152E+02 ± 3.591E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13
F24 2.246E+02 ± 1.698E+00≈ 2.246E+02 ± 1.415E+00 2.257E+02 ± 3.520E+00≈ 2.256E+02 ± 3.395E+00
F25 2.033E+02 ± 5.580E-01+ 2.036E+02 ± 8.174E-01 2.036E+02 ± 9.330E-01≈ 2.038E+02 ± 9.564E-01
F26 1.001E+02 ± 4.171E-02+ 1.002E+02 ± 2.924E-02 1.001E+02 ± 2.824E-02+ 1.002E+02 ± 5.144E-02
F27 3.615E+02 ± 4.769E+01≈ 3.685E+02 ± 4.591E+01 3.296E+02 ± 4.276E+01≈ 3.389E+02 ± 4.374E+01
F28 8.093E+02 ± 2.925E+01≈ 8.077E+02 ± 2.818E+01 7.811E+02 ± 2.611E+01≈ 7.785E+02 ± 2.897E+01
F29 8.497E+02 ± 1.694E+02≈ 8.398E+02 ± 1.106E+02 8.034E+02 ± 2.778E+02≈ 7.676E+02 ± 1.621E+02
F30 1.586E+03 ± 7.090E+02≈ 1.507E+03 ± 6.608E+02 1.599E+03 ± 5.335E+02≈ 1.547E+03 ± 5.504E+02
+/≈/− 9/18/3 - 12/16/2 -
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TABLE S.18
EXPERIMENTAL RESULTS OF ETI-CODE, ETI-SADE, ETI-ODE, ETI-EPSDE AND THE RELATED ETIGB-DES FOR FUNCTIONS F01-F30 AT D = 30.
Function ETI-CoDE ETIgb-CoDE ETI-SaDE ETIgb-SaDE
F01 7.441E+04 ± 6.708E+04≈ 5.576E+04 ± 3.649E+04 3.172E+05 ± 2.056E+05≈ 3.225E+05 ± 2.123E+05
F02 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F04 3.628E-03 ± 7.089E-03≈ 5.557E-03 ± 1.431E-02 5.201E+01 ± 3.374E+01≈ 4.239E+01 ± 4.248E+01
F05 2.010E+01 ± 9.499E-02+ 2.067E+01 ± 7.434E-02 2.001E+01 ± 1.948E-02+ 2.057E+01 ± 6.361E-02
F06 9.090E-01 ± 1.437E+00≈ 6.458E-01 ± 9.917E-01 2.080E+00 ± 1.352E+00≈ 2.179E+00 ± 1.414E+00
F07 0.000E+00 ± 0.000E+00≈ 1.450E-04 ± 1.036E-03 3.955E-03 ± 8.490E-03≈ 2.411E-03 ± 7.842E-03
F08 0.000E+00 ± 0.000E+00+ 1.638E+01 ± 4.186E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F09 3.318E+01 ± 9.371E+00≈ 2.991E+01 ± 9.305E+00 3.110E+01 ± 9.134E+00≈ 2.884E+01 ± 7.216E+00
F10 1.382E+00 ± 1.099E+00+ 3.587E+02 ± 8.319E+01 1.282E-01 ± 2.626E-01+ 3.998E+01 ± 1.210E+01
F11 1.605E+03 ± 4.446E+02+ 3.096E+03 ± 1.452E+03 1.619E+03 ± 4.800E+02+ 3.409E+03 ± 7.117E+02
F12 4.803E-02 ± 2.815E-02+ 1.067E+00 ± 2.229E-01 8.407E-02 ± 5.259E-02+ 8.827E-01 ± 1.456E-01
F13 1.814E-01 ± 4.333E-02+ 2.907E-01 ± 4.576E-02 1.299E-01 ± 3.373E-02+ 1.531E-01 ± 2.558E-02
F14 2.145E-01 ± 3.668E-02+ 2.427E-01 ± 3.062E-02 2.048E-01 ± 3.540E-02+ 2.161E-01 ± 2.929E-02
F15 3.066E+00 ± 6.661E-01+ 5.195E+00 ± 3.075E+00 2.943E+00 ± 7.349E-01≈ 3.093E+00 ± 1.130E+00
F16 8.614E+00 ± 8.979E-01+ 1.148E+01 ± 4.446E-01 8.856E+00 ± 6.375E-01+ 1.073E+01 ± 3.104E-01
F17 2.587E+02 ± 2.014E+02+ 4.078E+02 ± 3.505E+02 1.057E+03 ± 6.486E+02≈ 1.370E+03 ± 1.734E+03
F18 9.720E+00 ± 3.946E+00≈ 8.999E+00 ± 3.528E+00 6.963E+01 ± 2.024E+01≈ 6.223E+01 ± 1.881E+01
F19 2.541E+00 ± 4.498E-01+ 3.885E+00 ± 6.172E-01 3.247E+00 ± 5.728E-01+ 3.821E+00 ± 7.595E-01
F20 9.182E+00 ± 3.277E+00≈ 8.697E+00 ± 1.788E+00 2.618E+01 ± 1.286E+01≈ 2.273E+01 ± 1.283E+01
F21 1.424E+02 ± 1.168E+02≈ 1.313E+02 ± 1.541E+02 3.479E+02 ± 3.775E+02≈ 2.860E+02 ± 1.774E+02
F22 1.467E+02 ± 1.035E+02− 6.403E+01 ± 5.772E+01 1.336E+02 ± 7.198E+01≈ 9.997E+01 ± 6.077E+01
F23 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 3.591E-13≈ 3.152E+02 ± 3.733E-13
F24 2.232E+02 ± 1.202E+00≈ 2.229E+02 ± 8.812E-01 2.250E+02 ± 1.819E+00− 2.244E+02 ± 1.284E+00
F25 2.030E+02 ± 3.799E-01≈ 2.029E+02 ± 3.069E-01 2.063E+02 ± 2.749E+00≈ 2.060E+02 ± 2.939E+00
F26 1.002E+02 ± 4.924E-02+ 1.003E+02 ± 4.783E-02 1.001E+02 ± 3.469E-02+ 1.021E+02 ± 1.398E+01
F27 3.868E+02 ± 3.496E+01≈ 3.915E+02 ± 2.837E+01 3.665E+02 ± 3.922E+01≈ 3.648E+02 ± 3.795E+01
F28 8.046E+02 ± 2.847E+01≈ 7.942E+02 ± 2.163E+01 8.638E+02 ± 3.121E+01≈ 8.499E+02 ± 1.175E+02
F29 6.322E+02 ± 2.143E+02≈ 6.153E+02 ± 2.150E+02 8.626E+02 ± 1.532E+02≈ 8.522E+02 ± 1.530E+02
F30 6.285E+02 ± 1.566E+02≈ 5.816E+02 ± 1.595E+02 9.272E+02 ± 2.869E+02≈ 9.985E+02 ± 3.435E+02
+/≈/− 12/17/1 - 9/20/1 -
Function ETI-ODE ETIgb-ODE ETI-EPSDE ETIgb-EPSDE
F01 1.309E+05 ± 1.044E+05≈ 1.544E+05 ± 9.181E+04 7.028E+03 ± 1.804E+04≈ 5.341E+03 ± 9.630E+03
F02 1.003E+03 ± 2.884E+03≈ 1.064E+03 ± 2.217E+03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F04 4.981E+00 ± 1.565E+01≈ 9.658E+00 ± 2.144E+01 1.055E+01 ± 2.182E+00≈ 1.017E+01 ± 1.487E+00
F05 2.041E+01 ± 1.190E-01+ 2.084E+01 ± 1.257E-01 2.018E+01 ± 9.031E-02+ 2.048E+01 ± 5.939E-02
F06 6.091E-01 ± 9.048E-01≈ 7.485E-01 ± 9.887E-01 6.762E+00 ± 4.238E+00+ 2.795E+01 ± 1.754E+00
F07 9.662E-04 ± 4.326E-03≈ 1.594E-03 ± 4.204E-03 7.248E-04 ± 2.575E-03≈ 6.766E-04 ± 2.368E-03
F08 3.366E+01 ± 1.211E+01− 1.869E+01 ± 1.184E+01 9.755E-02 ± 2.988E-01≈ 3.902E-02 ± 1.951E-01
F09 2.273E+01 ± 6.578E+00≈ 2.248E+01 ± 6.164E+00 3.146E+01 ± 9.125E+00− 2.595E+01 ± 6.841E+00
F10 1.250E+03 ± 3.774E+02− 1.050E+03 ± 7.194E+02 2.223E+01 ± 2.085E+01+ 1.774E+02 ± 1.198E+02
F11 1.856E+03 ± 5.142E+02≈ 1.903E+03 ± 5.118E+02 2.093E+03 ± 5.254E+02+ 4.567E+03 ± 6.301E+02
F12 2.141E-01 ± 1.401E-01+ 7.551E-01 ± 5.758E-01 1.711E-01 ± 1.273E-01+ 6.012E-01 ± 2.848E-01
F13 2.322E-01 ± 5.860E-02+ 2.837E-01 ± 5.279E-02 1.027E-01 ± 3.606E-02+ 1.364E-01 ± 2.913E-02
F14 2.407E-01 ± 3.660E-02+ 2.605E-01 ± 3.110E-02 2.376E-01 ± 6.434E-02− 2.084E-01 ± 6.051E-02
F15 3.555E+00 ± 1.108E+00≈ 4.633E+00 ± 2.819E+00 2.932E+00 ± 8.291E-01≈ 2.873E+00 ± 8.434E-01
F16 9.955E+00 ± 8.098E-01+ 1.167E+01 ± 6.192E-01 1.021E+01 ± 7.336E-01+ 1.216E+01 ± 6.178E-01
F17 5.678E+02 ± 2.914E+02+ 1.557E+03 ± 1.955E+02 4.972E+03 ± 3.795E+03+ 2.246E+04 ± 3.706E+04
F18 9.229E+00 ± 3.693E+00≈ 1.012E+01 ± 7.734E+00 1.459E+02 ± 2.261E+02+ 4.847E+02 ± 8.489E+02
F19 2.381E+00 ± 5.002E-01+ 2.751E+00 ± 7.639E-01 5.383E+00 ± 9.910E-01+ 1.253E+01 ± 2.217E+00
F20 9.498E+00 ± 4.159E+00+ 3.926E+01 ± 3.993E+00 1.940E+01 ± 1.590E+01≈ 2.074E+01 ± 2.889E+01
F21 2.892E+02 ± 2.336E+02+ 7.837E+02 ± 1.775E+02 8.348E+02 ± 1.147E+03≈ 3.324E+03 ± 1.142E+04
F22 2.274E+02 ± 1.251E+02≈ 2.083E+02 ± 1.621E+02 2.827E+02 ± 1.377E+02− 1.013E+02 ± 6.153E+01
F23 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.140E+02 ± 4.863E-13≈ 3.140E+02 ± 3.020E-13
F24 2.158E+02 ± 1.031E+01+ 2.199E+02 ± 7.396E+00 2.290E+02 ± 6.343E+00≈ 2.291E+02 ± 6.308E+00
F25 2.027E+02 ± 1.049E-01− 2.026E+02 ± 1.822E-01 2.002E+02 ± 3.889E-02≈ 2.002E+02 ± 3.598E-02
F26 1.002E+02 ± 5.584E-02+ 1.003E+02 ± 4.236E-02 1.001E+02 ± 3.144E-02+ 1.001E+02 ± 2.661E-02
F27 3.929E+02 ± 2.736E+01≈ 3.968E+02 ± 1.975E+01 5.149E+02 ± 1.120E+02+ 9.147E+02 ± 1.247E+02
F28 8.028E+02 ± 2.941E+01≈ 8.079E+02 ± 3.843E+01 3.977E+02 ± 1.404E+01≈ 4.013E+02 ± 1.266E+01
F29 6.985E+02 ± 1.229E+02≈ 7.029E+02 ± 9.599E+01 2.084E+02 ± 2.171E+00+ 2.143E+02 ± 1.424E+00
F30 5.900E+02 ± 2.006E+02≈ 6.069E+02 ± 2.122E+02 4.575E+02 ± 1.607E+02− 3.687E+02 ± 9.511E+01
+/≈/− 11/16/3 - 13/13/4 -
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TABLE S.19
EXPERIMENTAL RESULTS OF ETI-SHADE, ETI-OXDE AND THE RELATED ETIGB-DES FOR FUNCTIONS F01-F30 AT D = 30.
Function ETI-SHADE ETIgb-SHADE ETI-OXDE ETIgb-OXDE
F01 4.551E+00 ± 1.395E+01≈ 2.256E+01 ± 1.072E+02 1.223E+05 ± 1.088E+05≈ 1.120E+05 ± 8.970E+04
F02 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F04 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 1.790E+00 ± 8.803E+00≈ 7.235E-01 ± 1.335E+00
F05 2.027E+01 ± 6.343E-02+ 2.061E+01 ± 1.911E-01 2.035E+01 ± 1.120E-01+ 2.090E+01 ± 4.970E-02
F06 9.006E-03 ± 6.431E-02≈ 6.801E-02 ± 2.811E-01 4.959E-01 ± 7.787E-01≈ 4.181E-01 ± 7.437E-01
F07 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F08 0.000E+00 ± 0.000E+00+ 4.675E+01 ± 6.629E+00 2.262E+01 ± 6.532E+00− 9.057E+00 ± 3.695E+00
F09 1.994E+01 ± 6.878E+00+ 6.563E+01 ± 1.632E+01 2.331E+01 ± 8.349E+00− 2.073E+01 ± 1.929E+01
F10 7.320E+00 ± 2.473E+00+ 1.232E+03 ± 3.007E+02 4.691E+02 ± 1.807E+02≈ 7.659E+02 ± 6.867E+02
F11 2.034E+03 ± 3.681E+02+ 3.911E+03 ± 8.071E+02 1.580E+03 ± 6.373E+02+ 4.970E+03 ± 1.745E+03
F12 3.223E-01 ± 8.640E-02+ 1.070E+00 ± 4.741E-01 1.542E-01 ± 8.034E-02+ 2.184E+00 ± 2.303E-01
F13 1.118E-01 ± 2.808E-02+ 1.240E-01 ± 1.922E-02 1.168E-01 ± 3.644E-02+ 1.758E-01 ± 2.774E-02
F14 2.292E-01 ± 4.377E-02≈ 2.405E-01 ± 3.314E-02 2.413E-01 ± 4.478E-02≈ 2.550E-01 ± 2.987E-02
F15 3.561E+00 ± 1.305E+00+ 9.009E+00 ± 7.893E-01 3.153E+00 ± 7.595E-01+ 9.315E+00 ± 3.731E+00
F16 9.347E+00 ± 8.579E-01+ 1.134E+01 ± 8.249E-01 8.626E+00 ± 9.342E-01+ 1.122E+01 ± 3.667E-01
F17 3.989E+02 ± 2.286E+02≈ 4.255E+02 ± 3.554E+02 3.940E+02 ± 2.234E+02+ 1.531E+03 ± 1.538E+02
F18 1.196E+01 ± 5.583E+00+ 3.195E+01 ± 1.409E+01 9.004E+00 ± 3.580E+00+ 4.562E+01 ± 1.474E+01
F19 3.525E+00 ± 1.014E+00+ 4.529E+00 ± 6.609E-01 2.149E+00 ± 6.486E-01+ 3.601E+00 ± 3.558E-01
F20 6.572E+00 ± 2.182E+00+ 1.374E+01 ± 7.358E+00 7.226E+00 ± 3.777E+00+ 3.460E+01 ± 5.503E+00
F21 1.531E+02 ± 8.995E+01+ 4.908E+02 ± 2.036E+02 2.036E+02 ± 2.099E+02+ 6.798E+02 ± 1.369E+02
F22 1.104E+02 ± 5.972E+01≈ 1.012E+02 ± 5.726E+01 8.262E+01 ± 9.952E+01≈ 2.756E+01 ± 7.198E+00
F23 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 3.591E-13
F24 2.242E+02 ± 1.820E+00≈ 2.239E+02 ± 8.879E-01 2.222E+02 ± 3.318E+00≈ 2.211E+02 ± 5.408E+00
F25 2.030E+02 ± 3.072E-01≈ 2.030E+02 ± 3.660E-01 2.027E+02 ± 1.681E-01≈ 2.027E+02 ± 1.418E-01
F26 1.001E+02 ± 2.518E-02+ 1.001E+02 ± 2.590E-02 1.001E+02 ± 4.341E-02+ 1.002E+02 ± 3.419E-02
F27 3.059E+02 ± 2.188E+01+ 3.210E+02 ± 4.015E+01 3.449E+02 ± 4.755E+01≈ 3.469E+02 ± 4.978E+01
F28 8.053E+02 ± 3.077E+01≈ 8.112E+02 ± 3.546E+01 8.057E+02 ± 2.462E+01≈ 8.018E+02 ± 2.499E+01
F29 7.181E+02 ± 4.530E+00≈ 7.077E+02 ± 7.409E+01 6.650E+02 ± 1.651E+02≈ 6.593E+02 ± 1.616E+02
F30 1.156E+03 ± 3.630E+02≈ 1.115E+03 ± 4.063E+02 5.986E+02 ± 2.165E+02≈ 5.812E+02 ± 1.940E+02
+/≈/− 15/15/0 - 12/16/2 -
TABLE S.20
DIFFERENT RESTART STRATEGIES IN DE.
Reference Restart Strategy Parameter
[35] local restart in a bubble surrounding the best individual within the cluster xbest , and global restart
sampling outside the bubble
nsamples,∆
[52] restart by reinitializing certain individuals away from previous local optima δ, δvib, δfit, λ, intervalrestart
[53] restart by DE/rand/2 and by reinitializing certain individuals within the search range cc,M1,M2, S,K
[54] restart by increasing the population size k, c
[55] restart according to Eqs. (4)-(9) in [55] UN
[56] restart according to Eqs. (15)-(20) in [56] T, a
our method restart according to Eqs. (18)-(21) in this paper pr, LN,UN
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TABLE S.21
EXPERIMENTAL RESULTS OF ETI-DES AND AEPD-DES FOR FUNCTIONS F01-F30 AT D = 30.
Function ETI-jDE (NP = 20) AEPD-jDE (NP = 20) ETI-JADE (NP = 20) AEPD-JADE (NP = 20)
F01 4.733E+05 ± 4.165E+05− 1.632E+05 ± 1.329E+05 2.363E+04 ± 1.094E+05≈ 4.800E+03 ± 3.662E+03
F02 2.537E-08 ± 1.811E-07− 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 1.026E-02 ± 7.328E-02≈ 4.078E-03 ± 2.912E-02
F04 2.348E+01 ± 3.066E+01+ 5.970E+01 ± 4.132E+01 4.691E+00 ± 2.360E+01− 2.683E+00 ± 1.256E+01
F05 2.006E+01 ± 7.790E-02+ 2.032E+01 ± 6.389E-02 2.001E+01 ± 3.049E-02+ 2.007E+01 ± 3.318E-02
F06 8.232E+00 ± 3.308E+00− 5.188E+00 ± 2.396E+00 5.516E+00 ± 2.093E+00− 3.252E+00 ± 2.296E+00
F07 5.476E-02 ± 1.109E-01− 1.670E-02 ± 2.070E-02 7.375E-03 ± 1.217E-02≈ 5.594E-03 ± 1.056E-02
F08 9.053E+00 ± 4.931E+00− 3.317E-01 ± 7.082E-01 6.976E+00 ± 5.160E+00− 0.000E+00 ± 0.000E+00
F09 4.457E+01 ± 1.228E+01− 2.045E+01 ± 8.924E+00 4.766E+01 ± 1.329E+01− 2.238E+01 ± 6.112E+00
F10 6.549E+01 ± 7.683E+01− 4.821E+00 ± 1.670E+01 1.952E+02 ± 1.418E+02− 2.115E+01 ± 4.576E+01
F11 2.497E+03 ± 6.303E+02− 1.429E+03 ± 4.362E+02 2.064E+03 ± 5.604E+02− 1.488E+03 ± 4.162E+02
F12 2.183E-01 ± 1.106E-01+ 3.492E-01 ± 9.328E-02 1.159E-01 ± 6.288E-02+ 1.714E-01 ± 4.850E-02
F13 1.580E-01 ± 5.971E-02≈ 1.550E-01 ± 2.571E-02 2.624E-01 ± 7.779E-02− 1.650E-01 ± 3.981E-02
F14 2.713E-01 ± 6.371E-02− 2.438E-01 ± 4.294E-02 3.123E-01 ± 9.440E-02− 1.512E-01 ± 2.452E-02
F15 4.949E+00 ± 3.235E+00≈ 4.516E+00 ± 1.181E+00 4.872E+00 ± 2.307E+00≈ 4.446E+00 ± 1.205E+00
F16 1.007E+01 ± 8.152E-01− 7.903E+00 ± 8.168E-01 1.009E+01 ± 8.671E-01− 8.713E+00 ± 9.296E-01
F17 2.791E+04 ± 2.301E+04− 1.216E+04 ± 1.055E+04 2.399E+04 ± 4.666E+04≈ 2.037E+04 ± 8.649E+04
F18 2.700E+03 ± 2.882E+03− 2.689E+02 ± 5.240E+02 1.051E+03 ± 2.495E+03− 4.235E+02 ± 1.024E+03
F19 6.429E+00 ± 8.116E+00≈ 5.552E+00 ± 1.778E+00 6.735E+00 ± 8.350E+00≈ 8.238E+00 ± 1.193E+01
F20 7.879E+01 ± 4.685E+01≈ 1.024E+02 ± 1.184E+02 5.433E+03 ± 6.711E+03− 1.661E+03 ± 2.831E+03
F21 1.588E+04 ± 1.311E+04− 4.143E+03 ± 5.069E+03 1.076E+04 ± 3.376E+04≈ 2.148E+04 ± 4.896E+04
F22 3.161E+02 ± 1.722E+02− 1.197E+02 ± 8.403E+01 3.339E+02 ± 1.462E+02− 1.911E+02 ± 9.564E+01
F23 3.152E+02 ± 1.017E-06− 3.152E+02 ± 4.019E-13 3.152E+02 ± 9.408E-13+ 3.152E+02 ± 1.236E-11
F24 2.370E+02 ± 6.859E+00− 2.299E+02 ± 6.344E+00 2.377E+02 ± 6.959E+00− 2.278E+02 ± 4.540E+00
F25 2.079E+02 ± 3.316E+00− 2.061E+02 ± 2.925E+00 2.096E+02 ± 4.350E+00− 2.063E+02 ± 2.924E+00
F26 1.100E+02 ± 3.000E+01≈ 1.080E+02 ± 2.712E+01 1.199E+02 ± 3.997E+01+ 1.120E+02 ± 3.247E+01
F27 4.950E+02 ± 8.164E+01− 4.353E+02 ± 6.367E+01 5.105E+02 ± 8.928E+01− 4.573E+02 ± 9.125E+01
F28 9.248E+02 ± 1.158E+02− 8.817E+02 ± 9.984E+01 9.286E+02 ± 1.199E+02− 8.611E+02 ± 1.078E+02
F29 3.408E+05 ± 1.697E+06− 9.290E+02 ± 2.015E+02 7.070E+05 ± 2.450E+06− 3.452E+05 ± 1.722E+06
F30 3.068E+03 ± 9.197E+02− 2.423E+03 ± 8.977E+02 2.651E+03 ± 1.042E+03≈ 2.358E+03 ± 8.074E+02
+/≈/− 3/6/21 - 4/9/17 -
Function ETI-jDE (NP = 100) AEPD-jDE (NP = 100) ETI-JADE (NP = 100) AEPD-JADE (NP = 100)
F01 6.028E+04 ± 5.206E+04+ 2.512E+05 ± 1.855E+05 7.397E+02 ± 1.392E+03+ 6.499E+03 ± 5.256E+03
F02 0.000E+00 ± 0.000E+00+ 1.409E-05 ± 2.575E-05 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00+ 1.106E-06 ± 1.120E-06 6.664E-04 ± 1.563E-03+ 1.986E+01 ± 1.751E+01
F04 1.510E+00 ± 8.925E-01+ 6.433E+01 ± 1.900E+01 0.000E+00 ± 0.000E+00+ 1.243E+00 ± 8.878E+00
F05 2.018E+01 ± 7.198E-02+ 2.041E+01 ± 4.596E-02 2.000E+01 ± 6.736E-03+ 2.039E+01 ± 3.552E-02
F06 1.196E+00 ± 1.339E+00+ 1.561E+01 ± 1.611E+00 5.091E-01 ± 6.621E-01+ 1.109E+01 ± 2.097E+00
F07 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 1.450E-04 ± 1.036E-03≈ 0.000E+00 ± 0.000E+00
F08 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00+ 3.601E-06 ± 1.636E-06
F09 3.024E+01 ± 7.435E+00+ 6.779E+01 ± 8.648E+00 2.215E+01 ± 6.311E+00+ 3.933E+01 ± 4.700E+00
F10 3.375E-02 ± 1.584E-01+ 2.031E+00 ± 1.029E+00 4.450E-02 ± 2.533E-02+ 5.630E-01 ± 1.156E-01
F11 1.635E+03 ± 3.810E+02+ 3.169E+03 ± 3.163E+02 1.161E+03 ± 3.315E+02+ 2.425E+03 ± 2.447E+02
F12 1.086E-01 ± 3.883E-02+ 6.002E-01 ± 8.158E-02 7.452E-02 ± 2.892E-02+ 5.094E-01 ± 7.670E-02
F13 1.418E-01 ± 4.445E-02+ 3.366E-01 ± 4.673E-02 1.333E-01 ± 3.113E-02+ 2.191E-01 ± 3.114E-02
F14 2.312E-01 ± 3.912E-02+ 2.937E-01 ± 2.651E-02 1.653E-01 ± 2.401E-02+ 2.425E-01 ± 3.674E-02
F15 3.138E+00 ± 8.144E-01+ 7.894E+00 ± 8.456E-01 2.498E+00 ± 4.397E-01+ 4.525E+00 ± 4.768E-01
F16 8.749E+00 ± 6.316E-01+ 1.070E+01 ± 3.115E-01 8.034E+00 ± 5.731E-01+ 1.012E+01 ± 2.808E-01
F17 1.644E+03 ± 1.330E+03+ 3.004E+03 ± 3.255E+03 7.018E+03 ± 4.133E+04≈ 1.192E+03 ± 3.767E+02
F18 4.974E+01 ± 2.227E+02− 2.553E+01 ± 1.289E+01 5.322E+01 ± 2.940E+01+ 3.608E+02 ± 1.393E+03
F19 3.187E+00 ± 7.709E-01+ 5.397E+00 ± 7.209E-01 3.990E+00 ± 7.751E-01+ 4.857E+00 ± 8.127E-01
F20 9.888E+00 ± 3.417E+00+ 1.804E+01 ± 5.329E+00 1.503E+02 ± 1.329E+02+ 3.635E+03 ± 3.300E+03
F21 2.701E+02 ± 2.337E+02+ 5.324E+02 ± 2.706E+02 1.010E+04 ± 3.108E+04≈ 2.317E+04 ± 5.913E+04
F22 8.190E+01 ± 7.052E+01+ 1.983E+02 ± 9.670E+01 1.250E+02 ± 8.933E+01+ 2.095E+02 ± 7.440E+01
F23 3.152E+02 ± 3.591E-13+ 3.152E+02 ± 2.089E-10 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 4.019E-13
F24 2.246E+02 ± 1.698E+00≈ 2.244E+02 ± 1.450E+00 2.257E+02 ± 3.520E+00≈ 2.247E+02 ± 1.285E+00
F25 2.033E+02 ± 5.580E-01≈ 2.034E+02 ± 6.911E-01 2.036E+02 ± 9.330E-01− 2.032E+02 ± 6.604E-01
F26 1.001E+02 ± 4.171E-02+ 1.003E+02 ± 4.214E-02 1.001E+02 ± 2.824E-02+ 1.022E+02 ± 1.397E+01
F27 3.615E+02 ± 4.769E+01+ 3.794E+02 ± 3.847E+01 3.296E+02 ± 4.276E+01− 3.280E+02 ± 4.555E+01
F28 8.093E+02 ± 2.925E+01≈ 8.102E+02 ± 2.457E+01 7.811E+02 ± 2.611E+01+ 7.896E+02 ± 4.802E+01
F29 8.497E+02 ± 1.694E+02+ 9.270E+02 ± 1.139E+02 8.034E+02 ± 2.778E+02≈ 7.762E+02 ± 2.181E+02
F30 1.586E+03 ± 7.090E+02≈ 1.425E+03 ± 5.209E+02 1.599E+03 ± 5.335E+02≈ 1.550E+03 ± 6.990E+02
+/≈/− 23/6/1 - 20/8/2 -
PREPRINT SUBMITTED TO ARXIV 27
TABLE S.22
EXPERIMENTAL RESULTS OF ETI-DES AND AEPD-DES FOR FUNCTIONS F01-F30 AT D = 30.
Function ETI-jDE (NP = 100) AEPD-jDE (NP = 20) ETI-JADE (NP = 100) AEPD-JADE (NP = 20)
F01 6.028E+04 ± 5.206E+04+ 1.632E+05 ± 1.329E+05 7.397E+02 ± 1.392E+03+ 4.800E+03 ± 3.662E+03
F02 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F03 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 6.664E-04 ± 1.563E-03+ 4.078E-03 ± 2.912E-02
F04 1.510E+00 ± 8.925E-01+ 5.970E+01 ± 4.132E+01 0.000E+00 ± 0.000E+00+ 2.683E+00 ± 1.256E+01
F05 2.018E+01 ± 7.198E-02+ 2.032E+01 ± 6.389E-02 2.000E+01 ± 6.736E-03+ 2.007E+01 ± 3.318E-02
F06 1.196E+00 ± 1.339E+00+ 5.188E+00 ± 2.396E+00 5.091E-01 ± 6.621E-01+ 3.252E+00 ± 2.296E+00
F07 0.000E+00 ± 0.000E+00+ 1.670E-02 ± 2.070E-02 1.450E-04 ± 1.036E-03+ 5.594E-03 ± 1.056E-02
F08 0.000E+00 ± 0.000E+00+ 3.317E-01 ± 7.082E-01 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00
F09 3.024E+01 ± 7.435E+00− 2.045E+01 ± 8.924E+00 2.215E+01 ± 6.311E+00≈ 2.238E+01 ± 6.112E+00
F10 3.375E-02 ± 1.584E-01+ 4.821E+00 ± 1.670E+01 4.450E-02 ± 2.533E-02+ 2.115E+01 ± 4.576E+01
F11 1.635E+03 ± 3.810E+02− 1.429E+03 ± 4.362E+02 1.161E+03 ± 3.315E+02+ 1.488E+03 ± 4.162E+02
F12 1.086E-01 ± 3.883E-02+ 3.492E-01 ± 9.328E-02 7.452E-02 ± 2.892E-02+ 1.714E-01 ± 4.850E-02
F13 1.418E-01 ± 4.445E-02+ 1.550E-01 ± 2.571E-02 1.333E-01 ± 3.113E-02+ 1.650E-01 ± 3.981E-02
F14 2.312E-01 ± 3.912E-02≈ 2.438E-01 ± 4.294E-02 1.653E-01 ± 2.401E-02− 1.512E-01 ± 2.452E-02
F15 3.138E+00 ± 8.144E-01+ 4.516E+00 ± 1.181E+00 2.498E+00 ± 4.397E-01+ 4.446E+00 ± 1.205E+00
F16 8.749E+00 ± 6.316E-01− 7.903E+00 ± 8.168E-01 8.034E+00 ± 5.731E-01+ 8.713E+00 ± 9.296E-01
F17 1.644E+03 ± 1.330E+03+ 1.216E+04 ± 1.055E+04 7.018E+03 ± 4.133E+04+ 2.037E+04 ± 8.649E+04
F18 4.974E+01 ± 2.227E+02+ 2.689E+02 ± 5.240E+02 5.322E+01 ± 2.940E+01+ 4.235E+02 ± 1.024E+03
F19 3.187E+00 ± 7.709E-01+ 5.552E+00 ± 1.778E+00 3.990E+00 ± 7.751E-01+ 8.238E+00 ± 1.193E+01
F20 9.888E+00 ± 3.417E+00+ 1.024E+02 ± 1.184E+02 1.503E+02 ± 1.329E+02+ 1.661E+03 ± 2.831E+03
F21 2.701E+02 ± 2.337E+02+ 4.143E+03 ± 5.069E+03 1.010E+04 ± 3.108E+04+ 2.148E+04 ± 4.896E+04
F22 8.190E+01 ± 7.052E+01+ 1.197E+02 ± 8.403E+01 1.250E+02 ± 8.933E+01+ 1.911E+02 ± 9.564E+01
F23 3.152E+02 ± 3.591E-13≈ 3.152E+02 ± 4.019E-13 3.152E+02 ± 4.019E-13≈ 3.152E+02 ± 1.236E-11
F24 2.246E+02 ± 1.698E+00+ 2.299E+02 ± 6.344E+00 2.257E+02 ± 3.520E+00+ 2.278E+02 ± 4.540E+00
F25 2.033E+02 ± 5.580E-01+ 2.061E+02 ± 2.925E+00 2.036E+02 ± 9.330E-01+ 2.063E+02 ± 2.924E+00
F26 1.001E+02 ± 4.171E-02+ 1.080E+02 ± 2.712E+01 1.001E+02 ± 2.824E-02+ 1.120E+02 ± 3.247E+01
F27 3.615E+02 ± 4.769E+01+ 4.353E+02 ± 6.367E+01 3.296E+02 ± 4.276E+01+ 4.573E+02 ± 9.125E+01
F28 8.093E+02 ± 2.925E+01+ 8.817E+02 ± 9.984E+01 7.811E+02 ± 2.611E+01+ 8.611E+02 ± 1.078E+02
F29 8.497E+02 ± 1.694E+02≈ 9.290E+02 ± 2.015E+02 8.034E+02 ± 2.778E+02+ 3.452E+05 ± 1.722E+06
F30 1.586E+03 ± 7.090E+02+ 2.423E+03 ± 8.977E+02 1.599E+03 ± 5.335E+02+ 2.358E+03 ± 8.074E+02
+/≈/− 22/5/3 - 25/4/1 -
TABLE S.23
WIN-LOSE RESULTS OF R1-ETI-DES, R2-ETI-DES, NOR-ETI-DES (IN SECTION IV.F) AND ETI-DES FOR FUNCTIONS F01-F30 AT D = 30.
ETI-DEs vs. R1-ETI-DE/rand/1/bin vs. R1-ETI-DE/best/1/bin vs. R1-ETI-jDE vs. R1-ETI-JADE vs. R1-ETI-CoDE
11-3 9-3 11-1 10-3 5-1
vs. R1-ETI-SaDE vs. R1-ETI-ODE vs. R1-ETI-EPSDE vs. R1-ETI-SHADE vs. R1-ETI-OXDE
9-1 3-0 6-5 9-5 11-0
ETI-DEs vs. R2-ETI-DE/rand/1/bin vs. R2-ETI-DE/best/1/bin vs. R2-ETI-jDE vs. R2-ETI-JADE vs. R2-ETI-CoDE
8-8 4-2 9-0 13-1 11-1
vs. R2-ETI-SaDE vs. R2-ETI-ODE vs. R2-ETI-EPSDE vs. R2-ETI-SHADE vs. R2-ETI-OXDE
9-0 17-0 16-2 7-2 7-2
ETI-DEs vs. NoR-ETI-DE/rand/1/bin vs. NoR-ETI-DE/best/1/bin vs. NoR-ETI-jDE vs. NoR-ETI-JADE vs. NoR-ETI-CoDE
13-3 7-2 13-0 12-1 10-0
vs. NoR-ETI-SaDE vs. NoR-ETI-ODE vs. NoR-ETI-EPSDE vs. NoR-ETI-SHADE vs. NoR-ETI-OXDE
9-4 12-2 13-1 12-1 14-0
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TABLE S.24
EXPERIMENTAL RESULTS OF DE/RAND/1/BIN, DE/BEST/1/BIN, JDE, JADE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT
D = 50.
Function DE/rand/1/bin ETI-DE/rand/1/bin DE/best/1/bin ETI-DE/best/1/bin
F01 1.399E+06 ± 5.347E+05 8.417E+05 ± 2.873E+05+ 6.354E+07 ± 1.882E+07 1.226E+06 ± 4.545E+05+
F02 1.913E+02 ± 7.531E+02 3.045E+03 ± 4.719E+03− 1.981E+02 ± 2.502E+02 6.963E+03 ± 7.455E+03−
F03 2.863E-01 ± 1.144E+00 3.588E-01 ± 7.479E-01≈ 8.240E+03 ± 2.083E+03 1.079E+02 ± 1.516E+02+
F04 7.729E+01 ± 2.730E+01 8.793E+01 ± 8.976E+00≈ 9.408E+01 ± 6.231E+00 5.922E+01 ± 3.859E+01+
F05 2.113E+01 ± 3.349E-02 2.042E+01 ± 1.022E-01+ 2.112E+01 ± 3.629E-02 2.006E+01 ± 1.176E-01+
F06 1.215E+00 ± 1.384E+00 1.786E+00 ± 1.671E+00≈ 4.841E+00 ± 2.272E+00 6.051E+00 ± 2.877E+00−
F07 1.450E-04 ± 1.036E-03 1.450E-04 ± 1.036E-03+ 2.222E-03 ± 4.808E-03 1.352E-03 ± 4.520E-03≈
F08 1.942E+02 ± 4.580E+01 4.596E+01 ± 1.224E+01+ 1.690E+02 ± 6.045E+01 5.209E+01 ± 1.130E+01+
F09 3.517E+02 ± 1.609E+01 4.258E+01 ± 1.185E+01+ 3.751E+02 ± 1.998E+01 9.423E+01 ± 2.213E+01+
F10 9.467E+03 ± 1.349E+03 1.007E+03 ± 4.188E+02+ 1.630E+03 ± 1.823E+03 1.111E+03 ± 3.578E+02+
F11 1.299E+04 ± 3.968E+02 3.912E+03 ± 1.003E+03+ 1.287E+04 ± 3.369E+02 4.536E+03 ± 1.171E+03+
F12 3.243E+00 ± 2.661E-01 1.181E-01 ± 4.673E-02+ 3.111E+00 ± 2.732E-01 1.271E-01 ± 1.111E-01+
F13 4.575E-01 ± 4.489E-02 2.078E-01 ± 4.905E-02+ 4.900E-01 ± 6.034E-02 3.951E-01 ± 8.195E-02+
F14 3.369E-01 ± 1.081E-01 2.968E-01 ± 8.065E-02+ 4.640E-01 ± 2.709E-01 5.425E-01 ± 2.879E-01≈
F15 3.150E+01 ± 1.147E+00 6.090E+00 ± 1.801E+00+ 3.359E+01 ± 1.355E+00 6.419E+00 ± 1.603E+00+
F16 2.211E+01 ± 3.114E-01 1.735E+01 ± 1.212E+00+ 2.191E+01 ± 2.685E-01 1.990E+01 ± 6.923E-01+
F17 1.419E+04 ± 9.317E+03 1.726E+04 ± 1.479E+04≈ 3.597E+06 ± 1.331E+06 9.569E+04 ± 5.096E+04+
F18 1.342E+02 ± 1.028E+01 3.080E+01 ± 2.020E+01+ 1.616E+03 ± 1.493E+03 1.648E+03 ± 1.697E+03≈
F19 1.191E+01 ± 6.751E-01 5.682E+00 ± 1.329E+00+ 1.618E+01 ± 8.937E+00 1.033E+01 ± 2.148E+00+
F20 9.887E+01 ± 1.069E+01 3.173E+01 ± 2.098E+01+ 2.013E+03 ± 6.163E+02 3.516E+02 ± 3.244E+02+
F21 2.630E+03 ± 5.177E+02 1.980E+03 ± 3.372E+03+ 1.163E+06 ± 4.082E+05 5.218E+04 ± 3.598E+04+
F22 7.133E+02 ± 4.126E+02 7.907E+02 ± 3.243E+02≈ 9.011E+02 ± 2.385E+02 7.863E+02 ± 2.972E+02+
F23 3.440E+02 ± 4.168E-13 3.440E+02 ± 2.870E-13+ 3.440E+02 ± 4.593E-13 3.440E+02 ± 4.593E-13≈
F24 2.704E+02 ± 2.504E+00 2.704E+02 ± 2.061E+00≈ 2.709E+02 ± 2.696E+00 2.718E+02 ± 3.284E+00−
F25 2.054E+02 ± 4.166E-01 2.055E+02 ± 4.956E-01≈ 2.144E+02 ± 3.891E+00 2.076E+02 ± 1.552E+00+
F26 1.005E+02 ± 5.418E-02 1.002E+02 ± 5.262E-02+ 1.368E+02 ± 6.714E+01 1.461E+02 ± 6.867E+01−
F27 3.662E+02 ± 3.538E+01 3.765E+02 ± 3.819E+01≈ 4.797E+02 ± 6.350E+01 5.104E+02 ± 6.503E+01−
F28 1.064E+03 ± 4.712E+01 1.086E+03 ± 3.219E+01− 1.193E+03 ± 1.604E+02 1.222E+03 ± 1.421E+02≈
F29 9.907E+02 ± 2.505E+02 1.003E+03 ± 2.532E+02≈ 8.753E+05 ± 6.204E+06 1.508E+03 ± 2.124E+02+
F30 8.296E+03 ± 3.421E+02 8.355E+03 ± 3.688E+02≈ 9.350E+03 ± 7.848E+02 9.612E+03 ± 7.553E+02≈
+/≈/− - 18/10/2 - 19/6/5
Function jDE ETI-jDE JADE ETI-JADE
F01 4.750E+05 ± 2.246E+05 5.481E+05 ± 2.832E+05≈ 1.491E+04 ± 1.146E+04 1.478E+04 ± 1.049E+04≈
F02 1.903E-08 ± 5.204E-08 2.933E-04 ± 1.823E-03− 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 0.000E+00 ± 0.000E+00 3.788E-08 ± 1.505E-07− 3.642E+03 ± 2.669E+03 2.410E+02 ± 1.470E+02+
F04 8.501E+01 ± 1.683E+01 9.510E+01 ± 2.684E+00− 1.934E+01 ± 3.929E+01 2.059E+01 ± 3.936E+01≈
F05 2.043E+01 ± 2.793E-02 2.020E+01 ± 7.078E-02+ 2.036E+01 ± 3.189E-02 2.000E+01 ± 1.558E-03+
F06 1.879E+01 ± 1.075E+01 5.189E+00 ± 3.469E+00+ 1.516E+01 ± 7.311E+00 1.815E+00 ± 1.428E+00+
F07 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.546E-03 ± 3.815E-03 1.497E-03 ± 4.123E-03+
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F09 9.724E+01 ± 1.169E+01 6.678E+01 ± 1.425E+01+ 5.273E+01 ± 7.892E+00 4.823E+01 ± 9.089E+00+
F10 4.899E-04 ± 2.449E-03 9.954E-02 ± 1.997E-01− 9.797E-03 ± 1.306E-02 8.401E-02 ± 3.171E-02−
F11 5.118E+03 ± 3.803E+02 4.076E+03 ± 7.188E+02+ 3.755E+03 ± 2.801E+02 2.762E+03 ± 5.427E+02+
F12 4.531E-01 ± 4.543E-02 1.307E-01 ± 5.968E-02+ 2.568E-01 ± 3.108E-02 6.556E-02 ± 1.964E-02+
F13 3.836E-01 ± 4.738E-02 1.941E-01 ± 5.446E-02+ 3.155E-01 ± 4.368E-02 2.170E-01 ± 3.634E-02+
F14 3.334E-01 ± 6.863E-02 2.803E-01 ± 7.508E-02+ 2.997E-01 ± 6.446E-02 2.058E-01 ± 6.257E-02+
F15 1.206E+01 ± 1.151E+00 5.837E+00 ± 1.207E+00+ 7.148E+00 ± 8.931E-01 5.201E+00 ± 9.448E-01+
F16 1.842E+01 ± 3.976E-01 1.713E+01 ± 1.026E+00+ 1.769E+01 ± 4.703E-01 1.627E+01 ± 1.213E+00+
F17 2.468E+04 ± 1.684E+04 1.812E+04 ± 1.050E+04+ 2.281E+03 ± 5.218E+02 2.419E+03 ± 7.839E+02≈
F18 4.649E+02 ± 4.976E+02 3.494E+02 ± 4.942E+02+ 1.767E+02 ± 4.464E+01 1.711E+02 ± 6.012E+01≈
F19 1.365E+01 ± 5.279E+00 1.038E+01 ± 2.366E+00+ 1.256E+01 ± 4.826E+00 8.597E+00 ± 2.887E+00+
F20 5.216E+01 ± 2.186E+01 4.423E+01 ± 1.838E+01+ 7.550E+03 ± 6.804E+03 5.982E+02 ± 3.716E+02+
F21 1.094E+04 ± 1.149E+04 8.675E+03 ± 7.983E+03≈ 1.287E+03 ± 3.467E+02 6.242E+03 ± 3.599E+04≈
F22 5.653E+02 ± 1.379E+02 4.841E+02 ± 1.741E+02+ 5.167E+02 ± 1.434E+02 4.666E+02 ± 1.790E+02≈
F23 3.440E+02 ± 4.601E-13 3.440E+02 ± 2.870E-13+ 3.440E+02 ± 5.291E-13 3.440E+02 ± 3.178E-13+
F24 2.686E+02 ± 2.335E+00 2.684E+02 ± 2.794E+00≈ 2.741E+02 ± 2.603E+00 2.742E+02 ± 2.340E+00≈
F25 2.078E+02 ± 2.195E+00 2.082E+02 ± 2.204E+00≈ 2.167E+02 ± 6.147E+00 2.149E+02 ± 6.860E+00≈
F26 1.004E+02 ± 3.596E-02 1.061E+02 ± 2.374E+01− 1.023E+02 ± 1.396E+01 1.042E+02 ± 1.955E+01−
F27 4.371E+02 ± 6.160E+01 4.212E+02 ± 5.894E+01≈ 4.562E+02 ± 7.799E+01 4.361E+02 ± 4.814E+01≈
F28 1.115E+03 ± 4.899E+01 1.117E+03 ± 4.666E+01≈ 1.131E+03 ± 5.225E+01 1.091E+03 ± 4.202E+01+
F29 1.041E+03 ± 1.626E+02 1.197E+03 ± 2.403E+02− 8.795E+02 ± 6.936E+01 8.893E+02 ± 6.632E+01≈
F30 8.580E+03 ± 4.519E+02 8.882E+03 ± 4.267E+02− 9.827E+03 ± 6.665E+02 9.484E+03 ± 6.525E+02+
+/≈/− - 15/8/7 - 16/12/2
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TABLE S.25
EXPERIMENTAL RESULTS OF CODE, SADE, ODE, EPSDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 50.
Function CoDE ETI-CoDE SaDE ETI-SaDE
F01 4.059E+05 ± 1.669E+05 4.052E+05 ± 1.736E+05≈ 7.958E+05 ± 2.986E+05 8.604E+05 ± 2.710E+05≈
F02 1.190E-03 ± 2.515E-03 4.765E-02 ± 1.627E-01− 3.436E+03 ± 3.353E+03 4.227E+03 ± 3.214E+03≈
F03 9.130E-02 ± 1.776E-01 5.349E-01 ± 1.479E+00− 7.512E+02 ± 6.082E+02 1.328E+03 ± 1.112E+03−
F04 3.357E+01 ± 3.812E+01 3.066E+01 ± 3.596E+01≈ 8.122E+01 ± 4.663E+01 9.818E+01 ± 3.930E+01−
F05 2.079E+01 ± 6.439E-02 2.006E+01 ± 5.966E-02+ 2.077E+01 ± 4.449E-02 2.001E+01 ± 1.835E-02+
F06 4.088E+00 ± 2.748E+00 3.784E+00 ± 2.429E+00≈ 1.182E+01 ± 2.452E+00 1.155E+01 ± 2.673E+00≈
F07 1.450E-04 ± 1.036E-03 3.378E-04 ± 2.412E-03− 1.000E-02 ± 8.789E-03 1.004E-02 ± 1.193E-02≈
F08 4.359E+00 ± 5.104E+00 1.249E+00 ± 1.050E+00+ 0.000E+00 ± 0.000E+00 5.853E-02 ± 2.364E-01≈
F09 7.236E+01 ± 1.422E+01 6.694E+01 ± 1.623E+01≈ 9.482E+01 ± 3.865E+01 7.402E+01 ± 1.222E+01+
F10 6.008E+02 ± 1.077E+02 8.875E+00 ± 1.651E+01+ 2.764E+01 ± 1.080E+01 9.854E-01 ± 6.320E-01+
F11 4.433E+03 ± 1.357E+03 3.782E+03 ± 7.040E+02+ 8.556E+03 ± 3.558E+02 3.737E+03 ± 7.454E+02+
F12 1.231E+00 ± 1.499E-01 4.704E-02 ± 3.033E-02+ 1.240E+00 ± 1.188E-01 7.364E-02 ± 3.258E-02+
F13 4.437E-01 ± 6.342E-02 2.813E-01 ± 6.314E-02+ 4.209E-01 ± 4.735E-02 2.137E-01 ± 5.112E-02+
F14 2.944E-01 ± 3.383E-02 2.533E-01 ± 6.636E-02+ 3.064E-01 ± 2.593E-02 2.544E-01 ± 3.891E-02+
F15 6.494E+00 ± 1.157E+00 5.815E+00 ± 1.413E+00+ 2.112E+01 ± 6.862E+00 8.273E+00 ± 1.870E+00+
F16 2.053E+01 ± 4.123E-01 1.766E+01 ± 1.171E+00≈ 2.052E+01 ± 2.447E-01 1.732E+01 ± 9.682E-01+
F17 1.616E+04 ± 1.057E+04 1.529E+04 ± 1.378E+04≈ 3.006E+04 ± 2.625E+04 2.970E+04 ± 1.570E+04≈
F18 8.667E+01 ± 1.094E+02 7.262E+01 ± 8.765E+01≈ 3.981E+02 ± 2.776E+02 4.904E+02 ± 3.299E+02≈
F19 1.054E+01 ± 1.620E+00 5.898E+00 ± 7.704E-01+ 2.502E+01 ± 1.880E+01 1.377E+01 ± 1.107E+01+
F20 6.014E+01 ± 4.727E+01 6.631E+01 ± 5.272E+01≈ 2.069E+02 ± 9.249E+01 2.397E+02 ± 2.002E+02≈
F21 2.406E+03 ± 2.282E+03 2.662E+03 ± 3.313E+03≈ 1.563E+04 ± 1.586E+04 2.222E+04 ± 2.260E+04≈
F22 5.160E+02 ± 2.094E+02 5.909E+02 ± 2.094E+02≈ 4.098E+02 ± 1.439E+02 4.653E+02 ± 2.154E+02≈
F23 3.440E+02 ± 4.547E-13 3.440E+02 ± 3.908E-13+ 3.440E+02 ± 2.852E-13 3.440E+02 ± 2.852E-13≈
F24 2.678E+02 ± 2.541E+00 2.686E+02 ± 2.654E+00− 2.726E+02 ± 4.279E+00 2.731E+02 ± 3.494E+00≈
F25 2.062E+02 ± 1.289E+00 2.065E+02 ± 1.115E+00≈ 2.055E+02 ± 8.294E+00 2.076E+02 ± 9.299E+00≈
F26 1.024E+02 ± 1.394E+01 1.003E+02 ± 6.456E-02+ 1.727E+02 ± 4.493E+01 1.746E+02 ± 4.396E+01≈
F27 4.076E+02 ± 4.872E+01 4.181E+02 ± 4.660E+01≈ 6.089E+02 ± 6.989E+01 6.078E+02 ± 6.185E+01≈
F28 1.127E+03 ± 4.158E+01 1.132E+03 ± 4.687E+01≈ 1.330E+03 ± 8.201E+01 1.331E+03 ± 8.932E+01≈
F29 9.610E+02 ± 2.170E+02 9.428E+02 ± 3.077E+02≈ 1.236E+03 ± 2.526E+02 1.305E+03 ± 2.803E+02≈
F30 8.565E+03 ± 3.835E+02 8.646E+03 ± 4.352E+02≈ 1.066E+04 ± 1.091E+03 1.085E+04 ± 1.159E+03≈
+/≈/− - 11/15/4 - 10/18/2
Function ODE ETI-ODE EPSDE ETI-EPSDE
F01 2.160E+06 ± 8.911E+05 1.264E+06 ± 5.074E+05+ 2.129E+06 ± 5.151E+06 3.663E+04 ± 3.762E+04≈
F02 5.682E+03 ± 4.416E+03 4.956E+03 ± 3.944E+03≈ 1.072E-08 ± 1.946E-08 2.602E-01 ± 9.935E-01−
F03 6.914E-01 ± 1.059E+00 1.361E+00 ± 4.410E+00≈ 1.235E-04 ± 4.809E-04 7.693E-04 ± 4.177E-03−
F04 9.261E+01 ± 5.486E+00 9.068E+01 ± 1.452E+01≈ 3.347E+01 ± 2.076E+01 4.338E+01 ± 2.619E+01−
F05 2.104E+01 ± 1.054E-01 2.049E+01 ± 1.107E-01+ 2.063E+01 ± 7.450E-02 2.004E+01 ± 4.198E-02+
F06 2.120E+00 ± 1.297E+00 1.888E+00 ± 1.558E+00≈ 4.668E+01 ± 3.844E+00 1.451E+01 ± 8.167E+00+
F07 4.724E-03 ± 9.449E-03 4.492E-03 ± 6.837E-03+ 4.731E-03 ± 7.322E-03 6.413E-03 ± 1.022E-02−
F08 8.073E+01 ± 4.452E+01 6.488E+01 ± 2.528E+01≈ 1.561E-01 ± 6.711E-01 2.829E+00 ± 2.281E+00−
F09 5.367E+01 ± 3.510E+01 5.051E+01 ± 1.268E+01≈ 1.479E+02 ± 1.995E+01 6.623E+01 ± 1.612E+01+
F10 6.508E+03 ± 1.215E+03 2.694E+03 ± 5.742E+02+ 8.575E+02 ± 7.662E+02 1.459E+02 ± 6.672E+01+
F11 7.749E+03 ± 3.408E+03 3.917E+03 ± 1.057E+03+ 8.939E+03 ± 5.017E+02 4.546E+03 ± 8.340E+02+
F12 1.791E+00 ± 8.211E-01 1.560E-01 ± 1.042E-01+ 8.439E-01 ± 8.297E-02 1.350E-01 ± 6.930E-02+
F13 4.409E-01 ± 4.890E-02 3.321E-01 ± 6.496E-02+ 3.810E-01 ± 5.556E-02 1.840E-01 ± 4.267E-02+
F14 3.229E-01 ± 3.573E-02 2.972E-01 ± 3.398E-02+ 3.384E-01 ± 7.670E-02 3.108E-01 ± 1.092E-01+
F15 2.003E+01 ± 9.295E+00 6.188E+00 ± 1.467E+00+ 1.765E+01 ± 2.548E+00 6.931E+00 ± 1.827E+00+
F16 2.164E+01 ± 8.085E-01 1.858E+01 ± 9.307E-01+ 2.084E+01 ± 6.289E-01 1.929E+01 ± 8.897E-01+
F17 1.654E+04 ± 1.223E+04 2.280E+04 ± 1.954E+04≈ 2.193E+05 ± 1.526E+05 3.830E+04 ± 3.319E+04+
F18 8.829E+01 ± 7.113E+01 7.208E+01 ± 5.898E+01≈ 2.966E+03 ± 4.037E+03 5.423E+03 ± 8.981E+03≈
F19 9.496E+00 ± 1.918E+00 7.733E+00 ± 1.228E+00+ 2.454E+01 ± 1.608E+00 8.856E+00 ± 1.567E+00+
F20 1.006E+02 ± 1.232E+01 3.740E+01 ± 1.743E+01+ 3.475E+02 ± 2.733E+02 1.002E+02 ± 8.812E+01+
F21 2.500E+03 ± 4.791E+02 1.814E+03 ± 1.365E+03+ 7.783E+04 ± 6.510E+04 9.854E+03 ± 1.185E+04+
F22 7.028E+02 ± 2.918E+02 7.894E+02 ± 2.928E+02≈ 8.093E+02 ± 1.841E+02 8.354E+02 ± 2.771E+02≈
F23 3.440E+02 ± 4.362E-13 3.440E+02 ± 4.799E-13+ 3.370E+02 ± 3.663E-12 3.370E+02 ± 5.483E-13+
F24 2.706E+02 ± 2.302E+00 2.697E+02 ± 2.725E+00≈ 2.737E+02 ± 6.136E+00 2.716E+02 ± 5.846E+00≈
F25 2.051E+02 ± 1.334E+00 2.055E+02 ± 5.588E-01≈ 2.019E+02 ± 3.218E+00 2.003E+02 ± 1.610E-02≈
F26 1.082E+02 ± 2.707E+01 1.101E+02 ± 2.996E+01− 1.004E+02 ± 6.860E-02 1.002E+02 ± 4.768E-02+
F27 3.914E+02 ± 3.605E+01 3.894E+02 ± 4.092E+01≈ 1.538E+03 ± 8.624E+01 7.140E+02 ± 1.612E+02+
F28 1.085E+03 ± 3.171E+01 1.080E+03 ± 4.628E+01≈ 3.864E+02 ± 1.293E+01 3.957E+02 ± 1.815E+01−
F29 9.656E+02 ± 2.225E+02 1.099E+03 ± 2.646E+02− 2.251E+02 ± 9.317E+00 2.150E+02 ± 4.801E+00+
F30 8.421E+03 ± 4.141E+02 8.390E+03 ± 3.966E+02≈ 1.101E+03 ± 2.002E+02 8.513E+02 ± 2.305E+02+
+/≈/− - 14/14/2 - 19/5/6
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TABLE S.26
EXPERIMENTAL RESULTS OF SHADE, OXDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 50.
Function SHADE ETI-SHADE OXDE ETI-OXDE
F01 2.511E+04 ± 1.246E+04 5.168E+04 ± 2.653E+04− 1.047E+06 ± 4.357E+05 8.382E+05 ± 3.255E+05+
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 6.528E+02 ± 1.547E+03 4.519E+03 ± 4.998E+03−
F03 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 9.332E-02 ± 3.010E-01 2.155E-01 ± 5.330E-01≈
F04 1.209E+01 ± 3.176E+01 1.834E+01 ± 3.729E+01≈ 8.687E+01 ± 1.146E+01 8.564E+01 ± 1.452E+01≈
F05 2.027E+01 ± 2.287E-02 2.030E+01 ± 9.085E-02− 2.113E+01 ± 3.902E-02 2.038E+01 ± 1.104E-01+
F06 1.029E+00 ± 8.136E-01 8.501E-01 ± 8.322E-01≈ 1.110E+00 ± 1.314E+00 1.305E+00 ± 1.351E+00≈
F07 1.450E-04 ± 1.036E-03 1.450E-04 ± 1.036E-03+ 1.014E-03 ± 3.311E-03 4.833E-04 ± 1.973E-03+
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.075E+02 ± 2.251E+01 3.073E+01 ± 1.170E+01+
F09 3.834E+01 ± 4.346E+00 3.810E+01 ± 9.809E+00≈ 3.336E+02 ± 1.278E+01 4.453E+01 ± 1.010E+01+
F10 1.121E-01 ± 7.771E-02 5.736E-01 ± 3.363E-01− 6.362E+03 ± 7.719E+02 7.054E+02 ± 2.974E+02+
F11 3.826E+03 ± 3.401E+02 3.848E+03 ± 5.436E+02≈ 1.300E+04 ± 3.803E+02 3.631E+03 ± 1.096E+03+
F12 2.272E-01 ± 2.857E-02 2.469E-01 ± 7.072E-02≈ 3.222E+00 ± 2.889E-01 1.025E-01 ± 4.692E-02+
F13 2.702E-01 ± 2.805E-02 1.437E-01 ± 3.144E-02+ 4.219E-01 ± 4.219E-02 2.090E-01 ± 4.733E-02+
F14 2.761E-01 ± 3.159E-02 2.926E-01 ± 4.003E-02− 3.320E-01 ± 9.822E-02 2.774E-01 ± 3.406E-02+
F15 7.457E+00 ± 6.765E-01 5.651E+00 ± 1.221E+00+ 3.014E+01 ± 9.878E-01 5.631E+00 ± 1.421E+00+
F16 1.743E+01 ± 3.362E-01 1.696E+01 ± 7.356E-01+ 2.202E+01 ± 2.116E-01 1.724E+01 ± 1.148E+00+
F17 2.272E+03 ± 5.231E+02 1.931E+03 ± 5.522E+02+ 1.604E+04 ± 1.455E+04 2.193E+04 ± 2.142E+04≈
F18 1.349E+02 ± 3.199E+01 8.095E+01 ± 4.425E+01+ 1.472E+02 ± 6.802E+01 2.830E+01 ± 1.472E+01+
F19 1.510E+01 ± 8.591E+00 8.466E+00 ± 4.591E+00+ 1.214E+01 ± 1.011E+00 6.334E+00 ± 1.322E+00+
F20 1.142E+02 ± 4.526E+01 5.897E+01 ± 2.949E+01+ 1.008E+02 ± 1.603E+01 2.687E+01 ± 1.081E+01+
F21 1.108E+03 ± 2.662E+02 7.733E+02 ± 2.411E+02+ 2.725E+03 ± 1.230E+03 1.702E+03 ± 1.088E+03+
F22 3.661E+02 ± 1.373E+02 2.723E+02 ± 1.540E+02+ 4.735E+02 ± 3.008E+02 6.570E+02 ± 2.852E+02−
F23 3.440E+02 ± 4.346E-13 3.440E+02 ± 3.028E-13+ 3.440E+02 ± 5.112E-13 3.440E+02 ± 2.870E-13+
F24 2.724E+02 ± 1.987E+00 2.727E+02 ± 1.982E+00≈ 2.710E+02 ± 2.307E+00 2.709E+02 ± 2.414E+00≈
F25 2.122E+02 ± 5.828E+00 2.080E+02 ± 3.369E+00+ 2.057E+02 ± 6.160E-01 2.058E+02 ± 6.393E-01≈
F26 1.062E+02 ± 2.370E+01 1.022E+02 ± 1.397E+01+ 1.004E+02 ± 5.200E-02 1.002E+02 ± 4.163E-02+
F27 3.559E+02 ± 3.841E+01 3.567E+02 ± 4.294E+01≈ 3.733E+02 ± 4.540E+01 3.797E+02 ± 4.113E+01≈
F28 1.112E+03 ± 4.186E+01 1.107E+03 ± 4.817E+01≈ 1.086E+03 ± 3.947E+01 1.100E+03 ± 4.380E+01≈
F29 8.461E+02 ± 5.273E+01 8.423E+02 ± 5.909E+01≈ 9.716E+02 ± 2.646E+02 1.083E+03 ± 2.910E+02−
F30 8.994E+03 ± 6.421E+02 8.920E+03 ± 5.624E+02≈ 8.453E+03 ± 4.336E+02 8.495E+03 ± 4.222E+02≈
+/≈/− - 13/13/4 - 18/9/3
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TABLE S.27
EXPERIMENTAL RESULTS OF DE/RAND/1/BIN, DE/BEST/1/BIN, JDE, JADE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT
D = 100.
Function DE/rand/1/bin ETI-DE/rand/1/bin DE/best/1/bin ETI-DE/best/1/bin
F01 4.492E+06 ± 1.385E+06 3.839E+06 ± 1.121E+06+ 4.596E+08 ± 1.482E+08 4.562E+06 ± 1.549E+06+
F02 2.156E+04 ± 2.371E+04 1.706E+04 ± 1.555E+04≈ 5.527E+02 ± 7.737E+02 3.786E+04 ± 4.325E+04−
F03 1.399E+03 ± 1.081E+03 1.571E+03 ± 1.199E+03≈ 6.372E+04 ± 9.975E+03 9.564E+02 ± 1.045E+03+
F04 1.781E+02 ± 3.805E+01 1.795E+02 ± 3.485E+01≈ 1.885E+02 ± 2.923E+01 1.749E+02 ± 3.049E+01+
F05 2.131E+01 ± 2.829E-02 2.046E+01 ± 1.129E-01+ 2.132E+01 ± 2.003E-02 2.002E+01 ± 2.780E-02+
F06 1.186E+01 ± 3.390E+00 1.426E+01 ± 3.402E+00− 1.784E+01 ± 4.952E+00 2.497E+01 ± 4.701E+00−
F07 4.833E-04 ± 1.973E-03 4.351E-04 ± 1.758E-03+ 4.351E-04 ± 1.758E-03 2.900E-04 ± 1.450E-03+
F08 1.126E+02 ± 9.111E+01 8.837E+01 ± 1.537E+01≈ 6.222E+02 ± 8.018E+01 1.535E+02 ± 2.282E+01+
F09 8.142E+02 ± 2.583E+01 1.106E+02 ± 2.601E+01+ 9.511E+02 ± 3.489E+01 2.393E+02 ± 4.719E+01+
F10 1.589E+04 ± 4.471E+03 3.285E+03 ± 6.956E+02+ 1.618E+04 ± 5.234E+03 4.202E+03 ± 9.022E+02+
F11 2.989E+04 ± 5.597E+02 1.100E+04 ± 2.049E+03+ 3.009E+04 ± 4.195E+02 1.234E+04 ± 1.957E+03+
F12 3.952E+00 ± 2.244E-01 1.007E-01 ± 5.807E-02+ 3.977E+00 ± 2.724E-01 1.769E-01 ± 1.198E-01+
F13 5.664E-01 ± 5.154E-02 3.129E-01 ± 6.513E-02+ 6.725E-01 ± 6.702E-02 5.628E-01 ± 7.735E-02+
F14 3.467E-01 ± 2.972E-02 3.192E-01 ± 6.130E-02+ 5.489E-01 ± 3.128E-01 4.994E-01 ± 2.892E-01≈
F15 7.304E+01 ± 2.655E+00 1.257E+01 ± 3.170E+00+ 8.283E+01 ± 2.569E+00 1.867E+01 ± 3.817E+00+
F16 4.645E+01 ± 2.328E-01 4.098E+01 ± 1.297E+00+ 4.627E+01 ± 3.163E-01 4.331E+01 ± 1.006E+00+
F17 4.617E+05 ± 1.868E+05 3.286E+05 ± 1.602E+05+ 3.918E+07 ± 1.744E+07 5.041E+05 ± 1.980E+05+
F18 1.160E+03 ± 1.304E+03 1.570E+03 ± 1.970E+03≈ 3.047E+03 ± 3.307E+03 3.472E+03 ± 4.110E+03≈
F19 9.509E+01 ± 3.930E+00 9.061E+01 ± 3.084E+00+ 9.992E+01 ± 9.321E+00 9.575E+01 ± 8.777E+00+
F20 9.451E+02 ± 3.634E+02 1.144E+03 ± 5.922E+02≈ 1.521E+04 ± 4.746E+03 1.266E+03 ± 3.020E+02+
F21 1.204E+05 ± 5.725E+04 9.581E+04 ± 4.694E+04+ 1.817E+07 ± 6.107E+06 2.593E+05 ± 1.029E+05+
F22 3.755E+03 ± 5.746E+02 2.535E+03 ± 5.856E+02+ 3.998E+03 ± 2.337E+02 2.121E+03 ± 5.323E+02+
F23 3.482E+02 ± 2.611E-12 3.482E+02 ± 7.560E-13+ 3.482E+02 ± 5.920E-13 3.482E+02 ± 6.849E-13−
F24 3.869E+02 ± 4.720E+00 3.878E+02 ± 4.670E+00≈ 3.834E+02 ± 5.771E+00 3.897E+02 ± 6.240E+00−
F25 2.245E+02 ± 3.278E+00 2.285E+02 ± 4.325E+00− 2.748E+02 ± 1.936E+01 2.322E+02 ± 6.768E+00+
F26 1.886E+02 ± 3.247E+01 1.919E+02 ± 4.533E+01≈ 2.308E+02 ± 2.929E+01 1.947E+02 ± 2.372E+01+
F27 5.679E+02 ± 8.023E+01 6.012E+02 ± 8.001E+01− 8.053E+02 ± 1.357E+02 9.810E+02 ± 1.290E+02−
F28 2.033E+03 ± 2.420E+02 2.054E+03 ± 1.984E+02≈ 2.283E+03 ± 2.852E+02 2.406E+03 ± 3.238E+02≈
F29 1.776E+03 ± 1.798E+02 1.759E+03 ± 1.776E+02≈ 5.183E+03 ± 1.823E+03 1.768E+03 ± 2.031E+02+
F30 5.861E+03 ± 1.089E+03 6.303E+03 ± 1.138E+03≈ 8.515E+03 ± 1.035E+03 8.852E+03 ± 1.108E+03≈
+/≈/− - 16/11/3 - 21/4/5
Function jDE ETI-jDE JADE ETI-JADE
F01 1.878E+06 ± 6.322E+05 2.053E+06 ± 6.477E+05≈ 1.078E+05 ± 6.721E+04 1.324E+05 ± 5.954E+04−
F02 1.259E-07 ± 6.179E-07 1.378E+04 ± 1.571E+04− 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F03 3.568E-05 ± 1.022E-04 1.381E-05 ± 3.120E-05≈ 5.928E+03 ± 3.432E+03 1.725E+02 ± 1.471E+02+
F04 1.746E+02 ± 3.132E+01 1.756E+02 ± 3.369E+01≈ 7.111E+01 ± 5.730E+01 9.431E+01 ± 5.167E+01≈
F05 2.066E+01 ± 2.576E-02 2.021E+01 ± 6.850E-02+ 2.047E+01 ± 1.092E-01 2.000E+01 ± 1.460E-02+
F06 6.800E+01 ± 1.182E+01 3.359E+01 ± 1.119E+01+ 4.683E+01 ± 1.551E+01 2.456E+01 ± 9.721E+00+
F07 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.059E-03 ± 6.311E-03 1.932E-03 ± 4.706E-03−
F08 0.000E+00 ± 0.000E+00 1.951E-02 ± 1.393E-01≈ 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈
F09 2.463E+02 ± 2.905E+01 1.858E+02 ± 2.431E+01+ 1.466E+02 ± 1.881E+01 1.412E+02 ± 2.340E+01≈
F10 9.391E-03 ± 4.757E-02 2.652E-01 ± 2.648E-01− 1.249E-02 ± 7.495E-03 5.414E-01 ± 4.185E-01−
F11 1.345E+04 ± 6.212E+02 1.160E+04 ± 1.315E+03+ 1.045E+04 ± 5.475E+02 9.279E+03 ± 1.231E+03+
F12 6.235E-01 ± 6.179E-02 2.581E-01 ± 8.278E-02+ 3.323E-01 ± 2.376E-02 9.579E-02 ± 4.241E-02+
F13 4.881E-01 ± 4.725E-02 2.954E-01 ± 5.444E-02+ 4.116E-01 ± 4.119E-02 3.080E-01 ± 3.904E-02+
F14 3.491E-01 ± 2.215E-02 2.945E-01 ± 7.411E-02+ 3.189E-01 ± 3.032E-02 2.257E-01 ± 2.380E-02+
F15 3.077E+01 ± 2.450E+00 1.611E+01 ± 2.556E+00+ 2.890E+01 ± 3.965E+00 2.006E+01 ± 4.605E+00+
F16 4.062E+01 ± 3.575E-01 4.009E+01 ± 1.275E+00+ 4.000E+01 ± 5.816E-01 3.867E+01 ± 1.812E+00+
F17 1.568E+05 ± 6.784E+04 1.239E+05 ± 4.630E+04+ 1.129E+04 ± 5.790E+03 1.238E+04 ± 4.222E+03≈
F18 6.959E+02 ± 8.169E+02 8.355E+02 ± 1.221E+03≈ 1.220E+03 ± 1.088E+03 9.313E+02 ± 8.386E+02≈
F19 9.250E+01 ± 2.114E+00 9.171E+01 ± 1.841E+00≈ 9.952E+01 ± 1.499E+01 9.546E+01 ± 1.560E+01+
F20 3.267E+02 ± 1.272E+02 2.686E+02 ± 7.477E+01+ 8.725E+03 ± 1.411E+04 1.397E+03 ± 1.585E+03≈
F21 6.641E+04 ± 3.030E+04 5.097E+04 ± 2.589E+04+ 3.670E+03 ± 1.247E+03 3.799E+03 ± 1.626E+03≈
F22 1.799E+03 ± 2.215E+02 1.636E+03 ± 3.086E+02+ 1.542E+03 ± 2.369E+02 1.453E+03 ± 3.498E+02≈
F23 3.482E+02 ± 6.059E-13 3.482E+02 ± 3.326E-13+ 3.482E+02 ± 8.632E-13 3.482E+02 ± 1.783E-13+
F24 3.741E+02 ± 3.152E+00 3.736E+02 ± 3.478E+00≈ 3.982E+02 ± 5.171E+00 3.997E+02 ± 6.048E+00≈
F25 2.674E+02 ± 1.097E+01 2.687E+02 ± 1.088E+01≈ 2.723E+02 ± 6.593E+00 2.709E+02 ± 7.059E+00≈
F26 1.963E+02 ± 1.955E+01 1.963E+02 ± 1.957E+01≈ 2.001E+02 ± 5.518E-03 2.001E+02 ± 4.206E-03≈
F27 9.959E+02 ± 3.216E+02 7.754E+02 ± 2.203E+02+ 1.040E+03 ± 1.195E+02 1.057E+03 ± 1.180E+02≈
F28 2.248E+03 ± 1.736E+02 2.353E+03 ± 3.026E+02≈ 2.336E+03 ± 2.438E+02 2.383E+03 ± 3.300E+02≈
F29 1.630E+03 ± 2.145E+02 1.543E+03 ± 1.427E+02+ 1.317E+03 ± 1.968E+02 1.371E+03 ± 1.514E+02≈
F30 8.366E+03 ± 7.740E+02 8.883E+03 ± 7.220E+02− 8.442E+03 ± 1.316E+03 8.987E+03 ± 1.141E+03−
+/≈/− - 16/11/3 - 11/15/4
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TABLE S.28
EXPERIMENTAL RESULTS OF CODE, SADE, ODE, EPSDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 100.
Function CoDE ETI-CoDE SaDE ETI-SaDE
F01 1.060E+06 ± 2.786E+05 1.197E+06 ± 3.761E+05≈ 4.668E+06 ± 8.056E+05 5.645E+06 ± 1.094E+06−
F02 7.691E-01 ± 2.231E+00 5.818E+01 ± 1.459E+02− 1.182E+04 ± 6.929E+03 1.277E+04 ± 6.811E+03≈
F03 6.164E+02 ± 7.210E+02 6.626E+02 ± 6.408E+02≈ 4.495E+03 ± 2.815E+03 6.066E+03 ± 2.713E+03−
F04 1.483E+02 ± 3.419E+01 1.588E+02 ± 3.651E+01≈ 2.453E+02 ± 5.654E+01 2.331E+02 ± 5.522E+01≈
F05 2.066E+01 ± 3.934E-01 2.004E+01 ± 4.420E-02+ 2.105E+01 ± 2.378E-02 2.000E+01 ± 1.347E-02+
F06 2.909E+01 ± 5.433E+00 2.769E+01 ± 5.737E+00≈ 6.068E+01 ± 4.398E+00 6.069E+01 ± 3.848E+00≈
F07 1.450E-04 ± 1.036E-03 0.000E+00 ± 0.000E+00+ 4.245E-03 ± 8.185E-03 2.026E-03 ± 5.645E-03+
F08 6.277E+01 ± 8.590E+00 2.667E+01 ± 4.688E+00+ 1.034E+00 ± 1.014E+00 4.936E+00 ± 2.379E+00−
F09 1.734E+02 ± 2.826E+01 1.522E+02 ± 2.829E+01+ 2.475E+02 ± 2.351E+01 2.373E+02 ± 2.792E+01+
F10 1.984E+03 ± 3.927E+02 2.443E+02 ± 1.976E+02+ 1.785E+02 ± 5.005E+01 7.752E+00 ± 1.672E+01+
F11 1.146E+04 ± 1.317E+03 1.097E+04 ± 1.514E+03≈ 2.200E+04 ± 5.744E+02 1.079E+04 ± 1.098E+03+
F12 8.670E-01 ± 5.554E-01 7.885E-02 ± 3.380E-02+ 1.839E+00 ± 1.530E-01 1.298E-01 ± 6.013E-02+
F13 4.095E-01 ± 5.180E-02 4.265E-01 ± 5.960E-02≈ 4.711E-01 ± 4.466E-02 3.083E-01 ± 5.450E-02+
F14 2.911E-01 ± 2.442E-02 2.757E-01 ± 2.498E-02+ 3.160E-01 ± 1.909E-02 2.786E-01 ± 2.310E-02+
F15 1.570E+01 ± 2.817E+00 1.401E+01 ± 2.125E+00+ 4.542E+01 ± 1.324E+01 2.972E+01 ± 6.004E+00+
F16 4.218E+01 ± 9.209E-01 4.111E+01 ± 1.402E+00+ 4.416E+01 ± 3.856E-01 3.993E+01 ± 1.101E+00+
F17 1.861E+05 ± 9.850E+04 1.898E+05 ± 8.481E+04≈ 2.503E+05 ± 9.490E+04 2.927E+05 ± 1.190E+05≈
F18 7.257E+02 ± 1.084E+03 4.303E+02 ± 4.558E+02≈ 6.416E+02 ± 4.535E+02 6.066E+02 ± 3.753E+02≈
F19 9.047E+01 ± 1.077E+01 8.976E+01 ± 1.259E+01≈ 8.265E+01 ± 2.814E+01 7.044E+01 ± 2.566E+01+
F20 8.985E+02 ± 4.324E+02 1.095E+03 ± 5.866E+02≈ 2.463E+03 ± 1.301E+03 2.597E+03 ± 1.152E+03≈
F21 8.179E+04 ± 5.615E+04 7.133E+04 ± 3.315E+04≈ 1.574E+05 ± 6.988E+04 1.624E+05 ± 7.355E+04≈
F22 1.700E+03 ± 3.811E+02 1.684E+03 ± 3.855E+02≈ 1.251E+03 ± 2.801E+02 1.536E+03 ± 3.443E+02−
F23 3.482E+02 ± 1.470E-12 3.482E+02 ± 3.733E-13+ 3.482E+02 ± 1.964E-08 3.482E+02 ± 1.200E-05−
F24 3.764E+02 ± 4.110E+00 3.762E+02 ± 3.818E+00≈ 3.857E+02 ± 5.626E+00 3.859E+02 ± 4.935E+00≈
F25 2.132E+02 ± 2.093E+01 2.275E+02 ± 2.287E+01≈ 2.043E+02 ± 1.206E+01 2.076E+02 ± 1.573E+01≈
F26 1.903E+02 ± 2.994E+01 1.923E+02 ± 2.707E+01− 2.001E+02 ± 2.022E-02 2.001E+02 ± 2.581E-02≈
F27 7.570E+02 ± 7.860E+01 7.928E+02 ± 1.152E+02≈ 1.431E+03 ± 1.158E+02 1.435E+03 ± 1.117E+02≈
F28 2.184E+03 ± 1.765E+02 2.158E+03 ± 1.470E+02+ 2.795E+03 ± 2.382E+02 2.759E+03 ± 1.942E+02≈
F29 1.626E+03 ± 3.507E+02 1.631E+03 ± 3.511E+02≈ 1.943E+03 ± 2.238E+02 2.428E+03 ± 3.840E+02−
F30 6.693E+03 ± 2.119E+03 7.748E+03 ± 1.564E+03− 9.534E+03 ± 3.439E+03 9.997E+03 ± 2.429E+03≈
+/≈/− - 11/16/3 - 11/13/6
Function ODE ETI-ODE EPSDE ETI-EPSDE
F01 3.109E+06 ± 8.105E+05 2.925E+06 ± 9.690E+05≈ 3.145E+05 ± 1.175E+05 5.458E+05 ± 2.343E+05−
F02 2.718E+05 ± 1.819E+06 2.902E+05 ± 1.964E+06≈ 2.014E+03 ± 6.301E+03 1.510E+04 ± 1.343E+04−
F03 1.644E+03 ± 1.183E+03 1.442E+03 ± 1.395E+03≈ 1.675E-02 ± 7.461E-02 1.237E-02 ± 4.677E-02+
F04 1.964E+02 ± 4.831E+01 2.039E+02 ± 5.111E+01≈ 1.393E+02 ± 4.382E+01 1.402E+02 ± 4.062E+01≈
F05 2.130E+01 ± 4.209E-02 2.057E+01 ± 9.523E-02+ 2.109E+01 ± 8.910E-02 2.051E+01 ± 1.303E-01+
F06 2.449E+01 ± 4.682E+00 2.386E+01 ± 4.307E+00≈ 1.327E+02 ± 8.499E+00 5.812E+01 ± 2.541E+01+
F07 1.389E-02 ± 2.352E-02 9.160E-03 ± 1.550E-02≈ 4.005E-03 ± 7.425E-03 5.251E-03 ± 1.312E-02−
F08 1.132E+02 ± 5.360E+01 1.271E+02 ± 4.461E+01≈ 8.147E+01 ± 4.486E+01 3.435E+01 ± 7.445E+00+
F09 2.004E+02 ± 1.027E+02 1.698E+02 ± 3.374E+01≈ 6.509E+02 ± 3.972E+01 2.109E+02 ± 3.588E+01+
F10 1.244E+04 ± 5.061E+03 6.249E+03 ± 1.206E+03+ 1.136E+04 ± 2.598E+03 1.655E+03 ± 4.569E+02+
F11 1.526E+04 ± 6.792E+03 1.039E+04 ± 1.727E+03+ 2.684E+04 ± 1.520E+03 1.230E+04 ± 1.508E+03+
F12 2.882E+00 ± 1.119E+00 8.405E-02 ± 7.344E-02+ 2.123E+00 ± 4.788E-01 2.970E-01 ± 1.285E-01+
F13 5.335E-01 ± 5.856E-02 4.391E-01 ± 5.738E-02+ 4.888E-01 ± 5.037E-02 3.446E-01 ± 5.241E-02+
F14 3.420E-01 ± 2.794E-02 2.974E-01 ± 2.983E-02+ 3.336E-01 ± 2.628E-02 2.967E-01 ± 3.410E-02+
F15 5.464E+01 ± 2.483E+01 2.206E+01 ± 5.405E+00+ 8.778E+01 ± 1.484E+01 4.396E+01 ± 1.164E+01+
F16 4.593E+01 ± 1.042E+00 4.138E+01 ± 1.323E+00+ 4.619E+01 ± 7.422E-01 4.303E+01 ± 8.865E-01+
F17 7.537E+05 ± 2.784E+05 4.813E+05 ± 1.775E+05+ 4.482E+06 ± 1.065E+07 5.944E+05 ± 4.304E+05+
F18 7.654E+02 ± 1.111E+03 8.292E+02 ± 8.662E+02≈ 2.863E+03 ± 3.250E+03 2.024E+03 ± 2.488E+03≈
F19 9.844E+01 ± 9.179E+00 9.084E+01 ± 6.942E+00+ 4.898E+01 ± 1.679E+01 4.546E+01 ± 2.306E+01+
F20 1.110E+03 ± 4.718E+02 1.074E+03 ± 5.110E+02≈ 1.131E+03 ± 1.642E+03 5.301E+02 ± 4.141E+02+
F21 1.522E+05 ± 6.776E+04 1.242E+05 ± 6.395E+04+ 5.346E+05 ± 9.640E+05 1.937E+05 ± 1.497E+05+
F22 2.015E+03 ± 6.075E+02 1.993E+03 ± 5.868E+02≈ 2.139E+03 ± 3.459E+02 2.193E+03 ± 5.053E+02≈
F23 3.482E+02 ± 1.116E-10 3.482E+02 ± 7.178E-11≈ 3.450E+02 ± 7.083E-10 3.450E+02 ± 6.249E-12+
F24 3.852E+02 ± 5.792E+00 3.853E+02 ± 6.142E+00≈ 4.074E+02 ± 1.139E+01 4.086E+02 ± 8.164E+00≈
F25 2.105E+02 ± 1.927E+01 2.127E+02 ± 2.030E+01≈ 2.561E+02 ± 3.528E+01 2.622E+02 ± 3.399E+01≈
F26 2.001E+02 ± 2.257E-02 2.001E+02 ± 2.617E-02+ 1.357E+02 ± 4.806E+01 1.414E+02 ± 4.958E+01≈
F27 8.551E+02 ± 1.064E+02 8.769E+02 ± 8.050E+01≈ 3.722E+03 ± 8.566E+01 1.342E+03 ± 2.159E+02+
F28 2.009E+03 ± 2.382E+02 2.023E+03 ± 2.378E+02≈ 8.451E+02 ± 1.726E+02 8.906E+02 ± 2.079E+02≈
F29 1.814E+03 ± 1.657E+02 1.852E+03 ± 1.419E+02≈ 2.641E+02 ± 3.363E+01 2.507E+02 ± 1.680E+01+
F30 5.772E+03 ± 8.938E+02 6.403E+03 ± 1.033E+03− 2.652E+03 ± 4.258E+02 2.216E+03 ± 5.021E+02+
+/≈/− - 12/17/1 - 20/7/3
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TABLE S.29
EXPERIMENTAL RESULTS OF SHADE, OXDE AND THE RELATED ETI-BASED VARIANTS FOR FUNCTIONS F01-F30 AT D = 100.
Function SHADE ETI-SHADE OXDE ETI-OXDE
F01 1.162E+05 ± 5.084E+04 1.442E+05 ± 6.459E+04− 2.280E+06 ± 5.801E+05 2.588E+06 ± 6.312E+05−
F02 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 1.104E+04 ± 1.402E+04 1.056E+04 ± 1.126E+04≈
F03 5.657E-04 ± 1.287E-03 1.532E-05 ± 2.951E-05+ 9.700E+02 ± 7.702E+02 1.438E+03 ± 1.488E+03≈
F04 6.576E+01 ± 5.191E+01 7.304E+01 ± 4.874E+01≈ 1.796E+02 ± 3.941E+01 1.739E+02 ± 4.484E+01≈
F05 2.035E+01 ± 1.606E-02 2.008E+01 ± 9.485E-02+ 2.132E+01 ± 2.440E-02 2.038E+01 ± 1.537E-01+
F06 2.354E+01 ± 4.314E+00 2.143E+01 ± 3.242E+00+ 1.817E+01 ± 3.616E+00 1.888E+01 ± 3.213E+00≈
F07 2.021E-03 ± 7.745E-03 2.026E-03 ± 5.833E-03− 1.834E-03 ± 5.939E-03 1.111E-03 ± 3.663E-03+
F08 0.000E+00 ± 0.000E+00 0.000E+00 ± 0.000E+00≈ 7.543E+01 ± 1.541E+01 7.464E+01 ± 1.095E+01≈
F09 9.613E+01 ± 9.131E+00 1.075E+02 ± 2.152E+01− 7.734E+02 ± 1.031E+02 1.134E+02 ± 1.943E+01+
F10 1.077E-03 ± 2.284E-03 1.374E-01 ± 5.592E-02− 7.227E+03 ± 4.329E+03 1.251E+03 ± 4.636E+02+
F11 1.014E+04 ± 5.496E+02 9.513E+03 ± 1.091E+03+ 2.981E+04 ± 4.731E+02 1.021E+04 ± 1.767E+03+
F12 2.872E-01 ± 2.218E-02 1.985E-01 ± 5.498E-02+ 3.987E+00 ± 2.189E-01 1.035E-01 ± 5.049E-02+
F13 3.702E-01 ± 2.851E-02 2.459E-01 ± 4.806E-02+ 5.358E-01 ± 4.709E-02 2.940E-01 ± 5.152E-02+
F14 2.990E-01 ± 2.454E-02 3.179E-01 ± 2.787E-02− 3.388E-01 ± 2.319E-02 3.052E-01 ± 2.711E-02+
F15 2.127E+01 ± 1.958E+00 1.141E+01 ± 1.551E+00+ 6.797E+01 ± 9.027E+00 1.247E+01 ± 2.364E+00+
F16 3.936E+01 ± 5.470E-01 3.978E+01 ± 1.991E+00− 4.631E+01 ± 2.927E-01 4.073E+01 ± 1.573E+00+
F17 1.133E+04 ± 5.156E+03 1.385E+04 ± 4.829E+03− 3.879E+05 ± 1.678E+05 2.814E+05 ± 1.055E+05+
F18 8.545E+02 ± 6.386E+02 4.839E+02 ± 3.132E+02+ 1.277E+03 ± 1.480E+03 1.014E+03 ± 1.362E+03≈
F19 9.300E+01 ± 1.461E+01 8.584E+01 ± 2.317E+01+ 9.541E+01 ± 3.704E+00 9.089E+01 ± 6.182E+00+
F20 5.636E+02 ± 1.231E+02 4.916E+02 ± 1.355E+02+ 8.213E+02 ± 2.415E+02 1.097E+03 ± 4.562E+02−
F21 3.473E+03 ± 9.277E+02 4.054E+03 ± 2.454E+03≈ 1.041E+05 ± 4.218E+04 8.985E+04 ± 3.736E+04≈
F22 1.309E+03 ± 1.783E+02 1.402E+03 ± 3.906E+02− 3.839E+03 ± 4.987E+02 2.068E+03 ± 5.016E+02+
F23 3.482E+02 ± 5.707E-13 3.482E+02 ± 1.949E-13+ 3.482E+02 ± 1.027E-12 3.482E+02 ± 9.326E-13+
F24 3.894E+02 ± 3.524E+00 3.893E+02 ± 3.127E+00≈ 3.873E+02 ± 4.418E+00 3.876E+02 ± 4.741E+00≈
F25 2.453E+02 ± 1.599E+01 2.460E+02 ± 1.485E+01≈ 2.381E+02 ± 1.186E+01 2.403E+02 ± 1.048E+01≈
F26 2.001E+02 ± 2.737E-02 2.001E+02 ± 2.918E-02≈ 1.963E+02 ± 1.954E+01 1.982E+02 ± 1.400E+01−
F27 6.712E+02 ± 6.623E+01 6.884E+02 ± 8.269E+01≈ 7.261E+02 ± 8.961E+01 7.491E+02 ± 1.013E+02≈
F28 2.136E+03 ± 1.662E+02 2.101E+03 ± 1.843E+02≈ 2.048E+03 ± 2.318E+02 2.099E+03 ± 1.926E+02≈
F29 1.170E+03 ± 2.452E+02 1.155E+03 ± 2.424E+02≈ 1.602E+03 ± 1.992E+02 1.688E+03 ± 1.616E+02−
F30 7.778E+03 ± 1.072E+03 7.836E+03 ± 1.024E+03≈ 6.470E+03 ± 1.173E+03 6.387E+03 ± 1.143E+03≈
+/≈/− - 11/11/8 - 14/12/4
TABLE S.30
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = ETI-SHADE (RANK=15.70) FOR FUNCTIONS F01-F30 AT D = 50.
j Optimizer Rank zj pj δ/j Hypothesis
1 SHADE 13.87 -1.20E+00 1.15E-01 2.94E-03 Accepted
2 ETI-JADE 13.67 -1.33E+00 9.16E-02 6.25E-03 Accepted
3 ETI-OXDE 13.50 -1.44E+00 7.49E-02 2.63E-03 Accepted
4 ETI-DE/rand/1/bin 13.47 -1.46E+00 7.19E-02 2.50E-02 Accepted
5 ETI-CoDE 13.47 -1.46E+00 7.19E-02 5.00E-03 Accepted
6 ETI-jDE 12.47 -2.12E+00 1.71E-02 8.33E-03 Accepted
7 ETI-EPSDE 11.70 -2.62E+00 4.41E-03 3.13E-03 Accepted
8 CoDE 10.93 -3.12E+00 9.03E-04 5.56E-03 Rejected
9 JADE 10.67 -3.30E+00 4.92E-04 7.14E-03 Rejected
10 ETI-ODE 10.63 -3.32E+00 4.55E-04 3.57E-03 Rejected
11 jDE 10.20 -3.60E+00 1.59E-04 1.00E-02 Rejected
12 DE/rand/1/bin 8.93 -4.43E+00 4.72E-06 5.00E-02 Rejected
13 OXDE 8.63 -4.63E+00 1.86E-06 2.78E-03 Rejected
14 EPSDE 8.40 -4.78E+00 8.81E-07 3.33E-03 Rejected
15 ETI-SaDE 8.33 -4.82E+00 7.08E-07 4.17E-03 Rejected
16 ODE 8.33 -4.82E+00 7.08E-07 3.85E-03 Rejected
17 SaDE 6.93 -5.74E+00 4.76E-09 4.55E-03 Rejected
18 ETI-DE/best/1/bin 6.63 -5.94E+00 1.46E-09 1.25E-02 Rejected
19 DE/best/1/bin 3.53 -7.96E+00 8.33E-16 1.67E-02 Rejected
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TABLE S.31
HOLM TEST ON THE FITNESS, REFERENCE ALGORITHM = ETI-SHADE (RANK=15.50) FOR FUNCTIONS F01-F30 AT D = 100.
j Optimizer Rank zj pj δ/j Hypothesis
1 SHADE 14.50 -6.55E-01 2.56E-01 2.94E-03 Accepted
2 ETI-CoDE 13.97 -1.00E+00 1.58E-01 5.00E-03 Accepted
3 ETI-JADE 13.23 -1.48E+00 6.89E-02 6.25E-03 Accepted
4 ETI-jDE 13.00 -1.64E+00 5.09E-02 8.33E-03 Accepted
5 CoDE 12.57 -1.92E+00 2.74E-02 5.56E-03 Accepted
6 ETI-OXDE 12.30 -2.09E+00 1.81E-02 2.63E-03 Accepted
7 ETI-DE/rand/1/bin 11.33 -2.73E+00 3.19E-03 2.50E-02 Rejected
8 jDE 11.33 -2.73E+00 3.19E-03 1.00E-02 Rejected
9 JADE 10.93 -2.99E+00 1.40E-03 7.14E-03 Rejected
10 ETI-EPSDE 10.87 -3.03E+00 1.21E-03 3.13E-03 Rejected
11 ETI-ODE 9.63 -3.84E+00 6.14E-05 3.57E-03 Rejected
12 ETI-SaDE 9.23 -4.10E+00 2.04E-05 4.17E-03 Rejected
13 EPSDE 8.63 -4.50E+00 3.47E-06 3.33E-03 Rejected
14 OXDE 8.20 -4.78E+00 8.81E-07 2.78E-03 Rejected
15 DE/rand/1/bin 8.03 -4.89E+00 5.09E-07 5.00E-02 Rejected
16 ETI-DE/best/1/bin 7.60 -5.17E+00 1.16E-07 1.25E-02 Rejected
17 SaDE 7.60 -5.17E+00 1.16E-07 4.55E-03 Rejected
18 ODE 7.27 -5.39E+00 3.52E-08 3.85E-03 Rejected
19 DE/best/1/bin 4.27 -7.35E+00 9.62E-14 1.67E-02 Rejected
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Fig. S.1. Box plots for the results of JADE with/without ETI on CEC 2014 test suite at D = 30: 1–JADE; 2–ETI-JADE.
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Fig. S.2. Box plots for the results of CoDE with/without ETI on CEC 2014 test suite at D = 30: 1–CoDE; 2–ETI-CoDE.
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Fig. S.3. Box plots for the results of SaDE with/without ETI on CEC 2014 test suite at D = 30: 1–SaDE; 2–ETI-SaDE.
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Fig. S.4. Box plots for the results of EPSDE with/without ETI on CEC 2014 test suite at D = 30: 1–EPSDE; 2–ETI-EPSDE.
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Fig. S.5. Evolution of the mean function error values obtained from the algorithms versus the number of FES on six 30-dimensional test functions. (a) F02;
(b) F11; (c) F15; (d) F19; (e) F20; (f) F26.
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Fig. S.6. Evolution of Ri by jDE and ETI-jDE on F02 and F13 at D = 30. (a) Evolution of ten random individuals’ Ri by jDE on F02. (b) Evolution of
ten random individuals’ Ri by ETI-jDE on F02. (c) Evolution of ten random individuals’ Ri by jDE on F13. (d) Evolution of ten random individuals’ Ri by
ETI-jDE on F13.
Fig. S.7. The number of functions that ETI-DEs with different pr values (LN = 1,UN = NP) are significantly better than, equal to and worse than the
original DEs on CEC 2014 test suite at D = 30. (The results of adding the win/tie/lose numbers for all the algorithms when using the same value of pr:
pr = 0.2 : 148/121/31; pr = 0.6 : 142/117/41; pr = 1.0 : 145/107/48.)
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Fig. S.8. The number of functions that ETI-DEs with different LN values (pr = 0.2,UN = NP) are significantly better than, equal to and worse than the
original DEs on CEC 2014 test suite at D = 30. (The results of adding the win/tie/lose numbers for all the algorithms when using the same value of LN:
LN = 1 : 148/121/31; LN = 0.2NP : 139/99/62; LN = 0.5NP : 125/74/101; LN = 0.8NP : 106/67/127.)
Fig. S.9. The number of functions that ETI-DEs with different UN values (pr = 0.2, LN = 1) are significantly better than, equal to and worse than the
original DEs on CEC 2014 test suite at D = 30. (The results of adding the win/tie/lose numbers for all the algorithms when using the same value of UN:
UN = 0.1NP : 138/125/37; UN = 0.4NP : 145/127/28; UN = 0.7NP : 146/112/42; UN = NP : 148/121/31.)
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Fig. S.10. Box plots for the results of JADE with/without ETI on CEC 2014 test suite at D = 100: 1–JADE; 2–ETI-JADE.
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Fig. S.11. Box plots for the results of CoDE with/without ETI on CEC 2014 test suite at D = 100: 1–CoDE; 2–ETI-CoDE.
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Fig. S.12. Box plots for the results of SaDE with/without ETI on CEC 2014 test suite at D = 100: 1–SaDE; 2–ETI-SaDE.
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Fig. S.13. Box plots for the results of EPSDE with/without ETI on CEC 2014 test suite at D = 100: 1–EPSDE; 2–ETI-EPSDE.
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Fig. S.14. Working mechanism of ETI by jDE and ETI-jDE on F12 at D = 30. (a) Change of the fitness value of gbest of F12 optimized by jDE. (b)
Change of the fitness value of gbest of F12 optimized by ETI-jDE. (c) Change of the value of UR of F12 optimized by jDE. (d) Change of the value of UR
of F12 optimized by ETI-jDE.
