century climates, yet produce very different responses to likely changes in forcing (such as greenhouse gases and insolation) in the future. Therefore, it is important to compare current state-of-the-art climate model simulations of past climates against the benchmarks of paleo-observations. The Paleoclimate Modelling Intercomparison Project (PMIP) is a long-standing initiative endorsed by PAGES and the World Climate Research Programme JSC/ CLIVAR Working Group on Coupled Models (WGCM). It provides for coordination tion (here the 400 year early Holocene control climate before the perturbation; Fig.  1a ) are statistically different, by comparing the variance and average. Subsequently, we separated cold and warm anomalies that are significant at the 99% level (Fig.  1b) . For the grid-cells with significant cold and/or warm temperature anomalies, we calculated the following properties: the duration of the longest anomaly, the maximum 31-year mean temperature anomaly and the timing of the onset of the longest anomaly relative to the freshwater forcing (Fig. 1) .
Applying this method on the separate ensemble members generates a climate response that also includes anomalous data points resulting from natural climate variability. Since we are interested in the temperature anomaly that is forced by the lake drainage, we average the output properties (magnitude, timing and duration) of the 10 ensemble members and mask grid-cells that do not show a significant anomalous response in each ensemble member. Subsequently, we generate anomaly maps for each of the properties. In contrast to many studies that aim to derive the externally forced climate signal (e.g., Stott et al., 2000), we do not first average the ensemble members and then perform the statistical test. The reasoning behind this is that we are interested in the signal that could be registered in climate proxy archives. This signal is comparable to the climate signal of a single ensemble member and different from the artificially enhanced signal of the ensemble average. We then average the properties in the ensemble members and filter out grid-cells that do not show a climate response in each of the ensemble members to obtain the robust response. This step is reasonable because all ensemble members showed a similar climate evolution. Figure 2 shows the results of this analysis for the cold response in the DJF season. The first striking feature is that the cold anomaly is concentrated in the northern hemisphere, especially Greenland, the North Atlantic area and its eastern coastline. The Arctic Ocean and the Mediterranean Sea area are affected. A robust cooling response is also present in the Asian subtropical regions around 30°N. Large variations in magnitude are evident, and the largest anomalies are north of Iceland and near Spitsbergen (Fig. 2a) . Furthermore, time-lags in the onset of the event are present in the order of decades (Fig. 2b) . Interestingly, the cold response in Greenland emerges ca. 40 years after the freshwater forcing. The duration of the event exhibits geographical variation as well, with the longest duration in the North Atlantic area and gradually decreasing towards the limits of the impact (Fig. 2c) . In the remaining areas where a response is simulated, the duration is in the order of decades, which strongly reduces the probability of being recorded. Moreover, applying the same analysis on the cold response in the June-July-August season provides insight into seasonal differences in the response. Focusing on the warm response provides information on the behavior of the bipolar seesaw and possible warm overshoots following an initial cooling (Wiersma et al., 2008) .
Timing, duration and magnitude
To summarize, the method presented here is an improvement on the traditional analysis of climate modeling results and facilitates model-data comparison for several reasons. First, the method provides information on geographical variation in timing, duration and magnitude of abrupt climate events, which can serve as a framework for proxy-data interpretation. Second, proxy-based climate reconstructions can be compared directly to the modeling output, since the latter contains decadalscale information comparable to proxy records. Third, the results can be used to indicate areas where the event is expected to be registered in proxy records, providing clues about where to look for a specific climate response.
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Special Section: Data-Model Comparison

Atlantic deep-ocean temperatures and salinities
Pore fluid measurements of the chloride concentration and the oxygen isotopic composition from Ocean Drilling Program (ODP) cores in the Atlantic have allowed the simultaneous reconstruction of salinity and temperature of the deep ocean for the LGM (Fig. 1) (Adkins et al., 2002) . For modern, the core top samples indicate the presence of warm, salty North Atlantic Deep Water at great depths for latitudes north of ~40°N, with the colder and somewhat fresher Antarctic Bottom Water dominating south of this latitude. For LGM, these cores indicate that the Southern Ocean deep water extended its influence far into the North Atlantic.
LGM Atlantic deep waters were much colder and saltier than modern day. Additionally, deep ocean potential temperatures (θ) were relatively homogenous over the north-south extent of the Atlantic, compared to modern data. The data also suggest a significant north-south deep ocean salinity gradient during the LGM in the Atlantic, with the deep Southern Ocean much saltier than the North Atlantic.
The PMIP2 models can be used to simulate the three-dimensional temperature and salinity structure of the oceans. Model-ODP comparisons show that the models reproduce the modern deep ocean temperature-salinity structure in the Atlantic basin relatively well (Fig. 1) . They simulate warmer and saltier deep waters at Feni Drift in the North Atlantic than at Shona Rise in the Atlantic sector of the Southern Ocean, with deep ocean density gradients mainly due to the temperature difference. Greater differences between models occur for the LGM simulations. Three of the models simulate a very cold and relatively homogeneous temperature structure from north to south in the Atlantic basin, with CCSM also simulating the observed large north-south salinity differences during the LGM. The other three models also simulate colder LGM deep waters and somewhat greater salinity increases in the Southern Ocean than the North Atlantic as compared to modern but retain the temperature-salinity structure of the modern simulation.
Southern hemisphere sea ice
Planktic foraminiferal estimates of sea surface temperature and abundances of diatoms and radiolarians preserved in deepsea sediments in the Southern Ocean have been utilized for reconstructing LGM sea ice extent around Antarctica. Increasing abundances of taxa that show a strong correspondence to sea ice or open ocean have been used to estimate statistically the number of months per year of sea ice cover (Gersonde et al., 2005; Crosta, 2007) . The diatom records confirm the presence of extensive sea ice around Antarctica during LGM winters, similar to the reconstruction of CLIMAP (CLIMAP project members, 1981) but argue for a more restricted extent during LGM summers (Fig. 2) . The diatom-reconstructed LGM summer seaice margin around Antarctica extended far northward to ~55-60°S in the Atlantic, while in the Indian Ocean sector, the extent was similar to modern.
The climate models used for PMIP2 predict the thermodynamics and dynamics of sea ice with sea ice models of varying complexities. All the models simulate an expansion of sea ice at LGM compared to modern, with greater expansion in the Atlantic sector than the Pacific sector. Overall, the models agree with the data on winter LGM sea ice extent in the Pacific sector but only two models extend the sea ice as far northward as the data in the Atlantic sector. The model simulations of summer sea ice extent are much less consistent. Three of the models simulate LGM summer sea ice extent comparable to modern extent in the Southern Ocean, while the other three models simulate much more expansion of LGM summer sea ice. The asymmetry of LGM summer sea ice extent between the Atlantic and Indian Ocean sectors, as indicated by the data, is simulated poorly by all the models. The FGOALS model simulates the greatest sea ice extent during the LGM, with relatively small seasonal variation.
Implications
It has been shown that the response of the coupled climate system to changes in GHG forcing is dependent on the simulation of sea ice physics and strong sea ice How sensitive is our climate system to CO 2 ? This is a key issue in a world of rising greenhouse gas concentrations. Estimating the temperature sensitivity of the Earth to changes in atmospheric CO 2 has therefore been the subject of intensive research. Yet, uncertainty in our knowledge of this sensitivity is still large-as expressed by the broad 2-4.5°C range of climate sensitivity (ΔT 2x ) estimates (Meehl et al., 2007) . Commonly ΔT 2x is defined as the equilibrium global-mean temperature change for doubling the pre-industrial CO 2 concentration. The direct radiative effect is a warming by 1°C but what makes the total warming uncertain is the strength of the fast climatic feedbacks-mainly ice-albedo, water vapor, lapse rate and cloud feedback. Here, we discuss how paleo-data can be used to reduce uncertainty in the range of ΔT 2x .
Special Section: Data-Model Comparison
One way to compute climate sensitivity is to use climate models that calculate the feedbacks and thus ΔT 2x . Another apfeedbacks (Holland et al., 2001 ). This complexity is also highlighted by these PMIP2 results, where models show a large range of sea ice and associated ocean circulation responses to LGM forcing. Climate model simulations combined with proxy reconstructions have shown that LGM sea ice and ocean stratification can provide additional constraints on interpretation of the LGM Atlantic meridional overturning (Shin et al., 2003; Otto-Bliesner et al., 2007) . LGM sea ice extent has been shown to be important in modulating the atmosphereocean interactions and water mass formation in the subpolar North Atlantic. The cold, salty Antarctic bottom waters at LGM form in coastal leads and just equatorward of permanent sea ice cover, due to brine rejection during sea ice production. Additionally, the suppression of air-sea gas exchange due to glacial sea ice expansion in the Southern Ocean has been suggested to play a possible role in regulating past atmospheric CO 2 (Morales Maqueda and Rahmstorf, 2002; Stephens and Keeling, 2000) .
Further information on the models discussed can be found at www.pages-igbp.org/products/newsletter/ref2008_2.html. Details on PMIP2 can be found at http://pmip2.lsce.ipsl.fr proach is to use the observed response of the climate system to constrain climate sensitivity. Studies using the climate signal provided by the instrumental record of the past 100-150 years were unable to rule out ΔT 2x values above the IPCC range (Meehl et al., 2007) . Unless we wait for the climate change signal to become much stronger, it will not be possible to greatly reduce uncertainty in ΔT 2x in this way. A way out of this dilemma may be the use of paleo-data, which contain information on how sensitively the climate system has responded in the past to a radiative perturbation.
The three critical conditions for the success of this approach are: (1) a sufficiently large climate response in order to separate the signal from climatic noise, and sufficiently accurate data describing both (2) the climate change and (3) the forcing of this climate change. A promising candidate is the climate of the Last Glacial Maximum (LGM; 21 kyr BP), a time period that was on global average 4-7 °C colder than today (Schneider von Deimling et al., 2006a) with an abundance of good data on the forcing and the temperature distribution.
The observed response, seen through past climate changes, can be used in two ways for inferring ΔT 2x :
(1) The ratio of past temperature change to forcing is estimated based on data and is then taken as a measure for the temperature response to doubling of CO 2 (paleo-calibration, Covey et al., 1996) . This approach assumes that the strength of the climate feedbacks inferred from the past can be taken as a direct measure for ΔT 2x . As the past is not a perfect analog for the future (e.g., the spatially inhomogeneous glacial forcing differs from the homogeneous 2xCO 2 forcing), this assumption may be questionable.
(2) Using paleo-data in conjunction with climate models to constrain model
