Abstract---
INTRODUCTION
NE of the fundamental issues in microarray analysis is to identify the groups of co-regulated genes, which is done using the cluster analysis techniques. Several different cluster algorithms for microarray gene expression studies are available in the literature (see for example Jiang et al 2004) . Performance of any particular method depends on the nature of the data and level of noise present in the dataset. To improve the stability of the cluster solutions, clusters from several different algorithms can be combined. This type of approach is described in different terminologies like, consensus, ensembles, meta-clustering and cluster aggregation etc. Here we focus an approach proposed by Monti et al (2003) and is implanted in an R package called clusterCons (Simpson et al. 2010 ). This package proves an approach to estimate the number of clusters and an ability to assess the robustness of the cluster solution.
Here we combine the solutions from several clustering algorithms using the consensus matrix. We also introduce a novel method to construct the cluster solution from the consensus matrix based on an approach similar to tight clustering (Tseng et al. 2005) . Our method depends only on a single tuning parameter and will automatically produce an estimate of the number of clusters. The method can be implemented using a single clustering algorithm with data resampling and multiple runs. It is also possible to use multiple clustering algorithms together with the resampling techniques. We have evaluated the performance of our approach using extensive simulation and also using several different real data sets.
II. METHODOLOGY
Let X denotes the n x d microarray data matrix, with rows corresponding to the genes and columns corresponding sample. Further, we also assume that the data matrix is preprocessed and normalized (Tseng et al 2001) . The purpose of cluster analysis is to find a non-overlapping partition of the data matrix such that within a group or cluster the genes are similar in some sense and between the two groups the genes are dissimilar. For example we can write the cluster solution as a K-cluster partition P of X, P = {P 1, P 2, …,P K } such that and
. The number of genes within a cluster, P i is n i and ∑ =1 = . The number of clusters K is unknown, however we assume that it is known in advance. Estimation of the number of clusters within a dataset is a very challenging problem.
Several indices to evaluate the performance of a cluster solution exist in the literature. Milligan and Cooper (1985) evaluated more than 30 indices in relation to the estimation of number of clusters and found that none is optimal for all types of data. Also there are various methods proposed in the literature for estimating K (Walther and Hastie 2000, Tibshirani et al. 2001, Dudoit and Fridlyand 2002) . Here we outline a method to estimate K using a tuning parameter.
A. Connectivity and Consensus Matrices
First we describe the connectivity matrix based on resampling approach. Let denote the list of H perturbed datasets obtained by resampling the original dataset X. The connectivity matrix C for a cluster solution an algorithm can be defined as below:
For resampled data X (h) , let I (h) denote the indicator matrix such that its (i,j)-th entry is equal to 1 if both the genes i and j are selected in X (h) . The combined connectivity matrix, known as the consensus matrix M, for all the resampled data, is defined as, The (i,j)th entry in the consensus gives the proportion of times the pairs (i,j) appeared in the same cluster together out of the total number of times they both were selected in the resampling.
It should be noted that the consensus matrix gives a measure of similarity between two genes and hence I-M, I is the identity matrix, can be defined as a distance matrix. This distance matrix can be used in all the clustering algorithms, which uses distance matrix as an input. For example, Monte et al. [3] use the properties of the consensus matrix to identify the best cluster solution based on several clustering algorithms and re-sampled data sets.
B. Consensus Clustering
We propose to directly use the consensus matrix to obtain a cluster solution instead of using this matrix as an input data for another clustering algorithm. Suppose we set a threshold on the proportion of times, the pairs of genes appear together among the set of cluster solutions then it is possible to obtain a cluster solution based on this threshold parameter δ. If we set the parameter δ=0.7, and group the genes which appear together in the consensus matrix above, we can obtain the three cluster solution, cluster 1 ={a, b, g, i}, cluster 2 = {c, d, e} and cluster 3 = {f, h}. Note that we club together all those genes that are not part of the any cluster into one cluster and call it a "noise" cluster. In this example the genes f and h do not cluster with any other genes and therefore they form a "noise" cluster.
The tuning parameter induces a cluster solution and provides an estimate of the number of clusters. A large value of delta will result in large number of cluster and a very small value will put all the genes in the few clusters. If the data is very noisy we may have to choose a liberal value for the tuning parameter δ. We also note that if there are a large number of clusters with very few observations within each cluster then we may also combine all these isolated clusters into a single "noise" cluster.
C. Rand and Modified Rand Indices
For the simulated data sets we know the cluster labels and hence the cluster solutions can be compared with the original cluster labels. An index for evaluating the concordance of the original cluster label and the estimated cluster labels by the clustering method is the Rand index (Rand 1971 ; Huber and Arabie (1985) . For cluster solution with a noise cluster, the Rand index was modified by Thalamuthu et al (2006) . Here we describe the modified rand index as presented in Thalamuthu et al (2006) . Let P R (X,C R ) be the true partition and P C (X,C C ) be the cluster solution obtained from a clustering algorithm. Let the group labels for these two partitions respectively be C R = {u 1 , u 2 ,. . . , u R ,u R+1 } and C C = {v 1 , v 2 , . . . , v C ,v C+1 } where u R+1 and v C+1 are the scattered gene sets. The cross tabulation of the labels of two partitions can be given as in Table 1 . The entry n ij denotes the number of genes belonging to the i-th group u i in partition P R (X,C R ) and j-the group v j in partition PC(X,C C ). The rand index which can be defined as the proportion of concordant gene pairs in two partitions among all possible pairs of genes. This index was proposed for partitions without "noise" cluster.
n ..= n The standardized rand index proposed by Huber and Arabie (1985) is given by
This index can be extended for partitions with scattered gene sets as below.
However the above formula treats scattered genes with equal importance as the clustered genes in concordance evaluation and results in bias against methods without scattered genes especially when n (R+1). is large. Therefore a simple alternative is to ignore all scattered genes in either partitions and define the new modified Rand index only based on intersection of clustered genes of the two partitions:
Where λ = |u R+1 ᴜ v C+1 | /n =n (R+1)* + n *(C+1) -n (R+1)(C+1) /n and |.| denotes the number of genes in the gene set. Note that both Rand 1 * (R,C) , Rand 2 * (R,C) and thus Rand * (R,C) take maximum value 1 when P R (X,C R ) and P C (X,C C ) are perfectly identical and have expected value 0 and P C (X,C C ) is random partition. When μ R+1 =ν C+1 =φ, Rand * (R,C) Rand 1 * (R,C), and These datasets are publically available and can be downloaded from www.biostat.pitt.edu/bioinfo/publication.htm. We have used these simulated datasets to evaluate the performance of consensus clustering with other standard methods.
Here the method of simulation used in Thalamuthu et al. (2006) is described briefly. First a template of 15 clusters of genes for 50 samples (d=50) were generated. The size of each cluster n c (c = 1, ..., 15) was generated from n c ∼ 4 × Poisson (10) . After the initial data was generated, the data matrix was perturbed using three perturbation models. In the first perturbation (Type I) randomly simulated genes (0%, 5%, 10%, 20%, 60%, 100%, 200% ) were added to the original data matrix. Thus the Type I has 7 datasets including the original data without any scattered genes. Under Type II perturbation, an addition of a small random error from the Normal distribution with standard deviation (SD) = 0.05, 0.1, 0.2, 0.4, 0.8, 1.2 was added to each element of the gene expression matrix; a total of 6 datasets, one for each SD. The third perturbation model, Type III, involves an addition of 100% and Type IV involves addition of 200% of scattered genes to the datasets in Type II. Hence, the third and fourth perturbation models consist of 12 datasets. Including all the three perturbation models, there are a total of 25 datasets from the original gene expression dataset.
IV. REAL MICROARRAY DATASETS
To evaluate the performance of our clustering algorithm for real datasets we have considered the datasets used by Monti et al. (2003) . These datasets are often used as benchmarks to evaluate the cluster analysis techniques for microarray data (Vukicevic et al. 2011) , Table 1 shows the real datasets used and their respective number of clusters. V.
RESULTS AND DISCUSSION
The standard clustering methods such as k-means, the hierarchical clustering method based on Diana algorithm, Partition Around Medoid (PAM) and model based clustering Mclust were used for comparison and calculation of consensus clustering. We have also obtained a cluster solution using the combined consensus matrix, which is the average of all the four consensus matrices of the individual methods. The Rpackage cluster (Maechler et al 2012) , and mclust [Fraley and Raftery (2002) ] were used for clustering. For each method, 100 bootstrap samples were used to construct the consensus matrix. For each iteration, 80% of the original samples were resampled. Since we do not know the exact number of clusters in each datasets, we have constructed the consensus matrix for a range of number of clusters together with bootstrapping. For the simulated data sets the number of clusters were varied between 5 and 25 and for real data sets it was varied between 4 and 10. The goodness of cluster solutions was examined using the rand index, modified rand index (Thalamuthu et al. 2006 ). The rand index is a measure of concordance between the true cluster label (for the simulated data sets we know the cluster labels and for the real datasets we have used the cluster labels as the different experimental conditions under which these data sets were generated) and the cluster label identified by any particular method. The rand index lies between 0 and 1 and a high value for this index is indicative of good concordance between the original cluster labels and the estimated cluster labels. Since the rand index gives equal weights to the genes or observations that are clustered together and the noise observations, a modified rand index which is a weighted average of the rand index with and without noise observations was proposed in (Thalamuthu et al. 2006 ). We have computed both the rand index (1) and the modified rand index (2) for our analysis.
The results of the simulated datasets are summarized in Tables 2 and Table 3 . The last five columns of the tables give the results for each of the four methods and the combined cluster for type. The rand index, modified rand index and the estimated number of clusters together with the δ used to obtain the cluster solution are presented here.
In general the consensus clustering approach is robust to perturbation of the observations, i.e. adding additional error component to the original gene expression (such as the Type II simulation). As expected, addition of noise observations affects the clustering algorithms to a large extent and hence the rand indices and the modified rand indices are very small. This is not a limitation of the methodologies because the noise observations are not generated as a single cluster, as assumed in the calculation of rand and modified rand indices, and the noise observations by themselves may form multiple clusters as it can be seen from the estimate of the number of clusters under these cases. It is also interesting to note that the rand indices and modified rand indices are in close agreement with the results obtained in Thalamuthu et al. (2006) .
For the real datasets (Table 4) , our estimates of the number of clusters are very close to the number of classes available in these datasets. Note that the δ values for these datasets are very small due to the fact that the sample sizes in these datasets are small. A high value for δ will split the samples into many groups and the level of noise increases, which may not be optimal, but by setting a high value for δ it is possible to identify closely related samples. In general it is a trade-off between the level of noise and the number of clusters.
The delta for which the estimated number of clusters is close to the true clusters is presented in the table 6. However other values are delta and the rand index comparing the cluster labels and the original labels of the real data sets are presented in Figures 1 to 4 . As expected, the pattern of the estimated clusters and the rand indices are not uniform across all data sets. The consensus solution obtained using hierarchical cluster (Diana) is not very much affected the delta values and hence the solution is stable across various values of delta.
We have not provided the comparison of the estimated number of clusters with other methods such as gab statistics (Tibshirani et al 2001) or the clusterCons package. We are compiling these results and will be published elsewhere. For large data sets such as our simulated datasets, the package clusterCons take very long time to run. Therefore we have implemented their approach in R and will soon be available with our approach as a package. Further, we have not provided a clear guidance for setting the parameter δ. In general, we should have some idea about the number of clusters and level of noise in the data. But the distribution of the elements in the consensus matrix will help us to decide the delta. For large data sets such as a typical microarray dataset a higher δ will be able identify set of closely co-regulated genes. For smaller data sets with few sample points as in classification problem with microarrays we would use a small δ value. We are working on an approach to suggest a δ value based on the distribution of cluster similarities. In the following Figures 1 to 4 , rand indices and the estimated number of clusters based on consensus cluster obtained using different algorithms and the combined consensus algorithm for the real data. 
