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Abstract

A classical simulation scheme of quantum computation given a restricted set of
states and measurements may be—occasionally, but only occasionally—interpreted
naturally as a statistical simulation of positive quasi-probability distributions on a
phase space. In this dissertation, we explore phase space representations for finitedimensional quantum systems and their negativities beyond the usual analogues of
the Wigner function.
The first line of study focuses on a characterization tool for valid quasi-probability
distributions of (possibly mixed) quantum states. A quantum generalization of
Bochner’s theorem from classical probability theory simultaneously characterizes
both the set of valid Wigner functions and the subset of positive ones. We extend this theorem to discrete phase spaces based on projective representations of
abelian groups, including the discrete Wigner functions of Gross (J. Math. Phys.
47, 122107 (2006)) and Gibbons et al. (Phys. Rev. A 70, 062101 (2004)).

vi
The rest of the dissertation is then dedicated to phase space representations covariant with respect to a general Lie group. This means, in particular, that operators
that lie in the same orbit of the group have the same amount of negativity in their
quasi-probabilities—a natural requirement if one would like to interpret negativity
as non-classicality, and the group action as a classical dynamics. We show that
the construction due to Brif and Mann (Phys. Rev. A 59, 971 (1999)) of group
covariant phase space representations satisfying the so-called Stratonovich-Weyl correspondence is essentially unique, given the group and an input state in the relevant
representation. As an application, we construct quasi-probability representations on
a compact phase space of fermionic Gaussian states tailored to a classically simulatable problem of fermionic linear optics and find that, in the first non-trivial case of
four fermionic modes, the quasi-probabilities of the Gaussian states exhibit a considerable amount of negativity.
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Chapter 1
Introduction
[The formalism of quantum mechanics] is a peculiar
mixture describing in part realities of Nature, in part
incomplete human information about Nature – all
scrambled up by Heisenberg and Bohr into an
omelette that nobody has seen how to unscramble.
— Edwin T. Jaynes

Just as classical mechanics can be formulated in many different ways—Newtonian,
Lagrangian, Hamiltonian, to give some examples—so, too, can quantum mechanics [SBB+ 02]. Different formulations bring to the fore different aspects of the theory
even as they obscure others. The focus of this dissertation is on the phase space
formulations of quantum theory, in which the usual complex Hilbert space retreats
into the background, and a picture resembling that of classical statistical mechanics
emerges.
The concept of a phase space has its roots in classical Hamiltonian mechanics.
It gives a complete description of a system in terms of conjugate variables, {qj } and
{pj }, defined by the Poisson bracket
{qj , pk }P B = δjk ,

(1.1)
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where
{f, g}P B =

X ∂f ∂g
∂g ∂f
−
.
∂q
∂p
∂q
∂p
j
j
j
j
j

(1.2)

The word “phase” in “phase space” originated from Boltzmann when he described
instantaneous points in the Lissajous pattern of two harmonic oscillators by their
instantaneous relative phase. The trajectory of these phase points fills the entire
space bounded by the oscillators’ amplitudes when the ratio of the frequencies of the
two oscillators is irrational, a circumstance which would later become Boltzmann’s
ergodic hypothesis [Nol10].
The Heisenberg uncertainty relation prevents a deterministic phase space description of a quantum system completely localized in both of its conjugate variables, such
as position and momentum—there are no quantum phase points! This does not, however, prevent a statistical formulation of quantum theory on a phase space. The first
example was developed by Wigner, who showed that quantum expectation values
can be calculated as averages over phase space distributions, now known as Wigner
functions [Wig32]. Wigner functions are not true probability densities and are said
to be quasi-probabilities as they take on negative values for some states. Moyal
[Moy49] noticed that Wigner’s quasi-probability map is the inverse of Weyl’s quantization rule that maps distributions to quantum operators [Wey27]. Independently,
Moyal and Groenewold [Gro46] established the Wigner-Weyl phase space picture as
an autonomous formulation of quantum mechanics. (For the interested reader, historically important papers, each accompanied by a brief annotation, are collected in
[CKZ05].)
The notion of a Wigner function, which to many is synonym to that of a quasiprobability representation, has been generalized to physical systems with other symmetries, for example, the Poincaré symmetry of special relativity [KN91, Sch96]. The
spherical phase space representation [Str57] and discrete phase spaces—the one by
Hannay and Berry [HB80] being the first that appeared in the literature—are one of
the many generalizations [Fer11] of the Wigner function to finite-dimensional (spin)
systems.
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There is a tendency to associate negativity of quasi-probability distributions
with non-classicality of quantum states. In the Glauber-Sudarshan P representation [Gla63, Sud63], the only states that make P a true probability distribution are
mixtures (convex combinations) of coherent states {|αi}. Introduced by Schrödinger
as “the most classical” states of a harmonic oscillator, coherent states are states
with minimal uncertainty, equally distributed between the two quadratures. Glauber
coined the term “coherent states” and ascribed them to quantum states of light that
can be modeled by a stochastic classical electromagnetic field. Non-coherent states
such as squeezed states and photon number states have negative P distributions and
are often thought of as non-classical states. The difficulty in associating negativity
and non-classicality is that the choice of the quasi-probability representation is not
unique. A state with a negative quasi-probability distribution in one representation
may have a positive quasi-probability distribution in another representation. For
instance, the Wigner functions of all Gaussian states including the squeezed ones are
non-negative. In fact, in the Husimi Q representation [Hus40]:
Qρ (α) = hα|ρ|αi

(1.3)

every state has a positive distribution. So negativity of a quasi-probability distribution per se cannot be an indicator of non-classicality. An operational approach can
offer a resolution to this difficulty. What we can do with a quantum state depends
on which measurements we are allowed to make, and vice versa. So an operationally
motivated definition of non-classicality must consider both states and measurements
in conjunction.
Once the full quantum formalism is taken into account, does there exist a quasiprobability representation that displays no negativity at all? Intuitively, this cannot
be the case because otherwise quantum theory would be reduced to a classical statistical theory. Indeed, the answer for finite dimensions was given in the negative,
independently in [Spe08] and [FE08, FE09], while [FME10] generalizes the latter
proof to infinite dimensional Hilbert spaces. Thus, the problem shifts to finding
a non-negative subtheory: a subset of quantum states and measurements that are
represented by non-negative quasi-probability distributions [WB12]. A phase space
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representation automatically supplies a classical statistical theory, a hidden variable
theory (a non-contextual hidden variable theory in the sense of Spekkens [Spe08]
to be exact, since a quasi-probability mapping of an operator is defined to be oneone) for the non-negative subtheory in that representation (if exists). Thus, a phase
space representation suggests a natural boundary between what is classical and what
is intrinsically quantum.

Fast-forwarding to the present, an interest in non-negative subtheories has been
renewed by the possibility of a quantum computer, a machine that makes use of
fragile quantum effects which typically do not survive in an uncontrolled environment, to solve particular problems faster than any known classical method. For
simplicity, what we mean by a quantum computer is a universal one that can simulate
any quantum computer with at most a resource that is polynomial in the size n of the
input, or more precisely O(nk ) for some positive number k. We write f (n) = O(g(n))
and say that the function f (n) grows as g(n) if there is a positive constant c such
that, for some n0 ,

|f (n)| ≤ c|g(n)|,

(1.4)

when n > n0 , that is, asymptotically. Polynomial functions are closed in the sense
that a composition of polynomials is also a polynomial. So in a very coarse-grained
point of view, if we deem algorithms that run in time proportional to the input size
(f (n) = n) efficient, then it is natural to call a concatenation of these linear-time
algorithms efficient as well. Admittedly, the degree of the polynomial can be very
high, but phenomenologically this notion of efficiency seems to be robust, as most
polynomial-time algorithms turn out to be practical [AB09, Aar13].
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Figure 1.1: In a quantum world, a cat can be dead or alive; knowing that an electron
here is in the “spin up” state instantaneously collapses an electron on the other
side of the universe to the “spin down” state. Prompted by this description of the
quantum world, an intelligent seven-year-old might say: “What’s the big deal? The
cat is either alive or dead. We just couldn’t tell until we look at it. Also, the pair of
electrons is no different from a pair of gloves. If I know that one of the gloves is left
handed, the other one must be right handed.” And the kid would be right! Classical
randomness and classical correlation suffice to explain any outcome of a quantum
measurement done in a single fixed basis. (The comic is reprinted with permission
from the author [Wei15].)

With a growing list of problems that are easier to solve on a quantum computer
than a classical one [Jor17], it is natural to ask: where does the quantum speedup come from? For concreteness, let us assume that our quantum computer is
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composed of n qubits i.e. spin-1/2 systems in pure states. What a quantum computer
of this sort does is nothing but rotating a 2n -dimensional complex vector around.
Thus we might look for a physical system with a similar mathematical structure
and see why we cannot use it to achieve the same effect as quantum speed-up. For
example, classical waves are also described by complex amplitudes. So why can’t we
let classical waves perform quantum computation? The problem is that the number
of modes needed to simulate the Hilbert space of n qubits scales exponentially in n
because classical waves lack the entanglement that makes up the exponentially large
composite Hilbert space [Joz97, BCD02].
Insight can be gained by comparing quantum and probabilistic computations.
Suppose that a coin flip has the probability p of coming up heads and q = 1 − p of
coming up tails. The joint probability vector of outcomes of flipping n independent
coins is the tensor product of the probability vector of outcomes of each coin flip.
For two coins, for example,


p1 p2



    

p q 
p1
p2
1 2
 ⊗ =

.


q
p
q1
q2
 1 2

(1.5)

q 1 q2
We see that the process of flipping n coins also happens in an exponentially large
vector space. Thus, the size of the Hilbert space cannot be the explanation of quantum speed-up per se.1 To further amplify the similarity, the complex amplitudes
can be replaced by real amplitudes without compromising the computing power
[BV97, ADH97, RG02, Aha03]. This leaves us with two differences: quantum amplitudes can take negative values, and quantum probabilities are 2-norms instead
of 1-norms. From this perspective, negative amplitudes are important because they
allow destructive interference: different computational paths that lead to the same
configuration can cancel each other. (This viewpoint is popularized by Scott Aaronson in his lecture-turned-book, Quantum Computing Since Democritus [Aar13].) The
1 Also,

quantum computers are only capable of exploring an exponentially small corner

of the Hilbert space in polynomial time [PQSV11].
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reader who still remembers the main topic of the dissertation might see where this
story is going. We can go further and turn quantum computation into probabilistic
computation with negative probabilities, as did Feynman more than 30 years ago
[Fey82]. He introduced a quasi-probability representation for a qubit identical to
that of Wootters [Woo87] and observed that
The only difference between a probabilistic classical world and the equations of the quantum world is that somehow or other it appears as if the
probabilities would have to go negative, and that we do not know, as far
as I know, how to [efficiently] simulate.
Nonetheless, whenever the quasi-probability is amenable to an efficient sampling
throughout the computation, one adds to the repertoire statistical techniques such
as Monte Carlo methods to simulate quantum computation.
Over the years, several results have shown that pure state quantum computation with little entanglement (quantified by a discrete entanglement measure such
as the Schmidt rank [Van13]) can be efficiently simulated classically; references
[JL03, Vid03, YS06, Joz06] work in the unitary-gate model while references [MS08,
SDV06, VDVB07] work in the measurement-based model. However, it can be argued that while entanglement is necessary in these models, it is not sufficient.
The Gottesman-Knill theorem provides an efficient classical simulation of any stabilizer computation [Got97, NC00]; such computations generate states called stabilizer states, which can be highly entangled, an example being the GHZ state
√
(|0i⊗n + |1i⊗n )/ 2. Stabilizer computation can be recast not only as (a subset of)
probabilistic computation embedded in quantum computation2 [Van08], explaining
its “weak” computational power, but also as a non-negative subtheory—at least half
the time. Stabilizer computation and the Gottesman-Knill theorem can be generalized from two-level systems to d-level systems [Got99]. In [Gro06], Gross found that
2 The

embedding is the following standard one: probabilistic computation is equivalent

to quantum computation using only gates diagonal in the computation basis, supplemented
by Hadamard gates to simulate coin flips [NC00].
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only in odd dimensions does there exist a unique discrete analogue of the Wigner
representation in which a pure state has a non-negative Wigner function if and only
if it is a stabilizer state, thus proving the discrete version of the Hudson’s theorem
that the only continuous-variable pure states with non-negative Wigner functions are
Gaussians [Hud74]. This raises the question of the positivity of the discrete Wigner
functions of mixed states. The fact that there are mixed states outside the convex
hull of stabilizer states with positive discrete Wigner functions allows generalizations of the odd-dimensional Gottesman-Knill theorem [ME12, VFGE12]. In the
continuous-variable case, references [SW75, BW95] found that a theorem in classical
probability attributed to Bochner [Boc33] and generalizations thereof can be used to
characterize both the valid Wigner functions and the subset of positive ones. This
motivates us to look for a quantum version of Bochner’s theorem in discrete phase
spaces reported in Chapter 4.

An efficiently simulatable subtheory and a non-negative subtheory are related
but distinct concepts. An arbitrary probability distribution may not be amenable to
an efficient sampling scheme. For this reason, the input state in [ME12, VFGE12]
is restricted to be a product state. However, as pointed out in the papers, any
quasi-probability function that can be sampled efficiently allows a classical simulation. Conversely, outcome probabilities from negative quasi-probability functions
can be estimated at a cost exponential in the total negativity of states, operations,
or measurements [PWB15], but still allowing estimation of an outcome of a quantum
computation with polynomially growing negativity.

Another well-known efficiently simulatable subtheory is matchgate computation.
While the stabilizer model of computation requires that the gates are implemented
only in discrete time steps, matchgates are more “physical” in the sense that they
form a continuous set of gates infinitesimally generated by Hamiltonians. Matchgates
were introduced by Valiant [Val02, Val08] in the context of algorithms for graphs and
have several interesting properties. For example, the power of matchgate computation depends strongly on the connectivity of matchgate interaction. In the spin-1/2
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model, the anisotropic Heisenberg interaction,
HH = Xj Xk + Yj Yk ,

(1.6)

where X and Y are Pauli matrices, generates matchgates and is capable of universal
quantum computation if the interaction is not limited to only nearest neighbor (N.N)
spins [DBK+ 00, KBDW01, KW02]. It turns out that N.N. matchgate computation
is classical simulatable and just the addition of next-nearest-neighbor matchgates or
equivalently the swap operation



1 0 0 0


0 0 1 0



,
0 1 0 0


0 0 0 1

(1.7)

itself not a matchgate, promotes N.N. matchgates to universality [JM08]. N.N.
matchgate computation is also equivalent, via the Jordan-Wigner transformation,
to the evolution of a system of non-interacting fermions—so-called fermionic linear
optics [Kni01, TD02].
The obvious question (also raised in [Bro16]) is whether fermionic linear optics can
be formulated as a non-negative subtheory, and if not, can we find a quasi-probability
representation in which the negativity of the classically simulatable states and measurements only grows polynomially? Given an infinitude of possible quasi-probability
representations, a sensible starting point is to impose symmetry. The classical simulations of stabilizer computation and bosonic linear optics (including squeezing) in
[VFGE12, VWFE13] are facilitated by the fact that the (discrete and continuous)
Wigner function is covariant with respect to the (discrete and continuous, respectively) affine symplectic group.
A group G, generally, plays double role in a G-covariant phase space representation; it acts on a quantum operator A through a unitary representation U (g) on the
Hilbert space
A 7→ U † (g)AU (g),

(1.8)
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where g ∈ G, and it acts on the phase space by permutations of phase points. In
particular, operators that lie in the same orbit of the group exhibit the same amount
of negativity in their quasi-probability distributions. G-covariance is thus a quite
natural constraint if one wants to interpret negativity as non-classicality and has a
reason that G should be thought of as a classical dynamics.
A simple way to obtain a G-covariant quasi-probability function is to pick a fiducial state |ei in the Hilbert space, a computational basis state |00 · · · 0i for instance,
and generate the orbit under G:
|Ωi = U (Ω) |ei ,

(1.9)

where U (Ω) is an equivalence class of {U (g)} that give the same state |Ωi up to a
phase. By identifying {Ω} with phase points, the analogue of the Q function
µρ (Ω) = hΩ|ρ|Ωi .

(1.10)

is guaranteed to be G-covariant. For our purpose though, the function is not very
interesting because it is non-negative everywhere.3 Building from this idea, Brif and
Mann [BM99] devised a general construction of G-covariant phase spaces for any
Lie group G, obeying the Stratonovich-Weyl correspondence attributed to [Str57].
Mathematical physicists are particularly interested in the correspondence since it
gives rise to interesting new quantization maps (some of which are mentioned in
[BM99]). Recent years have also seen a renewed interest in SU(n)-covariant quasiprobability representations for the purpose of visualization, state estimation, and
entanglement detection [KG10, TN12, RS14, TES+ 16, RMT+ 17]. What sets our
work apart from these investigations is that we are not interested in the full unitary
dynamics SU(2n ) on the exponentially large Hilbert space. Instead we are interested
in a much smaller set of “classical”, restricted dynamics, namely SO(2n) ⊂ SU(2n ).
In Chapter 2, we give an overview of the mathematical machineries that we will
need later under the umbrella subject of representation theory, with the main goal
3 This

is the spirit of the approach taken by Drummond et al. to write down a Fokker-

Planck-type equation that describes fermionic dynamics [CD06b, CD06a, RZD15].
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to develop harmonic analysis and the notion of spherical functions on our phase
spaces, which are compact, multiplicity-free spaces based on semisimple Lie groups.
Chapter 3 formally introduces quasi-probability representations in the most general
setting, and reviews the proof [FE08] of the impossibility of a non-negative representation of the full quantum formalism. We then focus on G-covariant phase space
representations and ones that satisfy the Stratonovich-Weyl correspondence, called
SW representations for short. Utilizing tools from Chapter 2, we provide a slightly
different, more algebraic approach to the construction of SW representations than
the one presented in [BM99]. Along the way, we show that, with an additional
mild differentiability assumption, the SW representations constructed are essentially
unique. Thus, any alternative of the SO(2n)-covariant phase space representations
for fermions in Chapter 5 must violate at least one of our assumptions.
In Chapter 4, we review the familiar commutative phase space of Wigner and
its not-so-familiar discrete analogue by Gross [Gro06] to prepare the reader for our
result. (As a bonus, a cute, short proof by Gross [Gro15] of the discrete Hudson’s
theorem is provided in full in Appendix A.) We then present a generalization of the
quantum Bochner’s theorem, applicable to Gross Wigner function and other quasiprobability representations that we construct based on unitary operator bases.
In Chapter 5, we take a closer look at matchgates and fermionic linear optics.
After a brief discussion of other existing approaches to fermionic phase spaces, we
apply our construction of SW representations to fermionic linear optics. The main
result is the explicit SW representations in the first non-trivial case: the case of four
fermionic modes. The quasi-probability functions of fermionic Gaussian states are
found to be negative and the volume of negativity is calculated. (The calculation
itself is quite interesting, making use of the fact that our phase space is symmetric
and Kähler (Appendix B).) The last chapter concludes with a summary of results
and a dozen open problems pertaining to fermionic phase spaces.
Below are projects that I have completed and have appeared in publication form.

1. Ninnat Dangniam and Christopher Ferrie, ”Quantum Bochner’s theorem for
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phase spaces built on projective representations,” Journal of Physics A: Mathematical and Theoretical 11 115305 (2015).
2. Jonathan A. Gross, Ninnat Dangniam, Christopher Ferrie and Carlton M.
Caves, ”Novelty, efficacy, and significance of weak measurements for quantum
tomography.” Physical Review A 92 062133 (2015).
The result in the first paper is described in Chapter 4. The new results on Stratonovich-Weyl representations and fermionic phase spaces obtained in collaboration with
Christopher Ferrie, Carlton M. Caves and Christopher Jackson will most likely be
polished, extended, and submitted for publication in the future.
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Chapter 2
Representation theory
Group theory is, so to speak, all of mathematics,
stripped of its content and reduced to a pure form.
— Henri Poincaré

2.1

Overview

Representation theory of finite and Lie groups will be the lens through which we view
quantum theory and quantum computation, phase spaces, and quasi-probabilities.
§ 2.2 introduces the basic language of representation theory. The notion of an induced representation (§ 2.4.2) is perhaps the most abstract and can be skipped if
the reader is willing to accept the Frobenius reciprocity relation to be used later.
Fourier transforms on groups (§ 2.4.3) are pretty much central to any discussion of
phase spaces, continuous or discrete, and will be used throughout the dissertation.
But the main goal will be to develop harmonic analysis and the notion of spherical
functions on our phase spaces, which are compact, multiplicity-free spaces under Lie
group actions. To do so, we review representation theory of Lie groups and Lie algebras in § 2.5 before introducing some Lie group decompositions and the notion of
a multiplicity-free space in § 2.6. Of special interest to physicists might be the presentation of representation theory in Dirac’s bra-ket and tensor diagram notations,
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and the realizations of classical Lie algebras by fermionic and bosonic creation and
annihilation operators (§ 2.5.5), which are not so easy to find in the literature.
An excellent introduction to representation theory of finite groups (originally
written for chemists) can be found in the first third of [Ser77]. We consult [Lee12] for
basic differential geometry. [Kir08] is a great first introduction to the general theory
of Lie groups, while [Kna02] is well organized and more comprehensive. [FH99] is
less formal but worth understanding as well. [Ber02] gives a quick review of group
actions on manifolds, and [Wol07] is a comprehensive reference for harmonic analysis
on multiplicity-free spaces.
I would also like to take this opportunity to recommend the beautiful books
[BM94] and [Gan06], although their main subjects (gauge theories and monstrous
moonshine, respectively) are not directly related to the subject of this dissertation,
because they have shown me the soul of differential geometry and representation
theory that is missing in most textbooks.

2.2

Fundamental notions

A group homomorphism between two groups is a map ϕ : G → G0 that respects the
group composition law:
ϕ(g1 )ϕ(g2 ) = ϕ(g1 g2 )

(2.1)

for all g1 , g2 ∈ G. This implies, among other things, that if e is the identity element
of G, then ϕ(e) is the identity element of G0 , and ϕ(g)−1 = ϕ(g −1 ). The kernel of
a homomorphism ϕ, ker ϕ, is the set of elements of G that are sent to the identity
element.
A representation of a group G is a homomorphism from G to GL(V ), the group
of all invertible matrices on V ,
ρ : G → GL(V ).

(2.2)
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We also say that (ρ, V ) is a G-representation. When no confusion arises, we also
call V a representation. A representation ρ is said to be faithful if the map ρ is oneone. A subrepresentation is a subspace of V stable under G i.e. closed under every
ρ(g). An irreducible representation or irrep for short is one that has no nontrivial
subrepresentation.
A reducible representation may not decompose as a direct sum of subrepresentations. This is true even for a single matrix. A matrix always has at least one
eigenvector in C but it may not be diagonalizable. For instance, the group of integers
with addition as group multiplication (Z, +) has a two-dimensional representation
with the generator (not to be confused with physicists’ (infinitesimal) “generators”
of a Lie group which are Lie algebra elements)


1 1
,
ρ(e) = 
0 1

(2.3)

which cannot be diagonalized. A representation V is completely reducible if for any
subrepresentation W ⊂ V , there is a complementary subrepresentation W 0 ⊂ V such
that V ' W ⊕ W 0 .
Every representation comes with the dual representation. Recall that the dual
space V ∗ of a complex vector space is the vector space of all linear maps from V to
C. Since V ∗ and V have the same dimension, they are isomorphic as vector spaces
V ∗ ' V but not naturally. (We do not assume the Hermitian inner product structure
for a moment.) Nevertheless, if we pick an ordered basis {|vj i}, an isomorphism
amounts to the transposition—simply flipping the ket |vj i to the bra hvj |. The
dual representation (ρ∗ , V ∗ ) of a representation (ρ, V ) is defined by the right action
ρ∗ (g) hu| = hu| ρ(g −1 ), so that
(ρ∗ (g) hu|)(ρ(g) |vi) = hu|vi ,

(2.4)

for all |ui , |vi ∈ V and g ∈ G. (The inverse is necessary to make ρ∗ a group
homomorphism.) Note that if we want to turn the right action to the left action on
hu|, the matrix representation of ρ∗ (g) is given by the transpose ρT (g −1 ) so that
hu| ρ∗ (g) = hρT (g −1 )u| = hρ−T (g)u| .

(2.5)
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A representation is unitary if it is equivalent to a representation in which every
ρ(g) is a unitary operator,
ρ† (g)ρ(g) = 1,

(2.6)

where ρ† (g) is the entry-wise complex conjugate transpose of ρ(g). For a unitary
representation, the right-action version of the dual representation coincides with
the Hermitian dual representation ρ† (g), while the left-action version coincides with
the complex conjugate representation. High energy physicists like to use the latter,
indicating the dual representation by an overbar.
When dealing with tensor products and dual representations, one can easily lose
track of which matrix representation (ρ, ρ† , or ρ∗ ) is acting on which space (V or
V ∗ ). The tensor diagram notation [BB17, BC17], which can be thought of as a generalization of the quantum circuit notation, lets one do calculations in a consistent
way without having to think of the vector space. In this notation, a tensor is represented by a shape such as a box or an arrowhead with zero or more open legs. A
N
N
general (m,n)-tensor Tj1 ...jm k1 ...kn is an element of m V ∗ ⊗ n V and has n open
legs to the left and m open legs to the right. The diagrams below show a vector ψ j ,
a dual vector ϕj , and their contraction, a (0, 0)-tensor ϕj ψ j . (Any repeated index is
summed over per Einstein’s summation convention.)
j

ψ

ϕ

ϕ

j

ψ
(2.7)

P
Thus, an open wire is the tensor δj k or 1 = d−1
j=0 |ji hj|, which can be vectorized
P
d−1
into the (unnormalized) GHZ state |Φ+ i = j=0
|jji by bending one of the legs:

(2.8)
As an application, given a unitary representation ρ on V , the left-action of the dual
representation on V ∗ has the matrix representation
ρ†

.

(2.9)
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The matrix representation of the right-action on V is obtained by transposition,
which amounts to sliding the tensor down the bent wire in the tensor diagram notation:
ρ†
=

=
ρ∗

(ρ† )T

(2.10)

For complex vector spaces V and W , define Hom(V, W ) to be the vector space
of linear maps (linear homomorphisms) from V to W . When V = W , this space
is also denoted by End(V ) (endomorphisms). Naturally, Hom(V, W ) ' W ⊗ V ∗ .
When V and W are endowed with G-representations ρ1 and ρ2 , respectively, an
intertwiner between ρ1 and ρ2 is defined as a linear map ϕ that makes the diagram
below commutative for any g ∈ G.
V
ρ1 (g)



V

ϕ

ϕ

/

/

W


(2.11)

ρ2 (g)

W

In other words, ϕ commutes with the G-action:
ϕρ1 (g) = ρ2 (g)ϕ.

(2.12)

The set of all such intertwiners forms an invariant subspace of Hom(V, W ) denoted
by HomG (V, W ) or, again, EndG (V ) when V ' W . Two representations V and W
of G are said to be equivalent
G

V 'W

(2.13)

when HomG (V, W ) contains an invertible intertwiner. In this case, they are related
just by a change of basis.
Schur proved an elementary but very powerful observation that, in an algebraically closed field K (such as C), intertwiners between irreps behave like the
Kronecker delta:
dim HomG (V, W ) '



1, V ' W,

0, V 6' W.

(2.14)
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Lemma 1. (Schur’s lemma)
1. Every intertwiner between irreps of G is either an isomorphism or zero,
2. For a finite-dimensional irrep V in an algebraically closed field K, EndG (V ) =
K. That is, every intertwiner is proportional to the identity operator 1, with
the proportionality constant in the base field K.
Proof. The first observation is proved by noting that the image and the kernel of
an intertwiner are subrepresentations. If either is nontrivial, then the irrep has a
nontrivial subrepresentation, which is a contradiction.
For the second observation, let ϕ ∈ EndG (V ) and λ be an eigenvalue (which exists
because K is algebraically closed). Consider ϕ − λ1. It is also in HomG (V ) because

1 commutes with every operator on V . But ker(ϕ − λ1) is a subrepresentation.
Therefore ϕ − λ1 must be the zero map i.e. ϕ = λ1.
The assumption that K is algebraically closed is necessary. Consider a representation
of Z4 on R2 as discrete rotations with the generator


0 −1
.
ρ(e) = 
1 0

(2.15)

It is irreducible because ρ(e) cannot be diagonalized over R. But every ρ(g) commutes
with matrices of the form a1 + bρ(e) for some a, b ∈ R, a two-dimensional real vector
space.
An easy corollary is that every complex irrep of an abelian group is one-dimensional because ρ(g1 ) and ρ(g2 ) commute for every g1 , g2 ∈ G. So they are all proportional
to the identity operator.
Another consequence of Schur’s lemma is the “orthogonality of matrix elements”
.
Theorem 1. Let G be a finite group and dλ be the dimension of an irrep ρλ of G.
1
1 X
ρλ (g)jk (ρλ0 (g)mn )∗ = δλλ0 δjm δkn
(2.16)
|G| g
dλ
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That is, the matrix elements (dλ /|G|)1/2 ρλ (g)jk of irreps are orthonormal as functions
over G.
Proof. For any linear map A : Vλ0 → Vλ , its twirl
1 X
ρλ (g)Aρλ0 (g −1 )
|G| g∈G

(2.17)

is an intertwiner between the two irreps. Therefore, by Schur’s lemma, it is either
proportional to the identity or the zero operator. Setting A = |ki hn|,
1 X
ρλ (g) |ki hn| ρλ0 (g −1 ) = N δλλ0 1dλ ,
|G| g∈G

(2.18)

Taking the trace gives N = δkn /dλ and taking the j, m matrix element gives the
desired result.
Any finite-dimensional representation of a compact group, possessing a Haar
measure, is unitary. A measure dg on G is a Haar measure when it is left-invariant
i.e. for any integrable function f ,
Z
Z
dg1 f (g2 g1 ) = dg1 f (g1 ),

(2.19)

and normalized,
Z
dg = 1.
For a compact group, it is unique and also right-invariant
Z
Z
dg1 f (g1 g2 ) = dg1 f (g1 ).

(2.20)

(2.21)

(Of course, when G is finite this is just a sum.) Armed with the Haar measure, if ρ(g)
is not unitary under some sesquilinear inner product hv|wi, redefine the inner product
R
to be the average dg hρ(g)v|ρ(g)wi. This new inner product (which amounts to a
change of basis) can be seen to be invariant under the G-action:
Z
Z
−T
∗
dg1 hρ (g1 )v|ρ (g2 )ρ(g2 )|ρ(g1 )wi = dg1 hρ−T (g2 g1 )v|ρ(g2 g1 )wi
Z
= dg hρ−T (g)v|ρ(g)wi .
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where we have used the left-invariance of the Haar measure. Thus unitarity is not
an additional assumption when we deal with compact groups. The existence of an
invariant inner product also provides an easy proof that every finite-dimensional
representation is completely reducible. Given a subrepresentation W of V , the orthogonal complement W ⊥ is also stable under G. Therefore, V ' W ⊕ W ⊥ .
Let Ĝ be the collection of all inequivalent irreps of G. A completely reducible
representation (by definition) decomposes into the orthogonal direct sum of irreps
Vλ
G

V '

nλ
MM

Vλ ,

(2.22)

λ∈Ĝ

each with (possibly zero) multiplicity nλ . A decomposition is said to be multiplicityfree if every nλ is either 0 or 1. By Schur’s lemma,

HomG (Vλ , V ) '

nλ
M

HomG (Vλ , Vλ ) ' Cnλ .

(2.23)

Cnλ is called the multiplicity space where nλ = dim HomG (Vλ , V ). Putting these
together, we obtain the isotypic decomposition of V :
G

V '

M

G

Vλ ⊗ Cnλ '

λ∈Ĝ

M

Vλ ⊗ HomG (Vλ , V ).

(2.24)

λ∈Ĝ

An important special case is when V is a tensor product of irreps. V may not be
irreducible and we have the Clebsch-Gordan decomposition
G

Vµ ⊗ Vν '

M

λ

Vλ ⊗ Cnµν .

(2.25)

λ∈Ĝ

The collection of λ that appears in the direct sum is called the Clebsch-Gordan series,
and the overlap between a vector in Vµ ⊗ Vν and a vector in Vλ is a Clebsch-Gordan
coefficient.
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Real, complex, and quaternionic representations

A representation (ρ, V ) may not be equivalent to its dual (ρ∗ , V ∗ ), in which case
ρ is said to be complex. A self-dual irrep V can be further classified into real or
quaternionic representation by the appearance of the trivial irrep in the ClebschGordan decomposition of the tensor square V ⊗ V , or equivalently the G-invariant
bilinear form on V ∗ . To explain this, let us denote the set of G-fixed vectors in
a representation V by V G and consider Hom(V ∗ , V ) = V ⊗ V which can also be
thought of as the space of bilinear forms on V ∗ . Elements of Hom(V ∗ , V ) that are
fixed under conjugation by all g ∈ G are nothing but the intertwiners. Thus,
HomG (V ∗ , V ) = (V ⊗ V )G .

(2.26)

When both V and V ∗ are irreducible, the dimension of the left hand side is either 0
G

G

if V 6' V ∗ or 1 if V ' V ∗ by Schur’s lemma, so the trivial irrep must appear once
and only once in the decomposition of the tensor square V ⊗ V of a self-dual irrep.
Now V ⊗ V consists of the symmetric part Sym2 V and the antisymmetric part

V2
HomG (V ∗ , V ) = (Sym2 V )G ⊕ ( V )G

V2

V.

(2.27)

If the trivial irrep appears in Sym2 V , the irrep ρ is said to be real. If the trivial irrep
appears in

V2

V , ρ is said to be quaternionic.

More concretely, the similarity transformation between ρ and ρ∗ is provided by a
complex conjugation operator C: in tensor network diagrams,
C −1

ρ

C

=

ρ∗

.

(2.28)

The irrep is real if C T = C and quaternionic if C T = −C; otherwise, it is complex.
Having a complex conjugation operator is equivalent to having a G-singlet |Ψi in
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V ⊗ V defined as

=

Ψ

C

.

(2.29)

In other words, the singlet is the Choi-Jamiolkowski state of the complex conjugation
operator
|Ψi = 1 ⊗ C

d
X

|jji .

(2.30)

j=1

The singlet is invariant under the G × G-action because
ρ

ρ
Ψ

ρ

=

ρ

ρ†

=
C

=

ρ∗

C

Ψ
. (2.31)

For the spin-1/2 irrep of the group SU(2), it follows from the identity for the Pauli
matrices σj
σy σj σy = −σj∗

(2.32)

that the complex conjugation operator is proportional to iσy . Choosing C = −iσy
gives the state
|Ψ− i = 1 ⊗ (−iσy )(|00i + |11i) = |01i − |10i ,

(2.33)

hence the name singlet.

2.4

Harmonic analysis on homogeneous spaces

A symmetry of a set X is some particular permutation of its elements. Given a group
element g ∈ G and x ∈ X, we write the image of x under the action of g as gx. The
action should respect the group structure:
ex = x,

g1 (g2 x) = (g1 g2 )x,

(2.34)
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for all g1 , g2 ∈ G and all x ∈ X. In other words, a group action of G is a group
homomorphism from G to the automorphism group of all symmetries of X. Representations are group actions on vector spaces.

The smallest unit of a group action is an orbit. For a given x, the collection of
all elements of the form gx for all g ∈ G is an orbit denoted by Gx. It turns out
that two orbits are either disjoint or the same. So X is partitioned into a disjoint
union of orbits. Thus, to study a group action, it is enough to study all of its orbits.
Equivalently, it is enough to study all transitive actions. An action is transitive if
for any two elements x, y ∈ X, there is some g ∈ G such that y = gx. That is, a
transitive G-action only has one orbit. A set X with a transitive G-action is called
a homogeneous space.

All transitive actions come in the form of a group action on a coset space. This
is the content of the orbit-stabilizer theorem: an orbit Gx is the same as the coset
space G/Gx , where Gx is a stabilizer subgroup of all elements in G that leave x fixed.
Given a subgroup K of G, a left coset of K consists of elements of the form gK
for some g ∈ G. g1 and g2 belong to the same coset if g1 g2−1 is in K. Two left
cosets are either the same or disjoint, so G is partitioned into left cosets. The left
coset space G/K is the set of all left cosets. The right coset space K\G is the set
of all right cosets, which are defined similarly but with right multiplication by g −1 .
The left and right cosets coincide if and only if K is a normal subgroup i.e. K is
invariant under conjugation gKg −1 by every g ∈ G. (In that case, G/K ' K\G is
also a group.)1 G-coherent states, to be introduced in the next chapter § 3.4.1, are
examples of orbits, thus coset and homogeneous spaces.

1 For

infinite groups, any coset space G/K with K a stabilizer subgroup is a homoge-

neous space with a smooth G-action because every stabilizer subgroup is (topologically)
closed [Kir08, Theorem 3.26, p.36]; see also [Ber02].
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Regular representations and the group algebra

Given a G-action on a set X, one can “linearize” the action by considering the (left)
permutation representation on the set K X of all functions f on X with values in a
field K:
gf (x) := f (g −1 x).

(2.35)

(The inverse is required for the action to be a homomorphism.) Since one can add
together functions and multiply any function by scalars in K, K X has the structure
of a vector space having as a basis the characteristic functions


1, x = y,
δy (x) =

0, x 6= y.

(2.36)

Thus, the permutation representation is indeed a representation. The permutation
representation of G on a coset space G/K is called a regular representation. In
particular, the permutation representation of G on G itself is usually called the
regular representation.
For a finite group G, define an orthonormal basis {|gi |g ∈ G}. Its complex span,
the group algebra C[G], is an algebra (a vector space in which two vectors can be
multiplied) with multiplication ∗ inherited from group multiplication |g1 i ∗ |g2 i =
|g1 g2 i:
!
X
g1

fg1 |g1 i

!
∗

X
g2

hg2 |g2 i

=

X

fg1 hg1−1 g |gi .

(2.37)

g1 ,g

Here the expression on the right is a discrete analogue of the convolution (f ∗h)(x) =
R
dyf (x)h(y − x). When G is infinite, we can interpret C[G] to be the convolution
algebra of functions on G, provided that we agree on what we mean by a function.
The standard choice is for C[G] to be L2 (G), the space of square-integrable functions.
By the association f (x) = hx|f i for x ∈ G, the group action on a function is
ρL (g)f (x) = f (g −1 x).

(2.38)
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Indeed, this is how the group of translations, for example, acts on the wave function in
quantum theory: T (a)f (x) = f (x − a). We have the left regular representation ρL on
C[G] by left multiplication ρL (g1 ) |g2 i = |g1 g2 i, and the right regular representation
ρR on C[G] by right multiplication ρR (g1 ) |g2 i = |g2 g1−1 i.
A central result in representation theory of finite groups is that every irrep λ ∈ Ĝ
appears in the decomposition of the regular representation with multiplicity its dimension. We provide a proof of this fact using the theory of induced representations,
before stating without proof the analogous statement for compact groups.

2.4.2

Induced representations

The definition of induction is fairly abstract, but the important thing to keep in mind
will be a very few examples of induced representations such as regular representations
over G/K. Be warned that there are two related but distinct definitions of induced
representations in the literature; the construction usually defined for finite groups,
although more straightforward, is not the one that is usually defined for Lie groups.2
Any representation (ρ, V ) of G can be restricted to a representation of a subgroup
G
K, denoted by ResG
K ρ when we want to emphasize the action or by ResK V when we

want to emphasize the vector space. When it is clear what is the group and the
2 In

the language of category theory, induction is an adjoint functor of the restriction

functor from the category of representations of G to the category of representations of
K ⊂ G. We have to choose either a left or a right adjoint. The Frobenius reciprocity says
that the induction that we define is the right adjoint as IndW appears in the right slot of
HomG in Theorem 2. A left adjoint, which may be called a coinduction, can also be defined
as the set of functions IndW that have a compact support on G/K with the same action
Coindσ(g)f (x) = f (g −1 x).

(2.39)

The left and the right adjoints are isomorphic for finite groups, but not naturally. See
also the 2015 mathematics REU paper, A Survey on Representation Theory, by Santiago
Chaves Aguilar.
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subgroup, we will simply write Resρ or ResV . Restriction to K is another way to
decompose a G-representation:
K

Vλ '

M

ξ

Vξ ⊗ CnK .

(2.40)

ξ∈K̂

Rules for such decompositions are called branching rules.
Given a representation (σ, W ) of a closed subgroup K, define the representation
IndG
K σ of G induced from σ to be the space of square-integrable, right-K-covariant
functions f : G → W such that for every k ∈ K,
f (gk) = σ(k −1 )(f (g))

(2.41)

(σ(k −1 ) is acting on f (g) ∈ W ), with the action [Kna02]
Indσ(g)f (x) = f (g −1 x).

(2.42)

Observe that when σ is the trivial representation, Indσ is the space L2 (G/K) of
right K-invariant functions f (gk) = f (g). (We could replace eq. (2.41) by f (kg) =
σ(k)(f (g)) and get the space L2 (K\G) of left K-invariant functions instead.) In
particular, when K is also the trivial subgroup, Indσ is nothing but the regular
representation L2 (G). Note that the induced representation of an irrep need not be
irreducible.
The induced representation is so defined to satisfy
Theorem 2. (Frobenius reciprocity) There is a natural isomorphism
G
HomG (V, IndG
K W ) ' HomK (ResK V, W ).

(2.43)

Proof.
ResV
ρ(k)



ResV

ψ

/

W

V

ϕ

/

σ(k) ρ(g)

IndW

ψ

/



W



V

ϕ

/



Indσ(g)

IndW

(2.44)
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In one direction, given an intertwiner of the K-action ψ ∈ HomK (ResG
K V, W ), we
need to define ϕ so that it is an intertwiner of the G-action in HomG (V, IndG
K W ). To
achieve this, define the value of the function ϕ(v), v ∈ V , at g to be
[ϕ(v)](g) := ψ[ρ(g −1 )v].

(2.45)

ϕ(v) ∈ IndW is right K-covariant because
[ϕ(v)](gk) = ψ[ρ(k −1 )ρ(g −1 )v] = σ(k −1 )ψ[ρ(g −1 )v],

(2.46)

where the last equality used the fact that ψ is the intertwiner. Moreover, ϕ commutes
with the G-action because
[(Indσ(g1 ) ◦ ϕ)(v)](g2 ) = [ϕ(v)](g1−1 g2 ) = ψ[ρ(g2−1 )ρ(g1 )v] = [(ϕ ◦ ρ(g1 ))(v)](g2 ).
(2.47)
This also tells us how to go in the other direction. Given an intertwiner of the
G-action ϕ ∈ HomG (V, IndG
K W ), we define an intertwiner of the K-action ψ to be
ψ(v) = [ϕ(v)](e).

(2.48)

Then ψ commutes with the K-action
(σ(k) ◦ ψ)(v) = σ(k)[ϕ(v)(e)] = ϕ(v)(k −1 ) = ϕ[ρ(k)v](e) = [ψ ◦ ρ(k)](v),

(2.49)

proving that ψ ∈ HomK (ResV, W ).

When both V and W are irreducible, Frobenius reciprocity says that the multiplicity
of V in IndW is the same as the multiplicity of W in ResV . As a counterexample
to the statement when V is reducible, take V to be multiple copies of the trivial
irrep of an abelian group G and take W to be the trivial irrep of some subgroup.
W is contained in ResV but V is not contained in IndW = C[G] since the regular
representation contains only one copy of each irrep.
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Fourier transform

Frobenius reciprocity provides a quick proof of the fact that every irrep λ ∈ Ĝ
appears in the decomposition of C[G] with multiplicity its dimension. Since
HomG (Vλ , C[G]) ' Hom{e} (ResVλ , C) ' Hom(Vλ , C) = Vλ∗ ,

(2.50)

the isotypic decomposition of C[G] is
G

C[G] '

M

G

Vλ ⊗ HomG (Vλ , C[G]) '

M

λ∈Ĝ

Vλ ⊗ Cdim V

(2.51)

λ∈Ĝ

as desired. Since the left and right regular representations commute, C[G] can also be
thought of as a representation of G × G. Under this G × G-action, C[G] decomposes
in the multiplicity-free manner:
G×G

C[G] '

M

G×G

Vλ ⊗ Vλ∗ '

λ∈Ĝ

M

End(Vλ ),

(2.52)

λ∈Ĝ

where the representation (ρL ⊗ 1, G × G) acts on Vλ and (1 ⊗ ρR , G × G) acts on Vλ∗ .
The unitary change of basis from {|gi} to the invariant subspaces on the right
hand side of (2.52) is the Fourier transform. Its explicit matrix form, given an
orthonormal basis {|λ, j, ki |1 ≤ j, k ≤ dλ } for each Vλ ⊗ Vλ∗ ' End(Vλ ), is
s
dλ
X
XX X
dλ
UFT =
ρλ (g)jk |λ, j, ki hg| =
|g̃i hg| ,
|G|
g∈G
g∈G
j,k=1

(2.53)

λ∈Ĝ

|g̃i being the Fourier transform of the discrete delta function |gi:
s
dλ
XX
dλ
|g̃i =
ρλ (g)jk |λ, j, ki .
|G|
j,k=1

(2.54)

λ∈Ĝ

p
√
(Note the choice of the constant 1/ |G|, akin to using 1/ 2π in the continuous
Fourier transform, is necessary for UFT to be unitary). Let us verify by direct calculation that UFT is indeed an intertwiner
UFT (ρL (g1 ) ⊗ ρR (g2 )) U †FT =

M
λ∈Ĝ

ρλ (g1 ) ⊗ ρ∗λ (g2 ).

(2.55)
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†
UFT ρL (g)UFT
X
f hh̃|
=
|ghi
h∈G

√

dλ0
dλ
X
dλ dλ0 X
=
ρλ (gh)jk |λ, j, ki hλ0 , m, n| (ρλ0 (h)mn )∗
|G| j,k=1 m,n=1
h∈G λ,λ0 ∈Ĝ
!
√
dλ0
dλ
dλ
X X
X
X
d λ d λ0 X
=
ρλ (g)jr ρλ (h)rk |λ, j, ki hλ0 , m, n| (ρλ0 (h)mn )∗
|G|
r=1
h∈G λ,λ0 ∈Ĝ
j,k=1 m,n=1
!
dλ0
dλ
X
X
X p
1 X
∗
d λ d λ0
ρλ (g)jr
ρλ (h)rk [ρλ0 (h)mn ] |λ, j, ki hλ0 , m, n|
=
|G|
0
j,k,r=1 m,n=1
h∈G

X X

λ,λ ∈Ĝ

=

dλ
X X

ρλ (g)jm |λ, j, ki hλ, m, k|

λ∈Ĝ j,m,k=1

=

X

ρλ (g) ⊗ 1dλ ,

λ∈Ĝ

where we have used the orthogonality of matrix elements (Theorem 1) to go from the
P
†
fourth line to the fifth. A similar calculation shows that UFT ρR (g)UFT
= λ∈Ĝ 1dλ ⊗
ρ∗λ (g).
For the cyclic group Zn , this is just the discrete Fourier transform
UFT

n−1
1 X 2πixy/n
=√
e
|yi hx| .
n x,y=0

(2.56)

More generally, for any abelian group,
1 X
|g̃i = p
χλ (g) |λi ,
|G|

(2.57)

λ∈Ĝ

where χλ (g) is a one-dimensional irrep of G, also called an (irreducible) character.3
The Fourier transform on an abelian group is much more well-behaved than the
3 The

character of an arbitrary representation ρ (not just an irreducible one) is defined

to be Tr[ρ(g)], which is, of course, the same as the matrix element for a one-dimensional
representation. Characters are a very powerful tool to study representations. For example,
any two irreps are equivalent if and only if they have the same character. [Ser77].
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general case because the collection of all distinct irreps Ĝ also comes equipped with
the abelian group structure.
χ−1 (g) = χ(g −1 ) = χ∗ (g)
χ(g1 )χ(g2 ) = χ(g1 g2 ).

(2.58)
(2.59)

In this case, Ĝ is called the dual group. The compact-discrete duality states that
Ĝ is compact if G is discrete and vice versa [Mor77, Mor79]. Familiar dual pairs
are G = Ĝ = Zd , G = Ĝ = R, and G = U(1) dual to Ĝ = Z. When a group is
self-dual G = Ĝ in particular, the labels for the group elements and the irreps are
interchangeable.
For compact groups, we have the celebrated [Sim96]
Theorem 3. (Peter-Weyl) For a compact group G and Vλ its irrep, the orthogonal
L
2
∗
direct sum
λ∈Ĝ Vλ ⊗ Vλ is dense in L (G) with respect to the supremum norm
||f ||∞ = sup |f (g)|.
In other words, every function in L2 (G) can be approximated arbitrarily closely
in the supremum norm by a linear combination of finitely many matrix elements
√
{ dλ ρλ (g)jk }.

2.5

Representations of Lie groups and Lie algebras
God gave the Devil pretty much a free hand in
building things, but told him to keep off certain
objects to which He Himself would attend...
Semisimple groups were among the special items.
— Harish-Chandra, attributed to Claude Chevalley
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Lie groups and Lie algebras

Lie groups are what happen when group theory meets calculus. Besides being a
group, a Lie group is a topological space i.e. it makes sense to say, for instance, that
two group elements are close together or whether they are connected by a continuous
path. In addition, the topological space must also have a differentiable structure. We
say that a function is C k if all of its kth partial derivatives exist and are continuous.
(A continuous function is C 0 .) A C ∞ function is said to be smooth. Formally, a
topological space M is a C k manifold if it has the following properties:4
1. For any point p ∈ M , there is an open set U and a homeomorphism (an
invertible continuous map with continuous inverse) ϕ to an open subset of Rn .
The pair (U, ϕ) is called a chart.
2. There is a collection of charts covering M such that any pair of overlapping
charts (Uα , ϕα ) and (Uβ , ϕβ ) is smoothly compatible i.e. the transition map
k
ϕβ ◦ ϕ−1
α is C .

The crucial point is that the notion of differentiability from ordinary calculus applies
since a transition map is a function from Rn to Rn . n is the dimension of the
manifold and we call M an n-manifold for short. (We do not allow different connected
components to have different dimensions.) So a differentiable manifold is in essence a
space that locally looks Euclidean on which one can do calculus, but generally more
than one chart is required to avoid coordinate singularities such as the poles on the
Mercator projection map.
4 Rigorously,

there are two more requirements. First, M must also be Hausdorff i.e.

any two points in M can be separated. Second, M must be second-countable i.e. every
open set is the union of a collection of a fixed countable basis of open sets. These technical
requirements essentially serve to rule out pathological spaces. For example, if a space is
not Hausdorff, a limit point may not be unique and a finite subset may not be closed.
Sometimes second-countability is left out of the definition, but a Lie group that is not
second-countable may violate the closed subgroup theorem to be introduced in the next
section [Lee12, pp. 523-525].
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Figure 2.1: The transition map between charts

A Lie group is a smooth manifold that has a compatible group structure i.e. group
multiplication and inversion are smooth.5 A paradigmatic example of a Lie group is
the general linear group GL(n, R) of real invertible n×n matrices. It is an open subset
2

(of Rn ) of matrices with non-zero determinant since the determinant is a polynomial
and therefore continuous, and the image R\{0} is open.6 Multiplication is linear and
thus smooth, and inversion is smooth by Cramer’s rule A−1 = adj(A)/ det A.
A Lie group G may have an infinite number of generators, but it is a fact that any
neighborhood of the identity element generates the component of G connected to the
identity. The idea of the Lie algebra is to describe G by the “linear approximation”
of G at the identity. Let C ∞ (M ) be the set of all smooth functions on M . Locally
at each point p on an n-manifold M , we can take partial derivatives in n linearly
independent directions. They are linearly independent as vectors because for every

5 One

can consider C k group manifolds for various k, but it turns out that every C 0

manifold with a compatible group structure can be made into a (C ∞ ) Lie group in one and
only one way (Hilbert’s 5th problem). This is an even stronger statement than the fact
from complex analysis that a complex C 1 function is automatically complex C ∞ .
6 If f is continuous, the pre-image f −1 (X) of an open set X is open.
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f ∈ C ∞ (M ) and a ∈ R, if
n
X

aj ∂ j f = 0

(2.60)

j=1

then all aj = 0, thus they form an n-dimensional vector space called the tangent
space Tp M at the point p. Globally, define a vector field to be a linear function
X : C ∞ (M ) → C ∞ (M ) obeying the Leibniz rule:
X(f g) = f X(g) + X(f )g

(2.61)

for every f, g ∈ C ∞ (M ) i.e. a derivation. Intuitively, a vector field assigns to each
point on a manifold a vector that allows us to take a derivative in that direction.
Denote the set of all vector fields on M by X(M ). Two vector fields can be composed
together but the product is not a derivation. Instead X can be endowed with the
anticommutative product that gives another derivation, the Lie bracket:7
[X, Y ] = X ◦ Y − Y ◦ X.

(2.62)

[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y ]] = 0,

(2.63)

The Jacobi identity

says that the Lie bracket is a derivation with respect to itself
[X, [Y, Z]] = [Y, [X, Z]] + [[X, Y ], Z].

(2.64)

Given two smooth manifolds M and N , and a smooth map ϕ : M → N , we can
construct a linear map from X(M ) to X(N ). The pushforward ϕ∗ of ϕ is defined to
be
[ϕ∗ (X)](f ) := X[f ◦ ϕ],

(2.65)

X ∈ X(M ) and f ∈ C ∞ (N ). When M = G is a group, there is a distinct subset of
vector fields whose value everywhere can be translated from the value at the identity
7 C ∞ (M )

is a commutative ring as functions can be multiplied together point-wise. So

X is a C ∞ (M )-module. The Lie bracket turns X into a C ∞ (M )-algebra.
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e by the pushforward of (left) group multiplication X(g) = g∗ [X(e)]. The Lie algebra
Lie(G) of a G is defined to be these left-invariant vector fields isomorphic to Te G.
From the discussion above, it will come as no surprise that an abstract Lie algebra
g is defined as a vector space together with a bilinear map [ , ] : g × g → g, which is
antisymmetric [X, Y ] = −[Y, X] for any X, Y ∈ g (or equivalently [X, X] = 0) and
satisfies the Jacobi identity
[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y ]] = 0.

2.5.2

(2.66)

Matrix Lie groups

There is more than one possible way to define a submanifold which, in turn, affects
the definition of a Lie subgroup. A smooth map ϕ : M → N is an immersion if its
pushforward ϕ∗ has full rank dim M for every point p on M . An immersed submanifold N ⊂ M is a subset of M which is itself a smooth manifold and the inclusion map
ı : N ,−
→ M is an immersion. A stronger notion is that of an embedded submanifold,
an immersed submanifold such that the inclusion map is a homeomorphism. An
embedded submanifold inherits the topological structure from the manifold while an
immersed submanifold may not. An example of the latter is the “figure 6” map that
takes an open interval to a shape with a different topology [FH99]:

Figure 2.2: The “figure 6” map

Subgroups of a Lie group which are also immersed submanifolds are in one-one
correspondence to Lie subalgebras of the group. Thus, one call these subgroups Lie
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subgroups. Lie subgroups that are also embedded as submanifolds are not hard to
come by as a result of the following theorem:
Theorem 4. (The closed subgroup theorem) [Lee12, Theorem 20.12 p. 523] Any
subgroup that is also a (topologically) closed subset

8

is a Lie subgroup which is

embedded as a submanifold.

Note that the subset only needs to be closed in G and not in any ambient space that
G is sitting in.
As an application of the theorem, since GL(n, R) is a Lie group, a subgroup G of
GL(n, R) such that any sequence of matrices in G either converges in G or outside
GL(n, R) (not invertible) is also a Lie group, called a (real) matrix Lie group. The
Lie algebra of a matrix group G is the set of all matrices X such that the exponential
eX lands in G. For example the Lie algebra of GL(n, R) is Mn×n (R), the set of all
real n × n matrices. Let us give examples of real matrix groups that often appear in
linear algebra, traditionally called the classical groups, along with their Lie algebras,
written in Fraktur.

1. The special linear group is the connected component of matrices with determinant 1 in GL(n, R).
SL(n, R) = {A ∈ GL(n, R)| det A = 1}

(2.67)

sl(n, R) = {X ∈ Mn×n (R)|TrX = 0}

(2.68)

dim SL(n, R) = n2 − 1

(2.69)

2. The unitary group is the group of matrices that preserve the Hermitian inner
product h , i : Cn × Cn → C:
hu, vi =

X

u∗j vj .

(2.70)

j
8 Technically,

this theorem applies to discrete subgroups as any discrete group is a zero-

dimensional Lie group, but we will not consider a discrete group in this context.
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The unitary Lie algebra is the set of all anti-Hermitian matrices.
U(n) = {A ∈ Mn×n (C)|A† A = 1}

(2.71)

u(n) = {X ∈ Mn×n (C)|X † + X = 0}

(2.72)

dim U(n) = n2

(2.73)

Despite the appearance of complex numbers, U(n) can be considered a real
matrix group as Cn can be thought of as a real vector space R2n of twice the
dimensions.
3. The special unitary group.
SU(n) = {A ∈ U(n)| det A = 1}

(2.74)

su(n) = {X ∈ u(n)|TrX = 0}

(2.75)

dim SU(n) = n2 − 1

(2.76)

4. The (real) orthogonal group O(n, R) is the group of matrices that preserve the
(symmetric) inner product g : Rn × Rn → R:
g(u, v) =

n
X

uj vj .

(2.77)

j=1

The connected component of matrices with determinant 1 constitutes the special orthogonal groups SO(n, R) which has the same Lie algebra, the set of all
anti-symmetric matrices.
O(n, R) = {A ∈ GL(n, R)|AT A = 1}
SO(n, R) = {A ∈ O(n, R)| det A = 1}

(2.78)
(2.79)

so(n, R) = o(n, R) = {X ∈ Mn×n (R)|X T + X = 0}

(2.80)

n(n − 1)
2

(2.81)

dim SO(n, R) =

5. The (real) symplectic group Sp(2n, R) is the group of matrices that preserve
the symplectic form ω : R2n × R2n → R:
ω(u, v) = g(u, Ωv) =

n
X
j=1

(uj vn+j − un+j vj ) ,

(2.82)
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where

Ω=

0



1

−1 0

.

(2.83)

Sp(2n, R) = {A ∈ GL(n, R)|AJAT = J}

(2.84)

sp(2n, R) = {A ∈ M2n×2n (R)|AJ + JAT = 0}

(2.85)

dim Sp(2n, R) = n(2n + 1)

(2.86)

A non-obvious fact, following from a Pfaffian identity [Pro07, p.119], is that
every symplectic matrix has determinant 1.

SO(2n, R) and Sp(2n, R) are infinitesimally generated by n-mode quadratic fermionic Hamiltonians and quadratic bosonic Hamiltonians, respectively. The symmetric
inner product and the symplectic form are, respectively, the real part and the imaginary part of the Hermitian inner product
hu, vi = g(u, v) + iω(u, v).

(2.87)

(This is the local version of the Kähler structure (B).) Together with the fact that
symplectic matrices have determinant 1, it follows that
U(n) ' SO(2n, R) ∩ Sp(2n, R).

(2.88)

This ortho-symplectic subgroup isomorphic to the unitary group is the group of
particle-number-preserving transformations for both bosons and fermions i.e. transformations that do not mix creation and annihilation operators.

2.5.3

Representations of semisimple Lie algebras

The theory is greatly simplified when we work over complex numbers. The complexification gC = g ⊕ ig of a Lie algebra g with the obvious Lie bracket is again a
Lie algebra. An important example is gl(n, C) which is the complexification of u(n)
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because every complex matrix can be written as A = B + iC, where B and C are
anti-Hermitian. Let us write for classical Lie algebras
sl(n) = sl(n, C) = u(n)C ,

(2.89)

so(n) = so(n, C) = so(n, R)C ,

(2.90)

sp(n) = sp(2n, C) = sp(2n, R)C .

(2.91)

An ideal k of g is a vector subspace that absorbs every element of g into itself:
[k, g] ⊂ k. An ideal is a Lie subalgebra of g and the Lie algebra of a normal subgroup
of G. If G has a nontrivial normal subgroup K, then to study G we can study
a simpler group G/K through its Lie algebra g/k. A Lie algebra is simple if it is
not abelian (not every Lie bracket is zero) and has no nontrivial ideal. (The nonabelianity is there to make every simple Lie algebra semisimple, but it is a rather
trivial condition to rule out u(1), the only abelian Lie algebra which has no nontrivial
ideal.) sl(n) for n ≥ 2, so(n) for n = 3 and n ≥ 5, and sp(n) are simple Lie algebras.
A representation of a Lie algebra g is a Lie algebra homomorphism π : g →
End(V ) i.e. a linear map respecting the Lie bracket:
π([X, Y ]) = [π(X), π(Y )]

(2.92)

for all X, Y ∈ g. The adjoint representation of g is the Lie algebra homomorphism
ad : g → Endg,

(2.93)

ad X(Y ) = [X, Y ].

(2.94)

It is the pushforward of the adjoint representation of its Lie group G on the Lie
algebra:
Ad g(X) = gXg −1 .

(2.95)

The two are related by the well known identity
eY Xe−Y = ead Y X.

(2.96)
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A bilinear form h , i is invariant with respect to the adjoint action if
hAd g(Y ), Ad g(Z)i = hY, Zi

(2.97)

or equivalently, by setting g = etX and differentiating with respect to t at the identity
element,
had X(Y ), Zi + hY, ad X(Z)i = 0.

(2.98)

Any representation of a Lie algebra gives an invariant bilinear form hX, Y i =
Tr[π(X)π(Y )]. When π is the adjoint representation, we have the Killing form
Kill(X, Y ) := Tr(ad Xad Y ),

(2.99)

which turns out to be proportional to Tr(XY ) when the group is simple. The Killing
form of a compact real Lie group G is negative semidefinite. To show this, we use the
fact that every finite-dimensional representation of a compact group is unitary, thus
every representation of G sits inside u(n) = {X ∈ Mn×n (C)|X † + X = 0}. Therefore,
P
Tr(X 2 ) = −Tr(XX † ) = − j,k |Xjk |2 ≤ 0.
Over C, a semisimple Lie algebra g can be defined by the following equivalent
conditions: [Pro07, p.89]

1. g has no abelian ideal.
2. The Killing form on g is non-degenerate. (Cartan’s criteria for semisimplicity)
3. g =

L

j

gj is a direct sum of simple Lie algebras gj mutually orthogonal with

respect to the Killing form.

A Lie group G is simple or semisimple if its Lie algebra is simple or semisimple
respectively. Given a complex Lie algebra g, there is a real Lie subalgebra k whose
complexification is g. If, moreover, g is semisimple, then there is a compact, simplyconnected group K with kC = g, and representations of g, k, and K can be studied
interchangeably [Kir08, p.112].
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The unique compact, simply-connected group associated with the classical group
SO(n, R) is its universal covering group, the spin group Spin(n).9 That is, Spin(n)
is a unique compact, simply-connected Lie group such that there exists a surjective
(onto) Lie group homomorphism
Spin(n)  SO(n, R).

(2.100)

It is also a double cover of SO(n, R), meaning that there is a representation of Spin(n)
which is a representation of SO(n, R) only up to a sign (projective representation),
called a spinor representation.

2.5.4

Roots and weights

The structure theory of complex semisimple Lie algebras mimics and generalizes the
su(2) case familiar to every physicist from the quantum theory of angular momentum,
which we briefly remind the reader here. Consider the Pauli matrices:

X=

0 1
1 0


,


Y =

0 −i
i

0


,


Z=

1

0

0 −1


.

(2.101)

su(2) is a real Lie algebra whose basis can be chosen to be {iX, iY, iZ},
[iX, iY ] = −2iZ,

[iY, iZ] = −2iX,

[iZ, iX] = −2iY.

(2.102)

Physicists’ version of the commutation relations of su(2) are in fact those of sl(2) =
su(2)C :
[X, Y ] = 2iZ,
9 SO(n, R)

[Y, Z] = 2iX,

[Z, X] = 2iY,

(2.103)

is not simply-connected. For instance, the rotation group SO(3, R) is topolog-

ically a three-dimensional ball with antipodal points identified: the two angles parametrize
the axis of rotation and the radius parametrizes the angle of rotation. Antipodal points are
π and −π rotations. Any nontrivial path between antipodal points is a loop that cannot
be shrunk to a single point.
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In the basis
H = Z,

X ± iY
2

(2.104)

[E+ , E− ] = H.

(2.105)

E± =

one has the commutation relations
[H, E± ] = ±2E± ,

From this, one derives that there is exactly one distinct irrep in each dimension
λ + 1—referred to in the physics jargon as the spin-λ/2 representation—and these
are all the finite-dimensional irreps of sl(2). Each irrep (πλ , Vλ ) decomposes into
mutually orthogonal eigenvectors of πj (H).
πλ (H) |λ, µi = µ |λ, µi .

(2.106)

The integral eigenvalues µ are weights and the eigenvectors are weight vectors. Vλ
can be constructed by recursively applying the lowering operator E− starting from
the highest weight vector:
πλ (E+ ) |λ, λi = 0,

(2.107)

πλ (H)πλ (E− ) |λ, µi = (µ − 2)πλ (E− ) |λ, µi

(2.108)

making use of the relation

For general complex semisimple Lie algebras, H generalizes to a Cartan subalgebra, a maximal abelian subalgebra h ⊂ g such that ad H is diagonalizable for every
H ∈ h [Kna02, Proposition 2.13, p.136]. (Beware that this definition is only valid for
semisimple Lie algebras.) Every complex semisimple Lie algebra of G has a Cartan
subalgebra, and a Cartan subalgebra is the complexified Lie algebra of some maximal torus in G. A Cartan subalgebra is not unique, but all Cartan subalgebras are
conjugated, thus have the same dimension called the rank of the Lie algebra.
The most important result about semisimple Lie algebras—much more important than the definition of semisimple Lie algebras itself [Kir08]—is the root space
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decomposition of the adjoint representation g. Since h is abelian, all ad H are simultaneously diagonalizable, decomposing g into a direct sum
g

g'h⊕

M

gα ,

(2.109)

α∈R

where
gα = {Eα | [H, Eα ] = α(H)Eα , ∀H ∈ h}

(2.110)

is called a root space. Each root α ∈ h∗ −{0} (linear non-zero forms on h) corresponds
to an eigenvalue α(H) and a root vector Eα . The finite set R of roots is called the
root system. Roots are special cases of weights in the adjoint representation. Roots
and root spaces have the following properties:
1. Every gα is one-dimensional.
2. Writing g0 = h, taking a commutator is equivalent to adding roots:
[gα , gβ ] ⊂ gα+β .

(2.111)

Furthermore, gα and gβ are orthogonal with respect to the Killing form whenever α + β 6= 0 (whereas gα and g−α are never orthogonal).
3. R spans h∗ .
4. For every α ∈ R, the only non-zero multiples of α that are in R are ±α.
A consequence of property 2 is that the Killing form restricted to h is non-degenerate
and thus can be used to identify h and h∗ . Even though there is a priori no preferred
basis for h, there is a preferred basis in h∗ consisting of the roots. In particular, the
Killing form associates to each α ∈ h∗ , Hα ∈ h via
Kill(Hα , H) = α(H).

(2.112)

To keep the notation tidy, we write the inner product of two roots as
hα, βi := Kill(Hα , Hβ ) = α(Hβ ) = β(Hα ).

(2.113)
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The number hα, αi is called the length of the root α. The Cartan basis is
[H, Eα ] = α(H)Eα ,


Nαβ Eα+β ,
α+β =
6 0, α + β ∈ R,
[Eα , Eβ ] =

hα, −αi Hα , α + β = 0,

(2.114)
(2.115)

where the last commutator follows directly from the invariance of the Killing form
Kill([Eα , E−α ], H) = Kill(Eα , [E−α , H]) and [H, [Eα , E−α ]] = 0.
Simple roots are introduced to provide a succinct description of complex semisimple Lie algebras. From properties 3 and 4 of a root system, if we make an arbitrary
choice of which of the roots ±α to call positive, then the set of positive roots R+
spans h∗ . The collection ∆ of positive simple roots, positive roots that cannot be
written as nontrivial linear combinations of other roots, forms a basis for h∗ .10 The
Cartan matrix is defined to be the matrix of integers
Ajk :=

2 hαk , αj i
.
hαj , αj i

(2.117)

The Cartan matrix depends on the choice of positive simple roots ∆ but different
choices give Cartan matrices that are conjugate to each other by a permutation
matrix. A unique Dynkin diagram can be associated with equivalent Cartan matrices
by the following algorithm:

1. Draw a vertex for each simple root αj .
2. Connect vertices αj and αk by Ajk Akj edges.
3. Draw an arrow pointing from a longer root to a shorter root. (The arrow’s
head is the greater-than sign >.)
10 Each

positive simple root corresponds to a copy of sl(2). To see this, rescale Eα and

0 ) = 2/ hα, αi and set H 0 = 2H / hα, αi. Then
E−α so that Kill(Eα0 , E−α
α
α
0
0
[H 0 , E±
] = ±2E±
,

is the basis of a subalgebra isomorphic to sl(2).

0
0
[E+
, E−
] = H 0,

(2.116)
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The classical Lie algebras introduced earlier are all simple. In fact, they exhaust
the list of infinite families of finite-dimensional, complex semisimple Lie algebras
parametrized by the number of positive roots n, which is also the same as the rank.
Belows are the Dynkin diagrams, built from right to left, of the classical groups.
An = sl(n + 1)

···

Bn = so(2n + 1)

···

Cn = sp(n)

···

Dn = so(2n)

···

That is, rank sl(n) = n − 1, rank so(n) = bn/2c, and rank sp(n) = n. We also notice
from the diagrams isomorphisms of low-dimensional Lie algebras: su(2) = so(3) =
sp(1), so(4) = sl(2) ⊕ sl(2), so(5) = sp(2), and su(4) = so(6). (u(1) = so(2) are
abelian, thus not simple.)
Every representation of a complex semisimple Lie algebra can be characterized
by its highest weight. In a representation (π, V ), a simultaneous eigenvector of the
restriction of π to the Cartan subalgebra |vi ∈ V is called a vector of weight λ if
π(H) |vi = λ(H) |vi .

(2.118)

V decomposes into (not necessarily one-dimensional) weight spaces:
g

V '

M

Vλ ,

(2.119)

λ

where
Vλ :=

M
{|vi ∈ V π(H) |vi = λ(H) |vi , ∀H ∈ h}.

(2.120)

λ

The weights can be given a partial ordering: λ  µ if and only if the difference
λ − µ is a positive linear combination of positive simple roots. A weight then is
a highest weight of π if λ  µ for every weight µ of π. A weight λ is said to be
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integral if 2 hλ, αi / hα, αi is an integer for every positive simple root α ∈ ∆. If the
integer is in addition positive, the weight is said to be dominant integral. It turns
out that every weight is integral. The highest weight theorem guarantees that each
and every dominant integral weight λ gives distinct finite dimensional irreps of g
with the highest weight λ and every finite dimensional irrep of g arises in this way.
One then applies negative simple roots to the highest weight vector to generate an
orthonormal basis for each irrep.

2.5.5

Realizations of classical Lie algebras by creation and
annihilation operators

gl(n) can be explicitly realized by operators quadratic and linear in either the bosonic
or fermionic creation and annihilation operators [Iac15, Chapter 9 and 10]. Since
matrix Lie algebras are Lie subalgebras of gl(n), all matrix Lie algebras have bosonic
and fermionic realizations. (The bosonic realizations of the classical Lie algebras are
summarized in [BR86, §10.4, p. 309]. Well known is the bosonic realization of gl(n)
called the Schwinger representation [Sch65].) To prove the realizations, we only need
to verify that the appropriate bosonic or fermionic operators are eigenvectors of the
adjoint representation of a Cartan subalgebra with the eigenvalues as the roots. The
roots of the classical Lie algebras can be found on a case-by-case basis [FH99].
The fermionic creation and annihilation operators for n modes are defined by the
canonical anticommutation relation
{aj , a†k } = δjk 1,

{aj , ak } = 0.

(2.121)

To simplify the notations, let us define
1
E j k := a†j ak − δjk 1,
2

E jk := a†j a†k ,

Ejk := aj ak .

(2.122)

Then
Ej k† = Ekj ,

E jk† = Ekj ,

Ejk = −Ekj ,

(2.123)
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and

[aj , ak ] = 2Ejk ,

(2.124) [E j k , E l m ] = δlk E j m − δjm E l k , (2.129)

[a†j , ak ] = 2E j k ,

(2.125)

[E j k , Elm ] = δjm Ekl − δjl Ekm ,

[aj , E k l ] = δjk al ,

(2.126)

[E jk , Elm ] = δjm E k l + δkl E j m

[aj , E kl ] = δjk a†l − δjl a†k ,

(2.127)

[aj , Ekl ] = 0,

(2.128)

− δjl E

k

m

(2.130)
(2.131)

j

− δkm E l ,

[Ejk , Elm ] = 0,

(2.132)

Now we are ready to give the fermionic realizations of the orthogonal Lie algebras
and of gl(n), which for our purpose, is thought of as a subalgebra of the orthogonal
ones.

Bn = so(2n + 1)
so(2n + 1) can be realized by all quadratic and linear fermionic operators. The ndimensional Cartan subalgebra h can be chosen to be the span of {E j j }. Let ej be
a linear form such that ej (E k k ) = δjk . The roots are
R = {ej ± ek , −(ej ± ek ), ±ej |j 6= k}.

(2.133)

Positive simple roots can be chosen to be
∆ = {−e1 , e1 − e2 , . . . , en−1 − en }.

(2.134)

Using the commutation relations eq. (2.126) and eq. (2.129),
[E j j , ak ] = −[ak , E j j ]† = −δjk ak = −ek (E j j )ak ,

(2.135)

[E j j , E k l ] = δjk E j l − δjl E k j = (ek − el )(E j j )E k l .

(2.136)

Therefore, we have
∆ = {a1 , a†1 a2 , . . . , a†n−1 an }.

(2.137)
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Via the Killing form, the root −ej is associated, up to a scalar multiple, with Hαj =
−E j j . Similarly, the roots αj = ej−1 − ej are associated with Hαj = E j−1 j−1 − E j j ,
up to the same scalar multiple. One can then calculate the inner product hαj , αk i =
Kill(Hαj , Hαk ) between all pair of roots to obtain the Dynkin diagram:
a†1 a2

a1

a†2 a3

···

an−1† an

Dn = so(2n)
so(2n) is a subalgebra of so(2n + 1) consisting of all quadratic fermionic operators.
The Cartan subalgebra remains the same as so(2n + 1) (though Hαj changes depending on the roots). We no longer have the linear term, so the roots and positive
simple roots are
R = {ej ± ek , −(ej ± ek )|j 6= k},

(2.138)

∆ = {−(e1 + e2 ), e1 − e2 , . . . , en−1 − en },

(2.139)

Since
[E j j , Ekl ] = δjl Ejk − δjk Ejl = −δjl Ekl − δjk Ekl
= −(ek + el )(E j j )Ekl ,

(2.140)

the positive simple roots are
∆ = {a1 a2 , a†1 a2 , . . . , a†n−1 an },
and the Dynkin diagram is
a1 a2
a†2 a3
a†1 a2

a†3 a4

···

an†−1an

(2.141)
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An = sl(n + 1)
By eq. (2.129), {E j k } is a subalgebra of so(2n) having the root structure isomorphic
P
to that of gl(n) = sl(n) ⊕ u(1), where the u(1) is the total number operator j E j j .
Consider only the simple part sl(n). The Cartan subalgebra remains the same as
that of the orthogonal Lie algebras. The roots and positive simple roots are
R = {ej − ek |j 6= k},

(2.142)

∆ = {ej − ek |j < k}.

(2.143)

The “two-mode squeezing” aj ak is removed from the roots:
∆ = {a†1 a2 , . . . , a†n−1 an }
a†1 a2

a†2 a3

···

(2.144)

an†−1an

Cn = sp(n)
We do not use the root system of the symplectic Lie algebra anywhere in this dissertation, but note that the bosonic realization
[bj , b†k ] = δjk 1.

(2.145)

∆ = {−2e1 , e1 − e2 , . . . , en−1 − en }
n b2
o
†
1 †
=
, b b2 , . . . , bn−1 bn
2 1

(2.146)

of positive simple roots of sp(n):

b21
2

b†1 b2

b†2 b3

···

(2.147)

bn−1† bn

look very similar to those of so(2n+1) except that the two-mode squeezing is replaced
by a single-mode squeezing.
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Harmonic analysis on multiplicity-free spaces

Traditional Fourier analysis on the real line R or the circle U (1) is the multiplicity-free
decomposition of the regular representation of an abelian group. A simple characterization of the multiplicity-free property for the representation L2 (G/K) of a homogeneous space G/K can be given in terms of Frobenius reciprocity. Since L2 (G/K)
2
is the representation IndG
K C induced from the trivial representation, L (G/K) is

multiplicity-free if and only if the trivial irrep of K appears at most once in any
irrep Vλ ,
dim HomG (Vλ , L2 (G/K)) = dim HomK (ResVλ , C) ≤ 1.

(2.148)

Gelfand found that L2 (G/K) is multiplicity-free if and only if the space of K-biinvariant functions L1 (K\G/K) is commutative with respect to convolution product
[Gel50].11 Such a pair (G, K) is called a Gelfand pair. We will also call the coset space
G/K a multiplicity-free space if (G, K) is a Gelfand pair. The notion of a (zonal)
spherical function of an irrep (ρλ , V ) makes sense on a multiplicity-free space G/K.
It is the matrix element of ρλ of the K-invariant vector in V , the unique trivial irrep
of K appearing in V , and they form an orthogonal basis for L1 (K\G/K) [VK88b,
§17.3].

2.6.1

Symmetric spaces and KAK decomposition

Most relevant to us is the fact that fermionic phase spaces SO(2n)/U(n) and SO(2n+
1)/U(n) are multiplicity-free [Wol07, and references therein], and in principle, the
K-invariant vectors are the only thing we need to construct their corresponding
quasi-probability representations (§ 3.4.1). Especially, SO(2n)/U(n) has a special
symmetry property that implies the multiplicity-free property. Let G be a Lie group
with a Lie algebra g. A nontrivial involutive Lie algebra automorphism (homomor11 L1 (K\G/K)

turns out to be the space of intertwiners EndG (L2 (G/K)), the analogue

of the Hecke algebra for finite groups.
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phism onto itself) θ,
θ2 = 1,

(2.149)

called a Cartan involution is diagonalizable and splits g into the +1 and −1 eigenspaces k and p respectively. Equivalently, these subspaces obey the defining commutation relations
[k, k] ⊂ k,

(2.150)

[k, p] ⊂ p,

(2.151)

[p, p] ⊂ k.

(2.152)

Such a pair (G, K) is called a symmetric pair, and G/K is called a symmetric space
[Hel78]. We directly see from the fermionic commutation relations that SO(2n)/U(n)
is a symmetric space while SO(2n+1)/U(n) is not. The multiplicity-free property can
be proved directly from the existence of an involution using the Gelfand’s criterion
[GV88, pp.36-37] or from the KAK decomposition below.
For G non-compact semisimple, the Cartan involution leads to the Cartan decomposition, which is a generalization of the polar decomposition for invertible matrices
when G/K = GL(n, R)/O(n, R). It can be proved that the bilinear form defined by
the involution
Kill(X, θY )

(2.153)

is negative definite [Kna02]. Thus the Killing form is negative definite on K and
positive definite on P , showing that K is a maximal compact subgroup of G. G has
the Cartan decomposition at the Lie algebra level g = k⊕p and at the Lie group level
G = KP = P K where P = exp p. But for G compact, the only Cartan involution
is the trivial one θ = 1 because a maximal compact subgroup of a compact group
G is G itself. Nevertheless, a similar decomposition also works in the setting when
G is compact semisimple. Let g now be a real non-compact semisimple Lie algebra
and consider its complexification gC . Corresponding to the Cartan decomposition
g = k ⊕ p is the dual compact Lie algebra g̃ = k ⊕ ip with the decomposition
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e = KP = P K. The decomposition is unique as long as g ∈ G is full rank. [VK88a,
G
§1.2.3, p.56]
The KAK decomposition follows from the polar decomposition and the fact that
the adjoint action of K generates the entire P from any maximal abelian subgroup
A ∈ P with Lie algebra a.
g=k⊕

[

[k, a],

(2.154)

k∈k

!
[

G=K

kAk

−1

= KAK.

(2.155)

k∈K

The dimension of the maximal abelian subgroup is also called the rank of the symmetric space, which is well known for irreducible symmetric spaces [Hel78]. Kbi-invariant functions are precisely functions on a maximal abelian subgroup A in
KAK. Therefore, symmetric spaces are multiplicity-free by Gelfand’s criterion and
every K-bi-invariant function is a linear combination of the zonal spherical functions.

2.6.2

Spherical functions

√
Recall from the Peter-Weyl theorem (Theorem 3) that the matrix elements { dλ
ρλ (g)jk } form an orthonormal basis of L2 (G) for a compact group G. Functions
on G/K are precisely functions on G that are right K-invariant, so they must be
spanned by the
p
p
dλ ρλ (g)µ0 = dλ hλm|ρλ (g)|λ0i ,
They obey two important identities [BR86, p. 423]:
Z
1
dg ρλ (g)µ0 (ρλ0 (g)µ0 0 )∗ = δλλ0 δµµ0 ,
dλ
G
X
∗
dλ ρλ (g)µ0 (ρλ (g 0 )µ0 ) = δ(g − g 0 ).

(2.156)

(2.157)
(2.158)

λ,µ

where

R
G

is the (normalized) Haar integral over the group, which factors into nor-

malized integrals over G/K and K by the Cartan decomposition [VK88a]. The first
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identity is a special case of the orthogonality of matrix elements (Theorem 1). In
particular,
Z
dg ρλ (g)µ0 = δλ0 δµ0 ,

(2.159)

G

because of the orthogonality of the trivial irrep. The second identity expresses the
√
completeness of the basis. Among them, dλ ρλ (g)00 are the spherical functions
whose values only depend on elements of the subgroup A in the KAK decomposition.
Let us look at the sphere S 2 = SO(3)/SO(2) as a model for harmonic analysis
on multiplicity-free spaces.12 The zero weight vector |µ0i is the unique K-invariant
vector in each irrep. The compact KAK decomposition in this case is the Euler
decomposition. If we choose SO(2) to be the group of all Z-rotations Rz , we can
choose A to be the group of all X-rotations Rx , for example. Then any rotation R
can be written as a product of 3 rotations:
R(ψ, θ, φ) = Rz (φ)Rx (θ)Rz (ψ).

(2.160)

The sphere can be characterized as the orbit of the north pole in the defining representation of SO(3). Since the north pole is invariant under Z-rotations, the sphere is
parametrized by just two angles 0 ≤ θ ≤ π and 0 ≤ φ < 2π.
We obtain from the matrix elements ρλ (g)jk the spherical harmonics
Yλµ (θ, φ) :=

p
√
dλ ρλ (g)µ0 = λ + 1ρλ (g)µ0 ,

(2.161)

where we have identified each point (θ, φ) on the sphere with a coset gSO(2). They
obey the identities
ZZ
S2

d(cos θ)dφ
Yλµ (θ, φ)Yλ∗0 µ0 (θ, φ) = δλλ0 δµµ0 ,
4π
X
∗
Yλµ (θ, φ)Yλµ
(θ0 , φ0 ) = δ(θ − θ0 )δ(φ − φ0 ).

(2.162)
(2.163)

λ,µ
12 For

any n. the n-sphere SO(n)/SO(n − 1) is a symmetric space of rank 1, and one can

study the so-called hyperspherical or ultraspherical harmonics (Gegenbauer polynomials)
on it.
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The zonal spherical functions Yλ0 (θ) are proportional to the Legendre polynomials
Pl (cos θ). Note the sole dependence on the subgroup of X-rotations. The addition
theorem for spherical harmonics follows trivially from matrix multiplication,
ρλ (gh)00 =

dλ
X
µ=1

ρλ (g)0µ ρλ (h)µ0 =

dλ
X
µ=1

ρλ (g)0µ (ρλ (h)0µ )∗ .

(2.164)
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Chapter 3
Quasi-Probability Representations
If a physical theory for calculating probabilities
yields a negative probability for a given situation
under certain assumed conditions, we need not
conclude the theory is incorrect. Two other
possibilities of interpretation exist. One is that the
conditions... may not be capable of being realized
in the physical world. The other possibility is that
the situation for which the probability appears to
be negative is not one that can be verified directly.
— Richard Feynman

3.1

The operational definition

How do we reformulate quantum expectation values as averages over phase space
distributions? Let us consider the operational content of quantum theory, stripped
of any technical features such as Hilbert spaces and wave functions. An operational
theory consists of three primitive notions of an agent’s interaction with the world:
preparation, measurement and outcome [Har01, Spe05, Fer11]. A preparation P is an
action that readies the object for our experiment, the system, perhaps by turning a
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knob on a black box to a certain position. A measurement M is any procedure done
on the system that results in an outcome, which is an event k from a set K of all
possible mutually exclusive possibilities. The set K is considered to be independent
of the specific measurement M . A measurement device, for example, may have a
light that turns on or off when a measurement is made regardless of the (possibly
unknown) choice of the measurement.
Physically distinct preparation procedures can create systems that are indistinguishable by any means of measurements one can do. Likewise, physically distinct
measurement procedures may give the same measurement of properties given any
preparation. So when we say “a preparation”, we mean an equivalence class of
preparations P , and “a measurement” means an equivalence class of measurements
M . Since a theory need not be deterministic, we have probabilities Pr(k|P, M ) of
obtaining the outcome k given a preparation P and a measurement M such that
X

Pr(k|P, M ) = 1.

(3.1)

k∈K

(Whenever there is a continuous set of outcomes, the sum is understood to be replaced by an appropriate integral.) An operational theory is a specification (P, M, K,
{Pr(k|P, M )}), where P and M are the sets of all possible preparations and measurements respectively modulo the equivalences.
Quantum theory is an operational theory. Let H(Cd ) be the real vector space
of Hermitian operators over a d-dimensional complex vector space Cd . ρ ∈ H(Cd )
is a positive operator if all of its eigenvalues are non-negative. In the Hilbert space
formulation of quantum theory, a preparation P ∈ P or a state is represented by a
positive operator ρ with trace 1 called a density operator. A measurement M ∈ M
is represented by a set of positive operators {Ek } enumerated by k and summing to
the identity,
X

Ek = 1,

(3.2)

k∈K

called a POVM (positive-operator valued measure). The probabilities are given by
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the Born rule:
Pr(k|ρ, E) = Tr(Ek ρ).

(3.3)

Any mathematical formalism that gives the same operational quadruplet (P, M,
K, {Pr(k|P, M )}) is operationally identical to quantum theory, although it can contain additional elements that give rise to operationally equivalent elements of the
quadruplet. In the Hilbert space formulation, statistical mixtures of preparations are
represented by real linear combinations of the density operators. Every density operator is a statistical mixture of rank-1 density operators |ψi hψ| called pure states. The
pure states themselves form the complex projective space CP d−1 := (Cd − {0})/C,
where Cd is usually what is referred to as the Hilbert space H. However, vectors in
Cd that differ by a scalar multiple are operationally indistinguishable. Thus, they
are not parts of the operational quantum theory.
An ontological model is an operational theory in which a preparation represents
an incomplete knowledge of underlying ontic states λ, the “real” state of affairs (traditionally called hidden variables) that are present independent of the limited subjective experience of outcomes. The set Λ = {λ} represents some classical ontology
such as a phase space. Formally, an ontological model is an operational theory together with a set Λ of ontic states and the probabilities {Pr(λ|P )} and {Pr(k|M, λ)}
such that any observable outcome depends on P only through λ:
Pr(k|P, M, λ) = Pr(k|M, λ).

(3.4)

This implies that the joint probability can be obtained using the law of total probability as
Pr(k|P, M ) =

X

Pr(k|M, λ)Pr(λ|P ).

(3.5)

λ∈Λ

A quasi-probability representation of quantum theory is a pair (µ, ξ) of invertible

Chapter 3. Quasi-Probability Representations

57

convex-linear mappings to the space of real functions R[Λ] on Λ [FE09]:
µ : H(H) → R[Λ],

ξ : H(H) → R[Λ],

ρ 7→ µρ (λ),
X

(3.6)

Ek 7→ ξEk (λ),
X

µρ (λ) = 1,

λ∈Λ

ξEk (λ) = ξ1 (λ) = 1,

k∈K

such that the Born rule is expressed as an average over distributions.
Tr(ρEk ) =

X

µρ (λ)ξEk (λ).

(3.7)

λ∈Λ

µρ (λ) and ξEk (λ) are quasi-probability functions for the state ρ and the POVM element Ek . Eq. (3.7) is an analogue of eq. (3.5) except that now µ and ξ are allowed
to take on negative values. This definition encompasses all known quasi-probability
representations [Fer11].

3.2

Frame formalism

To discuss the connection with quantum operators and thus examples of quasiprobability representations, it is convenient to employ the mathematical theory of
frames.
A frame can be thought of as a generalization of an orthogonal basis [Chr03].
Frames can be defined for any inner product space, but we will define them for
H(H), a real vector space of Hermitian operators on H with the trace inner product
Tr(AB). A frame F for H(H) is a set of (Hermitian) operators {F (λ)} ⊂ H(H),
d2 ≤ |Λ|, which satisfy the frame bound:
akAk2 ≤

X

Tr[F (λ)A]2 ≤ bkAk2 ,

(3.8)

λ∈Λ

for some constants 0 < a, b < ∞ for all A ∈ H(H). (Again, when |Λ| = ∞, the sum
is understood to be replaced by an appropriate integral.) Note that a finite set spans
H(H) if and only if it is a finite frame (|Λ| < ∞). In particular, a finite spanning set
satisfies the frame bound because there is no operator A for which the sum vanishes
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(such an operator would lie outside the span). This definition generalizes a defining
2

condition for an orthonormal basis {Bk }dk=1
2

d
X

Tr[Bk A]2 = kAk2 ,

(3.9)

k=1

for all A ∈ H(H). The mapping A 7→ Tr[F (λ)A] is called a frame representation of
H(H).
In the language of superoperators [Cav14] (linear operators acting on H(H)), an
operator A ∈ H(H) is thought of as a vector |A) waiting for the linear functional
(B|A) = Tr(BA). The frame superoperator
F :=

X

|F (λ))(F (λ)|

(3.10)

λ∈Λ

is positive definite thus invertible and has a unique positive square root. The frame
bound (3.8) can be rewritten as
aI ≤ F ≤ bI,

(3.11)

where I is the left-right identity superoperator, I =

P

j,k

|ji hk| ⊗ |ki hj| for {|ji}

an orthonormal basis for Cd (not to be confused with the identity superoperator
I = 1 ⊗ 1 under the standard action in the Kraus form:
I(A) =

X

|ji hj| A |ki hk| = A.)

(3.12)

j,k

A frame {D(λ)} that allows the reconstruction
A=

X

Tr[F (λ)A]D(λ)

(3.13)

λ∈Λ

for all A ∈ H(H) is a dual frame to {F (λ)}. A dual frame is not unique when the
frame is overcomplete (|Λ| > d2 ), but there always exists the canonical dual frame
]
|F
(λ)) := F −1 |F (λ)).

(3.14)

because
A = F −1 F(A) =

X
λ∈Λ

Tr[F (λ)A]F −1 F (λ) =

X
λ∈Λ

]
Tr[F (λ)A]F
(λ).

(3.15)
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If the frame operator is proportional to the identity superoperator, F = aI, the frame
is called tight. In other words, a tight frame satisfies the completeness relation
1X
|F (λ))(F (λ)| = I.
a λ∈Λ

(3.16)

Every tight frame is self-dual. Given any frame, there is a canonical tight frame
which can be constructed from the frame operator
|F (λ)) := F −1/2 |F (λ)).

(3.17)

It is tight because
X

|F (λ))(F (λ)| = F −1/2 FF −1/2 = I.

(3.18)

λ∈Λ

When |Λ| = d2 , a frame is tight if and only it is an orthogonal basis. So this construction is an alternative to the Gram-Schmidt process to construct an orthogonal
basis from any given basis.
It was shown in [FE08, FE09, FME10] that each quasi-probability representation
is associated with a pair of dual frames. That is, given any quasi-probability function
(µ, ξ) on Λ, it must be the case that it can be obtained via the mapping
ρ 7→ µ(λ) = Tr[ρF (λ)],

Ek 7→ ξ(λ) = Tr[Ek D(λ)].

(3.19)

The converse is also true: given any frame and its dual, they can be normalized
X

F (λ) = 1,

Tr[D(λ)] = 1,

(3.20)

λ∈Λ

for all λ ∈ Λ, so that 3.19 defines a quasi-probability function on Λ. Thus, we can
study properties of the frame elements by studying those of the mapping itself.

3.2.1

Inevitability of negativity

If a quasi-probability representation features only positive functions, then the frame
elements must be positive operators. If some F (λ) is not a positive operator, µ(λ)
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must obtain negative values for some quantum state. As it turns out, negativity must
arise in a quasi-probability representation when the full quantum formalism is taken
into account. That is, the quasi-probability function of some state or measurement
must exhibit negativity. This folklore was first proven in [Spe08] as the impossibility
of a non-contextual ontological model of quantum theory. Direct proofs using the
theory of frames were given in [FE08, FE09] and generalized to infinite dimensional
Hilbert spaces in [FME10]. The result, in finite dimensions, is also implied by earlier
work on a related topic in [BHS93].
[FE08] establishes the inevitability of negativity using rudimentary entanglement
P
theory. Suppose that the superoperator Φ(A) = λ∈Λ Tr[F (λ)A]D(λ) is the identity
superoperator (thus F and D are dual frames). We will show that this cannot happen
if both F and D consist only of positive operators. If |τα ) = |ji hk|, where {|ji} is
the standard basis for Cd , the Choi isomorphism for a superoperator is the (basisdependent) mapping

|τα )(τβ | 7→ |τα ) ⊗ |τβ )

from a superoperator S to its Choi matrix

P

α

(3.21)

S|τα ) ⊗ |τα ). The Choi matrix of Φ is
!

X

Φ(|ji hk|) ⊗ |ji hk| =

j,k

X X
j,k

hk|F (λ)|ji D(λ)

⊗ |ji hk|

λ∈Λ

!
=

X

=

X

λ∈Λ

D(λ) ⊗

X

hk|F (λ)|ji |ji hk|

j,k

D(λ) ⊗ F T (λ),

λ∈Λ

which is a separable operator (a convex combination of the tensor product of positive
operators) when both F and D consist only of positive operators. However, the Choi
P
matrix j,k |ji hk| ⊗ |ji hk| of the identity superoperator is not separable hence the
contradiction.
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Group covariance

Given the arbitrariness of frame representations, there are infinitely many choices of
quasi-probability representations and one would not expect all of them to be equally
useful. A powerful guiding principle in the search for useful mathematical models is
to impose symmetry. Given a group G, a quasi-probability representation is said to
be G-covariant if a unitary representation U : G → H(H) induces a group action on
the ontic space Λ such that for all g ∈ G and A ∈ H(H),
G × Λ → Λ,

(3.22)

µU † (g)AU (g) (λ) = µA (g · λ),

(3.23)

U (g)F (λ)U † (g) = F (g · λ).

(3.24)

or equivalently,

In words, the unitary group action on quantum operators simply permutes points
in the ontic space. In particular, operators that lie in the same orbit of the group
exhibit the same amount of negativity in their quasi-probability distributions. Gcovariance is thus a quite natural constraint if one wants to interpret negativity as
non-classicality and has a reason that G should be thought of as a classical dynamics.

3.4

Stratonovich-Weyl correspondence

How can one construct a G-covariant quasi-probability representation? Brif and
Mann [BM99] outlined a general approach based on harmonic analysis on homogeneous spaces to construct a family of G-covariant frames {F (s) (λ)} satisfying what
they referred to as the Stratonovich-Weyl (SW) correspondence motivated by the
Wigner function [Str57]:
1. The mapping
(s)
ρ 7→ µ(s)
(λ)],
ρ (λ) = Tr[ρF

(−s)

Ek 7→ ξEk (λ) = Tr[Ek F (−s) (λ)].

(3.25)
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defines a quasi-probability representation (3.6). That is, F (−s) is a dual frame
to F (s) .
2. The quasi-probability representation is G-covariant (3.22) for every s.
Quasi-probability representations that satisfy the correspondence will be called SW
quasi-probability representations and their associated frames SW frames. As examples, the paper [BM99] reconstructed the s-parametrized quasi-probability representations covariant under the Weyl-Heisenberg group (including the Wigner function in § 4.2) and the SU(2)-covariant spherical quasi-probability representations
for spins, originally constructed by Stratonovich. Other examples based on the Euclidean group and the Poincaré group were mentioned in [BM99], but recent years
have also seen a renewed interest in SU(n)-covariant quasi-probability representations for the purpose of visualization, state estimation, and entanglement detection
[KG10, TN12, RS14, TES+ 16, RMT+ 17].

3.4.1

Construction and uniqueness of SW frames

There are a few necessary ingredients in the construction of SW quasi-probability
representations:
• A Lie group G
• An irreducible unitary representation (U, H) where λ is the highest weight
• A fiducial state |ei ∈ H
(The irreducibility is assumed without loss of generality. If the representation is
reducible, we would obtain a frame for each irrep.) The orbit of |ei under G will
be the phase space, having the structure of the homogeneous space G/K, where
K = {g ∈ G|Uλ (g) |ei he| Uλ† (g) = |ei he|} is the stabilizer of |ei he|. (As a vector in
H, |ei is fixed by G up to a phase.) We write
|Ωi = U (Ω) |ei ,

(3.26)
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where Ω = gK ∈ G/K.
|Ωi is called a G-coherent state [Per86, CR12, AAG14]. This notion generalizes
the usual bosonic coherent states which form an orbit of the vacuum state under the
Weyl-Heisenberg group. G-coherent states are not necessarily minimum-uncertainty
states or eigenstates of some annihilation operators, however. The mathematical
structure of G-coherent states was developed independently by Perelomov [Per72]
and Gilmore [Gil72, Gil74] and reviewed in [ZFG90]. Perelomov’s and Gilmore’s
coherent states differ in their generalities. On the one hand, Perelomov’s groups are
limited to Lie groups, while the unitary representations and the fiducial states can
be arbitrary. On the other hand, Gilmore’s groups are allowed to be arbitrary but
the fiducial state must be the highest weight of the representations. We are primarily
interested in finite-dimensional Hilbert spaces and compact Lie groups. The fiducial
state for the fermionic quasi-probability representation in Chapter 5 will naturally
be the vacuum state of the Fock space which is the highest weight state of the (even)
spinor representation. In general, the fiducial state need not be the highest weight
state. However, there may be compelling reasons to choose it that way. For example,
if the highest weight state is chosen to be the fiducial state, the phase space will have
a natural symplectic structure [Ono75].
Since we work with a compact group G, an arbitrary square-integrable function
on G can always be approximated by a linear combination of the matrix elements
Uλ (g)jk (The Peter-Weyl theorem: Theorem 3, Chapter 2). Brif and Mann showed
that the coherent states {|Ωi} and “harmonic functions” Yν (Ω) are sufficient to
determine the SW frames. Their approach, although very general, does not lend
itself easily to applications to arbitrary homogeneous spaces and representations of
G.1 We approach Brif and Mann’s construction more algebraically and
simplify it in the special case when the phase space G/K is compact and
the relevant irreps are multiplicity-free.

1 Simplifications

and [TN12]

adapted to the defining representation of SU(n) can be found in [KG10]
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Let d be the dimension of the irrep (U, H). With respect to a normalized integration measure on G/K, the projection operators |Ωi hΩ| integrate to 1/d as a
consequence of Schur’s lemma, where the factor 1/d is obtained by taking the trace
of both sides. It is much more convenient to absorb it into the measure using, as
Brif and Mann did,
Z

dΩ |Ωi hΩ| = 1,

(3.27)

so that
Z
dΩ = d.

(3.28)

This modifies the orthogonality and completeness relations of the matrix elements
(§ 2.6.2) as follows:
Z

d
dΩ Uλ (Ω)µ0 (Uλ0 (Ω)µ0 0 )∗ = δλλ0 δµµ0 ,
dλ
X
∗
dλ Uλ (Ω)µ0 (Uλ (Ω0 )µ0 ) = dK(Ω − Ω0 ),

(3.29)
(3.30)

λ,µ

where K(Ω − Ω0 ) acts like the delta distribution with respect to the unnormalized
measure:2
Z

dΩ K(Ω − Ω0 )f (Ω0 ) = f (Ω).

(3.31)

(To compare with [BM99], their Yν (Ω) is
r
Yν (Ω) =: Yλµ (Ω) =

dλ
Uλ (Ω)µ0 .)
d

(3.32)

With the above preparation, we are now ready to derive the frames satisfying
the Stratonovich-Weyl correspondence. Certainly, for any s and s0 , a frame element
0

0

F (s) (Ω) can be expanded using another frame F (s ) (Ω) and the dual F (−s ) (Ω):
Z
0
0
(s)
F (Ω) = dΩ0 Tr[F (s) (Ω)F (−s ) (Ω0 )]F (s ) (Ω0 ).
(3.33)
2 When

the summation is not over the entire range of irreps λ ∈ Ĝ, K(Ω − Ω0 ) is never

actually a delta distribution on G/K.
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It is convenient to give the integral kernel a symbol
0

Kss0 (Ω, Ω0 ) := Tr[F (s) (Ω)F (−s ) (Ω0 )],

(3.34)

so that we can write
F

(s)

Z
(Ω) =

0

dΩ0 Kss0 (Ω, Ω0 )F (s ) (Ω0 ).

(3.35)

The duality between frames means that Kss (Ω, Ω0 ) is exactly a reproducing kernel:
Kss (Ω, Ω0 ) = Tr[F (s) (Ω)F (−s) (Ω0 )] = K(Ω − Ω0 ).

(3.36)

A natural G/K-covariant frame that we have at hand is the coherent-state frame.
So we fix the frame at s = −1 to be
F (−1) (Ω) := |Ωi hΩ| ,

(3.37)

so that µ(−1) (Ω) is an analogue of the Q function. (Had we used the normalized
measure, the frame would have to be d |Ωi hΩ|.)
G-covariance places a strong restriction on the form of the kernel:
0

Kss0 (Ω, Ω0 ) = Tr[U (Ω)F (s) (0)U † (Ω)U (Ω0 )F (−s ) (0)U † (Ω0 )]
0

= Tr[F (s) (0)U (Ω−1 Ω0 )F (−s ) (0)U † (Ω−1 Ω0 )]
=: Kss0 (Ω−1 Ω0 ).
Since the left and right multiplication by elements in K do not alter the frames, Kss0
as a function on G is a K-bi-invariant function. On a multiplicity-free space, this
means that Kss0 is a linear combination of spherical functions Uµ (Ω−1 Ω0 )00 (§ 2.6).
In particular, let us write for the coherent-state frame
Ks,1 (Ω−1 Ω0 ) = hΩ0 |F (s) (Ω)|Ω0 i :=

X

fµ (s)Uµ (Ω−1 Ω0 )00 ,

(3.38)

µ

where fµ (s) is a function to be determined. This puts the reconstruction formula
(3.33) in the form
F

(s)

(Ω) =

X
µ

Z
fµ (s)

dΩ0 Uµ (Ω−1 Ω0 )00 |Ω0 i hΩ0 | .

(3.39)
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We show that fµ (s) is a function of the Clebsch-Gordan coefficients for the Kinvariant subspace of H∗ ⊗ H and the dimension of the irreps involved. Consider
2

K−1,1 (Ω, Ω0 ) = |hΩ|Ω0 i| = he|U † (Ω−1 Ω0 )|ei he|U (Ω−1 Ω0 )|ei
= hee|Uλ (Ω−1 Ω0 ) ⊗ U (Ω−1 Ω0 )|eei ,

(3.40)

where |eei = |ei⊗|ei, and recognize that this is a matrix element in the representation
H∗ ⊗ H. The tensor product representation is not irreducible and decomposes into
irreps
nµ
MM

G

∗

H ⊗H'

Vµ .

(3.41)

µ∈Ĝ

Let us call the K-invariant vector in each Vµ the K-singlet |µ0i. Only the singlets
contribute to the sum, weighted by Clebsch-Gordan coefficients from |eei to each
trivial irrep of K:

0

2

|hΩ|Ω i| = hee|

nµ
MM

Uµ (Ω−1 Ω0 )00 |µ0i hµ0| eei

µ∈Ĝ
nµ

=

!

X X
µ∈Ĝ

2

|hµj0|eei|

Uµ (Ω−1 Ω0 )00 .

(3.42)

j=1

The number of distinct irreps µ that appear in the decomposition is the number of
spherical functions that we need, which can be much less than the number of Yλµ
which grows as (dim H)2 . Note that since

Γ2µ

:=

nµ
X

|hµj0|eei|2

(3.43)

j=1

is real, the spherical function Uµ (Ω−1 Ω0 )00 and the function fµ (s) must also be real.
Now, the duality equation (3.36)
Kss (Ω, Ω0 ) = Tr[F (s) (Ω)F (−s) (Ω0 )] = K(Ω − Ω0 )

(3.44)
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can be expanded using eq. (3.39) and eq. (3.42):
Tr[F † (Ω, s)F (Υ, −s)]
Z
Z
X
∗
2
∗
0
=
fζ (s)fη (−s) dΩ
dΥ0 Uζ (Ω−1 Ω0 )00 Uη (Υ−1 Υ0 )00 |hΩ0 |Υ0 i|
ζ,η

=

X

fζ∗ (s)fη (−s)

Z

dΩ0

!

Z

dΥ0

X

∗

Uζ (Ω)µ0 (Uζ (Ω0 )µ0 )

µ

ζ,η

!
×

X

(Uη (Υ)ν0 )∗ Uη (Υ0 )ν0

ν

!
X

X

Γ2σ

σ

∗

(Uσ (Υ0 )τ 0 ) Uσ (Ω0 )τ 0

,

τ

By the orthogonality of the matrix elements (3.29)
Z
d
∗
dΩ0 Uσ (Ω0 )τ 0 (Uζ (Ω0 )µ0 ) = δζσ δµτ ,
dσ
Z
d
∗
dΥ0 Uη (Υ0 )ν0 (Uσ (Υ0 )τ 0 ) = δησ δντ ,
dσ

(3.45)
(3.46)

we have
Tr[F

(s)

(Ω)F (Υ, −s)] =

X


fσ (s)fσ (−s)

σ

dΓσ
dσ

2

Uσ (Υ−1 Ω)00 .

For this to be the expansion of K(Ω − Ω0 ), we see from (3.30) that
 3
1 dσ
fσ (s)fσ (−s) = 2
Γσ d

(3.47)

(3.48)

for all s.
Brif and Mann conclude that Γσ (d/dσ )3/2 fσ (s) must be a simple exponential
function in s. However, any g(s) that is an exponential of an odd function of s, such
as s3 , would satisfy g(s)g(−s) = 1 as well. Nevertheless, we can show the uniqueness
of the self-dual SW frame under a mild differentiability assumption. Eq. (3.48)
implies that fσ (0) is ambiguous up to a sign:
1
fσ (0) = ±
Γσ



dσ
d

3/2
.

(3.49)

To pick the plus sign, note that
K−1,−1 (Ω, Ω0 ) =

X
σ

fσ (−1)Uσ (Ω−1 Ω0 )00 = K(Ω − Ω0 )

(3.50)
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fixes the value fσ (−1) = dσ /d for all σ. For fσ (0) to be negative, fσ (s) must cross
the value zero somewhere between s = 0 and s = −1 by the mean value theorem if
F (s) is a C 1 function in s. However, this cannot happen as the right hand side of
eq. (3.48) is never zero. As a result,
1
fσ (s) =
Γσ



dσ
d

3/2
.

(3.51)

The only freedom left for other values of s is essentially just a choice of scaling. Since
we will only be interested in the case s = 0, we can assume the simple exponential
dependence as did Brif and Mann and arrive at
fσ (0) =

1
Γ1+s
σ



dσ
d

(3+s)/2
.

(3.52)

Putting everything together, we have
F

(s)

X 1  dµ (3+s)/2 Z
(Ω) =
dΩ0 Uµ (Ω−1 Ω0 )00 |Ω0 i hΩ0 | ,
1+s
Γ
d
µ
µ

(3.53)

where
v
u nµ
uX
|hµj0|eei|2
Γµ = t

(3.54)

j=1

is a function of the Clebsch-Gordan coefficients and the sum is over inequivalent
irreps in the Clebsch-Gordan series of H∗ ⊗ H. The normalization only depends on
the trivial irrep in the Clebsch-Gordan series:
Z
dΩ F

(s)

X 1  dµ (3+s)/2 Z Z
(Ω) =
dΩ dΩ0 Uµ (Ω−1 Ω0 )00 |Ω0 i hΩ0 |
1+s
Γ
d
µ
µ
Z
X 1  dµ (3+s)/2 X Z
∗
=
dΩ Uµ (Ω)ν0 dΩ0 (Uµ (Ω0 )ν0 ) |Ω0 i hΩ0 |
1+s
Γµ
d
µ
ν
Z
1
=
dΩ0 |Ω0 i hΩ0 | = 1,
(3.55)
2 (1+s)/2
(dΓ0 )

requiring
1
Γ0 = √ .
d

(3.56)
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As a corollary, we can now explicitly write down the kernel.
X dµ  dµ (s−s0 )/2
Kss0 (Ω, Ω ) =
Uµ (Ω−1 Ω0 )00 .
2
d
dΓ
µ
µ
0

(3.57)

(τµ in [BM99] is our dΓ2µ /dµ .)
To summarize what we have done so far, we have the following theorem.
Theorem 5. For G a compact semisimple Lie group and G/K multiplicity-free, the
self-dual frame {F (0) (Ω)} in the set of frames {F (s) (Ω)} (3.53) is uniquely determined
given the following assumptions:
1. {F (s) (Ω)} satisfies the Stratonovich-Weyl correspondence.
2. {F (s) (Ω)} depends continuously and differentiably on the parameter s.

3.4.2

G-coherent-state quasi-probability functions

The quasi-probability function of the fiducial state |ei can be obtained directly using
the orthogonality of matrix elements without calculating the frames:
he|F

(s)

X 1  dµ (3+s)/2 Z
2
(Ω)|ei =
dΩ0 Uµ (Ω−1 Ω0 )00 |hΩ0 |ei|
1+s
Γµ
d
µ
!
X 1  dµ (3+s)/2Z
X
X
∗
0
0
dΩ
U
(Ω)
(U
(Ω
)
)
Γ2σ Uσ (Ω0 )00
=
µ
ν0
µ
ν0
1+s
Γ
d
µ
µ
ν
σ


(1+s)/2
X
dµ
=
Γ1−s
Uµ (Ω)00 .
(3.58)
µ
d
µ

This is particularly convenient if we only want to know the negativity of the Gcoherent states, which remains unchanged under the G-action. The quasi-probability
function correctly limits to the Q function, which is nothing but the square of the
inner product between two G-coherent states:
µ(−1)
(Ω) = |he|Ωi|2 =
e

X
µ

Γ2µ Uµ (Ω)00

(3.59)
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The quasi-probability function in the self-dual (s = 0) representation is
r
X
dµ
µ(0)
Γµ
Uµ (Ω)00 .
e (Ω) =
d
µ
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(3.60)
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Chapter 4
Commutative Phase Spaces

Quantum kinematics [is] an abelian group of rotations.
— Hermann Weyl

4.1

Overview

The opening quote is a modification of the chapter title “Quantum kinematics as an
abelian group of rotations” from [Wey50]. What Weyl meant was that, even though
the symmetry group generated by translations in position and momentum do not
commute, they do commute up to a phase. In other words, quantum kinematics
of n particles is a projective representation of the abelian group R2n , which can be
identified with the classical phase space. We shall call a phase space that can be
identified with a commutative group a commutative phase space.
The most studied quasi-probability representations, namely the Wigner, P, and
Q functions, are defined on the commutative phase space R2n . A wealth of excellent
reviews already exists [HOSW84, Lee95], so we will give just a brief discussion in § 4.2
with an eye toward generalizing the Wigner function to finite-dimensional Hilbert
spaces. In the next section, § 4.3, we introduce the closest discrete analogue of
the Wigner function [Gro06, Gro07] and discuss why it can only be defined in odd

Chapter 4. Commutative Phase Spaces

72

dimensions. The discrete Hudson’s theorem which characterizes the set of positive
pure states in Gross’s Wigner function is relegated to Appendix A. The quantum
Bochner’s theorem, which characterizes the set of (possibly mixed) positive states
of the continuous Wigner function, is introduced in § 4.4. The chapter contains no
new result up to this point; then § 4.5 is an original result published in [DF15] that
generalizes the quantum Bochner’s theorem to discrete phase spaces.

4.2

The Wigner function

The Wigner representation provides an independent formulation of quantum theory
that most resembles the classical symplectic phase space picture. (We will examine
the “independent” aspect more closely in § 4.4 on the quantum Bochner’s theorem.)
The central relation in quantum theory analogous to the Poisson bracket
{q, p} = 1

(4.1)

is the canonical commutation relation
[Q, P ] = i.

(4.2)

We would like a joint probability distribution µρ (p, q) of the values of Q and P . From
the postulates of quantum theory we have a rule for calculating expectation values.
The characteristic function of a joint probability distribution µ(q, p) on the classical
phase space R2 is the Fourier transform
1
φ(ζ, η) =
2π

ZZ

µ(p, q)e−i(ζq−ηp) dq dp.

(4.3)

(The opposite sign for q and p in the Fourier coefficient is chosen to reflect the symplectic structure of a classical phase space.) Noting that the characteristic function
is the expectation value of e−i(ζq−ηp) , we quantize q and p to obtain
φρ (ζ, η) =

1 −i(ζQ−ηP )
1
e
=
Tr(e−i(ζQ−ηP ) ρ).
2π
2π

(4.4)
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Since the characteristic function is the Fourier transform of the joint probability
distribution, eq. 4.4 can be inverted, resulting in
ZZ
1
µρ (p, q) =
Tr(e−i(ζQ−ηP ) ρ)ei(ζq−ηp) dζ dη,
(2π)2

(4.5)

which is nothing but the Wigner function of ρ [Wey27, Wig32, Gro46, Moy49]. (Many
of the classic references are reprinted in [CKZ05].) It can also be written in the form
of the Wigner map
1
µρ (q, p) =
2π

Z

−ipy

e



y
y
q+ ρq−
dy.
2
2

(4.6)

The P and Q functions share the same phase space as the Wigner function and can be
obtained from the Wigner function by convolution with a Gaussian exp[±(ξ 2 +η 2 )/4].
Both eq. (4.1) and eq. (4.2) are representations of the Lie algebra of the WeylHeisenberg group. Physicists often write the group elements in the form of displacement operators 1
D(x) = D(q, p) = ei(pQ−qP ) .

(4.8)

The Wigner function can be written as
µρ (q, p) =

1
Tr[A(q, p)ρ],
2π

(4.9)

where
1
A(q, p) =
2π

ZZ

i(qη−pξ)

e

1
D (ξ, η)dξdη =
2π
†

ZZ

ei[x,y] D† (y)d2 y.

(4.10)

is the phase point operator (A(q, p)/(2π) is the frame), and [x, y] is the symplectic
inner product: [x, y] = qη − pξ for x = (q, p) and y = (ξ, η). The phase point
operator at the origin is the parity operator :
A(0, 0)QA(0, 0) = −Q,
1 In

A(0, 0)P A(0, 0) = −P,
† −α∗ b

terms of bosonic creation and annihilation operators D(α) = eαb

x + ip
√ ,
2
√
and α = (q + ip)/ 2.
b=

b + b†
x= √ ,
2

b − b†
p= √ ,
2i

(4.11)
, where
(4.7)
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and all other phase point operators can be obtained from A(0, 0) by the displacement
operators
A(q, p) = D† (q, p)A(0, 0)D(q, p),

4.3

(4.12)

The discrete Wigner function

Using a special case of the Baker-Campbell-Haursdorff formula when [A, B] commutes with A and B:
eA+B = eA eB e−[A,B]/2 ,

(4.13)

the displacement operator can be broken up as
D(q, p) = e−iqp/2 eipQ e−iqP = eiqp/2 e−iqP eipQ .

(4.14)

The actions of the individual exponential operators in the position basis {|xi} and
R
the momentum basis |ki = eikx |xi dx are
e−iqP |xi = |x + qi ,

eipQ |xi = eipx |xi ,

(4.15)

eipQ |ki = |k + pi ,

e−iqP |ki = e−iqk |ki .

(4.16)

In the finite-dimensional Hilbert space H = Cd with the standard basis {|mi |
P
2πikm/d
m = 0, . . . , d − 1} and the Fourier basis {|ki = d−1/2 d−1
|mi}, define the
m=0 e
generalized Pauli matrices to be the shift and phase operators
X |mi = |m + 1i ,

Z |mi = ω m |mi ,

(4.17)

Z |ki = |k + 1i ,

X |ki = ω −k |ki ,

(4.18)

where ω = e2πi/d . Thus, X plays the role of e−iP and Z plays the role of eiQ (but
note that the phase space is now periodic). The qud it generalized Pauli group Pd
is the group generated by X, Z and ω with the relation ZX = ωXZ. The maximal
period N of an element in Pd is d in odd dimensions and 2d in even dimensions. (For
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example, the period of XZ in 2 dimensions is 4.) For now, let us define displacement
operators
D(u) = D(x, z) = ω ϕ(x,z) X x Z z ,

(4.19)

for 0 ≤ x, z ≤ N − 1 and ϕ(x, z) is to be determined.
If we want A(0, 0) = d−1

P

x,z

D(x, z) to be Hermitian, we need D† (x, z) =

D(−x, −z) with no extra phase. This gives the constraint
ϕ(x, z) + ϕ(−x, −z) = xz.

(4.20)

We will show in § 4.5 (a paragraph before Definition 1) that there is always a choice
of ϕ(x, z) that satisfies this constraint. The standard choice is the symmetric one
ϕ(x, z) = xz/2, resulting in the N 2 displacement operators
D(x, z) = ω xz/2 X x Z z .

(4.21)

In every dimension, the displacement operators enjoy the properties
D† (u) = D(−u),

(4.22)

D(u)D(v) = ω [u,v]/2 D(u + v).

(4.23)

But only in odd dimensions is it ensured that the displacement at the origin is the
parity operator, as we now show.
In the standard basis {|mi |m = 0, . . . , d − 1} (4.17),
D(x, z) = ω xz/2 X x Z z = ω xz/2

X

|m + xi hm|

m

=

d−1
X

X

0

ω m z |m0 i hm0 |

m0

ω (m+x/2)z |m + xi hm| .

(4.24)

m=0

Then
X
1X
A(0, 0) =
D(x, z) =
d x,z
x,m

1 X (m+x/2)z
ω
d z

!
|m + xi hm|

(4.25)

2−1 must be in Zd for the sum to be a discrete delta function. However, the multiplicative inverse of 2 only exists for odd d: 2−1 = (d + 1)/2. Consequently, the
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even-dimensional displacement operators are not in the qudit Pauli group as defined.
For example, the qubit Pauli group does not contain Y = ω 1/2 XZ.
In odd dimensions, we have
!
X 1X
1X
D(x, z) =
ω (m+x/2)z |m + xi hm|
A(0, 0) =
d x,z
d
x,m
z
X
=
δx,−2m |m + xi hm|
x,m

=

d−1
X

|−mi hm| .

(4.26)

m=0

Similarly it can be shown that in the discrete Fourier basis,
A(0, 0) =

d−1
X

|ki h−k| .

(4.27)

k=0

Furthermore, every phase point operator can be obtained from A(0, 0):
A(u) = D† (u)A(0, 0)D(u) =

1 X [u,v] †
ω
D (v),
d v

(4.28)

exactly as in infinite dimensions. (In dimension two, for example, the parity operator
is the identity 1, which clearly cannot generate nontrivial phase point operators by
conjugation.) The frame {A(q, p)/d} defines Gross’s discrete Wigner function, which
can be put in the form [Gro06, Gro07]


d−1
1 X −py
y
y
µρ (q, p) =
ω
q+ ρq−
.
d y=0
2
2

(4.29)

perfectly mimicking the continuous Wigner function. (See [MPS02] and references
therein for an exposition of the even-dimensional Wigner function.)
The phase point operators in odd dimensions are very special. Since all d2 displaced parity operators only have eigenvalues ±1, they are not only Hermitian but
also unitary like the Pauli matrices. Moreover,
A(0, 0)XA(0, 0) = −X,

A(0, 0)ZA(0, 0) = −Z.

(4.30)

means that they are elements of the generalized Clifford group (not to be confused
with the Clifford algebra of fermionic operators in Chapter 5), the normalizer of the
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generalized Pauli matrices [Zhu16, BŹ17], a fact well known to those who know it
well2 , but which should be better known to those who don’t. The Clifford group
2n
modulo the phases is isomorphic to the affine symplectic group Sp(Z2n
d ) n Zd , where

the semidirect product G = K n H means that H is a normal subgroup of G—
sometimes written as G . H, hence the semidirect product symbol nH—and every
element of G can be written uniquely as a product kh (or h0 k 0 ) where k, k 0 ∈ K
and h, h0 ∈ H and k1 h1 k2 h2 = k1 k2 (k2−1 h1 k2 )h2 . We review a proof of the discrete
Hudson’s theorem that uses the group property of the phase point operators in
Appendix A.

4.4

The quantum Bochner’s theorem

We come back to the view that the Wigner quasi-probability representation can be
regarded as an independent formulation of quantum theory [Moy49, CKZ05]. To
do so, it is necessary to have a criterion to distinguish valid quasi-probability distributions from invalid ones, i.e. those that do not correspond to positive operators
in the Hilbert space formulation. This is accomplished by the quantum Bochner’s
theorem. The positivity of the Wigner function of mixed states was studied in
[SW75, BW95]. Both references independently found that a theorem in classical
probability attributed to Bochner [Boc33] and a generalization thereof can be used to
characterize both the valid Wigner functions and the subset of positive ones. Surprising at the time was that positive Wigner functions were not limited to the convex hull
of Gaussian states. This fact allows generalizations of efficient classical simulation
of Gaussian quantum optics and stabilizer subtheory [ME12, VFGE12, VWFE13].
Let us first motivate Bochner’s theorem in classical probability. A probability
density is a positive real function normalized to unity. A related concept is that
of a positive definite function, for which the following is satisfied for arbitrary real
2A

homage to Ivan H. Deutsch.
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numbers ζ0 , . . . , ζN −1 and complex numbers a0 , . . . , aN −1 :
N
−1
X

a∗k ak0 φ(ζk0 − ζk ) ≥ 0,

(4.31)

k,k0 =0

for all positive integers N . This can be seen as a generalization of the positivity of
the discrete Fourier transform of a function in the following way. Suppose that the
ξk ’s are equally spaced so that we can write ξk0 − ξk = ξk0 −k for every k and k 0 . Then
eq. (4.31) says that for every N , the circulant matrix
MN =

N
−1
X

φ(ζk0 ) |ki hk − k 0 |

(4.32)

k,k0 =0

is positive. This matrix (4.32) is diagonalized by the Fourier transform eq. (2.56)
UFT

†
UFT MN UFT

N −1
1 X xk
=√
ω |xi hk| ,
N x,k=0

(4.33)

N −1 N −1
1 X X
0
0
φ(ζk0 )ω xk |xi hx0 | ω −x (k−k )
=
N x,x0 =0 k,k0 =0
!
N
−1 N
−1
N −1
X
X
1 X (x−x0 )k
0 0
φ(ζk0 )
=
ω
ω x k |xi hx0 |
N k=0
x,x0 =0 k0 =0
!
N
−1 N
−1
X
X
0
=
φ(ζk0 )ω xk |xi hx| ≥ 0,
x=0

where we have used N −1

PN −1
k=0

k0 =0
0

ω (x−x )k = δx,x0 . Moreover, since MN is positive, it is

Hermitian with positive determinant. For example, for N = 2 and


φ(0)
φ(ξ0 − ξ1 )
,
M2 = 
φ(ξ1 − ξ0 )
φ(0)

(4.34)

|φ(ξ0 −ξ1 )| is bounded from above by φ(0) (the normalization), which is itself positive
because M1 is positive. This is the crux of [RS75]
Theorem 6. (Bochner’s theorem) The function φ is the Fourier transform of some
probability density if and only if φ is continuous, positive definite and φ(0) = 1
(normalization).
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When it comes to quasi-probability distributions, what we want to know is
whether a quasi-probability distribution, which need not be positive everywhere,
corresponds to a valid density operator. Generalizing the notion of positive definite
function to that of a γ-positive definite function:
N
X

a∗k ak0 φ(ζk0 − ζk , ηk0 − ηk )eiγ(ζk ηk0 −ζk0 ηk )/2 ≥ 0,

(4.35)

k,k0

for all positive integers N (where γ = 0 recovers the original positive definiteness), the
quantum Bochner’s theorem for the Wigner function can be stated as the following
[SW75, BW95]:
Theorem 7. Let φρ be the characteristic function (4.4) of ρ. Then,
1. ρ is a density operator if and only if φρ is 1-positive definite.
2. ρ is a density operator with positive Wigner function if and only if φρ is simultaneously 1-positive definite and 0-positive definite.

4.5

Discrete Quantum Bochner’s theorem

How much can the quantum Bochner’s theorem be generalized to the discrete setting? In principle, we can define the characteristic function via the notion of Fourier
transform on any finite group G (§ 2.4.3). But as we will see, the main difficulty
is generalizing the 1-positive definiteness to functions on non-abelian groups. With
that hindsight, we define the characteristic function to be the Fourier transform of
a probability distribution on an abelian group G. Recall the Fourier transform on
an abelian group G of eq. (2.57):
1 X
|g̃i = p
χλ (g) |λi ,
|G|

(4.36)

λ∈Ĝ

where χλ (g) is an irreducible character, χ∗λ (g) = χλ (g −1 ). A function φ on G then is
C
0
positive definite if the matrix Mjj
0 = φ(j − j) is positive. (The superscript C stands

for “classical”.) The classical Bochner’s theorem generalizes to this setting without
change.
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Theorem 8. A function φ is a characteristic function on G if and only if φ is
positive definite and φ(0) = 1.

Proof. The normalization φ(0) = 1 can be verified by direct calculation. For a
positive definite function,
1 X ∗ X
a∗j aj 0 φ(j 0 − j) = p
χj 0 −j (g)f (g)
aj aj 0
|G|
0
0
g
j,j =1
j,j =1
1 X ∗ X
=p
aj aj 0
χj 0 (g)χ∗j (g)f (g)
|G| j,j 0 =1
g
X

2

X
1 X
=p
f (g)
aj χj (g) .
|G| g
j=1
If f (g) ≥ 0 for all g, then φ is positive definite. Conversely, if f (g) < 0 at g 0 , then we
P
can choose aj so that the sum j=1 aj χj 0 (g) vanishes everywhere except at g = g 0 ,
which is possible because {χ(j)} form a basis of functions on G.

This theorem immediately gives us a generalization of the classical Bochner’s theorem
in the setting of quasi-probability representations.
Theorem 9. If the frame of a quasi-probability representation is the Fourier transform
1 X
F (j) = p
χj (g)F̃ (g)
|G| g∈G

(4.37)

and φρ (g) = Tr[ρF̃ (g)] is a characteristic function, then φρ is the Fourier transform
of a positive quasi-probability representation of ρ if and only if φρ is positive definite
and φ(0) = 1.

Next, we need to generalize the 1-positive definiteness so that, together with
Theorem 9, it gives a full generalization of the quantum Bochner’s theorem. The
extra phase in the definition of γ-positive definite functions eq. (4.35) comes from
the property that the displacement operators {D(q, p)} of the Wigner function form
a projective representation.
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Projective unitary frames

A projective representation of a group G is a homomorphism from G to the projective
linear group in which matrices are defined only up to a scalar multiple
U : G → PGL(V ).

(4.38)

Another way of putting it is that the unitary operators {U (g)} form a representation
of G up to a 2-cocycle, α(g1 , g2 ) : G × G → C,
U (g1 )U (g2 ) = α(g1 , g2 )U (g1 g2 ).

(4.39)

Displacement operators and generalized Pauli matrices are examples with α(x, y) =
ei[x,y]/2 and α(u, v) = ω [u,v]/2 respectively (see § 4.2 and § 4.3). The point is that
even though a group is abelian, its projective matrix representations can be nonabelian. Two projective representations U and U 0 are projectively equivalent if there
is an isomorphism up to a scalar multiple
ϕU (g) = β(g)U 0 (g)ϕ

(4.40)

for all g ∈ G and β(e) = 1. This translates into the condition on the 2-cocycles,
α(g1 , g2 ) =

β(g1 )β(g2 ) 0
α (g1 , g2 ).
β(g1 g2 )

(4.41)

2-cocycles that give rise to equivalent projective representations are said to be cohomologous and belong to the same 2-cohomology class α̃. All projective representations can be classified according to their 2-cohomology class α̃ [Kar93, Kar94]. The
set of all α̃ of a group G is known as the Schur multiplier of G. The Schur multiplier
of a finite abelian group, which necessarily has the form G ' Zm1 × · · · × Zmn by the
fundamental theorem of finitely generated abelian groups, is [Kar93, p.317]
Y

Zgcd(mj ,mk ) .

(4.42)

1≤j<k≤n

Within each 2-cohomology class, we will choose to work with phases such that |α| = 1,
which can always be done. For convenience, we will also choose U (g)−1 = U (g −1 ).
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To do this, first choose α(g, g −1 ) = α(g −1 , g) for each and every g ∈ G. Then we
need to find β such that, using eq. (4.41) with α0 (g, g 0 ) = 1, we have
α(g, g −1 ) = β(g)β(g −1 ).

(4.43)

It is clear that β(g) and β(g −1 ) can be chosen independently of the values of β at
any other element. Therefore, with this choice of β, U (g)−1 = U (g −1 ) for all g ∈ G.
Now we can define a (non-Hermitian) frame for M(H), the complex vector space
of all linear operators on H.
Definition 1. A projective unitary frame Ũ is a frame for M(H) which is also the
image of a projective representation of an abelian group G with Ũ (g)−1 = Ũ (g −1 ).
The Fourier transform of Ũ is not only a frame because the Fourier transform is
an isomorphism, but also Hermitian:
F (j)† =

1 X
1 X ∗
χj (g)Ũ (g)† =
χj (g −1 )Ũ (g −1 ) = F (j).
|G| g∈G
|G| g∈G

(4.44)

In other words, the Fourier transform of a projective unitary frame always gives
a quasi-probability representation. This is not the case if G is non-abelian since
Hermitian conjugation sends a matrix element U (g) not to the same element of
U (g −1 ), but to its transpose. This precludes the non-abelian analogue of our main
theorem below.
Finally, after a lot of setup, the following definition and Theorem 9 lead to our
main theorem, Theorem 10.
Definition 2. Let G be a finite group and g1 , g2 ∈ G. Given a 2-cocyle α : G × G →
C, a function φ on G is α-positive definite if and only if the matrix defined by
MgQ1 g2 = φ(g2 g1−1 )α(g2 , g1−1 )

(4.45)

is positive.
Theorem 10. If the frame of a quasi-probability representation is the Fourier transform of a projective unitary frame F̃ of a finite abelian group G with α(g1−1 , g2 ) being
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a 2-cocycle and φρ (g) = Tr[ρF̃ (g)] is a characteristic function, then the followings
hold:

1. ρ is a density operator if and only if φρ is α-positive definite,
2. ρ is a density operator with positive quasi-probability representation if and only
if φρ is simultaneously α-positive definite and positive definite.
Proof. An arbitrary operator A can be expanded using the projective unitary frame.
Since A† A is a positive operator,
Tr(ρA† A) =

X

a∗ (g1 )a(g2 )Tr[ρŨ (g1 )† Ũ (g2 )]

g1 ,g2

=

X

a∗ (g1 )a(g2 )Tr[ρŨ (g1−1 )Ũ (g2 )]

g1 ,g2

=

X

a∗ (g1 )a(g2 )Tr[ρŨ (g1−1 g2 )]α(g1−1 , g2 )

g1 ,g2

=

X

a∗ (g1 )a(g2 )φρ (g2 g1−1 )α(g1−1 , g2 ) ≥ 0

g1 ,g2

if and only if ρ is a positive operator. Theorem 9 then completes the proof.

4.5.2

Characterizing projective unitary frames

Since the generalized Pauli matrices in § 4.3 form a projective frame, this gives the
quantum Bochner’s theorem for discrete Wigner function in all dimensions, odd or
even. The discrete Wigner functions in odd dimensions are examples of faithful
projective representations—called faithful projective frames—and the ones in even
dimensions are examples of those that are not faithful. We have the theorem:
Theorem 11.

1. A faithful projective frame Ũ exists if and only if G is a sym-

metric product of groups H × H with |G| = d2 .
2. A faithful projective frame Ũ and its Fourier frame are both orthogonal frames—
that is, orthogonal bases.
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Proof. 1. Being a frame forces a projective frame to be irreducible as a projective
representation. It is known that G = H × H with |G| = d2 if and only if it has
a faithful irreducible projective representation [Kar94, Theorem 8.2.18]. It is worth
noting that this implies faithful projective frames are precisely the nice error bases
of quantum error correction with abelian index group [Kni96].
2. We first prove that every Ũ (g), g 6= e, is traceless by writing it as a commutator.
Fixing g 6= e, Ũ (g) is not proportional to the identity operator by our assumption
of faithfulness, so g 0 can be found such that [Ũ (g), Ũ (g 0 )] 6= 0 because otherwise Ũ
is reducible (for d > 1). By the group property, we can write Ũg as a product of two
non-commuting operators,
α(g 0 , g 0−1 g)Ũ (g) = Ũ (g 0 )Ũ (g 0−1 g).

(4.46)

0 6= [Ũ (g 0 ), Ũ (g 0−1 g)] = [α(g 0 , g 0−1 g) − α(g 0−1 g, g 0 )]Ũ (g).

(4.47)

But G is abelian, so

Take the trace of both sides and the claim is proved.
Consequently, {Ũ (g)} are all orthogonal in the trace inner product. Therefore,
since |{Ũ }| = d2 , it is an orthogonal basis of M(H), as its Fourier transform is an
orthogonal basis of H(H).
The generating matrices of every representative faithful projective frame up to
d = 7 are listed at [KR02]. For general d, as long as we only consider representations over C, at least one representative projective representation of each and
every 2-cohomology classes of G appears as an ordinary representation of a (nonunique) covering group of G, which can be found, for instance, by the command
SchurCover(G) in GAP [GAP17].
To deal with overcomplete frames, we will need to know about the kernel. The
kernel of a projective representation is a set of group elements that are mapped to
the identity operator up to a phase. By the first isomorphism theorem, ker U is
a normal subgroup of G and a (projective) representation is faithful if and only if

Chapter 4. Commutative Phase Spaces

85

ker U = {e}. Therefore, any U descends to a faithful projective representation υ of
G/ ker U defined by υ (g ker U ) = U (g) up to a phase and vice versa.
G


U

/ PGL(H)
8

(4.48)

υ

G/ ker U
Thus there is a one-one correspondence between projective representations of G and
of G/ ker U , which preserves irreducibility and the property of {U (g)} being a frame.
As a result, the task of finding an unfaithful projective frame reduces to the task of
lifting a faithful projective frame of an abelian group H × H with |H| = d to the
corresponding projective frame of a group G which has ker Ũ as a normal subgroup
and G/ ker Ũ = H × H. Finding such G is an abelian extension problem. Note that
ker Ũ can be any abelian group.
To summarize, the procedure to construct a quasi-probability representation with
the quantum Bochner’s theorem is as follows:

1. Pick an abelian group H of size d, the dimension of the quantum system.
2. Extend the group H × H by a (possibly trivial) abelian group to G.
3. Construct an irreducible projective representation {U } of G up to projective
equivalence. Within the equivalence class, each unitary operator is still only
defined up to a phase. Choose the phases under the constraint |α| = 1 and
U (g)−1 = U (g −1 ) for all g ∈ G. The set of operators is now a projective frame.
4. Fourier transform the projective frame according to eq. (4.37) to obtain the
frame of the quasi-probability representation.

4.5.3

Examples and non-examples

Let us illustrate the kind of quasi-probability representations that can arise in the
characterization of faithful projective frames by examples in d = 2, 3, 4. We know
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how many cohomology classes there are from their Schur multipliers of eq. (4.42).
For d = 2, there is only G = Z22 and one 2-cohomology class with the Pauli
matrices {1, X, Y, Z} as a representative projective frame. The requirement that
F̃ (g)−1 = F̃ (g −1 ) constrains F̃ to be Hermitian in addition to being unitary, leaving
us with the choices to put ±1 in front of X, Y, or Z. But since χj (g) = ±1 also, upon
doing the Fourier transform, we end up with only two quasi-probability representations depending on whether we change the phases of an odd or even number of Pauli
matrices. They are related not by a unitary transformation but by an anti-unitary
transformation. They coincide with the two similarity classes of the qubit phase
space identified in [GHW04]. For d = 3, there is only G = Z23 , and two inequivalent projective representations but with the same image. The phase freedom that
remains after setting F̃ (g)−1 = F̃ (g −1 ) is enough to make the set of quasi-probability
representations generated from the two classes identical. The phase freedom, however, supplies a continuum of choices in choosing different F̃ , whose quasi-probability
representations are in general not unitarily related, one of them being the discrete
Wigner function of Gross. The case d = 4 is the first instance with more than one
choice of group (Z24 or Z42 ) and inequivalent projective representations (of Z42 ) that
generate distinct quasi-probability representations.
An unfaithful projective frame of size N can give rise to a frame of size less
than N . As an example, suppose that the quantum system is 2 dimensional and the
group is Z32 . There is an irreducible projective representation sending the elements
(0,0,0),(1,0,0) to 1, (0,0,1),(1,0,1) to X, (0,1,0),(1,1,0) to Z, and (0,1,1),(1,1,1) to
Y . (That is, (1,0,0) is in the kernel of this representation.) But one can find an
irreducible character sending the first group element of each pair above to 1 while
sending the other element to -1. This component of the Fourier transform is therefore
zero, which is not surprising because this projective frame is highly redundant. (All
the nonzero components still form a basis.)
There are many discrete analogues of the Wigner function identified in [Fer11]
which do not possess the symmetry we have assumed here, for example, Hardy’s vector representation [Har01] and the representation based on symmetric informationally
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complete (SIC) POVMs [Zau11, RBKSC04] whose frame is a set of rank-one projection operators that form a basis. There is no projective frame for this representation
since a complete set of projection operators cannot all be pairwise orthogonal.
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Chapter 5
Fermionic Phase Spaces
Valiant’s work has shown that, even if our
universe hadn’t been made of bosons and
fermions, theoretical computer scientists would
have had compelling reasons of their own to invent
those particles or something equivalent to them.
— Scott Aaronson

5.1

Overview

Given two 2 × 2 unitary matrices U + and U − with the same determinant, or equivalently U ± ∈ SU(2), we define a matchgate to be a two-qubit unitary operator of the
form


+
U11

0

0

+
U12





 0 U− U− 0 


11
12
M (U + , U − ) = 
.
 0 U− U− 0 
21
22


+
+
U21 0
0 U22

(5.1)

When qubits are arranged in a one-dimensional array, nearest neighbor (N.N) matchgates form a restricted class of quantum operations. Notice that because the operation M (1, X) that swaps a pair of qubits is not a matchgate, the N.N. constraint
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is non-trivial. Via the Jordan-Wigner transformation, the matchgates can also be
interpreted as the evolution of systems of non-interacting fermions, sometimes called
fermionic linear optics, as will be discussed in § 5.2.1.
If the input state of an N.N. matchgate circuit is the computational basis state
|0i⊗n and the only measurements made are the Pauli measurements Z ⊗k on any
subset of k ≤ n qubits, then the probability of a given outcome can be calculated in
polynomial time on a classical computer [Val02]. Thus, a subtheory that consists of
states that can be prepared from the computational basis state by a matchgate evolution and Pauli Z measurements is qualified to be a classical subtheory. § 5.2.3 is a
review of the classical simulatability of N.N. matchgates in the language of fermionic
Gaussian states and the relation between matchgates and universal quantum computation.
After a brief discussion of existing approaches to fermionic phase space in § 5.3,
we introduce some properties of the spinor representations in § 5.4 to prepare the
reader for our construction of the Stratonovich-Weyl (SW) phase spaces (§ 3.4). We
then show in § 5.5 that despite the classicality of the Gaussian states, their quasiprobability functions in the SO(2n)-covariant analogue of the Wigner function may
not be positive. We do so by explicitly constructing the quasi-probability representation in the first nontrivial case, the four-mode case, and calculate the integrated
negativity of the Gaussian quasi-probability functions.

5.2

Fermionic linear optics

As we all know, the Hilbert space of k indistinguishable fermions is the anti-symmeVk
N
tric subspace H ⊂ k H spanned by
1 X
ψ1 ∧ · · · ∧ ψk := √
sgnσ ψσ(j) · · · ψσ(j) ,
k! σ∈Sk

(5.2)

where ψj ∈ H and the sum is over all permutations σ with sgn σ = +1 if σ is even
and sgn σ = −1 if σ is odd. The n-mode fermionic Fock space is the direct sum of
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the k-fermion sectors
HFock (n) =

n V
M
k

H,

(5.3)

k=0

where

V0

H is the zero-fermion sector — the designated vacuum state |0 · · · 0i. Also

of physical significance are the even and odd parity subspaces
+
HFock
(n) =

M V2k

M

−
HFock
(n) =

H,

0≤2k≤n

V2k+1

H.

(5.4)

1≤2k+1≤n

+
The parity superselection rule forbids any superposition of states in HFock
(n) and

P
−
±
HFock
(n). HFock (n) has the dimension nk=0 nk = 2n while HFock
(n) have the di-

mension 2n−1 . An orthonormal basis for HFock (n) can be built from the vacuum by
applying creation operators1
|x1 · · · xn i = (a†1 )x1 · · · (a†n )xn |0 · · · 0i ,

(5.5)

where aj and a†j obey the canonical anti-commutation relations
{aj , a†k } = δjk 1,

{aj , ak } = 0.

(5.6)

These states are eigenstates of the number operator Nj = a†j aj for each mode j,
Nj |x1 · · · xn i = xj |x1 · · · xn i .

(5.7)

The action of the creation and annihilation operators on these number states consistent with the anti-commutation relations is given by
a†j |x1 · · · xn i = (−1)
aj |x1 · · · xn i = (−1)
where

Pj−1

k=1

Pj−1

Nk

δxj ,0 |x1 · · · xj−1 1 xj+1 · · · xn i ,

Pj−1

Nk

δxj ,1 |x1 · · · xj−1 0 xj+1 · · · xn i ,

k=1

k=1

(5.8)

Nk counts the number of fermions in the first j − 1 modes.

It is useful to introduce 2n Hermitian majorana operators:
c2j−1 := aj +
1A

a†j ,

aj − a†j
c2j :=
,
i

detailed derivation can be found in [Nie05].

aj =

c2j−1 + ic2j
,
2

(5.9)
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satisfying the defining anti-commutation relations of the 2n-dimensional Clifford algebra 2
{cj , ck } = 2δjk 1.

(5.10)

Let C1 be the span of all majorana operators {cj } and C2 be the span of all quadratic
products {cj ck |j 6= k}. (The identity operator generating a global phase is irrelevant to the computation.) C2 is isomorphic to the Lie algebra so(2n) where the
isomorphism is given by defining Hermitian operators Jjk := i[cj , ck ]/4. We have
†
Jjk
= −Jkj ,

(5.11)

[cj , Jkl ] = i(δjk cl − δjl ck ),

(5.12)

[Jjk , Jlm ] = −i(δjl Jkm − δkl Jjm + δkm Jjl − δjm Jkl ).

(5.13)

Thus the Fock space HFock (n) is a representation of so(2n) generated by quadratic
Hamiltonians of the form
H=

X
j,k
j<k

hjk Jjk =

iX
hjk [cj , ck ],
4 j,k

(5.14)

j<k

where hjk is an arbitrary real anti-symmetric matrix.
We define Fermionic linear optics to be the set of unitary operators that transform every element of C1 linearly by conjugation. In other words, if we stack 2n
majorana operators into a vector


cT = c1 · · · c2n ,

(5.15)

cj (t) = U † (t)cj U (t),

(5.16)

and write

2 If

the Euclidean metric δjk is replaced by the Minkowski metric ηjk , they are known

as Dirac’s gamma matrices, in fermionic quantum field theories [PS95]. One can start
with the Clifford algebra and derive the properties of spinor representations of spin groups
[FH99].
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then there is some 2n-by-2n matrix R such that
c(t) = Rc(0).

(5.17)

In fact, R must be an orthogonal matrix to preserve the anti-commutation relation.
Theorem 12. Fermionic linear optics is exactly the set of evolutions by quadratic
P
Hamiltonians H =
j,k hjk Jjk .
j<k

Proof. Consider
dcj (t)
d −iHt iHt 
=
e
cj e
= i[cj (t), H].
dt
dt

(5.18)

Using the commutation relation (5.12) between cj and Jjk and the fact that H
commutes with eiHt , we obtain the differential equation
dcj (t)
= hjk cj (t),
dt

(5.19)

c(t) = eht c(0).

(5.20)

whose solution is

Since h is an arbitrary real anti-symmetric matrix, the vector space C1 is isomorphic
to the defining representation of the real orthogonal group SO(2n) (§ 2.5.2) and the
theorem is proved.

5.2.1

Jordan-Wigner transformation and matchgates
n

The fact that HFock (n) is isomorphic to C2 as a vector space suggests that we identify
the fermionic Fock space with a system of n qubits. What should be the action of
the fermionic operators in the multi-qubit space? If we identity the number states
with the computational basis states for n qubits in the obvious way, eq. (5.8) tells
us that
aj =

j−1
O
k=1

!
Z

⊗ |0ij h1| ,

(5.21)

Chapter 5. Fermionic Phase Spaces

93

gives an isomorphism. This isomorphism, known as the Jordan-Wigner transformation, is in fact the smallest irrep of the canonical anti-commutation relation —
the fermionic analogue of the Stone-von Neumann theorem for canonical commutation relations [DG13]. The transformation allows one to map between a system
of fermions and a system of qubits (spin-1/2 system) and has been employed, for
example, to solve the problem of simulating interacting fermions on a quantum computer [OGKL01], posed by Feynman since the inception of the idea of quantum
computation [Fey82].
Under the Jordan-Wigner transformation, majorana operators correspond to the
multi-qubit Pauli operators
c2j−1 =

j−1
O

Zk ⊗ Xj ,

c2j =

k=1

j−1
O

Z k ⊗ Yj .

(5.22)

k=1

The Jordan-Wigner transformation is very non-local as typical quadratic operators
in C2 are, for instance, of the form
±iσj Zj+1 · · · Zk−1 σk ,

(5.23)

where the σ are X or Y . But certain products remain local in both the fermion and
the qubit pictures:

c2j c2j+1 = iXj Xj+1 ,

(5.24)

c2j−1 c2j+1 = −iYj Xj+1 ,

(5.27)

c2j−1 c2j+2 = −iYj Yj+1 ,

(5.25)

c2j c2j+2 = iXj Yj+1 .

(5.28)

c2j−1 c2j = iZj ,

(5.26)

Such local products are precisely the infinitesimal generators of N.N. matchgates,
Xj Xj+1 ∓ Yj Yj+1
1
(c2j c2j+1 ± c2j−1 c2j+2 ) =
,
2i
2
i
Yj Xj+1 ± Xj Yj+1
Y ± = (c2j−1 c2j+1 ∓ c2j c2j+2 ) =
,
2
2
1
Zj ± Zj+1
Z ± = (c2j−1 c2j ± c2j+1 c2j+2 ) =
,
2i
2

X± =

(5.29)
(5.30)
(5.31)

and these are the Pauli matrices in the even and odd parity subspace that infinitesimally generate the U ± ∈ SU(2) in N.N. matchgates (5.1).
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What about quadratic majorana operators that are mapped to operators on three
or more qubits? Non-nearest neighbor matchgates are mapped to quartic and higher
order majorana operators by the Jordan-Wigner transformation. But it turns out
that such operators are not needed in order to implement fermionic linear optics if we
are willing to accept a polynomial overhead in the number of N.N. matchgates. More
specifically, an arbitrary SO(2n) rotation can be broken up into O(n2 ) elementary
rotations, each of which is nontrivial on only two fermionic modes [HRR72]. Then
O(n) N.N. matchgates of the form


1 0 0

0





0 0 1 0 
1


Mj (Z, X) = (c2j c2j+1 − c2j−1 c2j+2 + c2j−1 c2j + c2j+1 c2j+2 ) = 

0 1 0 0 
2i


0 0 0 −1
(5.32)
can be applied to swap the modes
Mj† (Z, X)c2j−1 Mj (Z, X) = c2j+1 ,

Mj† (Z, X)c2j Mj (Z, X) = c2j+2 ,

(5.33)

bringing each elementary rotation to a N.N. matchgate, giving a total O(n3 ) overhead.
Matchgates were originally introduced by Valiant [Val02, Val08] for the purpose of
studying algorithms for graphs. A perfect matching of a graph G is a set M of edges
in G such that each vertex in G connects to exactly one edge in M . The problem
of counting the number of perfect matchings for a general graph is very hard. More
precisely, counting perfect matchings is equivalent to computing the permanent of
the adjacency matrix for the graph. The permanent of an n-by-n matrix is similar
to the determinant except that there is no alternating sign:
PerA =

n
XY

ajσj .

(5.34)

σ∈Sn j=1

For general matrices (even if the entries are only 0 or 1), the problem was proved by
Valiant to be #P-complete [Val79].3 For planar graphs however, the problem reduces
3 Perfect

matching was the first problem found for which the decision version: “is there
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to computing the Pfaffian of the adjacency matrix4 and can be solved in polynomial
time by the Fisher-Kasteleyn-Temperley (FKT) algorithm [Kas61, TF61, Kas63].
Fix n vertices of G to be “input” vertices, labeled by j1 . . . jn . Likewise, fix m
n
vertices of G to be “outputs”, labeled by k1 . . . kn . A family of graphs Gjk11...j
...kn , where

each j or k takes a binary value, is obtained from G by erasing the input and output
vertices with j or k = 1. Let M(G) be the set of perfect matchings for a weighted
planar graph G with edges (j, k) of weight wjk . The tensor components
...jn
=
Mkj11...k
n

X
M ∈M(

j ...j
Gk1 ...knn
1

Y

wjk ,

(5.35)

) (jk)∈M

can also be computed in polynomial time by the FKT algorithm. Valiant defined
matchgates to be these tensors with some technical restrictions such that a circuit
composed of matchgates corresponds to a contraction of matchgate tensors that computes the sum (5.35) of a certain graph related to G in polynomial time. Matchgates
as defined by Valiant are not necessarily invertible or even square, but he observed
that when they are unitary as in our definition (5.1), his algorithm gives a classical
polynomial-time algorithm to simulate a class of quantum circuits.

5.2.2

Fermionic Gaussian states

Any operator A that can be written as a linear combination of products of an even
number of majorana operators is said to be an even operator :
A = α0 1 + αj1 j2 cj1 cj2 + · · · + α1,...,2n c1 · · · c2n .

(5.36)

A fermionic Gaussian state ρ is an even state characterized by the following equivalent properties:5
a perfect matching?” can be answered in polynomial time while the counting version “how
many perfect matchings are there?” is in #P [AB09].
4 The Pfaffian is only defined for anti-symmetric matrices. So it is actually the Pfaffian
of the directed adjacency matrix that corresponds to the number of perfect matchings.
5 Strictly speaking, what we define here are fermionic Gaussian states in the even or
odd spinor representation. Mathematical properties of general fermionic Gaussian states
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1. ρ can be expressed in the form
ρ = N exp

!
iX
−
βjk cj ck ,
2 j,k

(5.37)

j<k

where βjk is a real anti-symmetric matrix and N is the normalization constant. (ρ that is not full-rank is obtained by setting some βjk , the “inverse
temperature”, to ∞.)
2. For m < n, the 2m-order correlation function can be obtained from the real
anti-symmetric correlation matrix
i
Σjk = Tr(ρ[cj , ck ])
2

(5.38)

by Wick’s theorem:
Tr(ρcj1 · · · cj2m ) =

1 
Pf Σ
im


j1 ···j2m

,

(5.39)

where Pf is the Pfaffian of an anti-symmetric matrix
Pf2 A = det A,
and Σ

j1 ···j2m

(5.40)

is the submatrix of Σ containing only the entries (j, k) in the range

{j1 , . . . , j2m }. A proof of Wick’s theorem can be found in standard quantum
field theory references such as [PS95]. The theorem in terms of the Pfaffian is
described in [TD02] and references therein.
P
3. Fermionic Gaussian states are the orbit of the product state N exp( j βj Nj )
under the spin group SO(2n). In particular, pure fermionic Gaussian states are
the orbit of the state |0i⊗n .

Every fermionic Gaussian state can be brought to the canonical form
ρ=

1
(1 + iλ1 c̃1 c̃2 ) · · · (1 + iλn c̃2n−1 c̃2n ),
2n

without the parity superselection rule are discussed in [Oec15].

(5.41)
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where {c̃j } obey the anti-commutation relation for the majorana operators, by the
following theorem.6
Theorem 13. Any real anti-symmetric matrix β can be brought into the blockdiagonal form
RβRT =

n
M




j=1

0

βj

−βj

0


,

(5.42)

by a rotation R ∈ SO(2n).
Proof. First, since β is real and anti-symmetric, iβ is Hermitian. Moreover, β and
its transpose β T = −β have the same eigenvalues. So we conclude that eigenvalues
of β must be purely imaginary and occur in pairs ±iβj , where each βj is real. We
want to show that β can be brought into the block-diagonal form


n
M
0 −βj


β
0
j
j=1

(5.43)

by an SO(2n) rotation. Geometrically, this says that any rotation in 2n dimensions
is a product of independent rotations on n orthogonal planes. Following [DHM10,
Appendix D.4], consider the positive semidefinite matrix β T β having real eigenvectors
{|wj i , |uj i}:
β T β |wj i = 0

β T β |uj i = βj2 |uj i .

(5.44)

Note that {|wj i} are exactly the eigenvectors of β with eigenvalue zero because
hwj |β T β|wj i = 0 implies that β |wj i = 0. If we define
|vj i =

β
|uj i ,
βj

(5.45)

then |vj i is orthogonal to |uj i by the anti-symmetry:
huj |vj i =
6 The

1
huj |β|uj i = 0.
βj

(5.46)

theorem also follows from the fact that every element of a semisimple Lie algebra is

conjugated to an element in the Cartan subalgebra, which for so(2n) has the block-diagonal
form (5.42).
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wk



that brings β into the block-diagonal form


n
M
0 −βj


RβRT =
β
0
j
j=1

(5.47)

(5.48)

as desired.
In the canonical form, eq. (5.37) has the form
!


n
n
Y
iX
βj
(−ic̃2j−1 c̃2j ) .
ρ = N exp −
βj c̃2j−1 c̃2j = N
exp
2 j=1
2
j=1

(5.49)

The exponential factorizes since quadratic majorana operators commute if they do
not share a common majorana operator. Expanding the exponential in a Taylor
series,
#
 2
βj
1 βj
ρ=N
1 + (−ic̃2j−1 c̃2j ) +
(−ic̃2j−1 c̃2j )2 + · · ·
2
2!
2
j=1
" ∞
#
 2m+1
n
∞
Y
X 1  βj 2m
X
1
βj
=N
1+
(−ic̃2j−1 c̃2j )
(2m)!
2
(2m
+
1)!
2
m=0
j=1 m=0


n
Y
βj
βj
=N
cosh 1 + sinh (−ic̃2j−1 c̃2j )
2
2
j=1
!

n
n 
Y
βj Y
βj
= N
cosh
1 + tanh (−ic̃2j−1 c̃2j )
2 j=1
2
j=1
n
Y

"

n
1 Y
= n
(1 − iλj c̃2j−1 c̃2j ),
2 j=1

(5.50)

where λj := tanh(βj /2). This induces the canonical form of the correlation matrix
e 2j−1,2j = iTr [ρc̃2j−1 c̃2j ]
Σ
" n
#
Y
i
= n Tr
(1 − iλj c̃2k−1 c̃2k )c̃2j−1 c̃2j
2
"k=1
#
n
Y
i
= n Tr
(1 − iλj c̃2k−1 c̃2k )(c̃2j−1 c̃2j + iλj 1) = −λj ,
2
k6=j

(5.51)
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where we have used the fact that every product of majorana operators except 1 is
traceless. Thus, we have
e=
Σ

n
M




j=1

0

−λj

λj

0




(5.52)

with coefficients λj having values −1 ≤ λj ≤ 1 so that
ΣT Σ < 1.

(5.53)

For pure states, each λj is either +1 or −1. The computational basis state |0i⊗n , for
example, is a Gaussian state having the correlation matrix with λj = 1 for all j. In
fact, it is well known that all number states are Gaussian states, in striking contrast
to the usual boson number states.

5.2.3

Classical simulatability and approaches to universality

The classical simulatability of fermionic linear optics readily follows from the properties of fermionic Gaussian states.
1. The description of a Fermionic Gaussian state is encoded in its correlation
matrix (5.38), with O(n2 ) elements.
2. Fermionic linear optics preserves Gaussianity and induces a rotation on the
vector space of linear majorana operators C1 (Theorem 5.2), which can be
broken up into O(n3 ) N.N. matchgates, and the correlation matrix can be
updated in polynomial time.7
3. The probability of a given outcome of the number measurements (or equivalently the Pauli Z measurements) on any subset of k < n modes can be evaluated by Wick’s theorem (5.39). In particular, the Pfaffian (or the determinant)
can be calculated in O(n3 ) time by Gaussian elimination.
7 In

fact, the adjoint action of a Lie group G on its Lie algebra g can be computed in

time that is polynomial in the dimension of g and digits of accuracy [SBOK06, JMS15].
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Moreover, number measurements project Gaussian states onto Gaussian states.
In spite of the famous sign problem in numerically simulating systems of interacting fermions, the computational power of fermionic linear optics is decidedly weaker
than that of its bosonic counterpart. Whereas bosonic linear optics become universal
for quantum computation when supplemented with adaptive measurements [KLM01]
and the distribution of photons under linear optical operations is proved to be hard
to simulate classically based on plausible complexity-theoretic conjectures [AA11],
adaptive measurements have no effect on the computational power of fermionic linear
optics [TD02] and fermion number states are Gaussian as noted before. Matchgates
are also shown to be computationally equivalent to space-bounded quantum computation [JKMW10] and the so-called linear threshold gates [Van11].
Classical simulatability of matchgates has been extended to classical simulatability of matchgates “intertwined” with Clifford operations (the operations preserving the Pauli group introduced in § 4.3) [JM08], to non-invertible matchgates
[Kni01, JMS15], and recently to matchgates preceded or followed by arbitrary singlequbit rotations [Bro16]. Interestingly, including unitary operations that are exponentials of linear majorana operators
c2j−1 =

j−1
O

Zk ⊗ Xj ,

k=1

c2j =

j−1
O

Z k ⊗ Yj ,

(5.54)

k=1

which is equivalent to extending Spin(2n) to Spin(2n + 1), also adds the ability to
precede matchgates by arbitrary single-qubit rotations because the string of Pauli
Z’s acts trivially on the input state |0i⊗n . We can also turn the exponentials of
linear majorana operators to single-qubit rotations on the first qubit at any stage in
the computation by the modal swap matchgate (5.32), recovering another classical
simulatability result in [JMS15].
One can ask the question: why are N.N. matchgates non-universal? It is well
known that the ability to perform arbitrary single-qubit rotations and an entangled
operation suffices for universal quantum computation. N.N. matchgates can generate
√
the Bell state (|00i + |11i)/ 2, so clearly they are capable of entangling qubits.
Therefore, they must lack single-qubit rotations. However, if one encodes one logical
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qubit into two qubits
|0iL = |00i ,

|1iL = |11i ,

(5.55)

then matchgates of the form M (U + , U + ) can perform arbitrary single-logical-qubit
rotations, so N.N. matchgates must lack logical entangling operations [BG11]. In
fact, every parity-preserving unitary operation that is not a matchgate (that is,
M (U + , U − ) without the determinantal constraint det U + = det U − ) is entangling in
this encoding.
Approaches to universality for quantum computation have been considered both
from the viewpoints of fermionic linear optics and matchgate computation. Fermionic
linear optics becomes universal if supplemented by a quartic interaction [BK02] or
a quartic measurement [BK02, BDEK04] such as −c2j−1 c2j c2k−1 c2k = Zj Zk . An
addition of next-nearest-neighbor matchgates or, equivalently, the swap operation


1 0 0 0


0 0 1 0


(5.56)

,
0 1 0 0


0 0 0 1
which itself is not a matchgate, also suffices to promote N.N. matchgates to universality [JM08]. All of these are consistent with earlier results on quantum computation
by the anisotropic Heisenberg interaction HH and the isotropic exchange interaction
HE [DBK+ 00, KBDW01, KW02]:
HH = Xj Xk + Yj Yk ,

(5.57)

HE = Xj Xk + Yj Yk + Zj Zk .

(5.58)

HH interactions generate matchgates, and they become universal if the interaction is
not limited only to nearest neighbor spins, whereas HE includes quartic interactions
and is universal.
A different approach to universality is based on resource states such as the eightmajorana-fermion state introduced in [Bra06]
|a8 i =

|0000i + |1111i
√
,
2

(5.59)
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which cannot be created by N.N. matchgates. The approach is analogous to gate
injection via magic states in stabilizer computation [BK05]. Of particular importance
to this protocol is the ability to distill the depolarized state
(1 − p) |a8 i ha8 | + p

1
16

(5.60)

into a state useful for universal quantum computation by fermions. [Bra06] showed
that this can be done for p < 0.4. Later, [MĆT13] together with [OGK14] gave a
range of p ∈ [8/15, 8/11] below which the resource state is distillable and above which
the state becomes a convex combination of Gaussian states. For p ∈ [8/15, 8/11],
it is not known whether the scheme in [Bra06] is classically simulatable, quantumcomputationally universal, or neither.

5.3

Fermionic phase spaces

Motivated by the classical simulatability of fermionic linear optics and parallels between fermionic and bosonic linear optics on Gaussian states, we would like a quasiprobability representation for fermions. The Wigner, P, and Q functions are often
taken to be the definitive quasi-probability representations of the state of bosonic
modes. The major difference between fermions and bosons
{aj , a†k } = δjk 1,

[bj , b†k ] = δjk 1,

(5.61)

is that, while exponentials of operators linear in the bosonic operators—the displacement operators—form the Heisenberg-Weyl group, the analogous fermionic operators
do not form a group because of the anti-commutation relation; the commutator of
linear majorana operators become quadratic majorana operators. Thus, the simple construction of quasi-probability frames based on abelian Fourier transform in
Chapter 3 breakdowns.
The analogy to bosons can be restored to some extent by allowing for anticommuting Grassmann numbers
{γj , γk∗ } = {γj , γk } = {γj∗ , γk∗ } = 0,

(5.62)
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extensively used in the path-integral approach to fermionic quantum field theories.
The operators D(γ) := exp(γa† − γ ∗ a) now obey the Heisenberg-Weyl relation
D(α)D(β) = D(α + β) exp(αβ ∗ − α∗ β),

(5.63)

resulting in Grassmann-valued quasi-probability functions [CG99].8 Numerical methods based on this type of quasi-probabilities have been developed [DJB14], but it
is not clear how to interpret them in the context of a non-negative subtheory for
fermions. Real-valued, positive quasi-probability representations based on fermionicGaussian-operator frames have been considered [CD06a, CD06b, RZD15]. But surely
we would need more than a positive quasi-probability function to explore negativity
of quasi-probabilities for fermions. That is, we need both a frame and a dual frame.
The symmetry between the allowed preparations and measurements in the fermionic linear optics subtheory (both diagonal in the Z basis) suggests that we look
for a self-dual quasi-probability representation. We showed in Theorem 5 (Chapter
3) that there is a unique self-dual quasi-probability representation satisfying the
Stratonovich-Weyl (SW) correspondence given a Lie group symmetry G, a unitary
irrep U of G, and a fiducial state |ei, whose orbit under the U is the set of G-coherent
states {|Ωi}. Naturally, we pick the vacuum state |0 · · · 0i for |ei and pure Fermionic
Gaussian states are Spin(2n)-coherent states. The role of U is played by the even
spinor representation.

5.4

The spinor representations

The Fock space HFock (n) is an irrep of Spin(2n + 1) called the spinor representation, but as a representation of Spin(2n), it is reducible by Schur’s lemma since the
8 The

functions are “quasi-probabilities” in the sense that they are normalized by inte-

gration for Grassmann variables, which is the same as differentiation. A clear introduction
to Grassmann calculus with applications in fermionic linear optics can be found in [Bra04].
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Spin(2n)-action commutes with the parity operator
Pn

c0 := (−1)

j=1

Nj

n
Y
=
(1 − 2a†j aj ) = (−i)n c1 c2 · · · c2n .

(5.64)

j=1

This is because Jjk and Jlm do not commute with each other if and only if they contain
one majorana operator in common, since moving one quadratic operator through the
other gives a minus sign twice if they share no common majorana operator — that is,
anti-commuting twice is commuting. Since every Jjk shares two common majorana
operators with the parity operator (−i)n c1 c2 · · · c2n , they commute. As a result, HFock
decomposes into a direct sum of the irreducible even and odd spinor representations
of Spin(2n):
HFock (n)

Spin(2n)

'

+
−
HFock
(n) ⊕ HFock
(n).

(5.65)

The simplest way to ascertain the irreducibility is to directly find an orthonormal
basis that spans the representation by applying the lowering operators to a highest
weight state. The positive simple roots ∆ of the respective spinor representations
were chosen in § 2.5.5 to be
∆so(2n+1) = {a1 , a†1 a2 , . . . , a†n−1 an },
∆so(2n) = {a1 a2 , a†1 a2 , . . . , a†n−1 an }.

(5.66)
(5.67)

Consequently, the spinor representations can be built by repeated application of the
negative simple roots on their highest weight vectors (the vectors annihilated by all
+
positive roots), the vacuum for HFock (n) and HFock
(n), and the state |10 · · · 0i for
−
HFock
(n). The projection operators onto the even and odd spinor representations are

Π± =

1 ± c0
2

.

(5.68)

The phase space is the coset space SO(2n)/U(n), where U(n) is the numberpreserving subgroup fixing the vacuum projection operator |0 · · · 0i h0 · · · 0|. This
subgroup is infinitesimally generated by (§ 2.5.5)
1
a†j ak − δjk 1.
2

(5.69)
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The Lie algebra u(n) is not semisimple, but it is the direct sum of a semisimple Lie
algebra su(n) and a one-dimensional Lie algebra u(1). Each irrep of u(n) therefore
is labeled by a dominant integral weight of su(n) and a so-called hypercharge —the
eigenvalue of the u(1) infinitesimal generator

X †
1
aj aj −
,
2
j

(5.70)

which is k − n/2 for a k-fermion sector. High energy physicists like to denote an irrep
by its dimension with a subscript indicating a non-zero hypercharge. As an example,

the vacuum sector is n0 − n . Similarly, let us denote the spinor representations by
2

±
2n−1
= HFock
(n).
±

2n = HFock (n),

The U(n)-branching of the even and odd spinor representations are
 
 
 
n
n
n
n−1 U(n)
⊕
⊕ ··· ⊕
,
2+ '
2 2− n
n+ n+ − n
0 −n
  2
  2
  2
U(n)
n
n
n
2n−1
'
⊕
⊕ ··· ⊕
,
−
1 1− n
3 3− n
n− n− − n
2

2

(5.71)

(5.72)
(5.73)

2

where n± are the largest even and odd integers less than or equal to n.
To see whether the even spinor representation 2n−1
is real, complex, or quater+
nionic, let us find a complex conjugation operator —an operator C such that
C −1 U C = U ∗ .

(5.74)

Equivalently, at the Lie algebra level,
C −1 cj ck C = (cj ck )∗ =



−cj ck

if j + k is odd,


+cj ck

if j + k is even,

(5.75)

by the Jordan-Wigner transformation. The product of all odd or even majorana
operators will do [Zee16]:
c− = c1 c3 · · · c2n−1 = (−i)n X1 Y2 · · · Xn−1 Yn ,
c+ = c2 c4 · · · c2n = in Y1 X2 · · · Yn−1 Xn .

(5.76)
(5.77)
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These operators have the properties
c0 c± = (−1)n c∓ ,

(5.78)

cT± = (∓i)n c± ,

(5.79)

since
cj c± =



(−1)n−1 c± cj , if cj is contained in c± ,

(−1)n c± cj ,

(5.80)

otherwise.

But we learned from § 2.3 that there can be only one linearly independent complex
conjugation operator for a given irrep. By projecting c± onto the even and odd
spinor irreps using
Π± =

1 ± c0
2

,

(5.81)

we find that
C2n−1
=
+

c+ + c−
,
2

C2−n−1 =

c+ − c−
.
2

(5.82)

What is important is that
C −1 Π± C = Π(−1)n ± ,

(5.83)

n−1
so when n is even, both spinor representations are self-dual 2±

Spin(2n)

'

∗
(2n−1
± ) .

Moreover, they are real when n is 0 mod 4 and quaternionic when n is 2 mod 4.
When n is odd, the even and odd spinor representations are dual to each other
2n−1
±

Spin(2n)

'

∗
(2n−1
∓ ) . This alternating behavior is a manifestation of Bott periodicity

in the classification of Clifford algebras [ABS64].
n−1
n−1
∗
⊗ (2n−1
We can see that every linear operator in 2±
± ) ' End(2± ) must be an

even operator because the projection of any odd operator A vanishes:
Π± AΠ± = Π± Π∓ A = 0.

(5.84)

The irrep decomposition of the operator spaces are


   

 
 1 2n
Spin(2n)
2n
2n
2n
2 n ±
∗
2n−1
⊗ (2n−1
'
⊕
⊕ ... ⊕
⊕
±
± )


0
2
n± − 2
 2n
n−1

if n is even,

,

if n is odd.
(5.85)
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where 21 2n
is the projection of 2n
onto the even or odd subspace. The parity
n ±
n
operator provides the isomorphism
 


2n Spin(2n)
2n
'
.
k
2n − k

5.5

(5.86)

Four modes

It is obvious that every two-qubit pure state in the even parity subspace can be
reached from the computational basis state |00i by some matchgate of the form
M (U+ , U+ ); thus they are all fermionic Gaussian states. It was shown in [Bra05b,
MĆT13] that this is also the case for three qubits, consistent with the observation
that the dimension of the coset space:
dim SO(2n)/U(n) = dim SO(2n) − dim U(n) = n2 − n

(5.87)

coincides with the (real) dimension of the even pure state space of n qubits
n−1 −1

dim CP 2

= 2n − 2

(5.88)

if and only if n = 2 or 3. So we take a first step by constructing explicitly the
SW quasi-probability representations for four qubits, or equivalently, four fermionic
modes.

5.5.1

Matchgate-circuit parametrization of four-mode Gaussian states

We provide an explicit parametrization of the four-mode phase space SO(8)/U(4) by
decomposing quantum circuits that generate Gaussian states into a canonical form.
The construction is by iterative KAK decompositions. Recall that SO(2n)/U(n)
is a symmetric space. Thus, there is the Cartan decomposition G = P K, where
G = SO(2n) and K = U(n) and P is infinitesimally generated by a subspace p
orthogonal to gl(n). (Recall that gl(n) is the complexification of u(n).) Choosing a

Chapter 5. Fermionic Phase Spaces

108

maximal abelian subgroup A ⊂ P with Lie subalgebra a, the KAK decomposition
is the fact that the commutator of a with k generates the entire p.
The KAK decomposition for fermions is analogous to the Bloch-Messiah decomposition for bosons, which decomposes any symplectic transformation into a network
of passive linear optics followed by single-mode squeezing and then another round of
passive linear optics [Bra05a]. The differences are that fermions do not have single†

mode squeezing (since a2j = aj 2 = 0) and that bosonic squeezing parameters are
non-compact.
The dimension of the maximal abelian subalgebra a is the rank of the symmetric space. The symmetric space SO(2n)/U(n) has rank b n2 c. There are n(n −
1)/2 6= b n2 c commuting squeezing operators, for instance, {aj ak } or {a†j a†k }. However, SO(2n)/U(n) is a homogeneous space of the real Lie group SO(2n), whereas the
creation and annihilation operators reside in the complexified Lie algebra so(2n) =
so(2n, C). When we restrict ourselves to the real Lie algebra so(2n, R), there are
only b n2 c commuting operators. For four fermions, in particular, the rank is 2.
To characterize subalgebras of so(2n), it is convenient to work in the defining
representation of so(2n) on C1 , the linear span of majorana operators. Let us label
the majorana operators with double indices, one indicating the mode and another
indicating whether it is an odd or even majorana operator:
c2j−1 = cj,− ,

c2j = cj,+ ,

(5.89)

and stack them into the vector c in a different way:
T



c = c1,− c2,− · · ·

cn,− c1,+ c2,+ · · ·



cn,+ .

(5.90)

In the defining representation, the number-preserving subalgebra gl(n) consists of
anti-symmetric matrices that are also in the symplectic Lie algebra sp(n). They
have the form



A

B

−B A


,

(5.91)
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where A and B are n-by-n anti-symmetric and symmetric matrices respectively, and
A ∈ span{cj,− ck,− + cj,+ ck,+ },

B ∈ span{cj,− ck,+ − cj,+ ck,− }.

(5.92)

The rest of the algebra, that is, the non-number-preserving generators, have the form


C D

,
(5.93)
D −C
where both C and D are anti-symmetric, and
C ∈ span{cj,− ck,− − cj,+ ck,+ },

D ∈ span{cj,− ck,+ + cj,+ ck,− }.

We choose a to be
o
ni
i
a = span (c1,− c2,− − c1,+ c2,+ ), (c3,− c4,− − c3,+ c4,+ ) = span{Y12+ , Y34+ }.
2
2

(5.94)

(5.95)

The normalizer Ng (S) of a set S in a Lie algebra g is the collection of elements of g
that preserve S by the Lie bracket
Ng (S) = {X ∈ g|[X, S] ⊂ S}.

(5.96)

Since Nk (a) does nothing to a,
h
i
p = a ⊕ gl(n)N
,
a
.
gl(n) (a)
One can verify that the normalizer of a in k must have the form


A B

,
−B A
where A and B are block-diagonalized into 2-by-2 blocks


E1 0
;
A, B = 
0 E2

(5.97)

(5.98)

(5.99)

E1 and E2 are proportional to the Pauli Y matrix for A, while they are symmetric
and traceless for B. Thus, the normalizer is equivalent to the direct sum sl(2) ⊕ sl(2)
under the isomorphism



A

B

−B A


 7→ A + iB ∈ u(n).

(5.100)
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As a result,
u(4)
u(4)
Nu(4) (a) =
sl(2) ⊕ sl(2)

(5.101)

We need to identify ten independent elements in gl(4)sl(2) ⊕ sl(2). The homogeneous space U(4)SU(2) × SU(2) is closely related to the symmetric space
U(4)
9
U(2) × U(2) [Wol07]:
U(4)
U(4)
SU(2) × SU(2) ' U(1) × U(1) ×
U(2) × U(2),

(5.103)

or written in another way,
U(1) × U(1) × SU(2) × SU(2) ' U(2) × U(2).

(5.104)

+
+
We choose u(1) ⊕ u(1) to be the span of Z12
and Z34
, which give us the following first

layer of the quantum circuit:
|0i
|0i

(5.105)
Y

+

Z

+

|0i
|0i

Y+

Z+

Note that Y + are actually conjugated on both sides by Z + , but the Z + ’s on the left
are absorbed into the vacuum.
Now we apply the KAK decomposition one more time. U(4)U(2) × U(2) is
an eight-dimensional symmetric space of rank two. We choose a maximal abelian
subalgebra a0 to be spanned by Y23− and Y14− , and verify that the six-dimensional
subalgebra
−
−
−
−
, Y34− , Z34
}
, Y12− , Z12
, X34
Nu(4) (a) = sl(2) ⊕ sl(2) = Span{X12

(5.106)

symmetric space is usually written as SU(4)S(U(2) × U(2)), where the lone “S”
constraints the block-diagonalized matrices


U(2)
0 

(5.102)
0 U(2)
9 The

to have determinant 1.
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111

−
−
] = −iY13− ,
, X23
[X12

(5.107)

−
−
] = −iY24− ,
, X14
[X12

(5.113)

−
−
[Y12− , X23
] = iX13
,

(5.108)

−
−
[Y12− , X14
] = −iX24
,

(5.114)

−
−
[Z12
, X23
] = −iY23− ,

(5.109)

−
−
[Z12
, X14
] = iY14− ,

(5.115)

−
−
[X34
, X23
] = iY24− ,

(5.110)

−
−
[X34
, X14
] = iY13− ,

(5.116)

−
−
[Y34− , X23
] = −iX24
,

(5.111)

−
−
[Y34− , X14
] = iX13
,

(5.117)

−
−
[Z34
, X23
] = −iY23− ,

(5.112)

−
−
[Z34
, X14
] = iY14− .

(5.118)

Moreover, indeed gl(4)gl(2) ⊕ gl(2) generates the rest of so(8)gl(4):

−
+
[X13
, Y12+ ] = −iX23
,

(5.119)

−
+
[X13
, Y34+ ] = iX14
,

(5.127)

[Y13− , Y12+ ] = iY23+ ,

(5.120)

[Y13− , Y34+ ] = iY14+ ,

(5.128)

−
+
[X23
, Y12+ ] = iX13
,

(5.121)

−
+
[X23
, Y34+ ] = iX24
,

(5.129)

[Y23− , Y12+ ] = −iY13+ ,

(5.122)

[Y23− , Y34+ ] = iY24+ ,

(5.130)

−
+
[X14
, Y12+ ] = −iX24
,

(5.123)

−
+
[X14
, Y34+ ] = −iX13
,

(5.131)

[Y14− , Y12+ ] = iY24+ ,

(5.124)

[Y14− , Y34+ ] = −iY13+ ,

(5.132)

−
+
, Y12+ ] = iX14
,
[X24

(5.125)

−
+
[X24
, Y34+ ] = −iX23
,

(5.133)

[Y24− , Y12+ ] = −iY14+ ,

(5.126)

[Y24− , Y34+ ] = −iY23+ .

(5.134)

As a result, the twelve-dimensional manifold of Gaussian states is parametrized
uniquely by the following matchgate circuit, where each Y ± or X ± matchgate has a
±
≤ π and each Z± matchgate has a parameter 0 ≤ φ±
parameter 0 ≤ θjk
jk ≤ 2π.

|0i
|0i

(5.135)
Y+

Z+
Y−

|0i
|0i

Y+

Z+

Z−

Y−

Y−

Z−

Y−

Z−

Z−

Chapter 5. Fermionic Phase Spaces

112

Equivalently, for any four-mode Gaussian state |Ωi we write
|Ωi = U6 · · · U1 |0000i ,

(5.136)

where each Uj is a pair of Y ± and Z ± rotations:
+
+ +
U1 = exp(iφ+
12 Z12 ) exp(iθ12 Y12 ),

(5.137)

and so forth. Note that U1 and U2 commute, as do U2j−1 and U2j for every j. (It
might not be obvious that U3 and U4 commute because they both act on the two
middle qubits.)

5.5.2

Integration measure

To find the integrated negativity of a quasi-probability function, we need an integration measure on the phase space, which can be obtained from the line element ds2
n −1

induced from the Fubini-Study metric on the complex projective space CP 2

as

outlined in Appendix B.
ds2 = (hΩ|Xµ Xν |Ωi − hΩ|Xµ |Ωi hΩ|Xν |Ωi) dθµ ⊗ dθν ,
= (h0|Yµ (Ω)Yν (Ω)|0i − h0|Yµ (Ω)|0i h0|Yν (Ω)|0i) dθµ ⊗ dθν ,

(5.138)
(5.139)

where Yµ (Ω) is the displaced generator
†
Jµ Uµ−1 · · · U1 ,
iYµ = U1† · · · Uµ−1

(5.140)

and extract the real part and the imaginary part:
1
hΩ|{Xµ , Xν }|Ωi − hΩ|Xµ |Ωi hΩ|Xν |Ωi ,
2
1
= hΩ|[Xµ , Xν ]|Ωi .
2i

gµν =

(5.141)

ωµν

(5.142)

One can show that ω is indeed a symplectic form, that is, a closed, non-degenerate,
anti-symmetric bilinear form. Some minor diagonalizing results in a particularly
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simple form of the symplectic form


 + 2
sin θ12
0
0
0
2
 


2


+
− sin θ12

0
0
0
2


 + 2 
ω=
sin
θ


34
0
0
0


2


 + 2
sin θ34
0
0
−
0
2


 − 2
sin θ23
0
−
0
0
2


 sin θ− 2

23

M cos θ+ − cos θ+ 
0
0
0
2

12
34 
 − 2 

sin θ14


2
0
0
0
−


2


 − 2
sin θ14
0
0
0
2


 − 2
sin θ12
0
−
0
0
2


 sin θ− 2

12


−
+
−
+
M cos θ − cos θ cos θ − cos θ 
0
0
0
2

14
12
23
34
 − 2 ,

sin
θ


2
2
34
0
0
0
−


2


 − 2
sin θ34
0
0
0
2
(5.143)
giving the measure
dΩ = 8 ·
×

45
211 (2π)6

−
cos θ23

−

+
+
+
+
sin θ12
sin θ34
cos θ12
− cos θ34

4

−
−
sin θ23
sin θ14

(5.144)


− 2
cos θ14

−
sin θ12

−
sin θ34

Y

dθ

Y

dφ,

normalized such that
Z
dΩ = 8.

(5.145)

The measure on the maximal abelian subgroup A is
dA = 8 ·


15
+
+
+
+
+
+ 4
cos
θ
−
cos
θ
dθ12
dθ34
,
sin
θ
sin
θ
34
12
34
12
6
2

(5.146)

Z
dA = 8.
The measure agrees with that found in [VK88b, §17.3.10, p.318].

(5.147)
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U(4)-singlets and spherical functions

The even spinor representation 8+ is a real irrep with the highest weight state |0000i.
The frame for the SW quasi-probability representation decomposes as the ClebschGordan series of 8+ ⊗ 8∗+

Spin(2n)

'

8+ ⊗ 8+ . The Clebsch-Gordan series of semisimple

Lie groups can be found using computer algebra packages such as LieArt [FK15].
In this case, 8+ ⊗ 8+ decomposes into a 28-dimensional anti-symmetric part and a
36-dimensional symmetric part, which further breaks up into the trivial irrep and
the rest:
8+ ⊗ 8+ = 1 ⊕ 28 ⊕ 35.

(5.148)

Since SO(2n)/U(n) is multiplicity-free, each irrep µ contains at most one U(4)-singlet
|µ0i, which we now locate.
8+ ⊗ 8+ = (1−2 ⊕ 60 ⊕ 1+2 ) ⊗ (1−2 ⊕ 60 ⊕ 1+2 )
= 2(1−2 ⊗ 1+2 ) ⊕ (1−2 ⊗ 1−2 ) ⊕ (1+2 ⊗ 1+2 )
⊕ 2(1−2 ⊗ 60 ) ⊕ 2(1+2 ⊗ 60 ) ⊕ (60 ⊗ 60 )

(5.149)

= 2(1−2 ⊗ 1+2 ) ⊕ (1−2 ⊗ 1−2 ) ⊕ (1+2 ⊗ 1+2 )
⊕ 2(1−2 ⊗ 60 ) ⊕ 2(1+2 ⊗ 60 ) ⊕ 10 ⊕ 15 ⊕ 20

(5.150)

As each singlet is a trivial irrep of U(4), it must be one-dimensional and contains
no hypercharge. The four irreps 1±2 ⊗ 60 can be ignored just from dimensional
consideration. Among the tensor products of one-dimensional irreps, only 1−2 ⊗ 1+2
combine to give a trivial hypercharge. The anti-symmetric state in 1−2 ⊗ 1+2 is the
singlet in 28:
|0000i |1111i − |1111i |0000i
√
.
2
The only symmetric trivial subspace in 8+ ⊗ 8+ is spanned by the state
|28, 0i =

(5.151)

|0000i |1111i + |1111i |0000i
√
(5.152)
2
and |βi ∈ 10 in 60 ⊗ 60 . |βi is a unique symmetric state in 60 ⊗ 60 orthogonal to 20.
|αi =

20 is fully described by applying negative simple roots of U(4):
a1 a†2 ⊗ 1 + 1 ⊗ a1 a†2 ,

a2 a†3 ⊗ 1 + 1 ⊗ a2 a†3 ,

a3 a†4 ⊗ 1 + 1 ⊗ a3 a†4 ,

(5.153)
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Figure 5.1: The 20-dimensional irreducible symmetric subspace in 60 ⊗ 60 ; The color
of each arrow indicates the negative root (5.153) used to obtain the state. Every
state is understood to be symmetrized.

to the highest weight state |1100i |1100i. The only symmetric two-fermion states
orthogonal to all weight states in 20 shown in Figure 5.1 is
1 
|βi = √ |0101i |1010i + |1010i |0101i − |0110i |1001i
6

− |1001i |0110i − |0011i |1100i − |1100i |0011i

(5.154)

The singlets |1, 0i and |35, 0i are the linear combinations of |αi and |βi annihilated
by a†1 a†2 ⊗ 1 + 1 ⊗ a†1 a†2 ; they are
|1, 0i =

|αi +

√
2

3 |βi

√
,

|35, 0i =

3 |αi − |βi
.
2

(5.155)
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Note that |1, 0i, being simultaneously a U(4)-singlet and the Spin(8)-singlet, can also
be obtained by the complex conjugation operator
1 X
|1, 0i = −1 ⊗ C8+ √
|jji .
8 j

(5.156)

Actually what we have found are singlets in 8+ ⊗ 8+ , whereas the singlets in the
Clebsch-Gordan coefficient Γµ = | hµ0| (|0000i ⊗ |0000i)| are in 8+ ⊗ 8∗+ . The two can
be converted to one another by the complex conjugation operator:
8+ ⊗8∗+| hµ0| (|0000i

⊗ |0000i) =
=

1 ⊗ C8+ |0000i ⊗ |0000i

8+ ⊗8+hµ0|

8+ ⊗8+| hµ0| (|0000i

⊗ |1111i) .

(5.157)
(5.158)

Note that |0000i |1111i is the highest weight state of 8+ ⊗ 8∗+ because C8+ swaps aj
and a†j —that is, it swaps positive and negative roots of the Lie algebra. As a result,
1
Γ21 = ,
8

1
Γ228 = ,
2

3
Γ235 = .
8

(5.159)

,

(5.160)

The spherical functions,
Uµ (Ω)00 = 8+ ⊗8+hµ0|U8†+ (Ω) ⊗ U8+ (Ω)|µ0i8

+ ⊗8+

depend only the maximal abelian subgroup A in the KAK decomposition. Thus we
can restrict U8+ to be
+
+
U (θ12
, θ34
)8+


i + +
+ +
= exp (θ12 Y12 + θ34 Y34 ) ,
2


(5.161)

obtaining
+
+
U1 (θ12
, θ34
)00 = 1,
+
+
) + cos(θ34
)
cos(θ12
,
2
+
+
1 + 2 cos(θ12
) cos(θ34
)
=
.
3

(5.162)

+
+
U28 (θ12
, θ34
)00 =

(5.163)

+
+
, θ34
)00
U35 (θ12

(5.164)

(dµ /8)1/2 Uµ (Ω)00 are orthonormal functions with respect to the measure dΩ (5.144).
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Gaussian quasi-probability functions are negative

The Q functions of Fermionic Gaussian states are
2

|hΩ|Ω0 i| =

+
+
+
+
1 + cos θ12
+ cos θ34
+ cos θ12
cos θ34
,
4

(5.165)

which reduces to unity when Ω = Ω0 . Alternatively, it is the product of spherical
functions in the even spinor representation

+ 
+ 
1 + cos θ12
1 + cos θ34
+
+
U8 (θ12 )U8 (θ34 ) =
.
2
2

(5.166)

The quasi-probability function of the vacuum in the self-dual (s = 0) representation
is given by the formula
r
µe (Ω) =

X
µ

Γµ

dµ
Uµ (Ω)00 .
d

(5.167)

The quasi-probability multiplied by the measure, depicted in Figure 5.2, ends up
taking negative values with an integrated negativity of −0.47. The measure vanishes
+
+
on the line θ12
= θ34
and concentrates in the area where negativity occurs.

Let us briefly look at how the frame elements acquire negative eigenvalues. The
frame is given by the formula
X 1  dµ (3+s)/2 Z
dΩ0 Uµ (Ω−1 Ω0 )00 |Ω0 i hΩ0 |
F (Ω, s) =
1+s
Γ
d
µ
µ

X dµ (1+s)/2 dµ Z
=
dΩ0 Uµ (Ω−1 Ω0 )00 |Ω0 i hΩ0 |
2
dΓ
d
µ
µ

(5.168)

(5.169)

By construction, any frame element can be obtained from another by the group
action, so we can consider the frame element at Ω = 0 for simplicity. In this case, it
turns out that the integrals can be written in terms of Pk , the projection operators
onto the k-particle sectors, as follows:
Z
dΩ |Ωi hΩ| = 1,
Z
8 P0 − P4
dΩ U28 (Ω)00 |Ωi hΩ| =
,
28
2


Z
8 3
P2
dΩ U35 (Ω)00 |Ωi hΩ| =
(P0 + P4 ) −
.
35 8
8

(5.170)
(5.171)
(5.172)
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Figure 5.2: The Wigner function of pure fermionic Gaussian states, multiplied by
the measure

Putting these together gives us
F (0, s) =

1
8

+7

(1+s)/2 P0

− P4
+
2



35
3

(1+s)/2 


3
P2
(P0 + P4 ) −
.
8
8

(5.173)

Setting s = −1, P2 in the first and last term cancel exactly to reproduce the vacuum
projection operator:

F (0, −1) =

1 1 3
+ +
8 2 8




P0 +

1 1 3
− +
8 2 8


P4 = P0 .

(5.174)

As soon as s > −1, the negative contribution of P2 in the last term wins and each
frame element ceases to be a positive operator. For the self-dual frame s = 0,
!
!
r !
√
√
√
√
1
7
105
1
7
105
35 P2
F (0, 0) =
P0 +
P4 + 1 −
+
+
−
+
8
2
8
8
2
8
3
8
(5.175)
≈ 2.72P0 + 0.08P4 − 0.30P2 ,

(5.176)
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Chapter 6
Summary and Open Problems
I must finish what I’ve started, even if, inevitably,
what I finish turns out not to be what I began.
— Salman Rushdie

This dissertation consists mainly of the following two research programs:
• Find a generalization of the quantum Bochner’s theorem, which simultaneously
characterizes the set of valid quasi-probability distributions and the subset of
non-negative ones in a given quasi-probability representation. (Chapter 4)
• Find a quasi-probability representation that somehow reflects a classically simulatable subtheory of quantum theory. (Chapter 3 and 5)
Each program led us to what appears to be a different way to construct quasi-probability representations out of groups. Let us summarize what we did.
After an overview of representation theory in Chapter 2, we formally introduce
quasi-probability representations in Chapter 3. Focusing on finite-dimensional quantum systems, each quasi-probability representation is associated with a frame and a
dual frame for H(Cd ), the real vector space of Hermitian operators over Cd , where
density operators and POVM elements live.
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Valid probability densities can be characterized by properties of their Fourier
transforms, the characteristic functions, by Bochner’s theorem. The theorem easily
generalizes by considering the notion of Fourier transform on a general group (§ 2.4.3).
Given a unitary (ordinary or projective) representation {U (g)} of a group G, we
defined the quantum characteristic function of a density operator ρ in Chapter 4 to
be the expectation value
φρ (g) = Tr[U (g)ρ].

(6.1)

For this quantity to be a Fourier transform of some quasi-probability distribution so
that we could apply Bochner’s theorem, the Fourier transform of the unitary operators {U (g)} themselves must be a frame that defines a quasi-probability representation. We could not obtain such a (Hermitian) frame when G is non-abelian. Instead,
{U (g)} must be a non-trivial projective representation of an abelian group G. Given
such a representation, we showed that the resulting quasi-probability representation
possesses a quantum Bochner’s theorem (Theorem 10). Further, we characterized
the form that such a group G must take and gave examples of quasi-probability representations with a quantum Bochner’s theorem in low dimensions, which includes
Gibbons’ [GHW04] and Gross’ phase space representations [Gro06].
The construction by Brif and Mann [BM99] outlined in § 3.4 is an answer to
how to build quasi-probability representations from non-abelian groups. One of our
contributions is a more deductive derivation of Brif and Mann’s construction starting
from the kernel
Kss0 (Ω, Ω0 ) := Tr[F (Ω, s)F (Ω0 , −s0 )]

(6.2)

that relates G-covariant frames at different values of the parameter s:
Z
F (Ω, s) =

dΩ0 Kss0 (Ω, Ω0 )F (Ω0 , s0 ).

(6.3)

In particular, F (Ω, −1) is stipulated to be the G-coherent state |Ωi hΩ|. Then the
Stratonovich-Weyl (SW) correspondence and the differentiability of F (s) with respect to s imply the essential uniqueness of the frames, as stated in Theorem 5. In
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particular, the frame for s = 0 is unique. We call these frames SW frames and the
representations SW representations.
The construction process commences by choosing three ingredients: a Lie group
G, its unitary representation U on a Hilbert space H, and a fiducial state |ei ∈ H. If
|ei is the highest weight state of U , then the phase space has more structure, namely
the symplectic and Kähler structures (Appendix B). The G-coherent states
|Ωi = U (Ω) |ei

(6.4)

are identified with phase points Ω = gK in the phase space G/K, where K is the
stabilizer of |ei he|. We showed that the quasi-probability functions of G-coherent
states (for any s) are drawn, not from the entire space L2 (G/K) of square-integrable
functions on G/K, but only from irreps {Vµ } that make up the space of linear
operators over H
G

End(H) '

nµ
MM

Vµ .

(6.5)

µ∈Ĝ

In other words, only low frequency components enter the quasi-probability functions
of G-coherent states.
The construction was then applied to the classically simulatable problem of
fermionic linear optics or equivalently, by the Jordan-Wigner transformation, nearest neighbor (N.N.) matchgates in Chapter 5. The SO(2n)-coherent states are the
n-mode (pure) fermionic Gaussian states generated from the highest weight state of
the even spinor representation 2n−1
+ , the vacuum. In this case, the stabilizer of the
vacuum is the number-preserving subgroup isomorphic to U(n), which can be characterized explicitly as a subgroup consisting of all matrices that are both orthogonal
and symplectic. SO(2n)/U(n) is not just any homogeneous space; it is symmetric
and hence multiplicity-free (§ 2.6). Thus, there is a unique (zonal) spherical function
associated to each inequivalent irrep Vµ and, as shown in § 3.4.1, the quasi-probability
functions of the G-coherent states are spanned by these spherical functions. Finally,
we arrived at the fact that the Gaussian quasi-probabilities are negative. Therefore,
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anyone who would like to come up with a fermionic quasi-probability representation that exhibits non-negative quasi-probabilities for the Gaussian states and the
Gaussian measurements would need to break some assumptions of the SW representations.

We would have a cleaner connection to classical simulatability if we had found
a non-negative subtheory for matchgate computation. One possibility is that no
such subtheory exists. This is the case for multi-qubit stabilizer circuits, where
the three-qubit GHZ states and Pauli measurements demonstrate (Kochen-Specker)
contextuality; thus, it is contextual in the generalized sense of Spekkens [Spe08] and
therefore has no non-negative subtheory. (Though, there is no natural notion of
locality in our n-qubit phase space, not being the Cartesian product of a phase space
for each individual qubit.) During the course of this project, we were informed by
Brod [DBS17] that four-qubit N.N. matchgates can be used to violate the Bell-CHSH
inequality. Thus, it is likely that matchgate computation also has no non-negative
subtheory. Nevertheless, outcome probabilities from negative quasi-probabilities can
still be efficiently estimated as long as the negativity does not grow too fast [PWB15].
Thus, we would like to have a uniform construction of our fermionic quasi-probability
representations for all numbers of modes n. We have made some progress on this
front that will be reported elsewhere; for example, we could calculate the singlets and
spherical functions for any n, and we believe that the frame operator at the origin
Ω = 0 can be obtained from just the U(n)-singlets and the complex conjugation
operators. But at the time of writing, we do not yet know how to directly obtain
the integrated negativity of Gaussian quasi-probability distributions, as it seems to
require actually doing the integral for each n and every n.

A broader perspective one can take going forward in this project is the study
of general SW phase spaces in their own rights. SW phase spaces covariant to
“classical”, restricted dynamics (subgroups of the full unitary group) may provide
novel theoretical tools to think about physics akin to the Wigner function. There
are other physically significant phase spaces for fermions identified in [ZFG90] such
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as the number-preserving phase space,
U(n)
U(k) × U(n − k),
and the parity-non-preserving phase space SO(2n + 1)/U(n). For bosons, the construction of SW phase spaces when applied to the Weyl-Heisenberg group yields
the Wigner, P, and Q functions as well as all the quantum optical s-parametrized
quasi-probability representations [BM99]. Let us call these representations the linear
bosonic representations. Among them, the Wigner function, and only the Wigner
function, is covariant with respect to the symplectic group Sp(2n, R). But one could
also have quadratic phase spaces covariant with respect to the full symplectic group
Sp(2n, R) for every s. How do the quadratic and linear SW representations relate
to one another? (The Wigner function is singled out from other linear bosonic representations by the marginal property [BB87]: integrating the Wigner function µρ
along the line aq + bp = c yields the probability to obtain the result c upon measuring the observable aQ + bP . It is far from clear whether the Wigner function
can be retrieved from the construction of quadratic bosonic representations.) For
every SW phase space, one can ask for the characterization of positive (and valid)
quasi-probability distributions:
• Do the G-coherent states possess positive quasi-probability distributions?
• Is there any pure state that has a positive quasi-probability distribution?
• When do mixed states, for instance, thermal states at certain temperatures,
have positive quasi-probability distributions?
• Is there some version of a quantum Bochner’s theorem that characterizes SW
quasi-probability distributions by their Fourier transforms? (How exactly is
the abelian construction in Chapter 4 a special case of the Brif and Mann’s
construction? Is there a similar construction that applies to finite groups as
well?)
Another open question is the relation between our fermionic phase spaces and other
existing fermionic phase spaces, for instance, those that employ Grassmann variables
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[CG99, DJB14] or the Q functions in [CD06a, CD06b, RZD15] (which actually have
support over a much larger, complexified phase space covariant under SO(4n), not
SO(2n)).
Still lacking is an operational significance of SW phase spaces—something that
makes the Wigner function an appealing way to think about homodyne and heterodyne measurements and quantum tomography. The two-dimensional slice of the full
twelve-dimensional Wigner function in Figure 5.2 does not give a probability density
upon integrating out a variable in any obvious way. Could the symplectic structure
on the phase spaces play any role in ferreting out the marginal structure? Elaborating further structures, expected or unexpected, of SW phase spaces is necessarily
the key to more applications of them.
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Appendix A
Proof of the Discrete Hudson’s
Theorem

We provide here a complete proof of the discrete Hudson’s theorem, following a
sketch in an unpublished talk by Gross [Gro15].1
Hudson’s theorem states that the Wigner function of a pure state is positive if and
only if it is Gaussian [Hud74]. The theorem in the multi-mode scenario and other
generalizations was given in [SC83, Tof06] and references therein. In the discrete
case we have
Theorem 14. (Discrete Hudson’s theorem) Gross’ Wigner function (4.29) of a pure
state |ψi is positive if and only if |ψi is a stabilizer state [Gro06, Gro07].

Stabilizer states were originally defined for multiple qubits [Got97] and have
a plethora of applications in quantum error correction and quantum computation
[Fuj15]. In odd dimensions, they have the following equivalent characterizations:

1I

am grateful to Marcus Appleby for sharing his extensive knowledge on discrete

Wigner functions and pointing out the group property of the frame for Gross’s Wigner
function.
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1. Each stabilizer state is a joint eigenvector of a stabilizer subgroup – a maximal
abelian subgroup of the generalized Pauli group Pd .
2. Stabilizer states are the orbit of the state |0i under the Clifford group.
3. Their wave functions have a Gaussian form in the standard basis {|mi | m =
0, . . . , d − 1}
ψ(m) = ω mAm+bm ,

(A.1)

where A is a symmetric matrix with entries in Zd and b ∈ Zd .
Properties 2 and 3 especially affirm the status of stabilizer states as the natural
discrete analogue of Gaussian states.
To prove the discrete Hudson’s theorem in one direction, one computes the discrete Wigner function of all stabilizer states directly and observes that they are
positive. In fact, the support of a stabilizer state always lies on a line (as defined in
finite geometry) [Gro06], so they are more like infinitely squeezed states.
A short proof in the other direction given in an unpublished talk by Gross [Gro15]
can be summarized as follows: a positive discrete Wigner function of a pure state
simultaneously maximizes the 2-norm and minimizes the 1-norm, forcing it to be a
stabilizer state.
Lemma 2. A positive Wigner function µψ of a pure state ρ = |ψi hψ| must be
constant on its support of size d.
Proof. We want to bound the 2-norm of ρ,
kρk22 = Tr(ρ† ρ) =

X

|ρjk |2 .

(A.2)

j,k

Every displacement operator except 1 has zero trace, so the trace of A(0, 0) and
√
thus every phase point operator is 1. Moreover, {A(u)/ d} is an orthonormal basis
because A(u) squares to the identity. Therefore,
1 X
1X
≤
|ρjk |2 =
|Tr[A(u)ρ]|2 ≤ 1.
d
d
u
j,k

(A.3)
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ρ is a pure state if and only if kρk22 = Tr(ρ2 ) = 1, which means that on the one hand,
X

| hψ|A(u)|ψi |2 = d,

(A.4)

u

i.e. the 2-norm is maximized. On the other hand,
X

hψ|A(u)|ψi = d.

(A.5)

u

Every term in the sum is positive if and only if its 1-norm is minimized
X

| hψ|A(u)|ψi | = d.

(A.6)

u

Each term in the sum can be bounded by the sum of the product of the singular
values using von Neumann’s trace inequality:
|Tr(AB)| ≤

X

aj b j ,

(A.7)

j

where aj and bj are singular values of A and B respectively, ordered by their magnitudes. The bound is saturated if and only if A and B are normal and commute.
Since ρ is a rank-one projection operator, we only need the largest singular value of
A(u), which is 1,
| hψ|A(u)|ψi | ≤ kA(u)k∞ = 1

(A.8)

But if this bound is not saturated, the 2-norm will not reach the maximum. To
saturate the bound, µρ can have a support only on d points and |ψi must be a joint
eigenvector of d phase point operators.
In particular, |ψi is an eigenvector of every product of these d phase point operators,
which makes it also an eigenvector of some displacement operators because
A(u)A(v) = D† (u)A(0)D(u)




D† (v)A(0)D(v)

= ω −[u,v]/2 D(−u) [A(0)D(u − v)A(0)] D(v)
= ω −[u,v]/2 D(−u)D(v − u)D(v)
= ω −2[u,v] D(2v − 2u).

(A.9)
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When w = v − u 6= 0, 2w is never zero since d is odd. So for a given w, |ψi is
an eigenvector of d commuting displacement operators {1, D(w), . . . , Dd−1 (w)} and
there can be no more than d commuting displacement operators since D(w) has
period d. |ψi is therefore a stabilizer state and the discrete Hudson’s theorem is
proved.
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Appendix B
Measure on Homogeneous Kähler
Manifolds
The integration measure on the phase space can be obtained from the line element
denoted by ds2 . The d-dimensional Euclidean line element is, for example,
2

ds =

d
X

dxj ⊗ dxj .

(B.1)

j=1

The superscript signifies that dxj are dual vectors (i.e. forms). For a vector |ψi =
Pd
d
j zj |ej i in a complex vector space C , a small displacement
|dψi =

d
X

dz j |ej i

(B.2)

j=1

gives rise to the line element
2

ds = hdψ|dψi =

d
X

dz j ⊗ dz j∗ .

(B.3)

j=1

The inner product hdψ|dψi in Cd does not give a line element on the complex projective space CP d−1 ; one has to project it back to CP d−1 by subtracting off the part
orthogonal to the manifold:
ds2 = (hdψ| − hdψ|ψi hψ|)(|dψi − |ψi hψ|dψi)
= hdψ|dψi − |hψ|dψi|2 ,

(B.4)
(B.5)
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obtaining the celebrated Fubini-Study metric [Cav01].
For a d-level system, a manifold of G-coherent states is a submanifold of CP d−1 .
Suppose that we have a sequence U = Un · · · U1 of unitary operators Uj = exp(iθµ Jj )
that generates a G-coherent state |Ωi from the fiducial state |ei:
|Ωi = U |ei = Un · · · U1 |ei ,

(B.6)

then a small displacement is given by
|dΩi = dU (Ω) |ei = dU (Ω)U −1 (Ω) |Ωi = iXj |Ωi dθj ,

(B.7)

†
iXj = Un · · · Uj+1 Jj Uj+1
· · · Un† ,

(B.8)

where

and repeated indices are summed over. The line element for the submanifold of
G-coherent state induced by the Fubini-Study metric is
ds2 = (hΩ|Xj Xk |Ωi − hΩ|Xj |Ωi hΩ|Xk |Ωi) dθj ⊗ dθk ,
= (he|Yj (Ω)Yk (Ω)|ei − he|Yj (Ω)|ei he|Yk (Ω)|ei) dθj ⊗ dθk ,

(B.9)
(B.10)

where Yj (Ω) is the displaced generator
†
Jj Uj−1 · · · U1 .
iYj = U1† · · · Uj−1

(B.11)

The (symmetric) real part of ds2 is a Riemannian metric
gjk =

1
hΩ|{Xj , Xk }|Ωi − hΩ|Xj |Ωi hΩ|Xk |Ωi ,
2

(B.12)

and the measure is
dΩ =

q

| det gjk |dθj ⊗ dθk .

(B.13)

In CP d−1 and any of its “complex” submanifolds, something special occurs. Recall that in Cd ' R2d (which is also the classical phase space), we have the Hermitian
inner product
hu, vi =

d
X
j=1

u∗j vj ,

(B.14)

Appendix B: Measure on Homogeneous Kähler Manifolds

131

the symmetric inner product
g(x, y) =

2d
X

xj y j ,

(B.15)

j=1

and the symplectic bilinear form
ω(x, y) = g(Jx, y) =

2d
X

(xj yd+j − xd+j yj ) ,

(B.16)

j=1

where

J =



0 −1

1 0

(B.17)

plays the role of the imaginary unit i. The three bilinear forms fit together in the
identity
hu, vi = g(u, v) + iω(u, v),

(B.18)

where u and v on the right hand side are understood to be 2d-long vectors of real
and imaginary parts of u and v. We would like to generalize this scenario to a more
general manifold that cannot be covered by a single chart. Let J be a (1, 1)-tensor
field on a real, even-dimensional manifold M that squares to minus the identity
J 2 = −1.

(B.19)

At each point p in M , Jp has a diagonal form


i1 0

Jp = 
0 −i1

(B.20)

in the basis
Zj = Xj + iXd+j ,

Zj∗ = Xj − iXd+j ,

(B.21)

of the complexified tangent space. If we can keep the diagonal form of Jp while
varying the base point p by a coordinate transformation of {Zj } that depends only
on {Zj } and not {Zj∗ } (that is, the transition function is holomorphic), then the
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manifold M is called complex. A complex manifold always admit a Hermitian metric
h , i such that
hu, vi = g(u, v) + iω(u, v),

(B.22)

with g a Riemannian metric and ω a non-degenerate, anti-symmetric bilinear form.
When the form is closed,
dω = 0,

(B.23)

—that is, when ω is a symplectic form—the manifold is Kähler [BŹ08, KN69, Nak03].
Complex projective spaces are exemplars of Kähler manifolds, with the Fubini-Study
metric as the Hermitian metric. Every complex submanifold of a complex projective
space inherits the Kähler structure with the induced metric [KN69, Example 6.7,
p.164]. More generally, any orbit of a highest weight state, thus any Gilmore’s phase
space, is guaranteed to be Kähler [Ono75]. On a Kähler manifold, the nth antisymmetric power of the symplectic form
dΩ =

1 Vn
ω,
n!

(B.24)

agrees with the integration measure obtained from the metric.
To summarize, when the phase space is Kähler, the Riemannian metric and the
symplectic form are
1
hΩ|{Xj , Xk }|Ωi − hΩ|Xj |Ωi hΩ|Xk |Ωi ,
2
1
= hΩ|[Xj , Xk ]|Ωi ,
2i

gjk =

(B.25)

ωjk

(B.26)

and both lead to the same integration measure dΩ.
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