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Abstract. We present a novel formulation for the mesh adaptation of the approximation
of a PDE. The proposed formulation extends the goal-oriented formulation, since it is
equation-based and uses an adjoint. At the same time, it supersedes it as a solution-
convergent method. Indeed, goal-oriented methods rely on the reduction of the error in
evaluating a chosen scalar output with the consequence that as mesh size is increased
(more degrees of freedom) only this output is proven to tend to its continuous analog,
while the solution field itself may not converge. A remarkable throughput of goal-oriented
metric-based adaptation is the mathematical formulation of the mesh adaptation problem
under the form of the optimization, in the well-identified set of metrics, of a well-defined
functional. In the new proposed formulation, we amplify this advantage. We search, in
the same well-identified set of metrics, the minimum of a norm of the approximation error.
The norm is prescribed by the user and the method allows addressing the case of multi-
objective adaptation, like, for example in aerodynamics, adapting the mesh for drag, lift,
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moment in one shot. In this work we consider the basic linear finite-element approximation
and restrict our study to L2 norm in order to enjoy second-order convergence. Numerical
examples for the 2D Poisson problem and for 3D Euler flows are computed.
1 INTRODUCTION
Most simulation processes start with a smart Partial Differential Equation (PDE) and
finish with a step of discretisation and approximate solution. The deviation between the
continuous PDE solution and its approximation on a mesh is one of the most imperfect
step of the simulation since the mesh is not chosen on completely rigorous bases. Now the
engineer knows well what he/she expects: typically an approximation error sufficiently
smaller than some level (frequently dimensioned by the model error). The approximation
step is rather well specified: find the mesh for the given error level. Therefore, finding
the best mesh would simply be a minimisation problem (looking for the mesh of specified
total size, which makes the error minimum). However, a mesh does not lie in a suitable
space for minimisation: a mesh is a combination of coordinates and of a kind of graph.
Thus going towards the discrete world is a simplification for the unknown field, and an
enormous complexification in finding a new unknown, the mesh. With the arising of
Hessian-based mesh adaptation methods, e.g. [6, 5], it appeared that an anisotropic mesh
can be parameterized by a continuous field defined on the computational domain, the
metric. The idea of continuous metric or continuous mesh has been further formalised in
[9, 10]. It remains to decide which error functional will be minimised with respect to the
metric. Again, this functional should be continuous.
In Hessian-based method, the P1-interpolation error is transformed in terms of a prod-
uct of continuous Hessian by ingredients from the metric (see [14] for details). The optimal
continuous metric is then uniquely defined in terms of the Hessian, via the continuous
metric optimality conditions. Only at the end of the process, these optimality conditions
are discretised to produce an approximate optimal metric. This approach has permitted
powerful anisotropic unstructured mesh adaptations.
Hessian-based method do not take into account the PDE. Consequently, it can miss
important features in the solution, in particular for advective dominated PDE. In contrast,
goal-oriented formulations consider a scalar output error which is expressed in terms of
the approximation global error. The approximation global error is essentially solution of
the linearised PDE with a local error as RHS. This results in the use of an adjoint state.
In [8], the minimisation problem is expressed in terms of interpolation errors weighted
by functions of the adjoint. Again, the minimum of the continuous scalar output error is
uniquely defined. Again, the continuous optimality system is at last discretised.
In the new norm-oriented formulation proposed in this paper, the user can prescribe
a norm or a semi-norm |u − uh| of the error, in order to minimise it with respect to the
mesh. As a typical example of semi-norm, this can be the sum of square deviations on
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particular outputs. Let us take an example in aerodynamics. The semi-norm |u− uh| ≡
|Cl(u)−Cl(uh)|2 + |Cd(u)−Cd(uh)|2 + |Cm(u)−Cm(uh)|2 will account for minimising the
errors on lift, drag, moment measured from flow solution uh with respect to the mesh. The
proposed method will ultimately address this kind of semi-norm, assuming that, as for
the goal-oriented method, the issue of a non-admissible norm is solved. As for the goal-
oriented method, the proposed method takes into account the PDE features and, in case
where a norm is prescribed, it produces an approximate solution field which does converge
to the exact one in this norm. In this paper, the method is first demonstrated with the
usual linear finite-element method in 2D. This approximation is first-order accurate for
H1 norm, but second-order accurate for L2 norm, which we shall consider here. The
method relies on the use of a corrector field, and on an a priori error estimate from which
is extracted the asymptotically largest terms of the local error.
The derivation of a corrector is proposed in Sec. 2. Next two sections are devoted
to the three identified mesh adaptation formulations: a Hessian-based, minimizing an
interpolation error in Sec. 3, a goal-oriented formulation and our proposal for a norm-
oriented in Sec. 4. Sec. 5 is devoted to a numerical comparison between the two field-
convergent formulations, viz. Hessian-based and norm-oriented for an elliptic PDE. Sec.
6 addresses the Euler PDE of aerodynamics.
2 FINER-GRID CORRECTOR FOR A GENERIC PDE
We consider a linear PDE denoted Au = f and a second-order accurate discretization
of it, Ahuh = fh. Let us assume the problem is smooth and that the approximation is in
its asymptotic mesh convergence phase for the mesh Ωh under study, of size h. Then this
will be also true for a strictly two-times finer embedding mesh Ωh/2. We would have:
uh = A
−1
h fh , uh/2 = A
−1




where uh and uh/2 are respectively the solutions on Ωh and Ωh/2. We have also Πhu −
Πhuh/2 ≈ 14(Πhu − uh). This motivates the definition of a finer-grid Defect-Correction






Rh/2→h(Ah/2Ph→h/2uh − fh/2) (2)
where the residual transfer Rh/2→h accumulates on coarse grid vertices the values at fine
vertices in neighboring coarse elements multiplied with barycentric weights, and Ph→h/2
linearly interpolates coarse values on fine mesh. In the case of local singularities, statement
(1) is not true for uniform meshes, but we have some hints that it holds almost everywhere
for a sequence of adapted meshes, according to [12]. The DC corrector ū′DC approximates
Πhu− uh instead of u− uh and can be corrected as the previous one:
u′DC = ū
′
DC − (πhuh − uh). (3)
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This field will play a key role in the norm-oriented mesh adaptation introduced in the
sequel.
3 INTERPOLATION ERROR OPTIMIZATION
3.1 Mesh parametrization
We propose to work in the continuous mesh framework, introduced in [9, 10]. The main
idea of this framework is to model discrete meshes by continuous Riemannian metric fields.
It allows us to define the adaptation problem as a differentiable optimization problem , i.e.,
to apply on the class continuous metrics a calculus of variations which cannot be applied
on the class of discrete meshes. This framework lies in the class of metric-based methods.
A continuous mesh M of the computational domain Ω is identified to a Riemannian
metric field [3]M = (M(x))x∈Ω whereM(x) is a symmetric 3× 3 matrix. We define the






Given a continuous mesh M, we shall say that a discrete mesh H of the same domain
Ω is a unit mesh with respect to M, if each triangle K ∈ H, defined by its list of edges
(aibi)i=1...3, verifies:













The rest of the paper will try to find the best metric M from various error analyses.
3.2 Interpolation-based optimal metric
Let u be any smooth enough function defined on Ω. Let M be a mesh/metric of Ω.
We consider only meshesM involving enough nodes for justifying the replacement of the
complete error by its main asymptotic part. The P 1 interpolation error |ΠMu−u| can be
approximated in terms of second derivatives of u and of the metricM by the continuous
interpolation error:


























we define as optimal metric the one which minimizes the right hand side under the con-
straint of a total number of vertices equal to a parameter N . After solving analytically
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this optimization problem, we get the unique optimal (MLp(x))x∈Ω as:
MLp = Kp(Hu) = DLp (det |Hu|)
−1








where DLp is a global normalization term set to obtain a continuous mesh with complexity
N and (det |Hu|)
−1
2p+2 is a local normalization term accounting for the sensitivity of the
Lp norm. In the case of an adaptation loop for solving a Partial Differential Equation, a
continuous function u is not available, only an approximate solution uM is available. In
that case, the continuous interpolation error (4) is replaced by:








where HuM is an approximate Hessian evaluated with the patch-recovery approximation
defined in [14]. According to the continuous mesh framework, statement (6) defines
directly a continuous optimal metric. In practice, solving (6) is done by approximation,
i.e. in a discrete context with a couple (mesh, solution) denoted (HM, uM) and iteratively
through the following fixed point:
Step 1: compute the discrete state uM on mesh HM,
Step 2: compute sensor sM = s(uM) and optimal metric Moptinter = Kp(HM(sM)),
Step 3: M =Moptinter, generate HM = HMoptinter and go to 1, until convergence.
In our Hessian-based numerical examples, the L2 case, p = 2, has been considered.
The above notation Kp will also be used in the next sections for p = 1.
4 EQUATION-BASED ADAPTATION
4.1 Scalar output “goal-oriented” analysis
The goal-oriented analysis relies on the minimization of the error δjgoal(M) committed
on a scalar output j = (g, u) , error which we simplify as follows:
δjgoal(M) = |(g, u− uM)| = |(g,ΠMu− uM + u− ΠMu)|. (8)
The term u − ΠMu, similar to the main term of the Hessian-based adaptation in Sec-
tion 3.2, can be explicitly approached in the same way. The term ΠMu − uM will be
transformed via a discrete adjoint state u∗g,M defined by:
∀ψ ∈ VM, a(ψM, u∗g,M) = (ψM, g). (9)
Then:
δjgoal(M) = |a(ΠMu− uM, u∗g,M) + (g, u− ΠMu)|
And introducing the continuous interpolation error (7):
δjgoal(M)  |a(ΠMu− uM, u∗g,M)|+ |g||πMuM − uM|
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|πMuM − uM| + |u∗g,M| |πMf − f |
)
dΩ.
Where we have introduced the discrete extension of the interpolation error. It is then
reasonable to try to minimize the RHS of this inequality instead of the LHS. But this
involves still some difficulty due to the dependancy of adjoint state u∗g,M with respect to
M. We shall further simplify our functional by freezing, during a part of the algorithm,
the adjoint state. The idea is that, when we change the parameter M, u∗g,M is close to
its (non-zero) continuous limit and is not much affected, in contrast to the interpolation










|πMuM − uM| + |u∗g,M0| |πMf − f |
)
dΩ.
This will produce an optimum:














ρ̄(H(u∗g,M0)) + |g|] |Hu| + |u
∗
g,M0| |Hf |
is a positive symmetric matrix, we can apply the above calculus of variation and get:
Mopt,M0 = K1( [
1
ρ
ρ̄(H(u∗g,M0)) + |g|] |Hu| + |u
∗
g,M0| |Hf |).
This solution can then be introduced in a fixed-point loop and will produce:
Mopt,goal = K1( [
1
ρ
ρ̄(H(u∗g,Mopt,goal)) + |g|] |Hu| + |u
∗
g,Mopt,goal| |Hf |).
Let us precise how the discrete algorithm is organised:
Step 1: compute the discrete state uM on mesh HM,
Step 2: compute the discrete adjoint state W ∗M,
Step 3: compute optimal metric Mopt,M,
Step 4: M =Mopt,M, generate HM and go to 1, until convergence.
The adaptation of this process to the Euler model of Gas Dynamics is studied in [11]
for the steady case and in [2] for the unsteady case.
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4.2 Norm-based functional
We are now interested by the minimization of δj(M) = ||u−uM||2L2(Ω) with respect to
the mesh M. Introducing u′DC from (3) gives:
δj(M) ≈ (u′DC , u− uM). (10)
Let us define the discrete adjoint state u∗M:
∀ψ ∈ VM, a(ψM, u∗M) = (ψM, u′DC). (11)







ρ̄(H(u∗M)) + |u′DC |
]
|πMuM − uM| + |u∗M| |πMf − f |
)
dΩ.











|πMuM − uM| + |u∗M0| |πMf − f |
)
dΩ.





DC |] |Hu| + |u∗M0| |Hf |).
In order to get the final norm-oriented optimum Mopt,norm we shall:
Step 1: first solve the linearised corrector system (3) in order to get u′DC ,
Step 2: then solve the adjoint system:
a(ψ, u∗DC,M) = (u
′
DC , ψ) (12)
Step 3: finally put:
M(α+1) = K1([|u′DC |+
1
ρ
ρ̄H(u∗prio)] |HuM |+ |u∗prio||Hf |) (13)
the three-step process being re-iterated until we get a fixed point Mopt,norm =M(∞).
5 A NUMERICAL ILLUSTRATION
We restrict our study to a benchmark of two-dimensional Poisson problems. We conjec-
ture that the two following mesh adaptation methods produce L2 convergent solutions to
continuous. The first method, the Hessian-based method (with p = 2), is just heuristically
relying on usual finite-element estimates. The second method, our novel norm-oriented
method, is directly built on the minimisation of the L2 error norm. We do not consider
goal-oriented applications, for which examples of computations can be found in [11] and
[2].
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5.1 Numerical features
In [4], a mesh-adaptative full-multigrid (FMG) algorithm relying on the Hessian-based
adaptation criterion is designed. We first describe in short this algorithm for the Hessian-
based option. A sequence of numbers Nk of vertices is specified, from a coarse mesh to
finer one N0 = N,N1 = 4N,N2 = 16N,N3 = 64N, .... For each mesh size Nk, a sequence
of adapted meshes of size Nk is built by iterating the following loop:
(1) computing a solution,
(2) computing the optimal metric,
(3) building the adapted mesh.
In (1), a multi-grid V-cycle is applied to a sufficient convergence. In (2), approximations
of the Hessians are performed as in [11]. When changing of mesh, an interpolation is
applied in order to enjoy a good initial condition. About 4 adaptation iterations are
applied at each mesh fineness Nk.
The extension of the above loop to norm-oriented adaptation consists in replacing the
single Hessian evaluation by:
- the computation of the corrector, using MG and the best available (interpolated to
current mesh) previous evaluation,
- the computation of the adjoint, using MG and also the best available (interpolated to
current mesh) previous evaluation,
- the evaluation of (13).
5.2 APPLICATION TO A 2D BOUNDARY LAYER
This test case is taken from [7]. We solve the Poisson problem −∆u = f in ]0, 1[×]0, 1[
with Dirichlet boundary conditions and a right-hand side f chosen for having:
u(x, y) = [1− e−αx − (1− e−α)x]4y(1− y).
The coefficient α is chosen equal to 100. The graph of the solution is depicted in Figure
1a. In Figure 1b , we show a set of FMG calculations for the considered test case. The
number of vertices of the successive meshes is supported by the horizontal axis, from
120 vertices to 30,000 vertices. The vertical axis gives the L2-norm of the approximation
error |u − uh|L2 obtained on the mesh. Its variation with respect to number of vertices
is compared in Figure 1b for the three following algorithms: (a) the uniform-mesh FMG,
and (b) the Hessian-based adaptative FMG, and (c) the norm-oriented adaptative FMG.
We observe that both adaptation methods carry an important improvement with respect
to uniform-grid FMG (25921 vertices on finest mesh). For essentially the same number
of vertices (32318), the Hessian option gives an error divided by 47. The norm-oriented
option appears as better, with an error divided by 208 with 29485 vertices.
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Figure 1: Fully 2D Boundary layer test case : (a) sketch of the solution, (b) convergence of the error
norm |u − uh|L2 as a function of number of vertices in the mesh for (+) non-adaptative FMG, (×)
Hessian-based adaptative FMG, (∗) norm-oriented adaptative FMG.
6 EULER FLOW
6.1 Methods
The above method has been extended to Euler flow adaptation. Let us denote Ψ(W ) =
0 the steady Euler equations where W = {ρ, ρu, ρE} is the set of conservation variables.
Let Ψh(Wh) = 0 be its discretization by a vertex-centered second-order upwind scheme.

















In practice, a nonlinear version of (15) is used. The rest of the algorithm is very similar
to a goal-oriented algorithm, for which we follow the lines of [11].
6.2 An example
We consider the geometry provided for the 1st AIAA CFD High Lift Prediction Work-
shop (Configuration 1). We consider an inflow at Mach 0.2 with an angle of attack of
13 degrees. Three adaptation strategies are compared: the first one controls the inter-
polation error on the density, velocity and pressure in L1 norm, the second controls the
interpolation error on the Mach number while the third one is based on the norm-oriented
approach and controls the norm of the approximation error ||W −Wh||L2 . For each case,
five adaptations at fixed complexity are performed for a total of 15 adaptations with the
following complexities: [160 000, 320 000, 640 000]. This choice leads to final meshes hav-
ing around 1 million vertices. The residual for the flow solver convergence is set to 10−9
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for each case. The generation of the anisotropic meshes is done with the local remeshing
strategy of [13]. The surface meshes and the velocity iso-lines are depicted in Figure 2.
Depending on the adaptation strategy, completely different flow fields are observed. The
adaptation on the Mach number reveals strong shear layers at the wing tip that are not
present in the norm oriented approach. On the contrary, recirculating flows are observed
on the norm oriented approach while not being observed on the Mach number adaptation.
For each case, the wakes have different features. Note that the accuracy near the body
is not equivalent. For the L1 norm adaptation error and norm oriented approaches, the
far-field and inflow are much more refined than in the Mach number adaptation. This
leads to unresolved phenomena for the final considered complexity. This example illus-
trates the need to control the whole flow field. Indeed, if the adaptation on the Mach
number can provide a second-order convergent field, there is no guarantee on the other
fields (density, pressure, velocity,...). In addition, the adaptation with the norm-oriented
approach tends to increase the refinement also at the inflow boundary condition and also
at the far-field although the interpolation error (on all variables) is negligible in these ar-
eas. Consequently, it seems of main interest to control all the sources of error, especially
when the final intent is to certify a flow simulation.
7 CONCLUSION
The norm-oriented mesh adaptation method is an answer to a well-formulated prob-
lem: we choose an error norm and prescribe a number of nodes and we have to find the
mesh giving the smallest approximation error in that norm. The norm-oriented mesh
adaptation method transforms the problem into an optimization problem which is math-
ematically well-posed. For this, a Defect-Correction corrector is built from a finer-mesh
defect correction principle. The norm-oriented method is presented as a natural extension
of the goal-oriented method which, in our formulation, is itself a natural extension of the
Hessian-based method. More precisely, while the Hessian-based method solves only the
EDP under study, the goal-oriented method also solves an adjoint system (with linearised
operator, transposed). The norm oriented solves three systems, a corrector (linearised
system with an adhoc RHS), an adjoint (linearised and transposed, with the corrector as
RHS), and the EDP itself. The three algorithms have in common an anisotropic a priori
error analysis and a metric-based mesh parametrisation. The Hessian-based method pro-
duces convergent solution fields but does not take into account the precise equation and
discretization. The goal-oriented method takes into account equation and discretization,
but is too focused on a particular output and does not produce convergent solution fields.
The norm-oriented method has the advantages of both. For elliptic problems, the Hessian-
based approach is nearly optimal as suggested by finite-element estimates. However the
presented comparisons seem to indicate that the novel method carries a good improve-
ment. We have also proposed a preliminary application to an inviscid compressible flow.
New computations will be shown during the conference.
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Figure 2: Surface mesh and velocity iso-values when controlling the sum of the L1 norm of the in-
terpolation error on the density, velocity and pressure (top), the Mach number (middle) and the norm
||W −Wh||L2 with the norm oriented approach (bottom).
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