In the last two decades, a number of algorithms for the linear single-commodity Min Cost Flow problem (MCF) have been proposed, and several efficient codes are available that implement different variants of the algorithms. The practical significance of the algorithms has been tested by comparing the time required by their implementations for solving "from scratch" instances of (MCF), of different classes, as the size of the problem (number of nodes and arcs) increases. However, in many applications several closely related instances of (MCF) have to be sequentially solved, so that reoptimization techniques can be used to speed up computations, and the most attractive algorithm is the one which minimizes the total time required to solve all the instances in the sequence. In this paper we compare the performances of four different efficient implementations of algorithms for (MCF) under cost reoptimization in the context of decomposition algorithms for the Multicommodity Min Cost Flow problem (MMCF), showing that for some classes of instances the relative performances of the codes doing "from scratch" optimization do not accurately predict the relative performances when reoptimization is used. Since the best solver depends both on the class and on the size of the instance, this work also shows the usefulness of a standard interface for (MCF) problem solvers that we have proposed and implemented.
Introduction
The linear single-commodity Min Cost Flow problem (MCF) is a very interesting problem sitting "on the edge" between linear and combinatorial optimization. Given a directed graph G = (N, A), with n = |N| nodes and m = |A| arcs, the m-vector c of arc costs, the m-vector u of arc upper capacities and the n-vector b of node deficits, the problem is defined as
In other words, a flow x of minimal cost has to be found that satisfies both node balancing constraints (for each node, the flow leaving the node minus the flow entering must be equal to the flow produced by the node) and arc capacity constraints. This problem has a huge set of applications, either in itself [1, 21] or -more often -as a submodel of more complex and demanding problems, e.g. [1, 2, 4, 12, 13, 19] . This is testified by the enormous amount of research that has been invested in developing efficient solution algorithms for (MCF) problems [1, 3] , either by specializing LP algorithms -such as the Simplex method [1, 16, 17] or the Interior Point method [20] -to the network case, or by developing ad-hoc approaches such as those of [5, 6, 15] .
It is therefore extremely interesting, both for practitioners and for algorithms developers, to evaluate which algorithm is the most efficient in practice to solve (MCF). This is usually done as follows: a large set ofusually randomly generated -instances of different classes is collected, and the running time required by some implementation of different algorithms for solving these instances is computed. The algorithm whose implementation is, on average, faster for most classes of instances as the size of the problem (number of nodes and arcs) increases is usually regarded as the most efficient, or at least the most promising.
However, in many applications several closely related instances of (MCF) have to be sequentially solved, each instance differing from the previous one only for a -possibly small -fraction of the data, so that reoptimization techniques can be used to speed up computations. In this setting, the most attractive algorithm is the one which minimizes the total time required to solve all the instances, as opposed to the one that just solves the first instance "from scratch" more efficiently. Also, in most of these applications the size of the instances to be solved is not extremely large, either because each (MCF) problem captures only a part of a very large scale problem (e.g. [12] ), or because the (MCF) computation is used within approaches for difficult combinatorial problems (e.g. [13] ), which typically are not of very large scale.
Unfortunately, no guideline is available -that we are aware of -for choosing the correct (MCF) algorithm in this setting. This paper aims to be a first step towards providing such a guideline for cost reoptimization, i.e., the case where only (a subset of) the flow costs c ij are allowed to change from one instance to the following one. Cost reoptimization is required in many applications, see e.g. [1, 12, 13] and the references therein; most of these applications are related to Lagrangean techniques, where "complicating" constraints that destroy the network structure of the problem are relaxed, and a sequence of pure network problems with changing costs is solved in order to find optimal Lagrangean multipliers for the relaxed constraints. In other classes of applications different data of the problem, such as capacities or deficits, changes from on instance to the following one; we plan to investigate on some of these applications in the future.
In the paper, we compare the performances of four different efficient implementations of algorithms for (MCF) under cost reoptimization in the context of a "real" application, i.e., the solution of Multicommodity Min Cost Flow problems (MMCF) through a decomposition approach. The results clearly show that, for some classes of instances, the relative performances of the codes doing "from scratch" optimization do not accurately predict the relative performances when reoptimization is used, and therefore confirm the need for a more accurate evaluation of the (MCF) algorithm to be used if performance is an issue. Incidentally, the experiments also show that the good results obtained in [12] for solving (MMCF) by means of a bundle-based decomposition approach could probably be substantially improved, since the specific solver used there seems to be the worst suited to cost reoptimization among the four tested.
The structure of the paper is the following: in Section 2 we briefly describe the relevant details four (MCF) solvers tested and of our testing environment; in Section 3 we present and discuss the computational results and, finally, in Section 4 we draw some conclusions and outline some possible future research issues.
The (MCF) Solvers
In the following, we give a brief description of the four (MCF) algorithms, focusing in particular onto the details of the cost reoptimization phase. To do that, we need to introduce some notation.
For a given m-vector x, the surplus g i (x) of node i ∈ N w.r.t. x is
i.e., the violation of the flow conservation constraints in (1) . The surplus of a subset S of nodes w.r.t. x is the sum of the surpluses of the nodes in S, and the total surplus of G (w.r.t. x) is the sum of the positive surpluses of the nodes in G; x satisfies the flow conservation constraints if and only if the corresponding total surplus of G is zero. Any vector x such that 0 ≤ x ij ≤ u ij for each (i, j) ∈ A is a pseudoflow ; a pseudoflow with zero total surplus is a flow.
The dual solution of the (MCF) problem is denoted by π, the vector of node potentials. Given a scalar ξ ≥ 0, a primal-dual pair (x, π) satisfies the ξ-complementary slackness conditions (ξ-CS for short) if x is a pseudoflow and there holds
It is well-known that 0-CS are necessary and sufficient conditions for optimality of a primal-dual pair (x, π) where x is feasible; analogously, a primal-dual pair satisfying ξ-CS is said ξ-optimal.
The RelaxIV solver
The RelaxIV solver is based on the Relax Fortran code [7] , version 4 [8] , developed by Dimitri P. Bertsekas and Paul Tseng. RelaxIV implements a primal-dual algorithm, which can be succintly described as follows. At each iteration, a primal-dual pair (x, π), where x is a pseudoflow, which satisfies 0-CS is available; if x is a flow then an optimal solution has been found and the algorithm stops. Otherwise, the algorithm tries to convert x in a feasible flow which still satisfies 0-CS with π by attempting to construct augmenting paths -all made of arcs with zero reduced cost -from one node with positive surplus to one node with negative surplus; this corresponds to running a max-flow algorithm, of the augmenting path type, on the subgraph of G comprising only the arcs with zero reduced costs. If the path is found the total surplus of the solution is decreased, otherwise a set of nodes with positive or negative surplus is found such that all arcs in the corresponding cutset are either saturated or empty; hence, the potentials of all the nodes in the set can be increased or decreased without violating 0-CS with the current pseudoflow x, creating new arcs with zero reduced costs (or finding that the problem has no feasible solution). RelaxIV implements checks for early termination of the primal phase (the max-flow computation), in order to avoid performing flow operations when it is clear that no feasible flow exists that satisfies 0-CS with the current vector of potentials π.
Cost reoptimization in this code is very easy: given the new cost vector c and the optimal primal-dual pair (x, π), x can be turned into a pseudoflow x ′ satisfying 0-CS with π by just saturating (x ij = u ij ) all arcs with negative reduced costs and emptying (x ij = 0) all arcs with positive reduced costs. Then, the algorithm can be restarted with (x ′ , π).
The CS2 solver
The CS2 solver is based on the cs2 C code, version 3.7, developed by Andrew Goldberg and Boris Cherkassky. CS2 is based on a cost-scaling push-relabel method [15, 14] , which is a primal-dual approach similar to that of RelaxIV except that a cost-scaling phase allows to operate on arcs of nonzero reduced cost, and a push-relabel algorithm is used for the max-flow computation instead of an augmenting path one. The algorithm starts with a "scaling" variable ξ > 0, a vector of potentials (e.g., π = 0) and any pseudoflow. The main loop of the algorithm begins by converting x into a ξ-optimal pseudoflow x ′ ; this is simply done by saturating or emptying every arc that does not satisfy ξ-CS. Then, x ′ is converted into a ξ-optimal flow by applying a push-relabel algorithm for maximum flow, i.e., a sequence of push and relabel operations, each of which preserves ξ-optimality, that moves the flow from nodes with positive surplus to nodes with negative surplus until the total surplus is zero. A push operation is applied to a residual arc (i, j) (such that x ij < u ij ) with negative reduced cost whose tail node i have positive surplus: it consists of pushing δ = min(g i (x), u ij −x ij ) units of flow from i to j, thereby decreasing g i (x) by δ and increasing g j (x) and x ij by δ ("reverse push" operations are also performed on nonempty arcs with positive reduced cost to decrease their flow: in the code, a "sister arc" implementation of the graph is used which makes the two operations indistinguishable). A relabel operation is applied to a node i with nonzero surplus that has no exiting residual arc with negative reduced cost; it consists of changing its potential π i to the largest possible degree allowed by the ξ − optimality constraints, thereby creating some new residual arc (or detecting that the problem has no feasible solution).
When a ξ-optimal primal-dual pair has been obtained, the algorithm is stopped if ξ is small enough; otherwise ξ is decreased (a new scaling phase is started) and the process is repeated.
Cost reoptimization in this code is also very easy: given the new cost vectorc, the algorithm can simply be restarted with the previous primaldual optimal pair, provided that ξ is chosen large enough
(due to the "sister arc" implementation of CS2, this also takes into account nonempty arcs with positive reduced costs).
The MCFZIB solver
The MCFZIB solver is based on the mcf C code, version 1.1, developed by Andreas Löbel [17] . MCFZIB is a network simplex algorithm, i.e., a specialized version of the simplex algorithm that performs the fundamental simplex operations (computation of the primal and dual basic solutions) directly on the network itself. Although MCFZIB implements both the primal and dual network simplex algorithm, we found the primal network simplex to be consistently more efficient than the dual; also, it is generally accepted that the primal simplex is more suited to cost reoptimization than the dual simplex because it can more easily exploit the previous optimal base, as rapidly recalled in the following.
At each iteration of the primal simplex algorithm, a primal feasible base (B, L, U) is available; that is, the arc set A is partitioned into the set B, corresponding to the basic variables, that describes a spanning tree for the graph, and the sets L and U, corresponding to the non basic variables whose values are set to the lower and upper bound, respectively. The corresponding basic primal (feasible) solution x and dual solution π are computed; if the 0-CS are not satisfied, then an arc belonging to either L or U is chosen which violates 0-CS and it is put in B (pivoting phase). This amounts at sending flow along a augmenting cycle with negative reduced cost. The strategy used to select the entering arc has a dramatic influence on the solver efficiency, especially on large networks; in our experiment, the Multiple Partial Pricing strategy, where pricing is preferably restricted to a set of candidate arcs that is only revised if necessary, has always shown to be the most efficient one.
Cost reoptimization for a network simplex code depends on whether the primal or dual simplex is going to be used. For the primal case, given the previous optimal base (B, L, U) and the new cost vectorc the dual optimal solution π has to be recomputed with a top-down visit of the tree B; then, all arcs (i, j) / ∈ B have to be scanned to recompute the reduced costs (meanwhile, the nontrivial data structures for the pricing procedure are updated). Reoptimization for the dual simplex case is more complex because the previous optimal base may no longer be dual feasible with new cost vectorc. This can be faced by inserting at most n − 1 artificial arcs with very large cost in the network, exactly as it is done in "from scratch" optimization when a (primal or dual) feasible initial base is not available.
The MCFCplex solver
Cplex [10] is a commercial package specifically designed to facilitate the development of applications to solve, modify, and interpret the results of linear, mixed integer and convex quadratic programming programs. Among the other algorithms, the Cplex callable libraries offer a primal and dual network simplex implementation for (MCF), called NETOPT; the MCFCplex solver is nothing but a "wrapper class" that implements the MCFClass interface using calls to the Cplex callable libraries API. The Cplex NETOPT code appears to be very efficient, and seem to offer full reoptimization capabilities; like for MCFZIB, the primal network simplex with the default "Multiple Partial Pricing with Sorting" rule appears to be the most efficient option available.
The MCFClass interface
All the above four solvers have been implemented as derived classes of the MCFClass class. MCFClass is an abstract (pure virtual) C++ base class which defines the interface between a generic (MCF) problem solver and the application programs. The interface tackles basically all needs that an application might have, and provides an abstract layer which make applications independent from the details of the particular solver that is used. The public methods of MCFClass, properly redefined in the derived classes, are used for loading the instance, reading the parameters, solving the problems, collecting the results, changing cost/deficits/upper bounds values and modifying the network structure by adding and/or deleting arcs and/or nodes. A set of virtualised data types is used to the largest flexibility in choosing the type (integer or floating-point) and the precision of the numbers (costs, flows, indexes,..), making it possible to tailor the code to the specific machine and application. A set of compile-time switches is also provided to allow control on some important features without having to bother about their actual implementation.
We ported the four solvers under the MCFClass interface in order to facilitate our own research projects, and in the hope to provide to practitioners a standard and complete interface for developing applications that require the solution of (MCF) problems without having to bother with the details of the different solvers. Many researchers from all over the world have obtained copies of at least one of the solvers, freely available for research purposes.
While the porting of RelaxIV required an almost full rewriting of the original Fortran code, CS2 and MCFZIB required significantly less effort, although, being the MCFClass interface more general with respect to data types, stopping conditions and types of reoptimizations allowed, a nontrivial porting and validating effort was needed. For instance, for all codes full reoptimization capabilities were implemented for changes in all the data of the problem (costs, capacities, deficits and graph topology), which were not present in the original codes.
In all our tests, the C versions and the C++ ones behaved almost identically, with only a few percent maximum performance difference; the C++ implementations were even slightly faster than the C implementations in many cases, despite sometimes requiring some extra effort to conform to the MCFClass interface. For CS2, for instance, a data structure is kept updated that allow to recover the optimal flow solution in the same order as the original arc set, which is not done in the cs2 C code. Also, for all codes both integer and floating point data is independently supported for both flows (capacities, deficits) and potentials (costs), which was not the case for all the original solvers.
The codes are currently available at http://www.di.unipi.it/di/groups/optimize/Software/MCF.html together with a fifth solver, SPTree, that implements the MCFClass interface for the special case of (MCF) problems that can be solved using only one Shortest Path Tree computation.
Computational experiments
In order to compare the performances of the four solvers under cost reoptimization in a realistic application we have used the bundle-based costdecomposition algorithm of [12] to solve four different families of large-scale (MMCF) problems. It is out of the scope of this paper to provide a description of the algorithm, for which we direct the interested reader to the original paper; sufficies here to say that, like many other cost-decomposition approaches, the algorithm in [12] solves, at each iteration, k independent (MCF) problems, one for each commodity of the original (MMCF) problem, and then uses the optimal solutions of the (MCF) problems to modify the cost vectors. The optimization process can require several hundreds of iterations, depending on the problem size and difficulty, and, qualitatively speaking, the costs in the final iterations "change less" than in the initial iterations, so that reoptimization has a different impact in different stages of the algorithm. It may be worth to remark that, in our implementation, k separate (MCF) solver objects are built, one for each commodity of the (MMCF) instance. Since each solver has its own independent internal status variables, it is possible (indeed, automatic) to exploit the optimal solution of the previous call for any commodity h when solving again the (MCF) corresponding to that commodity, even though other k − 1 flow problems have been solved in between. This would have not been possible if the original C or Fortran codes had been used, since they all used global variables. Note that it could be even possible to use different (MCF) solvers for different commodities in the same (MMCF) instance; this is in fact allowed in our code, although up to now only in a limited way (see [12] for more details). In this section we will describe the instances used, discuss some important details of the test setup and finally report and discuss the results of our experiments.
The test instances
For our tests we have generated four classes of test instances. The first three classes have been generated using the dimacs2pprn "meta" generator, that is available at http://www.di.unipi.it/di/groups/optimize/Data/MMCF.html
The generator, first introduced in [9] and afterwards used in other papers such as [12] , is dubbed a "meta" generator because the basic characteristics of the (MMCF) instances it produces (topology of the network, distribution of costs/capacities/deficits) are not hard-wired in the generator code, but rather are taken in input. More specifically, the generator inputs the description of a single-commodity (MCF) in DIMACS standard format [11] and three parameters k, r and f . The generator produces a (MMCF) instance with k commodities on the same topological graph. The deficits and capacities of each individual commodities are obtained by scaling those the original (MCF) by a pseudo-random number uniformly drawn in the interval [1, r] , while each arc costs c h ij for commodity h is independently and uniformly drawn at random in [0, c ij ]. Finally, the mutual capacity for each arc is initially fixed to f u ij , and subsequently adjusted to ensure that a feasible Multicommodity flow exists.
We used three different, well-known random generators for producing the initial (MCF) instances: GOTO, NETGEN and GRIDGEN (these generators are available at the above web page). For each generator "GEN", we produced one instance "GEN q p" for some values of q ∈ {8, 9, 10, 12, 14} and p ∈ {8, 16, 32, 64}, such that the instance has 2 q nodes and density p, i.e., (roughly) 2 q · p arcs. For each generator we selected only a subset of the possible p and q values, both because of the structure of the generator and to keep the overall running time at an acceptable level; note that the largest (MMCF) instances that we have tested correspond to Linear Programs with over 2 million variables and 200.000 constraints.
For each of the original (MCF) instances we generated one (MMCF) instance with k = 10, r = 1 and f = 4; we remark that each (MMCF) instance contains 10 different (MCF) instances that are simultaneously solved, and therefore the results for one single (MMCF) instance are in fact average results for 10 different (MCF) instances.
Finally, we have also used a set of well-known (MMCF) instances known as the PDS (Patient Distribution System) problems, which originate by transportation problem of patients from a place of military conflict; these are also available at the above web page. The PDS instances all have k = 11 (and therefore each one provides average results for 11 different (MCF)), and differ for one parameter, t, indicating the number of days covered by the model: each instance PDSt has roughly 126t nodes and a density between 3 and 4 (slowly growing as t grows).
Test setup
We tested our instances on a PC with an Intel Pentium 4 CPU 1.70 Ghz, running RedHat Linux version 7.2. The code was compiled using the GNU g++ compiler version 2.96, using aggressive optimization option "-O3". We have used Cplex version 7.5.
While setting up the tests we were confronted with two problems: how to test all the solvers on exactly the same instances, and how to exactly measure the running time.
The first problem arises because, in the dual-ascent approach of [12] , the flow solutions of each (MCF) at a given iteration are part of the data of an optimization problem whose solution gives the flow costs at the subsequent iteration. Different (MCF) solvers may provide different (ξ-)optimal solutions of the same instance, and this is very likely to happen during the course of the dual-ascent algorithm. Hence, the sequences of the flow costs generated during two runs of the algorithm on the same (MMCF) instance but with two different (MCF) solvers are very likely to be different. Furthermore, dual-ascent methods are known to be very "unstable", in that the trajectory followed by the methods can vary significantly with only tiny variations in the results; hence, the sequences of arc costs corresponding to two different (MCF) solvers cannot be expected to be even "close". Thus, ensuring that each solver was required to solve exactly the same sequence of (MCF) problem was not straightforward.
The second problem arises because the (MCF) solvers are used within a complex application, which uses several different methods of the MCFClass interface to load and modify the (MCF) problems, solve them and collect the results. Some of these methods are likely to terminate too quickly to be reliably timed with the standard timing procedures, especially on small (MCF) instances, while possibly having a non-negligible impact on the overall running time. Thus, ensuring that the total running time spent by each (MCF) solver was correctly measured was not straightforward.
Fortunately, the object-oriented design of MCFClass provided us with an easy and effective way for solving both problems at once, in the form of a "tester class". That is, we could easily implement a MCFTest class, derived from MCFClass, that just holds two pointers to two different (MCF) solvers, the 'Master solver" and the "Slave solver"; for each call to any method of MCFClass, the MCFTest class calls the corresponding method of both solvers, but, for methods which output results, the output of the "Slave" solver is discarded (usually, a tester class would perform cross-checks to ensure that the output of the two solvers is correct, but this was not our aim here).
Our experiments have therefore been performed as follows: for each class of instances we have chosen a solver among the four available ones, and then solved each instance in the class five times. The first time we just used that particular solver as the (MCF) solver. In each of the following four times, instead, we used as (MCF) solver a MCFTest object whose "Master solver" was the selected one, and whose "Slave solver" was one of the four solvers, comprised the one that was being used as Master. Finally, for each instance we subtracted the recorded running time for the run with just one solver from all the recorded running times for all the other runs corresponding to the same instance; note that we never counted the time for creating the object and loading the instance. In this way, we could be sure that the sequence of (MCF) problems solved by each different (MCF) solver was exactly the same, and we obtained a very precise estimate of the time that was spent in the "Slave solver" alone (the overhead caused by the MCFTest layer being negligible in this case).
Computational results
In this section we present the results obtained in our experiment.
Preliminary results clearly showed that reoptimization usually gave, for the same solver, better results than "from scratch" optimization. Thus, we avoided testing the solvers without reoptimization. Also, we found that the time required to solve the first (MCF) was often close to the average time required to solve any other (MCF) -of the same commodity -in the sequence if cost reoptimization was not used, i.e., that the costs generated at all steps of the dual-ascent approach did not substantially change the "difficulty" of solving the (MCF) with respect to the initial ones. Therefore, for each class of instances we decided to report the following three data:
• T 1 , the (average) time required to solve the first (MCF);
• T tot , the (average) time required to solve all the (MCF)s;
• the reoptimization index
i.e., the ratio between the average running time for all iterations after the first one (where reoptimization is used) and the running time for the first iteration (where "from scratch" optimization is used).
The reoptimization index can be taken as an indication of how efficiently each (MCF) solver reoptimize, i.e., of the relative importance of using reoptimization -as opposed as not using it -for that code. Of course, the most interesting data from a practitioner's viewpoint is T tot , in that it directly measure the impact of using each solver in the application. Table 1 reports results obtained for PDS instances. For these instances, RELAXIV is usually the fastest code for "from scratch", closely followed by MCFCPLEX; however, the latter reoptimizes much more efficiently, as testified by its much smaller T tot times. MCFZIB obtains even better RI values than MCFCPLEX, but it is considerably slower "from scratch", so that it ends up being outperformed, albeit not too substantially, by MCFCPLEX. The same happens for CS2 and RELAXIV: while the former obtains better RI values than the latter, it is slower in "from scratch" optimization and it ends up being outperformed. Remarkably, the RI values obtained for pds40 are much worse than those obtained all the other instances for MCFCPLEX, MCFZIB and CS2, but not so for RELAXIV. Table 2 reports results obtained for GOTO instances. The two simplexbased codes reoptimize very efficiently for these instances, obtaining RI values always smaller than 0.08 and as small as 0.01 in one case. Once again, MCFCPLEX is faster in "from scratch" optimization, and, being the RI values comparable, is also the faster when the total running time is considered.
CS2 is often faster than MCFCPLEX in "from scratch" optimization, up to almost an order of magnitude in the largest instances, but it reoptimizes far less efficiently and the total running time is consistently larger than that of MCFCPLEX. Finally, the results obtained by RELAXIV appear to be very erratic -the largest instances could not even bo solved in reasonable time -and no clear conclusion con be reached. Table 3 reports results obtained for NETGEN instances. The results are similar to those of the GOTO instances, with the simplex-based codes being faster when the total running time is considered due to more efficient reoptimization, although being clearly outperformed by the primal-dual codes in "from scratch" optimization when the size of the (MCF) instances grow. For these instances MCFCPLEX is most often faster than MCFZIB on small instances, while the converse is true for large instances due to much better "from scratch" optimization times. RELAXIV is usually slightly faster than CS2, but not than the simplex-based codes, when the total running time is considered, although CS2 is the fastest code among the four in "from scratch" optimization for the largest instances.
Finally, Table 4 report results obtained for GRIDGEN instances. For these instances MCFZIB is always faster than MCFCPLEX in "from scratch" optimization, but the later reoptimizes more efficiently, and it is always faster when the total running time is considered.
RELAXIV is most often worse, sometimes considerably, than the simplexbased codes, and so is CS2, both "from scratch" and in reoptimization, for the smaller instances; however, for the largest instances CS2 is much faster "from scratch" than all the other codes, and, despite having somewhat large RI values, it manages to keep the lead even when the total running time is considered, solving the largest instances about a factor of two faster than the fastest among the other codes. It is particularly interesting to contrast MCFCPLEX and CS2 on the GRID12 64 instances: while the former reoptimizes much more efficiently (but still not nearly as efficiently as, for instance, in the GOTO instances), the latter is more than five times faster in "from scratch" optimization, thus overbalancing the factor of roughly three between the respective RI values. 
Conclusions
We have experimented about the relative efficiency of four (MCF) codes under cost reoptimization in the context of a "realistic" application, that is, the solution of (MMCF) problems with a cost-decomposition algorithm. We were able to test different classes of (MCF) instances of varying size, showing how the running time for "from scratch" optimization of an instance may not always be a good guide for selecting the algorithm to be used in a cost reoptimization setting. As a general guideline, codes implementing the primal simplex algorithm tend to be more efficient at reoptimizing after a change of costs than those based on a primal-dual approach, and this often overbalance any advantage in "from scratch" optimization that primadual codes may have, especially if the size of the instance is not very large. However, for some large instances primal-dual codes may become competitive even when cost reoptimization is taken into account.
One -in our opinion -interesting finding of the experiments is that, although some general indications can be drawn, no algorithm is always the most efficient: the best choice for the (MCF) solver depends on both the class and on the size of the instance. Hence, our experience shows that being able to easily and efficiently test several different (MCF) solvers within a complex optimization code for the solution of a network-structured problem may be very important if an overall efficient approach has to be obtained. This was precisely the rationale under our proposal of the MCFClass project for a standard interface for (MCF) problem solvers. As previously discussed, having the four (MCF) solvers ported under the MCFClass interface was instrumental for being able to quickly and fairly perform the comparisons. Therefore, we believe that more efforts should be undertaken to provide standard optimization components that can be easily exchanged and used for construction of sophisticated approaches. This is also confirmed by the existence of the similar -but with a much broader range -OSI project http://oss.software.ibm.com/developerworks/opensource/coin for a standard interface for Mixed-Integer Linear and Quadratic Problems solvers, that is gaining momentum in the community. Although with a much more limited scope, we hope that the MCFClass project can provide a valuable tool for researches and practitioners alike.
In the future, we plan to run similar comparisons in other kinds of reoptimization settings, e.g., capacity reoptimization or deficit reoptimization. With the better understanding of the reoptimization phenomenon thus acquired it could become possible to design and implement (MCF) algorithms that be particularly suited for one of the possible different types of reoptimization. Finally, we plan to bring forward the MCFClass project with other (MCF) codes and by designing standard interfaces for other common network problems like the Shortest Path problem, in a bid to provide to researchers and practitioners a growing set of standard optimization components that can be easily exchanged and used for construction of sophisticated approaches for difficult optimization problems.
