Recent observations have shown that the scatter in opacities among coeval segments of the Lyα forest increases rapidly at z > 5. In this paper, we assess whether the large scatter can be explained by fluctuations in the ionizing background in the post-reionization intergalactic medium. We find that matching the observed scatter at z ≈ 5.5 requires a short spatially averaged mean free path of λ 912 mfp
INTRODUCTION
The high-redshift Lyα forest provides our most robust observational constraints on the end of the cosmological reionization process. The fact that most z < 6 segments of the forest show any transmission indicates that reionization was largely complete by z ≈ 6, when the Universe was one billion years old (Fan et al. 2006a; Gallerani et al. 2008; McGreer, Mesinger & D'Odorico 2015) . In addition, Lyα forest measurements of the metagalactic ionizing background strength (e.g. Fan et al. 2002; Bolton & Haehnelt 2007; and of the thermal state of the intergalactic medium (IGM) (e.g. Schaye et al. 2000; Lidz et al. 2010; Becker et al. 2011; Boera et al. 2014 ) serve as important boundary conditions for theoretical models of reionization (see the review of McQuinn 2016, and references therein).
The opacity of the Lyα forest is often quantified by the effective optical depth, τ eff = − ln F L. Here, F ≡ exp(−τLyα) is the transmitted fraction of the quasar's flux, τLyα is the opti-⋆ Email:anson@u.washington.edu cal depth in Lyα, and . . . L denotes a line-of-sight average over a segment of the forest of length L. The Lyα optical depth scales as τLyα ∝ T −0.7 ∆ 2 b /ΓHI, where T is the gas temperature, ∆ b is the gas density in units of the cosmic mean, and ΓHI is the H I photoionization rate (which scales with the strength of the local ionizing background). Previous studies have noted a steep increase in both the mean of τ eff and its dispersion among coeval segments of the forest around z = 6. Some authors have interpreted these trends as signatures of the last stages of reionization (Gnedin 2000a; Fan et al. 2006a; Becker et al. 2015) . Whether the quick evolution in the mean of τ eff signifies the end of reionization is a topic of debate, however, as rapid evolution may be possible even after reionization (Lidz, Oh & Furlanetto 2006; McQuinn, Oh & Faucher-Giguère 2011; Muñoz et al. 2014 ).
Evolution in the dispersion of τ eff may hold more promise for studying reionization. Improving upon previous measurements, Becker et al. (2015) showed that the dispersion in τ eff amongst coeval L = 50h −1 Mpc segments of the z 5.5 forest far exceeds the expected dispersion from density fluctuations alone. They attributed this finding to the presence of large spatial fluctuations in the ionizing background, indicative of the final stages of reionizac 0000 RAS tion. D'Aloisio, McQuinn & Trac (2015) proposed an alternative scenario in which the excess τ eff dispersion is generated by residual temperature inhomogeneities in the IGM, imprinted by the patchy reionization process. In their model, the observed amplitude of τ eff fluctuations implies a late-ending (z ≈ 6) and extended reionization process, with roughly half of the volume reionized at z 9. While such large-scale temperature variations, if confirmed, would be a unique signature of patchy reionization, it is important to note that strong fluctuations in the ionizing background do not necessarily indicate the final stages of reionization. They could be of a simpler origin, reflecting instead the abundance and clustering of the sources, as well as the mean free path of H I ionizing photons, λ 912 mfp , through the post-reionization IGM. The latter sets the spatial scale above which ΓHI is expected to fluctuate significantly.
Models of the post-reionization ionizing background typically assume that stellar emissions from galaxies are the dominant source of ionizing photons at z 4 (e.g. Faucher-Giguère et al. 2009; Haardt & Madau 2012 ). This assumption is based on measurements of the mean transmission in the Lyα forest and the rapid decrease in the quasar abundance observed at z > 3 (e.g. Bolton & Haehnelt 2007; Fan et al. 2006b; Willott et al. 2010; McGreer et al. 2013; Georgakakis et al. 2015) . Most models have adopted the approximation of a spatially uniform λ 912 mfp , with values guided by direct measurements of the mean free path from quasar absorption spectra (Prochaska, Worseck & O'Meara 2009; Worseck et al. 2014 ). However, this approximation is unlikely to be valid on the scales of interest for the z > 5 Lyα forest. Using cosmological hydrodynamics simulations post-processed with radiative transfer, McQuinn, Oh & Faucher-Giguère (2011) showed that the mean free path should vary with the strength of the local background as λ At present, it is prohibitively expensive to capture these effects in fully numerical simulations, as doing so requires resolving the absorbers that regulate λ 912 mfp and sampling the cosmological scales (L ≫ λ 912 mfp ) over which ΓHI varies. To bridge this gap, Davies & Furlanetto (2016) −1 (comoving) Mpc. This scenario leads to a very different opacity structure than the low-redshift forest; regions that are underdense in sources, i.e. cosmic voids, are the most opaque (highest τ eff ) L = 50 h −1 Mpc segments of the forest, while density peaks rich with sources are the most transmissive (lower τ eff ).
The small values of λ 912 mfp that seem necessary to account for the observations of Becker et al. (2015) have led some authors to question whether galaxies are actually the dominant sources of the z > 5 ionizing background. Chardin et al. (2015) proposed a model in which the dispersion is driven primarily by the rarity and brightness of the sources. In this model, active galactic nuclei (AGN) account for a significant fraction ( 50%) of the H I ionizing emissions at z > 5 (Chardin, Puchwein & Haehnelt 2016) . We explore these AGN-driven models further in a companion paper (D'Aloisio et al. 2017 , henceforth "Paper II"). There we argue that the photoheating from the earlier onset of He II reionization in these models is in tension with recent measurements of the IGM temperature.
In this paper we will assess the model of Davies & Furlanetto (2016) under the standard assumption that galaxies are the dominant sources. Since the background fluctuations in this model are generated entirely by the interplay between galaxy clustering and large-scale variations in the mean free path, we will effectively assume that reionization concludes early enough for gas relaxation effects and residual temperature fluctuations from reionization to be negligible.
1 Whereas the calculations of Davies & Furlanetto (2016) were based on semi-numerical simulations of structure formation and an approximate model for the opacity of the Lyα forest, we will utilize mock absorption spectra extracted from a cosmological hydrodynamics simulation with 2×2048 3 resolution elements. Foreshadowing, in §2 we confirm that matching the large z ≈ 5.5 opacity variations in Becker et al. (2015) requires that λ 912 mfp 15h −1 Mpc. This is a factor of 3 shorter than the direct measurement of Worseck et al. (2014) , λ 912 mfp = 44 ± 7 h −1 Mpc at z ≈ 5.2 (the highest redshift currently available). In §3, we argue that such a rapid evolution in the mean free path is difficult to reconcile with the remarkably flat evolution in the global photoionization rate, as measured from the mean flux of the Lyα forest. However, in §4, we show that the quasar proximity effect can bias measurements of the mean free path higher than λ 912 mfp by up to a factor of ≈ 2. This bias can reconcile the measurements with the short values of λ 912 mfp that are required to explain the large opacity variations. We discuss the implications of this scenario for observations of the z > 5 Lyα forest and for cosmological reionization. In §5, we explore the use of other statistics applied to the Lyα forest to probe the large opacity fluctuations. Finally, in §6 we offer concluding remarks. From here on all distances are reported in comoving units unless otherwise noted. For all computations we assume a vanilla ΛCDM cosmology with Ωm = 0.31, Ω b = 0.048, h = 0.68, σ8 = 0.82, ns = 0.97, and YHe = 0.25, consistent with recent measurements (Planck Collaboration et al. 2015) .
OPACITY FLUCTUATIONS IN THE HIGH-REDSHIFT
LYα FOREST
Numerical methodology
To model the galaxy population, as well as the density and temperature structure of the Lyα forest, we ran a cosmological hydrodynamics simulation using a modified version of the Eulerian hydro code of Trac & Pen (2004) , with N dm = 2048 3 dark matter particles and Ngas = 2048 3 gas cells, in a periodic box with a side length of L box = 200h −1 Mpc. These parameters strike a balance between the large volumes required to capture large-scale fluctuations in the ionizing background (Davies & Furlanetto 2016) , and the high resolutions required to model the high-z Lyα forest (Bolton & Becker 2009 ). We use a primordial power spectrum generated with the CAMB software (Lewis, Challinor & Lasenby 2000) , and we initialize the simulation at z = 300 using 1st order Lagrangian Perturbation Theory. Our simulation does not include the effects of galaxy formation -e.g. star formation, supernovae and AGN feedback, and metal enrichment -but these mechanisms Figure 1 . The three models for λ 912 mfp used in this paper (thick curves). The blue/short-dashed, green/long-dashed, and red/solid curves correspond to our "fiducial," "intermediate," and "short" mean free path models, respectively. Values of λ 912 mfp in these models are reported in Table 1 . The data points are measurements, while the thin black/dotted curve shows the empirical fit of Worseck et al. (2014). are not expected to have a significant impact on the low-density gas probed by the z > 5 Lyα forest (e.g. Chardin et al. 2015) .
The reionization of H I is modeled in a simplistic way by instantaneously turning on a uniform ionizing background (with ΓHI = 10 −13 s −1 ) and heating the box uniformly to a temperature of T = 20, 000 K at z = 7.5 (see D'Aloisio, McQuinn & Trac 2015 for more details on our simulation methodology). This redshift of reionization was chosen such that the thermal history of the simulation approximately matches the z ≈ 4.8 temperature measurement of Becker et al. (2011) (see Fig. B1 ). Following the instantaneous reionization heating, our simulation tracks the thermal history of the gas in the presence of a uniform ionizing background, with a nominal normalization of ΓHI = 10 −13 s −1 , and a power law spectrum, Jν ∝ ν −α bkgd , with α bkgd = 0.5. Below, we describe how we rescale the background normalization under the assumption of photoionization equilibrium to match the observed opacity of the Lyα forest. We include photoheating from H I and He I ionizations and all of the relevant cooling processes for a gas of primordial composition (Compton, recombination, free-free, collisional ionization, and collisional excitation). Using smaller test simulations, we find that the distribution of τ eff fluctuations is insensitive to the particular H I reionization temperature and redshift in the absence of relic temperature fluctuations from patchy reionization, which the simulations here do not attempt to model. We assume that photoheating from the reionization of He II is negligible at the redshifts of interest for this paper (z > 5), consistent with standard models of He II reionization (see McQuinn 2016, and references therein).
Halos were identified on-the-fly using a spherical overdensity criterion in which the enclosed mass is M200 = (4π/3)200ρmR 3 200 , whereρm is the cosmic mean matter density, and R200 is the radius below which the mean over-density of the halo is > 200ρm. For galaxies we abundance match the halo catalogs to an extrapolation of the luminosity function measured by Bouwens et al. (2015) (see Trac, Cen & Mansfield (2015) for more details on the halo finder and the abundance matching scheme). We assume that all halos with masses above Mmin = 2×10 10 h −1 M⊙ host a star-forming galaxy, which corresponds to a lower magnitude limit of MAB,1600 ≈ −17.5 at z = 5.5. This minimum threshold of ≈ 300 dark matter particles per halo was chosen for completeness of the halo mass function. We note that the z ≈ 5 luminosity function measurement of Bouwens et al. (2015) extends down to MAB,1600 ≈ −16.4, such that the sources in our simulations are above detection limits. For reference, the number of sources in our simulation volume at z = 5.6 is 210, 823, and the brightest source has a UV magnitude of MAB,1600 = −23.2. Including less clustered halos down to a lower mass limit (e.g. the Mmin ∼ 10 9 h −1 M⊙ threshold assumed in Davies & Furlanetto 2016) would have the impact of reducing the amplitude of ionizing background fluctuations in our models. We return to this point below.
Following Becker et al. (2015) and Davies & Furlanetto (2016) , we assume a flat spectrum at λ > 912Å, with a break of fesc/A912 at 912Å, where A912 = Lν (1600Å)/Lν (912Å) represents the Lyman break from absorption in stellar atmospheres, and fesc is a free parameter representing the escape fraction of H I ionizing radiation into the IGM. (fesc also effectively encapsulates uncertainties in A912.) We adopt a nominal value of A912 = 6, representative of the expected value for young stellar populations, but we note that A912 can be as low as 2 − 3 (Leitherer et al. 1999; Bruzual & Charlot 2003; Eldridge & Stanway 2012; see Fig. 1 of Siana et al. 2007 ). We further assume that Lν ∝ ν −2 for λ 912 A. None of these assumptions affect our main conclusions because the H I photoionization cross section scales steeply with frequency (σHI ∝ ν −2.8 ), such that most of ΓHI owes to photons with wavelengths just below λ = 912Å.
We model fluctuations in the ionizing background in postprocessing using the approach of Davies & Furlanetto (2016) . This approach takes into account spatial variations in λ 912 mfp from modulations in the ionization state of optically thick absorbers. We refer the reader to this paper for technical details. In summary, we solve for the spatially varying ΓHI field iteratively under the assumption that the mean free path scales as λ scaling takes into account the bias of optically thick absorbers with respect to the underlying density field. We find that our results are insensitive to the particular form of this scaling (see also Furlanetto 2016 and Haehnelt 2016) . We compute ΓHI on a uniform grid of N = 64 3 cells, such that our cell size of ∆x = 3.125 h −1 Mpc is much smaller than λ 912 mfp at all redshifts considered.
We use our models of the fluctuating ionizing background along with our hydro simulation to model the distribution of Lyα For clarity, we have displayed all galaxies in the slice with M AB,1600 < −20.5, but only a randomly selected 25% of galaxies with M AB,1600 −20.5. Top right: The H I photoionization rate in our fiducial model with λ 912 mfp = 30h −1 Mpc. Here we show a slice of thickness 3.125h −1 Mpc, situated in the middle of the 10h −1 Mpc slice in the left two panels. Bottom left and right: spatial variations in the mean free path in our "short mean free path" model, with λ 912 mfp = 15h −1 Mpc (left), and corresponding fluctuations in Γ HI (right). The amplitude of Γ HI fluctuations is much larger in the short mean free path model. forest τ eff . We trace 4000 skewers of length 50h −1 Mpc at random angles through our hydro box, rescaling the H I densities along these skewers according to the ΓHI values in our background models (assuming photoionization equilibrium). We then construct synthetic Lyα forest sight lines using the method of Theuns et al. (1998) . We compare the τ eff fluctuation amplitude in our models to the measurements of Becker et al. (2015) by computing the cumulative probability distribution of τ eff , P (< τ eff ). At each redshift, we rescale ΓHI by a constant factor to match the observed mean value of F 50. This procedure fixes the spatially averaged photoionization rate and emissivity, ΓHI and ǫ912 , effectively providing a measurement of these quantities (see §3). In Appendix A, we use a suite of higher resolution test simulations to show that our τ eff distributions are reasonably well converged at the resolution of our hydro simulation.
Models
In what follows, we will consider three models for the mean free path. The values of λ 912 mfp are summarized in Table 1 . Fig. 1 compares these models against a compilation of recent observational measurements. For reference, the black/dotted curve shows the empirical fit of Worseck et al. (2014) 2 ,
In our "fiducial" model, λ 912 mfp (z) is consistent with the extrapolation of the measurements in Worseck et al. (2014) to higher redshifts. In our "short mean free path" model, λ Figure 3. Lyα forest opacity variations in the z > 5 Lyα forest from fluctuations in the mean free path and ionizing background. The black histograms show the cumulative probability distribution of τ eff , P (< τ eff ), measured in 50h −1 Mpc segments of the forest by Becker et al. (2015) . For reference, the black/dotted curves (barely distinguishable from the blue/short-dashed curves) correspond to a model in which the H I photoionization rate is assumed to be uniform. The blue/short-dashed curves show our fiducial model, consistent with extrapolating recent observational measurements of the mean free path at z 5.2 (Worseck et al. 2014) . The light blue shaded regions show the 90% confidence limits obtained by bootstrap sampling of this model. The red curves correspond to our short mean free path model in which λ 912 mfp is a factor of two shorter than in the fiducial model. In the z = 5.6 and z = 5.8 bins, the green/long-dashed curves correspond to our intermediate scenario, which interpolates between the fiducial and short models. The insets show 1 − P (< τ eff ) on a logarithmic scale, providing a detailed view of the high-opacity tail of P (< τ eff ).
right panels of Fig. 2 show slices through the gas density, galaxy distribution, and photoionization rate, respectively, in our fiducial model at z = 5.6. The left and middle slices are of thicknesses 10h −1 Mpc, while the ΓHI slice is of thickness 3.125h −1 Mpc, situated in the middle of the 10h −1 Mpc slice. In the middle panel the sizes and colors of the points scale with the magnitude of the galaxy. For clarity, we have displayed all galaxies in the slice with MAB,1600 < −20.5, but only a randomly selected 25% of galaxies with MAB,1600 −20.5. In the bottom row, we show a slice through the mean free path field (left panel) and the corresponding fluctuations in ΓHI (right panel) for our short mean free path model. In this case, the fluctuations in ΓHI are much larger.
Results
Fig. 3 compares P (< τ eff ) in our models to the measurements of Becker et al. (2015) (black histograms). The blue/short-dashed curves show our fiducial model. The light blue shaded regions show the 90% confidence limits obtained by bootstrap sampling from the model the same number of sight lines in each redshift bin as the observations, where we fix the mean F 50 of each sample to the observed value. For reference, the black dotted curves, which are barely distinguishable from the blue/short-dashed curves, correspond to a model in which ΓHI is assumed to be uniform. The red/solid curves show the short mean free path model in which λ 912 mfp is a factor of two shorter. In the z = 5.6 and 5.8 bins, the green/long-dashed curves correspond to the intermediate scenario.
The insets in Fig. 3 show 1 − P (< τ eff ) on a logarithmic scale, providing a detailed view of the high-opacity tail of P (< τ eff ).
Let us begin by considering the models with uniform ΓHI (black/dotted). These models are marginally consistent with most of the observed distribution at z = 5.2 and at z = 5.4. Figure 4 . Measurements of the spatially averaged H I photoionization rate (top) and of the ionizing emissivity (middle), for models assuming the mean free path values in the bottom panel. The blue squares correspond to our fiducial model for λ 912 mfp , consistent with observational measurements of the mean free path at z 5.2 (see Table 1 and Fig. 1 ). The thin dashed curves represent uncertainties in the thermal history of the IGM. For the red triangles, we assume our short mean free path model at z = 5.6 and z = 5.8, i.e. the values of λ 912 mfp favored by the observed amplitude of Lyα forest opacity fluctuations (here the thermal history uncertainties are represented by dotted curves for clarity). This plot shows that the ionizing emissivity of the galaxy population is required to evolve by a factor of ≈ 2 in the ≈ 100 million years between z = 5.2 − 5.6 to be simultaneously consistent with the observed opacity fluctuations at z = 5.6 and the mean free path measurements at z 5.2.
do, however, fail to account for the highest opacity measurements at those redshifts. The discrepancy with observations clearly grows with redshift as shown in the z = 5.6 and z = 5.8 bins. Comparing the blue/short-dashed and black/dotted curves in Fig. 3 shows that at z 5.5. Fitting the observed τ eff distribution with the free parameter Γ HI may further alleviate the tension. P (< τ eff ) in our fiducial model is very similar to that in the uniform ΓHI model. This indicates that background fluctuations have a minimal impact on the τ eff distribution if λ 912 mfp is similar to expectations from measurements at z 5.2. In Appendix C, we extend our models to include Damped Lyα systems (DLAs). There we show that this conclusion is unaffected by the presence of DLAs under reasonable assumptions about their abundance. On the other hand, our short mean free path model is able to reproduce the full width of the observed τ eff distribution. This is qualitatively consistent with the results of Davies & Furlanetto (2016) , except that even smaller values ( λ 912 mfp ≈ 10h −1 Mpc at z = 5.6) were favored -a difference that likely owes to their lower minimum halo mass of Mmin = 2 × 10 9 M⊙ for hosting galactic sources. Lower values of Mmin results in smaller fluctuations because less massive halos are more weakly clustered. In this sense, our results can be viewed as an upper limit to the λ 912 mfp values required to reproduce the opacity measurements of Becker et al. (2015) . Finally, we note that our conclusions are relatively insensitive to the scaling of the local λ 912 mfp with ΓHI. We find that models with λ 
THE GLOBAL PHOTOIONIZATION RATE AND IONIZING EMISSIVITY
Rescaling ΓHI in our models to match the observed mean transmission in the forest effectively yields a measurement of ΓHI and of the global ionizing emissivity, ǫ912 . In this section we present new measurements of these quantities at z = 4.8 − 5.8 based on the τ eff measurements of Becker et al. (2015) . Whereas previous measurements at lower redshifts have assumed a uniform ionizing background, ours account for fluctuations in the background and in the mean free path. For comparison, we also performed our measurements assuming a uniform ΓHI. We find that it leads to ΓHI that are only 5 − 10% lower than our fiducial measurements including fluctuations. This is consistent with the finding of Mesinger & Furlanetto (2009) that fluctuations in ΓHI have only a mild impact on Lyα forest measurements of ΓHI . Table 2 reports the measurements from our fiducial and short mean free path models. 4 The top row gives our estimates of the mean transmission in the forest, obtained from the mean values of F 50 in Becker et al. (2015) .
The blue squares in Fig. 4 show the measurements of ΓHI (top) and ǫ912 (middle) from our fiducial model. Our measurements include a correction to account for the effects of finite simulation resolution. These corrections are described in Appendix B. Redshifts 4.7 < z < 4.9 4.9 < z < 5.1 5.1 < z < 5.3 5.3 < z < 5.5 5.5 < z < 5.7 5.7 < z < 5.9
Mean transmission * 0.16 ± 0.01 0.14 ± 0.01 0.10 ± 0.01 0. The thin dashed curves bracketing these data points correspond to generous upper and lower limits on the effect of the IGM thermal state, also described in Appendix B. Although these limits do not represent the full range of uncertainties in our measurements, we note that they are the dominant modeling uncertainties. For comparison, the black "x" in the top panel shows the highest redshift measurement of . We find a somewhat lower value for ΓHI at z = 4.8. The difference is mostly due to an offset in the mean flux between the data of and Becker et al. (2015) , where we have used the latter for our measurement. The vertical arrow at z = 4.8 shows the higher value of ΓHI that is obtained by normalizing our simulations to the mean flux in . The red triangles at z = 5.6 and 5.8 correspond to our short mean free path model (recall that this model better accounts for the observed dispersion in τ eff at those redshifts). For clarity we depict the thermal state uncertainties for this model as thin dotted lines. We note that our measurements of ΓHI are consistent with the proximity region measurements of Calverley et al. (2011) and Wyithe & Bolton (2011) . For example, the former report log(ΓHI/[s −1 ]) = −12.15 ± 0.16 and −12.84 ± 0.18 (1σ) at z ≈ 5 and 6, respectively.
The global photoionization rate stays remarkably flat over the interval z ≈ 4.8 − 5.6, before decreasing sharply at z ≈ 5.8. Our measurements of the corresponding emissivities reveal a problematic feature of the short mean free path model. Because ΓHI (z) is so flat for z 5.6, increasing λ 912 mfp by a large factor between z = 5.6 and z = 5.2 (where the mean free path has been measured to be ≈ 44 h −1 Mpc ) requires a decrease in ǫ912 by a similarly large factor. This effect is shown in the middle panel of Fig. 4 . Following the central red/dotted curve, we find that ǫ912 has to evolve by a factor of ≈ 2 over the ≈ 100 million years between z = 5.2 − 5.6. This time interval is substantially shorter than the Hubble time of a billion years, which is (within a factor of a few) the time scale over which we should expect such a large change in the output of the galaxy population. Note that the required evolution in ǫ912 would only be steeper if our simulations included the less biased galaxies that have luminosities below current detection limits, i.e. if Mmin were lower than our assumed value of 2 × 10 10 h −1 M⊙. It is unlikely that feedback on dwarf galaxies from the photoheating of the IGM by reionization can induce such a rapid evolution in the ionizing emissivity, as simulations show that this feedback is more gradual (e.g. . Lastly, we note that the rapid jump in the emissivity at z = 5.8 is an artifact of the fact that we have adopted the redshift scaling of equation (1) In these models, there are two ways to avoid the problem of a rapidly evolving ǫ912 while at the same time accounting for the large dispersion in τ eff at z 5.6: (i) Fluctuations in the ionizing background are driven by sources that are much rarer and brighter than faint, sub-L * galaxies. Such a scenario would remove the need for a short mean free path.
(ii) The direct measurement of the mean free path at z ≈ 5.2 by Worseck et al. (2014) does not probe λ 912 mfp , but is instead biased substantially higher by quasar line-of-sight effects.
In Appendix D, we explore models in which the escape fraction increases with UV luminosity, such that the ionizing emissivity is weighted towards rarer, brighter galaxies than in our fiducial model. We show that accounting for the observed τ eff fluctuations at z = 5.6 requires that fesc 50% for galaxies with MAB,1600 M * AB,1600 ≈ −21 (corresponding to M200 10 11 h −1 M⊙), and fesc ∼ 0 for fainter galaxies.
5 In this scenario, the ionizing emissivity is driven by galaxies with space density 10 −4 Mpc −3 . We note that this would differ from the situation at z ≈ 3, where observations indicate that L > 0.5L * galaxies with large fesc are extremely rare (e.g. Vanzella et al. 2010; Mostardi et al. 2015; Siana et al. 2015; Grazian et al. 2016) . Alternatively, some authors have proposed models in which AGN contribute significantly to the z > 5 H I ionizing background (Chardin et al. 2015; Chardin, Puchwein & Haehnelt 2016) . However, in Paper II we argue that these models are in tension with recent constraints on the thermal history of the IGM. In the next section, we will explore the possibility that measurements of the mean free path are biased by quasar line-of-sight effects.
THE EFFECT OF QUASAR PROXIMITY ZONES ON MEASUREMENTS OF THE MEAN FREE PATH
The arguments presented in the last section rely on the assumption that the measurement of λ 912 mfp (z ≈ 5.2) = 44 ± 7 h −1 Mpc by Worseck et al. (2014) is equivalent to a measurement of λ 912 mfp . In this section we will show that the measurement may in fact be biased significantly higher than λ 912 mfp owing to the enhanced ionizing flux along quasar sight lines.
The measurements of Worseck et al. (2014) were obtained by stacking rest-frame quasar spectra and fitting a simple model (under the assumption of a uniform ionizing background) for the mean transmission blue-ward of the Lyman limit. These authors point out that such measurements could be affected by the enhanced transmission in the proximity zones of the quasars in the stack, particularly at high redshifts. Worseck et al. (2014) concluded that this effect is likely negligible for their z ≈ 5.2 measurement in part because it is consistent with an extrapolation of measurements at z 5 (which, they argue, are less affected by proximity zones).
However, at z ≈ 5.2, we find that the proximity zones can extend over spatial scales that are comparable to or larger than λ 912 mfp . As a simple illustration of this, we compute the radius R at which the contribution to ΓHI from a quasar with specific intensity Jν ∝ 1/R 2 is equal to the background value, Γ bkgd HI . For a z = 5.2 quasar 6 with MAB,1450 = −27, corresponding to roughly the mean luminosity of the 5 < z < 5.5 sample in Worseck et al. 2014 , we find R ≈ 81, 36 and 26 (comoving) h −1 Mpc for Γ bkgd HI = 0.1, 0.5, and 1 × 10 −12 s −1 , respectively. We further note that the proximity zone need not extent out to R = λ 912 mfp to have a significant impact on measurements of the integrated Lyman limit opacity along sight lines emanating from the quasar. In addition, the quasars likely reside in highly biased halos, such that the local ionizing background is further enhanced by the overdensity of neighboring sources, making the mean free path longer than in an average region.
Here we quantify the impact of these effects on measurements of the mean free path by simulating the ionizing background around the 39 quasars in the 5 < z < 5.5 sample of Worseck et al. 2014 . We perform one simulation for each quasar by assigning its luminosity to one of the 39 most massive halos in our hydro simulation box. Note that, for each simulation, the quasar is assigned to a different halo to allow for environmental variations. For reference, the quasars in the sample span the range of magnitudes, MAB,1450 = −25.0 to −28.2. As before, we iteratively solve for ΓHI around the quasar using the procedure of Davies & Furlanetto (2016) . This procedure approximates the Lyman continuum absorption along a sightline as a smooth function of distance. In reality, the mean free path along any given sightline likely depends more on the incidence of an optically thick absorber. However, the smooth approximation is sufficient for our purposes given that we are ultimately concerned with the mean free path from stacked quasar spectra. In all of the simulations we set ΓHI = 4.8 × 10 −13 s −1 , consistent with the value measured at z = 5.2 (see §3), and λ 912 mfp = 20h −1 Mpc. The latter corresponds to the short mean free path model from §2.3. We shoot 10, 000 randomly oriented sight lines from each quasar, measuring the distance to a Lyman limit optical depth of unity, R(τ912 = 1), along each sightline. We then select one sight line from each quasar and compute the average R(τ912 = 1) over the 6 Here and throughout this section, we assume a quasar spectrum with specific luminosity Lν ∝ ν −0.6 at λ > 912Å, and Lν ∝ ν −1.7 for λ 912 A, consistent with the stacked quasar spectrum of Lusso et al. (2015) 15 20 QSO off QSO on Figure 5 . Probability distribution function for measurement of the mean free path from stacked quasar spectra. We use simulations of the ionizing background around the 39 quasars in the 5 < z < 5.5 sample in Worseck et al. (2014) . The quantity, λ 912 mfp LOS , represents the "measured" value, i.e. the mean distance to optical depth unity, averaged over the ensemble of 39 quasars. Top panel: We adopt our short mean free path model, with λ 912 mfp = 20 h −1 Mpc, as shown by the vertical dashed line. The enhanced ionizing flux along quasar sight lines leads to the measured value being a factor of ≈ 2 longer than λ 912 mfp . This plot shows that λ 912 mfp might be substantially shorter at z > 5 than current measurements suggest. Bottom panel: Same as the top, except for λ 912 mfp = 40 h −1 Mpc. In this case, the bias is reduced to ≈ 50%, and the enhanced densities around the massive halos result in the quasars-off value being ≈ 15% lower than λ 912 mfp .
sample, which we denote by λ 912 mfp LOS. This average value represents the mean free path that is measured from the quasar stack. Note that this procedure yields 10, 000 realizations of the measurement.
The red histogram in the top panel of Fig. 5 shows the distribution of λ Mpc, more than a factor of 2 longer than the input value. Curiously, this biased value is consistent with the measurement of 44 ± 7 h −1 Mpc by Worseck et al. (2014) . We find that the bias comes primarily from the enhanced ionizing flux contributed by the quasar. To illustrate this, we add the quasars to our "quasars-off" simulation in post-processing, such that we do not model the "back-reaction" of the quasars on the contribution to ΓHI from the local galaxy population. In this case, we find that c 0000 RAS, MNRAS 000, 000-000
Ionizing Background Fluctuations 9 the mean value of λ 912 mfp LOS is 37 h −1 Mpc. This is only ≈ 15% lower than in our "quasars on" simulations. To explore how the bias depends on the value of λ 912 mfp , we have also tested a case where λ 912 mfp = 40h −1 Mpc, consistent with our fiducial model (bottom panel of Fig. 5 ). In this case, we find that the bias between the "measured" value and λ 912 mfp is reduced to ≈ 50%. Note also that, in this case, the enhanced densities around the massive halos in our simulation result in the quasars-off value being ≈ 15% lower than λ 912 mfp .
From these results we are led to conclude that λ 912 mfp (z = 5.2) could be up to a factor of ≈ 2 shorter than indicated by direct measurements. In this case, λ 912 mfp is similar to the values required in our short mean free path model to account for the large dispersion in τ eff . If confirmed, this scenario has implications for the ionizing photon budget during reionization. Adopting values of λ 912 mfp that are a factor of two shorter than were assumed in previous studies results in ionizing emissivities that are a factor of two larger. To illustrate this, we computeṄion ≡ nH
Mpc. Such a revision implies that reionization was less photon-starved and therefore of shorter duration than previous studies argued (Bolton & Haehnelt 2007; .
We conclude this section with some important caveats. Our calculations assume that the quasars shine isotropically and with constant luminosity over the age of the universe. Since the ionized fraction in the proximity zone responds over the timescale Γ −1 HI to changes in the local radiation intensity, our calculations may overpredict the measurement bias if the luminosities of the quasars in the sample of Worseck et al. (2014) were, on average, dimmer over a past timespan of Γ −1 HI 50, 000 yrs. We have also assumed that λ 912 mfp ∝ Γ 2/3 HI throughout the IGM, but this scaling could potentially be shallower in regions of enhanced ΓHI around quasars. 8 7 Here, the range inṄ ion brackets the thermal histories in Fig. B1 , and we have assumed a spectral index of α = 2, consistent with our models from §2.3 and with the fiducial value in Muñoz et al. 2014) , in which it is assumed that gas self-shields at densities above the threshold ∆ i . In this model,
where P (∆ b ) is the probability distribution of ∆ b , and the last proportionality uses the power-law approximation P (∆ b ) ∝ ∆ 
Our assumed scaling of λ 912 mfp ∝ Γ 2/3 HI is recovered if η = 2.5, but this scaling becomes shallower for smaller values of η. Thus, if the density PDF is shallower (i.e. η < 2.5) for the higher-densities that are required for selfshielding at locations close to a quasar, λ 912 mfp could scale more weakly with the local Γ HI .
Compared to our current model, a shallower scaling near quasars would lead to shorter λ 912 mfp in those regions, which would reduce the measurement bias. For these reasons, we caution that the calculations presented above likely represent an upper limit on the effect of quasar proximity zones on direct measurements of the mean free path. We will quantify these effect in greater detail in future work.
COMPARISON TO OTHER MODELS
5.1 Current models for the z > 5 τ eff fluctuations Alternative models have been proposed to account for the large variations in τ eff observed at z ∼ 5.5. In this section, we will discuss potential ways in which these alternatives might be discriminated from the model considered in this paper.
So far, three models have been put forth to explain the observations of Becker et al. (2015) :
(i) The short, fluctuating mean free path model of Davies & Furlanetto (2016) . (This is the model considered in the current paper.)
(ii) The AGN-driven model of Chardin et al. (2015) (see also Chardin, Puchwein & Haehnelt 2016 as well as Paper II). In this model, AGN contribute significantly to, or even dominate, the z ∼ 5.5 ionizing background. The brightness and rarity of the AGN drive large fluctuations in the ionizing background and in the mean free path 9 . Unlike the model of Davies & Furlanetto (2016) , this model does not require a short mean free path to generate large τ eff variations. In fact, the models presented in Chardin, Puchwein & Haehnelt 2016 and in Paper II all assume λ 912 mfp values that are consistent with an extrapolation of the mean free path measurements in Worseck et al. (2014) , e.g. the fiducial model in Fig. 1 . These authors find that an AGN contribution of 50% to the z ∼ 5.5 H I ionizing background is consistent with the observed τ eff fluctuations.
(iii) The reionization temperature fluctuation model of D'Aloisio, McQuinn & Trac (2015) . In this model the excess opacity fluctuations are caused by residual inhomogeneities in the IGM temperature that were imprinted during the patchy reionization process. During reionization, intergalactic gas is heated locally to temperatures of T ∼ 20, 000 − 30, 000 K by a passing ionization front. The gas subsequently cools by the expansion of the universe and by Compton cooling, among other mechanisms. Large variations in the IGM temperature are generated by different regions being reionized at different times. These temperature variations result in τ eff fluctuations via the ∼ T −0.7 dependence of the recombination rate. D'Aloisio, McQuinn & Trac (2015) argued that this model could explain the observed τ eff fluctuations if reionization ends late (z ≈ 6) and is extended enough, i.e. half-way complete by z ≈ 9. This model predicts that the over(under)-dense regions that are reionized first (last) correspond to the opaque (transmissive) segments of the forest.
Aside from the distribution of Lyα forest τ eff fluctuations, the above models are, in principle, considerably different in their observational signatures. In model (i), the most opaque segments of the forest correspond to cosmological voids that are under-dense in galactic sources. In model (iii), the opaque segments correspond to z=5.6 Figure 6 . The line-of-sight power spectrum of transmitted flux in the z > 5 Lyα forest. The data points show our measurement of the power spectrum from the 21 unique quasar spectra in McGreer, Mesinger & D'Odorico (2015) . For reference, the black/solid curve corresponds to a model in which the ionizing background is assumed to be uniform. The blue/dashed curve shows our short mean free path model from §2. The magenta/dot-dashed curve corresponds to a model from Paper II in which AGN emissions account for 90% of Γ HI . The green/solid curves show the model of D'Aloisio, McQuinn & Trac (2015) in which the opacity fluctuations are driven by residual temperature fluctuations from the patchy reionization process, instead of by fluctuations in the ionizing background. All models exhibit enhanced large-scale power over the uniform Γ HI model at scales of k 0.1 hMpc −1 . Future measurements of the flux power spectrum on these scales may rule out density fluctuations alone as the origin of the large-scale opacity fluctuations observed by Becker et al. (2015) . the cold regions that were reionized first, typically the most overdense regions of the universe. In model (ii), there is likely less of a correlation between opacity and cosmological density, since the fluctuations are driven by rare AGN sources. However, the identification of AGN near most large-scale transmissive regions of the forest would be a "smoking gun" signature of this model.
In the absence of observations that provide definitive evidence for, or against, any of the above models, it is prudent to explore whether additional insights can be gained by applying other statistics to the Lyα forest. Following Becker et al. (2015) , all studies have used a path length of L = 50 h −1 Mpc for τ eff . We first considered varying the pathlength over which τ eff is measured, i.e. measuring P (< τ eff ) for L = 10, 25, 75, 100 h −1 Mpc. We found that using different L does not bring out differences between our models any more than in the L = 50 h −1 Mpc case. Moreover, we note that current data does not provide enough samples to constrain P (< τ eff ) for L > 50 h −1 Mpc. We also considered the distribution of dark gaps and the recently proposed peak height/width distributions of Gnedin, Becker & Fan (2016) . We found that these statistics are sensitive to the effects of instrumental resolution and noise, which are difficult to remove from current data sets due to their highly inhomogeneous nature, and we additionally found that our models are less reliable for these statistics (see remark at the end of this section). In this section, we focus exclusively on the line-of-sight power spectrum of the transmitted flux, which is robust to the effects of finite spectral resolution on the scales of interest for our models. As we will see, the power spectrum offers a complementary view of the high-z Lyα forest; it probes the opacity fluctuations across all scales, but is less sensitive to high τ eff excursions than P (τ eff ).
The line-of-sight flux power spectrum
We present a new measurement of the flux power spectrum at z = 5.2 − 5.6 using the sample of 21 quasars presented in McGreer, Mesinger & D'Odorico (2015) . We refer the reader to this paper for details on these spectra. In summary, ten spectra were obtained from the Eschellette Spectrograph and Imager (ESI) on the Keck II telescope, three were obtained with Magellan Eschellette (MagE) spectrograph on the Magellan Clay 6.5m telescope, one was obtained with the Red Channel spectrograph on the MMT 6.5m telescope, and seven were obtained with the X-shooter instrument on the VLT 8m Kueyen telescope. (For redundant spectra in McGreer, Mesinger & D'Odorico 2015, we use the spectrum with the higher signal-to-noise.) Quasar continua were fitted to the broken power law UV continuum model of Shull, Stevans & Danforth (2012) . We conservatively exclude regions of ∆v = 10 4 km/s blue-ward of the Lyα emission line to avoid the proximity effect. We also truncate the spectra at rest-frame 1040Å to avoid Lyβ and O VI absorption, as well as uncertainties in the quasar continuum from the presence of Lyβ and O VI broad emission lines. This results in somewhat fewer quasars with spectral coverage at z = 5.2, whereas the ∆v = 10 4 km/s cut precludes a reliable measurement of the power spectrum at z = 5.8 with our spectra.
The one-dimensional flux power spectrum is defined to be
Here, δF (λ) = F (λ)/ F (λ) −1 is the contrast in transmitted flux at wavelength λ, where . . . denotes an average over the total path length L, andδF (k) denotes its Fourier transform. We use redshift intervals of ∆z = 0.2 and we assume a piecewise linear interpolation of F (λ) across redshift bins. We measure logarithmic band powers using the estimator, PF (k) =δ(k)rawδ(k) * raw −PN, wherẽ δ(k)raw corresponds to the raw data, and PN is the noise power spectrum, estimated from the variance in a given redshift bin. The power spectrum is obtained by an ensemble average over the quasar spectra, in which each spectrum is weighted by (PN + PS) −1 , where "S" denotes "signal." For simplicity we do not account for instrumental resolution, since the finite resolution of our simulations prohibits any meaningful comparison to the measurements on the affected scales. We also do not correct for contamination by interloping metal lines from lower redshift absorbers, since they are expected to affect PF (k) at only the 1% level at the redshifts of interest (Viel et al. 2013) .
We have tested for the effects of evolution in the mean transmission across a redshift bin and of fluctuations in the quasar continuum over these scales. These effects are the dominant sources of systematic uncertainty for PF (k) on the largest scales that our measurements probe, k ≈ 0.15 hMpc −1 . To gauge the impact of evolution, we compared our fiducial measurement to one in which F (λ) is assumed to be constant across a redshift bin. We found an approximately 0.2σ difference between the two methods for our lowest k-bin (and even smaller differences at higher k). To test for continuum fluctuations, we examined a sample of continuum fits for 40 quasars at 2.1 < z < 4.7 from Dall'Aglio, Wisotzki & Worseck (2008) . We found that the continuum power is a factor of 50 − 100 lower than PF (k) in our lowest k-bin. From these tests we conclude that our measurements are robust to the effects of evolution in the mean transmission and continuum fluctuations.
The data points in Fig. 6 show our measurement of ∆F ≡ kPF (k)/π. The error bars represent 1σ uncertainties obtained by calculating the noise-weighted effective number of modes. We compare our measurements to a model that assumes a uniform ionizing background (black/solid), from a higher resolution (L box = 25h −1 Mpc, N = 2048 3 ) simulation. We also compare against the short mean free path model from §2 (blue/short-dashed), and two alternative models: (i) The "AGN-dominated" (90% AGN) model from Paper II (red/dot-dashed). In this model, we populate the most massive halos in our simulation with AGN according to a rescaled version of the luminosity function of Giallongo et al. (2015) . We tune the escape fraction of galaxies such that the AGN emissions account for 90% of ΓHI . This model is otherwise identical to the models in this paper, with λ 912 mfp (z) set to our fiducial values (see Table 1 ); (ii) The reionization temperature fluctuation model of D'Aloisio, McQuinn & Trac (2015) .
10 Here we show a model in which reionization begins at z ≈ 13 and ends at z ≈ 6, with an instantaneous reionization temperature of Treion = 30, 000 K (see the red/solid curves in Fig. 4 of D 'Aloisio, McQuinn & Trac 2015) .
11 The ionizing background is assumed to be uniform in this model. The shaded regions at k 3 hMpc −1 correspond to scales that are affected by the resolution of our hydro simulation grid, as indicated by the suppressed power in our short mean free path and AGN models.
All of the models are broadly consistent with the measurements at k 0.3 hMpc −1 . At these scales, the opacity fluctuations are driven by fluctuations in density, as indicated by the agreement with the uniform ΓHI model. However, the models begin to diverge from the uniform model on larger scales as the opacity fluctuations transition to being driven by large-scale variations in the ionizing background or temperature. Although these large-scale variations generate substantially more power at scales corresponding to k 0.2 hMpc −1 , we note that PF (k) in the fluctuating background and temperature models are quite similar. Thus it will likely be difficult to discriminate between these models using measurements of PF (k) alone. Nonetheless, in contrast to P (< τ eff ), PF (k) contains information about the scales on which the opacity variations are no longer driven by density fluctuations. From the excess power at k ≈ 0.15 hMpc −1 observed in three redshift bins, our measurements disfavor density fluctuations alone as the origin of the opacity fluctuations at the 2σ level. Future measurements may improve this limit by extending PF (k) to lower k. However, this would require larger redshift bins than the ∆z = 0.2 used here, and we caution that quasar continuum uncertainties and redshift evolution could complicate the interpretation of such measurements.
We conclude this section by noting an interesting property of the short mean free path and 90% AGN models, which both 10 We note that the hydro simulations used for the temperature fluctuation model in D'Aloisio, McQuinn & Trac (2015) have a significantly higher spatial resolution of ∆x = 12.2 h −1 kpc, compared to the ∆x = 97.7 h −1 kpc of the larger-scale simulation used for the fluctuating background models in this paper. 11 The instantaneous reionization temperature corresponds to the highest temperature achieved behind an ionization front. Note that T reion = 30, 000 K represents the upper limit of expected temperatures (McQuinn 2012) . However, we caution that a similar amplitude of opacity fluctuations may be generated in models with lower T reion . The multi-scale approach of D'Aloisio, McQuinn & Trac (2015) , which combines large-scale seminumerical simulations of reionization with high-resolution hydro simulations, does not capture the correlation between local density and redshift of reionization, z reion . If included, this correlation would increase the amplitude of opacity fluctuations for a given T reion .
have rather low resolutions. Even though they do not resolve the small-scale features in the forest well (as evident in the premature fall off in power at high k), they appear to capture the largescale properties of the forest fairly robustly. This is evidenced by our low-resolution simulations matching both our measured PF (k) and our higher-resolution simulations (black and green curves) at intermediate scales, where density fluctuations still dominate (k = 0.2 − 2 hMpc −1 ). This result is similar to our findings in Appendix A, and in Becker et al. (2015) , that when low-resolution mock spectra are mean flux normalized, they yield P (< τ eff ) that are very similar to higher resolution simulations. While the largescale predictions of our models are similar, it may be that smallscale statistics can differentiate between them. Unfortunately, simulations with much higher resolutions are likely necessary to capture small-scale statistics such as the peak height and dark gap statistics. Thus, there are significant challenges to comparing these models -which require boxes with L box 200h −1 Mpc, and hence cannot resolve the small-scale forest -with statistics beyond those considered here.
CONCLUSION
Observations have shown that the dispersion in the Lyα forest τ eff increases quickly at z > 5, exceeding the dispersion predicted by simple models that assume a uniform ionizing background (Fan et al. 2006b; Becker et al. 2015) . Several models have been proposed to account for these observations (D'Aloisio, McQuinn & Trac 2015; Davies & Furlanetto 2016; Gnedin, Becker & Fan 2016; Chardin, Puchwein & Haehnelt 2016) . In this paper we have explored in further detail the model of Davies & Furlanetto (2016) for the post-reionization ionizing background. This model accounts for spatial variations in the mean free path from the enhancement (suppression) of optically thick absorbers where the background is weaker (stronger).
We showed that accounting for the z ≈ 5.5 opacity fluctuations requires a short spatially averaged mean free path of λ 912 mfp 15h −1 Mpc. These values are factor of 3 shorter than the direct measurement of λ 912 mfp = 44 ± 7 h −1 Mpc at z ≈ 5.2 (Worseck et al. 2014) . We further showed that rapid evolution in the mean free path is at odds with our measurement of the global H I photoionization rate, which stays remarkably constant at 4.8 z 5.6. A model in which λ 912 mfp evolves from 15 h −1 Mpc at z = 5.6 to 44 h −1 Mpc at z = 5.2 requires an unnatural factor of ≈ 2 decrease in the ionizing emissivity of the galaxy population in just ≈ 100 million years. However, we also identified a plausible resolution to this apparent problem. We showed that direct measurements of the mean free path (from stacking quasar spectra) can be biased higher than λ 912 mfp by up to a factor of ≈ 2, owing to the enhanced ionizing flux along quasar sight lines (i.e. the "proximity effect"). It is thus likely that λ 912 mfp is shorter than the measured value 44h −1 Mpc at z ≈ 5.2. We also explored the line-of-sight flux power spectrum as a possible means of testing three models that have been proposed to account for the large opacity variations. These include the model of Davies & Furlanetto (2016) (2015), we found that the large-scale opacity variations are manifest as a ≈ 2σ excess in power on k ≈ 0.15 hMpc −1 scales, over a model with uniform ionizing background. On these scales, the flux power is quite similar between the models, and all three are consistent with the data. The power on scales smaller than those considered here (i.e. k 3 hMpc −1 ) may prove to be a more promising avenue for distinguising them. However, exploring this possibility will require substantial improvements to the current models.
If confirmed, the short λ 912 mfp favored by the model of Davies & Furlanetto (2016) has implications for reionization and for the structure of the high-z Lyα forest. In this scenario, reionization is a factor of ≈ 2 less photon-starved than has been claimed in previous studies, implying a shorter duration of reionization (all other parameters being fixed). The model also predicts that the most opaque (transmissive) L ∼ 50 h −1 Mpc segments of the Lyα forest correspond, on average, to voids (overdensities) where the ionizing background is weaker (stronger). Interestingly, this is the opposite of what is predicted by the model of D'Aloisio, McQuinn & Trac (2015) , which ties the opacity variations to relic temperature fluctuations from reionization. In that scenario, the overdensities (voids) tend to be the most opaque (transmissive) regions because they are reionized earlier (later); hence they are colder (hotter) by z ≈ 5.5. Thus if the model of Davies & Furlanetto (2016) is correct, it would likely imply that reionization occurred over a short time interval (consistent with the higher ionizing emissivities), minimizing the impact of temperature fluctuations, which would otherwise act to cancel the effect of the background fluctuations. Conversely, if the model of D'Aloisio, McQuinn & Trac (2015) is correct, it would imply a longer mean free path, minimizing the impact of the background fluctuations. A more complete model of the z > 5 Lyα forest will need to synthesize these effects, as well as possible gas relaxation effects if reionization is ending at z = 5.5 − 6.
At present we are left with three viable models for the large opacity fluctuations, each with very unique implications for H I reionization:
(i) AGN contributed significantly ( 25%) to the z > 5 ionizing background (Chardin et al. 2015; Chardin, Puchwein & Haehnelt 2016) . This would imply that AGN were more ubiquitous in the z > 5 Universe than previously thought, and that they contributed more to H I reionization than in most existing theoretical models. However, in Paper II, we show that these AGN could not have emitted appreciable numbers of He II ionizing photons or they would have heated up the IGM well above observational bounds (D'Aloisio et al. 2017 ).
(ii) The mean free path at z ≈ 5.5 was much shorter than expected, e.g. λ 912 mfp 15h −1 Mpc if galaxies were the dominant sources of the ionizing background (Davies & Furlanetto 2016 , and the current paper). As noted above, shorter values for the mean free path imply a less photon-starved and quicker reionization process. In addition, a shorter mean free path could indicate the final stages of the reionization itself.
(iii) The opacity fluctuations were not driven by the ionizing background, but were instead driven by relic temperature fluctuations from reionization. This would be the signature of a late-ending (z ≈ 6) and extended reionization process (D'Aloisio, McQuinn & Trac 2015) .
All of these models can account for much of the τ eff distribution, but in all models the probability of occurrance of ≈ 160 (comoving) Mpc dark troughs, such as in the sightline to ULAS J0148+0600 (Becker et al. 2015) , is low. Determining which of the above models captures the conditions of the post-reionization IGM will yield new insights into the reionization process. 
APPENDIX A: NUMERICAL CONVERGENCE
In this section we discuss the numerical convergence of our hydro simulation with respect to resolution. To test this convergence, we ran a suite of smaller simulations at various resolutions, with a fixed box size of L box = 25h −1 Mpc. Like in our production run, we model the reionization of H I in a simplistic way by instantaneously ionizing and heating the boxes uniformly to 20, 000 K at z = 7.5. We construct τ eff distributions from mock Lyα spectra in the manner described in §2.1. We note that the mock spectra are constructed from 50h −1 Mpc sight lines oriented at random angles through our boxes, utilizing periodic boundary conditions. At each redshift we rescale the nominal ΓHI of the simulation by a constant factor in post-processing to match the observed mean value of F 50. For simplicity, all of the results presented in this section assume a uniform ΓHI. Figure A1 shows the effect of numerical resolution on P (< τ eff ) for three redshift bins. As before, the black histograms show the observational measurements of Becker et al. (2015) . The curves correspond to different resolutions as indicated in the plot legends. The N = 256 3 cases (red/solid) correspond to the same resolution as in our production run (for which L box = 200h −1 Mpc and N = 2048
3 ). Figure A1 shows that the τ eff distributions at the resolution of our production run are reasonably well converged, with higher resolution runs having a P (< τ eff ) that is narrower by a few line widths at most.
On the other hand, we find that numerically converging on the global photoionization rate is considerably more difficult than for the τ eff distribution. This difficulty originates from the fact that, for models with uniform ΓHI, the transmission in this highly saturated high-z regime of the forest is dominated by cosmic voids with characteristic under-densities of ∆ b ≈ 0.2 − 0.3. Table A1 shows for each test simulation the ΓHI values that have been adjusted to match the observed mean value of F 50. The simulations with lower resolution require a higher ΓHI because their voids are not as deep as in the simulations with higher resolution (i.e. the densities of voids in low-resolution simulations are larger). Thus, at fixed ΓHI, the lower resolution simulations yield a higher overall opacity than the higher resolution simulations, so ΓHI must be increased in the former to produce a fixed mean value of F 50. While this has very little impact on our models of the τ eff distribution, we must take it into account in our measurements of the spatially averaged photoionization rate and ionizing emissivity in §3. In the next section, we describe how we correct for this finite resolution effect in our measurements. Figure A1 . The numerical convergence with respect to simulation resolution for the cumulative probability distribution of τ eff . Here we show results from a suite of simulations with L box = 25h −1 Mpc in which the H I photoionization rate is assumed to be uniform. The black histograms show the observed τ eff distributions of Becker et al. (2015) .
APPENDIX B: MEASURING THE GLOBAL PHOTOIONIZATION RATE AND IONIZING EMISSIVITY
Here we present technical details for our measurements of the spatially averaged photoionization rate, ΓHI , and ionizing emissivity, ǫ gal 912 , presented in §3. In the last section we found that the finite resolution of our hydro simulation leads to an overestimate of ΓHI (and consequently of ǫ912 ). We have therefore applied redshift-dependent correction factors equal to the ratio ΓHI(N = 2048
3 )/ΓHI(N = 256 3 ), where ΓHI(N ) is the photoionization rate in the test simulation from Appendix A with resolution N (see Table A1 ). (Recall that these test simulations have L box = 25h −1 Mpc, so the N = 256 3 run has the same resolution as our L box = 200h −1 Mpc, N = 2048 3 production run.) For example, to correct for resolution effects at z = 5.6, we divide the ΓHI from our production simulation by a factor of 1.57.
One of the biggest sources of uncertainty in these measurec 0000 RAS, MNRAS 000, 000-000
Ionizing Background Fluctuations 15 ments is the thermal history of the IGM, as an evolving thermal state could mimick evolution in ΓHI and ǫ gal 912 . For a fixed Lyα opacity, hotter IGM temperatures imply lower ΓHI. We quantify this uncertainty by augmenting the thermal history from our hydro simulation with two semi-analytical models in which the IGM is reionized and heated instantaneously to a temperature of 20, 000 K at zreion = 6 and zreion = 10 (see Upton Sanderbeck, D'Aloisio & McQuinn 2016 for technical details on these models). These models bracket the range of plausible IGM thermal histories at 5 z 6, assuming that the heating from He II reionization is negligible at these redshifts. This is a reasonable assumption in the standard scenario where galaxies dominate the ionizing background at z > 5.
The thermal state of the IGM is typically parameterized by a temperature-density relation of the form, T (∆) = T0∆ γ−1 , where T0 is the temperature at the cosmic mean density, and γ specifies the logarithmic slope of the relation (Hui & Gnedin 1997) . The top and bottom panels of Fig. B1 show T0 and γ in our hydro simulation (solid curves) and in our semi-analytic models (short-dashed, zreion = 6; long-dashed, zreion = 10). For reference, the datapoint at z = 4.8 shows the highest redshift temperature measurement of Becker et al. (2011) , extrapolated to the mean density using the temperature-density relation of our hydro simulation. To bracket the effects on ΓHI and ǫ gal 912 , we rescale our measurements to the thermal histories of our semi-analytic models using the scaling relations of ,
These limits are depicted by the thin dashed and dotted curves in the top and middle panels of Fig. 4 . We emphasize that these limits bracket only the uncertainty in the thermal history, and do not represent the full range of uncertainties in our measurements. We note, however, that the former is the dominant source of modeling uncertainty.
APPENDIX C: THE EFFECT OF DAMPED LYα SYSTEMS ON HIGH-REDSHIFT OPACITY FLUCTUATIONS
Our hydro simulation lacks the resolution and the galaxy formation physics required to model accurately the most optically thick absorbers in the Lyα forest -the so-called damped Lyα systems (DLAs). In this section we use a simple model to show that DLAs are unlikely to have a significant effect on the distribution of τ eff fluctuations in the z > 5 Lyα forest.
We model the population of z > 5 DLAs by randomly drawing absorbers with column densities NHI > 10 19 cm −2 from a column density distribution function (CDDF, i.e. the number of absorbers per unit column, per unit redshift), ∂ 2 N /∂z ∂NHI = f (NHI)H0(1 + z)
2 /H(z), where H(z) is the Hubble parameter, and γ Figure B1 . IGM thermal histories used in our measurements of Γ HI and ǫ 912 in §3. The top and bottom panels show the temperature at the mean density, T 0 , and the slope parameter of the temperature-density relation, γ. The thick solid curves show the thermal state in our hydro simulation, in which the IGM is instantaneously reionized and heated to 20, 000 K at z = 7.5. For reference, the datapoint at z = 4.8 shows the highest redshift temperature measurement of Becker et al. (2011) , extrapolated to the mean density using the temperature-density relation of our hydro simulation. The thin curves correspond to thermal histories from a semi-analytical model that we use to quantify the effect of uncertainty in the thermal history. The thin short-dashed and long-dashed curves show scenarios in which the IGM is instantaneously reionized and heated to 20, 000 K at z = 6 and z = 10, respectively. These models bracket the range of plausible IGM thermal histories after H I reionization, and before the beginning of He II reionization.
McQuinn, Oh & Faucher-Giguère 2011, and references therein). We note that applying this form to higher redshifts assumes that the CDDF does not evolve significantly with redshift, which is likely a reasonable approximation given the weak evolution in the CDDF observed by Sánchez-Ramírez et al. (2016) . We generate an ensemble of sight lines, each with L = 50h −1 Mpc, by randomly throwing down absorbers with Lorentzian line profiles. We then add the opacities from these absorbers to the sight lines extracted from our simulations (which are presented in the main text).
Fig . C1 compares the P (< τ eff ) including the absorption from DLAs to those in our fiducial model from the main text (blue/shortdashed), which does not include DLAs. (Note that all models discussed here adopt the fiducial mean free path model in Fig. 1 ) The red/solid curves correspond to the CDDF of equation (C1), while, for the green/long-dashed curves, we rescale f (NHI) in equation (C1) by a factor of three to explore a scenario with a larger abundance of DLAs. For reference, the black/dotted curves correspond to the uniform ΓHI model. (Note that all curves in Fig. C1 are so close that they are indistinguishable.) In all models, the global ΓHI has been rescaled to match the observed mean transmission of the forest. As before, the blue shading shows the 90% levels estimated by bootstrap sampling of the fiducial model. These results show that DLAs have a negligible effect on the width of the τ eff distri- Figure C1 . The effect of DLAs on the distribution of Lyα forest opacity fluctuations. The black histograms show the observational measurements of Becker et al. (2015) . The red/solid curves show a model in which DLAs are drawn from a H I column density distribution that is consistent with observations at lower redshifts (equation C1). The green/long-dashed curves show a model in which the column density distribution is rescaled by a factor of three to boost the abundance of DLAs. The blue/short-dashed and black/dotted curves respectively show our fiducial model from §2, and a uniform Γ HI model, both of which do not include DLAs. All models adopt the fiducial mean free path model in Fig. 1 . The blue shading shows 90% regions estimated by bootstrap sampling of the fiducial model. These results show that DLAs are unlikely to have a significant effect on the distribution of τ eff fluctuations.
bution. Even a model in which the DLA abundance is ≈ 3 times greater than indicated by observations has little impact on the τ eff fluctuations.
APPENDIX D: ALTERNATIVE MODELS FOR THE ESCAPE FRACTION
The models presented in the main text adopt a constant escape fraction for all galaxies. In those models, the exponentially declining abundance of halos with mass results in the ionizing background being dominated by ubiquitous faint galaxies near our minimum halo mass limit of Mmin = 2 × 10 10 h −1 M⊙, corresponding to MAB,1600 ≈ −17.5 at z ≈ 5.5. With this magnitude limit, the galaxies are bright enough to be detected in current surveys. Thus our sources are already much rarer than in models which extrapolate the galaxy luminosity function below detection limits. Nonetheless, in this section we will test whether the z ≈ 5.5 τ eff dispersion can be reproduced by varying our assumptions about fesc. In particular, we will consider toy models for the escape fraction that increase the contribution from yet rarer and brighter galaxies to the ionizing background.
Recall that the Lyman break in the spectra of galaxies is parameterized in our simulations by fesc/A912, where A912 = Lν(1600Å)/Lν (912Å) represents the intrinsic Lyman break due to absorption in stellar atmospheres, and fesc represents the escape fraction of H I ionizing photons into the IGM. The parameters fesc and A912 are completely degenerate; only their ratio, i.e. the overall break, is fixed by matching the mean F 50 to observations. Thus extracting a value for fesc requires specifying A912, which depends on the star formation history of the galaxy. In addition, the value of fesc depends on the highly uncertain thermal state of the IGM. Hotter temperatures will yield lower fesc and vice versa. Here we shall adopt A912 = 2, which is approximately the lower limit of expected values for young stellar populations (Leitherer et al. 1999 ). We will also rescale our results to the hotter thermal history in Fig.  B1 . With these choices, the values of fesc quoted in this section can be thought of as rough lower limits for the escape fraction.
The top panel of Fig. D1 shows fesc as a function of absolute magnitude for three out of the four toy models considered in this section. The top axis shows the corresponding halo masses obtained by abundance matching (see main text). The blue/short-dashed and red/solid curves correspond to constant fesc models. In the former we set Mmin = 2 × 10 10 h −1 M⊙, the same as in our fiducial models, whereas in the latter we set Mmin = 2 × 10 11 h −1 M⊙. The magenta/long-dashed curve corresponds to an intermediate model where fesc increases with luminosity. Below, we also consider a model in which we allow a random fraction of the galaxy population to have fesc = 1. This models are not represented in the top panel of Fig. D1 .
The bottom panel of Fig. D1 shows P (< τ eff ) at z = 5.6 for these models, assuming our fiducial value of λ 912 mfp = 30h −1 Mpc. Let us first consider the green/dot-dashed curve (hardly distinguishable from the blue/short-dashed one), representing a model in which a random 1% of galaxies, corresponding to 2, 108 halos in our simulation box, are given fesc = 1. The τ eff fluctuations in this model are not significantly larger than those in the fiducial model (blue/short-dashed). This is because the background is still dominated by the faint galaxies near the Mmin threshold, and the small fraction of galaxies with fesc = 1 are typically not bright enough to introduce substantial large-scale fluctuations in the background. The magenta/long-dashed curve is also quite similar to the blue/short-dashed curve. Despite the fact that fesc increases steeply with luminosity in this model, the ionizing background still receives a large contribution from the substantial population of 51, 854 halos with M200 5 × 10 10 h −1 Mpc in our simulation box. . In all models we assume λ 912 mfp = 30 h −1 Mpc. The vertical dotted line in the top panel shows M * AB,1600 for the luminosity function measurement of Bouwens et al. (2015) . The blue/short-dashed curves show our fiducial model from the main text. The green/long-dashed curve (barely distinguishable from the blue/short-dashed curve) in the bottom panel corresponds to a model in which a random 1% of galaxies are given fesc = 1. The magenta/long-dashed and red/solid curves correspond to models in which the ionizing background is dominated by rarer, more biased galaxies.
The amplitude of τ eff fluctuations in the red/solid model is a significantly better match to the observations. In this model, the ionizing background is sourced entirely by the mere 4, 040 halos in our box with M200 2 × 10 11 h −1 M⊙. However, the top panel shows that achieving the required background strength with this small source population requires that fesc 0.5. Such large mean escape fractions for the most luminous galaxies are difficult to reconcile with recent observations (e.g. Vanzella et al. 2010; Mostardi et al. 2015; Siana et al. 2015; Grazian et al. 2016) . We emphasize also that the values of fesc quoted here are conservatively low, owing to our choices for A912 and for the thermal state of the IGM. We thus conclude that matching the observed τ eff fluctuation amplitude with these models requires that the ionizing background is dominated by extremely rare galaxies with implausibly large fesc.
