Results on Normal Forms for FPU Chains by Henrici, Andreas & Kappeler, Thomas
Digital Object Identifier (DOI) 10.1007/s00220-007-0387-z
Commun. Math. Phys. 278, 145–177 (2008) Communications in
Mathematical
Physics
Results on Normal Forms for FPU Chains
Andreas Henrici, Thomas Kappeler
Institut für Mathematik, Universität Zürich, Winterthurerstrasse 190, CH-8057 Zürich, Switzerland.
E-mail: tk@math.unizh.ch; andreas.henrici@math.unizh.ch
Received: 16 February 2007 / Accepted: 19 May 2007
Published online: 22 November 2007 – © Springer-Verlag 2007
Abstract: In this paper we prove, among other results, that near the equilibirum position,
any periodic FPU chain with an odd number N of particles admits a Birkhoff normal form
up to order 4, whereas any periodic FPU chain with N even admits a resonant normal form
up to order 4. This resonant normal form of order 4 turns out to be completely integrable.
Further, for N odd, we obtain an explicit formula of the Hessian of its Hamiltonian at
the fixed point.
1. Introduction
In this paper we consider FPU chains with N particles of equal mass, normalized to be
one. Such chains have been introduced by Fermi, Pasta, and Ulam [5], as models to test
numerically the principle of thermalization as N gets larger and larger. A FPU chain
consists of a string of particles moving on the line or the circle interacting only with
their nearest neighbors through nonlinear springs. Its Hamiltonian is given by
HV = 12
N∑
n=1
p2n +
N∑
n=1
V (qn − qn+1), (1)
where V : R → R is a smooth potential. The corresponding Hamiltonian equations
read (1 ≤ n ≤ N )
q˙n = ∂pn HV = pn,
p˙n = −∂qn HV = −V ′(qn − qn+1) + V ′(qn−1 − qn).
 Supported in part by the Swiss National Science Foundation.
 Supported in part by the Swiss National Science Foundation, the programme SPECT and the European
Community through the FP6 Marie Curie RTN ENIGMA (MRTN-CT-2004-5652).
146 A. Henrici, T. Kappeler
Here qn denotes the displacement of the nth particle from its equilibrium position and
pn is its momentum. If not stated otherwise we assume periodic boundary conditions
(qi+N , pi+N ) = (qi , pi ) ∀i ∈ {0, 1}.
Without loss of generality, the potential V : R → R is assumed to have a Taylor
expansion at 0 of the form
V (x) = κ
(
1
2
x2 − α
3! x
3 +
β
4! x
4 + . . .
)
, (2)
where κ is the (linear) spring constant normalized to be 1 and α, β ∈ R are parameters
measuring the strength of the nonlinear interaction. The minus sign in front of the
parameter α in the expansion (2) turns out to be convenient for later computations.
Substituting the expression (2) for V into (1), the corresponding expansion of HV is
given by
HV = 12
N∑
n=1
p2n +
1
2
N∑
n=1
(qn+1−qn)2 + α3!
N∑
n=1
(qn+1−qn)3 + β4!
N∑
n=1
(qn+1−qn)4 + . . . . (3)
For any FPU chain, the total momentum P = 1N
∑N
n=1 pn is an integral of motion,
and therefore the center of mass Q = 1N
∑N
n=1 qn evolves with constant velocity. Hence
any FPU chain can be viewed as a family of Hamiltonian systems of N − 1 degrees of
freedom, parametrized by the vector of initial conditions (Q, P) ∈ R2 with Hamiltonian
independent of Q. In particular, for N = 2 any FPU chain is integrable, and hence we
will concentrate on the case N ≥ 3. Further note that for any vector (Q, P) ∈ R2, the
origin in R2N−2 is an equilibrium point of the corresponding system. The momentum of
such an equilibrium point is given by the constant vector (p1, . . . , pN ) = P (1, . . . , 1).
Introduce the function I = (Ik)1≤k≤N−1, defined on R2N−2 with values in RN−1,
Ik = 12 (x
2
k + y
2
k ). (4)
Further define the function Hα,β : RN−1 → R, given by
Hα,β(I ) := 2
N−1∑
k=1
sin
kπ
N
Ik +
1
4N
N−1∑
k=1
ck I 2k +
β − α2
2N
∑
l =m
1≤l,m≤N−1
sin
lπ
N
sin
mπ
N
Il Im, (5)
where ck ≡ ck(α, β) := α2 + (β − α2) sin2 kπN .
Surprisingly, the properties of periodic FPU chains near the equilibrium point strongly
depend on the parity of the number N of particles. If N is odd, our results are the following
ones:
Theorem 1.1. Let α, β ∈ R with (α, β) = (0, 0). If N ≥ 3 is odd, then any periodic
FPU chain admits a Birkhoff normal form of order 4. More precisely, there are canonical
coordinates (xk, yk)1≤k≤N−1 so that the Hamiltonian of any FPU chain, when expressed
in these coordinates, takes the form
N P2
2
+ Hα,β(I ) + O(|(x, y)|5)
with Hα,β(I ) given by (5).
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Corollary 1.2. Near the equilibrium state, any FPU chain with an odd number N of
particles can be approximated up to order 4 relative to its center of mass coordinates by
an integrable system of N − 1 harmonic oscillators which are coupled at fourth order
except if β = α2 (Toda case).
Denote by Qα,β the Hessian of Hα,β(I ) at I = 0. Note that Qα,β is an (N−1)×(N−1)
matrix which only depends on the parameters α and β. For the following result we do
not have to assume that N is odd.
Theorem 1.3. (i) For any given α ∈ R \ {0}, det(Qα,β) is a polynomial in β of degree
N − 1 and has N − 1 real zeroes (counted with multiplicities). When listed in
increasing order, the zeroes βk = βk(α) satisfy
0 < β1 < α2, 2α2 < β2 ≤ . . . ≤ βN−1
and contain the  N−12  distinct numbers
α2
(
1 +
(
sin2
kπ
N
)−1)
(1 ≤ k ≤  N − 1
2
).
Moreover index(Qα,β), defined as the number of negative eigenvalues of Qα,β , is
given by
index (Qα,β) =
⎧
⎨
⎩
1 for β < β1,
0 for β1 < β < β2,
N − 2 for β > βN−1.
(ii) For α = 0, det(Q0,β) is a polynomial in β of degree N − 1, and β = 0 is the only
zero of det(Q0,β). It has multiplicity N − 1, and the index of Q0,β is given by
index (Q0,β) =
{
1 for β < 0,
N − 2 for β > 0.
Periodic FPU chains with an even number N of particles do not admit a Birkhoff
normal form up to order 4 due to resonances except if β = α2 (Toda case). Our analysis
of odd FPU chains leads in the case of even FPU chains to a resonant Birkhoff normal
form up to order 4.
Define the functions J = (Jk)1≤k≤N−1 and M = (Mk)1≤k≤N−1 on R2N−2 with
values in RN−1 given by
Jk = 12 (xk xN−k + yk yN−k) and Mk =
1
2
(xk yN−k − xN−k yk), (6)
and introduce
Rα,β(J, M) := β − α
2
4N
(
R(J, M) + R N
4
(J, M)
)
, (7)
where
R(J, M) = 4
∑
1≤k< N4
sin
2kπ
N
(
Jk J N
2 −k − Mk M N2 −k
)
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and
R N
4
(J, M) =
{
J 2N
4
− M2N
4
if N4 ∈ N
0 otherwise.
Note that for α, β ∈ R with β = α2 (Toda case), the expression Rα,β vanishes.
Our main results on even periodic FPU chains are the following ones:
Theorem 1.4. Let α, β ∈ R with (α, β) = (0, 0). If N ≥ 4 is even, there are canonical
coordinates (xk, yk)1≤k≤N−1 so that the Hamiltonian of any FPU chain, when expressed
in these coordinates, takes the form Gα,β(I, J, M) + O(|(x, y)|5), where
Gα,β(I, J, M) = N P
2
2
+ Hα,β(I ) − Rα,β(J, M), (8)
and where Hα,β(I ) and Rα,β(J, M) are given by (5) and (7), respectively.
It is quite remarkable that Gα,β turns out to be completely integrable. To make this
statement more precise, introduce for 1 ≤ k < N4 ,
Kk,α,β(J, M) = d−k (J 2k + M2k ) + d−N
2 −k
(J 2N
2 −k
+ M2N
2 −k
)
−2(β − α2) sin 2kπ
N
(Jk J N
2 −k − Mk M N2 −k),
where d−k := −α2 + (β − α2) sin2 kπN , and let
K N
4 ,α,β
(J, M) =
{
−α2 J 2N
4
+ (β − 2α2)M2N
4
if N ≡ 0 mod 4
0 otherwise.
Theorem 1.5. Let N ≥ 4 be an even integer. Then for any α, β ∈ R with (α, β) = (0, 0),
the truncated FPU Hamiltonian Gα,β given by (8) is completely integrable. The following
N − 1 quantities are functionally independent integrals in involution:
(Ik + IN−k)1≤k≤ N2 , (Ik + I N2 +k)1≤k< N4 , (Kk,α,β)1≤k≤ N4 .
Application 1. In the case where N is odd, Theorems 1.1 and 1.3 allow to apply for any
given α ∈ R the classical KAM theorem (see e.g. [11]) near the equilibrium point to
the FPU chain with Hamiltonian HV for a real analytic potential V (x) = 12 x2 − α3! x3 +
β
4! x
4 + . . . with β ∈ R \ {β1(α), . . . , βN−1(α)}. Moreover, note that for any given
α ∈ R \ {0}, the Hessian Qα,β of Hα,β is positive definite for any β satisfying β1(α) <
β < β2(α), in particular for α2 ≤ β ≤ 2α2. Hence one can apply Nekhoroshev’s
theorem (see e.g. [12]) near the equilibrium point to the FPU chain with Hamiltonian
HV for V with such β’s. These perturbation results confirm long standing conjectures -
see e.g. [3].
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Application 2. Theorem 1.5 can be used to show that any FPU chain with Dirichlet
boundary conditions admits a Birkhoff normal form up to order 4 near the equilibrium
point (q, p) = (0, 0) by viewing such a system as an invariant symplectic submanifold
of a periodic FPU chain. Consider a chain with N ′ (N ′ ≥ 3, not necessarily even) moving
particles, Hamiltonian
H DV =
1
2
N ′∑
n=1
p2n +
N ′∑
n=1
V (qn − qn+1)
and with endpoints assumed to be fixed, q0 = qN ′+1 = 0.
Theorem 1.6. Let α, β ∈ R with (α, β) = (0, 0). Then any FPU chain with N ′ ≥ 3
moving particles and satisfying Dirichlet boundary conditions admits a Birkhoff normal
form of order 4, i.e. there are canonical coordinates (xk, yk)1≤k≤N ′ so that H DV takes
the form
(N ′ + 1)P2
2
+ H Dα,β(I ) + O(|(x, y)|5),
where I = (I1, . . . , IN ′) and H Dα,β(I ) is given by
2
N ′∑
k=1
sk Ik +
1
16(N ′ + 1)
N ′∑
k=1
(α2 + 3(β − α2)s2k )I 2k +
β − α2
32(N ′ + 1)
I 2N
4︸ ︷︷ ︸
only if N4 ∈N
+
β − α2
16(N ′ + 1)
⎛
⎜⎝
∑
l =m
1≤l,m≤N ′
4sl sm Il Im −
N ′∑
k=1
s2k Ik IN ′+1−k
⎞
⎟⎠ , (9)
with sk = sin kπ2N ′+2 (1 ≤ k ≤ N ′).
Similarly as in the case of odd periodic FPU chains, one can analyze the Hessian
Q Dα,β of H Dα,β(I ) at I = 0.
Theorem 1.7. (i) For any given α ∈ R \ {0}, det(Q Dα,β) is a polynomial in β of degree
N ′ and has N ′ real zeroes (counted with multiplicities). When listed in increasing
order, the zeroes βk = βk(α) satisfy
β1 ≤ . . . ≤ β N ′+12  < α
2 < β N ′+32 
≤ . . . ≤ βN ′ .
Moreover index(Q Dα,β), defined as the number of negative eigenvalues of Q Dα,β , is
given by
index (Q Dα,β) =
⎧
⎪⎨
⎪⎩
 N ′+12  for β < β1
0 for β N ′+12  < β < β N ′+32 
 N ′−12  for β > βN ′
.
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(ii) For α = 0, det(Q D0,β) is a polynomial in β homogeneous of degree N ′. Hence β = 0
is the only zero of det(Q D0,β) and the index of Q D0,β is given by
index (Q D0,β) =
{
 N ′+12  for β < 0
 N ′−12  for β > 0
.
Related work. Theorem 1.1 and Theorem 1.3 improve on earlier results of Rink [13]. In
particular, Theorem 1.3 treats the case α = 0 which was described in [13] as one of the
major open problems in this topic. In fact, Theorem 1.1 and Theorem 1.3 solve all open
problems stated in [13] for N odd. Theorems 1.5, 1.6, and 1.7 considerably improve on
earlier results of Rink in [13,14], and [15] (cf. also [10]) where the case α = 0 was
treated. Our approach has been shaped by our earlier work on the Toda lattice [6,7]. The
latter one, introduced by Toda [16] and extensively studied in the sequel, is a special
FPU chain which is completely integrable. It turns out that the canonical transformations
which near the equilibrium bring the Toda lattice into Birkhoff normal form can be used
for any FPU chain. In other words, the existence of the Birkhoff normal form stated in
Theorem 1.1 is, at least partially, a consequence of the fact that the family of FPU chains,
parametrized by α, β, . . . , contains an integrable system, namely the Toda lattice.
The literature on FPU chains is huge - see e.g. the recent survey article [3] by Berman
and Izrailev. One of the most important open problems in this topic is the investigation
of the dynamics of FPU chains when the number of particles gets larger and larger. It is
likely that our results combined with results for the KdV equation established in [9] can
be used for this purpose. For recent contributions in this direction see e.g. [1,2].
Outline. In Sect. 2, we review the notion of Birkhoff normal form. We show Theorem 1.1
in Sects. 3 and 4 and Theorem 1.4 in Sect. 5, whereas Theorem 1.3 will be proved
in Sect. 6. Theorems 1.5, 1.6, and 1.7 together with a detailed analysis of the (quite
complicated) level sets of the integrals in Theorem 1.5 are proved in the subsequent
paper [8].
2. Birkhoff Normal Form
Consider an isolated equilibrium of a Hamiltonian system on some 2n-dimensional
symplectic manifold, i.e. an isolated singular point of the Hamiltonian vector field.
Neglecting an irrelevant additive constant, the Hamiltonian, when expressed in canonical
coordinates w = (q, p) near the equilibrium with coordinates q = 0, p = 0, then has
the form
H = 1
2
〈Aw,w〉 + . . . ,
where A is the symmetric 2n × 2n-Hessian of H at 0 and the dots stand for terms of
higher order in w. We now assume that the equilibrium point w = 0 is elliptic, i.e.
the spectrum of the linearized system, w˙ = J Aw, is purely imaginary, spec(J A) =
{±iλ1, . . . ,±iλn} with real numbers λ1, . . . , λn . Here J =
(
0 I dn
−I dn 0
)
is the stan-
dard symplectic structure of R2n . If spec(J A) is simple there exists a linear symplectic
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change of coordinates which brings the quadratic part of the Hamiltonian into normal
form. Denoting the new coordinates by the same symbols as the old ones one has
〈Aw,w〉 =
n∑
i=1
λi (q2i + p
2
i ).
Definition 2.1. A Hamiltonian H is in Birkhoff normal form up to order m ≥ 2, if it
is of the form
H = N2 + N4 + · · · + Nm + Hm+1 + · · · , (10)
where the Nk , 2 ≤ k ≤ m, are homogeneous polynomials of order k, which are actually
functions of q21 + p
2
1, . . . , q
2
n + p2n , and where Hm+1 + . . . stands for (arbitrary) terms
of order strictly greater than m. If this holds for any m, the Hamiltonian is said to be
in Birkhoff normal form and the coordinates (qi , pi )1≤i≤n are referred to as Birkhoff
coordinates.
Note that if a Hamiltonian H admits a Birkhoff normal form of order m, the co-
efficients of the expansion (10) up to order m are uniquely determined, as long as the
normalizing transformation is of the form id + . . . . However, the normalizing transfor-
mation is by no means unique.
There are well known theorems guaranteeing the existence of a Birkhoff normal form
up to order m assuming that the frequencies λ1, . . . , λn satisfy certain nonresonance
conditions - see e.g. Theorem 4.3 in [9]. However, in the case under investigation, the
nonresonance conditions for m = 4 are not satisfied. We will show by an explicit
computation that an arbitrary odd periodic FPU chain admits a Birkhoff normal form
up to order 4, while an even periodic FPU chain only admits a resonant normal form
except in the case β = α2 (Toda case).
3. Birkhoff Normal Form up to Order 2
Following the procedure of constructing Birkhoff coordinates for the Toda lattice [6]
we first introduce relative coordinates (which are a canonical version of the Flaschka
coordinates),
vi := qi+1 − qi (1 ≤ i ≤ N − 1) and vN := 1N
N∑
i=1
qi , (11)
and denote by (ui )1≤i≤N the corresponding conjugate variables. It turns out that uN =
N · P = ∑Ni=1 pi and qN+1 − qN = −
∑N−1
k=1 vk . The Hamiltonian HV in (3), when
expressed in these coordinates, takes the form HV = N P22 + H˜V with H˜V = Hu + Hv ,
where Hu and Hv only depend on u = (ui )1≤i≤N−1 and v = (vi )1≤i≤N−1, respectively,
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and are given by
Hu = 12
(
u21 +
N−2∑
l=1
(ul+1 − ul)2 + u2N−1
)
,
Hv = 12
⎛
⎝
N−1∑
k=1
v2k +
(N−1∑
k=1
vk
)2⎞
⎠ +
α
3!
⎛
⎝
N−1∑
k=1
v3k −
(N−1∑
k=1
vk
)3⎞
⎠
+
β
4!
⎛
⎝
N−1∑
k=1
v4k +
(N−1∑
k=1
vk
)4⎞
⎠ + O(v5).
To bring H˜V = Hu + Hv into Birkhoff normal form up to order 2 we introduce new
coordinates (ξk, ηk)1≤k≤N−1. It turns out to be convenient to use complex notation, i.e.
for 1 ≤ k ≤ N − 1,
ζk := 1√
2
(ξk − iηk), ζ−k := 1√
2
(ξk + iηk), (12)
where the minus sign in the definition of ζk is chosen so that dζk ∧ dζ−k = idξk ∧ dηk .
The vector ζ = (ζk)1≤|k|≤N−1 is an element in the space
Z :=
{
z = (zk)1≤|k|≤N−1 ∈ C2N−2 : z−k = zk ∀ 1 ≤ k ≤ N − 1
}
. (13)
Further introduce the notation
λk :=
∣∣ sin
kπ
N
∣∣ 12 (0 ≤ |k| ≤ N − 1).
The proposed linear transformation Z → R2N−2, ζ → (v, u) is then defined by
u1(ζ ) = 1√
N
∑
1≤|k|≤N−1
λkζk, (14)
ul+1(ζ ) − ul(ζ ) = 1√
N
∑
1≤|k|≤N−1
λke
2π ilk/N ζk (1 ≤ l ≤ N − 2), (15)
−uN−1(ζ ) = 1√
N
∑
1≤|k|≤N−1
λke
2π i(N−1)k/N ζk, (16)
and
vl(ζ ) = 1√
N
∑
1≤|k|≤N−1
λke
2π ilk/N e−iπk/N ζk (1 ≤ l ≤ N − 1). (17)
Note that (16) is actually a consequence of (14) and (15). As explained in [7] it follows
from the construction of the Birkhoff map of the Toda lattice that this map is a canonical
isomorphism - see Lemma B.1 in Appendix B for a self-contained proof.
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When expressed in the new coordinates, Hu and Hv take the form
Hu(ζ ) = 12 G2(ζ ),
Hv(ζ ) = 12 G2(ζ ) + αG3(ζ ) + βG4(ζ ) + O(ζ
5),
where
G2 := 2
N−1∑
k=1
λ2kζkζ−k, (18)
G3 := 16√N
∑
(k,k′,k′′)∈K3
(−1)(k+k′+k′′)/N λkλk′λk′′ζkζk′ζk′′ , (19)
G4 := 124N
∑
(k,k′,k′′,k′′′)∈K4
(−1)(k+k′+k′′+k′′′)/N λkλk′λk′′λk′′′ζkζk′ζk′′ζk′′′ , (20)
with
K3 :=
{
(k, k′, k′′) ∈ Z3 : 1 ≤ |k|, |k′|, |k′′| ≤ N − 1
and k + k′ + k′′ ≡ 0 mod N} (21)
and
K4 :=
{
(k, k′, k′′, k′′′) ∈ Z4 : 1 ≤ |k|, |k′|, |k′′|, |k′′′| ≤ N − 1
and k + k′ + k′′ + k′′′ ≡ 0 mod N} . (22)
Note that G2, G3, and G4 are independent of α and β. In particular they came up in
[7] when we computed the Birkhoff normal form of the Toda lattice. For a detailed
derivation of the formulas for G2, G3, and G4 see Appendix B. Summarizing the results
of this section we have that
H˜V (ζ ) = G2(ζ ) + αG3(ζ ) + βG4(ζ ) + O(ζ 5)
is in Birkhoff normal form up to order 2. As a consequence, ζ = 0 is an elliptic fixed
point of the Hamiltonian H˜V .
4. Proof of Theorem 1.1.
We now begin by transforming H˜V (ζ ) into its Birkhoff normal form up to order 4. Here
we follow a standard procedure - see e.g. Sect. 14 in [9]. The phase space Z, defined in
(13), is endowed with the Poisson bracket
{F, G} = i
∑
1≤|k|≤N−1
σk
∂F
∂ζk
∂G
∂ζ−k
,
where σk = sgn (k) is the sign of k. The Hamiltonian vector field X F associated to the
Hamiltonian F is then given by X F = i ∑1≤|k|≤N−1 σk ∂F∂ζ−k ∂∂ζk . With a first canonical
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transformation we want to eliminate the third order term αG3 in H˜V (ζ ). By a by now
standard precedure we construct such a canonical transformation on the phase space Z
as the time-1-map 1 := XtαF3 |t=1 of the flow XtαF3 of a real analytic Hamiltonian αF3
which is a homogeneous polynomial in ζk (1 ≤ |k| ≤ N − 1) of degree 3 and solves the
homological equation
{G2, αF3} + αG3 = 0. (23)
To simplify notation we momentarily write F instead of αF3 and H instead of H˜V .
Assuming for the moment that (23) can be solved and that XtF is defined for 0 ≤ t ≤ 1
in some neighbourhood of the origin in Z, we can use Taylor’s formula to expand H ◦ XtF
around t = 0,
H ◦ XtF = H ◦ X0F +
∫ t
0
d
ds
(H ◦ XsF )ds
= H +
∫ t
0
{H, F} ◦ XsF ds
= H + t {H, F} +
∫ t
0
ds
∫ s
0
ds′ d
ds′
({H, F} ◦ Xs′F )
= H + t {H, F} +
∫ t
0
(t − s){{H, F}, F} ◦ XsF ds. (24)
When evaluating this expression at t = 1, one gets
H ◦ 1 = G2 + {G2, F} +
∫ 1
0
(1 − t){{G2, F}, F} ◦ XtF dt
+αG3 +
∫ 1
0
{αG3, F} ◦ XtF dt + βG4 + O(ζ 5).
Using that {G2, F} + αG3 = 0, the latter expression simplifies and we get
H ◦ 1 = G2 +
∫ 1
0
t {αG3, F} ◦ XtF dt + βG4 + O(ζ 5).
Integrating by parts once more and taking into account that F ≡ αF3 is homogeneous
of degree 3 one obtains, in view of (24),
H˜V ◦ 1 = G2 + 12 {αG3, αF3} + βG4 + O(ζ
5). (25)
Note that {G3, F3} is homogeneous of order 4. Hence our first step is achieved. It remains
to solve (23). Since G3 contains only monomials with (k, k′, k′′) ∈ K3 (cf. (21)), also
F3 need only contain such monomials,
F3 =
∑
(k,k′,k′′)∈K3
F (3)kk′k′′ζkζk′ζk′′
which leads to
{G2, F3} = i
∑
1≤|k|≤N−1
2σkλ2kζ−k
∂F3
∂ζ−k
= −i
∑
(k,k′,k′′)∈K3
(sk + sk′ + sk′′)F
(3)
kk′k′′ζkζk′ζk′′ , (26)
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where
sk := 2σkλ2k = 2 sin
kπ
N
.
The following result is due to Beukers and Rink (cf. [13,15]):
Lemma 4.1. For any (k, k′, k′′) ∈ K3,
sk + sk′ + sk′′ = 0.
Let us remark that Lemma 4.1 also follows from the integrability of the Toda lattice
(cf. [7]). We include the self-contained proof due to Beukers and Rink.
Proof. Suppose that (k, k′, k′′) ∈ K3 satisfies sk + sk′ + sk′′ = 0. It follows from k +
k′ + k′′ ≡ 0 mod N that either sk′′ = −sk+k′ or sk′′ = sk+k′ , according to whether
k + k′ + k′′ ≡ 0 or k + k′ + k′′ ≡ N mod 2N .
In the first case, it follows that
2i sin
kπ
N
+ 2i sin
k′π
N
− 2i sin
(
kπ
N
+
k′π
N
)
= 0. (27)
Setting x := e ikπN and y := e ik′πN , one can rewrite (27) as
0 = x − 1
x
+ y − 1
y
− xy + 1
xy
= (1 − x)(1 − y)(1 − xy) 1
xy
. (28)
It follows that any solution of (28) contradicts the assumption 1 ≤ |k|, |k′|, |k′′| ≤ N −1.
Indeed, solutions with x = 1 (i.e. k ≡ 0 mod 2N ), y = 1 (i.e. k′ ≡ 0 mod 2N ), or
xy = 1 (i.e. k + k′ ≡ 0 mod 2N and thus k′′ ≡ 0 mod 2N ), contradict this assumption.
In the second case, we have instead of (27),
2i sin
kπ
N
+ 2i sin
k′π
N
+ 2i sin
(
kπ
N
+
k′π
N
)
= 0. (29)
With x, y as above, it now follows from (29) that
0 = x − 1
x
+ y − 1
y
+ xy − 1
xy
= −(1 + x)(1 + y)(1 − xy) 1
xy
.
Again we conclude that any solution of (29) contradicts the assumption 1 ≤ |k|, |k′|,
|k′′| ≤ N −1. Indeed, solutions with x = −1 (i.e. k ≡ N mod 2N ), y = −1 (i.e. k′ ≡ N
mod 2N ), or xy = 1 (i.e. k + k′ ≡ 0 mod 2N and thus k′′ ≡ N mod 2N ), contradict this
assumption. unionsq
By Lemma 4.1, one can define F3 as follows
i F (3)kk′k′′ :=
⎧
⎪⎨
⎪⎩
G(3)kk′k′′
sk +sk′+sk′′
(k, k′, k′′) ∈ K3
0 otherwise.
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Then {G2, αF3} + αG3 = 0. Written more explicitly, the nonzero coefficients of F3 are
i F (3)kk′k′′ =
(−1)(k+k′+k′′)/N
6
√
N
√
| sin kπN sin k
′π
N sin
k′′π
N |
2 sin kπN + 2 sin
k′π
N + 2 sin
k′′π
N
.
In a second step we normalize the 4th order term βG4 + α
2
2 {G3, F3} in (25). We
decompose this sum into its contribution to the Birkhoff normal form and the rest, to be
transformed away in a moment. Let us first compute {G3, F3} in a more explicit form:
{G3, F3} = i
∑
1≤|k|≤N−1
σk
∂G3
∂ζk
∂F3
∂ζ−k
=
∑
1≤|k|≤N−1
σk
∂G3
∂ζk
∂(i F3)
∂ζ−k
= 1
N
∑
1≤|k|≤N−1
σk
⎛
⎜⎝
3
6
∑
1≤|l|,|m|≤N−1,
l+m=−k+r N
(−1)rλkλlλmζlζm
⎞
⎟⎠
·
⎛
⎜⎝
3
6
∑
1≤|l′ |,|m′|≤N−1,
l′+m′=k+r ′N
(−1)r ′ λkλl ′λm′
s−k +sl ′ +sm′
ζl ′ζm′
⎞
⎟⎠
= 1
8N
∑
1≤|k|≤N−1
∑
1≤|l|,|m|,|l′|,|m′|≤N−1
l+m−r N=−k
l′+m′−r ′N=k
(−1)r+r ′ skλlλmλl ′λm′
s−k + sl ′ + sm′
ζlζmζl ′ζm′ ,
where for the latter equality we used that 2σkλ2k = sk . Setting
εlml ′m′ := l + m + l
′ + m′
N
, (30)
one then gets
{G3, F3} = 18N
∑
1≤|k|≤N−1
∑
l+m≡−k mod N
l′+m′≡k mod N
(−1)εlml′m′ λlλmλl ′λm′−1+(sl ′+sm′)/sk ζlζmζl
′ζm′
= 1
8N
N−1∑
k=1
∑
l+m≡−k mod N
l′+m′≡k mod N
(−1)εlml′m′ λlλmλl ′λm′−1 + (sl ′ + sm′)/sk ζlζmζl
′ζm′
+
1
8N
N−1∑
k=1
∑
l+m≡k mod N
l′+m′≡−k mod N
(−1)εlml′m′ λlλmλl ′λm′−1 − (sl ′ + sm′)/sk ζlζmζl
′ζm′
= 1
8N
N−1∑
k=1
∑
l+m≡−k mod N
l′+m′≡k mod N
(
1
−1 + (sl ′+sm′)/sk +
1
−1 − (sl+sm)/sk
)
· (−1)εlml′m′ λlλmλl ′λm′ζlζmζl ′ζm′ .
Note that for k = l ′ + m′ + r ′N with 1 ≤ k ≤ N − 1 and r ′ ∈ Z we have
sk = |sl ′+m′ |.
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Introduce1 for any (l, m, l ′, m′) ∈ K4,
clml ′m′ =
⎧
⎪⎨
⎪⎩
1
−1+ sl′ +sm′|sl′+m′ |
− 1
1+ sl +sm|sl+m |
if l + m ≡ 0 mod N
0 otherwise.
(31)
We then get
α2
2
{G3, F3} = α
2
16N
∑
(l,m,l′,m′)∈K4
clml ′m′(−1)εlml′m′ λlλmλl ′λm′ζlζmζl ′ζm′ . (32)
Combined with formula (20) for G4, the quantity βG4 + α22 {G3, F3} becomes
1
24N
∑
(k,k′,k′′,k′′′)∈K4
(−1)εkk′k′′k′′′ (β+ 3α
2
2
ckk′k′′k′′′)λkλk′λk′′λk′′′ζkζk′ζk′′ζk′′′ . (33)
We now decompose (33) into its contribution to the Birkhoff normal form of HV and
the rest, and we denote by πN the projection onto the former one, whereas the latter one
will be (partially) transformed away by a second transformation 2.
Lemma 4.2. The normal form part of βG4 + α22 {G3, F3} is given by
πN
(
βG4 +
α2
2
{G3, F3}
)
= 1
4N
⎛
⎝
N−1∑
l=1
(α2+(β−α2)λ4l )|ζl |4+2
∑
1≤l =m≤N−1
(β−α2)λ2l λ2m |ζl |2|ζm |2
⎞
⎠. (34)
Proof. The indices k, k′, k′′, k′′′ of the terms in βG4 + α22 {G3, F3} contributing to the
normal form satisfy (k, k′, k′′, k′′′) ∈ K N4 , where
K N4 := {(k, k′, k′′, k′′′) ∈ K4| ∃ 1 ≤ l ≤ m ≤ N − 1 such that
{k, k′, k′′, k′′′} = {l,−l, m,−m}}. (35)
In the case l = m, {l,−l, l,−l} in (35) is viewed as a set-like object whose two elements
l and −l each have multiplicity two.
We investigate πN (βG4) and πN (α
2
2 {G3, F3}) separately. Let us start with βG4. We
distinguish the cases l = m and l = m in K N4 . For l = m, there are
(4
2
) = 6 distinct
permutations of (k, k′, k′′, k′′′) in K N4 , whereas for l = m, all 4! = 24 permutations of
(l, m,−l,−m) are distinct. Hence we have
πN (βG4) = β24N
⎛
⎝6
N−1∑
l=1
λ4l |ζl |4 + 24
∑
1≤l<m≤N−1
λ2l λ
2
m |ζl |2|ζm |2
⎞
⎠
= β
4N
⎛
⎝
N−1∑
l=1
λ4l |ζl |4 + 2
∑
1≤l =m≤N−1
λ2l λ
2
m |ζl |2|ζm |2
⎞
⎠ . (36)
1 To keep the formula for clml′m′ as simple as possible we have not symmetrized the coefficients clml′m′ .
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Now let us compute πN (α
2
2 {G3, F3}). We have to single out the matches of (35) for
which in addition the coefficient ckk′k′′k′′′ in (32) does not vanish, i.e.
k + k′ ≡ 0 mod N and k + k′ + k′′ + k′′′ ≡ 0 mod N .
There are two quadruples (k, k′, k′′, k′′′) in K N4 which satisfy these additional conditions,
k + k′′ = 0
k′ + k′′′ = 0 or
k + k′′′ = 0
k′ + k′′ = 0 . (37)
In both cases, we have sk′′ + sk′′′ = −(sk + sk′), and therefore (31) reduces to
ckk′k′′k′′′ = −2|sk+k′ ||sk+k′ | + sk + sk′ . (38)
Note that (38) remains valid for k + k′ = N , since in this case sk+k′ = 0 and sk + sk′ > 0
as k and k′ must satisfy 1 ≤ k, k′ ≤ N − 1, but not for k + k′ = 0, since in this case
|sk+k′ | + sk + sk′ = 0.
We first compute the diagonal part of πN
( 1
2 {G3, F3}
)
. In this case, the two possibi-
lities in (37) coincide and the solutions are
(k, k′, k′′, k′′′) =
{
(l, l, −l, −l)
(−l, −l, l, l) , (39)
where 1 ≤ l ≤ N − 1. The sum of the coefficients ckk′k′′k′′′ for the two cases listed in
(39) is
cl,l,−l,−l + c−l,−l,l,l = −2|s2l |
(
1
|s2l |+2sl +
1
|s2l |−2sl
)
= −4s
2
2l
s22l −4s2l
= 4 cot2 lπ
N
.
We now turn to the off-diagonal part of πN
( 1
2 {G3, F3}
)
. The quadruples (k, k′,
k′′, k′′′) ∈ K4 satisfying (37) for given {l, m} ⊆ {1, . . . , N − 1} with l < m, (k, k′) =
(±l,±m), and (k′′, k′′′) = (±l,±m), are
(k, k′, k′′, k′′′) =
⎧
⎪⎨
⎪⎩
(l, m, −l, −m)
(l, −m, −l, m)
(−l, m, l, −m)
(−l, −m, l, m)
. (40)
The remaining matches are obtained from (40) by permuting the first and second or the
third and fourth columns on the right-hand side of (40), bringing the total number of all
matches to 16 = 4 · 4. Note that by formula (38), these permutations leave the value of
the coefficients ckk′k′′k′′′ invariant. Taking the sum of the coefficients ckk′k′′k′′′ for all the
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quadruples listed in (40), we obtain
4(cl,m,−l,−m + cl,−m,−l,m + c−l,m,l,−m + c−l,−m,l,m)
= −8
( |sl+m |
|sl+m | + sl + sm +
|sl−m |
|sl−m | + sl − sm
+
|sl−m |
|sl−m | − sl + sm +
|sl+m |
|sl+m | − sl − sm
)
= −16
(
s2l−m
s2l−m − (sl − sm)2
+
s2l+m
s2l+m − (sl + sm)2
)
= −16(2s
2
l−ms2l+m − s2l−m(sl + sm)2 − s2l+m(sl − sm)2)
s2l−ms2l+m + (sl − sm)2(sl + sm)2 − s2l−m(sl + sm)2 − s2l+m(sl − sm)2
,
= −16,
since s2l−ms2l+m = (sl − sm)2(sl + sm)2. Collecting terms, we thus have
πN
(
α2
2
{G3, F3}
)
= α
2
16N
⎛
⎝
N−1∑
l=1
4 cos2
πl
N
|ζl |4 − 16
∑
1≤l<m≤N−1
λ2l λ
2
m |ζl |2|ζm |2
⎞
⎠
= α
2
4N
⎛
⎝
N−1∑
l=1
(1 − λ4l )|ζl |4 − 2
∑
1≤l =m≤N−1
λ2l λ
2
m |ζl |2|ζm |2
⎞
⎠ . (41)
Adding up (36) and (41), we obtain (34). unionsq
Now we want to remove [as much as possible of] the term (Id − πN )(βG4 +
α2
2 {G3, F3}) from the Hamiltonian (25), H˜V ◦1, by a second coordinate transformation
2. In view of formulas (20) and (32) for G4 and 12 {G3, F3}, respectively, and in com-
plete analogy to the first step we look for a transformation 2 of the form 2 = XtF4 |t=1
with
F4 =
∑
(k,k′,k′′,k′′′)∈K4\K N4
F (4)kk′k′′k′′′ζkζk′ζk′′ζk′′′ ,
where F (4)
σ (k,k′,k′′,k′′′) = F (4)(k,k′,k′′,k′′′) for any permutation σ(k, k′, k′′, k′′′) of the quadruple
(k, k′, k′′, k′′′) ∈ K4 \ K N4 . We would like to determine the coefficients of F4 in such a
way that
{G2, F4} = − (Id − πN )(βG4 + α
2
2
{G3, F3}). (42)
As in (26) one gets
{G2, F4} = −i
∑
(k,k′,k′′,k′′′)∈K4\K N4
(sk + sk′ + sk′′ + sk′′′)F
(4)
kk′k′′k′′′ζkζk′ζk′′ζk′′′ , (43)
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and Eq. (42) combined with (33) leads to
i(sk + sk′ + sk′′ + sk′′′)F
(4)
kk′k′′k′′′ (44)
= 1
24N
(−1)εkk′k′′k′′′ (β + 3α
2
2
cSkk′k′′k′′′) · λkλk′λk′′λk′′′
for any quadruple (k, k′, k′′, k′′′) in K4 \ K N4 . Here cSkk′k′′k′′′ denotes the symmetrized
version of ckk′k′′k′′′ ,
cSkk′k′′k′′′ :=
1
4!
∑
σ∈S4
cσ(k,k′,k′′,k′′′). (45)
The following lemma due to Beukers and Rink (cf. [13]) determines the quadruples
(k, k′, k′′, k′′′) ∈ K4 \ K N4 for which sk + sk′ + sk′′ + sk′′′ = 0. Let us introduce
K res4 := K +res ∪ K −res ⊆ K4,
where
K ±res :=
{
(k, k′, k′′, k′′′) ∈ K4| ∃ l ∈ N : 1 ≤ l ≤ N4 so that
{k, k′, k′′, k′′′} = {±l,±l ∓ N , N
2
∓ l,− N
2
∓ l}
}
.
Note that if N is odd, then K res4 = ∅.
Lemma 4.3. Let (k1, k2, k3, k4) ∈ K4 \ K N4 . Then
sk + sk′ + sk′′ + sk′′′ = 0 if and only if (k, k′, k′′, k′′′) ∈ K res4 .
In particular, if N is odd, then sk + sk′ + sk′′ + sk′′′ = 0.
For the convenience of the reader a detailed proof of Lemma 4.3 is given in Appendix
A. It is likely that Lemma 4.3 also can be proved using the integrability of the Toda lattice
(cf. [7]).
By Lemma 4.3, if N is odd, (44) can be solved for any (k, k′, k′′, k′′′) ∈ K4 \ K N4
determining the coefficients F (4)kk′k′′k′′′ with (k, k
′, k′′, k′′′) ∈ K4 \ K N4 in such a way that
F (4)
σ (k,k′,k′′,k′′′) = F (4)(k,k′,k′′,k′′′) for any permutation σ(k, k′, k′′, k′′′) of (k, k′, k′′, k′′′) ∈
K4 \ K N4 . With this choice of F4 the canonical transformation 2 is then defined by
XtF4 |t=1. Composing 1 and 2, we obtain the transformation  := 1 ◦ 2. We have
proved the following
Proposition 4.4. Assume that N ≥ 3 is odd. The real analytic symplectic coordinate
transformation ζ = (z), defined in a neighborhood of the origin in Z, transforms the
Hamiltonian H˜V into its Birkhoff normal form up to order 4. More precisely,
H˜V ◦  = G2 + πN
(
βG4 +
α2
2
{G3, F3}
)
+ O(z5), (46)
with G2 and πN (βG4 + α
2
2 {G3, F3}) given by (18) and (34), respectively.
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Theorem 1.1 can now be proved easily.
Proof of Theorem 1.1. Proposition 4.4 provides the Taylor series expansion of H˜V in
terms of the actions
I = (Ik)1≤k≤N−1, Ik = x
2
k + y
2
k
2
. (47)
More precisely, H˜V ◦  = Hα,β(I ) + O(z5), where Hα,β(I ) is defined by
2
N−1∑
k=1
λ2k Ik +
1
4N
N−1∑
k=1
(α2 + (β − α2)λ4k)I 2k +
β − α2
2N
∑
l =m
1≤l,m≤N−1
λ2l λ
2
m Il Im (48)
and λk = | sin kπN |
1
2
. This proves Theorem 1.1. unionsq
5. Proof of Theorem 1.4.
Now we assume that N is even. To obtain the normal form of the FPU Hamiltonian as
claimed in Theorem 1.4 we continue the investigations of the previous section. According
to Lemma 4.3, Eq. (44) might have no solution F (4)kk′k′′k′′′ for (k, k′, k′′, k′′′) ∈ K res4 . We
first compute the projection πres(βG4 + α22 {G3, F3}) of βG4 + α
2
2 {G3, F3} onto those
terms which are indexed by quadruples (k, k′, k′′, k′′′) ∈ K res4 , i.e. the projection onto
the resonant non-normal form part of βG4 + α
2
2 {G3, F3}.
Lemma 5.1. Assume that N is even. The resonant non-normal form part of βG4 +
α2
2 {G3, F3} is given by
πres
(
βG4 +
α2
2
{G3, F3}
)
= −β − α
2
4N
(R + R N
4
), (49)
where
R =
∑
1≤l< N4
s2l
(
ζlζ−N+lζ N
2 −lζ− N2 −l + ζ−lζN−lζ N2 +lζ− N2 +l
)
(50)
and
R N
4
=
⎧
⎪⎨
⎪⎩
1
2
(
ζ 2N
4
ζ 2− 3N4
+ ζ 23N
4
ζ 2− N4
)
if N4 ∈ N
0 otherwise.
(51)
Proof. Consider the formula (33) for βG4+ α22 {G3, F3}. At this point we need to consider
the symmetrized version (45) of the coefficients cklk′l ′ defined by (31). We claim that
for any (k1, k2, k3, k4) ∈ K res4 ,
cSk1k2k3k4 =
1
4!
∑
σ∈S4
ckσ(1)kσ(2)kσ(3)kσ(4) = −
2
3
. (52)
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Observe that ck1k2k3k4 is invariant under the transpositions k1 ↔ k2 and k3 ↔ k4. Hence
(52) follows once we prove that
4
(
ck1k2k3k4 +ck1k3k2k4 +ck1k4k2k3 +ck2k4k1k3 +ck2k3k1k4 +ck3k4k1k2
)=−16. (53)
Note that any element (k1, k2, k3, k4) ∈ K res4 is, mod 2N , a permutation of an element
of the form (l,−N + l, N/2 − l,−N/2 − l) with 1 ≤ |l| ≤ N/4. For such quadruples
one gets by a straightforward computation
ck1k2k3k4 + ck3k4k1k2 = −2 − 2 = −4
and, with cl = 2 cos lπN ,
ck1k3k2k4 + ck2k4k1k3 = −
4
2 + (sl + cl)
− 4
2 − (sl + cl) = −
8
s2l
as well as
ck1k4k2k3 + ck2k3k1k4 = −
4
2 + (sl − cl) −
4
2 − (sl − cl) =
8
s2l
.
Substituting these three identities into the left hand side of (53) leads to the claimed
identity (53).
Moreover, by the definition (30) of εlml ′m′ one has for any (k1, k2, k3, k4) ∈ K res4
and any σ ∈ S4, that εσ(k1,k2,k3,k4) = ±1 and hence
(−1)εσ(k1,k2,k3,k4) = −1.
Further,
λk1λk2λk3λk4 =
∣∣∣∣sin
lπ
N
cos
lπ
N
∣∣∣∣ =
1
2
∣∣∣∣sin
2lπ
N
∣∣∣∣ =
1
4
|s2l |.
Combining all these computations we get
πres
(
βG4 +
α2
2
{G3, F3}
)
= 1
24N
∑
(k1,k2,k3,k4)∈K res4
(−1)(β + 3α
2
2
cSk1k2k3k4)λk1λk2λk3λk4ζk1ζk2ζk3ζk4
= −4! (β − α
2)
24N
∑
1≤l< N4
s2l
4
(
ζlζ−N+lζ N
2−lζ− N2−l + ζ−lζN−lζ N2 +lζ− N2 +l
)
−3! (β − α
2)
24N
· 2
4
(
ζ 2N
4
ζ 2− 3N4
+ ζ 2− N4
ζ 23N
4
)
︸ ︷︷ ︸
only if N4 ∈N
= −β − α
2
4N
(R + R N
4
), (54)
with R and R N
4
as defined by (50) and (51), respectively. Hence Lemma 5.1 is proved.
unionsq
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By Lemma 5.1, if N is even, Eq. (44) can be solved for any quadruple (k, k′, k′′, k′′′) ∈
K4 \ (K N4 ∪ K res4 ) in such a way that F (4)σ (k,k′,k′′,k′′′) = F (4)(k,k′,k′′,k′′′) for any permutation
σ(k, k′, k′′, k′′′) of (k, k′, k′′, k′′′). With this choice of F4 the canonical transformation
2 is then defined by XtF4 |t=1. Composing 1 and 2, we obtain the transformation
 := 1 ◦ 2 and have proved the following
Proposition 5.2. Assume that N is even. The real analytic symplectic coordinate trans-
formation ζ = (z), defined locally in a neighborhood of the origin z = 0 in Z,
transforms the Hamiltonian H˜V into the resonant Birkhoff normal form up to order 4,
H˜V ◦  = G2 + πN
(
βG4 +
α2
2
{G3, F3}
)
+ πres
(
βG4 +
α2
2
{G3, F3}
)
+ O(z5),
with G2, πN (βG4 + α
2
2 {G3, F3}), and πres(βG4 + α
2
2 {G3, F3}) given by (18), (34), and(49), respectively.
Proof of Theorem 1.4. We start with the formula for H˜V ◦ given by Proposition 5.2 and
treat the normal form terms G2 + πN (βG4 + α
2
2 {G3, F3}) and the resonant normal form
terms πres(βG4 + α
2
2 {G3, F3}) separately. With the action variables I = (Ik)1≤k≤N−1
defined by (47) we see that G2 + πN (βG4 + α22 {G3, F3}) = Hα,β(I ), where Hα,β(I )
is defined by (48). Concerning πres(βG4 + α22 {G3, F3}), we first express it in terms
of the real variables (xk, yk)1≤k≤N−1, related to the ζk’s by xk = (ζk + ζ−k)/2 and
yk = (ζ−k − ζk)/2i . Note that
ζlζ−N+lζ N
2 −lζ− N2 −l + ζ−lζN−lζ− N2 +lζ N2 +l
= 2 Re (ζlζ−N+lζ N
2 −lζ− N2 −l)
= 1
2
(
(xl xN−l + yl yN−l)(x N
2 −l x N2 +l + y N2 −l y N2 +l)
−(xl yN−l − xN−l yl)(x N
2 −l y N2 +l − x N2 +l y N2 −l)
)
= 2
(
Jl J N
2 −l − Ml M N2 −l
)
, (55)
where for any 1 ≤ k ≤ N − 1,
Jk = 12 (xk xN−k + yk yN−k) and Mk =
1
2
(xk yN−k − xN−k yk) .
Hence R, given by (50), can be expressed in terms of Jk and Mk as follows:
R(J, M) =
∑
1≤l< N4
s2l
(
ζlζ−N+lζ N
2 −lζ− N2 −l + ζ−lζN−lζ N2 +lζ− N2 +l
)
= 4
∑
1≤l< N4
sin
2lπ
N
(
Jl J N
2 −l − Ml M N2 −l
)
. (56)
Similarly, if N4 ∈ N, one concludes from (55) that R N4 , given by (51), can be expressed
as
R N
4
(J, M) = 1
2
(
ζ 2N
4
ζ 2− 3N4
+ ζ 23N
4
ζ 2− N4
)
= J 2N
4
− M2N
4
. (57)
Theorem 1.4 now follows from the formulas (48), (56), and (57). unionsq
164 A. Henrici, T. Kappeler
6. Proof of Theorem 1.3.
To analyze the Hessian Qα,β of (48) at I = 0 we repeatedly encounter matrices of the
form E + diag(µ1, . . . , µN−1), where E is the (N − 1) × (N − 1)-matrix
E :=
⎛
⎜⎝
1 . . . 1
...
...
1 . . . 1
⎞
⎟⎠ (58)
and (µk)1≤k≤N−1 are given complex numbers. The determinant of the matrix
E + diag(µ1, . . . , µN−1) can be explicitly computed.
Lemma 6.1. Let (µk)1≤k≤N−1 be given nonzero complex numbers. Then
det (E + diag(µ1, . . . , µN−1)) =
(
1 +
N−1∑
k=1
1
µk
)
·
N−1∏
k=1
µk . (59)
In particular, E + diag(µ1, . . . , µN−1) is regular if and only if
∑N−1
k=1 1µk = −1.
Proof. Expanding det(E + diag(µ1, . . . , µN−1)) with respect to its rows it follows that
det(E + diag(µ1, . . . , µN−1)) =
N−1∏
k=1
µk +
N−1∑
k=1
∏
l =k
µl .
This leads to formula (59). unionsq
First let us treat the case α = 0, β = 0. The following proposition improves earlier
results of Rink [13].
Proposition 6.2. Let N be odd and assume that α = 0 in (2). Then the following holds:
(i) The Birkhoff normal form of HV up to order 4 is given by N P22 + H0,β(I ), where
H0,β(I ) = 2
N−1∑
k=1
λ2k Ik +
β
4N
⎛
⎝
N−1∑
k=1
λ4k I
2
k + 2
∑
1≤l =m≤N−1
λ2l λ
2
m Il Im
⎞
⎠ . (60)
(ii) For any β = 0, H0,β(I ) is nondegenerate at I = 0.
Proof. The Birkhoff normal form (60) of HV is given by the formula (48) evaluated at
α = 0. To investigate the Hessian Q0,β of H0,β(I ) at I = 0 we write
Q0,β = β4N  P , (61)
where
 = diag
(
sin
kπ
N
)
1≤k≤N−1
(62)
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and
P = 2 ·
(
E − 1
2
IdN−1
)
.
In view of (59) it follows that
det Q0,β =
(
β
4N
)N−1
· det P ·
N−1∏
k=1
sin2
kπ
N
,
where by Lemma 6.1,
det P = 2N−1 (1 − 2(N − 1)) (−1/2)N−1 = (−1)N (2N − 3) = 0.
Hence, if β = 0, det Q0,β = 0, and the nondegeneracy of H0,β(I ) at I = 0 follows. unionsq
Lemma 6.3. If β < 0, then Q0,β has one negative eigenvalue, whereas if β > 0, then
Q0,β has N − 2 negative eigenvalues. In particular, for any β = 0, Q0,β is indefinite
(and H0,β is therefore not convex).
Proof. We want to use the decomposition (61) of Q0,β to show that Q0,β can be deformed
continuously to β4N P: Consider for 0 ≤ t ≤ 1,
Q0,β(t) := β4N (t  + (1 − t) Id) P (t  + (1 − t) Id).
As t  + (1 − t) Id is positive definite for any 0 ≤ t ≤ 1 and P is regular, Q0,β(t)
is a symmetric regular (N − 1) × (N − 1)-matrix for any 0 ≤ t ≤ 1. For t = 0,
Q0,β(0) = β4N P , whereas for t = 1, Q0,β(1) = Q0,β . Therefore, index(Q0,β) (i.e. the
number of negative eigenvalues of Q0,β ) coincides with index( β4N P). The eigenvalues
of P are µ1 = 2N − 3 with multiplicity one and µ2 = −1 with multiplicity N − 2. unionsq
We now turn to the case α = 0.
Proposition 6.4. Assume that N is odd and α = 0 in (2). Then, for α fixed, det Qα,β is a
polynomial in β of degree N −1 and has N −1 real zeroes (counted with multiplicities)
which we list in increasing order and denote by βk = βk(α) (1 ≤ k ≤ N − 1). They
satisfy 0 < β1 < α2, 2α2 < β2 ≤ · · · ≤ βN−1 and contain the (N − 1)/2 distinct
numbers
α2
(
1 +
(
sin2
kπ
N
)−1)
(1 ≤ k ≤  N − 1
2
).
Moreover
index (Qα,β) =
⎧
⎨
⎩
1 for β < β1
0 for β1 < β < β2
N − 2 for β > βN−1
.
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Proof. Fix α ∈ R \ {0} and consider the map β → det(Qα,β). It follows from (48) that
det(Qα,β) is a polynomial in β of degree at most N − 1,
det(Qα,β) =
N−1∑
j=0
q jβ j ,
where q0 = det(Qα,0) and qN−1 = det(Q0,1). By Proposition 6.2, det(Q0,1) = 0, hence
the degree of the polynomial det(Qα,β) is N − 1. We claim that det(Qα,β) has N − 1
real zeroes (counted with multiplicities). For |β| large enough, index(Qα,β) is equal to
index(Q0,β). By Lemma 6.3, index(Q0,β) is N − 2 for β > 0 and 1 for β < 0. Hence
there exists R > 0 such that index(Qα,β) = N −2 for any β > R and index(Qα,β) = 1
for any β < −R. For β = α2, Qα,α2 is a positive multiple of the identity matrix, hence
index(Qα,α2) = 0. It then follows that index(Qα,β) must change at least once in the open
interval (−∞, α2) and at least N − 2 times (counted with multiplicities) in (α2,∞).
Since a change of index(Qα,β) induces a zero of det(Qα,β) (counted with multiplicities),
our consideration shows that β → det(Qα,β) has N − 1 real zeroes. Further we have
β1(α) < α2 < β2(α).
Next we prove that β1(α) > 0, i.e. that Qα,β is regular for any β ≤ 0. Write Qα,β as
a product,
Qα,β = α
2 − β
4N
 Pα,β , (63)
where  is given by (62) and Pα,β is given by
Pα,β = −2
(
E + diag
(
−1
2
(
1 +
γ (α, β)
sin2 kπN
))
1≤k≤N−1
)
, (64)
where E is given by (58) and
γ (α, β) := α
2
α2 − β . (65)
As −∞ < β ≤ 0 it follows that 0 < γ (α, β) ≤ 1 and − 12
(
1 + γ (α,β)
sin2 kπN
)
< 0 for any
1 ≤ k ≤ N − 1. Lemma 6.1 says that Pα,β is regular if f (γ (α, β)) = 0, where
f (γ ) := 1 − 2
N−1∑
k=1
(
1 + γ / sin2
kπ
N
)−1
in the interval 0 < γ ≤ 1. Note that f (γ ) is increasing in 0 < γ ≤ 1 and f (1) can be
estimated as follows. Using that N is assumed to be odd one has
f (1) = 1 − 4
N−1
2∑
k=1
sin2 kπN
1 + sin2 kπN
< 1 − 4 sin
2 (N−1)π
2N
1 + sin2 (N−1)π2N
= 1 − 4 cos
2 π
2N
1 + cos2 π2N
= −3 + 4
1 + cos2 π2N
.
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As for N ≥ 3,
−3 + 4
1 + cos2 π2N
< −3 + 4
1 + cos2 π6
= −5
7
,
we conclude that f (1) < 0. Hence we have shown that f (γ ) < 0 for 0 < γ ≤ 1,
and therefore Pα,β is regular for β ≤ 0 by Lemma 6.1. Hence we have proved that
0 < β1(α).
By the same method we prove that β2(α) > 2α2, or equivalently, since we have
already shown that β2(α) > α2, that Qα,β is regular for any α2 < β ≤ 2α2. We
decompose Qα,β as in (63) and (64), and according to the definition (65) of γ (α, β),
α2 < β ≤ 2α2 corresponds to γ (α, β) ≤ −1. For such γ ’s, we have 1 +γ / sin2 kπN < 0,
and hence − 12 (1 + γ / sin2 kπN ) > 0 for any 1 ≤ k ≤ N − 1. Moreover, it also follows
that (1 + γ / sin2 kπN )
−1 < 0, which allows us to conclude that
f (γ ) = 1 − 2
N−1∑
k=1
(
1 + γ / sin2
kπ
N
)−1
> 1 > 0.
According to Lemma 6.1, this proves the regularity of Pα,β and hence of Qα,β for
α2 < β ≤ 2α2.
Finally introduce µk := − 12 (1+γ (α, β)/ sin2 kπN ) and note that for β with γ (α, β) =
− sin2 k0πN for some 1 ≤ k0 ≤  N−12  one has µk0 = µN−k0 = 0. As k0 = N − k0 if
1 ≤ k0 ≤ (N − 1)/2, it then follows that Pα,β has two equal rows and is therefore
singular. Note that γ (α, β) = − sin2 k0πN corresponds to β = α2(1 + sin−2 k0πN ) and we
have proved that β → det(Qα,β) has at least (N −1)/2 different zeroes in the interval
(α2,∞). The statement about index(Qα,β) easily follows from the above analysis. unionsq
Proof of Theorem 1.3. Part (i) is proved by Proposition 6.4, whereas (ii) follows from
Proposition 6.2 and Lemma 6.3. unionsq
A. Proof of Lemma 4.3
For the convenience of the reader, we provide a detailed proof of Lemma 4.3 in this
appendix. This lemma and its proof are due to Beukers and Rink - see ([13], Appendix
A). Recall that K4\K N4 ⊆ Z4 denotes the subset of quadruples (k1, k2, k3, k4) satisfying
1 ≤ |ki | ≤ N − 1 (1 ≤ i ≤ 4) and k1 + k2 + k3 + k4 ≡ 0 mod N so that there are no
integers l, m with {l, m,−l,−m} = {k1, k2, k3, k4}, and
K res4 := K +res ∪ K −res ⊆ K4,
where
K ±res :=
{
(k1, k2, k3, k4) ∈ K4| ∃ l ∈ N : 1 ≤ l ≤ N4 so that
{k1, k2, k3, k4} = {±l,±l ∓ N , N2 ∓ l,−
N
2
∓ l}
}
.
Note that K res4 = ∅ if N is odd. Let us restate Lemma 4.3 as follows:
168 A. Henrici, T. Kappeler
Lemma A.1. ([13]). Let (k1, k2, k3, k4) be an element of K4\K N4 . Then (k1, k2, k3, k4) ∈
K res4 if and only if
sin
k1π
N
+ sin
k2π
N
+ sin
k3π
N
+ sin
k4π
N
= 0.
Let us make a few preparations for the proof of Lemma A.1. By a straightforward
computation one sees that the “only if”-part of the claimed equivalence holds:
Lemma A.2. For any (k1, k2, k3, k4) ∈ K res4 , one has
∑4
i=1 sin
ki π
N = 0.
So it remains to prove the converse. First we consider some special cases.
Lemma A.3. Let (k1, k2, k3, k4) ∈ K4 \ (K N4 ∪ K res4 ). If there exist l, m, n ∈ Z such
that
(i) {k1, k2, k3, k4} = {l,−l, m, n}, or
(ii) {k1, k2, k3, k4} = {l, N − l, m, n} with 1 ≤ l ≤ N − 1, or
(iii) {k1, k2, k3, k4} = {l,−N − l, m, n} with −(N − 1) ≤ l ≤ −1,
then
4∑
i=1
sin
kiπ
N
= 0.
Proof. In case (i), it follows that m +n = N (and thus 1 ≤ m, n ≤ N −1) or m +n = −N
(and thus −(N − 1) ≤ m, n ≤ −1). Hence in both cases, sin mπN and sin nπN have the
same sign and
∑4
i=1 sin
ki π
N = sin mπN + sin nπN = 0. In the case (ii), by assumption,
m + n ≡ 0 mod N . The case m + n = 0 has already been treated under (i). If m + n = N ,
then sin ki πN > 0 for any 1 ≤ i ≤ 4. If m + n = −N , then m < 0, and m /∈ {−l,−N + l}.
Thus n = −N − m < 0, and therefore ∑4i=1 sin ki πN = 2 sin lπN − 2 sin (−m)πN = 0. The
case (iii) is treated similarly as (ii). unionsq
Another special case is treated in the following lemma.
Lemma A.4. Assume that (k1, k2, k3, k4) ∈ K4 \ K N4 satisfies
ki + k j ≡ 0 mod N ∀ 1 ≤ i, j ≤ 4. (66)
If there exist l, n ∈ {k1, k2, k3, k4} with
sin
lπ
N
+ sin
nπ
N
= 0, (67)
then
4∑
i=1
sin
kiπ
N
= 0 (68)
implies that (k1, k2, k3, k4) ∈ K res4 .
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Proof. From the assumptions (66)–(67) it follows that there exists 1 ≤ l ≤ N −1 so that
{k1, k2, k3, k4} = {l,−N + l, m, n} for some m, n ∈ Z. Then sin lπN + sin (−N+l)πN = 0,
and hence by (68), sin mπN + sin nπN = 0. W.l.o.g. assume that 1 ≤ m ≤ N − 1. Then
either n = −m or n = −N + m. If n = −m, then (k1, k2, k3, k4) ∈ K res4 by Lemma A.3(i). If n = −N + m, then one has
4∑
i=1
ki = 2l − N + 2m − N = 2(l + m) − 2N .
Note that 2(l + m) − 2N cannot be an even multiple of N , as otherwise l + m ≡ 0 mod
N , violating (66). If, in addition, N is odd, then 2(l + m) − 2N cannot be odd multiple
of N . Hence in the case N is odd we conclude that
∑4
i=1 ki ≡ 0 mod N , contradicting
the assumption (k1, k2, k3, k4) ∈ K4.
If N is even, it is however possible that 2(l+m)−2N equals±N : If 2(l+m)−2N = N ,
i.e. l + m = 32 N , it follows that N2 < l, m ≤ N − 1, and (k1, k2, k3, k4) ∈ K −res as
{k1, k2, k3, k4} = {−l ′,−l ′+ N , N2 +l ′,− N2 +l ′} with l ′ = l− N2 . If 2(l +m)−2N = −N ,
i.e. l + m = N2 , it follows similarly that (k1, k2, k3, k4) ∈ K +res as {k1, k2, k3, k4} =
{l, l − N , N2 − l,− N2 − l}. So in both cases, we conclude that (k1, k2, k3, k4) ∈ K res4 .
In view of Lemma A.3 and Lemma A.4 in order to prove Lemma A.1 it remains to
show the following
Lemma A.5. Assume that (k1, k2, k3, k4) ∈ K4 satisfies (66). If for any 1 ≤ i, j ≤ 4,
sin
kiπ
N
+ sin
k jπ
N
= 0, (69)
(and thus (k1, k2, k3, k4) /∈ K N4 ∪ K res4 ), then
4∑
i=1
sin
kiπ
N
= 0.
To prove Lemma A.5 let us first rewrite (68), using Euler’s formula for the sine
function,
∑
1≤| j |≤4
ζ j = 0, (70)
where ζ± j = ±e±ik j π/N are 2N th roots of unity. Note that for any quadruple (k1, k2, k3,
k4) ∈ K4 \ K N4 satisfying (69) one has
ζ j + ζ j ′ = 0 ∀ 1 ≤ | j | ≤ | j ′| ≤ 4.
Indeed for any 1 ≤ | j | ≤ | j ′| ≤ 4 one has Im ζ j + Im ζ j ′ = sin k| j |πN + sin
k| j ′ |π
N which
does not vanish by assumption (69).
Let us first discuss Eq. (70) and its solutions in general, i.e. we consider the equation
ζ1 + · · · + ζ8 = 0 (71)
and want to study its solutions, (ζl)1≤l≤8, on the unit circle S1 := {z ∈ C
∣∣|z| = 1}.
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We need an auxiliary result which we discuss first. Let n ≥ 2 be arbitrary and assume
that the sequence (ζi )1≤i≤n ⊆ S1 has no vanishing subsums (i.e. ∑l∈J ζl = 0 for any∅ = J  {1, . . . , n}) and satisfies the equation
n∑
i=1
ζi = 0. (72)
Let M ∈ N be the smallest integer with the property that (ζi/ζ j )M = 1 for all 1 ≤ i,
j ≤ n. Then there exists ξ ∈ S1 so that ζ Mi = ξ M for any 1 ≤ i ≤ n. W.l.o.g. we can
assume that ξ = 1. Furthermore, let pk be a prime power dividing M so that M/pk and
p are relatively prime and define
M ′ =: M/p and η := e2π i/pk . (73)
Then for any 1 ≤ l ≤ n there exists a unique integer 0 ≤ µ(l) ≤ p − 1 such that
ζl = ζ˜l · ηµ(l), where ζ˜l is an element of the field K := Q(e2π i/M ′). (As ζ Ml = 1 there
exists 0 ≤ rl ≤ M −1 with ζl = e 2π iM rl . If rl ≡ 0 mod p choose µ(l) = 0. If rl ≡ 0 mod
p choose 1 ≤ µ(l) ≤ p − 1 so that rl ≡ Mpk µ(l) mod p.) Hence (72) can be written as
0 =
n∑
l=1
ζl =
p−1∑
s=0
⎛
⎝
∑
l∈µ−1(s)
ζl
⎞
⎠ =
p−1∑
s=0
⎛
⎝
∑
l∈µ−1(s)
ζ˜l
⎞
⎠ ηs . (74)
We need the following algebraic fact (see e.g. [17], §60–61):
Proposition A.6. The minimal polynomial ofη = e2π i/pk over the field K = Q(e2π i/M ′)
is given by X p − ηp if k ≥ 2 and X p−1 + X p−2 + · · · + X + 1 if k = 1.
We now claim that M is square-free, or equivalently that for any prime power pk divi-
ding M ,
k = 1. (75)
Indeed, Eq. (74) shows that the minimal polynomial of ζ has degree at most p − 1,
which by Proposition A.6 is only satisfied in the case k = 1.
Further we claim that there exists σ ∈ C \ {0} so that
∑
l∈µ−1(s)
ζ˜l = σ ∀ 0 ≤ s ≤ p − 1. (76)
The existence of such a σ follows from Proposition A.6: As k = 1 by (75), the minimal
polynomial of η over K is given by X p−1+X p−2+· · ·+X +1. Since this is a polynomial of
degree p−1 the polynomial on the right-hand side of (74) must be a scalar multiple of the
minimal polynomial. Hence all the coefficients
∑
l∈µ−1(s) ζ˜l have the same value σ ∈ C.
As
∑
l∈µ−1(s) ζl = σηs , the additional property σ = 0 follows from the assumption that
there are no vanishing subsums. Hence we can assume w.l.o.g. that σ = 1.
Next we claim that
p ≤ n. (77)
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In other words, possible prime factors of M are bounded by the number of summands
in (72). To prove (77), note that it follows from (76) that for any 0 ≤ s ≤ p − 1 there
exists 1 ≤ l ≤ n such that µ(l) = s, i.e. the map µ : {1, . . . , n} → {0, . . . , p − 1} is
onto. This establishes (77).
The map µ induces the partition ( µ−1(s))0≤s≤p−1 of the positive integer n into p
summands,
n =
p−1∑
s=0
µ−1(s). (78)
Lemma A.7. ([13], Appendix A). For any solution {ζ1, . . . , ζ8} of (71) contained in S1
without vanishing subsums there exists ξ ∈ S1 such that either
{ζ1, . . . , ζ8} = {−ξα,−ξα2} ∪ {ξγ j | 1 ≤ j ≤ 6} (79)
or
{ζ1, . . . , ζ8} = {−ξαl ,−ξαl · β i ,−ξαl · β j | 1 ≤ l ≤ 2} ∪ {ξβk, ξβm}, (80)
where the quadruple (i, j, k, m) is a permutation of (1, 2, 3, 4) and
α := e 2π i3 , β := e 2π i5 , γ := e 2π i7 .
Proof. By a straightforward computation one verifies that the sets of the form (79) or
(80) satisfy (71). It remains to prove that these are the only solutions of (71) of this type.
We classify the solutions of (71) according to the possible values of p, which we
now assume to be the largest prime dividing M . Since n = 8, by (77), the possible
values of p are 2, 3, 5, and 7. If p = 2, then, by (75), M = 2 and therefore there
exists ξ ∈ S1 so that ζ j = ±ξ for any 1 ≤ j ≤ n. In this case there exists a solution
of (72) without vanishing subsums only if n = 2. (In this case, they are given by
{ζ1, ζ2} = ξ{1,−1} with ξ ∈ S1.) If p = 3, then M = 3 or M = 3 · 2, and there
exists a solution of (72) without vanishing subsums only if n = 3. (In this case, they
are given by {ζ1, ζ2, ζ3} = ξ{1, α, α2} with ξ ∈ S1.) If p = 5, then η = β in (73).
Up to permutations, there are the following three partitions of 8 into 5 summands,
(4, 1, 1, 1, 1), (3, 2, 1, 1, 1), and (2, 2, 2, 1, 1). In a straightforward way one shows that
the partitions (4, 1, 1, 1, 1) and (3, 2, 1, 1, 1) and their permutations give rise to solutions
of Eq. (71) with vanishing subsums. E.g. the solutions corresponding to (4, 1, 1, 1, 1)
are given by ξ ·(−β,−β2,−β3,−β4, β, β2, β3, β4) with ξ ∈ S1, whereas the solutions
corresponding to (3, 2, 1, 1, 1) are ξ · (−i, 1, i,−αβ,−α2β, β2, β3, β4) with ξ ∈ S1.
On the other hand the partition (2, 2, 2, 1, 1) leads to the solutions
(ζ1, . . . , ζ8) = ξ(−α,−α2,−αβ,−α2β,−αβ2,−α2β2, β3, β4)
with ξ ∈ S1. They are the solutions (80) with (i, j, k, m) = (1, 2, 3, 4). Permutations of
the partition (2, 2, 2, 1, 1) again lead to solutions of the type (80), but with (i, j, k, m)
given by a permutation of (1, 2, 3, 4).
If p = 7, then η = γ in (73). Then, up to permutations, (2, 1, 1, 1, 1, 1, 1) is the
only possible partition of 8 into 7 summands. The partition (2, 1, 1, 1, 1, 1, 1) leads to
the solutions
(ζ1, . . . , ζ8) = ξ(−α,−α2, γ, . . . , γ 6)
with ξ ∈ S1, where we used that 1 = −α − α2. They are of type (79). Any permutation
of (2, 1, 1, 1, 1, 1, 1) leads to the same kind of solutions. unionsq
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Lemma A.8. ([13], Appendix A). For any solution {ζ1, . . . , ζ8} of (71) contained in S1
without vanishing subsums of length 2 but having a vanishing subsum of length 3, 4, or
5, there exist ξ , ξ ′ ∈ S1 such that
{ζ1, . . . , ζ8} = {ξαl |0 ≤ l ≤ 2} ∪ {ξ ′βm |0 ≤ m ≤ 4}, (81)
where again α = e2π i/3 and β = e2π i/5.
Proof. Again, one verifies by a direct computation that the solutions (81) of (71) have
the desired properties. It remains to prove that they are the only ones. First note that
under the hypotheses of the lemma, vanishing subsums of length 4 cannot occur, since
the latter ones would imply the existence of vanishing subsums of length 2, which by
assumption is excluded. Hence, in order to find solutions of (72) for n = 8 with the
desired properties, we have to find all solutions of (72) without vanishing subsums for
n = 3 and n = 5. Note that by (77), p = n for n = 3 or n = 5. By the considerations
in the proof of Lemma A.7, the former ones are given by (ζ1, ζ2, ζ3) = ξ(1, α, α2) and
the latter ones by (ζ1, . . . , ζ5) = ξ ′(1, β, β2, β3, β4) with ξ, ξ ′ ∈ S1. This proves the
lemma. unionsq
We are now ready to prove Lemma A.5.
Proof of Lemma A.5. We first select from (79), (80) and (81) all the solutions (ζ1, . . . , ζ8)
of (71) which are of the form (68) (after multiplication by 2i). This amounts to selecting
the solutions (ζ1, . . . , ζ8) of (71) having the property that {ζ1, . . . , ζ8} is invariant under
the map ζ → −ζ−1. It requires to choose ξ and ξ ′ in (79), (80), and (81) appropriately.
Let us explain this procedure in detail for the solutions of type (79).
First we rewrite the solution (79),
(ζ1, . . . , ζ8) = ξ · (−α,−α2, γ, γ 2, γ 3, γ 4, γ 5, γ 6) = e 2π i x42
(
e
2π i tk
42
)
1≤k≤8 ,
where ξ = e2π i x/42 with x ∈ R/42Z and
(t1, . . . , t8) = (6, 7, 12, 18, 24, 30, 35, 36). (82)
The required invariance of the set of the ζk’s under the map ζ → −ζ−1 is equivalent to
the invariance of the set of the (tk + x)’s under the map t → 21 − t (mod 42). Since the
set (82) of the tk’s is invariant under the map t → −t (mod 42), {tk + x |1 ≤ k ≤ 8} is
invariant under t → 21 − t (mod 42), if we choose x := 212 or ξ = i . Then the equation∑8
i=1 ζi = 0 reads
e
11π i
14 + e
5π i
6 + e
15π i
14 + e
19π i
14 + e
23π i
14 + e
27π i
14 + e
π i
6 + e
3π i
14 = 0,
or sin π6 + sin
3π
14 + sin
15π
14 + sin
19π
14 = 0. Choosing all arguments in (0, π), the latter
identity reads
sin
π
6
+ sin
3π
14
− sin π
14
− sin 5π
14
= 0. (83)
For the solutions of type (80), one gets
sin
π
6
+ sin
13π
30
− sin 7π
30
− sin 3π
10
= 0 (84)
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and
sin
π
6
+ sin
π
30
− sin 11π
30
+ sin
π
10
= 0. (85)
Let us briefly explain how (84)–(85) can be obtained. Note that from the 24 permutations
of (1, 2, 3, 4) in (80), there are only six which lead to different sets of the ζi ’s, since
interchanging i and j or k and m leaves the set on the right-hand side of (80) invariant. In
the resulting six different cases, we again write {ζ1, . . . , ζ8} = ξ · {e2π i ·
t1
30 , . . . , e2π i ·
t8
30 }
with ti in R/30Z. Then, up to translations, there are only two different types of solutions
emerging from these six cases. With the appropriate choices of ξ , one gets the solutions
(84) and (85).
Finally, for the solutions of type (81), one gets
sin
π
2
− sin π
6
+ sin
π
10
− sin 3π
10
= 0. (86)
The procedure to obtain (86) is basically the same as in the preceding cases. We write
(81) as {ζ1, . . . , ζ8} = ξ · {αl , λ · βm |0 ≤ l ≤ 2, 0 ≤ m ≤ 4} and first choose λ ∈ S1
so that the set {αl , λ · βm |0 ≤ l ≤ 2, 0 ≤ m ≤ 4} is symmetric with respect to some
axis through the origin, and then choose ξ so that this axis is the imaginary axis.
To finish the proof of Lemma A.5 we show that all the solutions (k1, k2, k3, k4) of∑4
i=1 sin
ki π
N = 0 obtained in (83)–(86) and the additional ones obtained by replacing
0 < x < π in sin x by π − x satisfy ∑4i=1 ki ≡ 0 mod N and hence are not in K4.
For the solutions obtained in (83)-(86), N is even. Hence if N is odd, then there is
no quadruple (k1, k2, k3, k4) ∈ K4 such that (68) and (69) are satisfied. This finishes the
proof of Lemma A.5 in this case.
For the rest of the proof, we assume that N is even. If N = 42r for some r ∈ N, (83)
becomes
sin
7rπ
42r
+ sin
9rπ
42r
+ sin
(−3r)π
42r
+ sin
(−15r)π
42r
= 0,
and we have 7r +9r−3r−15r = −2r ≡ 0 mod 42r . Hence the corresponding quadruple
(k1, k2, k3, k4) is not in K4. For the quadruples obtained by replacing 0 < x < π in
sin x by π − x in some of the summands in (83), the condition ∑4i=1 ki ≡ 0 mod 42r
amounts to
± 7 ± 9 ± 3 ± 15 ≡ 0 mod 42 (87)
for any combination of plus and minus signs. The relations (87) are easily verified.
Similarly, one verifies that the quadruples (k1, k2, k3, k4) satisfying (84), (85), or (86)
are not in K4 by showing that
± 5 ± 13 ± 7 ± 9 ≡ 0, ±5 ± 1 ± 11 ± 3 ≡ 0, ±15 ± 5 ± 3 ± 9 ≡ 0 mod 30,
(88)
again for any combination of plus and minus signs. Hence we have shown that none of
the solutions (k1, k2, k3, k4) of (68) is an element of K4. This completes the proof of
Lemma A.5. unionsq
Proof of Lemma A.1. The claimed statement follows from Lemma A.2, A.3, A.4, and
A.5. unionsq
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B. Details of Section 3
We begin by expressing the FPU Hamiltonian HV in relative coordinates. Introduce
(v = (v j )1≤ j≤N−1, vN ) ∈ RN given by (11). Then (v, vN ) = Mq is the linear change
of the coordinates q1, . . . , qN , where M is given by
M =
⎛
⎜⎜⎜⎜⎜⎜⎝
−1 1 0 . . . 0
0
. . .
. . .
...
... 0
0 . . . 0 −1 1
N−1 . . . . . . N−1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The variables (u = (u j )1≤ j≤N−1, uN ) ∈ RN conjugate to (v, vN ) are then given by
(MT )−1 p. The inverse of MT , (MT )−1, can be computed to be
(MT )−1 = 1
N
⎛
⎜⎜⎜⎜⎜⎝
1 . . . . . . 1
2 . . . . . . 2
...
...
...
...
N . . . . . . N
⎞
⎟⎟⎟⎟⎟⎠
−
⎛
⎜⎜⎜⎜⎝
1 0 . . . . . . 0
1 1 0 . . . 0
...
...
1 . . . 1 0
0 . . . . . . 0
⎞
⎟⎟⎟⎟⎠
. (89)
Note that by (89), uk = k P − ∑kj=1 p j for any 1 ≤ k ≤ N − 1 and uN = N P .
Hence
p1 = −u1 + P; pN = uN−1 + P; pk = (uk−1 − uk) + P (2 ≤ k ≤ N − 1),
and thus
1
2
N∑
j=1
p2j =
N P2
2
+
1
2
(
u21 + (u1 − u2)2 + · · · + (uN−2 − uN−1)2 + u2N−1
)
.
Moreover, using that qN+1 − qN = q1 − qN = −∑N−1k=1 (qk+1 − qk) one gets for any
s ∈ Z≥1,
N∑
j=1
(q j+1 − q j )s =
N−1∑
k=1
vsk + (−1)s
(N−1∑
k=1
vk
)s
.
Combining the two expressions displayed above yields HV = N P22 + H˜V , where H˜V
only depends on (v, u) and is given by
H˜V = 12
(
u21+
N−2∑
l=1
(ul+1−ul)2+u2N−1
)
+
1
2
⎛
⎝
N−1∑
k=1
v2k +
(N−1∑
k=1
vk
)2⎞
⎠
+
α
3!
⎛
⎝
N−1∑
k=1
v3k −
(N−1∑
k=1
vk
)3⎞
⎠+
β
4!
⎛
⎝
N−1∑
k=1
v4k +
(N−1∑
k=1
vk
)4⎞
⎠ + O(v5). (90)
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Note that for any values of α and β, the point (v, u) = (0, 0) is a critical point of the
Hamiltonian H˜V .
To compute the Birkhoff normal form of H˜V up to order 2 near the fixed point
(v, u) = (0, 0), we take the expansion (90) as a starting point and use the linearization of
the Birkhoff map at (v, u) = (0, 0) (cf. [7]) to define new coordinates (ξk, ηk)1≤k≤N−1.
The following lemma gives an independent proof of the fact that this linear map, defined
by (14)–(17), is canonical.
Lemma B.1. The linear transformation Z → R2N−2, ζ → (v, u), as defined by
(14)–(17), is a canonical isomorphism.
Proof. First let us show
{vl(ζ ), um(ζ )} = i δlm, (91)
{vl(ζ ), vm(ζ ) = 0, (92)
{ul(ζ ), um(ζ )} = 0 (93)
for any 1 ≤ l, m ≤ N − 1. Since (v, u) are canonical coordinates on R2N−2, the proof
of (91) amounts to showing that
N−1∑
k=1
(
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
)
= i δlm
for any 1 ≤ l, m ≤ N − 1. It follows from (14)–(17) that for any 1 ≤ k ≤ N − 1,
∂vl
∂ζk
= λk√
N
eπ i(2l−1)k/N , ∂vl
∂ζ−k
= λk√
N
e−π i(2l−1)k/N ,
∂um
∂ζk
= λk√
N
m−1∑
j=0
e2π i jk/N ,
∂um
∂ζ−k
= λk√
N
m−1∑
j=0
e−2π i jk/N .
Hence
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
= λ
2
k
N
⎛
⎝eπ i(2l−1)k/N
m−1∑
j=0
e−2π i jk/N − e−π i(2l−1)k/N
m−1∑
j=0
e2π i jk/N
⎞
⎠
= λ
2
k
N
m−1∑
j=0
(
e
π ik
N (2l−2 j−1) − e π ikN (2 j−2l+1)
)
= 2i
N
sin
kπ
N
m−1∑
j=0
sin
(
kπ
N
(2(l − j) − 1)
)
= i
N
m−1∑
j=0
(
cos
2kπ(1 − (l − j))
N
− cos 2kπ(l − j)
N
)
,
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where for the latter identity we used that 2 sin x sin y = cos(x − y)− cos(x + y). Taking
the sum over k and changing the order of summation then leads to
N−1∑
k=1
(
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
)
= i
N
m−1∑
j=0
N−1∑
k=1
(
cos
2kπ(1−(l−j))
N
−cos 2kπ(l−j)
N
)
= i
N
m−1∑
j=0
N (δl− j,1 − δl− j,0)
= i
m−1∑
j=0
(δl, j+1 − δl, j ) = i(δlm − δl0) = iδlm,
as claimed. To prove (92) and (93) one argues in a similar way. From (91)–(93) it
immediately follows that the linear map ξ → (v, u) is a canonical isomorphism. unionsq
We now compute H˜V in terms of the new variables ζ . Write H˜V as H˜V = Hu + Hv ,
where Hu and Hv denote the u- and v-dependent parts of (90), respectively. We compute
Hu(ζ ) and Hv(ζ ) separately. To obtain Hu(ζ ), we substitute (14)–(16) into the expression
1
2
(
u21 +
∑N−2
l=1 (ul+1 − ul)2 + u2N−1
)
and get
Hu(ζ ) = 12N
N−1∑
l=0
⎛
⎝
∑
1≤|k|≤N−1
λke
2π ilk/N ζk
⎞
⎠
2
= 1
2N
∑
1≤|k|,|k′|≤N−1
λkλk′
(N−1∑
l=0
e2π il(k+k
′)/N
)
ζkζk′ .
Using again that
∑N−1
l=0 e2π ilk/N = Nδk0 and λk = λ−k for any 1 ≤ |k| ≤ N − 1, one
obtains
Hu(ζ ) =
N−1∑
k=1
λ2kζkζ−k .
Before computing Hv(ζ ), we simplify its expansion in terms of the variables
(vk)1≤k≤N−1. Define v0 by the expression on the right-hand side of (17) evaluated
at l = 0. Note that
N−1∑
l=0
vl = 1√
N
∑
1≤|k|≤N−1
λkζke
−iπk/N
(N−1∑
l=0
e2π ilk/N
)
= 0.
Hence
∑N−1
l=1 vl = −v0 and therefore
Hv =
N−1∑
l=0
(
1
2
v2l +
α
3!v
3
l +
β
4!v
4
l
)
+ O(|v|5). (94)
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Substituting the expression (17) for vl in the quadratic term in the expansion (94), we
get
1
2
N−1∑
l=0
v2l =
1
2N
∑
1≤|k|,|k′|≤N−1
λkλk′
(N−1∑
l=0
e2π il(k+k
′)/N
)
e−iπ(k+k′)/N ζkζk′
=
N−1∑
k=1
λ2kζkζ−k,
where we again used thatλk = λ−k and∑N−1l=0 e2π ilk/N = Nδk0 for any 0 ≤ |k| ≤ N−1.
The terms of third and fourth order in Hv are treated similarly. Combining the above
computations leads to the claimed formula
H˜V (ζ ) = G2 + αG3 + βG4 + O(ζ 5)
with G2, G3, and G4 given by (18), (19), and (20), respectively.
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