Abstract. This paper describes two innovations that improve the efficiency and effectiveness of a genetic programming approach to object detection problems. The first innovation is to break the GP search into two phases with the first phase applied to a selected subset of the training data, and a simplified fitness function. The second phase is initialised with the programs from the first phase, and uses the full set of training data to construct the final detection programs. The second innovation is to add a program size component to the fitness function. Application of this approach to three object detection problems indicated that the innovations increased both the effectiveness and the efficiency of the genetic programming search.
Introduction
Object detection tasks arise in a very wide range of applications, such as detecting faces from video images, finding tumours in a database of x-ray images, and detecting cyclones in a database of satellite images. Given the amount of data that needs to be detected, automated object detection systems are highly desirable. However, creating such automated systems that have sufficient accuracy and reliability turns out to be very difficult.
Genetic programming (GP) is a relatively recent and fast developing approach to automatic programming [1, 2] . In GP, solutions to a problem are represented as computer programs. Darwinian principles of natural selection and recombination are used to evolve a population of programs towards an effective solution to specific problems. The flexibility and expressiveness of computer program representation, combined with the powerful capabilities of evolutionary search, make GP an exciting new method to solve a great variety of problems.
There have been a number of reports on the use of genetic programming in object detection [3, 4, 5, 6, 7, 8, 9] . The approach we have used in previous work [8, 9] is to use a single stage approach (referred to as the basic GP approach here), where the GP is directly applied to the large images in a moving window fashion to locate the objects of interest. Past work has demonstrated the effectiveness of this approach on several object detection tasks.
However, this genetic programming approach has several problems -the training time was often very long, even for relatively simple object detection problems and the evolved programs are often hard to understand or interpret. We believe that the large size and the redundancy of the programs contributes to the long training times and may also reduce the quality of the resulting detectors by unnecessarily increasing the size of the search space. Also, evaluating the fitness of a candidate detector program in the basic GP approach involves applying the program to each possible position of a window on all the training images, which is expensive. An obvious solution is to apply the program to only a small subset of the possible window positions, but it is not obvious how to choose a good subset.
This paper describes two innovations on the basic GP approach to address these problems. The first is to split the GP evolution into two phases, using a different fitness function and just a subset of the training data in the first phase. The second is to augment the fitness function in the second phase by a component that biases the evolution towards smaller, less redundant programs. We consider the effectiveness and efficiency of this approach by comparing it with the basic GP approach and a neural network approach. We also examine the comprehensibility of the evolved genetic programs.
The Approach
In the first phase of the approach, the genetic programs were initialised randomly and trained on object examples cut out from the large images in the training set -an object classification task which is simpler than the full object detection task. This phase uses a fitness function which maximises classification accuracy on the object cutouts.
In the second phase, the GP process is initialised with the programs generated by the first phase, and trained on the full images in the training set by applying the programs to a square input field ("window") that was moved across the images to detect the objects of interest. This phase uses a fitness function that maximises detection performance on the large images in the training set.
Because the object classification task is simpler than the object detection task and the fitness function is cheaper, we expect the first phase to be able to find good genetic programs much more rapidly and effectively than the second phase. Although simpler, the object classification task is closely related to the detection task, so we believe that the genetic programs generated by the first phase are likely to be very good starting points for the second phase, allowing the more expensive evolutionary process to concentrate its effort in the more optimal part of the search space.
Since the difficulty of finding an optimal program increases with the size of the programs, in the second phase, we added a program size component to the fitness function to bias the search towards simpler functions. We expect this to increase both the efficiency and the effectiveness of the evolutionary search and have a tendency to remove redundancy, making the programs more comprehensible.
