This article presents a study in which we explored the effect of a social robot on the explanatory behavior of children (aged 6-10) while working on an inquiry learning task. In a comparative experiment, we offered children either a baseline Computer Aided Learning (CAL) system or the same CAL system that was supplemented with a social robot to verbally explain their thoughts to. Results indicate that when children made observations in an inquiry learning context, the robot was better able to trigger elaborate explanatory behavior. First, this is shown by a longer duration of explanatory utterances by children who worked with the robot compared to the baseline CAL system. Second, a content analysis of the explanations indicated that children who worked with the robot included more relevant utterances about the task in their explanation. Third, the content analysis shows that children made more logical associations between relevant facets in their explanations when they explained to a robot compared to a baseline CAL system. These results show that social robots that are used as extensions to CAL systems may be beneficial for triggering explanatory behavior in children, which is associated with deeper learning. 5:2 F. M. Wijnen et al.
INTRODUCTION
Educators have a variety of tools available to support learners to achieve learning goals in their education. These can be as basic as books and chalkboards or more advanced tools, such as simulations or applications in which learners can observe and explore certain phenomena. Technology has become more and more important for education. There are many examples of learner's interaction with the learning environment [Lazonder 2014; van Joolingen and de Jong 1997; Van Joolingen et al. 2007] .
Such support systems can be further imbued with social characteristics, such as those offered by virtual agents or robots, to provide a level of social interaction that support the learning process [Woolf 2010] . Social interaction in learning goes beyond the support offered by traditional solitary learning materials like books or (digital/interactive) assignment sheets [Vygotsky 1978] . Previous research has shown that social agents can enhance the learning process using various approaches. For example, Ramachandran et al. [2018] found a positive effect of using a physically embodied social robot on thinking aloud behavior on children and Baxter et al. [2017] found that children who work with a social robot that either displays personalized or non-perzonalized behavior can support children in their learning.
Intelligent Tutoring Systems (ITS) focus on tutoring, coaching, and teaching students through a variety of methods. In the context of inquiry learning, for instance, an ITS might monitor and structure the inquiry process, offering adequate advice where possible [Woolf 2010] . Initially, in such systems the social interaction aspects were not very pronounced. Instead, tutoring was often achieved through direct, top-down instructions, feedback, and suggestions, or through manipulations in the (textual or graphical) user interface. To strengthen the social dimension, researchers may extend the ITS with a social agent to deliver the instructions, feedback, and suggestions [Johnson et al. 2000 ].
Such Animated Pedagogical Agents (APAs) are embodied virtual avatars located within the learning environment. Although APAs may sometimes take on other forms, such as animals-or objects, they are often represented with a humanlike appearance. By using their familiar appearance and rich social modalities, they enrich the learning experience of the student [Gulz 2005 ]. In addition to scaffolding the learning process by delivering verbal instructions and feedback, APAs may use nonverbal methods of communication, such as locomotion, gaze, gestures, and facial expressions [Johnson et al. 2000 ]. APAs have shown promising results in various areas of research. For example, APAs can help improve students' self-efficacy in learning (e.g., [Baylor and Kim 2005] ), they may reduce anxiety in learning (e.g., [Baylor et al. 2004] ), or they may offer motivational scaffolds (e.g., ).
Not all APAs take on the role of tutor or mentor. For example, when an APA presents itself as a co-learner, it may explicitly ask the student for assistance or explanation. Such a Teachable Agent System (TAS) additionally invokes the learning-by-teaching paradigm [Biswas et al. 2005 ]. Teachable APAs offer the learner a context in which to explain their thoughts and reasoning process, placing emphasis on social interactions between the learner and the agent. For example, Leelawong and Biswas [2008] found that students teaching a virtual agent learned better than those being taught by a virtual agent. Their teachable social agent, Betty, was given a background story in which she had to prepare for a quiz.
In summary, socially expressive CAL systems can help support the learning process in various ways. We are particularly interested in investigating how a social robot can make a meaningful contribution to the learning process by leveraging the interactive explaining paradigm.
CAL Systems Enhanced with Social Robots
In previous work, social robots have shown promising results in educational settings. To optimally support the learner, they often take on various roles in the learner's educational process, such as "peer" or "tutor" [Mubin et al. 2013; Okita et al. 2009; Shin and Kim 2007] . The level of involvement with the child's learning process can vary with the role of the robot.
On the one hand, a robot can be presented as a facilitator, teaching assistant or tutor [Chandra et al. 2015; Chang et al. 2010; Kanda et al. 2012; Saerbeck et al. 2010; Zhen-Jia You et al. 2006 ], who guides one or more learners working on a task. In such situations the robot often takes on the role of more knowledgeable other. Operating within this role, a social other primarily intervenes in the learning process through tutoring methods such as direct instruction and explicit feedback [Wood et al. 1976] . When offering such tutoring support a robot may benefit from being physically embodied, enabling it to gaze at the user and their actions in the learning environment [Leyzberg et al. 2012 ].
On the other hand, robots can be presented as co-learners or peers and can have collaborative or spontaneous interactions with children. Within the context of learning, collaboration implies that the peers are more or less on the same status level, can perform the same actions, and have a common goal [Dillenbourg 1999 ]. Such an approach seems to work well for situations where a child interacts with a robot for multiple sessions or over an extended period of time [Kanda et al. 2004; Tanaka et al. 2007 ]. Peerlike robots also show promising results in contexts where a certain level of bonding is beneficial to the learning process. For example, the ALIZ-E project describes a social robot that helps diabetic children learn about their condition, through several playful interactions [Belpaeme et al. 2012; Coninx et al. 2015] . Providing the robot with a relatable background storylike the child, it, too, suffers from diabetes-enables more natural co-learning paradigms, where child and robot discover diabetic self-management routines together. These kinds of roles cannot be taken by the technology (as easily) when the learning technology does not include a social agent.
Similarly, children are naturally inclined to help a "robot in need" when it displays distressed behavior, although the extent of helping depends on how the child was introduced to the robot [Beran and Ramirez-serrano 2011; Beran et al. 2010 ]. Interestingly, researchers may leverage such principles by presenting a robot as a less-knowledgeable other, to whom the child provides caregiving behavior [Tanaka and Matsuzoe 2012] or whom they teach [de Greeff and Belpaeme 2015; Hood et al. 2015] . Using such approaches, students may benefit from explaining certain concepts to their peers, through the learning-by-teaching paradigm [Chase et al. 2009; Rohrbeck et al. 2003 ]. In addition, Powers et al. [2005] found that participants were inclined to verbalize and explain concepts differently to conversational robots adhering to various stereotypical personas and Hyun et al. [2008] found that children improve their linguistic abilities when working with an interactive robot compared to a multimedia notebook.
Concluding, a social robot has valuable social characteristics that can enhance educational technology, enabling it to engage in rich social interactions. Such robots and other social agents can quite naturally be given elaborate background stories and personas, they can develop and adapt their social abilities over time, can engage in interactive social (storytelling) behaviors, and can take on richer and more diverse roles in the learning process. Additionally, a robot is physically present in the same physical space as the learning materials. This enables the robot to more naturally interact with the learner in the context of the task, for instance, by gesturing, gazing or pointing.
In this study, we explored the effect of extending a CAL system with a social robot on the explanatory behavior of young children. We leveraged the inherent social nature of the robot to present it as an interactive co-learner with a background story. While guiding the inquiry learning task the children engaged in, the robot attempted to trigger verbal explanations from the child. Furthermore, the robot would provide feedback and ask questions about the inquiry task.
RESEARCH QUESTION
The purpose of the present study was to assess the value of a social robot for supporting a child's verbalization of their knowledge and reasoning process during an inquiry learning task. As a baseline condition, we created a CAL system that guided a child through an exercise, where feedback and questions were read out loud by the system, delivered through a readily available PC speaker. (1) Baseline no-robot CAL system, where feedback and questions are delivered through a wireless speaker and (2) CAL system enhanced with a social robot, where identical feedback and questions are delivered by the robot through a wireless speaker attached to its back. In both conditions the CAL system was controlled by a dialogue engine running on a laptop, hidden out of view of the children.
In an experimental condition, the same feedback and questions were delivered by a social robot in a way that leverages the embodied, social nature of a robot in the best possible way.
The main research question is as follows: What are the effects on the explanatory behavior of children when extending a baseline CAL system with a social robot to deliver the system's feedback and questions?
We expect that a robot with all its social expressive capabilities will be more effective at eliciting verbal explanatory behavior from children compared to the "less-social" baseline CAL system. To measure the expected effect on explanatory behavior, we focus on three dependent variables: (1) verbalisation duration, (2) number of aspects mention in the explanations (breadth), and (3) number of relations explicitly mentioned by the children in their explanations (depth). Based on the research on interactive explaining (e.g., [Ploetzner et al. 1999] ) we expect that children would provide more extensive and detailed explanations if they explained to the social robot, which would lead to a longer duration of verbalization. Furthermore, we expect that children would provide more thorough (i.e., broader and deeper) explanations to the robot.
METHODOLOGY
We conducted a study that employed a between-subjects design with two conditions as illustrated in Figure 1 . In the baseline no-robot condition children performed an inquiry learning task without a robot, using only our basic CAL system. The system provided spoken assignments, feedback, and questions that were played through a wireless speaker placed on the table. A volunteer recorded the voice of the system beforehand to ensure that the verbal utterances were articulated clearly and understandably. We chose to include such verbal support in the baseline system, since not all children were able to read fluently and to ensure that the two conditions are as similar as possible (the robot also speaks). Children were instructed to provide their answers to the stated questions verbally. In the robot condition children performed the same inquiry learning task, using the same baseline CAL system that was now extended with a social robot. In this condition, the robot provided the same assignments, feedback, and questions as was done by the CAL system in the baseline condition. The same audio recordings were played through the same wireless speaker that was now attached to the back of the robot. The behavior design of the robot was informed by design guidelines emerging from an extensive contextual analysis of inquiry learning tasks with our target user group [Davison et al. 2019] . While the child interacted with the robot and the learning task, the robot displayed the following behaviors: (1) Facial expressions: When children progressed through assignments the robot showed happy expressions, and directly after children performed the inquiry experiment the robot showed an amazed expression; (2) Interactive gaze: The robot gazed toward the child when speaking, the robot gazed toward the tablet when the child pressed a button or when a task appeared, and the robot gazed toward the learning materials when the objects were being manipulated; and (3) Lifelike behaviors: The robot blinked at random intervals, and lip-synchronization was added to give the impression that the robot was speaking. Some of the robot's motors (in particular, those in its limbs) are relatively noisy. Therefore, so as not to distract from the learning experience, we chose not to use full-body animations (such as pointing).
Furthermore, the design guidelines that followed from our contextual analysis suggested how the robot should be introduced to children [Davison et al. 2019 ]. The robot was introduced to the children as a peer but with well-developed inquiry skills (i.e., he knew how to perform the inquiry task, but did not know the correct answers yet). We presented the robot with a background story (similarly to, e.g., [Leelawong and Biswas 2008] ), thereby contributing to its social characteristics. The background story of the robot was as follows: "It is a student from a planet far away. It is now on earth because it has an assignment from its teacher to study the effects of balance on earth. The robot wants to explore this phenomenon with like-minded people: children!"
Components of the CAL System
The experiment setup, as illustrated in Figure 1 , consisted of the following components:
Balance. The participants' assignment was to explore the concept of balance (i.e., the moment of force) using a balance (see Figure 2 ). Children received a wooden balance with four pots: two red pots and two yellow pots. The color of the pots represented their weight; red was heavier than yellow. Two wooden blocks could be placed under the balance to prevent the balance from tilting when placing or removing the pots. When children had finished placing the pots on the balance, they could remove the wooden blocks and observe whether the balance tilted to the left, to the right, or remained horizontal.
Tablet. Children in both conditions used a Google Nexus 10 tablet, as shown in Figure 3 . This tablet was used to display the assignments using pictures and text and was used as input for the system. Children could indicate that they wanted extra help or continue to the next assignment by pressing one of two buttons on the tablet: a question mark for help and a green arrow to continue. When children pressed the question mark, the CAL system generated a more elaborate explanation depending on the current phase of the learning task.
Wireless speaker. A small (approximately 10 × 10 × 3 cm) wireless Philips BT2500B Bluetooth speaker was used as audio output for the CAL system. An identical speaker was used in both conditions to ensure uniform audio quality. In the baseline no-robot condition, the speaker was placed on the table. In the robot condition, the speaker was attached to the back of the robot.
Social Robot. Participants in the robot condition worked with the humanoid R25 Robokind robot "Zeno" (see Figure 4 ). This robot is specifically suitable for simulating human facial expressions such as amazement and happiness. The identical audio recordings for the spoken assignments, feedback, and questions, as used in the baseline CAL system, were now delivered by the robot. To rule out any influence of sound quality, the wireless speaker was attached to the back of the robot, replacing its built-in speaker. The robot displayed lip-synchronization movements in alignment with the prerecorded speech, making it appear as if the robot is speaking. As described above, the robot displayed several behaviors during the interactions (facial expressions, interactive gaze, and lifelike behaviors). The robot's behaviors were specified using Behavior Markup Language (BML) [Kopp et al. 2006 ], which was parsed and executed by AsapRealizer [Reidsma and van Welbergen 2013] . BML behaviors were generated at appropriate times during the interaction by the system's dialogue engine.
Inquiry Learning Assignments with the Balance
The children received four consecutive assignments. These assignments started easy and became more difficult as children progressed through the tasks. In the first assignment, children used two pots of the same weight and placed them at the same distance from the pivot point on both sides, resulting in the balance staying horizontal. In the second assignment, children used two pots of the same weight, but the distance to the pivot point was varied. As a result, the balance tilted to one side. In the third assignment, the weight of the pots was varied, but the distance to the pivot point was equal on both sides. The result was that the balance tilted to either one of the sides. In the final assignment, both the weight of the pots and the distance to the pivot point were varied. The result was that the balance remained horizontal.
In every assignment, children followed simplified steps of the inquiry cycle: prepare, predict, experiment, observe, and conclude. In the prepare phase, children placed the pots on the balance, according to the assignment as was displayed on the tablet. In the predict phase, children were asked by the system to verbally state their hypothesis about what would happen to the balance if the wooden blocks, which prevented the balance from tilting, were removed. In the experiment phase, children removed the wooden blocks. In the observe phase, children were asked by the system to tell what happened to the balance (tilted left, tilted right, or remained horizontal). In the conclude phase, the system asked the children to explain why they thought the balance was in this position.
Dialogue Engine
In both conditions, the CAL system was controlled by a dialogue engine running on a laptop, hidden out of view of the children. This central dialogue engine module was responsible for managing all aspects of the inquiry learning task: (1) monitoring the progression of the child in the task, (2) transitioning between the phases of the task, (3) generating images, buttons, and text to be displayed on the tablet, and (4) playing the audio files (prerecorded speech) through the wireless speaker. The dialogue engine was constructed as a Finite State Machine (FSM) that modelled the interaction of the child with the learning materials as a collection of states, input events, transitions, and outputs.
States.
Inquiry phases of the learning process of the child were represented as collections of states in the FSM. For example, at the start of each task, in the prepare phase, children had to place weighted pots on specific pins (e.g., a yellow pot on pin 1 and a red pot on pin 5) and wooden blocks under either side of the balance. The wooden blocks prevented the balance from tipping over and had to remain in place until the experiment phase. The FSM used four states to model the preparation phase, as shown in Figure 5: (1) the initial state containing the basic assignment instructions, (2) a help state for when the child requests or needs (i.e., when they remain idle) additional help, (3) an error state for when the wooden blocks are removed prematurely, and (4) a success state for when the pots are placed correctly.
Events and transitions.
The FSM would transition between individual states based on certain input events. Transitions between states were triggered based on the following input events: (i) the child manipulates the physical learning materials (i.e., placing/removing the weighted pots and placing/removing the wooden blocks), (ii) the child presses buttons on the tablet (i.e., pressing the help button and pressing the continue button), (iii) speech activity levels (specifically, state transitions were only triggered on an end of speech signal, not on speech content), and (iv) a system timer expires (i.e., the child remains idle for a certain duration, between 10 and 60 s, depending on the phase of the task). These transition triggers were chosen in this way because they do not require complex sensing by the system and are in principle feasible to detect automatically. Figure 5 shows the following events and state transitions: (a) The system transitions to the success state when the pots are placed correctly according to the task; (b) the system transitions to the help state when the child uses the wrong pots, places pots on incorrect locations, presses the help button, or when the system timer expires; (c) the system transitions to an error state when the child prematurely removes the wooden blocks from under the balance; and (d) the system transitions to the help state when the child corrects an error (i.e., by placing the blocks back under the balance).
System outputs.
The system generated an output when transitioning into a state, as a response to the child's actions. The system used the following outputs: (1) updating the interface of the tablet (i.e., showing/hiding image, text, and buttons) and (2) making a verbal utterance (i.e., reading the instructions aloud and offering feedback or encouragement). For example, during the prepare phase the system would offer the following outputs: (1) When transitioning to the initial state, the system would generate an assignment and would display an image, a help button, and a brief textual instruction on the tablet, which would be read out loud (e.g., "You can start by placing a red pot on pin 2 and a red pot on pin 5."); (2) when transitioning to the help state, the system would display more elaborate textual instructions on the tablet and read them out loud to the child (e.g., "The goal is to find out what happens when you put two pots on the balance beam. Before starting with the experiment, you have to have everything ready. Let's begin by putting a red pot on pin 2 and a red pot on pin five."); (3) when transitioning to the error state, the system would offer a textual and verbal reminder to the child to keep the wooden blocks underneath the balance during the preparation phase (e.g., "Hang on, we shouldn't remove the blocks yet. Let's put them back under the balance beam."); and, finally, (4) when transitioning to the success state, the system would display the continue button and would offer verbal encouragement (e.g., "Well done!"). Appendix A gives a comprehensive overview of the system utterances in all phases and states.
In later prototypes of our system, the dialogue engine was capable of automatically incorporating input from the child's tablet (i.e., button presses), external sensors (e.g., to measure the state of the learning materials [Davison et al. 2016] ), and perception modules (e.g., voice activity detection ). Based on such inputs, the dialogue engine enabled the CAL system to follow the child's actions in the learning task and respond appropriately. However, in the prototype reported in this article we used a Wizard of Oz approach to simulate several sensors and perception modules.
Wizard of Oz
We opted for a Wizard of Oz (WoZ) approach to provide input to the system regarding the child's actions in the task. Using this approach a researcher simulated certain sensor values according to a predefined protocol. The simulated sensor values were input into the CAL system's dialogue engine, which then automatically triggered any applicable state transitions and system responses based on its FSM models.
The WoZ protocol was constructed during early pilot tests and was intended to cover the core interaction and common edge cases [Wijnen et al. 2015] . The full WoZ protocol for both conditions is included in Appendix A. The protocol is identical for the baseline no-robot condition and the robot condition. Table 1 shows a representative transcript of a children working on a task from both conditions. During the pilot tests the robustness of the protocol was validated by asking a non-Dutch speaking researcher (who did not understand the content of the childrens' speech) to wizard sessions of Dutch children. As part of the core interaction the wizard would simulate the following sensor data:
(1) Have the weighted pots been removed or are they placed on correct/incorrect locations according to the task? (2) Are the wooden blocks removed or are they placed underneath the balance?
(3) In the hypothesise, observe, and conclude phases: Has the child stopped speaking for 2 seconds?
Additionally, our dialogue engine would keep track of the time that children remained idle in the task (meaning that they did not speak, press buttons, or manipulate the learning materials). After a fixed timer duration had elapsed, the "trigger a timer event" button on the WoZ control interface would light up. Following the protocol, the wizard would press this button only if the child was actually idle but would ignore the button if the child was actively working on the task. 1 Furthermore, in rare cases the child would turn toward the researcher for assistance or would very explicitly ask the system (verbally) what they had to do. In these cases, following the protocol, the wizard would manually trigger a transition to the help state by pressing the "offer additional help" button. 2 Finally, in the conclude phase of the task, the system would ask the child, "Can you explain why the balance is like this?" Most of the time the child would offer an explanation and the wizard would indicate when they stopped talking. Regardless of the actual content of their explanation, the system's default response was "That's very interesting!" However, on occasion children would simply answer either "No" or "I don't know." In these two situations, the system's default response would be inappropriate. Therefore, according to the protocol, the wizard could select the option "conclusion unkown," enabling the system to respond with "OK," after which the task would continue as usual. 3 This was the only situation where the wizard had to interpret the content of the child's speech. 1 The trigger a timer event button was pressed a total of 10 times by the WoZ during our study. 2 The offer additional help button was pressed a total of 1 time by the WoZ during our study. 3 The conclusion unknown button was pressed a total of 36 times by the WoZ during our study. System: "Great!" Robot: "Great!"
Observe phase System: "What happened to the balance?" Robot: "What happened to the balance?" Child: "6 went down and 2 went up" Child: "It went to the right because it is further away" WoZ: Waits for child to finish speaking for two seconds, then presses button [observation given] WoZ: Waits for child to finish speaking for two seconds, then presses button [observation given] System: "That's interesting!" Robot: "That's interesting!"
Conclude phase
System: "Can you explain why the balance is like this?"
Robot: "Can you explain why the balance is like this?"
Child: "Because... ehmm well first they were on the same pins and now one [pot] is on the other and the balance goes... ehh... goes a bit down and then the pot, I think, goes down automatically"
Child: "Because at two it is less far from the thing [midpoint] for example... and at 4... the pot that is on pin 6 is much further away" WoZ: Waits for child to finish speaking for two seconds, then presses button [conclusion given] WoZ: Waits for child to finish speaking for two seconds, then presses button [conclusion given] System: "That is very interesting!" Robot: "That is very interesting!"
The dialogue engine's FSM models, the system's utterances, and the WoZ protocols were identical in both conditions.
Exit Interview
After children had completed the experiment, we conducted semi-structured exit interviews. These provided us with an indication whether children perceived the robot as more social compared to the baseline CAL system. In the baseline no-robot condition, from the children's perspective, the CAL system was represented by the tablet. Therefore, during the interviews in the no-robot condition, we referred to the tablet when asking about their experience. The following questions were used in both conditions:
(1) Did you enjoy it? This was asked as a warm-up question for the children to become accustomed to the interview process.
(2) What did you like most? This was the second warm-up question. This question was asked to trigger children to recall the activity. We expected that the most prevalent event from their experience would be mentioned here. In the robot condition the following additional questions were asked specifically about the robot:
(7) Did the robot help you or did you help the robot? This question was asked to see how children related to the robot in context of the task. give him a "human" or "device" age. This could indicate how they perceived the robot.
Additionally, children in the baseline no-robot condition were given the opportunity to also do one additional assignment with the robot, after fully completing the experiment and interview. These children were then asked to compare their experience with the robot and the tablet:
(7) What do you think is better? With the tablet or with the robot? This question was asked to see which device the children preferred in the context of this task.
Picture Task
A picture selection task was used as a second measure to gain insight into how the CAL system and the robot were perceived by the children. Children were asked to select a picture from a given set that they thought did or did not fit to the CAL system or the robot. In the no-robot condition, from the children's perspective, the CAL system was represented by the tablet. Therefore, during the picture task we referred to the tablet when asking them to make a comparison. When starting the picture selection task a set of images were presented on the table. The images are shown in Figure 6 . Children first received a picture of either the tablet or the robot. They were then asked to select a picture that, according to them, best fitted with the tablet/robot and explain why they chose that specific picture. This was repeated for a second picture. Then children were asked to pick a picture that, according to them, did not fit with the tablet/robot and explain why they chose that picture. This was also repeated for a second picture. The picture task was embedded in the exit interview and was introduced after children had answered question six. When children finished the picture task the experimenter continued the interview with question seven.
The exit interviews, including the picture task, were video-recorded. The answers children gave were first transcribed. Then, the data were structured according to categories that emerged from the data. Analysis of the categories gave insights in the responses children gave per question in the two conditions and an overview of the responses children gave during the picture task per condition. Three researchers coded these answers. An overview of the responses is presented in Section 4.4.
Annotation of Children's Speech
Every session was video-recorded from two angles to capture the full interaction scene. In addition, our dialogue system automatically collected log data that contained all input from the Wizard of Oz tablet and from the tablet used by the children and every output action from the CAL system. The log data were used to automatically annotate the videos, using the language archive program ELAN. 4 The videos were then further manually annotated on two levels. The first level was child speech (annotated manually for inquiry phases predict, observe, and conclude) and contained two labels: verbalization and fillers. Verbalization was used when children provided verbal explanations and was used directly to assess the duration of verbalization. Fillers was used when children voiced utterances such as "ehmm . . . ," which indicated that they wanted to say something. Fillers were only annotated when they occurred at the start of an utterance, preparatory to the child providing their actual explanation. We separated preparatory fillers from verbalization, because we were primarily interested in measuring the length of the actual explanation.
The second level was system speech and contained three labels: giving explanation, asking question, and waiting for response. System speech was annotated automatically based on generated log files from the CAL system. Giving explanation was used when the CAL system gave an explanation or a verbal response to the child (e.g., stating the assignments, offering more elaborate help, or giving encouragement). Asking question was used when the system stated a question and was also annotated automatically (e.g., asking for a hypothesis, observation, or conclusion). Waiting for response was used when the system had stated a question and was waiting for a response from the child. The annotations were converted to numerical data and analyzed using the statistical analysis program (R) [R Development Core Team 2008] . 
Content Coding: Children's Explanations
To gain a better understanding of the quality and thoroughness of children's explanations, we coded the content of their explanations on two levels: (1) breadth-how many different things do they talk about and (2) depth-how often they relate these things together.
First, to analyze the breadth of each explanation we investigated the number of facets that were mentioned. Using a grounded theory approach, we derived a coding scheme consisting of nine codes (the facets) through axial coding:
Balance position Used when a child explicitly made a remark about the current position of the balance. For example, "this side went down" or "it is in balance." Weight of pots Used when a child explicitly mentioned the (relative) weight of the pots. For example, "this pot is just as heavy as that one" or "there is more in this pot than in that one." Distance of pots Used when the child explicitly mentioned the (relative) distance of the pots to the pivot point. For example, "their distance is the same" or "this one is all the way to the end." Position of pots Used when a child explicitly mentioned the (absolute) position of the pots on the balance. Note: This is different from mentioning the distance from the pivot point. For example, "this pot is on pin 1 and this one is on pin 4" or "the red one is here and the yellow one is there." Example/counter example Used when the child gave a (counter)example to clarify his/her explanation. For example, "the balance has now tilted to the right, but if this pot were here it would remain in balance." Naive weight Used when the child explicitly mentioned that one side of the balance was heavier, causing it to fall down. In this case, the child did not necessarily show understanding of all principles of the balance work but did show a naive understanding of the moment of force. For example, "the pots have equal weight but this side of the balance is heavier" or "this pot is heavier, but there is the same weight on both sides." Circular reasoning Used when a child explained the position of the balance without mentioning one of the variables (distance from the pivot point or weight of the pots). In other words, they were stating the obvious, without showing understanding of the underlying principles. For example, "the left side goes down because it is heavier" or "it is balanced because it weighs the same on both sides." As opposed to the "naive weight" code, a child using circular reasoning does not explicitly mention the weight or position of the pots on the balance in their explanation. Other Used when the child talked about something that could not be coded with one of the codes described above. No answer Used when a child did not know the answer or gave no explanation at all.
These nine codes covered all facets relevant to explaining the outcomes of our balance task. During content analysis, we coded whether a child talked about a specific facet during their explanation, not how long or what exactly they said about it. Consequently, each explanation was coded with respect to the facets that were mentioned in the explanation. In cases where children mentioned multiple facets in their explanation, this resulted in multiple codes. If a child repeated his/herself during an explanation, then multiple identical codes were used. For example, an explanation such as "The red pot is heavier than the yellow pot. So then the balance tipped to the right, because the red pot is heavier." would be coded "Weight of pots" twice, and "Balance position" once.
Following the above approach, researcher A annotated all data and researcher B independently annotated 20% of the data. A Cohen's K of 0.87 showed an excellent inter-rater agreement. Some confusion between annotators was found for codes distance of pots and position of pots. Closer examination of the coded fragments revealed an ambiguity in the wording of the coding scheme, which was consistently misinterpreted by researcher B. Correction of this ambiguity resulted in an updated Cohen's K of 0.92, which indicates that the above collection of codes are a viable method for reliably coding and interpreting the content of children's explanations.
Second, to analyze the depth of each explanation we coded the number of logical associations that were explicitly mentioned by the child connecting those facets. Explanations that incorporate such associations (or inferences) seem to enhance students' knowledge [Ploetzner et al. 1999] and are important characteristics of scientific explaining [Kuhn and Reiser 2005] . Explicitly mentioning associations between facets may illustrate an understanding of the presence (or absence) of a relationship that may exist between the facets.
We annotated the use of logical deductive phrases to code whether an explicit association was drawn between facets of an explanation. Specifically, phrases that are causal, oppositional, or conditional in nature. Examples of such phrases are as follows: "but," "although," "because," "that's why," "and so," "therefore," "that means that," "provided that," "otherwise," and so on. On the one hand, an example of a shallow explanation could be "The balance is horizontal. The red pot is heavy and is placed on pin four. The yellow pot is light and is placed on pin one." Although this example covers three relevant facets, namely [Balance position], [Weight of pots], and [Position of pots], it does not explicitly illustrate a deeper level of understanding with regard to the logical relations that exist between the facets. On the other hand, a much deeper explanation using the same three facets could be "Although the red pot is heavy, it is placed on pin four. The yellow pot is light and is therefore placed on pin one. That's why the balance is horizontal." This phrase explicitly draws logical associations between the mentioned facets with the keywords "although," "therefore," and "that's why." For this example, we would annotate three associations.
Procedure
Prior to the experiment, ethical approval was granted by the ethical boards of the Behavioural, Management and Social sciences (BMS) and the Electrical Engineering, Mathematics and Computer Science (EEMCS) faculties of the University of Twente. Permission forms were distributed to the children's parents through the school's regular communication channels. Sessions took place in a separate room in the school during regular school hours. The children first received an introduction by the experimenter, which took approximately 5 minutes. In the robot condition, the experimenter first introduced the Zeno robot and its background story. In both conditions the experimenter told the children that they should provide their answers by talking out loud. The experimenter then showed how the pots were placed on the balance and explained the function of the two buttons on the tablet (the question mark and the green arrow). After this introduction the experimenter walked away and sat somewhere out of sight in the same room. The children then started with the first assignment. During the experiment, the experimenter served as Wizard of Oz controller. It took children approximately 20 minutes to complete all four assignments. Then the experimenter started the exit interview, including the picture task. Children from the baseline no-robot condition needed approximately 5 minutes to complete the interview and picture task. Children from the robot condition needed approximately 10 minutes.
To clarify how sessions went in practice we added two videos as supplementary materials to this publication. In the first video we highlight the setup and procedure of the experiment and the function of the Wizard of Oz. In the second video an actor reenacts a transcript of a representative session from each condition, to illustrate how real sessions with children went in practice. 
Participants
In total, 53 Dutch elementary school children participated in the study. Sessions that were incomplete or that contained missing data were removed, resulting in 46 sessions suitable for further analysis. The demographics for each condition are given in Table 2 . We recruited two composite classes (grades 1-2-3) from two different schools in the same city to participate in this study. Children from these classes were randomly assigned to either the baseline no-robot condition (n = 22) or the robot condition (n = 24).
RESULTS

Duration of Verbalization
Analysis for normality showed that the data for duration significantly deviated from a normal distribution in both conditions (Shapiro-Wilk p < 0.001). Therefore, Mann-Whitney U tests were used to determine the differences in duration between the two conditions. The response duration of the child was measured as the duration (in seconds) of their responses to questions stated by the system (minus any leading fillers like "Uuuhm"). The Mann-Whitney analysis showed that, overall, children verbalized for a significantly longer duration in the robot condition (M = 5.7, SD = 2.5) than in the baseline no-robot condition (M = 4.2, SD = 2.4), U = 172.00, z = −2.019, p = 0.043 (two-tailed).
In addition to the analysis of the overall results, we looked more in depth into the differences per inquiry phase (with Bonferroni correction: alpha = 0.0167). The Mann-Whitney U test showed no significant differences in the predict phase for duration (robot: M = 4.6, SD = 2.6, no-robot: M = 3.7, SD = 2.2), U = 194.00, z = −1.525, p = 0.127 (two-tailed). In the observe phase, the Mann-Whitney U test showed no significant difference between the baseline no-robot and the robot condition for the duration of the verbalization (robot: M = 5.5, SD = 3.4, no-robot: M = 3.4, SD = 1.8), U = 161.00, z = −2.270, p = 0.023 (two-tailed). In the conclude phase there was no significant difference between the conditions for duration (robot: M = 7.1, SD = 3.7, no-robot: M = 5.5, SD = 4.1): U = 186.00, z = −1.704, p = 0.088 (two-tailed).
These results show that children verbalized for a longer duration to the robot. From this we conclude that in this study questions asked by a social robot yielded longer verbalizations than those asked by a baseline CAL system.
Explanation Breadth
We carried out a content analysis of the children's verbalizations by annotating the various facets that the children addressed in their responses. A preliminary analysis of children's responses revealed that, in both conditions, the most elaborate explanations were given in the observe phase and conclude phase. We therefore focused our annotation on these two phases. In the predict phase children primarily stated their hypotheses, often without providing additional justification or explanation.
The results of the content analysis are shown in Figure 7 and summarized in Table 3 . A Mann-Whitney U test was used to investigate whether the differences between the number of codes in For each code, we report the mean and its standard deviation of the number of times that code was used during the annotation of each child. 
Baseline No-Robot condition Robot condition
Observe phase Child 1: "It's still the same [balanced]" Child 4: "The balance was the same, because the two pots have the same weight, so then the balance becomes like a scale."
Child 2: "It remains the same [balanced]" Child 5: "If you put one pot on 2 and the other on 5, then they are both in the middle, and if you then remove the blocks then the pots are balanced."
Child 3: "It stays the same [balanced]" Child 6: "They are the same weight"
For each condition, these examples reflect the three children who mentioned the most facets in their explanation in the first task. each condition was significantly different. First, for each child the aggregated number of codes was calculated over the whole session consisting of four assignments. We found that, overall, in the robot condition (M = 11.75, SD = 3.35) children mentioned more facets in their explanations than in the baseline no-robot condition (M = 9.64, SD = 2.63), U = 143.50, z = −2.675, p = 0.007 (twotailed). In the observe phase we found a significant difference (with Bonferroni correction alpha = 0.025) between the no-robot condition (M = 4.45, SD = 0.8) and the robot condition (M = 5.88, SD = 2.31), U = 157, z = −2.60, p = 0.009. We found no overall significant difference in the conclude phase, U = 186.00, z = −1.758, p = 0.079. When we explore Table 3 we see that the facets balance position, weight of pots, distance of pots and position of pots are the most often mentioned facets in both conditions. This is interesting, because these facets are crucial to mention if one wishes to fully explain the function of the balance.
These results indicate that the children not only verbalized longer but also mentioned more relevant facets in their explanations. From this, we conclude that when questions were delivered by a social robot, as opposed to a baseline CAL system, children were prone to give more detailed and relevant explanations.
Explanation Depth
To investigate the depth of the children's explanations we coded how often children drew logical associations between facets through the use of causal, oppositional, or conditional deductive phrases. Table 4 provides some examples of verbal utterances given by children in the observe phase for both conditions.
We annotated a total of 140 logical associations in the robot condition and a total of 79 in the baseline no-robot condition. Table 5 lists the details per condition and per phase. A Mann-Whitney U test showed a significant overall difference between conditions, U = 156, z = −2.364, p = 0.018 ACM Transactions on Human-Robot Interaction, Vol. 9, No. 1, Article 5. Publication date: December 2019.
Now
We're Talking: Learning by Explaining Your Reasoning to a Social Robot 5:19 (two-tailed). For explanations given in the observe phase, we found a significant difference between the robot condition and the baseline no-robot condition, U = 141, z = −3.026, p = 0.002 (two-tailed) (with Bonferroni correction alpha is 0.025). No significant difference was found in the conclude phase.
This indicates that children who interacted with the robot made more (explicit) logical associations between relevant facets compared to children who worked with the no-robot baseline condition.
Exit Interviews: Was the Robot Perceived as Social?
In the baseline no-robot condition, there were three sessions for which the log file data was not properly stored and therefore excluded in the analysis of the verbalization content and duration. Otherwise, these sessions were completed and were therefore included in the exit interview and picture task analysis resulting in the analysis of responses from 25 children in the baseline no-robot condition and 24 children in the robot condition.
The first two questions in the interview were warming-up questions and were asked primarily so the child could get used to the interview process. Responses to these two questions are reported as such and will not be further interpreted. To the first question, Did you enjoy it?, most children (44 of 49) answered that they enjoyed the experiment. To the second question, What did you like most?, children in both conditions reported that they enjoyed some part of the inquiry, such as "I enjoyed placing the pots on the balance." Some children also mentioned the interaction with the tablet/robot. For example, "I can just talk to the robot" or "that thing [tablet] talked to me, which was funny."
The third question, Can you tell me something about the robot/tablet?, was asked to see what children found most notable about the robot or tablet. Most children in the robot condition gave a response regarding the interactive behavior of the robot (10 of 24), for example, "he [the robot] can explain things to me." Furthermore, some children mentioned the embodiment of the robot (8 of 24). Children focused on two things: that the robot moved and the size of the robot. Interestingly, children did not mention the facial expressions that the robot displayed. Additionally, children in the robot condition mentioned the role of the robot in the task (6 of 24), for example, "the robot taught me a lot." In the baseline no-robot condition, children mostly talked about the interaction with the tablet (10 of 25). For example, "it was interesting that it could talk." Instead, children in the baseline condition mentioned the embodiment/design (5 of 25) of the tablet, for example, "there are some pictures here for if you don't quite understand."
To the fourth question, When you go home after school, what will you tell your parents/siblings about what you did here?, the responses of the children in both conditions were mostly related to the description of the task (baseline: 11 of 25, robot: 15 of 24), for example, "that I have worked with the balance." In the robot condition, the children also talked about the embodiment of the robot (7 of 24), for example, "I would tell that the robot could move and talk" or "that he is small and has a pleasant voice." In addition, again several children in the robot condition mentioned the interactive behavior of the robot (5 of 24), for example, "He [the robot] can talk." In the no-robot condition, only one child mentioned the embodiment of the tablet. Children were more focused on the interaction with the tablet (8 of 25). For example, "he [the tablet] talked to me and I didn't have to type, but I could just talk to it."
To the fifth question, Could the robot/tablet see what you were doing?, most children in the robot condition answered that they thought the robot could see them (19 of 24). In the no-robot condition, about half of the children said that the tablet could see them (12 of 25). We also asked why children thought the robot/tablet could (or could not) see them? In both conditions, responses were related either to some technical aspect, such as, "I think he (the robot) has a camera in his eyes" or the reactive behavior of either the tablet or robot, such as "if I put the blocks under the balance, the green arrow appeared." To the sixth question, Could the robot/tablet hear you?, most children in the robot condition thought that the robot was able to hear them (19 of 24). In the no-robot condition, 18 of 25 children thought that the tablet could hear them. When asked to explain their answers, most explanations were related to the responsive behavior of the system. However, occasionally children in both conditions also mentioned that it was some external factor that caused the robot/tablet to give a response, such as "you heard me and controlled the robot." In the robot condition some additional questions were asked. To the question Did the robot help you or did you help the robot?, the majority of children responded that he/she and the robot helped each other. To the question Do you think the robot is smart?, most children responded that they thought the robot was smart. To the question Do you like the robot?, almost all children answered "yes." To the question Do you think the robot likes you?, Almost all children answered "yes." To the last question, How old do you think the robot is?, 20 children gave the robot a "human age" between 5 and 12 years old, which is around the same age as most of the children. There were only 4 children who asked for clarification or responded in a way that indicated they were considering giving the robot a "device age," for example, "I think he is not so old. We didn't have robots yet in the year 2000."
In the baseline no-robot condition, children had the opportunity to do one assignment with the robot after they finished the experiment. When children chose to do this, we asked them: What do you think is better? With the tablet or with the robot? Eighteen of the 22 children indicated that they preferred the robot. In most cases, the children mentioned the appearance of the robot. For example, "he can move and he looks at you and he really says something!" There was only one child who said that he/she preferred working with only the tablet, although he/she did not explain why. Three children said they enjoyed working with both the robot and the baseline CAL system but did not elaborate on this.
Picture Task: Was the Robot Perceived as Social?
Children were asked to choose a first picture that best fitted with the robot/tablet and explain their choice. They were then asked to choose a different second picture and explain their choice. Table 6 gives an overview of the pictures children chose in each condition.
In both conditions, the majority of children first selected the laptop as the best fit for the robot/tablet. However, there was some more variation in the selection of pictures in the robot condition compared to the no-robot condition. Interestingly, some children in the robot condition chose the picture of the children, while no one in the baseline no-robot condition did. Additionally, children were asked to select a first and then a second picture that did not fit with the tablet/robot. Children in the robot condition most often chose the picture of the car or the dog as a picture that did not fit with the robot, as shown in Table 7 . In the baseline no-robot condition most children chose the dog or the teddy bear as a picture that did not fit.
Children were asked to explain in their own words why they chose a specific picture. Their explanations were annotated on several labels that emerged from the data. Table 8 provides an overview of how often the answers were coded according to the annotation labels. These annotation labels were based on the topics children described in their explanations. Children in both conditions mainly focused on the technology or design of the robot/tablet when choosing a picture that did fit. For example, "The robot is controlled by a computer." Interestingly, children who worked with the robot also talked about the social characteristics of the robot. For example, "he [the robot] is friendly." Some of them talked about them teaching something to the system, indicating that they perceive the robot as being capable of learning. For example, "I am actually the teacher now." Similarly, when explaining why a picture did not fit, children in the robot condition mainly focused on describing the social characteristics of the robot, for example, "[the car] is similar to a robot, but it does not bring you company." In the baseline no-robot condition, children mainly focused on describing the tool/function of the tablet and its social characteristics.
DISCUSSION
In educational literature, several studies show that making your reasoning explicit by explaining something either to yourself or another person can contribute to deeper understanding and better learning [Chi et al. 1989; Coleman et al. 1997; Holmes 2007; Ploetzner et al. 1999] . Therefore, prompting children to engage in explanatory behavior is associated with better learning. The results of our study show that children verbalized for a longer duration to the robot. From this, we conclude that questions asked by a social robot yielded longer verbalizations than those asked by a baseline CAL system.
To gain a better insight in the content of children's verbalizations, we looked specifically at the breadth and depth of their explanations. First, regarding the explanation breadth, we found that children touched upon more relevant facets in the observe phase when explaining to the robot compared to the baseline no-robot CAL system. More specifically, children in the robot condition mentioned the facets weight of pots and distance of pots significantly more often. These facets are crucial for explaining the tilt of the balance and should therefore be included in a good explanation of the working of the balance. The majority of children who worked with the robot started explaining the working of the balance in the observe phase, without being prompted to do so, while we only occasionally saw this for children who worked with the baseline CAL system. We found that 15 of 24 (62.5%) children who worked with the robot gave at least once a more elaborate explanation than just an observation about the balance position. In the baseline CAL condition, this occurred for 8 of 22 (36.4%) children. This could indicate that children are more eager to explain to the robot how the balance works compared to explaining to the baseline CAL system. Second, regarding the explanation depth, we found that children draw more logical associations between the various facets of their explanations in the observe phase, showing a deeper level of deductive reasoning. From this, we conclude that the CAL system extended with the robot is better able in motivating children to give more elaborate and detailed explanations, which, according to the literature, is an indication of deeper learning.
There are several possibilities that might help explain why the robot yielded such results. By adding the robot, several aspects were introduced that were not present in the baseline CAL condition. First, the robot is physically present. Second, the robot displayed facial expressions. Third, the robot displayed interactive gaze. Fourth, the robot displayed lifelike behaviors such as blinking its eyes and moving its mouth appearing as if he was speaking. Last, the robot was introduced with a background story. Each of these factors might motivate children to provide more elaborate explanations.
For example, Leyzberg et al. [2012] found that the physical presence and embodiment of robots help improve cognitive learning gains during tutoring and Ramachandran et al. [2018] found a positive effect of a physically embodied social robot on thinking aloud behavior in children. Furthermore, Zaga et al. [2017] found that social gaze movements increase children's perception of animacy and likeablility. In addition, a robot that displays both social gaze and deictic gaze (which the robot in this study did) is perceived as more helpful and this might engage learners more. Furthermore, Powers et al. [2005] found that the way a robot is introduced (e.g., background story) impacts the way participants verbalize and explain concepts. Finally, facial expressions are known to impact how people perceive a robot and these facial expressions can complement or enhance an agents message [Breazeal 2003 ].
Although we cannot draw grounded conclusions about which of these factors contribute to the observed effect, we did conduct exit interviews to gain insight in whether the children perceived the robot as more social. To gain insight in what children found most notable about either the robot or the tablet, we asked them whether they could tell something about the robot/tablet. In their answers, children from both conditions talked most about the interaction with the robot/tablet. However, slightly more children in the robot condition talked about the embodiment of the robot (8 of 24) than children in the tablet condition (5 of 25). In the robot condition, they hereby focused on two things: that the robot moved and the size of the robot. Interestingly, children did not mention the facial expressions the robot displayed. In addition, we asked children what they would tell other people (in this case, their parents) about the experiment. In the robot condition, children again mentioned the embodiment of the robot (7 of 24) more often than children in baseline condi-tion (1 of 25). Children mentioned the fact that the robot could move, but they also mentioned the voice of the robot (5 of 24), which they perceived as pleasant and similar to a children's voice. In the tablet condition, none of the children mentioned the voice, although this was the same voice as the robot. In addition to the exit interview, we conducted a picture task. Interestingly, 20.8% of the children who worked with the robot chose the picture with the friends as a first picture and 21.7% as a second picture that did fit the robot. None of the children in the baseline condition chose this picture to fit the tablet. This seems to indicate that some children associate the robot with friends, while none of the children associate the tablet with friends. When explaining why they chose a specific picture (either that fit or that did not fit) children in the robot condition mentioned the social characteristics more often than children in the no-robot baseline condition.
As mentioned above, we cannot draw grounded conclusions about what factors explain our findings, but the exit interview and picture task seem to indicate that children perceive both systems as somewhat social. Children in the robot condition focused more often on the embodiment of the robot where they noticed that the robot moved, the size of the robot, and its voice. Also, children seem to associate the robot more often with "friends" than the tablet and focused on the social characteristics more often when choosing a picture.
Although it might be interesting from a theoretical perspective to disentangle the contribution of each of these factors, this is difficult in a real-life study, since an anthropomorphic robot that does not move or display (friendly) facial expressions might be perceived as unnatural or even scary. It seems, however, that a robot that has such a collection of aspects motivates children to provide more elaborate explanations, which is an indication of a better understanding of the learning content.
LIMITATIONS AND FUTURE WORK
Although we conducted this study as thoroughly as possible, there are some limitations to the results presented here.
First, in our analysis of the logical associations between facets mentioned in the children's explanations (i.e., the depth of their explanations), we focused only on objectively observable explicit verbal associations. This limited us to draw conclusions regarding how children explicitly externalise their thoughts and reasoning processes. However, it may be that children also make such associations implicitly in their internal thought processes, without expressing this verbally to the CAL system. Second, regarding the interview, this study was done with Dutch-speaking children. In the Dutch language, it is common to refer to inanimate objects (such as the tablet) as "he" instead of "it." It is therefore difficult to interpret such responses from the children as a measure for their social reference toward the tablet or robot. This also applies to the introduction of the robot at the start of the session. Although we used the male pronoun, the robot was not strongly introduced as being male. From previous experience, we know that most children see this particular robot as male, even when it is introduced in a fully gender-neutral way .
Third, the children were interviewed by the experimenter directly after the session. It is likely that children saw the experimenter as someone with a higher social status and were therefore inclined to give socially desirable answers. This could explain the high number of positive answers to the warm-up question: Did you enjoy it? In future research, we aim to explore additional aspects of interactive learning where the social nature of a robot may make a valuable contribution to the learning process. To make more definitive statements about the perceived social nature of the system, it is important to improve the sensitivity and validity of the measurement tools. Developing such tools specifically for young children demands an iterative approach. This article described the first iteration in the development of such a tool, consisting of a semi-structured interview and accompanying picture selection task. Since then, based on the insights from this first iteration, a second iteration of the tool has been designed and validated to measure perceived social competence of a robot, as described in Charisi et al. [2017] .
CONCLUSION
We conducted a study in which children carried out an inquiry learning task with either a baseline CAL system or a CAL system extended with a social robot. Children were asked to verbalize their hypotheses, observations, and conclusions out loud to the system. The main research question was What are the effects on the explanatory behavior of children when extending a baseline CAL system with a social robot to deliver the system's feedback and questions? Our expectation was that a robot would be more effective in eliciting verbalizations, because it is more intuitive to explain something to a social partner and the robot is a "social" entity. Results show that:
• Children verbalized longer when they explained to a robot compared to a baseline CAL system • Children who worked with the robot touched upon more relevant facets (explanation breadth) • Children who worked with the robot made more logical associations between the relevant facets in their explanations (explanation depth)
These results show that extending a CAL system with a social robot can have a positive effect on children's explanatory behavior and might therefore have potential for influencing children's learning behavior in new and positive ways.
APPENDIX A WIZARD OF OZ PROTOCOL FOR BOTH CONDITIONS Preparation Phase
Initiate state → System speech: "You can start by placing a red pot on pin 2 and a red pot on pin 5."
Response options:
(1) Child removes blocks → Wizard presses button: "Blocks removed" → System goes to error state → System speech: "Hang on, we shouldn't remove the blocks yet. Let's put them back under the balance beam." (2) Child does nothing → After the timer event has run out, the button "trigger a timer event"
appears. The Wizard can press this button (if child is indeed idle) → System goes to help state → System speech: "The goal is to find out what happens when you put two pots on the balance beam. Before starting with the experiment, you have to have everything ready. Let's begin by putting a red pot on pin 2 and a red pot on pin 5." (3) Child asks researcher or system verbally for help → Wizard presses button "offer additional help" → System goes to help state → System speech: same as (2). (4) Child places pots incorrectly → Wizard presses button: "Pots placed incorrectly" → System goes to initial state → System speech: repeat assignment. (5) Child places pots correctly → Wizard presses button: "Pots placed correctly" → System goes to success state (green continue button appears on the child's tablet) → System speech: "Good job!"
Predict Phase
Initiate state → System speech: "In a few moments you can remove the wooden blocks. But first, can you say what you think will happen to the balance beam after you take the blocks away?"
