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Abstract
The aim of this research is to investigate the use of a divide-and-conquer approach for solving
continuous large-scale global optimization problems using evolutionary methods. The curse
of dimensionality is a major hindrance to the efficient optimization of large-scale problems.
Problem decomposition is an intuitive way of improving the scalability of optimization algo-
rithms. However, the black-box nature of many real-world problems makes problem decom-
position a difficult task due to the unknown interdependence pattern of the input variables. A
good decomposition is one that minimizes the interdependence of the identified subproblems.
In this thesis, we propose a differential grouping algorithm which is mathematically derived
from the definition of partial separability, and is used to automatically identify independent
components of black-box optimization problems with high accuracy. The subproblems formed
by differential grouping are then optimized in a round-robin fashion using cooperative co-
evolution. The advent of differential grouping makes it possible to estimate the contribution
of individual components of a problem towards improving the overall solution quality. This
is a precursor to the development of a contribution-based cooperative co-evolution that uses
the estimated contribution information to allocate computational resources to components
with a dominant effect on the overall solution quality. The existing large-scale benchmark
problems confirm the efficacy of both contribution-based cooperative co-evolution as well as
differential grouping. However, the shortcomings of existing benchmark problems limit the
depth of our investigations on the proposed algorithms. To fill this gap, a set of challenging
large-scale problems is proposed for analyzing the reliability and robustness of differential
grouping and the contribution-based framework. In the light of the findings based on the
new benchmark suite, a parameter-free differential grouping is proposed that outperforms
its predecessor on the new and the old benchmark suites. An improved contribution-based
framework with a better exploration/exploitation balance is also proposed that outperforms
state-of-the-art algorithms on the new large-scale benchmark problems.
Chapter 1
Introduction
1.1 Motivation
Optimization problems in science and engineering are often very complex, and solutions
cannot be readily found with a direct approach. As a result, it is imperative to investigate
ways of simplifying a given complex problem. The number of decision variables is a major
contributing factor to the complexity of an optimization problem [Weise et al., 2012]. There
are many real-world problems that exhibit such large-scale properties [Dolan et al., 2004;
Lucasius and Kateman, 1991; Sleesongsom et al., 2013; Zhang et al., 2008; Teng et al., 2010],
and the number of such large-scale optimization problems will continue to grow as we advance
in science and engineering.
Several factors make large-scale problems exceedingly difficult [Weise et al., 2012]. Firstly,
the search space of a problem grows exponentially as the number of decision variables in-
creases. For example, in a binary optimization problem, when the problem size increases
from 10 to 20, the size of the solution space increases from 210 = 1024 to 220 = 1048576.
Secondly, the properties of the search space may change as the number of dimensions in-
creases. For example, the Rosenbrock function is a unimodal function in two dimensions,
but it turns into a multi-modal function when the number of dimensions increases [Shang
and Qiu, 2006]. This function is a well-known test function in numerical optimization and
is characterized by its parabolic narrow valley where its global optimum resides. Thirdly,
the evaluation of large-scale problems is usually expensive. This is often the case in many
real-world problems such as gas turbine stator blades [Hasenja¨ger et al., 2005], multidis-
ciplinary design optimization [Sobieszczanski-Sobieski and Haftka, 1997], and target-shape
design optimization [Olhofer et al., 2001].
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Another factor that contributes to the difficulty of large-scale problems is the interaction
between variables. Two variables interact if they cannot be optimized independently to find
the global optimum of an objective function. For example, in the function f(x) = 2x21 +5x
2
2,
the global optimum of each variable can be found independently from the other variable.
However, in the function g(x) = 2x21+3x1x2+5x
2
2, the term 3x1x2 causes variable interaction,
in which case the value taken by one variable affects the ability of an optimizer to find
the global optimum of the other variable. Variable interaction is commonly referred to as
nonseparability in continuous optimization literature. In genetic algorithms literature, this
phenomenon is commonly known as epistasis or gene interaction [Davidor; Chen et al., 2007].
In an extreme case where there is no interaction between any pair of the decision variables, a
large-scale problem can be solved by optimizing each of the decision variables independently.
The other extreme is when all the decision variables interact with each other and all of them
should be optimized together. However, most real-world problems fall in between these two
extreme cases [Toint, 1983]. In such problems, usually a subset of the decision variables
interact with each other, forming several clusters of interacting variables.
There are a number of approaches for solving large-scale problems such as dimensionality
reduction [Jolliffe, 2002; Scho¨lkopf et al., 1998] and function approximation techniques [Timan,
1994]. Another widely used approach is to decompose a large-scale problem into a set of
smaller and simpler subproblems which are more manageable and easier to solve. Once
such a decomposition is realized, the whole problem can be solved by separately optimiz-
ing the individual subproblems. This so-called “divide-and-conquer” strategy can be traced
back to Rene´ Descartes’ famous book A Discourse on Method [Descartes, 1956] where he
recommends:
“ ... [the division of] each of the difficulties under examination into as many parts
as possible, and as might be necessary for its adequate solution.”
Similarly, Immanuel Kant in Perpetual Peace [Kant, 1983] lists “divide et impera” as the
third political maxim, which in modern politics and sociology is referred to as “divide and
rule” [Bohman and Lutz-Bachmann, 1997].
The effectiveness of problem decomposition has been established in many classical opti-
mization methods [Griewank and Toint, 1982b; Dantzig and Wolfe, 1960; Bertsekas, 1995]. A
major challenge in using a divide-and-conquer approach for large-scale function optimization
lies in finding an efficient decomposition. The effectiveness of a decomposition is determined
by how well it captures the underlying interaction structure of the decision variables in an
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objective function. Purely from a variable interaction point of view, an ideal decomposition is
one in which the interaction between its subcomponents is zero. Such an optimal decomposi-
tion ensures that independent optimization of the subcomponents is equivalent to optimizing
the overall decision vector. Finding an optimal decomposition is often straightforward if the
algebraic form of the objective function is known. However, in black-box optimization, the
algebraic form of the objective function is unknown, which makes problem decomposition a
challenging task. Simulation optimization [Amaran et al., 2014] refers to a class of optimiza-
tion problems that are black-box by nature, and common in many fields such as engineering,
medicine, biology, manufacturing, and transpiration [Amaran et al., 2014; Tayarani-N et al.,
2015]. Devising an automatic decomposition method to find the underlying interaction struc-
ture of the decision variables of a black-box optimization problem is one of the focuses of
this study, which will be explained later.
In addition to problem decomposition, another challenge in dealing with black-box opti-
mization problems is the inapplicability of gradient-based mathematical programming meth-
ods such as the Quasi-Newton method and the conjugate gradient methods [Nocedal and
Wright, 2006]. Derivative-free optimization algorithms [Conn et al., 2009; Rios and Sahini-
dis, 2012] are specifically designed for solving black-box optimization problems. These al-
gorithms are based on a wide range of heuristics and sampling techniques that are used to
search the solution space. One class of derivative-free optimizers are Evolutionary Algorithms
(EAs) [Goldberg, 1989; Ba¨ck, 1996; Ba¨ck et al., 1997] which are based on Darwin’s theory of
evolution, which in turn is centred around the idea of “natural selection” [Darwin, 1859] or
the “survival of the fittest” [Spencer, 1864]. Most EAs maintain a population of individuals,
where each individual is a candidate solution to a given problem. The core mechanism of an
EA is to evolve a population of randomly generated individuals in a systematic way in order
to create new individuals which are fitter than the previous individuals.
Evolutionary algorithms are particularly suitable for global optimization. Most of the tra-
ditional mathematical optimization methods are local optimizers. These methods mostly con-
verge to a local optimum or a saddle point on multi-modal functions [Fogel, 1997]. Schwefel
[1993] has empirically shown that EAs perform better than classical methods on multi-modal
functions. Moreover, classical methods may obtain incorrect solutions on convex problems
with non-linear constraints. Conversely, evolutionary algorithms can accommodate arbitrary
constraints [Michalewicz, 1996]. However, like any other optimization algorithm, the curse
of dimensionality [Bellman, 1957] is a major hindrance to the efficient application of evo-
lutionary algorithms to large-scale optimization problems. Rapid growth in the size of the
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search space makes it exceedingly difficult to find the global optimum by sampling/searching
the entire space. Problem decomposition is a promising method to scale up derivative-free
algorithms for large-scale optimization.
Problem decomposition can be performed either explicitly or implicitly. Some algorithms,
such as estimation of distribution algorithms (EDAs) [Mu¨hlenbein and Paass, 1996; Pelikan
and Goldberg, 1999; Pelikan et al., 2002a;b; 2001], perform an implicit decomposition of the
problem by approximating a set of joint probability distributions to represent each interaction
group. Cooperative co-evolution (CC), originally proposed by Potter and De Jong [1994],
introduced explicit problem decomposition into evolutionary algorithms. CC has gained
popularity in recent years, especially in the context of large-scale optimization [Chen et al.,
2011; Li and Yao, 2012a; Liu et al., 2001; Omidvar et al., 2010a;b; Yang et al., 2008a;c]. Liu
et al. [2001] showed empirical evidence that a CC framework can be an effective way of solving
large-scale continuous optimization problems. In a recent study, Michalewicz [2012] suggested
that cooperative co-evolution is a promising framework for solving complex, real-world, multi-
silo problems. The CC framework is advantageous for two major reasons. Firstly, it can
potentially exploit the modular nature of a problem by optimizing various subcomponents
separately. Secondly, if some of the subcomponents interact, CC’s collaborative scheme for
evaluating the potential solutions allows information sharing between subcomponents.
In this thesis, we employ a cooperative co-evolutionary framework with automatic de-
composition to tackle large-scale global optimization problems. Despite the popularity of
cooperative co-evolution for large-scale optimization, the following gaps remain:
• Problem decomposition: Most decomposition algorithms rely on various heuristics
(rules of thumb) to identify interacting variables. These methods are often inaccu-
rate and have a very limited theoretical basis.
• Iterative optimization of subproblems: All co-evolutionary algorithms use a round-
robin policy to optimize the components of a problem. This is a conservative approach
which is oblivious to the role of individual components in improving the overall solution
quality. This can potentially waste a considerable amount of computational resources.
In this study, we strive to address the above issues. The specific research objectives are
described next.
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1.2 Research Objectives
1. To provide a theoretical foundation for identifying interacting variables, and to propose
an algorithm to group the interacting variables with high accuracy in order to solve
continuous optimization problems with thousands of dimensions in a cooperative co-
evolutionary framework.
2. To show how the round-robin strategy of cooperative co-evolution can potentially waste
the limited computational resources, and to design an algorithm that optimizes the
subcomponents based on their contributions towards improving the overall objective
function value.
3. To propose several guidelines for designing and implementing large-scale continuous
benchmark functions that better characterize real-world problems, and to assess the
robustness of the proposed algorithms on these new benchmark problems.
4. To evaluate and improve the robustness of the proposed contribution-based cooperative
co-evolution on the newly proposed benchmarks.
5. To improve the efficiency and accuracy of the proposed automatic decomposition al-
gorithm in the light of the lessons that we learn from its performance on the new
benchmark problems.
1.3 Methodology
We employ a combination of analytical and empirical methods to achieve our objectives.
Mathematical formalism is used to address the variable interaction problem and to devise an
accurate decomposition algorithm. A set of standard large-scale global optimization bench-
mark functions with various interaction structure patterns are used to evaluate the perfor-
mance of the proposed algorithms. To evaluate the efficacy of decomposition algorithms, the
computational cost of forming the groups as well as the grouping accuracy are considered.
To evaluate the optimization performance, the final solution quality is used to compare the
proposed algorithms with several state-of-the-art algorithms. To ensure the statistical sig-
nificance of the results, nonparametric statistical tests are used to avoid making arbitrary
assumptions about the distribution of the experimental results.
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1.4 Contributions
This study makes both theoretical and practical contributions to the field of large-scale
global optimization. On a theoretical level, it formalizes the notation of variable interaction
for real-valued functions. On a practical level, it proposes a working framework for solving
continuous large-scale global optimization problems. In particular, the contributions are:
• the development of a theory to formalize the notation of variable interaction detection
in the context of continuous optimization;
• the development of a variable grouping algorithm, differential grouping, that can iden-
tify the variable interaction structure of continuous black-box optimization problems;
• the development of a parameter-free version of the differential grouping algorithm that
is more robust and accurate across a wider set of benchmark problems;
• the development of an improved cooperative co-evolutionary framework, contribution-
based cooperative co-evolution, for efficient optimization of imbalanced functions, i.e.,
functions whose components have unequal influence on the overall solution quality;
• the development of an improved contribution-based cooperative co-evolutionary frame-
work that maintains a better exploration/exploitation balance as compared to its pre-
vious versions;
• the development of a set of guidelines for designing and constructing modular and
extensible large-scale benchmark functions, especially for benchmarking decomposition-
based algorithm;
• the development of a set of metrics for measuring the variable grouping accuracy of
decomposition algorithms with respect to separability, interaction and the combination
of both; and
• the development of a new large-scale global optimization benchmark suite to charac-
terize a wider range of large-scale problems, and to motivate the development of new
algorithms for large-scale optimization.
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1.5 Overview of the Study
A major difficulty in using a cooperative co-evolutionary framework is the choice of a good
decomposition strategy. For an efficient optimization, the decomposition should reflect the
underlying interaction structure of the decision variables of the objective function. To achieve
this, we propose an automatic decomposition algorithm, differential grouping, that can dis-
cover the interacting variables with high accuracy (Chapter 4). We show mathematically
how such a decomposition algorithm can be derived from the definition of partial separabil-
ity. This formalism is captured in what we call the differential grouping theorem.
Another important consideration that greatly influences the overall optimization perfor-
mance in a CC framework is the allocation of available computational resources to various
subcomponents. In a classic CC, all subcomponents receive an equal share of the available
computational resources through the round-robin optimization of all subcomponents in each
cycle. In Chapter 5, we show that the round-robin strategy of CC can potentially waste a
considerable amount of the available resources on the so-called imbalanced functions. In this
context, the imbalance refers to the unequal contribution of different subcomponents to the
overall objective value. We will also show that in the presence of significant imbalance in
the contribution of subcomponents to the overall objective value, only a small number of
subcomponents have a dominant effect on the overall improvement of the objective value,
making the contribution of the other subcomponents negligible. In such situations, most of
the effort in optimizing the subcomponents which have a lower contribution is simply wasted.
To alleviate this issue, a contribution-based cooperative co-evolution (CBCC) is proposed in
which the subcomponents with a higher contribution to the overall objective value are given
a higher share of the available resources (Chapter 5). To the best of our knowledge, CBCC is
the first of its kind that does not use a round-robin strategy to optimize the subcomponents.
A major requirement of using CBCC is an accurate approximation of the contribution of each
subcomponent. Under the black-box optimization assumption, there is no direct access to
the actual contribution of individual subcomponents. However, given an ideal decomposition,
it is possible to approximate the contribution of a subcomponent by measuring the amount
of improvement that it makes on the overall objective value while all other subcomponents
are kept constant. Efficient decomposition methods such as differential grouping [Omidvar
et al., 2014a, Chapter 4] make it possible to accurately quantify the contribution of each
subcomponent.
Three major sources of complexity in many real-world problems are size, variable inter-
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action, and interdependence of the subcomponents of a problem. In Chapter 6, we propose
several major design features that need to be incorporated into large-scale optimization
benchmark suites in order to better resemble the features of real-world problems. Non-
uniform subcomponent sizes, imbalance between the contribution of various subcomponents
of a problem, and the interaction between subcomponents by means of overlapping subcom-
ponents are among these features. These features are designed with the aim of closing the
gap between the theory and practice of evolutionary techniques for solving large-scale con-
tinuous optimization problems. The general guidelines that are presented in Chapter 6 can
be used to design and construct various benchmark suites to meet different needs.
In Chapter 7, we analyze the performance of existing CBCC algorithms on the newly
proposed large-scale optimization benchmark suite. In this chapter, we show that over-
exploration and over-exploitation are two major sources of performance loss in the existing
CBCC variants. We also propose a new contribution-based algorithm that maintains a better
balance between exploration and exploitation, which is superior to its predecessors as well
as the standard CC.
In Chapter 8 an improved version of differential grouping is proposed which uses fewer
objective function evaluations to find the entire interaction structure matrix of the decision
variables, with a higher accuracy on both the existing large-scale benchmarks as well as the
newly proposed suite. This chapter also contains a theorem that proves the lower bound
for the total number of objective function evaluations needed to discover the interaction
structure matrix of the decision variables. Unlike the standard differential grouping, which
requires the user to specify a threshold parameter (ǫ), the improved differential grouping is
parameter-free and more robust than its parameterized counterpart.
1.6 Organization
The remainder of this thesis is organized as follows. The background material and important
definitions are presented in Chapter 2. A survey of the related literature is presented in
Chapter 3. In Chapter 4, the differential grouping algorithm is presented and tested on a
large-scale optimization suite. In Chapter 5, contribution-based cooperative co-evolution is
proposed and compared with a state-of-the-art large-scale optimization algorithm. Chapter 6
contains a set of guidelines for proposing benchmark suites for large-scale continuous opti-
mization. This chapter shows how the newly proposed benchmarks pose a major challenge to
the existing algorithms. In Chapter 7, an improved version of the contribution-based cooper-
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ative co-evolution algorithm is proposed, which maintains a better exploration/exploitation
balance. An improved version of the differential grouping algorithm is proposed in Chapter 8
that has a better efficiency and accuracy than the standard differential grouping algorithm
on the newly proposed large-scale benchmark suite. Finally, Chapter 9 concludes this thesis
with a summary of the major findings and future works.
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Background
This chapter contains the background material and important definitions that are used
throughout this thesis. Firstly, black-box optimization is formally defined. Secondly, the
key evolutionary computation methods that are used in this study are introduced. Then,
the divide-and-conquer strategy and variable interaction are explained. Finally, a typical
cooperative co-evolutionary framework is presented.
2.1 Black-Box Optimization
In science and engineering, a black box is a function or a system that transfers a set of inputs
to an output with an unknown or imprecise internal transferring mechanism. It is often
inevitable to encounter such black-box systems in many research and industrial fields [Amaran
et al., 2014; Tayarani-N et al., 2015]. For example, in cognitive science, the human mind can
be seen as a black box [Friedenberg and Silverman, 2006]1. In physics, a physical system
whose internal structure is unknown or too complicated to be fully understood may be
referred to as a black box. In the computing area, a program may have to be considered as a
black box if it is a closed-source program and the users have no access to its inner workings.
In artificial intelligence, heuristic algorithms such as artificial neural networks and random
search algorithms are often referred to as black boxes because their working mechanisms are
too complicated to be comprehensible.
Without loss of generality, a black-box optimization problem can be stated as follows:
1pp. 85–88, Mind as a Black Box: The Behaviorist Approach
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min f(x), (2.1)
subject to:
g(x) =




g1(x)
...
gk(x)




≤ 0, (2.2)
h(x) =




h1(x)
...
hl(x)




= 0, (2.3)
where x = (x1, . . . , xn) is a n-dimensional decision vector, and each xi (for i ∈ {1, . . . , n}) is
called a decision variable. The objective function f(x) is to be minimized2, g(x) is a vector of
k inequality constraints, and h(x) is a vector of l equality constraints. In the above problem,
at least one of the functions among the objective function f(x) and the set of constraints is
assumed to be black-box.
When tackling the above constrained black-box optimization problem represented by
Equations (2.1)-(2.3), the traditional method of Lagrangian multipliers is no longer applicable
since the gradient of the Lagrangian is needed. Concretely, the Lagrangian of the above
problem is:
L(x,λ,µ) = f(x) +
kX
i=1
µigi(x) +
lX
i=1
λihi(x) (2.4)
subject to:
∇xL(x,λ,µ) = ∇xf(x) +
kX
i=1
µi∇xgi(x) +
lX
i=1
λi∇xhi(x) = 0, (2.5)
µigi(x) = 0, µi ≥ 0 ∀i ∈ {1, · · · , k},λi ∈ R, gi(x) ≤ 0, (2.6)
where λ = (λ1, . . . ,λl) and µ = (µ1, . . . , µk) are Lagrange multipliers. Since at least one
function in the set of {f (x), g1(x), . . . , gk(x), h1(x), . . . , hl(x)} is black-box, it is obvious that
the Lagrangian L(x,λ,µ) is also black-box, and thus the gradient ∇xL(·) is unavailable.
2A maximization problem can be solved by minimizing the negative of the objective function; i.e.,
max f(x) ≡ min−f(x).
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To avoid the calculation of ∇xL(·), Augmented Lagrangian method is an alternative to
solve a constrained black-box optimization problem by replacing it with a series of uncon-
strained black-box optimization problems. Specifically, Equations (2.1)-(2.3) can be replaced
by the following unconstrained problem:
minL(x,λ,µ,σ,σ′) = f(x) +
lX
i=1
λihi(x) +
kX
i=1
µigi(x) (2.7)
+
1
2
lX
i=1
σi(hi(x))2 +
kX
i=1
1
2σ′i

�
max{µi + σ′igi(x), 0}
2 − µ2i

,
where λ,µ,σ, and σ′ are Lagrange multipliers. It is clear that once the problem is formulated
as an unconstrained problem, it can be solved using any derivative-free optimization method.
In this thesis, we use evolutionary methods to solve large-scale unconstrained continuous
optimization problems. In this context, large-scale black-box optimization is a special case of
black-box optimization, where the number of decision variables is large. It should be noted
that the notion of large-scale is subjective. In this context, we consider a problem large when
the existing methods show scalability issues beyond a certain dimensionality. In this study,
we focus on problems of size 1000 which is currently the standard in the field [Tang et al.,
2009; Li et al., 2013].
2.2 Evolutionary Optimization
Evolutionary Algorithms (EAs) [Goldberg, 1989; Ba¨ck, 1996; Ba¨ck et al., 1997] have been ex-
tensively used for function optimization. EAs are based on the Darwin’s theory of evolution,
which is centred around the idea of “natural selection” [Darwin, 1859] or the “survival of the
fittest” [Spencer, 1864]. Most EAs maintain a population of individuals, where each individ-
ual is a potential solution to a given problem. In mathematical terms, an individual can be
denoted as a vector x ∈ Rn. The main idea of EA is to evolve a population of randomly
generated potential solutions in a systematic way in order to create new individuals which
are fitter than the previous individuals. The fitness of every individual is calculated by an
objective function f(·). For a minimization problem, an individual (candidate solution) with
a lower objective value has a higher fitness. The main motivation for using EAs for func-
tion optimization is their ability to escape from local minima and their potential to find the
global optimum, which is often hard to achieve using traditional mathematical optimization
techniques [Goldberg, 1989]. Many of the traditional mathematical optimization techniques
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such as Conjugate Gradient [Hestenes and Stiefel, 1952], and Quasi-Newton [Nocedal and
Wright, 2006] rely on the calculation of the first and/or second order derivative of the objec-
tive function during the optimization process. In contrast, EAs do not rely on the derivative
which makes them suitable for black-box optimization. The next section contains a brief
explanation of an evolutionary algorithm, Differential Evolution (DE) [Storn, 1996], which is
the basis of many algorithms that we use in this thesis.
2.2.1 Differential Evolution
Differential Evolution [Storn, 1996] is a population based evolutionary algorithm that works
on a population of size µ. An individual can be denoted by a n-dimensional vector as shown
in Equation (2.8).
x
(t)
i , i ∈ {1, ..., µ}, (2.8)
where i is the individual’s index, and t is the generation number.
The main operation of DE is mutation which is performed by creating a donor vector
(vi) as shown in Equation (2.9).
v
(t)
i = x
(t)
r1
+ F · (x(t)r2 − x(t)r3 ), (2.9)
where r1, r2, and r3 are mutually different integers that are randomly chosen from {1, ..., µ},
and F is a positive real-valued constant that controls the amplification of the differential vari-
ations in DE [Storn and Price, 1995]. This mutation strategy is called DE/rand/1/bin [Storn,
1996] which is the classic mutation strategy proposed by Storn and Price [1995].
DE’s crossover operation is performed by combining the donor vector (Equation (2.9))
and a target vector xi using Equation (2.10) to get the target vector u
(t)
i .
u
(t)
ij =
(
v
(t)
ij , if U(0, 1) ≤ c or j = rand(1, µ)
x
(t)
ij , otherwise
)
, ∀j ∈ {1, . . . , n}, (2.10)
where xij is the jth dimension of the ith individual, n is the dimensionality of the objective
function, U(0, 1) is a uniform random number generator with values between zero and one,
c ∈ [0, 1] is the crossover rate, and rand(1, µ) returns a random integer between 1 and µ.
This ensures that u
(t)
i is not a duplicate of xi.
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Finally, the selection is done by Equation (2.11).
x
(t+1)
i =



u
(t)
i , if f

u
(t)
i

< f

x
(t)
i

x
(t)
i , otherwise,
(2.11)
where f(·) is the objective function function (assuming minimization).
2.2.2 Self-adaptive Differential Evolution with Neighborhood Search (SaNSDE)
SaNSDE [Yang et al., 2008b] is a DE variant that adapts the scaling factor F and the crossover
rate c of the mutation strategy. SaNSDE adopts two different mutation strategies in a similar
way as is done in Self-adaptive Differential Evolution (SaDE) [Qin and Suganthan, 2005].
More specifically, SaNSDE uses the following mutation strategies:
vi =
(
x(t)r1 + F · (x
(t)
r2
− x(t)r3 ), if U(0, 1) < p (2.12)
x
(t)
i + F · (x
(t)
best − x
(t)
i ) + F · (x
(t)
r1
− x(t)r2 ), otherwise, (2.13)
where Equation (2.12) is the standard DE/rand/1/bin mutation strategy, and Equation (2.13)
is called DE/current-to-best/2 mutation strategy [Das and Suganthan, 2010]. The parame-
ter p is a probability which is calculated based on the number of individuals generated by
Equations (2.12) and (2.13) that successfully enter or fail to enter generation (t+ 1):
s1 · (s2 + d2)
p1 · (s2 + d2) + s2 · (s1 + d1)
, (2.14)
where, s1 and s2 are the number of individuals that successfully enter the next generation,
which are generated by the first and the second mutation strategies shown in Equations (2.12)
and (2.13) respectively. Similarly, d1 and d2 are the number of discarded individuals gener-
ated by the first and the second mutation strategies shown in Equations (2.12) and (2.13)
respectively.
SaNSDE uses a probabilistic approach to select a different scaling factor to generate each
trial vector. This method is referred to as neighborhood search [Yang et al., 2008b] which is
formulated as follows:
Fi =



N (0.5, 0.3), if U(0, 1) < pf
δi, otherwise,
where Fi is the scaling factor of the ith trial vector, U(0, 1) is uniform distribution in the
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range [0, 1], N (0.5, 0.3) is a Gaussian distribution with mean 0.5 and standard deviation
0.3, and δi is a Cauchy random variable with a scaling parameter of 1. The parameter pf
is calculated in a similar way as was done for p based on Equation (2.14); however, here
the successful and rejected individuals are counted separately for the Gaussian and Cauchy
scaling factor generation methods.
Finally, the crossover rate for each individual is calculated as follows:
ci = N (c¯, 0.1),
where N (·) is a Gaussian distribution with respective parameters and c¯ is a weighted mean
of all successful crossover rates:
c¯ =
|C|X
k=1
wk · Ci,
where C is the record of all successful crossover rates, and wk is generated as follows:
wk =Δk/


|Δ|X
k=1
Δk

 .
To calculate the weights, the difference in the objective value of two consecutive iterations
are recorded in Δ whenever a crossover rate is successful3:
Δk = f (t)k − f
(t+1)
k .
Similar to SaDE, c¯ is updated every γ iterations. The parameter γ is updated every 25
iterations as reported in [Qin and Suganthan, 2005; Yang et al., 2008b].
2.3 Divide-and-Conquer Strategies
A divide-and-conquer strategy decomposes a large and complex problem into a set of smaller
and simpler subproblems (subcomponents) and optimizes them separately. For an optimiza-
tion problem, a divide-and-conquer strategy includes the following two tasks: (1) Decompo-
sition of the original large-scale problem into several smaller ones, and (2) Optimization of
subcomponents in a particular order which is specified by a coordination policy. A simple
coordination mechanism is the round-robin optimization of subcomponents.
3This means that Δk = |C|.
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Decomposition can be performed in two different ways depending on the relationships
between subcomponents of a problem [Shan and Wang, 2010b]. One possible decomposition
is called the ideal decomposition which decomposes the decision variables into independent
subcomponents without any interaction between them (i.e., no variable belongs to more
than one subcomponent). The other type of decomposition is called the coordination-based
decomposition, in which the subcomponents may share decision variables because of the
dependence between them. In this study, we focus on the former case as a starting point for
our investigations in the context of large-scale black-box optimization.
As was mentioned, the decomposition of an optimization problem is governed by the
underlying interaction structure of its decision variables. In the next section, we define
variable interaction in the context of evolutionary and mathematical optimization.
2.3.1 Variable Interaction and Separability
In natural genetics, two genes are said to interact with each other if they collectively represent
a feature at the phenotype level [Ptashne, 1989]. Another form of interaction happens when
the value taken by one gene activates or deactivates an effect of another gene [Ptashne,
1989]. The term epistasis is used to refer to any type of gene interaction [Weise et al., 2012;
Klug et al., 2008; Davidor]. In the context of genetic algorithms, this is also referred to as
linkage [Weise et al., 2012; Chen et al., 2007]. From a mathematical point of view, variable
interaction is defined as follows:
Definition 2.1 (Variable Interaction). A variable xi is separable or does not interact with
any other variable iff:
arg min
x
f(x) =

arg min
xi
f(x), arg min
∀xj ,j 6=i
f(x)

,
where x = (x1, . . . , xn)
⊤ is a decision vector of n dimensions. The notation arg min
xi
f(x)
means that the optimum value of xi is found while all other variables are kept constant.
Definition 2.2 (Partial Separability). A function f(x) is partially separable with m inde-
pendent subcomponents iff:
arg min
x
f(x) =

arg min
x1
f(x1, . . . ), . . . , arg min
xm
f(. . . ,xm)

,
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where x = (x1, . . . , xn)
⊤ is a decision vector of n dimensions, x1, . . . ,xm are disjoint sub-
vectors of x, and 2 ≤ m ≤ n.
Definition 2.3 (Full Separability). As a special case of Definition 2.2, a function is fully
separable if sub-vectors x1, . . . ,xm are 1-dimensional (i.e., m = n).
Definition 2.4 (Nonseparability). A function f(x) is fully nonseparable if every pair of its
decision variables interact with each other.
Definition 2.5 (Partial Additive Separability). A function is partially additively separable
if it has the following general form:
f(x) =
mX
i=1
fi(xi) ,
where xi are mutually exclusive decision vectors of fi, x = (x1, . . . , xn)
⊤ is a complete deci-
sion vector of n dimensions, and m is the number of independent subcomponents.
Definition 2.5 is a special case of Definition 2.2. Partially additively separable functions
conveniently represent the modular nature of many real-world problems [Toint, 1983].
2.3.2 Decomposition of Optimization Problems
From a pure variable interaction point of view, an ideal decomposition of an optimization
problem can be defined as follows:
Definition 2.6 (Ideal Decomposition). Given a function f(x) and a non-overlapping decom-
position {x1, . . . ,xg} of the decision vector x (g is the number of subcomponents) such that
∪gi=1xi = x and xi ∩ xj = ∅ (∀i 6= j), {x1, . . . ,xg} is called the ideal decomposition of x if
there exist functions f1, . . . , fg of x1, . . . ,xg, which are called the ideal component functions,
such that the optimum (minimum in this case) x∗ = argmin{f(x)} of the function f is the
combination of the optima x∗i = argmin{fi(xi)} of the functions fi for i = 1, . . . , g, denoted
as x∗ = (x∗1, . . . ,x
∗
g).
According to the above definition, it is obvious that if {x1, . . . ,xg} is the ideal decom-
position of x and the corresponding functions f1, . . . , fg have been found, then solving the
large-scale problem min f(x) is equivalent to solving the following series of smaller subprob-
lems: min fi(xi), (∀i = 1, . . . , g).
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Obviously, for a function f(x) =
Pg
i=1 fi(xi), we have
x∗ = (x∗1, . . . ,x
∗
g), (2.15)
where x∗ = argmin{f(x)}, and x∗i = argmin{fi(xi)}, ∀i = 1, . . . , g. In other words, if f(x)
is partially additively separable with respect to the decomposition (x1, . . . ,xg), then solving
the original large-scale problem is equivalent to solving the following smaller subproblems:
min fi(xi), ∀i = 1, . . . , g. (2.16)
Given a large-scale black-box optimization problem, its decomposition consists of two
tasks. One is to find the ideal decomposition (x1, . . . ,xg) of x, and the other is to identify
the corresponding sub-functions f1(x1), . . . , fg(xg). Since f(x) is black-box, it is impossible
to obtain f1(x1), . . . , fg(xg). With the help of an accurate decomposition algorithm that
takes variable interaction into account, it is possible to optimize the individual sub-functions
indirectly using a cooperative co-evolutionary framework [Potter and De Jong, 1994]. Coop-
erative co-evolution is an explicit means of problem decomposition, which will be discussed
next.
2.3.3 Cooperative Co-evolution
A typical cooperative co-evolution framework divides the entire optimization process into
several cycles. At each cycle, the subcomponents are evolved in a round-robin fashion.
Algorithm 2.1 outlines the high level mechanism of a typical cooperative co-evolutionary
framework. Table 2.1 contains a brief description of the variables used in Algorithm 2.1. The
algorithm shows that CC has two major stages, a decomposition (grouping) stage (line 1)
and an optimization stage (lines 2-11). During the grouping stage the underlying interaction
structure of the decision variables is discovered by the grouping function, and the subcom-
ponents (x1, . . . ,xg) are formed accordingly. Note that the grouping function refers to any
off-line grouping procedure.
After the grouping stage, a matrix (population) of candidate solutions is created at ran-
dom using a uniform distribution within the specified lower bounds x and upper bounds
(x) of the decision variables. The population is partitioned based on the decomposition
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Table 2.1: A short description of the important variables used in Algorithm 2.1.
Variable Description
x
⋆ the best solution vector found by the algorithm.
f⋆ the objective value of x⋆.
f the function handle of the objective function.
x vector of lower bound constrains of the decision variables.
x vector of the upper bound constrains of the decision variables.
µ the population size.
n the dimensionality of the objective function.
Γmax the maximum number of available objective function evaluations.
Γ the objective function evaluations used in the grouping phase.
γ the number of times that the subcomponent optimizer optimizes each subcomponent.
cv the context vector that is used by the optimizer to construct a complete solution for evaluation.
Algorithm 2.1: (x⋆, f⋆) = CC(f,x,x, µ, n,Γmax, γ)
1 (g,x1, . . . ,xg,Γ) = grouping(f,x,x, n) ;
2 P = rand(µ, n) ;
3 for i = 1→ g do
4 cvi = rand(1, |xi|);
5 cv = (cv1, . . . , cvg) ;
6 while
Pi=1
g Γi < Γmax − Γ do
7 for i = 1→ g do
8 (cv,Γi) = optimizer(P, cv,xi, γ) ;
9 x⋆ = cv ;
10 f⋆ = f(x⋆) ;
11 return (x⋆, f⋆) ;
(x1, . . . ,xg) that is found in the decomposition stage. This is given in Equation (2.17).
P =







x11 · · · x1g
x21 · · · x2g
...
. . .
...
xµ1 · · · xµg







. (2.17)
The partitions of P based on the provided decomposition is a sub-population: (x1i, . . . ,xµi)
⊤.
The element xij in the ith candidate solution (a.k.a. an individual) from the jth subcom-
ponent (group). It is clear that xij is not a complete solution and cannot be directly eval-
uated by the objective function f(x). For this reason, each individual has to be combined
with selected individuals from other sub-populations to form a complete solution. This is
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Figure 2.1: Sub-populations and the context vector cv of the cooperative co-evolution
framework. cvi is the best-fit individual in the sub-population (x1i, . . . ,xµi)⊤. When
evaluating xij , it first replaces cvi in cv. Then, its fitness value is set to fit(xij) =
f(cv1, . . . , cvi−1,xij , cvi+1, . . . , cvg)
done by using a context vector [van den Bergh and Engelbrecht, 2004; Li and Yao, 2012b]:
cv = (cv1, . . . , cvg). As can be seen in Algorithm 2.1, the context vector can be initialized
randomly.
After initialization, each sub-population (subcomponent)4 is optimized in a round-robin
fashion for a predetermined number of cycles (γ). The optimizer function can be any numer-
ical optimization algorithm that can exploit the provided grouping information. To evaluate a
given individual xij , the optimizer forms a temporary vector vij = (cv1, . . . cvi−1,xij , cvi+1, . . . , cvg)
by replacing cvi ∈ cv with xij . After the evolution, the fitness value of xij is taken to be the
objective value of vij (fit(xij) = f(vij)). Then, the context vector is updated at the end of
each cycle. A common method of updating the context vector is to combine the best-fit indi-
viduals of each subcomponent together. In this case, the cooperative co-evolution framework
reduces to the coordinate descent (when each subcomponent consists of a single variable) or
block coordinate descent methods. Figure 2.1 gives an illustration of the above process in
cooperative co-evolution.
4In this study, the terms sub-population and subcomponent loosely refer to the same concept.
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Literature Survey
This chapter contains a short survey of relevant algorithms and applications of large-scale
optimization. In Chapter 1, we motivated the need for efficient algorithms for large-scale
optimization by naming a few real-world examples of such problems. Here, we start by
introducing a wider range of real-world large-scale optimization problems.
3.1 Large-Scale Optimization Problems
Some examples of large-scale optimization problems are listed in Table 3.1. For each problem,
the table contains the following information: the maximum number of decision variables
involved in the optimization task, the problem type (real-valued, integer, or combinatorial),
the involvement of constraints, and whether a divide-and-conquer mechanism was employed
(DnC).
Table 3.1 clearly shows that many real-world optimization problems can easily have over
1000 decision variables. For example, in biochemical systems theory [Voit, 2000], one way of
representing gene networks is by a system of ordinary differential equations. A common model
to study the behavior of gene networks is known as an S-system [Liu et al., 2012; Kimura
et al., 2005b], which involves a complex optimization problem in order to estimate the model
parameters. Modeling a biological system with c components requires the optimization of an
objective function with 2c2 + 2c decision variables [Kimura et al., 2005a]. Therefore, for a
relatively small biological system with 30 components, 1860 decision variables are involved.
In dealing with very complex problems, we generally resort to two main strategies: (a) to
find an exact solution to a simplified version of a given problem; (b) to find an approximate
solution to an exact model of a given problem. Therefore, using a poor algorithm either
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Table 3.1: Examples of real-world large-scale global optimization problem.
Real-world problem example Dimension Type Constrained DnC
Large scale multi-objective optimization problems [Antonio and Coello Coello, 2013] 200-5000 real-valued ✕ ✓
Vibration-based damage detection in beams [Boonlong, 2014] 10-300 real-valued ✕ ✓
Community detection in complex networks [Huang et al., 2012] 69-6927 integer ✕ ✓
Inference of S-system models of genetic networks [Kimura et al., 2005a] 2460 real-valued ✕ ✓
Human movement problems [Koh et al., 2009] 660 real-valued ✓ ✕
Capacitated arc routing problem [Mei et al., 2014a;b] 375 combinatorial ✓ ✓
Crossing waypoints locating in air route network [Mingming et al., 2011] ≈1000 combinatorial ✓ ✓
Parameter estimation in large scale systems biology models [Villaverde et al., 2012] 918 real-valued ✓ ✓
Seismic waveform inversion [Wang and Gao, 2010] 410 real-valued ✕ ✓
Seismic waveform inversion [Wang and Gao, 2012] 10-200 real-valued ✕ ✓
Parameter calibration of water distribution system [Wang et al., 2013b] 42-454 real-valued ✕ ✓
Procedural woody plant models reconstruction [Zamuda et al., 2011] 4509 real-valued ✕ ✕
Largest small polygon [Dolan et al., 2004] 10-198 real-valued ✓ ✕
Distribution of electrons on sphere [Dolan et al., 2004] 150-600 real-valued ✓ ✕
Hanging chain [Dolan et al., 2004] 50-400 real-valued ✓ ✕
Shape optimization of cam [Dolan et al., 2004] 10-400 real-valued ✓ ✕
Thermal isomerization of α-pinene [Dolan et al., 2004] 505-5005 real-valued ✓ ✕
Marine species population dynamics [Dolan et al., 2004] 1015-8015 real-valued ✓ ✕
Analysis of Flow of fluids injected into a channel [Dolan et al., 2004] 320-3200 real-valued ✓ ✕
Optimal movement of non-inertial robot arm [Dolan et al., 2004] 98-5488 real-valued ✓ ✕
Linear tangent steering [Dolan et al., 2004] 51-2051 real-valued ✓ ✕
Rocket launching (Goddard rocket) [Dolan et al., 2004] 41-2001 real-valued ✓ ✕
Optimal control of hang glider [Dolan et al., 2004] 50-2500 real-valued ✓ ✕
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demands oversimplification of a given problem, or results in a low-quality solution to an exact
model of the problem. In the context of large-scale global optimization, developing better
algorithms has two implications: (a) we can start to tackle even larger (more complex)
problems; and/or (b) we can find better solutions to the problem of the same size.
As mentioned in Chapter 1, a promising way of scaling up the optimization algorithms
is to use a divide-and-conquer strategy. This strategy is governed by the modular nature of
many real-world problems. However, there are cases where the structural information of the
problem and the interaction pattern between the decision variables are not readily available.
This is the case for all black-box optimization problems in which only the inputs and outputs
are known to an optimization algorithm.
When dealing with black-box optimization problems, gradient-based methods such as
quasi-Newton [Dennis and More´, 1977] and conjugate gradient [Nocedal and Wright, 2006]
are no longer applicable. In this case, derivative-free algorithms are promising methods for
solving black-box optimization problems.
A wide range of derivative-free algorithms have been developed, including various local
search algorithms (e.g., the direct search method [Hooke and Jeeves, 1961], Nelder-Mead
simplex [Nelder and Mead, 1965], generalized pattern search [Audet and Dennis Jr, 2002],
mesh adaptive direct search methods [Audet and Dennis Jr, 2006], pattern search methods
using simplex gradients [Custo´dio and Vicente, 2007], the implicit filtering method [Gilmore
and Kelley, 1995], and trust-region methods [Conn et al., 1997]) and global search algorithms
(e.g., divide a hyper-rectangle algorithm [Jones, 2001], multilevel coordinate search [Huyer
and Neumaier, 1999], efficient global optimization [Jones et al., 1998], simulated annealing
[Kirkpatrick et al., 1983], genetic algorithms [Holland, 1975], covariance matrix adaptation
evolution strategy (CMA-ES) [Hansen et al., 2003], particle swarm optimization [Kennedy
and Eberhart, 1995], tabu search [Glover et al., 2000], differential evolution [Storn and Price,
1995], and fast evolutionary programming [Liu et al., 2001]). A comprehensive survey of
derivative-free algorithms can be found in [Rios and Sahinidis, 2012].
In the rest of this chapter, we focus on large-scale global optimization algorithms, es-
pecially in the context of evolutionary optimization. The algorithms are grouped into two
major categories: those that use some form of a divide-and-conquer strategy (Sections 3.2
and 3.3) and those that do not use such a strategy (Section 3.4).
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3.2 Problem Decomposition
This section contains a review of decomposition methods for function optimization. The
section starts with a brief review of important decomposition methods in mathematical op-
timization followed by a detailed review of such methods in the context of evolutionary
algorithms.
3.2.1 Decomposition in Mathematical Programming
Problem decomposition is a generic problem-solving technique which is suitable for tack-
ling complex problems. Decomposition in the context of mathematical optimization is a
relatively old technique [Dantzig and Wolfe, 1960; Cohen, 1980; Benders, 1962]. For exam-
ple, delayed column generation methods such as Dantzig-Wolfe decomposition [Dantzig and
Wolfe, 1960] use structural information of a linear program to break it into a set of subprob-
lems. Dantzig-Wolfe decomposition has been explicitly proposed to solve large-sale linear
programs. Benders’ decomposition [Benders, 1962] is another method which uses structural
information to simplify large linear programs. Griewank and Toint [1982a] proposed the
partitioned quasi-Newton method to deal with large-scale optimization of partially sepa-
rable problems. In their work, instead of approximating the global Hessian matrix, they
approximate smaller partitions of this matrix by applying the quasi-Newton formula on the
component functions [Griewank and Toint, 1982b]. In other words, the Hessian matrix is par-
titioned into a set of block matrices where each block is based on independent sub-functions,
the sum of which forms the value of the global objective function. The coordinate descent
methods and block coordinate descent methods [Hildreth, 1957; Warga, 1963; Bezdek et al.,
1987; Blondel et al., 2013] are also decomposition methods that search for the local opti-
mum by doing a line search along one coordinate direction or a block search in the space of
a coordinate subset at the current point in each iteration. When optimizing the objective
function along a particular set of coordinates, all the other coordinates or blocks are fixed to
the best-so-far values (called the collaborative values).
3.2.2 Decomposition Methods in Evolutionary Computation
Divide-and-conquer approaches are also widely used in the field of evolutionary optimization.
Some algorithms, such as estimation of distribution algorithms (EDAs) [Mu¨hlenbein and
Paass, 1996; Pelikan and Goldberg, 1999; Pelikan et al., 2002a;b; 2001], perform an implicit
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decomposition by approximating a set of joint probability distributions to represent each in-
teraction group. Other methods, such as cooperative co-evolution (CC) [Potter and De Jong,
1994] explicitly subdivide a large-scale problem into a set of smaller subproblems [van den
Bergh and Engelbrecht, 2004].
Identifying the underlying interaction pattern of a black-box optimization problem is an
integral part of proper problem decomposition. Variable interaction learning (a.k.a link-
age learning) methods have been studied extensively in the field of binary genetic algo-
rithms [Chen et al., 2007]. The main motivation in classical linkage learning research is to
design crossover operators which take into account the linkage structure and allow a set of
linked genes to be inherited together in the mating process. More recently, especially in the
context of continuous global optimization, the grouping which is discovered using an auto-
matic decomposition strategy is superimposed on a cooperative co-evolutionary framework
to form the co-evolving subcomponents [Omidvar et al., 2010b; Chen et al., 2011]. A survey
of decomposition methods in the context of cooperative co-evolution is given in Section 3.3
of this chapter.
Linkage learning algorithms were classified by Yu et al. [2009] into three major categories:
perturbation, interaction adaptation, and model building. Here we include a fourth category,
random methods, for a more complete treatment of various decomposition strategies in both
conventional and co-evolutionary algorithms.
Random Methods
These algorithms do not rely on a systematic or smart procedure to identify the interacting
variables. Instead, they randomly permute the decision variables to increase the probability
of placing interacting variables close to each other for a few evolutionary cycles. The inversion
operator [Goldberg, 1989; Holland, 1975], one of the early attempts to overcome the gene
interaction problem, inverts (reverses) the order of genes on a randomly chosen portion of
the chromosome. Since the cutting points are selected at random, an arbitrary ordering of
the genes can be achieved by repeated application of the inversion operator. This is why it
should be classified as a random method. In the context of CC, random grouping [Yang et al.,
2008c] randomly permutes the order of the decision variables in every co-evolutionary cycle
to increase the probability of placing two interacting variables in the same subcomponent
for at least one cycle. This technique has two major drawbacks. Firstly, the user has to
decide about the number and the size of each subcomponent. Secondly, if there are more
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than two interacting variables, the probability of placing all of them in one subcomponent,
even for one co-evolutionary cycle, approaches zero as the number of interacting variables
increases [Omidvar et al., 2010a].
Perturbation Methods
These methods perturb the decision variables using various heuristics; then, by monitor-
ing the changes to the objective function, the interacting variables are inferred. In most
cases, the decomposition stage is performed off-line. When the full interaction structure
is realized, the representation is modified accordingly and the optimization process starts.
Algorithms that rely on perturbation include mGA [Goldberg et al., 1989], fmGA [Gold-
berg et al., 1993], gemGA [Kargupta, 1996], LINC [Munetomo and Goldberg, 1999a], and
LIMD [Munetomo and Goldberg, 1999b]. These methods are typically incorporated into a
binary GA. A limited number of techniques have also been developed for real-valued GAs
such as LINC-R [Tezuka et al., 2004]. However, the experimental results for LINC-R are
limited to low dimensional functions with up to 40 dimensions. More techniques have been
developed for continuous domains in the context of cooperative co-evolution, such as adap-
tive co-evolutionary optimization [Weicker and Weicker, 1999] and Cooperative Co-evolution
with Variable Interaction Learning (CCVIL) [Chen et al., 2011]. All perturbation techniques
mentioned here rely on various heuristics to identify interacting variables. However, there is
a very limited theoretical basis for these heuristics. The differential grouping algorithm that
is proposed in Chapter 4 is a perturbation technique.
Interaction Adaptation Methods
These methods incorporate the interaction detection mechanism into the chromosome and
simultaneously evolve the order of genes and the decision variables of the original optimization
problem. These methods assign a higher reproduction probability to individuals with a
tighter grouping of interacting variables. Unlike perturbation methods, adaptive models
evolve the decomposition structure through the evolutionary process. Examples of these
methods include LEGO [Smith and Fogarty, 1995] and LLGA [Harik, 1997].
Model Building Methods
These methods build a probabilistic model based on promising solutions in the population.
This model is updated iteratively in the evolutionary process, and the next generation is
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built from the model. Estimation of Distribution Algorithms [Baluja, 1994; Mu¨hlenbein and
Paass, 1996] fall into this category. Popular model building algorithms include cGA [Harik
et al., 1999b], BOA [Pelikan and Goldberg, 1999], and hBOA [Pelikan et al., 2001]. Some
of these algorithms, such as BOA, are also used for real-valued optimization [Pelikan et al.,
2002b].
A major problem of EDAs is their scalability issue in solving large-scale problems. Three
major reasons contribute to this scalability issue: (a) Accurate estimation of the distribution
of high quality solutions requires a relatively large sample size which grows exponentially with
the dimensionality of the problem [Friedman et al., 2001]; (b) A small sample size will result
in poor estimation of the eigenvalues of the covariance matrix [Vershynin, 2010]; and (c) the
cost of sampling from a multi-dimensional Gaussian distribution increases cubically with the
problem size [Dong and Yao, 2008].
Several algorithms have been proposed to alleviate the scalability issue of EDAs. Wang
and Li [2008] proposed a variant of EDA, LSEDA-gl, that uses a combination of the Gaus-
sian and Le´vy family of distributions to balance the learning and optimization aspects of
EDA. Wang and Li [2008] argue that a strong emphasis on learning an accurate model of
the landscape may hinder the optimization performance and result in a slow or premature
convergence. They also introduce a standard deviation control strategy to maintain some
level of diversity in the sample (population) to avoid stagnation caused by small values
of standard deviation. LSEDA-gl also adopts a restart strategy to escape from local op-
tima. The experimental results on the CEC’2008 LSGO benchmark problems suggest that
LSEDA-gl performs better than several other EDAs on high-dimensional problems. Mixed
model univariate EDA (MUEDA) [Wang and Li, 2009] is another univariate EDA which has
been tested on large-scale benchmark problems (CEC’2008 LSGO benchmark suite [Tang
et al., 2007]). MUEDA exhibited better searching capability through mixing Cauchy and
Gaussian distributions for sampling. However, the downside of LSEDA-gl and MUEDA is
that they both use a univariate EDA model and are tested on very limited nonseparable
functions. Several theoretical studies have shown that the univariate EDAs are inadequate
for solving nonseparable problems [Mu¨hlenbein and Mahnig, 1999; Larran˜aga and Lozano,
2002], a finding supported by empirical evidence [Echegoyen et al., 2011].
The Estimation of Distribution Algorithm with Model Complexity Control (EDA-MCC) [Dong
et al., 2013] is another EDA algorithm that tackles the scalability issue of EDAs by employ-
ing weakly dependent variable identification (WI), and subspace modeling (SM). EDA-MCC
identifies weakly dependent variables by applying a threshold on the Pearson correlation co-
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efficient matrix of sample points, and optimizes them using a simple EDA with a univariate
Gaussian distribution. It also uses subspace modeling to avoid large sample sizes for generat-
ing an accurate model. EDA-MCC randomly projects the available sample points down into
several subspaces of the original n-dimensional space. The experimental results on several
500-dimensional benchmark problems show good scalability of EDA-MCC as compared to
other existing EDAs. The decomposition algorithm that is proposed in this thesis might be
beneficial in the subspace modeling phase of the algorithm. EDA-MCC relies on a random
projection of the sample points into a subspace, which might not be the best strategy for
solving partially separable problems. However, this requires further investigation beyond the
scope of this study.
Wang et al. [2013b] proposed a two-stage ensemble optimization evolutionary algorithm
(EOEA) for large-scale global optimization [Wang et al., 2013b; Wang and Li, 2010]. This
algorithm consists of two major states: (1) a global shrinking stage which is performed by a
variant of EDA, MUEDA [Wang and Li, 2009], that uses a mixed Gaussian and Cauchy model;
and (2) a local exploration stage which is performed using a cooperative co-evolutionary
framework. EOEA is tested on a wide range of test problems including the CEC’2008 and
CEC’2010 LSGO benchmark suites as well as a real-world problem for calibration of param-
eters in a water distribution system.
The methods that have been discussed so far either resort to a univariate EDA (variable
independence assumption) or are based on very limited predefined dependency structures to
account for variable interaction. Kaba´n et al. [2013] borrowed the idea of random projection
to lower dimensions from the theory of random matrices to tackle the scalability issue of
EDAs [Kaba´n et al., 2013; 2015]. They proposed an algorithm that randomly projects the
original large-scale problem into an ensemble of lower-dimensional problems. The random
matrix theory suggests that with an appropriate choice of target dimensions, it is possible to
preserve important features of the original space, such as Euclidean distances or dot products,
in the reduced space within a reasonable tolerance [Dasgupta, 1999]. It has also been shown
that the sample becomes more Gaussian in the reduced space [Diaconis and Freedman, 1984].
These features make it possible to capture the variable correlation of a high-dimensional space
in a lower-dimensional subspace; hence, making the parameter estimation of EDAs more
feasible with fewer computational resources. This eliminates the need for oversimplification
of the model in EDAs as is the case in univariate EDAs. It is clear that random projection
to a lower dimensional space is not unique, and sample points can be projected down into
any subspace of the original space. For this reason, Kaba´n et al. [2013] use an ensemble of
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projected points and estimate the covariance of the sample points in each lower-dimensional
space. Finally, the ensemble of projections are used to construct a new population (sample) in
the original space. It has been shown that a proper combination of the ensemble of projected
points results in a natural smoothing effect that ensures the exploration capability of the
algorithm. Different variations of this idea have also been proposed, which employ various
heavy-tailed distributions to enhance the exploration property of the algorithm. Sanyang and
Kaba´n [2014] have shown that a multivariate Cauchy is advantageous over a univariate as
well as pure multivariate Gaussian distributions [Sanyang et al., 2014; Sanyang and Kaba´n,
2014]. In a different study, Sanyang and Kaban [2015] developed an EDA that adapts the
degrees of freedom of a t-distribution to control the exploration/exploitation balance of the
algorithm.
3.3 Cooperative Co-evolution
Cooperative Co-evolution (CC) is an effective method for solving large-scale optimization
problems. This effectiveness is attributed to the decomposition of a large-scale problem into
a set of smaller subproblems. This has been empirically verified by Liu et al. [2001]. How-
ever, one drawback of CC is that its performance is sensitive to the choice of decomposition
strategy. This issue is very similar to the gene ordering problem in the early days of Ge-
netic Algorithms research [Goldberg, 1989]. Ordering of genes on a chromosome can have
a significant impact on the performance of EAs. In an experiment conducted by Goldberg
et al. [1989], it was shown that good ordering of genes is the difference between success and
failure of a simple genetic algorithm. The dependence between the ordering of genes and the
performance of EAs is directly related to the gene (variable) interaction problem.
Here, we review various decomposition strategies suggested for CC with more emphasis
on techniques proposed in the context of large-scale global optimization. In the original im-
plementation of the Cooperative Co-evolutionary Genetic Algorithm (CCGA), Potter and De
Jong [1994] decomposed an n-dimensional problem into n 1-dimensional problems. Once the
subcomponents are identified, they undergo optimization using an evolutionary optimizer in
a round-robin fashion. It was shown that a variant of CCGA, CCGA-1, did not perform well
on the Griewank function [Tang et al., 2009], a nonseparable function. Further experiments
on the Rosenbrock function [Tang et al., 2009], another nonseparable function, confirmed
that the poor performance of CCGA-1 on nonseparable problems is due to interdependencies
between the decision variables. In this original CCGA study [Potter and De Jong, 1994],
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the problems only had a maximum of 30 dimensions. Liu et al. [2001] made the first at-
tempt to solve large-scale optimization problems using a CC framework. They applied Fast
Evolutionary Programming with Cooperative Co-evolution [Liu et al., 2001] on benchmark
problems with up to 1000 dimensions. The experimental results showed that a cooperative
co-evolutionary approach scales better as the dimensionality of the problem increases. How-
ever, since they generally used separable functions for their experiments, it is unclear how
their algorithm will scale up on nonseparable functions.
van den Bergh and Engelbrecht [2004] were the first to apply Particle Swarm Optimization
(PSO) [Kennedy and Eberhart, 1995] to a cooperative co-evolutionary framework (CPSO).
Unlike CCGA, they decomposed an n-dimensional problem into k s-dimensional problems
for some s << n. However, CPSO was not tested on large-scale problems. Cooperative Co-
evolution was also used with Differential Evolution [Storn, 1996] by Shi et al. [2005], where
the decision variables were divided into two equally-sized subcomponents. It is clear that
this decomposition strategy does not scale well as the dimensionality increases.
In the context of large-scale optimization, Parsopoulos [2009] proposed a Cooperative
Micro-Differential Evolution (COMDE) algorithm that uses a static grouping mechanism to
break a large-scale problem down into a set of 5-dimensional problems. Low-dimensional
problems are often easier to optimize. However, in the context of cooperative co-evolution,
this comes at the expense of extra computational overheads due to the increase in the number
of subcomponents. This makes each co-evolutionary cycle relatively demanding in terms
of resource consumption. To reduce the computational cost of each co-evolutionary cycle,
Parsopoulos [2009] used a micro-DE with a small population size. COMDE also uses several
methods to avoid diversity loss in the population. The experimental results on five test
problems ranging from 300 to 1200 dimensions showed that the proposed algorithm exhibit
good scalability properties. However, due to the use of simple functions with limited variable
interaction, it is unclear how COMDE may perform on more complex partially separable or
nonseparable problems.
Inspired by advances in genetic engineering, Wang and Gao [2014] proposed DE-CCS,
which tackles the credit assignment problem to a subset of genes (decision variables) on a
chromosome (candidate solution). The algorithm is motivated by the fact that the overall
objective function measures the overall quality of a candidate solution and is not indicative
of the quality of its constituent variables (genes). To solve this issue, DE-CCS introduces a
set of auxiliary functions which are called local fitness functions. DE-CCS is based on dif-
ferential evolution incorporated within a cooperative co-evolutionary framework. DE-CCS
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decomposes a given problem into a set of subproblems and uses the auxiliary local fitness
functions to generate a new set of trial solutions in addition to the trial solutions which are
generated using classic crossover and mutation operators in DE. This procedure is imple-
mented prior to the selection operator of DE. DE-CCS is tested on a set of 11 benchmark
functions with up to 1000 dimensions, and experimental results show that it can outper-
form popular algorithms such as DECC-G and jDE [Brest et al., 2006]. The incorporation
of auxiliary fitness functions is DE-CCS’s strength and weakness at the same time. It is
clear that the ability to measure the fitness of partial solutions can significantly affect the
performance of optimization problems, especially on problems with epistasis. However, the
definition of auxiliary fitness functions in DE-CCS is very similar, in algebraic form, to the
benchmark functions which it tries to optimize. It is clear that designing proper auxiliary
fitness functions is very difficult for black-box functions for which no information is available
about their internal workings.
The algorithms discussed so far are oblivious to variable interaction and may place in-
teracting variables in different subcomponents, which may have a detrimental effect on the
optimization performance. Without any knowledge about the underlying variable interaction
structure, a function can be decomposed in many different ways. It is therefore important
to form the subcomponents such that the interaction between subcomponents is kept to a
minimum. In the next section, we review several algorithms that attempt to deal with the
variable interaction problem.
3.3.1 Dealing with Variable Interaction in Cooperative Co-evolution
Random grouping is a decomposition strategy proposed by Yang et al. [2007], which is similar
to CPSO [van den Bergh and Engelbrecht, 2004] in that it decomposes a problem into k s-
dimensional subproblems. However, instead of using a static grouping, it randomly allocates
the decision variables to subcomponents in every co-evolutionary cycle. It was shown math-
ematically that with random grouping the probability of placing two interacting variables
in the same subcomponent for several cycles is reasonably high [Yang et al., 2008c; Omid-
var et al., 2010a]. Random grouping achieved a good performance on a set of benchmark
functions with up to 1000 variables [Yang et al., 2008c]. Zamuda et al. [2008] proposed a
similar co-evolutionary algorithm based on random grouping which uses DE as its subcom-
ponent optimizer and adapts DE’s scaling factor F and crossover rate using a log-normal
distribution. Li and Yao [2009] developed CCPSO to validate the generalizability of random
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grouping developed by Yang et al. [2008c] using the PSO algorithm. Later, CCPS2 [Li and
Yao, 2012a] was developed, which uses the same framework as CCPSO and adopts a com-
bination of Cauchy and Gaussian update rules for PSO with a revised version of random
grouping (see [Omidvar et al., 2010a]) to solve problems with up to 2000 dimensions. Ren
and Wu [2013] used a variant of the artificial bee colony (ABC) [Karaboga and Basturk,
2007] algorithm, called orthogonal ABC, in a cooperative co-evolutionary framework using
random grouping to tackle large-scale problems. The experimental results on the CEC’2008
and CEC’2010 LSGO benchmark suites [Tang et al., 2007; 2009] confirmed the efficacy of
random grouping on nonseparable problems. Kazimipour et al. [2014d] used the idea of
opposition-based sampling [Rahnamayan et al., 2008] within a cooperative co-evolutionary
frame work with random grouping to improve the exploration ability of the algorithm.
Despite the success of random grouping, it has been shown that it is ineffective when the
number of interacting variables grows beyond approximately five variables [Omidvar et al.,
2010a]. This means that the probability of placing at least two variables in a common
group for at least one cycle drops rapidly with the number of dimensions. Ray and Yao
[2009] proposed a Cooperative Co-evolutionary Algorithm using Correlation-based Adaptive
Variable Partitioning (CCEA-AVP) that relies on the Pearson correlation coefficient to detect
variable interaction. CCEA-AVP optimizes all the decision variables in one subcomponent
for 5 generations before calculating the correlation coefficients of the top 50% of individuals.
Then, the variables with a correlation coefficient value greater than a predefined threshold
are grouped in one subcomponent, and the remaining variables in another subcomponent.
It has been shown that this technique performs better than traditional CCEAs on several
nonseparable functions. However, the study does not show how CCEA-AVP may perform
relative to CC with random grouping.
An alternative approach called delta grouping [Omidvar et al., 2010b] was shown to
outperform random grouping on most functions from a set of 20 large-scale benchmark prob-
lems [Tang et al., 2009]. The rationale behind delta grouping is that the improvement inter-
val of nonseparable variables is relatively shorter than those of separable variables [Salomon,
1995]. Therefore, delta grouping sorts the variables based on the average dimension-wise
displacement of the sample points over the entire population between two consecutive runs.
Once the decision variables are sorted, they are grouped into k groups of size s, both of which
are determined by the user. A major drawback of delta grouping is its low performance on
functions with more than one nonseparable subcomponent.
Liu and Tang [2013] proposed a cooperative co-evolutionary framework based on CMA-
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ES, which adaptively selects from a pool of three decomposition strategies at each co-
evolutionary cycle. The three decomposition methods are: random grouping, Min-Variance
Decomposition (MiVD), and Max-Variance Decomposition. The rationale behind using vari-
ous decompositions is to regulate the exploration/exportation balance of the algorithm. Both
MiVD and MaVD use the variance information of CMA-ES’s covariance matrix. In MiVD,
the variables are sorted based on their associated variances according to the main diagonal
values of the CMA-ES’s covariance matrix. Then, the sorted variables are divided into k s-
dimensional groups. This strategy minimizes the intra-group variances. Conversely, MaVD
maximizes the intra-group variance through forming each group by taking a variable from
every group formed by MiVD. Finally, a probability value is assigned to each decomposition
method at the end of each cycle, which is then used to select a decomposition for the next
cycle.
All the grouping strategies described so far use a predefined and fixed subcomponent size.
For example, random grouping and delta grouping decompose an n-dimensional problem into
k s-dimensional problems. A major drawback of these techniques is that the user needs to
specify a value for either k or s. If there are large groups of interacting variables in the
objective function, then a small value of s may degrade the performance of the algorithm.
If the problem contains many small groups of interacting variables, then a large value of s
does not utilize the power of a decomposition approach to its full potential. To alleviate
this problem, Yang et al. [2008a] proposed a Multilevel Cooperative Co-evolution (MLCC)
algorithm in which a set of possible s values is provided to the algorithm. During the course
of evolution, the performance of a decomposition (s) is measured, and the ones with a better
performance are given a higher probability of being selected in the next co-evolutionary
cycle. This technique partially solves the problem of specifying a single s value. However,
the user still needs to decide about a set of potential s values. Another drawback of this
multilevel scheme is that once an s value is chosen, the decision variables are divided into
a set of equally-sized subcomponents. It is unlikely that most real-world problems contain
subcomponents of equal sizes. Hence, it is desirable to devise decomposition algorithms that
can automatically determine the number of subcomponents and their sizes based on the
variable interaction structure of the objective function.
Weicker and Weicker [1999] proposed a cooperative co-evolutionary technique to identify
interacting variables. Although this technique has not been applied to high dimensional
problems, to the best of our knowledge this is the first attempt at automatic formation of
subcomponents in a CC framework. Chen et al. [2011] proposed Cooperative Co-evolution
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with Variable Interaction Learning (CCVIL), an improved version of the algorithm proposed
by Weicker and Weicker [1999], and applied it to large-scale global optimization. CCVIL
is more efficient and accurate than its predecessor and has shown strong success on the
CEC’2010 LSGO benchmark suite [Tang et al., 2009]. A detailed comparison of CCVIL and
differential grouping (see Chapter 4) is given in Section 4.4.2.
Singh and Ray [2010] proposed an improved version of AVP [Ray and Yao, 2009], AVP2,
that can potentially break a problem into subproblems of various sizes depending on the
variable interaction structure. AVP2 maintains an archive of old solutions, which is used
to estimate the correlation between the decision variables. AVP2 uses the top 50% of the
archive to calculate an n× n matrix of correlation coefficients, where n is the dimensionality
of the problem. Next, for each variable i ∈ {1, . . . , n}, a group is formed with other decision
variables whose correlation coefficient with the ith variable is below a certain threshold.
This results in a total of n potentially overlapping groups. Then, all groups with common
variables are merged to remove the potential intersection between groups. AVP2 restricts
the total number of groups by Smax, which has to be specified by the user. If the number
of groups do not exceed this upper limit, all the remaining variables that do not interact
with any other variable are uniformly divided into a set of groups up to Smax. Otherwise, all
the groups beyond Smax are merged into one group. This is to avoid an excessive number of
small groups, which would significantly increase CC’s computational overhead. AVP2 showed
better performance on a set of standard benchmark functions with up to 100 dimensions.
Rojas and Landa [2011] proposed another correlation-based decomposition algorithm
called 4CDE. Unlike AVP, which calculates the correlation coefficients solely based on the
samples in the decision space, 4CDE calculates the correlation coefficient of each variable and
the objective function. Finally, the resultant correlation coefficients are divided into equally-
sized intervals and the variables whose correlation coefficient falls within the same interval
are placed in a common group. This process is repeated and the correlation coefficients are
updated using exponential smoothing.
Mahdavi et al. [2014] employed a meta-modelling technique [Shan andWang, 2010a] which
is used for the approximation of high-dimensional expensive black-box optimization problems
to identify variable interaction in a black-box optimization problem. This meta-modelling
technique, which is called RBF-HDMR, uses a second-order RBF-HDMR model to estimate
the cooperative effect between all pairs of variables. If this model detects any cooperative
effect among any pair of variables, it then places them in a common subcomponent. This
decomposition technique is not as accurate as differential grouping [Chapter 4]. A drawback
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of this technique is its inability to deal with functions with overlapping subcomponents. This
issue is addressed in Chapter 8.
3.4 Non-decomposition Large-Scale Global Optimization
So far, we have mainly focused on evolutionary decomposition-based algorithms for large-scale
optimization. However, many other algorithms have been proposed which do not perform
an explicit decomposition of a given problem into a set subproblems. These methods are
mainly based on improving existing popular algorithms by devising new evolutionary oper-
ators, changing the selection schemes, incorporating local search, utilizing various sampling
operators such as opposition-based learning, dynamic changing of the population size, or
hybridization of existing methods.
We have identified four major categories of algorithms that appear to be popular for large-
scale optimization: differential evolution, particle swarm optimization, memetic algorithms,
and opposition-based learning and initialization methods. The LSGO algorithms that belong
to these four major categories will be discussed in the subsequent sections.
3.4.1 DE-based Algorithms
Due to its versatility, ease of implementation, and simplicity, Differential Evolution (DE) [Storn
and Price, 1995] has become a widely-used optimization algorithm for global optimiza-
tion [Das and Suganthan, 2010]. Consequently, many variants of DE have been developed
for large-scale global optimization from which the most popular ones are briefly reviewed in
this section.
Yang et al. [2008d] borrowed the idea of neighbourhood search from Evolutionary Pro-
gramming [Fogel et al., 1966] and introduced it to DE. This algorithm, which is called NSDE,
showed better scalability relative to classic DE on the CEC’2005 benchmark suite [Suganthan
et al., 2005] with up to 200 dimensions. Later, Yang et al. [2008b] proposed an extended
version of NSDE, SaNSDE which dynamically adapts DE’s mutation strategy, scaling factor
(F ), and the crossover rate. SaNSDE has shown superior performance over its predecessors
(SaDE [Qin and Suganthan, 2005], and NSDE [Yang et al., 2008d]) on a range of classic
benchmark functions with up to 30 dimensions. Later, SaNSDE was tested on large-scale
problems with up to 1000 dimensions [Yang et al., 2008c]. As mentioned in Chapter 2, we
have adopted SaNSDE as the subcomponent optimizer for the co-evolutionary algorithms
that are proposed in this thesis.
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Zhang and Sanderson [2009] proposed an adaptive differential evolution, JADE, in which
a generalization of the classic DE/current-to-best mutation operator is proposed. This new
operator, DE/current-to-pbest, uses the top 100p% best solutions to balance the greediness
level of the algorithm and to maintain better diversity in the population. In addition to this
new mutation operator, JADE has an external archive of inferior solutions which can be used
to estimate the possible improvement directions. The external archive of JADE proved to
be beneficial, especially on relatively high dimensional problems with up to 100 dimensional.
JADE [Zhang and Sanderson, 2009], SaNSDE [Yang et al., 2008b], and SaDE [Qin and Sug-
anthan, 2005] are adaptive DEs that tune their parameters based on sampling from various
types of probability distributions. Yang et al. [2011] combined the adaptation techniques of
these three algorithms to design a Generalized DE (GaDE) for large-scale global optimiza-
tion. Other self-adaptive DEs are jDE [Brest et al., 2006], dynNP-DE [Brest and Maucˇec,
2008], and also jDEdynNP-F [Brest et al., 2008] which has been applied to large-scale global
optimization problems.
Shuffle or Update Parallel Differential Evolution (SOUPDE) [Weber et al., 2011] uses a
multi-population strategy that can simultaneously search different parts of the search space.
SOUPDE randomly rearranges the individuals across the sub-populations with the aim of
maintaining diversity among the solutions. SOUPDE also dynamically updates the scaling
factors of each sub-population over the course of optimization. SOUPDE has shown good
scalability properties with respect to the dimensionality of the problem. A wide range of
empirical results has shown the superiority of SOUPDE over algorithms such as CHC [Eshel-
man, 1991], G-CMA-ES [Auger and Hansen, 2005], and the canonical DE on functions with
up to 1000 dimensions.
Garc´ıa-Mart´ınez et al. [2011] proposed role differentiation and malleable mating for differ-
ential evolution. Unlike classic DE in which the vectors are randomly chosen for the mutation
and crossover operators, this improved version of DE associates four basic roles – placing,
leading, correcting and receiving – to each vector (solution), and the selection is performed
based on these four basic roles. Furthermore, the malleable mating mutation operator allows
the vectors to adapt their mating trend through some similarity measures. The experimental
results on 19 benchmark problems [Herrera et al., 2009] confirmed that this new scheme is
beneficial in solving large-scale problems with up to 1000 dimensions.
Takahama and Sakai [2012] proposed Large Scale Optimization by Differential Evolution
with Landscape Modality Detection and a Diversity Archive (LMDEa) in which an archive
of old solutions is maintained to solve the lack of diversity issue when the population size
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is small. In LMDEa the scaling factor of DE (F ) is adapted according to the modality
feature of the search space. More specifically, LMDEa uses larger F values for functions
which it perceives as multi-modal and smaller F values for functions which it perceive as
unimodal. LMDEa has been tested on the CEC’2010 benchmark suite [Tang et al., 2009]
and the experimental results suggest that it performs better than two popular decomposition
based algorithms, namely, DECC-G [Yang et al., 2008c] and MLCC [Yang et al., 2008a] which
were discussed in Section 3.3.
The idea of orthogonal design in statistics has been used to design a crossover operator
that performs a better sampling of the search space around a parent solution [Zhang and
Leung, 1999; Leung and Wang, 2001]. Wang et al. [2012] proposed an algorithm called
OXDE which uses a type of orthogonal crossover, QOX, to further probe the space defined
by the hypercube generated using the mutant vector and the target vector of a differential
evolution. For an economical use of the limited computational resources, OXDE invokes the
QOX operator once per generation. OXDE has been tested on 24 benchmark functions with
up to 200 variables. The experimental results show that OXDE enhances the performance
of classic DE. However, scalability tests show that more frequent invocation of the QOX is
needed when the dimensionality of the problem increases.
3.4.2 PSO-based Algorithms
Particle Swarm Optimization (PSO) [Kennedy and Eberhart, 1995] is another popular class
of algorithms that have been widely used for large-scale optimization. In this section, we
review several important PSO algorithms that are designed for LSGO problems.
Hsieh et al. [2008] proposed an Efficient Population Utilization Strategy for Particle
Swarm Optimizer (EPUS-PSO) in which the swarm size is dynamic and is increased or
decreased based on the status of the particles. In general, if the global best of the swarm
is not updated for several consecutive iterations, new particles are generated by applying a
crossover-like operator on the best solutions that were obtained in the past. Conversely, if
the information content of the swarm is rich enough to allow frequent and robust updating of
the global best, then some of the poor quality solutions might be removed from the swarm.
There are some other mechanisms in place to avoid the growth of the swarm size beyond
bounds. This algorithm has been tested on the CEC’2008 LSGO benchmark suite [Tang
et al., 2007]. However, the lack of a comparative study does not allow one to see how
this algorithm performs relative to other state-of-the-art algorithms. Dynamic Multi-Swarm
38 (July 5, 2016)
CHAPTER 3. LITERATURE SURVEY
PSO (DMS-PSO) [Liang and Suganthan, 2005] is another type of dynamic PSO in which the
neighborhood topology of the particles changes over time. Zhao et al. [2008] incorporated a
local search operator into DMS-PSO to enhance it for solving large-scale global optimization.
Montes de Oca et al. [2011a] proposed a methodology that uses automatic algorithm con-
figuration methods to redesign and improve existing evolutionary algorithms. This method,
tuning-in-the-loop, is used to improve an existing variant of PSO called incremental parti-
cle swarm-guided local search (IPSOLS) [Montes de Oca et al., 2011b] to solve large-scale
continuous optimization problems. The experimental results on a set of 19 benchmark func-
tions [Herrera et al., 2009] with up to 1000 dimensions show that the tuning-in-the-loop
strategy is an effective method of designing new high-performance optimization algorithms.
Garc´ıa-Nı´eto and Alba [2011] proposed restart particle swarm optimization with velocity
modulation (RPSO-vm). Velocity modulation is the process by which the particles are guided
within a region of interest. Additionally, a restart mechanism is devised to avoid premature
convergence of the algorithm. The empirical results show good scalability of this algorithm
across a wide range of functions with up to 1000 dimensions.
Competitive Swarm Optimizer (CSO) is a variant of PSO that eliminates the use of
personal best and global best to update the state of particles [Cheng and Jin, 2015]. CSO uses
a pair-wise competition model in which random pairs of particles are selected and compete.
Then, the state of the loser particle is updated based on the state of the winner particle.
CSO exhibits a good exploration/exploitation balance and has been tested on problems with
up to 5000 dimensions.
3.4.3 Memetic Algorithms and Local Search
Memetic algorithms have also gained popularity in large-scale optimization. Several recent
memetic algorithms ranked first in the recent IEEE CEC competition series on large-scale
optimization. Several state-of-the-art algorithms are discussed in this section.
Multiple Trajectory Search (MTS) [Tseng and Chen, 2008] uses three different local search
methods which are employed based on the properties of the search space in the vicinity of
existing candidate solutions. Before performing an extensive local search, MTS tests all
three local search mechanisms and picks the best mechanism that performs the best within
the neighborhood. MTS has been tested on the CEC’2008 LSGO benchmark functions
with up to 1000 dimensions. Out of a total of seven functions, MTS found the optimal
solution of four functions, which shows that local search has the potential to boost the
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performance of algorithms on large-scale optimization problems. Later, the MTS algorithm
was hybridized with SaDE [Qin and Suganthan, 2005] and was tested on a set of 19 benchmark
functions [Herrera et al., 2009] with up to 1000 dimensions [Zhao et al., 2011].
Molina et al. [2010a] proposed the idea of local search chains in the context of memetic
algorithms. The aim of these search chains is to perform an intensive local search during
the course of optimization. The term chain alludes to the fact that a local search operator
can be applied in succession, and each invocation can resume the search process from where
it stopped in its previous invocation, hence forming a chain of local searches that has the
capacity to better exploit the properties of the landscape and focus on the more promising
regions. The idea of local search chains was first used in conjunction with CMA-ES [Hansen
et al., 2003] to form the MA-CMA-Chains algorithm [Molina et al., 2010a]. The computa-
tional cost of CMA-ES makes it prohibitive for large-scale optimization. Therefore, Molina
et al. [2010b] employed the Solis Wets’ [Solis and Wets, 1981] algorithm as the local search
operator of an algorithm called MA-SW-Chains [Molina et al., 2010b], which was built based
on the principles of MA-CMA-Chains. This algorithm, which ranked first in the CEC’2010
Competition on Large-Scale Optimization, showed superior performance relative to other al-
gorithms on CEC’2010 large-scale benchmark problems [Tang et al., 2009]. In Chapter 5 we
conduct a comparative study to compare the performance of MA-SW-Chains with a large-
scale algorithm that we propose in this thesis. Later, a variant of MA-SW-Chains called
MA-SSW-Chains was developed, in which the local search was only applied to a random
subset of the decision variables [Molina et al., 2011].
LaTorre [2008] proposed the Multiple Offspring Framework (MOS), which is an abstrac-
tion layer on top of the reproductive operators of existing evolutionary algorithms. More
specifically, MOS employs a repertoire of evolutionary operators and applies them based on
their performance over the course of optimization in order to achieve a higher long-term
performance. In the context of large-scale optimization, several evolutionary operators have
been hybridized using the MOS framework [LaTorre et al., 2011; 2012; 2013b]. Common
hybridizations are:
• A local search strategy borrowed from MTS [Tseng and Chen, 2008] (called MTS-LS1)
+ Differential Evolution. Proposed in [LaTorre et al., 2011].
• MTS-LS1 [Tseng and Chen, 2008] + Solis and Wets’ randomized hill climber [Solis and
Wets, 1981]. Proposed in [LaTorre et al., 2012].
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• A modified version of MTS-LS1 (MTS-LS-Reduced [LaTorre et al., 2013b]) + Solis
Wets [Solis and Wets, 1981] + GA with BLX operator and Gaussian mutation [Herrera
and Lozano, 2000]. Proposed in [LaTorre et al., 2013b].
The experimental results on a wide range of benchmark functions with up to 1000 di-
mensions showed the scalability of MOS framework to high-dimensional problems, making it
the first-ranked algorithm in the CEC’2013 and CEC’2015 competition on large-scale global
optimization. In Chapter 8, we conduct a comparative study to compare the performance of
MOS with a large-scale algorithm that will be proposed later in this thesis.
3.4.4 Opposition-Based Sampling and Initialization Methods
Rahnamayan and Wang [2008] were first to use the idea of opposition-based population
initialization and generation jumping with differential evolution for solving large-scale op-
timization problems. Later, they proposed a center-based sampling method for population
initialization as well as for generating variations in the population during the course of op-
timization [Rahnamayan and Wang, 2009]. It has been shown that the center point of the
search space has the highest probability of being closer to an unknown solution than any
other point in the space. Rahnamayan and Wang [2009] have shown that this probability
increases rapidly with respect to the dimensionality of the space. This center-based sam-
pling scheme is an economical way of using limited computational resources, especially in a
large-scale optimization setting. The theoretical and the empirical results shown by Rah-
namayan et al. [2007] explains why quasi-oppositional differential evolution performs better
than opposition-based differential evolution (ODE) [Rahnamayan et al., 2006; 2008].
Wang et al. [2011a] proposed an enhanced version of opposition-based differential evo-
lution (GODE) [Wang et al., 2009a;b] for solving high-dimensional continuous optimization
problems. In GODE, the candidate solutions are translated into a so-called opposite space
using the definition of opposite numbers [Rahnamayan et al., 2006]. Wang et al. [2011a]
argue that by evaluation of the candidate solutions and their translated counterparts in the
opposite space, the probability of finding better solutions will increase. This hypothesis is
backed up by a set of empirical results on a set of 19 high-dimensional benchmark func-
tions [Herrera et al., 2009]. A variation of GODE, called GOjDE [Wang et al., 2013a], has
been proposed, which adapts the scaling factor and the crossover rate of its core DE opti-
mizer. The generalized opposition-based learning has also been applied to PSO for solving
large-scale optimization problems [Wang et al., 2011b].
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Chowdhury et al. [2012] proposed the large-scale optimization based on coordinated bac-
terial dynamics and opposite numbers (LSCBO) to solve large-scale continuous optimization
problems. LSCBO uses a micro population with only 3 candidate solutions which are called
bacteria. Out of three bacteria, one is called the primary bacterium, and the other two are
called secondary bacteria. The primary bacterium forms the main search path by a simple
evolutionary process. The secondary bacteria searches around the primary bacterium and in-
fluences its search path. One of the secondary bacterium is called the associated bacterium,
which randomly searches around the primary particle. The other secondary bacterium is
called the opposite-associated bacterium, which is generated based on a simple opposition-
based sampling mechanism. LSCBO has been tested on the CEC’2008 [Tang et al., 2007]
with problems up to 1000 dimensions. It should be noted that LSCBO may not be suit-
able for nonseparable functions due to its dimension-wise search mechanism, which requires
further investigation.
A wide range of population initialization methods have been employed by evolutionary
algorithms [Kazimipour et al., 2014b]. There are various conclusions, at times conflicting,
on the effect of initialization methods on large-scale optimization [Kazimipour et al., 2013;
2014a;c]. Kazimipour et al. [2014c] argue that the drastic loss of population uniformity is
a major source of performance degradation in high-dimensional spaces. There are other
geometrical peculiarities of high-dimensional spaces that affect all initialization methods.
For example, it is well-known that the contrast in distance between randomly chosen points
vanish as the dimensionality of the space increases [Beyer et al., 1999; Durrant and Kaba´n,
2009]. This has serious implications on various initialization/sampling techniques.
3.5 Chapter Summary
In this chapter, we reviewed several large-scale global optimization applications and algo-
rithms. We have seen that decomposition algorithms are widely used in the context of
large-scale optimization; however, they lack a theoretical foundation and are mainly based
on “rules of thumb”. In the next chapter, we propose a differential grouping theorem that
can be used to identify interacting variables with high accuracy.
We have also seen that various algorithms have been developed to improve the scalability
of algorithms such as differential evolution, particle swarm optimization, or estimation of
distribution algorithms on large-scale problems. Designing scalable algorithms is an interest-
ing and fruitful research direction in its own right; however, in this thesis we are concerned
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with developing a framework based on decomposition and cooperative co-evolution in which
various solvers can be used. For the purposes of this research, we adopted SaNSDE [Yang
et al., 2008b] as the subcomponent optimizer.
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Differential Grouping
4.1 Introduction
In Chapter 1, we motivated the idea of a divide-and-conquer approach to large-scale optimiza-
tion. In the context of evolutionary computation this can be done by using a cooperative
co-evolutionary (CC) framework. One of the challenges of using a CC framework is an
efficient decomposition of a large-scale problem into a set of smaller problems. This decom-
position should reflect the underlying interaction structure of the decision variables aiming
at minimizing the interaction between subcomponents. Most of the existing decomposition
strategies such as random grouping [Yang et al., 2008c] and delta grouping [Omidvar et al.,
2010b] impose a fixed subcomponent size. Other methods such as Cooperative Co-evolution
with Variable Interaction Learning (CCVIL) [Chen et al., 2011] are inefficient in detecting
nonseparable variables. In general, most of the existing decomposition strategies such as
LINC-R [Tezuka et al., 2004] and CCVIL [Chen et al., 2011] lack a strong mathematical
foundation and it is hard to judge when and why these algorithms work. In this chap-
ter, we propose a theoretical foundation for identifying interacting variables and propose an
algorithm, differential grouping, which is based on these theoretical findings.
The remainder of this chapter is organized as follows. In Section 4.2, the proposed dif-
ferential grouping algorithm is derived from a definition of partial separability. Section 4.3
outlines the benchmark problems used to evaluate the performance of differential group-
ing. In Section 4.4, first the performance of the differential grouping algorithm is compared
with CCVIL; then, the effectiveness of the differential grouping algorithm in improving the
optimization performance of evolutionary algorithms is investigated. Finally, Section 4.5
summarizes the findings and concludes the chapter.
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4.2 Differential Grouping
This section describes the details of differential grouping, the decomposition strategy pro-
posed in this chapter. Differential grouping is derived from the definition of partially addi-
tively separable functions. This type of functions conveniently represent the modular nature
of many real-world problems [Toint, 1983].
Definition 4.1. A function is partially additively separable if it has the following general
form:
f(x) =
mX
i=1
fi(xi) , (4.1)
where xi are mutually exclusive decision vectors of fi, x = (x1, . . . , xn) is a complete decision
vector of n dimensions, and m is the number of independent subcomponents.
For a function of the above form if all subcomponent functions are 1-dimensional, then
it is called completely additively separable or fully separable for short. Hereafter, the phrase
‘additively separable’ is used to refer to ‘partially additively separable’.
Theorem 4.1. Let f(x) be an additively separable function. ∀a, b1 6= b2, δ ∈ R, δ 6= 0, if the
following condition holds
Δδ,xp [f ](x)|xp=a,xq=b1 6= Δδ,xp[f ](x)|xp=a,xq=b2 , (4.2)
then variables xp and xq are nonseparable, where
Δδ,xp[f ](x) = f(. . . , xp + δ, . . . )− f(. . . , xp, . . . ), (4.3)
refers to the forward difference of f with respect to variable xp with interval δ.
Theorem 4.1 simply states that given an additively separable function f(x), two variables
xp and xq interact if Equation (4.3) evaluated with any two different values for xq yields
different results (i.e. inequality of delta values ⇒ nonseparability). In order to prove the
theorem, it is sufficient to prove its contrapositive which states that if two variables xp and
xq are separable, then Equation (4.3) evaluated with any two different values for xq yields
the same answer (i.e. separability ⇒ equality of delta values).
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Lemma 4.1. If f(x) is additively separable, then for any xp ∈ x we have:
∂f(x)
∂xp
=
∂fi(xi)
∂xp
, ∀xp ∈ xi. (4.4)
Proof. Since f(x) is additively separable, we have
∂f(x)
∂xp
=
∂Pmi=1 fi(xi)
∂xp
=
∂f1(x1)
∂xp
+ · · ·+
∂fm(xm)
∂xp
(4.5)
∀xp ∈ xi
where x1, . . . ,xm are mutually exclusive decision vectors. Therefore,
∂f(xj)
∂xp = 0 , ∀j 6= i.
Hence,
∂f(x)
∂xp
=
∂fi(xi)
∂xp
, ∀xp ∈ xi. (4.6)
Proof of Theorem 4.1. According to Lemma 4.1,
∂f(x)
∂xp
=
∂fi(xi)
∂xp
, ∀xp ∈ xi.
Then, ∀xq /∈ xi we have:
∂f(x)
∂xp




xq=b1
=
∂f(x)
∂xp




xq=b2
=
∂fi(xi)
∂xp
, ∀b1 6= b2.
Z a+δ
a
∂f(x)
∂xp
dxp




xq=b1
=
Z a+δ
a
∂f(x)
∂xp
dxp




xq=b2
,
Δδ,xp [f ](x)|xp=a,xq=b1 = Δδ,xp[f ](x)|xp=a,xq=b2 ,
∀a, b1 6= b2, δ ∈ R, δ 6= 0.
Example. Consider the nonseparable objective function f(x1, x2) = x
2
1 +λx1x2+x22, λ 6= 0.
According to Equation (4.5) we have:
∂f(x1, x2)
∂x1
= 2x1 + λx2.
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This clearly shows that the change in the objective function with respect to x1 is a function
of x1 and x2. Now, by applying Equation (4.3) we have:
Δδ,x1 [f ] =

(x1 + δ)2 + λ(x1 + δ)x2 + x22

−

x21 + λx1x2 + x22

= δ2 + 2δx1 + λx2δ. (4.7)
It can be seen that the difference equation Δδ,x1[f ] is a function of both x1 and x2. Therefore,
evaluating Δδ,x1 [f ] for two different values of x2 does not give the same answer. So, according
to Theorem 4.1, we conclude that x1 and x2 interact (they are nonseparable). Note that λ
reflects the strength of nonseparability. Setting λ to zero makes the function fully separable.
4.2.1 The Differential Grouping Algorithm
Algorithm 4.1 shows how Theorem 4.1 can be used to identify and group the interacting
variables into common subcomponents. The algorithm starts by examining the interaction
of the first decision variable with all other decision variables in a pair-wise fashion by applying
Theorem 4.1. If the algorithm detects an interaction between the first variable and any other
variable, it excludes that variable from the set of all decision variables and places it in a
subcomponent. This process is repeated until all the variables that interact with the first
variable are detected and the first subcomponent is formed. If no interaction is detected,
then the variable under examination is considered to be a separable variable. This process is
repeated for the remaining variables until there are no more decision variables left. Lines 6, 8
and 10 of Algorithm 4.1 show how Theorem 4.1 is used to identify the interacting variables.
Note that all the variables are initialized to the lower bound of the function in vector p1
(line 5). In order to check for interaction between the ith and the jth dimensions, the vector
p2 is set to be equal to p1 except for the ith dimension. The ith element of vector p2 is
set to the upper bound of the domain. This allows us to calculate the value of Δ1. Then,
the jth element of p2 is set to the center of the search space for that dimension and Δ2 is
calculated. If the quantity |Δ1 −Δ2| is greater than a small number ǫ, then it is concluded
that the ith and the jth dimensions interact with each other (lines 5-11). The jth dimension
is then removed from the set of decision variables and is grouped with the ith dimension in
a common subcomponent. The same process is repeated until all variables interacting with
the ith dimension are extracted. The algorithm then identifies all variables interacting with
the (i + 1)th dimension until there are no more dimensions to be examined. It should be
noted that the choices of upper bound, lower bound and the center of the search space to
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Algorithm 4.1: (g,x1, . . . ,xg,xsep,Γ) = DG(f,x, n,x,x, ǫ)
1 D = {1, ..., n}, xsep = {}, g = 0, Γ = 0;
2 for i ∈ D do
3 y = (xi);
4 for j ∈ D ∧ i 6= j do
5 p1 = x, p2 = p1, p2(i) = xi;
6 Δ1 = f(p1)− f(p2);
7 p1(j) = 0, p2(j) = 0;
8 Δ2 = f(p1)− f(p2);
9 Γ← Γ+ 4;
10 if |Δ1 −Δ2| > ǫ then
11 y← (y, xj), D ← D \ {j};
12 if |y| = 1 then
13 xsep ← (xsep,y);
14 else
15 g ← g + 1;
16 xg = y;
17 return (g,x1, . . . ,xg,xsep,Γ);
construct p1 and p2 are arbitrary. These points can be generated randomly as long as they
do not coincide with each other to give a difference value of zero.
The choice of ǫ in Algorithm 4.1 affects the sensitivity of the algorithm in detecting the
interactions between the variables. A smaller ǫ makes the algorithm more sensitive to very
weak interactions between the decision variables.
In Chapter 3, it was mentioned that perturbation methods such as LINC-R [Tezuka et al.,
2004] lack a theoretical basis. Using the interpretation given in this section, we can show that
the heuristic used in LINC-R [Tezuka et al., 2004] can be derived by applying Theorem 4.1.
In LINC-R an interaction between two variables xi and xj is identified by comparing the
difference values calculated from the following equations:
Δxi,xj [f ] = f(xi + δi, xj + δj)− f(xi, xj) (4.8)
Δxi [f ] = f(xi + δi, xj)− f(xi, xj) (4.9)
Δxj [f ] = f(xi, xj + δj)− f(xi, xj) . (4.10)
Given these difference values, two variables interact if the following condition holds:
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Δxi,xj [f ]−
�
Δxi [f ] +Δxj [f ]

 > ǫ ,
or similarly:
Δxi,xj [f ] 6= Δxi [f ] +Δxj [f ] . (4.11)
By substitutingΔxi,xj [f ],Δxi [f ], andΔxj [f ] from Equations (4.8)-(4.10) into Equation (4.11)
and reordering the terms we get:
f(xi + δi, xj + δj) 6= f(xi + δi, xj) + f(xi, xj + δj)− f(xi, xj). (4.12)
Now, Theorem 4.1 can be used to show the equivalence of the method used in LINC-R
and differential grouping. According to Theorem 4.1, the ith and jth dimensions interact if
Equation (4.3) evaluated at two different xj yields different results, i.e.:
f(xi + δi, xj)− f(xi, xj) 6=
f(xi + δi, xj + δj)− f(xi, xj + δj). (4.13)
By rearranging the terms it can be seen that this equation is identical to Equation (4.12),
showing how LINC-R and differential grouping are related. Although we can theoretically
derive the LINC-R formulation from Theorem 4.1, in practice the differential grouping al-
gorithm requires fewer objective function evaluations to identify the interacting variables.
Later in Section 4.2.2 we will show how Algorithm 4.1 can be slightly optimized to use less
function evaluations.
It is also worth mentioning that LINC-R was tested on a very limited set of low dimen-
sional benchmark functions. Moreover, the LINC-R algorithm does not use a cooperative
co-evolutionary framework. Instead, it uses an island model with periodic migration of in-
dividuals between islands [Tezuka et al., 2004]. This island model is constructed from the
discovered interaction groups. A disadvantage of this approach is that the periodic migration
of individuals requires re-evaluation of individuals in all islands after each migration, which
is not an effective use of computational resources. In Section 4.2.3, we show how a coopera-
tive co-evolutionary framework can be used more efficiently in conjunction with differential
grouping to solve large-scale optimization problems.
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4.2.2 Time Complexity
This section describes how to calculate an upper bound for the total number of fitness
evaluations (FE) required by differential grouping under the assumption that there are n
m
nonseparable subcomponents, each with m variables. As shown in Algorithm 4.1, after
each successful application of differential grouping, m variables are removed from the set
of remaining decision variables. Based on the sum of an arithmetic progression, an upper
bound (S) can be calculated for the number of times that the inner loop of Algorithm 4.1 is
executed:
S = (n− 1) + (n−m− 1) + · · ·+

n−
 n
m
− 1

m− 1

= (n− 1) + (n−m− 1) + · · ·+ (m− 1)
=
n
2m
(n+m− 2) . (4.14)
Since there are four fitness evaluations in the inner loop (Algorithm 4.1 lines 10 and 13), a
perfect grouping will require a total of 4S fitness evaluations. However, Algorithm 4.1 can be
optimized further by realizing that Δ1 is not changed during the execution of the inner loop
and can be moved outside. This optimization is not possible with LINC-R. In other words,
differential grouping requires two extra evaluations inside the inner loop, whereas LINC-R
requires three extra evaluations. This small change reduces the total number of required
fitness evaluations to 2(S + n
m
). As an example, for n = 1000 and m = 50, the following
number of fitness evaluations is required:
FE = 2

S +
n
m

= 2

1000
100
(1000 + 50 − 2) + 20

= 21000 .
Similarly for a fully separable function with n = 1000 and m = 1, the number of fitness
evaluations is:
FE = 2

S +
n
m

= 2

1000
2
(1000 − 1) + 1000

= 1001000 .
The time complexity of differential grouping with respect to the maximum number of fitness
evaluations is as follows:
O(FE) = O
 
2

S +
n
m

!
= O
 
n2
m
!
. (4.15)
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Algorithm 4.2: (x⋆, f⋆) = CC(f,x,x, n,Γmax)
1 (g,x1, . . . ,xg,xsep,Γ) = grouping(f,x,x, n) ;
2 P = rand(µ, n) ;
3 for i = 1→ g do
4 cvi = rand(1, |xi|);
5 cv = (cv1, . . . , cvg) ;
6 while
Pi=1
g Γi < Γmax − Γ do
7 for i = 1→ g do
8 (cv,Γi)← optimizer(P, cv,xi) ;
9 x⋆ = cv ;
10 f⋆ = f(x⋆) ;
11 return (x⋆, f⋆) ;
4.2.3 Differential Grouping Algorithm with CC
This section explains how the differential grouping algorithm is used in a cooperative co-
evolutionary framework for solving large-scale global optimization problems.
Algorithm 4.2 shows the Cooperative Co-evolutionary (CC) framework used for this re-
search. Note that the algorithm has two major stages, a grouping stage (line 1) and an
optimization stage (lines 2-11). During the grouping stage, the underlying interaction struc-
ture of the decision variables is discovered by the grouping function, and the subcomponents
are formed accordingly. Note that the grouping function can refer to any off-line grouping
procedure, but in this chapter it refers to the differential grouping procedure introduced in
Algorithm 4.1. In the optimization stage, the subcomponents that are formed in the group-
ing stage are optimized in a round-robin fashion for a predetermined number of cycles. The
optimizer function can be any numerical optimization algorithm that can exploit the pro-
vided grouping information. In Chapter 5, we will show that the round-robin optimization of
subcomponents is not the most efficient resource allocation scheme for a CC framework. To
address this issue, we introduce a new CC framework called contribution-based cooperative
co-evolution (CBCC) which unlike the traditional CC chooses the subcomponents based on
their contributions to the improvement of the overall fitness. As a result, a subcomponent
with a higher contribution to the overall fitness will be given more computational resources.
However, one of the requirements for effective estimation of contributions is that the inter-
dependencies between the subcomponents are kept to a minimum. In other words, all the
interacting variables should be placed within the same subcomponents.
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4.3 Experimental Settings
In order to evaluate the performance of differential grouping, a set of 20 benchmark functions
were used. These benchmark functions were proposed for the IEEE CEC’2010 special session
on large-scale global optimization and the associated competition [Tang et al., 2009]. The
CEC’2010 benchmark functions are classified into the following five groups making an ideal
test set for evaluating differential grouping.
1. Separable functions (f1-f3).
2. Single-group m-nonseparable functions (f4-f8).
3. n2m -group m-nonseparable functions (f9-f13).
4. n
m
-group m-nonseparable functions(f14-f18).
5. Nonseparable functions (f19-f20).
Here n is the dimensionality of the problem, and m is the number of variables in each
nonseparable subcomponent. For this research, n and m are set to 1000 and 50 respectively.
4.3.1 Parameter Settings
The subcomponent optimizer used in this chapter is SaNSDE [Yang et al., 2008b], a variant
of Differential Evolution (DE) [Storn and Price, 1995]. SaNSDE self-adapts the crossover rate
and the scaling factor of DE. The population size is 50 as suggested by Yang et al. [2008b].
All experimental results are based on 25 independent runs for each algorithm. The maximum
number of fitness evaluations was set to 3× 106 as suggested in [Tang et al., 2009]. We used
these settings in order to compare our results with other algorithms that were benchmarked
against the same test suite. For the grouping stage, the value of ǫ was arbitrarily set to 10−3
(Algorithm 4.1 line 14). Other values such as 10−1 and 10−6 were used to test the sensitivity
of differential grouping to ǫ (Section 4.4.3).
4.4 Analysis of Results
This section provides an analysis of the effectiveness of differential grouping in terms of
identifying the interacting variables and a comparison with the Cooperative Co-evolution
with Variable Interaction Learning (CCVIL) algorithm [Chen et al., 2011]. Experimental
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results are provided to analyze the performance of differential grouping in the context of a
cooperative co-evolutionary framework for large-scale optimization problems.
4.4.1 Performance of Differential Grouping
Table 4.1 shows the experimental results for the grouping performance of differential grouping
and CCVIL grouping algorithm. The entries of the two algorithms are separated by the
symbol ‘/’. The last column shows the grouping accuracy of nonseparable variables for
both algorithms. The double lines separate different classes of functions according to the
description in Section 4.3. This section focuses on the performance of differential grouping,
and the next section is devoted to a comparison with CCVIL. It can be seen from Table 4.1
that the grouping accuracy for 13 out of 20 benchmark functions is 100%. For functions
f1 to f3, which are fully separable (class 1, see Section 4.3), all the variables were placed
in one separable group. Differential grouping correctly identified the decision variables of
these functions as fully separable. Another possibility would have been to place each of the
decision variables in a separate subcomponent. However, this is not necessarily an optimal
grouping arrangement in terms of both efficiency and accuracy for a large-scale fully separable
problem. Studies by van den Bergh and Engelbrecht [2004], Shi et al. [2005], and [Omidvar
et al., 2014b] have shown that an intermediate decomposition between these two extreme
cases is more efficient. Since the focus of this chapter is on the decomposition of nonseparable
subcomponents, in all of our experiments, the separable variables identified by the differential
grouping algorithm were placed into one common subcomponent.
For the second class of benchmark functions (f4-f8), where there is one nonseparable
subcomponent with 50 variables and another separable group with 950 variables, the grouping
accuracy for 3 out of these 5 functions is 100%. It may seem odd that the grouping accuracy
on f4 is reported to be 100% while the number of groups is incorrect. The reason for
this is that, although the number of groups is not correct, all 50 nonseparable variables
were correctly grouped into a common subcomponent. The reason for the incorrect number
of groups is that the algorithm unexpectedly subdivided some separable variables into 9
other nonseparable groups. Since the grouping of separable variables does not affect the
nonseparable ones, we report 100% accuracy as long as the nonseparable variables were not
misplaced. Further details of how the variables were grouped is shown in Table 4.3 for some
representative functions. The grouping accuracy for the remaining two functions in this
category (f7, f8) is also acceptable, especially for f8 where only 4 variables were misplaced.
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Table 4.1: Performance of Differential Grouping and CCVIL on the CEC’2010 LSGO benchmark functions (separated by
‘/’.)
Differential Grouping
�
ǫ = 10−3
�
/ CCVIL
Function Sep Nonsep Nonsep # Captured # Captured # Formed # Misplaced # FE Grouping
Vars Vars Groups Sep Vars Nonsep Vars Nonsep Groups Vars Accuracy
f1 1000 0 0 1000 / 1000 0 / 0 0 / 0 0 / 0 1001000 / 69990 100% / 100%
f2 1000 0 0 1000 / 1000 0 / 0 0 / 0 0 / 0 1001000 / 69990 100% / 100%
f3 1000 0 0 1000 / 938 0 / 0 0 / 0 0 / 31 1001000 / 1798666 100% / 93.8%
f4 950 50 1 33 / 957 50 / 43 10 / 1 0 / 7 14564 / 1797614 100% / 86%
f5 950 50 1 950 / 950 50 / 50 1 / 1 0 / 0 905450 / 1795705 100% / 100%
f6 950 50 1 950 / 910 50 / 47 1 / 22 0 / 3 906332 / 1796370 100% / 94%
f7 950 50 1 247 / 951 34 / 49 4 / 1 16 / 1 67250 / 1796475 69% / 98%
f8 950 50 1 135 / 1000 46 / 0 5 / 0 4 / 50 23608 / 69842 92% / 0%
f9 500 500 10 500 / 583 500 / 337 10 / 33 0 / 0 270802 / 1792212 100% / 67.4%
f10 500 500 10 500 / 508 500 / 492 10 / 10 0 / 8 272958 / 1774642 100% / 98.4%
f11 500 500 10 501 / 476 499 / 491 10 / 26 1 / 9 270640 / 1774565 99.2% / 98.2%
f12 500 500 10 500 / 516 500 / 435 10 / 11 0 / 65 271390 / 1777344 100% / 87%
f13 500 500 10 131 / 1000 126 / 0 40 / 0 374 / 500 49470 / 69990 25.2% / 0%
f14 0 1000 20 0 / 150 1000 / 719 20 / 63 0 / 281 21000 / 1785975 100% / 71.9%
f15 0 1000 20 0 / 18 1000 / 982 20 / 20 0 / 18 21000 / 1751241 100% / 98.2%
f16 0 1000 20 4 / 11 996 / 989 20 / 20 4 / 11 21128 / 1751647 99.6% / 98.9%
f17 0 1000 20 0 / 25 1000 / 975 20 / 20 0 / 25 21000 / 1752340 100% / 97.5%
f18 0 1000 20 85 / 1000 173 / 0 49 / 0 827 / 1000 34230 / 69990 17.3% / 0%
f19 0 1000 1 0 / 0 1000 / 1000 1 / 1 0 / 0 2000 / 48212 100% / 100%
f20 0 1000 1 42 / 972 82 / 20 16 / 14 918 / 980 22206 / 1798708 8.2% / 2%
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Table 4.2: Results of Differential Grouping with Parameter ǫ set to 10−1 and 10−6 on the CEC’2010 LSGO benchmark
functions (separated by ‘/’).
Differential Grouping
�
ǫ = 10−1
�
/ Differential Grouping
�
ǫ = 10−6
�
Function Sep Nonsep Nonsep # Captured # Captured # Formed # Misplaced # FE Grouping
Vars Vars Groups Sep Vars Nonsep Vars Nonsep Groups Vars Accuracy
f1 1000 0 0 1000 / 96 0 / 904 0 / 20 0 / 904 1001000 / 25036 100% / 9.6%
f2 1000 0 0 1000 / 1000 0 / 0 0 / 0 0 / 0 1001000 / 1001000 100% / 100%
f3 1000 0 0 1000 / 862 0 / 138 0 / 4 0 / 138 1001000 / 757476 100% / 86.2%
f4 950 50 1 34 / 34 50 / 50 9 / 9 0 / 0 14546 / 14546 100% / 100%
f5 950 50 1 950 / 950 50 / 50 1 / 1 0 / 0 905450 / 905450 100% / 100%
f6 950 50 1 950 / 732 50 / 50 1 / 7 0 / 0 906332 / 562748 100% / 100%
f7 950 50 1 950 / 247 50 / 34 1 / 4 0 / 16 906822 / 67250 100% / 68%
f8 950 50 1 135 / 135 46 / 46 5 / 5 4 / 4 23608 / 23608 92% / 92%
f9 500 500 10 500 / 26 500 / 128 10 / 15 0 / 327 270802 / 9350 100% / 25.6%
f10 500 500 10 500 / 500 500 / 500 10 / 10 0 / 0 272958 / 272958 100% / 100%
f11 500 500 10 512 / 158 291 / 500 36 / 14 209 / 0 329938 / 42186 58.2% / 100%
f12 500 500 10 500 / 500 500 / 492 10 / 10 0 / 8 271390 / 271182 100% / 98.4%
f13 500 500 10 500 / 131 27 / 126 173 / 40 473 / 374 636686 / 49470 5.4% / 25.2%
f14 0 1000 20 0 / 1 1000 / 407 20 / 19 0 / 593 21000 / 10574 100% / 40.7%
f15 0 1000 20 1 / 0 999 / 1000 20 / 20 1 / 0 21012 / 21000 99.9% / 100%
f16 0 1000 20 20 / 0 640 / 1000 72 / 20 360 / 640 46476 / 21000 64% / 100%
f17 0 1000 20 0 / 0 1000 / 506 20 / 20 0 / 494 21000 / 11490 100% / 50.6%
f18 0 1000 20 79 / 85 60 / 173 359 / 49 940 / 827 383540 / 34230 6% / 17.3%
f19 0 1000 1 0 / 0 1000 / 1000 1 / 1 0 / 0 2000 / 2000 100% / 100%
f20 0 1000 1 0 / 42 40 / 82 500 / 16 960 / 918 501000 / 22206 4% / 8.2%
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In the case of f7, 16 variables were mixed with separable variables in a total of 4 nonseparable
groups.
For the next set of functions (f9-f13), there are 10 nonseparable subcomponents, each
with 50 variables and one separable subcomponent with 500 variables. Except for f13, the
grouping accuracy for this class is very high, with an accuracy of 100% for 3 functions out of
5. The grouping accuracy on f11 is 99.2% because one nonseparable variable was misplaced.
A further experiment revealed that with a smaller value of ǫ in Algorithm 4.1, it is possible to
perform a fully accurate grouping on this function (see Section 4.4.3). The fourth category
of functions (f14-f18) has a very similar grouping accuracy as the previous group. Note
that there are no separable subcomponents in these functions and all 20 subcomponents are
nonseparable.
In the last category, where all the variables interact with each other, the grouping accuracy
for f19 is 100% and all the variables were correctly placed into one big group. However, the
grouping accuracy for f20 is poor.
An interesting pattern that can be seen in Table 4.1 is the overall low grouping accuracy
on almost all instances of the Rosenbrock function (f8, f13, f18, f20). For example, in the case
of f13 and f18, 40 and 49 nonseparable groups were formed where there are only 10 and 20
such subcomponents. A detailed investigation on this behavior is conducted in Chapter 8.
Table 4.3 shows in detail how the subcomponents were found for a number of functions.
Each row shows a nonseparable group which is formed by differential grouping. The column
‘Group Size’ shows the size of each group. Columns (P1-P20) are permutation groups that
contain the indices of 50 randomly chosen dimensions. The numbers in each column shows
how many variables of a group belong to each permutation group. For example, in the case
of f4 from a total of 145 variables in the first group, none is from P1, 8 is from P2, 10 is
from P3 and so forth. The numbers in columns P1 to P20 add up to the group size. This
function has only one 50-dimensional nonseparable subcomponent which is represented by
P1 and one 950-dimensional separable subcomponent which is represented by the remaining
permutation groups. It can be seen that in group 6 (G06), 50 variables are from P1 and none
from the rest of the permutation groups. Take f9 as another example. For this function,
an ideal grouping should form 10 nonseparable groups with 50 variables from the first 10
permutation groups (P1-P10) and none from the remaining permutation groups. Table 4.3
shows how differential grouping formed such an ideal grouping for this function.
One final remark about the performance of differential grouping relates to the number of
fitness evaluations used for each function to discover the underlying grouping structure. It
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Table 4.3: Detailed grouping matrix of some selected functions (ǫ = 10−3). The rows in-
dicate the groups formed by the differential grouping algorithm and the columns represent
the permutation groups from which the variables in each group were extracted.
Func Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
f4
G01 145 0 8 10 9 4 8 7 8 9 6 10 7 6 14 7 7 12 4 5 4
G02 63 0 2 2 3 3 5 4 8 2 3 3 4 1 2 1 5 3 3 4 5
G03 177 0 9 8 13 9 8 12 7 13 9 7 6 11 6 6 13 6 9 12 13
G04 110 0 7 6 7 6 4 5 4 5 7 8 4 10 4 8 4 4 6 5 6
G05 276 0 16 14 15 16 14 15 13 16 15 12 20 16 12 13 13 13 16 12 15
G06 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 27 0 1 3 0 3 0 1 2 1 0 2 1 1 2 1 3 1 1 3 1
G08 89 0 6 3 2 4 8 2 6 3 4 5 6 3 5 7 3 7 5 5 5
G09 28 0 1 0 1 4 0 1 1 1 2 1 1 0 2 5 2 3 2 1 0
G10 2 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
f5 G01 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f7
G01 289 0 14 13 16 21 24 15 13 16 10 9 12 9 17 23 18 17 12 13 17
G02 204 34 9 14 6 6 9 8 9 9 11 12 9 6 7 7 7 9 8 10 14
G03 244 0 17 15 17 10 8 9 13 11 16 18 13 14 13 12 10 13 13 12 10
G04 16 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f8
G01 225 0 18 11 13 9 8 10 11 14 13 9 10 14 15 7 12 13 12 14 12
G02 306 0 11 18 13 20 14 19 16 18 19 15 19 17 17 16 14 22 8 13 17
G03 286 0 14 16 17 17 20 12 14 12 12 17 16 14 13 17 16 8 20 16 15
G04 46 46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G05 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f9
G01 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G05 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G09 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
f14
G01 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0
G05 50 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
G06 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
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Table 4.3: Detailed grouping matrix of some selected functions (ǫ = 10−3). The rows in-
dicate the groups formed by the differential grouping algorithm and the columns represent
the permutation groups from which the variables in each group were extracted.
Func Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G09 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
G11 50 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
G14 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0
G16 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50
G18 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G19 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G20 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
f20
G01 70 2 0 1 5 5 4 5 2 2 4 3 3 2 3 4 5 5 5 3 7
G02 15 2 0 2 1 0 0 0 0 1 0 0 1 2 0 2 2 0 1 1 0
G03 402 21 18 22 20 16 19 22 25 22 22 24 18 23 17 18 18 14 19 21 23
G04 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
G05 115 4 7 2 7 7 8 5 6 8 3 4 5 7 11 4 9 3 7 5 3
G06 83 6 7 6 4 4 5 4 4 1 3 3 1 3 5 7 6 4 3 2 5
G07 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
G08 2 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
G09 34 2 5 2 1 3 1 3 1 2 0 1 4 4 0 1 1 1 1 1 0
G10 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
G11 2 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
G12 74 3 5 3 3 7 5 3 1 2 3 6 6 2 3 6 3 7 0 3 3
G13 84 4 5 5 4 3 3 2 5 3 6 2 7 1 2 5 1 10 9 4 3
G14 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
G15 52 3 1 2 2 1 2 3 2 5 4 5 3 3 5 1 1 3 1 4 1
G16 17 3 0 2 0 2 0 0 1 2 1 0 0 0 2 0 0 0 0 0 4
can be seen from Table 4.1 that the number of required fitness evaluations to identify the
interaction structure for fully separable functions (f1-f3) is relatively high. The reason for
this behavior is that in order to find out whether a variable interacts with another variable,
a pair-wise comparison is required over all decision variables. In each scan over the entire
variables, no interaction were detected and only one variable was excluded from the list of all
decision variables. As a result, approximately n× (n + 1) fitness evaluations were required.
This is a special case of the result obtained in Section 4.2.2 where m = 1. In Chapter 8,
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we investigate ways of reducing this cost. For the second class of functions (f4-f8), slightly
fewer fitness evaluations were needed because in the first scan 50 variables were extracted
for each accurate grouping. This effect is also present in the fourth group where there are 20
nonseparable groups. The least number of fitness evaluations was required for f19 where all
the variables were excluded in the first pass of the algorithm. This behavior is implied by
the complexity analysis presented in Section 4.2.2.
4.4.2 Comparison with CCVIL
This section discusses the similarities and differences between differential grouping and an-
other recently proposed automatic grouping procedure, Cooperative Co-evolution with Vari-
able Interaction Learning (CCVIL) [Chen et al., 2011].
CCVIL is a two stage algorithm where the grouping structure is discovered prior to the
optimization stage. According to Chen et al. [2011], two variables xi and xj are said to
interact with each other if the following condition holds:
∃x, x′i, x′j : (4.16)
f(x1, ..., xi, ..., xj , ..., xn) < f(x1, ..., x
′
i, ..., xj , ..., xn)∧
f(x1, ..., xi, ..., x
′
j , ..., xn) > f(x1, ..., x
′
i, ..., x
′
j , ..., xn) ,
where x is a candidate decision vector and x′i, x
′
j are to be replaced by the ith and jth
decision variables respectively. The way these two values are chosen is similar to the method
proposed by Weicker and Weicker [1999]. However the approach taken by CCVIL is more
accurate and reduces the number of falsely detected interactions.
CCVIL initially places each variable in a separate subcomponent. Then, by repeatedly
applying the above equation to any two variables xi and xj, the subcomponents containing
the interacting variables are merged until the termination criteria is met.
Since the focus of this chapter is on proposing a decomposition algorithm, we omit the
details of the optimization stage of the CCVIL algorithm. The interested reader is referred
to [Chen et al., 2011].
Table 4.1 shows the performance of CCVIL on the CEC’2010 benchmark functions (right
hand side entries). It can be seen from the table that differential grouping performs a
more accurate grouping with considerably fewer fitness evaluations on most of the functions.
Exceptions are f1, f2, and f7. It is notable that, like differential grouping, CCVIL also
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Figure 4.1: Detection of interacting variables using differential grouping and CCVIL on
different regions of a 2D Schwefel Problem 1.2.
behaved differently on all instances of the Rosenbrock function. Indeed, CCVIL classified all
variants of the Rosenbrock function as fully separable functions. An advantage of CCVIL is
its ability to quickly detect fully separable variables with a relatively low number of fitness
evaluations, whereas in differential grouping, approximately one million fitness evaluations
were required to discover the underlying grouping structure.
Figure 4.1 is an example that shows why differential grouping detects interacting variables
much faster than the CCVIL algorithm. Figure 4.1 shows three regions A, B, and C on the
contour plot of a two-dimensional Schwefel’s Problem 1.2 (lighter areas have smaller function
values). For this function both variables interact over the entire search space. The condition
given in Equation (4.16) is only satisfied by points in region A. If the points are in regions
B or C, the condition will be false and the algorithm will need to search further in order to
find values of the decision variables that satisfy Equation (4.16). This kind of behavior is
expected since Equation (4.16) uses an existential quantifier, and the amount of search effort
required to find a set of points to satisfy the criteria in Equation (4.16) is unknown. In order
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to alleviate this problem a stochastic approach is taken by Chen et al. [2011]. If an interaction
is not found by Equation (4.16) after several number of applications, the probability of there
being an interaction becomes very small and the search is terminated.
Since differential grouping approximates the gradient, it uses a more accurate measure
for detecting interacting variables without excessive search. Unlike CCVIL, which directly
compares the fitness of the sample points, in differential grouping, the changes in the fitness
values are compared to detect whether there is an interaction. As shown in Figure 4.1,
differential grouping compares the differences between the elevations of the two pairs of points
|f(x1, x2)−f(x1+δ, x2)| and |f(x1, x′2)−f(x1+δ, x′2)|, as shown by the dashed lines. If these
two values are different, it is inferred that the corresponding dimensions are nonseparable.
In other words, this is like forming a difference equation based on Equation (4.3) (Δx1 [f ])
and evaluating it for two different values of x2 and comparing the results. The figure shows
that, regardless of the chosen region, differential grouping can detect an interaction in its
first attempt. However, differential grouping may fail when a portion of the search space
is fully separable while other regions are fully nonseparable. In such scenarios, if all four
chosen points fall inside the separable region, the interaction will not be detected, but if at
least one point falls in the nonseparable region, the interaction will be correctly detected.
The situation is even worse with CCVIL, because even if at least one of the four points falls
inside the nonseparable region, it is still not guaranteed that Equation (4.16) is satisfied. For
most of CEC’2010 test functions the interaction occurs over the whole search space, and this
is why differential grouping managed to accurately and efficiently detect the interactions.
The results in Tables 4.1 clearly show that differential grouping is superior to CCVIL. It is
clear that if the same subcomponent optimizer is used under identical conditions, it is highly
likely that the algorithm with the better grouping would perform better in the optimization
stage. The fact that differential grouping had roughly twice as many fitness evaluations for
the optimization stage also increased this possibility.
4.4.3 Sensitivity Analysis
In order to test the sensitivity of differential grouping to the parameter ǫ, the differential
grouping algorithm was tested with two additional ǫ values, the result of which is reported in
Table 4.2. Therefore, by considering the results provided in Table 4.1, differential grouping
was tested with three different ǫ values which are: 10−1, 10−3, and 10−6.
As can be seen from Tables 4.1 and 4.2, the differential grouping algorithm with three
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different ǫ values consistently outperform CCVIL. This shows that the performance of dif-
ferential grouping is not very sensitive1 to this parameter as long as it is set to a relatively
small value. A general trend that can be seen is that more separable variables are correctly
classified when a larger ǫ (10−1) is used. This behavior is evident in functions f1-f13 which
have a separable subcomponent. When a smaller ǫ (10−3) was used, differential grouping was
able to identify the interacting variables with a higher accuracy. This is evident in functions
f14-f20 where there is no separable subcomponent. However, when ǫ is too small (10−6),
more separable variables were classified as nonseparable. This might be due to the precision
error in calculating the difference of the delta values. In the current implementation of Al-
gorithm 4.1, choosing a very small ǫ may influence the grouping accuracy of nonseparable
variables. This is because in each scan of the decision variables in Algorithm 4.1, all the
variables that are found to interact with the variable in examination are extracted from the
set of decision variables and grouped in a common subcomponent. Therefore, a wrongly
detected interaction between a separable variable and a set of nonseparable variables may
break a nonseparable subcomponent into a set of smaller groups which reduces the overall
accuracy of the grouping. Examples of such a drop in grouping accuracy due to a very small ǫ
(10−6) are f7, f9.f12, f14, and f17 in Table 4.2. Taking f9 as an example, Table 4.2 shows that
decreasing ǫ causes the grouping accuracy to drop from 100% to 25.6%. This function has 500
separable variables, but when ǫ = 10−6 the differential grouping algorithm misclassified these
variables into a set of nonseparable groups. This reduced the number of correctly classified
separable variables from 500 to only 26 variables. Consequently, since variable interaction is
a two-way relationship, nonseparable subcomponents are divided up into smaller groups due
to the interference of separable variables. For this reason, instead of forming 10 nonseparable
subcomponents, differential grouping formed 15 nonseparable subcomponents. In short, the
above observations show that despite the changes in the grouping accuracy due to variations
in ǫ, the performance of differential grouping especially on nonseparable functions is high.
Even in the case that ǫ is very small (10−6), out of 20 test functions differential grouping
outperformed CCVIL on 11 functions, performed equally well on 3 functions, but performed
worse on 6 functions. It should be noted that on the functions where CCVIL has a better
performance, two functions are fully separable.
1This is at least the case on the CEC’2010 LSGO benchmark suite. In Chapter 6, we propose a new
set of benchmark problems to challenge the sensitivity of differential grouping. In Chapter 8, an improved
differential grouping is proposed that is more robust.
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Table 4.4: Description of various algorithms that are used in the empirical studies.
Algorithms Description Decomposition Strategy
DECC-G Differential Evolution with Cooperative Co-evolution and
Random Grouping [Yang et al., 2008c].
Random Grouping
MLCC Similar to DECC-G, but instead of using a fixed grouping a
set of potential group sizes is used [Yang et al., 2008a].
Random Grouping
DECC-D Differential Evolution with Cooperative Co-evolution and
Delta Grouping [Omidvar et al., 2010b].
Delta Grouping
DECC-DML Similar to DECC-D uses delta grouping, but similar to MLCC
uses a set of potential group sizes [Omidvar et al., 2010b].
Delta Grouping
DECC-I DECC using an ideal grouping which is performed manually
using the knowledge of benchmark functions.
Ideal Grouping
DECC-DG DECC using the differential grouping that we proposed in this
chapter.
Differential Grouping
4.4.4 Differential Grouping with CC
In this section, we present the experimental results for cooperative co-evolution with differ-
ential grouping and compare it against other similar algorithms with various decomposition
strategies. Specifically, we compare differential grouping with random grouping [Yang et al.,
2008c], delta grouping [Omidvar et al., 2010b], and an ideal grouping that was constructed
manually using knowledge of the benchmark functions. All the algorithms used in our em-
pirical studies are summarized in Table 4.4. The experimental results can be found in Ta-
ble 4.5. For testing the statistical significance of the results, first the Kruskal-Wallis one-way
ANOVA [Sheskin, 2003] is used to find out if there is any significant difference between the al-
gorithms. If a significant difference is detected, a series of pair-wise Mann-Whitney-Wilcoxon
(MWW) tests are conducted with Holm correction [Sheskin, 2003] in order to find the best
performing algorithm2. Holm correction is a simple technique for controlling the family-wise
error rate. Family-wise error rate is the accumulation of type I errors when more than one
pair-wise comparison is used to rank a set of results. All statistical tests are based on 5%
significance level. For each function, the statistically best results are marked in bold. Where
two algorithms perform statistically similar, all such instances are marked in bold.
Table 4.5 shows that DECC-DG outperformed other algorithms. On 12 out of 15 partially
separable functions (f4−f18), DECC-DG performs significantly better than other algorithms.
This clearly shows that a near optimum decomposition of the decision variables significantly
2DECC-I is included just for reference and is not included in this statistical significance test.
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Table 4.5: Comparison of differential grouping and other grouping techniques on the
CEC’2010 benchmark functions using 25 independent runs. The highlighted entries are
significantly better (MWW test with Holm correction, α = 0.05).
DECC-DG
Functions DECC-DG MLCC DECC-D DECC-DML DECC-I vs DECC-I
f1
Median 8.39e+05 7.28e-07 6.00e-21 4.54e-13 9.96e+04
5.10e-06Mean 1.52e+06 8.24e-07 9.60e-21 2.77e-07 3.83e+05
Std 1.75e+06 4.28e-07 9.11e-21 9.60e-07 6.51e+05
f2
Median 4.26e+03 1.32e-04 4.92e+01 3.94e-08 4.42e+03
4.15e-02Mean 4.18e+03 2.61e-03 6.52e+01 1.04e+01 4.39e+03
Std 4.22e+02 5.34e-03 4.47e+01 2.24e+01 2.96e+02
f3
Median 1.07e+01 8.68e-04 2.24e+00 2.67e-06 1.11e+01
3.03e-01Mean 1.08e+01 1.27e-02 2.29e+00 2.57e-01 1.10e+01
Std 8.98e-01 2.65e-02 1.75e-01 7.06e-01 6.23e-01
f4
Median 4.95e+11 1.09e+14 2.95e+12 4.73e+13 2.68e+10
8.50e-09Mean 4.75e+11 1.17e+14 2.98e+12 1.18e+14 2.71e+10
Std 1.92e+11 4.12e+13 9.35e+11 1.69e+14 1.24e+10
f5
Median 6.58e+07 5.25e+08 2.66e+08 5.31e+08 7.16e+07
1.00e+00Mean 6.97e+07 5.04e+08 2.86e+08 4.99e+08 6.86e+07
Std 9.89e+06 1.36e+08 1.08e+08 1.28e+08 1.24e+07
f6
Median 1.62e+01 1.96e+07 3.67e+06 1.97e+07 1.64e+01
5.26e-01Mean 1.61e+01 1.90e+07 5.89e+06 1.68e+07 1.63e+01
Std 1.11e+00 2.12e+06 5.43e+06 6.08e+06 9.69e-01
f7
Median 2.84e+04 4.60e+10 3.89e+04 6.94e+09 1.07e+04
6.51e-02Mean 3.12e+04 4.88e+10 1.47e+05 3.42e+10 1.17e+04
Std 2.49e+04 1.64e+10 2.47e+05 5.19e+10 3.96e+03
f8
Median 9.97e+06 8.09e+08 8.98e+07 1.17e+08 1.02e+04
2.59e-03Mean 2.09e+07 8.23e+08 1.27e+08 3.10e+10 8.06e+05
Std 2.04e+07 1.92e+08 1.52e+08 6.90e+10 1.63e+06
f9
Median 3.49e+07 1.70e+09 1.01e+08 4.70e+08 2.58e+07
3.65e-01Mean 3.89e+07 1.69e+09 1.01e+08 1.05e+09 4.76e+07
Std 2.17e+07 2.54e+08 9.09e+06 1.13e+09 5.30e+07
f10
Median 3.36e+03 4.48e+03 3.74e+03 4.77e+03 3.15e+03
6.50e-04Mean 3.34e+03 5.19e+03 4.07e+03 4.30e+03 3.13e+03
Std 1.53e+02 1.72e+03 1.26e+03 1.77e+03 1.68e+02
f11
Median 2.61e+01 2.00e+02 2.71e+01 1.98e+02 2.47e+01
4.03e-01Mean 2.63e+01 2.00e+02 9.98e+01 1.91e+02 2.51e+01
Std 2.58e+00 2.24e+00 1.01e+02 3.56e+01 2.72e+00
f12
Median 2.79e+04 8.76e+05 8.99e+03 1.70e+05 2.49e+04
9.94e-02Mean 2.89e+04 8.68e+05 9.14e+03 4.76e+05 2.44e+04
Std 8.47e+03 1.24e+05 1.08e+03 4.69e+05 7.12e+03
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Table 4.5: Comparison of differential grouping and other grouping techniques on the
CEC’2010 benchmark functions using 25 independent runs. The highlighted entries are
significantly better (MWW test with Holm correction, α = 0.05).
DECC-DG
Functions DECC-DG MLCC DECC-D DECC-DML DECC-I vs DECC-I
f13
Median 2.78e+07 2.58e+04 5.87e+03 3.76e+03 1.35e+04
1.60e-13Mean 3.31e+07 3.24e+04 5.44e+03 8.62e+04 1.29e+04
Std 3.05e+07 2.61e+04 2.76e+03 1.95e+05 4.34e+03
f14
Median 2.11e+07 3.62e+09 2.99e+08 1.02e+09 2.14e+07
6.70e-01Mean 2.17e+07 3.62e+09 3.00e+08 2.22e+09 2.14e+07
Std 2.28e+06 5.43e+08 2.19e+07 2.04e+09 2.06e+06
f15
Median 2.73e+03 1.18e+04 1.31e+04 1.12e+04 2.85e+03
4.20e-01Mean 2.80e+03 1.17e+04 1.30e+04 1.10e+04 2.84e+03
Std 2.66e+02 2.05e+03 2.18e+02 2.77e+03 1.86e+02
f16
Median 2.00e+01 3.97e+02 1.04e+02 3.97e+02 1.91e+01
1.00e+00Mean 1.91e+01 3.99e+02 2.02e+02 3.62e+02 1.93e+01
Std 3.85e+00 3.43e+00 1.58e+02 1.09e+02 3.77e+00
f17
Median 7.44e+00 1.76e+06 7.57e+04 3.11e+05 6.82e+00
2.20e-01Mean 7.78e+00 1.79e+06 7.47e+04 9.71e+05 7.08e+00
Std 2.37e+00 1.78e+05 4.72e+03 1.05e+06 1.76e+00
f18
Median 1.79e+10 1.07e+05 7.49e+03 2.99e+04 1.14e+03
1.60e-13Mean 1.86e+10 1.07e+05 1.44e+04 7.77e+04 1.15e+03
Std 4.62e+09 2.68e+04 1.27e+04 1.75e+05 1.65e+02
f19
Median 9.31e+05 2.90e+06 6.56e+05 7.45e+05 9.07e+05
5.09e-01Mean 9.25e+05 2.96e+06 1.59e+06 2.70e+06 8.95e+05
Std 7.31e+04 4.29e+05 1.32e+06 3.37e+06 6.24e+04
f20
Median 7.68e+08 9.62e+04 2.21e+03 2.56e+03 2.29e+06
1.60e-13Mean 9.01e+08 1.75e+05 2.27e+03 5.42e+03 1.67e+07
Std 5.77e+08 2.08e+05 2.44e+02 1.46e+04 3.30e+07
improves the optimization performance of a CC framework on large-scale optimization prob-
lems. On functions f12, f13 and f18 where other algorithms perform better than DECC-DG,
the grouping accuracy of DG is low as reported in Table 4.1. It is also notable that the
performance of DECC-DG is worse than most of the other algorithms on the fully separa-
ble functions (f1-f3). This shows that subdividing a separable function into several smaller
subcomponents can significantly improve the optimization performance. Optimal decompo-
sition of fully separable functions is an open question and requires a dedicated study. A
recent study has shown that extreme decompositions are often poor choices for cooperative
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co-evolution [Omidvar et al., 2014b].
In order to show how DECC-DG compares against an ideal decomposition, the perfor-
mance of DECC-I is also reported. The grouping for DECC-I was done manually using prior
knowledge of the benchmark functions. Although this is not a fair comparison, it serves
as a good benchmark for evaluating the performance of differential grouping. It is not fair
because the grouping information were provided to DECC-I and all the allotted fitness eval-
uations were used for optimization, whereas in the case of DECC-DG, a considerable number
of fitness evaluations had to be used to discover the grouping structure, and the remaining
fitness evaluations were used for the actual optimization. The p-value of a MWW test be-
tween DECC-DG and DECC-I is reported in the last column of Table 4.5. It is interesting
to see that DECC-DG performs statistically similar to DECC-I on 12 functions despite using
a portion of the function evaluations in the decomposition phase. This clearly shows that it
is worthwhile to spend a portion of the available budget to perform an accurate grouping of
the decision variables.
Figure 4.2 shows the convergence behavior of different algorithms on some selected func-
tions. A full list of convergence plots can be found in Appendix C. Each point on the plot
was calculated by taking the average of 25 independent runs. The close resemblance between
DECC-DG and DECC-I is evident from the convergence plots. Although for some functions
DECC-DG uses a considerable number of fitness evaluations to discover the grouping struc-
ture, this effort was compensated for during the optimization stage. In Figures 4.2(b), 4.2(c),
and 4.2(d) the algorithms that use differential grouping initially do not have any improve-
ment for some number of iterations, but once the grouping structure is identified there is a
significant improvement thereafter. It should be noted that the number of separable variables
has a major effect on the total number of evaluations used by DG in the grouping phase. The
function f6 has 950 separable variables which is much higher than f11 and f16 which have 500
and zero separable variables respectively. This explains why f16 that has 20 nonseparable
subcomponents and no separable subcomponent uses much less function evaluations at the
beginning of a run (see Table 4.1).
Overall, the experimental results in Table 4.5, and the convergence plots in Figure 4.2
show that using an automatic grouping that can identify the underlying structure of the
benchmark functions (in terms of nonseparability of the decision variables) is highly benefi-
cial, and it is advantageous to spend some fraction of the computational budget to find such
a structure before running the optimizers.
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Figure 4.2: Convergence plot of selected functions from the CEC’2010 LSGO benchmark
suite.
4.5 Chapter Summary
In this chapter, we have proposed differential grouping, an automatic way of decomposing
an optimization problem into a set of smaller problems where there are few or no interde-
pendencies between the subcomponents. We have shown how differential grouping can be
derived mathematically from the definition of additively separable functions. We have also
shown how LINC-R [Tezuka et al., 2004] can be derived from our formulation. The proposed
decomposition procedure has been evaluated using CEC’2010 benchmark functions, and the
results have shown that it is capable of grouping interacting variables with high accuracy for
the majority of the benchmark functions. A comparative study with the grouping procedure
of the CCVIL algorithm was conducted, and the experimental results showed that differential
grouping is superior to CCVIL both in terms of grouping accuracy and computational cost.
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In order to evaluate the actual performance of differential grouping on optimization prob-
lems, we used the grouping structure identified by differential grouping in a cooperative
co-evolutionary framework for the optimization of large-scale additively separable functions.
The experimental results revealed that the near-optimal grouping accuracy of differential
grouping can greatly enhance the performance of optimization compared to the cases where
the grouping is less accurate.
In the presence of an accurate grouping of decision variables, it is possible to accurately
quantify the contribution of each of the subcomponents to the overall fitness. Once the
contribution information is obtained, it is possible to divide the computational budget more
wisely, according to the contribution of each subcomponent. In the next chapter, we pro-
pose the Contribution-Based Cooperative Co-evolution (CBCC) which allocates the available
budget based on the contribution of each subcomponent.
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Contribution-Based Cooperative
Co-evolution
5.1 Introduction
In the previous chapter, we proposed the Differential Grouping (DG) algorithm which can
automatically discover the underlying interaction structure of the decision variables of a
function. Differential grouping showed very accurate results on the CEC’2010 benchmarks.
By the advent of such grouping techniques, it is now possible to quantify the contribution
of different subcomponents to the overall objective function value. This can be done by
optimizing a subcomponent while keeping all the remaining subcomponents constant. If
the grouping of the decision variables is accurate, the observed improvement in the overall
objective value is an accurate reflection of the contribution of an underlying nonseparable
subcomponent. In this chapter, we demonstrate that there is usually an imbalance between
the contribution of various subcomponents towards the overall objective value. We show that
in the presence of imbalance, the round-robin strategy of Cooperative Co-evolution (CC) is
ineffective in selecting a subcomponent to undergo optimization. In many cases, the contri-
bution of few subcomponents is much larger than the rest of the subcomponents. Therefore,
in such scenarios, most of the optimization effort should be focused on the subcomponents
with the most significant effect on the overall objective value. The round-robin strategy fails
in such situations by putting equal emphasis on all the subcomponents regardless of their
contributions. This can potentially waste a considerable amount of computational resources.
In order to mitigate this deficiency of the round-robin strategy, we propose a Contribution-
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Based Cooperative Co-evolution (CBCC) where the subcomponents are selected for further
optimization based on their contributions towards improving the overall objective value.
The organization of the rest of this chapter is as follows. The imbalance issue and the
mechanics of the CBCC algorithm are described in Sections 5.2 and 5.3 respectively. The
experimental results and the analysis of the empirical studies are described in Sections 5.4
and 5.5 respectively. Finally, Section 5.6 concludes the chapter and sketches possible future
investigations.
5.2 The Imbalance Problem
It was described earlier in Section 5.1 that in some problems, there may be an imbalance
between the contribution of nonseparable and separable subcomponents to the overall ob-
jective value. In Cooperative Co-evolution, a round-robin method is employed to optimize
all the subcomponents in an iterative manner. This switching strategy splits the computa-
tional budget evenly among all the subcomponents. However, it is clear that the round-robin
strategy is very inefficient in the presence of imbalance between the contribution of various
subcomponents.
Here, we use a concrete example to illustrate the imbalance issue between the subcompo-
nents. For our discussion, we selected f4 from the CEC’2010 benchmark suite [Tang et al.,
2009] as a representative function which is defined as follows:
f4(x) = 10
6 × felliptic(Rx1) + felliptic(x2), (5.1)
x1 = (xp1 , . . . , xpm),
x2 = (xpm+1 , . . . , xpn),
where n is the dimensionality of the problem, m is the dimensionality of the nonsepara-
ble subcomponent, R is a rotation matrix to create variable interaction, and (p1, . . . , pn)
is a random permutation of numbers from the set {1, ..., n}. The variables m and n are
set to 50 and 1000 respectively according to Tang et al. [2009]. Therefore, f4 contains a
50-dimensional nonseparable subcomponent based on rotated elliptic function, and a 950-
dimensional separable subcomponent based on the shifted elliptic function (felliptic). Note
that the coefficient 106 in Equation (5.1) creates the imbalance between the two components,
giving the nonseparable component more weight in the overall objective function value.
Our investigations on f4 have shown that its initial average objective value of 25 inde-
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Figure 5.1: The imbalance effect shown on the CEC’2010 f4 function using ideal grouping.
The convergence plot shows that the nonseparable subcomponent has a much higher impact
on the improvement of the overall objective function value.
pendent runs is approximately 5.16×1015. In order to quantify the contribution of separable
and nonseparable subcomponents of the objective function, we have recorded the values of
these two subcomponents separately by a slight modification of the benchmark functions.
It should be note that the proposed CBCC algorithm solely relies on the overall objective
function value to estimate the contribution of various subcomponents (See Section 5.3).
Figure 5.1 shows the convergence behavior of traditional CC with ideal grouping on f4.
As can be seen, the objective value of the separable and the nonseparable subcomponents
are shown separately. The experimental results show that the initial objective value of the
nonseparable subcomponent is approximately 5.16 × 1015 while the objective value of the
separable subcomponent is approximately 3.44 × 1011. It is clear that the overall objective
value is the sum of these two subcomponents as shown in Equation (5.1). It is also clear that
the contribution of the separable subcomponent to the overall objective value is negligible
as compared to the nonseparable subcomponent. Therefore, any effort in optimizing the
separable subcomponent will not improve the overall objective value in any significant way.
The round-robin strategy in CC treats both of the subcomponents equally. In the case of
f4, approximately half of the fitness evaluations is wasted. However, the CBCC algorithm
uses these information to allocate the computational resources based on subcomponents’
contributions.
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Algorithm 5.1: (x⋆, f⋆) = CBCC(f,x,x, µ, n,Γmax, γ, v)
1 (g,x1, . . . ,xg,Γ) = grouping(f,x,x, n) ;
2 P = rand(µ, n) ;
3 for i = 1→ g do
4 cvi = rand(1, |xi|);
5 cv = (cv1, . . . , cvg) ;
6 fc = f(cv) ;
7 fp = fc ;
8 Δ = zeros(1, g) ;
9 Γ = zeros(1, g) ;
10 while
Pi=1
g Γi < Γmax − Γ− 1 do
11 for i = 1→ g do
12 fp = fc ;
13 (cv,Γi, fc) = optimizer(P, cv,xi, γ) ;
14 δ = fp − fc ;
15 Δi =Δi + δ ;
16 j = max index(Δ);
17 δ =Δj ;
18 while δ 6= 0 do
19 fp = fc ;
20 (cv,Γj , fc) = optimizer(P, cv,xj , γ) ;
21 δ = fp − fc ;
22 Δj =Δj + δ ;
23 if v = 1 then
24 break ;
25 x⋆ = cv ; f⋆ = f(x⋆) ;
26 return (x⋆, f⋆) ;
5.3 Contribution-Based Cooperative Co-evolution
Contribution-Based Cooperative Co-evolution (CBCC) attempts to divide the computational
resources based on the contribution of different subcomponents towards improving the overall
objective value. It was mentioned in the previous section that the CBCC algorithm only
relies on the overall objective value to approximate the contribution of each subcomponent.
This is not possible without any systematic grouping of the decision variables in order to
minimize the interaction between the subcomponents. Under an ideal decomposition, there is
no dependence between the subcomponents. Therefore, the contribution of a subcomponent
is taken to be the extent to which it improves the overall objective function value after
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being optimized, while all the other subcomponents are kept constant. Under a sub-optimal
decomposition, the estimation of the contributions will be less accurate. Using decomposition
techniques such as differential grouping [Omidvar et al., 2014a, Chapter 4], it is now possible
to accurately identify the underlying subcomponents.
Algorithm 5.1 shows how CBCC uses the contribution information to select various sub-
components for optimization. Table 5.1 contains a brief description of the variables used
in Algorithm 5.1. CBCC is very similar to a conventional CC. The grouping function is
any decomposition algorithm. In this chapter, we employed differential grouping which was
introduced in Chapter 4. After initialization, each of the subcomponents – that are formed
using the grouping function – are optimized in a round-robin fashion to measure their ini-
tial contributions to the overall objective function value (Algorithm 5.1, lines 11-15). We
call this the testing phase. The optimizer function is any subcomponent optimizer. We
have used the SaNSDE [Yang et al., 2008b] algorithm for this study. It can be seen that
the vector Δ keeps track of the changes in the fitness of subcomponents. In the next stage
(Algorithm 5.1, lines 18-22), the subcomponent with the largest entry in Δ is selected for
further optimization. The difference between the two versions of the CBCC (i.e. CBCC1
and CBCC2) is in this stage. In CBCC1, the selected subcomponent is optimized for only
one iteration whereas in CBCC2, the selected subcomponent is optimized for as long as it
improves the fitness. When no improvement is identified in the selected subcomponent, the
algorithm enters the testing phase to give all the subcomponents another chance to update
their contributions in Δ. This shows that CBCC1 is more conservative than CBCC2 and
performs more exploration through the testing phase in order to find the subcomponent
with the highest contribution. On the other hand, CBCC2 is greedier and commits to a
subcomponent as long as its immediate contribution is non-zero. Note that the contribution
information is accumulated from the first iteration.
5.4 Experimental Setup
We conducted our experiments based the CEC’2010 large-scale benchmark functions which
have been proposed for the special session and competition on large-scale global optimization
in CEC’2010 [Tang et al., 2009]. The advantage of this benchmark suite is that the degree of
nonseparability is well defined and is adjustable. This set of benchmark functions is scalable
and contains the following five major categories:
C1. Separable Functions (f1-f3)
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Table 5.1: A short description of the important variables used in Algorithm 5.1.
Variable Description
x
⋆ the best solution vector found by the algorithm.
f⋆ the objective value of x⋆.
f the function handle of the objective function.
x vector of the lower bound constrains of the decision variables.
x vector of the upper bound constrains of the decision variables.
µ the population size.
n the dimensionality of the objective function.
Γmax the maximum number of available objective function evaluations.
γ the number of times that the subcomponent optimizer optimizes each subcomponent.
v the version number of CBCC which is either 1 or 2.
cv the context vector that is used by the optimizer to construct a complete solution for evaluation.
C2. Single-group m-nonseparable Functions (f4-f8)
C3. n2m -group m-nonseparable Functions (f9-f13)
C4. n
m
-group m-nonseparable Functions(f14-f18)
C5. Nonseparable Functions (f19-f20)
In the above list, m refers to the number of interacting variables in a nonseparable
subcomponent and n is the dimensionality of the problem. We have used the original values
proposed by Tang et al. [2009], which are 50 and 1000 respectively. It should be noted that
only categories C2 and C3 exhibit some degree of imbalance in the contribution of their
subcomponents to the overall objective value.
For every function, we run each of the algorithms for 25 independent runs and the mean,
median, and standard deviation are recorded. The dimensionality of all the functions is set
to 1000. We used SaNSDE [Yang et al., 2008b] as the subcomponent optimizer in a CC
framework and its population size is set to 50. The parameter γ as described in Table 5.1 is
set to 100. The maximum number of fitness evaluations (Γmax) is set to 3× 106 as suggested
by Tang et al. [2009].
5.5 Analysis of Results
In this section, we present the empirical performance of CBCC with differential grouping
as its subcomponent optimizer (CBCC1-DG and CBCC2-DG). Both variants of CBCC are
then compared with the traditional CC (DECC-DG [Omidvar et al., 2014a, Chapter 4]) and
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Table 5.2: Comparison of traditional DECC-DG and CBCC-DG on the CEC’2010 bench-
mark functions using 25 independent runs. The highlighted entries are significantly better
(MWW test with Holm p-value correction, α = 0.05). The entries marked with the symbol
‘‡’, ‘†’ and ‘≈’ are used to compare CBCC1 and CBCC2 with MA-SW-Chains.
MA-SW-Chains
Functions DECC-DG CBCC1-DG CBCC2-DG [Molina et al., 2010b]
f1
Median 1.33e+06 1.14e+06† 1.46e+06† 1.50e-14
Mean 2.08e+06 1.96e+06 6.38e+06 2.10e-14
Std 2.05e+06 1.99e+06 1.82e+07 1.99e-14
f2
Median 4.19e+03 4.37e+03† 4.13e+03† 7.90e+02
Mean 4.22e+03 4.33e+03 4.18e+03 8.10e+02
Std 3.80e+02 3.04e+02 5.38e+02 5.88e+01
f3
Median 1.09e+01 1.11e+01† 1.12e+01† 6.11e-13
Mean 1.09e+01 1.12e+01 1.10e+01 7.28e-13
Std 8.53e-01 8.96e-01 7.32e-01 3.40e-13
f4
Median 4.74e+11 1.54e+11 ‡ 1.62e+10‡ 3.54e+11
Mean 5.06e+11 1.81e+11 1.65e+10 3.53e+11
Std 1.96e+11 1.08e+11 3.62e+09 3.12e+10
f5
Median 7.56e+07 7.04e+07‡ 6.17e+07‡ 2.31e+08
Mean 7.36e+07 7.02e+07 6.43e+07 1.68e+08
Std 9.56e+06 1.05e+07 1.31e+07 1.04e+08
f6
Median 1.54e+01 1.78e+01† 1.20e+01† 1.60e+00
Mean 1.58e+01 8.14e+04 4.11e+04 8.14e+04
Std 7.30e-01 2.84e+05 2.05e+05 2.84e+05
f7
Median 3.23e+04 9.75e+04† 6.74e+09† 9.04e+01
Mean 2.79e+04 1.23e+05 1.26e+10 1.03e+02
Std 2.03e+04 1.09e+05 1.48e+10 8.70e+01
f8
Median 1.01e+07 1.12e+00≈ 3.72e+07≈ 3.43e+06
Mean 2.78e+07 7.50e+06 3.72e+07 1.41e+07
Std 3.19e+07 1.84e+07 3.47e+07 3.68e+07
f9
Median 3.29e+07 9.26e+06‡ 2.19e+08† 1.40e+07
Mean 3.65e+07 1.02e+07 3.40e+08 1.41e+07
Std 1.49e+07 3.84e+06 2.67e+08 1.15e+06
f10
Median 3.37e+03 2.56e+03† 4.88e+03† 2.07e+03
Mean 3.33e+03 2.59e+03 4.90e+03 2.06e+03
Std 1.92e+02 1.48e+02 6.37e+02 1.40e+02
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Table 5.2: Comparison of traditional DECC-DG and CBCC-DG on the CEC’2010 bench-
mark functions using 25 independent runs. The highlighted entries are significantly better
(MWW test with Holm p-value correction, α = 0.05). The entries marked with the symbol
‘‡’, ‘†’ and ‘≈’ are used to compare CBCC1 and CBCC2 with MA-SW-Chains.
MA-SW-Chains
Functions DECC-DG CBCC1-DG CBCC2-DG [Molina et al., 2010b]
f11
Median 2.65e+01 2.79e+01‡ 2.78e+01‡ 3.70e+01
Mean 2.64e+01 2.69e+01 2.75e+01 3.77e+01
Std 2.95e+00 2.64e+00 3.18e+00 6.85e+00
f12
Median 3.08e+04 3.64e+04† 4.93e+04† 3.50e-06
Mean 3.21e+04 3.53e+04 5.07e+04 3.62e-06
Std 1.06e+04 1.11e+04 1.10e+04 5.92e-07
f13
Median 2.28e+07 8.53e+04† 9.67e+06† 1.07e+03
Mean 2.89e+07 9.06e+04 1.29e+07 1.25e+03
Std 1.57e+07 6.11e+04 7.36e+06 5.72e+02
f14
Median 2.13e+07 2.23e+07‡ 5.52e+09† 3.08e+07
Mean 2.10e+07 2.24e+07 5.35e+09 3.10e+07
Std 2.25e+06 2.27e+06 6.00e+08 2.19e+06
f15
Median 2.91e+03 2.86e+03† 3.28e+03† 2.71e+03
Mean 2.88e+03 2.84e+03 3.22e+03 2.72e+03
Std 2.76e+02 2.65e+02 4.17e+02 1.22e+02
f16
Median 1.99e+01 1.81e+01‡ 1.91e+01‡ 9.39e+01
Mean 1.97e+01 1.87e+01 1.91e+01 1.01e+02
Std 3.61e+00 3.83e+00 2.76e+00 1.45e+01
f17
Median 7.74e+00 1.34e+01† 1.14e+02† 1.26e+00
Mean 7.76e+00 1.49e+01 1.24e+02 1.24e+00
Std 1.89e+00 7.01e+00 5.72e+01 1.25e-01
f18
Median 1.92e+10 3.93e+09† 1.21e+11† 1.19e+03
Mean 2.01e+10 4.10e+09 1.23e+11 1.30e+03
Std 4.82e+09 1.83e+09 1.45e+10 4.36e+02
f19
Median 9.13e+05 9.18e+05† 9.06e+05† 2.85e+05
Mean 9.01e+05 9.12e+05 9.11e+05 2.85e+05
Std 6.14e+04 7.11e+04 6.02e+04 1.78e+04
f20
Median 4.41e+08 5.83e+06† 6.79e+09† 1.06e+03
Mean 6.53e+08 1.41e+07 6.97e+09 1.07e+03
Std 6.71e+08 1.96e+07 1.12e+09 7.29e+01
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Table 5.3: CBCC-DG’s number of wins, losses and ties against DECC-DG and MA-SW-
Chains on the CEC’2010 benchmark problems based on a pair-wise MWW test (α = 0.05).
CBCC1 CBCC2
Wins Loses Ties Wins Loses Ties
DECC-DG
0 0 3 0 0 3 C1
2 1 2 3 1 1 C2
3 0 2 1 3 1 C3
1 2 2 1 3 1 C4
1 0 1 0 1 1 C5
Total 7 3 10 5 8 7
MA-SW-Chains
0 3 0 0 3 0 C1
2 2 1 2 2 1 C2
2 3 0 1 4 0 C3
2 3 0 1 4 0 C4
0 2 0 0 2 0 C5
Total 6 13 1 4 15 1
MA-SW-Chain [Molina et al., 2010b] which is the top-ranked algorithm in the CEC’2010
competition on large-scale global optimization.
Table 5.2 contains the median, mean, and standard deviation of 25 independent runs of
these algorithms. This table contains two sets of comparisons. Firstly, the two CBCC variants
are compared with DECC-DG. This is done using the Kruskal-Wallis nonparametric one-way
ANOVA [Sheskin, 2003] followed by a series of pair-wise Wilcoxon rank-sum tests [Sheskin,
2003] with Holm p-value adjustment to account for the family-wise error rate [Sheskin, 2003].
All the statistical significance tests are based on a 5% confidence interval, and the best
performing algorithm is highlighted. If more than one entry is highlighted, it means that
algorithms with highlighted entries perform similarly. Secondly, the two variants of CBCC
are compared with MA-SW-Chains as a baseline using Wilcoxon rank-sum test. If CBCC
performs better, it is shown with the symbol ‘‡’. If CBCC performs worse than MA-SW-
Chains, then it is shown with the symbol ‘†’, and finally when the two algorithms are not
statistically different, it is shown with the symbol ‘≈’.
For the sake of simplicity, the results of Table 5.2 is summarized in Table 5.3. The number
of wins indicates that CBCC variants outperform DECC-DG and MA-SW-Chains. Similarly,
the number of loses indicates that CBCC variants perform worse than DECC-DG and MA-
SW-Chains. The number of ties indicates that CBCC performs similarly to other algorithms.
The results are separated based on the categories of functions listed in Section 5.4. Table 5.3
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clearly shows that the overall performance of CBCC1 is better than DECC-DG, but CBCC2
performs worse than DECC-DG. The difference between CBCC1 and DECC-DG is more
noticeable on C2 and C3. This is intuitive because these two categories exhibit some degree
of imbalance among subcomponents. It is interesting to see that CBCC2 performs better than
CBCC1 on C2, but performs worse than CBCC1 on C3. Functions that belong to C2 have one
nonseparable subcomponent with a very large contribution and a separable subcomponent
with a relatively low contribution. As mentioned earlier, CBCC2 greedily optimizes the
subcomponent with the highest contribution, which seems to be an effective strategy for
functions with significant imbalance among its subcomponents. In order to get a better
insight into the behavior of CBCC, in the next section we study the relationship between the
weight of a subcomponent and the number of times CBCC optimizes that subcomponent.
With respect to MA-SW-Chains [Molina et al., 2010b], we can see from Table 5.3 that its
overall performance is better than both versions of CBCC. On C2, where the difference in
the contribution of subcomponents is strong, MA-SW-Chain and CBCC1 perform similarly.
On C3 and C4, where the difference in the contribution of subcomponents is either weak or
nonexistent, MA-SW-Chain performs slightly better than CBCC1. On C1 and C5, where no
decomposition is performed by CBCC, MA-SW-Chains completely outperforms CBCC1 on
all functions. If no decomposition takes place, CBCC reduces to SaNSDE which is its sub-
component optimizer. A recent study showed that subdividing the separable subcomponents
into smaller subcomponents can play an important role in the overall optimization perfor-
mance of separable functions [Omidvar et al., 2014b]. However, since the focus of this study
is on partially separable functions, no decomposition is performed on separable functions,
such as those in C1. Comparing the performance of CBCC and MA-SW-Chains on C1 and
C5 suggests that MA-SW-Chains is more efficient than SaNSDE.
As previously mentioned, C3 and C4 exhibit either weak or no imbalance. In Section 5.5.2
we introduce some degree of imbalance on functions in these two categories, and study the
behavior of CBCC and compare its performance with DECC-DG and MA-SW-Chains.
5.5.1 CBCC’s Behavior
In this section, we analyze the behavior of CBCC. In particular, we will investigate the way
CBCC allocates the available computational resources to each subcomponent.
Figures 5.2 and 5.3 show the number of fitness evaluations spent on each subcomponent
by CBCC1 and CBCC2 respectively. Each bar represents a subcomponent that is formed
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by differential grouping [Omidvar et al., 2014a, Chapter 4], and its height is the number of
evaluations which is used by that subcomponent (the average of 25 independent runs). The
x-axis shows the index of each subcomponent. The order of subcomponents is consistent
with the order in which differential grouping [Omidvar et al., 2014a, Chapter 4] formed each
group. The details of the grouping can be found in Table A.1 in Appendix A. If the number
of subcomponents is higher than the actual number of subcomponents1, it is because of
the error incurred by differential grouping in forming the subcomponents (see Tables 4.1
and A.1).
We can clearly see from Figures 5.2 and 5.3 that on most functions, both versions of
CBCC optimize a particular subcomponent more than the other subcomponents, and the re-
maining subcomponents are optimized almost equally. This is because of the testing phase in
Algorithm 5.1 that gives all subcomponents a chance to be optimized in each co-evolutionary
cycle. By comparing Figures 5.2 and 5.3, we can see that in the case of CBCC2, one subcom-
ponent dominates and uses most of the available computational resources. This is intuitive
because CBCC2 optimizes the subcomponent with the highest contribution for as long as it
improves the overall objective value.
The figures show that on f4 the 6th subcomponent is optimized the most. According to
Table A.1, this subcomponent is the first nonseparable subcomponent of f4 which has the
highest weight. Table 5.2 shows that both versions of CBCC perform better than DECC-DG.
It is clear that this is because the subcomponent with the highest contribution is optimized
more than the separable subcomponent. In this case, CBCC2 has the best performance,
which can be attributed to more frequent optimization of the nonseparable subcomponent.
For f4, differential grouping treats several clusters of the separable variables as nonseparable
subcomponents. This means that in the testing phase of CBCC, a considerable number of
fitness evaluations will be spent on the separable subcomponent. This significantly reduces
the number of evaluations used on the nonseparable subcomponent. This explains why
CBCC1 is only marginally better than DECC. For f5 and f6 the subcomponent with the
highest contribution is correctly detected and optimized more than the other subcomponents.
The number of bars indicates that differential grouping correctly detected the number of
subcomponents. Table 4.1 also confirms this. The behavior of functions f7 and f8 is similar
to f4. The difference is that for both functions, differential grouping subdivided their only
nonseparable subcomponent into two nonseparable subcomponents. The subcomponent with
a larger dimension is optimized more due to its higher contribution (see Table A.1). On
1as reported in the CEC’2010 benchmarks [Tang et al., 2009]
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f7, although most of the nonseparable variables (34 out of 50 according to Table A.1) are
optimized more than other variables, the performance of both CBCC variants is worse than
DECC. The convergence plot of f7 (Figure 5.4) indicates that the nonseparable subcomponent
becomes stagnant, but CBCC cannot detect this condition and continues to optimize the same
subcomponent. This behavior can be attributed to the fact that the interaction between
some of the nonseparable variables is ignored due to a poor decomposition. In this case,
the nonseparable variables are divided into two subcomponents with 34 and 16 variables.
Since CBCC spends most of the computational resources on the larger subcomponent, the
smaller subcomponent is optimized less. Therefore, the ignored interaction between these
two subcomponents affects their convergence behavior. This phenomenon is magnified on
CBCC2 (see Table 5.2) where the smaller subcomponent is optimized significantly less than
the larger nonseparable subcomponent. The function f8 has a similar behavior except that
CBCC2 is not worse than DECC. This is perhaps due to the fact that the larger nonseparable
subcomponent contains most of nonseparable variables; that is, 46 out of 50 (see Table A.1).
The third category of functions (C3: f9-f13) consists of 10 nonseparable subcomponents
of size 50 and one separable subcomponent of size 950. For functions f9 and f10, both vari-
ants of CBCC allocate most of the computational resources to the last subcomponent. This
corresponds to the separable subcomponent with 500 decision variables. These two func-
tions are homogeneous; that is, all the subcomponents of these two functions are based on
the same base function (elliptic and Rastrigin respectively). Therefore, the subcomponent
with a higher dimensionality will have a higher contribution to the overall objective value.
According to Table 5.2, CBCC1 performs better than DECC on both functions. Conversely,
CBCC2 performs worse than DECC on both functions. This behavior is unexpected because
CBCC2 correctly spends most of the computational resources on the separable subcompo-
nent, but its overall performance is worse than both CBCC1 and DECC. In order to get
a better insight into the behavior of CBCC1 and CBCC2, the convergence plot of f9 is
shown in Figure 5.5. We can see that the initial contribution of the separable subcomponent
(S11) is higher than the other subcomponents. Thereafter, CBCC2 commits to the separable
subcomponent to the point where its objective value drops below those of the other subcom-
ponents. This happens after about 5 × 105 evaluations. At this point, the best strategy is
to stop optimizing the separable subcomponents and optimize the remaining subcomponents
in order to keep the objective value of all subcomponents as close as possible to each other.
This does not happen because according to Algorithm 5.1, CBCC2 continues to optimize the
same subcomponent as long as it is not stagnant. Figure 5.5 clearly shows that S11 has a
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Figure 5.2: Number of evaluations used by CBCC1-DG to optimize the subcomponents.
The x-axis shows the indices of subcomponents in the order that they were found by DG.
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Figure 5.3: Number of evaluations used by CBCC2-DG to optimize the subcomponents.
The x-axis shows the indices of subcomponents in the order that they were found by DG.
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Figure 5.4: Convergence plots of DECC-DG, CBCC1-DG, and CBCC2-DG on f4-f8.
The separable and nonseparable subcomponents are plotted separately.
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Figure 5.5: Convergence plots of CBCC1,
CBCC2 and DECC on f9. Each subcompo-
nent is recorded separately.
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Figure 5.6: Convergence plots of CBCC1,
CBCC2 and DECC on f14. Each subcompo-
nent is recorded separately.
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Table 5.4: Variability in the final fitness of individual subcomponents of CBCC1,2 and
DECC.
Medians St. Dev of individual subcomponents
Function CBCC1 CBCC2 DECC CBCC1 CBCC2 DECC
f4 4.74e+11 1.54e+11 1.62e+10 2.90e+11 1.19e+11 2.95e+09
f5 7.56e+07 7.04e+07 6.17e+07 3.78e+07 3.62e+07 3.38e+07
f6 1.54e+01 1.78e+01 1.20e+01 8.00e+00 2.03e+05 1.45e+05
f7 3.23e+04 9.75e+04 6.74e+09 1.27e+04 9.72e+04 1.22e+10
f8 1.01e+07 1.12e+00 3.72e+07 2.64e+07 1.35e+07 3.07e+07
f9 3.29e+07 9.26e+06 2.19e+08 1.00e+07 1.61e+06 3.09e+07
f10 3.37e+03 2.56e+03 4.88e+03 6.21e+02 3.76e+02 4.24e+02
f11 2.65e+01 2.79e+01 2.78e+01 4.92e+00 4.89e+00 4.90e+00
f12 3.08e+04 3.64e+04 4.93e+04 9.76e+03 1.07e+04 1.50e+04
f13 2.28e+07 8.53e+04 9.67e+06 4.36e+06 1.20e+04 1.90e+06
f14 2.13e+07 2.23e+07 5.52e+09 4.96e+05 6.06e+05 1.47e+08
f15 2.91e+03 2.86e+03 3.28e+03 3.76e+01 3.88e+01 4.87e+01
f16 1.99e+01 1.81e+01 1.91e+01 7.81e-01 7.64e-01 7.42e-01
f17 7.74e+00 1.34e+01 1.14e+02 4.53e-01 1.48e+00 6.46e+00
f18 1.92e+10 3.93e+09 1.21e+11 8.98e+08 3.00e+08 5.68e+09
constant improvement. Unlike CBCC2, CBCC1 optimizes the subcomponent with the high-
est contribution for only one iteration. This gives an opportunity to other subcomponents
to be further optimized in the testing phase. This can be seen in Figure 5.5. On functions
f11 and f12, all subcomponents are optimized almost equally, which resulted in the similar
performance of CBCC1 and DECC. CBCC2 performs slightly differently on f12 which results
in its slightly worse performance than DECC and CBCC1. On f13, we can see that the 8th
subcomponent is optimized the most. From Table A.1 we can see that this subcomponent
has the largest number of decision variables, which gives it a higher contribution than other
subcomponents.
The fourth category of functions (C4: f14-f18) consists of 20 nonseparable subcomponents
of size 50 and no separable subcomponent. For this class of functions, we expect to see a
similar performance between CBCC and DECC due to the even contribution of all subcom-
ponents to the overall objective value. Figure 5.2 shows that on functions f14-f17, CBCC1
optimizes all subcomponents almost equally. The bar charts indicate that some of the sub-
components are optimized slightly more than the other subcomponents. These fluctuations
are stronger when CBCC2 is used (see Figure 5.3). Generally speaking, both variants of
CBCC strongly rely on the performance of subcomponents in the past, due to the accumu-
lation of contributions from the first iteration. This biases the allocation of computational
resources towards particular subcomponents simply because of their initial significant contri-
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butions to the improvement of the overall objective value. The convergence plots of individual
subcomponents in Figure 5.6 shows that CBCC2 has a larger variance among its subcompo-
nents than DECC and CBCC1. Although the convergence plots of CBCC1 and DECC look
very similar, the variance between individual subcomponents of CBCC1 is slightly higher.
To show this behavior, we reported the standard deviation of the final objective value of
all subcomponents in Table 5.4. It is generally expected that an efficient contribution-based
algorithm minimizes the variation between the objective value of individual subcomponents.
With respect to the convergence plots, such as those shown in Figures 5.5 and 5.6, we expect
to see that a contribution-based algorithm forces the objective value of all subcomponents to
converge close to a particular value2. If this does not happen, it means that CBCC is not very
accurate in selecting the best subcomponent for optimization at every cycle. Table 5.4 clearly
shows the strong correlation between the performance of CBCC and the variability among
the objective value of subcomponents. For simplicity, the medians of 25 independent runs
from Table 5.2 are replicated in Table 5.4. Here, without a reference to any statistical signifi-
cance test, the entry for the algorithm with the smallest median is highlighted. Similarly, the
smallest standard deviation is also highlighted. It should be noted that these are different
from the standard deviation of 25 independent runs which were reported in Table 5.2. The
last three columns of Table 5.4 report the standard deviation among the final objective value
of individual subcomponents across all the 25 independent runs. With the exception of f6,
f11, f15 and f16, there is a strong correlation between low variability among the objective
value of individual subcomponents and the overall objective value. According to Tables 5.2,
we know that all algorithms perform statistically similar on functions f11 and f16. Therefore,
the only exceptions are functions f6 and f15. The overall trend is that CBCC1 performs
better than DECC and CBCC2. When the standard deviation of CBCC1 and CBCC2 is
larger than that of DECC, it means that the selection criteria of CBCC is biased towards
particular subcomponents that had an initial good performance.
As previously mentioned, the functions that belong to the third and fourth category of
the CEC’2010 LSGO benchmark suite [Tang et al., 2009] do not have a significant imbalance
in their contributions towards the overall objective function value. In the next section, we
study the effect of larger imbalance among subcomponents on the performance of CBCC.
2Provided that the subcomponents are not stagnant.
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5.5.2 The Effect of More Imbalance
To further investigate the effect of imbalance, the functions in categories 3 and 4 of the
CEC’2010 benchmark functions are modified in the following way:
Fcat3 =


n
2mX
i=1
wi · fnonsep

+ fsep,
Fcat4 =
n
mX
i=1
wi · fnonsep.
The overall structure of the functions remains unchanged, but the contribution of a com-
ponent is multiplied by a coefficient (wi) to create the imbalance effect. The third category
(f9-f13), and the fourth category (f14-f18) take the form of Fcat3, and Fcat4 respectively. The
weights that are used in this study are reported in Table 5.5.
Table 5.5: The assigned weights to each subcomponent in the modified functions (f ′9-f ′18).
Subcomponent wi
Index Fcat3 Fcat4
1 1.00e-05 1.00e-05
2 1.00e-04 5.00e-05
3 1.00e-03 1.00e-04
4 1.00e-02 5.00e-04
5 1.00e-01 1.00e-03
6 1.00e+01 5.00e-03
7 1.00e+02 1.00e-02
8 1.00e+03 5.00e-02
9 1.00e+04 1.00e-01
10 1.00e+05 5.00e-01
11 — 1.00e+01
12 — 5.00e+01
13 — 1.00e+02
14 — 5.00e+02
15 — 1.00e+03
16 — 5.00e+03
17 — 1.00e+04
18 — 5.00e+04
19 — 1.00e+05
20 — 5.00e+05
The experimental results using the modified set of benchmark problems are given in
Table 5.6. A prime symbol is used to indicate the modified functions (such as f ′9). For
the statistical significance tests, we followed the same procedure that was described in the
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previous section. For the sake of simplicity, the number of wins, loses, and ties are summarized
in Table 5.7. It is clear that in the presence of larger imbalance, CBCC1 outperforms DECC
on most functions. However, CBCC2 performs much worse than both CBCC1 and DECC.
We can also see from this table that both CBCC1 and CBCC2 perform better than MA-SW-
Chains on the functions with larger imbalance among its subcomponents.
Figures 5.8 and 5.9 show how the computational resources are allocated with respect
to the weight associated to each subcomponent. Generally, a subcomponent with a higher
weight has a higher contribution towards the overall objective value. In this set of figures,
each bar with a black circle on top represents a nonseparable subcomponent. The x-axis
shows the weight associated to each subcomponent (in logarithmic scale). The height of each
bar represents the total number of evaluations allocated to each subcomponent. The sepa-
rable subcomponent and all other subcomponents that are incorrectly formed by differential
grouping are shown by a rectangular bar located at zero on the x-axis. If there are more than
one such subcomponents, they are stacked on each other, where the length of each segment
represents the number of evaluations allocated to that particular subcomponent. Since the
x-axis is shown in log-scale, zero represents the subcomponents with no associated weight
(weight is one). CBCC is designed such that it optimizes the subcomponents with a higher
contribution more frequently. Therefore, we expect to see longer bars towards the right side
of each figure.
It is clear from Figures 5.8 and 5.9 that both versions of CBCC allocate most of the
available computational resources to the subcomponent with the largest weight. CBCC2
is more extreme than CBCC1, and in most cases one subcomponent dominates the other
subcomponents. In some cases such as f12, although both versions of CBCC assign most
of the budget to the subcomponent with the largest weight, this does not necessarily result
in a better performance than DECC. The reason for this type of behavior can be seen by
inspecting the convergence plot of individual subcomponents which is shown in Figure 5.7. As
can be seen, the subcomponent with the largest weight has an initial large objective values.
Therefore, CBCC optimizes this subcomponent more than the remaining subcomponents.
This causes a rapid drop in the objective value of this particular subcomponent. This behavior
can be clearly seen in Figure 5.7(b). When the objective value of subcomponent drops below
those of other subcomponents, CBCC should stop optimizing that subcomponent in order to
give a chance to other subcomponents. It is clear from Figure 5.7 that both versions of CBCC
fail to detect this event, which results in their poor performance as compared to DECC. This
happens because of CBCC’s strong reliance on the initial contribution of subcomponents,
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Table 5.6: Experimental results for imbalanced functions. The experiments are based
on modified benchmark functions using 25 independent runs. The highlighted entries
are significantly better using the Wilcoxon rank-sum test with Holm p-value correction
(α = 0.05). The entries marked with the symbols ‘‡’, and ‘†’ if CBCC is better or worse
than MA-SW-Chains respectively. If CBCC performs similarly to MA-SW-Chains it is
marked with the symbol‘≈’.
Functions DECC-DG CBCC1-DG CBCC2-DG MA-SW-Chains
[Molina et al., 2010b]
f9
Median 4.33e+10 2.04e+10‡ 2.43e+12† 9.41e+10
Mean 4.55e+10 2.11e+10 2.77e+12 8.43e+10
Std 1.05e+10 5.85e+09 7.10e+11 3.22e+10
f10
Median 1.31e+07 9.71e+06 ‡ 8.40e+06‡ 3.07e+07
Mean 1.30e+07 9.72e+06 8.59e+06 2.24e+07
Std 1.90e+06 1.74e+06 1.38e+06 1.34e+07
f11
Median 1.16e+05 1.04e+05≈ 1.62e+04≈ 1.61e+04
Mean 1.01e+05 8.27e+04 6.37e+04 2.72e+04
Std 7.24e+04 7.45e+04 7.43e+04 4.74e+04
f12
Median 2.91e+04 3.38e+04‡ 5.98e+04‡ 5.55e+05
Mean 3.07e+04 3.57e+04 5.95e+04 6.94e+05
Std 8.42e+03 8.77e+03 8.24e+03 4.24e+05
f13
Median 1.59e+07 1.63e+07† 4.39e+07† 3.00e+06
Mean 1.75e+07 1.72e+07 4.91e+07 4.31e+06
Std 5.83e+06 6.80e+06 2.82e+07 3.31e+06
f14
Median 7.67e+11 4.17e+11≈ 3.79e+13† 4.76e+11
Mean 7.93e+11 4.87e+11 4.47e+13 4.69e+11
Std 2.45e+11 2.27e+11 1.89e+13 5.38e+10
f15
Median 9.91e+07 6.69e+07≈ 6.09e+07‡ 1.77e+08
Mean 9.88e+07 6.68e+07 6.39e+07 1.30e+08
Std 1.43e+07 9.74e+06 9.27e+06 8.40e+07
f16
Median 7.81e+05 7.68e+05† 1.19e+06† 1.38e+05
Mean 6.76e+05 7.68e+05 1.17e+06 1.71e+05
Std 3.45e+05 3.35e+05 6.66e+05 1.32e+05
f17
Median 1.94e+05 1.02e+05‡ 1.34e+06‡ 3.03e+07
Mean 2.21e+05 1.41e+05 2.15e+06 3.13e+07
Std 1.62e+05 1.06e+05 2.05e+06 1.57e+07
f18
Median 8.54e+10 9.14e+10‡ 1.69e+11‡ 2.08e+12
Mean 9.50e+10 9.87e+10 2.25e+11 5.39e+12
Std 3.46e+10 4.75e+10 1.99e+11 9.59e+12
which results in deprivation of other subcomponents that have a higher contribution in the
intermediary stages of optimization.
5.6 Chapter Summary
In this chapter, we have identified the issue of imbalance between the contribution of differ-
ent subcomponents in cooperative co-evolution. Round-robin switching of subcomponents is
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Figure 5.7: Convergence plots of CBCC1 and CBCC2 on f ′12. Each subcomponent is
recorded separately.
Table 5.7: CBCC-DG’s number of wins, losses and ties against MA-SW-Chains on mod-
ified CEC’2010 benchmark problems with imbalance (based on functions: f9-f18.)
CBCC1 CBCC2
Wins Loses Ties Wins Loses Ties
DECC-DG
2 1 2 1 3 1 C3
3 0 2 1 4 0 C4
Total 5 1 4 2 7 1
MA-SW-Chains
3 1 1 2 2 1 C3
2 1 2 3 2 0 C4
Total 5 2 3 5 4 1
only effective when there is no imbalance between the subcomponents. However, in many
problems there may be an imbalance between the fitness contributions of different subcom-
ponents. In such situations, using the round-robin switching strategy results in wasting
considerable amount of computational resources. To mitigate the imbalance issue, we pro-
posed Contribution-Based Cooperative Co-evolution that – unlike ordinary cooperative co-
evolution – selects the subcomponents based on their contribution in the improvement of the
overall objective function value. By employing CBCC, less computational resources will be
allocated to the subcomponents with negligible contributions.
One major drawback of CBCC is its slow response to local changes in the fitness value
and its strong reliance on the information accumulated from the early stages of evolution.
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This weakness of CBCC could be resolved by using an adaptive technique that maintains
a balance between the local and global contributions of subcomponents. This issue will be
investigated further in Chapter 7.
In this chapter, we have seen that CEC’2010 LSGO benchmark suite is limited for in-
vestigating the behavior of CBCC algorithms. In the next chapter, we propose a set of
guidelines for developing large-scale benchmark functions. One such guideline is a method
for generating imbalanced functions that will pose a challenge to the CBCC algorithm that
was proposed in this chapter.
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Figure 5.8: CBCC1-DG’s number of evaluations used to optimize subcomponents with a
given weight.
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Figure 5.9: CBCC2-DG’s number of evaluations used to optimize subcomponents with a
given weight.
93 (July 5, 2016)
Chapter 6
Designing Benchmark Problems
For Large-Scale Continuous
Optimization
6.1 Introduction
The IEEE CEC’2010 benchmark suite [Tang et al., 2009] was designed with the aim of
providing a suitable evaluation platform for testing and comparing large-scale optimization
algorithms. To that end, the CEC’2010 benchmark suite is successful in representing the
modular nature of some real-world problems and building a scalable set of benchmark func-
tions in order to promote research in the field of large-scale global optimization. However,
recent advances in this area signal the need to revise and extend the existing benchmark suite.
For example, the differential grouping algorithm which was proposed in Chapter 4 can now
detect the grouping structure of the CEC’2010 benchmark problems with 100% accuracy for
most of the functions in the test suite. We have also seen in Chapter 5 that the CEC’2010
benchmark problems were not adequate to study the behavior of the Contribution-Based
Cooperative Co-evolution (CBCC); thus, the benchmarks had to be modified in order to
introduce imbalance in the contribution of subcomponents. The aim of this chapter is to
build upon the ideas originally proposed in the CEC’2010 benchmark suite and propose a set
of guidelines for designing large-scale optimization benchmark problems in order to better
represent the features of a wider range of real-world problems, as well as posing some new
challenges to the existing algorithms, especially to decomposition-based algorithms. As a re-
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sult, the CEC’2013 benchmark suite for large-scale optimization has been proposed [Li et al.,
2013] based on the guidelines that will be presented in this chapter. Three key features that
were included in the new CEC’2013 benchmark suite are as follows:
• Non-uniform subcomponent sizes (section 6.5.1);
• Imbalance in the contribution of subcomponents (section 6.5.2);
• Functions with overlapping subcomponents (section 6.5.3).
In this chapter, we explain how each of these features poses a challenge to a class of opti-
mization algorithms. Where appropriate, an empirical approach is employed to demonstrate
the effect of these features on several selected state-of-the-art metaheuristic optimization
algorithms (see Section 6.3.1).
The organization of the remainder of this chapter is as follows: Section 6.2 gives a brief
outline of the existing large-scale benchmark suites and outlines the need for new benchmarks.
Section 6.3 contains a brief explanations of the algorithms used in this chapter. Section 6.4
outlines the mathematical definitions of various categories of functions. In Section 6.5, the
newly proposed features such as non-uniform subcomponent size, imbalance, and overlapping
functions are explained, and relevant experimental results are given where appropriate. Sec-
tion 6.6 shows how the proposed CEC’2013 benchmark suite can be extended and used for
various types of research. Section 6.7 contains a brief comparative study on the performance
of several state-of-the-art algorithms on the CEC’2013 benchmark suite. Finally, Section 6.8
concludes the chapter and gives a list of open research questions.
6.2 Motivation
The first attempt to solve large-scale continuous problems by means of evolutionary algo-
rithms was made by Yao et al. [1999], where they solved problems with up to 1000 dimensions
using an improved implementation of evolutionary programming. This work sparked the de-
velopment of the first large-scale benchmark suite: the CEC’2008 large-scale benchmark
suite [Tang et al., 2007]. This suite consists of seven scalable problems from a mixture of
multi-modal and unimodal functions with different degrees of separability. Despite their
scalability, two major deficiencies are lack of modularity, and lack of diversity to represent
different aspects of real-world problems. In the CEC’2008 suite, the problems are coarsely
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classified as either separable or nonseparable. However, most of the real-world problems fall
somewhere in between these two extreme cases.
In an attempt to address the shortcomings of the CEC’2008 benchmark suite, the CEC’2010
benchmark suite [Tang et al., 2009] was developed, with modularity as its core design prin-
ciple. The CEC’2010 benchmark problems can be classified into four major categories: 1)
fully separable functions; 2) partially separable functions with a separable subcomponent;
3) partially separable functions with no separable subcomponent; and 4) fully nonseparable
functions. Due to the modular nature of these benchmark problems, this suite motivated
the development of algorithms such as differential grouping (Chapter 4), and cooperative
co-evolutionary with variable interaction learning [Chen et al., 2011] for automatic discovery
of nonseparable subcomponents.
The CEC’2010 benchmark suite has four major shortcomings. Firstly, the size of all
subcomponents is fixed (set to 50). This fixed and uniform value may be in favor of some
cooperative co-evolutionary algorithms with a subcomponent size of 50. Moreover, in most
real-world problems it is unlikely that the components of a problem are all of the same size.
Secondly, the contribution of all subcomponents is identical, which is also unlikely in many
real-world problems for several reasons. For example, the subcomponents with different
sizes (dimensionality) will most probably have different contributions to the overall objective
value. In addition to this, the nature of the subcomponent functions can also be different,
which may result in unequal contributions. Uniform contribution of subcomponents in most
CEC’2010 benchmark problems does not allow for a thorough investigation of how an op-
timization algorithm can handle this issue of imbalanced contributions. Thirdly, in all the
CEC’2010 benchmark problems, the subcomponents are completely independent. However,
some real-world problems such as supply-chain multi-silo problems consist of several inter-
acting components. The CEC’2010 benchmark suite lacks such problems with overlapping
subcomponents. Fourthly, all the CEC’2010 benchmark problems are symmetric and regular.
The symmetry of the functions may be in favor of some special operators.
Here we will focus on presenting key principles in designing large-scale benchmark prob-
lems and proposing new features in an effort to partially address the shortcomings of the
CEC’2010 benchmarks. The actual set of benchmark functions that are designed based on
these guidelines can be found in Appendix E.
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6.3 Background
This section contains a brief description of some algorithms that are used in this study. For
basic definitions, the reader is referred to the background chapter (Chapter 2).
6.3.1 Selected Algorithms for Comparison
Three major classes of algorithms are used for some preliminary comparative studies in this
chapter (see Section 6.7): traditional cooperative co-evolutionary, contribution-based cooper-
ative co-evolution (CBCC) [Omidvar et al., 2011, Chapter 5], and non-coevolutionary meth-
ods such as CMA-ES [Hansen et al., 2003], JADE [Zhang and Sanderson, 2009], SaDE [Qin
and Suganthan, 2005], SaNSDE [Yang et al., 2008b], Multiple Offspring Sampling (MOS)1 [La-
Torre et al., 2013a] and standard differential evolution (DE) [Storn and Price, 1995]. As
mentioned in Chapter 5, CBCC allocates the available computational resources between
subcomponents based on their contribution towards the improvement of the overall objective
value. This is an ideal algorithm to test the imbalance feature of the benchmark problems
which are proposed in this chapter.
The co-evolutionary algorithms mentioned above require a method of decomposing the
original problem into smaller subproblems. Here we have used two decomposition strategies.
The first strategy, which we call ideal grouping,2 is done manually using the knowledge of the
benchmarks. It should be noted that this is not an actual algorithm and is included as a base-
line for comparison. The other decomposition strategy is differential grouping [Omidvar et al.,
2014a, Chapter 4] which is a perturbation method for automatic detection of the underlying
interaction structure of the variables, with high accuracy. Therefore, the co-evolutionary
algorithms used in this study are: DECC-I, CBCC-I, DECC-DG, and CBCC-DG. DECC
refers to the traditional cooperative co-evolution and CBCC refers to the contribution-based
version. The character code after the hyphen specifies the grouping strategy used in each
algorithm, with ‘I’ referring to ideal grouping and ‘DG’ referring to differential grouping.
We saw in Chapter 5 that there are two variants of CBCC: CBCC1 and CBCC2. All the
experiments in this chapter are based on CBCC2.
1This is the top-ranked algorithm in the CEC’2013 large-scale global optimization (LSGO) competition.
2The term ideal here refers to the actual grouping of variables in the benchmark problems. It is possible
to devise a decomposition which do not reflect the actual structure of a benchmark problem, and yet results
in a better optimization performance. This happens when there are weakly interacting variables, or when the
fully separable variables are subdivided into smaller groups [Omidvar et al., 2014b].
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6.4 High Level Mathematical Design of the Benchmark Functions
The categories of functions that we suggest for developing a benchmark suite for large-scale
continuous optimization are as follows:
1. Fully separable functions;
2. Two types of partially separable functions:
(a) Partially separable functions with several nonseparable subcomponents and one
fully separable subcomponent;
(b) Partially separable functions with several nonseparable subcomponents and no
fully separable subcomponents.
3. Functions with overlapping subcomponents: the subcomponents of these functions have
some degree of overlap with their neighboring subcomponents. There are two types of
overlapping functions:
(a) Overlapping functions with conforming subcomponents: for this type of function,
the shared decision variables between two subcomponents have the same optimum
value with respect to both subcomponent functions. In other words, the optimiza-
tion of one subcomponent may improve the value of the other subcomponent due
to the optimization of the shared decision variables.
(b) Overlapping functions with conflicting subcomponents: for this type of function,
the shared decision variables have a different optimum value with respect to each
of the subcomponent functions. This means that the optimization of one subcom-
ponent may have a detrimental effect on the other overlapping subcomponent, due
to the conflicting nature of the shared decision variables.
4. Fully nonseparable functions.
In the remainder of this section, we describe the overall design of the functions in categories
(2) and (3) stated above. It should be noted that the proposed framework in this section is
not based on a particular function, and the design can be generalized to any set of functions.
A set of 15 benchmark problems which are designed based the above categories can be found
in Appendix E. The next section defines the symbols and sets the notation.
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6.4.1 Symbols
The symbols and auxiliary functions are described in this section. The vectors are typeset in
lowercase bold and represent column vectors (e.g. x = (x1, . . . , xD)
⊤). Matrices are typeset
in uppercase bold (e.g. R).
S : A multiset containing the subcomponent sizes for a function. For example, S =
{50, 25, 50, 100} means there are 4 subcomponents each with 50, 25, 50 and 100 de-
cision variables respectively.
|S| : Number of elements in S. The number of subcomponents in a function.
Ci =
Pi
j=1 Si : The sum of the first i items from S. For convenience C0 is defined to be zero.
Ci is used to construct the decision vector of different subcomponent functions with the
right size.
D : The dimensionality of the objective function.
P : An indexed family containing a random permutation of the dimension indices {1, . . . ,D}.
P{a : b} : A subset of P from index a to index b.
y(P{a : b}) : A sub-vector of y where its elements are taken from P as indexed by a and b.
wi : A randomly generated weight which is used as the coefficient of the ith nonseparable
subcomponent function to generate the imbalance effect. The weights are generated as
follows:
wi = 10
sN (0,1),
where N (0, 1) is a Gaussian distribution with zero mean and unit variance, and s is a
scaling factor.
xopt : The optimum decision vector for which the value of the objective function is minimum.
This is also used as a shift vector to change the location of the global optimum.
Tosz : A transformation function to create smooth local irregularities [Hansen et al., 2010].
Tosz : R
D → RD, xi 7→ sign(xi) exp(xˆi + 0.049(sin(c1xˆi) + sin(c2xˆi))), for i = 1, . . . ,D
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where xˆi =
(
log(|xi|) if xi 6= 0
0 otherwise
, sign(x) =







−1 if x < 0
0 if x = 0
1 if x > 0
c1 =
(
10 if xi > 0
5.5 otherwise
, and c2 =
(
7.9 if xi > 0
3.1 otherwise,
where c1 and c2 are arbitrary which are chosen as reported in [Hansen et al., 2010].
T βasy : A transformation function to break the symmetry of the symmetric functions [Hansen
et al., 2010].
T βasy : R
D → RD, xi 7→



x
1+β i−1
D−1
√
xi
i if xi > 0
xi otherwise
, for i = 1, . . . ,D.
Λα : A D-dimensional diagonal matrix with the diagonal elements λii = α
1
2
i−1
D−1 . This matrix
is used to create ill-conditioning [Hansen et al., 2010]. The parameter α is the condition
number.
R : An orthogonal rotation matrix which is used to rotate the fitness landscape randomly
around various axes as suggested in [Salomon, 1995].
m : The overlap size between subcomponents.
1 = (1, . . . , 1)⊤ a column vector of all ones.
Except for applying some new transformations, the design of fully separable and fully
nonseparable functions does not differ from that of the CEC’2010 benchmark. The general
design of other categories of functions, such as partially separable functions and overlapping
functions, is described in the next section.
6.4.2 Design of partially separable functions with several nonseparable subcom-
ponents and one separable subcomponent
This type of function has the following general form:
f(x) =
|S|−1X
i=1
wifnonsep(zi) + fsep(z|S|), (6.1)
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where wi is a randomly generated weight to create the imbalance effect, and fsep is a separable
function such as the Sphere function, or the non-rotated version of Rastrigin’s or Ackley’s
functions. The size of the separable subcomponent is stored as the last entry in S. To
generate a nonseparable version of these functions, a rotation matrix may be used. The
vector z is formed by transforming, shifting and finally rearranging the dimensions of vector
x. A typical transformation is shown below:
y = Λ10T 0.2asy(Tosz(x− xopt)),
zi = y(P{Ci−1 + 1 : Ci}).
As described earlier, the vector xopt is the location of the shifted optimum which is used as a
shift vector. The permutation set P is used to rearrange the order of the decision variables,
and Ci is used to construct each of the subcomponent vectors (zi) with the corresponding
size (Si) specified in the multiset S.
6.4.3 Design of partially separable functions with several nonseparable subcom-
ponents and no fully separable subcomponent
The design of this category of functions is very similar to the previous category, except that
there is no separable subcomponent. So:
f(x) =
|S|X
i=1
wifnonsep(zi), (6.2)
where zi is constructed as explained before.
6.4.4 Design of overlapping functions with conforming subcomponents
The design of this type of function is very similar to partially separable functions except for
the formation of vector zi which is performed as follows:
zi = y(P{Ci−1 − (i− 1)m+ 1 : Ci − (i− 1)m})
The parameter m causes two adjacent subcomponents to have m decision variables in com-
mon. This parameter is adjustable by the user and can vary in the following range 1 ≤ m ≤
min{S}. The total number of decision variables for this type of function is calculated as
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follows:
D =
|S|X
i=1
Si − (m(|S| − 1))
6.4.5 Design of overlapping functions with conflicting subcomponents
The overall structure of this type of function is similar to partially separable functions except
for the way the vector zi is constructed:
yi = x(P{Ci−1 − (i− 1)m+ 1 : Ci − (i− 1)m})− xopti
zi = Λ10T 0.2asy(Tosz(yi)).
As can be seen, each subcomponent vector zi has a different shift vector. This generates a
conflict between the optimum value of the shared decision variables between two overlapping
subcomponents.
6.5 Desired Features for Large-Scale Problems
In this section, we focus on describing the following features that need to be taken into
account when designing benchmarks for large-scale optimization:
• Non-uniform subcomponent sizes;
• Imbalance in the contribution of subcomponents;
• Functions with overlapping subcomponents;
• New transformations to the base functions [Hansen et al., 2010]:
– Ill-conditioning;
– Symmetry-breaking;
– Irregularities.
In the remainder of this section, the rationale behind each feature is given. Where appro-
priate, empirical results are provided to show the challenges that each category poses to the
state-of-the-art algorithms.
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6.5.1 Non-uniform Subcomponent Sizes
The CEC’2010 benchmark problems use a uniform subcomponent size for all the nonsep-
arable subcomponents. In other words, all the nonseparable subproblems have the same
dimensionality. The inclusion of non-uniform subcomponent sizes in benchmark problems is
important from two major perspectives. Firstly, it is unlikely that most of the real-world
problems have such a uniform structure. A major rationale behind designing benchmarks is
to create a close resemblance to the real-world problems. Secondly, this property facilitates
the investigation of many open questions in the field of large-scale optimization. One such
open question is the relationship between the dimensionality of a subproblem and the optimal
population size for that subproblem. Although the relationship between dimensionality and
population size has been previously investigated [Alander, 1992; Harik et al., 1999a; Haupt,
2000; Jansen et al., 2005], it has never been properly addressed in the context of large-scale
optimization.
Let us assume that we already know the interaction structure of a given problem; that is,
we have already identified the separable and nonseparable subcomponents either by having
domain knowledge about the problem, or by using an automatic decomposition algorithm
such as differential grouping [Omidvar et al., 2014a, Chapter 4]. Once the structure is known,
the problem can be decomposed so that each subcomponent is optimized independently. If
we are dealing with a nonseparable subcomponent, its dimensionality is determined by the
size of the nonseparable subcomponent, and there is no flexibility in further dividing the
subproblem into yet smaller problems. In this case, one may ask the following question:
given the dimensionality of a problem, what is its optimal population size? In almost all
the existing cooperative co-evolutionary approaches for large-scale optimization, the same
sub-population size is used for all the subcomponents. This may seem plausible given that
the underlying subcomponent sizes of partially separable problems are uniform. However,
this may not be the case when subcomponent sizes are non-uniform. In particular, using
large sub-population sizes on low dimensional subcomponents is not the most economical
way of spending the limited computational resources.
For a fully separable problem, the question of how to decompose it into several smaller
subproblems, and the relationship between the dimensionality of each subproblem and the
sub-population size have not been fully answered in the literature [Omidvar et al., 2014b].
As mentioned previously, when dealing with a nonseparable problem, the dimensionality is
imposed on the algorithm, and the problem cannot be subdivided any further. However,
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in a fully separable problem no restriction is imposed on the decomposition. One may
assume that the best decomposition for a fully separable problem would be to place each
of the decision variables in a separate subcomponent; in other words, decomposing an n-
dimensional problem into n 1-dimensional problems. However, this is not necessarily the
optimal decomposition [Omidvar et al., 2014b]. In a cooperative co-evolutionary context, the
more subcomponents there are, the more fitness evaluations are needed in one co-evolutionary
cycle. Therefore, in such an extreme case, the overhead of a bad decomposition may outweigh
the simplification that it brings. On the other hand, if all the variables are placed in one large
subcomponent, the large size of the search space may render the optimizer inefficient. Some
empirical studies suggest that a decomposition between these two extreme cases is perhaps the
most efficient [Omidvar et al., 2014b; van den Bergh and Engelbrecht, 2004; Shi et al., 2005].
However, it should be noted that there are a very large number of decomposition possibilities
in between these two extremes. Now the question is: what is an optimal decomposition for
a fully separable problem?
In order to answer this question, not only should the relationship between the dimension-
ality and the population size be considered, but also the allotted number of objective function
evaluations. This means that the optimal decomposition of a fully separable problem is not
unique, and varies depending on the amount of available resources. For example, when the
resources are very limited, a decomposition strategy with relatively large subcomponent sizes
may be optimal. In a CC context, this makes each co-evolutionary cycle less costly, at the
expense of making the subproblems more difficult. On the other hand, if more resources
are available, having more subcomponents with lower dimensions may be more beneficial.
Therefore, the question of an optimal decomposition for a fully separable problem depends
on three different factors: dimensionality of the subcomponents, sub-population sizes, and
the amount of available resources. In most cases, the computational budget is fixed. There-
fore, the dimensionality of the subcomponents and the sub-population sizes should be chosen
such that the optimization performance is maximized . We argue that any finding about the
relationship between the dimensionality of a problem and the optimal population size can
help in finding a better decomposition for fully separable problems. This is still an open ques-
tion, and its answer can significantly improve the performance of many decomposition-based
approaches on large-scale problems.
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6.5.2 Imbalance in the Contribution of Subcomponents
Many real-world optimization problems are designed by taking a linear combination of a set of
subcomponent functions. It is often the case that the nature of these subcomponent functions
is different, which results in a different degree of contribution from each subcomponent to the
overall objective function. Another contributing factor to the imbalance in the contribution
of subcomponents is non-uniform dimensionality of subcomponent functions.
It has been shown in Chapter 5 that the optimization performance can be improved by
allocating the computational resources based on the contribution of each subcomponent to-
wards the improvement of the overall objective value. Therefore, in order to better represent
this class of real-world problems, it is essential to create an imbalance in the contribution of
each subcomponent.
There are three different ways of creating such imbalance. One way is to use a different
function to represent each of the subcomponents. This approach is not desirable because
it can make the overall objective function very complex, and the overall function does not
necessarily reflect the properties of its base functions. In order to facilitate a more systematic
study of the behavior of algorithms on various problems, it is better to design each function
based on one underlying base function. Another approach for creating imbalance is the
use of non-uniform subcomponent sizes. Although non-uniform subcomponent sizes is a
desired feature for designing large-scale benchmark problems, it gives limited control over
the contribution of each subcomponent to the overall objective function. Moreover, if two
subcomponents happen to be equal in size, then their contributions will be very close due to
the use of the same base function.
The most flexible approach for introducing imbalance in the contribution of different
subcomponents is to weight each subcomponent differently. One way that we suggest is
to use a Gaussian distribution to generate a set of weight values with various orders of
magnitude. Therefore, given a partially separable function:
f(x) =
mX
i=1
wifi(xi) , (6.3)
where the weight value wi which belongs to the ith subcomponent can be generated as follows:
wi ∼ 10 sN (0,1), (6.4)
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Table 6.1: Showing the performance degradation of CBCC2 on the CEC’20103 large-
scale benchmark suite. Medians are based on 25 independent runs using the CEC’2013
benchmark problems (Wilcoxon α = 0.05).
Function
Ideal Grouping Differential Grouping
DECC-I CBCC2-I Wilcoxon DECC-DG CBCC2-DG Wilcoxon
f4 1.57e+08 8.76e+10 1.40e-09 1.14e+11 3.74e+11 6.70e-05
f5 2.71e+06 2.03e+06 2.70e-06 3.42e+06 2.55e+06 1.90e-06
f6 9.47e+04 9.29e+04 9.38e-01 8.35e+04 8.15e+04 8.78e-01
f7 6.30e+07 8.93e+07 8.77e-02 9.58e+07 1.89e+10 6.30e-14
f8 6.34e+13 1.92e+12 1.60e-14 1.29e+15 5.49e+15 4.50e-07
f9 2.89e+08 2.11e+08 1.90e-04 2.89e+08 1.99e+08 9.60e-04
f10 7.54e+01 7.31e+01 2.80e-01 7.81e+01 7.61e+01 9.69e-01
f11 1.42e+09 1.67e+09 3.07e-01 7.75e+10 2.04e+12 2.30e-10
where N (0, 1) is a Gaussian distribution with zero mean and unit variance, and s is a pa-
rameter that controls the spread of the weights. A higher value for s results in a less uniform
contribution of subcomponents.
The CEC’2010 benchmarks ignore the effect of imbalance. For example, in the CEC2010
benchmark suite the same base function is used to represent different subcomponents for
almost all the functions. The use of the same base function and equal sizes of subcompo-
nents results in an equal contribution from all subcomponents. The next section shows how
the approach that we proposed here poses a challenge to the existing algorithms such as
differential grouping [Omidvar et al., 2014a, Chapter 4] and contribution-based cooperative
co-evolution (CBCC) [Omidvar et al., 2011, Chapter 5].
The Effect of Imbalance
This section shows how the approach that was described above poses a challenge to contribution-
based cooperative co-evolution (CBCC) [Omidvar et al., 2011, Chapter 5]. Table 6.1 contains
the experimental results on partially separable functions of the CEC’2013 benchmark prob-
lems [Li et al., 2013] using 25 independent runs. Here a variant of CBCC is compared
against DECC using two grouping methods, the first being an ideal grouping which is done
manually using the knowledge of the benchmarks, and the second being differential group-
ing [Omidvar et al., 2014a, Chapter 4]. Both algorithms use SaNSDE [Yang et al., 2008b] as
the subcomponent optimizer. The only parameter that these two algorithms require is the
population size which is the same for all sub-populations and is set to 50. The parameter
ǫ of differential grouping is also set to 10−3. It is generally expected that in the presence
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of imbalance, a contribution-based cooperative co-evolutionary algorithm performs signifi-
cantly better than the traditional cooperative co-evolution [Omidvar et al., 2011, Chapter 5].
However, Table 6.1 shows that CBCC with an ideal decomposition is only marginally bet-
ter than DECC. This shows that the non-uniform weighting of the subcomponents poses a
challenge to the CBCC algorithm. This serves as a motivation for the investigation of more
efficient contribution-based algorithms that can better spend the computational resources in
optimizing subcomponents with higher contributions. It is also notable that CBCC2 with
differential grouping performs worse than DECC. This suggests that the new non-uniform
weighting of the subcomponents may affect the accuracy of differential grouping, which we
will address next.
The Effect of Imbalance on Decomposition
In this section, we investigate the effect of imbalance on decomposition. Here we adopt
differential grouping [Omidvar et al., 2014a, Chapter 4] which has a high grouping accuracy
on the CEC’2010 benchmark functions.
Here two sets of experiments are conducted, the results of which are reported in Table 6.2.
In the first experiment, the performance of differential grouping on CEC’2013 benchmarks
is recorded. CEC’2013 uses Equation (6.4) to generate the weights used in Equation (6.3).
In another experiment, all the weight values are set to one which removes the effect of
imbalance. The only imbalance that might be present in this case is due to the non-uniform
subcomponent sizes.
Table 6.2 shows the grouping accuracy of differential grouping on the weighted and non-
weighted CEC’2013 functions. Here, we propose a set of metrics (ρ-metrics) for measuring
the ability of decomposition algorithms in detecting separable and nonseparable variables.
Specifically, ρ1 measures the overall accuracy of an algorithm in detecting nonseparable
variables, ρ2 measures the overall accuracy of an algorithm in detecting separable variables,
and ρ3 combines ρ1 and ρ2 as an overall measure of grouping accuracy that considers both
separable and nonseparable variables. The formulation of ρ-metrics is give in Equations
(6.5)-(6.7).
ρ1 =
Pn
i=1
Pn
j=1,j 6=i(Θ ◦Θ⋆)i,jPn
i=1
Pn
j=1,j 6=iΘ⋆i,j
× 100%, (6.5)
ρ2 =
Pn
i=1
Pn
j=1,j 6=i((1n×n −Θ) ◦ (1n×n −Θ⋆))i,jPn
i=1
Pn
j=1,j 6=i(1n×n −Θ⋆)i,j
× 100%, (6.6)
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ρ3 =
Pn
i=1
Pn
j=1,j 6=i(1n×n − |Θ−Θ⋆|)i,j
n(n− 1)/2 × 100%, (6.7)
where Θ⋆ is the ideal interaction matrix, which is calculated manually based on the knowledge
of the benchmark functions, and Θ is the interaction matrix calculated by the differential
grouping algorithm. The entry Θ⋆i,j takes the value one if variables i and j interact or
otherwise zero. The operator “◦” is the Hadamard product or element-wise product of two
matrices.
The reported results are based on three different values of ǫ which controls the sensitivity
of differential grouping to weak/strong interactions. Since the notion of imbalance is not
applicable to fully separable or fully nonseparable functions, Table 6.2 only contains the
grouping results of partially separable functions (f4-f11). The column with the check mark
and crosses shows whether the final grouping is correct regardless of the exact values taken
by ρ1, ρ2 and ρ3. This means that in some cases, even though some interactions are missed,
the differential grouping algorithm still manages to form the groups correctly. This is due to
the transitive property of interactions. For example, consider the case where variables x1, x2
and x3 interact. Even if differential grouping fails to detect the interaction between x1 and
x3, the group will be correctly formed because of the deduced interaction through x2. This
happens when ρ3 is not 100% but a check mark is placed in front of it.
Table 6.2 clearly shows that for all values of ǫ, the differential grouping algorithm has a
higher grouping accuracy in the absence of imbalance. The reason is that the quantity |Δ1−
Δ2| (Algorithm 4.1) can be dampened with a small subcomponent coefficient, which makes it
difficult for the differential grouping algorithm to distinguish between moderately interacting
variables and separable variables. Interesting exceptions are f13 and f14 overlapping functions
for which differential grouping has a higher accuracy in the presence of imbalance. A full
investigation of the reasons for such behavior is beyond the scope of this chapter. For the
purposes of this chapter it is sufficient to show that the performance of differential grouping
degrades on most functions in the presence of imbalance.
6.5.3 Functions with Overlapping Subcomponents
It has been discussed earlier that the global optimum of a problem cannot necessarily be
found by finding the global optimum of its subcomponent problems. This can happen due to
interdependence between the subcomponents of a given problem. Possible causes of interac-
tion between subcomponents are: 1) one subcomponent depending on the output of another
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Table 6.2: Accuracy of differential grouping on the CEC’2013 large-scale benchmark suite.
ǫ = 10−1 ǫ = 10−3 ǫ = 10−6
Weighted No Weight Weighted No Weight Weighted No Weight
Func. ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f4 100 85.9 86.2 ✕ 100 100 100 ✓ 100 85.5 85.8 ✕ 100 100 100 ✓ 100 85.5 85.8 ✕ 100 71.7 72.2 ✕
f5 41.9 100 99.0 ✕ 99.9 100 100 ✓ 62.3 100 99.3 ✕ 100 100 100 ✓ 99.9 100 99.9 ✓ 100 100 100 ✓
f6 63.5 100 99.3 ✕ 56.1 100 99.2 ✓ 90.6 100 99.8 ✕ 99.5 100 99.9 ✓ 99.5 76.7 77.1 ✕ 100 76.7 77.1 ✓
f7 100 76.7 77.1 ✕ 100 79.0 79.4 ✕ 100 76.7 77.1 ✕ 100 79.0 79.4 ✕ 100 76.7 77.1 ✕ 100 79.0 79.4 ✕
f8 83.9 98.9 97.9 ✕ 100 100 100 ✓ 83.9 98.9 97.9 ✕ 100 100 100 ✓ 83.9 98.9 97.9 ✕ 100 91.1 91.7 ✕
f9 98.2 100 99.8 ✕ 99.9 100 99.9 ✓ 99.9 100 99.9 ✓ 100 100 100 ✓ 100 88.4 89.2 ✕ 100 100 100 ✓
f10 57.5 100 97.1 ✕ 50.5 100 96.6 ✓ 83.2 100 98.8 ✕ 99.4 100 99.9 ✓ 98.6 100 99.9 ✓ 99.9 100 100 ✓
f11 99.9 72.6 74.5 ✕ 100 78.7 80.2 ✕ 99.9 72.6 74.5 ✕ 100 78.7 80.2 ✕ 99.9 72.6 74.5 ✕ 100 78.7 80.2 ✕
f12 100 99.8 99.8 ✕ 100 99.8 99.8 ✕ 100 91.0 91.0 ✕ 100 91.0 91.0 ✕ 100 91.0 91.0 ✕ 100 91.0 91.0 ✕
f13 100 91.1 91.9 ✕ 100 66.8 69.6 ✕ 100 91.1 91.9 ✕ 100 66.8 69.6 ✕ 100 91.1 91.9 ✕ 100 66.8 69.6 ✕
f14 100 96.5 96.8 ✕ 100 56.1 59.7 ✕ 100 96.5 96.8 ✕ 100 56.1 59.7 ✕ 100 96.5 96.8 ✕ 100 56.1 59.7 ✕
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subcomponent; 2) existence of constraints with decision variables from more than one sub-
component (coupling constraints); and 3) shared decision variables between subcomponents
(overlapping decision vectors or coupling variables). Many real-world problems satisfy at
least one or more of the conditions listed above.
Sharing of decision variables between subcomponents is the technique employed in this
chapter to create interaction between subcomponents. Using this technique, we can create
different interaction topologies between subcomponents. The topology that was used for
designing some of the CEC’2013 benchmark problems is a linear or sequential interaction
structure, where each subcomponent interacts with the subcomponent before and after it,
with the exception of the first and last subcomponents. If the first and last subcomponents
interact, then a ring interaction topology will be created. In a black-box optimization prob-
lem, the interaction topology of the subcomponents is unknown to the users, since they do
not know in advance how many subcomponents there are and what their dimensionalities
are. In such situations, a major challenge is to first detect the interdependent subcompo-
nents, and then to find the source of interaction. For some classes of problems this may pose
a challenge to algorithms such as differential grouping that are designed to automatically
discover the underlying interaction structure.
Unlike black-box optimization, in some real-world problems the modular structure of the
problem may be known a priori. In such situations, the main challenge is to find effective
ways of exploiting the structural information. In the presence of coupling variables, it is
not possible to find a unique decomposition and commit to it for the entire optimization
phase. This may result in finding sub-optimal solutions to the problem. In such situations,
it is often possible to decompose the problem in many different ways, each of which having
a different effect on the efficacy of optimization. The order in which each subcomponent
undergoes optimization and the way the results are propagated to other subcomponents can
also impact the efficiency of optimization. Therefore, the main issue in solving problems with
interacting subcomponents lies in coordination and information sharing between interacting
subcomponents in order to move towards the global optimum [Allison, 2008]. Interconnected
components are very common in many engineering optimization problems, such as multi-
disciplinary design optimization (MDO) [Sobieszczanski-Sobieski and Haftka, 1997] where a
problem should be analyzed from various engineering aspects. For instance, the design of
an airplane wing may have an aerodynamic aspect and a structural design aspect, both of
which can impose some constraints on each other [Allison, 2008]. Another example is an
automotive design process where the structural design is followed by a power-train design,
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chassis design, and finally the interior design, in a sequential manner [Allison, 2008].
6.5.4 New Transformations to the Base Functions
Some of the base functions used in the CEC’2010 LSGO benchmark suite [Tang et al., 2009]
are very regular and symmetric. Examples include Sphere, Elliptic, Rastrigin’s, and Ackley’s
functions. For a better resemblance with many real-world problems, in the CEC’2013 LSGO
benchmark suite [Li et al., 2013] several non-linear transformations were applied to these base
functions to break the symmetry, and to introduce some irregularity on the fitness landscape
based on the guidelines reported by Hansen et al. [2010]. It should be noted that these
transformations do not change the separability and modality properties of the functions.
The three transformations that are suggested are:
Ill-conditioning : Ill-conditioning refers to the square of the ratio between the largest
direction and smallest direction of contour lines [Hansen et al., 2010]. In the case of
ellipsoid, if it is stretched in the direction of one of its axes more than other axes then
the function is considered to be ill-conditioned. This transformation is done using the
Λα (section 6.4.1) which is a diagonal matrix and the parameter α determines the
degree of ill-conditioning.
Irregularities : It is desirable to introduce some degree of irregularity by applying some
transformation. This transformation which is created by locally applying a combination
of exponential and periodic functions to generate smooth irregularities around a given
point without creating new local extremum. This transformation is done through Tosz
as explained in section 6.4.1.
Symmetry-breaking : Some operators that generate genetic variations are symmetric,
especially those based on a Gaussian distribution, and if the functions are also sym-
metric, there is a bias in favor of symmetric operators. In order to eliminate such bias,
a symmetry-breaking transformation is desirable. This transformation is done using
T βasy. The parameter β adjusts the degree of symmetry-breaking.
An example where all three transformations are performed on an input vector x is:
y = Λ10T 0.2asy(Tosz(x)),
where the transformed vector y is passed to the objective function for evaluation.
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6.5.5 Homogeneity, Continuity and the Choice of Base Functions
The proposed framework in this chapter is not limited to any particular set of base functions.
In the CEC’2013 LSGO benchmark suite, the following base functions are used:
1. The Sphere Function
2. The Elliptic Function
3. The Rastrigin’s Function
4. The Ackley’s Function
5. The Schwefel’s Problem 1.2
6. The Rosenbrock’s Function
A more complete list of possible base functions are shown in Table 6.3. The Griewank’s
function [Griewank, 1981] in particular, is not suggested for large-scale test suites since this
functions is known to become easier as the dimensionality of the problem increases [Whitley
et al., 1996].
It should be noted that in theory a different nonseparable function can be used in each
summand of Equations (6.1) and (6.2). This results in a heterogeneous function as shown
in Equation (6.8), which has two different nonseparable subcomponents and one separable
subcomponent.
f(x) = fnonsep1(x1) + fnonsep2(x2) + fsep(x3). (6.8)
The notation used in Equation (6.1) suggests a homogeneous design. The CEC’2013 large-
scale benchmark suite also follows a homogeneous design. The advantage of such design
is that the resulting function f(x) better resembles the characteristics of its base function.
Nevertheless, the overall design is flexible enough to be generalized to a heterogeneous design
should the need arise.
With respect to continuity of the resulting functions, it is clear that it depends on the
continuity property of the constituent base functions. Since all the functions are created
based on summation of a set of functions, the resulting functions are continuous if all their
constituent base functions are also continuous within their domains. This property can be
easily shown from the basic definition of continuity3. In the CEC’2013 large-scale benchmarks
3This can be found in any standard calculus or real analysis textbook.
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Table 6.3: A short list of possible base functions with a brief note [Hansen et al., 2010].
Function Modality Notes
Sphere Unimodal Separable
Elliptic Unimodal Nonseparable if rotated
Rastrigin Highly multi-modal Nonseparable if rotated
Attractive Sector Function Unimodal Asymmetric
Step Ellipsoidal Unimodal Zero gradient almost everywhere
Discus Function Unimodal Globally quadratic
Bent Cigar Unimodal Having a smooth narrow ridge
Sharp Ridge Unimodal Having a smooth narrow ridge
Different Powers Unimodal The sensitivity to the decision variables in-
creases as the optimum is approached
Weierstrass Multi-modal Highly rugged
Schaffer’s F7 Highly multi-modal With Varying frequency and amplitude of
modulation
Schwefel Problem 1.2 Unimodal Nonseparable
Schwefel Problem 2.6 Unimodal Nonseparable
Schwefel Problem 2.13 Multi-modal Nonseparable
Gallaghers Gaussian 101-me Picks Multi-modal The 101 local optima are positioned ran-
domly i.e., the are totally unrelated
Gallaghers Gaussian 21-hi Picks Multi-modal The 101 local optima are positioned ran-
domly i.e., the are totally unrelated
Katsuura Multi-modal Highly rugged
Lunacek bi-Rastrigin Highly multi-modal It has two funnels and is deceptive for some
EAs with large population size
Ackley Multi-modal Nonseparable if rotated
suite [Li et al., 2013], the domain of all the functions is restricted within a hypercube, which
varies from function to function. The details can be found in Appendix E.
6.6 Using and Extending the CEC’2013 Benchmark Suite
The main aim of this chapter is to introduce some design guidelines for developing benchmark
suites for large-scale continuous unconstrained problems. The actual benchmark suite that
has been developed based on the guidelines outlined in this chapter is the CEC’2013 LSGO
benchmark suite [Li et al., 2013, Appendix E], which was used in the IEEE CEC’2013 special
session and competition on large-scale global optimization [Li et al., 2013]. The accompanying
source code of the benchmark and the technical report are based on some fixed parameter
settings, which are necessary for a fair comparison of the competition entries. However, for
an in-depth investigation of a particular aspect of evolutionary algorithms for large-scale
optimization, the suite is built in an extensible and scalable manner to cater for the needs of
various studies. This section describes how the CEC’2013 benchmark suite can be modified
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for various purposes4. It should be noted that the explanations in the next section are based
on the MATLAB implementation of the benchmarks. However, other implementations such
as C++ follow a similar structure.
6.6.1 Possible Modifications
Each function in the benchmark suite has a corresponding datafile where the required pa-
rameters are stored. These datafiles can be modified to change the number and size of
subcomponents, the overlap size for interacting subcomponents, the degree of imbalance, the
rotation matrix, and the shift vector. Below is a list of variables that can be found when the
MATLAB version of a datafile is loaded. The variables in bracket refer to the notation used
in this chapter (section 6.4.1).
xopt (xopt): This variable contains the shift vector for all decision variables. In the current
design, the shift vector is fixed for all the runs. If a different shift vector is required,
the function computeShiftVector can be used to generate a new shift vector within
the given bounds.
s (S): This variable contains the dimensionality of all the subcomponents, be it a nonsep-
arable subcomponent or a separable subcomponent. The total number of available
subcomponents depends on the number of entries in this multiset. The separable vari-
ables, if they exist, are often listed as the last entry in this vector. Each entry in this
vector corresponds to the dimensionality of each subcomponent. It should be noted
that for the nonseparable subcomponents a rotation matrix is used to create interaction
between variables. Therefore, for such subcomponents a rotation matrix with suitable
dimensions should be created (see entry Rx). Note that this variable is not needed for
fully separable functions.
Rx (R): An orthogonal matrix generated by the Gram-Schmidt orthogonalization process,
which is used as a rotation matrix for generating interaction between the variables of a
nonseparable subcomponent. The variable x refers to the dimensionality of the matrix.
For example, for a nonseparable subcomponent of size 20 (as defined in s), a rotation
matrix R20 is needed. Note that in the current implementation, all the subcomponents
of the same size use the same rotation matrix. The function computeRotation can be
4The source code for this benchmark suite can be downloaded from:
http://goanna.cs.rmit.edu.au/∼xiaodong/cec13-lsgo/competition
114 (July 5, 2016)
CHAPTER 6. DESIGNING BENCHMARK PROBLEMS FOR LARGE-SCALE CONTINUOUS
OPTIMIZATION
used to generate a different rotation matrix as needed. Note that this variable is not
needed for fully separable functions.
w (wi): This vector has the same size as s and contains the weight values for each of the
subcomponents. The values in this vector are generated by the procedure described in
Section 6.5.2.
p (P): This is a permutation vector that has the same length as the dimensionality of
the function. It contains the index of all decision variables in a random order. For
example, the indices of the decision variables that constitute the first subcomponent
with 20 decision variables are the first 20 entries in this permutation vector. Note that
this variable is not needed for fully separable functions.
m (m): This is a scalar variable that determines the overlap size in overlapping functions (f13
and f14). This should always be smaller that the minimum dimensionality of the two
subcomponents that share decision variables. Note that this variable in not required
for functions with no interdependent subcomponents.
6.6.2 Evaluation
The minimum value of all the functions proposed in the CEC’2013 large-scale benchmark
problems is zero, with the exception of the overlapping functions, for which we do not yet
know how the inclusion of shared decision variables may change the minimum value. In order
to compare several algorithms using this set of benchmark functions, each algorithm should
be given a fixed computational budget. The algorithm that can find the best solution within
the allocated computational budget is considered superior. Clearly the significance of the
results should be tested with appropriate statistical significance tests. We recommend the
guidelines given in the tutorial by Derrac et al. [2011]. For comparing multiple algorithms,
nonparametric analysis of variance (ANOVA) methods such as Friedman [Sheskin, 2003] or
Kruskal-Wallis [Sheskin, 2003] tests should be used for detecting significant differences. If a
significant difference is detected, then a set of pair-wise tests should be conducted with the
Wilcoxon rank-sum test [Sheskin, 2003] with some post-hoc procedure such as Holm [Sheskin,
2003] or Bonferroni [Sheskin, 2003] for p-value corrections in order to account for family-wise
error rate.
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Table 6.4: Parameter settings of the algorithms used in the comparative study.
Algorithm Parameters
CMA-ES Population Size = 4 + ⌊3 logN⌋
JADE Population size = 100, c = 0.1, p = 0.05
SaDE Population size = 50
SaNSDE Population size = 50
Standard DE Population size = 50, CR = 0.9, F = 0.5, Strategy = DE/2/best/bin
DECC-I, CBCC2-I Subpopulation Size = 50, Optimizer = SaNSDE
DECC-DG, CBCC2-DG Subpopulation Size = 50, Optimizer = SaNSDE, ǫ = 10−3
MOS
Hybridization algorithms: MTSLS1-Reduced, Solis and Wets and GA. min-
Part = 20%, stepFactor = 36000. Refer to [LaTorre et al., 2013a] for a detailed
parameter setting of the constituent algorithms.
6.7 A Preliminary Comparative Study
This section shows the comparative results of several evolutionary algorithms on the CEC’2013
large-scale benchmark functions [Li et al., 2013]. It should be noted that the focus of this
chapter is on proposing some guidelines about designing benchmark functions for large-scale
continuous optimization problems. For this reason, we avoid a lengthy discussion in this sec-
tion. The results presented here are to give an overview of how various algorithms perform
on the newly proposed benchmark functions. The statistical test used in this section is the
Kruskal-Wallis nonparametric one-way ANOVA [Sheskin, 2003] to test whether at least one
algorithm significantly differs from the others. This test is conducted using a 95% confidence
interval, and the results are significant on all functions. In order to find the best perform-
ing algorithm, a series of pair-wise Wilcoxon rank-sum [Sheskin, 2003] tests (α = 0.05) are
performed with Holm p-value correction [Sheskin, 2003] to account for the family-wise error
rate.
The parameter settings of all the algorithms is listed in Table 6.4. The total number
of objective function evaluations is set to 3 × 106 as suggested in the CEC’2013 large-scale
benchmark suite [Li et al., 2013]. Where a decomposition procedure is used, the number of
used function evaluations in the decomposition phase is deducted from the maximum allotted
number of function evaluations.
Table 6.5 contains the median, mean and standard deviation of 25 independent runs
of several well-known algorithms. It should be noted that only the first four algorithms
decompose the problem into smaller subproblems. In this table the median of the best
performing algorithm is highlighted. Where there is no single best algorithm, all statistically
similar algorithms that are not outperformed by any other algorithm are highlighted. Since
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the statistical tests used in this chapter are nonparametric, only median is highlighted. The
table shows that MOS is the best performing algorithm and outperforms the others on 6 out of
15 functions. Although MOS has an overall better performance than the other algorithms, its
attained minimum is still far from its optimal value. The second best performing algorithm is
CMA-ES followed JADE. In order to see which algorithm is the best with respect to various
categories of functions introduced in Section 6.5, the number of highlights based on each
category of functions is summarized in Table 6.6. We can see from Table 6.6 that MOS
has an overall better performance on fully separable functions (C1). The poor performance
of co-evolutionary algorithms on fully separable problems can be attributed to the lack of
decomposition of separable variables in this particular implementation of these algorithms.
This essentially reduces these algorithms to a variant of SaNSDE that is applied to a 1000-
dimensional problem. It has been shown recently that a better decomposition of separable
variables can have a significant effect on the overall optimization performance [Omidvar
et al., 2014b]. MOS that uses a local search has the best performance on this class of
problems. This is intuitive because during the course of optimization, MOS applies a local
search on a subset of variables that produce better convergence. Although MOS does not
employ an explicit decomposition strategy, its local search optimizes a reduced version of
the original large-scale problem. The lack of interaction between the decision variables of
a fully separable problem does not have a detrimental effect when other variables are not
considered in the local search phase, which makes MOS the best algorithm on f1-f3. On
the partially separable problems (C2), CMA-ES has the best performance, followed by most
of the co-evolutionary algorithms and JADE. For this class of problems, CMA-ES benefits
from its rotational invariance property, due to the adaptation of covariance matrix based
the shape of the landscape. SaNSDE [Yang et al., 2008b], the subcomponent optimizer of
the co-evolutionary algorithms, does not have this rotational invariance property that can
potentially result in poor performance, especially on rotated problems such as those of C2.
On overlapping problems (C3), MOS has the best performance, which is marginally better
on 2 out of 3 functions. Cooperative co-evolutionary algorithms perform poorly on this
class. Although differential grouping performs reasonably well in detecting the underlying
structure of this class of problems, these structural information are not properly utilized in
the cooperative co-evolutionary framework. In other words, the interdependence between
subcomponents is neglected by CC algorithms, and this resulted in poor performance of
these algorithms on overlapping problems. It is interesting to see that on f13 and f14, all
cooperative co-evolutionary algorithms that use differential grouping perform worse than
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SaNSDE which is their subcomponent optimizer. This suggests that ignoring the interaction
between subcomponents can have an adverse effect on the optimization performance. Finally,
JADE is the best performing algorithm on the single nonseparable problem in the CEC’2013
benchmark suite. Overall, the experimental results show that most of the algorithms fail
to find a solution close to the global optimum value, which is zero for all the benchmarks.
In particular, cooperative co-evolutionary algorithms do not perform as well as expected on
partially separable problems. In several cases, such as f7, f8, and f9 where the grouping
accuracy is low their performance is even worse than SaNSDE which is their subcomponent
optimizer. This section serves as a preliminary comparative study to show the performance
of various algorithms on the newly proposed benchmark problems. Finding definite reasons
for good or poor performance of some algorithms on a particular class of problems requires
further investigation, which is beyond the scope of this chapter.
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Table 6.5: The experimental results of several state-of-the-art algorithms on the CEC’2013 large-scale benchmarks. Median,
mean and standard deviation are based on 25 independent runs.
Stats DECC-I CBCC2-I DECC-DG CBCC2-DG CMA-ES JADE SaDE SaNSDE DE MOS
f1
Median 1.27e+05 2.24e+05 2.07e+06 1.90e+06 1.10e-15 8.68e+04 2.05e+05 1.37e+05 2.12e+09 0.00e+00
Mean 3.05e+05 4.63e+05 2.87e+06 2.83e+06 1.11e-15 2.27e+05 2.70e+06 2.03e+05 2.51e+09 0.00e+00
StDev 4.53e+05 5.89e+05 2.72e+06 3.94e+06 1.54e-16 2.96e+05 1.05e+07 2.36e+05 1.06e+09 0.00e+00
f2
Median 1.39e+04 1.43e+04 1.45e+04 1.38e+04 5.21e+03 7.43e+03 2.05e+04 1.47e+04 3.65e+04 8.36e+02
Mean 1.42e+04 1.41e+04 1.43e+04 1.43e+04 5.26e+03 9.31e+03 2.05e+04 1.45e+04 3.69e+04 8.32e+02
StDev 1.31e+03 1.72e+03 1.41e+03 1.50e+03 3.13e+02 4.77e+03 1.20e+03 1.40e+03 2.26e+03 4.48e+01
f3
Median 1.09e+01 1.08e+01 1.10e+01 1.08e+01 2.14e+01 8.71e-01 1.33e+01 1.11e+01 2.12e+01 9.10e-13
Mean 1.09e+01 1.08e+01 1.10e+01 1.08e+01 2.13e+01 5.35e-01 1.33e+01 1.09e+01 2.12e+01 9.17e-13
StDev 7.43e-01 8.24e-01 7.95e-01 7.64e-01 2.03e-01 4.88e-01 4.78e-01 7.02e-01 2.37e-02 5.12e-14
f4
Median 1.57e+08 8.76e+10 1.14e+11 3.74e+11 4.10e+08 1.11e+09 1.81e+10 8.20e+09 6.62e+10 1.56e+08
Mean 1.76e+08 8.55e+10 1.12e+11 5.61e+11 4.30e+08 1.22e+09 1.81e+10 7.78e+09 6.88e+10 1.74e+08
StDev 1.00e+08 1.52e+10 7.56e+10 5.30e+11 1.17e+08 5.00e+08 5.24e+09 2.45e+09 3.01e+10 7.87e+07
f5
Median 2.71e+06 2.03e+06 3.42e+06 2.55e+06 2.06e+06 3.01e+06 5.32e+06 3.08e+06 6.95e+06 6.79e+06
Mean 2.68e+06 2.11e+06 3.32e+06 2.51e+06 2.04e+06 3.01e+06 5.71e+06 3.21e+06 7.49e+06 6.94e+06
StDev 3.48e+05 2.82e+05 6.47e+05 3.10e+05 2.64e+05 3.67e+05 8.08e+05 4.15e+05 2.57e+06 8.85e+05
f6
Median 9.47e+04 9.29e+04 8.35e+04 8.15e+04 6.09e+05 6.84e+04 2.07e+05 9.79e+04 4.34e+05 1.39e+05
Mean 9.37e+04 8.83e+04 8.67e+04 8.61e+04 6.01e+05 5.59e+04 2.22e+05 8.92e+04 4.11e+05 1.48e+05
StDev 2.15e+04 3.80e+04 2.32e+04 2.21e+04 1.28e+05 2.96e+04 5.33e+04 3.19e+04 8.11e+04 6.43e+04
f7
Median 6.30e+07 8.93e+07 9.58e+07 1.89e+10 6.83e+02 2.94e+06 7.74e+07 5.33e+06 1.60e+08 1.62e+04
Mean 6.66e+07 9.27e+07 1.88e+08 5.99e+10 3.00e+03 3.30e+06 7.14e+07 6.57e+06 2.44e+08 1.62e+04
StDev 3.35e+07 5.14e+07 2.21e+08 8.96e+10 5.23e+03 1.38e+06 1.71e+07 4.22e+06 2.48e+08 9.10e+03
f8
Median 6.34e+13 1.92e+12 1.29e+15 5.49e+15 1.00e+13 9.91e+10 3.58e+14 1.83e+13 9.76e+12 8.08e+12
Mean 6.79e+13 1.92e+12 1.81e+15 6.25e+15 1.13e+13 1.83e+11 3.53e+14 2.09e+13 1.32e+13 8.00e+12
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Table 6.5: The experimental results of several state-of-the-art algorithms on the CEC’2013 large-scale benchmarks. Median,
mean and standard deviation are based on 25 independent runs.
Stats DECC-I CBCC2-I DECC-DG CBCC2-DG CMA-ES JADE SaDE SaNSDE DE MOS
StDev 3.59e+13 2.45e+11 1.67e+15 3.92e+15 6.08e+12 2.48e+11 1.09e+14 1.06e+13 1.34e+13 3.07e+12
f9
Median 2.89e+08 2.11e+08 2.89e+08 1.99e+08 1.74e+08 2.96e+08 5.14e+08 2.81e+08 7.37e+08 3.87e+08
Mean 2.77e+08 2.10e+08 2.77e+08 2.00e+08 1.80e+08 2.91e+08 4.89e+08 2.75e+08 7.27e+08 3.83e+08
StDev 6.78e+07 3.23e+07 8.67e+07 3.11e+07 2.28e+07 2.71e+07 6.33e+07 2.89e+07 1.41e+08 6.29e+07
f10
Median 7.54e+01 7.31e+01 7.81e+01 7.61e+01 1.42e+07 4.90e+04 1.36e+05 4.79e+04 5.90e+06 1.18e+06
Mean 7.81e+01 7.31e+01 7.68e+01 7.80e+01 1.64e+07 2.82e+05 5.28e+05 4.25e+04 5.45e+06 9.02e+05
StDev 1.95e+01 1.19e+01 1.39e+01 1.58e+01 1.44e+07 4.75e+05 5.39e+05 1.50e+04 3.80e+06 5.07e+05
f11
Median 1.42e+09 1.67e+09 7.75e+10 2.04e+12 7.72e+06 5.38e+07 1.99e+09 2.97e+08 1.58e+10 4.48e+07
Mean 1.52e+10 1.68e+10 8.66e+10 6.01e+12 9.37e+06 5.37e+07 4.61e+09 3.34e+08 3.61e+10 5.22e+07
StDev 2.73e+10 2.68e+10 9.06e+10 8.46e+12 6.53e+06 2.98e+07 6.63e+09 9.68e+07 4.84e+10 2.05e+07
f12
Median 4.99e+06 2.30e+06 6.66e+07 6.13e+09 9.35e+02 4.20e+04 1.26e+04 3.99e+06 1.11e+10 2.46e+02
Mean 1.01e+08 5.32e+07 1.08e+08 6.35e+09 9.47e+02 7.33e+05 1.95e+04 1.32e+08 1.18e+10 2.47e+02
StDev 3.23e+08 1.58e+08 9.75e+07 1.22e+09 5.14e+01 2.29e+06 2.78e+04 3.60e+08 4.28e+09 2.54e+02
f13
Median 4.99e+08 5.77e+08 8.45e+09 4.51e+09 1.85e+06 2.57e+07 3.04e+09 4.64e+08 2.64e+09 3.30e+06
Mean 4.82e+08 5.91e+08 9.81e+09 4.91e+09 1.87e+06 5.18e+07 3.19e+09 4.70e+08 3.76e+09 3.40e+06
StDev 2.13e+08 2.81e+08 4.83e+09 2.17e+09 2.34e+05 6.70e+07 8.09e+08 1.71e+08 2.26e+09 1.06e+06
f14
Median 3.96e+08 2.28e+08 3.02e+10 9.87e+10 3.05e+07 4.63e+07 3.90e+10 4.13e+08 2.09e+10 2.42e+07
Mean 1.47e+09 3.59e+08 4.43e+10 1.60e+12 3.01e+07 3.65e+08 4.13e+10 5.63e+08 3.03e+10 2.56e+07
StDev 4.64e+09 2.71e+08 3.70e+10 6.89e+12 2.55e+06 1.43e+09 1.50e+10 4.30e+08 2.33e+10 7.94e+06
f15
Median 4.96e+06 5.07e+06 4.63e+06 4.71e+06 2.74e+06 1.34e+06 8.39e+06 4.73e+06 1.42e+08 2.38e+06
Mean 5.08e+06 5.06e+06 7.84e+06 4.77e+06 2.82e+06 3.07e+06 9.42e+06 4.92e+06 1.75e+09 2.35e+06
StDev 1.33e+06 1.00e+06 1.44e+07 8.01e+05 2.91e+05 6.10e+06 3.31e+06 1.00e+06 3.41e+09 1.94e+05
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Table 6.6: Number of times each algorithm significantly outperforms other algorithms
based on Table 6.5. Each row is based on a function category presented in Section 6.5.
Category DECC-I CBCC2-I DECC-DG CBCC2-DG CMA-ES JADE SaDE SaNSDE DE MOS
C1 0 0 0 0 0 1 0 0 0 3
C2 2 2 1 2 4 2 0 0 0 1
C3 0 0 0 0 1 0 0 0 0 2
C4 0 0 0 0 0 1 0 0 0 0
Total 2 2 1 2 5 3 0 0 0 6
6.8 Chapter Summary
In this chapter, we have proposed a general framework for designing benchmark problems for
continuous large-scale optimization. Three major features have been suggested in order to al-
leviate the shortcomings of the CEC’2010 large-scale optimization benchmark functions, and
also to better resemble characteristics of a wider range of real-world problems. These three
major features are: 1) non-uniform subcomponent sizes; 2) imbalance in the contribution of
subcomponents; and 3) functions with interdependent overlapping subcomponents.
We have also shown how these new features can pose a challenge to large-scale opti-
mization algorithms. Decompositions and contribution-based cooperative co-evolution, in
particular, suffered the most by the inclusion of the new features. Although some algorithms
such as MOS and CMA-ES performed better than other algorithms on the CEC’2013 bench-
mark problems, the preliminary comparative study showed that the solutions attained by
most of the algorithms are still far from the global optimum for most functions. The guide-
lines proposed in this chapter, along with the CEC’2013 LSGO benchmark problems, pave
the way for investigation of the following open questions:
• What is the best coordination strategy when dealing with problems with interacting
subcomponents?
• What is the best decomposition strategy in the presence of interdependent subcompo-
nents?
• How can new metaheuristic algorithms be devised that can efficiently allocate compu-
tational resources based on the contribution of each subcomponent?
• What is the optimal population size for subcomponents in a large-scale optimization
problem?
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• What is the best decomposition strategy for a fully separable large-scale optimization
problem? How may the maximum amount of available resources affect this strategy?
In the following chapters, we propose improved versions of CBCC and differential group-
ing in the light of the new benchmark functions that were proposed in this chapter. The im-
proved CBCC, which we call CBCC3 (Chapter 7), maintains a better exploration/exploitation
balance as compared to CBCC1 and CBCC2. The improved differential grouping (Chap-
ter 8) has the ability to detect the interaction structure of the CEC’2013 LSGO benchmark
problems with a higher accuracy than the version proposed in Chapter 4. This improved
algorithm requires less objective function evaluations, and also is capable of detecting the
functions with overlapping subcomponents.
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Chapter 7
Better Exploration/Exploitation
Balance in Contribution-Based
Cooperative Co-evolution
7.1 Introduction
In Chapter 5, we saw that the allocation of available computational resources to subcompo-
nents of a large-scale problem can greatly affect their overall optimization performance. In a
classic CC, all subcomponents receive an equal share of the available computational resources
through the round-robin optimization of all subcomponents in each cycle. However, we have
seen that the round-robin strategy of CC can potentially waste considerable amount of the
available resources on the so-called imbalanced functions [Omidvar et al., 2011, Chapter 6].
We have also seen that in the presence of more significant imbalance in the contribution
of subcomponents, only a few subcomponents have a dominant effect on the overall improve-
ment of the objective value, making the contribution of the other subcomponents negligible
(Section 5.2). In such situations, most of the effort in optimizing the subcomponents with a
lower contribution is simply wasted. To alleviate this issue, Contribution-Based Cooperative
Co-evolution (CBCC) [Omidvar et al., 2011, Chapter 5] has been proposed in which the
subcomponents with a higher contribution to the overall objective value are given a higher
share of the available resources.
CBCC has two variants: CBCC1 and CBCC2. CBCC1 is more exploratory and gives
the subcomponents an opportunity to update their contributions more frequently, whereas
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CBCC2 is more exploitative and commits to the subcomponent with the highest contribution
until it becomes stagnant. CBCC showed significant improvement over the classic CC on
the CEC’2010 LSGO benchmark suite [Tang et al., 2009]. However, the degree of imbalance
in the CEC’2010 benchmark suite is limited since the underlying subcomponents of most
functions have equal contributions. The CEC’2013 LSGO benchmark suite [Li et al., 2013,
Chapter 6] has been proposed with the aim of improving upon the CEC’2010 benchmark
problems to better resemble the major properties of real-world problems. One such change
is the inclusion of a more challenging imbalance scheme in the CEC’2013 LSGO benchmark
suite. The preliminary experimental results on the CEC’2013 LSGO benchmark problems
showed that the new imbalance scheme poses a serious challenge to CBCC.
In this chapter, we further investigate the cause of CBCC’s poor performance on the
CEC’2013 LSGO benchmark suite. We show that the resource allocation policy of CBCC1
and CBCC2 are over-exploratory and over-exploitative respectively. These two schemes are
biased towards the subcomponents that have an initial good contribution and therefore do not
respond to the local changes in the contribution of each subcomponent in a timely manner.
Based on these findings, we propose an improved version of Contribution-Based Cooperative
Co-evolution, CBCC3, that significantly outperforms the classic CC as well as CBCC1 and
CBCC2.
The rest of this chapter is organized as follows: Section 7.2 contains brief recap of the
CBCC algorithm. Section 7.3 contains an analysis of CBCC1 and CBCC2 on the CEC’2013
LSGO benchmarks. Section 7.4 contains the details of the new algorithm – CBCC3. Sec-
tion 7.5 presents the empirical results and an analysis of CBCC3’s performance with respect
to its predecessors. Finally, Section 7.6 concludes the chapter.
7.2 Background
We saw in Chapter 5 that CBCC has two major phases: (1) a testing or exploration phase in
which all subcomponents are optimized in a round-robin fashion to estimate their contribu-
tions (Algorithm 5.1, lines 11-15); and (2) an exploitation phase in which the subcomponent
with the highest contribution is optimized further (Algorithm 5.1, lines 18-22).
The difference between the two versions of the CBCC (i.e. CBCC1 and CBCC2) is
in the exploitation phase. In CBCC1, the selected subcomponent is optimized for only
one iteration whereas in CBCC2, the selected subcomponent is optimized for as long as
it improves the overall objective value. When no improvement is observed, the algorithm
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enters the exploration (testing) phase to give all the subcomponents another equal chance to
update their contributions. This shows that CBCC1 is more conservative than CBCC2 and
performs more exploration to find the subcomponent with the highest contribution. On the
other hand, CBCC2 is greedier and commits to a subcomponent as long as its immediate
contribution is non-zero. It should be noted that the contribution information is accumulated
from the first cycle.
In the next section, we will show that the imbalance mechanism that was introduced in
Chapter 6 poses a major challenge to the existing CBCC algorithms. We will show that
without a proper mechanism to handle the imbalance problem, the benefit of even an ideal
decomposition cannot be fully realized.
7.3 Behavior of CBCC1,2 on the CEC’2013 Benchmark Functions
In this section, we conduct a short empirical study on the performance of CBCC1 and CBCC2
on the CEC’2013 LSGO benchmarks and compare it against DECC which is a cooperative
co-evolutionary framework based on a variant of Differential Evolution [Storn and Price,
1995] called SaNSDE [Yang et al., 2008b]. The decomposition that is used in this chapter is
the ideal decomposition of the benchmarks. Throughout this chapter, we limit ourselves to
the partially separable functions of the CEC’2013 LSGO benchmark suite (f4-f11). The other
functions which are not included in this study are either fully separable (f1-f3), overlapping
(f13-f14), or fully nonseparable (f15), for which there is no unique decomposition. Moreover,
these functions cannot be classified as imbalanced functions.
Table 7.1 contains the median, mean, and the standard deviation of 25 independent
runs for DECC, CBCC1 and CBCC2. We used Wilcoxon rank-sum [Sheskin, 2003] test
to compare both variants of CBCC against the baseline (DECC). The highlighted entries
show that CBCC performs significantly better than DECC using a 95% confidence interval
(p-value = 0.05). If the performance of either version of CBCC is not statistically different
from DECC, the entries are marked with the symbol ‘≈’. If DECC significantly outperforms
either of the CBCC variants, the symbol ‘↓’ is shown next to the entry having the worse
performance.
We can see from Table 7.1 that both CBCC1 and CBCC2 perform statistically similarly
to DECC on most functions (58 = 62.5%), and perform significantly better on only 3 functions
(37.5%). Comparing this with the success rate of CBCC on the CEC’2010 LSGO benchmarks
based on the results reported in Chapter 5, we can clearly see that CBCC’s performance drops
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Table 7.1: Comparison between DECC and CBCC1 and CBCC2 on selected function
from the CEC’2013 benchmark suite. Highlighted entries are significantly better than the
baseline (DECC) based on Wilcoxon rank-sum test (α = 0.05).
Function Stats DECC CBCC1 CBCC2
f4
Median 1.53e+08 6.54e+07 9.03e+10↓
Mean 1.97e+08 7.71e+07 8.77e+10
StDev 1.51e+08 4.05e+07 1.14e+10
f5
Median 2.65e+06 2.29e+06≈ 2.06e+06
Mean 2.66e+06 2.28e+06 2.09e+06
StDev 7.12e+05 3.55e+05 3.52e+05
f6
Median 8.74e+04 8.74e+04≈ 8.35e+04≈
Mean 8.57e+04 8.85e+04 8.39e+04
StDev 1.95e+04 2.88e+04 2.36e+04
f7
Median 4.53e+07 6.23e+07≈ 7.85e+07≈
Mean 5.12e+07 6.38e+07 8.82e+07
StDev 3.67e+07 4.01e+07 6.78e+07
f8
Median 5.43e+13 1.09e+13 1.90e+12
Mean 7.19e+13 1.38e+13 1.88e+12
StDev 6.07e+13 1.14e+13 2.80e+11
f9
Median 2.95e+08 2.34e+08 2.00e+08
Mean 2.85e+08 2.32e+08 2.03e+08
StDev 6.20e+07 4.85e+07 2.45e+07
f10
Median 7.05e+01 7.51e+01≈ 7.17e+01≈
Mean 6.90e+01 7.44e+01 7.16e+01
StDev 1.68e+01 9.97e+00 1.36e+01
f11
Median 1.51e+10 1.41e+09≈ 1.44e+09≈
Mean 2.62e+10 1.58e+10 1.63e+10
StDev 3.10e+10 2.26e+10 2.76e+10
significantly on the CEC’2013 LSGO benchmarks. The fact that the performance of CBCC1
and CBCC2 is statistically similar to DECC suggests that the exploration (testing) phase
in Algorithm 5.1 (lines 11-15) wastes a significant proportion of the available computational
resources by allocating them to less significant subcomponents.
To get a better insight into the behavior of CBCC1 and CBCC2, we have included several
plots in Figure 7.1 that show how the budget has been allocated to various subcomponents
with respect to their weight (contribution). It should be noted that the weight of a sub-
component is not an inclusive measure of contribution. Other factors such as convergence
behavior and stagnation can affect the contribution. However, for the purposes of this chap-
ter, we assume that the weight of a subcomponent has a direct and strong relationship to
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(d) CBCC2 on f5
Figure 7.1: Number of evaluations used to optimize subcomponents with a given weight
for CBCC1,2 on f4 and f5 from the CEC’2013 LSGO benchmark suite.
its contribution. In this set of figures, each bar represents a nonseparable subcomponent.
The x-axis shows the weight associated with each subcomponent (in logarithmic scale). The
height of each bar represents the total number of evaluations allocated to each subcomponent.
CBCC is designed such that it optimizes the subcomponents with a higher contribution
more frequently. Therefore, we expect to see longer bars towards the right side of each figure
(i.e., larger weights). Figure 7.1 shows that subcomponents with the highest weight is evalu-
ated more than the other subcomponents. It is also clear that in CBCC2 the subcomponent
with the highest contribution is emphasized more. The equal length of most of the other
bars suggests that the remaining budget is equally divided among the rest of subcomponents.
Two lessons that we can learn from Figure 7.1 are as follows: a) The subcomponent with
the highest weight is predominantly selected for optimization after the exploration phase.
This is a good strategy as long as the selected subcomponent maintains its high contribution
during the course of optimization. Later we will see that this is not necessarily the case, and
in several cases CBCC2 fails to switch to another subcomponent that has the highest con-
tribution. b) Due to dominance of one subcomponent, equal allocation of resources through
the exploration phase wastes a considerable amount of objective function evaluations.
Table 7.1 shows that on f4 the performance of CBCC1 is better than DECC, due to
more frequent optimization of the subcomponent with the highest weight. However on f5,
although we see a similar allocation pattern, CBCC1 has a similar performance to DECC.
This clearly shows that the exploration phase of CBCC1 can potentially waste a considerable
amount of the available function evaluations.
With respect to CBCC2, we also see that the subcomponent with the largest weight is
given the largest share of the available resources. It is unexpected to see that on f4 although
CBCC2 assigns most of the budget to the subcomponent with the largest weight, its overall
performance is significantly worse than both CBCC1 and DECC. The reason for this type of
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Figure 7.2: Convergence plots of individuals subcomponents for DECC, CBCC1,2 on f4
and f8 from the CEC’2013 LSGO benchmark suite.
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behavior can be seen by inspecting the convergence plot of individual subcomponents, which
are shown in Figure 7.2 for several selected functions. As can be seen, the subcomponent
with the largest weight has a large initial objective value. Therefore, CBCC optimizes this
subcomponent more than the remaining subcomponents. This causes a rapid drop in the
objective value of this particular subcomponent. This behavior can be clearly seen in Fig-
ures 7.2(e) and 7.2(f). When the objective value of the selected subcomponent drops below
those of other subcomponents, CBCC should stop optimizing that subcomponent in order to
give a chance to other subcomponents. It is clear from Figures 7.2(e) and 7.2(f) that CBCC2
fails to detect this event, which is the reason behind its poor performance. This happens
because in Algorithm 5.1, the termination condition of the inner while loop on line 18 is
complete stagnation of the selected subcomponent (δ = 0). In other words, as long as the
selected subcomponent improves, it will be optimized even if its immediate contribution is
less than all other subcomponents. Even if we force the algorithm to break out of the inner
loop, it is highly likely that the same subcomponent be selected after the exploration phase,
due to the accumulation of its contributions from the beginning of a run (Algorithm 5.1
lines 15 and 22). It should be noted that CBCC1 is also prone to this error, but because of
the repeated exploration phase, it takes more time for the error to become evident on the
convergence plots.
In general, two major drawbacks of CBCC1 and CBCC2 can be summarizes as follows:
• CBCC’s slow response to local changes in the fitness value and its strong reliance on
the information accumulated from the early stages of evolution. This is more evident
in CBCC2.
• Over-exploration by frequent application of the exploration phase in Algorithm 5.1.
This is an inefficient use of the limited resources. This behavior is more evident in
CBCC1 and is the main reason behind the similar performance of CBCC to DECC.
In the next section, we explain how these issues can be alleviated by a more immediate
feedback mechanism as well as a simple probabilistic exploration mechanism, which are built
into CBCC3.
7.4 The Proposed Framework
In the previous section, we identified two major shortcomings of CBCC1 and CBCC2. This
section contains the details of a new version of contribution-based cooperative co-evolution,
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Algorithm 7.1: (x⋆, f⋆) = CBCC3(f,x,x, µ, n,Γmax, γ, pt)
1 (g,x1, . . . ,xg,Γ) = grouping(f,x,x, n) ;
2 P = rand(µ, n) ;
3 for i = 1→ g do
4 cvi = rand(1, |xi|);
5 cv = (cv1, . . . , cvg) ;
6 fc = f(cv) ;
7 Δ = zeros(1, g) ;
8 Γ = zeros(1, g) ;
9 while
Pg
i=1 Γi < Γmax − Γ− 1 do
10 if
Pg
i=1 Γi = 0 or rand() < pt then
11 for i = 1→ g do
12 fp = fc ;
13 (cv,Γi, fc) = optimizer(P, cv,xi, γ) ;
14 δ = fp − fc;
15 if δ 6= 0 then
16 Δi = δ ;
17 (C, I) = sort(Δ,descending);
18 j = I1 ;
19 while C1 > C2 and
Pg
i=1Γi < Γmax − Γ− 1 do
20 fp = fc ;
21 (cv,Γj , fc) = optimizer(P, cv,xj , γ) ;
22 δ = fp − fc;
23 if δ 6= 0 then
24 Δj = C1 = δ ;
25 x⋆ = cv ; f⋆ = f(x⋆) ;
26 return (x⋆, f⋆) ;
CBCC3, that addresses these shortcomings. In short, CBCC3 differs from CBCC1 and
CBCC2 in the following ways:
• In CBCC3, the history of contributions is not accumulated. This is because of the
fact that the early contribution of a subcomponent is not representative of its future
behavior.
• In the exploitation phase, CBCC3 optimizes the subcomponent with the highest con-
tribution until its contribution drops below the last recorded contribution of any other
subcomponent.
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• When the algorithm breaks out of the exploitation phase, the exploration (testing)
phase runs with probability pt.
Algorithm 7.1 shows the details of CBCC3. We can see that CBCC3, to a large extent,
resembles CBCC1 and CBCC2. However, unlike its predecessors, it does not run the ex-
ploration (testing) phase in every co-evolutionary cycle. On line 10 of Algorithm 7.1, we
can see that the exploration phase happens with probability pt. We can also see that the
exploration phase happens at least once in the first cycle. Based on our observations in the
previous section, we believe that the exploration phase should happen with a relatively low
probability. The sensitivity analysis of CBCC3 to pt will be postponed to Section 7.5.
The other major difference of CBCC3 is its reliance on more recent contribution infor-
mation to select a subcomponent for further optimization (eliminating the use of historical
information in CBCC1 and CBCC2). On lines 14-16 and 22-24 of Algorithm 7.1, we can
see that the last non-zero difference in the objective value of two consecutive iterations is
recorded as the contribution of a given subcomponent (Δi). As was mentioned in the pre-
vious chapters, the parameter γ of optimizer determines the number of iterations that it
optimizes a subcomponent. A larger γ stabilizes the value of δ to a non-zero value.
After the exploration phase (Algorithm 7.1, lines 9-16), the contribution of subcompo-
nents are sorted (Algorithm 7.1, lines 17-18) and the subcomponent with the largest contribu-
tion is selected for further optimization in the exploitation phase (Algorithm 7.1, lines 19-24).
The vector I contains the indices of subcomponents after being sorted with respect to their
contributions. The vector C, like Δ, contains the contribution information in descending
order. Therefore, C1 is the largest contribution that is associated to the subcomponent I1,
and C2 is the second largest contribution that is associated to the subcomponent I2. In the
next phase, which forms the basis of CBCC, the subcomponent with the largest contribu-
tion is optimized further (Algorithm 7.1, lines 19-24). We can see that CBCC3 optimizes
the selected subcomponent (I1) for as long as its contribution (C1) is greater than the last
recorded contribution of the second most important subcomponent (C2). This ensures that
the crossing behavior that was observed in CBCC2 (as shown in Figures 7.2(e) and 7.2(f))
does not happen in CBCC3. In other words, when several subcomponents have similar con-
tributions, the condition of the inner while loop (Algorithm 7.1, line 19) ensures that all
subcomponents with a non-zero contribution will be given an equal chance to be optimized.
131 (July 5, 2016)
CHAPTER 7. BETTER EXPLORATION/EXPLOITATION BALANCE IN
CONTRIBUTION-BASED COOPERATIVE CO-EVOLUTION
Table 7.2: Comparison between variants of CBCC1, CBCC2, CBCC3, and DECC on f4-
f11 from the CEC’2013 LSGO benchmarks suite. The highlighted entries are significantly
better based on pair-wise Wilcoxon rank-sum with Holm p-value correction (α = 0.05).
CBCC3
Stats DECC CBCC1 CBCC2 pt = 1 pt = 0 pt = 0.05
f4
Median 1.53e+08 6.54e+07 9.03e+10 3.61e+07 2.18e+07 2.51e+07
Mean 1.97e+08 7.71e+07 8.77e+10 4.08e+07 2.20e+07 2.97e+07
StDev 1.51e+08 4.05e+07 1.14e+10 2.09e+07 8.05e+06 1.56e+07
f5
Median 2.65e+06 2.29e+06 2.06e+06 2.23e+06 2.16e+06 1.97e+06
Mean 2.66e+06 2.28e+06 2.09e+06 2.34e+06 2.13e+06 1.99e+06
StDev 7.12e+05 3.55e+05 3.52e+05 4.70e+05 3.49e+05 3.61e+05
f6
Median 8.74e+04 8.74e+04 8.35e+04 8.74e+04 8.74e+04 8.35e+04
Mean 8.57e+04 8.85e+04 8.39e+04 8.65e+04 8.45e+04 7.94e+04
StDev 1.95e+04 2.88e+04 2.36e+04 1.88e+04 1.92e+04 3.43e+04
f7
Median 4.53e+07 6.23e+07 7.85e+07 4.68e+07 3.86e+05 3.27e+05
Mean 5.12e+07 6.38e+07 8.82e+07 4.75e+07 2.09e+07 1.42e+07
StDev 3.67e+07 4.01e+07 6.78e+07 3.38e+07 3.04e+07 2.18e+07
f8
Median 5.43e+13 1.09e+13 1.90e+12 7.29e+10 2.28e+09 5.47e+09
Mean 7.19e+13 1.38e+13 1.88e+12 1.51e+11 1.21e+10 8.23e+09
StDev 6.07e+13 1.14e+13 2.80e+11 2.87e+11 2.40e+10 1.03e+10
f9
Median 2.95e+08 2.34e+08 2.00e+08 2.08e+08 1.42e+08 1.58e+08
Mean 2.85e+08 2.32e+08 2.03e+08 2.02e+08 1.40e+08 1.56e+08
StDev 6.20e+07 4.85e+07 2.45e+07 5.09e+07 1.55e+07 3.51e+07
f10
Median 7.05e+01 7.51e+01 7.17e+01 7.68e+01 7.46e+01 7.30e+01
Mean 6.90e+01 7.44e+01 7.16e+01 7.66e+01 7.44e+01 7.15e+01
StDev 1.68e+01 9.97e+00 1.36e+01 1.24e+01 1.07e+01 1.49e+01
f11
Median 1.51e+10 1.41e+09 1.44e+09 1.07e+09 4.49e+08 6.31e+08
Mean 2.62e+10 1.58e+10 1.63e+10 1.33e+09 4.74e+08 6.24e+08
StDev 3.10e+10 2.26e+10 2.76e+10 1.41e+09 2.95e+08 3.47e+08
7.5 Experiments and Analysis
In this section, we present the experimental results of CBCC3 and compare them with DECC,
CBCC1 and CBCC2 using a subset of the CEC’2013 benchmark suite. The total number
of fitness evaluations is set to 3 × 106 as suggested in [Li et al., 2013]. The subcomponent
optimizer that we used for our experiments is SaNSDE [Yang et al., 2008b], a variant of
Differential Evolution [Storn and Price, 1995]. The parameter γ is set to 100, and the
population size (µ) is set to 50.
Table 7.2 contains the median, mean and standard deviation of 25 independent runs for
the aforementioned algorithms using ideal grouping. For the statistical significance test, we
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Table 7.3: CBCC3’s number of wins, loses and ties (w/l/t) against DECC, CBCC1 and
CBCC2 using Wilcoxon rank-sum (α = 0.05).
CBCC3 vs DECC CBCC1 CBCC2
pt = 1 4/0/4 4/0/4 4/1/3
pt = 0 5/0/3 5/0/3 5/0/3
pt = 0.05 6/0/2 6/0/2 5/0/3
first use Kruskal-Wallis [Sheskin, 2003], which is a nonparametric equivalent of ANOVA, with
a 95% confidence interval. If a significant difference is identified among the given algorithms,
we run a series of pair-wise Wilcoxon rank-sum tests using Holm p-value correction to account
for the family-wise error rate [Derrac et al., 2011; Sheskin, 2003]. An entry for an algorithm
is highlighted if it is not outperformed by any other algorithm on a given function. In order
to test the sensitivity of CBCC3 to the parameter pt, CBCC3 was tested with the following
pt values: {0, 0.05, 1}. Table 7.2 clearly shows that CBCC3 is superior to its predecessors
(CBCC1 and CBC2) as well as traditional CC (DECC).
For a better understanding of CBCC3’s behavior, we have included a series of plots in
Figure 7.3 to show how the computational resources are allocated to various subcomponents
with respect to their weight (similar to Figure 7.1). We can see that when pt = 1, which
means the exploration phase occurs at every cycle, the allocation pattern is very similar to
that of CBCC1. For a clearer comparison between variations of CBCC3 and other algorithms,
the number of wins, losses, and ties are reported in Table 7.3 using a pair-wise Wilcoxon
rank-sum with 95% confidence interval without Holm correction. Holm correction is only
needed when performing multiple hypothesis testing. Here, all algorithms are tested with
CBCC3 as the baseline.
We can see that all versions of CBCC3 outperform DECC, CBCC1 and CBCC2. When
pt = 1, CBCC3 has more ties with the other algorithms. This is consistent with our obser-
vations from Figure 7.3. When pt = 1, the difference between CBCC3 and other algorithms
comes from the way the contributions are quantified as well as the termination criteria of the
inner loop in Algorithm 7.1 (line 19). Table 7.3 clearly shows that the new approach, in which
more immediate feedback is used, is more reliable and improves the overall performance. The
performance of CBCC3 with pt = 0 (only one exploration phase at the beginning of a run) is
better than CBCC3 with pt = 1. This also shows that over-exploration is detrimental to the
performance of the algorithm. However, we can see that occasional explorations (pt = 0.05)
are beneficial and that’s why this version of CBCC3 performs the best.
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(c) CBCC3, pt = 1 on f8
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(d) CBCC3, pt = 1 on f9
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(e) CBCC3, pt = 0 on f4
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(f) CBCC3, pt = 0 on f5
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(g) CBCC3, pt = 0 on f8
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(h) CBCC3, pt = 0 on f9
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(i) CBCC3, pt = 0.05 on f4
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(j) CBCC3, pt = 0.05 on f5
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(k) CBCC3, pt = 0.05 on f8
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(l) CBCC3, pt = 0.05 on f9
Figure 7.3: Number of evaluations used to optimize subcomponents with a given weight
for CBCC3 (pt = {0, 0.05, 1}) on f4, f5, f8, and f9 from the CEC’2013 LSGO benchmark
suite.
Figure 7.4 shows the convergence plots of individual subcomponents of CBCC3 using var-
ious pt values on f4 and f6. We can see that the crossing behavior of CBCC2 (Figure 7.2(e))
does not happen for CBCC3. We can also see that the convergence plots are more con-
centrated. This is very clear on f6. To show this behavior quantitatively, we reported the
standard deviation among the final objective values of all subcomponents in Table 7.4. It
is generally expected that an efficient contribution-based algorithm minimizes the variation
between the objective value of individual subcomponents. With respect to the convergence
plots, such as those shown in Figures 7.4, we expect to see that a contribution-based algorithm
forces the objective value of all subcomponents to converge close to each other. Assuming
that none of the subcomponents becomes stagnant, if the objective value of one subcom-
ponent drops below those of other subcomponents, its contribution to the overall objective
value becomes negligible relative to other subcomponents. For this reason, the algorithm
should force the objective value of all subcomponents close to each other and maintain this
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Figure 7.4: Convergence plots of individuals subcomponents for CBCC3 with pt =
{0, 0.05, 1} on f4 and f6 from the CEC’2013 benchmark.
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trend thereafter. If this does not happen, it means that CBCC is not successful in selecting
the best subcomponent for optimization at every cycle.
Table 7.4 clearly shows the strong correlation between the performance of CBCC and
the variability among the objective values of subcomponents. For simplicity, the medians of
25 independent runs from Table 7.2 are replicated in Table 7.4. Here, without a reference
to any statistical significance test, the entry for the algorithm with the smallest median is
highlighted. The last three columns of Table 7.4 report the standard deviation among the
final objective values of individual subcomponents across all the 25 independent runs, and the
smallest standard deviation is highlighted. It should be noted that these are different from
the standard deviations of the 25 independent runs, which were reported in Table 7.2. With
the exception of f6, f8, f10, we see a strong correlation between low variability among the
objective value of individual subcomponents and the overall objective value. According to
Table 7.2 we know that all algorithms perform similarly on functions f6 and f10. Therefore,
the only exception is function f8. Here the conclusion is that CBCC3 with a low pt value
results in lower variability among among its subcomponents, which has a direct relationship
with the concentration of convergence curves in Figure 7.4 and its overall good performance
as reported in Table 7.2.
Although CBCC3 shows significant improvement over its predecessors and the standard
CC, its similar performance on f6 and f10 requires further investigation. The convergence
plots of CBCC3 on f6 show that the objective value of several subcomponents has an initial
improvement and stays unchanged throughout the optimization process. Since the magnitude
of the objective value of these subcomponents is relatively larger than other subcomponents,
we expect that CBCC3 allocates a considerable portion of the available computational re-
sources to these subcomponents. We know from Algorithm 7.1 that the exploration phase
happens with probability pt only if the algorithm breaks out of the exploitation phase. The
convergence plots do not show whether this happens because of natural stagnation of these
subcomponents or because of lack of exploration due to dominance of particular subcom-
ponents. A drawback of CBCC3 is that it relies only on the magnitude of subcomponents’
contributions for its selection policy and does not approximate the likelihood of their real-
ization. This can be treated as an online learning problem. One way of taking both the
likelihood and the magnitude of contribution is to treat the problem as an online learning
problem. In general, the goal of contribution-based cooperative co-evolutionary algorithms
is to maximize a long term profit which, in this case, is the final solution quality of an opti-
mization problem through systematic selection and optimization of its subcomponents based
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Table 7.4: Standard deviation among the final objective value of individual subcomponents. CBCC3 maintains a lower
standard deviation than CBCC1,2 and DECC. There is also a strong correlation between better overall performance and
lower standard deviation of subcomponents.
Mean Standard deviation
CBCC3 CBCC3
DECC CBCC1 CBCC2 pt = 1 pt = 0 pt = 0.05 DECC CBCC1 CBCC2 pt = 1 pt = 0 pt = 0.05
f4 1.53e+08 6.54e+07 9.03e+10 3.61e+07 2.18e+07 2.51e+07 7.28e+07 1.75e+07 1.63e+10 8.29e+06 3.68e+06 5.95e+06
f5 2.65e+06 2.29e+06 2.06e+06 2.23e+06 2.16e+06 1.97e+06 8.04e+05 6.56e+05 5.90e+05 6.94e+05 6.19e+05 5.75e+05
f6 8.74e+04 8.74e+04 8.35e+04 8.74e+04 8.74e+04 8.35e+04 2.92e+04 3.10e+04 2.90e+04 2.94e+04 2.88e+04 2.89e+04
f7 4.53e+07 6.23e+07 7.85e+07 4.68e+07 3.86e+05 3.27e+05 1.74e+07 1.91e+07 2.54e+07 1.65e+07 1.09e+07 7.54e+06
f8 5.43e+13 1.09e+13 1.90e+12 7.29e+10 2.28e+09 5.47e+09 2.06e+13 3.91e+12 3.87e+11 7.01e+10 5.52e+09 2.47e+09
f9 2.95e+08 2.34e+08 2.00e+08 2.08e+08 1.42e+08 1.58e+08 5.53e+07 4.31e+07 3.60e+07 3.83e+07 2.51e+07 2.95e+07
f10 7.05e+01 7.51e+01 7.17e+01 7.68e+01 7.46e+01 7.30e+01 1.04e+01 1.09e+01 1.09e+01 1.13e+01 1.09e+01 1.09e+01
f11 1.51e+10 1.41e+09 1.44e+09 1.07e+09 4.49e+08 6.31e+08 8.72e+09 5.89e+09 6.86e+09 3.62e+08 9.31e+07 1.16e+08
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on an immediate feedback mechanism (contributions). We leave these investigations and
possible improvements to a future study.
7.6 Chapter Summary
In this chapter, we have proposed the CBCC3 algorithm which is an improved version of
CBCC1 and CBCC2 that performs significantly better than the traditional cooperative co-
evolution on imbalanced functions. We have shown that CBCC1 suffers from over-exploration
by excessive application of a testing phase in which the contribution of all subcomponents
is re-estimated. Contrary to CBCC1, CBCC2 suffers from over-exploitation by greedily
optimizing the subcomponent with the highest contribution until it becomes stagnant.
In both CBCC1 and CBCC2, the contributions of all subcomponents are accumulated
from the first cycle and is used to identify the subcomponent with the highest contribution to
the overall objective value. We have shown that the accumulation of contributions from the
first cycle biases the selection mechanism of CBCC1 and CBCC2 towards the subcomponents
that have an initial good contribution. This scheme hardly gives an opportunity to other
subcomponents to be selected for further optimization even if their immediate contribution
is larger than the selected subcomponent. To alleviate this issue, in CBCC3 a subcomponent
is optimized as long as its immediate contribution drops below the last recorded contribution
of other subcomponents. Additionally, CBCC3 completely eliminates the accumulation of
contributions and selects a subcomponent based on its more recent contribution. Moreover,
the testing phase occurs with some probability pt. The experimental results have shown
that CBCC3 performs significantly better than the traditional DECC as well as CBCC1 and
CBCC2 with a wide range of pt values including the extreme values such as 0 or 1. However,
a relatively low probability such as 0.05 works the best.
One drawback of CBCC3 is that it only relies on the magnitude of subcomponents’
contributions and does not approximate the likelihood of their realization. In the future, we
are interested in using stochastic sequential decision making techniques such as reinforcement
learning to propose a more robust contribution-based cooperative co-evolutionary algorithm.
In the next chapter, we propose an improved differential grouping algorithm that has a
better accuracy and efficiency than its predecessor on the CEC’2013 LSGO benchmark suite.
We will show that CBCC3 combined with the improved differential grouping can outperform
a state-of-the-art large-scale optimization algorithm on a set of partially separable functions.
138 (July 5, 2016)
Chapter 8
Improving the Efficiency and
Accuracy of Differential Grouping
8.1 Introduction
In this chapter, we propose several techniques to improve the efficiency and accuracy of
differential grouping (Chapter 4) on more difficult functions such as those proposed in Chap-
ter 6. Two major drawbacks of differential grouping are its sensitivity to the parameter ǫ,
and also its poor accuracy in detecting interacting variables on functions with overlapping
subcomponents. We saw in Chapter 4 that differential grouping performed poorly on in-
stances of the Rosenbrock function, which has overlapping subcomponents with an overlap
size of one. Also, if the differential grouping algorithm (Algorithm 4.1) is used to find the
interaction structure of functions with overlapping variables, the shared decision variables
between two subcomponents will be placed in one group and will be excluded from the other
groups. This happens because Algorithm 4.1 does not consider all the possible pair-wise
comparisons among all the decision variables, and excludes a variable from the set of all
variables as soon as it finds an interaction with any other variable. As an example, consider
the function f(x1, x2, x3) = x1x2 + x2x3 where x2 interacts with x1 and x3, and there is no
interaction between x1 and x3. In Algorithm 4.1, the index of x2 is removed from the set D
immediately after its interaction with x1 is detected. Therefore, the interaction between x2
and x3 cannot be detected, and the final decomposition will be x1 = (x1, x2) and x2 = (x3).
This phenomenon happens on the Rosenbrock function [Rosenbrock, 1960], where each vari-
able interacts with at most two of the other variables. It is not yet clear what an optimal
CHAPTER 8. IMPROVING THE EFFICIENCY AND ACCURACY OF DIFFERENTIAL
GROUPING
Algorithm 8.1: (g,x1, . . . ,xg,xsep,Γ) = IDG(f, n,x,x)
1 (Λ,F, fˇ ,Γ) = ISM(f, n,x,x);
2 ǫ = FindThreshold(Λ,F, fˇ );
3 Θ = In×n;
4 for i = 1→ n− 1 do
5 for j = i+ 1→ n do
6 if Λij > ǫ then
7 Θij = 1;
8 (k,y1, . . . ,yk) = ConnComp(Θ) ; // Computing the connected components
9 xsep = {}, g = 0;
10 for i = 1→ k do
11 if |yi| = 1 then
12 xsep ← (xsep,yi);
13 else
14 g ← g + 1, xg = yi;
decomposition may be for an overlapping function; nevertheless, an accurate identification of
the underlying structure is essential for proposing a meaningful decomposition. Therefore,
in this chapter, we propose a new differential grouping that improves its predecessor on the
following two aspects:
• Improving the variable interaction detection accuracy of differential grouping and propos-
ing a robust parameter-free decomposition algorithm.
• Improving the efficiency of differential grouping by reducing the number of objective
function evaluations through the use of information from previously stored sample
points and objective values.
8.2 An Improved Differential Grouping
Algorithm 8.1 shows the high-level structure of an improved version of differential grouping
(IDG). This algorithm requires four inputs and has three major parts. An objective function
(f), its dimensionality (n), and its upper and lower bounds (x and x respectively) are inputs
of IDG. The first part of the algorithm is to form what we call a raw interaction structure
matrix Λ that contains the quantity |Δ1 − Δ2| for all pairs of variables. In other words,
Λij is the value |Δ1 − Δ2| between the variables xi and xj, which is calculated based on
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Theorem 4.1. This is done using the ISM function (i.e., Interaction Structure Matrix). The
second part of the algorithm is finding a suitable threshold parameter ǫ in order to convert the
raw interaction structure matrix (Λn×n) to a design structure matrix (Θn×n). The entry Θij
takes 1 if Λij > ǫ, and 0 otherwise. The Θ matrix is known as the design structure matrix in
the area of system decomposition and integration [Browning, 2001], which indicates whether
the objects of a system are related to each other. It should be noted that unlike differential
grouping, improved differential grouping obtains a threshold based on information such as
magnitude of function values, and the values of the raw interaction structure matrix that
are calculated by the ISM function. Finally, the last part of the algorithm deals with the
decomposition of the variables into nonseparable groups, which is performed by identifying
the connected components of a graph based on an adjacency matrix which is represented
by Θ. This can be efficiently done in linear time in n using breadth-first search or depth-
first search [Hopcroft and Tarjan, 1973]. This approach forms the core of every grouping
procedures that we propose in this chapter.
Next, we give a concrete example to show how this method works. Consider the function
y = x1x2 + x1x4 + x2x4 + x3x5x6 + x5x6x7 with the unique lower bound of −1 and upper
bound of 1 for all the decision variables. The Λ matrix obtained by the ISM function is shown
in Equation (8.1). With a sufficiently small ǫ, obtained by the function FindThreshold, the
Θ matrix is formed as shown in Equation (8.2). Figure 8.1 shows a graph which is based
on the adjacency matrix represented by Equation (8.2). The figure clearly shows that the
connected components are (x1, x2, x4) and (x3, x5, x6, x7).
Λ =















x1 x2 x3 x4 x5 x6 x7
x1 0 2 0 2 0 0 0
x2 2 0 0 2 0 0 0
x3 0 0 0 0 2 2 0
x4 2 2 0 0 0 0 0
x5 0 0 2 0 0 4 2
x6 0 0 2 0 4 0 2
x7 0 0 0 0 2 2 0















, (8.1)
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x1
x2 x5
x7
x6
x3
x4
Figure 8.1: The graph corresponding to the adjacency matrix represented by Eq. (8.2).
Θ =















x1 x2 x3 x4 x5 x6 x7
x1 0 1 0 1 0 0 0
x2 1 0 0 1 0 0 0
x3 0 0 0 0 1 1 0
x4 1 1 0 0 0 0 0
x5 0 0 1 0 0 1 1
x6 0 0 1 0 1 0 1
x7 0 0 0 0 1 1 0















. (8.2)
It should be noted that the design structure matrix is necessary for the overlapping
functions in which some subcomponents have shared variables. This type of function is
more general in practice and more challenging. Given the design structure matrix, various
decompositions can be devised in order to deal with overlapping subcomponents. Proposing
an efficient decomposition for overlapping functions is beyond the scope of this study.
In the remainder of this chapter, we focus on two major issues:
• Finding an efficient implementation for the ISM function in order to form the interaction
structure matrix using the fewest possible objective function evaluations. This is dealt
with in Section 8.2.1
• Finding an effective thresholding method that results in an accurate decomposition of
a function into its subcomponents that generalizes over a wide range of functions. This
is discussed in Section 8.2.2.
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8.2.1 Improving the Efficiency of Differential Grouping
In Section 4.2.2, we have shown that the time complexity of differential grouping is as follows:
O(FE) = O
 
n2
m
!
. (8.3)
This analysis is valid when the subcomponents of a partially separable problem are fully
independent (mutually exclusive subcomponents).
As mentioned earlier in this chapter, in order to detect the overlapping functions, it is es-
sential to examine all pairs of variables for interaction. Therefore, testing the nonseparability
of every pair of decision variables requires the following number of function evaluations:
4 ·

n
2

=
4n!
(n − 2)!2! (8.4)
=
2n(n − 1)(n− 2)!
(n − 2)!
= 2n(n− 1),
where n is the total number of decision variables. It is clear that the total number of pairs is
�
n
2

and according to Theorem 4.1, each comparison requires four evaluations of the objective
function.
In this section, we show that by systematic evaluation of sample points for calculating the
difference equation (4.3), the total number of objective function evaluations can be signifi-
cantly reduced. In order to show this, we assume a simple function with only three decision
variables: f(x1, x2, x3). The total number of function evaluations according to Theorem 4.1
is as follows:
x1-x2 interaction: Δ1 =f(a′, b, c)−f(a, b, c), Δ2 = f(a′, b′, c)−f(a, b′, c)
x1-x3 interaction: Δ1 =f(a′, b, c)−f(a, b, c), Δ2 = f(a′, b, c′)−f(a, b, c′)
x2-x3 interaction: Δ1 =f(a, b′, c)−f(a, b, c), Δ2 = f(a, b′, c′)−f(a, b, c′)
where a, b, and c are the values taken by x1, x2, and x3 respectively, and a
′ = a+δ, b′ = b+δ,
and c′ = c+ δ.
For a clearer illustration, the points that are evaluated with function f are color-coded
and are shown geometrically in Figure 8.2. According to Equation (8.4), the total number of
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function evaluations are 2n(n − 1)|n=3 = 12. However, it is clear from Figure 8.2 that only
7 unique points are required.
x1
x2
x3
1
3
2
(a, b, c) (a, b′, c)
(a′, b′, c)(a′, b, c)
(a, b, c′)
(a′, b, c′)
(a, b′, c′)
Figure 8.2: Graphical representation of sample points for applying differential grouping
using a fixed δ on a hypothetical 3-dimensional problem.
In order to calculate Δ1 and Δ2, four points are required. According to Theorem 4.1,
these points are chosen such that they form a rectangle (i.e., a fixed δ). For calculating Δ1,
a base point is required which is (a, b, c) in this example. Then, in order to find interactions
with x1, the first variable should be varied in order to calculate Δ1. Therefore, the second
point is (a′, b, c). If we want to find the interaction between x1 and x2, the same difference
equation as Δ1 should be evaluated for a different value of x2. Therefore, we get (a′, b′, c)
and (a, b′, c). If we follow this pattern to find all interactions, we can see that the base point
(a, b, c) is repeated exactly three times. The cases where only one dimension is varied with
respect to the base point, such as (a′, b, c) and (a, b′, c) are repeated exactly two times, and
the cases where two dimensions are varied with respect to the base point such as (a′, b′, c),
(a′, b, c′), and (a, b′, c′) are repeated exactly three times.
This process can be generalized for an arbitrary number of decision variables. For a
general case, the base vector for generating Δ1 is (x1, . . . , xn). For detecting the interaction
between the ith dimension and all other dimensions, we need the point (. . . , x′i, . . . ) to cal-
culate Δ1. To calculate Δ2, assuming that the interaction between ith and jth dimensions
is of interest, we need the following two points: (. . . , x′i, . . . , x
′
j , . . . ) and (. . . , x
′
j , . . . ). More
144 (July 5, 2016)
CHAPTER 8. IMPROVING THE EFFICIENCY AND ACCURACY OF DIFFERENTIAL
GROUPING
specifically, in order to detect the interaction between the ith and the jth dimensions, we
need the following evaluations:
xi-xj interaction:



Δ1 = f(. . . , x′i, . . . )− f(x1, . . . , xn)
Δ2 = f(. . . , x′i, . . . , x′j , . . . )− f(. . . , x′j , . . . ).
Using this pattern, we can now calculate the total number of unique evaluations that is
required for detecting all interactions. The total number of interactions that needs to be
detected is equal to the number of 2-combinations from a set of n items:

n
2

=
n!
(n− 2)!2! =
n(n− 1)(n − 2)!
(n− 2)!2 =
n(n− 1)
2
. (8.5)
Therefore, the base point (x1, . . . , xn) is evaluated exactly
�
n
2

times. The point (. . . , x′i, . . . )
is evaluated exactly n − 1 times. It is clear that the point (. . . , x′i, . . . ) is evaluated n − i
times for detecting the interaction between the ith dimension and all its following variables.
This is used for calculating Δ1. Moreover, in order to detect the interaction between the ith
dimension and all its preceding variables, the point (. . . , x′i, . . . ) needs to be evaluated i− 1
times (needed to calculate Δ2). Therefore, the point (. . . , x′i, . . . ) is evaluated (n−i)+(i−1) =
n − 1 times. Finally, the number of times that the point (. . . , x′i, . . . , x′j , . . . ) needs to be
evaluated is equal to the number of pair-wise comparisons which is equal to
�
n
2

. Now,
we can show that the sum of all these evaluations is equal to what we already found in
Equation (8.4):
2 ·

n
2

+ n(n− 1) = 2n(n− 1)
2
+ n(n− 1). = 2n(n− 1)
It is clear that many of the evaluations discussed above are redundant and they need to
be evaluated only once. The number of redundant evaluations are as follows:





n(n− 1)
2
− 1 :redundant evaluations of (x1, . . . , xn)
n(n− 2) :redundant evaluations of (. . . , x′i, . . . )
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Therefore, the total required unique evaluations to find all the interactions is as follows:
2n(n− 1)−

n(n− 2) + n(n− 1)
2
− 1

= 2n(n− 1)−

2n(n − 2)
2
+
n(n− 1)
2
− 1

=
4n2 − 4n
2
−

3n2 − 5n
2
− 1

=
n2 + n
2
+ 1
=
n(n+ 1)
2
+ 1 (8.6)
In what follows, we show that the quantity shown in Equation (8.6) is the minimum number
of evaluations that can be used to detect all interactions in a n-dimensional function.
Lemma 8.1. Let f(k) be the minimum number of unique function evaluations for detecting
the interactions between all pairs of variables when dimension is k, then
f(k + 1) ≥ f(k) + k + 1. (8.7)
Proof. When n = k + 1, let the variables be x1, . . . , xk+1. Assuming that the interactions
between all pairs of the first k variables x1, . . . , xk have been detected with f(k) evaluations,
it is then needed to detect the interactions between xk+1 and each xi, i = 1, . . . , k.
First, it is obvious that all the past evaluations have the same value of xk+1. Oth-
erwise, there exist two variables xp and xq, for which the function value at the point
(. . . , ap, . . . , aq, . . . , bk+1) is evaluated, while the four points to detect the interaction between
them are (. . . , ap, . . . , aq, . . . , ak+1), (. . . , ap, . . . , bq, . . . , ak+1), (. . . , bp, . . . , aq, . . . , ak+1) and
(. . . , bp, . . . , bq, . . . , ak+1). That is, f(. . . , ap, . . . , aq, . . . , bk+1) is a redundant evaluation.
Let ak+1 be the unique value of xk+1 in all the past evaluations, for each xi, i = 1, . . . , k,
one needs two more evaluations for (. . . , ai, . . . , bk+1) and (. . . , bi, . . . , bk+1), where bk+1 6=
ak+1. On the other hand, for each xj, j > 1, at most only one of (. . . , aj , . . . , bk+1) and
(. . . , bj , . . . , bk+1) has been evaluated before. Otherwise, either (. . . , ai, . . . , aj , . . . , bk+1) or
(. . . , ai, . . . , bj , . . . , bk+1) is redundant when detecting the interaction between xi and xk+1.
Therefore, there is at least one more evaluations for each xj, 1 < j ≤ k, and two more
evaluations for x1. Then, we have
f(k + 1) ≥ f(k) + 2 + (k − 1) = f(k) + k + 1.
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Theorem 8.1. The minimum number of unique function evaluations in order to detect the
interactions between all pairs of variables is
f(n) ≥ n(n+ 1)
2
+ 1 (8.8)
Proof. When n = 2, it is obvious that four points are needed for detecting the interaction.
Then,
f(2) =
2(2 + 1)
2
+ 1 = 3 + 1 = 4.
Theorem 8.1 is satisfied when n = 2. On the other hand, according to Lemma 8.1, we have:
f(k) ≥ f(k − 1) + k,∀k > 2.
Therefore,
f(n) ≥ (n− 1)n
2
+ 1 + n =
n2 − n+ 2n
2
+ 1 =
n(n+ 1)
2
+ 1
8.2.2 Improving the Grouping Accuracy of Differential Grouping
A proper value for the threshold parameter of differential grouping, ǫ, plays a crucial role in
its grouping accuracy. Although differential grouping is very effective, its performance deteri-
orates on more difficult functions such as those proposed in the CEC’2013 LSGO benchmark
suite [Li et al., 2013, Chapter 6].
Tables 8.1 and 8.2 show the performance of the original differential grouping algorithm [Omid-
var et al., 2014a, Chapter 4] with different values of ǫ on the CEC’2010 and CEC’2013 bench-
marks respectively. In this chapter, we use the metrics introduced in Chapter 6, which consist
of three measures ρ1 (interaction), ρ2 (independence), and ρ3 (interaction and independence).
It should also be noted that the total number of function evaluations for all benchmark func-
tions is the same and is equal to 500501 (based on Theorem 8.1). The columns with the
check marks and crosses indicate whether the final grouping matches the ideal grouping.
It is notable that in some cases entries that do not have 100% accuracy result in an ideal
grouping (shown by ✓). The reason for this behavior is the use of the connected components
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Algorithm 8.2: (Λ,F, fˇ ,Γ) = ISM(f, n,x,x)
1 Λ = 0n×n;
2 Fn×n = NaNn×n ; // matrix of all NaNs
3 fˇn×1 = NaNn×1 ; // vector of all NaNs
4 x(1) = x, F1 = f(x
(1)), Γ = 1;
5 for i = 1→ n− 1 do
6 if ¬isnan(fˇi) then
7 x(2) = x(1), x
(2)
i = 0;
8 fˇi = f(x
(2)), Γ← Γ+ 1;
9 for j = i+ 1→ n do
10 if ¬isnan(fˇi) then
11 x(3) = x(1), x
(3)
j = 0;
12 fˇj = f(x
(3)), Γ← Γ+ 1;
13 x(4) = x(1), x
(4)
i = 0, x
(4)
j = 0;
14 Fij = f(x
(4)), Γ← Γ+ 1;
15 Δ1 = fˇi − f(x(1));
16 Δ2 = Fij − fˇj;
17 Λij = |Δ1 −Δ2|;
algorithm in IDG (Algorithm 8.1). The connected components algorithm still returns the
correct grouping even if some of the interactions are missed. For example, in Figure 8.1, if
the link between x5 and x6 is missed by IDG, the connected components procedure correctly
returns {x3, x5, x6, x7} as a component.
An interesting pattern that can be seen in Tables 8.1 and 8.2 is that a smaller value of ǫ
generally results in a higher accuracy in detecting interactions (ρ1), but it has a detrimental
effect on the accuracy of detecting separable variables (ρ2). In the following two sections, we
propose two thresholding algorithms, α-min and λ-min, to find a suitable threshold value that
results in a high grouping accuracy on both CEC’2010 [Tang et al., 2009] and CEC’2013 [Li
et al., 2013] benchmarks. Finally, a parameter-free version of differential grouping is pro-
posed.
α-min Method
As previously mentioned, the grouping accuracy of differential grouping depends on ǫ. The-
oretically, the value of ǫ can be set to 0, since any positive difference between Δ1 and Δ2
implies interaction between the corresponding variables. However, in practice, the computer
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Table 8.1: Grouping performance of the classic differential grouping on the CEC’2010
large-scale benchmark suite. The results are in percentages (‘✓’: optimal grouping, ‘✕’:
sub-optimal grouping, and ‘–’: the optimal grouping is unknown).
Functions
ǫ = 10−1 ǫ = 10−3 ǫ = 10−6
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 65.4 65.4 ✕
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f4 100 76.3 76.3 ✕ 100 76.3 76.3 ✕ 100 76.3 76.3 ✕
f5 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f6 100 100 100 ✓ 100 100 100 ✕ 100 99.5 99.5 ✕
f7 100 100 100 ✓ 100 69.0 69.0 ✕ 100 69.0 69.0 ✕
f8 100 76.4 76.4 ✕ 100 76.4 76.4 ✕ 100 76.4 76.4 ✕
f9 100 100 100 ✓ 100 100 100 ✓ 100 64.9 65.8 ✕
f10 99.9 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓
f11 63.5 100 99.1 ✓ 99.6 100 99.9 ✓ 100 93.7 93.9 ✕
f12 100 100 100 ✓ 100 100 100 ✓ 100 97.1 97.1 ✕
f13 100 100 100 ✓ 100 87.0 87.0 ✕ 100 87.0 87.0 ✕
f14 100 100 100 ✓ 100 100 100 ✓ 100 87.7 88.3 ✕
f15 99.9 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓
f16 60.5 100 98.0 ✓ 99.5 100 99.9 ✓ 100 100 100 ✓
f17 100 100 100 ✓ 100 100 100 ✓ 100 83.3 84.1 ✕
f18 100 100 100 ✓ 100 74.4 74.5 ✕ 100 74.4 74.5 ✕
f19 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓
f20 100 100 100 – 100 91.6 91.6 – 100 91.6 91.6 –
Table 8.2: Grouping performance of the classic differential grouping on the CEC’2013
large-scale benchmark suite. The results are in percentages (‘✓’: optimal grouping, ‘✕’:
sub-optimal grouping, and ‘–’: the optimal grouping is unknown).
Functions
ǫ = 10−1 ǫ = 10−3 ǫ = 10−6
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 71.8 71.8 ✕
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 100 100 ✓ — 100 100 ✓ — 74.4 74.4 ✕
f4 100 85.9 86.2 ✕ 100 85.5 85.8 ✕ 100 85.5 85.8 ✕
f5 41.9 100 99.0 ✕ 62.3 100 99.3 ✕ 99.9 100 99.9 ✓
f6 63.5 100 99.3 ✕ 90.6 100 99.8 ✕ 99.5 76.7 77.1 ✕
f7 100 76.7 77.1 ✕ 100 76.7 77.1 ✕ 100 76.7 77.1 ✕
f8 83.9 98.9 97.9 ✕ 83.9 98.9 97.9 ✕ 83.9 98.9 97.9 ✕
f9 98.2 100 99.8 ✕ 99.9 100 99.9 ✓ 100 88.4 89.2 ✕
f10 57.5 100 97.1 ✕ 83.2 100 98.8 ✕ 98.6 100 99.9 ✓
f11 99.9 72.6 74.5 ✕ 99.9 72.6 74.5 ✕ 99.9 72.6 74.5 ✕
f12 100 99.8 99.8 – 100 91.0 91.0 – 100 91.0 91.0 –
f13 100 91.1 91.9 – 100 91.1 91.9 – 100 91.1 91.9 –
f14 100 96.5 96.8 – 100 96.5 96.8 – 100 96.5 96.8 –
f15 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓
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operations incur computational round-off errors, which results in the quantity |Δ1−Δ2| hav-
ing a non-zero value for separable variables. To tolerate such computational errors, a small
positive threshold ǫ is proposed and employed in Algorithm 8.1 (line 6). Tables 8.1 and 8.2
show the performance of differential grouping using the following three values for ǫ: 10−1,
10−3 and 10−6. Here the parameter ǫ is set irrespective of the target function, and the same
value is used for all the functions in the benchmark suite. The problem with this approach
is that the magnitude of the computational error in calculating the quantity λ = |Δ1 −Δ2|
depends on the magnitude of the function. Therefore, on some functions when ǫ is smaller
than the computational errors inherent in λ, some separable values will be considered as non-
separable. This behavior can be clearly seen in Tables 8.1 and 8.2. This is why increasing ǫ
generally results in a higher ρ1 and a lower ρ2.
In order to rectify this issue, we can use the fact that the computational error in λ is
proportional to the magnitude of the function values that are used to calculate Δ1 and Δ2.
In other words, a higher objective function value results in a high computational error in
λ. Therefore, in order to make the grouping more robust, the parameter ǫ should be chosen
separately for each function proportional to its computational error. Equation (8.9) is a very
simple way of choosing ǫ proportional to the computational error. Here k points x1, . . . ,xk
are randomly sampled in the decision space, and their objective values f(x1), . . . , f(xk) are
evaluated. Then, the value of ǫ is calculated based on the following equation:
ǫ = α ·min{f(x1), . . . , f(xk)}. (8.9)
This method that we call α-min is one possible implementation of the FindThreshold func-
tion that is used in Algorithm 8.1. It should be noted that the interaction structure matrix,
Λ, is created using the ISM function that was proposed in section 8.2.1. In order to do so,
a considerable number of objective function evaluations are performed and returned by ISM.
Therefore, we do not need to sample k points at random in order to calculate a relevant ǫ.
Instead, we can take the minimum of the objective function values which are returned by
ISM.
Tables 8.3 and 8.4 show the grouping performance of α-min on the CEC’2010 and
CEC’2013 benchmark problems respectively. The algorithm was tested with three values
of α to check its sensitivity to this parameter. Table 8.3 shows a dramatic improvement in
the grouping accuracy on the CEC’2010 benchmarks, where a perfect interaction structure
matrix is identified on 18 functions out of a total of 20. We can also see that α-min is not
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Table 8.3: The grouping performance of the α-min method on the CEC’2010 large-scale
benchmark suite. The results are in percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal
grouping, and ‘–’: the optimal grouping is unknown).
Functions
α = 10−8 α = 10−9 α = 10−10
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 72.6 72.6 ✕ — 20.5 20.5 ✕ — 4.6 4.6 ✕
f4 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f5 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f6 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f7 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f8 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f9 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f10 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f11 100 98.5 98.6 ✕ 100 83.9 84.3 ✕ 100 76.2 76.8 ✕
f12 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f13 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f14 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f15 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f16 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f17 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f18 99.9 100 100 ✕ 100 100 100 ✓ 100 100 100 ✓
f19 99.8 — 99.8 ✕ 100 — 100 ✓ 100 — 100 ✓
f20 100 100 100 – 100 100 100 – 100 100 100 –
Table 8.4: The grouping performance of the α-min method on the CEC’2013 large-scale
benchmark suite. The results are in percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal
grouping, and ‘–’: the optimal grouping is unknown).
Functions
α = 10−8 α = 10−9 α = 10−10
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 34.5 34.5 ✕ — 7.5 7.5 ✕ — 1.3 1.3 ✕
f4 82.2 100 99.7 ✓ 98.2 100 99.9 ✓ 99.8 100 99.9 ✓
f5 38.5 100 98.9 ✕ 40.6 100 98.9 ✕ 42.1 100 99.0 ✕
f6 72.7 100 99.5 ✕ 90.4 100 99.8 ✕ 92.7 100 99.8 ✕
f7 96 100 99.9 ✕ 99.2 100 99.9 ✓ 99.9 100 99.9 ✓
f8 11.3 100 94.0 ✕ 17.8 100 94.4 ✕ 33.7 100 95.5 ✕
f9 60.5 100 97.3 ✕ 66.7 100 97.7 ✕ 85.5 100 99.0 ✕
f10 27.7 100 95.1 ✕ 58.1 100 97.1 ✕ 79.9 100 98.6 ✕
f11 82.0 100 98.8 ✕ 87.1 100 99.1 ✕ 90.9 100 99.3 ✕
f12 100 99.8 99.8 – 100 99.8 99.8 – 100 99.8 99.8 –
f13 91.6 100 99.3 – 97.4 100 99.7 – 99.4 100 99.9 –
f14 96.3 100 99.7 – 97.9 100 99.8 – 98.3 100 99.8 –
f15 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓
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Table 8.5: Calculated ǫ values by the α-min method.
Function α = 10−8 α = 10−9 α = 10−10
f1 8.93e+03 8.93e+02 8.93e+01
f2 1.28e-03 1.28e-04 1.28e-05
f3 2.17e-07 2.17e-08 2.17e-09
f4 2.75e+06 2.75e+05 2.75e+04
f5 4.91e+00 4.91e-01 4.91e-02
f6 1.06e-02 1.06e-03 1.06e-04
f7 1.79e+11 1.79e+10 1.79e+09
f8 1.94e+11 1.94e+10 1.94e+09
f9 2.42e+02 2.42e+01 2.42e+00
f10 9.63e-01 9.63e-02 9.63e-03
f11 1.84e+14 1.84e+13 1.84e+12
f12 3.00e+05 3.00e+04 3.00e+03
f13 8.11e+12 8.11e+11 8.11e+10
f14 1.66e+13 1.66e+12 1.66e+11
f15 1.19e+04 1.19e+03 1.19e+02
sensitive to different values of α and a value of 10−10 seems to be a reasonable choice. Un-
fortunately, the results in Table 8.4 suggest that α-min does not work well on the CEC’2013
LSGO benchmark functions [Li et al., 2013]. Although the overall performance of α-min, as
measured by ρ3, is higher than those of the original differential grouping, the two algorithms
perform similarly in terms of the overall grouping accuracy.
An interesting observation is that α-min performs better than the original differential
grouping with respect to the independence measure (ρ2) while the original differential group-
ing performs better in terms of the interaction measure (ρ1). In order to understand the
reason for this behavior, the ǫ values which are calculated by the α-min method using dif-
ferent values of α are reported in Table 8.5. The results show that the resultant ǫ val-
ues are extremely larger static values than those used in the original differential grouping
(ǫ = {10−1, 10−3, 10−6}). It is clear that when ǫ is set to a large number, the algorithm has a
tendency to classify most variables as fully separable. It is also clear that the computational
error in calculating λ is much smaller than the calculated values. This explains the high
independence accuracy (ρ2). Conversely, a high value for ǫ makes the algorithm insensitive
to weak interactions. Therefore, the algorithm may treat many weakly interacting variables
as fully separable. This behavior is magnified on the CEC’2013 benchmarks due to the im-
balance in the contribution of each subcomponent to the overall objective value. This is why
the interaction measure (ρ1) is low for α-min.
So far, we have seen that a very small ǫ such as those used in the original differential
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grouping can cause misclassification of separable variables. Conversely, a very large value
causes the algorithm to treat some weakly interacting variables as separable. Ideally, in order
to maximize the overall grouping accuracy of differential grouping, the parameter ǫ should
not be too small or too large. This is more challenging on the CEC’2013 LSGO benchmarks
suite due to the effect of imbalance. Imbalance makes it more difficult to distinguish between
fully separable and weakly interacting variables. The next section describes another method,
λ-min, for finding a better threshold value in order to improve the overall grouping accuracy.
λ-min Method
The aim of this section is to propose a method for calculating a suitable threshold that
increases the overall grouping accuracy of differential grouping, i.e., one that has a high in-
teraction (ρ1) and independence (ρ2) accuracy. In the previous section, we have learned that
the parameter ǫ should be proportional to the computational error that occurs in the calcu-
lation of λ. However, very large values such as those used by α-min result in a high error rate
in detecting interacting variables. As shown in Algorithm 8.1, the function FindThreshold
can use the available information such as the interaction structure matrix (Λ) and objective
function values (fˆ and F) to calculate a suitable ǫ based on the unique characteristics of each
objective function. To gain a better understanding of functions, some simple statistics are
calculated based on the information returned by ISM, which are presented in Table 8.6.
Table 8.6: Simple statistics based on the information return by the ISM function.
Function min
>0
λ max λ min f max f
min
>0
λ
maxλ
max f
maxλ
max f
min f
f1 1.22e-04 2.44e-04 8.93e+11 9.48e+11 5.00e-01 3.88e+15 1.06e+00
f2 1.46e-11 2.91e-11 1.28e+05 1.31e+05 5.00e-01 4.51e+15 1.02e+00
f3 2.45e-13 1.94e-05 2.17e+01 2.17e+01 1.26e-08 1.12e+06 1.00e+00
f4 6.25e-02 1.04e+14 2.75e+14 8.61e+14 6.00e-16 8.26e+00 3.13e+00
f5 1.19e-07 8.69e+08 4.91e+08 3.00e+09 1.37e-16 3.46e+00 6.11e+00
f6 2.33e-10 2.53e+04 1.06e+06 1.09e+06 9.21e-15 4.32e+01 1.03e+00
f7 4.10e+03 2.24e+21 1.79e+19 2.48e+21 1.83e-18 1.10e+00 1.38e+02
f8 4.10e+03 7.41e+18 1.94e+19 6.93e+19 5.53e-16 9.36e+00 3.57e+00
f9 3.81e-06 3.07e+10 2.42e+10 1.10e+11 1.24e-16 3.59e+00 4.56e+00
f10 1.49e-08 3.92e+06 9.63e+07 9.97e+07 3.80e-15 2.54e+01 1.04e+00
f11 8.39e+06 9.42e+25 1.84e+22 9.90e+25 8.90e-20 1.05e+00 5.38e+03
f12 3.91e-03 5.96e+08 3.00e+13 3.03e+13 6.56e-12 5.09e+04 1.01e+00
f13 1.31e+05 1.23e+22 8.11e+20 2.34e+22 1.07e-17 1.91e+00 2.89e+01
f14 5.24e+05 1.55e+23 1.66e+21 1.71e+23 3.38e-18 1.10e+00 1.03e+02
f15 1.82e+04 2.13e+13 1.19e+12 3.62e+13 8.51e-10 1.70e+00 3.05e+01
Table 8.6 shows that the minimum non-zero λ for separable functions is generally much
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lower than that of a partially separable or nonseparable function. This is very intuitive
because λ should ideally be zero for fully separable functions. However, the non-zero λ
values for f1-f3 are caused by computational errors. Another interesting observation is
that the difference between the minimum and the maximum λ is very wide for partially
separable and nonseparable functions (f4-f15). The column that shows the ratio of these two
quantities clearly shows this. In order to separate fully separable variables from nonseparable
variables accurately, the parameter ǫ should be larger than the smallest computational error.
Therefore, we propose the following simple method for calculating ǫ.
ǫ = c ·min
>0
λ, (8.10)
where c is a parameter that allows us to control the extent to which ǫ should be larger than
the computational error. Here, we take the minimum non-zero λ to be the computational
error. In order to check the plausibility of this approach, we tested it on both CEC’2010 [Tang
et al., 2009] and CEC’2013 [Li et al., 2013] LSGO benchmarks the result of which is presented
in Tables 8.7 and 8.8.
The experimental results clearly show that the λ-min method is much more efficient than
α-min on CEC’2013, and it also generalizes well on the CEC’2010 functions. The only issue
with λ-min is the choice of c. Although the overall grouping accuracy of λ-min is acceptable
using c = {10, 100}, we should ideally aim for a parameter-free algorithm. In order to do so,
we propose to replace the constant c with the ratio max fmax λ . We know that max f is always
larger than max λ therefore the ratio max fmaxλ is always larger than one. By looking at Table 8.6,
we can see that this ratio gives us a reasonable scaling factor for the computational error on
most functions. Interestingly, this results in a large value of ǫ on f1-f3, which is ideal for
fully separable functions. The only problem with this coefficient is that it is very close to 1.0
on some functions. This makes the parameter ǫ very close to the minimum computational
error, which may cause misclassification of fully separable-variables, as was the case with
the original differential grouping. In order to fix this problem, we hypothesize that the ratio
max f
max λ becomes larger when there is a larger gap between max f and min f . This is intuitive
because if there is a large gap between objective function values, it is more likely that the
resultant delta values (Δ1 and Δ2) also have a larger gap, i.e., a relatively larger λ.
The ratio max fmin f can be used as a measure of variation in objective function values, which
is also reported in Table 8.6. Inspecting the last two columns of the table shows that the two
ratios have an inverse relationship. An increase in one ratio results in a decrease in the other
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Table 8.7: Grouping accuracy of λ-min on the CEC’2010 large-scale benchmark suite.
The results are in percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal grouping, and
‘–’: the optimal grouping is unknown).
Functions
c = 101 c = 102 c = max f
maxλ ·
max f
min f
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 0.0 0.0 ✕ — 0.1 0.1 ✕ — 100 100 ✓
f4 100 100 100 ✓ 100 100 100 ✓ 100 76.3 76.3 ✕
f5 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f6 100 32.0 32.2 ✕ 100 84.4 84.4 ✕ 100 100 100 ✓
f7 100 100 100 ✓ 100 100 100 ✓ 100 69.0 69.0 ✕
f8 100 100 100 ✓ 100 100 100 ✓ 100 76.4 76.4 ✕
f9 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f10 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f11 100 74.3 75.0 ✕ 100 74.3 75.0 ✕ 99.6 100 99.9 ✓
f12 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f13 100 100 100 ✓ 100 100 100 ✓ 100 87.0 87.0 ✕
f14 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f15 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f16 100 100 100 ✓ 100 100 100 ✓ 99.5 100 99.9 ✓
f17 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f18 100 100 100 ✓ 100 100 100 ✓ 100 74.4 74.5 ✕
f19 98.0 — 98.0 ✕ 81.1 — 81.1 ✕ 100 — 100 ✓
f20 100 100 100 – 100 100 100 – 100 91.6 91.6 –
Table 8.8: Grouping accuracy of λ-min on the CEC’2013 large-scale benchmark suite.
The results are in percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal grouping, and
‘–’: the optimal grouping is unknown).
Functions
c = 101 c = 102 c = max f
maxλ ·
max f
min f
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 0.0 0.0 ✓ — 0.0 0.0 ✓ — 39.6 39.6 ✕
f4 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f5 99.9 100 99.9 ✓ 99.3 100 99.9 ✓ 99.8 100 99.9 ✓
f6 99.9 50.4 51.3 ✕ 99.9 52.3 53.1 ✕ 99.9 51.2 52.0 ✕
f7 100 99.9 99.9 ✕ 100 100 100 ✓ 100 100 100 ✓
f8 70.6 100 98.0 ✕ 69.4 100 97.9 ✕ 70.3 100 97.9 ✕
f9 99.9 100 100 ✓ 99.9 100 99.9 ✓ 99.9 100 100 ✓
f10 99.8 100 99.9 ✓ 97.9 100 99.8 ✓ 99.4 100 99.9 ✓
f11 99.9 99.4 99.5 ✕ 99.5 100 99.9 ✓ 97.3 100 99.8 ✕
f12 100 100 100 – 100 100 100 – 100 100 100 –
f13 100 99.9 99.9 – 100 100 100 – 100 100 100 –
f14 99.9 99.9 99.9 – 99.8 100 99.9 – 99.8 100 99.9 –
f15 99.5 — 99.5 ✓ 93.1 — 93.1 ✓ 96.1 — 96.1 ✓
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Table 8.9: Detailed grouping matrix of parameter-free differential grouping on f5 and
f6. The rows indicate the groups formed by the differential grouping algorithm and the
columns represent the permutation groups from which the variables in each group were
extracted.
Group P1 P2 P3 P4 P5 P6 P7 P8
Func Groups Size 50 25 25 100 50 25 25 700
f5
G01 100 0 0 0 100 0 0 0 0
G02 50 0 0 0 0 50 0 0 0
G03 25 0 0 0 0 0 0 25 0
G04 50 50 0 0 0 0 0 0 0
G05 25 0 25 0 0 0 0 0 0
G06 25 0 0 0 0 0 25 0 0
G07 25 0 0 25 0 0 0 0 0
f6
G01 700 0 0 0 0 0 0 0 700
G02 100 0 0 0 100 0 0 0 0
G03 50 50 0 0 0 0 0 0 0
G04 25 0 0 25 0 0 0 0 0
G05 50 0 0 0 0 50 0 0 0
G06 25 0 0 0 0 0 0 25 0
G07 25 0 0 0 0 0 25 0 0
G08 25 0 25 0 0 0 0 0 0
ratio. To make this explicit, we calculated Spearman’s rank correlation coefficient [Lehmann
and D’Abrera, 2006] between the last two columns, which is −0.942. This clearly shows
a strong negative correlation between the two ratios. It should be noted that Spearman’s
rank correlation coefficient is a nonparametric method for measuring the dependence between
two variables. Unlike the Pearson correlation, which is parametric and only measures linear
correlations, Spearman’s rank correlation can also measure nonlinear dependencies, which is
an ideal measure for our investigation.
We have seen that the two ratios max fmaxλ and
max f
min f have an inverse relationship. Therefore,
we propose to use the product of these two ratios as a replacement for c in Equation (8.10).
Therefore, the final form of λ-min method for calculating ǫ is as follows:
ǫ =

max f
maxλ ·
max f
min f

·min
>0
λ. (8.11)
The grouping accuracy of differential grouping using Equation (8.10) on CEC’2010 and
CEC’2013 benchmarks are presented in Tables 8.7 and 8.8. As can be seen, the grouping
accuracy of the parameter-free version of λ-min is very similar to that of parameterized λ-min
with c = 100. To gain insight into the reason for incorrect decomposition of some functions,
the detailed grouping matrix of several functions is shown in Tables 8.9 and 8.10. A complete
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Table 8.10: Detailed grouping matrix of parameter-free differential grouping on f8 and
f11. The rows indicate the groups formed by the differential grouping algorithm and the
columns represent the permutation groups from which the variables in each group were
extracted.
Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Func Groups Size 50 50 25 25 100 100 25 25 50 25 100 25 100 50 25 25 25 100 50 25
f8
G01 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G05 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
G08 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G10 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G11 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25
G13 25 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0
G14 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G16 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G17 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G18 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f11
G01 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 100 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
G03 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G05 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G07 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G08 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G09 100 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0
G10 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G11 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G14 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G15 12 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0
G16 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 22
G17 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G18 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G19 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G20 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
list of grouping matrices of partially separable functions can be found in Appendix B. From
Table 8.9, we can see that the parameter-free λ-min correctly found 7 nonseparable groups
that match the size of each permutation group shown at the top of each column. The
last permutation group (P8) is a fully separable component, which is correctly identified
as such by λ-min. It is interesting that the ρ1 accuracy of f5 is reported as 99.8% for the
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parameter-free λ-min and yet the overall grouping matches the ideal grouping. The reason
for this behavior is the use of the connected components algorithm in IDG (Algorithm 8.1).
The connected components algorithm still returns the correct grouping even if some of the
interactions are missed. For example, in Figure 8.1, if the link between x5 and x6 is missed by
IDG, the connected components procedure correctly returns {x3, x5, x6, x7} as a component.
In the case of f5, a total of 9 interactions is missed, which results in ρ1 = 99.8. However,
this does not affect the final grouping (as shown by the check-mark).
Table 8.9 shows that f6 incorrectly identified the fully separable component (P8) as
a nonseparable group (G01). This function, which is an instance of the Ackley function, is
separable according to Definition 2.3, but it not additively separable [Hansen and Kern, 2004].
In Chapter 4, we saw that additive separability is an assumption of the differential grouping
theorem (Theorem 4.1). Therefore, from the point of view of differential grouping, Ackley
is a nonseparable function (not additively separable). Table 8.8 shows that the improved
differential grouping behaves similarly on other instances of the Ackley function such as f3
and f11. It should be noted that the interaction in Ackley is very weak; therefore, depending
on the value of ǫ, such as when c = 100, it is identified as a fully separable function.
Table 8.10 shows the detailed grouping matrix of parameter-free λ-min on f8 and f11 from
the CEC’2013 LSGO benchmark suite. The ideal grouping of f8 has 20 groups; however,
λ-min only found 18 of them. By looking at columns P11 and P13, we can see that these two
components have been missed by λ-min. Inspecting the coefficient of these two components
in the implementation of the benchmark revealed that P13 and P11 have the smallest and
second smallest coefficients: 4.20×10−6 and 7.92×10−6 respectively. This clearly shows that
these two components make a negligible contribution to the overall objective value. Similarly
for f11, although all 20 groups are formed, two of them (G15 and G16) are incomplete. These
two groups are associated with component functions 8 and 20 respectively. Similar to f8,
components 20 and 8 of f11 have the smallest and second smallest coefficients: 8.98×10−6 and
1.86 × 10−5 respectively. It is this low contribution that causes λ-min to treat the variables
of these components as weakly interacting ones and declare them as fully separable. Because
of the low contribution of these components to the overall objective function, we hypothesize
that inaccurate grouping of such components should not have a significant effect on the
final optimization performance. In other words, from the point of view of optimization, a
sub-optimal decomposition may perform as well as an ideal decomposition. This issue is
investigated in Section 8.3.
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Table 8.11: The grouping accuracy of all DG variants on the CEC’2010 large-scale benchmark suite. The results are in
percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal grouping, and ‘–’: the optimal grouping is unknown).
Original DG α-min λ-min parameter free
Fun.
ǫ = 10−1 ǫ = 10−3 ǫ = 10−6 α = 10−8 α = 10−9 α = 10−10 c = 101 c = 102
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 65.4 65.4 ✕ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 72.6 72.6 ✕ — 20.5 20.5 ✕ — 4.6 4.6 ✕ — 0.0 0.0 ✕ — 0.1 0.1 ✕ — 100 100 ✓
f4 100 76.3 76.3 ✕ 100 76.3 76.3 ✕ 100 76.3 76.3 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 76.3 76.3 ✕
f5 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f6 100 100 100 ✓ 100 100 100 ✕ 100 99.5 99.5 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 32.0 32.2 ✕ 100 84.4 84.4 ✕ 100 100 100 ✓
f7 100 100 100 ✓ 100 69.0 69.0 ✕ 100 69.0 69.0 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 69.0 69.0 ✕
f8 100 76.4 76.4 ✕ 100 76.4 76.4 ✕ 100 76.4 76.4 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 76.4 76.4 ✕
f9 100 100 100 ✓ 100 100 100 ✓ 100 64.9 65.8 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f10 99.9 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f11 63.5 100 99.1 ✓ 99.6 100 99.9 ✓ 100 93.7 93.9 ✕ 100 98.5 98.6 ✕ 100 83.9 84.3 ✕ 100 76.2 76.8 ✕ 100 74.3 75.0 ✕ 100 74.3 75.0 ✕ 99.6 100 99.9 ✓
f12 100 100 100 ✓ 100 100 100 ✓ 100 97.1 97.1 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f13 100 100 100 ✓ 100 87.0 87.0 ✕ 100 87.0 87.0 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 87.0 87.0 ✕
f14 100 100 100 ✓ 100 100 100 ✓ 100 87.7 88.3 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f15 99.9 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f16 60.5 100 98.0 ✓ 99.5 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 99.5 100 99.9 ✓
f17 100 100 100 ✓ 100 100 100 ✓ 100 83.3 84.1 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f18 100 100 100 ✓ 100 74.4 74.5 ✕ 100 74.4 74.5 ✕ 99.9 100 100 ✕ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 74.4 74.5 ✕
f19 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓ 99.8 — 99.8 ✕ 100 — 100 ✓ 100 — 100 ✓ 98.0 — 98.0 ✕ 81.1 — 81.1 ✕ 100 — 100 ✓
f20 100 100 100 – 100 91.6 91.6 – 100 91.6 91.6 – 100 100 100 – 100 100 100 – 100 100 100 – 100 100 100 – 100 100 100 – 100 91.6 91.6 –
# correctly grouped 18 14 8 16 18 18 16 16 15
Median 100 100 100 100 100 100 100 91.6 92.8 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
Mean 95.5 97.5 97.5 99.9 93.4 93.7 100 87.7 88.4 100 98.5 98.5 100 95.0 95.2 100 93.7 94.1 99.9 89.8 90.3 98.9 92.6 92.0 99.9 93.4 93.7
Std. 12.6 7.5 7.2 0.2 10.9 10.7 0.0 12.9 12.8 0.1 6.3 6.1 0.0 18.4 17.9 0.0 22.3 21.7 0.5 27.2 26.5 4.6 23.4 22.9 0.2 10.9 10.7
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Table 8.12: The grouping accuracy of all DG variants on the CEC’2013 large-scale benchmark suite. The results are in
percentages (‘✓’: optimal grouping, ‘✕’: sub-optimal grouping, and ‘–’: the optimal grouping is unknown).
Original DG α-min λ-min parameter free
Fun.
ǫ = 10−1 ǫ = 10−3 ǫ = 10−6 α = 10−8 α = 10−9 α = 10−10 c = 101 c = 102
ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3
f1 — 100 100 ✓ — 100 100 ✓ — 71.8 71.8 ✕ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f2 — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓ — 100 100 ✓
f3 — 100 100 ✓ — 100 100 ✓ — 74.4 74.4 ✕ — 34.5 34.5 ✕ — 7.5 7.5 ✕ — 1.3 1.3 ✕ — 0.0 0.0 ✕ — 0.0 0.0 ✕ — 39.6 39.6 ✕
f4 100 85.9 86.2 ✕ 100 85.5 85.8 ✕ 100 85.5 85.8 ✕ 82.2 100 99.7 ✓ 98.2 100 99.9 ✓ 99.8 100 99.9 ✓ 100 100 100 ✓ 100 100 100 ✓ 100 100 100 ✓
f5 41.9 100 99.0 ✕ 62.3 100 99.3 ✕ 99.9 100 99.9 ✓ 38.5 100 98.9 ✕ 40.6 100 98.9 ✕ 42.1 100 99.0 ✕ 99.9 100 99.9 ✓ 99.3 100 99.9 ✓ 99.8 100 99.9 ✓
f6 63.5 100 99.3 ✕ 90.6 100 99.8 ✕ 99.5 76.7 77.1 ✕ 72.7 100 99.5 ✕ 90.4 100 99.8 ✕ 92.7 100 99.8 ✕ 99.9 50.4 51.3 ✕ 99.9 52.3 53.1 ✕ 99.9 51.2 52.0 ✕
f7 100 76.7 77.1 ✕ 100 76.7 77.1 ✕ 100 76.7 77.1 ✕ 96 100 99.9 ✕ 99.2 100 99.9 ✓ 99.9 100 99.9 ✓ 100 99.9 99.9 ✕ 100 100 100 ✓ 100 100 100 ✓
f8 83.9 98.9 97.9 ✕ 83.9 98.9 97.9 ✕ 83.9 98.9 97.9 ✕ 11.3 100 94.0 ✕ 17.8 100 94.4 ✕ 33.7 100 95.5 ✕ 70.6 100 98.0 ✕ 69.4 100 97.9 ✕ 70.3 100 97.9 ✕
f9 98.2 100 99.8 ✕ 99.9 100 99.9 ✓ 100 88.4 89.2 ✕ 60.5 100 97.3 ✕ 66.7 100 97.7 ✕ 85.5 100 99.0 ✕ 99.9 100 100 ✓ 99.9 100 99.9 ✓ 99.9 100 100 ✓
f10 57.5 100 97.1 ✕ 83.2 100 98.8 ✕ 98.6 100 99.9 ✓ 27.7 100 95.1 ✕ 58.1 100 97.1 ✕ 79.9 100 98.6 ✕ 99.8 100 99.9 ✓ 97.9 100 99.8 ✓ 99.4 100 99.9 ✓
f11 99.9 72.6 74.5 ✕ 99.9 72.6 74.5 ✕ 99.9 72.6 74.5 ✕ 82.0 100 98.8 ✕ 87.1 100 99.1 ✕ 90.9 100 99.3 ✕ 99.9 99.4 99.5 ✕ 99.5 100 99.9 ✓ 97.3 100 99.8 ✕
f12 100 100 100 – 100 91.0 91.0 – 100 91.0 91.0 – 100 100 100 – 100 100 100 – 100 100 100 – 100 100 100 – 100 100 100 – 100 100 100 –
f13 100 91.1 91.9 – 100 91.1 91.9 – 100 91.1 91.9 – 91.6 100 99.3 – 97.4 100 99.7 – 99.4 100 99.9 – 100 99.9 99.9 – 100 100 100 – 100 100 100 –
f14 100 96.5 96.8 – 100 96.5 96.8 – 100 96.5 96.8 – 96.3 100 99.7 – 97.9 100 99.8 – 98.3 100 99.8 – 99.9 99.9 99.9 – 99.8 100 99.9 – 99.8 100 99.9 –
f15 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓ 100 — 100 ✓ 99.5 — 99.5 ✓ 93.1 — 93.1 ✓ 96.1 — 96.1 ✓
# correctly grouped 4 5 4 4 5 5 7 9 8
Median 100 100 99.0 100 99.5 98.8 100 89.7 91.0 82.1 100 99.5 93.9 100 99.8 95.5 100 99.8 99.9 100 99.9 99.8 100 99.9 99.8 100 99.9
Mean 87.1 94.4 94.6 93.3 93.7 94.2 98.5 87.4 88.5 71.6 95.3 94.4 79.5 93.4 92.9 85.2 93.0 92.8 97.4 89.2 89.9 96.6 89.5 89.6 96.9 92.2 92.3
Std. 20.8 9.4 8.6 11.7 9.3 8.6 4.6 11.0 10.8 30.5 17.5 16.7 27.6 24.7 23.7 23.1 26.4 25.3 8.5 28.9 27.8 8.8 28.7 27.5 8.5 20.0 19.1
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CHAPTER 8. IMPROVING THE EFFICIENCY AND ACCURACY OF DIFFERENTIAL
GROUPING
Comparison of DG Variants
For convenience, the performance of classic DG, λ-min and α-min on the CEC’2010 and
CEC’2013 LSGO benchmark suites is presented in Tables 8.11 and 8.12. Table 8.11 shows
that α-min has the best overall performance, especially with respect to the independence mea-
sure (ρ2). However, as was discussed previously, α-min is not robust and performs poorly
on the CEC’2013 LSGO benchmark suite, especially with respect to the interaction mea-
sure (ρ1), which is of crucial importance for the efficient optimization of partially separable
functions (see Table 8.12).
In the previous section, we learned that α-min generates larger ǫ values, which biases
it towards declaring variables as separable. This behavior is reflected in high ρ2 accuracy
(measure of independence) and relatively low ρ1 accuracy (measure of interaction) on the
CEC’2013 LSGO benchmark suite. For a better understanding of the behavior of λ-min
and α-min, the calculated ǫ values by both methods using different parameters are shown
in Table 8.13. A clear trend is that the ǫ calculated by λ-min is generally smaller than the
ǫ calculated by α-min on partially separable functions (f4-f11). Conversely, this relation
is reversed on the fully separable functions (f1-f3). This is more evident when comparing
parameter-free λ-min with variants of α-min. This suggests that the negative correlation
between the ratios max fmaxλ and
max f
min f regulates the value of ǫ to increase the overall accuracy
(ρ3) on all types of functions.
Although the parameter-free λ-min does not have the highest overall grouping accuracy,
it is more suitable for practical purposes for the following major reasons:
• Being parameter-free: there is no requirement for the user to specify any parameter.
We learned from the previous sections that the optimal ǫ is problem dependent, and it
can be very hard for the user to determine a suitable ǫ value.
• Robustness: it maintains a high accuracy on a wider range of functions than other
methods.
• Maintaining better interaction accuracy (ρ1): by generating relatively smaller ǫ values,
parameter-free λ-min favors the detection of nonseparable variables which can have
significant effect on the overall optimization performance.
In the next section, we analyze the effect of λ-min on the optimization performance.
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Table 8.13: Comparison of ǫ values calculated by α-min and λ-min.
α-min λ-min
Function α = 10−8 α = 10−9 α = 10−10 c = 100 c = max f
maxλ ·
max f
min f
f1 8.93e+03 8.93e+02 8.93e+01 1.22e-02 5.03e+11
f2 1.28e-03 1.28e-04 1.28e-05 1.46e-09 6.71e+04
f3 2.17e-07 2.17e-08 2.17e-09 2.45e-11 2.74e-07
f4 2.75e+06 2.75e+05 2.75e+04 6.25e-00 1.62e+00
f5 4.91e+00 4.91e-01 4.91e-02 1.19e-05 2.52e-06
f6 1.06e-02 1.06e-03 1.06e-04 2.33e-08 1.03e-08
f7 1.79e+11 1.79e+10 1.79e+09 4.10e+05 6.25e+05
f8 1.94e+11 1.94e+10 1.94e+09 4.10e+05 1.37e+05
f9 2.42e+02 2.42e+01 2.42e+00 3.81e-04 6.24e-05
f10 9.63e-01 9.63e-02 9.63e-03 1.49e-06 3.93e-07
f11 1.84e+14 1.84e+13 1.84e+12 8.39e+09 4.74e+10
f12 3.00e+05 3.00e+04 3.00e+03 3.91e-01 2.01e+02
f13 8.11e+12 8.11e+11 8.11e+10 1.31e+07 7.22e+06
f14 1.66e+13 1.66e+12 1.66e+11 5.24e+07 5.92e+07
f15 1.19e+04 1.19e+03 1.19e+02 1.82e+06 9.40e+05
8.3 Experimental Results and Analysis
In this section, we investigate the performance of λ-min on the classic CC and the contribution-
based cooperative co-evolution (CBCC) which was proposed in Chapter 7. The empirical
results are based on the CEC’2013 benchmark suite [Li et al., 2013], especially the partially
separable functions. Finally, we show that in conjunction with an accurate decomposition,
the contribution-based cooperative co-evolution outperforms two state-of-the-art algorithms.
The population size of all algorithms is set to 50 as suggested by Yang et al. [2008b]. The
maximum number of fitness evaluations is set to 3 × 106 as suggested by Tang et al. [2009].
All experimental results are based on 25 independent runs for each algorithm. For testing
the statistical significance of the results, first the Kruskal-Wallis one-way ANOVA [Sheskin,
2003] is used to find out if there is any significant difference between the algorithms. If
a significant difference is detected, a series of pair-wise Mann-Whitney-Wilcoxon (MWW)
tests are conducted with Holm correction [Sheskin, 2003] in order to find the best performing
algorithm.
Table 8.14 contains the experimental results of the parameter-free λ-min and λ-min with
c = 100 on a classic CC framework1 (DECC-DG) and CBCC3-DG (Chapter 7). The perfor-
mance of these algorithms is compared against a classic CC with ideal grouping (DECC-I)
1Similar to the framework used in Chapter 4.
162 (July 5, 2016)
CHAPTER 8. IMPROVING THE EFFICIENCY AND ACCURACY OF DIFFERENTIAL
GROUPING
Table 8.14: Comparing the optimization performance of various CC frameworks in con-
junction with different variants of λ-min differential grouping on the CEC’2013 LSGO
benchmarks using 25 independent runs. The highlighted entries are significantly better
(MWW test with Holm p-value correction, α = 0.05).
Differential Grouping with λ-min
DECC-DG DECC-DG CBCC3-DG DECC-I SaNSDE p-values
c = 100 param-free param-free
stats. A1 A2 A3 A4 A5 A1 vs A4 A2 vs A4
f1
Median 4.56e+05 1.01e+06 5.19e+05 1.76e+05 1.37e+05
Mean 1.98e+06 3.75e+06 1.30e+06 8.21e+05 2.03e+05 2.89e-02 1.30e-04
StDev 4.97e+06 5.26e+06 2.11e+06 2.07e+06 2.36e+05
f2
Median 1.52e+04 1.53e+04 1.48e+04 1.46e+04 1.47e+04
Mean 1.49e+04 1.49e+04 1.47e+04 1.46e+04 1.45e+04 3.20e-01* 3.40e-01*
StDev 1.35e+03 1.58e+03 1.26e+03 1.53e+03 1.40e+03
f3
Median 1.10e+01 1.00e+01 9.31e+00 1.11e+01 1.11e+01
Mean 1.10e+01 1.02e+01 9.61e+00 1.10e+01 1.09e+01 8.03e-01* 1.40e-04
StDev 6.33e-01 5.90e-01 1.48e+00 7.44e-01 7.02e-01
f4
Median 2.32e+08 2.24e+08 2.77e+07 1.18e+08 8.20e+09
Mean 2.55e+08 2.51e+08 3.39e+07 1.73e+08 7.78e+09 1.28e-03 6.60e-04
StDev 1.21e+08 9.65e+07 1.77e+07 1.71e+08 2.45e+09
f5
Median 2.64e+06 2.64e+06 2.11e+06 2.58e+06 3.08e+06
Mean 2.73e+06 2.74e+06 2.14e+06 2.66e+06 3.21e+06 7.88e-01* 4.35e-01*
StDev 4.91e+05 2.89e+05 4.24e+05 4.39e+05 4.15e+05
f6
Median 9.64e+04 8.35e+04 8.93e+04 9.29e+04 9.79e+04
Mean 9.92e+04 9.10e+04 8.10e+04 9.54e+04 8.92e+04 8.03e-01* 5.34e-01*
StDev 2.67e+04 1.44e+04 3.51e+04 2.05e+04 3.19e+04
f7
Median 8.85e+07 9.74e+07 2.94e+07 5.82e+07 5.33e+06
Mean 8.37e+07 8.93e+07 2.95e+07 7.13e+07 6.57e+06 2.98e-01* 1.03e-01*
StDev 3.92e+07 3.65e+07 2.78e+07 4.64e+07 4.22e+06
f8
Median 5.37e+13 5.99e+13 1.41e+10 7.23e+13 1.83e+13
Mean 6.28e+13 6.49e+13 4.28e+10 8.48e+13 2.09e+13 1.10e-01* 1.20e-01*
StDev 3.94e+13 3.68e+13 8.86e+10 5.44e+13 1.06e+13
f9
Median 3.26e+08 3.31e+08 1.68e+08 3.16e+08 2.81e+08
Mean 3.12e+08 3.08e+08 1.70e+08 2.96e+08 2.75e+08 2.07e-01* 2.36e-01*
StDev 6.39e+07 7.09e+07 3.16e+07 6.77e+07 2.89e+07
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Table 8.14: Comparing the optimization performance of various CC frameworks in con-
junction with different variants of λ-min differential grouping on the CEC’2013 LSGO
benchmarks using 25 independent runs. The highlighted entries are significantly better
(MWW test with Holm p-value correction, α = 0.05).
Differential Grouping with λ-min
DECC-DG DECC-DG CBCC3-DG DECC-I SaNSDE p-values
c = 100 param-free param-free
stats. A1 A2 A3 A4 A5 A1 vs A4 A2 vs A4
f10
Median 7.65e+01 7.30e+01 7.46e+01 7.95e+01 4.79e+04
Mean 7.71e+01 7.26e+01 7.33e+01 7.81e+01 4.25e+04 6.44e-01* 3.80e-02
StDev 1.40e+01 9.79e+00 1.20e+01 1.12e+01 1.50e+04
f11
Median 1.47e+09 1.15e+09 5.83e+08 1.41e+09 2.97e+08
Mean 9.93e+09 1.34e+10 6.59e+08 1.04e+10 3.34e+08 9.80e-01* 2.80e-01*
StDev 1.67e+10 2.66e+10 2.80e+08 1.94e+10 9.68e+07
f12
Median 1.15e+07 1.55e+07 1.09e+07 9.90e+06 3.99e+06
Mean 1.57e+08 1.07e+08 5.34e+07 4.63e+07 1.32e+08 3.16e-01* 1.12e-01*
StDev 3.59e+08 1.84e+08 1.28e+08 7.42e+07 3.60e+08
f13
Median 6.72e+08 7.14e+08 7.39e+08 4.77e+08 4.64e+08
Mean 7.59e+08 7.60e+08 7.23e+08 5.68e+08 4.70e+08 6.21e-02* 1.14e-02
StDev 4.30e+08 3.15e+08 3.05e+08 2.36e+08 1.71e+08
f14
Median 5.05e+08 5.92e+08 7.26e+08 3.37e+08 4.13e+08
Mean 5.77e+08 8.29e+08 9.55e+08 7.39e+08 5.63e+08 1.82e-01* 5.50e-03
StDev 3.14e+08 4.99e+08 7.76e+08 1.09e+09 4.30e+08
f15
Median 4.98e+06 5.40e+06 5.35e+06 4.56e+06 4.73e+06
Mean 5.99e+06 5.89e+06 5.46e+06 4.71e+06 4.92e+06 2.20e-04 6.50e-04
StDev 1.84e+06 1.56e+06 1.15e+06 6.37e+05 1.00e+06
and SaNSDE [Yang et al., 2008b] which is the subcomponent optimizer of DECC and CBCC3
and does not use any form of problem decomposition.
Table 8.142 clearly shows that contribution-based cooperative co-evolution with parameter-
free λ-min outperforms other algorithms, especially on the partially separable functions (f4-
f11). However, on the overlapping functions (f12-f15) and fully separable functions, DECC-I
and SaNSDE perform better. We have mentioned in the previous section that the improved
2The results are based on an early version of CEC’2013 benchmarks suite in which instances of Ackley do
not have the symmetry breaking, ill-conditioning, and irregularization transformations.
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differential grouping (IDG) uses the connected components algorithm to form the groups (see
Algorithm 8.1). Consequently, for the overlapping and nonseparable functions, IDG returns
a single group containing all the decision variables3. Therefore, all decomposition-based al-
gorithms presented in Table 8.14 reduce to SaNSDE on these functions. The only difference
is that DECC-I and SaNSDE have all the available function evaluations for the optimization
phase, but other methods (DECC-DG and CBCC3-DG) use 500501 function evaluations to
form the interaction structure matrix.
In order to see the effect of the proposed IDG with λ-min on the overall optimization
performance, we have compared CC with two λ-min variants (labeled as A1 and A2 in
Table 8.14) with another CC algorithm which uses ideal grouping (A4). It should be noted
that the only difference between these algorithms is the decomposition method. The p-values
of a two-tailed MWW test with α = 0.05 is shown in the last two columns of Table 8.14. The
instances which are not statistically different are marked with an asterisk. It is notable that
although A1 and A2 use 500501 function evaluations in the decomposition phase, they still
perform statistically similarly to DECC-I on 12 and 8 functions respectively. This clearly
shows the benefit of using some portion of the available computational resources to find
an accurate decomposition of the problem. It should also be noted that CBCC requires a
relatively accurate decomposition in order to estimate the contribution of each subcomponent.
This is yet another motivation for using efficient and accurate decomposition methods. In
the previous section, we learned that IDG may treat weakly interacting variables as fully
separable (f8 and f11 are examples). However, this did not affect the overall optimization
performance as compared to DECC-I with ideal grouping. This suggests that 100% accuracy
is not essential in order to benefit from a divide-and-conquer scheme.
Finally, we compare the performance of contribution-based cooperative co-evolution with
λ-min differential grouping with some well-known algorithms such as Multiple Offspring
Framework (MOS) [LaTorre et al., 2013b] and CMA-ES [Hansen et al., 2003]. Table 8.15
contains the experimental results using 25 independent runs on f4-f11 from the CEC’2013
LSGO benchmark suite [Li et al., 2013]. For this comparison, we have focused on the par-
tially separable functions. This is because no decomposition is done for f1-f3 (fully separable)
and f12-f15 (overlapping), in which case CBCC3-DG reduces to SaNSDE. It should be noted
that DG2 managed to discover the underlying variable interaction structure of these func-
tions. Although some preliminary studies focused on the effect of decomposition on fully
separable and nonseparable functions [Omidvar et al., 2014b; Sun et al., 2015], the optimal
3Investigating the optimal decomposition of overlapping functions is beyond the scope of this research.
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Table 8.15: Experimental Results of CBCC3 with parameter-free λ-min, MOS, and CMA-
ES on the CEC’2013 LSGO benchmark suite using 25 independent runs. The highlighted
entries are significantly better (MWW test with Holm p-value correction, α = 0.05).
stats. CBCC3-DG MOS CMA-ES
pt = 0 LaTorre et al. [2013a]
f4
Median 2.77e+07 1.56e+08 4.10e+08
Mean 3.39e+07 1.74e+08 4.30e+08
StDev 1.77e+07 8.02e+07 1.17e+08
f5
Median 2.11e+06 6.79e+06 2.06e+06
Mean 2.14e+06 6.94e+06 2.04e+06
StDev 4.24e+05 9.03e+05 2.64e+05
f6
Median 1.05e+06 1.39e+05 6.09e+05
Mean 1.05e+06 1.48e+05 6.01e+05
StDev 3.37e+03 6.56e+04 1.28e+05
f7
Median 2.94e+07 1.62e+04 6.83e+02
Mean 2.95e+07 1.62e+04 3.00e+03
StDev 2.78e+07 9.29e+03 5.23e+03
f8
Median 1.41e+10 8.08e+12 1.00e+13
Mean 4.28e+10 8.00e+12 1.13e+13
StDev 8.86e+10 3.13e+12 6.08e+12
f9
Median 1.68e+08 3.87e+08 1.74e+08
Mean 1.70e+08 3.83e+08 1.80e+08
StDev 3.16e+07 6.42e+07 2.28e+07
f10
Median 9.30e+07 1.18e+06 1.42e+07
Mean 9.28e+07 9.01e+05 1.64e+07
StDev 7.16e+05 5.17e+05 1.44e+07
f11
Median 5.83e+08 4.48e+07 7.72e+06
Mean 6.59e+08 5.22e+07 9.37e+06
StDev 2.80e+08 2.10e+07 6.53e+06
decomposition of these categories of functions is an open question beyond the scope of this
work.
The results in Table 8.15 indicate that although CBCC3-DG uses SaNSDE which is not
a competitive optimizer as compared to MOS or CMA-ES, a contribution-based framework
with an accurate decomposition can make it comparable with the state-of-the-art. It has
been shown that a CC framework can scale up the performance of many optimizers, such
as PSO, CMA-ES, DE, and EP [Yang et al., 2008c; Mei et al., 2015; van den Bergh and
Engelbrecht, 2004; Liu and Tang, 2013; Liu et al., 2001]. We believe that as a general
and effective decomposition method, IDG (and the CC framework) can be used with other
promising LSGO algorithms such as MOS to further boost their performance.
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8.4 Chapter Summary
In this chapter, we proposed an improved version of differential grouping (IDG) which has
the following major advantages over its predecessor:
• Efficiency: lower computational cost, especially on fully separable functions;
• Accuracy: higher interaction detection accuracy;
• Robustness: lower sensitivity to computational round-off errors;
• Applicability: the ability to detect objective functions with overlapping subcompo-
nents, i.e., components that share decision variables. This makes it applicable to a
wide array of continuous functions; and
• Practicality: no need for the user to specify a threshold parameter (ǫ); in other words,
IDG is parameter-free.
With respect to efficiency, we have shown mathematically that IDG achieves the lower
bound on the total number of function evaluations when the differential grouping theorem
(Theorem 8.1) is used to test all pairs of variables for interaction. This effectively reduces
the total number of required function evaluations by half. In addition to the improvements
on efficiency, IDG uses the information that is calculated in the process of applying the
differential grouping theorem to estimate a reliable threshold value (ǫ) that takes the com-
putational error into account. The experimental results have shown that IDG significantly
outperforms its predecessor on the CEC’2010 [Tang et al., 2009] and the CEC’2013 [Li et al.,
2013] large-scale benchmark suites.
Finally, we have shown empirically that in conjunction with the improved parameter-
free differential grouping, the contribution-based cooperative co-evolution with a mediocre
component optimizer such as SaNSDE can perform as well as the top performer of the
CEC’2013 competition (in 2015) on large-scale optimization, as well as the well-known CMA-
ES, on partially separable function.
As previously mentioned, IDG can detect overlapping functions and can return a complete
interaction structure matrix. However, due to the use of the connected components algorithm,
it returns a single group containing all the decision variables. This limits the optimizer from
exploiting the structural information that is found by IDG. Potential future research can focus
on finding an effective decomposition for overlapping functions. Lack of a unique optimal
decomposition for overlapping functions makes this a challenging task.
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Conclusion
In this study, we motivated the use of a divide-and-conquer approach to solve large-scale con-
tinuous optimization problems. Specifically, the study has sought to exploit the underlying
interaction pattern between the decision variables of a problem to perform a more efficient op-
timization with limited resources. In the context of evolutionary computation, we employed a
cooperative co-evolutionary framework as a means of modularizing the optimization process.
One of the major challenges of using a co-evolutionary framework for black-box optimiza-
tion is problem decomposition. From a theoretical point of view, this thesis formalizes the
problem of detecting interacting variables for continuous optimization problems. The differ-
ential grouping theorem presents a way of inferring variable interaction by means of input
perturbation. From a practical point of view, an efficient algorithm called the differential
grouping algorithm has been proposed, which is capable of detecting the underlying interac-
tion structure of a black-box optimization problem, with high accuracy. Finally, the structure
discovered by the differential grouping algorithm is used in a cooperative co-evolutionary
framework for solving large-scale problems. For a more efficient use of the limited resources,
the contribution-based cooperative co-evolution allocates the computational resources based
on the contribution of subcomponents. The contribution-based framework performs better
than the classic cooperative co-evolution, given identical resources.
In what follows, we revisit the research objectives that were laid out in the introduction
and reiterate the major findings of this study. Finally, several directions for future research
are discussed, and the concluding remark of the thesis is presented.
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9.1 Research Objectives Revisited
1. To provide a theoretical foundation for identifying interacting variables, and
to propose an algorithm to group the interacting variables with high accuracy
for solving continuous optimization problems with thousands of dimensions in a
cooperative co-evolutionary framework.
In Chapter 4, we proposed the differential grouping theorem, which is derived from the defini-
tion of partially additively separable functions. The consequence of the differential grouping
theorem is that the interaction between any pair of decision variables can be established by a
perturbation method that requires four function evaluations. We have also shown that LINC-
R [Tezuka et al., 2004] which is a also perturbation grouping algorithm, can be derived from
the theorem. The differential grouping algorithm was proposed by iteratively applying the
differential grouping theorem on pairs of decision variables. For partially separable functions,
this resulted in identifying several groups of nonseparable subcomponents. The experimental
results on the CEC’2010 LSGO benchmark suite [Tang et al., 2009] have shown that differen-
tial grouping managed to identify the nonseparable components with high accuracy. From a
total of 20 functions, differential grouping formed the subcomponents with 100% accuracy on
13 functions. Differential grouping also outperformed another state-of-the-art decomposition
algorithm, CCVIL [Chen et al., 2011], on both accuracy and efficiency.
Using the structure that was identified by differential grouping, a cooperative co-evolutionary
framework was used to optimize the CEC’2010 LSGO benchmark functions. The experimen-
tal results showed that the co-evolutionary framework that used differential grouping as its
decomposition algorithm outperforms several other well-known co-evolutionary algorithms.
Although a portion of the available computational resources are used to discover the un-
derlying interaction pattern of the decision variables, this is compensated for by substantial
performance gain in the optimization phase. This resulted in the statistically similar perfor-
mance of differential and ideal grouping using the same co-evolutionary framework. This is
another indication of the efficacy of differential grouping.
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2. To show how the round-robin strategy of cooperative co-evolution can po-
tentially waste limited computational resources, and to design an algorithm that
optimizes the subcomponents based on their contribution towards improving the
overall objective function value.
In Chapter 5, we have shown that the standard round-robin strategy of cooperative co-
evolution to optimize the subcomponents can potentially waste a considerable amount of
computational resources. This happens especially when there is a significant difference be-
tween the contribution of various subcomponents to the improvement of the overall objective
value. It is clear that a subcomponent with a negligible contribution should not receive
the same amount of resources as another subcomponent that has a dominant effect on the
improvement of the objective function. To alleviate this issue, we proposed the contribution-
based cooperative co-evolution (CBCC) which optimizes the subcomponents based on their
contributions. Since in this study we deal with black-box optimization problems, CBCC does
not have access to the constituent sub-functions of the overall objective function. It is there-
fore essential to estimate the contribution of each subcomponent. The advent of differential
grouping (Chapter 4) facilitates this process. An ideal decomposition of a partially separable
function minimizes the interaction between subcomponents. It is therefore clear that due to
the independence of subcomponents, the variations that are observed in the overall objective
value can be attributed to the subcomponent that undergoes optimization.
The experimental results clearly showed that contribution-based cooperative co-evolution
significantly outperforms the classic cooperative co-evolution on the CEC’2010 LSGO bench-
mark suite [Tang et al., 2009], especially on the functions that exhibit the imbalance charac-
teristic.
3. To propose several guidelines for designing and implementing large-scale con-
tinuous benchmark functions that better characterize real-world problems, and
to assess the robustness of the proposed algorithms on these new benchmark
problems.
The CEC’2010 LSGO benchmark [Tang et al., 2009] facilitated research in the field of LSGO,
especially decomposition-based methods, due to its modular nature. However, advances in
large-scale global optimization algorithms make the CEC’2010 LSGO benchmark inadequate
for a deeper investigation of certain issues in the field of large-scale global optimization. For
example, we have seen in Chapter 4 that the differential grouping algorithm can identify the
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underlying interaction structure of the benchmark functions with 100% accuracy on a major-
ity of the functions. Equal contribution of subcomponents of CEC’2010 LSGO benchmark
functions also limits the study of contribution-based cooperative co-evolutionary algorithms.
Therefore, in light of these advancements, and to bridge the gap between real-world and
benchmark problems, we have proposed the following three key features that are built into
the CEC’2013 LSGO benchmark suite:
• Non-uniform subcomponent sizes (section 6.5.1);
• Imbalance in the contribution of subcomponents (section 6.5.2); and
• Functions with overlapping subcomponents (section 6.5.3).
In Chapter 6, we proposed a high-level framework to design functions that exhibit the
above features. Based on this framework, a set of 15 new benchmarks has been proposed [Li
et al., 2013, Appendix B] which facilitated a deeper study of CBCC (Chapter 7) and dif-
ferential grouping (Chapter 8). The framework is built with flexibility in mind to allow the
researchers to tailor it according to their needs. For example, the subcomponent sizes can
be easily varied, the level of imbalance can be adjusted by changing a single parameter, or
different overlapping functions can be designed based on the proposed guidelines.
4. To evaluate and improve the robustness of the proposed contribution-based
cooperative co-evolution on the newly proposed benchmarks.
In Chapter 5, we have seen that a contribution-based CC framework allocates the resources
based on the contribution of subcomponents, and can perform significantly better than the
round-robin strategy of CC, especially on the imbalanced functions. However, the method
that was proposed in Chapter 6 for designing imbalanced functions poses a challenge to the
CBCC1 and CBCC2. With the help of the new benchmarks (Chapter 6), we have identified
the following issues with CBCC1 and CBCC2:
• CBCC1 is over-exploratory, i.e., it frequently optimizes all subcomponents with the
hope of finding a better subcomponent with a higher contribution.
• CBCC2 is over-exploitative, i.e., it commits to the subcomponent that has the highest
contribution until it becomes stagnant.
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• Both CBCC1 and CBCC2 respond slowly to local changes in the objective value due
to their strong reliance on the information accumulated from early stages of evolution.
CBCC3 (Chapter 7) is an improved version of CBCC that has a better balance between
exploration and exploitation with respect to subcomponent optimization. Unlike CBCC1
and CBCC2, CBCC3 optimizes the highest contributing subcomponent until its contribu-
tion drops below the latest recorded contribution of any other subcomponent. To balance the
exploration, CBCC3 also allows all components to undergo optimization with a certain prob-
ability which can be adjusted by the user. Unlike CBCC1 and CBCC2, CBCC3 completely
relies on the most recent contribution and responds faster to the changes in the contributions
of subcomponents.
The experimental results have shown that the new CBCC3 outperforms its predecessors
as well as the classic CC on the CEC’2013 LSGO benchmark suite [Li et al., 2013] and exhibits
a better exploration/exploitation balance in selecting subcomponents for optimization.
5. To improve the efficiency and accuracy of the proposed automatic decompo-
sition algorithm in the light of the lessons that we learn from its performance on
the new benchmark problems.
The experimental results in Chapter 6 showed that the performance of differential grouping
(DG) degrades significantly when tested on the CEC’2013 LSGO benchmark suite [Li et al.,
2013]. We have seen that this is due to the new imbalance generation feature incorporated in
the new benchmark suite. This feature made the accuracy of differential grouping very sensi-
tive to its threshold parameter (ǫ). Additionally, the original differential grouping algorithm
(Chapter 4) is incapable of identifying functions with overlapping subcomponents. These two
major issues signaled the need for improving the performance of differential grouping aiming
at making it applicable to a wider set of functions and improving its accuracy, efficiency, and
robustness.
In Chapter 8, we have proposed the Improved Differential Grouping (IDG) that performs
better than DG from both efficiency and accuracy viewpoints. IDG improves the efficiency by
reusing previous function evaluations to infer new iterations. We have shown mathematically
that IDG uses the least possible objective function evaluations based on the application of
the differential grouping theorem (Chapter 4).
The experimental results showed that a CC framework with IDG performs statistically
similar to a CC with ideal grouping, although some portion of the function evaluations were
172 (July 5, 2016)
CHAPTER 9. CONCLUSION
used for decomposition. This clearly shows that, in practice, IDG can be as effective as the
ideal grouping for optimization of partially separable functions. We have also shown that
CBCC3 with IDG performs as well as MOS [LaTorre et al., 2013b] on partially separable
functions. Overall, the major advantages of IDG can be summarized as follows:
• Efficiency: lower computational cost, especially on fully separable functions;
• Accuracy: higher interaction detection accuracy;
• Robustness: lower sensitivity to computational round-off errors;
• Applicability: the ability to detect objective functions with overlapping subcompo-
nents, i.e., components that share decision variables. This makes it applicable to a
wide range of continuous functions; and
• Practicality: no need for the user to specify a threshold parameter (ǫ); in other words,
IDG is parameter-free.
9.2 Future Research
In this thesis, we took a major step in formalizing the use of decomposition methods for
solving large-scale continuous problems. We have also provided a practical framework for
solving such problems. However, there remain several important aspects that require further
investigation.
Decomposition and Interaction Detection
The focus of this study was mainly on the decomposition of partially separable functions.
With respect to problem decomposition, the following areas require further investigation:
• The decomposition of fully separable functions: The decomposition of partially sep-
arable functions is governed by the limitations imposed by the variable interaction
pattern. However, in fully separable functions, variable interaction does not constrain
the choice of decomposition. A fine-grained decomposition simplifies the resultant sub-
problems at the expense of making a co-evolutionary cycle more expensive. Conversely,
a coarse-grained decomposition does not have a significant computational overhead at
the expense of generating difficult-to-optimize subproblems. Finding optimal decom-
position of fully separable functions remains an open question. In this study, we did
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not decompose fully separable components of a problem, but recent studies show that
this can have a significant impact on the overall optimization process [Omidvar et al.,
2014b].
• The decomposition of fully nonseparable functions: In this study, we have not taken the
degree of interaction into account for decomposition. If the size of a fully nonseparable
problem is beyond the capacity of an optimizer, it might be possible to treat weakly
interacting variables as separable and decompose the problem into smaller subproblems.
The degree of interaction can be quantified by taking the magnitude of |Δ1 −Δ2| into
account.
• The applicability of existing decomposition methods to discrete and combinatorial prob-
lems: Differential grouping has been developed for the decomposition of continuous real
functions. It is of great practical utility to develop similar means of problem decom-
position for discrete and combinatorial problems. As was pointed out in Chapter 3,
linkage detection is a classic problem in genetic algorithms research. However, there is
still ample room for further investigation of the topic.
• The decomposition of overlapping functions: In Chapter 8, we proposed the improved
differential grouping algorithm that has the ability to detect functions with overlapping
subcomponents. However, the use of the connected components algorithms resulted in
treating them as fully nonseparable problems. Such a decomposition does not make
use of the structural information discovered by the differential grouping algorithm. Al-
though the decomposition of an overlapping problem is not unique, we believe that it
should be possible to use a divide-and-conquer approach to exploit the structural infor-
mation. Use of multiple decompositions at the same time could be one potential solution
to tackle such problems. Due to the coupling between components of an overlapping
function, the order in which the components undergo optimization becomes important.
Finding an efficient way of decomposing an overlapping problem can have significant
practical implications. Examples of overlapping problems are Quasi-separable multi-
disciplinary design optimization [Cramer et al., 1994], and multi-objective optimization
problems where the objective functions have shared decision variables. Overlapping
functions are also common in concurrent engineering problems [Prasad, 1996; Yassine
and Braha, 2003].
• The decomposition of noisy and non-smooth functions: In this study, we dealt with
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smooth functions. However, there are numerous noisy and non-smooth optimization
problem that can be potentially large-scale. Investigating the performance of differ-
ential grouping on noisy or non-smooth functions is another interesting direction for
future research.
Cooperative Co-evolution Framework
In the previous section, we briefly explored some potential future research topics in the
context of problem decomposition and interaction detection. In this section, we explore
several potential research directions with respect to cooperative co-evolution for large-scale
optimization.
• Intelligent resource allocation and contribution-based CC: The CBCC framework that
we proposed in Chapters 5 and 7 solely focuses of the contribution of subcomponents.
Another important factor that has to be taken into account is the likelihood of having
an improvement when a subcomponent is selected for optimization. The strategy that
we used in CBCC is very simple and does not account for likelihood of an improvement.
The problem of iterative selection of subcomponents for optimization in a CC frame-
work can be treated as a generic sequential decision-making problem. Here, the goal
is to maximize the long-term optimization performance. Therefore, we can formulate
the component selection problem as a multi-armed bandit problem or a reinforcement
learning problem. Other learning techniques such as online learning methods can also
be applicable in this context. We believe that an efficient strategy for subcomponent se-
lection in CC can significantly improve the overall optimization performance, especially
where there are limited resources.
• The choice of a suitable subcomponent optimizer: The choice of a subcomponent op-
timizer is another important factor in building an efficient CC framework. In partially
separable problems, each subcomponent is a nonseparable problem. Therefore, the
rotational invariance property of the subcomponent optimizer can have a significant
effect on the overall performance of the CC framework. In a CC framework, we are not
limited to a particular optimizer. A combination of evolutionary and non-evolutionary
derivative free optimizers can be easily used within the same framework. Various opti-
mizers can be applied to different subcomponents based on their properties. Optimizer
selection can also be treated as another learning problem similar to the problem of
subcomponent selection discussed earlier.
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9.3 Concluding Remark
Divide-and-conquer is a powerful problem-solving tool that is widely used in many areas of
engineering and science. This thesis has been dedicated to the advancement and promotion
of decomposition methods for solving large-scale global optimization problems. The results
presented in this thesis clearly show the efficacy of such strategies in solving large-scale
problems. The essence of this thesis is reflected in the following quotation that was presented
at the outset. When dealing with a large-scale and complex optimization problem, we should
take Descartes advice, and “divide each of the difficulties under examination into as many
parts as possible, and as might be necessary for its adequate solution”. This thesis showed
how to do so more effectively and efficiently.
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APPENDIX A. DETAILED GROUPING MATRIX OF DIFFERENTIAL GROUPING ON
CEC’2010
Table A.1: Detailed grouping matrix of differential grouping (ǫ = 10−3) on CEC’2010
benchmark functions. The rows indicate the groups formed by the differential grouping
algorithm and the columns represent the permutation groups from which the variables in
each group were extracted.
Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
f4 G01 145 0 8 10 9 4 8 7 8 9 6 10 7 6 14 7 7 12 4 5 4
G02 63 0 2 2 3 3 5 4 8 2 3 3 4 1 2 1 5 3 3 4 5
G03 177 0 9 8 13 9 8 12 7 13 9 7 6 11 6 6 13 6 9 12 13
G04 110 0 7 6 7 6 4 5 4 5 7 8 4 10 4 8 4 4 6 5 6
G05 276 0 16 14 15 16 14 15 13 16 15 12 20 16 12 13 13 13 16 12 15
G06 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 27 0 1 3 0 3 0 1 2 1 0 2 1 1 2 1 3 1 1 3 1
G08 89 0 6 3 2 4 8 2 6 3 4 5 6 3 5 7 3 7 5 5 5
G09 28 0 1 0 1 4 0 1 1 1 2 1 1 0 2 5 2 3 2 1 0
G10 2 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
f5 G01 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f6 G01 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f7 G01 289 0 14 13 16 21 24 15 13 16 10 9 12 9 17 23 18 17 12 13 17
G02 204 34 9 14 6 6 9 8 9 9 11 12 9 6 7 7 7 9 8 10 14
G03 244 0 17 15 17 10 8 9 13 11 16 18 13 14 13 12 10 13 13 12 10
G04 16 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f8 G01 225 0 18 11 13 9 8 10 11 14 13 9 10 14 15 7 12 13 12 14 12
G02 306 0 11 18 13 20 14 19 16 18 19 15 19 17 17 16 14 22 8 13 17
G03 286 0 14 16 17 17 20 12 14 12 12 17 16 14 13 17 16 8 20 16 15
G04 46 46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G05 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f9 G01 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G05 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G07 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G09 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
f10 G01 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G05 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
f11 G01 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 49 49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G05 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
f12 G01 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G05 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G08 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f13 G01 10 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
G02 90 0 0 0 0 0 0 0 0 0 0 7 6 11 9 11 9 7 13 8 9
G03 83 0 0 0 0 0 0 0 0 0 0 8 12 10 7 6 9 8 9 8 6
G04 161 0 0 0 0 0 0 0 0 0 0 17 17 16 11 21 14 16 14 17 18
G05 59 0 0 0 0 0 0 0 0 0 0 7 8 3 8 1 5 6 7 7 7
G06 54 0 0 0 0 0 0 0 22 19 13 0 0 0 0 0 0 0 0 0 0
G07 18 0 0 0 0 0 0 0 0 18 0 0 0 0 0 0 0 0 0 0 0
G08 195 23 20 28 23 24 20 35 22 0 0 0 0 0 0 0 0 0 0 0 0
G09 83 15 20 21 13 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G11 3 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0
G12 13 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G13 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G14 8 0 0 0 0 0 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0
G15 5 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G16 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G17 7 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0
G18 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G19 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G20 4 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G21 6 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0
G22 3 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0
G23 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G24 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G25 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G26 5 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
G27 2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G28 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G29 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
181 (July 5, 2016)
APPENDIX A. DETAILED GROUPING MATRIX OF DIFFERENTIAL GROUPING ON
CEC’2010
Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G30 4 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0
G31 2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G32 8 0 0 0 1 4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G33 8 3 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G34 2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G35 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G36 2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G37 2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
G38 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G39 2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
G40 3 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
f14 G01 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0
G05 50 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
G06 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G09 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
G11 50 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
G14 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0
G16 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50
G18 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G19 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G20 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
f15 G01 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G02 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0
G05 50 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
G06 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 50 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0
G08 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50
G11 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
G14 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
G16 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G18 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G19 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G20 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f16 G01 49 0 0 0 0 0 0 0 0 49 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
G05 49 0 0 0 0 0 0 0 49 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
G07 49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 49
G08 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
G11 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G13 49 0 0 0 0 0 0 0 0 0 0 49 0 0 0 0 0 0 0 0 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G14 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
G16 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G18 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G19 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0
G20 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f17 G01 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G02 50 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 50 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
G05 50 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50
G07 50 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
G09 50 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
G10 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0
G11 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
G14 50 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G16 50 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
G18 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G19 50 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G20 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0
f18 G01 450 22 24 21 26 24 31 24 25 30 23 16 29 26 36 23 21 49 0 0 0
G02 10 0 0 0 0 0 0 0 0 0 0 4 0 0 0 6 0 0 0 0 0
G03 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
G04 3 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0
G05 3 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G06 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43 4 1
G08 205 17 19 20 19 19 14 17 14 14 13 15 9 15 0 0 0 0 0 0 0
G09 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0
G10 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0
G11 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0
G12 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
G13 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G14 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
G15 2 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
G16 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
G17 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0
G18 28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 8 17
G19 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G20 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G21 2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G22 2 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
G23 4 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
G24 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
G25 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G26 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
G27 3 0 0 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0
G28 4 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0
G29 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0
G30 2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
G31 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
G32 18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18
G33 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
G34 2 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
G35 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0
G36 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G37 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0
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Func. Groups Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Size
G38 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
G39 3 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0
G40 4 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0
G41 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
G42 2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
G43 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G44 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0
G45 4 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
G46 2 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G47 2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
G48 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
G49 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
f19 G01 100 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50
f20 G01 70 2 0 1 5 5 4 5 2 2 4 3 3 2 3 4 5 5 5 3 7
G02 15 2 0 2 1 0 0 0 0 1 0 0 1 2 0 2 2 0 1 1 0
G03 402 21 18 22 20 16 19 22 25 22 22 24 18 23 17 18 18 14 19 21 23
G04 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
G05 115 4 7 2 7 7 8 5 6 8 3 4 5 7 11 4 9 3 7 5 3
G06 83 6 7 6 4 4 5 4 4 1 3 3 1 3 5 7 6 4 3 2 5
G07 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
G08 2 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
G09 34 2 5 2 1 3 1 3 1 2 0 1 4 4 0 1 1 1 1 1 0
G10 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
G11 2 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
G12 74 3 5 3 3 7 5 3 1 2 3 6 6 2 3 6 3 7 0 3 3
G13 84 4 5 5 4 3 3 2 5 3 6 2 7 1 2 5 1 10 9 4 3
G14 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
G15 52 3 1 2 2 1 2 3 2 5 4 5 3 3 5 1 1 3 1 4 1
G16 17 3 0 2 0 2 0 0 1 2 1 0 0 0 2 0 0 0 0 0 4
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Table B.1: Detailed grouping matrix of parameter-free differential grouping on functions
f4-f8 from the CEC’2013 LSGO benchmark suite. The rows indicate the groups formed
by the differential grouping algorithm and the columns represent the permutation groups
from which the variables in each group were extracted.
Group P1 P2 P3 P4 P5 P6 P7 P8
Func. Groups Size 50 25 25 100 50 25 25 700
f4 G01 100 0 0 0 100 0 0 0 0
G02 50 0 0 0 0 50 0 0 0
G03 25 0 0 0 0 0 0 25 0
G04 50 50 0 0 0 0 0 0 0
G05 25 0 25 0 0 0 0 0 0
G06 25 0 0 0 0 0 25 0 0
G07 25 0 0 25 0 0 0 0 0
f5 G01 100 0 0 0 100 0 0 0 0
G02 50 0 0 0 0 50 0 0 0
G03 25 0 0 0 0 0 0 25 0
G04 50 50 0 0 0 0 0 0 0
G05 25 0 25 0 0 0 0 0 0
G06 25 0 0 0 0 0 25 0 0
G07 25 0 0 25 0 0 0 0 0
f6 G01 700 0 0 0 0 0 0 0 700
G02 100 0 0 0 100 0 0 0 0
G03 50 50 0 0 0 0 0 0 0
G04 25 0 0 25 0 0 0 0 0
G05 50 0 0 0 0 50 0 0 0
G06 25 0 0 0 0 0 0 25 0
G07 25 0 0 0 0 0 25 0 0
G08 25 0 25 0 0 0 0 0 0
f7 G01 50 — 0 0 0 0 50 0 0 0
G02 25 — 0 25 0 0 0 0 0 0
G03 25 — 0 0 0 0 0 25 0 0
G04 100 — 0 0 0 100 0 0 0 0
G05 25 — 0 0 0 0 0 0 25 0
G06 50 — 50 0 0 0 0 0 0 0
G07 25 — 0 0 25 0 0 0 0 0
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Table B.2: Detailed grouping matrix of parameter-free differential grouping on functions
f8-f11 from CEC’2013 LSGO benchmark suite. The rows indicate the groups formed by
the differential grouping algorithm and the columns represent the permutation groups from
which the variables in each group were extracted.
Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Func. Groups Size 50 50 25 25 100 100 25 25 50 25 100 25 100 50 25 25 25 100 50 25
f8 G01 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G05 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
G08 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G09 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G10 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G11 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25
G13 25 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0
G14 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G15 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G16 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G17 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G18 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f9 G01 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G02 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 100 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
G04 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G05 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
G06 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G07 100 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0
G08 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G09 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G11 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G13 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
G14 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G15 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G16 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G18 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G19 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25
G20 25 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0
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Group P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20
Func. Groups Size 50 50 25 25 100 100 25 25 50 25 100 25 100 50 25 25 25 100 50 25
f10 G01 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G03 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G05 100 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0
G06 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G07 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G08 100 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
G09 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G10 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G11 25 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G13 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G14 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
G15 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G16 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G17 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G18 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25
G19 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G20 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
f11 G01 100 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G02 100 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
G03 25 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
G04 25 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0
G05 100 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G06 50 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 0
G07 25 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 0
G08 50 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G09 100 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0
G10 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0
G11 25 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G12 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
G13 50 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
G14 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
G15 12 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0
G16 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 22
G17 25 0 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G18 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0 0 0
G19 50 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G20 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0 0
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Figure C.1: Convergence plots of algorithms used in Chapter 4 on f1-f10 from CEC’2010
LSGO benchmark suite.
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Figure C.2: Convergence plots of algorithms used in Chapter 4 on f11-f20 from CEC’2010
LSGO benchmark suite.
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Figure D.1: Convergence plots of algorithms used in Chapter 5 on f1-f10 from CEC’2010
LSGO benchmark suite.
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Figure D.2: Convergence plots of algorithms used in Chapter 5 on f11-f20 from CEC’2010
LSGO benchmark suite.
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Figure D.3: Convergence plots of algorithms used in Chapter 5 on f ′9-f
′
18 (imbalanced)
from CEC’2010 LSGO benchmark suite.
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The base functions that are used to form the separable and nonseparable subcomponents are:
Sphere, Elliptic, Rastrigin’s, Ackley’s, Schwefel’s, and Rosenbrock’s functions. These func-
tions which are classical examples of benchmark functions in many continuous optimization
test suites [Hansen et al., 2010; Suganthan et al., 2005; Tang et al., 2007] are mathemati-
cally defined in Section E.0.1. Based on the major four categories described above and the
aforementioned six base functions, the following 15 large-scale functions are proposed in this
report:
1. Fully separable Functions
(a) f1: Elliptic Function
(b) f2: Rastrigin Function
(c) f3: Ackley Function
2. Partially Additively Separable Functions
• Functions with a separable subcomponent:
(a) f4: Elliptic Function
(b) f5: Rastrigin Function
(c) f6: Ackley Function
(d) f7: Schwefels Problem 1.2
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• Functions with no separable subcomponents:
(a) f8: Elliptic Function
(b) f9: Rastrigin Function
(c) f10: Ackley Function
(d) f11: Schwefels Problem 1.2
3. Overlapping Functions
(a) f12: Rosenbrock’s Function
(b) f13: Schwefels Function with Conforming Overlapping Subcomponents
(c) f14: Schwefels Function with Conflicting Overlapping Subcomponents
4. Nonseparable Functions
(a) f15: Schwefels Problem 1.2
The high-level design of these four major categories is explained in Section 6.4.
E.0.1 Base Functions
The Sphere Function
fsphere(x) =
DX
i=1
x2i ,
where x is a decision vector of D dimensions. The sphere function is a very simple unimodal
and fully separable function which is used as the fully separable subcomponent for some of
the partially separable functions which are defined in this report.
The Elliptic Function
felliptic(x) =
DX
i=1
106
i−1
D−1x2i
The Rastrigin’s Function
frastrigin(x) =
DX
i=1

x2i − 10 cos(2πxi) + 10

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The Ackley’s Function
fackley(x) = −20 exp

−0.2
vuut 1
D
DX
i=1
x2i

− exp
 
1
D
DX
i=1
cos(2πxi)
!
+ 20 + e
The Schwefel’s Problem 1.2
fschwefel(x) =
DX
i=1


iX
j=1
xi


2
The Rosenbrock’s Function
frosenbrock(x) =
D−1X
i=1

100(x2i − xi+1)2 + (xi − 1)2

E.0.2 The Function Definitions
Fully separable Functions
f1: Shifted Elliptic Function
f1(z) =
DX
i=1
106
i−1
D−1 z2i (E.1)
• z = Tosz(x− xopt)
• x ∈ [−100, 100]D
• Global optimum: f1(x
opt) = 0
Properties:
• Unimodal;
• Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 106).
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f2: Shifted Rastrigin’s Function
f2(z) =
DX
i=1

z2i − 10 cos(2πzi) + 10

(E.2)
• z = Λ10T 0.2asy(Tosz(x− xopt))
• x ∈ [−5, 5]D
• Global optimum: f2(x
opt) = 0
Properties:
• Multimodal;
• Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
f3: Shifted Ackley’s Function
f3(z) = −20 exp

−0.2
vuut 1
D
DX
i=1
z2i

− exp
 
1
D
DX
i=1
cos(2πzi)
!
+ 20 + e (E.3)
• z = Λ10T 0.2asy(Tosz(x− xopt))
• x ∈ [−32, 32]D
• Global optimum: f3(x
opt) = 0
Properties:
• Multimodal;
• Separable;
• Shifted;
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• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
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Partially Additive Separable Functions I
f4: 7-nonseparable, 1-separable Shifted and Rotated Elliptic Function
f4(z) =
|S|−1X
i=1
wifelliptic(zi) + felliptic(z|S|) (E.4)
• S = {50, 25, 25, 100, 50, 25, 25, 700}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Tosz(Riyi), i ∈ {1, . . . , |S|− 1}
• z|S| = Tosz(y|S|)
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−100, 100]D
• Global optimum: f4(x
opt) = 0
Properties:
• Unimodal;
• Partially Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 106).
f5: 7-nonseparable, 1-separable Shifted and Rotated Rastrigin’s Function
f5(z) =
|S|−1X
i=1
wifrastrigin(zi) + frastrigin(z|S|) (E.5)
• S = {50, 25, 25, 100, 50, 25, 25, 700}
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• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Λ10T 0.2asy(Tosz(Riyi)), i ∈ {1, . . . , |S|− 1}
• z|S| = Λ10T 0.2asy(Tosz(y|S|))
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−5, 5]D
• Global optimum: f5(x
opt) = 0
Properties:
• Multimodal;
• Partially Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
f6: 7-nonseparable, 1-separable Shifted and Rotated Ackley’s Function
f6(z) =
|S|−1X
i=1
wifackley(zi) + fackley(z|S|) (E.6)
• S = {50, 25, 25, 100, 50, 25, 25, 700}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Λ10T 0.2asy(Tosz(Riyi)), i ∈ {1, . . . , |S|− 1}
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• z|S| = Λ10T 0.2asy(Tosz(y|S|))
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−32, 32]D
• Global optimum: f6(x
opt) = 0
Properties:
• Multimodal;
• Partially Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
f7: 7-nonseparable, 1-separable Shifted Schwefel’s Function
f7(z) =
|S|−1X
i=1
wifschwefel(zi) + fsphere(z|S|) (E.7)
• S = {50, 25, 25, 100, 50, 25, 25, 700}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = T
0.2
asy(Tosz(Riyi)), i ∈ {1, . . . , |S|− 1}
• z|S| = T
0.2
asy(Tosz(y|S|))
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−100, 100]D
• Global optimum: f3(x
opt) = 0
205 (July 5, 2016)
APPENDIX E. PROPOSED FUNCTIONS BASED ON GUIDELINES IN CHAPTER 6
Properties:
• Multimodal;
• Partially Separable;
• Shifted;
• Smooth local irregularities;
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Partially Additive Separable Functions II
f8: 20-nonseparable Shifted and Rotated Elliptic Function
f8(z) =
|S|X
i=1
wifelliptic(zi) (E.8)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Tosz(Riyi), i ∈ {1, . . . , |S|}
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−100, 100]D
• Global optimum: f8(x
opt) = 0
Properties:
• Unimodal;
• Partially Separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 106).
f9: 20-nonseparable Shifted and Rotated Rastrigin’s Function
f9(z) =
|S|X
i=1
wifrastrigin(zi) (E.9)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• D =
P|S|
i=1 Si = 1000
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• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Λ10T 0.2asy(Tosz(Riyi)), i ∈ {1, . . . , |S|}
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−5, 5]D
• Global optimum: f9(x
opt) = 0
Properties:
• Multimodal;
• Partially separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
f10: 20-nonseparable Shifted and Rotated Ackley’s Function
f10(z) =
|S|X
i=1
wifackley(zi) (E.10)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = Λ10T 0.2asy(Tosz(Riyi)), i ∈ {1, . . . , |S|}
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−32, 32]D
• Global optimum: f10(x
opt) = 0
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Properties:
• Multimodal;
• Partially separable;
• Shifted;
• Smooth local irregularities;
• Ill-conditioned (condition number ≈ 10).
f11: 20-nonseparable Shifted Schwefel’s Function
f11(z) =
|S|X
i=1
wifschwefel(zi) (E.11)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• D =
P|S|
i=1 Si = 1000
• y = x− xopt
• yi = y(P[Ci−1+1] : P[Ci]), i ∈ {1, . . . , |S|}
• zi = T
0.2
asy(Tosz(Riyi)), i ∈ {1, . . . , |S|}
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−100, 100]D
• Global optimum: f11(x
opt) = 0
Properties:
• Unimodal;
• Partially separable;
• Shifted;
• Smooth local irregularities;
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Overlapping Functions
f12: Shifted Rosenbrock’s Function
f12(z) =
D−1X
i=1

100(z2i − zi+1)2 + (zi − 1)2

(E.12)
• D = 1000
• x ∈ [−100, 100]D
• Global optimum: f12(x
opt + 1) = 0
Properties:
• Multimodal;
• Separable;
• Shifted;
• Smooth local irregularities;
f13: Shifted Schwefel’s Function with Conforming Overlapping Subcomponents
f13(z) =
|S|X
i=1
wifschwefel(zi) (E.13)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• Ci =
Pi
j=1 Si, C0 = 0
• D =
P|S|
i=1 Si −m(|S|− 1) = 905
• y = x− xopt
• yi = y(P[Ci−1−(i−1)m+1] : P[Ci−(i−1)m]), i ∈ {1, . . . , |S|}
• zi = T
0.2
asy(Tosz(Riyi)), i ∈ {1, . . . , |S|}
• m = 5: overlap size
• Ri: a |Si| × |Si| rotation matrix
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• x ∈ [−100, 100]D
• Global optimum: f13(x
opt) = 0
Properties:
• Unimodal;
• Nonseparable;
• Overlapping;
• Shifted;
• Smooth local irregularities;
f14: Shifted Schwefel’s Function with Conflicting Overlapping Subcomponents
f14(z) =
|S|X
i=1
wifschwefel(zi) (E.14)
• S = {50, 50, 25, 25, 100, 100, 25, 25, 50, 25, 100, 25, 100, 50, 25, 25, 25, 100, 50, 25}
• D =
P|S|
i=1 Si − (m(|S|− 1)) = 905
• yi = x(P[Ci−1−(i−1)m+1] : P[Ci−(i−1)m])− x
opt
i
• xopti : shift vector of size |Si| for the ith subcomponent
• zi = T
0.2
asy(Tosz(Riyi))
• m = 5: overlap size
• Ri: a |Si| × |Si| rotation matrix
• x ∈ [−100, 100]D
• Global optimum: f14(x
opt) = 0
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Properties:
• Unimodal;
• Nonseparable;
• Conflicting subcomponents;
• Shifted;
• Smooth local irregularities;
Fully Nonseparable Functions
f15: Shifted Schwefel’s Function
f15(z) =
DX
i=1


iX
j=1
xi


2
(E.15)
• D = 1000
• z = T 0.2asy(Tosz(x− xopt))
• x ∈ [−100, 100]D
• Global optimum: f15(x
opt) = 0
Properties:
• Unimodal;
• Fully nonseparable;
• Shifted;
• Smooth local irregularities;
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