Fuzzy circular interval graphs are a generalization of proper circular arc graphs and have been recently introduced by Chudnovsky and Seymour as a fundamental subclass of claw-free graphs. In this paper, we provide a polynomial-time algorithm for recognizing such graphs, and more importantly for building a suitable representation.
Introduction
A graph is claw-free if no vertex has three pairwise non-adjacent neighbors. Claw-free graphs have been receiving much of attention in the last years, especially after Chudnovsky and Seymour (see e.g. [2] and [3] ) prove several structural results for those graphs. They show in particular that a claw-free graph is either a fuzzy circular interval graph [2] (FCIG for short, see Def. 2.2) or the "composition" of some base-graphs; moreover, as they point out [3] , "[fuzzy circular interval graphs] are claw-free, and these together with line graphs turn out to be the two "principal" basic classes of claw-free graphs." In fact, FCIGs also play a crucial role in a linear description of the stable set polytope of quasi-line graphs, a relevant sub-class of claw-free graphs [7] . (FCIGs are also called graphs that are thickening of circular interval trigraphs, see [3] .)
In this paper we shed some light onto the class of FCIGs. We describe an algorithm for recognizing FCIGs, and building a suitable representation. While a recognition algorithm could be possibly derived from a characterization of FCIGs in terms of excluded subgraphs [4] , no algorithm for constructing a representation was available before.
Our idea builds upon the fact that a FCIG without proper and homogeneous pairs of cliques is indeed a circular interval graph (definitions come later) and that circular interval graphs (which are also called proper circular arc graphs) admit poly-time algorithms for solving the recognition problem [1, 6, 11] . We therefore introduce an operation of reduction of proper and homogeneous pairs of cliques, which preserves the fuzzy circular interval structure. In particular, by applying this operation a polynomial number of times to a graph G, we end up with a graph G ′ without proper and homogeneous pairs of cliques. Moreover G ′ is circular interval if and only if G was a FCIG. All together, we derive a polynomial-time algorithm to recognize whether a graph is a FCIG, and, in case, build a suitable representation. In fact, building upon a few facts from the literature, this algorithm can be implemented as to run in O(n 2 m)-time.
The paper is organized as follows. In Section 2, we introduce the classes of circular interval graphs, fuzzy circular interval graphs and recall the definitions of proper and homogeneous pairs of cliques. Then in Section 3 we define almost proper pairs of cliques and show some properties of pairs of cliques that are almost proper and homogeneous in a FCIG. In Section 4 we define a reduction operation for homogeneous pairs of cliques, and we prove that this reduction preserves the property of a graph to be a FCIG when the pair of cliques is proper. Finally, in Section 5, we show how to find and reduce pairs of cliques that are proper and homogeneous, and we provide the recognition and representation algorithm for fuzzy circular interval graphs.
We close the introduction with a definition. A graph G = (V, E) will always be simple and undirected. We denote by n the number of vertices and by m the number of edges. For a set X ⊆ V , we denote by G[X ] the subgraph induced by X . For a vertex v, we denote by N(v) the neighborhood of v, i.e. the set of vertices that are adjacent to v. Definition 1.1. Let Q be a clique of G = (V, E) and let v ∈ V \ Q:
, and Γ(Q) is the set of vertices that are complete to Q.
• v is anti-complete to Q if Q ∩ N(v) = / 0, and Γ(Q) is the set of vertices that are anti-complete to Q.
• v is proper to Q if v is neither complete nor anti-complete to Q, and P(Q) is the set of vertices that are proper to Q. Circular interval graphs (see Figure 1 ) are also called proper circular arc graphs, i.e. they are equivalent to the intersection graphs of arcs of a circle with no containment between arcs [2] . Therefore, we may associate with a circular interval graph both an interval representation and an arc representation.
Fuzzy circular interval graphs
Given a graph G with n vertices and m edges, there are many polynomial time algorithms that recognize whether G is a proper circular arc graph (and therefore a circular inte rval one) and, in case, build the arc representation (see e.g. [1, 6, 11] ). In this paper, we mainly refer to the linear (i.e. O(n + m)) time algorithm in [6] , since it can be trivially adapted to build, still in linear time, the interval representation for G, if any (see Proposition 2.6 in [6] ); note also that this representation uses n intervals. In other words, in a FCIG, adjacencies are completely described by the pair (Φ, I ), except for vertices u and v such that one of the intervals with endpoints Φ(u) and Φ(v) belongs to I . For these vertices adjacency is fuzzy (see Figure 1) i.e. the adjacencies can be arbitrarily chosen. In the following, when referring to a FCIG, we often consider a representation (Φ, I ) and detail the fuzzy adjacencies only when needed. Sometimes, we abuse notation and let G = (V, Φ, I ) be a FCIG with vertex set V and representation (Φ, I ) and again detail the fuzzy adjacencies only when needed. Note that, by definition, each interval of a representation (Φ, I ) of a FCIG has non-empty interior. It is also easy to see that, if we are given for some FCIG G a representation (Φ, I ) such that |I | > n, then there is some interval I ∈ I such that (Φ, I \ I) is still a representation for G. Also, as we discussed above, with a trivial modification, the algorithm in [6] returns a representation for a CIG with n intervals. Since our main result, an algorithm for recognizing and building a representation for FCIGs, builds upon this latter algorithm, in this paper we assume the following: Assumption 2.3. When we deal with a FCIG G for which a representation (Φ, I ) is given, we always assume that |I | ≤ n.
Given a circle C , let a and b be two points of C . We denote by [a, b] the interval of C that we span if we move clockwise from a to b. , b) ) the set {v ∈ V : Φ(v) ∈ (a, b)}, and so on. Sometimes, we abuse notation and we say a
is an interval of I such that Φ −1 (p) and Φ −1 (q) are both non-empty, then we call 
Definition 2.5. Given a graph G, a proper pair of cliques of G is a pair of non-empty vertex disjoint cliques
Proper and homogeneous pairs of cliques (see Fig. 2 (left)) are called non-trivial homogeneous pairs of cliques in [10] . The following lemmas, whose simple proofs we skip, link proper and homogeneous pairs of cliques to fuzzy circular interval graphs (the proofs are constructive and rely on the following fact: given a fuzzy pair ( 
Almost proper and homogeneous pairs of cliques in FCIG
We start with a slight generalization of the concept of proper pair of cliques.
Definition 3.1. Given a graph G, an almost-proper pair of cliques of G is a pair of non-empty vertex disjoint cliques
(K 1 , K 2 ) with the property that every vertex in K 1 (resp. K 2 ) is not complete to K 2 (resp. K 1 ) and there exists u ∈ K 1 , v ∈ K 2 such that uv ∈ E.
Definition 3.2. Let G = (V, Φ, I ) be a fuzzy circular interval graph and (K 1 , K 2 ) be an almost-proper and homogeneous pair of cliques. We say that (Φ, I ) is tight with respect to
In this section we show the following fundamental fact (Theorem 3.14): if we are given a representation (Φ, I ) for some FCIG G, together with an almost-proper and homogeneous pair (K 1 , K 2 ) of cliques of G, then in time O(n 2 ) we may build another representation (Φ ′ , I ′ ), where all the vertices of K 1 (resp. K 2 ) "sit" on a same point of C . The proof of Theorem 3.14 builds upon a technical lemma (Lemma 3.8) showing how to build in O(n 2 )-time for a FCIG G = (V, Φ, I ) a representation (Φ ′ , I ′ ) that is tight with respect to some given pair of almost-proper and homogeneous cliques.
In its turn, the proof of Lemma 3.8 is easier, if we first discuss one special case that arises when G has small stability number. This motivates the following definition: Definition 3.3. Let G = (V, E) be a graph and (K 1 , K 2 ) a homogeneous pair of cliques. Let S 3 be the set of vertices that are complete to both K 1 and K 2 , S 1 (resp. S 2 ) the set of vertices complete to K 1 (resp. K 2 ) and anti-complete to K 2 (resp. K 1 ). We say that ( 
Proof. Note that, since (K 1 , K 2 ) is a homogeneous pair, S 1 , S 2 and S 3 can be built in time O(n). In order to check that (K 1 , K 2 ) is a fuzzy dominating pair we then need to check that
that S 1 and S 3 are cliques and that S 1 , S 2 are complete to S 3 . Trivially, that can be done in time O(n 2 ). Now suppose that (K 1 , K 2 ) is a fuzzy dominating pair. Every vertex in K 1 ∪ K 2 is complete to S 3 ; therefore S 3 can be partitioned into two cliques S 4 and S 5 (every fuzzy circular interval graph is quasiline i.e. the neighborhood of any vertex can be partitioned into two cliques), that can be found in time O(n 2 ). Now the sets Before going to the proof of Lemma 3.8, we need a few more definitions and a lemma. 
, and without loss of generality assume that
, a] I 2 , it follows that u and v are adjacent, which is enough. 
Proof. We assume that (K 1 , K 2 ) is not a fuzzy dominating pair, else we are done by Lemma 3.4. We can recognize whether (Φ, I ) is tight with respect to (K 1 , K 2 ) in time O(n 2 ) (recall that we are assuming that |I | ≤ n). In the following, we therefore assume that (Φ, I ) is not tight with respect to (K 1 , K 2 ). We also assume that, for every fuzzy interval in I , every vertex mapped at one of the extremities has an adjacent and a non-adjacent vertex mapped at the other extremity (see Lemma 2.6, the transformation obviously preserves (Φ, I ) not tight with respect to (K 1 , K 2 ) ).
We first show that there exist intervals I 1 , I 2 ∈ I such that I 1 covers K 1 or I 2 covers K 2 . In fact, from Lemma 3.7, if no interval of I covers K 1 , then no vertex of V \ K 1 is anti-complete to K 1 ; thus, by
We can thus assume without loss of generality that there exists an interval I 1 ∈ I covering K 1 . We also 
, and this contradicts the assumption that (Φ, I ) is not tight with respect to (K 1 , K 2 ).
Claim 3.11. If there exist intervals I
1 , I 2 , I 3 , I 4 of I : I 1 ⊇ [a 1 , b 1 ]; I 2 ⊇ [a 2 , b 2 ]; I 3 [b 1 , a 2 ]; I 4 [b 2 , a 1 ], then (K 1 , K 2 )
is a fuzzy dominating pair.
We now show that then (K 1 , K 2 ) would be a fuzzy dominating pair, with
is adjacent to some vertex in Φ −1 (a 1 ) ∩ K 1 and to some vertex in Φ −1 (b 2 ) ∩ K 2 , and therefore, by homogeneity, is complete to
, and therefore in S 1 ∪ S 2 . Moreover, the vertices v : Φ(v) ∈ (a 1 , b 1 ) are complete to each other (because they are in the interior of the interval I 1 ) and similarly the vertices v : Φ(v) ∈ (a 2 , b 2 ) are complete to each other: therefore, S 1 and S 2 are cliques. In order to show that (K 1 , K 2 ) is a fuzzy dominating pair, we are then left with proving that S 1 is complete to S 3 and S 2 is complete to S 3 . Note that any vertex v / ∈ K 1 ∪ K 2 with Φ(v) ∈ [b 2 , a 1 ] is complete to Φ −1 (a 1 ), because of I 4 , and therefore, by homogeneity, it is adjacent to every vertex in 
Claim 3.12. For all I 1 ∈ I such that I ′
and, similarly, for all I
Let us prove the first case. Suppose by contradiction that there exists an interval I 1 ∈ I : is not tight with respect to (K 1 , K 2 ). First suppose that z is adjacent to some vertex in 
, again by our assumptions. Summarizing, the following intervals belong to I :
shows that this is a contradiction. For the same reason, it follows that each vertex in
] is a fuzzy interval. Now, because of our assumptions, there is no vertex v ∈ K 2 such that Φ(v) = Φ(z). Therefore, each vertex v ∈ K 1 such that Φ(v) = b 1 is anti-complete to Φ −1 (Φ(z)), a contradiction with the fact that each vertex at the extremity of a fuzzy interval is adjacent to some vertex at the other extremity.
We are almost ready to build for G our alternative representation (Φ ′ , I ′ ) that is tight with respect
is an almost-proper pair of cliques, there exists an edge uv ∈ E with u ∈ K 1 , v ∈ K 2 . Now, since u and v are adjacent, there is an interval J * ∈ I covering u and v. We can assume without loss of generality that 
We then define
We show in the following that the pair (Φ ′ , I ′ ) defines the same adjacencies as the pair (Φ, I ) and therefore that (Φ ′ , I ′ ) is a representation of G (note that no point of C is the end of more than one interval of I ′ and no interval of I ′ include another: this follows by construction and because (Φ, I ) holds this property). Moreover (Φ ′ , I ′ ) is tight with respect to (K 1 , K 2 ) by construction and, as it is easy to check, it can be built in time O(n). 
) because else we contradict our assumption that (Φ, I ) is not tight with respect to (K 1 , K 2 ). But now this contradicts our assumption that for every fuzzy interval in I , every vertex mapped at one of the extremities has an adjacent and a non-adjacent vertex mapped at the other extremity. a 2 ) . Now, because of interval J * , v is adjacent to K 1 and thus complete by homogeneity. Therefore there is an interval containing a 1 , Φ(v) and this has to cover [a 1 , b 1 ] because otherwise this would contradict Claim 3.10. But this is a contradiction.
We now show that the pair (Φ ′ , I ′ ) defines the same adjacencies as the pair (Φ, I ). We split the analysis of adjacencies into 3 cases:
, and first suppose it is complete to K 1 . As a a consequence of Claim 3.13, there exists an intervalĨ ∈ I containing Φ(v), a 1 and b 1 , and, since this interval is not in J , it also belongs to I ′ . Note that l ∈Ĩ, and therefore Φ ′ (v) and Φ ′ (K 1 ) belong toĨ ∈ I ′ , meaning that we can preserve v complete to K 1 . Now suppose that v is anti-complete to K 1 . Note that Φ(v) ∈ (r, a 1 ), therefore, if v is no more anti-complete to K 1 , it is because l and Φ(v) belong to some intervalĨ ∈ I . It follows that either [l, Φ(v)] ⊆Ĩ, but this contradicts the definition of r, or [Φ(v), l] ⊆Ĩ, but then v is not anti-complete to K 1 , as a 1 is in the interior ofĨ. The same holds for adjacencies between vertices of V \ (K 1 ∪ K 2 ) and K 2 . Thus adjacencies between vertices of V \ (K 1 ∪ K 2 ) and K 1 ∪ K 2 are preserved.
(ii) Adjacencies between two vertices u, 
Proof. We know from Lemma 3.8 that in time O(n 2 ) we may build for G a representation (Φ ′ , I ′ ) that is tight with respect to (K 1 , K 2 ), i.e. is such that, for some u
belongs to I . We now show that we can build in O(n)-time from Φ ′ another mapping Φ ′′ such that (Φ ′′ , I ′ ) gives another representation for G and satisfies the properties in the statement.
Namely, define Φ ′′ as follows: for every vertex
In order to prove that (Φ ′′ , I ′ ) is a representation for G, it is enough to show that (Φ ′′ , I ′ ) and (Φ ′ , I ′ ) define the same adjacencies. In particular, it suffices to show that the neighborhood of every vertex x such that Φ ′′ (x) = Φ ′ (x) remains the same: observe that such a vertex must belong to K 1 ∪ K 2 . Without loss of generality choose x ∈ K 1 . Now consider y ∈ V \ x. If Φ ′′ (y) = Φ ′ (v), then the adjacency between x and y is fuzzy in the new representation and of course we can preserve it. If Φ ′′ (y) = Φ ′ (u), then according to the new representation, y is adjacent to x. We now show this to be correct. First, y ∈ K 2 , since Φ ′′ (y) = Φ ′ (v). If y ∈ K 1 , then adjacency between y and x follows from K 1 being a clique. If y ∈ K 1 ∪ K 2 , then Φ ′ (y) = Φ ′′ (y) = Φ ′ (u) and so uy ∈ E: adjacency between x and y follows then from homogeneity. Analogously, if Φ ′′ (y) ∈ {Φ ′ (v), Φ ′ (u)}, then in particular y ∈ K 1 ∪ K 2 and thus the adjacency between x and y is the same as the adjacency between u and y (by homogeneity), which is preserved. Finally, Φ ′′ can be built in time O(n) from Φ ′ .
A characterization for fuzzy circular interval graphs
In this section, we give a characterization for FCIGs. We start by giving the definition of an operation of reduction of a graph G with respect to a homogenous pair of cliques (see Figure 2 ): Figure 2 : A proper and homogeneous pair of cliques (K 1 , K 2 ) (on the left) and the reduction of the graph with respect to the pair (K 1 , K 2 ) (on the right).
homogenous pair of cliques of G. The reduction of G with respect to
In Figure 2 , the reduction of a (proper and) homogeneous pair of cliques is depicted. We skip the proof of the following simple lemma:
We are now ready to prove our main result, which shows that the reduction of proper and homogeneous pairs of cliques preserves the property of a graph to be fuzzy circular interval. 
Recognizing fuzzy circular interval graphs
In order to provide our recognition algorithm for FCIGs, we need a result from the literature. It is a natural algorithm for finding a proper and homogenous pair of cliques, that appears in King and Reed [10] and in Pietropaoli [13] . A vertex v of a graph G(V, E) is universal to u ∈ V if v is adjacent to u and to every vertex in N(u) \ {v}. K ′ := {u, v}; K := P({u, v}). 3: while K is a clique and P(K) = K ′ do 4:
Algorithm 1 Finding proper and homogeneous pairs of cliques
end while 6: if K is not a clique then there is no proper and homogeneous pair of cliques (
else P(K) = K ′ and {K, K ′ } is a proper and homogeneous pair of cliques: stop 8: end for
We are now ready to state our recognition algorithm (Algorithm 2) for connected graphs (we shall take care of non-connected graphs later).
Algorithm 2 The recognition algorithm
Require: A connected graph G. Ensure: Say whether G is fuzzy circular interval and, in case, find a representation. 
4: end while 5: q := i. 6 : if G q is not a circular interval graph then 7: G is not a fuzzy circular interval graph: stop. 8: else 9: Compute a (fuzzy) interval representation for G q . 10: for h = q down to 1 do 11: extend the representation for G h into a representation for G h−1 using Th. 4.3. Proof. The algorithm defines a sequence of graphs G 0 , . . . , G q , for some q ≤ m: in fact, each proper and homogeneous pair of cliques contains C 4 (see Lemma 2.8) , that has 4 edges, as an induced subgraph, while the gadget we use in our reduction operation has 3 edges. It also claims that G = G 0 is a FCIG if and only if G q is a circular interval graph. That is correct. In fact, on the one hand, Theorem 4.3 ensures that each graph in the sequence is a connected graph, that is a FCIG if and only if G is so. On the other hand, since G q is a graph without proper and homogeneous pairs of cliques, from Lemma 2.7 it is a FCIG if and only if it is a circular interval graph.
Moreover, if G is a FCIG, then the algorithm returns a representation for it. In fact, in this case, G q is a circular interval graph and the algorithm computes a (fuzzy) interval representation for it; this representation can be then extended onto representations for G q−1 , . . . , G 0 following Theorem 4.3.
Complexity issues.
We now analyze the complexity of Algorithm 2. As it is shown in [10] , it is possible to implement Algorithm 1 as to run in O(n 2 m)-time; therefore, for each i = 0, . . . , q − 1, a proper and homogeneous pair of cliques of G i can be found in O(n 2 m)-time. As we discussed in Section 2 we can recognize if a graph with n 1 vertices and m 1 edges is circular interval, and in case build an interval representation, in O(n 1 + m 1 )-time, with a trivial modification of the algorithm in [6] ; therefore we can recognize in O(n + m)-time whether G q is a circular interval graph (in fact, as we already discussed m 1 < m, moreover, n 1 ≤ n). Each graph G i can be built from the graph G i−1 in linear time and each representation for G i−1 can be extended into a representation for G i in time O(n 2 ) (because of Theorem 4.3 and since |V (G i )| ≤ n). Since the number of iterations is bounded by m, it easily follows that Algorithm 2 can be indeed implemented as to run in O(n 2 m 2 )-time.
Even better, building upon some arguments from [8] , it is possible to show that this complexity can be lowered to O(n 2 m). The crucial fact is the following. Say that two adjacent vertices u and v of G form a candidate pair if they are not universal to each other; thus, the candidate pairs of G are at most the number of its edges. Note that Algorithm 1 receives a candidate pair in input. In [8] it is shown that, when passing from G to G| (K 1 ,K 2 ) , at least one candidate pair is destroyed, and no new candidate pair is created. It follows that, throughout all the iterations of Algorithm 2, each candidate pair is scanned at most once. With some care, this observation leads to an implementation of Algorithm 2 running in O(n 2 m)-time. More details can be found in [8] .
We summarize the previous discussion into the following:
Lemma 5.2. It is possible to implement Algorithm 2 as to run in O(n 2 m)-time.
We close the paper by discussing what to do when G is not connected. In this case, we have the following simple lemma, whose proof we omit. Therefore, the problem of recognizing non-connected FCIGs reduces to the problem of recognizing (connected) fuzzy linear interval graphs. Also the latter problem can be solved by our reduction techniques; we have in fact the following:
