Mobility training programs for helping the blind navigate through unknown places with a WhiteCane significantly improve their mobility. However, what is the effect of new assistive technologies, offering more information to the blind user, on the underlying premises of these programs such as navigation patterns?
Introduction
How does the lack of vision affect the route one takes when crossing an environment? How does this route change when different assistive tools are used offering additional information?
The challenges involved in independent mobility in unfamiliar environments pose some of the greatest barriers the blind and visually impaired have to face (Douglas et al., 2006; Jacobson, 1993; Quiñones et al., 2011) , often causing them to be injured Kurniawan, 2010, 2011) or lost (White et al., 2008) even when using traditional aids such as the White-Cane. Thus, there is a need for aiding them in these tasks, both by developing new devices and by designing new techniques and strategies for navigation.
Unlike visual navigation, in which the sighted can perceive the entire environment, or at least a large part of it, navigating without vision limits the blind or visually impaired person to using knowledge in the immediate surroundings within their tactile reach. When using a White-Cane the user's reach is extended, but is still limited to the area immediately around them (∼1.2 m). Orientation and mobility plans have been designed and heavily researched to help the blind navigate using this limited information, and have been shown to significantly improve the users mobility skills (Kim et al., 2009; Lahav and Mioduser, 2008) .
One of the main tools for researching these movement patterns in the past years has been the use of virtual environments (Lahav et al., 2012) . While there are many differences between navigating virtually and in the real world, virtual environments offer us access to the general characteristics of navigation, more control over parameters such as the available sensory stimuli and more varied and complex environments than are typically available for controlled experiments in the real world. Additionally, as it is well established that spatial information can be transferred, albeit with some limitations (Richardson et al., 1999) , between virtual and real-world environments both for the general population (Foreman et al., 2000; Witmer et al., 1996) and for the blind (Lahav and Mioduser, 2004; Merabet et al., 2012) , these same environments also hold great potential as a rehabilitation tool in and of themselves.
The research into mobility skills without a device and with the traditional White-Cane has proven beneficial, but how are the results of this research affected by an increase in the device's range beyond ranges that are practical with a physical extension of the White-Cane? Would such an increase be ignored by the users, or would it make their path more similar to that of visual navigation? Finally, would the use of a device with an increased range require a different rehabilitation paradigm, and if so could this have been one of the factors limiting the adoption of such devices by the blind community?
To explore these questions we used here a virtual version of the EyeCane (Buchs et al., 2014) , an electronic travel aid for the blind recently developed in our lab as a simple Sensory Substitution Device (SSD). The EyeCane augments the traditional White-Cane with additional range (up to 5 m), and we have previously shown (Maidenbaum et al., in press ) that it can be used for tasks such as distance estimation, navigation and obstacle avoidance. We then created a virtual version of this device and showed that it can be used for virtual navigation (Maidenbaum et al., 2013) , as well as other tasks such as virtual shape recognition .
Here, we comparatively explore with groups of blindfolded sighted participants and a single congenitally blind participant, the differences in initial intuitive navigation in virtual environments when using the virtual-EyeCane electronic mobility aid, when using a virtual version of the traditional WhiteCane, when navigating without using a device at all and when navigating visually. This exploration takes place in a series of virtual environments including corridors, rooms and complex indoor environments.
Methods -Experimental Design

The Tasks
The experiment consisted of 14 different virtual environments (see Fig. 1C -F for images of each one), of which the first two were simple training corridors, four were splitting corridors (task 1, Corridors), five were rooms (task 2, Rooms) and three were complex levels (task 3, Complex). All participants performed these levels in the same order.
Task 1, Corridors
In the Corridor trials of task 1 (Fig. 1D ), participants were given a specific instruction on how to navigate towards the exit before starting each trial (for example: 'turn left at the third branch-off corridor') and they had to find the exit by following the instruction.
Task 2, Rooms
In the Room trials of task 2 (Fig. 1E) , participants had to find the exit from rooms and navigate out of them.
Task 3, Complex
In the Complex trials of task 3 (Fig. 1F ), participants were not given even a general description of the environment and were only told that they had to find the exit.
After completing each level, participants had to describe the level and route they had taken in it to demonstrate their spatial perception of it. We automatically measured three parameters for each experiment. Success was determined by successfully completing the level within the predefined time frame of 3.5 min for each of the levels of tasks 1 and 2 and 7 min for each task 3 level, Distance was measured by the length of the path the participants took in the virtual environments, and Collisions were measured by the number of collisions of the participant's avatar with the walls. It is important to note that we considered any contact the avatar had with the walls as a collision, as these contacts are obtrusive and form one of the main problems the blind report when navigating indoors in the real world (for example, running their hand along a desk and knocking over a cup of coffee or running their hand into a sharp object) and one of the main stated reasons for users avoiding use of the White-Cane (Pavey et al., 2009) .
The participants were divided into 4 groups, each using a different device. Group 1, VEC, used the virtual-EyeCane (Maidenbaum et al., , 2013 which transforms distance information into auditory cues for objects up to 5 m away, such that the closer the object the higher the rate of the cues. Group 2, WC, used a virtual representation of the traditional White-Cane. Group 3, NoDev, did not use any device and relied solely upon the sound of collisions of the avatar with the virtual walls. Group 4, Visual, performed the task visually.
The participants of groups 1-3 were blindfolded throughout the experiment.
Training
Participants completed two training levels (Fig. 1C , identical to those used in Maidenbaum et al., 2013) to familiarize them with the interface and with the device they would be using. Training time was under 7 min.
Participants
Twenty-eight blindfolded-sighted participants for all three tasks (16 male, aged 27.9 ± 6.7, 25 right-handed), divided into four groups of seven each. One additional congenitally blind participant performed the experiment using the virtual-EyeCane (EN, female, right-handed).
Experimental Setup
The Virtual Environments
The virtual environment in this experiment was created using Blender 2.49 and Python 2.6.2. The environment was calibrated so that every 'virtual meter' corresponds to one meter in the real world. Participants were seated comfortably in front of a computer (see Fig. 1A ). Navigation was accomplished using the arrow keys on a standard keyboard, and the auditory cues were delivered via standard headphones. On every contact with the environment users heard a pre-recorded collision sound. The virtual-EyeCane auditory cues were a series of sounds the frequency of which was determined by the distance of the point the device was pointed at, with anything over 5 m away being quiet. The virtual-White-Cane auditory cues consisted of the sound of collision whenever the device struck a wall. An additional 'end of sweep' cue signified the end of each sweep from left to right of the assistive device.
The Virtual-EyeCane
The virtual-EyeCane conveys distances up to 5 virtual meters to the user by a changing frequency of auditory cues, such that 5 m and up will be silent and the closer the object the device points at, the higher the rate of cues. The cues and distance transformation are completely identical to those of the EyeCane in the real world, where the EyeCane uses a narrow IR beam to detect the distance to the objet it is pointed at and converts it to auditory cues with the rate based directly on the distance (see Maidenbaum et al., in press , for more details about the physical device, and Maidenbaum et al., 2012 Maidenbaum et al., , 2013 for previous examples of its virtual use). By default, the device is held in the virtual users hand and pointed forward until the user actively decides to perform a sweep from left to right using the space-bar.
The Virtual-White-Cane
The virtual-White-Cane is a virtual object the same shape and size (length of 1.2 m) as the traditional White-Cane. Whenever a collision is detected between the cane object and a wall an auditory cue of a collision is sounded. By default, the device is held in the virtual users hand and pointed forward until the user actively decides to perform a sweep from left to right using the space-bar.
Keyboard Controls
The keyboard interface included the arrow keys of a standard keyboard such that the side arrows rotated participants (30°per click) and the up and down arrows moved users forward and back. The Space bar was used by the WhiteCane and EyeCane groups for initiating a left-to-right sweep with the device, whose default position when not in-sweep was directly ahead from the center of the body.
Statistics
Unless specified otherwise, the default notation format in the results is Mean ± Standard deviation , and the default statistical test is an unpaired unequal variance two-tailed t-test. All statistics are corrected for multiple comparisons.
Ethics
The experiment was approved by The Hebrew University's ethics committee, and all participants signed informed consent forms.
Results
Corridors Task
General. The VEC group performed better than the WC and NoDev groups on all three parameters, but this advantage was significant over both only for collisions and over the NoDev group for distance as well. There is a distinct difference in pattern between the four groups. The results for the visual group were the best for all parameters. Success. Group 1, VEC, succeeded in 64.2 ± 6.8% (mean ± SD) of the levels. Group 2, WC, succeeded in 57.1 ± 12% of the levels. Group 3, NoDev, succeeded in 53.5 ± 6% of the levels. Group 4, Visual, had a full success rate of 100% (see Fig. 2A ). The results for the VEC group were better than the results of the WC and NoDev groups, but not in a significant fashion.
Distance. Group 1, VEC, had an average path length of 17.9 ± 1.5 m. Group 2, WC, had an average path length of 25.6 ± 5.4 m. Group 3, NoDev, had an average path length of 36.5 ± 2.9 m. Group 4, Visual, had an average path length of 13.9 ± 0.1 m (see Fig. 2B ). The results for the VEC group were better than the results of the WC but not in a significant fashion (p = 0.23) and significantly better than those of the NoDev (p < 2.3e−4) group.
Collisions. Group 1, VEC, had an average of 2.5 ± 1 collisions. Group 2, WC, had an average of 22.6 ± 6.5 collisions. Group 3, NoDev, had an average of 65 ± 8.4 collisions. Group 4, Visual, had an average of 1 ± 0.3 collisions (see Fig. 2C ). The results for the VEC group were significantly better than the results of the WC (p < 1.7e−2) and NoDev (p < 1.9e−5) groups.
Time. Group 1, VEC, had an average of 375 ± 42 s. Group 2, WC, had an average of 346 ± 26 s. Group 3, NoDev, had an average of 318 ± 25 s. Group 4, Visual, had an average of 48 ± 3 s. The results for the NoDev, WC and VEC groups were not significantly different.
Common Strategies Observed in these Levels
Group 1, VEC, tended to walk in a straight line forward with frequent stops for scanning (see Fig. 3A ). This group spent a lot of their time scanning when locating a junction, but usually did not enter them until the correct one was reached. Most collisions were performed when attempting to turn into the final corridors. Participants of group 2, WC, tended to first head for one of the walls, and then walk very close to it, with frequent scans. As in Group 1 members of this group spent a lot of their time scanning next to the turnoff corridor to be sure where the turnoff started and ended, and usually did not enter these corridors. The participants in group 3, NoDev, tended to walk near the wall, frequently colliding with it to make sure it was there and locate doors in it. Participants in this group often accidently entered the turn off corridors, and tended to have a much weaker perception of their general surroundings. Participants of group 4 tended to walk in lines that were less straight than those of other groups, and typically proceeded directly to the final corridor and turned there without delays along the way.
Rooms Task
General. The VEC group performed significantly better than the WC and NoDev groups on all three parameters. There is a distinct difference in pattern between the four groups. The results for the visual group were the best for all parameters.
Success. Group 1, VEC, succeeded in 94.2 ± 3.4% of the levels. Group 2, WC, succeeded in 77.1 ± 4.8% of the levels. Group 3, NoDev, succeeded in 77.1 ± 7.4% of the levels. Group 4, Visual, had a full success rate of 100% (see Fig. 2A ). The results for the VEC group were significantly better than the results of the WC (p < 9.9e−3) and NoDev (p < 3.8e−2) groups.
Distance. Group 1, VEC, had an average path length of 9 ± 0.4 m. Group 2, WC, had an average path length of 15.8 ± 2.9 m. Group 3, NoDev, had an average path length of 32.3 ± 3.1 m. Group 4, Visual, had an average path length of 6.3 ± 0.1 m (see Fig. 2B ). The results for the VEC group were better than the results of the WC but only in a marginally significant fashion (p = 0.05) and significantly better than those of the NoDev (p < 1.7e−5) group.
Collisions. Group 1, VEC, had an average of 2.9 ± 0.5 collisions. Group 2, WC, had an average of 23.4 ± 7.3 collisions. Group 3, NoDev, had an average of 49.9 ± 4.1 collisions. Group 4, Visual, had an average of 0.8 ± 0.1 collisions (see Fig. 2C ). The results for the VEC group were significantly better than the results of the WC (p < 2.4e−2) and NoDev (p < 2.3e−7) groups.
Time. Group 1, VEC, had an average of 208 ± 16 s. Group 2, WC, had an average of 251 ± 24 s. Group 3, NoDev, had an average of 261 ± 45 s. Group 4, Visual, had an average of 38 ± 4 s. The results for the NoDev, WC and VEC groups were not significantly different.
Common Strategies Observed in these Levels
Group 1, VEC, tended to walk in a straight line forward with frequent stops for scanning, until locating a door, and then turning towards it (see Fig. 3B ). Participants of group 2, WC, tended to first head for one of the walls, and then walk very close to it, with frequent scans. The participants in group 3, NoDev, tended to walk near the wall, frequently colliding with it to make sure it was there and locate doors in it. Participants of group 4 tended to walk into the room and then head directly towards the exit. One of the main consequences of these differences are the amount of time spent in the center areas of the room vs. the areas near the walls as can be seen clearly in the Heat Maps in Fig. 3B. 
Complex Environment Task
Success. Group 1, VEC, succeeded in 61.9 ± 10.4% of the levels. Group 2, WC, succeeded in 14.2 ± 6.2% of the levels. Group 3, NoDev, succeeded in 23.8 ± 7.4% of the levels. Group 4, Visual, had a full success rate of 100% (see Fig. 2A ). The results for the VEC group were significantly better than the results of the WC (p < 1.7e−3) and NoDev (p < 1.2e−2) groups.
Distance. Group 1, VEC, had an average path length of 26.4 ± 2.6 m. Group 2, WC, had an average path length of 46.4 ± 4.8 m. Group 3, NoDev, had an average path length of 83.6 ± 5.5 m. Group 4, Visual, had an average path length of 18.3 ± 1.7 m (see Fig. 2B ). The results for the VEC group were significantly better than the results of the WC (p < 5.6e−3) and NoDev (p < 1.8e−6) groups.
Collisions. Group 1, VEC, had an average of 16.9 ± 4.2 collisions. Group 2, WC, had an average of 71.3 ± 14.5 collisions. Group 3, NoDev, had an average of 151.1 ± 10.9 collisions. Group 4, Visual, had an average of 5.8 ± 1.2 collisions (see Fig. 2C ). The results for the VEC group were significantly better than the results of the WC (p < 6.1e−3) and NoDev (p < 1.8e−7) groups.
Time. Group 1, VEC, had an average of 390 ± 93 s. Group 2, WC, had an average of 409 ± 30 s. Group 3, NoDev, had an average of 364 ± 30 s. Group 4, Visual, had an average of 67 ± 9 s. The results for the NoDev, WC and VEC groups were not significantly different.
Common Strategies Observed in these Levels
Group 1, VEC, tended to make wide scans and re-align themselves towards quieter areas, especially when these areas were flanked by walls indicating a doorway/corridor (see Fig. 3C) . In large open spaces this often caused participants of these groups to head towards distant corners. Participants of group 2, WC, tended to first head for one of the walls, and then walk very close to them, with frequent scans. Participants in this group failed to locate the exit on most of their attempts. The participants in group 3, NoDev, tended to walk near the wall, frequently colliding with it which they reported as being done to make sure it was there and locate doors in it. As in group 2, most attempts at navigating these levels by members of group 3 ended in failure. Participants of group 4 tended to walk into the room and then head directly towards the exit. The bottom half shows a heat-map of the paths taken by all participants in this same level. Some special points of interest to note by category: in (A) note that the visual and VEC groups did not enter the wrong branch-offs, while the NoDev and White-Cane groups did. Also note the greater scattering of the locations of the NoDev and White-Cane groups. In (B) note that the NoDev and White-Cane groups spent time near the walls (White-Cane mainly there, NoDev also in the rooms center but to a lesser extent than by the walls) while the other two groups headed for the center and then towards to door. In (C) note the extra time spent by the NoDev and White-Cane groups in the earlier parts of the path; many participants did not reach the end while the other two groups completed the circle more evenly until it is end. This figure is published in colour in the online version. 
Classification and Clustering
Given the differences among the navigation patterns across the groups, we explored whether the four groups were different enough to be classified by automated algorithms. First we used a supervised learning algorithm, multi-class support vector machine (SVM) with 100-fold cross-validation, and averaged the results (see Table 1 ). This classification achieved an average success rate of 81.5% for corridors, 69% for rooms and 80.5% for the complex levels (see confusion matrices in Table 1 ). Interestingly, the visual group, VEC and the NoDev achieved high classification rates (>85%), while the White-Cane group was spread between VEC, WC and NoDev. Additionally, in all of the cases where trials from other groups were mistakenly classified as visual the misclassified trial was from the VEC group.
We then used an un-supervised clustering algorithm, k-means (see Table 2 ). This algorithm divides the data into four groups, which we compared to the original tags. k-Means achieved an average success rate of 71.4% for corridors, 75.0% for rooms and 67.8% for the complex levels (see confusion matrices in Table 2 ). Interestingly, the visual group was clustered perfectly, NoDev was classified well with several mistakes toward WC and VEC, WC was spread widely between correct classification and NoDev and VEC, and VEC was classified well with several mistakes towards WC and Visual. Additionally, in 79% of the cases where trials from other groups were mistakenly classified as visual the misclassified trial was from the VEC group.
The Blind Participant
The results of the single blind participant (EN) using the virtual-EyeCane surpassed that of the VEC group. EN's Success level was higher in the corridors (100% vs. 64.2 ± 6.8%) and rooms (100% vs. 94.2 ± 3.4%) and above average for the complex levels (66% vs. 61 ± 10.9%). EN's average path length was similar to the VEC group and slightly better for the corridors (14.7 vs. 17.9 ± 1.5) and rooms (7.4 vs. 9 ± 0.4) but longer for the complex levels (47.4 vs. 26.4 ± 2.6). EN's number of collisions was also similar and slightly worse to that of the VEC group for the corridors (7.25 vs. 2.5 ± 1) and rooms (3.4 vs. 2.9 ± 0.5) and for the complex levels (25 vs. 16.9 ± 4.2).
Discussion
General
The results show that users of the virtual-EyeCane were indeed able to use the device to navigate through a variety of virtual environments, strengthening the results shown previously in (Maidenbaum et al., 2013) where this device was introduced using much simpler environments.
The results show that there is indeed a difference in navigation patterns between users of the virtual-EyeCane and users of the virtual-White-Cane. Users of the virtual-EyeCane complete more levels successfully, taking a shorter path and with fewer collisions than users of the virtual-White-Cane or of no device. Additionally, the common observed strategies developed intuitively by members of these groups were markedly different between users of different devices (Fig. 3) , and these parameters included sufficient information for both significant supervised classification and significant unsupervised clustering (Tables 1, 2 ). For example, users of the virtual-EyeCane in the virtual room levels spent most of their time in the center regions of the room while White-Cane users spent them near the walls. Unsurprisingly, the sighted control group completed all levels with a full success rate, and with significantly better scores on all parameters than the other groups. When comparing the full paths participants commonly took through the environment, the routes of participants using the virtual-EyeCane were similar to those of the sighted group, while those of the White-Cane users are similar to those of the group not using an assistive device (see Fig. 3 ).
Remarkably, these results were achieved even with only the use of a minimalistic SSD offering information about the single parameter of depth from a single point in the world and after only several minutes of training.
Sighted vs. Blind
The results presented here, except those of the single blind user (EN) using the virtual-EyeCane, are from blindfolded sighted participants. It is well established that there are significant differences in the way the humans navigate without vision, especially when lacking vision during important developmental stages such as in the case of the congenitally blind, though the extent and exact nature of these differences is conflicted (Millar, 1994; Proulx, 2012, 2013; Röder et al., 2008; Strelow, 1985) . One of the main questions in this context is the cause for this difference between users who are blind and users who are sighted -does the difference in navigation patterns reflect an inherent internal difference in spatial perception or simply a lack of information?
While only from a single participant, the results obtained from the single congenitally blind participant anecdotally suggest the possibility that the blind can indeed potentially perform just as well, and even better, using the virtualEyeCane, and that the reported difference in result patterns potentially holds for them as well, indicating that the difference is indeed only a consequence of the available information. Thus, the next step will be to run this experiment with a larger group of blind participants, including with the virtual-WhiteCane and without any device, and see if these results hold for them as well.
It should be noted that the navigation patterns of the blindfolded-sighted White-Cane and no device users were similar to those previously reported as used by the blind when using the White-Cane or no device, suggesting as well that this difference is indeed based on the available information, rather than an inherit limit of the navigation networks in the brain.
Differences from the Real White-Cane
The virtual version of the White-Cane used in this experiment offers the user information about encountered obstacles in the range of the traditional WhiteCane (1.2 m), but does not offer the full range of information offered by it in the real world. For example, it does not offer information about the texture or hardness of the obstacles encountered while navigating, and offers the obstacle detection information auditorilly instead of a combination of audition and haptics. While this information is not relevant directly to this research we acknowledge that it may affect the use of the White-Cane even for the tasks performed here. However, as the behavior and strategies of this group are similar to previous results from virtual navigation with versions of the White-Cane using haptic input Mioduser, 2004, 2008) , and as the participants did not have prior experience with the real White-Cane causing them to perceive this information as non-natural, we believe our conclusions about navigation parameters, such as path length, path, collisions and general success, to be legitimate. It would however be interesting in the future to run an additional group using a tactile virtual-White-Cane (such as that used in Lahav and Mioduser, 2004) which would be more similar, though still not identical, to the real White-Cane, through these same levels and compare the results.
Lack of Vestibular and Proprioceptive Information
One of the main difficulties Participants had was the lack of vestibular and proprioceptive information as they navigated through the virtual environments, especially when turning, which often caused confusion. This is a common problem with all virtual simulations of motion. It would be interesting to explore this question in the future using full body control instead of a keyboard interface and see the effect of such information. It should be noted that without vision such orientation is often harder than one would expect (Klatzky et al., 1998) .
Combination with Other Sensory Substitution Devices
The paths commonly taken here show a marked difference between users of different devices, and a qualitative similarity between navigating using a virtual-EyeCane and using vision even when only using a minimalistic SSD substituting depth from a single point. As visually navigating users utilized other visual information beyond single-point distance such as landmarks, we believe that this similarity would grow even stronger when combining the virtual-EyeCane with other mobility aids, such as more complex sensory substitution devices which would offer the user via functioning senses additional visual information such as shape, location and color (Abboud et al., 2014; Bach-y-Rita and Kercel, 2003; Levy-Tzedek et al., 2012; Meijer, 1992) , and which have already shown potential for mobility related tasks (Chebat et al., 2011; Durette et al., 2008; Johnson and Higgins, 2006) . For example, in more complex environments which include landmarks complex SSDs will allow the user to perceive and utilize them, or recognize and differentiate objects along his path, which we predict will cause an even greater shift away from WhiteCane mobility patterns towards those of the sighted.
Transferring These Results to the Real World
As with any research dealing with experiments in virtual environments one of the main questions requiring discussion is how well these results will transfer to real world use of these devices.
We believe these results will indeed transfer to the real world as (a) previous literature has shown transfer both in sighted (Foreman et al., 2000; Witmer et al., 1996) and blind (Lahav and Mioduser, 2004; Merabet et al., 2012) users of virtual environments. (b) Previous literature exploring the mobility patterns with the White-Cane in real and virtual environments reported for the WhiteCane similar virtual results and patterns to those reported here (Lahav and Mioduser, 2008) . (c) Results we obtained in a previous experiment with the EyeCane in the real world (Maidenbaum et al., in press , note that this experiment included only a single environment and only part of the parameters reported here) appear to follow similar lines to those reported here both in terms of the mobility patterns using the EyeCane and White-Cane and in terms of the relative relation between the two (though in absolute numbers this experiment included less collisions).
On the other hand, it is clear that there will be significant differences since as discussed above the real world is noisier, includes information from other senses such as proprioceptive feedback when moving and turning, tactile information about the angle a walk in a collision and many more degrees of freedom to aim the devices. A dedicated future experiment will be required to explore the exact level and characteristics of this transfer and this will be the next step of our work. We predict that results will indeed transfer to the real world, but with increased performance (e.g. less absolute number of collisions, but similar gap between no device and White-Cane vs. the EyeCane), and that the contrast in navigation patterns (such as avoiding the center of rooms) will be even more pronounced.
Another interesting factor to explore in this future experiment is whether the absolute-distance conveyed by the EyeCane directly will cause users to avoid the 'compression' effect reported by previous studies (Frissen et al., 2011; Lappe et al., 2011; Li et al., 2011; Philbeck et al., 1995) in which virtual distances are misjudged.
Conclusions
Here, by comparatively exploring the differences in initial intuitive navigation in virtual environments when using different devices we have shown that the characteristics of virtual-EyeCane usage are significantly different from those of White-Cane usage and from those of navigation without an assistive device. Users of the virtual-EyeCane complete more virtual levels successfully, taking a shorter path and with fewer collisions than users of the White-Cane or of no device and do so with mobility patterns which are different enough to be differentiated algorithmically. Finally, we have shown anecdotally that navigation with the virtual-EyeCane takes on patterns similar to those of navigating visually.
This has significant implications on mobility rehabilitation for visionless navigation, as it suggests the availability of increased range of spatial data is useful, and requires a different orientation and mobility rehabilitation training paradigm. Additionally, it demonstrates the potential of SSDs to induce be-havioral patterns closer to those of the sighted even with a minimalistic SSD, suggesting more complex devices offering even more visual information might have an even stronger effect.
