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1. INTRODUCTION 
In this paper I will describe some work of the last few years dealing 
with the approximation of solutions to elliptic boundary value problems 
via “finite element” type methods. The main emphasis will be on various 
approaches to problems with essential boundary conditions. I will 
describe a number of methods that have been proposed and analyzed and 
describe briefly their important distinguishing features. 
In order to avoid technical difficulties I will consider only the prototype 
equations 
-Au+u=f in Q (1.1) 
or 
-Au=f in !2, U-2) 
where Q is a bounded domain in R with smooth boundary aQ, 
A+? 
j=1 axi2 ’ 
and f is a given function defined in 52. 
I will first describe the Neumann problem for (1.1) and its Ritz- 
Galerkin and finite element approximation. Here we will see that there 
are no major difficulties. 
Difficulties arise in treating the Dirichlet problem for (1.2); we 
choose (1.2) rather than (1.1) f or convenience. I will then describe 
various approaches which have been proposed for dealing with this 
problem (in a practical sense) and discuss each briefly. 
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2. THE NEUMANN PROBLEM 
It is well known that there exists a unique solution u of (1.1) satisfying 
(2.1) 
The problem of finding a function u satisfying (1.1) and (2.1) is called 
the Neumann problem. We shall describe an alternative formulation 
of this problem as a variational problem and see how this leads naturally 
to a method of approximation. First we need some notation. Set 
and 
(v, w) = JI, VW dx (2.2) 
The space L, is the usual space of square integrable functions on IR. Define 
II 7.J Ill = (V> 4:‘” 
and denote by H1 the completion of Cm(Q), the infinitely differentiable 
functions on Q, with respect to I/ * \I1 . This is a so-called Sobolev space. 
In these terms it is well known that an equivalent formulation of the 
Neumann problem with f E L, is as follows: Find u E H1 such that 
for all + E H1. 
(% $11 = (f, 4) (2.3) 
Now let {S,} for 0 < h < 1 be a one-parameter family of finite- 
dimensional subspaces of H1. For each fixed h we may now define the 
Ritz-Galerkin problem as follows: Find uh E S, such that 
for all x E S, . 
(% 3 x)1 = (f, x) (2.4) 
Clearly then from (2.3) and (2.4) we have that 
(u - uh , x)1 = 0 
for all x E S, . Hence we see that uh is the projection of u onto S, in H1. 
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That is 
Thus we may view uh as the best approximation to u in S, with respect 
to the W-norm. 
Now the finite element method in this context is just the Ritz- 
Galerkin method but with special choices of the subspaces S, . The 
following types of subspaces would give rise to what would commonly be 
called finite element methods (we take for simplicity N = 2). 
(a) Subdivide the plane into squares with sides of length h. Define 
on P the set of functions which are polynomials of a given degree on 
each square and which are continuous on R2. We take then S, to be set of 
functions which are restrictions to 1;2 of such piecewise polynomial 
functions (cf. [5]). 
(b) For the second example consider instead a uniform subdivision 
into triangles with largest side h and construct, as above, a class of func- 
tions that are polynomials of a given degree on each triangle and conti- 
nuous on R2. Let S, be the set of functions that are restrictions of the 
above piecewise polynomial functions to D (for properties of such sub- 
spaces cf. [lo, 141). 
These are just two examples which would typically be considered 
“finite element spaces.” Many such spaces have simple “local bases”; 
i.e., for a given h there are n functions CJ$ ,..., 4, that form a basis for the 
linear space S, where each & has small support (depending on h). Then 
the solution ulr. in (2.4) may be written as 
uh = f aj+j , 
j=l 
and the equation (2.4) may be written as 
(2.5) 
Hence (2.5) is just a system of linear algebraic equations for the deter- 
mination of the coefficients aj and the matrix of this system has elements 
(+J , +;)i . In case the +j’s have small support this matrix will be sparse 
and hence it may be feasible to consider in practice very large systems. 
This is a feature that has made finite difference methods attractive 
in practice and is to some extent retained by finite element methods. 
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We shall now turn our attention to the Dirichlet problem and some 
finite element methods proposed for its approximate solution. 
3. THE DIRICHLET PROBLEM 
It is well known that there exists a unique solution u of (1.2) satisfying 
u = 0 on X2. (3.1) 
The problem of finding a function u satisfying (1.2) and (3.1) is called the 
Dirichlet problem. We want to describe an alternative formulation of 
this problem. 
Denote by 8l the Hilbert space formed by completing C,m(sZ) (the 
infinitely differentiable functions in Sz which vanish in a neighborhood 
of Q) with respect to jl * iI1 . 
These functions may be thought of as vanishing on 8Q. 8l includes 
those functions in H1 which are continuous on B and vanish on a.Q. 
Set D(v, m) = ~j”,r(&~/ax~ , awl&vi). The Dirichlet problem may be 
formulated, for a givenf E L, , as follows: Find u E fil such that 
m 4 = (f, 4) 
for all f#~ E EP. 
We may now formulate the standard Ritz-Galerkin method for the 
approximation of 24. 
u). The Ritz-Galerkin Method 
Let {S,) be as in the Neumann problem but in addition for each h 
suppose that S, C 8l. The Ritz-Galerkin problem is as follows: Find 
uh E S,& such that 
~~% T x) = (f, xl 
for all x E S, . 
Now it is easily seen that 
where C depends only on Sz. The difficulty with this method in practice 
is that S, may not be easy to construct so that infXESh 11 u - x II1 is small. 
In fact if S, is one of the above mentioned “finite element” subspaces 
and Q has a curved boundary then the requirement that S, C If1 is too 
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stringent and functions in S, will not in general be good approximations 
to many functions in I-P. 
The remainder of this paper will describe various approaches to 
formulating other “finite element” type approximations to 24. We start 
by describing a method proposed independently by Aubin [I] and 
BabuBka [2]. 
b). The Aubin-Babuika Penalty Method 
Let S, C H1 and y > 0 and u 3 I be two given parameters. The 
Aubin-Babugka method is as follows: Find uh E S, such that 
Wh > xl + Yh-YfJh 9 x> = (f, x) (3.2) 
for all x E S, where 
(v, w) = j-, VW dS. 
There are no boundary conditions on the functions in S, , but the 
form (3.2) corresponds to the boundary value problem 
-Av=f in Q 
q;+vd) on ai2. 
Thus we are approximating the wrong problem and the penalty which 
must be paid is that u,, may be much further from u than is its best 
approximation. 
In order to overcome this deficiency King [I l] has proposed an 
extrapolation procedure. 
c). King’s Extrapolation 
Let q&y) satisfy (3.2) f or a given y > 0 and take cz = 1. Depending 
on the “accuracy” of S, we may choose any positive distinct values 
YO ,..., yk and find (easily) a, ,..., ak such that 
zzh = i aiuhbd 
j=O 
is essentially as good as the best approximation to u in S, . 
For the purpose of this exposition we shall say that an approximation 
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vh in S, to a smooth function v is optimal (sometimes called quasi- 
optimal) with respect to 11 * 11 if for some p > 0 whenever 
as h -+ 0 it follows that I/ v - vuh // = 0(/z“), as h + 0. 
In this terminology uh(y) f or a given y is not in general optimal in H1 
but 22, may be chosen to be. The calculation of ~~(7) for different values 
of y should not be much more difficult than the calculation for one value 
since changing y involves only a simple change in the matrix of the 
corresponding linear system and most of the work has been done in 
setting up the system in the first place. The choice u = 1 is the best 
choice with regard to conditioning of the linear systems which arise from 
the standard finite elements. 
d). The Least Squares Method 
This method was proposed and analyzed by Schatz and myself [9]. 
A simplified analysis was later given by Baker [4]. 
Let S, C Hz (the space of functions with square integrable partial 
derivatives up to and including those of order two). The problem may be 
formulated then as follows: Find z+, E Sh such that 
(&, Ax) + h-%h, x> = -(f> Ax) 
for all x E S, . 
This method is optimal in L, provided S, is “rich” enough; e.g., 
piecewise cubic polynomials would suffice. Possible drawbacks with this 
method are that the finite elements must be of class Cl and there could 
be difficulties resulting from poor conditioning of the linear system 
arising from the standard finite element bases. 
e). Nitsche’s Method [12] 
For y 3 0 define 
Aqv, w) = D(v, w) - (v, $) - (g , w) + YWV, w>* 
Now let S, C H1 and satisfy the additional assumption 
I I $ < COh-1/2 D1f2(x, x) (3.3) 
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for all x E S, , where 
j v j = (s,, 212 df2. 
The approximation method is as follows: Find uh E S, such that 
w&h ) xl = (fY XL 
for all x E S, . It is easy to see that for y > C,,2 the solution uh exists and 
is unique. An interesting feature of this method is that NY is not in general 
positive definite for any y, but for y > C’s2 it is positive definite when 
restricted to S, x S, . This is, of course, sufficient. Nitsche [12] has 
shown that u,,, is optimal in H1 and L, . The subspace S, must however be 
constructed so that (3.3) is satisfied. 
f ). Nitsche’s Method with “Nearly Zero Boundary Conditions” [ 131 
Assume that ,!& satisfies the condition (3.3) and in addition that for 
a<1 
Ixl&- hlj2 D/2(x, x), (3.4) 
” 
for all x E S, . This means, of course, that x is “small” on 852. The 
approximation method is then as follows: Find uh E S, such that 
wl(% ) xl = (f7 x) 
for all x E S, . Under the above conditions uh exists and is unique and 
has properties similar to those described in (d). The form is in this case 
simpler (y = 0), however additional care must be taken to satisfy (3.4). 
g). Least Squares Modified 
This method was proposed and analyzed by Nitsche and myself [7] 
and may be described as follows. Set 
KJ(v, 4 = WV, 4 + ywsv, Vsw) + h2(dv, dw), 
where V,v is the tangential gradient on LK). (For N = 2, V,v = dv/dS 
where S is arc length along &!.) 
We now consider S, C Hz with no further conditions required. The 
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corresponding finite element problem is as follows: Find uh E S, such 
that 
K4% ) xl = u-9 x - h2 Ax) 
for all x E S, . It is shown in [7] that there is a y0 > 0 such that for 
y , y,, , KY is positive definite. Hence for y > y0 , u, exists and is > 
unique. This method has the advantages that it is optimal in H1 and L, , 
does not require that (3.3) b e satisfied and the possible conditioning 
problems of (d) are not present. We pay for these advantages by the 
added complication of the form and the requirement that S, C H2. 
h). The Babu.Cka Multiplier Method 
The following method was proposed and analyzed by Babushka in [3]. 
Let S,‘(aQ) be a space of approximating functions on &%2. The method 
may be described as follows: Find u,, E S, and uh’ E S,’ such that 
D(u, 9 x> - <utt > x’> - h’, x> = (f, x) 
for all x E S, and x’ E S,‘. There are conditions relating the “sizes” of 
S, and S,’ which are precisely described in [3]. It was shown in [3] that 
uh (and uhf) exists and is unique and enjoys the property of being optimal 
in H1 and L, . Possible disadvantages of the method are that an additional 
set of approximating functions are required and the resulting matrix, 
though nonsingular, is not positive definite. 
i). A Method Using Approximating Polygonal Domains 
The final method which I will describe is one which was proposed and 
analyzed by DuPont, Thomte and myself [6]. 
Let Ln, C Q C R2 be a domain with a polygonal boundary aQh . Now 
define S, C H1(Q,); i.e., we shall work only on the domain Q, for each h 
and the forms and integrals below will be taken with respect to this 
domain of integration. We shall assume that for each x E %Qh ,6(x) is the 
distance along the normal to a52 and assumed to be small. At the corners, 
which are finite in number, the definition is irrelevant. 
Now for y > 0 and k a given nonnegative integer, set 
B(v,w) = D@,w,-(~,w)-(~+8~(&&h-‘w). 
We shall assume, for S, taken here as functions defined on 52,) that (3.3) 
is satisfied. In the case of a domain with a polygonal boundary such 
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subspaces are easy to construct. Now the approximation is given as the 
solution of the following problem: Find uh E S, such that 
B(% ? xl = u-9 x> 
for all x E S, . This problem is solvable uniquely provided y is chosen 
large enough. This method for K = 0 is just Nitsche’s method (e) 
relative to $2, . The additional terms for k > 0 may be thought of as 
correction terms for having taken .Qh instead of ~2. 
It was shown in [6] that depending on how “good” S, is, k may be 
chosen so that uh is an optimal approximation to u in H1 and L, . The 
principal advantage with this method is that one needs only to work on a 
polygonal domain. The disadvantage lies in the complicated correction 
terms near the boundary. 
For a summary of results for several of the aforementioned methods 
cf. [8]. 
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