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BUSEMANN FUNCTIONS AND GIBBS MEASURES
IN DIRECTED POLYMER MODELS ON Z2
CHRISTOPHER JANJIGIAN AND FIRAS RASSOUL-AGHA
Abstract. We consider random walk in a space-time random potential, also known as directed
random polymer measures, on the planer square lattice with nearest-neighbor steps and general
i.i.d. weights on the vertices. We construct covariant cocycles and use them to prove new results on
existence, uniqueness/non-uniqueness, and asymptotic directions of semi-infinite polymer measures
(solutions to the Dobrushin-Lanford-Ruelle equations). We also prove non-existence of covariant or
deterministically directed bi-infinite polymer measures. Along the way, we prove almost sure exis-
tence of Busemann function limits in directions where the limiting free energy has some regularity.
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1. Introduction
We study a class of probability measures on nearest-neighbor up-right random walk paths in
the two-dimensional square lattice. The vertices of the lattice are populated with i.i.d. random
variables called weights and the energy of a finite path is given by the sum of the weights along the
path. We assume that these weights are nondegenerate and have finite 2 ` ε moments, but they
are otherwise general. The point-to-point quenched polymer measures are probability measures on
admissible paths between two fixed sites in which the probability of a path is proportional to the
exponential of its energy. This model is known as the directed polymer with bulk disorder and it
was introduced in the statistical physics literature by Huse and Henley [38] in 1985 to model the
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domain wall in the ferromagnetic Ising model with random impurities. It has been the subject of
intense study over the past three decades; see the recent surveys [15, 16, 21].
Many of our main results concern semi-infinite polymer measures, which we will also call semi-
infinite DLR solutions or Gibbs measures to help connect our results to the usual language of
statistical mechanics. Semi-infinite polymer measures are probability measures on infinite length
admissible up-right paths emanating from a fixed site which are consistent with the point-to-point
quenched polymer measures. Some of the natural questions about such measures include whether
all such measures must satisfy a law of large numbers (LLN), whether measures exist which satisfy
a LLN with any given direction, and under what conditions such measures are unique. Ideally one
would like to answer these questions for almost every realization of the environment simultaneously
for all directions.
This is the third paper to consider these questions in 1+1 dimensional directed polymer models;
the recent [31] and [8] address similar questions in related models which have more structure than
the models considered here.
[31] studies the model first introduced in [57], which is a special case of the model studied in
this paper where the weights have the log-gamma distribution. The authors use the solvability of
the model (i.e. the possibility of exact computations) to introduce semi-infinite polymer measures
which satisfy a LLN with any fixed direction for that model. As alluded to in the fourth paragraph
on page 2283 of [31], the authors expected their structures and conclusions to generalize. We
demonstrate that they do, but in addition to studying more general models, the present paper
considers a much wider class of problems than [31]; hence most of the results we discuss are new
even in this solvable setting.
[8] studies 1+1 dimensional directed polymers in continuous space and discrete time, where the
underlying random walk has Gaussian increments. The authors show existence and uniqueness
of semi-infinite polymer measures satisfying the law of large numbers with a fixed deterministic
direction—but, the event on which this holds depends on the direction chosen. While the model
considered in [8] is not solvable, a symmetry in the model inherited from the Gaussian walk leads
to a quadratic limiting free energy. This is a critical feature of the model, since the method used
in that project relies in an essential way on having a curvature bound for the free energy.
Some of our results, specifically ones concerning existence and uniqueness of semi-infinite polymer
measures in deterministic directions, can likely be obtained with the techniques of [8] if one assumes
or proves a curvature condition on the limiting free energy, which we will denote by Λ. Proving such
a condition is a long-standing open problem. We prefer to avoid a priori curvature assumptions
for two reasons: first, most of our theorems are valid under no assumptions on Λ and second, as
we will see in Section 4.1, the stochastic process that is our main tool, the Busemann process, is
naturally indexed by elements of the superdifferential of Λ, and we believe that understanding the
structure of this object without any a priori regularity assumptions might provide a path to proving
differentiability or strict concavity of Λ.
We now sketch what we can show about semi-infinite polymers in more detail. Before beginning,
we remark that the set of semi-infinite polymer measures is convex and it suffices to study the
extreme points. Although most of our theorems apply without a priori assumptions on Λ, they
take their nicest form when Λ is both differentiable and strictly concave. This is conjectured to be
the case in general. In this case, our results say that except for a single null set of weights all of the
following hold. Every extremal measure satisfies a strong LLN (Corollary 3.6). For every direction
in U “ tpt, 1´ tq : 0 ď t ď 1u there is at least one extremal semi-infinite polymer measure with that
asymptotic direction (Corollary 3.3). Except for possibly a random countable set of directions, this
measure is unique (Theorem 3.10(f)). The directions of non-uniqueness are precisely the directions
at which the Busemann process is discontinuous (Theorem 3.10(f)). This set of directions is either
always empty or always infinite (Theorem 3.10(c)). The connection between the non-uniqueness
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set and discontinuities of the Busemann process has not previously been observed. Moreover, this
is the first time the countability of this set has been shown in positive temperature.
We do not resolve the question of whether or not the set of non-uniqueness directions is actually
empty almost surely. As mentioned above, this is equivalent to the almost sure continuity of the
process of Busemann functions viewed as a function of the direction. This latter question can likely
be answered for the log-gamma polymer, where it is natural to expect that the distribution of the
Busemann process can be described explicitly using positive temperature analogues of the ideas in
[25]. It is known that this set is not empty in last-passage percolation (LPP), the zero-temperature
version of the polymer model. See Theorem 2.8 and Lemma 5.2 in [29].
Aside from the problems discussed above, we study a number of natural related questions. For
example, based on analogies to bi-infinite geodesics in percolation, it is natural to expect that
nontrivial bi-infinite polymer measures should not exist. We are able to prove non-existence of
shift-covariant bi-infinite polymer measures and of bi-infinite polymer measures satisfying a LLN
with a given fixed direction, but do not otherwise address non-covariant measures. We further
study the competition interface, introduced in [31] as a positive-temperature analogue of the object
from last-passage percolation [26]. In particular, we prove that the interface satisfies a LLN and
characterize its random direction in terms of the Busemann process.
Our results can also be interpreted in terms of existence and uniqueness of global stationary
solutions and pull-back attractors of a discrete viscous stochastic Burgers equation. This is the
main focus of our companion paper [41]. See also [7] and the discussion in [8], which focuses on
this viewpoint.
1.1. Related works. In his seminal paper [58] Sinai proved existence and uniqueness of stationary
global solutions to the stochastic viscous Burgers equation with a forcing that is periodic in space
and either also periodic in time or a white noise in time. Later, [32] extended Sinai’s results to
the multidimensional setting using a stochastic control approach and [22] used PDE methods to
prove similar results for both viscous and inviscid Hamilton-Jacobi equations with periodic spatial
dependence. Periodicity was relaxed in [6, 59], where the random potential was assumed to have a
special form (not stationary in space) that ensures localization of the reference random walk near
the origin and makes the situation essentially compact so the arguments from [58] could be used.
A similar multidimensional model is treated in [6]. See also [3, 24, 33, 39] for zero temperature
results using similar methods.
The connection between solving the stochastic viscous Burgers equation and the existence of
Busemann limits in related directed polymer models was observed in [42] where they treated the
case of strong forcing (high viscosity) or, in statistical mechanics terms, weak disorder (high tem-
perature). See also the Markov chains constructed by Comets-Yoshida [18], Yilmaz [62], Section 6
in [53], and Example 7.7 in [28]. The model we consider is in 1+1 space-time dimensions, which is
known to be always in strong disorder [17, 44].
The recent papers [8] and [31], mentioned earlier, are more closely related to this work as both
study strictly positive temperature polymers in a non-compact setting and in the strong disorder
regime.
Currently, there are two major approaches to studying the general structure of infinite and
semi-infinite directed polymers in zero or positive temperature. The first approach was introduced
by Newman and coauthors [36, 37, 45, 49] in the context of first-passage percolation (FPP). This
approach requires control of the curvature of Λ. This property is used to prove straightness estimates
for the quenched point-to-point polymer measures. Existence and uniqueness results then come
as consequences, as well as existence of Busemann functions, which are defined through limits of
ratios of partition functions. This is the approach taken by [8]. See also [4, 5, 12–14, 26, 61] for
other papers following this approach in zero temperature.
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In this paper, we take the other, more recent, approach in which Busemann functions are the
fundamental object. The use of Busemann functions to study the structure of semi-infinite geodesics
traces back to the seminal work of Hoffman [34, 35] on FPP. Here, we construct covariant cocycles
which are consistent with the weights on an extension of our probability space and then use a
coupling argument and planarity to prove existence and properties of Busemann functions. The bulk
of the work then goes towards using this process of Busemann functions to prove the results about
infinite and semi-infinite polymer measures. This program was first achieved in zero temperature
by [19, 20] in FPP and [29, 30] in LPP. [11] also takes this approach to construct correctors, which
are the counterparts of Busemann functions, in their study of stochastic homogenization of viscous
Hamilton-Jacobi equations.
In [31] the desired cocycles were constructed using the solvability of the model. In the present
paper we build cocycles using weak subsequential Cesa`ro limits of ratios of partition functions,
which is a version of the method Damron and Hanson [19] used in their study of FPP. Our situation
requires overcoming some nontrivial technical hurdles not encountered there which arise due to the
path directedness in our model. An alternative approach to producing cocycles based on lifting
the queueing theoretic arguments of [47] to positive temperature is also possible. These queueing
theoretic results furnished the desired cocycles in [29, 30]. It is noteworthy that the queuing results
rely on a specific choice of admissible path increments, while the weak convergence idea seems to
work more generally.
1.2. Organization. Our paper is structured as follows. We start with some notation in Section
2.1 then introduce the model in Section 2.2. Section 2.4 introduces semi-infinite and bi-infinite
polymer measures (DLR solutions). Our main results are stated in Section 3. In Section 4 we
address existence of covariant cocycles and Busemann functions. Using these cocycles we prove
(more general versions of) our main results on semi-infinite DLR solutions in Section 5. In Section
6, we use these results to show non-existence of covariant or deterministically directed bi-infinite
DLR solutions. A number of technical results are deferred to the appendix. One such result on
almost sure coalescence of coupled random walks in a common random environment, Theorem A.3,
may be of independent interest to some readers.
2. Setting
After establishing some notation, we introduce the quenched polymer measures and the Gibbs
measures formulation.
2.1. Notation. Throughout the paper pΩ,F ,Pq is a Polish probability space equipped with a group
of F -measurable P-preserving transformations Tx : ΩÑ Ω, x P Z2, such that T0 is the identity map
and TxTy “ Tx`y for all x, y P Z2. E is expectation relative to P. A generic point in this space will
be denoted by ω P Ω. We assume that there exists a family tωxpωq : x P Z2u of real-valued random
variables called weights such that
tωxu are i.i.d. under P, Dp ą 2 : Er|ω0|ps ă 8, and Varpω0q ą 0.(2.1)
We assume further that ωypTxωq “ ωx`ypωq for all x, y P Z2. An example is the canonical setting
of a product space Γ “ RZ2 equipped with the product topology, product Borel σ-algebra S, the
product measure PbZ
2
0 with P0 a probability measure on R, the natural shift maps, and with ωx
denoting the natural coordinate projection.
We study probability measures on paths with increments R “ te1, e2u, the standard basis of R2.
Let U denote the convex hull of R with riU its relative interior. Write pe “ e1 ` e2. For m P Z
denote by Vm “ tx P Z2 : x ¨ pe “ mu. We denote sequences of sites by xm,n “ pxi : m ď i ď nq
where ´8 ď m ď n ď 8. We require throughout that xi P Vi.
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For x P Vm and y P Vn with m ď n, the collection of admissible paths from x to y is denoted
X
y
x “ txm,n : xm “ x, xn “ y, xi ´ xi´1 P Ru. This set is empty unless x ď y. (x ď y is
understood coordinatewise.) The collection of admissible paths from x to level n is denoted X
pnq
x “
txm,n : xm “ x, xi ´ xi´1 P Ru. The collection of semi-infinite paths rooted (or starting) at x
is denoted by Xx “ txm,8 : xm “ x, xi ´ xi´1 P Ru and the collection of bi-infinite paths is
X “ tx´8,8 : xi ´ xi´1 P Ru. The spaces Xyx,Xpnqx , and Xx are compact and therefore separable.
The space X can be viewed naturally as V0 ˆ te1, e2uZ which is separable but not compact. We
equip these spaces with the associated Borel σ-algebras X x,y,X x,pnq,X x and X . Given a subset of
indices A, we denote by X x,yA ,X
x,pnq
A ,X
x
A and XA the associated sub σ-algebra generated by the
coordinate projections txi : i P Au. It will at times be necessary to concatenate or split admissible
paths. These operations will be denoted via the convention xm,n “ xm,kxk,n, where xm,k P Xxkxm and
xk,n P Xxnxk . Note that the upper and lower endpoint xk must match in order for the concatenation
to be admissible.
For a σ-algebra B, bB denotes the set of bounded B-measurable functions. The space of proba-
bility measures on a metric measure space pΓ,Bq, equipped with the topology of weak convergence,
is denoted M1pΓ,Bq. Expectation with respect to a measure µ is denoted Eµ. For u, v P R2 we
use the notation ru, vs “ tsu` p1´ sqv : s P r0, 1su and su, vr“ tsu` p1´ sqv : s P p0, 1qu. The set
of extreme points of a convex set C is denoted by extC.
2.2. Finite polymer measures. For an inverse temperature β P p0,8q, x P Vm, and y P Vn,
with m,n P Z, and x ď y, the quenched point-to-point partition function and free energy are
Zβx,y “
ÿ
xm,nPX
y
x
eβ
řn´1
i“m ωxi and F βx,y “
1
β
logZβx,y.
We take the convention that Zβx,x “ 1 and F βx,x “ 0 while Zβx,y “ 0 and F βx,y “ ´8 whenever we do
not have x ď y. Similarly, we define the last passage time to be the zero temperature pβ “ 8q free
energy:
Gx,y “ F8x,y “ max
xm,nPX
y
x
!n´1ÿ
i“m
ωxi
)
.
The quenched point-to-point polymer measure is the probability measure on pXyx,X x,yq given by
Qω,βx,y pAq “
1
Z
β
x,y
ÿ
xm,nPA
eβ
řn´1
i“m ωxi
for a subset A Ă Xyx, with the convention that an empty sum is 0.
For a tilt (or external field) h P R2, n P Z and x P Vm with m ď n, the quenched tilted
point-to-line partition function and free energy are
Z
β,h
x,pnq “
ÿ
xm,nPX
pnq
x
eβ
řn´1
i“m ωxi`βh¨pxn´xmq and F β,h
x,pnq “
1
β
logZβ,h
x,pnq.
We take the convention that Zβ,h
x,pmq “ 1 and F β,hx,pmq “ 0 while Zβ,hx,pnq “ 0 and F β,hx,pnq “ ´8 if n ă m.
Again, we define the point-to-line last passage time to be the zero temperature free energy:
Ghx,pnq “ F8,hx,pnq “ max
xm,nPX
pnq
x
!n´1ÿ
i“m
ωxi ` h ¨ pxn ´ xmq
)
.
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The quenched tilted point-to-line polymer measure is
Q
ω,β,h
x,pnq
pAq “ 1
Z
β,h
x,pnq
ÿ
xm,nPA
eβ
řn´1
i“m ωxi`βh¨pxn´xmq for A Ă Xpnqx .
We will denote by Eω,βx,y the expectation with respect to Q
ω,β
x,y and similarly E
ω,β,h
x,pnq
will denote the
expectation with respect to Qω,β,h
x,pnq . The random variable given by the natural coordinate projection
to level i is denoted by Xi. We will frequently abbreviate the event tXm,n “ xm,nu by txm,nu.
2.3. Limiting free energy. For β P p0,8s there are deterministic functions Λβ : R2` Ñ R and
Λβpl : R
2 Ñ R such that P-a.s. for all 0 ă C ă 8
lim
nÑ8
max
xPZ`
|x|1ďCn
|F β0,x ´ Λβpxq|
n
“ lim
nÑ8
sup
|h|1ďC
|F β,h
0,pnq ´ Λβplphq|
n
“ 0.(2.2)
These are called shape theorems. The first limit comes from the point-to-point free energy limit
(2.3) in [53] and the now standard argument in [48]. The second equality comes from the point-to-
line free energy limit (2.4) in [53] and
|F β,h
0,pnq ´ F β,h
1
0,pnq| ď |h´ h1|1.(2.3)
Λβ is concave, 1-homogenous, and continuous on R2`. Λ
β
pl is convex and Lipschitz on R
2. Lattice
symmetry and i.i.d. weights imply that
Λβpξ1e1 ` ξ2e2q “ Λβpξ2e1 ` ξ1e2q.
By (4.3-4.4) in [28] Λβ and Λβpl are related via the duality
Λβplphq “ sup
ξPU
tΛβpξq ` h ¨ ξu and Λβpξq “ inf
hPR2
tΛβplphq ´ h ¨ ξu.(2.4)
h P R2 and ξ P riU are said to be in duality if
Λβplphq “ h ¨ ξ ` Λβpξq.
We denote the set of directions dual to h by Uβh Ă riU . In the arguments that follow, the superdif-
ferential of Λβ at ξ P R2`,
BΛβpξq “  v P R2 : v ¨ pξ ´ ζq ď Λβpξq ´ Λβpζq @ζ P R2`(,(2.5)
will play a key role. We also introduce notation for the image of U under the superdifferential map
via
BΛβpUq “  v P R2 : Dξ P riU : v P BΛβpξq(.
The following lemma gives a useful characterization of BΛβpUq. The proof is a straightforward
exercise in convex analysis and can be found in Appendix C.
Lemma 2.1. For h P R2, ´h P BΛβpUq if and only if Λβplphq “ 0. Moreover, if ´h P BΛβpξq for
ξ P riU , then ξ ¨ h` Λβpξq “ 0.
Concavity implies the existence of one-sided derivatives:
∇Λβpξ˘q ¨ e1 “ lim
εŒ0
Λβpξ ˘ εe1q ´ Λβpξq
˘ε and
∇Λβpξ˘q ¨ e2 “ lim
εŒ0
Λβpξ ¯ εe2q ´ Λβpξq
¯ε .
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By Lemma 4.7(c) these are the two extreme points of the convex set BΛβpξq. The collection of
directions of differentiability of Λβ will be denoted by
Dβ “  ξ P riU : Λβ is differentiable at ξ(.
[56, Theorem 25.2] shows that ξ P Dβ is the same as ∇Λβpξ`q “ ∇Λβpξ´q.
Abusing notation, for ξ P riU define the maximal linear segments
U
β
ξ˘ “
 
ζ P riU : Λβpζq ´ Λβpξq “ ∇Λβpξ˘q ¨ pζ ´ ξq( “ Uβ
´∇Λβpξ˘q
.
Although we abuse notation, it should be clear from context whether we are referring to sets indexed
by directions or tilts.
We say Λβ is strictly concave at ξ P riU if Uβξ´ “ Uβξ` “ tξu. The usual notion of strict concavity
on an open subinterval of U is the same as having our strict concavity at ξ for all ξ in the interval.
Let
U
β
ξ “ Uβξ´ Y Uβξ` “ rξβ, ξ
βs, with ξβ ¨ e1 ď ξβ ¨ e1.
Lemma C.1 justifies setting Uβei “ teiu for i P t1, 2u, since it implies that the free energy is not
locally linear near the boundary.
If ξ P Dβ then Uβξ´ “ Uβξ` “ Uβξ while if ξ R Dβ then Uβξ´ X Uβξ` “ tξu. For h P R2 the set Uβh is
either a singleton tξu or equals Uβξ´ or Uβξ`, for some ξ P riU dual to h. In particular, it is a closed
nonempty interval.
With the exception of Section 4.1, our results are for a fixed β ă 8. Therefore, in the rest of
the paper, except in Section 4.1, we will assume without loss of generality that β “ 1 and will omit
the β from our notation.
2.4. Random polymers as semi-infinite Gibbs measures. Given ω P Ω, integers ℓ ě k ě m,
x P Vm, and up-right paths xm,k and xℓ,8 with xm “ x and xℓ ě xk, use the point-to-point
quenched measures to define a probability measure κωk,ℓpxm,8, dym,8q on pXx,X xq via its integrals
of f P bX x:
κωk,ℓfpxm,8q “
ż
fpym,8qκωk,ℓpxm,8, dym,8q
“
ÿ
yk,ℓPX
xℓ
xk
fpxm,kyk,ℓxℓ,8qQωxk,xℓpyk,ℓq .
κωk,ℓ is a stochastic kernel from pXx,X xq to pXx,X xpk,ℓqcq; see [54, Section 7.3]. It is also X xpk,ℓq-proper:
if g P bX xpk,ℓqc and f P bX x then
κωk,ℓpgfq “ gκωk,ℓf.(2.6)
Stochastic kernels push measures forward:
ş
f dµκωk,ℓ “ Eµrκωk,ℓf s. Thus, they can be composed
and a computation (Appendix C) checks the following.
Lemma 2.2. Fix ω P Ω, m P Z, and x P Vm. Then the kernels are consistent: κωk,ℓκωr,s “ κωk,ℓ for
all integers ℓ ě s ě r ě k ě m.
This consistency along with κωk,ℓ being X
x
pk,ℓq-proper mean that the kernels tκωk,ℓ : m ď k ď ℓu
form a specification. See [54, Definition 7.8].
Definition 2.3. Given ω P Ω and x P Vm, m P Z, a probability measure Πx on pXx,X xq is said
to be a semi-infinite or rooted Gibbs measure in environment ω rooted at x if for all ℓ ě k ě m
and any bounded measurable function on Xx we have E
Πxrf |X xpk,ℓqcs “ κωk,ℓf . The set of Gibbs
measures (or DLR solutions) in environment ω rooted at x is denoted DLRωx .
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Next is a standard characterization of Gibbs measures. See Definition 7.12 and Lemma 7.13 in
[54]. For the proof see Appendix C
Lemma 2.4. Given ω P Ω and x P Vm, m P Z, Πx P DLRωx if and only if for all ℓ ě k ě m
Πxκ
ω
k,ℓ “ Πx.(2.7)
Equations (2.7) are the Dobrushin-Lanford-Ruelle (DLR) equations. Note that the DLR equa-
tions only involve the weights tωy : y ě xu. Hence, DLRωx “ DLRωx if ωy “ ωy for y ě x. We call
measurability with respect to σpωv : v ě xq forward-measurability.
The next lemma says that our setting is Markovian. The proof is deferred to Appendix C.
Lemma 2.5. Given ω P Ω and x P Vm, m P Z, Πx P DLRωx if and only if for all n ě m and all
up-right paths xm,n with xm “ x:
ΠxpXm,n “ xm,nq “ ΠxpXn “ xnqQωxm,xnpXm,n “ xm,nq.(2.8)
Due to the above, Πx P DLRωx are also called semi-infinite or rooted quenched polymer measures
in environment ω, rooted at x. Note that (2.8) is the positive-temperature analogue of the definition
of a semi-infinite geodesic in percolation.
The DLR equations (2.7) show that DLRωx is a closed convex subset of the compact space
M1pXx,X xq, which we view as a subspace of the complex Radon measures on Xx. To see this, note
that for ym,n P Xynym the function xm,8 ÞÑ 1txm,n “ ym,nu is bounded and continuous on Xx. Since
Xx is a compact Polish space the collection of DLR solutions (being a closed subset) is compact.
Since the collection of signed measures on paths equipped with the weak-˚ topology is a locally
convex Hausdorff topological vector space and the unit ball is metrizible in this setting we can
apply Choquet’s theorem. By Choquet’s theorem [51, Section 3], each element in DLRωx is a convex
integral mixture of extremal elements of DLRωx .
2.5. Bi-infinite Gibbs measures. Given ω P Ω and integers m ď n define the stochastic kernel
κωm,n from pX,X q to pX,Xpm,nqcq by:
κωm,nfpx´8,8q “
ÿ
ym,nPX
xn
xm
fpx´8,mym,nxn,8qQωxm,xnpym,nq .
The kernels tκωm,n : m,n P Z,m ď nu form a specification. They are also Xpm,nq-proper: if
g P bXpm,nqc and f P bX then
κωm,npgfq “ gκωm,nf.(2.9)
Moreover, they are consistent: κωm,nκ
ω
k,ℓ “ κωm,n for all n ě ℓ ě k ě m. The proof is identical to
that of Lemma 2.2.
Definition 2.6. Given ω P Ω, Π PM1pX,X q is said to be a bi-infinite Gibbs measure in environ-
ment ω if for all n ě m and any bounded measurable function on X we have EΠrf |Xpm,nqc s “ κωm,nf .
We denote the set of bi-infinite Gibbs measures in environment ω by
ÐÝÑ
DLR
ω
.
As in the semi-infinite case, Gibbs measures solve the DLR equations.
Lemma 2.7. Given ω P Ω, a probability measure Π PM1pX,X q is a Gibbs measure in environment
ω if, and only if, for all n ě m we have
Πκωm,n “ Π.(2.10)
Once again we have a Markovian structure.
Lemma 2.8. Given ω P Ω, a probability measure Π P ÐÝÑDLRω if and only if for all n ě m and any
up-right path xm,n the following holds:
ΠpXm,n “ xm,nq “ ΠpXm “ xm,Xn “ xnqQωxm,xnpXm,n “ xm,nq.(2.11)
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The proofs are identical to those of Lemmas 2.4 and 2.5. Due to this last result, measures
Π P ÐÝÑDLRω are also called bi-infinite quenched polymer measures in environment ω. Note that
(2.11) is the positive-temperature analogue of the definition of a bi-infinite geodesic in percolation.
Naturally, conditioning DLR solutions on passing through a point produces rooted DLR solutions.
The proof of the following lemma is a straightforward application of (2.8) and (2.11).
Lemma 2.9. Fix ω P Ω. The following hold:
(a) Fix x P Vm, m P Z, Πx P DLRωx , and y ě x with y P Vn, n ě m. Assume ΠxpXn “ yq ą 0.
Let Πy be the probability measure on pXy,X yq defined by
ΠypXn,ℓ “ xn,ℓq “ ΠxpXn,ℓ “ xn,ℓ |Xn “ yq,
for any admissible path xn,ℓ starting at xn “ y. Then Πy P DLRωy .
(b) Fix Π P ÐÝÑDLRω. Fix x P Vm, m P Z, such that ΠpXm “ xq ą 0. Let Πx be the probability
measure on pXx,X xq defined by
ΠxpXm,n “ xm,nq “ ΠpXm,n “ xm,n |Xm “ xq,(2.12)
for any up-right path xm,n with xm “ x. Then Πx P DLRωx .
We also study consistent and covariant families of DLR solutions, in the sense of the following
two definitions.
Definition 2.10. Given ω P Ω we say tΠx : x P Z2u is a family of consistent rooted (or semi-
infinite) DLR solutions (in environment ω) if for all x P Z2, Πx P DLRωx and the following holds:
For each y P Vm, m P Z, x ď y, n ě m, and for each up-right path xm,n with xm “ y
ΠxpXm,n “ xm,n |Xm “ yq “ ΠypXm,n “ xm,nq.
We will denote the set of such families by
ÝÝÝÑ
DLR
ω
.
Define the shift θz acting on up-right paths by θzxm,n “ z ` xm,n.
Definition 2.11. A family tΠωx : x P Z2, ω P Ωu is said to be a T -covariant family of consistent
rooted (or semi-infinite) DLR solutions if for each x P Z2, ω ÞÑ Πωx is measurable, there exists a
full-measure T -invariant event Ω1 Ă Ω such that for each ω P Ω1, tΠωx : x P Z2u is consistent in
environment ω, and for all z P Z2, ΠTzωx´z ˝ θ´z “ Πωx .
3. Main results
3.1. Semi-infinite polymer measures. We begin with a definition of directedness. For A Ă R2
and ξ P R2 let distpξ,Aq “ infζPA |ξ ´ ζ|1.
Definition 3.1. For a set A Ă U , a sequence xn P Z2 is said to be A-directed if |xn|1 Ñ 8 and
the set of limit points of xn{|xn|1 is included in A. We say that Π is strongly A-directed if
Π
 pXnq is A-directed( “ 1.
We say that Π is weakly A-directed if for any ε ą 0
lim
nÑ8
Π
 
distpXn{n,Aq ą ε
( “ 0.
A family of probability measures is said to be weakly/strongly A-directed if each member of the
family is. Sometimes we say directed into A instead of A-directed, almost surely directed instead
of strongly directed, and directed in probability instead of weakly directed.
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When A “ tξu is a singleton, weak directedness into A means Π satisfies the weak law of large
numbers (WLLN) while strong directedness means the strong law of large numbers (SLLN) holds,
with asymptotic direction ξ in either case. We then say that Π satisfies WLLNξ and SLLNξ,
respectively.
First, we address the existence of directed DLR solutions. Recall at this point that we set β “ 1
throughout this section.
Theorem 3.2. There exists an event Ωexist such that PpΩexistq “ 1 and for every ω P Ωexist and
every ξ P U there exists a consistent family in ÝÝÝÑDLRω that is strongly Uξ´-directed and a consistent
family in
ÝÝÝÑ
DLR
ω
that is strongly Uξ`-directed. If ξ R D then for each x P Z2 the members rooted at
x, from each family, are different.
The following is an immediate corollary.
Corollary 3.3. For any ω P Ωexist and for any ξ P riU at which Λ is strictly concave, there exists
at least one consistent family in
ÝÝÝÑ
DLR
ω
satisfying SLLNξ. If, furthermore, ξ R D, then there exist
at least two such families.
For x P Vm, m P Z, two trivial (and degenerate) elements of DLRωx are given by Πeix “ δxm,8
with xk “ x` pk ´mqei, k ě m, i P t1, 2u. These two solutions are clearly extreme in DLRωx .
We say that Πx P DLRωx is nondegenerate if it satisfies
Πxpxm,nq ą 0 for all admissible finite paths with xm “ x.(3.1)
By (2.8) this definition is equivalent to the weaker condition that every point y ě x is accessible,
i.e. Πxpyq ą 0 for all y ě x.
The next lemma states that outside one null set of weights ω, convex combinations of Πeix are
the only degenerate DLR solutions.
Lemma 3.4. There exists an event Ωnondeg such that PpΩnondegq “ 1 and for all ω P Ωnondeg
and x P Z2, any solution Πx P DLRωx that is not a convex combination of Πeix , i P t1, 2u, is
nondegenerate.
The next result is on directedness of DLR solutions.
Theorem 3.5. There exists an event Ωdir such PpΩdirq “ 1 and for all ω P Ωdir, all x P Z2 and any
extreme nondegenerate solution Πx P DLRωx there exists a ξ P riU such that one of the following
three holds:
(a) Πx satisfies WLLNξ and is strongly Uξ-directed or strongly Uξ-directed,
(b) Πx is strongly Uξ-directed, or
(c) ξ P D and Πx is weakly Uξ-directed and strongly directed into Uξ Y Uξ.
If ω P Ωnondeg, then Lemma 3.4 says the only extreme degenerate solutions of the DLR equations
are Πeix , i P t1, 2u, which are teiu-directed. Theorem 3.5 shows that if ω P Ωdir, then there are no
nondegenerate extreme DLR solutions directed weakly into te1u or te2u.
Note that when Λ is differentiable on riU we have Uξ “ Uξ˘ “ Uξ “ Uξ for all ξ P U . When
Λ is strictly concave at a point ξ we have Uξ “ Uξ˘ “ Uξ “ Uξ “ tξu. Thus, the following is an
immediate corollary.
Corollary 3.6. The following hold.
(a) Assume Λ is differentiable on riU . For any ω P Ωdir, for all x P Z2, any extreme solution
in DLRωx is strongly Uξ-directed for some ξ P U .
(b) Assume Λ is strictly concave on riU . Then for any ω P Ωdir, for all x P Z2, any extreme
solution in DLRωx satisfies SLLNξ for some ξ P U .
We next show existence and uniqueness of DLR solutions.
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Theorem 3.7. Fix ξ P D such that ξ, ξ P D. There exists a T -invariant event Ωrξ,ξs Ă Ω such
that PpΩrξ,ξsq “ 1 and for every ω P Ωrξ,ξs and x P Z2, there exists a unique weakly Uξ-directed
solution Πξ,ωx P DLRωx . This Πξ,ωx is strongly Uξ-directed and for any Uξ-directed sequence pxnq the
sequence of quenched point-to-point polymer measures Qωx,xn converges weakly to Π
ξ,ω
x . The family
tΠξ,ωx : x P Z2, ω P Ωu is consistent and T -covariant.
Our next result shows existence of Busemann functions in directions ξ with ξ, ξ, ξ P D or,
equivalently, BΛpζq “ thu for some h and all ζ P Uξ.
Theorem 3.8. Fix ξ P D such that ξ, ξ P D and let thu “ BΛpξq. There exists a T -invariant event
Ω1
rξ,ξs
with PpΩ1
rξ,ξs
q “ 1 such that for all ω P Ω1
rξ,ξs
, x, y P Z2, and all Uξ-directed sequences xn P Vn,
the following limits exist and are equal
Bξpx, y, ωq “ lim
nÑ8
`
logZx,xn ´ logZy,xn
˘
(3.2)
“ lim
nÑ8
`
logZhx,pnq ´ logZhy,pnq
˘´ h ¨ py ´ xq.(3.3)
Additionally, if ζ P D is such that ζ, ζ P D and ξ ¨ e1 ă ζ ¨ e1, then for ω P Ω1rξ,ξsXΩ1rζ,ζs and x P Z2,
we have
Bξpx, x` e1, ωq ě Bζpx, x` e1, ωq and
Bξpx, x` e2, ωq ď Bζpx, x` e2, ωq.
(3.4)
As a consequence of the above theorem, the unique DLR measures from Theorem 3.7 have a
concrete structure, as the next corollary shows.
Corollary 3.9. Fix ξ P D such that ξ, ξ P D and ω P Ωrξ,ξs X Ω1rξ,ξs. Then Π
ξ,ω
x is a Markov chain
starting at x, with transition probabilities π
ξ,ω
y,y`ei “ eωy´B
ξpy,y`ei,ωq, y P Z2, i P t1, 2u. The family
tΠξ,ωx : x P Z2, ω P Ωrξ,ξs XΩ1rξ,ξsu is T -covariant.
In contrast to Theorem 3.7, Theorem 3.2 demonstrated non-uniqueness at points of non-differen-
tiability of Λ. It is conjectured that D “ riU ; if true, then Theorem 3.7 would cover all directions
in riU and there would not exist directions to which the non-uniqueness claim in Theorem 3.2
would apply. The event on which Theorem 3.7 holds, however, depends on the direction chosen. It
leaves open the possibility of random directions of non-uniqueness. Our next result says that under
a mild regularity assumption, with the exception of one null set of environments, uniqueness holds
for all but countably many points in U . The assumption we need for this is:
Λ is strictly concave at all ξ R D, or equivalently
Λ is differentiable at the endpoints of its linear segments.
(3.5)
The above condition is also equivalent to the existence of a countable dense set D0 Ă D such
that for each ζ P D0 we also have ζ, ζ P D.
Assume (3.5) and fix such a set D0. Using monotonicity (3.4) we define processes B
ξ˘px, x`ei, ωq
for ξ P riU and ω P Ω1 “
Ş
ξPD0
Ω1
rξ,ξs
:
Bξ`px, x` eiq “ lim
ζ¨e1Œξ¨e1
ζPD0
Bζpx, x` eiq and
Bξ´px, x` eiq “ lim
ζ¨e1Õξ¨e1
ζPD0
Bζpx, x` eiq.
(3.6)
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For ω P Ω1 let
Uωx “
 
ξ P riU : Dy ě x : Bξ´py, y ` e1, ωq ‰ Bξ`py, y ` e1, ωq
(
.(3.7)
For ω R Ω1 set Uωx “ ∅. Note that for any ω P Ω, Uωx is countable.
The following theorem can be viewed as our main result. Its primary content is contained in
part III, which shows that the discontinuity set of the Busemann processes ahead of x defined
in (3.7) is exactly the set of directions for which uniqueness of DLR solutions rooted at x fails.
This connection has not been observed before in the positive or zero temperature literature. As a
consequence, we obtain that the set of directions for which uniqueness may fail is countable, which
is new in positive temperature. As noted in the introduction, this connection also provides an
avenue for answering the question of whether or not on a single event of full measure uniqueness
holds simultaneously in all directions.
Theorem 3.10. Assume (3.5). There exists an event Ωuniq with PpΩuniqq “ 1 such that the
following hold for all x P Z2.
I. Structure of Uωx :
(a) For any ω P Ωuniq, priUqzD Ă Uωx . For each ξ P D, Ptξ P Uωx u “ 0.
(b) For any ω P Ωuniq, Uωx is supported outside the linear segments of Λ: For any ξ P riU with
ξ ‰ ξ, rξ, ξs X Uωx “ ∅.
(c) For any distinct η, ζ P U , Pprη, ζsXUω0 ‰ ∅q P t0, 1u. If rη, ζsXriU Ă D and Ptrη, ζsX Uωx ‰
∅u “ 1, then the set of ξ P rη, ζs satisfying P ξ is an accumulation point of Uω0 u “ 1 is
infinite and has no isolated points.
II. Directedness of DLR solutions:
(d) For any ω P Ωuniq, every nondegenerate extreme solution is strongly Uξ-directed for some
ξ P riU . The only degenerate extreme solutions are Πeix , i P t1, 2u.
(e) For any ω P Ωuniq and ξ P U any weakly Uξ-directed solution is strongly Uξ-directed.
III. Uωx and the uniqueness of DLR solutions:
(f) For any ω P Ωuniq and ξ P UzUωx there exists a unique strongly Uξ-directed solution Πξ,ωx P
DLRωx . Moreover, Π
ξ,ω
x is an extreme point of DLR
ω
x and for any Uξ-directed sequence pxnq
the sequence Qωx,xn converges weakly to Π
ξ,ω
x . The family tΠξ,ωx : x P Z2u is consistent.
(g) For any ω P Ωuniq and ξ P Uωx there exist at least two extreme strongly Uξ-directed solutions
in DLRωx .
When Λ is strictly concave, i.e. Uξ “ tξu for all ξ P U , the above theorem states that outside
one null set of weights ω, and except for an ω-dependent set of directions (countable and possibly
empty), there is a unique DLR solution in environment ω satisfying WLLNξ (and in fact SLLNξ).
3.2. The competition interface. An easy computation, done in Appendix C, checks:
Lemma 3.11. For x ď y the quenched polymer measure Qωx,y is the same as the distribution of the
backward Markov chain starting at y and taking steps in t´e1,´e2u with transition probabilities
~π xu,u´eipωq “
eωu´eiZx,u´ei
Zx,u
, u ě x.
Couple the backward Markov chains tQωx,y : y ě xu by a quenched probability measure Qωx on the
space Tx of trees that span x`Z2`. Precisely, for each y P x`Z2`zt0u choose a parent γpyq “ y´ei
with probability ~π xy,y´eipωq, i P t1, 2u. We denote the random tree by T ωx P Tx. For any y ě x
there is a unique up-right path from x to y on T ωx . Lemma 3.11 implies that the distribution of
this path under Qωx is exactly the polymer measure Q
ω
x,y.
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Fix the starting point to be x “ 0. Consider the two (random) subtrees T ω0,ei of T ω0 , rooted at
ei, i P t1, 2u. Following [31], define the path φωn such that φω0 “ 0 and for each n P N and i P t1, 2u,
φωn ´ φωn´1 P te1, e2u and tφωn ` kei : k P Nu Ă T ω0,ei. The path tp1{2, 1{2q ` φωn : n P Z`u threads in
between the two trees T ω0,ei , i P t1, 2u, and is hence called the competition interface. See Figure 3.1.
0
e2
e1
Figure 3.1. The competition interface shifted by p1{2, 1{2q (solid line) separating the
subtrees T ω
0,e1
and T ω
0,e2
.
By Lemma 2.2 in [31] there exists a unique such path and its distribution under Qω0 is that of a
Markov chain that starts at 0 and has transitions
πcify,y`ei “
e´ωy`ei {Z0,y`ei
e´ωy`e1{Z0,y`e1 ` e´ωy`e2{Z0,y`e2
.
The partition functions Z0,y in [31] include the weight ωy and exclude ω0, while we do the opposite.
This is the reason for which our formula for πcif is not as clean as the one in [31].
The above says that φωn is in fact a random walk in random environment, but with highly
correlated transition probabilities. Our next result concerns the law of large numbers.
Theorem 3.12. Assume (3.5). There exists a measurable ξ˚ : Ω ˆ T0 Ñ riU and an event Ωcif
such that PpΩcifq “ 1 and for every ω P Ωcif :
(a) The competition interface has a strong law of large numbers:
Qω0 tφωn{nÑ ξ˚u “ 1.
(b) ξ˚ has cumulative distribution function
Qω0 tξ˚ ¨ e1 ď ξ ¨ e1u “ eω0´B
ξ`p0,e1,ωq for ξ P riU .(3.8)
Thus, Qω0 pξ˚ “ ξq ą 0 if and only if Bξ´p0, e1, ωq ‰ Bξ`p0, e1, ωq.
(c) ξ˚pω, ¨q is supported outside the linear segments of Λ: If η, ζ P riU are such that Λ is linear
on sη, ζr, then Qω0 pη ¨ e1 ă ξ˚ ¨ e1 ă ζ ¨ e1q “ 0.
(d) For any ξ P riU , EQω0 pξ˚ “ ξq ą 0 if and only if ξ P priUqzD.
Part (d) in the above theorem says that if Λ is differentiable at all points then the distribution
of ξ˚ induced by the averaged measure Q
ω
0 pdT ω0 qPpdωq is continuous. Even in this case, part (b)
leaves open the possibility that for a fixed ω the distribution of ξ˚ under the quenched measure Q
ω
0
has atoms.
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3.3. Bi-infinite polymer measures. Theorem 3.7 and a variant of the Burton-Keane lack of
space argument [10] allow us to prove that deterministically Uξ-directed bi-infinite Gibbs measures
do not exist if Uξ Ă D.
Theorem 3.13. Suppose that ξ, ξ, ξ P D. Then there exists an event Ωbi,rξ,ξs with PpΩbi,rξ,ξsq “ 1
such that for all ω P Ωbi,rξ,ξs there is no weakly Uξ-directed measure Π P
ÐÝÑ
DLR
ω
.
We now turn to non-existence of covariant bi-infinite Gibbs measures. A similar question has
been studied for spin systems including the random field Ising model; see [1, 2, 50, 60].
Definition 3.14. A T -covariant bi-infinite Gibbs measure or metastate is an M1pX,X q-valued
random variable Πω satisfying the following:
(a) The map ΩÑM1pX,X q : ω ÞÑ Πω is measurable.
(b) P
`
Πω P ÐÝÑDLRω˘ “ 1.
(c) For each z P Z2, P `ΠTzω ˝ θ´z “ Πω˘ “ 1.
A quick proof checks that not only do metastates not exist, but in fact there are no shift-
covariant measures on X. This can be compared to the corresponding result showing non-existence
of metastates for the random field Ising model, proven in [60], where the mechanism is different.
Lemma 3.15. There does not exist a random variable satisfying Definition 3.14(a) and Definition
3.14(c).
4. Shift-covariant cocycles
We now introduce our main tools, cocycles and correctors, and address their existence and
regularity properties.
Definition 4.1. A shift-covariant cocycle is a Borel-measurable function B : Z2 ˆ Z2 ˆ Ω Ñ R
which satisfies the following for all x, y, z P Z2:
(a) (Shift-covariance) P
 
Bpx` z, y ` z, ωq “ Bpx, y, Tzωq
( “ 1.
(b) (Cocycle property) P
 
Bpx, yq `Bpy, zq “ Bpx, zq( “ 1.
Remark 4.2. We will also use the term cocycle to denote a function satisfying Definition 4.1(b)
only when x, y, z ě u for some u P Z2.
As has already been done in the above definition, we will typically suppress the ω from the
arguments unless it adds clarity. A shift-covariant cocycle is said to be LppPq if Er|Bp0, eiq|ps ă 8
for i P t1, 2u.
We are interested in cocycles that are consistent with the weights ωxpωq in the following sense:
Definition 4.3. For β P p0,8s, a shift-covariant cocycle B satisfies β-recovery if for all x P Z2 and
P-almost every ω:
e´βBpx,x`e1,ωq ` e´βBpx,x`e2,ωq “ e´βωxpωq, if 0 ă β ă 8,(4.1)
min
 
Bpx, x` e1, ωq, Bpx, x` e2, ωq
( “ ωxpωq, if β “ 8.
Such cocycles are called correctors.
For a shift-covariant L1pPq cocycle define the random vector hpBq P R2 via
hpBq ¨ ei “ ´ErBp0, eiq | Is
where I is the σ-algebra generated by T -invariant events.
The next result is a special case of an extension of Theorem A.3 of [31] to the stationary setting.
See Appendix B. Alternatively, one could pass through the ergodic decomposition theorem.
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Theorem 4.4. Fix β P p0,8s. Suppose B is a shift-covariant L1pPq β-recovering cocycle. Then
lim
nÑ8
max
xPnUXZ2`
|Bp0, xq ` hpBq ¨ x|
n
“ 0 P-almost surely.(4.2)
The next lemma shows that β-recovering covariant cocycles are naturally indexed by elements of
the superdifferential BΛβpUq. This explains why we only consider cocycles with mean vectors lying
in the superdifferential when we construct recovering cocycles in the next subsection. A similar
observation in FPP appears in [19, Theorem 4.6].
Lemma 4.5. Assume the setting of Theorem 4.4. The following hold.
(a) ´hpBq P BΛβpUq almost surely.
(b) If ´ErhpBqs P BΛβpξq for ξ P U then ´hpBq P BΛβpξq almost surely.
(c) If ´ErhpBqs P ext BΛβpξq for some ξ P U then hpBq “ ErhpBqs P-a.s.
Proof. Iterating the recovery property shows that almost surely
1 “
ÿ
xPnUXZ2`
Z
β
0,xe
´βBp0,xq, if β ă 8, and
0 “ max
xPnUXZ2`
tG0,x ´Bp0, xqu , if β “ 8.
Take logs, divide by nβ if β ă 8 and n if β “ 8 then send nÑ8 to get
0 “ max
ξPU
 
Λβpξq ` hpBq ¨ ξ( “ ΛβplphpBqq P-almost surely.
The first equality comes by an application of (2.2) and Theorem 4.4 and a fairly standard argument
(e.g. the proof of Lemma 2.9 in [53]). The second equality is (2.4). By Lemma 2.1, the above implies
´hpBq P BΛβpUq.
Since ΛβplphpBqq “ 0, we have almost surely ξ ¨ hpBq ` Λβpξq ď 0 for any ξ P U . If now ξ is such
that ´ErhpBqs P BΛβpξq, then again by Lemma 2.1 ξ ¨ErhpBqs`Λβpξq “ 0, and therefore we must
have ξ ¨ hpBq ` Λβpξq “ 0 almost surely. Again, we deduce that ´hpBq P BΛβpξq almost surely.
If in addition we know that ´ErhpBqs P ext BΛβpξq then we must have hpBq “ ErhpBqs almost
surely by definition of an extreme point. 
Before discussing existence of shift-covariant cocycles, we mention a few more basic properties
of the superdifferential BΛβpUq.
Lemma 4.6. For all ξ P riU we have ξ ¨∇Λβpξ˘q “ Λβpξq.
Proof. Fix ε ą 0 and let t “ pε`ξ ¨e1q{pξ ¨e1q and δ “ εpξ ¨e1q{pξ ¨e1`εq. Then ξ`εe1 “ tpξ´δe2q.
Rearranging terms and using homogeneity of Λβ we get
pξ ¨ e1q ε´1
`
Λβpξ ` εe1q ´ Λβpξq
˘ ` pξ ¨ e2q δ´1`Λβpξq ´ Λβpξ ´ δe2q˘ “ Λβpξq.
Take ε and δ to 0 to get ξ ¨∇Λβpξ`q “ Λβpξq. The other identity is similar. 
Lemma 4.7. The superdifferential map has the following properties:
(a) Let ξ, ξ1 P riU , ´h P BΛβpξq, and ´h1 P BΛβpξ1q. If for some i P t1, 2u, h ¨ ei ă h1 ¨ ei then
h ¨ e3´i ą h1 ¨ e3´i. Consequently, if h ¨ ei “ h1 ¨ ei then h “ h1. If for some i P t1, 2u,
ξ ¨ ei ă ξ1 ¨ ei, then h ¨ ei ď h1 ¨ ei.
(b) BΛβpUq is closed in R2; if ξn Ñ ξ P riU and hn Ñ h with ´hn P BΛβpξnq, then ´h P BΛβpξq.
If h P ´BΛβpUq and ε ą 0, there exist h1, h2 P ´BΛβpUq with h ¨ e1 ´ ε ă h1 ¨ e1 ă h ¨ e1 ă
h2 ¨ e1 ă h ¨ e1 ` ε.
(c) For each ξ P riU , BΛβpξq “ r∇Λβpξ`q,∇Λβpξ´qs. This line segment is nontrivial for
countably many ξ P riU .
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(d) For each h P R2 there exists a unique t P R so that ´h` tpe1 ` e2q P BΛβpUq.
Proof. Fix h P R2. Lemma 2.1 and the identity
Λβplph´ tpe1 ` e2qq “ Λβplphq ´ t
imply that the unique t for which ´h` tpe1` e2q P BΛβpUq is given by t “ Λβplphq. This proves (d).
Take ξ, ξ1, h, h1 as in (a). By Lemma 2.1 we have h ¨ ξ ` Λβpξq “ 0. Then
0 “ Λβplph1q ě h1 ¨ ξ ` Λβpξq “ h ¨ ξ ` Λβpξq ` ph1 ´ hq ¨ ξ “ ph1 ´ hq ¨ ξ.
That is, h¨ξ ě h1 ¨ξ. Similarly, h¨ξ1 ď h1 ¨ξ1. Part (a) follows. For example, if h ą h1 coordinatewise,
then we would have h ¨ξ1 ą h1 ¨ξ1, a contradiction. And now if we have at the same time ξ ¨e1 ă ξ1 ¨e1
and h ¨ e1 ą h1 ¨ e1, then we would have h ¨ e2 ă h1 ¨ e2 and hence 0 ě ph´ h1q ¨ ξ1 ą ph´ h1q ¨ ξ ě 0,
again a contradiction.
Suppose that hn is a Cauchy sequence such that ´hn P BΛβpUq; let h be its limit point in R2.
By definition, there exist ξn P U with ´hn P BΛβpξnq. Since the ξn lie in a compact set, there is a
further subsequence along which ξn converges to some ξ P U . Since Λβ is continuous on U , we may
pass to the limit in (2.5) to see that ´h P BΛβpξq. This shows that BΛβpUq is closed as well as the
last statement in (b).
Now suppose that ´h P BΛβpξq for ξ P riU and take ε ą 0. Let
hε “ h` εe1 ´ Λβplph` εe1qpe1 ` e2q.
Then part (d) says that ´hε P BΛβpUq. Furthermore, taking nÑ8 in (2.3) implies that
|Λβplph` εe1q| “ |Λβplphq ´ Λβplph` εe1q| ď ε.
Hence, hε ¨ e1 “ h ¨ e1 ` ε´ Λβplph` εe1q satisfies
h ¨ e1 ď hε ¨ e1 ď h ¨ e1 ` 2ε.
The first inequality must be strict for otherwise, if h ¨ e1 “ hε ¨ e1, then part (a) would imply that
hε ¨ e2 “ h ¨ e2 which implies Λβplph` εe1q “ 0 and hence hε “ h` εe1. But then this would imply
that hε ¨ e1 ą h ¨ e1, a contradiction. A similar reasoning shows that
h´ε “ h´ εe1 ´ Λβplph´ εe1qpe1 ` e2q
satisfies ´h´ε P BΛβpUq and
h ¨ e1 ´ 2ε ď h´ε ¨ e1 ă h ¨ e1.
Furthermore, |h˘ε ¨ e2 ´ h ¨ e2| “ |Λβplph ˘ εe1q| ď ε and part (a) implies that hε ¨ e2 ă h ¨ e2 and
h´ε ¨ e1 ą h ¨ e1. Part (b) is thus proved.
For ξ P riU , Lemma 2.1 along with the definition implies that v P BΛβpξq if and only if
v ¨ ξ “ Λβpξq and v ¨ ζ ě Λβpζq for all ζ P R2`.(4.3)
Consider the function fptq “ Λβpξ ` te1q, t ě ´ξ ¨ e1. This is a concave function and its right-
derivative f 1p0`q at t “ 0 exists and equals ∇Λβpξ`q. Concavity then implies that for all t ě ´ξ ¨e1
fptq ´ fp0q ď f 1p0`qt.
This means that for ζ P pξ ` Re1q X R2`
Λβpζq ´ Λpξq ď pζ ´ ξq ¨∇Λβpξ`q.
Applying Lemma 4.6 this becomes
Λβpζq ď ζ ¨∇Λβpξ`q for ζ P pξ ` Re1q X R2`.
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Homogeneity of Λβ extends this inequality to all of R2`. This shows that v “ ∇Λβpξ`q satisfies
(4.3) and is hence in BΛβpξq. A similar proof works for ∇Λβpξ´q.
The definition of BΛβpξq now implies that r∇Λβpξ´q,∇Λβpξ`qs Ă BΛβpξq. On the other hand,
if v P BΛβpξq, then for any ε ą 0 we have
´εv ¨ e1 ď Λβpξq ´ Λβpξ ` εe1q.
This implies that ∇Λβpξ`q ¨ e1 ď v ¨ e1. Similar inequalities work for e2 in place of e1 and also for
∇Λβpξ´q and give us that v P r∇Λβpξ`q,∇Λβpξ´qs. The first claim in (c) is proved. By concavity,
existence of two-sided e1 and e2 directional derivatives at a point is equivalent to differentiability at
that point; see [56, Theorem 25.2]. For α ą 0, by homogeneity BΛβpαξq “ BΛβpξq; the second claim
in (c) follows from the fact that (by concavity) f defined above and the corresponding function for
e2 have countably many points t where the left and right derivatives disagree. 
4.1. Existence and regularity of shift-covariant correctors. Fix a probability space pΩ,F ,Pq
as in Section 2.1. Let B0 be the union of t8u and a dense countable subset of p0,8q. For β P p0,8s
recall the limiting free energy Λβ from Section 2.3 and let Hβ “ ´BΛβpUq. Let Hβ0 be a countable
dense subset of Hβ . Let B0ˆH‚0 “ tpβ, hq : β P B0, h P Hβ0u and define B0ˆH‚ similarly. LetpΩ “ Ω ˆ RZ2ˆt1,2uˆpB0 ˆH‚0q be equipped with the product topology and product Borel σ-algebra,pG. This space satisfies the conditions in Section 2.1 if Ω does. Let pT “ tpTz : z P Z2u be thepG-measurable group of transformations that map pω, ttx,i,β,h : px, i, β, hq P Z2ˆt1, 2uˆpB0ˆH‚0quq
to pTzω, ttx`z,i,β,h : px, i, β, hq P Z2ˆt1, 2uˆ pB0ˆH‚0quq. Denote by πΩ the projection map to the
Ω coordinate. We will write ω for πΩppωq and the usual ωx for ωxpωq.
The next theorem furnishes the covariant, recovering cocycles used in [29, 30] without the con-
dition Ppω0 ě cq “ 1 which was inherited from queueing theory; see [30, (2.1)]. In [30] the authors
also prove ergodicity of these cocycles. As one can see from the proofs in this paper, ergodicity can
be replaced by stationarity without losing the conclusions of [30]. We do not need ergodicity in the
present project and so do not prove it here. These questions are addressed in our companion paper
[40].
Our construction of cocycles follows ideas from [19]. However, there is a novel technical difficulty
stemming from the directedness of the paths, boiling down to a lack of uniform integrability of pre-
limit Busemann functions. Essentially the same issue is resolved in the zero temperature queueing
literature by an argument which relies on Prabhakar’s [52] rather involved result showing that
ergodic fixed points of the corresponding ¨{G{1{8 queue are attractive. Instead, we handle this
problem by appealing to the variational formulas for the free energy derived in [28].
For a subset I Ă Z2 let Iă “ tx P Z2 : x ­ě z @z P Iu.
Theorem 4.8. There are a pT -invariant probability measure pP on ppΩ, pGq and real-valued measurable
functions Bβ,h`px, y, pωq and Bβ,h´px, y, pωq of pβ, h, x, y, pωq P pB0ˆH‚q ˆ Z2 ˆ Z2 ˆ pΩ such that:
(a) For any event A P F , pPpπΩppωq P Aq “ PpAq.
(b) For any I Ă Z2, the variables
tpωx, Bβ,h˘ppω, x, yqq : x P I, y ě x, β P B0, h P Hβu
are independent of tωx : x P Iău.
(c) For each β P B0, h P Hβ , and x, y P Z2, Bβ,h˘px, yq are integrable and
pE“Bβ,h˘px, x` eiq‰ “ ´h ¨ ei.(4.4)
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(d) There exists a pT -invariant event pΩcoc with pPppΩcocq “ 1 such that for each pω P pΩcoc, x, y, z P
Z
2, β P B0, h P Hβ, and ǫ P t´,`u
Bβ,hǫpx` z, y ` z, pωq “ Bβ,hǫpx, y, pTzpωq,(4.5)
Bβ,hǫpx, y, pωq `Bβ,hǫpy, z, pωq “ Bβ,hǫpx, z, pωq, and(4.6)
e´βB
β,hǫpx,x`e1,pωq ` e´βBβ,hǫpx,x`e2,pωq “ e´βωx , if β ă 8,(4.7)
min
 
Bβ,hǫpx, x` e1, pωq, Bβ,hǫpx, x` e2, pωq( “ ωx, if β “ 8.(4.8)
(e) For each pω P pΩcoc, x P Z2, β P B0, and h, h1 P Hβ with h ¨ e1 ď h1 ¨ e1,
Bβ,h´px, x` e1, pωq ě Bβ,h`px, x` e1, pωq
ě Bβ,h1´px, x` e1, pωq ě Bβ,h1`px, x` e1, pωq and
Bβ,h´px, x` e2, pωq ď Bβ,h`px, x` e2, pωq
ď Bβ,h1´px, x` e2, pωq ď Bβ,h1`px, x` e2, pωq.
(4.9)
(f) For each pω P pΩcoc, β P B0, h P Hβ, and x, y P Z2,
Bβ,h´px, y, pωq “ lim
HβQh1Ñh
h1¨e1Õh¨e1
Bβ,h
1˘px, y, pωq and
Bβ,h`px, y, pωq “ lim
HβQh1Ñh
h1¨e1Œh¨e1
Bβ,h
1˘px, y, pωq.(4.10)
When Bβ,h`px, y, pωq “ Bβ,h´px, y, pωq we drop the `{´ and write Bβ,hpx, y, pωq and then for
any ǫ P t´,`u
lim
HβQh1Ñh
Bβ,h
1ǫpx, y, pωq “ Bβ,hpx, y, pωq.(4.11)
(g) For each β P B0 and h P Hβ there exists an event pΩcont,β,h Ă pΩcoc with pPppΩcont,β,hq “ 1 and
for all pω P pΩcont,β,h and all x, y P Z2
Bβ,h`px, y, pωq “ Bβ,h´px, y, pωq “ Bβ,hpx, y, pωq.
Remark 4.9. The proofs of parts (a) and (c-f) work word-for-word if the distribution of tωxpωq :
x P Z2u induced by P is T -ergodic and ω0pωq belongs to class L, defined in [28, Definition 2.1].
Remark 4.10. In the rest of the paper we will construct various full-measure events. By shift-
invariance of P and pP, replacing any such event with the intersection of all its shifts we can assume
these full-measure events to also be shift-invariant. This will be implicit in the proofs that follow.
Proof of Theorem 4.8. For β P p0,8s, h P R2, n P N, x P Z2, and i P t1, 2u define
Bβ,hn px, x` eiq “ F β,hx,pnq ´ F β,hx`ei,pnq ´ h ¨ ei
if x ¨ pe ă n and Bβ,hn px, x` eiq “ 0 otherwise. A direct computation shows that if x ¨ pe ă n then
Bβ,hn px, x` eiq “ Bβ,hn´x¨pep0, eiq ˝ Tx,(4.12)
e´βωx “ e´βBβ,hn px,x`e1q ` e´βBβ,hn px,x`e2q, if β ă 8, and(4.13)
ωx “ min
`
Bβ,hn px, x` e1q, Bβ,hn px, x` e2q
˘
, if β “ 8.(4.14)
Moreover, if n ą x ¨ pe` 1, then
Bβ,hn px, x` e1q `Bβ,hn px` e1, x` e1 ` e2q
“ Bβ,hn px, x` e2q `Bβ,hn px` e2, x` e1 ` e2q.
(4.15)
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We also prove the following in Appendix A.1.
Lemma 4.11. Suppose n ą x ¨pe and that h ¨e1 ď h1 ¨e1 and h ¨e2 ě h1 ¨e2. Then for each β P p0,8s,
each n, each x P Z2, P-almost surely
Bβ,hn px, x` e1q ě Bβ,h
1
n px, x` e1q and
Bβ,hn px, x` e2q ď Bβ,h
1
n px, x` e2q.
(4.16)
Next, we employ an averaging procedure previously used by [19, 27, 35, 46], among others. For
each n P N, let Nn be uniformly distributed on t1, . . . , nu and independent of everything else. Let
Pn be its distribution and abbreviate rPn “ PbPn with expectation rEn. DefinepBβ,hn px, x` eiq “ Bβ,hNn px, x` eiq.
Then whenever n ą x ¨ pe,
rEn“ pBβ,hn px, x` eiq‰ “ 1n
nÿ
j“x¨pe`1
`
E
“
F
β,h
0,pj´x¨peq ´ F β,h0,pj´x¨pe´1q‰´ h ¨ ei˘
“ 1
n
E
“
F
β,h
0,pn´x¨peq‰´ ˆn´ x ¨ pen
˙
h ¨ ei.(4.17)
By (4.13-4.14) we have pBβ,hn px, x ` eiq ě ωx on the event tNn ą x ¨ peu. On the complementary
event we have pBβ,hn px, x` eiq “ 0. Whenever n ą x ¨ pe,rEn“| pBβ,hn px, x` eiq|‰ “ rEn“ pBβ,hn px, x` eiq‰´ 2rEn“min`0, pBβ,hn px, x` eiq˘‰
ď 1
n
E
“
F
β,h
0,pn´x¨peq‰´ ˆn´ x ¨ pen
˙
h ¨ ei ` 2Er|ω0|s.
The first term converges to Λβplphq, which equals zero if h P Hβ by Lemma 2.1. Then the right-hand
side is bounded by a finite constant cpx, β, hq. If we denote by Pn the law of´
ω,
 pBβ,hn px, x` eiq : x P Z2, i P t1, 2u, β P B0, h P Hβ0(¯
induced by rPn on ppΩ, pGq, then the family tPn : n P Nu is tight. Let pP denote any weak subsequential
limit point of this family of measures. pP is then pT -invariant because of (4.12) and the T -invariance
of P. We prove next that such a measure satisfies all of the conclusions of the theorem.
Let Bβ,hpx, x ` ei, pωq be the px, i, β, hq-coordinate of pω P pΩ. Since inequalities (4.16) hold for
every n there exists an event pΩ10 (which can be assumed to be pT -invariant) with pPppΩ10q “ 1 such
that for any β P B0, h, h1 P Hβ0 with h ¨ e1 ď h1 ¨ e1, x P Z2, and pω P pΩ10,
Bβ,hpx, x` e1, pωq ě Bβ,h1px, x` e1, pωq and
Bβ,hpx, x` e2, pωq ď Bβ,h1x, x` e2, pωq.(4.18)
Due to this monotonicity we can define
Bβ,h´px, x` ei, pωq “ lim
h1PHβ
0
,h1¨e1Õh¨e1
Bβ,hpx, x` eiq and
Bβ,h`px, x` ei, pωq “ lim
h1PHβ
0
,h1¨e1Œh¨e1
Bβ,hpx, x` eiq.
Then parts (e) and (f) come immediately.
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Since (4.15) holds for every n we get the existence of a pT -invariant event pΩ20 Ă pΩ10 with pPppΩ20q “ 1
and
Bβ,hpx, x` e1, pωq `Bβ,hpx` e1, x` e1 ` e2, pωq
“ Bβ,hpx, x` e2, pωq `Bβ,hpx` e2, x` e1 ` e2, pωq(4.19)
for all x P Z2, β P B0, h P Hβ0 , and pω P pΩ20. This equality transfers to Bβ,h˘. Set Bβ,h˘px`ei, x, pωq “
´Bβ,h˘px, x` ei, pωq and for x, y P Z2 and pω P pΩ20
Bβ,h˘px, y, pωq “ m´1ÿ
k“0
Bβ,h˘pxk, xk`1, pωq,
where x0,m is any path from x to y with |xk`1 ´ xk|1 “ 1. The sum does not depend on the path
we choose, due to (4.19). Property (4.6) follows.
For each n and each A P F , PnpπΩppωq P Aq “ Ppω P Aq. Moreover, for each n and each I Ă Z2,
the family
 
ωx, pBβ,hn px, x ` eiq : x P I, β P B0, h P Hβ0 , i P t1, 2u( is independent of tωx : x P Iău.
These properties transfer to pP and parts (a) and (b) follow.
Again, since (4.12-4.14) hold for each n, there exists a pT -invariant full pP-measure event pΩcoc Ă pΩ20
on which (4.5) and (4.7-4.8) hold. (d) is proved.
Recall (4.17) and that the right-hand side converges to Λβphq ´ h ¨ ei “ ´h ¨ ei. We have also
seen that pBβ,hn px, x` eiq ě ωx1tNn ą x ¨ peu.
Fatou’s lemma then implies that Bβ,hpx, x` eiq is integrable under pP andpE“Bβ,hpx, x` eiq‰ ď ´h ¨ ei for β P B0, h P Hβ0 .(4.20)
The reverse inequality is the nontrivial step in this construction. We spell out the argument in
the case β ă 8, with the β “ 8 case being similar.
Let ~ “ ´pErBβ,hpx, x` e1qse1´ pErBβ,hpx, x` e2qse2, S “ σpωx : x P Z2q, and define rBβ,hpx, x`
eiq “ pErBβ,hpx, x` eiq |Ss. Then rBβ,h satisfies an equation like (4.19) which we can use to define
a cocycle rBβ,hpx, yq, x, y P Z2. Note that in general this cocycle will not recover the potential, even
if Bβ,h does; it does however have the same mean vector ~ as Bβ,h. By Jensen’s inequality and
recovery,
e´β
rBβ,hp0,e1q ` e´β rBβ,hp0,e2q ď pE“e´βBβ,hp0,e1q ` e´βBβ,hp0,e2q |S‰
“ pEre´βω0 |Ss “ e´βω0 .(4.21)
For h P Hβ let ξ P riU be such that ´h P BΛβpξq. Having conditioned on S, we are back in the
canonical setting where rBβ,h can be viewed as defined on the product space RZ2 with its Borel
σ-algebra and an i.i.d. probability measure PbZ
2
0 , where P0 is the distribution of ω0 under P. This
setting is ergodic. Apply the duality of ξ and h, the variational formula of [28, Theorem 4.4], and
(4.21) to obtain
´h ¨ ξ “ Λβpξq ď P- ess sup
ω
1
β
log
ÿ
i“1,2
eβω0´βB˜
β,hp0,eiq´β~¨ξ ď ´~ ¨ ξ.
This, inequality (4.20), and the fact that ξ has positive coordinates imply ~ ¨ ei “ h ¨ ei for i “ 1, 2.
In other words, pE“Bβ,hpx, x` eiq‰ “ ´h ¨ ei for β P B0, h P Hβ0 .
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Part (c) follows from this, monotonicity (4.18), and the monotone convergence theorem. Then part
(g) follows from monotonicity (4.9) and the fact that for i P t1, 2u, Bβ,h˘px, x` eiq have the same
mean ~. 
It will be convenient to also define the process indexed by ξ P riU :
Bβ,ξ˘px, yq “ Bβ,´∇Λβpξ˘q˘px, yq.
Remark 4.12. Parts (b-f) of Theorem 4.8 transfer to this process in the obvious way. For example
the first set of inequalities in (4.9) becomes
Bβ,ξ´px, x` e1q ě Bβ,ξ`px, x` e1q ě Bβ,ζ´px, x` e1q ě Bβ,ζ`px, x` e1q
for ξ, ζ P riU with ξ ¨ e1 ď ζ ¨ e1. (g) becomes the following: for each β P B0 and ξ P Dβ there
exists an event pΩcont,β,ξ “ pΩcont,β,´∇Λβpξq with Bβ,ξ`px, y, pωq “ Bβ,ξ´px, y, pωq “ Bβ,ξpx, y, pωq for
all pω P pΩcont,β,ξ and all x, y P Z2.
We will need two lemmas in what follows.
Lemma 4.13. For each ξ P riU , there exists an event pΩtilt,ξ` such that pPppΩtilt,ξ`q “ 1 and
hpBβ,ξ`q “ ´∇Λβpξ`q on pΩtilt,ξ` for all β P B0. A similar statement holds for ξ´.
Proof. By (4.4) we have ´pErhpBβ,ξ˘qs “ ∇Λβpξ˘q. The claim then follows from Lemma 4.5(c). 
Lemma 4.14. There exists a pT -invariant event pΩe1,e2 so that for pω P pΩe1,e2, x P Z2, β P B0, and
i P t1, 2u,
lim
riUQξÑei
Bβ,ξ˘,pωpx, x` eiq “ ωx and lim
riUQξÑei
Bβ,ξ˘px, x` e3´i, pωq “ 8.
Proof. Take pω P Ωcoc. Then the claimed limits exist due to the above monotonicity. The second
limit follows from the first by recovery (4.7-4.8). Recovery also implies that Bβ,ξ˘px, x`ei, pωq´ωx ě
0. But then
0 ď pE” lim
ξÑei
Bβ,ξ˘px, x` eiq ´ ωx
ı
“ pE” inf
ξPriU
Bβ,ξ˘px, x` eiq ´ ωx
ı
ď inf
ξPriU
pErBβ,ξ˘px, x` eiqs ´ Erωxs “ inf
ξPriU
∇Λβpξ˘q ¨ ei ´ Erω0s “ 0,
where the last equality follows from Lemma C.1. 
As mentioned earlier, in the rest of the paper we assume β “ 1 and omit it from the notation.
In particular, we write Λ and H instead of Λ1 and H1.
4.2. Ratios of partition functions. Following similar steps to the proofs of (4.3) of [31] and
Theorem 6.1 in [30] we obtain the next theorem. Our more natural definition of the Bξ˘ processes
makes the claim hold on one full-measure event, in contrast with [30, 31] where the events depend
on ξ.
Theorem 4.15. There exists a shift-invariant event pΩBus such that pPppΩBusq “ 1 and for all pω PpΩBus, any (possibly pω-dependent) ξ P riU , x P Z2, and Uξ-directed sequence xn P Vn:
e´B
ξ´px,x`e1,pωq ď lim
nÑ8
Zx`e1,xn
Zx,xn
ď lim
nÑ8
Zx`e1,xn
Zx,xn
ď e´Bξ`px,x`e1,pωq and
e´B
ξ`px,x`e2,pωq ď lim
nÑ8
Zx`e2,xn
Zx,xn
ď lim
nÑ8
Zx`e2,xn
Zx,xn
ď e´Bξ´px,x`e2,pωq.(4.22)
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Proof. Let D0 be a countable dense subset of D. Let ξ P riU andpω P pΩBus “ pΩcoc X č
ζPD0
pΩcont,ζ .
First, consider x¯n “ x¯npξq that is the (leftmost) closest point in Vn to nξ. Then x¯n{n Ñ ξ as
n Ñ 8. Let ζ P D0 be such that ζ ¨ e1 ą ξ ¨ e1. Since pω P pΩcont,ζ we have Bζ˘ “ Bζ . For x P Vk,
y P Vℓ, k, ℓ P Z, and x ď y, define the point-to-point partition function
ZNEx,y “
ÿ
xk,ℓPX
y
x
e
řℓ´1
i“k ω¯xi ,(4.23)
where ω¯u “ Bζpu, u ` ei, pωq if y ´ u P Nei, i P t1, 2u and ω¯u “ ωu otherwise. For x ď y ´ e1 ´ e2,
use the cocycle property to rewrite the recovery property as
e´ωx “ e´Bζpx,x`e1q ` e´Bζpx,x`e2q “ e´
`
Bζpx,yq´Bζ px`e1,yq
˘
` e´
`
Bζpx,yq´Bζ px`e2,yq
˘
.
This implies the recursion
eB
ζpx,yq “ eωx
”
eB
ζpx`e1,yq ` eBζ px`e2,yq
ı
.
ZNEx,y , x ď y´ e1´ e2, solves the same recursion with the same boundary conditions on y´x P Nei,
i P t1, 2u and therefore ZNEx,y “ eB
ζpx,yq for all x ď y. Then
ZNEx,x¯n`e1`e2
ZNEx`e1,x¯n`e1`e2
“ eBζpx,x`e1,pωq.
For v with x ď v ď y let ZNEx,y pvq be defined as in (4.23) but with the sum being only over
admissible paths that go through v. Apply the first inequality in (C.1) with ω˜ such that ωypω˜q “ ωy
for y ď x¯n, ωypω˜q “ Bζpy, y ` ei, pωq for y with x¯n ` e1 ` e2 ´ y P Nei, i P t1, 2u, v “ x¯n, and
u “ x¯n ` e1 to get
Zx,x¯n
Zx`e1,x¯n
ě Z
NE
x,x¯n`e1`e2px¯n ` e1q
ZNEx`e1,x¯n`e1`e2px¯n ` e1q
ě Z
NE
x,x¯n`e1`e2px¯n ` e1q
ZNEx,x¯n`e1`e2
¨ Z
NE
x,x¯n`e1`e2
ZNEx`e1,x¯n`e1`e2
“ Z
NE
x,x¯n`e1`e2px¯n ` e1q
ZNEx,x¯n`e1`e2
¨ eBζ px,x`e1q.(4.24)
Using the shape theorems (2.2) and (4.2) and a standard argument, given for example in the
proof of [30, Lemma 6.4], we have
lim
nÑ8
n´1 logZNEx,x¯n`e1`e2px¯n ` e1q “ sup
 
Λpηq ` pξ ´ ηq ¨∇Λpζq : η P rpξ ¨ e1qe1, ξs
(
and
lim
nÑ8
n´1 logZNEx,x¯n`e1`e2px¯n ` e2q “ sup
 
Λpηq ` pξ ´ ηq ¨∇Λpζq : η P rpξ ¨ e2qe2, ξs
(
.
By Lemma 4.7(a) ∇Λpζq ¨ e1 ď ∇Λpξq ¨ e1 and hence for η P rpξ ¨ e2qe2, ξs,
pξ ´ ηq ¨∇Λpζq ď pξ ´ ηq ¨∇Λpξq ď Λpξq ´ Λpηq.
Thus, the second supremum in the above is achieved at η “ ξ and the limit is equal to Λpξq. Set
η0 “ pξ ¨ e1{ζ ¨ e1qζ P rpξ ¨ e1qe1, ξs. For η P rpξ ¨ e1qe1, ξs
pη0 ´ ηq ¨∇Λpζq “ ξ ¨ e1
ζ ¨ e1
´
ζ ´ ζ ¨ e1
ξ ¨ e1 η
¯
¨∇Λpζq
ď ξ ¨ e1
ζ ¨ e1
´
Λpζq ´ ζ ¨ e1
ξ ¨ e1Λpηq
¯
“ Λpη0q ´ Λpηq.
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Rearranging, we have Λpηq ` pξ ´ ηq ¨∇Λpζq ď Λpη0q` pξ ´ η0q ¨∇Λpζq. Hence, the first supremum
is achieved at η0. But if equality also held for η “ ξ, then concavity of Λ would imply that Λ is
linear on rη0, ξs and hence on rζ, ξs. This cannot be the case since ζ R Uξ. We therefore have
Λpη0q ` pξ ´ η0q ¨∇Λpζq ą Λpξq.
This implies that ZNEx,x¯n`e1`e2px¯n ` e2q{ZNEx,x¯n`e1`e2px¯n ` e1q Ñ 0 as n Ñ 8. Since ZNEx,x¯n`e1`e2 “
ZNEx,x¯n`e1`e2px¯n ` e1q `ZNEx,x¯n`e1`e2px¯n ` e2q we conclude that the fraction in (4.24) converges to 1.
Consequently,
lim
nÑ8
Zx`e1,x¯n
Zx,x¯n
ď e´Bζ px,x`e1q.
Taking ζ Ñ ξ we get the right-most inequality in the first line of (4.22). The other inequalities
come similarly.
Next, we prove the full statement of the theorem, namely that (4.22) holds for all sequences
xn P Vn, directed into Uξ. To this end, take such a sequence and let ηℓ, ζℓ P riU be two sequences
such that ηℓ ¨ e1 ă ξ ¨ e1 ď ξ ¨ e1 ă ζℓ ¨ e1, ηℓ Ñ ξ, and ζℓ Ñ ξ. For a fixed ℓ and a large n we have
x¯npηℓq ¨ e1 ă xn ¨ e1 ă x¯npζℓq ¨ e1 and x¯npηℓq ¨ e2 ą xn ¨ e2 ą x¯npζℓq ¨ e2.
Applying (C.1) we have
Zx`e1,x¯npηℓq
Zx,x¯npηℓq
ď Zx`e1,xn
Zx,xn
ď Zx`e1,x¯npζℓq
Zx,x¯npζℓq
.
Take nÑ8 and apply the already proved version of (4.22) for the sequences x¯npηℓq and x¯npζℓq to
get for each ℓ
e´B
η
ℓ
´px,x`e1,pωq ď lim
nÑ8
Zx`e1,xn
Zx,xn
ď lim
nÑ8
Zx`e1,xn
Zx,xn
ď e´Bζℓ`px,x`e1,pωq.
Send ℓÑ8 to get the first line of (4.22). The second line is similar. 
5. Semi-infinite polymer measures
In this section we prove general versions of our main results on rooted solutions, starting with
Lemma 3.4.
Proof of Lemma 3.4. Fix x P Vm, m P Z. Suppose Πx is degenerate. By (2.8) there exist y ě x
and n ě m with y P Vn and ΠxpXn “ yq “ 0. Then for v ě y with v ¨ pe “ k
0 “ ΠxpXn “ yq ě ΠxpXn “ y,Xk “ vq “ ΠxpXk “ vqQωx,vpXn “ yq.
Hence, ΠxpXk “ vq “ 0. This means that
Πxt@n ě m : Xn ¨ e1 ď y ¨ e1u `Πxt@n ě m : Xn ¨ e2 ď y ¨ e2u “ 1.
Denote the first probability by α. We will show that
Πxt@n ě m : Xn “ x` pn´mqe2u “ α and
Πxt@n ě m : Xn “ x` pn´mqe1u “ 1´ α.(5.1)
If (5.1) holds, then Πx “ αΠe2x ` p1´ αqΠe1x . Let us now prove (5.1).
If α “ 0, then also Πxt@n ě m : Xn “ x ` pn ´mqe2u “ 0 “ α. If, on the other hand, α ą 0,
then either again Πxt@n ě m : Xn “ x ` pn ´mqe2u “ α or there exist k ě m and v ě x with
v ¨ e1 P p0, y ¨ e1s such that
Πxt@n ě k : Xn “ v ` pn´ kqe2u “ δ P p0, αs.(5.2)
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Let ℓ “ pv ´ xq ¨ e2. Then v ´ x “ pk ´m´ ℓqe1 ` ℓe2. For any n ě k
δ ď ΠxtXi “ v ` pi´ kqe2, k ď i ď nu
“ ΠxtXn “ v ` pn´ kqe2uQωx,v`pn´kqe2tXi “ v ` pi´ kqe2, k ď i ď nu
ď Zx,ve
řn´1
i“k ωv`pi´kqe2
Zx,v`pn´kqe2
ď
Zx,v exp
!řn´1
i“k ωv`pi´kqe2
)
exp
!řℓ`n´k´1
i“0 ωx`ie2
)
exp
!řk´m´ℓ´1
i“0 ωx`pℓ`n´kqe2`ie1
)
“
Zx,v exp
!řn´1
i“k pωv`pi´kqe2 ´ ωx`pi`ℓ´kqe2q
)
exp
!řℓ´1
i“0 ωx`ie2
)
exp
!řk´m´ℓ´1
i“0 ωx`pℓ`n´kqe2`ie1
) .
Let Ωnondeg be the intersection of the events"
Dn ě k :
exp
!řn´1
i“k pωv`pi´kqej ´ ωx`pi`ℓ´kqejq
)
exp
!řk´m´ℓ´1
i“0 ωx`pℓ`n´kqej`ie3´j
) ď e´r*
over all x, v P Z2 such that v ě x, r P N, j P t1, 2u, and integers k ě ℓ “ pv ´ xq ¨ ej and
m “ pv ´ xq ¨ pe1 ` e2q. The event Ωnondeg has full P-probability. Indeed, for each r P N
P
ˆ
Dn ě k :
exp
!řn´1
i“k pωv`pi´kqej ´ ωx`pi`ℓ´kqejq
)
exp
!řk´m´ℓ´1
i“0 ωx`pℓ`n´kqej`ie3´j
) ď e´r˙
“ P
ˆ
Dn ě 0 :
exp
!řn´1
i“0 pωe1`ie2 ´ ωie2q
)
exp
!řk´m´ℓ´1
i“0 ωpi`2qe1
) ď e´r˙ “ 1.
The first equality is because weights are i.i.d. and hence the distribution of the two ratios is the same.
The second equality holds because
řn´1
i“0 pωe1`ie2 ´ ωie2q is a sum of i.i.d. centered nondegenerate
random variables and hence has liminf ´8.
For ω P Ωnondeg we have
δ ď Zx,ve
´r
e
řℓ´1
i“0 ωx`ie2
for all r P N. Taking rÑ 8 gives a contradiction. Therefore, (5.2) cannot hold. The first equality
in (5.1) is proved. The other one is similar. 
Since t@n ě m : Xn “ x` pn´mqe3´iu Ă t@n ě m : Xn ¨ ei ď y ¨ eiu, (5.1) implies that for any
ω P Ωnondeg, x P Vm, m P Z, Πx P DLRωx , y P x` Z2`, and i P t1, 2u we have
Πx
!
t@n ě m : Xn ¨ ei ď y ¨ eiuzt@n ě m : Xn “ x` pn ´mqe3´iu
)
“ 0.(5.3)
Lemma 5.1. Fix ω P Ω and x P Z2. Let Πx P DLRωx be a nondegenerate solution. Then Πx is a
Markov chain with transition probabilities
πxy,y`eipωq “
Πxpy ` eiqZx,y eωy
ΠxpyqZx,y`ei
, y ě x, i P t1, 2u.(5.4)
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Proof. Let x P Vm and y P Vn, n ě m. Fix an admissible path xm,n with xm “ x and xn “ y.
Compute for i P t1, 2u
ΠxpXn`1 “ y ` ei |Xm,n “ xm,nq “ ΠxpXn`1 “ y ` eiqZx,y e
řn
i“m ωxi
ΠxpXn “ yqZx,y`ei e
řn´1
i“m ωxi
“ ΠxpXn`1 “ y ` eiqZx,y e
ωy
ΠxpXn “ yqZx,y`ei
“ ΠxpXn`1 “ y ` ei |Xn “ yq. 
Remark 5.2. The above makes sense even for degenerate solutions. Transitions πxy,y`ei are then
only defined at points y ě x that are reachable from x with positive Πx-probability, i.e. such that
Πxpyq ą 0. One can check that these transitions keep the chain within this class of points.
Next, we relate nondegenerate DLR solutions in environment ω and cocycles that recover the
potential tωxpωqu.
Theorem 5.3. Fix ω P Ω and x P Vm, m P Z. Then Πx is a nondegenerate DLR solution in
environment ω if, and only if, there exists a cocycle tBpu, vq : u, v ě xu that satisfies recovery (4.1)
and
ΠxpXm,n “ xm,nq “ e
řn´1
k“m ωxk´Bpx,xnq(5.5)
for every admissible path xm,n starting at xm “ x. This cocycle is uniquely determined by the
formula
e´Bpu,vq “ Πxpvq
Πxpuq ¨
Zx,u
Zx,v
, u, v ě x.(5.6)
It satisfies
e´Bpx,yq “ EΠx
”Zy,Xn
Zx,Xn
ı
for all y ě x and n ě y ¨ pe .(5.7)
The transition probabilities of Πx are then given by
πxy,y`eipωq “ eωy´Bpy,y`eiq, y ě x, i P t1, 2u.(5.8)
When Πx is given we denote the corresponding cocycle by B
Πxpu, vq. Conversely, when B is
given, we denote the corresponding DLR solution in environment ω (that B recovers) by ΠBx .
Proof of Theorem 5.3. Given a nondegenerate solution Πx P DLRωx define B via (5.6). Telescop-
ing products check that this is a cocycle. To check the recovery property write Qωx,u`eipuq “
Zx,ue
ωupZx,u`eiq´1. Hence,
e´Bpu,u`e1q ` e´Bpu,u`e2q
“ e
´ωu
Πxpuq
´
Πxpu` e1qQωx,u`e1puq `Πxpu` e2qQω0,u`e2puq
¯
“ e
´ωu
Πxpuq
´
Πxpu, u` e1 P X‚q `Πxpu, u` e2 P X‚q
¯
“ e´ωu .
(5.8) follows from (5.4) and (5.6) and then (5.5) follows from (5.8), the Markov property of Πx,
and the cocycle property of B.
Conversely, given a cocycle B that recovers the potential, define πx via (5.8). Recovery implies
that πx are transition probabilities. Let Πx be the distribution of the Markov chain with these
transition probabilities. Again, (5.8) and the cocycle property imply (5.5). In particular, Πx is not
degenerate. For y ě x adding (5.5) over all admissible paths from x to y gives
Πxpyq “ Zx,ye´Bpx,yq.(5.9)
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This and the cocycle property of B imply (5.6). Using y “ xn and solving for e´Bpx,yq in (5.9) then
plugging back into (5.5) gives
Πxpxm,nq “ e
řn´1
k“m ωxk´Bpx,xnq “ Πxpyqe
řn´1
k“m ωxk
Zx,y
“ ΠxpyqQωx,ypxm,nq,
which says Πx is a DLR solution in environment ω.
Lastly, we prove (5.7). Let k “ y ¨ pe ě m. Then
Zx,yE
Πx
”Zy,Xn
Zx,Xn
ı
“
ÿ
věy
vPVn
ΠxpXn “ vqZx,yZy,v
Zx,v
“
ÿ
věy
vPVn
ΠxpXn “ vqQωx,vpXk “ yq
“
ÿ
věy
vPVn
ΠxpXk “ y,Xn “ vq “ ΠxpXk “ yq.
Then (5.7) follows from this and (5.9). The theorem is proved. 
Remark 5.4. We can make sense of the above theorem even for degenerate solutions if we allow
cocycle B to take the value 8.
Remark 5.5. The above theorem gives the following interesting fact. If B1pu, vq and B2pu, vq,
u, v ě x, are two cocycles that recover the potential, then for any s P r0, 1s
Bpx, yq “ ´ log`se´B1px,yq ` p1´ sqe´B2px,yq˘ and Bpu, vq “ Bpx, vq ´Bpx, uq, u, v ě x
is also a cocycle that recovers the potential. This is in fact not limited to a convex combination of
two recovering cocycles and works for any convex mixture of them.
The DLR solutions that correspond to cocycles Bξ˘, ξ P riU , will play a key role in what
follows. We will denote these by Πξ˘,pωx and the corresponding transition probabilities by πξ˘,pω.
These transition probabilities do not depend on the starting point x. When Bξ´ “ Bξ` “ Bξ
we also write Πξ,pωx and πξ,pω. In addition to recovering the potential, the Bξ˘ cocycles are alsopT -covariant when ξ is deterministic. We next show how these observations relate to the law of
large numbers for the corresponding DLR solution.
Theorem 5.6. Let B be an L1ppΩ, pPq pT -covariant cocycle that recovers the weights pωxq. There
exists an event pΩB Ă pΩ such that pPppΩBq “ 1 and for every pω P pΩB and x P Z2 the distribution of
Xn{n under ΠBppωqx satisfies a large deviation principle with convex rate function IBpξq “ ´hpBq ¨
ξ ´ Λpξq, ξ P U . Consequently, ΠBppωqx is strongly directed into UhpBq.
Proof. From equation (5.9) and the shape theorems (2.2) and (4.2) for the free energy and shift-
covariant cocycles we get that pP-almost surely, for all x P Z2, all ξ P U , and any sequence xn ě x
with xn P Vn and xn{nÑ ξ
n´1 log ΠBx pXn “ xnq “ n´1 logZx,xn ´ n´1Bpx, xnq ÝÑ
nÑ8
Λpξq ` hpBq ¨ ξ.
The large deviation principle follows. Then Borel-Cantelli and strict positivity of IB off of UhpBq
imply the directedness claimed in the theorem. 
Next, couple Πξ˘,pωx , x P Z2, ξ P riU , pathwise, as described in Section A.1. Denote the coupled
up-right paths by Xx,ξ˘,pωm,8 , x P Vm, m P Z, ξ P riU . When Bξ´ “ Bξ` “ Bξ we write Xx,ξ,pω. For
i P t1, 2u set Xx,ei˘,pωk “ Xx,ei,pωk “ x` pk ´mqei, k ě m.
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When pω P pΩcoc, the event from Theorem 4.8 on which (4.9) holds, and x P Vm, m P Z, paths
Xx,ξ˘,pω are ordered: For any ξ, ζ P U with ξ ¨ e1 ă ζ ¨ e1 and any k ě m,
X
x,ξ´,pω
k ¨ e1 ď Xx,ξ`,pωk ¨ e1 ď Xx,ζ´,pωk ¨ e1 ď Xx,ζ`,pωk ¨ e1.(5.10)
Theorem 5.7. There exists an event pΩexist Ă pΩ such that pPppΩexistq “ 1 and for every pω P pΩexist,
x P Z2, and ξ P riU , Πξ˘,pωx P DLRωx and are, respectively, strongly Uξ˘-directed. For i P t1, 2u, the
trivial polymer measure Πeix gives a DLR solution that is strongly Uei-directed.
Proof. Let U0 be a countable subset of riU that contains all of priUqzD and a countable dense
subset of D. LetpΩexist “ pΩcoc X č
ξPU0XD
pΩcont,ξ X č
ξPU0
`pΩBξ` X pΩtilt,ξ` X pΩBξ´ X pΩtilt,ξ´˘.
When ξ P U0 and pω P pΩBξ` X pΩtilt,ξ` Lemma 4.13 says hpBξ`q “ ´∇Λpξ`q and then Theorem 5.6
says that Πξ`,pωx is strongly Uξ`-directed, for all x P Z2. A similar argument works for Πξ´,pωx .
Now fix ξ P priUqzU0 and pω P pΩexist. If ξ ¨ e1 ă ξ ¨ e1 then pick ζ P U0 X D such that ξ ¨ e1 ă
ζ ¨ e1 ă ξ ¨ e1. Then ξ “ ζ. The ordering of paths (5.10) implies that Xx,ξ`,pωk ¨ e1 ď Xx,ζ,pωk ¨ e1 for all
k ě m (there is no need for the ˘ distinction for ζ P U0 X D). Since the distribution of the latter
path is Πζ,pωx and it is strongly Uζ-directed, we deduce that
lim
nÑ8
n´1Xn ¨ e1 ď ζ ¨ e1 “ ξ ¨ e1, Πξ`,pωx -almost surely.
If ξ P priUqzU0 is such that ξ “ ξ, then let ε ą 0 and pick ζ P U0 XD such that ξ ¨ e1 ă ζ ¨ e1 ď
ζ ¨ e1 ă ξ ¨ e1 ` ε “ ξ ¨ e1 ` ε. This is possible because ∇Λpζq converges to but never equals ∇Λpξq
as ζ ¨ e1 Œ ξ ¨ e1. (Note that ξ P D.) The same ordering argument as above implies
lim
nÑ8
n´1Xn ¨ e1 ď ζ ¨ e1 ď ξ ¨ e1 ` ε, Πξ`,pωx -almost surely.
Take εÑ 0. Similarly,
lim
nÑ8
n´1Xn ¨ e1 ě ξ ¨ e1, Πξ´,pωx -almost surely.
Appealing once again to the path ordering, we see now that both Πξ˘,pωx are strongly directed into
Uξ. Since ξ P D we have Uξ` “ Uξ´ “ Uξ. The theorem is proved. 
Proof of Theorem 3.2. Recall the set U0 from the proof of Theorem 5.7. When ξ P priUqzD andpω P pΩexist, pω P pΩtilt,ξ` X pΩtilt,ξ´ and we have by Lemma 4.13pErBξ´p0, e1q | Is “ e1 ¨∇Λpξ´q ą e1 ¨∇Λpξ`q “ pErBξ`p0, e1q | Is.(5.11)
By the ergodic theorem there exists a full pP-measure event pΩ30 such that for each pω P pΩ30 , ξ P
priUqzD, and x P Z2 there is a y ě x such that Bξ´py, y ` e1q ‰ Bξ`py, y ` e1q. This implies
Πξ´,pωx ‰ Πξ`,pωx .
Recall the projection πΩ from pΩ onto Ω. There exists a family of regular conditional distributions
µωp¨q “ pPp¨ |π´1Ω pωqq and a Borel set Ωreg Ă Ω such that PpΩregq “ 1 and for every ω P Ωreg,
µωpπ´1Ω pωqq “ 1. See Example 10.4.11 in [9]. Sinceż
µωppΩ30 qPpdωq “ pPppΩ30 q “ 1
we see that µωppΩ30 q “ 1, P-almost surely. Set
Ωexist “ Ωreg X
 
ω P Ω : µωppΩ30 q “ 1(.(5.12)
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Then PpΩexistq “ 1. We take ω P Ωexist so that µωpπ´1Ω pωq X pΩ30 q “ µωppΩ30 q “ 1. There existspω P pΩ30 with πΩppωq “ ω. For ξ P U , the Uξ˘-directed solutions in the claim are Πξ˘,pωx . 
Theorem 5.8. Fix ξ P D. Assume ξ, ξ P D. There exists a pT -invariant event pΩrξ,ξs Ă pΩ such thatpPppΩrξ,ξsq “ 1 and for every pω P pΩrξ,ξs and x P Z2, Πξ˘,pωx “ Πξ,pωx is the unique weakly Uξ-directed
solution in DLRωx . It is also strongly directed into Uξ and for any Uξ-directed sequence pxnq the
sequence of quenched point-to-point polymer measures Qωx,xn converges weakly to Π
ξ,pω
x . The family
tΠξ,pωx : x P Z2, pω P pΩu is consistent and pT -covariant.
Proof. Let ηk, ζk P riU be such that ηk ¨ e1 strictly increases to ξ ¨ e1 and ζk ¨ e1 strictly decreases
to ξ ¨ e1. Let pΩrξ,ξs “ π´1Ω pΩnondegq X pΩcoc X pΩcont,ξ X pΩcont,ξ X pΩBus X pΩBξ` .
Take pω P pΩrξ,ξs. Since pω P pΩBus, Theorem 4.15 implies that for all y P Z2 and k P N
lim
nÑ8
Zy`e1,tnηku
Zy,tnηku
ě e´Bηk´py,y`e1,pωq and lim
nÑ8
Zy`e2,tnηku
Zy,tnηku
ď e´Bηk´py,y`e2,pωq.
Fix x P Vm, m P Z, and y ě x. Fix ε ą 0. Since the choice of pω guarantees continuity as ηk Ñ ξ
we can choose k large then n large so that
Zy`e2,tnηku
Zy,tnηku
ď e´Bηk´py,y`e2,pωq ` ε{2 ď e´Bξpy,y`e2,pωq ` ε.
Let Πx P DLRωx be weakly Uξ-directed. Since ηk, ζk P riU , both nηk ě y and nζk ě y for large
n. Applying (C.1) in the first inequality we have
Πx
 
Xn ¨ e1 ą tnηk ¨ e1u, Xn ě y
( ď Πx!Zy`e2,Xn
Zy,Xn
ď Zy`e2,tnηku
Zy,tnηku
,Xn ě y
)
ď Πx
!Zy`e2,Xn
Zy,Xn
ď e´Bξpy,y`e2,pωq ` ε,Xn ě y) ď 1.
The weak directedness implies the first probability converges to one. Hence,
lim
nÑ8
Πx
!Zy`e2,Xn
Zy,Xn
ď e´Bξpy,y`e2,pωq ` ε,Xn ě y) “ 1.
Similarly,
lim
nÑ8
Πx
!Zy`e1,Xn
Zy,Xn
ě e´Bξpy,y`e1,pωq ´ ε,Xn ě y) “ 1.
Using a similar argument with the sequence ζk we also get
lim
nÑ8
Πx
!Zy`e2,Xn
Zy,Xn
ě e´Bξpy,y`e2,pωq ´ ε,Xn ě y) “ 1
and
lim
nÑ8
Πx
!Zy`e1,Xn
Zy,Xn
ď e´Bξpy,y`e1,pωq ` ε,Xn ě y) “ 1.
Since ξ, ξ, ξ P D we have ∇Λpξ´q “ ∇Λpξ`q “ ∇Λpξq and by our choice of pω, Bξ “ Bξ “ Bξ˘ “
Bξ. We have shown that Zy`ei,Xn{Zy,Xn converges in Πx-probability to e´B
ξpy,y`ei,pωq for every
y ě x and i P t1, 2u.
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Using any fixed admissible path from x to y and applying the cocycle property of Bξ and the
above limit (to the increments of the path) we see that Zy,Xn{Zx,Xn Ñ e´Bξpx,y,pωq, in Πx-probability.
But if ℓ “ y ¨ pe then
0 ď Zy,Xn
Zx,Xn
“ Zy,Xnř
věx
vPVℓ
Zx,vZv,Xn
ď 1
Zx,y
ă 8.(5.13)
Since ω “ πΩppωq P Ωnondeg, Lemma 3.4 says Πx is nondegenerate. Thus, bounded convergence
and (5.7) imply that Bξ is the cocycle that corresponds to Πx. In other words, Πx “ Πξ,pωx . Since
Bξ “ Bξ` and pω P pΩBξ` we conclude that Πx is strongly Uξ-directed.
For the weak convergence claim, apply Theorem 4.15 to get that for any up-right path xm,k out
of x
Qωx,xnpXm,k “ xm,kq “
e
řk´1
i“m ωxiZxk,xn
Zx,xn
ÝÑ
nÑ8
e
řk´1
i“m ωxi´B
ξpx,xk,pωq “ Πξ,pωx pXm,k “ xm,kq.
(5.14)
The covariance and consistency claims follow from the covariance of Bξ “ Bξ` and the fact that
Πξ,pωx all use the same transition probabilities πξ,pω, regardless of the starting point x, as noted right
before the statement of Theorem 5.6. The theorem is proved. 
Proof of Theorem 3.7. Define Ωrξ,ξs out of
pΩrξ,ξs, similarly to (5.12). Then PpΩrξ,ξsq “ 1 and for
each ω P Ωrξ,ξs there exists pω P pΩrξ,ξs with πΩppωq “ ω. The claim now follows directly from Theorem
5.8. 
Proof of Theorem 3.8. Let pΩ1
rξ,ξs
“ pΩBus X pΩrξ,ξs. Define Ω1rξ,ξs out of pΩ1rξ,ξs, similarly to (5.12).
Then PpΩ1
rξ,ξs
q “ 1 and for each ω P Ω1
rξ,ξs
there exists pω P pΩ1
rξ,ξs
with πΩppωq “ ω. When ξ, ξ, ξ P D,
∇Λpξ˘q “ ∇Λpξ˘q “ ∇Λpξ˘q “ ∇Λpξq. Since pω P pΩBus Ă pΩcont,ξ X pΩcont,ξ, Bξ´ “ Bξ´ “
Bξ` “ Bξ`. Theorem 4.15 then implies the limit in (3.2) exists and equals the value of the cocycle
Bξpx, y, pωq. Then (3.4) follows from (4.9).
Take x P Vm and consider n ą m. By [53, Theorem 4.1] the distributions of Xn{n under Qω,hx,pnq
satisfy a large deviation principle with rate function
Jpζq “ ´h ¨ ζ ´ Λpζq ` Λplphq, ζ P U .
By duality, Jp¨q vanishes exactly on Uh “ rξ, ξs. Borel-Cantelli and strict positivity of J off of rξ, ξs
imply that νω “ bnąmQω,hx,pnq is strongly rξ, ξs-directed. For i P t1, 2u use the weak convergence in
Theorem 3.7 to find
Zh
x`ei,pnq
Zh
x,pnq
“ e´ωx´h¨eiEνω rQωx,Xnpx` eiqs
ÝÑ
nÑ8
e´ωx´h¨eiΠξ,ωx px` eiq “ e´B
ξpx,x`ei;ωq´h¨ei.
(3.3) follows from the above, telescoping products, and (4.6). 
Proof of Corollary 3.9. The claims follow from the observation that the limit in (3.2) is exactly the
cocycle Bξ. 
Lemma 5.9. Fix x, y P Z2, ω P Ω, and Πx P DLRωx . Then Zy,Xn{Zx,Xn is a Πx-backward martin-
gale relative to the filtration Xrn,8q.
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Proof. Fix N ą n and an up-right path xn`1,N with Πxpxn`1,N q ą 0. Abbreviate A “ txn`1 ´
e1, xn`1 ´ e2u. Write
EΠx
”Zy,Xn
Zx,Xn
ˇˇˇ
Xn`1,N “ xn`1,N
ı
“
ÿ
xnPA
Zy,xn
Zx,xn
¨ Πxpxn,N q
Πxpxn`1,N q
“
ÿ
xnPA
Zy,xne
ωxn
Zx,xn`1
“ Zy,xn`1
Zx,xn`1
. 
Theorem 5.10. Fix ω P Ω and x P Vm, m P Z. Let Πx be a nondegenerate extreme point of DLRωx .
Then for all u, v ě x,
Zv,Xn
Zu,Xn
ÝÑ
nÑ8
e´B
Πx pu,vq Πx-almost surely.(5.15)
Proof. By the backward-martingale convergence theorem [23, Theorem 5.6.1] Zy,Xn{Zx,Xn con-
verges Πx-almost surely and in L
1pΠxq to a limit κx,y “ κx,ypxm,8q. A priori κx,y is
Ş
n Xrn,8q-
measurable. Define
κy,y`ei “
κx,y`ei
κx,y
, for i P t1, 2u and y P x` Z2` with κx,y ą 0.
Note that
Zy`e1,Xn
Zy,Xn
` Zy`e2,Xn
Zy,Xn
“ e´ωy .(5.16)
This implies
Πx
!
@y ě x : κx,y “ 0 or κy,y`e1 ` κy,y`e2 “ e´ωy
)
“ 1.(5.17)
Next, note that
Zy`e1,Xn
Zy,Xn
¨ Zy`e1`e2,Xn
Zy`e1,Xn
“ Zy`e2,Xn
Zy,Xn
¨ Zy`e1`e2,Xn
Zy`e2,Xn
.
Thus,
Πx
!
@y ě x :κx,y`e1`e2 “ 0 or
κy,y`e1κy`e1,y`e1`e2 “ κy,y`e2κy`e2,y`e1`e2
)
“ 1.
(5.18)
On the event in (5.17)
πy,y`ei “
#
κy,y`ei e
ωy i P t1, 2u and y P x` Z2` such that κx,y ą 0
1{2 i P t1, 2u and y P x` Z2` such that κx,y “ 0
define transition probabilities. Let Πκx be the distribution of the Markov chain Xm,8 starting at
Xm “ x and using these transition probabilities.
Note that κx,x “ 1 and if κx,y ą 0 and πy,y`ei ą 0, then κy,y`ei ą 0 and κx,y`ei “ κx,yκy,y`ei ą 0.
This means that the Markov chain stays Πκx-almost surely within the set ty ě x : κx,y ą 0u.
On the intersection of the two events in (5.17) and (5.18), if xm,k is an admissible path starting
at x and Πκxpxm,kq ą 0, then the above paragraph says κx,xi ą 0 for each i P tm, . . . , ku and then
Πκxpxm,kq “
k´1ź
i“m
πxi,xi`1 “
k´1ź
i“m
κxi,xi`1 e
ωxi “ κx,xk e
řk´1
i“m ωxi .(5.19)
Adding over all admissible paths from x to y P Vk gives
Πκxpyq “ κx,y Zx,y.(5.20)
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Putting the two displays together gives
Πκxpxm,kq “ Πκxpyq ¨
e
řk´1
i“m ωxi
Zx,y
“ ΠκxpyqQωx,ypxm,kq.
In other words, Πκx P DLRωx , Πx-almost surely. The L1-convergence implies
EΠxrκx,ys “ lim
nÑ8
EΠx
”Zy,Xn
Zx,Xn
ı
“ e´BΠx px,yq,
where we used (5.7) for the last equality (since Πx is assumed to be nondegenerate). The above,
(5.19), and (5.5) give
EΠxrΠκxpxm,kqs “ e
řk´1
i“m ωxi´B
Πx px,yq “ Πxpxm,kq.
In other words, Πx “
ş
Π
κpxm,8q
x Πxpdxm,8q. Since Πx was assumed to be an extreme point in DLRωx ,
we conclude that ΠxpΠκx “ Πxq “ 1. Since Πκx determines κ, this says that κx,ypxm,8q “ e´B
Πx px,yq
for all y ě x and Πx-almost every xm,8. Now (5.15) follows from writing
Zv,Xn
Zu,Xn
“ Zv,Xn{Zx,Xn
Zu,Xn{Zx,Xn
,
taking nÑ8 and applying the cocycle property of BΠx . 
We now turn to the proof of Theorem 3.5. The full proof requires handling some technical issues,
so we begin with a brief sketch of the main idea in the case where Λ is strictly concave to give a
sense of how the argument works. By (5.15), logZy,Xn´ logZy`e1,Xn converges Πx-almost surely to
BΠxpy, y`e1q. On the other hand, (3.2) implies that for nice directions ξ, logZy,tnξu´ logZy`e2,tnξu
converges P-almost surely to Bξpy, y ` e1q. This, and the monotonicity from (C.1) imply that if
Xn ¨e1 ą nξ ¨e1 happens infinitely often, then BΠxpy, y`e1q ď Bξpy, y`e1q for all y ě x. But then
coupling Πξ,ωx and Πx pathwise, as described in Section A.1, implies that almost surely the Πx-path
must stay to the right of the Πξ,ωx -path. A similar argument holds if Xn ¨ e1 ă nξ ¨ e1 happens
infinitely often. In short, this argument shows that if a subsequential limit point of Xn goes to the
right of a nice direction ζ with positive probability, then every subsequential limit point must stay
to the right of ζ. Similarly, if any subsequential limit goes to the left of a nice direction η, then
every subsequential limit point must stay to the left of η. These two statements are only consistent
if the path satisfies the strong law of large numbers for some direction ξ P riU . The technicalities
in the proof arise because we do not assume strict concavity.
Proof of Theorem 3.5. Let pΩdir “ pΩexistX pΩBusX pΩe1,e2 and similarly to (5.12) let Ωdir “ ΩnondegX
Ωreg X
 
ω P Ω : µωppΩdirq “ 1(. Then PpΩdirq “ 1. Fix ω P Ωdir. There exists pω P pΩdir such that
πΩppωq “ ω.
Take ζ P riU . For any y ě x we have nζ ě y when n is large enough. Then whenXn¨e1 ą tnζ ¨ e1u
inequality (C.1) implies
Zy`e1,Xn
Zy,Xn
ě Zy`e1,tnζu
Zy,tnζu
and
Zy`e2,Xn
Zy,Xn
ď Zy`e2,tnζu
Zy,tnζu
.
Since pω P pΩBus
lim
nÑ8
Zy`e1,tnζu
Zy,tnζu
ě e´Bζ´py,y`e1,pωq and lim
nÑ8
Zy`e2,tnζu
Zy,tnζu
ď e´Bζ´py,y`e2,pωq.
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Putting these facts together with (5.3) we get for ε ą 0
lim
nÑ8
Πx
 
Xn ¨ e1 ą tnζ ¨ e1u
( ď lim
nÑ8
Πx
!Zy`e2,Xn
Zy,Xn
ď Zy`e2,tnζu
Zy,tnζu
,Xn ě y
)
ď lim
nÑ8
Πx
!Zy`e2,Xn
Zy,Xn
ă e´Bζ´py,y`e2,pωq ` ε,Xn ě y).
If the limsup on the left is positive then using (5.15) implies e´B
Πx py,y`e2q ď e´Bζ´py,y`e2,pωq ` ε.
The case of e1 is similar. Taking εÑ 0 we get
BΠxpy, y ` e1q ď Bζ´py, y ` e1, pωq and
BΠxpy, y ` e2q ě Bζ´py, y ` e2, pωq(5.21)
for each y P x` Z2` and ζ P riU such that
lim
nÑ8
Πx
 
Xn ¨ e1 ą nζ ¨ e1
( ą 0.(5.22)
Couple tΠx,Πζ˘,pωx : ζ P riUu as described in Section A.1 and denote the coupled paths by X x,ωm,8
(distribution Πx) and X
x,ζ˘,pω
m,8 (distribution Π
ζ˘,pω
x ).
We have already seen that paths Xx,ζ˘,pω are monotone in ζ. Similarly, (5.21) implies that for
ζ P riU satisfying (5.22), we have
X
x,ω
k ¨ e1 ě X
x,ζ´,pω
k ¨ e1 for all k P Z`.
Since the distribution of X
x,ζ´,pω
k is Π
ζ´,pω
x and is strongly directed into Uζ´ (because pω P pΩexist) we
see that for ζ P riU satisfying (5.22)
Πx
!
lim
nÑ8
n´1Xn ¨ e1 ě ζ ¨ e1
)
“ 1.(5.23)
Here, ζ ¨ e1 “ inftζ ¨ e1 : ζ P Uζ´u “ 1´ ζ ¨ e2. Let ξ1 P U be such that
ξ1 ¨ e1 “ suptζ ¨ e1 : ζ P riU and (5.22) holds for ζu.
If the above set is empty, then we set ξ1 “ e2. Let ξ1 “ ξ1. If ξ1 “ e2, then ξ1 “ ξ1 “ e2 as well and
we trivially have
Πx
!
lim
nÑ8
n´1Xn ¨ e1 ě ξ1 ¨ e1
)
“ 1.(5.24)
Assume ξ1 ‰ e2 and take ζ P riU with ζ ¨ e1 ă ξ1 ¨ e1. Observe that we can take ζ arbitrarily
close to ξ
1
. Indeed, if ξ1 ¨ e1 ă ξ1 ¨ e1, then take ξ1 ¨ e1 ă ζ ¨ e1 ă ξ1 ¨ e1 to get ζ “ ξ1 “ ξ1 and
ζ “ ξ
1
. If instead ξ1 “ ξ1, then also ξ1 “ ξ1 “ ξ1. Now, as ζ Ñ ξ1, ∇Λpζ˘q approach but never
equal ∇Λpξ1´q because there is no linear segment of Λ adjacent to ξ1 on the left. This forces ζ and
ζ to converge to ξ1.
Fix ε ą 0 and take ζ P riU with ζ ¨ e1 ă ξ1 ¨ e1 and ζ ¨ e1 ą ξ1 ¨ e1 ´ ε. Then (5.22) holds and
therefore (5.23) holds too and we have
Πx
!
lim
nÑ8
n´1Xn ¨ e1 ą ξ1 ¨ e1 ´ ε
)
ě Πx
!
lim
nÑ8
n´1Xn ¨ e1 ě ζ ¨ e1
)
“ 1.
Take εÑ 0 to get (5.24) when ξ1 ‰ e2.
A symmetric argument (e.g. exchanging the roles of e1 and e2) gives
Πx
!
lim
nÑ8
n´1Xn ¨ e1 ď ξ2 ¨ e1
)
“ 1,(5.25)
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where ξ2 “ ξ2 and ξ2 P U is such that
ξ2 ¨ e1 “ inf
!
ζ ¨ e1 : ζ P riU and lim
nÑ8
Πx
 
Xn ¨ e1 ă nζ ¨ e1
( ą 0),
with ξ2 “ e1 if the set is empty.
(5.24) and (5.25) imply that ξ
1
¨ e1 ď ξ2 ¨ e1 and ξ1 ¨ e1 ď ξ2 ¨ e1. For example if ζ P riU is such
that ζ ¨ e1 ą ξ2 ¨ e1 then Fatou’s lemma gives
1 “ Πx
!
lim
nÑ8
n´1Xn ¨ e1 ď ξ2 ¨ e1
)
ď Πx
!
lim
nÑ8
n´1Xn ¨ e1 ă ζ ¨ e1
)
ď EΠx
”
lim
nÑ8
1
 
Xn ¨ e1 ă nζ ¨ e1
(ı ď lim
nÑ8
Πx
 
Xn ¨ e1 ă nζ ¨ e1
(
,
and then ζ ¨ e1 ě ξ1 ¨ e1.
Also, ξ1 ¨ e1 ě ξ2 ¨ e1. To see this take ζ, ζ 1 P riU with ζ ¨ e1 ă ζ 1 ¨ e1 ă ξ2 ¨ e1. Then
ΠxpXn ¨ e1 ě nζ 1 ¨ e1q Ñ 1 and hence (5.22) holds and ζ ¨ e1 ď ξ1 ¨ e1. Take ζ Ñ ξ2. We now consider
three cases.
Case (a): If ξ1 “ ξ1, then ξ1 “ ξ1 “ ξ1, forcing ξ2 “ ξ1 “ ξ1. Let ξ “ ξ1. Weak tξu-directedness
holds by the definitions of ξ1 and ξ2, since they equal ξ. Note that ξ “ ξ2 and Uξ “ rξ1, ξ2s “ rξ1, ξ2s.
Then strong directedness into Uξ follows from (5.24) and (5.25). The case ξ
2 “ ξ2 is similar.
Case (b): Assume ξ1 ‰ ξ1 and ξ2 ‰ ξ2 but ξ1 ¨ e1 ď ξ2 ¨ e1 ď ξ1 ¨ e1. Then set ξ “ ξ1. We have
ξ
2 “ ξ and thus ξ2 “ ξ. We also have ξ1 “ ξ and again strong directedness into Uξ follows from
(5.24) and (5.25). The case ξ2 ¨ e1 ď ξ1 ¨ e1 ď ξ2 ¨ e1 is similar.
Case (c): In the remaining case, ξ1 ¨ e1 ă ξ2 ¨ e1 ď ξ1 ¨ e1 ă ξ2 ¨ e1 we have rξ1, ξ2s “ Uξ1 “ Uξ2 . In
this case, Λ is linear on rξ1, ξ2s and therefore ξ1, ξ2 P D. Let ξ “ ξ1. The definitions of ξ2 and ξ1 give
weak directedness into rξ2, ξ1s Ă rξ1, ξ2s “ Uξ. Strong directedness into Uξ Y Uξ “ rξ, ξs “ rξ1, ξ2s
follows from (5.24) and (5.25).
To finish, note that in all three cases ξ P riU . Indeed, strong directedness into Ue1 would imply
(5.22) and thus (5.21) hold for all ζ P riU . Then Lemma 4.14 would imply BΠxpy, y ` e2q “ 8,
contradicting nondegeneracy. Strong directedness into Ue2 is argued similarly. 
For the rest of the section we assume that (3.5) holds. Then, in Theorem 4.8, we can ask
that 1 P B0 and take H10 to be t´∇Λpξq : ξ P D0u, where D0 is the countable dense subset of
riU from the paragraph following (3.5). Theorem 4.15 then implies that for ξ P D0 and pω PpΩcocX pΩBusX pΩcont,ξ X pΩcont,ξ, Bξ´ “ Bξ` “ Bξ is a function of tωxppωq : x P Z2u. This and (4.10)
imply that the whole process tBh˘ : h P Bu is measurable with respect to S “ σpωx : x P Z2q Ă F .
In other words we do not need the extended space pΩ. For the rest of the section we write ω instead
of pω and more generally drop the hats from our notation.
Recall the definition of the countable random set Uωx Ă riU in (3.7).
Lemma 5.11. Assume (3.5). Fix x P Z2. The following hold.
(a) For any η, ζ P riU , tω P Ωcoc : A X Uωx ‰ ∅u is measurable, where A is any of the four
intervals rη, ζs, rη, ζr, sη, ζs, or sη, ζr. Also, tω P Ωcoc : D X Uωx ‰ ∅u and tω P Ωcoc :
|D X Uωx | “ 8u are measurable as are tω P Ωcoc : η is a right-accumulation point in Uωx u
and tω P Ωcoc : ζ is a left-accumulation point in Uωx u.
(b) For any η, ζ P U , Pprη, ζs X Uω0 ‰ ∅q P t0, 1u and Pprη, ζs X Uω0 ‰ ∅q “ 1 if and only if
P
 
ω P Ωcoc : Dξ P rη, ζs X riU : Bξ`p0, e1, ωq ‰ Bξ´p0, e1, ωq
( ą 0.(5.26)
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Proof. Let D0 be a dense set of points in D. For η, ζ P riU the event tω P Ωcoc :sη, ζrXUωx ‰ ∅u
can be rewritten as!
ω P Ωcoc : Dy P x` Z2` Di P t1, 2u Dℓ P N @k P N Dξ0, ξ1 P D0Xsη, ζr:
|ξ1 ´ ξ0|1 ă 1{k, |Bξ1py, y ` eiq ´Bξ0py, y ` eiq|1 ą 1{ℓ
)
.
It is therefore measurable. The other cases of the set A can be obtained as decreasing intersections
of the one above and are hence measurable too.
Recall that ∇Λpξ`q “ ∇Λpξ´q if and only if ξ P D. By Lemma 4.7(a), (b), and (c) this holds if
and only if there exist sequences ξj1, ξ
j
2 P D0 with ξj1 ¨ e1 ă ξ ¨ e1 ă ξj2 ¨ e1, limj ξj1 “ limj ξj2 “ ξ and
limj ∇Λpξj1q “ limj ∇Λpξj2q. The event tω P Ωcoc : |D X Uωx | ě mu can then be rewritten as!
ω P Ωcoc : Dℓ P N Dyj P x` Z2` Dij P t1, 2u, j P t1, . . . ,mu, @k P N
Dξ10 ă ξ11 ă ξ20 ă ξ21 ă ¨ ¨ ¨ ă ξm0 ă ξm1 P D0 : |ξj1 ´ ξj0|1 ă 1{k,
|∇Λpξj1q ´∇Λpξj0q|1 ă 1{k, |Bξ
j
1pyj , yj ` eij q ´Bξ
j
2pyj, yj ` eij q|1 ą 1{ℓ, j P t1, . . . ,mu
)
,
so it is measurable. m “ 1 gives tω P Ωcoc : D X Uωx ‰ ∅u. Intersection over all m gives
tω P Ωcoc : |D X Uωx | “ 8u.
The event tω P Ωcoc : η is a right-accumulation point in Uωx u is the intersection of the events
tUωxXsη, η1s ‰ ∅u over η1 P D0 with η1 ¨ e1 ą η ¨ e1. Similarly for left-accumulation points. Part (a)
is proved.
Fix η, ζ P U . Similarly to tω P Ωcoc : rη, ζs X Uωx ‰ ∅u, the event
E “  ω P Ωcoc : Dy P Z2, Di P t1, 2u, Dξ P rη, ζs X riU : Bξ`py, y ` ei, ωq ‰ Bξ´py, y ` ei, ωq(
is measurable. It is also shift-invariant and the ergodicity of the distribution of tωx : x P Z2u
induced by P implies that this event has probability either 0 or 1. It has probability 1 if and only
if
P
 Di P t1, 2u, Dξ P rη, ζs X riU : Bξ`p0, eiq ‰ Bξ´p0, eiq( ą 0.(5.27)
But recovery (4.7) implies that Bξ`p0, e1q ‰ Bξ´p0, e1q is equivalent to Bξ`p0, e2q ‰ Bξ´p0, e2q.
Therefore, (5.27) holds if and only if (5.26) holds.
If PpEq “ 0 then Ptω : rη, ζs X Uω0 ‰ ∅u “ 0, since the latter is a smaller event. On the
other hand, if PpEq “ 1 then (5.27) holds and ergodicity implies that with P-probability one
there is a positive density of sites y such that there exist i P t1, 2u and ξ P rη, ζs X riU with
Bξ`py, y ` eiq ‰ Bξ´py, y ` eiq. In particular, there exist such sites in Z2` and so rη, ζs X Uω0 ‰ ∅.
Part (b) is proved. 
Proof of Theorem 3.10. For ξ P priUqzD let η “ ζ “ ξ. Then (4.4) implies (5.26) holds. The first
claim in part (a) follows from applying Lemma 5.11, since there are countably many directions of
non-differentiability. The second claim, about ξ P D, comes from the continuity in Remark 4.12.
When ξ ‰ ξ condition (3.5) implies that rξ, ξs Ă D and hence ∇Λpζ˘q “ ∇Λpξq and Bζ´ “
Bζ` “ Bξ for all ζ P rξ, ξs. Part (b) now follows from Lemma 5.11 with η “ ξ and ζ “ ξ. (There
are countably many ξ with ξ ‰ ξ.)
The first claim in part (c) is the same as the first claim in Lemma 5.11. Fix η and ζ as in the
second claim. Define
A “
!
ξ P rη, ζr: Ppsξ, ξ1s X Uωx ‰ ∅q “ 1 @ξ1 Psξ, ζs
)
Ă rη, ζs.
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Note that any point in A is an almost sure (right) accumulation point of Uω0 . Let ξ0 P rη, ζs be
such that
ξ0 ¨ e1 “ sup
 
ξ1 ¨ e1 : ξ1 P rη, ζs and Pprη, ξ1s X Uωx ‰ ∅q “ 0
(
.
We have Pprη, ξ1s X Uωx “ ∅q “ 1 for all ξ1 P rη, ξ0r. Taking ξ1 Ñ ξ0 implies the same claim for
rη, ξ0r. Since ξ0 P D, part (a) implies the same holds for rη, ξ0s; therefore ξ0 ‰ ζ. The definition of
ξ0, the (already proven) first claim in (c), and Ppξ0 R Uωx q “ 1 now imply that ξ0 P A and so A is
not empty.
For any ξ P A and ξ1 Psξ, ζr there exists ξ2 Psξ, ξ1s such that Pprξ2, ξ1sX Uωx ‰ ∅q “ 1. Otherwise,
taking ξ2 Ñ ξ and using Ppξ P Uωx q “ 0 we get a contradiction with ξ P A. The previous paragraph
shows that there exists ξ3 Psξ2, ξ1rXA. It follows that ξ is an accumulation point of A. (c) is
proved.
Let Ωuniq be the intersection of ΩcocXΩBusXΩnondeg XΩexistXΩdir with the full-measure event
from the already proven parts (a) and (b) and with Ωcont,ξ X Ωcont,ξ for all of Λ’s linear segments
rξ, ξs, ξ ‰ ξ (if any). Take ω P Ωuniq.
Since ω P Ωnondeg, uniqueness of degenerate extreme solutions comes from Lemma 3.4. Assump-
tion (3.5) implies that
Uξ “ Uξ “ Uξ´ “ Uξ` “ Uξ for all ξ P U .(5.28)
Then strong directedness of nondegenerate extreme solutions follows from Theorem 3.5 (since ω P
Ωdir). This proves part (d).
Consider a solution Πx P DLRωx that is weakly Uξ-directed for some ξ P U . If ξ “ ei for some
i P t1, 2u then the paragraph following Theorem 3.5 explains why it must be that Πx “ Πeix . Assume
therefore that ξ P riU . As explained at the end of Section 2.4, applying Choquet’s theorem gives
the existence of a probability measure ν on DLRωx such that
Πx “
ż
extDLRωx
Πx νpdΠxq.
Fix η, ζ P riU such that η ¨ e1 ă ξ ¨ e1 and ζ ¨ e1 ą ξ ¨ e1. Then
Πx
 
η ¨ e1 ď n´1Xn ¨ e1 ď ζ ¨ e1
(
“
ż
extDLRωx
Πx
 
η ¨ e1 ď n´1Xn ¨ e1 ď ζ ¨ e1
(
νpdΠxq.
The weak Uξ-directedness of Πx implies the left-hand side goes to 1 as nÑ8. On the other hand,
the strong directedness of extreme DLR solutions, proved in part (d), implies that the probability
being integrated on the right-hand side converges to either 0 or 1. It converges to 1 exactly for
those Πx that are strongly rη, ζs-directed. Applying bounded convergence we then get
ν
 
Πx is strongly rη, ζs-directed
( “ 1.
Taking η and ζ to ξ we conclude that
ν
 
Πx is strongly Uξ-directed
( “ 1.(5.29)
But then this implies that Πx is strongly Uξ-directed and part (e) is proved.
Now fix ξ P UzUωx . Since ω P Ωexist and Uξ´ “ Uξ`, we already know from Theorem 5.7 that Πξ,ωx
is a strongly Uξ-directed DLR solution. Let Πx be (possibly another) strongly Uξ-directed DLR
solution. If ξ ‰ ξ, then assumption (3.5) implies Λ is linear on rξ, ξs Ă D and ω P Ωcont,ξ implies
Bξ´ “ Bξ “ Bξ “ Bξ´. Either way, we have Bξ´ “ Bξ´. Similarly, Bξ` “ Bξ`. By Theorem
36 C. JANJIGIAN AND F. RASSOUL-AGHA
4.15 we have Πx-almost surely, for all y P x` Z2`,
e´B
ξ´py,y`e1,ωq ď lim
nÑ8
Zy`e1,Xn
Zy,Xn
ď lim
nÑ8
Zy`e1,Xn
Zy,Xn
ď e´Bξ`py,y`e1,ωq(5.30)
and
e´B
ξ`py,y`e2,ωq ď lim
nÑ8
Zy`e2,Xn
Zy,Xn
ď lim
nÑ8
Zy`e2,Xn
Zy,Xn
ď e´Bξ´py,y`e2,ωq.(5.31)
Consequently, if ξ R Uωx , then for i P t1, 2u
lim
nÑ8
Zy`ei,Xn
Zy,Xn
“ e´Bξpy,y`ei,ωq
and hence
lim
nÑ8
Zy,Xn
Zx,Xn
“ e´Bξpx,y,ωq
Πx-almost surely and for all y P x`Z2`. Then due to (5.13) and (5.7) applying bounded convergence
we deduce that Πx “ Πξ,ωx . The existence and uniqueness claimed in part (f) have been verified.
As explained above Lemma 2.9, one can write Πx as a convex integral mixture of extreme
measures from DLRωx . This mixture will then have to be supported on DLR solutions that are all
strongly Uξ-directed. Uniqueness then implies that they are all equal to Πx and therefore Πx is
extreme.
The weak convergence claim comes similarly to (5.14). The argument for consistency is similar
to the one below (5.14). (f) is proved.
When ξ P Uωx , Πξ˘,ωx are two DLR solutions which, by Theorem 5.7 and (5.28), are both strongly
Uξ-directed. The two are different because they are nondegenerate and so if y P x`Z2` and i P t1, 2u
are such that Bξ´py, y`ei, ωq ‰ Bξ`py, y`ei, ωq, then passing through y has a positive probability
under both Πξ˘,ωx , and the transitions out of y are different.
Since Πξ˘,ωx are two different Uξ-directed solutions, there must exist at least two different extreme
ones. Part (g) is proved and we are done. 
We can in fact prove a little bit more than the claim in Theorem 3.10(g).
Lemma 5.12. Under the assumptions of Theorem 3.10 (g) we have that Πξ˘,ωx are extreme.
Proof. Applying (5.29) to Πx “ Πξ´,ωx says that this measure is a convex mixture of extreme DLR
solutions that are all strongly Uξ-directed. Then ν-almost surely Πx is nondegenerate and (5.30)
and (5.31) hold Πx-almost surely. By (5.15), the ratios of partition functions converge Πx-almost
surely and we have
e´B
ξ´py,y`e1,ωq ď e´BΠx py,y`e1q and e´Bξ´py,y`e2,ωq ě e´BΠx py,y`e2q.(5.32)
By the cocycle property of BΠx we can rewrite the above as
e´B
Πx px,yq e´B
ξ´py,y`e1,ωq ď e´BΠx px,y`e1q and e´BΠx px,yq e´Bξ´py,y`e2,ωq ě e´BΠx px,y`e2q.
Integrating any of (5.5), (5.7), or (5.9) shows that
ş
e´B
Πx px,vq νpdΠxq “ e´Bξ´px,y,ωq. Therefore
e´B
ξ´px,y,ωq e´B
ξ´py,y`e1,ωq ď e´Bξ´px,y`e1,ωq and e´Bξ´px,y,ωq e´Bξ´py,y`e2,ωq ě e´Bξ´px,y`e2,ωq.
But the cocycle property of Bξ´ says the above are in fact equalities. Hence, it must be the case
that (5.32) were in fact equalities and therefore BΠx “ Bξ´, ν-almost surely. In other words, we
have shown that ν “ δ
Π
ξ´
x
and therefore Πξ´x is extreme. A similar reasoning holds for Π
ξ`
x . 
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Proof of Theorem 3.12. Let D0 be a countable dense subset of D containing the endpoints of all
linear segments of Λ (if any). We define a coupling of certain paths on the tree T ω0 . Set Ωcif “Ş
ζPD0
Ωrζ,ζs and take ω P Ωcif . For n P N and ζ P D0 let pX ζ,ω,pnq0,8 be the up-right path on T ω0 that
goes from 0 to tnζu and then continues by taking, say, e1 steps. Let pQω0,pnq be the joint distribution of
T ω0 and t pX ζ,ω,pnq0,8 : ζ P D0u, induced by Qω0 . By compactness, the sequence pQω0,pnq has a subsequence
that converges weakly to a probability measure. Let pQω0 be a weak limit. This is a probability
measure on trees spanning Z2` and infinite up-right paths on these trees, rooted at 0 and indexed
by ζ P D0. We denote the tree by pT ω0 and the paths by pX ζ,ω0,8 . The distribution of pT ω0 under pQω0 is
the same as that of T ω0 under Q
ω
0 . Furthermore, since by Lemma 3.11 for each n P N and ξ P D0
the distribution of pX ζ,ω,pnq0,n under Qω0 is exactly Qω0,tnζu, Theorem 3.7 implies that the distribution
of pX ζ,ω0,8 under pQω0 is exactly Πζ,ω0 . One consequence is that pX ζ,ω is Uζ-directed, pQω0 -almost surely
and for all ζ P D0.
We can define a competition interface pφωn between the subtrees of pT ω0 rooted at e1 and e2, and its
distribution under pQω0 is then the same as the distribution of the original competition interface φωn
under Qω0 . Since
pX ζ,ω is a path on the spanning tree pT ω0 , t pX ζ,ω1 “ e2u implies that pφωn ¨e1 ě pX ζ,ωn ¨e1
for all n P Z`. This in turn implies the event tlim pφωn ¨ e1{n ě ζ ¨ e1u. Consequently, for all ζ P D0,
Qω0
!
lim
nÑ8
φωn ¨ e1{n ă ζ ¨ e1
)
ď Πζ,ω0 pX1 “ e1q “ eω0´B
ζp0,e1,ωq.
A similar argument gives
Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ζ ¨ e1
)
ě eω0´Bζp0,e1,ωq.(5.33)
For ξ P riU with ξ P D0 taking D0 Q ζ Ñ ξ with ζ ¨ e1 strictly decreasing makes ζ Ñ ξ. Recall that
ω P Ωcont,ξ. Applying the above we get
Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
ď eω0´Bξp0,e1,ωq.
Applying (5.33) with ζ “ ξ we get
Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
ě eω0´Bξp0,e1,ωq.
Since the liminf is always bounded above by the limsup we get
Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
“ Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
“ eω0´Bξp0,e1,ωq.
A similar argument, starting by taking ζ Ñ ξ and applying (5.33), gives
Qω0
!
lim
nÑ8
φωn ¨ e1{n ă ξ ¨ e1
)
“ Qω0
!
lim
nÑ8
φωn ¨ e1{n ă ξ ¨ e1
)
“ eω0´Bξp0,e1,ωq
for all ξ P riU with ξ P D0. But for ξ P D0 we have Bξpωq “ Bξpωq “ Bξpωq. Hence, all four
probabilities in the above two displays equal eω0´B
ξp0,e1,ωq. We conclude that for any ξ P D0
Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
“ Qω0
!
lim
nÑ8
φωn ¨ e1{n ď ξ ¨ e1
)
“ eω0´Bξp0,e1,ωq.
This implies that ξ˚ “ limnÑ8 φωn ¨ e1{n exists Qω0 -almost surely and its cumulative distribution
function is given by (3.8). Parts (a) and (b) are proved. Part (c) follows because Bξ` is constant
on the linear segments of Λ. For (d) observe that
EQω0 tξ˚ “ ξu “ E
“
eω0pe´Bξ`p0,e1,ωq ´ e´Bξ´p0,e1,ωqq‰,
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which vanishes if and only if PtBξ`p0, e1q “ Bξ´p0, e2qu “ 1, which holds if and only if ξ P D. 
6. Bi-infinite polymer measures
We now prove Theorem 3.13 and Lemma 3.15, showing non-existence of two classes of bi-infinite
polymer measures. The following is the key step in the proof of Theorem 3.13.
Lemma 6.1. Let B be a shift-covariant cocycle which recovers the potential. Then there is a Borel
set ΩB,Ó0 Ă Ω with PpΩB,Ó0q “ 1 so that for all ω P ΩB,Ó0 and for all x P Z2,
lim
nÑ8
max
yďx
|x´y|1“n
ΠBpωqy pxq “ 0.
Proof. By shift-covariance of B, it is enough to deal with the case x “ 0. Couple tΠBpωqy : y P Z2u
as described in Section A.1 and denote the coupled paths by Xy,ωm,8, or X
y for short, y P Vm, m P Z.
Let Nv “ ty ď v : v P Xyu. We will call a point z P Z2 a junction point if there exist distinct
u, v P Z2 such that |Nu| “ |Nv | “ 8 and Xu and Xv coalesce precisely at z.
Suppose now that PbPp|N0| “ 8q ą 0. The shift-covariance of B implies Nupτvϑ, Tvωq “
Nu`vpϑ, ωq. Hence, by the ergodic theorem, with positive PbP-probability there is a positive
density of sites v P Z2 with |Nv | “ 8.
By Theorem A.3, for PbP-almost every pϑ, ωq and all u, v P Z2, Xu and Xv coalesce. It follows
from this and the previous paragraph that with positive PbP-probability there is a positive density
of junction points.
For L P N, let JL denote the union of the junction points in r1, Ls2 together with the vertices
of the south-west boundary of r1, Ls2, tkei : 1 ď k ď L, i P t1, 2uu, with the property that one
of the junction points lies on Xkei . For each junction point z, there are at least two such points
on the south-west boundary. Decompose JL into finite binary trees by declaring that the two
immediate descendants of a junction point z are the two closest points u, v P JL with the property
that z P Xu XXv . The leaves of these trees are points in JL which lie on the boundary and the
junction points are the interior points of the trees. This tree cannot have more than 2L` 1 leaves,
but this contradicts that there are on the order of L2 junction points, since a binary tree has more
leaves than interior points. Thus PbPpN0 ă 8q “ 1.
Fix ε ą 0. We now know that Pp|N0pϑ, ωq| ă 8q “ 1 for P-almost all ω. Then there exists
an integer n0 “ n0pωq such that P p|N0pϑ, ωq| ě nq ă ε for n ě n0. The claim follows from the
observation that ΠBy p0q “ Pp0 P Xyq ď Pp|N0pϑ, ωq| ě nq for y ď 0 with |y|1 “ n. 
We can now rule out the existence of polymer Gibbs measures satisfying the law of large numbers
in a fixed direction and of metastates.
Proof of Theorem 3.13. Let Ωbi,rξ,ξs “ ΩBξ,Ó0 X Ωrξ,ξs and take ω P Ωbi,rξ,ξs. Suppose there exists
a weakly Uξ-directed Π P ÐÝÑDLRω. Take any x P Z2 such that c “ Πpxq ą 0. Fix n ď x ¨ pe. If
Πpx | yq ď c{2 for all y P Vn with Πpyq ą 0, then Πpy, xq ď cΠpyq{2 for all y P Vn and adding over
y we get c “ Πpxq ď c{2, which contradicts c ą 0. Hence, there exists a yn ď x such that yn P Vn,
Πpynq ą 0, and Πpx | ynq ą c{2. But, by Lemma 2.9, Πp¨ | ynq is a weakly Uξ-directed element of
DLRωyn and, by Theorem 3.7, it must be that Πpx | ynq “ Πξ,ωyn pxq. But then Πξ,ωyn pxq ą c{2 for all
n, which contradicts Lemma 6.1 since Theorem 5.8 says Πξ,ωyn “ ΠB
ξpωq
yn . 
Proof of Lemma 3.15. Suppose that Π is a measure satisfying Definition 3.14(a) and Definition
3.14(c). Then for each z P V0
E rΠωpX0 “ zqs “ E
“
ΠTzωpX0 “ 0q
‰ “ E rΠωpX0 “ 0qs .
This is a contradiction since tX0 “ zu, z P V0, form a partition of X. 
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Appendix A. Coupled RWRE paths with te1, e2u steps
A.1. Path coupling. In this section we construct a coupling of a family of random walks in a
random environment (RWRE) with admissible steps te1, e2u that several arguments in this paper
rely on.
Let pΩ,F ,Pq satisfy the assumptions of Section 2. Let P denote the law of i.i.d. Uniform[0,1]
random variables ϑ “ tϑpyq : y P Z2u on r0, 1sZ2 , equipped with the Borel σ-algebra and the natural
group of coordinate shifts τx. Define a family of shifts on the product space r0, 1sZ2 ˆ Ω indexed
by x P Z2 in the natural way, via rTxpν, ωq “ pτxν, Txωq. This shift preserves PbP.
Let A be some index set and let tpαx : x P Z2, α P Au be a collection of r0, 1s-valued F -
measurable random variables. Abbreviate G “ te1, e2uZ2 . For α P A, construct a random graph
gαpϑ, ωq “ gα P G, via
gαx “
#
e1 if ϑpxq ă pαxpωq,
e2 if ϑpxq ě pαxpωq.
For each x P Vm, m P Z, let Xx,α,ωm,8 “ Xx,α,ωm,8 pϑq denote the random path defined via Xx,α,ωm “ x
and Xx,α,ωk “ Xx,α,ωk´1 ` gαXx,α,ω
k´1
pϑ, ωq for k ą m. We observe that under P, for fixed α, Xx,αm,8 has
the law of a quenched RWRE with admissible steps te1, e2u started from x and taking the step e1
at site y with probability pαy pωq. Two properties follow immediately.
Corollary A.1. The following hold for any ω P Ω and ϑ P r0, 1sZ2 .
(a) (Coalescence) If for some α P A, x, y P Z2, and n ě maxpx ¨ pe, y ¨ peq we have Xx,α,ωn pϑq “
X
y,α,ω
n pϑq, then Xx,α,ωk pϑq “ Xy,α,ωk pϑq for all k ě n.
(b) (Monotonicity) Fix x P Vm, m P Z, and α1, α2 P A. If pα1y pωq ď pα2y pωq for all y ě x then
X
x,α1,ω
n pϑq ¨ e1 ď Xx,α2,ωn pϑq ¨ e1 for all n ě m.
The proof of Lemma 4.11 is an example of how we use this coupling.
Proof of Lemma 4.11. It suffices to work with a fixed β P p0,8q. The case β “ 8 comes by taking
a limit. Fix n P Z and construct the coupled paths Xx,β,h,ωm,8 pϑq, x P Vm, m P Z, as above, with
pxpωq “
$&%eβωx`e1`βh¨e1
Z
β,h
x`e1,pnq
Z
β,h
x,pnq
if |x|1 ă n, x ě 0,
1{2 otherwise.
Note that for x P Vm, m` 1 ă n, and i, j P t1, 2u
BhiF β,hx,pnq “ Eω,β,hx,pnq rei ¨ pXn ´ xqs and BhiF β,hx`ej ,pnq “ E
ω,β,h
x`ej ,pnq
rei ¨ pXn ´ x´ ejqs.
It follows that whenever x P Vm, m ă n and i, j P t1, 2u,
BhiBβ,hn px, x` ejq “ Eω,β,hx,pnq rei ¨Xns ´ Eω,β,hx`ej ,pnqrei ¨ pXn ´ ejqs ´ ei ¨ ej
“ E
”
ei ¨ pXx,β,h,ωn ´Xx`ej ,β,h,ωn q
ı
.
Then Corollary A.1(a) and planarity imply that
BhiBβ,hn px, x` eiq ď 0 and Bh3´iBβ,hn px, x` eiq ě 0. 
A.2. Coalescence of RWRE paths. We show that the quenched measures of a general 1+1-
dimensional random walk with te1, e2u steps in a stationary weakly elliptic random environment
can be coupled so that the paths coalesce. The proof is an easier version of the well-known Licea-
Newman [45] argument for coalescence of first-passage percolation geodesics. Notably, the mea-
surability issues which make the Licea-Newman argument somewhat involved in zero temperature
vanish in positive temperature due to the extra layer of randomness coming from the coupling.
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Let p : ΩÑ r0, 1s be a measurable function. Assume weak ellipticity:
Pp0 ă p ă 1q “ 1.(A.1)
Construct random variables tXxm,8 : x P Vm,m P Zu via the coupling described in Subsection
A.1 with pxpωq “ ppTxωq and write P “ PbP. Let Pωx (with expectation operator Eωx ) be the
distribution (on pZ2qZ`) of the corresponding random walk in random environment starting at x.
Lemma A.2. Assume (A.1). For P-almost every ω, for all x P Z2, Pωx -almost every path crosses
all vertical lines to the right of x and all horizontal lines above x.
Proof. By shift-invariance, it is enough to prove the claim for x “ 0. For i P t1, 2u let Ii be the
Tei-invariant σ-algebra. Note that Erlog p |I1s ă 0 and Erlogp1´ pq |I2s ă 0. The ergodic theorem
implies then that
P
´ 8ź
k“0
ppTke1ωq “ 0
¯
“ P
´ 8ź
k“0
p1´ ppTke2ωqq “ 0
¯
“ 1.
By a union bound, we have that
P
!
Pω0 pthe path has at most finitely many e2 incrementsq ą 0
)
ď
ÿ
xPZ2`
P
´ 8ź
k“0
ppTx`ke1ωq ą 0
¯
“ 0.
A similar argument works for the case of finitely many e1 increments. 
Theorem A.3. Assume (A.1). Then P -almost surely, for any u, v P Z2 there exists an n P Z with
Xun,8 “ Xvn,8.
Proof. The proof comes by way of contradiction. Observe that if Xu and Xv ever intersect, say
Xun “ Xvn, then we would have Xun,8 “ Xvn,8. So suppose P tXur,8 X Xvk,8 “ ∅u ą 0 for some
u P Vr, v P Vk, r, k P Z. By Lemma A.2 these paths must cross any vertical line to the right of u
and v. Restart the paths from the points where they exit some such vertical line. By stationarity
we can assume u “ 0 (hence r “ 0), X01 “ e1, v “ ke2, and Xke2k`1 “ ke2 ` e1. Thus we have
P
 
X00,8 XXke2k,8 “ ∅, X01 “ e1,Xke2k`1 “ ke2 ` e1
( ą 0.
Again by shift invariance Xie2i,8 XXpi`kqe2i`k,8 “ ∅ for infinitely many i ě 0, with positive probability.
Consequently, there exists i ą k such that
P
 
X00,8XXke2k,8 “ ∅, Xie2i,8XXpi`kqe2i`k,8 “ ∅, X01 “ e1, Xke2k`1 “ ke2`e1, Xpi`kqe2i`k`1 “ pi`kqe2`e1
( ą 0.
Let ℓ “ i ` k. If Xke2k,8 X Xℓe2ℓ,8 ‰ ∅ then by planarity Xie2i,8 intersects Xℓe2ℓ,8. So we have integers
0 ă k ă ℓ such that
P
 
X00,8 XXke2`e1k`1,8 “ ∅, Xke2`e1k`1,8 XXℓe2ℓ,8 “ ∅, X01 “ e1,Xℓe2ℓ`1 “ ℓe2 ` e1
( ą 0.
Let τℓ P N be the first coordinate of the point where X00,8 first reaches the horizontal line ℓe2`R`e1.
Let τ 1e1 be the point at which X
0
0,8 exits the horizontal line R`e1. Then we can also find integers
0 ă m ă n such that
P
 
X00,8 XXke2`e1k`1,8 “ ∅, Xke2`e1k`1,8 XXℓe2ℓ,8 “ ∅, X01 “ e1,Xℓe2ℓ`1 “ ℓe2 ` e1, τ 1 “ m, τℓ “ n
( ą 0.
The event in the above probability is independent of the variables ϑpm`1qe1,ne1Yϑe2,pℓ´1qe2 (where
for example ϑpm`1qe1,ne1 “ tϑpm`1qe1 , . . . , ϑne1u). Since Pp0 ă p ă 1q “ 1 we have that
P
 
X00,8 XXke2`e1k`1,8 “ ∅, Xke2`e1k`1,8 XXℓe2ℓ,8 “ ∅, X11 “ e1,Xℓe2ℓ`1 “ ℓe2 ` e1, τ 1 “ m, τℓ “ n,
gx “ e1 for x P rm` 1, nse1 and gx “ e2 for x P r1, ℓ ´ 1se2
( ą 0.
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Figure A.1. The non-intersecting paths X00,8, X
ke2`e1
k`1,8 , and X
ℓe2
ℓ,8. The variables
ϑx on the thick segment on the south edge of the rectangle are such that gx “ e1.
The variables ϑx on the west edge of the rectangle are such that gx “ e2.
Call the above event A1. (See Figure A.1.) On this event, path X
ke2`e1
k`1,8 is shielded by the arrows
on the boundary rm ` 1, nse1 Y r1, ℓ ´ 1se2 and by paths X00,8 and Xℓe2ℓ,8 and for any u ­ě 0 with
u ¨ pe “ s we have Xke2`e1k`1,8 XXus,8 “ ∅.
The Burton-Keane lack of space argument [10] furnishes the necessary contradiction. Indeed, by
P pA1q ą 0 and the ergodic theorem there exists an event A2 of positive probability such that on A2
for all large enough L and a small enough fixed δ ą 0, event A1 ˝ Tz occurs for at least δL2 points
z P r0, Ls2 such that the rectangles z ` r0, ns ˆ r0, ℓs are pairwise disjoint and lie inside r0, Ls2.
Then with positive probability we have δL2 pairwise disjoint paths that start inside r0, Ls2. Each
of these paths must exit through a boundary point of r0, Ls2, but for large enough L the number
of boundary points is ă δL2. The theorem is proved. 
Appendix B. A shape theorem for cocycles
The results in this section extend [31, Theorem A.3] to the stationary setting. The proof is
identical once one alters the definitions appropriately. Fix a dimension d P N and let R Ă Zd be
an arbitrary finite set of admissible steps that contains at least one nonzero element. Admissible
paths x0,n “ pxkqnk“0 satisfy xk ´ xk´1 P R. Let M “ |R |. Let G “ t
ř
zPR bzz : bz P Zu be the
additive group generated by R.
Definition B.1. A shift covariant-cocycle is a Borel-measurable function B : GˆGˆΩÑ R which
satisfies
(1) (Shift covariance) Bpx` z, y ` z, ωq “ Bpx, y, Tzωq for all x, y, z P G and P-almost all ω.
(2) (Cocycle property) Bpx, z, ωq “ Bpx, y, ωq`Bpy, z, ωq for all x, y, z P G and P-almost all ω.
A cocycle is said to be LppPq if Er|Bp0, zq|ps ă 8 for all z P R.
Definition B.2. A function V : RˆΩÑ R is in class L if for every nonzero z P R
lim
εŒ0
lim
nÑ8
max
xPG:|x|1ďnε
1
n
ÿ
0ďkďnε
|V pz, Tx`kzωq| “ 0.(B.1)
Boundedness of V is of course sufficient. If V is a local measurable function of tωx : x P Zdu and
these are i.i.d. with 2` ε moments for some ε ą 0, then V P L. More generally, membership in L
depends on a combination of mixing of P and moments of V . See Lemma A.4 of [55] for a precise
statement.
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Let
Dn “
!
x P G : Dbz P Z`,
ÿ
zPR
bzz “ x,
ÿ
zPR
bz “ n
)
denote the set of sites which can be reached in n admissible steps.
For A Ă G let IA be the σ-algebra generated by events that are invariant under Tx for all x P A.
Let I “ IG .
For a shift-covariant L1pPq cocycle cpxq “ ErBp0, xq | Is is an additive function on the group G
and hence there exists a vector mpBq P Rd with ErBp0, xq | Is “ mpBq ¨x for all x P G. This vector
is not unique unless R spans Rd, but the inner products mpBq ¨ x, x P G, are well defined.
Theorem B.3. Suppose B is a shift-covariant L1pPq cocycle and there exists a function V pz, ωq :
RˆR Ñ R with V P L such that Bp0, z, ωq ď V pz, ωq for all z P R and P-almost every ω. Then
P-almost surely,
lim
nÑ8
max
xPDn
|Bp0, xq ´mpBq ¨ x|
n
“ 0.
The rest of this section proves the above theorem.
Lemma B.4. Suppose that B is a shift-covariant L1pPq cocycle. Let x P G. Then P-almost surely,
ErBp0, xq | Ixs “ mpBq ¨ x.
Proof. By shift-covariance and the cocycle property,
Bp0, nx, ωq
n
“
řn´1
i“0 Bpix, pi` 1qx, ωq
n
“
řn´1
i“0 Bp0, x, Tixωq
n
.
By Birkhoff’s ergodic theorem the limit exists P-almost surely and equals L “ ErBp0, xq | Ixs. On
the other hand, by shift-covariance and the cocycle property, we also have
Bp0, nx, Tyωq
n
“ Bpy, y ` nx, ωq
n
“ Bpy, 0, ωq
n
` Bp0, nx, ωq
n
` Bp0, y, Tnxωq
n
.
The left-hand side converges P-almost surely to L ˝ Ty and second term on the right-hand side
converges P-almost surely to L. The first term on the right-hand side converges P-almost surely to
0. This implies that the last term must also converge P-almost surely. Since it converges to 0 in
probability, its almost sure limit must also be 0. Consequently, we have shown that ErBp0, xq|Ixs ˝
Ty “ ErBp0, xq | Ixs, which implies that ErBp0, xq|Ixs is I-measurable. Therefore ErBp0, xq|Ixs “
E
“
ErBp0, xq | Ixs | I
‰ “ ErBp0, xq | Is “ mpBq ¨ x. 
A consequence of the above lemma is that if A Ă Zd and x P A, then
ErBp0, xq | IAs “ E
“
ErBp0, xq | Ixs | IA
‰ “ E“ErBp0, xq | Is | IA‰
“ ErBp0, xq | Is “ mpBq ¨ x.(B.2)
Abbreviate Bpx, yq “ Bpx, yq ´mpBq ¨ py´ xq. Note that B is also a shift-covariant cocycle and
that ErBpx, yq | Is “ ErBp0, y ´ xq | Is “ 0.
Lemma B.5. Suppose that B is a shift-covariant L1pPq cocycle. Let the integers j, r such that
1 ď j ď r ď M be given and let z1, . . . , zr P R be distinct. Let g : r0, 1sr Ñ R be a continuous
function. Then P-almost surely
lim
nÑ8
1
nr
n´1ÿ
k1“0
. . .
n´1ÿ
kr“0
gpn´1pk1, . . . , krqqBp0, zj , Tk1z1`¨¨¨`krzrωq “ 0.
Proof. The case g ” 1 follows from the multidimensional ergodic theorem [43, Theorem 6.2.8], which
in this case says the P-almost sure limit exists and equals ErBp0, zjq | Itz1,...,zrus, and an application
of (B.2). The case of a general continuous g comes by the familiar uniform approximation by step
functions. 
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Lemma B.6. Suppose that B is a shift-covariant L1pPq cocycle. Let r P t1, 2, . . . ,Mu be given and
let z1, . . . , zr P R be distinct. Let 0 ď ai ă bi be given for 1 ď i ď r. Then P-almost surely
lim
nÑ8
1
nr
tnb1 u´1ÿ
k1“tna1 u
. . .
tnbr u´1ÿ
kr“tnar u
Bp0, k1z1 ` ¨ ¨ ¨ ` krzrq
n
“ 0.
Proof. By taking differences and re-indexing, it suffices to consider the case ai “ 0 and bi “ 1 for
all i. We now prove the result by induction on r. To start the induction, note that
1
n
n´1ÿ
k“0
Bp0, kz1, ωq
n
“ 1
n
n´1ÿ
k“0
1
n
k´1ÿ
j“0
Bp0, z1, Tjz1ωq “
1
n
n´1ÿ
j“0
ˆ
1´ j ` 1
n
˙
Bp0, z1, Tjz1ωq,
which by Lemma B.5 goes to 0 as nÑ 8. Now, suppose the result has been proven for r ´ 1 and
take r P t2, . . . ,Mu. Write
1
nr
n´1ÿ
k1“0
. . .
n´1ÿ
kr“0
Bp0, k1z1 ` ¨ ¨ ¨ ` krzr, ωq
n
“ 1
nr
n´1ÿ
k1“0
. . .
n´1ÿ
kr“0
Bp0, k1z1 ` ¨ ¨ ¨ ` kr´1zr´1, ωq
n
` 1
nr
n´1ÿ
k1“0
. . .
n´1ÿ
kr“0
Bp0, krzr, Tk1z1`¨¨¨`kr´1zr´1ωq
n
“ 1
nr´1
n´1ÿ
k1“0
. . .
n´1ÿ
kr´1“0
Bp0, k1z1 ` ¨ ¨ ¨ ` kr´1zr´1, ωq
n
` 1
nr
n´1ÿ
k1“0
. . .
n´1ÿ
kr“0
ˆ
1´ kr ` 1
n
˙
Bp0, zr , Tk1z1`¨¨¨`krzrωq.
The first term tends to 0 by the induction hypothesis and the second tends to 0 by Lemma B.5. 
Proof of Theorem B.3. Fix a labelling z1, z2, . . . , zM of the admissible steps R.We first show that
lim
nÑ8
min
xPDn
Bp0, xq
n
ě 0.(B.3)
Let δ ą 0 be given and define ak “ kδ{p4Mq for k P Z`. For k “ pk1, . . . , kM q P ZM` introduce the
notation
Cn,k “
!Mÿ
i“1
sizi : tnaki u ď si ă tnaki`1 u
)
.
Let K “ ZM` X r0, 4M{δ ` 1sM . For any n P N and x P Dn, write x “
řM
i“1 bizi with
řM
i“1 bi “ n
and bi P Z`, then take ki minimal such that tnaki u ě bi. This way we obtain a vector kpxq P K
such that every point y P Cn,kpxq can be reached from x in at most nδ steps.
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For each x P Dn and each y P Cn,kpxq, fix a path x0,ℓ, ℓ ď δn, from x to y with the property that
the steps z1, . . . , zM are taken in order. Denote by ρ0 “ maxt|z|1 : z P Ru. Then we have
Bp0, xq “ Bp0, yq ´Bpx, yq
“ Bp0, yq ´
ℓ´1ÿ
i“0
Bp0, xi`1 ´ xi, Txiωq
ě Bp0, yq ´
ℓ´1ÿ
i“0
V pxi`1 ´ xi, Txiωq1txi`1 ‰ xiu ´ ℓmax
iďM
|mpBq ¨ zi|
ě Bp0, yq ´ max
zPR zt0u
!
max
|u|1ď2nρ0
ÿ
0ďiďnδ
|V pz, Tu`izωq|
)
´ ℓmax
iďM
|mpBq ¨ zi|.
Note that the error term is independent of x and y. Average over y P Cn,kpxq and then take a
minimum over x P Dn to obtain
min
xPDn
Bp0, xq
n
ě min
kPK
1
Nn,k
tnak1`1 u´1ÿ
s1“tnak1 u
. . .
tnakM`1 u´1ÿ
sM“tnakM u
Bp0,řMi“1 siziq
n
´
ÿ
zPR zt0u
!
max
|u|1ď2nρ0
1
n
ÿ
0ďiďnδ
|V pz, Tu`izωq|
)
´ δmax
iďM
|mpBq ¨ zi|,
where Nn,k “
śM
i“1ptnaki`1 u´ tnaki uq „ nM as n Ñ 8. The first term on the right-hand side
tends to zero by Lemma B.6 and the second tends to zero after taking n Ñ 8 and then δ Ñ 0 by
the hypothesis that V P L. Thus, we have shown that (B.3) holds.
Now, for H ‰ I Ă t1, . . . ,Mu and k “ pkiqiPI Ă Z|I|` , define
Cn,I,k “
!ÿ
iPI
sizi : tnaki´1 u ď si ă tnaki u
)
For x P Dn write x “
řM
i“1 bizi with
řM
i“1 bi “ n and bi P Z` and let Ipxq “ ti : bi ą tna1uu. For i P
Ipxq choose ki maximal such that takiu ď bi. This way we get a vector kpxq P ZM` Xr0, 8M{δsM “ K
such that x can be reached from every point y P Cn,Ipxq,kpxq with an admissible path of at most nδ
steps.
For each x, y, take a path from y to x such that the steps zj , j P Ipxq are taken in order. Call
this path x0,ℓ. Then
Bp0, xq “ Bp0, yq `
ℓ´1ÿ
i“0
Bp0, xi`1 ´ xi, Txiωq
ď Bp0, yq `
ℓ´1ÿ
i“0
V pxi`1 ´ xi, Txiωq ` ℓmax
iďM
|mpBq ¨ zi|.
Averaging over y P Cn,Ipxq,kpxq then taking a maximum over x P Dn we obtain
max
xPDn
Bp0, xq
n
ď max
kPK
∅‰IĂt1,...,Mu
1
Nn,I,k
tnakj1
u´1ÿ
s1“tnakj1´1
u
. . .
tnakj|I|
u´1ÿ
s|I|“tnakj|I|
´1 u
Bp0,ř|I|i“1 sizjiq
n
`
ÿ
zPR zt0u
!
max
|u|1ď2nρ0
1
n
ÿ
0ďiďnδ
|V pz, Tu`izωq|
)
` δmax
iďM
|mpBq ¨ zi|,
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where Nn,I,k “
ś|I|
i“1ptnakji u´ tnakji´1 uq „ n|I| and tj1, . . . , j|I|u “ I. The same argument as
above now gives
lim
nÑ8
max
xPDn
Bp0, xq
n
ď 0.
The theorem is proved. 
Appendix C. Auxiliary lemmas
We start with a lemma that gives an analogue of J.B. Martin’s result [48, Theorem 2.4] on
the boundary behavior of the shape function for directed last-passage percolation, in the positive
temperature setting. It follows immediately from that result by bounding Λβ above and below
using Λ8 and counting paths.
Lemma C.1. For each β ą 0, as sŒ 0
Λβpse1 ` e2q “ Λβpe1 ` se2q “ Erω0s ` 2
a
sVarpω0q ` op
?
sq.
Proof. For any β we have Λβpse1 ` e2q “ Λβpe1 ` se2q. Using Stirling’s formula, we obtainˆ
N ` tNs u
N
˙
“
a
1` tNs u {Na
2π tNs u
ˆ
1` tNs u
N
˙N ˆ
1` N
tNs u
˙tNs u
p1` op1qq
By path counting and approximating each path by the largest path, we also observe that
N´1G0,tNpe1`se2q u ď pβNq´1 logZβ0,tNpe1`se2q u ď N
´1G0,tNpe1`se2q u ` pβNq´1 log
ˆ
N ` tNs u
N
˙
.
It follows that
Λ8pse1 ` e2q ď Λβpse1 ` e2q ď Λ8pse1 ` e2q ` β´1
“
logp1` sq ` s logp1` s´1q‰ .
The result follows from logp1` sq ` s logp1` s´1q “ op?sq as sŒ 0 and [48, Theorem 2.4]. 
Now, we provide the proofs we deferred to this appendix. We begin with the following lemma,
which applies the above and explains why in the definition of BΛβpUq we do not consider the cases
h P BΛβpe1q or h P BΛβpe2q and which is used in the proof of Lemma 2.1.
Lemma C.2. BΛβpe1q “ BΛβpe2q “ ∅.
Proof. Suppose that BΛβpe1q is not empty and let ´h P BΛβpe1q. Take ξ “ e1 ` se2 in (2.5). Then
sh ¨ e2 ď Λβpe1q ´ Λβpe1 ` se2q.
Observe that Λβpe1q “ Λβpe2q “ Erω0s. Then taking s Œ 0 and applying Lemma C.1, we must
have h ¨ e2 “ ´8, a contradiction. The other claim is similar. 
Proof of Lemma 2.1. Let ξ P riU satisfy ´h P BΛβpξq. Setting ζ “ λξ and using homogeneity, for
all λ ą 0 we must have
´p1´ λqh ¨ ξ ď p1´ λqΛβpξq.
Taking λ ą 1 and λ ă 1 and dividing through by p1 ´ λq gives that we must have ´h ¨ ξ “ Λβpξq.
For any ζ P R2` we have
h ¨ ζ ` Λβpζq “ ´h ¨ pξ ´ ζq ´ pΛβpξq ´ Λβpζqq ď 0.
Taking a supremum over ζ P U gives Λβplphq ď 0. Since h ¨ ξ`Λβpξq “ 0, the supremum is achieved
and we must have Λβplphq “ 0.
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Conversely, suppose that Λβplphq “ 0. Then by continuity, there is ξ P U with h ¨ ξ ` Λβpξq “ 0.
For any ζ P R2`zt0u we have
h ¨ ζ ` Λβpζq “ |ζ1|
”
h ¨ ζ|ζ|1 ` Λ
β
´ ζ
|ζ|1
¯ı
ď |ζ|1Λβplphq “ 0
and hence
´h ¨ pξ ´ ζq ď Λβpξq ´ Λβpζq.
This implies that ´h P BΛβpξq. But by Lemma C.2 BΛβpe1q and BΛβpe2q are empty, so ξ P riU . 
Proof of Lemma 2.2. Write
κωk,ℓκ
ω
r,sfpxm,8q “
ÿ
yk,ℓPX
xℓ
xk
ÿ
y¯r,sPX
ys
yr
fpxm,kyk,ry¯r,sys,ℓxℓ,8qQωyr ,yspy¯r,sqQxk,xℓpyk,ℓq
“
ÿ
yk,ℓPX
xℓ
xk
ÿ
y¯r,sPX
ys
yr
fpxm,kyk,ry¯r,sys,ℓxℓ,8qe
řs´1
i“r ωy¯i`
řℓ´1
j“k ωyj
Zωyr,ysZ
ω
xk,xℓ
“
ÿ
xkďyrďysďxℓ
yrPVr ,ysPVs
ÿ
yk,rPX
yr
xk
ÿ
y¯r,sPX
ys
yr
ÿ
ys,ℓPX
xℓ
ys
fpxm,kyk,ry¯r,sys,ℓxℓ,8qˆ
¨˝ ÿ
yr,sPX
ys
yr
e
řs´1
j“r ωyj
e
řs´1
i“r ωy¯i`
řr´1
j“k ωyj`
řℓ´1
j“s ωyj
Zωyr,ysZ
ω
xk,xℓ
‚˛
“
ÿ
yk,ℓPX
xℓ
xk
fpxm,kyk,ℓxℓ,8qQxk,xℓpyk,ℓq “ κωk,ℓfpxm,8q. 
Proof of Lemma 2.4. If Πx is a Gibbs measure, then (2.7) comes from
EΠxrf s “ EΠx“EΠxrf |Xpk,ℓqcs‰ “ EΠxrκωk,ℓf s “ Πxκωk,ℓf.
For the other direction take a bounded measurable function f and a bounded X xpk,ℓqc-measurable
function g. Then, using (2.6) and (2.7) we get
EΠxrgκωk,ℓf s “ EΠxrκωk,ℓpgfqs “ EΠxrgf s.
This proves that EΠxrf |X xpk,ℓqcs “ κωk,ℓf . 
Proof of Lemma 2.5. If Πx P DLRωx , then (2.8) follows from
Πxpxm,nq “ Πxκωm,npxm,nq.
Conversely, assume (2.8) holds for all up-right paths xm,n with xm “ x. Fix ℓ ě n ě k ě m and
an up-right path xm,ℓ with xm “ x. Then
Πxκ
ω
k,npxm,ℓq “ Qωxk,xnpxk,nqΠxpxm,k, xn,ℓq
“
ÿ
yk,nPX
xn
xk
Qωxk,xnpxk,nqΠxpxm,kyk,nxn,ℓq
“
ÿ
yk,nPX
xn
xk
Qωxk,xnpxk,nqQωxm,xℓpxm,kyk,nxn,ℓqΠxpxℓq
“ Qωxm,xℓpxm,ℓqΠxpxℓq “ Πxpxm,ℓq.
The penultimate equality came by a cancellation similar to the one in the proof of Lemma 2.2. 
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Proof of Lemma 3.11. Let x ¨ pe “ m and y ¨ pe “ n. For an admissible path xm,n from x to y write
Qωx,ypxm,nq “
e
řn´1
i“m ωxi
Zx,y
“
n´1ź
i“m
eωxiZx,xi
Zx,xi`1
“
n´1ź
i“m
~π xxi`1,xipωq. 
Lastly, a lemma that allows us to compare ratios of partition functions.
Lemma C.3. For any ω P Ω, x P Z2, and u, v P x`e1`e2`Z2` with u ¨e1 ě v ¨e1 and u ¨e2 ď v ¨e2
Z
β
x`e1,u
Z
β
x,u
ě Z
β
x`e1,v
Z
β
x,v
and
Z
β
x`e2,u
Z
β
x,u
ď Z
β
x`e2,v
Z
β
x,v
.(C.1)
Proof. Reversing the picture in [31, Lemma A.1] via x ÞÑ ´x gives
Z
β
x`e1,y
Z
β
x,y
ě Z
β
x`e1,y´e1
Z
β
x,y´e1
ě Z
β
x`e1,y´e1`e2
Z
β
x,y´e1`e2
for all x, y P Z2 with y ě x and any choice of ω P Ω. The first equality in (C.1) comes by applying
this repeatedly with y on any up-left path from u to v. The second equality is similar. 
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