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Abstract Fractional differential and integral operators, Dirichlet averages, and
splines of complex order are three seemingly distinct mathematical subject areas
addressing different questions and employing different methodologies. It is the pur-
pose of this paper to show that there are deep and interesting relationships between
these three areas. First a brief introduction to fractional differential and integral op-
erators defined on Lizorkin spaces is presented and some of their main properties
exhibited. This particular approach has the advantage that several definitions of frac-
tional derivatives and integrals coincide. We then introduce Dirichlet averages and
extend their definition to an infinite-dimensional setting that is needed to exhibit the
relationships to splines of complex order. Finally, we focus on splines of complex
order and, in particular, on cardinal B-splines of complex order. The fundamental
connections to fractional derivatives and integrals as well as Dirichlet averages are
presented.
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1 Introduction
The theory of fractional differential and integral operators is currently a very active
area of research extending results that hold for the traditional integer order opera-
tors and equations to fractional and even complex orders. There are several different
types of such fractional differential and integral operators and only the specific ap-
plication singles out which type is the most useful for the setting at hand. However,
there exist certain types of function spaces on which some of the different notions of
fractional derivative and integral operator coincide. This is the approach taken here.
We consider Lizorkin spaces as the domains for fractional derivative and integral op-
erators and show that they form endomorphisms and satisfy all those properties that
one wishes to adapt from the traditional integral order scenario. This approach will
set the stage for the main purpose of this paper, namely the exhibition of deep and
interesting connections to two other seemingly very different mathematical subject
areas: Dirichlet averages and splines.
The second topic we present are Dirichlet averages or Dirichlet means. Dirichlet
averages were introduced by Carlson in 1977 with the main objective to construct
functions that follow ”the principle that the fundamental functions should be free
of unnecessary branch points and unnecessary transformations.” ([4, p. ix]) This
objective then led to the definition of the R– and S–hypergeometric functions that
generalize in a very natural way the traditional monomials and exponential func-
tions. Later, some relations to the classical theory of splines were made and it was
found that B-splines can be represented by Dirichlet averages over δ -distributions
[5]. Another application of Dirichlet averages was presented in [49] where Dirichlet
splines were shown to be fractional integrals of B-splines. Here a first indication
surfaced that there might be a connection between fractional operators, Dirichlet
averages and splines.
Recently, a new class of splines was investigated in a series of publications
[8, 9, 10, 11, 12, 13, 14, 15, 16, 26, 28, 29, 31]. These so-called complex B-splines
extend the classical notion of cardinal polynomial B-spline to complex order. They
are the third topic we consider. It was found that both fractional operators and
Dirichlet averages are needed to understand the analytic and geometric structure
of these splines. It is interesting to note that the analog of complex B-splines had
already been introduced in an earlier paper by Zheludev [48] in connection with
fractional derivatives and convolution equations but their properties were not inves-
tigated further. Here, we define splines of complex order as the distributional solu-
tions of a certain fractional differential equation and show that the complex B-spline
is a solution. We then use this set-up to exhibit the specific relationships between
the three topics mentioned above.
The structure of the paper is as follows. After introducing some preliminaries and
setting notation, we present fractional differential and integral operators in Section
3. In Section 4, Dirichlet averages are introduced and their main properties dis-
cussed. Splines of complex order are defined in Section 5 where we relate all three
concepts.
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2 Notation and Preliminaries
In the sequel, we make use of multi-index terminology and employ the following
notation. N denotes the set of positive integers and N0 :=N∪{0} the set of nonneg-
ative integers. The ring of integers is denoted by Z and Z±0 := {a ∈ Z : ±a ≥ 0}.
The following subsets of the real numbers R, respectively, complex numbers C are
frequently encountered: R+0 := {r ∈ R : r ≥ 0}, R± := {r ∈ R : ±r > 0}, and
C+ := {z ∈C : Rez > 0}.
For multi-indices m := (m1, . . . ,mn) and r := (r1, . . . ,rn), and for p ∈ R, define
mp and mr to be
mp := (mp1 , . . . ,m
p
n) and mr := (m
r1
1 , . . . ,m
rn
n ),
respectively. The length of a multi-index is defined as |m| := m1 + · · ·mn.
For α ∈R and multi-indices k and m, we also define k ≺ α iff ki ≺ α and k ≺ m
iff ki ≺ mi, ∀i ∈ {1, . . . ,n}, where ≺ is any one of the binary relation symbols <,≤
,>,≥,=. For α ∈ C and a multi-index k, we set k±α := (k1±α, . . . ,kn±α) and
αk := (α k1, . . . ,α kn).
For a,b ∈ Rn we write∫ b
a
f (t)dt :=
∫ b1
a1
· · ·
∫ bn
an
f (t1, . . . , tn)dt1 . . .dtn,
where −∞≤ a < b≤+∞.
Finally, for z = (z1, . . . ,zn) ∈ (C\Z−0 )n, we set
Γ (z) := Γ (z1) · · ·Γ (zn),
where Γ : C\Z−0 → C denotes the Euler gamma function.
The Schwartz space S (Rn,C), n ∈ N, is defined by
S (Rn,C) :=
{
ϕ ∈C∞(Rn,C)
∣∣∣∀k,m ∈ Nn0 : sup
x∈Rn
‖xkDmϕ(x)‖ < ∞
}
Here, Dm :=
∂ m1
∂xm11
· · · ∂
mn
∂xmnn
=
∂ m1+···+mn
∂xm11 · · ·∂xmnn
: C∞(Rn,C)→C∞(Rn,C) denotes the
ordinary partial derivative operator. The Schwartz space S (Rn,C) is a metrizable
locally convex topological vector space whose topology is induced by the semi-
norms
‖ f‖M = sup
x∈Rn
max
|k|, |m|<M
‖xkDm f (x)‖.
For 1≤ p≤ ∞, the following embeddings hold:
S (Rn,C)⊂ Lp(Rn,C).
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Moreover, for 1≤ p < ∞, the Schwartz space S (Rn,C) is dense in Lp(Rn,C) with
respect to the Lp–norm. The space S (Rn,C) is closed under pointwise multipli-
cation, i.e., if f ,g ∈S (Rn,C) then their product f g ∈S (Rn,C). This is a conse-
quence of the Leibniz rule for derivatives.
3 Fractional Operators
Fractional differential and integral operators have a long history going back to New-
ton and Leibnitz. These operators extend the classical concepts of differentiation
and integration that involve integral orders to fractional orders. Later, more general
operators of fractional order were considered. (See, for instance, [3, 21, 46] and ref-
erences therein.) Currently, fractional derivative and integral operators are an active
area of research extending from the theoretical foundations to applied sciences, such
as physics and engineering. (A very short and incomplete list of recently published
books is [2, 20, 36]. The reader may find more references there.)
For the purposes of this paper, we introduce a type of fractional differential and
integral operator that includes such well-known operators as Riemann-Liouville and
Caputo by defining them on a particular space of functions.
For our later purposes, we introduce the following subspace of the Schwartz
space S := S (Rn,C). This and related spaces play an important role in the theory
of fractional differentiation and integration as they allow the identification of several
fractional differential and integral operators [39].
The space Ψ :=Ψ (Rn,C)⊂S is defined by
Ψ := {ψ ∈S : (Dmψ)(x1, . . . ,xk−1,0,xk, . . . ,xn) = 0, ∀m ∈Nn0, k ∈ {1, . . . ,n}}.
An example of a function ψ ∈Ψ is given by
ψ(x) = exp
(
−‖x‖2−
n
∑
k=1
x−2k
)
.
The space Ψ can be made into a topological vector space by means of a countable
number of semi-norms {pk,m,p : k,m, p ∈ Nn0} of the form
pk,m,p(x) := sup
{
(1+ x2)m/2 ‖x‖−p‖(Dkψ)(x)‖ : x ∈ Rn
}
.
Considering the cases ‖x‖ < 1 and ‖x‖ ≥ 1, it follows that this topology coincides
with the topology on S . (See, for instance, [39].)
The Lizorkin space Φ := Φ(Rn,C) (cf. [25]) is given by
Φ := {ϕ ∈S : F (ϕ) ∈Ψ}.
Here, we defined the Fourier–Plancherel transform F : S →S by
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F ( f )(ω) =: f̂ (ω) :=
∫
Rn
f (x)ei〈x,ω〉dx,
where 〈•,•〉 : Rn×Rn →C denotes the canonical inner product in Rn. The space Φ
may be considered as a topological vector space when endowed with the topology
of S . Note that since Φ and Ψ are isomorphic under the Fourier transform, i.e.,
Ψ = FΦ , the Lizorkin space Φ has a rich supply of functions.
The next results summarize some properties of the Lizorkin space Φ . For proofs
and more details, we refer the interested reader to [39] or [42].
Proposition 1. 1. The Lizorkin space Φ consists of those and only those functions
ϕ ∈S , all of whose moments vanish along all coordinate axes. More precisely,∫
R
xm ϕ(t1, . . . , tk−1,x, tk+1, . . . , tn)dx = 0, ∀k ∈ {1, . . . ,n}, ∀m ∈ N0.
In other words., if Pkϕ denotes the projection of ϕ onto Φ(0k−1 ×R× 0n−k),
k ∈ {1, . . . ,n}, then
Pkϕ⊥(•)m, ∀m ∈ N0,
where ⊥ denotes orthogonality with respect to the L2-inner product on R.
2. Φ is a closed subset of S and an ideal under convolution, i.e., if ϕ ∈ Φ and
f ∈S , then ϕ ∗ f ∈ Φ .
3. Let S ′ := S ′(Rn,C) be the topological dual of S . Then the topological dual
Φ ′ of Φ is given by
Φ ′ = S ′/P,
where, P := { f ∈S ′ : suppF ( f ) = {0}} denotes the set of polynomials in S ′.
Proposition 2. Given ψ ∈S , the following statements are equivalent.
1. ψ ∈Ψ ;
2. ∀µ ∈ Nn, ∀t ∈ R+ : Dµψ(ξ ) ∈ o(‖ξ‖t) as ‖ξ‖→ 0;
3. ∀m ∈ Nn : ‖ξ‖−2m ψ ∈S .
Regarding the spaces P and Φ , we remark that:
1. f ∈P if and only if ∆ m f = 0, for some m ∈Nn, where ∆ : S →S ,
∆ :=−
n
∑
j=1
∂ 2
∂x2j
,
denotes the Laplace operator on S . Using the Laplace operator, the Lizorkin
space Φ may also be defined as (cf. [42])
Φ :=
⋂
m∈N
∆ m(S ),
2. Φ is dense in Lp(Rn) for 2≤ p < ∞. [40].
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For t ∈ Rn and z ∈Cn, we define
tz+ :=
{
tz = ez logt = tRez eiIm z logt , t ≥ 0;
0, t < 0,
where tz = (tz11 , . . . , tznn ) = (ez1 logt1 , . . . ,ezn logtn).
Definition 1. Let z ∈ (C+)n be a multi-index. The fractional integral D−z : Φ →Φ
is defined by
(D−zϕ)(x) := 1
Γ (z)
∫
Rn
tz−1+ ϕ(x+ t)dt.
Definition 2. Let n ∈ N. For all i = 1, . . . ,n, let mi := ⌈Rezi⌉, where ⌈•⌉ : R→ Z,
r 7→min{k∈Z : r≤ k}, denotes the ceiling function. Set νi :=mi−zi and m :=∑mi.
The fractional derivative D z : Φ → Φ is given by
(D zϕ)(x) := 1Γ (ν)
∂ m
∂xm11 · · ·∂xmnn
∫
Rn
tν−1+ ϕ(x+ t)dt,
=
1
Γ (ν)
∫
Rn
tν−1+ (D
mϕ)(x+ t)dt = DmD−νϕ .
For z ∈ Nn, these definitions reduce via the Cauchy formula to the classical deriva-
tive and integral.
Remark 1. It can be shown (cf. [39]) that D±z leaves the Lizorkin space Φ invariant.
Hence, the dual space Φ ′ is invariant under D±z. Since Φ ⊂ L1(Rn,C), we have the
canonical inclusion Φ ⊂Φ ′ as topological vector spaces.
Remark 2.
The interchange of derivative and integral in the definition of D z± is justified since
f ∈ Φ ⊂S , hence vanishes at ±∞.
Remark 3.
Introducing a kernel function Kz : Rn → C by
Kz(x) :=
xz−1+
Γ (z)
,
and using Remark 2, we can write the definitions of the fractional integral and
derivative in the following more succinct form:
D
z f := (Dm f )∗Km−z = Dm( f ∗Km−z), m = ⌈Rez⌉,
and
D
−z f := f ∗Kz.
We note that if function spaces other than Ψ are considered,
(Dm f )∗Km−z 6= Dm( f ∗Km−z), (1)
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in general, and each side defines a different fractional derivative operator. The left-
hand side of (1) is called the Caputo fractional derivative and the right-hand side the
Riemann-Liouville or Weyl fractional derivative. The interested reader may consult
[24] or [38] for more details.
Next, we summarize some properties of the fractional derivatives and integrals
introduced above.
Theorem 1. The fractional derivatives D z and fractional integrals D−z have the
following properties.
1. Semi-group property: For all z1,z2 ∈ (C+)n and all ϕ ∈ Φ one has:
D
±(z1+z2)ϕ = (D±z1ϕ)(D±z2ϕ) = (D±z2ϕ)(D±z1ϕ). (2)
2. For all z ∈ (C+)n and all ϕ ∈ Φ one has:
D
z
D
−zϕ = D−zD zϕ = ϕ .
Proof. For proofs of these properties, we refer the reader to [1, 38, 39]. The gener-
alization of some of these results to Rn lies at hand. ⊓⊔
In the sequel, we also consider generalized functions f ∈ Φ ′ and f ∈Ψ ′ and,
therefore, need to extend the concept of fractional derivative and integral to this
more general setting.
To this end, let x ∈ Rn and z ∈ (C+)n with Re z >−1. If we define
xz :=
{
xz, x ≥ 0;
eipiz|x|z, x < 0,
then we may regard the locally integrable function x 7→ xz, Re z >−1, as an element
of Φ ′ by setting
〈(•)z,ϕ〉=
∫ n
R
tzϕ(t)dt, ∀ϕ ∈ Φ.
In passing, we note that for all ϕ ∈Ψ the function z 7→ 〈Kz,ϕ〉 is holomorphic on
(C\N0)n.
Remark 4. The function (•)z may also be defined for general z ∈C via Hadamard’s
partie finie and represents then a pseudo-function. For more details, we refer the
interested reader to [7, 19], or [47].
Employing the results in [39], we mention that for f ,g ∈ Ψ ′ the convolution
exists on Ψ ′ and is defined in the usual way by
〈 f ∗ g,ϕ〉 := 〈( f × g)(x,y),ϕ(x+ y)〉= 〈 f (x),〈g(y),ϕ(x+ y)〉〉, ϕ ∈Ψ . (3)
The pair (Ψ ′,∗) is a convolution algebra with the Dirac delta distribution δ as its
unit element.
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Definition 3. Let z∈C+, let ϕ ∈Ψ be a test function and f ∈Ψ ′. Then the fractional
derivative operator D z on Ψ ′ is defined by
〈D z f ,ϕ〉 := 〈(Dm f )∗Km−z,ϕ〉, m = ⌈Rez⌉,
and the fractional integral operator D−z by
〈D−z f ,ϕ〉 := 〈 f ∗Kz,ϕ〉.
The semi-group properties (2) also hold for f ∈Ψ ′. (For a direct proof, see [19]
or [38].)
For later purposes, we need the restriction of Ψ to [0,∞)n:
Ψ+ := { f ∈Ψ : supp f ⊆ [0,∞)n}.
Note that all the properties and results mentioned above also apply to the elements
of Ψ+ and Ψ ′+.
Example 1. Suppose that n := 1. Let z ∈C+. Then it can be shown (cf. [19, 38, 39])
that the z-th derivative of a shifted truncated power function is given
D
z
[
(x− k)z−1+
Γ (z)
]
= δ (x− k), R ∋ k < x ∈ [0,∞). (4)
Thus, employing the semi-group properties (2) of D z or by direct computation using
definition (3) of convolution, one obtains
D
−zδ (•− k) = (•− k)
z−1
+
Γ (z)
, k ∈ R. (5)
Equations (4) and (5) will be reconsidered in Section 4 where they relate to splines
to complex order.
4 Dirichlet Averages
The concept of Dirichlet average or Dirichlet mean over a finite-dimensional sim-
plex △n, n ∈ N, was first discussed in [4] and related to univariate and multivari-
ate B-splines in [5]. Dirichlet averages generalize among others, classical functions
such as xk, k ∈ N0, xt , t > 0, and ex, and have produced deep and interesting con-
nections to special functions.
In this section, we extend the notion of Dirichlet mean to an infinite-dimensional
simplex△∞ and show that under mild conditions the results important for our inter-
ests do also hold on△∞. In particular, we show that using a geometric interpretation,
the type of fractional derivative and integral introduced in the previous section can
be applied to Dirichlet averages.
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To this end, let n ∈ N and denote by △n the standard n-simplex in Rn+1:
△n :=
{
u := (u0, . . . ,un) ∈ Rn+1
∣∣∣∣∣ u j ≥ 0; j = 0,1, . . . ,n; n∑j=0 u j = 1
}
.
The extension of △n to infinite dimensions is done by using projective limits.
The resulting infinite-dimensional standard simplex is given by
△∞ := lim←−△
n =
{
u := (u j) j∈(R+0 )N0
∣∣∣∣∣ ∞∑j=0 u j = 1
}
,
and endowed with the topology of pointwise convergence, i.e., the weak∗-topology.
We denote by µb = lim←−µ
n
b the projective limit of the Dirichlet measures µnb defined
on the n-dimensional standard simplex △n through the density functions
Γ (b0) · · ·Γ (bn)
Γ (b0 + · · ·+ bn) u
b0−1
0 u
b1−1
1 · · ·ubn−1n , (6)
where b := (b0, . . . ,bn) ∈ Cn+1 with Reb j > 0, j = 0,1, . . . ,n. Note that by the
Kolmogorov Extension Theorem this measure µb exists. (See, for instance, [41].)
Definition 4. Let Ω be a nonempty convex open subset of Cs, s∈N, and let τ ∈Ω n.
The Dirichlet average of a measurable function f : Ω →C is defined as the integral
F(b;τ) :=
∫
△n
f (τ ·u)dµnb (u), (7)
where u · τ :=
n
∑
i=0
uiτ
i ∈Cs.
We note that it is customary to denote the Dirichlet average of a function f by the
corresponding upper-case letter, F . It can be shown that the Dirichlet average of a
derivative equals the derivative of the Dirichlet average. For more details regarding
the properties of Dirichlet averages and their connection to the theory of special
functions, we refer the interested reader to [4], where one may also find the proof of
the next result.
Proposition 3. Suppose that f : Ω →C is holomorph. Then, for fixed τ ∈Ω n+1, the
Dirichlet average F(• ,τ) is a holomorphic function on (C+)n+1.
The extension of (7) to an infinite-dimension setting proceeds as follows. Let Ω
to be a nonempty open convex set in Cs, b ∈ (C+)N0 and f ∈S (Ω) := S (Ω ,C)
a measurable function. For τ ∈ ΩN0 ⊂ (Cs)N0 and u ∈ △∞, define u · τ to be the
bilinear mapping (u,τ) 7→
∞
∑
i=1
uiτ
i
. The infinite sum exists whenever
limsup
n→∞
n
√
‖τn‖< ∞, (8)
10 Peter Massopust
where ‖ · ‖ denotes the canonical Euclidean norm on Cs. (See also [11].) We refer
to τ = (τ1, . . . ,τn, . . .) as a knot vector and to b ∈ (C+)N0 as the weight vector
associated with the Dirichlet average.
Definition 5. The Dirichlet average F : (C+)N0 ×ΩN0 →C on △∞ is defined by
F(b;τ) :=
∫
△∞
f (u · τ)dµb(u),
where µb = lim←− µ
n
b is the projective limit the Dirichlet measures µnb whose density
functions are given by (6).
Under the assumption that f : Ω → C is a holomorphic function and the knot
vector τ satisfies condition (8), the Dirichlet average on△∞ exists and is holomorph
on (C+)∞ for fixed τ ∈ΩN0 .
Using the fact that △∞ is the projective limit of its finite-dimensional projections
△n, n ∈ N, the following known properties of F extend naturally to the infinite-
dimensional setting. (Cf. also [31].)
• Let σ : N∞0 → N∞0 be a permutation. Then
F(bσ(0),bσ(1), . . . , ;τσ(0),τσ(1), . . .) = F(b0,b1, . . . ;τ0,τ1, . . .);
• F(b0,b1,b2, . . . ;τ1,τ1,τ2, . . .) = F(b0 + b1,b2, . . . ;τ1,τ2, . . .);
• F(0,b1,b2, . . . ;τ0,τ1,τ2, . . .) = F(b1,b2, . . . ;τ1,τ2, . . .);
• If τ = (z,z,z, . . .) ∈ ΩN0 , then u · τ = z
∞
∑
i=0
ui = z ∈Cs, and thus F(b;τ) = f (z).
Now suppose that the weight vector b ∈ ℓ1(N0,R+). Let c :=
∞
∑
i=0
bi and wi := bic .
Since for j = 1, . . . ,n, the equation∫
△n
u jdµnb (u) =
b j
n
∑
i=0
bi
holds for all finite-dimensional projections △n of △∞ (cf. [4]), we have∫
△∞
u jdµb(u) =
b j
c
= w j , ∀ j ∈ N0.
In a similar fashion, using the fact that (Section 4.4 in [4]),
u
m1
1 · · ·umkk dµkb(u) =
(Γ (b1 + · · ·bk))(Γ (b1 +m1) · · ·Γ (bk +mk))
(Γ (b1) · · ·Γ (bk))(Γ (b1 +m1 + · · ·+ bk +mk))
dµkb+m(u),
for m ∈ Nk, one obtains the identity
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u jdµb(u) = w jdµb+e j(u), j ∈N0, (9)
generalizing the corresponding finite-dimensional identity. (Cf. [4].) (Here e j :=
{δi, j : i ∈N0}.) From (9) one obtains the identiy∫
△∞
f (u · τ)dµb(u) =
∞
∑
j=0
w j
∫
△∞
f (u · τ)dµb+e j (u),
or, equivalently,
F(b;τ) =
∞
∑
j=0
w jF(b+ e j;τ).
In particular, for x ∈ Rs and g(x) := x f (x), this last equation gives
G(b;τ) =
∞
∑
j=0
w jτ jF(b+ e j;τ),
where τ j ∈ Cs is the jth component of τ .
The results regarding the relations between Dirichlet averages found in [5], Sec-
tion 5, or [34], Section 3, transfer easily to the infinite-dimensional setting using
the definition of projective limit. In addition, several other identities can be de-
rived using this extension and infinite-dimensional analogs of special functions,
such as for instance the Lauricella FB function, defined. For more details, we re-
fer to [26, 28, 31].
Of particular interest are fractional derivatives of Dirichlet averages and their re-
lation to the Dirichlet averages of fractional derivatives. (See also [31], where these
notions were considered in the context of Weyl fractional derivatives and integrals.)
To this end, let f ∈Ψ+. Let z ∈ C+ and let n := ⌈Re z⌉. Furthermore, let x :=
(x1, . . . ,xs)
⊤ ∈ [0,∞)s. The partial fractional derivative D zi with respect to xi, i =
1, . . . ,s, of order z is defined by
D
z
i f (x) := (Dni f )∗Kin−z =
1
Γ (z)
∫
R
(Dni f )(ξ )(xi− ξ )z−1+ dξ ,
where Dni :=
∂ n
∂xni
.
Consider for a moment the case s := 1. Let τ ∈ Ω k and denote by ∂i := ∂∂τi , i =
0,1, . . . ,k, the partial derivative operator. Let f : Ω → R and consider the operator
k
∑
i=0
∂i = 〈∇,e(k)〉, where ∇ is the k-dimensional gradient and e(k) = (1, . . . ,1)∈Nk.
However, 〈∇,e(k)〉 f is equal to the univariate derivative ddx f (x, . . . ,x), where x :=
τ1 = · · ·= τk. This suggests the following definition.
Definition 6. Let g ∈Ψ+ and let z ∈ C+ with ⌈Rez⌉ ≤ k. Then
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k
∑
i=0
∂i
)z
g(τ) :=
(−1)n
Γ (ν)
dn
dxn
∫
R+
tν−1g(x+ t, . . . ,x+ t)dt
=
(−1)n
Γ (ν)
∫
R+
tν−1g(n)(x+ t, . . . ,x+ t)dt.
Employing this definition, it was shown in [31] that
(D zi F)(b(k);τ) =
∫
△k
uzi D
z f (u · τ)dµb(k)(u),
and, if {i1, . . . , im} ⊆ {0,1, . . . ,k}, m = 0,1, . . . ,k,
(D
zi1
i1 · · ·D
zim
im F)(b(k);τ) =
∫
△k
u
zi1
i1 · · ·u
zim
im D
(zi1+···+zim ) f (u · τ)dµb(k)(u),
where ziℓ ∈ C+, ℓ= 1, . . . ,m, and ⌈Re zi1⌉+ · · ·+ ⌈Rezim⌉ ≤ k.
In order to extend the above results to △∞, we need to consider the operator
∂ := ∂ (∞) :=
∞
∑
i=0
∂i, where ∂i denotes again the partial derivative with respect to τi,
i ∈N0.
Let f ∈Ψ∞+ := { f ∈Ψ : supp f ⊆ ∏
n∈N
[0,∞)} and let z ∈C+ with n := ⌈Rez⌉ and
ν := n− z. Define ∂ z :=
(
∞
∑
i=0
∂i
)z
to be the operator on Ψ∞+ given by the expression
(∂ z f )(τ) := (−1)
n
Γ (ν)
dn
dxn
∫
∞
0
tν−1 f (x+ t)dt = (−1)
n
Γ (ν)
∫
∞
0
tν−1 f (n)(x+ t)dt,
where R ∋ x := τ1 = τ2 = · · · = τn = · · ·. Replacing f by the Dirichlet average
G(b;•) of some function g ∈Ψ∞+ and for a weight vector b ∈ (C+)N0 ∩ ℓ1(N0), one
can show that the following identities hold:
(∂ zG(b;•))(τ) =
∫
△∞
D
zg(u · τ)dµb(u),
(D zii G(b;•))(τ) =
∫
△∞
u
zi
i D
zig(u · τ)dµb(u),
and
(D
zi1
i1 · · ·D
zim
im G(b;•))(τ) =
∫
△∞
u
zi1
i1 · · ·u
zim
im D
(zi1+···+zim)g(u · τ)dµb(u), (10)
for any {i1, . . . , im} ⊆ N0.
For more details and further discussions, we again refer the interested reader to
[26, 28, 31].
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5 Polynomial Splines of Complex Order
In this section, we define a wide class of splines that encompasses the classical
polynomial Schoenberg splines of integral order and the fractional and complex B-
splines introduced in [43] and [8]. This definition is motivated by and based on the
original ideas in [22, 44] to define splines via certain classes of differential operators
and the description in [27]. We introduce these polynomial splines of complex order
z ∈ C1 := {ζ ∈ C : Reζ > 1} as follows.
Definition 7. Let z ∈ C1 and let {ak : k ∈N0} ∈ ℓ∞(R). A solution of the fractional
differential equation
D
z f =
∞
∑
k=0
ak δ (•− k) (11)
is called a polynomial spline of complex order z.
Remarks 2 1. If in (11) we set z := n ∈ N, then we obtain the cardinal polynomial
B-spline of order n as a solution. (See, for instance, [22, 27, 44].)
2. The right-hand side of (11) may be interpreted as a weighted Dirac comb or
X–function.
The next result establishes the existence of splines of complex order.
Proposition 4. Let z ∈C1. The function Bz : R→ C given by
Bz(x) =
1
Γ (z)
∞
∑
k=0
(−1)k
( z
k
)
(x− k)z−1+ (12)
is a solution of Equation (11).
Proof. First note that Bz ∈Ψ+. The linearity of D z and Equation (4) imply that
D
zBz(x) =
∞
∑
k=0
(−1)k
( z
k
)
D
z
[
(x− k)z−1+
Γ (z)
]
=
∞
∑
k=0
(−1)k
( z
k
)
δ (x− k).
We note that the infinite series
∞
∑
k=0
(−1)k
( z
k
)
is bounded above by ce|z−1|, c > 0.
(See [8] for a verification of this statement.) ⊓⊔
The function Bz defined in (12) is called a complex B-spline. Complex B-splines
were first introduced in [8] and later explored and generalized in [9, 11, 12, 26, 31].
They provide a generalization of the classical Schoenberg polynomial splines to
complex orders z ∈ C1 and contain the fractional B-splines defined in [43].
Complex B-splines Bz : R→C were originally defined in the Fourier domain via
the formula
F (Bz)(ω) =: B̂z(ω) =
(
1− e−iω
iω
)z
, z ∈ C1. (13)
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Note that (13) possesses the continuous continuation B̂z(0) = 1 at the origin. As{
1− e−iω
iω
∣∣∣ ω ∈R}∩{y ∈R | y < 0}= /0,
complex B-splines reside on the main branch of the complex logarithm and are thus
well-defined. For z := n ∈ N, we obtain Schoenberg’s polynomial cardinal splines.
Remark 5. For real z > 0, the function Ω(z) :=
(
1− e−iω
iω
)z
and its time domain
representation were already investigated in [46] in connection with fractional pow-
ers of operators and later also in [43] in the context of extending Schoenberg’s poly-
nomial splines to real orders. In the former, a proof that this function is in L1(0,∞)
was given using arguments from summability theory (cf. Lemma 2 in [46]), and in
the latter the same result was shown but with a different proof. In addition, it was
proved in [43] that for real z > 0, Ω(z) ∈ L2(R) for z > 1/2 (using our notation).
(Cf. Theorem 3.2 in [43].)
Complex B-splines possess several interesting basic properties, which are dis-
cussed in [8]. In the following, we summarize the most important ones for our pur-
poses.
Fourier inversion of (13) shows that complex B-splines are piecewise polynomi-
als of complex degree. More precisely, the following result holds. (See [8] for the
proof.)
Proposition 5. Complex B-splines have a time-domain representation of the form
Bz(t) =
1
Γ (z)
∞
∑
k=0
(−1)k
( z
k
)
(t− k)z−1+ , (14)
where the above sum exists pointwise for all t ∈ R and in L2(R)-norm.
Equation (14) shows that Bz has, in general, non-compact support contained in
[0,∞). It was also shown in [8] that complex B-splines are elements of L1(R)∩
L2(R) and, due to their decay in frequency domain induced by the polynomial ωz
in the denominator of (13), belong to the Sobolev spaces W r2 (R) (with respect to
the L2-Norm and with weight (1+ |x|2)r) for r < Rez− 12 . The smoothness of their
Fourier transform yields a fast decay in time domain:
Bz(x) ∈O(x−m), for N ∋ m < Re z+ 1, as x→ ∞. (15)
Remark 6. Prior to [8], the asymptotic behavior (15) of the function Ω(z) for real
z > 1 was already shown in [3], (Proposition 3.1), to be of order O(x−z−1) as x→∞.
The same estimate was proven later in [43], (Theorem 3.1), for real z > 0. As we
are more interested in the approximation-theoretic aspects of complex B-splines, we
restrict our attention to the case Re z > 1, which yields continuous functions.
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If z,z1,z2 ∈C1, then the convolution relation Bz1 ∗Bz2 = Bz1+z2 and the recursion
relation
Bz(x) =
x
z− 1 Bz−1(x)+
z− x
z− 1 Bz−1(x− 1)
hold. Complex B-splines are scaling functions and generate multiresolution analyses
of L2(R) and wavelets. Furthermore, they relate difference and differential opera-
tors. For more details and proofs, we refer the interested reader to [8, 9, 11, 12, 14].
Unlike the classical cardinal B-splines, complex B-splines Bz possess an addi-
tional modulation and phase factor in the frequency domain:
B̂z(ω) = B̂Rez(ω)eiIm z ln |Ω(ω)| e−Im zargΩ(ω).
The existence of these two factors allows the extraction of additional information
from sampled data and the manipulation of images. Phase information (eiIm z ln |Ω(ω)|)
and an adjustable smoothness parameter, namely Re z, are already built into their
definition. Thus, they define a continuous family, with respect to smoothness, of
approximation spaces, and allow to incorporate phase information for single band
frequency analysis. (See for instance [8, 14].)
In [11] and [31], some further properties of complex B-splines were investigated.
In particular, connections between complex derivatives of Riemann-Liouville or
Weyl type and Dirichlet averages were exhibited. Whereas in [11] the emphasis
was on univariate complex B-splines and their applications to statistical processes,
multivariate complex B-splines were defined in [31] using a well-known geometric
formula for classical multivariate B-splines [23, 32]. It was also shown that Dirichlet
averages are especially well-suited to explore the properties of multivariate complex
B-splines. Using Dirichlet averages, several classical multivariate B-spline identi-
ties were generalized to the complex setting. The existence of fundamental com-
plex B-splines was investigated in [17] and in [16] periodic complex B-splines were
constructed. There also exist interesting relationships between complex B-splines,
Dirichlet averages and difference operators, several of which are highlighted in [12].
Here, we present some of these results to elucidate the connections between frac-
tional operators, Dirichlet averages and splines of complex order.
To this end, let ∇−g(t) = g(t)−g(t−1) denote the backward difference operator
for functions g : R→R. The nth backward difference operator is iteratively defined
by setting ∇n+1− g(t) := ∇−(∇n−g(t)), n ∈N. Then
∇n−g(t) =
n
∑
k=0
(n
k
)
(−1)kg(t− k)
vanishes for any function g which is a polynomial of degree ≤ n− 1, n ∈ N. These
difference operators are uniquely related to the classical cardinal B-splines:
Bn(x) =
1
(n− 1)!∇
n
−x
n−1
+ =
1
(n− 1)!
n
∑
k=0
(−1)k
(n
k
)
(x− k)n−1+ . (16)
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In [43] and [8], it was shown that the backward difference operators have a natural
formal extension to fractional and complex order:
∇z−g(t) = ∑
k≥0
(−1)k
( z
k
)
g(t− k), z ∈ C+.
Note that the right hand side is finite for bounded functions g because ∑k≥0 |( zk )| ≤
const.e|z−1|. (Cf. [8].)
The nth divided difference for a knot sequence t0 < t1 < .. . < tn on the real line
for functions g : R→ R or C is recursively defined as
[t0]g = g(t0) for n = 0,
[t0, . . . , tn]g =
[t0, . . . , tn−1]g− [t1, . . . , tn]g
t0− tn for n≥ 1. (17)
The formulas have a nonrecursive equivalent which reads
[t0, . . . , tn]g =
n
∑
j=0
g(t j)
∏l 6= j(t j − tl)
.
The classical cardinal B-spline has a representation in terms of the nth divided
difference on a uniform knot sequence {0,1, . . . ,n} of the form
Bn(x) = (−1)nn[0,1, . . . ,n](x−•)n−1+ . (18)
For complex B-splines, a similar computation produces
Bz(x) = z ∑
k≥0
(−1)k 1
Γ (z− k+ 1)Γ (k+ 1)(x− k)
z−1
+ . (19)
The above representation of complex B-splines motivates the definition of a
complex divided difference operator [z;N0](•) of order z ∈ C+ for uniform knots
{0,1,2, . . .}= N0:
[z;N0]g := ∑
k≥0
(−1)k g(k)
Γ (z− k+ 1)Γ (k+ 1) . (20)
Then
Bz(x) = z[z;N0](x−•)z−1+ . (21)
For z = n ∈ N0, Eqns. (19), (20), and (up to a factor (−1)n) (21) reduce to the
standard forms (16), (17), and (18) for nth order finite differences on uniform knots
and classical B-splines.
We recall the following relation between the n-th order cardinal B-spline Bn,
n ∈ N, and the divided differences:
Fractional Operators, Dirichlet Averages and Splines 17
[0,1, . . . ,n]g = 1
n!
∫
R
Bn(t)Dng(t)dt. (22)
An analogue for complex B-splines reads as follows. (See [11].)
Theorem 3. Suppose that z ∈C1 and g∈Ψ+. Then the complex B-spline Bz and the
complex divided difference (20) obey the following relation.
[z;N0]g =
1
Γ (z)
∫
R
Bz(t)D zg(t)dt. (23)
The relationship (23) allows an interesting interpretation of a complex B-spline.
For this purpose, we introduce the complex forward difference operator ∇z+, z∈C+,
acting on functions g : R→ R via
(∇z+g)(t) := ∑
k≥0
(−1)k
( z
k
)
g(t + k).
Then, if we interpret the integral
∫
R
Bz(t)g(t)dt as a weak integral as in Definition
2.9 in [18], namely, ∫
R
Bz(t)g(t)dt =:
〈∫
R
Bz(t) • dt,g
〉
,
then we obtain〈∫
R
Bz(t) • dt,g
〉
=
∫
R
Bz(t)g(t)dt
=
∫
R
∑
k≥0
(−1)k
( z
k
) 1
Γ (z)
(t− k)z−1+ g(t)dt
= ∑
k≥0
(−1)k
( z
k
)
(D−zg)(k) = (∇z+D−zg)(0) =
〈
δ ,∇z+D−zg
〉
.
In particular, substituting D zg for g, we immediately obtain the following identity:〈∫
R
Bz(t) • dt,D zg
〉
=
〈
δ ,∇z+g
〉
.
Hence, 〈∫
R
Bz(t) • dt, •〉 can be thought of as a fractional integration operator of
order z.
Next, we like to present an interesting and deep connection between complex B-
splines, Dirichlet averages and divided differences. This connection is of stochastic
nature and the case of integral order n can be found in [6] and its extension to
complex orders in [11].
To this end, τ := {τ j : j ∈ N0} be an infinite increasing sequence of positive
real-valued knots such that condition (8) applied to this particular setting holds. Fur-
thermore, define a random variable X := ∑∞j=0 τ jU j, where U := (U j) is an infinite
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random vector uniformly distributed over the simplex ∆ ∞. We denote the expecta-
tion of a random variable by E. Then is was shown in [11] that
Eg(X) =
∫
∆ ∞
g(τ ·u)dµb(u), ∀g ∈C(R), (24)
and, using the fact that D z is an endomorphism on Ψ+, that
E(D zg)(X) =
∫
∆ ∞
D
zg(τ ·u)dµb(u). (25)
Now, let us consider the case b = e = (1, . . . ,1) ∈R∞+. Then the following analog
of the Hermite-Genocchi for complex B-splines was proved in [11].
Theorem 4 (Hermite–Genocchi). Let z ∈ C1 and let Bz be the complex B-spline of
order z. Then
[z;N0]g =
1
Γ (z+ 1)
∫
∆ ∞
D
zg(N0 ·u)dµe(u) = 1Γ (z+ 1) E(D
zg)(X)
=
1
Γ (z+ 1)
∫
R
Bz(t)D zg(t)dt = (∇z+g)(0),
for all g ∈Ψ+∩Cω(R), where Cω(R) denote the class of real-analytic functions on
R.
Theorem 4 can be used to defined a larger class of B-splines of complex order.
In particular, we like to consider an arbitrary increasing knot sequence and attach
weights to each knot.
Definition 8 (Cf. [11]). Let b∈ (C+)N0 be a weight vector and τ := {τk : τ0 = 0} ∈
R
N0 an increasing knot sequence with the property that limk→∞
k√
τk ≤ ρ , for some
ρ ∈ [0,e). Furthermore, let z ∈ C1. A function Bz(• | b;τ) satisfying∫
R
Bz(t | b;τ)D zg(t)dt =
∫
△∞
D
zg(τ ·u)dµb(u) (26)
for all g ∈Ψ+ is called a B-spline of complex order z with weight vector b and knot
sequence τ .
We remark that for finite knot vector τ = {τ0,τ1, . . . ,τn} ∈ (R+0 )n+1 and finite
weight vector b = {b0,b1, . . . ,bn} ∈ (R+)n, n ∈ N, and z := n ∈ N, Eq. (26) defines
the so-called Dirichlet splines. (Cf. [6], where these splines were first introduced.)
To extend B-splines of complex order to a multivariate setting, one employs ridge
functions. To this end, let λ ∈ Rs \ {0}, s ∈ N, be a direction, and let g : R→ C be
a function. The ridge function gλ corresponding to g in the direction of λ is defined
as the function Rs → C with
gλ (x) := g(〈λ ,x〉), for all x ∈ Rs.
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Definition 9 (See also [31]). Let z ∈ C1 and let τ = {τn : τ0 = 0} ∈ (Rs)N0 be a
knot sequence in Rs with the property that
∃ρ ∈ [0,e) : limsup
n→∞
n
√
‖τn‖ ≤ ρ .
Furthermore, let λ ∈ Rs \ {0} be such that λ τ := {〈λ ,τn〉}n∈N0 is separated, i.e.,
there exists a δ > 0, so that inf{|〈λ ,τn〉− 〈λ ,τm〉| : m,n ∈ N0} ≥ δ .
A function Bz(• | b,τ) : Rs →C which satisfies the equation∫
Rs
g(〈λ ,x〉)Bz(x | b,τ)dx =
∫
R
g(t)Bz(t | b,λ τ)dt, (27)
for all g∈Ψ+ is called a multivariate B-spline of complex order z with weight vector
b ∈ (C+)N0 and knot sequence τ .
Since ridge functions are dense in L2(Rs) (see, for instance, [37]), we conclude
that Bz(• | b, τ) ∈ L2((R+0 )s). Moreover, it follows from the Hermite-Genocchi for-
mula for the univariate complex B-splines Bz(•|b,λ τ) and (27), that
Bz(x |b,τ) = 0, when x /∈ [τ],
where [τ] denotes the convex hull of τ .
Considering the special case b = e = (1,1,1, . . .), we may define multivariate
divided differences of order z on ridge functions as follows:
[z;τ]gλ = [z;τ]g(〈λ ,•〉) =
1
Γ (z)
∫
Rs
g(z)(〈λ ,x〉)Bz(x | e,τ)dx
=
1
Γ (z)
∫
R
g(z)(t)Bz(t | e,λ τ)dt = [z;λ τ]g, ∀g ∈Ψ∞+ .
We refer the interested reader to [14] for more details and further results.
Next, we like to investigate the Fourier representation of multivariate B-splines
of complex order and obtain a time domain representation for Bz(x | b,τ) as well.
For this purpose recall that Bz(• | b;τ) and Bz(• | b;τ) are elements of L2(Rs).
Hence, we can apply the Plancherel transform to both functions and consider their
frequency spectrum.
Let ω = (ω1, . . . ,ωs) ∈ Rs and let λ ∈ Rs, ‖λ‖ = 1, be the direction of ω , i.e.,
ω = ϖλ for some ϖ ≥ 0. For x = (x1, . . . ,xs) ∈ Rs, we obtain as the Fourier trans-
form of the generalized complex B-spline the following expression:
B̂z(ϖ | b;λ τ) =
∫
R
e−iϖtBz(t | b;λτ)dt =
∫
Rs
e−iϖ〈λ ,x〉Bz(x | b;τ)dx
=
∫
Rs
e−i〈ω,x〉Bz(x | b;τ)dx = B̂z(ω | b;τ) = B̂z(ϖλ | b;τ).
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Hence, the frequency spectrum of the multivariate complex B-spline along direc-
tions λ is given by the spectrum of the univariate spline with knots projected onto
these λ .
We now consider the special case when the knots are equidistantly distributed on
a ray in Rs, i.e., τ = dN0 for some distance vector d ∈ Rs. Then we obtain
B̂z(ϖλ | b;τ) = B̂z(ϖλ | b;dN0) = B̂z(ϖ | b;〈λ ,d〉N0),
and specifically for weights b = e = (1,1,1, . . .):
B̂z(ϖλ | e;dN0) =
(
1− e−i〈λ ,d〉ϖ
iϖ
)z
, in L2(Rs. (28)
Note that
B̂z(ϖλ | e;dN0) = 0 ⇐⇒ ϖ〈λ ,d〉= 2piK, K ∈ Z.
Finally, we state an explicit formula for the time domain representation of a mul-
tivariate B-spline of complex order in case the weights are b = e = (1,1,1, . . .).
Theorem 5. The time domain representation of a multivariate B-spline of complex
order with weight vector b = e = (1,1,1, . . .) is given by
Bz(x | e,dN0) = pi
z
2−s
iz 2 z+3s2
Γ
(
s−z
2
)
Γ
(
z
2
) ∞∑
n=0
(−1)n
( z
k
)
‖x− nd‖z−s,
in the sense of tempered distributions in Ψ+ and in L2(Rs).
Proof. The proof employs the inverse Fourier transform of (28). For more details,
please consult [14].
So far we have considered polynomial-type splines, i.e., solutions of Equation
(11). It is a natural question to ask whether there are other types of splines that
are the solution of more general differential operators. The answer is affirmative
and found in [22] for orders n ∈ N. In [44] exponential splines were defined as the
solution of linear differential operators L with constant coefficients. (See also [27].)
Recently, a univariate exponential spline Eaz of complex order z ∈ C1 was intro-
duced in [30]. This particular spline is a solution of the (distributional) differential
equation
(D + aI)z f =
∞
∑
ℓ=0
cℓ δ (•− ℓ), a ∈R,
where I denotes the identity operator on Ψ+ and {cℓ : ℓ∈N} is an ℓ∞-sequence, and
possesses a Fourier domain representation of the form
Êaz (ω ,a) :=
(
1− e−(a+iω)
a+ iω
)z
.
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The function Ω(ω ,a) :=
(
1−e−(a+iω)
a+iω
)z
is only well-defined for a ≥ 0. Results for
and properties of this new class of splines will be presented elsewhere.
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