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1Einführung
Diese Arbeit habe ich im Rahmen des Graduiertenkollegs 1294 der Deut-
schen Forschungsgemeinschaft durchgeführt. Das Arbeitsgebiet dieses Gra-
duiertenkollegs ist „Analysis, Simulation und Design nanotechnologischer
Prozesse“. Das beinhaltet die mathematische Modellierung und Simulation
nichtlinearer optischer Effekte und der Wellenausbreitung in sogenannten
photonischen Kristallen. Eine Einführung zu diesem Themenkomplex lie-
fert beispielsweise [DLP+11]. In dieser Arbeit befassen wir uns mit einem
nichtlinearen optischen Effekt, dem sogenannten Kerr-Effekt. Dieser Effekt
kann in photonischen Kristallen kontrolliert werden. Dabei versteht man un-
ter einem photonischen Kristall einen Kristall aus verschiedenen dielektri-
schen Stoffen, der analog zu einem elektrischen Halbleiter zur Manipulati-
on elektromagnetischerWellen verwendet werden kann, siehe beispielsweise
[JJWM11].
1.1 Der Kerr-Effekt und Solitonen
Im Jahr 1875 entdeckte der Physiker John Kerr, dass gewisse Substanzen
durch das Anlegen eines äußeren elektrischen Feldes ihren Brechungsindex
intensitätsabhängig ändern. Dieser Effekt wird heute der elektrooptische Kerr-
Effekt genannt. Er nutzte diesen Effekt für die Konstruktion einer Kerr-Zelle,
einer mit einer speziellen Flüssigkeit gefüllten Zelle, durch die er die Polari-
sation einfallenden Lichtsmodulieren konnte: Schickt man durch die Zelle ei-
ne Lichtwelle mit bekannter Polarisation, beispielsweise durch Verwendung
eines Lasers, so kann man ein elektrisches Signal in ein optisches Signal um-
wandeln, die Änderung der Polarisation der Lichtwelle entspricht der Än-
derung des elektrischen Feldes. Der Kerr-Effekt ist ein nichtlinearer Effekt,
der den Brechungsindex einer Substanz quadratisch vom anliegenden elek-
trischen Feld abhängen lässt. Zwar tritt dieser Effekt bei allen Substanzen
auf, er ist aber meist so klein, dass er von anderen Effekten überlagert wird.
In gewissen Flüssigkeiten, wie dem von Kerr verwendeten Nitrobenzol, aber
auch in manchen Kristallen ist der Effekt nutzbar.
1. EINFÜHRUNG
Der Kerr-Effekt hat eine selbstphasenmodulierende Wirkung auf Wellen.
Das heißt, dass ein Puls, der sich in einem Kerr-Medium ausbreitet, eine Pha-
senverschiebung erfährt. Unter bestimmten Bedingungen wirkt dieser Effekt
der Dispersion eines Wellenpulses entgegen, verhindert also ein örtliches
Auseinanderlaufen des Pulses und schafft dadurch ein sogenanntes Soliton.
Unter einem Soliton verstehtman imWesentlichen eine örtlich begrenzteWel-
le (eine Einzelwelle, englisch solitary wave) die sich unter Beibehaltung ihrer
Form ausbreitet und die mit anderen Solitonen nur in Form einer Phasen-
änderung interagiert. Das heißt, dass sich zwei aufeinandertreffende Solito-
nen zwar durchlaufen, danach aber wieder ihre ursprüngliche Form anneh-
men. Eine genauere Beschreibung sowie Gleichungen, unter deren Lösun-
gen Solitonen zu finden sind, bietet [SCM73]. Mathematisch wird ein Soliton
meist durch den Sekans Hyperbolicus beschrieben, siehe beispielsweise auch
[EGCB73] und [Tom80]. In [Tom80] wird dabei ein Solitonbeispiel für eine
nichtlineare Wellengleichung in einem Medium bestehend aus zwei dielek-
trischen Stoffen betrachtet und der Brechungsindex einer der Stoffe hängt
nichtlinear vom elektrischen Feld ab, so dass der optische Kerr-Effekt auf-
tritt. Im Grunde handelt es sich also um einen photonischen Kristall, der eine
Solitonausbreitung begünstigt.
Man findet viele Anwendungen des Kerr-Effektes. In [LMY+13] werden
beispielsweise Solitonen in photonischen Kristallfasern frequenzmoduliert.
In [JYY+12] wird der Kerr-Effekt in Flüssigkristallen zur schnellen Messung
von Elektroden verwendet und in [AAEH13] benutzt man ihn in einer Sili-
zium-Nanokavität (auch ein photonischer Kristall) zur Herstellung elektroni-
scher Bauteile. Weitere Anwendungen finden sich beispielsweise in [AMK05,
Kapitel 10].
1.2 Mathematische Beschreibung
Mathematisch wird der Kerr-Effekt durch einen nichtlinearen Brechungsin-
dex n beschrieben, genauer handelt es sich um einen quadratischen Einfluss
des elektrischen Feldes E ,
n(E) = n0 + χ(3)|E |2,
wobei n0 ≥ 1 und χ(3) die Suszeptibilität dritter Ordnung ist. Diese Be-
ziehung verwendet man selten direkt in den Maxwellgleichungen, die die
Ausbreitung elektromagnetischer Wellen in Materie beschreiben. Wir wer-
den darauf in Kapitel 3 zu sprechen kommen. Gewöhnlich findet man die
Beschreibung vonWellen unter dem Einfluss des Kerr-Effektes in Form einer
nichtlinearen Schrödingergleichung,
i∂tu+ ∆u+ χ(3)|u|2u = 0.
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Eine Rechtfertigung dieser Gleichung findetman in [DLP+11, Chapter 5] und
[NM92], für eine Diskussion der auftretenden Effekte siehe auch [TN83, Sec-
tion 3.7].
Dr. T. Dohnal1 machte mich auf die folgende Fragestellung aufmerksam:
Kannman Solitonen nicht auch direkt über die Maxwellgleichungen simulie-
ren, ohne den Umweg über die Schrödingergleichung zu gehen? Wenn man
das versucht, dann erhält man die nichtlineare Wellengleichung
∂2t (u+ f (u)) = ∆u, (1.1)
wobei f (u) = χ(3)|u|2u ist. Zu dieser nichtlinearen Wellengleichung haben
wir keine Theorie gefunden, die Existenz und Eindeutigkeit einer Lösung
liefern würde, ebensowenig waren uns numerische Verfahren bekannt. Es
bietet sich erst einmal an, die linke Seite auszudifferenzieren, dann erhält
man
∂2t u+ f
′(u)∂2t u+ f ′′(u)(∂tu)2 = ∆u.
Auch diese Art der Gleichung passt in keine der bekannten Klassen, das liegt
an dem Term (∂tu)2 auf der linken Seite.
Eine numerische Behandlung dieser Gleichung ist schwierig. Anders als
beispielsweise bei der nichtlinearen Schrödingergleichung liegt für (1.1) kei-
ne einfache Energieerhaltung vor. Dies erschwert es, Kriterien zur Konstruk-
tion eines numerischen Verfahrens aufzustellen, aus gleichem Grunde sind
Konvergenzbeweise eines solchen Verfahren nicht direkt ersichtlich.
1.3 Feine Strukturen
Ein zusätzliches Problem bei der Simulation von Wellenausbreitungen ent-
steht, wenn das Medium, in dem sich die Welle befindet, an lokalen Stellen
einer höheren Auflösung bedarf als im restlichen Medium. Das kann bei-
spielsweise der Fall sein, wenn in ein Medium sehr kleine Strukturen einge-
fügt wurden oder wenn einWellenleiter an einer Stelle verjüngt ist. In diesem
Fall muss man lokal das Ortsgitter sehr fein wählen, allerdings ist es dann
aber auch zu empfehlen, in der Zeit höher aufzulösen, damit der Einfluss der
örtlich verfeinerten Stelle auch zur Geltung kommt. Bei expliziten Verfahren
kommt hinzu, dass die Stabilität eine kleine, durch die kleinste Ortsgitterwei-
te bestimmte Zeitschrittweite erzwingt. Für eine derartige Flexibilität benö-
tigt man ein Verfahren, das einen ortsabhängigen Zeitschritt zulässt, wie es
in [DG09] für die Wellengleichung und in [GM10] für die Maxwellgleichun-
gen gemacht wurde. Die Zeitschrittverfahren sind jeweils explizit, die Frage
ist, ob man dieses Ziel nicht auch mit einem stetigen Galerkinverfahren in
der Zeit bewerkstelligen kann.
1Aktuell ist Tomáš Dohnal Juniorprofessor an der Universität Dortmund.
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1.4 Ziele der Arbeit
Wir verfolgen mit dieser Arbeit drei Ziele.
1. Wir möchten das Modellproblem (1.1) besser verstehen.
2. Wirmöchten numerische Verfahrenmittels der Finite-Elemente-Metho-
de für die nichtlineare Wellengleichung definieren und Konvergenz
zeigen.
3. Für die Problematik feiner Strukturen möchten wir ein lokales Zeit-
schrittverfahren definieren.
Um das erste Ziel zu erreichen, werden wir aus der nichtlinearen Wellen-
gleichung (1.1) mehrere unterschiedliche Problemformulierungen herleiten
und Stabilitätseigenschaften besprechen. Das führt dann zu einem Existenz-
und Eindeutigkeitsresultat.
Der zweite Punkt ist das Hauptziel dieser Arbeit. Wir möchten die nichtli-
neareWellengleichungmit stetigen Finiten Elementen in Zeit und Ort diskre-
tisieren und zumindest für ein Verfahren die Konvergenz zeigen.Wir werden
zwar nicht in der Lage sein, die vermutlich optimale Konvergenzergebnisse
in der Theorie zu zeigen, gehen aber darauf ein, wo der Verlust der Konver-
genzordnung herkommt.
Unser drittes Ziel umfasst die Klärung der Frage, wie man die Idee eines
lokalen Zeitschrittverfahrens auf Finite-Elemente-Diskretisierungen anwen-
den kann und wie sich das dann strukturell in die Implementierung eines
der zuvor vorgestellten Verfahren einfügt.
Wir möchten hervorheben, dass diese Arbeit nicht das Ziel verfolgt, mög-
lichst effiziente Verfahren zu konstruieren. Über Effizienz machen mir uns
nur ganz am Rande Gedanken, hier geht es eher um die Frage der Machbar-
keit.
1.5 Aufbau der Arbeit
Diese Arbeit ist folgendermaßen aufgebaut. In Kapitel 2 stellen wir die in der
ganzen Arbeit geltenden Notationen und Konventionen vor und wiederho-
len wichtige, wohlbekannte Abschätzungen.
In Kapitel 3 leiten wir aus den Maxwellgleichungen das Modellproblem
her, die nichtlineare Wellengleichung (1.1). Mit dieser Wellengleichung wer-
den wir uns in dieser Arbeit beschäftigen. In diesem Kapitel beschreiben wir
darüber hinaus mehrere verschiedene Formulierungen des Modellproblems
und geben ein Resultat an, das Existenz und Eindeutigkeit einer Lösung lie-
fert.
Danach, in Kapitel 4, leiten wir in die Numerik ein und stellen Finite Ele-
mente Methoden (FEM) und ihre Begrifflichkeiten vor. Wir besprechen die
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Anwendung auf elliptische Differentialgleichungen, aber auch auf zeitab-
hängige Probleme und erläutern die Ideen, die hinter Konvergenzbeweisen
stehen.
Dann folgt der Hauptteil der Arbeit in Kapitel 5. In diesem Kapitel de-
finieren wir zwei stetige Finite-Elemente-Verfahren zur Approximation der
Lösungen der nichtlinearen Wellengleichung. Für das erste Verfahren zeigen
wir außerdem den Konvergenzsatz 5.32. Wir besprechen für beide Verfah-
ren die Implementierung und zeigen in numerischen Experimenten, dass das
theoretische Resultat in mehreren Beispielproblemen bestätigt wird.
Schließlich untersuchen wir in Kapitel 6 den Aspekt des lokalen Zeit-
schrittes für stetige Galerkinverfahren und wenden das Verfahren auf die
nichtlineare Wellengleichung an. Numerische Experimente zeigen dann, wie
gut sich das lokale Zeitschrittverfahren bei linearen und nichtlinearen Pro-
blemen verhält.
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2Vorbereitungen
In diesem Kapitel geben wir einen Überblick über die Notationen, Konven-
tionen und wichtigsten allgemeinen Resultate, die in der Arbeit verwendet
werden.
In Abschnitt 2.1 führen wir die grundlegenden Notationen ein und tref-
fen Konventionen. Sobolevräume und ihre Normen besprechen wir in Ab-
schnitt 2.2. Zuletzt geben wir in 2.3 einen Überblick über wichtige Abschät-
zungen.
2.1 Notationen und Konventionen
Die Menge der natürlichen Zahlen N beinhaltet in dieser Arbeit nicht die 0,
wir definieren durch N0 die Menge N ∪ {0}. R sei die Menge der reellen
Zahlen und für ein p ∈ N0 und eine Menge M sei Pp(M) die Menge der
Polynome vom maximalen Grad p auf M.
Wir bezeichnen gewöhnlich mit Großbuchstaben Vektoren – dies tun wir
aber nur wenn es sich um Koeffizientenvektoren in den numerischen Verfah-
ren handelt – undmit fettgeschriebenen GroßbuchstabenMatrizen. Für einen
Vektor U sei Ui die i-te Komponente von U für i ∈ N und für eine Matrix A
sei Aij die Komponente in der i-ten Zeile und der j-ten Spalte für i, j ∈ N.
Ab und zu verwenden wir für Vektoren U,V die aus MATLAB R© 1 bekannte
Schreibweise [U;V] für einen Vektor, der durch das Hintereinanderhängen
von U und V entsteht. Die Komponenten von x ∈ R3 bezeichnen wir mit
xi, i = 1, 2, 3.
Wenn eine Aussage für alle Elemente e aus einer Menge E gilt oder gelten
soll, dann schreiben wir das meist hinter die Aussage in Klammern in der
Form (e ∈ E).
Es sei ∇ der Gradient, ∇· die Divergenz und ∇× die Rotation, sowie ∆
der Laplace-Operator. Wir benutzen für partielle Ableitungen die abkürzen-
1MATLAB R© ist eine eingetragene Marke von The MathWorks, Inc.
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den Schreibweisen
∂t =
∂
∂t
, ∂2t =
∂2
∂t2
, ∂xi =
∂
∂xi
, ∂2xi =
∂2
∂x2i
(i = 1, 2, 3).
Ferner sei ∆(x1,x2) := ∂
2
x1
+ ∂2x2 .
Ω bezeichnet immer ein beschränktes Gebiet in Rd für d = 1, 2, 3 und ∂Ω
den Rand von Ω. Ω sei der Abschluss von Ω.
Für eine Menge M und N ⊂ M sei 1N die charakteristische Funktion von N,
also
1N(x) =
{
0, x /∈ N,
1, x ∈ N.
2.2 Sobolevräume
Es sei G ein beschränktes Gebiet, in unserem Fall ist G = Ω oder ein Zeitin-
tervall. Wir bezeichnen mit Lp(G) für p ∈ [1,∞] die bekannten Räume der
p-fach Lebesgue-integrierbaren Funktionen und mit Hs(G) für s ∈ N0 die
Sobolevräume bezüglich L2(G), wobei H0(G) := L2(G). Ferner sei H10(G)
der Sobolev-Raum H1(G)mit verschwindender Spur. Genaueres findet man
in [AF03]).
Die Normen der Lp-Räume seien gegeben durch
‖u‖Lp(G) =
(∫
G
|u|p dx
)1/p
für p ∈ [1,∞),
‖u‖L∞(G) = esssupx∈G |u(x)|
und für die Sobolevräume verwenden wir
‖u‖2Hs(G) =
s
∑
i=0
∥∥∥∇iu∥∥∥2
L2(G)
.
Da wir die L2-Norm und das zugehörige Skalarprodukt häufig benötigen,
schreiben wir kurz ‖·‖2 für die L2-Norm auf G und (·, ·) für das L2-Ska-
larprodukt über G. Im Falle von G = Ω werden wir in Beweisen die Ω-
Abhängigkeit der Normen weglassen, wenn keine Verwechslungsgefahr be-
steht.
Weiterhin benötigen wir Sobolev-Räume für Funktionen u : [0, T] → X
für einen reellen Banachraum X. Wir verwenden die Räume L∞(0, T;X) und
L2(0, T;X) sowie die Räume Hs(0, T;X) für s ∈ N, wobei die letzteren Räu-
me über verallgemeinerte (schwache) Ableitungen in der Zeit definiert seien,
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siehe beispielsweise [Zei90, Section 23.5] und [Eva98, Section 5.9.2]. Als Nor-
men verwenden wir
‖u‖L∞(0,T;Hs(Ω)) = ess supτ∈[0,T] ‖u(τ, ·)‖Hs(Ω) ,
‖u‖2L2(0,T;Hs(Ω)) =
∫ T
0
‖u(τ, ·)‖2Hs(Ω) dτ,
‖u‖2Hm(0,T;Hs(Ω)) =
m
∑
i=0
∥∥∥u(i)∥∥∥2
L2(0,T;Hs(Ω))
,
wobei u(i) die i-te verallgemeinerte Ableitung von u bezüglich der Zeitvaria-
blen sei.
Wir werden nur die folgende, einfachste Version der Sobolev-Einbettung
in dieser Arbeit verwenden, siehe [AF03, Lemma 5.17].
2.1 Lemma. (Sobolev-Einbettung)
Es sei Ω ⊂ R. Dann ist die Einbettung H1(Ω) →֒ C(Ω) stetig. Es existiert also
eine Konstante CS > 0 mit
‖u‖L∞(Ω) ≤ CS ‖u‖H1(Ω) (2.1)
für alle u ∈ H1(Ω).
Ferner benötigenwir die Poincaré-Ungleichung, siehe [Eva98, Section 5.6,
Theorem 3].
2.2 Lemma. (Poincaré-Ungleichung)
Es sei Ω ⊂ Rd und u ∈ H10(Ω), dann existiert eine Konstante C = C(Ω) > 0 mit
‖u‖2 ≤ C ‖∇u‖2 . (2.2)
Dieses Lemma sagt aus, dass die H1-Norm und die H1-Halbnorm auf
H10(Ω) äquivalent sind; es existieren also Konstanten C1,C2 > 0, sodass für
alle u ∈ H10(Ω) die Ungleichung
C1 ‖∇u‖2 ≤ ‖u‖2 ≤ C2 ‖∇u‖2 .
Daher machenwir häufiger keinen Unterschied zwischen diesen beidenNor-
men.
2.3 Wichtige Abschätzungen
Wir wiederholen jetzt noch drei grundlegende Abschätzungen, die wir in
Abschnitt 5.2.4 ständig benutzen werden. Allerdings werden wir ihre An-
wendung meist nicht explizit erwähnen.
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2.3 Proposition. (Cauchy-Schwarz)
Es seien u, v ∈ L2(Ω), dann gilt uv ∈ L1(Ω) und
‖uv‖L1(Ω) ≤ ‖u‖2 ‖v‖2 .
Als Youngsche Ungleichung bezeichnen wir folgende skalierte Unglei-
chung, die sich einfach mit der binomischen Formel zeigen lässt.
2.4 Proposition. (Youngsche Ungleichung)
Es seien a, b ≥ 0, dann gilt für alle ε > 0
ab ≤ ε
2
a2 +
1
2ε
b2.
Für die Beweise der letzten beiden Abschätzungen siehe [Eva98, Appen-
dix B].
Das Gronwall-Lemma benötigen wir für die Fehlerabschätzung eines nu-
merischen Verfahrens, das Lemma findet man in [Pla10, Lemma 8.14]
2.5 Lemma. (Diskrete Gronwall-Ungleichung)
Es seien (an)n∈N0 , (bn)n∈N0 nicht-negative Folgen und es existiere ein ξ > 0 mit
a0 ≤ ξ und
aN ≤ ξ +
N−1
∑
n=0
bnan (N ∈ N).
Dann lässt sich aN abschätzen durch
aN ≤ ξ exp
( N−1
∑
n=0
bn
)
(N ∈ N).
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In diesem Kapitel leiten wir aus den Maxwellgleichungen unser Modellpro-
blem, eine nichtlineare Wellengleichung, her. Diese Wellengleichung schrei-
ben wir auf mehrere Weisen in ein System erster Ordnung um und zitieren,
wo wir etwas über Existenz und Eindeutigkeit von Lösungen sagen können.
Wir beginnen in Abschnitt 3.1 mit einer kurzen Vorstellung der Maxwell-
gleichungen mit den für diese Arbeit wichtigen Substitutionsbedingungen
und verwenden einen speziellen Lösungsansatz, um in Abschnitt 3.2 die
nichtlineare Wellengleichung herzuleiten, auf der diese Arbeit basiert. In Ab-
schnitt 3.3 formen wir die Wellengleichung in eine quasilineare Differenti-
algleichung erster Ordnung um und stellen ein Resultat vor, welches eine
eindeutige Lösung dieses Problems liefert. Schließlich schreiben wir die Wel-
lengleichung in Abschnitt 3.4 noch in verschiedene semilineare Differential-
gleichungen erster Ordnung um. Eines dieser semilinearen Probleme bildet
die Grundlage sowohl für eines der Galerkin-Verfahren, die wir später de-
finieren, als auch für das lokale Zeitschrittverfahren in Kapitel 6. Weiterhin
werden wir erläutern, warum ein Existenz- und Eindeutigkeitsbeweis wie in
Abschnitt 3.3.2 hier nicht funktioniert.
3.1 Die Maxwellgleichungen
Die Darstellung dieses Abschnittes basiert auf [Jac75].
In der klassischen Elektrodynamik werden elektromagnetische Wellen
beschrieben durch die Vektorfelder E ,D,H,B : R ×R3 → C3, die Lösungen
der Maxwellgleichungen sind. Diese Vektorfelder sind Funktionen in den Va-
riablen (t, x) ∈ R ×R3, wobei t einen Zeitpunkt darstellt und x einen Punkt
im Raum.
3. MATHEMATISCHE MODELLIERUNG UND ANALYSIS
E und H sind das elektrische und das magnetische Feld, D und B sind die
elektrische und die magnetische Flussdichte.
Die makroskopischen Maxwellgleichungen in SI-Einheiten lauten
∇× E + ∂B
∂t
= 0 in R×R3, (3.1a)
∇·B = 0 in R×R3, (3.1b)
∇×H− ∂D
∂t
= J in R×R3, (3.1c)
∇·D = ρ in R×R3. (3.1d)
Dabei ist J : R×R3 → R3 die elektrische Stromdichte und ρ : R×R3 → R die
elektrische Ladungsdichte. Wir betrachten nur Medien, in denen weder freie
Ströme noch freie Ladungen existieren, es ist also
J = 0, ρ = 0.
Weiterhin benötigen wir Bedingungen, die jeweils E und D sowieH und
B miteinander in Beziehung setzen. Im Vakuum gilt
D = ε0E , H = µ0B
mit der Permittivität ε0 und der Permeabilität µ0, die durch
ε0µ0 =
1
c20
zusammenhängen, wobei c0 die Lichtgeschwindigkeit im Vakuum bezeichnet.
In einem Medium dagegen führt das elektrische Feld E zu einer Verschie-
bung der Ladungen und damit zu einer Polarisation P der Atome. Daher gilt
die Beziehung
D = ε0E + P(E).
Für lineare Medien lässt sich die Polarisation angeben durch
P(E) = ε0χ(1)E ,
wobei χ(1) die elektrische Suszeptibilität bezeichnet. Wir nehmen an, dass es
sich um ein isotropes Medium handelt, also χ(1) eine skalare Funktion ist,
die vom Ort abhängt. Weiterhin haben wir implizit angenommen, dass die
Suszeptibilität nicht von der Frequenz der Welle abhängt, das Medium also
nicht-dispersiv ist. Mathematische Aspekte der frequenzabhängigenMaxwell-
gleichungen werden beispielsweise in [Sch13] behandelt. Wir schreiben jetzt
D = ε0εrE
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mit der relativen Permittivität εr = 1 + χ(1). In nichtlinearen Medien treten
noch zusätzliche Effekte auf, die man durch Hinzufügen von Termen höhe-
rer Ordnung beschreibt (siehe [Fox12, Kapitel 11]). Wir beachten nichtlineare
Effekte dritter Ordnung und nehmen an, dass wir ein inversionssymmetri-
sches Medium haben, weil in diesem Fall keine quadratischen Nichtlineari-
täten auftreten. Dann erhalten wir die Beziehung
P(E) = ε0(χ(1)E + χ(3)|E |2E).
χ(3), die nichtlineare Suszeptibilität dritter Ordnung, ist ebenso wie χ(1) eine
skalare Funktion, ein Mediummit diesen Eigenschaften nennt man isotrop.Es
ist also
D = ε0
(
εr + χ
(3)|E |2
)
E .
Weiterhin skalieren wir die Felder E ,B, sodass wir ε0 = µ0 = 1 setzen kön-
nen.
Insgesamt erhalten wir die Gleichungen
∇× E + ∂B
∂t
= 0 in R×R3, (3.2a)
∇·B = 0 in R×R3, (3.2b)
∇×B − ∂(εrE + χ
(3)|E |2E)
∂t
= 0 in R×R3, (3.2c)
∇·(εrE + χ(3)|E |2E) = 0 in R×R3. (3.2d)
3.2 Eine nichtlineare Wellengleichung
Um auf unser Modellproblem zu kommen, verwenden wir einen speziellen
Ansatz in den Maxwellgleichungen (3.2). Zunächst wenden wir den Opera-
tor∇× auf (3.2a) an und leiten (3.2c) nach der Zeit ab. Zusammen folgt dann
für E die Gleichung
∇× (∇× E) + εr ∂
2E
∂t2
+ χ(3)
∂2(|E |2E)
∂t2
= 0. (3.3)
Außerdem muss Gl. (3.2d) erfüllt sein.
Wir betrachten ein Medium, dass sich in x3-Richtung nicht ändert. Trifft
eine elektromagnetische Welle in der x1-x2-Ebene auf dieses Medium (das
heißt, der Wellenvektor liegt in der x1-x2-Ebene), so lassen sich die Maxwell-
gleichung aufspalten in zwei unabhängige Probleme, die man E -Polarisation
und H-Polarisation oder TE-Welle und TM-Welle nennt (eine genaue Erklä-
rung findet man in [JJWM11, Chapter 3] und mit umgekehrter Benennung
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der TE- und TM-Welle in [Jac75, Chapter 8]). Das elektrische Feld der E -
Polarisation lässt sich durch den Ansatz
E(x1, x2) =
 00
u(x1, x2)
 (3.4)
beschreiben, u ist dann die x3-Komponente des elektrischen Feldes. Da sich
das Medium nur in x1- und x2-Richtung verändert, gilt für die Materialpara-
meter χ(1) = χ(1)(x1, x2) und χ(3) = χ(3)(x1, x2). Das führt außerdem dazu,
dass die Bedingung (3.2d) erfüllt ist, denn
∇·(εrE + χ(3)|E |2E)
= ∂x3((1+ χ
(1)(x1, x2))u(x1, x2) + χ
(3)(x1, x2)|u(x1, x2)|2u(x1, x2))
= 0.
Weiterhin gilt
∇× (∇× E) = (∇(∇·E)− ∆E),
und mit (3.4) ist
∇·E(x1, x2) = ∂x3u(x1, x2) = 0,
also gilt
∇× (∇× E) = −∆u = −∆(x1,x2)u.
Daher führt der Ansatz (3.4) zu der nichtlinearen Wellengleichung
∂2t (εru+ χ
(3)|u|2u)− ∆u = 0. (3.5)
In dieser Arbeit machen wir die folgenden zusätzlichen Annahmen und
Änderungen der Notation.
1. χ(1) sei Null, also ist εr = 1.
2. χ(3) sei eine konstante Funktion, wir nennen sie ab jetzt λ und schreiben
für den nichtlinearen Term
f (u) := λ|u|2u.
3. Die obige Herleitung kann man auch mit u(x1, x2) = u(x1) durchfüh-
ren, physikalisch entspricht das dann einem Medium, dass nur in der
x1-Richtung inhomogen ist. Wir können die Gleichung (3.5) also auch
in R betrachten.
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4. Wir fügen auf der rechten Seite noch eine Funktion g hinzu.
Damit gelangen wir zu unserem Modellproblem
∂2t (u+ f (u)) = ∆u+ g. (3.6)
Wir betrachten diese Gleichung für t ≥ 0 auf einem beschränkten Gebiet
Ω ⊂ Rd für d = 1, 2, 3. Daher benötigen wir die Anfangsbedingungen
u(0, ·) = u0,
∂tu(0, ·) = v0,
wobei u0, v0 : Ω → C, und auf Γ = ∂Ω wählen wir die homogene Dirichlet-
Randbedingung
u(t, ·) = 0, t ≥ 0.
Für komplexwertige Funktionen u ist die Differentialgleichung (3.6) zu-
nächst nicht definiert, weil f nur in 0 komplex differenzierbar ist. Da f aber
unendlich oft reell differenzierbar ist, können wir der Differentialgleichung
durch die Identifizierung von C mit R2 einen Sinn geben. Wir werden diese
nichtlineareWellengleichung nicht in dieser Form verwenden, sondern sie in
ein System erster Ordnung umschreiben. Zur Vorbereitung rechnen wir die
Zeitableitung auf der linken Seite formal aus.
Für reellwertige Funktionen folgt im ersten Schritt
∂t((1+ f ′(u))∂tu) = ∆u+ g (3.7)
und schließlich
(1+ f ′(u))∂2t u+ f ′′(u)(∂tu)2 = ∆u+ g. (3.8)
Für komplexwertige Funktionen setzen wir
ure := Re(u), uim:= Im(u),
gre := Re(g), gim := Im(g).
Diese Indizierung verwenden wir auch für andere Funktionen. Fasse f als
Funktion f : R2 → R2 auf, dann ist
f (ure, uim) = λ(u2re + u
2
im)
(
ure
uim
)
.
In diesem Fall lautet (3.7)
∂t(1+ f ′(u)[∂tu]) = ∆u+ g, (3.9)
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wobei 1 hier die konstante Funktion sei, die in beiden Komponenten den
Wert 1 annimmt. Der Laplace-Operator wird komponentenweise angewen-
det und es gilt
f ′(u)[v] = λ
(
(3u2re + u
2
im)vre + 2ureuimvim
2ureuimvre + (u2re + 3u
2
im)vim
)
= λ
(
3u2re + uim 2ureuim
2ureuim u2re + 3u
2
im
)(
vre
vim
)
,
Die Gleichung (3.8) lautet im komplexwertigen Fall
∂2t (u+ f (u)) = ∂
2
t u+ f
′(u)[∂2t u] + f ′′(u)[∂tu, ∂tu] = ∆u+ g, (3.10)
wobei
f ′′(u)[v,w] = λ
(
6urevrewre + 4uimvrewim + 2urevimwim
2uimvrewre + 4urevimwre + 6uimvimwim
)
.
In der Umformung von (3.6) in ein System erster Ordnung beschränken
wir uns auf den reellwertigen Fall. Dafür reicht es, reellwertige Anfangswerte
vorzuschreiben. Den komplexwertigen Fall werden wir für die numerischen
Verfahren wieder aufgreifen, siehe Abschnitt 5.2.5.2 und Abschnitt 5.3.2.2.
Existenz und Eindeutigkeit einer Lösung von (3.6) lässt sich unter gewissen
Voraussetzungen zeigen, wir werden einen Satz mit einem entsprechenden
Resultat im nachfolgenden Abschnitt 3.3.2 angeben.
Wir unterscheiden im Nachfolgenden zwei verschiedene Arten der Um-
formung von (3.6) in ein System erster Ordnung. Zuerst betrachten wir die
Formulierungen, in denen die Ortsableitungen einen von u abhängigen Ko-
effizienten besitzen, das führt auf quasilineare Wellengleichungen. Danach
schauen wir uns Formulierungen an, in denen die nichtlinearen Terme von
den Differentialoperatoren getrennt sind, das sind dann semilineare Wellen-
gleichungen.
3.3 Quasilineare Wellengleichung
Wir können (3.6) beispielsweise für den Fall g = 0 wie folgt in ein System
umschreiben,
∂t(u+ f (u)) = ∇·q, (3.11a)
∂tq = ∇u. (3.11b)
Wenn die Gleichung v = u+ f (u) invertierbar ist, also u = Φ(v), und Φ
differenzierbar ist, dann erhalten wir daraus die quasilineare Gleichung
∂tv = ∇·q,
∂tq = Φ
′(v)∇v.
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Das ähnelt dann in der Form den Maxwellgleichungen (3.2) (man denke sich
die Divergenz und den Gradienten ersetzt durch die Rotation). Diese For-
mulierung lässt sich unter Umständen als hyperbolisches System schreiben,
diesen Weg wollen wir in dieser Arbeit aber nicht gehen.
Nun wenden wir uns einer der Formulierungen zu, die uns in dieser Ar-
beit interessierenwerden. Eine naheliegende Transformation von Gl. (3.6) auf
ein System erster Ordnung erfolgt durch v := ∂tu. Setzen wir v in (3.8) ein,
so folgt die Gleichung
(1+ f ′(u))∂tv+ f ′′(u)v2 = ∆u+ g.
Wir werden dieses System in zwei äquivalenten Formulierungen benutzen.
Eines der numerischen Verfahren basiert auf
∂tu = v, (3.12a)
(1+ f ′(u))∂tv = ∆u− f ′′(u)v2 + g. (3.12b)
Wir werden nun voraussetzen, dass
1+ f ′(u) > 0
auf der ganzen Lösungstrajektorie gilt. Wäre dem nicht so, dann würde sich
der Typ der Differentialgleichung ändern; das wollen wir vermeiden. Diese
Bedingung führt aber für den kritischen Fall λ < 0 dazu, dass u klein genug
bleiben muss. Wir werden mehrfach auf diese Problematik stoßen. Für die
Analysis setzen wir g = 0 und teilen die zweite Gleichung durch 1+ f ′(u).
Wir erhalten dann das System
∂t
(
u
v
)
=
(
0 1
1
1+ f ′(u)∆ − f
′′(u)v
1+ f ′(u)
)(
u
v
)
=
(
0 1
1
1+ f ′(u)∆ 0
)(
u
v
)
−
(
0
f ′′(u)
1+ f ′(u)v
2
)
. (3.13)
3.3.1 Stabilität
In diesem Abschnitt werden wir aus der quasilinearen Formulierung zwei
Stabilitätsgleichungen herleiten. Dazu schreiben wir die Gleichungen (3.12) in
variationeller Form.Wir suchen also u, v ∈ L2(0, T;H10(Ω))∩H1(0, T; L2(Ω))
mit ∫ T
0
(∂tu, φ1) dt =
∫ T
0
(v, φ1) dt, (3.14a)∫ T
0
((1+ f ′(u))∂tv, φ2) dt = −
∫ T
0
(∇u,∇φ2) + ( f ′′(u)v2, φ2) dt
+
∫ T
0
(g, φ2) dt (3.14b)
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für alle φ1 ∈ L2(0, T; L2(Ω)), φ2 ∈ L2(0, T;H10(Ω)). Es sei A : H10(Ω) →
L2(Ω) definiert durch
(Aw1,w2) := (∇w1,∇w2) (w2 ∈ H10(Ω)).
Wir testen (3.14) mit φ1 := Au und φ2 := v, dabei ist die Anwendung von A
punktweise in der Zeit zu verstehen, und erhalten
1
2
∫ T
0
∂t(‖∇u‖22) dt =
∫ T
0
(∇v,∇u) dt,
1
2
∫ T
0
∂t(‖v‖22) dt+
∫ T
0
( f ′(u)∂tv, v) dt = −
∫ T
0
(∇u,∇v) dt
−
∫ T
0
( f ′′(u)v2, v) dt
+
∫ T
0
(g, v) dt.
Addieren wir diese beiden Gleichungen, so folgt
1
2
∫ T
0
∂t(‖∇u‖22 + ‖v‖22) dt+
∫ T
0
( f ′(u)∂tv+ f ′′(u)v2, v) dt
=
∫ T
0
(g, v) dt. (3.15)
Es gilt mittels partieller Integration∫ T
0
( f ′(u)∂tv, v) dt =
∫ T
0
( f ′(u)v, ∂tv) dt
= [( f ′(u)v, v)]T0 −
∫ T
0
( f ′′(u)v2 + f ′(u)∂tv, v) dt
=
1
2
[( f ′(u)v, v)]T0 −
1
2
∫ T
0
( f ′′(u)v2, v) dt.
Also lässt sich der Term mit den Nichtlinearitäten in (3.15) umschreiben zu
∫ T
0
( f ′(u)∂tv+ f ′′(u)v2, v) dt
=
1
2
(
[( f ′(u)v, v)]T0 +
∫ T
0
( f ′′(u)v2, v) dt
)
.
Setzen wir das in (3.15) ein, so folgt
∫ T
0
∂t(‖∇u‖22 + ‖v‖22) dt+ [( f ′(u)v, v)]T0
= −
∫ T
0
( f ′′(u)v2, v) dt+
∫ T
0
(g, v) dt. (3.16)
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Die linke Seite kann man als eine Art Energie auffassen und die rechte Seite
lässt sich abschätzen. Wir werden später sehen, wie man diese Gleichung
verwenden kann.
In H10(Ω) × L2(Ω) findet man also keine Energieerhaltung, denn dazu
müsste die ganze rechte Seite von (3.16) gleich Null sein. Man kann aber eine
Energieerhaltung in L2(Ω) × H−1(Ω) zeigen. Zu diesem Zweck testet man
mit φ1 := u und φ2 := A−1((1+ f ′(u))v) (siehe auch [BL94]) und erhält zum
einen
1
2
∫ T
0
∂t(‖u‖22) dt =
∫ T
0
(v, u) dt (3.17)
und zum anderen∫ T
0
(A−1/2((1+ f ′(u))∂tv+ f ′′(u)v2),A−1/2v)
= −
∫ T
0
(u, (1+ f ′(u))v) dt+
∫ T
0
(A−1/2g,A−1/2v) dt. (3.18)
Dabei haben wir ausgenutzt, dass A−1 selbstadjungiert und positiv ist, da-
her lässt sich dieWurzel des Operators definieren. Unter Beachtung der Glei-
chungen
(1+ f ′(u))∂tv+ f ′′(u)v2 = ∂t((1+ f ′(u))v)
und
((1+ f ′(u))v, u) = (v, u) + ( f ′(u)u, v)
= (v, u) + 3λ(u3, v) = (v, u) +
3
4
λ∂t ‖u‖4L4
erhalten wir nach Addition der Gleichungen (3.17) und (3.18) die Gleichung
1
2
∫ T
0
∂t
(
‖u‖22 +
∥∥∥A−1/2((1+ f ′(u))v)∥∥∥2
2
+
3
4
λ ‖u‖4L4
)
dt
=
∫ T
0
(A−1/2g,A−1/2v) dt. (3.19)
Für g = 0 erhalten wir dann tatsächlich eine Energie
E(t) := ‖u(t)‖22 +
∥∥∥A−1/2((1+ f ′(u(t)))v(t))∥∥∥2
2
+
3
4
λ ‖u(t)‖4L4 ,
die erhalten wird, unter der Voraussetzung, dass E(t) ≥ 0 ist. Wir bemer-
ken, dass (1+ f ′(u))v = ∂t(u+ f (u)) gilt. Auf dieser Energie wird diese Ar-
beit aber nicht aufbauen. Denn die nachfolgende Analysis funktioniert dafür
nicht und die Numerik würde so undurchsichtig (womit testet man im dis-
kreten Fall?), dass wir darauf keine Zeit verwendet haben.
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3.3.2 Ein Existenz- und Eindeutigkeitsresultat
In diesem Abschnitt gehen wir kurz auf einen Existenz- und Eindeutigkeits-
satz ein, den wir zusammen mit Prof. R. Schnaubelt für das Problem (3.13)
bewiesen haben (siehe [DGS13]).
Um den Satz formulieren zu können, müssenwir einige Voraussetzungen
erklären. Wir schreiben (3.13) für g = 0 in der Form
∂tu = v, (3.20a)
∂tv = K1(u)∆u+ K2(u)v
2, (3.20b)
wobei wir wieder Nullrandbedingungen voraussetzen. Wir definieren
w(t) := (u(t), v(t))
und schreiben das System in der Form
d
dt
w(t) = A(w(t))w(t)
mit dem nichtlinearen Operator
A(w(t)) :=
(
0 I
K1(u(t))∆ K2(u(t))v(t)
)
.
Wir setzen voraus, dass es ρ, δ > 0 gibt mit
K1,K2 ∈ C2([−ρ, ρ]) und K1 ≥ δ. (3.21)
Für λ < 0 bedeutet das, dass wir ρ <
√−3λ wählen müssen.
Es sei Ω ⊂ Rd für d = 1, 2, 3 ein beschränktes Gebiet mit einem C3-
Rand. Wir beschränken uns auf reellwertige Funktionen. Wir betrachten den
Laplace-Operator mit Definitionsbereich
D(−∆) = H2(Ω) ∩ H10(Ω).
Wir definieren die Räume
H0 := L2(Ω), Hk := D
(
(−∆)k/2)
für k ∈ N mit den Normen
|ϕ|H0 := ‖ϕ‖2 , |ϕ|Hk :=
∥∥∥(−∆)k/2ϕ∥∥∥
2
.
Weiterhin sei
Xk := Hk+1 ×Hk
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für k ∈ N0 mit den Normen
|(u, v)|2Xk := |u|2Hk+1 + |v|2Hk .
Wir wählen ein r > 0 fest mit
|u|H2 ≤ r ⇒ ‖u‖L∞ ≤ ρ.
Die Konstante C1 im folgenden Satz tritt im Beweis dieses Satzes auf und
hängt mit der Stabilität einer Familie von Operatoren zusammen.
3.1 Satz. (Existenz und Eindeutigkeit)
Wir nehmen an, dass (3.21) gilt und es sei w0 = (u0, v0) ∈ X2 mit |w0|X1 ≤ C1ηr
für ein η ∈ (0, 1). Dann existieren ein Zeitpunkt T = T(η, r, |w0|X2) > 0 und eine
Funktion w ∈ C1(0, T;X1) ∩ C(0, T;X2) mit |w(t)|X1 ≤ r für t ∈ [0, T], die
d
dt
w(t) = A(w(t))w(t), t ∈ [0, T],
w(0) = w0
(3.22)
erfüllt. Setzen wir w(t) = (u(t), v(t)), dann ist v = ∂tu und
u ∈ C(0, T;H3) ∩ C1(0, T;H2) ∩ C2(0, T;H1)
erfüllt |(u(t), ∂tu(t))|X1 ≤ r sowie die Differentialgleichung
∂2t u = K1(u)∆u+ K2(u)(∂tu)
2, t ∈ [0, T],
u(0) = u0,
∂tu(0) = v0.
(3.23)
Jede andere Lösung von (3.23)mit den obigen Voraussetzungen auf einem Zeitinter-
vall [0, T′] stimmt mit u auf [0,min{T, T′})] überein.
Gilt für f aus (3.6) f ∈ C4(R) und K1,K2 erfüllen (3.21), dann gelten die
Ergebnisse auch, wenn wir in (3.23) die Differentialgleichung durch
∂2t (u+ f (u)) = ∆u
ersetzen.
3.2 Korollar.
Gilt f (z) = λz3 mit λ > 0, so gilt Satz 3.1 ohne alle Bedingungen, die r beinhalten.
Der Beweis basiert auf einer Konstruktion von Lösungen quasilinearer
Differentialgleichungen von Kato [Kat70] durch die Verwendung der Halb-
gruppentheorie. Wir werden im Folgenden ein paar Begriffe dieser Theorie
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verwenden, ohne sie hier zu definieren. Daher verweisen wir auf das Stan-
dardwerk [Paz83]. Im Beweis von Satz 3.1 geht man in drei Schritten vor.
Vorbereitend spalten wir den nichtlinearen Operator A auf und schreiben
(3.22) wie folgt,
d
dt
w(t) =
(
0 Id
K1(u)∆ 0
)
︸ ︷︷ ︸
=:A0(w)
w+
(
0 0
0 K2(u)v2
)
︸ ︷︷ ︸
=:B(w)
.
Im ersten Schritt linearisiert man das quasilineare Problem, indem man
eine beliebige aber feste Funktion w˜ ∈ X2 mit gewissen Eigenschaften wählt
und das autonome Problem
d
dt
w(t) = (A0(w˜) + B(w˜))w(t)
betrachtet. Es lässt sich nun zeigen, dass (A0(w˜),X1) eine unitäre Halbgrup-
pe auf X0 erzeugt und dass B(w˜) eine stetige Störung ist. Daraus können wir
folgern, dass (A(w˜),X1) eine Kontraktionshalbgruppe auf X0 erzeugt.
Im zweiten Schritt erweitert man dieses Resultat, indem man eine zeitab-
hängige fixierte Funktion w˜(t) zulässt und daher das Problem
d
dt
w(t) = A(w˜(t))w(t) (3.24)
betrachtet. Für die Konstruktion eines Lösungsoperators benötigt man die
sogenannte Stabilität der Operatorenfamilie (A(w˜(t)))t∈[0,T]. Das ist eine Ei-
genschaft, die aus einer Finite-Differenzen-Approximation herrührt, es muss
Konstanten M, β > 0 geben, sodass∥∥∥eτnA(w˜(tn)) · · · eτ1A(w˜(t1))∥∥∥B(X1) ≤ Meβ(τ1+···+τn)
für alle τj ≥ 0, j = 1, . . . , n und 0 ≤ t1 ≤ · · · ≤ tn ≤ T mit n ∈ N gilt.
Diese Eigenschaft direkt auf X1 zu zeigen ist schwierig. Sie lässt sich aber mit
dem ersten Schritt auf X0 folgern und über eine Isometrie von X0 → X2 auch
auf X2, sodass ein Interpolationsargument die Stabilität auf X1 liefert. Da-
mit lässt sich dann ein Lösungsoperator Uw˜(t)w0 für dieses nichtautonome
lineare Problem konstruieren.
Im letzten Schritt suchtman dann eine Lösung von (3.24)mit w˜(t) = w(t),
man löst also das Fixpunktproblem
Uw(t)w0 = w(t)
auf einer gewissen Menge, die die Wohldefiniertheit der Nichtlinearitäten
gewährleistet. Man zeigt, dass auf der linken Seite ein kontraktiver Operator
steht und kann dann die Existenz einer eindeutigen Lösung garantieren.
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3.3 Bemerkung.
Zwei Bedingungen verhindern den Beweis globaler Existenz von Lösungen. Zu-
nächst ist das die Bedingung, dass |w|X1 für alle t klein bleiben muss, damit durch
1 + f ′(u) geteilt werden kann. Das Korollar 3.2 sagt gerade aus, dass diese Be-
dingung wegfällt, wenn λ > 0 ist. Die zweite Bedingung ist die lokale Lipschitz-
Stetigkeit der „rechten Seite“. Diese Bedingung muss für beliebige λ ∈ R erfüllt
sein. Hier besteht ein Zusammenhang zwischen |w|X1 und dem Zeitpunkt T. Je grö-
ßer |w|X1 ist, desto kleiner ist T. Es gibt nun Beispiele, in denen man die globale
Existenz einer Lösung nicht zeigen kann, weil für t → T− die X1-Norm von w ge-
gen Unendlich geht. Ein Beispiel dafür werden wir in den numerischen Experimen-
ten in Abschnitt 5.4.1 kennenlernen. Man nennt ein solches Verhalten der Lösung
einen blow-up.
3.4 Semilineare Wellengleichung
Bevor wir eine semilineare Formulierung der Wellengleichung herleiten, er-
halten wir das System
v = u+ f (u), (3.25a)
∂tv = w, (3.25b)
∂tw = ∆u+ g. (3.25c)
Diese Formulierung eignet sich nicht für eine analytische Untersuchung des
Problems, ist aber die einfachste Form, um ein numerisches Verfahren für die
nichtlineareWellengleichung (3.6) zu definieren.Wir werden diese Formulie-
rung in Abschnitt 5.3 als Grundlage verwenden. Fassen wir die ersten zwei
Gleichungen zusammen, so ist
w = (1+ f ′(u))∂tu.
Dann erhalten wir zur Bestimmung von (u,w) das System
(1+ f ′(u))∂tu = w,
∂tw = ∆u+ g.
Dieses System sieht angenehmer aus als (3.12), weil sich der nichtlineare Teil
nicht mehr in der Gleichung mit dem Laplace-Operator befindet. Indem wir
wieder durch 1+ f ′(u) teilen, erhalten wir die semilineare Formulierung
∂tu = w+
f ′(u)
1+ f ′(u)
w,
∂tw = ∆u+ g.
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Wir schreiben dieses System in der Form
∂t
(
u
w
)
=
(
0 1
∆ 0
)
︸ ︷︷ ︸
=:A
(
u
w
)
+
(
f ′(u)
1+ f ′(u)w
g
)
. (3.26)
Das ist nichts anderes als die Wellengleichung mit einem nichtlinearen Kraft-
term.
Der Operator A erzeugt eine kontraktive Halbgruppe auf H10(Ω)× L2(Ω)
mit Definitionsbereich
D(A) = (H2(Ω) ∩ H10(Ω))× H10(Ω),
dies zeigt man mit dem Lemma von Lumer-Phillips, siehe [Eva98, 7.4 Thm.
5]. Daher drängt sich die Erwartung auf, dass man mit bekannter Halbgrup-
pentheorie zumindest die Existenz einer Lösung der Gleichung (3.26) zeigen
könnte. Damit das funktionieren kann, benötigt man aber die (lokale) Lip-
schitzstetigkeit der rechten Seite (diese Bedingung kennt man schon aus der
Theorie gewöhnlicher Differentialgleichung, sie taucht im Satz von Picard-
Lindelöf auf). Die Funktion
Φ(u,w) :=
f ′(u)
1+ f ′(u)
w
ist aber keine Lipschitz-stetige Funktion von H10(Ω) × L2(Ω) nach H10(Ω),
sie ist noch nicht einmal lokal Lipschitz-stetig, da w nur in L2(Ω) liegt. Wir
haben versucht, dieses Problem für Ω ⊂ R durch die Einführung eines ge-
störten Operators A zu umgehen, genauer sei
Aε =
(
0 1− ε∂2x
∂2x 0
)
für ε > 0 auf Xε := H10(Ω)× H10(Ω)mit Definitionsbereich
D(Aε) =
{
y ∈ H3(Ω) ∩ H10(Ω) : ∂2xy⌊∂Ω ≡ 0
}2
.
Bei geeigneter Wahl des Innenproduktes erhält man durch Aε wieder einen
Erzeuger einer kontraktiven Halbgruppe. Die Idee ist es, für jedes ε > 0 die
Existenz und Eindeutigkeit einer Lösung (uε,wε) des gestörten Problems zu
zeigen und dann die Konvergenz vom (uε,wε) für ε → 0 zu beweisen. In
diesem Fall ist die rechte Seite lokal Lipschitz-stetig. Die Lipschitz-Konstante
hängt aber reziprok von ε ab, geht für ε → 0 also gegen Unendlich. Das hat
die Folge, dass sich die H1-Norm von uε nicht unabhängig von ε beschränken
lässt. Diese Beschränktheit ist aber notwendig, um 1+ f ′(u) > 0 garantieren
zu können. Aus diesem Grund führt auch der Störungsansatz zu keinem Er-
gebnis.
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4Die Finite-Elemente-Methode
In diesemKapitel werdenwir auf die Begriffe und Ideen der Finite-Elemente-
Methoden eingehen, die wir im nächsten Kapitel verwenden werden.
Wir beginnen mit den grundlegenden Begriffen der Finite-Elemente-Me-
thoden und stellen die wichtigsten Resultate für elliptische Differentialglei-
chungen in Abschnitt 4.1 vor. In Abschnitt 4.2 erweitern wir die Anwendung
von Finiten Elementen auf zeitabhängige Probleme, wir wenden dabei Finite
Elemente auch in der Zeitdiskretisierung an und besprechen das Vorgehen
zum Beweis der Konvergenz eines solchen Verfahrens. Schließlich gehen wir
in Abschnitt 4.3 noch auf eine Technik der Vereinfachung der diskretisier-
ten Gleichungen für nichtlineare Probleme und auf das Lösen nichtlinearer
Gleichungssysteme ein.
4.1 Finite Elemente für elliptische Probleme
Es sei Ω ⊂ Rd ein beschränktes Gebiet mit genügend glattem Rand. Wir
betrachten die Poisson-Gleichung
−∆u = f in Ω, (4.1a)
u = 0 auf ∂Ω. (4.1b)
Ein Finite-Elemente-Verfahren für diese Differentialgleichung basiert auf der
zugehörigen Variationsformulierung: Wir suchen ein u ∈ H10(Ω)mit∫
Ω
∇u · ∇ϕ dx =
∫
Ω
f ϕ dx (ϕ ∈ H10(Ω)). (4.2)
Allgemeiner sei a : V × V → R eine Bilinearform auf dem Hilbertraum V
und b ein Funktional auf V. Gesucht ist dann ein u ∈ V mit
a(u, v) = b(v) (v ∈ V). (4.3)
Auf dieses Problem kann man das Lemma von Lax-Milgram anwenden.
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4.1 Lemma. (Lax-Milgram)
Es sei V ein Banachraum und a : V × V → R, sowie b ∈ V ′, wobei V ′ der Raum
der stetigen Funktionale auf V sei. Wenn a eine stetige, koerzive Bilinearform ist,
dann existiert genau eine Lösung u ∈ V des Variationsproblems
a(u, v) = b(v) (v ∈ V).
Beweis. Siehe beispielsweise [GR05, Lemma 3.6]. 
Im Falle des Poisson-Problems (4.2) sind die Bedingungen erfüllt, wenn
f ∈ L2(Ω) gilt (siehe beispielsweise [Hac96, Beispiel 7.2.10]).
Galerkin-Verfahren Um die Lösung u von (4.3) zu approximieren, wählen
wir endlichdimensionale Vektorräume Vh,Wh und suchen ein uh ∈ Vh mit
a(uh, vh) = b(vh) (vh ∈Wh). (4.4)
Dabei nennen wir den Raum Vh Ansatzraum und den Raum Wh Testraum.
Wenn Vh = Wh gilt, dann nennt man ein solches Verfahren ein Galerkin-
Verfahren, ist Vh 6= Wh, dann nennt man das Verfahren zur Abgrenzung häu-
fig ein Petrov-Galerkin-Verfahren. In diesem Abschnitt beschränken wir uns
auf den Fall Vh = Wh. Das Verfahren heißt konform, wenn Vh ⊂ V gilt. In die-
sem Fall kann man auf Gl. (4.4) wieder das Lax-Milgram-Lemma anwenden
und erhält Existenz und Eindeutigkeit einer Lösung wie in Gl. (4.3). Die Idee
hinter dem Galerkin-Verfahren ist es, eine Folge von Räumen (Vh)h∈H für ei-
ne Indexmenge H zu wählen, sodass die zugehörige Lösung uh für h → 0
gegen die analytische Lösung u konvergiert. Der Index h ist hier schon auf
die Verwendung mit Finiten Elementen ausgelegt; h ist die maximale Gitter-
weite.
In dieser Arbeit nennen wir das Problem (4.3) häufig das kontinuierliche
Problem und Gl. (4.4) das diskretisierte Problem.
Finite Elemente Ein Finite-Elemente-Verfahren ist ein Galerkin-Verfahren,
das sich durch besondere Wahl des endlichdimensionalen Raumes Vh aus-
zeichnet, obwohl die Begriffe „Galerkin-Verfahren“ und „Finite-Elemente-
Verfahren“ häufig synonym verwendet werden.
Wir zerlegen das Gebiet Ω in eine Familie Th von Polyedern, die bis auf
deren Ränder disjunkt seien. Liegt eine Ecke eines Polyeders K1 ∈ Th auf dem
Rand eines anderen Polyeders K2 ∈ Th, dann soll die Ecke auch eine Ecke von
K2 sein. h bezeichne den maximalen Umkreisdurchmesser aller K ∈ Th; ver-
kleinern wir also h, so werden die K entsprechend kleiner. Die Vereinigung
aller K ∈ Th sei eine polygonal berandete Menge Ωh ⊂ Ω, deren Randknoten
auf ∂Ω liegen.
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4.2 Definition.
Man nennt Th Triangulierung von Ω. h > 0 ist der Diskretisierungsparameter,
den wir Gitterweite nennen. Weiterhin ist jedes K ∈ Th ein Element, wenn wir
von der Triangulierung reden.
In R besteht eine Triangulierung aus einer Zerlegung von Ω in Intervalle, in
R2 beispielsweise aus einer Zerlegung in Dreiecke und in R3 beispielswei-
se aus einer Zerlegung in Tetraeder. Der Einfachheit halber sei Ω polygonal
berandet und Ωh = Ω. Das Vorgehen für den allgemeinen Fall nicht poly-
gonal berandeter Gebiet mit isoparametrischen Elementen findet man bei-
spielsweise in [Cia02, Chapter 4.3].
Für ein p ∈ N definiert man dann den Finite-Elemente-Raum S ph =
Sh(Th) auf der Triangulierung Th. Die Funktionen aus S ph seien stückweise
definiert. Gewöhnlich sind sie auf jedem Element K ∈ Th Polynome. Dazu
kommt bei konformen Verfahren noch eine globale Stetigkeitsbedingung, die
vom verwendeten Raum in der variationellen Formulierung abhängt. Denn
damit beispielsweise S ph ⊂ H10(Ω) erfüllt ist, müssen die Funktionen S ph auf
Ω stetig sein. Diese Stetigkeitsbedingung liefert der folgende Satz [Bra03,
Satz 5.2].
4.3 Satz.
Sei k ≥ 1. Eine stückweise beliebig oft differenzierbare Funktion v : Ω → R gehört
genau dann zu Hk(Ω), wenn v ∈ Ck−1(Ω) gilt.
Dieser Satz liefert uns die notwendige Information, um die Finite-Elemente-
Räume für H10-konforme Finite Elemente definieren zu können.
4.4 Definition. (Finite-Elemente-Räume)
Für p ∈ N ist der Finite-Elemente-Raum des Grades p für H10(Ω)-konforme
Finite Elemente gegeben durch
S ph =
{
ϕ ∈ C(Ω) : ϕ⌊∂Ω = 0, ϕ⌊K ∈ Pp(K),K ∈ Th
}
.
Für p = 1 spricht man von linearen Elementen und für p = 2 von quadratischen
Elementen.
Ein Aspekt, der für die Implementierung eines Finite-Elemente-Verfahrens
wichtig ist, ist die Auswahl einer Basis des Finite-Elemente-Raumes S ph . Jede
Funktion in S ph kann durch die Koeffizienten bezüglich der gewählten Ba-
sis dargestellt werden. Wir möchten nur noch diese Koeffizienten berechnen.
Die Basis legt man durch die Wahl sogenannter Freiheitsgrade fest, einer Fa-
milie
Fh =
{
Φi : S ph → R, i = 1, . . . ,M
}
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von M linearen Funktionalen auf S ph . Diese Menge soll so gewählt sein, dass
die Vorgabe der Werte dieser Funktionale eine Funktion in S ph eindeutig fest-
legt. Die zugehörige Basis
{
ϕi ∈ S ph : i = 1, . . . ,M
}
erhält man aus der Bedin-
gung
ϕj ∈ S ph , Φi(ϕj) = δij (i, j = 1, . . . ,M).
Ein wichtiges Beispiel wollen wir jetzt betrachten.
4.5 Beispiel. (Lineare Lagrange-Elemente)
Es sei Nh = {1, . . . ,M} die Menge der Indizes der im Inneren von Ω liegen-
den Ecken xi (auch Gitterpunkte genannt) aller K ∈ Th. M ist die Dimension
von S1h . Wir nennen Nh die Knotenmenge und identifizieren die xi mit ihren
Indizes. Die linearen Lagrange-Elemente (auch Knotenelemente oder nodale Ele-
mente) bestehen aus dem Raum S ph und den Freiheitsgraden
Fh =
{
Φν : Φν(u) = u(xν), u ∈ C(Ω), ν ∈ Nh
}
.
Das sind die Punktauswertungen in den Knoten ausNh. Für Ω ⊂ R sind die
entsprechenden Basisfunktionen dann dieHutfunktionen, das heißt stückwei-
se lineare Funktionen ϕν mit
ϕν(xν′) = δνν′ (ν, ν
′ ∈ Nh).
Für p > 1 muss man die Knotenmenge entsprechend erweitern, bei quadra-
tischen Elementen nimmt man beispielsweise zusätzlich zu den Ecken aller
Elemente noch die Seitenmittelpunkte der K ∈ Th hinzu. Häufig gibt man
einfach nur die Basis von S ph an, ohne eine Erwähnung der Freiheitsgrade.
In Abschnitt 6.1 werden wir genau dies für eine hierarchische Basis machen.
Wir beachten, dass die Gitterpunkte und die Knoten nur im Fall linearer Kno-
tenelemente gleich sind.
Im Folgenden nehmen wir an, dass die Freiheitsgrade der Knotenmenge
durch ν 7→ Φν für ν ∈ Nh zugeordnet werden können. Dann identifizieren
wir sprachlich jeden Knoten mit seinem zugehörigen Freiheitsgrad.
4.6 Bemerkung.
Wir beachten, dass der Begriff „Element“ kontextabhängig verschiedene Dinge be-
zeichnen kann.
1. Es kann sich um ein K ∈ Th handeln,
2. um den Funktionenraum mit dem Fokus auf dem zugrundeliegenden Poly-
nomgrad (zum Beispiel „lineare Elemente“),
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3. um den Funktionenraum mit dem Fokus auf die Freiheitsgrade oder die Basis
(zum Beispiel „nodale Elemente“)
4. oder um das Finite Element mit Fokus auf die globale Stetigkeitsbedingung
(zum Beispiel „stetige Elemente“, „stetig differenzierbare Elemente“).
Nach dieser Vorarbeit könnenwir Gl. (4.4) als ein lineares Gleichungssystems
schreiben.
4.7 Definition. (Diskretisierungsmatrizen, Koeffizientenvektor)
Die Massematrix M ∈ RM×M und die Steifigkeitsmatrix K ∈ RM×M der Orts-
diskretisierung seien für die Knoten ν, ν′ ∈ Nh gegeben durch
Mν′,ν := (ϕν, ϕν′), Kν′,ν := a(ϕν, ϕν′).
Man beachte dabei die Reihenfolge der Indizes. Weiterhin sei
U := (Uν)ν∈Nh ∈ RM
der Koeffizientenvektor von uh, das heißt auf Ω ist
uh(x) = ∑
ν∈Nh
Uν ϕν(x).
Dann ist Gl. (4.4) äquivalent zu
KU = F, (4.5)
mit F = (Fν)ν∈Nh und Fν := b(ϕν). Die Massematrix wird in diesem Problem
nicht benötigt, sie taucht im nächsten Abschnitt bei der Zeitdiskretisierung
auf.
Wir nennen u − uh die Fehlerfunktion oder kurz den Fehler. Eine Fehler-
abschätzung für das Poisson-Problem erhält man mithilfe des Lemmas von
Céa. Dabei bezeichne ‖·‖V die Norm auf V.
4.8 Lemma. (Céa)
Für den Fehler u− uh gilt
‖u− uh‖V ≤ C inf
vh∈S ph
‖u− vh‖V
für eine Konstante C ≥ 1, die nur von der Koerzivitäts- und von der Stetigkeitskon-
stante der Bilinearform a abhängt.
Beweis. Siehe beispielsweise [Hac96, Satz 8.2.1]. 
Der Fehler in der Norm, die man häufig auch Energienorm nennt, lässt
sich also im Wesentlichen durch die Energienorm der Bestapproximation im
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Finite-Elemente-Raum abschätzen. Die Bestapproximation lässt sich wieder-
um dadurch abschätzen, dass wir ein Element vh ∈ S ph wählen, das „genü-
gend nahe“ an u liegt. Dafür verwendet man gewöhnlich eine Interpolation
von u in S ph . Alle Finiten Elemente besitzen eine natürliche Interpolation ge-
geben durch
Ihu := ∑
ν∈Nh
Φν(u)ϕν.
Damit diese Interpolation wohldefiniert ist, muss Φν(u) definiert sein. Da-
für benötigt man eine gewisse Glattheit von u. Für nodale Elemente bedeutet
das beispielsweise, dass die Knotenauswertung wohldefiniert sein muss. Al-
so ist die Stetigkeit von u erforderlich. Ist u nicht stetig, so greift man auf
eine andere Interpolation zurück, beispielsweise eine Clément-Interpolation,
die glättend wirkt und nur u ∈ L2(Ω) benötigt (vergleiche [BS08, Chapter
4.8] oder das Originalpaper [Clé75]). Die Soboleveinbettung (2.1) liefert die
Stetigkeit von u für
u ∈
{
H1(Ω), d = 1,
H2(Ω), d = 2, 3.
Dann kann man durch das Bramble-Hilbert-Lemma [Bra03, Lemma 6.3] be-
weisen, dass für u ∈ Hr(Ω) mit 2 ≤ r ≤ p + 1 unter weiteren Bedingun-
gen an die Triangulierung die folgende Abschätzung gilt, siehe dazu [Cia02,
Theorem 3.2.1],
‖u− Ihu‖L2(Ω) + h ‖∇(u− Ihu)‖L2(Ω) ≤ Chr ‖∇ru‖L2(Ω) .
Zusammen mit dem Lemma von Céa folgt die Fehlerabschätzung
‖∇(u− uh)‖L2(Ω) ≤ C inf
vh∈S ph
‖∇(u− vh)‖L2(Ω) ≤ Chr−1 ‖∇ru‖L2(Ω) . (4.6)
Mittels eines Dualitätsarguments und zusätzlicher Bedingungen an das Ge-
biet Ω kann man für die L2-Norm des Fehlers eine Ordnung in h gewinnen,
vergleiche mit [Cia02, Theorem 3.2.5]. Dieses Argument werden wir aber in
dieser Arbeit nicht benötigen.
4.9 Bemerkung. (Elliptische Projektion)
Wir beobachten, dass aus (4.2) und (4.4) für konforme Verfahren die Gleichung
a(u− uh, vh) = 0 (vh ∈ Vh)
folgt, die sogenannte Galerkin-Orthogonalität. Für die Poisson-Gleichung bedeu-
tet das
(∇(u− uh),∇ϕ) = 0 (ϕ ∈ S ph ).
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uh ist also die orthogonale Projektion von u auf den Raum S ph bezüglich des H10-
Skalarproduktes. Diese orthogonale Projektion können wir auf dem Raum H10(Ω)
definieren, wir schreiben sie PE und nennen sie die elliptische Projektion auf S ph .
Für diese elliptische Projektion können wir jetzt die Abschätzung (4.6) verwenden,
es gilt also für w ∈ Hr(Ω) ∩ H10(Ω)
‖w−PEw‖L2 + h ‖∇(w−PEw)‖L2 ≤ Chr ‖∇rw‖L2 .
Das gilt deswegen, weil w trivialerweise (4.3)mit a(u, v) = (∇u,∇v) und b(v) :=
(∇w,∇v) löst. b ist dank der Stetigkeit von a ein stetiges Funktional auf H10(Ω).
PEw ist dann die Lösung des zugehörigen Problems (4.4) mit Vh = Wh = S ph .
4.2 Ein Petrov-Galerkin-Verfahren für zeitabhängige
Probleme
In diesem Abschnitt erweitern wir die Diskretisierung elliptischer Differen-
tialgleichungen auf die Diskretisierung zeitabhängiger Differentialgleichun-
gen durch ein so genanntes Petrov-Galerkin-Verfahren. Ein solches Verfahren
unterscheidet sich vom klassischen Galerkin-Verfahren dadurch, dass der
Ansatz- und der Testraum nicht übereinstimmen. Wir beginnen damit, das
Standardbeispiel parabolischer Differentialgleichungen, die Wärmeleitungs-
gleichung, mit einem Petrov-Galerkin-Verfahren in Zeit und Ort zu diskreti-
sieren. Dies dient zur Illustrierung der Anwendung des stetigen Galerkinver-
fahrens in der Zeitdiskretisierung. Das dort besprochene Vorgehen wenden
wir danach auf die Wellengleichung an und zeigen, auf welche Art und Wei-
se man eine Abschätzung des Diskretisierungsfehlers erhalten kann.
4.2.1 Zeitdiskretisierung durch ein Petrov-Galerkin-Verfahren
Es sei ΩT := (0, T]×Ω und wir betrachten das Rand-Anfangswertproblem
∂tu+ ∆u = f in ΩT, (4.7a)
u = 0 auf [0, T]× ∂Ω, (4.7b)
u = u0 auf {0} ×Ω. (4.7c)
Wir folgen der Darstellung schwacher Lösungen in [Eva98, Chapter 7]. Wir
fassen u als Funktion von [0, T] nach H10(Ω) auf, genauso sei f : [0, T] →
L2(Ω). Wir definieren dann eine schwache Lösung von Gl. (4.7) durch eine
Funktion u ∈ L2(0, T;H10(Ω))mit u′ ∈ L2(0, T;H−1(Ω)), die
〈u′, ϕ〉 − (∇u,∇ϕ) = ( f , ϕ) (ϕ ∈ H10(Ω)) (4.8)
für fast alle t ∈ [0, T] erfüllt und der Anfangsbedingung u(0) = u0 genügt.
Dabei ist 〈·, ·〉 die duale Paarung auf H−1(Ω) × H10(Ω). Die Anfangsbedin-
gung ist wohldefiniert, da unter den obigen Voraussetzungen für die Lösung
u ∈ C([0, T]; L2(Ω)) gilt (vergleiche [Eva98, Section 5.9.2, Theorem 3]).
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Im Folgenden sei der Einfachheit halber f = 0. Wir setzen wie zuvor
a(u, ϕ) := (∇u,∇ϕ)
und schreiben Gl. (4.7) als Variationsproblem in L2(0, T;H10(Ω)), wir suchen
also ein u ∈ H1(0, T; L2(Ω)) ∩ L2(0, T;H10(Ω))mit∫ T
0
(∂tu, φ) + a(u, φ) dt = 0 (4.9)
für alle φ ∈ L2(0, T;H10(Ω))mit der Anfangsbedingung
u(0) = u0 ∈ H10(Ω). (4.10)
Für die Definition einer Volldiskretisierung von (4.9) gibt es verschiedene
Vorgehensweisen.
1. Die horizontale Linienmethode oderRothe-Methode besteht aus einer Semi-
diskretisierung von (4.9) bezüglich der Zeit. Man kann dazu jedes Ver-
fahren zur Diskretisierung bezüglich der Zeitvariablen benutzen, zum
Beispiel Finite Differenzen (siehe [GR05, Kapitel 5.2.4]) oder das uns-
tetige Galerkinverfahren (siehe [Tho97, Chapter 12]). Das führt auf ein
Zeitschrittverfahren, in diesem Fall eine Folge elliptischer Probleme, die
man schrittweise löst und in jedem Zeitschritt die Lösung des semidis-
kretisierten Problems zu einem bestimmten Zeitpunkt in [0, T] erhält.
Die elliptischen Probleme werden dann wieder diskretisiert, beispiels-
weise durch Finite Elemente wie im vorherigen Abschnitt. Die Rothe-
Methode ermöglicht es, die Ortsdiskretisierung für jeden Zeitschritt zu
variieren, siehe beispielsweise [BJ74] und [VF80].
2. Die (vertikale) Linienmethode besteht aus einer Semidiskretisierung be-
züglich des Ortes. Man erhält ein System gewöhnlicher Differentialglei-
chungen, das man mit dem präferierten numerischen Verfahren lösen
kann. Diese Methode bietet sich an, wenn man den Zeitschritt variabel
(im Ort) wählen möchte, die Ortsdiskretisierung aber nicht zeitabhän-
gig sein soll.
3. Eine dritte Möglichkeit verwendet unstrukturierte Gitter auf ΩT. In
diesem Fall macht man keinen Unterschied zwischen der Zeit- und den
Ortsvariablen. Daher erhält man auch kein Zeitschrittverfahren. Die-
ses Vorgehen vergrößert das zu lösende Gleichungssystem, beträchtlich
(man muss es allerdings auch nur einmal lösen). Es gibt Probleme, in
denen ein unstrukturiertes Gitter notwendig ist, sei es bei der Anwen-
dung adaptiver Strategien simultan in Ort und Zeit, sei es, weil man
nur auf diese Weise eine gute Approximation erhält, siehe beispiels-
weise [HH90].
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In Abb. 4.1 sehen wir den Unterschied der Zeit-Raum-Gitter zwischen der
Rothe- und der Linienmethode. In der Rothe-Methode ändert sich das Orts-
gitter in jedem Zeitschritt, in der Linienmethode ändert sich das Zeitgitter
in jedem Ortsknoten. In diesem und dem nächsten Kapitel sehen wir davon
Ω
t0
t1
t2
t3
t4
t5
(a) Rothe-Methode
x1 x2 x3 x4 x5
0
T
(b) Linienmethode
Abbildung 4.1: Illustrierung der Unterschiede zwischen Rothe- und Linien-
methode.
ab, das Ortsgitter zeitabhängig oder das Zeitgitter ortsabhängig zu definie-
ren. Daher spielt es keine Rolle, ob wir nach der Rothe-Methode oder der
Linienmethode vorgehen. In Kapitel 6 aber definieren wir ein Zeitschrittver-
fahren, welches einen ortsabhängigen Zeitschritt zulässt. Daher werden wir
die Linienmethode verwenden.
Wir wählen im Ort H10(Ω)-konforme Elemente, wie wir es im vorheri-
gen Abschnitt besprochen haben. Wir haben also einen endlichdimensiona-
len Unterraum S ph von H10(Ω) und definieren die Semidiskretisierung von
(4.9) durch die Bestimmung von uh ∈ H1(0, T;S ph )mit
(∂tuh, ϕ) + a(uh, ϕ) = 0 (ϕ ∈ S ph ),
uh(0) = u
0
h ∈ S ph
(4.11)
für fast alle t ∈ (0, T), wobei u0h eine geeignete Projektion von u0 auf den
Finite-Elemente-Raum sei. Gl. (4.11) lässt sich als lineares Anfangswertpro-
blem schreiben, es ist
MU′ +KU = 0 (4.12)
33
4. DIE FINITE-ELEMENTE-METHODE
für t ∈ (0, T) mit der Anfangsbedingung U(0) = U0, wobei U0 der Koef-
fizientenvektor von u0h ist. U ist der zeitabhängige Koeffizientenvektor der
Finite-Elemente-Lösung uh, das heißt
uh(t, x) = ∑
ν∈Nh
Uν(t)ϕν(x).
Im nächsten Schritt diskretisieren wir Gl. (4.11) auch in der Zeit. Wir behan-
deln Zeit und Ort ähnlich, benutzen also auch ein Finite-Elemente-Verfahren
zur Zeitdiskretisierung. Dazu sei 0 = t0 < t1 < · · · < tN = T und wir
definieren damit ein Zeitgitter
Tk = Tk(0, T) := {t0, . . . , tN}
über [0, T] für N ∈ N. Wir definieren die Zeitschrittweite sowie die maximale
Zeitschrittweite durch
kn := tn+1 − tn (n = 0, . . . ,N − 1),
k := max
n=0,...,N−1
kn.
Weiterhin setzen wir
In := [tn, tn+1] (n = 0, . . . ,N − 1).
4.10 Definition.
Wir definieren den Finite-Elemente-Raum H1(0, T)-konformer Elemente für
q ∈ N durch
Sqk = Sqk (0, T) :=
{
ψ ∈ C([0, T]) : ψ⌊In ∈ Pq(In), n = 0, . . . ,N − 1
}
.
Außerdem setzen wir
S0k :=
{
ψ : [0, T]→ R | ψ⌊In ∈ P0(In), n = 0, . . . ,N − 1
}
.
Damit wir eine Knotenbasis dieses Raumes definieren können, benötigen
wir für q > 1 mehr Knoten als in Tk liegen und wir setzen für i = 0, . . . , q
tn,i := tn + kn
i
q
.
Es gilt tn,q = tn+1,0 = tn+1. Wir definieren dann eine nodale Basis von Sqk
durch
ψmj ∈ Sqk , ψmj (tn,i) = δnmδij für i, j = 0, . . . , q und m, n = 0, . . . ,N.
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Gl. (4.11) ist jetzt die gewöhnliche Differentialgleichung, die wir mit Fini-
ten Elementen behandeln wollen. Wir machen also den Ansatz
ukh(t, x) = ∑
ν∈Nh
(
U0,0ν ψ
0
0(t) +
N−1
∑
n=0
q
∑
i=1
Un,iν ψ
n
i (t)
)
ϕν(x).
Das ist ein Tensorproduktansatz, wir definieren den Tensorproduktraum entspre-
chend wie folgt.
4.11 Definition. (Tensorproduktraum)
Für q ∈ N0 definieren wir den Tensorproduktraum durch
Sqk ⊗ S ph =
{
φ : ΩT → R | φ(t, x) = ψ(t)ϕ(x), ψ ∈ Sqk , ϕ ∈ S ph
}
.
Wir bestimmen die Funktion ukh schrittweise für jedes Teilintervall In,
indem wir Gl. (4.11) mit Basisfunktionen von Pq−1(In), die durch 0 auf (0, T)
fortgesetzt werden, für alle n = 0, . . . ,N − 1 multiplizieren und über t von 0
bis T integrieren. Wir suchen also ukh ∈ Sqk ⊗ S ph mit∫
In
(∂tukh, φ) + a(ukh, φ) dt = 0 (φ ∈ Pq−1(In)⊗ S ph ), (4.13)
für alle n = 0, . . . ,N − 1 und mit der Anfangsbedingung ukh(0) = u0h. Die
Diskretisierung der Wellengleichung findet man in dieser Form bei [AM89].
4.12 Bemerkung.
In Gl. (4.13) unterscheiden sich der Testraum und der Ansatzraum. Zum einen sind
die Polynome im Testraum bezüglich der Zeit um einen Grad kleiner als die im An-
satzraum und zum anderen besteht der Testraum aus unstetigen Funktionen auf
[0, T].
Diese Wahl des Testraumes führt zu einem wohldefinierten Verfahren, weil von
den zu bestimmenden Koeffizienten Un,iν , i = 0, . . . , q, der Koeffizient U
n,0
ν entweder
ein Anfangswert U0,0ν ist oder schon im vorherigen Zeitschritt berechnet wurde, denn
für n > 0 gilt dank der Stetigkeit der Funktionen in Sqk ⊗S ph die Gleichung Un,0ν =
U
n−1,q
ν .
Galerkin-Verfahren, bei denen sich Ansatz- und Testraum unterscheiden, nennt
man Petrov-Galerkin-Verfahren.
Das Petrov-Galerkin-Verfahren (4.13) in der Zeit nennt man auch stetiges Ga-
lerkinverfahren, man findet die Bezeichnung cG(q) für „continuousGalerkin“,
wohingegen das unstetige Galerkinverfahrenmit dG(q) für „discontinuousGa-
lerkin“ abgekürzt wird (vergleiche [Tho97]). Die Volldiskretisierung, bei der
man auch im Ort stetige Finite Elemente verwendet, schreiben wir kurz als
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cG(q) cG(p)-Verfahren. Die Diskretisierung im Ort kann mittels des Tensor-
produktansatzes aber durch einen beliebigen Finite-Elemente-Raum erfol-
gen.
4.13 Bemerkungen.
1. Das stetige Galerkinverfahren in der Zeit findet man beinahe nur in Rand-
bemerkungen in der gängigen Literatur. In [GR05, S. 333] heißt es beispiels-
weise „Diese stetige Galerkin-Methode [...] ist nicht sonderlich beliebt, weil
Raum und Zeit ähnlich behandelt werden und stetige Raum-Zeit-Elemente
vermieden werden können...“. Es ist aber nicht klar, warum stetige Raum-
Zeit-Elemente vermieden werden sollten und warum eine ähnliche Behand-
lung von Raum und Zeit so unvorteilhaft ist. Einen sehr viel einsichtigeren
Kommentar findet man in [Tho97, S. 185], der da lautet „Because [the conti-
nuous Galerkin method] has less advantageous smoothing properties than the
discontinuous Galerkin method [...], we shall refrain from a detailed analysis
here.“ Der Grund dafür ist, dass sich cG-Methoden im homogenen Fall mit
Kollokationsverfahren bezüglich der Gauß-Legendre-Knoten in der Zeit iden-
tifizieren lassen, und diese Kollokationsverfahren wiederum sind äquivalent
zur Verwendung einer diagonalen Padé-Approximation (vgl. [AM89] und
[Hul72]). Diagonale Padé-Approximationen führen zu nichtdispersiven Ver-
fahren, für die Wellengleichung erhält ein cG-Verfahren die Energie, wie es
gewünscht ist. dG-Methoden entsprechen im homogenen Fall einer subdia-
gonalen Padé-Approximation. Diese Klasse von Verfahren ist dissipativ, dies
bedeutet eine Glättung der Lösung (das sind die „smoothing properties“, von
denen im obigen Zitat die Rede ist). Eine solche Eigenschaft ist vorteilhaft
für die Diskretisierung parabolischer Differentialgleichung, da man für diese
weiß, dass sie dissipativ sind, also dass die Lösungen über die Zeit an Ener-
gie verlieren. Für hyperbolische Gleichungen dagegen, bei denen meist eine
Energie erhalten wird, ist eine energieerhaltende Diskretisierung geeigneter.
2. Die Wahl der Finite-Elemente-Räume als Tensorprodukt von Finite-Elemente-
Räumen für die Zeit- und die Ortsdiskretisierung erleichtert sowohl die Feh-
leranalysis als auch die Implementierung, da wir die Diskretisierungen von
Zeit und Raum weitestgehend getrennt behandeln können.
4.2.2 Diskretisierung der linearen Wellengleichung
In diesem Abschnitt gehen wir kurz darauf ein, wie man die Konvergenz
des im vorherigen Abschnitt vorgestellten Petrov-Galerkin-Verfahrens für
die Wellengleichung zeigt. Für hyperbolische Systeme erster Ordnung in der
Zeit wird die Konvergenz eines cG-Verfahrens in [Dup73] gezeigt. Für die
Wellengleichung in der Form (4.14) finden sich Konvergenzbeweise eines
cG-Verfahrens beispielsweise in [FP96] und [BL94]. Man beachte, dass [FP96]
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von [AM89] (zur Wärmeleitungsgleichung) beeinflusst wurde und wieder-
um [BL94] beeinflusste (in Form eines „Research Report“, der schon 1991
vorlag). In beiden Arbeiten zur Wellengleichung werden Abschätzungen so-
wohl in der H10(Ω) × L2(Ω)-Norm als auch in der L2(Ω) × H−1(Ω)-Norm
bewiesen. Wir beschränken uns hier auf den ersten Fall, auch wenn der zwei-
te Fall in Hinblick auf die Energieerhaltung (3.19) interessant erscheint.
Wir betrachten die Wellengleichung als System erster Ordnung
∂tu = v, (4.14a)
∂tv = ∆u+ f (4.14b)
auf ΩT := (0, T]× Ω mit homogenen Dirichlet-Randbedingungen, den An-
fangsbedingungen u(0, x) = u0(x) und v(0, x) = v0(x) für x ∈ Ω und
mit f ∈ L2(0, T; L2(Ω)). In variationeller Formulierung suchen wir nach
u ∈ H1(0, T; L2(Ω)) ∩ L2(0, T;H10(Ω)) und v ∈ H1(0, T; L2(Ω))mit∫ T
0
(∂tu, φ1) dt =
∫ T
0
(v, φ1) dt, (4.15a)∫ T
0
(∂tv, φ2) dt = −
∫ T
0
(∇u,∇φ2) dt+
∫ T
0
( f , φ2) dt, (4.15b)
für alle φ1, φ2 ∈ L2(0, T;H10(Ω)). Wir verwenden wie schon in Abschnitt 3.3.1
den Operator A : H10(Ω)→ L2(Ω), der für w ∈ H10(Ω) definiert ist durch
(Aw, φ) = (∇w,∇φ) (φ ∈ H10(Ω)).
Testen wir in (4.15) mit φ1 = Au und φ2 = v, so folgt
1
2
∫ T
0
∂t ‖∇u‖22 dt =
∫ T
0
(∇v,∇u) dt,
1
2
∫ T
0
∂t ‖v‖22 dt = −
∫ T
0
(∇u,∇v) dt+
∫ T
0
( f , v) dt.
Addieren wir die beiden Gleichungen, so erhalten wir
‖∇u(T)‖22 + ‖v(T)‖22 = ‖∇u0‖22 + ‖v0‖22 + 2
∫ T
0
( f , v) dt. (4.16)
Für f ≡ 0 ist das eine Energiegleichung bezüglich der Norm auf H10(Ω) ×
L2(Ω), die für w = (w1,w2) ∈ H10(Ω)× L2(Ω) definiert ist durch
‖w‖2H10×L2 := ‖∇w1‖
2
2 + ‖w2‖22 .
Diese Energiegleichung wird eine wichtige Rolle bei der Fehleranalyse des
zugehörigen Petrov-Galerkin-Verfahrens spielen.
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Wir definieren die Finite-Elemente-Lösung der Wellengleichung durch
ukh, vkh ∈ Sqk ⊗ S ph mit∫
In
(∂tukh, φ1) dt =
∫
In
(vkh, φ1) dt, (4.17a)∫
In
(∂tvkh, φ2) dt = −
∫
In
(∇ukh,∇φ2) dt+
∫
In
( f , φ2) dt (4.17b)
für alle n = 0, . . . ,N − 1 und φ1, φ2 ∈ Pq−1 ⊗ S ph . Die Anfangswerte für
n = 0 seien geeignete Approximationen u0kh, v
0
kh von u0 und v0 im Finite-
Elemente-Raum S ph , beispielsweise die elliptischen Projektionen der genann-
ten Funktionen. Die Anfangswerte für n > 0 ergeben sich aus der Berech-
nung von ukh, vkh auf dem Intervall In−1. Ein Vorteil des cG-Verfahrens in der
Zeit ist, dass die Energiegleichung (4.16) des kontinuierlichen Problems au-
tomatisch auch für das diskretisierte Problem gilt. Um diese Eigenschaft zu
zeigen, können wir nicht direkt so vorgehen wie im kontinuierlichen Pro-
blem, da der Testraum sich vom Ansatzraum unterscheidet. Wir benutzen
daher die L2(In; L2(Ω))-orthogonale Projektion Qq−1n auf den Testraum (die
präzise Definition verschieben wir auf später, sie findet sich in (5.7)). Wei-
terhin definieren wir den diskreten Laplace-Operator Ah : S ph → S ph durch
(Ahw, φ) = (∇w,∇φ) (w, φ ∈ S ph ). (4.18)
Wir testen in (4.17) mit φ1 = AhQq−1n ukh und φ2 = Qq−1n vkh und erhalten wie
zuvor
‖∇ukh(T)‖22 + ‖vkh(T)‖22 =
∥∥∇u0kh∥∥22 + ∥∥v0kh∥∥22 + N−1∑
n=0
∫
In
( f ,Qq−1n vkh) dt.
Aus dieser Gleichung folgen sofort Existenz und Eindeutigkeit, denn für f ≡
0 und verschwindende Anfangswerte folgt
‖∇ukh(T)‖22 + ‖vkh(T)‖22 = 0
und damit vkh = 0 und ukh = 0 aufgrund der Nullrandbedingung. Um Ab-
schätzungen für die Fehlerfunktionen eu := u− ukh und ev := v− vkh zu er-
halten, möchten wir die Gleichungen (4.15) und (4.17) verwenden. Wir kön-
nen eine variationelle Formulierung für den Fehler aufstellen. Sie lautet∫
In
(∂teu, φ1) dt =
∫
In
(ev, φ1) dt,∫
In
(∂tev, φ2) dt = −
∫
In
(∇eu,∇φ2) dt,
für alle φ1, φ2 ∈ Pq−1(In) ⊗ S ph mit gegebenen Anfangswerten enu, env . Es ist
jetzt nicht möglich mit φ1 = AhQq−1n eu und φ2 = Qq−1n ev zu testen, diese
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Funktionen liegen nämlich nicht im Testraum, da im Allgemeinen für die
Fehler eu(t), ev(t) /∈ S ph für t ∈ [0, T] gilt. Daher spaltet man den Fehler bei-
spielsweise wie folgt auf.
eu = (u− u˜) + (u˜− ukh) =: ρu + θu, (4.19a)
ev = (v− v˜) + (v˜− vkh) =: ρv + θv, (4.19b)
mit u˜, v˜ ∈ Sqk ⊗ S ph . Die Zwischenelemente u˜, v˜ kann man auf verschiedene
Weisen definieren. Wir werden darauf in Abschnitt 5.2.4 noch genauer ein-
gehen und führen hier nur einen Weg vor. Es seien P : L2(0, T;H10(Ω)) →
L2(0, T)⊗ S ph und Q : H1(0, T; L2(Ω)) → Sqk ⊗ L2(Ω) Projektionen. Wir defi-
nieren
u˜ := PQu, v˜ := PQv.
Im ersten Schritt treffen wir unter gewissen Glattheitsvoraussetzungen an u
und v Aussagen darüber, wie sich (ρu, ρv) in der Energienorm abhängig von
den Diskretisierungsparametern k und h verhält. Diese Aussagen legen dann
auch schon das bestmögliche Konvergenzverhalten für den Fehler (eu, ev)
fest, die wir mit der Aufspaltung Gl. (4.19) erhalten können.
Im zweiten Schritt müssen wir (θu, θv) mit der gleichen Fehlerordnung
abschätzen können. Hier verwendet man die Energiemethode, zeigt also,
dass (θu, θv) einer gestörten Version der Differentialgleichung genügt, also∫
In
(∂tθu, φ1) dt =
∫
In
(θv, φ1) dt+
∫
In
(R1, φ1) dt,∫
In
(∂tθv, φ2) dt = −
∫
In
(∇θu,∇φ2) dt+
∫
In
(R2, φ2) dt,
und testet dann mit φ1 = AhQq−1n θu und φ2 = Qq−1n θv. In diesem Fall funk-
tioniert das, weil sowohl θu als auch θv in Sqk ⊗ S ph liegen. R1 und R2 sind
Restterme, in diesem Fall wieder Projektionsfehler. Es folgt also die Abschät-
zung
‖∇θu(tn+1)‖22 − ‖∇θu(tn)‖22 + ‖θv(tn+1)‖22 − ‖θv(tn)‖22
≤ ‖∇θu‖2L2(In;L2) + ‖θv‖2L2(In;L2) + ‖∇R1‖2L2(In;L2) + ‖R2‖2L2(In;L2) .
Für die Restterme benötigen wir wieder Abschätzungen der Projektionsfeh-
ler. Wenn man diese hat, dann verbleibt nur noch, die Teilresultate in (4.19)
einzusetzen und das Gronwall-Lemma zu verwenden.
Dieses grundlegende Vorgehen werden wir im Beweis der Konvergenz
eines Petrov-Galerkin-Verfahrens für das nichtlineare Problem verfolgen (sie-
he Abschnitt 5.2). Dawir für die Formulierung dieses Verfahrens weitere Pro-
jektionen benötigen, werden wir die entsprechenden Definitionen und Ab-
schätzungen am Anfang des nächsten Kapitels tätigen.
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4.3 Aspekte der Diskretisierung nichtlinearer Proble-
me
In diesem letzten Einführungsabschnitt zu Finite-Elemente-Methoden gehen
wir noch auf zwei Aspekte der Diskretisierung nichtlinearer Probleme ein.
Wir streifen dabei kurz die Diskretisierung stationärer, nichtlinearer Proble-
me und wie man mittels der Produktapproximation genannten Technik die
Implementierung eines Finite-Elemente-Verfahren für nichtlineare Probleme
vereinfachen kann. Schließlich besprechen wir das Lösen der resultierenden
nichtlinearen Gleichungssysteme durch das Newton-Verfahren.
Wir betrachten in diesem Abschnitt als Beispiel die Gleichung
−∆u = f (u) in Ω, (4.20a)
u = 0 auf ∂Ω. (4.20b)
f sei dabei eine Funktion auf R. Wir können dieses Problem genauso diskre-
tisieren wie in Abschnitt 4.1. Wir suchen also uh ∈ S ph mit
(∇uh,∇ϕ) = ( f (uh), ϕ) (ϕ ∈ S ph ).
Dort steht jetzt kein lineares Gleichungssystemmehr, sondern ein nichtlinea-
res Gleichungssystem. In Matrix-Vektor-Form schreibt sich diese Gleichung
als
KU = F(U), (4.21)
wobei F(U) = (Fν(U))ν∈Nh mit Fν(U) = ( f (uh), ϕν) ist. Um dieses Glei-
chungssystem zu lösen, kann man ein iteratives Verfahren zum Lösen nicht-
linearer Gleichungen verwenden, beispielsweise das Newton-Verfahren. In
jedem Iterationsschritt müssten wir dabei die nichtlineare Funktion neu as-
semblieren. Um das zu kann man die Produktapproximation anwenden.
4.3.1 Produktapproximation
Die rechte Seite in Gl. (4.21) ist aus recheneffizienter Sicht problematisch. Wir
wissen bereits, dass der Fehler des linearen Problems mit f = 0 in der H1-
Norm von der Ordnung p ist. Es stellt sich die Frage, ob es notwendig ist,
( f (uh), ϕν) zu berechnen oder ob es nicht ausreicht, statt f (uh) eine Projekti-
on dieser Funktion auf S ph zu verwenden. Mit der Darstellung
uh = ∑
ν∈Nh
Uν ϕν
erreicht man eine solche Projektion ganz einfach durch
f (uh) ≈ ∑
ν∈Nh
f (Uν)ϕν.
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Diese Idee der Knoteninterpolation von f (uh) auf S ph stammt aus [CGMSS81]
und wurde dort Produktapproximation getauft. Es folgt
( f (uh), ϕν′) ≈ ∑
ν∈Nh
f (Uν)(ϕν, ϕν′).
Setzen wir jetzt F(U) := ( f (Uν))ν∈Nh , so lässt sich Gl. (4.21) schreiben als
KU = MF(U). (4.22)
Ob diese Approximation in dieser Formulierung funktioniert, hängtmaßgeb-
lich davon ab, welche Basis man für S ph gewählt hat. Unter Umständen muss
man noch eine Basistransformation durchführen. Wir werden beispielsweise
in Abschnitt 6.2.1 sehen, dass für gewisse hierarchische Basen die Produk-
tapproximation eine Basistransformation auf die Knotenbasis erfordert, um
die gewünschte Genauigkeitsordnung zu erhalten. Denn für die Knotenba-
sis funktioniert die Produktapproximation ohne weitere Modifikation, siehe
beispielsweise [CGMSS81] und [TM88].
4.3.2 Newton-Verfahren
Die hier gewählte Darstellung findet sich in [Kel03, Chapter 1.6]. Das (unge-
dämpfte) Newton-Verfahren zur Lösung eines Nullstellenproblems
G(x) = 0
für G : RN → RN besteht für x1 ∈ RN in der Iteration
xn+1 = xn − G′(xn)−1G(xn) (n ∈ N).
Dabei ist vorausgesetzt, dass G′ invertierbar ist (zumindest für alle xn der
Newtonfolge).
Im Fall (4.21) lautet das Nullstellenproblem
G(U) = KU −MF(U) = 0.
Wir wählen einen Startwert U1 und lösen iterativ das Gleichungssystem
G′(Un)Ukorn = −G(Un)
für die Newton-Korrektur Ukorn und setzen dann
Un+1 = Un +U
kor
n .
Wir müssen uns noch Gedanken darüber machen, wie man G′ bestimmt. Es
sei U ∈ RN und A ∈ RN×N . F sei wie im vorhergehenden Abschnitt eine
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Vektorfunktion mit F(U) = ( f (Uν))ν∈Nh . Dann gilt für i, j = 1, . . . ,N
∂Uj(AF(U))i = ∂Uj
(
N
∑
l=1
Ail f (Ul)
)
=
N
∑
l=1
Ail∂Uj f (Ul)
= Aij f
′(Uj).
Wir setzen F′(U) := ( f (Uν))ν∈Nh und es folgt
d
dU
(AF(U)) =
A11 f
′(U1) . . . A1N f ′(UN)
...
. . .
...
AN1 f
′(U1) . . . ANN f ′(UN)
 =: mult(A, F′(U)). (4.23)
Natürlich führt man das Newtonverfahren nur für eine endliche Anzahl
von Schritten durch. Wir wählen drei Abbruchkriterien. Es sei nmax ∈ N die
maximale Anzahl an Iterationen und TOLU , TOLF > 0 zwei Toleranzen. Wir
brechen die Iteration ab, wenn gilt
1. n > nmax oder
2.
∥∥Ukor∥∥ < TOLU oder
3. ‖F(Un)‖ < TOLF.
Dabei ist ‖·‖ eine beliebige Vektornorm, wir wählen immer die euklidische
Norm.
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5cG-Verfahren für dienichtlineare
Wellengleichung
In diesem Kapitel definieren wir zwei Petrov-Galerkin-Verfahren zur Appro-
ximation der Lösung der nichtlinearen Wellengleichung (3.6).
In Kapitel 3 haben wir aus der nichtlinearen Wellengleichung verschie-
dene Problemformulierungen hergeleitet, die sich in die zwei Typen quasi-
linearer und semilinearer Differentialgleichungen einteilen lassen. Als Aus-
gangspunkt der Definition der numerischen Verfahren wählen wir auf der
einen Seite die quasilineare Differentialgleichung (3.12), für die wir die Exis-
tenz und Eindeutigkeit einer Lösung in Abschnitt 3.3.2 besprochen haben,
und auf der anderen Seite die semilineare Differentialgleichung (3.25). Wir
sprechen nachfolgend nur noch von der quasilinearen und der semilinearen
Formulierung, wenn wir uns auf diese zwei Differentialgleichungen bezie-
hen.
Im ersten Abschnitt 5.1 stellen wir die Projektionen vor, die wir im Ab-
schnitt 5.2 zur Definition und Konvergenzanalysis eines Petrov-Galerkin-
Verfahrens für die quasilineare Formulierung (3.12) der nichtlinearenWellen-
gleichung benötigen werden. Im Abschnitt 5.3 definieren wir ein Verfahren
für die semilineare Formulierung (3.25) und besprechen, warum die Konver-
genz dieses Verfahrens nicht gezeigt werden konnte. In den letzten beiden
Abschnitten 5.4 und 5.5 werden beide Verfahren mit drei Beispielen getestet
und die Ergebnisse diskutiert.
5. CG-VERFAHREN FÜR DIE NICHTLINEARE WELLENGLEICHUNG
5.1 Vorbereitungen
5.1.1 Inverse Abschätzungen
Den Beweis der folgenden inversen Abschätzungen findet man in [Cia02,
Theorem 3.2.6].
5.1 Proposition. (Inverse Abschätzungen)
Es sei m ∈ N0 und I ⊂ R ein beliebiges Intervall. Es existiert eine Konstante Cm >
0, die nur von m abhängt, sodass für alle y ∈ Pm(I) die inversen Abschätzungen
‖y‖L∞(I) ≤ Cm
1√|I| ‖y‖L2(I) , (5.1)
‖yt‖L2(I) ≤ Cm
1
|I| ‖y‖L2(I) (5.2)
gelten.
5.1.2 Projektionen
In diesem Abschnitt behandeln wir die Projektionen, die wir für die Definiti-
on eines Petrov-Galerkin-Verfahrens für die quasilineare Formulierung ver-
wendenwerden und deren Approximationseigenschaften imKonvergenzbe-
weis zur Anwendung kommen. Wir unterscheiden dabei zwischen den Pro-
jektionen bezüglich der Zeit- und denen bezüglich der Ortsvariablen.
Im gesamten Abschnitt gelte r, s ∈ N0. Wir bemerken schon hier, dass
die meisten Resultate, die wir zitieren oder zeigen, auch für allgemeinere
Voraussetzungen gelten. Wir beschränken uns aber auf die Ergebnisse, die
wir tatsächlich benötigen.
5.1.2.1 Projektionen in der Zeit
Es sei T > 0 gegeben. Wir verwenden die Notationen aus Abschnitt 4.2.
5.2 Definition.
1. Für q ∈ N bezeichnen wir mit Qqt : H1(0, T) → Sqk die Projektion defi-
niert durch
Qqtw(0) := w(0),(
∂t(Qqtw), ∂tφk
)
L2(0,T) = (∂tw, ∂tφk)L2(0,T) (φk ∈ S
q
k ),
für w ∈ H1(0, T).
2. Es sei für q ∈ N0 die lokale L2-orthogonale Projektion in der Zeit
Qqn : L2(In)→ Pq(In) für w ∈ L2(In) gegeben durch(Qqnw, φk)L2(In) = (w, φk)L2(In) (φk ∈ Pq(In)).
44
5.1. Vorbereitungen
5.3 Proposition.
Für alle q ∈ N ist Qqt interpolierend bezüglich des Zeitgitters, das heißt
Qqtw(tn) := w(tn) (n = 0, . . . ,N). (5.3)
Daher ist es möglich, Qqt lokal auf In unter Vorgabe des Wertes in tn zu definieren.
Das heißt, dass die globale Definition von Qqt äquivalent ist zur Definition
Qqtw(tn) := w(tn),(
∂t(Qqtw), ∂tφk
)
L2(In)
= (∂tw, ∂tφk)L2(In) (φk ∈ Pq(In)),
für alle n = 0, . . . ,N − 1.
Beweis. Wir setzen für t ∈ [0, T]
φk(t) := t1[0,tn](t) + tn1[tn,T](t).
φk ist stetig auf [0, T], linear auf [0, tn] und sonst konstant. Also gilt φk ∈ Sqk
für beliebiges q ∈ N. Für w ∈ H1(0, T) ist dann
Qqtw(tn)−Qqtw(0) =
∫ T
0
∂t(Qqtw)(t)∂tφk(t) dt =
∫ T
0
∂tw(t)∂tφk(t) dt
=
∫ tn
0
∂tw(t) dt = w(tn)− w(0).
Da Qqtw(0) = w(0) nach Voraussetzung gilt, folgt die Interpolationseigen-
schaft. Unter Verwendung dieser Eigenschaft können wir zeigen, dass man
Qqt lokal definieren kann. Wir testen mit
φk(t) := tn1[0,tn)(t) + t1[tn,tn+1](t) + tn+11(tn+1,T](t) (t ∈ [0, T]).
φk ist stetig auf [0, T], linear auf In und jeweils konstant auf den Intervallen
[0, tn] und [tn+1, T], also gilt φk ∈ Sqk und die Ableitung verschwindet außer-
halb von In. Genauer gilt für die Ableitung von φk im schwachen Sinne, dass
φ′k(t) = 1In(t) ist. Zusammen mit Qqtw(tn) = w(tn) (dies ist dank der Inter-
polationseigenschaft konsistent mit der globalen Definition), können wir die
Definition also auf In beschränken.
Definiert man andersherum Qqt lokal für alle n = 0, . . . ,N − 1, so folgt
die globale Definition aus der Linearität des Integrals, der stückweisen Defi-
nition der Funktionen in Sqk sowie der erzwungenen Stetigkeitsbedingung in
den Gitterpunkten.

5.4 Lemma.
1. Es sei w ∈ H2(In). Dann existiert ein C unabhängig von w mit∥∥∥w−Q1tw∥∥∥
L2(In)
+ kn
∥∥∥w−Q1tw∥∥∥
H1(In)
≤ Ck2n ‖w‖H2(In) . (5.4)
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2. Es sei w ∈ H1(In). Dann existiert ein C unabhängig von w, aber abhängig
von T mit∥∥w−Q0nw∥∥L2(In) ≤ Ckn ‖w‖H1(In) . (5.5)
Beweis. In Proposition 5.3 haben wir gezeigt, dass Q1tw für w ∈ H1(In) die
lineare Interpolation von w auf In ist. Diese erfüllt die behauptete Abschät-
zung, siehe beispielsweise [KA03, Theorem 3.25].
Die Abschätzung fürQ0n folgt daraus, dassQ0n die L2-orthogonale Projek-
tion auf P0 ist und daher gilt∥∥w−Q0nw∥∥L2(In) = infw0∈P0 ‖w− w0‖L2(In) ≤ ‖w− Iw‖L2(In)
für einen beliebigen Interpolationsoperator I : H1(In)→ P0. Wir können bei-
spielsweise den Interpolationsoperator wählen, der zur Knotenauswertung
im Mittelpunkt des Intervalls In gehört, da dieser Operator auf H1 stetig ist.
Der oben genannte Satz, [KA03, Theorem 3.25], liefert auch in diesem Fall die
Behauptung. 
5.5 Bemerkung.
Gilt nur w ∈ H1(In), dann erhalten wir entsprechend die schwächere Abschätzung∥∥∥w−Q1tw∥∥∥
L2(In)
≤ Ckn ‖w‖H1(In) .
Wir erweitern beide Definitionen von Qqt ,Qqn im L2-Sinne auf Funktionen,
die von t und x abhängen.
5.6 Definition.
1. Wir definieren Qqt : H1(0, T; L2(Ω))→ Sqk ⊗ L2(Ω) durch(
(Qqtw)(0, ·), φk
)
= (w(0, ·), φk) (φk ∈ L2(Ω)),∫ T
0
(
∂t(Qqtw), ∂tφk
)
dt =
∫ T
0
(∂tw, ∂tφk) dt (φk ∈ Sqk ⊗ L2(Ω)),
für w ∈ H1(0, T; L2(Ω)).
2. Es sei Qqn : L2(In; L2(Ω)) → Sqk ⊗ L2(Ω) für w ∈ L2(In; L2(Ω)) definiert
durch∫
In
(Qqnw, φk) dt = ∫
In
(w, φk) dt (φk ∈ Sqk ⊗ L2(Ω)).
Mit den Ergebnissen von Lemma 5.4 können wir die Fehlerabschätzungen
für die erweiterten Projektionen zeigen.
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5.7 Lemma. (Projektionsfehler bzgl. Zeit)
1. Es sei w ∈ H2(In; L2(Ω)). Dann existiert ein C unabhängig von w mit∥∥∥w−Q1tw∥∥∥
L2(In;L2(Ω))
+ kn
∥∥∥w−Q1tw∥∥∥
H1(In;L2(Ω))
≤ Ck2n ‖w‖H2(In;L2(Ω)) .
(5.6)
2. Es sei w ∈ H1(In; L2(Ω)). Dann existiert ein C unabhängig von w mit∥∥w−Q0nw∥∥L2(In;L2(Ω)) ≤ Ckn ‖w‖H1(In;L2(Ω)) . (5.7)
Beweis. Beide Abschätzungen werden auf die gleiche Art und Weise mit-
hilfe von Lemma 5.4 bewiesen, siehe auch den Beweis von [AM89, Lemma
2.2]. Wir beschränken uns auf die Abschätzung (5.6) und zeigen sie zunächst
für Funktionen in C∞(In ×Ω). Dabei können wir uns auf ein Intervall In be-
schränken, da Qqt nach Proposition 5.3 lokal auf In definiert werden kann. In
diesem Fall kann die Abschätzung in der Zeit punktweise im Ort angewen-
det werden, denn es ist∥∥w−Qqtw∥∥2L2(In;L2) = ∫Ω ∥∥w(·, x)−Qqtw(·, x)∥∥2L2(In) dx
(5.4)
≤
∫
Ω
Ck4n ‖w(·, x)‖2H2(In) dx
= Ck4n ‖w‖2H2(In;L2(Ω)) .
Betrachten wir nun eine Folge (wi)i∈N ⊂ C∞(In × Ω), die gegen w in der
H2(In; L2(Ω))-Norm konvergiert, dann gilt die obige Abschätzung für jedes
wi und daher auch für den Grenzwert w. Genauso zeigt man die Abschät-
zung für die H1(In; L2(Ω))-Norm. 
5.1.2.2 Projektion im Ort
Im Ort werden wir nur eine Projektion benötigen, die elliptische Projektion.
Für p ∈ N sei S ph ein H10(Ω)-konformer Finite-Elemente-Raum mit Polyno-
men vom Grad p ∈ N, wie wir ihn in Abschnitt 4.1 definiert haben. Dieser
Raum erfülle die Bedingungen von [Cia02, Theorem 3.2.1], um hohe Appro-
ximationsordnungen zu ermöglichen. Für d = 1 fallen dabei keine neuen
Bedingungen an, daher werden wir darauf hier nicht näher eingehen.
5.8 Definition.
Die elliptische Projektion PE : H10(Ω)→ S ph sei gegeben durch
(∇PEw,∇ϕh) = (∇w,∇ϕh) (ϕh ∈ S ph ), (5.8)
für w ∈ H10(Ω).
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Für die elliptische Projektion gilt die folgende Approximationsabschätzung,
wie wir schon in Bemerkung 4.9 angedeutet haben,
5.9 Lemma.
Es sei 1 ≤ r ≤ p+ 1 und w ∈ H10(Ω) ∩ Hr(Ω). Dann gilt unter geeigneten Vor-
aussetzungen an Ω und den verwendeten Finite-Elemente-Raum S ph die Abschät-
zung
‖w−PEw‖Hs(Ω) ≤ Chr−s ‖w‖Hr(Ω) (5.9)
für s ∈ {0, 1}.
Beweis. Siehe [Cia02, Theorem 3.2.1 und Theorem 3.2.5]. 
5.10 Bemerkung.
Die „geeigneten Voraussetzungen“ reduzieren sich für d = 1 auf die Forderung
eines regulären adjungierten Problems. Im Fall der Poissongleichung ist das adjun-
gierte Problem wieder eine Poissongleichung und es lässt sich zeigen, dass unter den
schon getroffenen Voraussetzungen das adjungierte Problem regulär ist. Siehe dazu
die im Beweis zitierten Theoreme.
Auch diese Projektion erweitern wir zu einer Projektion in t und x im
L2-Sinne.
5.11 Definition.
Wir definieren PE : H1(In;H10(Ω)) → L2(In) ⊗ S ph für w ∈ H1(In;H10(Ω))
durch∫
In
(∇PEw,∇ϕh) dt =
∫
In
(∇w,∇ϕh) dt (ϕh ∈ L2(In)⊗S ph ). (5.10)
Und genau wie zuvor erhalten wir auch für diese erweiterte Projektion die
Abschätzung, die wir nach Lemma 5.9 erwarten würden.
5.12 Proposition.
Es sei 1 ≤ r ≤ p+ 1 und w ∈ L2(In;H10(Ω) ∩ Hr(Ω)), dann gilt
‖u−PEw‖L2(In;Hs(Ω)) ≤ Chr−s ‖w‖L2(In;Hr(Ω)) (5.11)
für s ∈ {0, 1}.
Beweis. Der Beweis wird genauso geführt wie der Beweis von Lemma 5.7.

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5.1.2.3 Weitere Eigenschaften der Projektionen
Wir werden immer wieder benötigen, dass zum einen die Projektionen be-
züglich der Zeit mit der elliptischen Projektion vertauschen und dass zum
anderen die Projektionen bezüglich der Zeit mit den Differentialoperatoren
im Ort vertauschen, ebenso die elliptische Projektion mit den Zeitableitun-
gen. Weiterhin brauchen wir die Stetigkeit der Projektionen in verschiedenen
Normen.
5.13 Proposition. (Vertauschungseigenschaften)
Es sei w ∈ L2(0, T; L2(Ω)). Die folgenden Gleichungen gelten für q ∈ N, wenn
sowohl die linken als auch die rechten Seiten wohldefiniert sind.
∂tPEw = PE∂tw, (5.12)
∇Qqtw = Qqt∇w, (5.13)
∇Qq−1n w = Qq−1n ∇w, (5.14)
PEQq−1n w = Qq−1n PEw, (5.15)
PEQqtw = QqtPEw. (5.16)
Beweis. Die erste Gleichung wird in [AM89, Lemma 2.1] bewiesen. Wir
führen den Beweis hier auf, weil sich die restlichen Gleichungen analog zei-
gen lassen.
Es sei φ ∈ H10(0, T)⊗ S ph . Dann gilt
∫ T
0
(∇(PE(∂tw)),∇φ) dt
=
∫ T
0
(∇(∂tw),∇φ) dt =
∫ T
0
(∂t(∇w),∇φ) dt
= −
∫ T
0
(∇w, ∂t∇φ) dt = −
∫ T
0
(∇(PEw), ∂t∇φ) dt
=
∫ T
0
(∇(∂t(PEw)),∇φ) dt.
Also ist
PE(∂tw) = PE(∂t(PEw)) = ∂t(PEw),
da ∂t(PEw) ∈ L2(0, T)⊗ S ph .
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Die zweite Gleichung zeigt man ähnlich. Es sei φ ∈ Sqk ⊗ H10(Ω) und
i ∈ {1, . . . , d}, dann folgt∫
In
(∂t(∂xi(Qqtw)), ∂tφ) dt
=
∫
In
(∂xi(∂t(Qqtw)), ∂tφ) dt = −
∫
In
(∂t(Qqtw), ∂xi∂tφ) dt
= −
∫
In
(∂tw, ∂t∂xiφ) dt =
∫
In
(∂t∂xiw, ∂tφ) dt
=
∫
In
(∂t(Qqt (∂xiw)), ∂tφ) dt.
Also gilt Qqt (∂xiw) = Qqt (∂xi(Qqtw)) = ∂xi(Qqtw).
Die dritte Gleichung zeigt man mit w ∈ Sq−1k genauso wie die vorherige
Gleichung, man ersetzt nur (∂t·, ∂t·) durch (·, ·), da Qq−1n die L2-orthogonale
Projektion auf Sq−1k ⊗ L2(Ω) ist.
Mit den Vertauschungseigenschaften der Differentialoperatoren können
wir nun die Vertauschungseigenschaften zwischen Orts- und Zeitprojektio-
nen zeigen. Für die vierte Gleichung sei φ ∈ Sq−1k ⊗ S ph , dann ist∫
In
(∇(PE(Qq−1n w)),∇φ) dt
=
∫
In
(∇(Qq−1n w),∇φ) dt (5.14)=
∫
In
(Qq−1n ∇w,∇φ) dt
=
∫
In
(∇w,∇φ) dt =
∫
In
(∇(PEw),∇φ) dt
=
∫
In
(Qq−1n ∇(PEw),∇φ) dt (5.14)=
∫
In
(∇(Qq−1n (PEw)),∇φ) dt.
Es folgt
PE(Qq−1n w) = PE(Qq−1n (PEw)) = Qq−1n (PEw),
unter Ausnutzung vonQq−1n (PEw) ∈ Sq−1k ⊗S ph . Die letzte Gleichung zeigen
wir wieder genauso wie zuvor, nur dass wir nun (∂t·, ∂t·) statt (·, ·) nehmen,
da Qqt die orthogonale Projektion bezüglich dieses Innenproduktes ist. 
5.14 Bemerkung.
Wir benötigen die Vertauschungseigenschaften der Operatoren in den beiden Fällen
w ∈ H2(0, T;H2(Ω)) und w ∈ Sqk ⊗ S ph , in diesen Fällen sind sowohl die linken
als auch die rechten Seiten der Gleichungen wohldefiniert und damit die Proposition
anwendbar.
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5.15 Proposition.
Aus der Definition der Projektionen Qq−1n ,Qqt und PE erhalten wir für ausreichend
glatte w die folgenden Abschätzungen,∥∥∥Qq−1n w∥∥∥
L2(In,L2)
≤ ‖w‖L2(In,L2) , (5.17)∥∥∂t(Qqtw)∥∥L2(In,L2) ≤ ‖∂tw‖L2(In,L2) , (5.18)
‖∇(PEw)‖L2(In,L2) ≤ ‖∇w‖L2(In,L2) . (5.19)
Ferner gilt∥∥∥Q1tw∥∥∥
L2(In,L2)
≤ C
(
‖w‖L2(In,L2) + kn ‖∂tw‖L2(In,L2)
)
, (5.20)
und für Ω ⊂ R
‖PEw‖L2(In,L2(Ω)) ≤ C ‖w‖L2(In,H1(Ω)) . (5.21)
Beweis. Die ersten drei Ungleichungen folgen direkt aus den jeweiligen
Definitionen.
Um (5.20) zu zeigen, verwenden wir die folgende skalierte Sobolevun-
gleichung, siehe [Bur98, Theorem 4.2]. Für alle w ∈ H1(In) gilt
‖w‖L∞(In) ≤ C
(
k−1/2n ‖w‖L2(In) + k1/2n ‖∂tw‖L2(In)
)
.
Mit dieser Ungleichung und der Interpolationseigenschaft von Qqt , Proposi-
tion 5.3, erhalten wir∥∥Qqtw∥∥L2(In) ≤ k1/2n ∥∥Qqtw∥∥L∞(In) ≤ k1/2n ‖w‖L∞(In)
≤ Ck1/2n
(
k−1/2n ‖w‖L2(In) + k1/2n ‖∂tw‖L2(In)
)
= C
(
‖w‖L2(In) + kn ‖∂tw‖L2(In)
)
.
Dieses Ergebnis lässt sich wie zuvor auf die erweiterte Projektion übertragen.
Die letzte Abschätzung (5.21) folgt direkt aus der Sobolevungleichung (2.1)
und der schon behandelten Stetigkeit von PE bezüglich der H10-Norm. 
Weiterhin benötigen wir L∞-Abschätzung für die Projektionen.
5.16 Proposition.
Es seiH = L∞(Ω) oderH = Hk(Ω) für k ∈ N0. Dann gilt für w ∈ L∞(In;H)∥∥∥Q1tw∥∥∥
L∞(In,H)
≤ C ‖w‖L∞(In,H) , (5.22)∥∥∥∂t(Q1tw)∥∥∥
L∞(In,H)
≤ C ‖∂tw‖L∞(In,H) , (5.23)∥∥Q0nw∥∥L∞(In,H) ≤ C ‖w‖L∞(In,H) . (5.24)
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Für d = 1, p ∈ {2,∞} und w ∈ Lp(In; L∞(Ω)) gilt außerdem
‖PEw‖Lp(In,L∞) ≤ C ‖w‖Lp(In,H1) . (5.25)
Beweis. Die erste Ungleichung (5.22) folgt sofort aus der Interpolationsei-
genschaft (5.3).
Für die nächsten beiden Abschätzungen verwenden wir die inverse Un-
gleichung (5.1) für Polynome und die Stetigkeit der Projektionen in der L2-
Norm. Wir zeigen nur (5.24), da (5.23) exakt genauso gezeigt wird.∥∥Q0nw∥∥L∞(In,H) = k−1/2n ∥∥Q0nw∥∥L2(In,H) ≤ k−1/2n ‖w‖L2(In,H)
≤ k−1/2n k1/2n ‖w‖L∞(In,H) = ‖w‖L∞(In,H) .
Die erste Gleichung gilt, weil Q0nw konstant in der Zeit ist. Also erhalten wir
auch die zweite Abschätzung (5.24).
Für (5.25) verwenden wir punktweise die Sobolevungleichung (2.1). 
5.2 Ein cG-Verfahren für die quasilineare Wellenglei-
chung
In diesem Abschnitt definieren wir ein Petrov-Galerkin-Verfahren, genauer
ein cG(1) cG(p)-Verfahren für das Modellproblem (3.6) basierend auf der
quasilinearen Formulierung (3.12). Wir beschränken uns zunächst auf den
Fall reeller Anfangsbedingungen und daher reeller Lösungen, und leiten ei-
ne Fehlerabschätzung her. Der Fall komplexer Anfangsbedingungen ist auf-
wändiger zu formulieren, vergleiche mit Abschnitt 3.3. Das numerische Ver-
fahren lässt sich dann aber analog zum reellen Fall definieren. Wir werden
darauf im Abschnitt 5.2.5.2 näher eingehen. In Abschnitt 5.4.3 präsentieren
wir dann auch ein numerisches Beispiel mit einer komplexwertigen Lösung.
5.2.1 Verfahrensformulierung qlw-cG(1) cG(p)
Es sei ∑N−1n=0 kn = T und es seien die Anfangswerte u
0
kh, v
0
kh ∈ S ph gegeben.
Wir definieren ein cG(1) cG(p)-Verfahren für (3.12) wie folgt. Wir suchen
Funktionen ukh, vkh ∈ S1k ⊗ S ph mit∫ T
0
(∂tukh, φ1) dt =
∫ T
0
(vkh, φ1) dt, (5.26a)∫ T
0
(Q1t (1+ f ′(ukh))∂tvkh, φ2) dt = −
∫ T
0
(∇ukh,∇φ2) dt
−
∫ T
0
(Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt
+
∫ T
0
(g, φ2) dt, (5.26b)
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für alle φ1, φ2 ∈ S0k ⊗ S ph und den Anfangsbedingungen
ukh(0, ·) = u0kh,
vkh(0, ·) = v0kh.
Wir nennen dieses Verfahren das qlw-cG(1) cG(p)-Verfahren. Im Folgen-
den schreiben wir kurz für alle n = 0, . . . ,N − 1
unkh := ukh(tn, ·), vnkh := vk(tn, ·),
wobei wir beachten, dass sowohl ukh als auch vkh stetig bezüglich der Zeitva-
riablen sind.
Aufgrund der fehlenden Stetigkeit der Testfunktionen in S0k können wir
statt des Problems (5.26) auch eine Folge von Problemen auf den Intervallen
In lösen. Das Lösen jedes einzelnen Teilproblems nennt man auch das Durch-
führen eines Zeitschrittes. Wir suchen in diesem Sinne ukh, vkh ∈ S1k ⊗ S ph , die
für alle n = 0, . . . ,N − 1 die Gleichungen∫
In
(∂tukh, φ1) dt =
∫
In
(vkh, φ1) dt, (5.27a)∫
In
(Q1t (1+ f ′(ukh))∂tvkh, φ2) dt = −
∫
In
(∇ukh,∇φ2) dt
−
∫
In
(Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt
+
∫
In
(g, φ2) dt, (5.27b)
für alle φ1, φ2 ∈ P0(In) ⊗ S ph erfüllen, wobei die Werte unkh, vnkh entweder
durch den vorherigen Zeitschritt berechnet wurden (n ≥ 1) oder durch die
Anfangswerte gegeben sind (n = 0). Welche Werte N annehmen kann, wer-
den wir im Lemma 5.19 über die Existenz einer Lösung dieses Gleichungs-
systems bestimmen, sodass T hier nicht notwendigerweise das gleiche T ist
wie im Satz 3.1.
5.17 Bemerkung.
Aus (5.27) folgt die Beziehung
un+1kh − unkh =
kn
2
(vn+1kh + v
n
kh). (5.28)
5.2.2 Existenz und Eindeutigkeit
Zunächst möchten wir klären, was wir über Existenz und Eindeutigkeit einer
Lösung von (5.27) aussagen können. Die notwendigen Bedingungen dafür
werden den Bedingungen für die eindeutige Lösbarkeit ähneln, wir werden
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an der entsprechenden Stelle näher darauf eingehen. Wir setzen der Einfach-
heit halber g = 0. g spielt nur bei der Existenz eine Rolle und liefert einen
zusätzlichen Term, der klein genug sein muss. Um die Abschätzungen nicht
noch weiter zu erschweren, vernachlässigen wir also g.
Wir erhalten durch (5.27) ein Zeitschrittverfahren
(
un+1kh − unkh, ϕ1
)
=
kn
2
(
vn+1kh + v
n
kh, ϕ1
)
, (5.29a)(
vn+1kh − vnkh, ϕ2
)
= − kn
2
(
∇(un+1kh + unkh),∇ϕ2
)
− kn
8
(
( f ′′(un+1kh ) + f
′′(unkh))(v
n+1
kh + v
n
kh)
2, ϕ2
)
− 1
2
(
( f ′(un+1kh ) + f
′(unkh))(v
n+1
kh − vnkh), ϕ2
)
,
(5.29b)
für alle ϕ1, ϕ2 ∈ S ph . Dabei seien unkh, vnkh ∈ S ph gegeben. Wir ersetzen ein vkh in
(5.27b) gemäß (5.28) durch ukh, da uns der Term (v
n+1
kh + v
n
kh)
2 vor Probleme
stellen würde, die wir nicht auflösen können. Wir suchen dann die Funktio-
nen un+1kh , v
n+1
kh ∈ S ph als Lösung von
(
un+1kh − unkh, ϕ1
)
=
kn
2
(
vn+1kh + v
n
kh, ϕ1
)
, (5.30a)(
vn+1kh − vnkh, ϕ2
)
= − kn
2
(
∇(un+1kh + unkh),∇ϕ2
)
− 1
4
(
( f ′′(un+1kh ) + f
′′(unkh))
× (un+1kh − unkh)(vn+1kh + vnkh), ϕ2
)
− 1
2
(
( f ′(un+1kh ) + f
′(unkh))(v
n+1
kh − vnkh), ϕ2
)
,
(5.30b)
für alle ϕ1, ϕ2 ∈ S ph .
Weiterhin führen wir eine Substitution durch, um die Beweise einfacher
zu halten. Wir nutzen aus, dass das stetige Galerkinverfahren in der Zeit bei
linearen Elementen der impliziten Mittelpunktregel entspricht, auch wenn
unsere Verfahrensdefinition in den nichtlinearen Termen der Anwendung
der Trapezregel entspricht. Daher setzen wir
un+1/2kh :=
1
2
(un+1kh + u
n
kh), v
n+1/2
kh :=
1
2
(vn+1kh + v
n
kh).
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Dann erhalten wir aus (5.30) das Gleichungssystem(
un+1/2kh − unkh, ϕ1
)
=
kn
2
(
vn+1/2kh , ϕ1
)
, (5.31a)(
vn+1/2kh − vnkh, ϕ2
)
= − kn
2
(
∇un+1/2kh ,∇ϕ2
)
− 1
2
(
( f ′′(2un+1/2kh − unkh) + f ′′(unkh))(un+1/2kh − unkh)vn+1/2kh , ϕ2
)
− 1
2
(
( f ′(2un+1/2kh − unkh) + f ′(unkh))(vn+1/2kh − vnkh), ϕ2
)
, (5.31b)
für alle ϕ1, ϕ2 ∈ S ph .
5.2.2.1 Existenz
Für die Existenz einer Lösung des Systems (5.31) benutzen wir den folgen-
den Nullstellensatz, der aus dem Brouwerschen Fixpunktsatz folgt (siehe
[ADK91, Lemma 3.1]).
5.18 Satz. (Nullstellensatz)
Es sei (H, (·, ·)H) ein endlichdimensionaler Innenproduktraum mit Norm ‖·‖H =
(·, ·)1/2H . Ferner sei F : H → H eine Abbildung mit den folgenden Eigenschaften.
1. F ist stetig,
2. es existiert ein α > 0, sodass für alle z ∈ H mit ‖z‖H = α die Abschätzung
Re(F(z), z)H ≥ 0
gilt.
Dann existiert ein z∗ ∈ H mit F(z∗) = 0 und es gilt ‖z∗‖H ≤ α.
Wir setzenH := (S ph )2 und für (u, v), (u˜, v˜) ∈ H sei((
u
v
)
,
(
u˜
v˜
))
H
:= (∇u,∇u˜) + (v, v˜).
Im nächsten Schritt definieren wir für gegebene unkh, v
n
kh und kn die Funktion
F = (F1, F2) : H → H. Es sei für (u, v) ∈ H
F1(u, v) := u− unkh −
kn
2
v.
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Wir definieren Φ : H → S ph durch
(Φ(u, v), ϕ) =
kn
2
(∇u,∇ϕ)
+
1
2
(
( f ′′(2u− unkh) + f ′′(unkh))(u− unkh)v, ϕ
)
+
1
2
(
( f ′(2u− unkh) + f ′(unkh))(v− vnkh), ϕ
)
für alle ϕ ∈ S ph und setzen
F2(u, v) := v− vnkh + Φ(u, v).
Wir geben δ˜ ∈ (0, 1) beliebig, aber fest, vor und starten mit Anfangswer-
ten innerhalb der Kugel
BH(δ˜) := {z ∈ H : ‖z‖H ≤ δ˜}.
Wie wir in der Bemerkung 3.3 erwähnt haben, benötigen wir für die Lösbar-
keit unseres Problem die Bedingung 1 + f ′(u) > 0 für alle t ∈ [0, T) und
x ∈ Ω. Dafür wiederum müssen wir ‖u‖L∞ beschränkt halten, zumindest
wenn f ′(u) ≤ 0 gilt. Der Zeitraum, in dem dasmöglich ist, ist genau der Zeit-
raum, in dem eine Lösung existiert. Diese Bedingung werden wir in leicht
abgeänderter Form auch im Beweis der Existenz benötigen.
Dawirmit H1-konformen Elementen arbeiten, erhaltenwir Kontrolle von
‖ukh‖L∞ mittels Sobolevschem Einbettungssatz 2.1 nur in einer Raumdimen-
sion durch ‖∂xukh‖2. Das ist der Grund, warum wir uns jetzt auf eine Raum-
dimension beschränken. Wir verwenden also, dass wir für z ∈ BH(δ˜) mit
z = (z1, z2) die Abschätzung
‖z1‖L∞ ≤ CS ‖∂xz1‖2 ≤ CSδ˜ =: δ
zur Verfügung haben. Wir setzen∣∣ f ′∣∣
∞,δ := sup
x∈B(δ)
∣∣ f ′(x)∣∣ ,∣∣ f ′′∣∣
∞,δ := sup
x∈B(δ)
∣∣ f ′′(x)∣∣ .
f ′ ist auf R lokal Lipschitz-stetig mit Lipschitz-Konstante L f ′,δ auf B(δ) und
f ′′ ist als Funktion auf R Lipschitz-stetig mit Lipschitz-Konstante L f ′′ .
5.19 Lemma. (Existenz)
Es existiert ein N ∈ N so, dass das volldiskretisierte Problem (5.31) eine Lösung
(unkh, v
n
kh) in (S ph )2 für alle n = 1, . . . ,N besitzt. Ferner existiert ein γ > 0, sodass
‖∂xunkh‖2 + ‖vnkh‖2 ≤ γ (n = 0, . . . ,N).
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Beweis. Die Stetigkeit von F ist klar aufgrund der endlichdimensionalen
Räume, auf denen F definiert ist.
Es sei δ :=
∥∥∂xunkh∥∥2+ ∥∥vnkh∥∥2. Wir zeigen die zweite benötigte Eigenschaft
von F des Nullstellensatzes 5.18. Es gilt mit z = (u, v) ∈ H
(F(z), z)H =
(
∂x
(
u− unkh −
kn
2
v
)
, ∂xu
)
+ (v− vnkh, v) +
kn
2
(∂xu, ∂xv)
+
1
2
(
( f ′′(2u− unkh) + f ′′(unkh))(u− unkh)v, v
)
+
1
2
(
( f ′(2u− unkh) + f ′(unkh))(v− vnkh), v
)
= ‖∂xu‖22 − (∂xunkh, ∂xu) + ‖v‖22 − (vnkh, v)
+
1
2
(
( f ′′(2u− unkh) + f ′′(unkh))(u− unkh)v, v
)
+
1
2
(
( f ′(2u− unkh) + f ′(unkh))(v− vnkh), v
)
≥ ‖∂xu‖22 − ‖∂xunkh‖2 ‖∂xu‖2 + ‖v‖22 − ‖vnkh‖2 ‖v‖2
− 1
2
∥∥ f ′′(2u− unkh) + f ′′(unkh)∥∥L∞ ‖u− unkh‖L∞ ‖v‖22
− 1
2
∥∥ f ′(2u− unkh) + f ′(unkh)∥∥L∞ (‖v‖22 + ‖vnkh‖2 ‖v‖2)
=
(‖∂xu‖2 − ‖∂xunkh‖2) ‖∂xu‖2
+
(
1− 1
2
∥∥ f ′′(2u− unkh) + f ′′(unkh)∥∥L∞ ‖u− unkh‖L∞
− ∥∥ f ′(2u− unkh) + f ′(unkh)∥∥L∞ ) ‖v‖22
−
(
1+
1
2
∥∥ f ′(2u− unkh) + f ′(unkh)∥∥L∞) ‖vnkh‖2 ‖v‖2 .
Wir wählen u so, dass ‖∂xu‖2 =
∥∥∂xunkh∥∥2, dadurch fällt der erste Term weg.
Desweiteren definieren wir
A := 1− 1
2
∥∥ f ′′(2u− unkh) + f ′′(unkh)∥∥L∞ ‖u− unkh‖L∞
− ∥∥ f ′(2u− unkh) + f ′(unkh)∥∥L∞ ,
B := 1+
1
2
∥∥ f ′(2u− unkh) + f ′(unkh)∥∥L∞ .
Mit diesen Definitionen lautet die zu erfüllende Bedingung für die Existenz
einer Nullstelle
A ‖v‖2 − B ‖vnkh‖2 ≥ 0. (5.32)
Das wiederum erfordert zunächst, dass A größer als Null ist. Es gilt
A ≥ 1− 1
2
∣∣ f ′′∣∣
∞,2δ 2δ− 2
∣∣ f ′∣∣
∞,3δ . (5.33)
57
5. CG-VERFAHREN FÜR DIE NICHTLINEARE WELLENGLEICHUNG
Hier kommt die Lösbarkeitsbedingung ins Spiel. Wir setzen voraus, dass δ
klein genug ist, damit A ≥ 12 gilt. Dies ist mindestens für n = 0 möglich, in-
dem wir die Anfangswerte klein genug wählen. Es existiert also mindestens
ein N ∈ N, sodass A ≥ 12 für alle n = 1, . . . ,N erfüllt werden kann. B ist
immer positiv. Es verbleibt also, Bedingung (5.32) zu erfüllen. Es ist
B ≤ 1+ ∣∣ f ′∣∣
∞,3δ .
Wir wählen v so, dass gilt
‖v‖2 = 2
(
1+
∣∣ f ′∣∣
∞,3δ
)
‖vnkh‖2 .
Dann folgt
A ‖v‖2 − B ‖vnkh‖2 ≥
1
2
2
(
1+
∣∣ f ′∣∣
∞,3δ
)
‖vnkh‖2 −
(
1+
∣∣ f ′∣∣
∞,3δ
)
‖vnkh‖2
= 0.
Der Nullstellensatz 5.18 liefert die Existenz einer Lösung z∗ ∈ H mit der
Abschätzung
‖z∗‖H ≤ ‖unkh‖H1 + 2
(
1+
∣∣ f ′∣∣
∞,3δ
)
‖vnkh‖2 ≤ 2
(
1+
∣∣ f ′∣∣
∞,3δ
)
δ. (5.34)

5.20 Bemerkung.
(5.34) liefert uns eine grobe Schranke für die Norm der Anfangswerte des jeweils
nächsten Zeitschrittes. Setzen wir die notwendige Lösbarkeitsbedingung des konti-
nuierlichen Problems an, also 1+ f ′(u) > 0, so muss | f ′|∞,3δ kleiner als 1 bleiben.
Im schlimmsten Fall vervierfacht sich also die Schranke in jedem Schritt.
Weiterhin bemerken wir, dass in diesem Beweis keinerlei Stabilitätsbedingung
in Form von Zeitschrittbeschränkungen auftauchen. Dies liegt daran, dass wir uns
der Substitutionsgleichung (5.28) bedient haben, wodurch die kn-Abhängigkeit ver-
schwunden ist. Die Anwendung der Substitution führt dazu, dass wir statt der Be-
dingung 1+ f ′(u) > 0 im Kontinuierlichen hier im Diskreten die Entsprechung
zu 1+ f ′(u) + f ′′(u)u > 0 fordern. Würden wir versuchen ohne die Substitution
zu arbeiten, dann würde vkh in der dritten Potenz auftauchen. Es ist nicht klar, wie
man mit diesem Term umgehen muss, da wir keine Kontrolle über vkh in L
∞ haben.
Für f ′ ≥ 0 könnte man den Beweis noch geringfügig verbessern, die Ungleichung
(5.33) lässt sich in diesem Fall zu
A ≥ 1− | f ′′|∞,2δδ
ändern. Das ändert aber nichts Wesentliches an der Aussage des Lemmas. Zur Be-
deutung der Existenzaussage siehe Bemerkung 5.22.
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5.2.2.2 Eindeutigkeit
5.21 Lemma. (Eindeutigkeit)
Das Problem (5.27) besitze für ein n eine Lösung (unkh, v
n
kh) und es sei f
′(0) = 0. Ist
für ein genügend kleines γ > 0 die Bedingung
‖unkh‖H1(Ω) + ‖vnkh‖L2(Ω) ≤ γ
erfüllt, so ist die Lösung eindeutig.
Beweis. Es seien (U,V), (U˜, V˜) ∈ H Lösungen von (5.31) mit
‖U‖H1 + ‖V‖2 ≤
γ
CS
,∥∥∥U˜∥∥∥
H1
+
∥∥∥V˜∥∥∥
2
≤ γ
CS
für ein γ > 0. Wir haben hier schon die Konstante CS der Sobolevunglei-
chung eingefügt, da dies später die Notation vereinfacht.
Wir ziehen die (U,V), (U˜, V˜) definierendenGleichungen (5.31) voneinan-
der ab und erhalten für die Differenzen U − U˜ und V − V˜ die Gleichungen
(U − U˜, ϕ1) = kn2 (V − V˜, ϕ1), (5.35a)
(V − V˜, ϕ2) = − kn2 (∂x(U − U˜), ∂xϕ2)
− 1
2
(
( f ′′(2U − unkh) + f ′′(unkh))(U − unkh)V
− ( f ′′(2U˜ − unkh) + f ′′(unkh))(U˜ − unkh)V˜, ϕ2
)
− 1
2
(
( f ′(2U − unkh) + f ′(unkh))(V − vnkh)
− ( f ′(2U˜ − unkh) + f ′(unkh))(V˜ − vnkh), ϕ2
)
, (5.35b)
für alle ϕ1, ϕ2 ∈ S ph . Wir testen (5.35) mit ϕ1 = Ah(U − U˜), ϕ2 = V − V˜ (zur
Definition des diskreten Laplace-OperatorsAh siehe (4.18)) und addieren die
beiden Gleichungen. Es folgt∥∥∥∂x(U − U˜)∥∥∥2
2
+
∥∥∥V − V˜∥∥∥2
2
= −1
2
(
( f ′′(2U − unkh) + f ′′(unkh))(U − unkh)V
− ( f ′′(2U˜ − unkh) + f ′′(unkh))(U˜ − unkh)V˜,V − V˜
)
− 1
2
(
( f ′(2U − unkh) + f ′(unkh))(V − vnkh)
− ( f ′(2U˜ − unkh) + f ′(unkh))(V˜ − vnkh),V − V˜
)
= −1
2
(I1 + I2 + I3 + I4,V − V˜), (5.36)
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mit
I1 := f
′′(2U − unkh)(U − unkh)V − f ′′(2U˜ − unkh)(U˜ − unkh)V˜,
I2 := f ′′(unkh)((U − unkh)V − (U˜ − unkh)V˜),
I3 := f ′(2U − unkh)(V − vnkh)− f ′(2U˜ − unkh)(V˜ − vnkh),
I4 := f
′(unkh)((V − vnkh)− (V˜ − vnkh)) = f ′(unkh)(V − V˜).
Es ist
I1 = ( f
′′(2U − unkh)− f ′′(2U˜ − unkh))(U − unkh)V
+ f ′′(2U˜ − unkh)(U − U˜)V + f ′′(2U˜ − unkh)(U˜ − unkh)(V − V˜).
Für die einzelnen Summanden von I1 folgt∣∣∣(( f ′′(2U − unkh)− f ′′(2U˜ − unkh))(U − unkh)V,V − V˜)∣∣∣
≤
∥∥∥ f ′′(2U − unkh)− f ′′(2U˜ − unkh)∥∥∥
L∞
‖U − unkh‖L∞
× ‖V‖2
∥∥∥V − V˜∥∥∥
2
≤ L f ′′
∥∥∥U − U˜∥∥∥
L∞
‖U − unkh‖L∞ ‖V‖2
∥∥∥V − V˜∥∥∥
2
≤ L f ′′
∥∥∥U − U˜∥∥∥
H1
2γ2
∥∥∥V − V˜∥∥∥
2
≤ γ2L f ′′
( ∥∥∥U − U˜∥∥∥2
H1
+
∥∥∥V − V˜∥∥∥2
2
)
,∣∣∣( f ′′(2U˜ − unkh)(U − U˜)V,V − V˜)∣∣∣
≤
∥∥∥ f ′′(2U˜ − unkh)∥∥∥
L∞
∥∥∥U − U˜∥∥∥
L∞
‖V‖2
∥∥∥V − V˜∥∥∥
2
≤ ∣∣ f ′′∣∣
∞,3γ CS
∥∥∥U − U˜∥∥∥
H1
γ
∥∥∥V − V˜∥∥∥
2
≤ 1
2
∣∣ f ′′∣∣
∞,3γ CSγ
( ∥∥∥U − U˜∥∥∥2
H1
+
∥∥∥V − V˜∥∥∥2
2
)
,∣∣∣( f ′′(2U˜ − unkh)(U˜ − unkh)(V − V˜),V − V˜)∣∣∣
≤
∥∥∥ f ′′(2U˜ − unkh)∥∥∥
L∞
∥∥∥U˜ − unkh∥∥∥
L∞
∥∥∥V − V˜∥∥∥2
2
≤ ∣∣ f ′′∣∣
∞,3γ 2γ
∥∥∥V − V˜∥∥∥2
2
.
Insgesamt können wir (I1,V − V˜) abschätzen durch∣∣∣(I1,V − V˜)∣∣∣ ≤ (γ2L f ′′ + 12γ ∣∣ f ′′∣∣∞,3γ
)∥∥∥U − U˜∥∥∥2
H1
+
(
γ2L f ′′ +
5
2
γ
∣∣ f ′′∣∣
∞,3γ
)∥∥∥V − V˜∥∥∥2
2
. (5.37)
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Im nächsten Schritt ist
I2 = f
′′(unkh)
(
(U − U˜)V + (U˜ − unkh)(V − V˜)
)
,
und damit∣∣∣( f ′′(unkh)(U − U˜)V,V − V˜)∣∣∣
≤ ∣∣ f ′′∣∣
∞,γ
∥∥∥U − U˜∥∥∥
L∞
‖V‖2
∥∥∥V − V˜∥∥∥
2
≤ ∣∣ f ′′∣∣
∞,γ CS
∥∥∥U − U˜∥∥∥
H1
γ
∥∥∥V − V˜∥∥∥
2
≤ 1
2
∣∣ f ′′∣∣
∞,γ γ
(∥∥∥U − U˜∥∥∥2
H1
+
∥∥∥V − V˜∥∥∥2
2
)
,∣∣∣( f ′′(unkh)(U˜ − unkh)(V − V˜),V − V˜)∣∣∣
≤ ∣∣ f ′′∣∣
∞,γ
∥∥∥U˜ − unkh∥∥∥
L∞
∥∥∥V − V˜∥∥∥2
2
≤ 2 ∣∣ f ′′∣∣
∞,γ γ
∥∥∥V − V˜∥∥∥2
2
.
Daher gilt∣∣∣(I2,V − V˜)∣∣∣ ≤ 12 ∣∣ f ′′∣∣∞,γ γ ∥∥∥U − U˜∥∥∥2H1 + 52 ∣∣ f ′′∣∣∞,γ γ ∥∥∥V − V˜∥∥∥22 . (5.38)
Den dritten Summanden I3 schreiben wir als
I3 = ( f
′(2U − unkh)− f ′(2U˜ − unkh))(V − vnkh) + f ′(2U˜ − unkh)(V − V˜).
Dann ist∣∣(( f ′(2U − unkh)− f ′(2U˜ − unkh))(V − vnkh),V − V˜)∣∣
≤
∥∥∥ f ′(2U − unkh)− f ′(2U˜ − unkh)∥∥∥
L∞
× ‖V − vkh‖2
∥∥∥V − V˜∥∥∥
2
≤ 2L f ′,3γ
∥∥∥U − U˜∥∥∥
H1
2γ
∥∥∥V − V˜∥∥∥
2
≤ 2L f ′,3γγ
(∥∥∥U − U˜∥∥∥2
H1
+
∥∥∥V − V˜∥∥∥2
2
)
,
und ∣∣∣( f ′(2U˜ − unkh)(V − V˜), V˜)∣∣∣ ≤ ∥∥∥ f ′(2U˜ − unkh)∥∥∥
L∞
∥∥∥V − V˜∥∥∥2
2
≤ ∣∣ f ′∣∣
∞,3γ
∥∥∥V − V˜∥∥∥2
2
.
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Zusammen ist∣∣∣(I3,V − V˜)∣∣∣ ≤ 2L f ′,3γγ ∥∥∥U − U˜∥∥∥2
H1
+(2L f ′,3γγ+
∣∣ f ′∣∣
∞,3γ)
∥∥∥V − V˜∥∥∥2
2
. (5.39)
Zu guter Letzt erhalten wir für I4∣∣∣(I4,V − V˜)∣∣∣ ≤ ∣∣ f ′∣∣∞,γ ∥∥∥V − V˜∥∥∥22 . (5.40)
Wir schätzen nun (5.36) durch (5.37) bis (5.40) ab und erhalten∥∥∥∂x(U − U˜)∥∥∥2
2
+
∥∥∥V − V˜∥∥∥2
2
≤ CU
∥∥∥∂x(U − U˜)∥∥∥2
2
+ CV
∥∥∥V − V˜∥∥∥2
2
,
mit
CU = γ(γL f ′′ + 2L f ′,3γ) + γ
∣∣ f ′′∣∣
∞,3γ ,
CV = γ(γL f ′′ + 2L f ′,3γ) + 5γ
∣∣ f ′′∣∣
∞,3γ + 2
∣∣ f ′∣∣
∞,3γ .
Solange γ klein genug bleibt, sind CU und CV kleiner als 1, dabei müssen wir
f ′(0) = 0 fordern. In diesem Fall können wir die Eindeutigkeit der Lösung
folgern. 
5.22 Bemerkung.
Die Ergebnisse zu Existenz und Eindeutigkeit sind unbefriedigend, da sie nur einen
Index N ∈ N liefern, bis zu dem eine eindeutige numerische Lösung existiert. Das
bedeutet aber, dass tN gegen Null gehen kann, wenn wir die Zeitschrittweite gegen
Null gehen lassen. Mithilfe der verwendeten Techniken ist ein besseres Ergebnis al-
lerdings auch nicht zu erwarten. Das hängt damit zusammen, dass einerseits ukh
in der H1-Norm klein bleiben muss, andererseits die Schranke für diese Norm aber
exponentiell abhängig von n wächst. Um ein Existenzintervall [0, T] unabhängig
von k zu erhalten, ist das gewählte Vorgehen nicht geeignet. Mithilfe des Konver-
genzresultates Satz 5.32 werden wir aber in der Lage sein, ein solches Intervall zu
garantieren, siehe Korollar 5.34.
5.23 Bemerkung.
Im Nachfolgenden ist der Zeitschrittindex n immer aus {0, . . . ,N − 1} und wir
setzen T := tN .
5.2.3 Stabilität des Verfahrens
Wir zeigen, dass die Volldiskretisierung einer Stabilitätsgleichung analog zur
kontinuierlichen Stabilitätsgleichung (3.16) genügt. Das Vorgehen im Beweis
dieser Stabilitätsabschätzung werden wir später in der Konvergenzbetrach-
tung wieder benötigen.
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5.24 Proposition. (Stabilität Volldiskretisierung)
Die Lösung von (5.31) genügt für f (z) = λz3 der Gleichung∥∥∥∂xun+1kh ∥∥∥22 + ∥∥∥vn+1kh ∥∥∥22+3λ (|un+1kh |2, |vn+1kh |2)
= ‖∂xunkh‖22 + ‖vnkh‖22 + 3λ
(|unkh|2, |vnkh|2)
− 3
2
λkn
(
un+1kh + u
n
kh, (v
n+1
kh + v
n
kh)v
n+1
kh v
n
kh
)
+
∫
In
(g,Q0nvkh) dt. (5.41)
Beweis. Zunächst beachten wir wieder, dass wir nicht direkt wie im Kon-
tinuierlichen mit φ1 = Ahukh, φ2 = vkh testen können, da die Testfunktio-
nen in der Zeit eine polynomielle Ordnung niedriger besitzen müssen als
die Ansatzfunktionen. Daher testen wir stattdessen mit φ1 = AhQ0nukh und
φ2 = Q0nvkh. Ah und Q0n kommutieren nach Proposition 5.13. Es folgt∫
In
1
2
∂t
( ‖∂xukh‖22 ) dt = ∫
In
(
∂xvkh, ∂xQ0nukh
)
dt (5.42)
und ∫
In
1
2
∂t
( ‖vkh‖22 ) dt = − ∫
In
(Q1t ( f ′(ukh))∂tvkh,Q0nvkh)
+ (∂xukh, ∂xQ0nvkh)
+
(Q0n( f ′′(ukh))vkhQ0nvkh,Q0nvkh) dt
+
∫
In
(g,Q0nvkh) dt. (5.43)
Da Q0n symmetrisch bezüglich des L2-Skalarproduktes auf In ist, fallen die
Gradiententerme bei Addition der beiden Gleichungen (5.42) und (5.43) weg.
Außerdem können wir die nichtlinearen Terme explizit in Abhängigkeit der
Funktionswerte in den Gitterpunkten tn und tn+1 angeben,∫
In
(Q1t ( f ′(ukh))∂tvkh +Q0n( f ′′(ukh))vkhQ0nvkh,Q0nvkh) dt
(5.28)
=
3
4
λ
(
(|un+1kh |2 + |unkh|2)(vn+1kh − vnkh)
+
1
2
(un+1kh + u
n
kh)kn(v
n+1
kh + v
n
kh)
2, vn+1kh + v
n
kh
)
=
3
4
λ
[ (
|un+1kh |2 + |unkh|2, |vn+1kh |2 − |vnkh|2
)
+
(
|un+1kh |2 − |unkh|2, (vn+1kh + vnkh)2
) ]
=
3
2
λ
[(
|un+1kh |2, |vn+1kh |2
)
− (|unkh|2, |vnkh|2)]
+
3
2
λ
(
(un+1kh + u
n
kh)(u
n+1
kh − unkh), vn+1kh vnkh
)
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(5.28)
=
3
2
λ
[(
|un+1kh |2, |vn+1kh |2
)
− (|unkh|2, |vnkh|2)]
+
3
4
λkn
(
un+1kh + u
n
kh, (v
n+1
kh + v
n
kh)v
n+1
kh v
n
kh
)
.
Insgesamt folgt also∥∥∥∂xun+1kh ∥∥∥22 + ∥∥∥vn+1kh ∥∥∥22+3λ (|un+1kh |2, |vn+1kh |2)
= ‖∂xunkh‖22 + ‖vnkh‖22 + 3λ(|unkh|2, |vnkh|2)
− 3
2
λkn
(
un+1kh + u
n
kh, (v
n+1
kh + v
n
kh)v
n+1
kh v
n
kh
)
+
∫
In
(g,Q0nvkh) dt. (5.44)

5.2.4 Konvergenz des Verfahrens
Bevor wir die Konvergenz des qlw-cG(1) cG(p)-Verfahrens zeigen, führen
wir die in Abschnitt 4.2.2 schon angedeutete Beweisidee genauer aus. Kon-
vergenz mit Hilfe der Energiemethode für Galerkinverfahren zeigt man für
gewöhnlich wie folgt. Man wählt eine geeignete Funktion u˜ im Finite-Ele-
mente-Raum und spaltet die Differenz der Lösung u des kontinuierlichen
Problems und der Lösung des Galerkinverfahrens uh auf.
u− uh = (u− u˜) + (u˜− uh) =: ρ + θ.
Meist wählt man für u˜ eine Projektion von u auf den Finite-Elemente-Raum,
für das Poisson-Problem beispielsweise die elliptische Projektion. Dann kann
man Ergebnisse der Approximationstheorie benutzen, um ρ abzuschätzen.
Für θ lassen sich wieder Energieargumente verwenden: Zunächst zeigt man,
dass θ auch eine Differentialgleichung in Variationsform löst. Dann kann
man ausnutzen, dass θ ein Element des Finite-Elemente-Raumes ist, denn
jetzt kann man mit θ testen. Dies führt schlussendlich auf eine Abschätzung
für θ in der Energienorm und insgesamt auf eine Fehlerabschätzung.
Für zeitabhängige Probleme mit der numerischen Lösung ukh definiert
man häufig zwei Zwischenelemente, u˜ und u˜kh, wobei u˜ eine Funktion ist,
die nur in der Ortsvariablen oder nur in der Zeitvariablen diskret ist, und
u˜kh liegt im Finite-Elemente-Raum des volldiskretisierten Problems. Dann
schreibt man den Fehler
u− ukh = (u− u˜) + (u˜− u˜kh) + (u˜kh − ukh) =: ρ + η + θ.
Man findet imWesentlichen zwei verschiedene Vorgehensweisen zur Defini-
tion von u˜ und u˜kh.
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1. Man verwendet eine Semidiskretisierung (im Ort oder in der Zeit) des
Problems und setzt u˜ gleich der Lösung dieses Problems. Man erhält
u˜kh, indem man u˜ auf den Finite-Elemente-Raum der Volldiskretisie-
rung projiziert. Das beschriebene Vorgehen finden wir beispielsweise
für ein nichtlineares parabolisches Problem in [Tho97, Kapitel 13] oder
für die lineare Wellengleichung in [FP96].
In diesem Fall beweist man zunächst eine Fehlerabschätzung für ρ und
erhält dann mittels Approximationstheorie eine Abschätzung von η,
falls u˜ regulär genug ist. θ wird genauso behandelt wie im stationären
Fall.
2. Man arbeitet ausschließlich mit Projektionen. u˜ definiert man als Pro-
jektion im Ort oder in der Zeit von u auf den nur im Ort oder nur in der
Zeit diskretisierten Raum. Und man definiert u˜kh als Projektion in Ort
und Zeit von u auf den Finite-Elemente-Raum. Dieses Vorgehen fin-
den wir für eine nichtlineare Wellengleichung in [KM05] und für eine
nichtlineare Schrödingergleichung in [ADK91].
In diesem Fall argumentiert man für ρ und η ausschließlich mit einer
mit Abschnitt 5.1.2 vergleichbaren Approximationstheorie. Alle Regu-
laritätsvoraussetzungen beziehen sich dann direkt auf die Lösung u.
Für unser Problem hat sich der zweite Ansatz als zielführend erwiesen. Der
erste Ansatz scheiterte daran, dass Regularitätsaussagen über die Lösung des
semidiskretisierten Problems nicht einfach aus der Regularität der Lösung
des kontinuierlichen Problems abgeleitet werden konnten. Das liegt daran,
dass das im Ort semidiskretisierte Problem ein singulär gestörtes Problem
ist (die Zeitableitung führt zu einem Faktor k, vergleiche auch mit [GR05,
Kapitel 6]).
5.2.4.1 Annahmen und Notationen
Wir definieren ein Zwischenelement (u˜, v˜) ∈ (S1k ⊗ S ph )2 durch
(u˜, v˜) := (PEQ1t u,PEQ1t v).
Dann teilen wir die Fehlerfunktionen gemäß
u− ukh = (u−PEu) + PE(u−Q1t u) + (PEQ1t u− ukh)
=: ρu + PEηu + θu, (5.45a)
v− vkh = (v−PEv) + PE(v−Q1t v) + (PEQ1t v− vkh)
=: ρv + PEηv + θv (5.45b)
auf. Die ρ- und η-Terme sind Projektionsfehler und können daher mithilfe
der entsprechenden Lemmata aus Abschnitt 5.1.2 abgeschätzt werden. Wir
konzentrieren uns daher erst auf die θ-Terme und zeigen, dass sie ein gestör-
tes System partieller Differentialgleichung in Variationsformulierung lösen.
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Annahme Wir treffen die folgende Annahme. Es existiere ein CA > 0 und
ein CB > 0 so, dass für alle Diskretisierungsparameter k, h > 0 gilt, dass
‖ukh‖L∞(0,T;L∞) ≤ CA, (5.46a)
‖vkh‖L∞(0,T;L∞) ≤ CB. (5.46b)
Wir setzen also im Prinzip voraus, dass unsere Diskretisierung in L∞ sta-
bil ist. Da wir aber problembedingt sowieso benötigen, dass ukh beschränkt
bleibt, um Existenz und Eindeutigkeit der numerischen Lösung gewährleis-
ten zu können (siehe Lemma 5.19 und Lemma 5.21), ist zumindest die erste
Voraussetzung nicht weiter einschränkend. Die Bedingung an vkh ist dagegen
eine recht starke Bedingung, sie wird aber für die Behandlung der kubischen
Nichtlinearität in v benötigt.
Notationen und technische Details Im nachfolgenden Konvergenzbeweis
wiederholen sich eine Handvoll Abschätzungen mehrfach. Um die Beweis-
schritte nicht zu überladen, sammeln wir hier im Vorhinein diese Abschät-
zungen und verweisen später nur noch auf sie.
Wir verwenden für γ > 0 wie zuvor die Schreibweisen∣∣ f ′∣∣
∞,γ := sup
x∈B(γ)
∣∣ f ′(x)∣∣ ,∣∣ f ′′∣∣
∞,γ := sup
x∈B(γ)
∣∣ f ′′(x)∣∣ .
Wir setzen nun
γ := max
{
‖u‖L∞(0,T;L∞) , ‖u‖L∞(0,T;H1)
}
.
Für u˜ gilt die folgende Abschätzung.
‖u˜‖L∞(0,T;L∞)
(2.1)
≤ CS ‖∂xu˜‖L∞(0,T;L2)
(5.19)
≤ CS
∥∥∥∂x(Q1t u)∥∥∥
L∞(0,T;L2)
(5.13),(5.22)
≤ C ‖u‖L∞(0,T;H1) ≤ Cγ. (5.47)
Ferner ist für w ∈ {u, v}mit der Aufspaltung (5.45)
‖w− w˜‖2L2(In;L2) ≤ 2
(
‖ρw‖2L2(In;L2) + ‖PEηw‖
2
L2(In;L2)
)
(2.1),(5.19)
≤ 2
(
‖ρw‖2L2(In;L2) + C2S ‖ηw‖
2
L2(In;H1)
)
(5.11),(5.6)
≤ C
(
h2p ‖w‖2L2(In;Hp) + k2n ‖w‖2H1(In;H1)
)
(5.48)
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und
‖∂t(w− w˜)‖2L2(In;L2) ≤ 2
(
‖∂tρw‖2L2(In;L2) + ‖PE∂tηw‖
2
L2(In;L2)
)
(2.1),(5.19)
≤ 2
(
‖∂tρw‖2L2(In;L2) + C2S ‖∂tηw‖
2
L2(In;H1)
)
(5.11),(5.6)
≤ C
(
h2p ‖w‖2H1(In;Hp) + k2n ‖w‖2H2(In;H1)
)
.
(5.49)
5.25 Proposition. (Lokale Lipschitzstetigkeit von f )
Es seien w1,w2 ∈ H1(In;H1) mit ‖wi‖H1(In;H1) ≤ γ für i = 1, 2. Dann gibt es für
f (z) = λz3 mit λ ∈ R Konstanten L f ′,γ, L f ′′ > 0 unabhängig von kn mit∥∥ f ′(w1)− f ′(w2)∥∥L2(In;L2) ≤ L f ′,γ ‖w1 − w2‖L2(In;L2) , (5.50)∥∥ f ′(w1)− f ′(w2)∥∥2L2(In;H1) ≤ C (L2f ′′γ2 + L2f ′,γ) ‖w1 − w2‖2L2(In;H1) ,
(5.51)
und ∥∥∂t( f ′(w1)− f ′(w2))∥∥L2(In;L2)
≤ CSL f ′′ ‖∂tw1‖L2(In;L2) ‖w1 − w2‖L∞(In;H1)
+
∣∣ f ′′∣∣
∞,γ ‖∂t(w1 − w2)‖L2(In;L2) . (5.52)
Beweis. Wir spalten die Differenzen geeignet auf und schätzen die einzel-
nen Ausdrücke dann mittels der Approximationssätze für die Projektionen
ab.
Abschätzung (5.50): Es ist
f ′(w1)− f ′(w2) = 3λ(w21 − w22) = 3λ(w1 + w2)(w1 − w2).
Dies liefert∥∥ f ′(w1)− f ′(w2)∥∥L2(In;L2) ≤ ∣∣ f ′′∣∣∞,γ︸ ︷︷ ︸
=L f ′ ,γ
‖w1 − w2‖L2(In;L2) .
Abschätzung (5.51): Wir schreiben
∂x( f
′(w1)− f ′(w2)) = f ′′(w1)∂xw1 − f ′′(w2)∂xw2
= ( f ′′(w1)− f ′′(w2))∂xw1 + f ′′(w2)∂x(w1 − w2).
Also ist∥∥∂x( f ′(w1)− f ′(w2))∥∥2L2(In;L2)
≤ 3
2
( ∥∥( f ′′(w1)− f ′′(w2))∂xw1∥∥2L2(In;L2)
+
∥∥ f ′′(w2)∂x(w1 − w2)∥∥2L2(In;L2) ).
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Den ersten Summanden schätzen wir wie folgt ab. Wir beachten dabei, dass
f ′′ linear ist.
∥∥( f ′′(w1)− f ′′(w2))∂xw1∥∥2L2(In;L2)
=
∫
In
∥∥( f ′′(w1)− f ′′(w2))∂xw1∥∥2L2 dt
≤
∫
In
∥∥ f ′′(w1)− f ′′(w2)∥∥2L∞ ‖∂xw1‖2L2 dt
≤ ∥∥ f ′′(w1)− f ′′(w2)∥∥2L2(In;L∞) ‖∂xw1‖2L∞(In;L2)
≤ L2f ′′ ‖w1 − w2‖2L2(In;L∞) ‖∂xw1‖2L∞(In;L2)
≤ L2f ′′CC2S ‖∂x(w1 − w2)‖2L2(In;L2) ‖w1‖2L∞(In,H1)
≤ CL2f ′′γ2 ‖w1 − w2‖2L2(In;H1) .
Der zweite Summand lässt sich abschätzen durch∥∥ f ′′(w2)∂x(w1 − w2)∥∥2L2(In;L2) ≤ ∣∣ f ′′∣∣2∞,γ ‖∂x(w1 − w2)‖2L2(In;L2) .
Zusammen ergibt sich
∥∥ f ′(w1)− f ′(w2)∥∥2L2(In;H1) ≤ C(L2f ′′γ2 + L2f ′,γ) ‖w1 − w2‖2L2(In;H1) .
Abschätzung (5.52): In diesem Fall ist
∂t( f
′(w1)− f ′(w2)) = f ′′(w1)∂tw1 − f ′′(w2)∂tw2
= ( f ′′(w1)− f ′′(w2))∂tw1 + f ′′(w2)∂t(w1 − w2).
Folglich ist∥∥∂t( f ′(w1)− f ′(w2))∥∥L2(In;L2)
≤ ∥∥( f ′′(w1)− f ′′(w2))∂tw1∥∥L2(In;L2)
+
∥∥ f ′′(w2)∂t(w1 − w2)∥∥L2(In;L2)
≤ ∥∥ f ′′(w1)− f ′′(w2)∥∥L∞(In;L∞) ‖∂tw1‖L2(In;L2)
+
∥∥ f ′′(w2)∥∥L∞(In;L∞) ‖∂t(w1 − w2)‖L2(In;L2)
≤ CSL f ′′ ‖w1 − w2‖L∞(In;H1) ‖∂tw1‖L2(In;L2)
+
∣∣ f ′′∣∣
∞,γ ‖∂t(w1 − w2)‖L2(In;L2) .

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5.2.4.2 Fehlergleichung
Das Ziel ist die Abschätzung des Fehlers (θu, θv). Zu diesem Zweck bewei-
sen wir zunächst, dass diese Fehlerfunktionen eine gestörte Differentialglei-
chung in Variationsformulierung lösen. Diese Gleichungen nennen wir Fehl-
ergleichungen.
5.26 Proposition. (Fehlergleichungen)
(θu, θv) lösen die Fehlergleichungen
∫
In
(∂tθu, φ1) dt =
∫
In
(θv, φ1) dt+
∫
In
(ρv − ∂tρu + PEηv, φ1) dt. (5.53)∫
In
(∂tθv, φ2) dt = −
∫
In
(∂xθu, ∂xφ2) dt
−
∫
In
( f ′(u)∂tv−Q1t ( f ′(ukh))∂tvkh, φ2)
+ ( f ′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt
+
∫
In
(∂2xηu − ∂tρv, φ2) dt. (5.54)
für alle φ1, φ2 ∈ P0(In)⊗ S ph .
Beweis. Wir verwenden die Definitionen der Funktionen u, v durch (3.14)
sowie die Definitionen der Finite-Elemente-Funktionen ukh, vkh durch (5.27)
und beachten, dass PE und Q1t vertauschen (siehe (5.16)). Dann gilt
∫
In
(∂tθu, φ1) dt =
∫
In
(∂t(PEQ1t u− ukh), φ1︸︷︷︸
∈P0(In)
) dt
=
∫
In
(∂t(PEu− ukh), φ1) dt
=
∫
In
(∂t(PEu− u︸ ︷︷ ︸
=−ρu
), φ1) dt+
∫
In
(∂t(u− ukh), φ1) dt
= −
∫
In
(∂tρu, φ1) dt+
∫
In
(v− vkh, φ1) dt
= −
∫
In
(∂tρu, φ1) dt+
∫
In
(ρv + PEηv + θv, φ1) dt
=
∫
In
(θv, φ1) dt+
∫
In
(ρv − ∂tρu + PEηv, φ1) dt.
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Damit ist die erste Behauptung gezeigt. Weiter ist∫
In
(∂tθv, φ2) dt =
∫
In
(∂t(PEQ1t v− vkh), φ2) dt
=
∫
In
(∂t(PEv− vkh), φ2) dt
= −
∫
In
(∂tρv, φ2) dt+
∫
In
(∂t(v− vkh), φ2) dt
und der zweite Summand lässt sich schreiben als∫
In
(∂t(v− vkh), φ2) dt
= −
∫
In
(∂xu, ∂xφ2) + ( f ′(u)∂tv+ f ′′(u)v2, φ2) dt
+
∫
In
(∂xukh, ∂xφ2) dt
+
∫
In
(Q1t ( f ′(ukh))∂tvkh +Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt
= −
∫
In
(∂x(ρu + ηu + θu), ∂xφ2) dt
−
∫
In
( f ′(u)∂tv−Q1t ( f ′(ukh))∂tvkh, φ2) dt
−
∫
In
( f ′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt
= −
∫
In
(∂xθu, ∂xφ2) dt−
∫
In
(∂xρu, ∂xφ2)︸ ︷︷ ︸
=0
dt+
∫
In
(∂2xηu, φ2) dt
−
∫
In
( f ′(u)∂tv−Q1t ( f ′(ukh))∂tvkh, φ2) dt
−
∫
In
( f ′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt.
Zusammen lautet die zweite Fehlergleichung∫
In
(∂tθv, φ2) dt = −
∫
In
(∂xθu, ∂xφ2) dt+
∫
In
(∂2xηu − ∂tρv, φ2) dt
−
∫
In
( f ′(u)∂tv−Q1t ( f ′(ukh))∂tvkh, φ2) dt
−
∫
In
( f ′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh, φ2) dt.

5.2.4.3 Ein Konvergenzsatz
Jetzt können wir die Fehlergleichungen benutzen, um Abschätzungen für θu
und θv zu gewinnen. Wir testen die erste Fehlergleichung (5.53) mit φ1 =
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Q0nAhθu und die zweite Fehlergleichung (5.54) mit φ2 = Q0nθv und addieren
die zwei resultierenden Gleichungen. Es folgt unter Verwendung der Vertau-
schungseigenschaften in Proposition 5.13 und der Definition der ρ-Terme∫
In
1
2
∂t
(
‖∂xθu‖22 + ‖θv‖22
)
dt
=
∫
In
(∂xθv, ∂xQ0nθu)− (∂xθu, ∂xQ0nθv) dt︸ ︷︷ ︸
=0
−
∫
In
( f ′(u)∂tv−Q1t ( f ′(ukh))∂tvkh︸ ︷︷ ︸
=:J1
,Q0nθv) dt
−
∫
In
( f ′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh︸ ︷︷ ︸
=:J2
,Q0nθv) dt
+
∫
In
(∂x(ρv − ∂tρu), ∂xQ0nθu)︸ ︷︷ ︸
=0
dt
+
∫
In
(∂2xηu − ∂tρv,Q0nθv)− (∂xηv, ∂xQ0nθu) dt
= −
∫
In
(J1 + J2,Q0nθv) dt
+
∫
In
(∂2xηu − ∂tρv,Q0nθv)− (∂xηv, ∂xQ0nθu) dt. (5.55)
Die nichtlinearen Terme spalten wir weiter auf, damit wir die Differenzen in
J1 und J2 abschätzen können. Wir schreiben
J1 = f
′(u)∂tv−Q1t ( f ′(ukh))∂tvkh
= ( f ′(u)−Q1t ( f ′(u)))∂tv+Q1t ( f ′(u)− f ′(u˜))∂tv
+Q1t ( f ′(u˜))∂t(v− v˜) +Q1t ( f ′(u˜)− f ′(ukh))∂tv˜
+Q1t ( f ′(ukh))∂tθv (5.56)
und
J2 = f
′′(u)v2 −Q0n( f ′′(ukh))vkhQ0nvkh
= (Id−Q0n)( f ′′(u))v2 +Q0n( f ′′(u)− f ′′(u˜))v2 +Q0n( f ′′(u˜))(v− v˜)v
+Q0n( f ′′(u˜))v˜(v− v˜) +Q0n( f ′′(u˜))v˜(Id−Q0n)v˜
+Q0n( f ′′(u˜)− f ′′(ukh))v˜Q0nv˜+Q0n( f ′′(ukh))θvQ0nv˜
+Q0n( f ′′(ukh))vkhQ0nθv. (5.57)
Auf den ersten Blick stellt nur der letzte Term in (5.56) noch ein Problem
dar. Denn um diesen Term abschätzen zu können, müssten wir vorausset-
zen, dass wir ∂tvkh gleichmäßig in L∞(0, T; L∞(Ω)) abschätzen können. Da
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diese Bedingung sehr restriktiv ist und schwierig zu begründen ist, möchten
wir den Beweis ohne sie führen. Daher fehlt uns eine Abschätzung von ∂tθv.
Allerdings erinnern wir an den Beweis der Stabilität der Volldiskretisierung,
Proposition 5.24, wo wir gesehen haben, wie wir die Zeitableitung von vkh
mit dem zu f ′′ gehörigem Term verrechnen können. Der zu diesem Vorge-
hen passende Term ist der letzte in (5.57), wie die folgende Proposition 5.27
zeigt. Die Gleichung, die wir in dieser Proposition erhalten, ist in gewisser
Weise das Kernstück des Konvergenzbeweises, da sich die nichtlinearen Ter-
me erst unter Verwendung dieser Gleichung abschätzen lassen.
5.27 Proposition.
Es gilt∫
In
(Q1t ( f ′(ukh))∂tθv +Q0n( f ′′(ukh))vkhQ0nθv,Q0nθv) dt
=
3
2
λ
[(∣∣un+1kh ∣∣2, ∣∣θn+1v ∣∣2)− (|unkh|2 , |θnv |2)]
+
3
4
knλ
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
. (5.58)
Beweis. Da die auftretenden Funktionen im Argument des Integrals alle-
samt im Finite-Elemente-Raum liegen, ist es uns möglich, sie explizit in Ab-
hängigkeit der Gitterwerte anzugeben. Es gilt dank der Interpolationseigen-
schaft (5.3) auf dem Intervall In
Q1t ( f ′(ukh))(t) = f ′(un+1kh )ψn+1(t) + f ′(unkh)ψn(t).
Dabei sind ψn+1,ψn die linearen Lagrange-Basisfunktionen auf In. Weiterhin
gilt auf In
∂tθv =
1
kn
(θn+1v − θnv ),
Q0nθv =
1
2
(θn+1v + θ
n
v ).
Daher ist∫
In
(Q1t ( f ′(ukh))∂tθv,Q0nθv) dt
=
3
4
λ
(∣∣un+1kh ∣∣2 + |unkh|2 , ∣∣θn+1v ∣∣2 − |θnv |2) (5.59)
und mit der zusätzlichen Hilfe von (5.28) zur Ersetzung von vkh folgt∫
In
(Q0n( f ′′(ukh))vkhQ0nθv,Q0nθv) dt
=
3
4
λ
(∣∣un+1kh ∣∣2 − |unkh|2 , ∣∣θn+1v ∣∣2 + 2θn+1v θnv + |θnv |2) . (5.60)
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Summieren wir die beiden Gleichungen (5.59) und (5.60) auf, so folgt
∫
In
(Q1t ( f ′(ukh))∂tθv +Q0n( f ′′(ukh))vkhQ0nθv,Q0nθv) dt
=
3
2
λ
[(∣∣un+1kh ∣∣2, ∣∣θn+1v ∣∣2)− (|unkh|2 , |θnv |2)]
+
3
2
λ
(∣∣un+1kh ∣∣2 − |unkh|2 , θn+1v θnv)
(5.28)
=
3
2
λ
[(∣∣un+1kh ∣∣2, ∣∣θn+1v ∣∣2)− (|unkh|2 , |θnv |2)]
+
3
4
knλ
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
. (5.61)

5.28 Bemerkung.
Der Grund der Beschränkung auf lineare Elemente in der Zeitdiskretisierung hängt
mit der gerade bewiesenen Proposition zusammen. Für ein beliebige Ordnung q ∈
N in der Zeit müsste man das Verfahren so formulieren, dass man eine zu (5.61)
analoge Gleichung erhält. Hat man eine solche Gleichung nicht zur Verfügung, so
steht man, wie zuvor erwähnt, vor dem Problem ∂tθv abschätzen zu müssen. Dies
ist aber nicht ohne Verlust einer kn-Ordnung möglich.
Da es mir nicht gelungen ist, eine Verfahrensformulierung für q ∈ N zu fin-
den, die eine solche Gleichung liefert, konnte ich nur für das Verfahren mit linearen
Elementen in der Zeit Konvergenz zeigen.
5.29 Lemma.
Es seien u, v ∈ H2(0, T;H2(Ω)) ∩ H1(0, T;Hp(Ω)) und k ∈ [0,K] für ein belie-
biges K > 0. Dann lässt sich der Approximationsfehler (θu, θv) abschätzen durch
‖∂xθu(T)‖22 + ‖θv(T)‖22 − ‖∂xθu(0)‖22 − ‖θv(0)‖22
≤ Cu,v
(
h2p + k2 + ‖∂xθu‖2L2(0,T,L2) + ‖θv‖2L2(0,T,L2)
)
− 3λ
[(
|ukh(T)|2 , |θv(T)|2
)
−
(
|ukh(0)|2 , |θv(0)|2
)]
− 3
2
λ
N−1
∑
n=0
kn
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
. (5.62)
wobei k = maxn=1,...,N kn die maximale Zeitschrittweite bezeichnet und Cu,v von
u, v sowie K und der Nichtlinearität f abhängt.
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Beweis. Unser Ausgangspunkt ist die Fehlergleichung (5.55),∫
In
1
2
∂t
(
‖∂xθu‖22 + ‖θv‖22
)
dt
= −
∫
In
(J1 + J2,Q0nθv) dt
+
∫
In
(∂2xηu − ∂tρv,Q0nθv)− (∂xηv, ∂xQ0nθu) dt,
wobei J1, J2 durch (5.56) und (5.57) gegeben sind. Wir wiederholen deren De-
finitionen sobald sie gebraucht werden. Wir haben
γ := max
{
‖u‖L∞(0,T;L∞) , ‖u‖L∞(0,T;H1)
}
gesetzt. Wir schätzen zuerst alle Terme auf den Teilintervallen In ab und sum-
mieren am Ende über alle n auf. Cu,v bezeichne eine Konstante, die nur von
u und v auf (0, T) sowie K und der Nichtlinearität f abhängt, sie kann aber
von Abschätzung zu Abschätzung unterschiedlich sein. Wir beginnen mit J1
und erinnern daran, dass J1 gegeben ist durch
J1 = ( f
′(u)−Q1t ( f ′(u)))∂tv+Q1t ( f ′(u)− f ′(u˜))∂tv
+Q1t ( f ′(u˜))∂t(v− v˜) +Q1t ( f ′(u˜)− f ′(ukh))∂tv˜
+Q1t ( f ′(ukh))∂tθv.
Wir schätzen die einzelnen Terme in J1 getrennt ab. Für den ersten Term er-
halten wir mit der Cauchy-Schwarzschen und der Youngschen Ungleichung
(siehe Abschnitt 2.3)∣∣∣ ∫
In
(( f ′(u)−Q1t ( f ′(u)))∂tv,Q0nθv) dt
∣∣∣
≤ ‖∂tv‖L∞(In;L∞)
∥∥∥(Id−Q1t )( f ′(u))Q0nθv∥∥∥
L1(In;L1)
≤ 1
2
‖∂tv‖L∞(In;L∞)
(∥∥∥(Id−Q1t )( f ′(u))∥∥∥2
L2(In;L2)
+
∥∥Q0nθv∥∥2L2(In;L2)
)
(5.6)
≤ 1
2
‖∂tv‖L∞(In;L∞)
(
Ck2
∥∥ f ′(u)∥∥2
H1(In;L2)
+
∥∥Q0nθv∥∥2L2(In;L2) )
(5.17)
≤ Cu,v
(
C
∥∥ f ′(u)∥∥2
H1(In;L2)
k2 + ‖θv‖2L2(In;L2)
)
. (5.63)
Für den zweiten Summanden in J1 müssen wir beachten, dassQ1t nicht stetig
in L2 ist. Stattdessen haben wir die Abschätzung (5.20). Es gilt∥∥∥Q1t ( f ′(u)− f ′(u˜))∥∥∥2
L2(In;L2)
(5.20)
≤ C
(∥∥ f ′(u)− f ′(u˜)∥∥2
L2(In;L2)
+ k2n
∥∥∂t( f ′(u)− f ′(u˜))∥∥2L2(In;L2))
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(5.50)
≤
(5.52)
C
(
L2f ′,γ ‖u− u˜‖2L2(In;L2) + Ck2n
(
L f ′′ ‖v‖2L∞(In;L∞) ‖u− u˜‖2L2(In;L2)
+
∣∣ f ′′∣∣2
∞,γ ‖∂t(u− u˜)‖2L2(In;L2)
))
(5.48)
≤
(5.49)
C
((
L2f ′,γ + k
2
nL
2
f ′′ ‖v‖2L∞(In;L∞)
)(
h2p ‖u‖2L2(In;Hp)
+ k2n ‖u‖2H1(In;H1)
)
+ Ck2n
∣∣ f ′′∣∣2
∞,γ
(
h2p ‖u‖2H1(In;Hp) + k2n ‖u‖2H2(In;H1)
))
k≤K≤ Cu,v
(
h2p ‖u‖2L2(In;Hp) + k2n ‖u‖2H2(In;H1)
)
. (5.64)
Mit diesem Ergebnis können wir den zweiten Term in J1 abschätzen.∣∣∣ ∫
In
(
(Q1t ( f ′(u)− f ′(u˜)))∂tv,Q0nθv
)
dt
∣∣∣
≤ ‖∂tv‖L∞(In;L∞)
∥∥∥Q1t ( f ′(u)− f ′(u˜))Q0nθv∥∥∥
L1(In;L1)
≤ 1
2
‖∂tv‖L∞(In;L∞)
(∥∥∥Q1t ( f ′(u)− f ′(u˜))∥∥∥2
L2(In;L2)
+
∥∥Q0nθv∥∥2L2(In;L2)
)
(5.64)
≤ 1
2
‖∂tv‖L∞(In;L∞)
(
Cu,v
(
h2p ‖u‖2L2(In;Hp) + k2n ‖u‖2H1(In;H1)
)
+
∥∥Q0nθv∥∥2L2(In;L2) )
(5.17)
≤ 1
2
‖∂tv‖L∞(In;L∞)
(
Cu,v
(
h2p ‖u‖2L2(In;Hp) + k2n ‖u‖2H1(In;H1)
)
+ ‖θv‖2L2(In;L2)
)
≤ Cu,v
(
h2p ‖u‖2L2(In;Hp) + k2n ‖u‖2H1(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.65)
Der nächste abzuschätzende Term ist Q1t ( f ′(u˜))∂t(v− v˜). Es gilt∣∣∣ ∫
In
(Q1t ( f ′(u˜))∂t(v− v˜),Q0nθv) dt
∣∣∣
≤ 1
2
∥∥∥Q1t ( f ′(u˜))∥∥∥
L∞(In;L∞)
(
‖∂t(v− v˜)‖2L2(In;L2) +
∥∥Q0nθv∥∥2L2(In;L2) )
(5.22)
≤
(5.47)
1
2
∣∣ f ′∣∣
∞,γ
(
‖∂t(v− v˜)‖2L2(In;L2) +
∥∥Q0nθv∥∥2L2(In;L2) )
(5.49)
≤
(5.17)
1
2
∣∣ f ′∣∣
∞,γ
(
Ch2p ‖v‖2H1(In;Hp) + Ck2n ‖v‖2H2(In;H1) + ‖θv‖2L2(In;L2)
)
≤ Cu,v
(
h2p ‖v‖2H1(In;Hp) + k2n ‖v‖2H2(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.66)
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In der Abschätzung von (Q1t ( f ′(u˜) − f ′(ukh)))∂tv˜ nutzen wir aus, dass so-
wohl u˜ als auch ukh im Finite-Elemente-Raum liegen, also bezüglich eines
Intervalls In Polynome sind. Diese Eigenschaft erlaubt die Anwendung einer
inversen Abschätzung.
∣∣∣ ∫
In
(
(Q1t ( f ′(u˜)− f ′(ukh)))∂tv˜,Q0nθv
)
dt
∣∣∣
≤ 1
2
‖∂tv˜‖L∞(In;L2)
(∥∥∥Q1t ( f ′(u˜)− f ′(ukh))∥∥∥2
L2(In;H1)
+
∥∥Q0nθv∥∥2L2(In;L2)
)
(5.23)
≤
(5.21)
1
2
‖∂tv‖L∞(In;H1)
(∥∥∥Q1t ( f ′(u˜)− f ′(ukh))∥∥∥2
L2(In;H1)
+
∥∥Q0nθv∥∥2L2(In;L2)
)
(5.20)
≤ 1
2
‖∂tv‖L∞(In;L2)
(
C
( ∥∥ f ′(u˜)− f ′(ukh)∥∥2L2(In;H1)
+ k2n
∥∥∂t( f ′(u˜)− f ′(ukh))∥∥2L2(In;H1) )+ ∥∥Q0nθv∥∥2L2(In;L2)
)
(5.2)
≤ C ‖∂tv‖L∞(In;L2)
(∥∥ f ′(u˜)− f ′(ukh)∥∥2L2(In;H1) + ∥∥Q0nθv∥∥2L2(In;L2)
)
(5.52)
≤ C ‖∂tv‖L∞(In;L2)
(
C(L2f ′′ + L
2
f ′,γ) ‖∂xθu‖2L2(In;L2)
+
∥∥Q0nθv∥∥2L2(In;L2)
)
(5.17)
≤ Cu,v
(
‖∂xθu‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
. (5.67)
Den letzten Term Q1t ( f ′(ukh))∂tθv in J1 verrechnen wir mithilfe von Proposi-
tion 5.27 mit dem entsprechenden Term in J2, also mit Q0n( f ′′(ukh))vkhQ0nθv.
Wir fahren mit den Termen in J2 fort und schätzen die zugehörigen Integrale
wie zuvor für J1 ab. Es ist
J2 = (Id−Q0n)( f ′′(u))v2 +Q0n( f ′′(u)− f ′′(u˜))v2 +Q0n( f ′′(u˜))(v− v˜)v
+Q0n( f ′′(u˜))v˜(v− v˜) +Q0n( f ′′(u˜))v˜(Id−Q0n)v˜
+Q0n( f ′′(u˜)− f ′′(ukh))v˜Q0nv˜+Q0n( f ′′(ukh))θvQ0nv˜
+Q0n( f ′′(ukh))vkhQ0nθv.
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Wir beginnen mit∣∣∣ ∫
In
(
(Id−Q0n)( f ′′(u))v2,Q0nθv
)
dt
∣∣∣
≤ 1
2
∥∥v2∥∥
L∞(In;L∞)
(∥∥(Id−Q0n)( f ′′(u))∥∥2L2(In;L2) + ∥∥Q0nθv∥∥2L2(In;L2))
(5.7)
≤ 1
2
‖v‖2L∞(In;L∞)
(
k2n
∥∥∂t f ′′(u)∥∥2L2(In;L2) + ‖θv‖2L2(In;L2))
= Cu,v
(
k2n
∥∥∂t f ′′(u)∥∥2L2(In;L2) + ‖θv‖2L2(In;L2)) . (5.68)
Für den zweiten Summanden in J2 erhalten wir∣∣∣ ∫
In
(Q0n( f ′′(u)− f ′′(u˜))v2,Q0nθv) dt∣∣∣
≤ 1
2
∥∥v2∥∥
L∞(In;L∞)
( ∥∥Q0n( f ′′(u)− f ′′(u˜))∥∥2L2(In;L2)
+
∥∥Q0nθv∥∥2L2(In;L2) )
(5.17)
≤ 1
2
‖v‖2L∞(In;L∞)
(
L f ′′ ‖u− u˜‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
(5.48)
≤ 1
2
‖v‖2L∞(In;L∞)
(
CL f ′′
(
h2 ‖u‖2L2(In;H1) + k2n ‖u‖2H1(In;H1)
)
+ ‖θv‖2L2(In;L2)
)
≤ Cu,v
(
h2 ‖u‖2L2(In;H1) + k2n ‖u‖2H1(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.69)
Desweiteren ist∣∣∣ ∫
In
(Q0n( f ′′(u˜))(v− v˜)v,Q0nθv) dt∣∣∣
≤ 1
2
∥∥Q0n( f ′′(u˜))∥∥L∞(In;L∞) ‖v‖L∞(In;L∞)
×
(
‖v− v˜‖2L2(In;L2) +
∥∥Q0nθv∥∥2L2(In;L2))
(5.24)
≤ ∣∣ f ′′∣∣
∞,γ ‖v‖L∞(In;L∞)
(
‖v− v˜‖2L2(In;L2) +
∥∥Q0nθv∥∥2L2(In;L2))
(5.48)
≤
(5.17)
Cu,v
(
h2p ‖v‖2L2(In;Hp) + k2n ‖v‖2H1(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.70)
Der nächste Term unterscheidet sich nur durch die Funktion v˜ statt dem letz-
ten v vom vorherigen Ausdruck, und es gilt
‖v˜‖L∞(In;L∞) ≤ C ‖v‖L∞(In;L∞)
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aufgrund der L∞-Stabilität der Projektionen Q1t ,PE (siehe (5.22) und (5.25)),
daher ändert sich die Abschätzung nicht und es gilt
∣∣∣ ∫
In
(Q0n( f ′′(u˜))(v− v˜)v˜,Q0nθv) dt)
≤ Cu,v
(
h2p ‖v‖2L2(In;Hp) + k2n ‖v‖2H1(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.71)
Der fünfte Summand in J2 führt uns zu
∣∣∣ ∫
In
(Q0n( f ′′(u˜))v˜(Id−Q0n)v˜,Q0nθv) dt∣∣∣
≤ 1
2
∥∥Q0n( f ′′(u˜))∥∥L∞(In;L∞) ‖v˜‖L∞(In;L∞)
×
(∥∥(Id−Q0n)v˜∥∥2L2(In;L2) + ∥∥Q0nθv∥∥2L2(In;L2))
(5.7)
≤ Cu,v
(
Ck2n ‖∂tv˜‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
(5.18)
≤
(5.21)
Cu,v
(
Ck2n ‖v‖2H1(In;H1) + ‖θv‖2L2(In;L2)
)
. (5.72)
Für den TermQ0n( f ′′(ukh))θvQ0nv˜ erhalten wir wieder unter Verwendung der
L2-Stabilität von Q0n (siehe (5.17)) und der L∞-Stabilität der Projektionen Q1t
und PE (siehe (5.22) und (5.25))
∣∣∣ ∫
In
(Q0n( f ′′(u˜)− f ′′(ukh))v˜Q0nv˜,Q0nθv) dt∣∣∣
≤ 1
2
‖v˜‖L∞(In;L∞)
∥∥Q0nv˜∥∥L∞(In;L∞)
×
(∥∥Q0n( f ′′(u˜)− f ′′(ukh))∥∥2L2(In;L2) + ∥∥Q0nθv∥∥2L2(In;L2))
≤ 1
2
C ‖v‖2L∞(In;H1)
(
C
∥∥ f ′′(u˜)− f ′′(ukh)∥∥2L2(In;L2) + ∥∥Q0nθv∥∥2L2(In;L2))
≤ 1
2
C ‖v‖2L∞(In;H1)
(
L f ′′ ‖θu‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
(2.2)
≤ Cu,v
(
‖∂xθu‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
. (5.73)
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Für den vorletzten Summanden in J2 benötigen wir die gleichen Stabilitäts-
eigenschaften der Projektionen wie bei der vorherigen Abschätzung.
∣∣∣ ∫
In
(Q0n( f ′′(ukh))θvQ0nv˜,Q0nθv) dt∣∣∣
≤ 1
2
∥∥Q0n( f ′′(ukh))∥∥L∞(In;L∞) ∥∥Q0nv˜∥∥L∞(In;L∞)
×
(
‖θv‖2L2(In;L2) +
∥∥Q0nθv∥∥2L2(In;L2))
≤ 1
2
L f ′′ ‖ukh‖L∞(In;L∞)︸ ︷︷ ︸
≤CA
‖v‖L∞(In;L∞)
(
‖θv‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
≤ Cu,v ‖θv‖2L2(In;L2) . (5.74)
Der letzte Summand in J2 wird, wie zuvor erwähnt, mit dem letzten Sum-
mand in J1 gemäß Proposition 5.27 verrechnet. Es verbleibt das letzte Integral
in (5.55), dafür erhalten wir
∣∣∣ ∫
In
(∂2xηu − ∂tρv,Q0nθv)− (∂xηv, ∂xQ0nθu) dt
∣∣∣
≤ 1
2
( ∥∥∂2xηu∥∥2L2(In,L2) + ‖∂tρv‖2L2(In,L2) + 2 ∥∥Q0nθv∥∥2L2(In,L2)
+ ‖∂xηv‖2L2(In,L2) +
∥∥Q0n∂xθu∥∥2L2(In,L2) )
(5.6)
≤
(5.11)
1
2
C
(
k2n
∥∥∂2xu∥∥2H1(In,L2) + h2p ‖∂tv‖2L2(In,Hp) + 2 ‖θv‖2L2(In,L2)
+ k2n ‖∂xv‖2L2(In,L2) + ‖∂xθu‖2L2(In,L2)
)
≤ Cu,v
(
k2n
(
‖u‖2H1(In;H2) + ‖v‖2L2(In;H1)
)
+ h2p ‖v‖2H1(In;Hp)
+ ‖∂xθu‖2L2(In;L2) + ‖θv‖2L2(In;L2)
)
. (5.75)
Wir schätzen nun die linke Seite von (5.55) durch die Summe der rechten
Seiten der Ungleichungen (5.63) und (5.65) bis (5.75) ab und wenden die Pro-
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position 5.27 an.∫
In
1
2
∂t
(
‖∂xθu‖22 + ‖θv‖22
)
dt
≤ Cu,v
(
(h2p + k2n)
(
‖u‖2H2(In;H2) + ‖v‖2H2(In;H2) + ‖u‖2H1(In;Hp)
+ ‖v‖2H1(In;Hp)
)
+ ‖∂xθu‖2L2(In,L2) + ‖θv‖2L2(In,L2)
)
− 3
2
λ
[(∣∣un+1kh ∣∣2, ∣∣θn+1v ∣∣2)− (|unkh|2 , |θnv |2)]
− 3
4
knλ
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
. (5.76)
Wir beachten die negativen Vorzeichen von λ. Schließlich summieren wir
(5.76) über n = 0, . . . ,N − 1 auf und erhalten
‖∂xθu(T)‖22 + ‖θv(T)‖22 − ‖∂xθu(0)‖22 − ‖θv(0)‖22
≤ Cu,v
(
(h2p + k2)
(
‖u‖2H2(0,T;H2) + ‖v‖2H2(0,T;H2) + ‖u‖2H1(0,T;Hp)
)
+ ‖v‖2H1(0,T;Hp) + ‖∂xθu‖2L2(0,T,L2) + ‖θv‖2L2(0,T,L2)
)
− 3λ
[(
|ukh(T)|2 , |θv(T)|2
)
−
(
|ukh(0)|2 , |θv(0)|2
)]
− 3
2
λ
N−1
∑
n=0
kn
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
. (5.77)
Das war zu zeigen. 
5.30 Korollar.
Mit der Konstante CA aus der Annahme (5.46) gelte für λ < 0
1+ 3C2Aλ > 0. (5.78)
Dann können wir aus der vorhergehenden Lemma 5.29 die Fehlerabschätzung
‖∂xθu(T)‖22 + ‖θv(T)‖22 ≤ Cu,v
(
‖∂xθu(0)‖22 + ‖θv(0)‖22 + k2 + h2p
)
(5.79)
folgern. Die Konstante Cu,v hängt von T, ‖u‖H2(0,T;H2(Ω)) und ‖v‖H2(0,T;H2(Ω)),
sowie von ‖u‖H1(0,T;Hp(Ω)) und ‖v‖H1(0,T;Hp(Ω)) ab.
Beweis. Wir möchten das diskrete Gronwall-Lemma 2.5 auf das Ergebnis
von Lemma 5.29 anwenden. Dazu müssen wir zuerst noch die Punktauswer-
tungen in t = 0 und t = T miteinander verrechnen.
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Wir verwenden für λ < 0 unter Zuhilfenahme der Annahme (5.46) die
Abschätzungen
3λ
(
|ukh(T)|2, |θv(T)|2
)
≥ −3|λ| ‖ukh(T)‖2L∞ ‖θv(T)‖2L2
≥ −3|λ|C2A ‖θv(T)‖2L2 ,
3λ
(
|ukh(0)|2, |θv(0)|2
)
≤ 3|λ| ‖ukh(0)‖2L∞ ‖θv(0)‖2L2
≤ 3|λ|C2A ‖θv(0)‖2L2 ,
Daraus erhalten wir
‖∂xθu(T)‖22 + ‖θv(T)‖22 + 3λ
(
|ukh(T)|2, |θv(T)|2
)
≥ C1
(
‖∂xθu(T)‖22 + ‖θv(T)‖22
)
, (5.80a)
‖∂xθu(0)‖22 + ‖θv(0)‖22 + 3λ
(
|ukh(0)|2, |θv(0)|2
)
≤ C2
(
‖∂xθu(0)‖22 + ‖θv(0)‖22
)
. (5.80b)
Für λ > 0 ist C1 = 1, für λ < 0 dagegen
C1 = 1+ 3λC
2
A.
Wir benötigen C1 > 0, daher resultiert die Bedingung (5.78) dieses Korollars.
Wir müssen noch die letzte Summe in Gl. (5.62) geeignet abschätzen und
die L2(0, T; L2)-Norm von ∂xθu und θv durch eine Summe der diskretenWerte
abschätzen, um das diskrete Gronwall-Lemma anwenden zu können. Es gilt
N−1
∑
n=0
kn
(
(un+1kh + u
n
kh)(v
n+1
kh + v
n
kh), θ
n+1
v θ
n
v
)
≤
N−1
∑
n=0
kn4 ‖ukh‖L∞(In;L∞) ‖vkh‖L∞(In;L∞)
∣∣∣(θn+1v , θnv )∣∣∣
≤ 2 ‖ukh‖L∞(0,T;L∞) ‖vkh‖L∞(0,T;L∞)
N−1
∑
n=0
kn
(∥∥∥θn+1v ∥∥∥2
2
+ ‖θnv‖22
)
≤ 2CACB
N−1
∑
n=0
kn
(∥∥∥θn+1v ∥∥∥2
2
+ ‖θnv‖22
)
, (5.81)
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außerdem ist
‖θv‖2L2(0,T;L2)
=
N−1
∑
n=0
∫
In
‖θv‖22 dt
=
N−1
∑
n=0
∫
In
(
θn+1v ψ
n+1(t) + θnvψ
n(t), θn+1v ψ
n+1(t) + θnvψ
n(t)
)
dt
=
N−1
∑
n=0
∫
In
∥∥∥θn+1v ∥∥∥2
2
(ψn+1(t))2 + 2(θn+1v , θ
n
v )ψ
n+1(t)ψn(t)
+ ‖θnv‖22 (ψn(t))2 dt
=
N−1
∑
n=0
1
3
kn
∥∥∥θn+1v ∥∥∥2
2
+
1
3
kn(θ
n+1
v , θ
n
v ) +
1
3
kn ‖θnv‖22
=
1
3
N−1
∑
n=0
kn
( ∥∥∥θn+1v ∥∥∥2
2
+ (θn+1v , θ
n
v ) + ‖θnv‖22
)
≤ 1
3
N−1
∑
n=0
kn
( ∥∥∥θn+1v ∥∥∥2
2
+
1
2
(∥∥∥θn+1v ∥∥∥2
2
+ ‖θnv‖22
)
+ ‖θnv‖22
)
=
1
2
N−1
∑
n=0
kn
( ∥∥∥θn+1v ∥∥∥2
2
+ ‖θnv‖22
)
. (5.82)
Wir verwenden nun (5.80), (5.81) und (5.82) in Gl. (5.62) und erhalten für
kN−1 klein genug∥∥∥∂xθNu ∥∥∥2
2
+
∥∥∥θNv ∥∥∥2
2
≤ Cu,v
(
h2p + k2 + ‖∂xθu(0)‖22 + ‖θv(0)‖22
+
N−1
∑
n=0
kn
(
‖∂xθnu‖22 + ‖θnv‖22
))
.
Darauf wenden wir das diskrete Gronwall-Lemma 2.5 an und erhalten die
Behauptung. 
5.31 Bemerkung.
Die Bedingung (5.78) ist genau die gleiche Bedingung, die wir im kontinuierlichen
Problem für die Existenz einer Lösung benötigt haben, siehe Bemerkung 3.3. Der
Fall λ < 0 ist dabei der interessantere Fall. Die Konvergenzanalysis ist also näher
am kontinuierlichen Problem als die Existenz- und Eindeutigkeitsbeweise für das
diskretisierte Problem, in denen die notwendigen Bedingungen teilweise deutlich von
den in der Analysis benötigten Bedingungen abwichen.
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5.32 Satz. (Fehler der Volldiskretisierung)
Es sei Ω ⊂ R ein offenes Intervall. Für die Lösung (u, v) von (3.14) gelte
u ∈ H2(0, T;H2(Ω)) ∩ H1(0, T;Hp+1(Ω)),
v ∈ H2(0, T;H2(Ω)) ∩ H1(0, T;Hp(Ω)).
Es sei (ukh, vkh) die Lösung der Volldiskretisierung (5.27) mit
‖ukh‖L∞(0,T;L∞) ≤ CA, ‖vkh‖L∞(0,T;L∞) ≤ CB,
für von k und h unabhängige Konstanten CA,CB > 0 und es gelte für λ < 0
1+ 3C2Aλ > 0.
Dann gilt
‖(u− ukh)(T)‖2H1(Ω) + ‖(v− vkh)(T)‖22
≤ C
(
‖(u− ukh)(0)‖2H1(Ω) + ‖(v− vkh)(0)‖22 + k2 + h2p
)
.
Beweis. Wir verwenden die Fehleraufspaltung (5.45), also ist
‖(u− ukh)(T)‖2H1(Ω)
≤ C
(
‖ρu(T)‖2H1(Ω) + ‖PEηu(T)‖2H1(Ω) + ‖θu(T)‖2H1(Ω)
)
,
‖(v− vkh)(T)‖2L2(Ω)
≤ C
(
‖ρv(T)‖2L2(Ω) + ‖PEηv(T)‖2L2(Ω) + ‖θv(T)‖2L2(Ω)
)
.
ηu(T) und ηv(T) verschwinden, da Q1t auf dem Zeitgitter interpolierend ist,
siehe Gl. (5.3). Weiterhin folgt aus Lemma 5.9, dass
‖ρu(T)‖2H1(Ω) ≤ Ch2p ‖u(T)‖2Hp+1(Ω) ,
‖ρv(T)‖2L2(Ω) ≤ Ch2p ‖v(T)‖2Hp(Ω) .
Zusammen mit den Abschätzungen für (θu, θv) aus Korollar 5.30 folgt die
Behauptung. 
5.33 Bemerkung.
Die Anfangsfehler haben für die Wahl
ukh(0) := PEu(0), vkh(0) := Pv(0)
die gleiche Fehlerordnung wie der Rest, wobei P die L2-orthogonale Projektion auf
S ph sei.
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Die Konvergenzordnung in der Zeit ist vermutlich nicht optimal. [FP96] und
[BL94] liefern für die lineare Wellengleichung eine quadratische Konvergenzord-
nung bezüglich k und nicht nur eine lineare Konvergenzordnung. Die meisten Ab-
schätzungen des Zeitfehlers in unserem Beweis nutzen nicht die volle zur Verfügung
stehende Regularität von u und v aus. Die Abschätzungen von Id−Q1t in der L2-
Norm bezüglich der Zeit kann man meist noch verbessern, um den Faktor k2n gewin-
nen. Es sind nur zwei Terme, in denen das nicht möglich ist. Diese treten in den
Abschätzungen (5.66) und (5.72), und zwar sind das
‖∂t(v− v˜)‖L2(In;L2) und
∥∥(Id−Q0n)v˜∥∥L2(In;L2) ,
aus denen man nur eine kn-Ordnung erhalten kann.
Wir halten fest, dass bisher T für k → 0 gegen 0 gehen kann, da wir T
definiert haben als den maximalen Zeitpunkt, zu dem eine eindeutige Lö-
sung der diskretisierten Gleichungen existiert. Das Konvergenzresultat gibt
uns jetzt aber eine Möglichkeit an die Hand, mit der wir das vorherige Exis-
tenzresultat Lemma 5.19 soweit verbessern können, dass T nicht mehr von k
abhängig ist.
5.34 Korollar. (Existenzintervall)
Es sei Tend der Zeitpunkt, bis zu dem die Lösung (u, v) des kontinuierlichen Pro-
blems mit Ω ⊂ R existiert, siehe Satz 3.1. Dann gibt es ein T˜ ∈ (0, Tend] unabhän-
gig von k, sodass für k, h klein genug eine eindeutige Lösung (ukh, vkh) von (5.26)
existiert.
Beweis. Wir setzen für t ∈ [0, Tend] und n = 0, . . . ,N
δ(t) := ‖u(t)‖H1 + ‖v(t)‖2 ,
δn := ‖unkh‖H1 + ‖vnkh‖2 .
Die kritische Stelle im Beweis des Existenzresultates Lemma 5.19 steckt in
(5.33) und ist die Forderung, dass die Lösbarkeitsbedingung
1− | f ′′|∞,δN−1δN−1 − 2| f ′|∞,2δN−1 ≥
1
2
gelten soll. Diese Bedingung erfordert es, dass δN−1 klein genug ist.
Wir gehen nun wie folgt vor: Wir erfüllen diese Bedingung mit der kon-
tinuierlichen Lösung für ein T˜ < Tend und wählen dann k und h so klein,
dass auch die numerische Lösung für alle tn ≤ T˜ noch die Lösbarkeitsbedin-
gung erfüllt. Dann können wir folgern, dass das diskretisierte Problem eine
Lösung bis zu T˜ besitzt. Es besteht eine gewisse Wechselbeziehung zwischen
T˜ und k: Je näher T˜ am maximalen Zeitpunkt ist, für den die Lösbarkeitsbe-
dingung erfüllt ist, desto kleiner müssen k und h gewählt werden.
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Zunächst sei 0 < T˜ < Tend so gewählt, dass
1− | f ′′|
∞,δ(T˜)δ(T˜)− 2| f ′|∞,2δ(T˜) >
1
2
.
Die Existenz eines solchen T˜ ist für genügend kleine Anfangswerte gesichert.
Wir beachten, dass der Ausdruck | f ′′|∞,δδ + 2| f ′|∞,2δ monoton steigend in
δ ist. Wir gehen davon aus, dass der Anfangsfehler verschwindet oder die
Genauigkeit k+ hp besitzt. Dann liefert Satz 5.32 für den Fehler mit T = tN
die Aussage
‖(u− ukh)(T)‖2H1(Ω) + ‖(v− vkh)(T)‖22 ≤ C(k2 + h2p).
Dabei ist C = C(t)monoton steigend in t. Also liegt (ukh(tn), vkh(tn)) für alle
n in einer Kugel mit Radius C(T˜)(k+ hp) um (u, v). Das bedeutet, dass wir
k, h klein genug wählen können, sodass
1− | f ′′|∞,δnδn − 2| f ′|∞,2δn ≥
1
2
für alle n = 1, . . . ,N gilt. Das liefert dank Lemma 5.19 schon die Existenz
der numerischen Lösung zur Zeit tN+1 und wir können weitere Zeitschritte
durchführen, bis tN+m = T˜ erreicht ist. Das liefert die Behauptung. 
5.35 Bemerkung.
Mit einer analogen Argumentation wie im Beweis zu Korollar 5.34 lässt sich zeigen,
dass die Bedingung
1+ 3CA > 0
aus dem Satz 5.32 für ein T > 0 unabhängig von k und für k, h klein genug erfüllt
ist. Die Beschränkung auf den eindimensionalen Fall Ω ⊂ R ist auch hier notwen-
dig, um die Soboleveinbettung anwenden zu können.
5.2.5 Implementierung
Für die Implementierung des Zeitschrittverfahrens geben wir in diesem Ab-
schnitt das nichtlineare Gleichungssystem (5.27) in Matrix-Vektor-Form an.
Da wir zur Lösung dieses Gleichungssystems das Newtonverfahren anwen-
denmöchten, bestimmenwir außerdem die Ableitung der zugehörigenNull-
stellenfunktion. Zusätzlich zu den reellwertigen Anfangswerten, die wir bis-
her vorausgesetzt haben, um das Problem übersichtlicher zu halten, bestim-
men wir jetzt auch das nichtlineare Gleichungssystem im Fall komplexwerti-
ger Anfangswerte. Dieses gewinnt man einfach daraus, dass man Real- und
Imaginärteil getrennt betrachtet.
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5.2.5.1 Reellwertiger Fall
Die Gleichung (5.27a) lässt sich sofort in Matrix-Vektor-Form schreiben und
lautet
M(Un+1 −Un) = kn
2
M(Vn+1 +Vn). (5.83)
Diese Gleichung lässt sich nach Vn+1 umformen und lautet dann (M ist in-
vertierbar)
Vn+1 =
2
kn
(Un+1 −Un)−Vn. (5.84)
5.36 Bemerkung.
Alle Produkte von Vektoren, das Quadrieren und die Funktionen f ′, f ′′, die auf Vek-
toren angewendet werden, verstehen wir komponentenweise.
Für die zweite Gleichung (5.27b) beachten wir Gl. (5.3) und erhalten mithilfe
der Produktapproximation für die nichtlinearen Terme (vgl. Abschnitt 4.3.1)
die Gleichung
M
[(
1+
1
2
(
f ′(Un+1) + f ′(Un)
))
(Vn+1 −Vn)
]
= − kn
2
K(Un+1 +Un)
− kn
4
[
M( f ′′(Un+1) + f ′′(Un))(Vn+1 +Vn)2
]
+ Gn (5.85)
mit Gn = (
∫
In
(g, ϕν) dt)ν∈Nh . Es gibt nun zweiMöglichkeiten. Entweder man
löst das Gleichungssystem bestehend aus Gl. (5.83) und Gl. (5.85) zusammen
oderman setzt Gl. (5.84) in Gl. (5.85) ein, um so zwei entkoppelte Gleichungs-
systeme zu erhalten, von denen eines noch dazu nicht das Invertieren einer
Matrix erfordert. Es folgt nach Multiplikation mit 2kn
4M
[(
1+
1
2
(
f ′(Un+1) + f ′(Un)
))
(Un+1 −Un − knVn)
]
= −k2nK(Un+1 +Un)
−M
[
( f ′′(Un+1) + f ′′(Un))(Un+1 −Un)2
]
+ 2knGn (5.86)
Diese Gleichung können wir nach Un+1 umsortieren,
(4M+ k2nK)U
n+1 +M[2( f ′(Un+1) + f ′(Un))(Un+1 −Un)
+ ( f ′′(Un+1) + f ′′(Un))(Un+1 −Un)2]
− 2knM[ f ′(Un+1)Vn]
= (4M− k2nK)Un + 4knMVn + 2knM[ f ′(Un)Vn] + 2knGn. (5.87)
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Wir lösen (5.87) durch die Anwendung des Newton-Verfahrens, siehe Ab-
schnitt 4.3.2. Dafür benötigen wir zuerst eine Funktion, deren Nullstelle wir
suchen. Un und Vn sind gegeben. Wir definieren
A := 4M+ k2nK,
F(U) := 2( f ′(U) + f ′(Un))(U −Un)
+ ( f ′′(U) + f ′′(Un))(U −Un)2 − 2kn f ′(U)Vn,
B = (4M− k2nK)Un + 4knMVn + 2knM[ f ′(Un)Vn] + 2knGn.
Mit diesen Definitionen könnenwir das nichtlineare Gleichungssystem (5.87)
umschreiben in das Nullstellenproblem
Φ(U) := AU +MF(U)− B = 0. (5.88)
Dann gilt, wie wir im Abschnitt 4.3.2 besprochen haben mit der Funktion
mult aus (4.23)
Φ′(U) = A+mult(M, F′(U)),
wobei
F′(U) = 2( f ′′(U))(U −Un) + 2( f ′(U) + f ′(Un)) + f ′′′(U)(U −Un)2
+ 2( f ′′(U) + f ′′(Un))(U −Un)− 2kn f ′′(U)Vn.
Damit können wir die Lösung von (5.88) approximativ berechnen. Das Zeit-
schrittverfahren hat den Nebeneffekt, dass wir keinen guten Startwert su-
chen müssen, Un ist gewöhnlich schon ein sehr guter Startwert.
5.37 Bemerkung.
Die Verwendung der inexakten Newtoniteration mit der approximativen Ableitung
Φ˜′(U) = A ist auch möglich. In allen reellwertigen Beispielproblemen wird sich
zeigen, dass die inexakte Newtoniteration nennenswert schneller ist als die exak-
te Newtoniteration. Denn obwohl man bei der inexakten Newtoniteration deutlich
mehr Newtonschritte benötigt, lohnt sich das im Vergleich zu den sehr zeitintensi-
ven Funktionsauswertungen der exakten Ableitung.
5.2.5.2 Komplexwertiger Fall
Im Fall komplexer Anfangswerte lässt sich das nichtlineare System mittels
der Definitionen aus dem Abschnitt 3.2 ohne größere Änderungen zum re-
ellwertigen Fall angeben. Wie in Abschnitt 3.2 erwähnt wurde, ist f nur im
Nullpunkt komplex differenzierbar, wir müssen also von C auf R2 überge-
hen.
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Wir können also (5.27) wieder verwenden, angewendet auf das Problem
∂tu = v,
∂tv+ f
′(u)[∂tv] = ∆u− f ′′(u)[v, v] + g.
Die KoeffizientenvektorenUn,Vn bestehen aufgrund der Identifizierung von
C mit R2 aus je zwei Teilvektoren, dem Real- und dem Imaginärteil, also
Un = [Unre;U
n
im] und V
n = [Vnre;V
n
im].
5.38 Definition. (Vektorielle Funktionsauswertungen)
Auch hier müssen wir wieder definieren, wie wir Funktionsauswertungen
mit Vektorargumenten verstehen. In der Nullstellenfunktion treten die Funk-
tionen f ′ und f ′′ mit zwei bzw. drei Argumenten auf, die jeweils aus Real-
und aus Imaginärteil bestehen. Wir haben also für m = 2, 3 Funktionen
F :
m×
i=1
R
2 → R2,
wobei F = (Fre, Fim).
Vektoriell aufgefasst ist dann F für M := |Nh| gegeben durch
F :
m×
i=1
R
2M → R2M.
Wir schreiben für die Argumente Xi = [Xire;X
i
im] und als Funktionswert Y =
[Yre;Yim], also
F(X1, . . . ,Xm) = Y.
Wir definieren die Auswertung komponentenweise für ν ∈ Nh durch
(Yre)ν := Fre([(X1re)ν; (X
1
im)ν], . . . , [(X
m
re)ν; (X
m
im)ν]),
(Yim)ν := Fim([(X1re)ν; (X
1
im)ν], . . . , [(X
m
re)ν; (X
m
im)ν]).
Noch eine Stufe weiter müssen wir bei der Berechnung der Ableitung der
Nullstellenfunktion gehen. Dort treten für m = 2, 3 matrixwertige Funktio-
nen der Form G : ×mi=1 R2 → R2×2 auf. Die Komponenten der Argumente
indizieren wir wie oben mit re und im, die vier Komponenten der Funktions-
werte indizieren wir, wie es bei Matrizen üblich ist, durch G11,G12,G21 und
G22. Entsprechend definieren wir G : ×mi=1 R2M → R2M×2 für ν ∈ Nh durch
G(X1, . . . ,Xm) := Y =
(
Y11 Y12
Y21 Y22
)
∈ R2M×2
mit Yij ∈ RM×1, i, j = 1, 2 und
(Yij)ν := Gij([(X
1
re)ν; (X
1
im)ν], . . . , [(X
m
re)ν; (X
m
im)ν]) (i, j = 1, 2).
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Jetzt können wir genauso vorgehen wie im reellwertigen Fall und erhal-
ten die zwei Gleichungssysteme
Vn+1 =
2
kn
(Un+1 −Un)−Vn (5.89)
und
(4M˜+ k2nK˜)U
n+1 + M˜
[
2
(
f ′(Un+1)[Un+1 −Un] + f ′(Un)[Un+1 −Un])
+
(
f ′′(Un+1)[Un+1 −Un,Un+1 −Un]
+ f ′′(Un)[Un+1 −Un,Un+1 −Un])]− 2knM˜ f ′(Un+1)[Vn]
= (4M˜− k2nK˜)Un + 4knM˜Vn + 2knM˜ f ′(Un)[Vn] + 2knGn.
Masse- und Steifigkeitsmatrix wurden erweitert zu
M˜ :=
(
M
M
)
, K˜ :=
(
K
K
)
. (5.90)
Analog zum reellwertigen Fall definieren wir
A˜ := 4M˜+ k2nK˜,
F(U) := 2
(
f ′(Un+1)[Un+1 −Un] + f ′(Un)[Un+1 −Un])
+
(
f ′′(Un+1)[Un+1 −Un,Un+1 −Un]
+ f ′′(Un)[Un+1 −Un,Un+1 −Un])
,
B˜ = (4M˜− k2nK˜)Un + 4knM˜Vn + 2knM˜ f ′(Un)[Vn] + 2knGn.
Wir suchen also nach der Nullstelle von
Φ(U) = A˜U + M˜F(U)− B˜.
Um jetzt die Ableitung Φ′(U) für die Anwendung des Newton-Verfahrens
bestimmen zu können, benötigen wir die partiellen Ableitungen von f ′(u)[v]
und f ′′(u)[v,w]. Für f (z) = λ|z|2z gilt
∂u f
′(u)[v] = λ
(
6urevre + 2uimvim 2uimvre + 2urevim
2uimvre + 2urevim 2urevre + 6uimvim
)
,
∂v f
′(u)[v] = λ
(
3u2re + u
2
im 2ureuim
2ureuim u2re + 3u
2
im
)
und
∂u f
′′(u)[v,w] = λ
(
6vrewre + 2vimwim 4vrewim
4vimwre 2vrewre + 6vimwim
)
,
∂v f
′′(u)[v,w] = λ
(
6urewre + 4uimwim 2urewim
2uimwre 4urewre + 6uimwim
)
,
∂w f
′′(u)[v,w] = λ
(
6urevre 4uimvre + 2urevim
2uimvre + 4urevim 6uimvim
)
.
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Damit erhalten wir dann
F′(U) = 2
(
∂u f
′(U)[U −Un] + ∂v f ′(U)[U −Un] + ∂v f ′(Un)[U −Un]
)
+ ∂u f
′′(U +Un)[U −Un,U −Un]
+ ∂v f
′′(U +Un)[U −Un,U −Un]
+ ∂w f
′′(U +Un)[U −Un,U −Un].
Das erlaubt uns dann, die Ableitung der Funktion Φ anzugeben, es ist
Φ′(U) = A˜+
(
mult(M, (F′(U))11) mult(M, (F′(U))12)
mult(M, (F′(U))21) mult(M, (F′(U))22)
)
.
5.39 Bemerkung.
Wir haben im reellwertigen Fall gesehen, dass eine inexakte Newton-Iteration sehr
viel Zeit sparen kann. Es ist wichtig zu bemerken, dass im komplexwertigen Fall
eine inexakte Newton-Iteration mit Φ˜′(U) = A˜ nicht verwendet werden kann. In
diesem Fall ergeben unsere Experimente nämlich, dass die inexakte Newton-Iteration
im allgemeinen nicht konvergiert.
5.3 Ein cG-Verfahren für die semilineare Wellenglei-
chung
In diesem Abschnitt stellen wir ein cG-Verfahren basierend auf der semili-
nearen Formulierung (3.25) vor.
Wir haben in Abschnitt 3.4 gesehen, dass wir die Existenz einer eindeu-
tigen Lösung der semilinearen Formulierung nicht zeigen können. Aus ähn-
lichen Gründen scheitert auch ein Konvergenzbeweis des nachfolgend de-
finierten Verfahrens für diese Formulierung. Dennoch zeigen die numeri-
schen Beispiele des nächsten Abschnittes, dass dieses Verfahren vergleichba-
re Konvergenzergebnisse liefert wie das zuvor analysierte qlw-cG(1) cG(p)-
Verfahren. Außerdem werden wir das Verfahren des aktuellen Abschnittes
aufgrund seiner einfachen Struktur als Grundlage für das lokale Zeitschritt-
verfahren verwenden, das wir in Kapitel 6 definieren werden. Wir nehmen
also die Problemformulierung
u+ f (u) = v,
∂tv = w,
∂tw = ∆u+ g
als Ausgangspunkt.
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5.3.1 Verfahrensformulierung slw-cG(1) cG(p)
Die variationelle Formulierung ist
∫
In
(u+ f (u), φ1) dt =
∫
In
(v, φ1) dt,∫
In
(∂tv, φ2) dt =
∫
In
(w, φ2) dt∫
In
(∂tw, φ3) dt = −
∫
In
(∇u,∇φ2) dt+
∫
In
(g, φ3) dt
für φ1, φ2 ∈ L2(0, T; L2(Ω)) und φ3 ∈ L2(0, T;H10(Ω)). Die Diskretisierung
führen wir genauso durch wie beim qlw-cG(1) cG(p)-Verfahren. Wir suchen
also Funktionen ukh, vkh und wkh aus S1k ⊗ S ph mit
∫
In
(ukh + I1( f (ukh)), φ1) dt =
∫
In
(vkh, φ1) dt,∫
In
(∂tvkh, φ2) dt =
∫
In
(wkh, φ2) dt∫
In
(∂twkh, φ3) dt = −
∫
In
(∇ukh,∇φ2) dt+
∫
In
(g, φ3) dt
für alle φ1, φ2, φ3 ∈ P0(In)⊗ S ph . Dabei sei I1 ein Interpolationsoperator be-
züglich der Zeitvariablen. Dann entspricht
∫
In
I1w dt einer Quadraturfor-
mel. Um die erwünschte Fehlerordnung zu erreichen, kann man I1 so wäh-
len, dass man die Trapez- oder Mittelpunktregel erhält. Beide führen zu ver-
gleichbaren Fehlern in den numerischen Experimenten, wir werden uns im
Folgenden auf die Mittelpunktregel beschränken, also ist
I1w⌊In := w
(
tn + tn+1
2
)
.
Wir nennen dieses Verfahren slw-cG(1) cG(p).
Die Probleme, die bei dem Versuch eines Konvergenzbeweises auftreten,
können wir kurz skizzieren. Wir haben in Abschnitt 3.4 gesehen, dass der
Existenzbeweis für die semilineare Formulierung daran scheitert, dass die
nichtlinearen Terme in gewisser Weise in der falschen Komponente auftau-
chen und dadurch keine lokale Lipschitzstetigkeit der rechten Seite in der
betreffendenNorm vorhanden ist. Natürlicherweise trifft man auf dieses Pro-
blem auch in demVersuch eines Konvergenzbeweises (unter der nicht bewie-
senenAnnahme, dass eine genügend glatte Lösung der Differentialgleichung
existiert). Definieren wir die Fehlerfunktionen eu := u − ukh, ev := v − vkh
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und ew := w− wkh, so folgt∫
In
(eu, φ1) dt+
∫
In
( f (u)− I1( f (ukh)), φ1) dt =
∫
In
(ev, φ1) dt, (5.91a)∫
In
(∂tev − ew, φ2) dt = 0, (5.91b)∫
In
(∂tew, φ3) dt+
∫
In
(∇eu,∇φ3) dt = 0, (5.91c)
für alle φ1, φ2, φ3 ∈ P0(In)⊗S ph . Wennwir davon absehen, dass wir den Feh-
ler wie zuvor noch weiter aufteilen müssen, so können wir aus diesen Fehl-
ergleichungen schon sehen, dass nicht klar ist, wie eine Strategie zum Testen
dieser Gleichungen aussehen könnte. Wir kennen nur eine „Energie“ unseres
Problems und diese haben wir aus der quasilinearen Formulierung gewon-
nen. Diese Energie für die obigen Fehlergleichungen auszunutzen scheint
aber aussichtslos. Für Beweise, die mit der Energiemethode durchgeführt
werden, ist das Vorhandensein einer Energie aber eine notwendige Voraus-
setzung. Das können wir auch sehen, wenn wir versuchen ohne Beachtung
dieses Wissens Gl. (5.91) geeignet zu testen. Der Einfachheit halber ignorie-
ren wir in dieser kurzen Darstellung die Tatsache, dass die Fehlerfunktionen
nicht im Testraum liegen und erhalten mit der natürlichen Wahl φ3 := ew∫
In
(∂tew, ew) dt = −
∫
In
(∇eu,∇ew) dt. (5.92)
Die rechte Seite müssen wir loswerden, da ew auf der linken Seite nur in der
L2(Ω)-Norm vorliegt. Also testen wir weiter mit φ2 := Aeu und erhalten∫
In
(∂t∇ev,∇eu) dt =
∫
In
(∇ew,∇eu) dt. (5.93)
Durch Aufaddieren von (5.92) und (5.93) fällt also der Gradiententerm von
ew weg. Um die linke Seite von (5.93) zu verrechnen, müsste man (5.91a)
mit φ1 = ∂tAeu testen (wir ignorieren die Randwerte, die bei der partiellen
Integration in der Zeit auftreten) und erhielte
∫
In
(∇eu, ∂t∇eu) dt+
∫
In
(∇( f (u)− I1( f (ukh))), ∂t∇eu) dt
=
∫
In
(∇ev, ∂t∇eu) dt. (5.94)
Hier sehen wir nun das Problem, das auch im Kontinuierlichen aufgetreten
ist: Der nichtlineare Term in (5.94) passt nicht zu den restlichen Termen, die
Zeitableitung in ∂t∇eu ist „zuviel“. Im diskreten Fall kann man diese Zeita-
bleitung durch eine inverse Abschätzung loswerden, verliert dadurch aber
eine Ordnung in der Zeit. Bei genauer Behandlung dieses Problems sieht
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man, dass es sich dabei nicht nur um den Verlust einer Fehlerordnung han-
delt, sondern es fehlt ein kn, das für die Anwendung des diskreten Gronwall-
Lemmas notwendig ist. Ähnliche Probleme treten unabhängig davon auf,
wie man testet. Dennoch werden wir sehen, dass die numerischen Experi-
mente die Probleme der Theorie nicht bestätigen. Das Konvergenzverhalten
dieses Verfahrens entspricht meist recht exakt dem des qlw-cG(1) cG(p)-Ver-
fahrens.
5.3.2 Implementierung
Wir bestimmen die nichtlinearen Gleichungssystem im Fall reellwertiger so-
wie komplexwertiger Anfangswerte, wie wir es in Abschnitt 5.2.5 getan ha-
ben.
5.3.2.1 Reellwertiger Fall
Das Gleichungssystem (5.27) lässt sich mithilfe der Produktapproximation
4.3.1 in die Matrix-Vektor-Form bringen,
1
2
M(Un+1 +Un) +M f ((Un+1 +Un)/2) =
1
2
M(Vn+1 +Vn), (5.95a)
M(Vn+1 −Vn) = kn
2
M(Wn+1 +Wn), (5.95b)
M(Wn+1 −Wn) = − kn
2
K(Un+1 +Un) + Gn,
(5.95c)
wobei Gn = (
∫
In
(g, ϕν) dt)ν∈Nh . Wir entkoppeln diese Gleichungen, indem
wir Wn+1 in (5.95b) durch (5.95c) eliminieren und dann Vn+1 in (5.95a) mit
(5.95b) ersetzen. Wir erhalten die nichtlineare Gleichung(
M+
k2n
4
K
)
Un+1 + 2M f ((Un+1 +Un)/2)
= −
(
M+
k2n
4
K
)
Un +M
(
2Vn +
kn
2
Wn
)
+
kn
2
Gn. (5.96)
Diese Gleichung lösen wir zuerst, mit Un+1 können wir dann über (5.95c)
Wn+1 bestimmen und schließlich Vn+1 mit (5.95b). Mit
A := M+
k2n
4
K,
B := −AUn +M
(
2Vn +
kn
2
Wn
)
+
kn
2
Gn
suchen wir die Nullstelle der Funktion
Φ(U) := AU + 2M f ((U +Un)/2)− B.
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Wie in 5.2.5 erhalten wir
Φ′(U) = A+ 2mult(M, f ′((U +Un)/2))
und können damit wieder das Newton-Verfahren durchführen. Wir bemer-
ken, dass wir in der semilinearen Formulierung von der nichtlinearen Funk-
tion f nicht mehr als eine Ableitung benötigen. Bei der quasilinearen Formu-
lierung haben wir im Gegensatz dazu sogar noch die dritte Ableitung für die
Newton-Iteration gebraucht.
5.3.2.2 Komplexwertiger Fall
War die Definition der Nullstellenfunktion und ihrer Ableitung für die qua-
silineare Formulierung in Abschnitt 5.2.5.2 noch umfangreich, so ist das für
die semilineare Formulierung sehr einfach.
Es seien M˜ und K˜ die R2-Entsprechungen der Masse- und der Steifig-
keitsmatrix wie in Gl. (5.90). Dann definieren wir
A˜ := M˜+
k2n
4
K˜,
B˜ := −A˜Un + M˜
(
2Vn +
kn
2
Wn
)
+
kn
2
Gn.
Wir suchen die Nullstelle der Funktion
Φ(U) := A˜U + 2M˜ f ((U +Un)/2)− B˜.
Wie üblich ist f hier komponentenweise zu verstehen. Es gilt für f (z) =
λ|z|2z
f ′(u) = λ
(
3u2re + u
2
im 2ureuim
2ureuim u2re + 3u
2
im
)
.
Also folgt unter Beachtung der Definition 5.38 (mit nur einem Argument bei
der Funktionsauswertung)
Φ′(U) = A˜+ 2
(
F11(U) F12(U)
F21(U) F22(U)
)
.
mit
Fij(U) := mult(M, ( f
′((U +Un)/2))ij) (i, j = 1, 2).
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5.4 Numerische Ergebnisse
Die in den vorherigen zwei Abschnitten vorgestellten Verfahren wurden in
MATLAB R© 1 (Version 7.4.0.287 (R2007a) und 7.14.0.739 (R2012a)) implemen-
tiert. Bei der zugrundeliegenden Finite-Elemente-Bibliothek für elliptische
Probleme handelt es sich um die femtoolbox von M. Richter (vgl. die Dis-
sertation [Ric10]), das Newtonverfahren ist vonW. Dörfler. Die Implementie-
rungen der Zeitschrittverfahren stammen von mir.
Alle Berechnungen, die wir im Folgenden durchführen, verwenden die
gleichen Parameter für das Newton-Verfahren. Zur Bedeutung der Parame-
ter vergleiche mit Abschnitt 4.3.2. Wir setzen
nmax := 20,
TOLU := 10−8,
TOLF := 10−10.
nmax ist zur Sicherheit groß angesetzt, wir werden auf die tatsächlich notwen-
dige Iterationszahl in den jeweiligen Abschnitten eingehen.
Wir werden bei den nachfolgenden drei Testproblemen verschiedene Pro-
blemklassen abdecken. Bei dem ersten Problem handelt es sich um ein homo-
genes Problem in R mit zu vernachlässigenden Randwerten und λ < 0. Die
Lösung existiert hier nur in einem beschränkten Zeitintervall.
Abbildung 5.1: Einfaches criss-Gitter.
Das zweite Problem behandelt den
inhomogenen Fall für λ < 0 in R
mit einer global (in der Zeit) exis-
tenten Lösung. Beide Probleme be-
sitzen reelle Anfangswerte. Zu gu-
ter Letzt betrachten wir ein homo-
genes Problem in R2 mit nicht ver-
schwindenden Randwerten, λ >
0 und komplexen Anfangswerten.
Auch die Lösung dieses Problems
existiert global in der Zeit.
Wir verwenden in allen Beispie-
len gleichmäßige Diskretisierungen
mit den Parametern k und h, die sich
aus den jeweiligen Konvergenzta-
bellen ergeben. Für das Solitonproblem in Abschnitt 5.4.3, welches in R2 for-
muliert wird, verwenden wir ein sogenanntes criss-Gitter (zu weiteren Gitter-
typen siehe [Bra03, Kapitel 8]). Ein solches Gitter besteht aus Dreiecken die
wie in Abb. 5.1 angeordnet sind, wobei nach rechts die x-Richtung und nach
oben die y-Richtung aufgetragen sei.
1MATLAB R© ist eine eingetragene Marke von The MathWorks, Inc.
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In allen Fällen geben wir den Diskretisierungsfehler u − ukh in der H1-
Halbnorm zum jeweiligen Endzeitpunkt t = T an. Nur für das Solitonpro-
blem müssen wir diese Aussage relativieren: Wenn t = T in N Zeitschritten
erreicht sein sollte, dann ist dies der Zeitpunkt, an dem wir den Fehler be-
rechnen. Aufgrund der inexakten Zahldarstellung eines Computers ist dies
gewöhnlich nicht t = T, sondern bei unserer Zeitschrittwahl ein Zeitpunkt,
der geringfügig vor T liegt.
Die experimentelle Konvergenzordnung (wir schreiben in den Tabellen
kurz eoc für „experimental order of convergence“) bestimmen wir für linea-
re Elemente p = 1 in Abhängigkeit von k + h, da der Konvergenzsatz 5.32
in diesem Fall die Ordnung 1 in k und h erwarten lässt. Für quadratische
Elemente p = 2 betrachten wir Konvergenz in Zeit und Ort getrennt. Da-
zu wählen wir jeweils eine der beiden Parameter k und h so klein, dass der
entsprechende Zeit- bzw. Ortsdiskretisierungsfehler vernachlässigbar ist und
betrachten dann die Konvergenz im anderen Parameter. In den Abbildun-
gen der Fehler befindet sich immer ein Steigungsdreieck, dass die Ordnung
1 oder 2 exemplarisch anzeigt, damit ein Vergleich möglich ist.
5.4.1 Pulspropagation mit blow-up, λ < 0
Das erste Referenzproblem ist das Modellproblem (3.6) mit g = 0, also ein
homogenes Problem. Eine Lösung wurde durch einen speziellen Ansatz in
der Arbeit von Busch et al. [PNTB09] hergeleitet, diesen Ansatz werden wir
unten vorstellen. Man erhält eine Lösung, die nur für einen endlichen Zeit-
raum [0, Tend) existiert und dann bezüglich der H1-Norm einen sogenannten
blow-up erfährt. Das heißt, dass die H1-Norm für t → Tend gegen Unendlich
geht.
5.4.1.1 Herleitung von Referenzlösungen
Wir beginnen mit der Situation in (3.11) mit Ω ⊂ R. Es folgt also das System
∂t
(
(1+ λ|u(t, x)|2)u(t, x)) = ∂xv(t, x), (5.97a)
∂tv(t, x) = ∂xu(t, x). (5.97b)
Wir nehmen weiter an, dass die Anfangsbedingungen an u und v reell sind,
so dass die Lösungen auch, solange sie existieren, reell bleiben. In diesem
Fall können wir die Zeitableitung auf der linken Seite von (5.97a) auflösen
und erhalten
∂tu(t, x) =
1
1+ 3λ|u(t, x)|2 ∂xv(t, x). (5.98)
Jetzt machen wir den Ansatz
v(t, x) = b(u(t, x))u(t, x)
96
5.4. Numerische Ergebnisse
für eine stetig differenzierbare Funktion b auf R. Setzen wir diesen Ansatz in
(5.98) ein, so folgt
∂tu =
1
1+ 3λ|u|2 (b
′(u)u+ b(u))∂xu (5.99)
und selbiges Vorgehen in (5.97b) liefert
(b′(u)u+ b(u))∂tu = ∂xu .
Zusammen erhalten wir
1
1+ 3λ|u|2 (b
′(u)u+ b(u))2∂xu = ∂xu.
Eine nichttriviale Lösung u erfordert daher
b′(u)u+ b(u) = ±
√
1+ 3λ|u|2 .
Einsetzen dieser Bedingung in (5.99) ergibt
∂tu = ± 1√
1+ 3λ|u|2 ∂xu. (5.100)
Wir wählen das Minuszeichen, um Ausbreitung nach rechts zu gewährleis-
ten. Dies Lösungen dieser verallgemeinerten Transportgleichung sind gege-
ben durch die implizite Gleichung
u(t, x) = G(u(t, x)) := F
(
x− 1√
1+ 3λ|u(t, x)|2 t
)
(5.101)
für beliebiges F ∈ C1(R) und alle (t, x) ∈ (0, T)×Ω. Bei gegebener Anfangs-
bedingung u0(x) = u(0, x) folgt F ≡ u0, falls u0 stetig differenzierbar ist.
5.40 Bemerkung.
Auf den ersten Blick scheint es, dass man damit für gegebene Anfangsbedingungen
u(0), ∂tu(0) mit obigem Vorgehen immer eine Lösung der Differentialgleichung er-
hält. Dem ist nicht so, die Anfangsbedingung ∂tu(0) muss einer aus dem Ansatz
folgenden Verträglichkeitsbedingung genügen, damit das obige Vorgehen funktio-
niert.
Schon hier kann man das allgemeine Verhalten einer Lösung (5.101) beurtei-
len: Die Charakteristiken sind offensichtlich Geraden, die aber nicht paral-
lel zueinander sind (vergleiche auch [Eva98, Chapter 3.2]). Das sorgt dafür,
dass glatte Anfangsdaten früher oder später in einen Schockzustand geraten.
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Dieses Verhalten kann man auch im Beweis der Existenz einer Lösung be-
obachten, siehe Bemerkung 3.3. Im Fall (5.101) müssen wir nur punktweise
die Fixpunktgleichung lösen. Die Lösbarkeit dieser Gleichung ist garantiert,
wenn
F′(x) ≤ C < 1
ist. Darüber hinaus muss
1+ 3λ|u(t, x)|2 > 0
für alle (t, x) ∈ (0, T)×Ω gelten (oder kleiner Null, nur ein Nulldurchgang
wäre problematisch, da das zu differential-algebraischen Gleichungen füh-
ren würde.) Diese Bedingung ist im defokussierenden Fall mit λ > 0 immer
erfüllt und muss daher nicht beachtet werden. Im fokussierenden Fall, also
mit negativem λ, ist diese Bedingung nicht automatisch erfüllt.
5.4.1.2 Gauß-Puls
Es sei Ω = (0, 100) und λ = −0.08. Als Anfangsbedingung benutzen wir
einen reskalierten Gauß-Puls,
u0(x) := e−
1
25 (x−25)2 .
Dies legt die Funktion F in (5.101) fest. Für unsere Verfahren benötigen wir
weiterhin eine Anfangsbedingung für v = ∂tu. Diese lässt sich aus (5.100)
bestimmen, es ist
v0(x) =
1√
1+ 3λ|u0(x)|2
∂xu0(x)
= − 2
25
(x− 25) 1√
1+ 3λ|u0(x)|2
u0(x).
Wir bestimmen u durch eine einfache Fixpunktiteration mit dem Anfangs-
wert u0(t, x) := 0 für alle (t, x) ∈ [0, T]×Ω,
uk+1(t, x) := G(uk(t, x)) ((t, x) ∈ [0, T]×Ω, k ∈ N0).
Wir brechen dabei ab, wenn |uk+1(t, x)− G(uk(t, x))| < 10−12 ist. Die Ablei-
tung im Ort von u approximieren wir durch den Differenzenquotienten
∂xu(t, x) ≈ u(t, x+ 10
−8)− u(t, x)
10−8
.
Die Lösung existiert bis T = 15, bis zu diesem Zeitpunkt führen wir unsere
Simulationen durch. In Abb. 5.2 ist die Lösung u zum Startzeitpunkt t = 0
sowie zum Endzeitpunkt t = T abgebildet. Man sieht, dass sich die Pulsfront
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Abbildung 5.2: Anfangsbedingung u(0) des blow-up-Problems (blau) so-
wie die Lösung zum Zeitpunkt T = 15 (rot).
aufgestellt hat, der blow-up ist zu erahnen. Der Diskretisierungsfehler ist an
dieser Stelle zwar am größten, es sind aber keine Schwingungen der numeri-
schen Lösungen an dieser Stelle zu beobachten. Abb. 5.3 und Tab. 5.3 zeigen,
dass für p = 1 die erwartete lineare Konvergenz für beide Verfahren bestä-
tigt werden kann. Dabei ist der Fehler für beide Verfahren im Wesentlichen
gleich.
Die Konvergenzordnung in der Zeit für p = 2 scheint besser als linear
zu sein. Abb. 5.4a und Tab. 5.4 zeigen für beide Verfahren eher eine quadra-
tische Konvergenzordnung in der Zeit an. Im Ort bestätigt sich dagegen die
quadratische Konvergenzordnung, siehe Abb. 5.4b und Tab. 5.5, wenngleich
die experimentelle Konvergenzordnung immer leicht unter 2 liegt. Das liegt
vermutlich am größeren Fehler der Zeitdiskretisierung.
Wie lässt sich die quadratische Ordnung in der Zeit erklären? Wie wir
schon in Bemerkung 5.33 erwähnt haben, tauchen im Konvergenzbeweis nur
zwei von der Nichtlinearität abhängige Terme auf, die für die lineare Kon-
vergenzordnung in der Zeit verantwortlich sind. Es ist nachvollziehbar, dass
für betragsmäßig kleines λ dieser Fehleranteil entsprechend klein und daher
nicht zu beobachten ist.
Abschließend möchten wir kurz auf die Performance des Newton-Ver-
fahrens eingehen. Wir haben schon in Abschnitt 5.2.5.1 angemerkt, dass ein
inexaktes Newtonverfahren für reellwertige Probleme schneller ist. Um das
zu zeigen, betrachten wir das qlw-cG(1)cG(1)- und das slw-cG(1) cG(1)-
Verfahren für k = h = 0.0625. Mit i bezeichnen wir den Iterationsschritt.
Wir sehen in Tab. 5.1, dass die exakte Newton-Iteration bei Verwendung
des qlw-cG(1) cG(1)-Verfahrens nur knapp ein Drittel der Iterationsschritte
der inexakten Newton-Iteration benötigt. Dennoch ist die Rechendauer un-
gefähr fünf Mal so lang. Das liegt an den zusätzlichen Funktionsauswertun-
gen.
Tab. 5.2 liefert ein ähnliches Ergebnis für das slw-cG(1) cG(1)-Verfahren.
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Inexakt Exakt
i
∥∥Ukori ∥∥ ‖F(Ui)‖ ∥∥Ukori ∥∥ ‖F(Ui)‖
1 1.30e-01 3.47e-03 1.82e-04 1.43e-01
2 1.39e-02 5.71e-04 4.16e-07 8.50e-04
3 2.28e-03 1.06e-04 1.01e-09 1.97e-06
4 4.25e-04 2.11e-05 2.50e-12 4.78e-09
5 8.42e-05 4.33e-06
6 1.73e-05 9.12e-07
7 3.64e-06 1.96e-07
8 7.81e-07 4.25e-08
9 1.70e-07 9.33e-09
10 3.73e-08 2.07e-09
11 8.26e-09 4.61e-10
Tabelle 5.1: Inexakte und exakte Newton-Iteration des letzten Zeitschritts
des qlw-cG(1)cG(1)-Verfahrens.
Inexakt Exakt
i
∥∥Ukori ∥∥ ‖F(Ui)‖ ∥∥Ukori ∥∥ ‖F(Ui)‖
1 1.30e-01 8.64e-04 1.44e-01 1.15e-05
2 1.38e-02 1.39e-04 2.14e-04 5.91e-11
3 2.23e-03 2.55e-05
4 4.07e-04 4.97e-06
5 7.95e-05 1.01e-06
6 1.62e-05 2.11e-07
7 3.38e-06 4.50e-08
8 7.20e-07 9.73e-09
9 1.56e-07 2.13e-09
10 3.40e-08 4.70e-10
11 7.51e-09 1.04e-10
Tabelle 5.2: Inexakte und exakte Newton-Iteration des letzten Zeitschritts
des slw-cG(1)cG(1)-Verfahrens.
Für dieses Verfahren benötigt die exakte Newtoniteration sogar nur zwei
Schritte mit Konvergenz vierter Ordnung. Auch wenn die inexakte Iteration
hier sogar über fünf Mal soviele Iterationen braucht, ist sie vier Mal schneller,
das ist wieder auf die Funktionsauswertungen zurückzuführen.
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Abbildung 5.3: blow-up-Problem: Konvergenz für p = 1 in Abhängigkeit
von k+ h. In blau das qlw-cG(1)cG(1)-Verfahren, in gestrichelt rot das slw-
cG(1)cG(1)-Verfahren.
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(a) Konvergenz in der Zeit in Abhängigkeit von k, mit h = 0.03125 fest.
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(b) Konvergenz im Ort in Abhängigkeit von h, mit k = 0.005 fest.
Abbildung 5.4: blow-up-Problem: Konvergenz für p = 2. In blau das qlw-
cG(1)cG(2)-Verfahren, in gestrichelt rot das slw-cG(1)cG(2)-Verfahren.
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qlw-cG(1)cG(1) slw-cG(1)cG(1)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 1.0 1.71e-01 1.81e-01
0.5 0.5 9.38e-02 8.66e-01 9.76e-02 8.90e-01
0.25 0.25 4.25e-02 1.14e+00 4.28e-02 1.19e+00
0.125 0.125 1.71e-02 1.31e+00 1.69e-02 1.34e+00
0.0625 0.0625 7.21e-03 1.24e+00 7.15e-03 1.24e+00
0.03125 0.03125 3.37e-03 1.10e+00 3.36e-03 1.09e+00
0.015625 0.015625 1.65e-03 1.03e+00 1.65e-03 1.03e+00
Tabelle 5.3: blow-up-Problem: Konvergenz des qlw- und des slw-
cG(1)cG(1)-Verfahrens für lineare Elemente (p = 1).
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 0.03125 1.20e-01 2.17e-01
0.5 0.03125 1.11e-01 8.46e-01 1.19e-01 8.64e-01
0.25 0.03125 4.95e-02 1.17e+00 5.17e-02 1.20e+00
0.125 0.03125 1.71e-02 1.54e+00 1.73e-02 1.58e+00
0.0625 0.03125 4.88e-03 1.81e+00 4.85e-03 1.83e+00
0.03125 0.03125 1.36e-03 1.84e+00 1.33e-03 1.86e+00
0.015625 0.03125 4.51e-04 1.59e+00 4.37e-04 1.61e+00
Tabelle 5.4: blow-up-Problem: Konvergenz in der Zeit des qlw- und des
slw-cG(1)cG(2)-Verfahrens für quadratische Elemente (p = 2).
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
0.005 2.0 1.27e-01 1.27e-01
0.005 1.0 6.96e-02 8.78e-01 6.96e-02 8.78e-01
0.005 0.5 2.72e-02 1.36e+00 2.72e-02 1.36e+00
0.005 0.25 8.91e-03 1.61e+00 8.90e-03 1.62e+00
0.005 0.125 2.52e-03 1.82e+00 2.49e-03 1.84e+00
0.005 0.0625 7.01e-04 1.84e+00 6.60e-04 1.92e+00
0.005 0.03125 2.40e-04 1.55e+00 1.85e-04 1.84e+00
Tabelle 5.5: blow-up-Problem: Konvergenz im Ort des qlw- und des slw-
cG(1)cG(2)-Verfahrens für quadratische Elemente (p = 2).
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5.4.2 Global existente Pulspropagation, λ < 0
Im zweiten Testproblem überprüfen wir die Konvergenz für ein inhomoge-
nes Problem, das heißt ein Problem mit einem nicht verschwindenden Kraft-
term g. Dabei entsteht ein zusätzlicher Fehler, da wir die rechte Seite g nicht
exakt behandeln, wie wir es in den Verfahrensdefinitionen getan haben. Statt-
dessen verwendenwir eine Quadraturformel in der Zeit mit genügend hoher
Genauigkeit und im Ort die Knoteninterpolation in S ph . In der Zeit ist eine
Quadratur der Ordnung 2 ausreichend, wir verwenden die Trapezregel.
Wir definieren auf Ω = (0, 10) und für t ∈ (0, T)mit T = 5 den Kraftterm
g(t, x) = 6λ(24(x− t− 2)2 − 2)e−6(x−t−2)2 .
Dann ist die Lösung der zugehörigen Differentialgleichung (3.6) durch den
reskalierten Gauß-Puls
u(t, x) := e−2(x−t−2)
2
gegeben. Weiterhin setzen wir λ = −0.1. u können wir offenbar auch für alle
t ≥ 0 definieren, da wir den nichtlinearen Einfluss durch den Kraftterm g
eliminieren. Daher tritt anders als im vorherigen Beispiel in diesem Fall auch
kein blow-up auf.
Die Ergebnisse liefern die gleichen Beobachtungen wie vorhergehenden
im blow-up-Problem. Für lineare Elemente p = 1 zeigenAbb. 5.5 und Tab. 5.6
ein Konvergenzverhalten, das leicht besser ist als die erwartete lineare Kon-
vergenz. Nun haben wir schon beim blow-up-Problem gesehen, dass die
Konvergenz in der Zeit besser als linear zu sein scheint, aber die Fehler-
konstanten bezüglich der Zeitdiskretisierung höher sind als die der Ortsdis-
kretisierung. Es kann also auch hier der Fall sein, dass für die betrachteten
Diskretisierungsparameter der Zeitfehler dominiert und ein etwas besseres
Konvergenzverhalten besitzt als die Ortsdiskretisierung.
Für quadratische Elemente p = 2 bestätigt sich bei Betrachtung der Zeit-
konvergenz in Abb. 5.6a und Tab. 5.7 die Vermutung, dass zumindest die ex-
perimentelle Konvergenzordnung in der Zeit höher ist als theoretisch herge-
leitet. Beide Verfahren zeigen ein quadratisches Konvergenzverhalten in der
Zeit. Gleiches gilt für die Konvergenz im Ort, siehe Abb. 5.6b und Tab. 5.8,
allerdings entspricht das dem Konvergenzresultat Satz 5.32.
Auch für dieses Testproblem sind die Fehler beider Verfahren imWesent-
lichen die gleichen.
Das Newtonverfahren verhält sich qualitativ ähnlich wie im vorherigen
Problem. Die inexakten Newtoniterationen sind auch hier wieder schneller
als die exaktenNewtoniterationen, die quadratische Konvergenz des exakten
Newtonverfahrens sieht man nur beim slw-cG(1) cG(1)-Verfahren.
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Abbildung 5.5: Pulsausbreitungsproblem: Konvergenz für p = 1 in Abhän-
gigkeit von k + h. In blau das qlw-cG(1)cG(1)-Verfahren, in gestrichelt rot
das slw-cG(1)cG(1)-Verfahren.
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(a) Konvergenz in der Zeit in Abhängigkeit von k, mit h = 0.03125 fest.
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(b) Konvergenz im Ort in Abhängigkeit von h, mit k = 0.005 fest.
Abbildung 5.6: Pulsausbreitungsproblem: Konvergenz für p = 2. In blau
das qlw-cG(1)cG(2)-, in gestrichelt rot das slw-cG(1)cG(2)-Verfahren.
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qlw-cG(1)cG(1) slw-cG(1)cG(1)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 1.0 1.56e+00 1.70e+00
0.5 0.5 1.13e+00 4.70e-01 1.20e+00 5.07e-01
0.25 0.25 4.74e-01 1.25e+00 5.81e-01 1.04e+00
0.125 0.125 1.93e-01 1.30e+00 2.51e-01 1.21e+00
0.0625 0.0625 7.50e-02 1.36e+00 8.29e-02 1.60e+00
0.03125 0.03125 3.19e-02 1.23e+00 3.26e-02 1.35e+00
0.015625 0.015625 1.50e-02 1.09e+00 1.51e-02 1.11e+00
Tabelle 5.6: Pulsausbreitungsproblem: Konvergenztabellen des qlw- und
des slw-cG(1)cG(1)-Verfahrens für lineare Elemente (p = 1).
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 0.03125 1.85e+00 1.80e+00
0.5 0.03125 1.55e+00 2.58e-01 1.62e+00 1.53e-01
0.25 0.03125 7.39e-01 1.07e+00 9.19e-01 8.18e-01
0.125 0.03125 3.05e-01 1.28e+00 4.07e-01 1.17e+00
0.0625 0.03125 9.30e-02 1.71e+00 1.12e-01 1.87e+00
0.03125 0.03125 2.63e-02 1.82e+00 2.58e-02 2.11e+00
0.015625 0.03125 1.06e-02 1.31e+00 9.12e-03 1.50e+00
Tabelle 5.7: Pulsausbreitungsproblem: Konvergenz in der Zeit des qlw- und
des slw-cG(1)cG(2)-Verfahrens für quadratische Elemente (p = 2).
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
0.005 2.0 1.67e+00 1.67e+00
0.005 1.0 8.67e-01 9.48e-01 8.67e-01 9.48e-01
0.005 0.5 7.77e-01 1.56e-01 7.77e-01 1.56e-01
0.005 0.25 2.25e-01 1.79e+00 2.25e-01 1.79e+00
0.005 0.125 8.00e-02 1.49e+00 7.99e-02 1.49e+00
0.005 0.0625 2.50e-02 1.68e+00 2.49e-02 1.68e+00
0.005 0.03125 7.02e-03 1.83e+00 6.80e-03 1.87e+00
Tabelle 5.8: Pulsausbreitungsproblem: Konvergenz imOrt des qlw- und des
slw-cG(1)cG(2)-Verfahrens für quadratische Elemente (p = 2).
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5.4.3 Soliton, λ > 0
Aus der Herleitung der Schrödingergleichung aus den Maxwellgleichungen
können wir uns den Ansatz
u(t, x1, x2) = e
i(kx1−ωt)b(x2)
abschauen. Dabei bezeichnen k,ω ∈ R die Wellenzahl und die Frequenz der
Welle. Einsetzen dieses Ansatzes in das Modellproblem Gl. (3.6) mit g = 0
ergibt
−ω2(b+ λ|b|2b) = −k2b+ ∂2x2b .
Dies lässt sich umschreiben zu
(k2 −ω2)b− λω2|b|2b = ∂2x2b .
Wir setzen λ = 1, dies entspricht dem defokussierenden Fall bei der nichtli-
nearen Schrödingergleichung. Damit der Koeffizient des Reaktionsteils posi-
tiv ist, setzen wir also für ein a > 0
ω := a ,
k :=
√
2a ,
woraus wir erhalten:
a2(b+ |b|2b) = ∂2x2b .
Diese Differentialgleichung wird gelöst durch
b(x2) =
√
2 sech(ax2) =
√
2
1
cosh(ax2)
.
Es folgt
u(t, x1, x2) =
√
2eia(
√
2x1−t) 1
cosh(ax2)
.
Für die Experimente setzen wir Ω = (0, 2) × (−1, 1) und T = 1.0. Für
a = 1 betrachten wir also die Funktion
u(t, x1, x2) =
√
2ei(
√
2x1−t) sech(x2).
Wie wir anfangs dieses Abschnittes erwähnt haben, verwenden wir zur Tri-
angulierung von Ω ein criss-Gitter. h ist dann die Länge der Hypotenuse ei-
nes Elementes. In den Konvergenztabellen geben wir die Gitterweite in Form
von h/
√
2 an, das ist gerade die Länge der kürzeren Seite eines Elementes.
Die Werte für k und h in den Tabellen 5.10 und 5.12 basieren darauf, dass
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wir Ω in Tab. 5.10 in 10, 20, 40, 60, 70 und 80 Teilintervalle und in Tab. 5.12 in
5, 10, 20, 30, 35 und 40 Teilintervalle jeweils in x1- und x2-Richtung unterteilt
haben. Mit einem entsprechenden Verhältnis wird auch k jeweils gewählt,
die angegebenen Werte sind nicht exakt. Der Grund für die ungleichmäßige
Verfeinerung ist der hohe Speicherverbrauch. Die Randwerte von u werden
in jedem Zeitschritt erzwungen, wie man es bei Finite-Elemente-Methoden
gewohnt ist.
Bei diesem zweidimensionalen Problem sehenwir jetzt zum einzigenMal
Unterschiede zwischen den beiden Verfahren. Für lineare Elemente lässt sich
in Abb. 5.7 zwar beobachten, dass das qlw-cG(1) cG(1)-Verfahren leicht bes-
ser ist, aber beide Verfahren besitzen eine lineare experimentelle Konvergen-
zordnung, das kann man auch genauer in Tab. 5.10 ablesen. Wir werden in
der genaueren Aufspaltung für quadratische Elemente sehen, dass es der
Fehler in der Zeitdiskretisierung ist, der für die größere Fehlerkonstante von
slw-cG(1) cG(p) verantwortlich ist.
Für quadratische Elemente betrachten wir wieder Zeit- und Ortskonver-
genz getrennt. In der Abb. 5.8a und der Tab. 5.11 können wir beobachten,
dass das qlw-cG(1) cG(2)-Verfahren in der Zeit eine quadratische experi-
mentelle Konvergenzordnung besitzt und für den kleinsten Zeitschritt kon-
vergiert der Fehler offenbar schon gegen den Fehler der Ortsdiskretisierung.
Das slw-cG(1) cG(2)-Verfahren zeigt dagegen für die ersten Zeitschritte ein
unerklärliches Verhalten, konvergiert dann aber auch quadratisch. Für die
Überprüfung der Ortskonvergenz wurde nun k = 0.005 ausgesprochen klein
gewählt, in Abb. 5.8b und Tab. 5.12 sieht man daher keinen Unterschied zwi-
schen den Verfahren, beide haben eine sehr klare quadratische experimentel-
le Konvergenzordnung im Ort.
Warum der deutlich unterschiedliche Zeitfehler auftritt, ist nicht klar. Es
steht zu vermuten, dass sich in der Implementierung der quadratischen Ele-
mente doch irgendwo ein kleiner Fehler befindet. Ausgeschlossen werden
kann nur ein systematischer Fehler, der durch die Produktapproximation
eingeführt wurde. Die Berechnungen wurden zur Überprüfung auch ohne
Produktapproximation durchgeführt, ohne dass sich ein nennenswerter Un-
terschied ergab.
Auch hier ist wieder die quadratische Konvergenzordnung in der Zeit zu
beobachten. In Abschnitt 5.4.1 haben wir dieses Verhalten noch damit erklärt,
dass λ klein war. In diesem Soliton-Problem ist aber λ = 1, die Nichtlinearität
hat also die gleiche Größenordnungwie die linearen Terme. Entweder ist also
der Konvergenzbeweis nicht optimal geführt worden oder der Fehleranteil
der nichtlinearen Terme ist dennoch deutlich kleiner als der Fehleranteil der
linearen Fehleranteile.
Eine Anwendung des inexakten Newtonverfahrens ist in diesem Problem
nicht möglich, da es nicht konvergiert. Diese Aussage trifft für beide cG-
Verfahren zu. Das exakte Newtonverfahren konvergiert dafür quadratisch in
beiden Fällen, wie wir in Tab. 5.9 sehen können. Dabei haben wir h = 0.05
√
2
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qlw-cG(1) cG(1) slw-cG(1) cG(1)
i
∥∥Ukori ∥∥ ‖F(Ui)‖ ∥∥Ukori ∥∥ ‖F(Ui)‖
1 1.20e+01 9.93e-02 1.18e+01 5.88e-03
2 1.48e+00 4.79e-03 3.85e-01 1.97e-05
3 8.30e-02 1.51e-05 1.32e-03 2.46e-10
4 2.85e-04 1.82e-10 1.69e-08 3.46e-16
5 3.69e-09 1.37e-15
Tabelle 5.9:Die exakteNewton-Iteration des letzten Zeitschritts für das qlw-
und das slw-cG(1)cG(1)-Verfahren.
und k = 0.25 verwendet. Beide Verfahren benötigen im Wesentlichen die
gleiche Rechendauer.
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Abbildung 5.7: Solitonproblem: Konvergenz für lineare Elemente, p = 1, in
Abhängigkeit von k+ h. In blau das qlw-cG(1)cG(1)-Verfahren, in gestrichelt
rot das slw-cG(1)cG(1)-Verfahren.
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(a) Konvergenz in der Zeit in Abhängigkeit von k, mit h = 0.04
√
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(b) Konvergenz im Ort in Abhängigkeit von h, mit k = 0.005 fest.
Abbildung 5.8: Solitonproblem: Konvergenz für p = 2. In blau das qlw-
cG(1)cG(2)-Verfahren, in gestrichelt rot das slw-cG(1)cG(2)-Verfahren.
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qlw-cG(1)cG(1) slw-cG(1)cG(1)
k h/
√
2 ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 0.2 4.58e-01 8.12e-01
0.5 0.1 1.85e-01 1.31e+00 3.04e-01 1.42e+00
0.25 0.05 8.97e-02 1.04e+00 1.48e-01 1.03e+00
0.1875 0.033 5.97e-02 1.30e+00 1.02e-01 1.20e+00
0.1428 0.02857 5.06e-02 6.70e-01 6.66e-02 1.72e+00
0.125 0.025 4.41e-02 1.03e+00 5.61e-02 1.28e+00
Tabelle 5.10: Solitonproblem: Konvergenz des qlw- und des slw-
cG(1)cG(p)-Verfahrens für lineare Elemente (p = 1) in Abhängigkeit von
k+ h.
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h/
√
2 ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
1.0 0.04 3.17e-01 7.57e-01
0.5 0.04 6.17e-02 2.36e+00 2.52e-01 1.59e+00
0.25 0.04 2.03e-02 1.60e+00 1.58e-01 6.74e-01
0.125 0.04 5.44e-03 1.90e+00 2.11e-01 -4.19e-01
0.0625 0.04 1.38e-03 1.98e+00 4.17e-02 2.34e+00
0.03125 0.04 8.32e-04 7.32e-01 1.20e-02 1.80e+00
Tabelle 5.11: Solitonproblem: Konvergenz in der Zeit des qlw- und des slw-
cG(1)cG(2)-Verfahrens.
qlw-cG(1)cG(2) slw-cG(1)cG(2)
k h/
√
2 ‖(u− ukh)(T)‖H1 eoc ‖(u− ukh)(T)‖H1 eoc
0.005 0.4 9.32e-02 9.32e-02
0.005 0.2 2.34e-02 1.99e+00 2.34e-02 1.99e+00
0.005 0.1 5.85e-03 2.00e+00 5.84e-03 2.00e+00
0.005 0.0667 2.60e-03 2.00e+00 2.61e-03 1.99e+00
0.005 0.057 1.91e-03 2.00e+00 1.93e-03 1.96e+00
0.005 0.05 1.46e-03 2.01e+00 1.48e-03 1.96e+00
Tabelle 5.12: Solitonproblem: Konvergenz im Ort des qlw- und des slw-
cG(1)cG(2)-Verfahrens.
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5.5 Zusammenfassung und Fazit
In diesem Kapitel haben wir zwei Verfahren zur Diskretisierung der nichtli-
nearen Wellengleichung (3.6) vorgestellt.
Für das qlw-cG(1) cG(p)-Verfahren haben wir in Satz 5.32 lineare Kon-
vergenz in der Zeit und Konvergenz der Ordnung p im Ort für die Energie-
norm der Wellengleichung gezeigt. Die numerischen Ergebnisse liefern so-
gar die optimale Konvergenzordnung, quadratisch in Zeit und Ort, wie wir
es schon in Bemerkung 5.33 angesprochen haben. Wir konnten nicht bestim-
men, woran das genau liegt, auch wenn wir in Abschnitt 5.4.1 die Vermu-
tung ausgesprochen haben, dass die Fehlerterme, die nur linear konvergie-
ren, möglicherweise deutlich kleiner sind als die quadratisch konvergieren-
den und daher nicht beobachtet wurden. Weiterhin sind die Existenz- und
Eindeutigkeitsbedingungen dieses numerischen Verfahren für das Soliton-
problem nicht erfüllt, was darauf hinweist, dass die Existenz- und Eindeu-
tigkeitsresultate in Abschnitt 5.2.2 nicht optimal sind.
Die Konvergenz des zweiten Verfahrens, slw-cG(1) cG(p), konnten wir
nicht zeigen, die numerischen Beispiele zeigen aber kaum einen Unterschied
zwischen den beiden Verfahren.
Es bleibt zu bemerken, dass das qlw-cG(1) cG(p)-Verfahren aufgrund der
in jedem Newtonschritt durchzuführenden Funktionsauswertungen meist
etwas mehr Rechenzeit benötigt als das slw-cG(1) cG(p)-Verfahren.
Mit geeigneter Definition der Verfahren müsste es eigentlich auch mög-
lich sein, Verfahren höherer Ordnung in der Zeit zu konstruieren, das ist mir
aber nicht gelungen.
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6Galerkin-Verfahren mitlokalem Zeitschritt
In diesem Kapitel beschäftigen wir uns mit der Anpassung des im vorhe-
rigen Kapitel eingeführten Zeitschrittverfahrens für die Möglichkeit lokaler
Zeitschritte. Es ist bei diesem Verfahren kein Problem, ein beliebiges Zeit-
gitter zu definieren; allerdings gilt die in jedem Zeitschritt festgelegte Zeit-
schrittweite kn für alle Knoten im Ort. In [DG09] und [GM10] wurde aber
folgendes Problem vorgestellt: Wenn die Geometrie des Problems eine lokal
deutlich höhere Auflösung erfordert als global notwendig wäre, dann bedarf
es aus Stabilitätsgründen bei expliziten Zeitschrittverfahren eines der kleins-
ten Gitterweite im Ort entsprechenden Zeitschrittes. Das lieferte die Idee, ein
Verfahren zu entwerfen, welches nur eine lokal (im Ort) verkleinerten Zeit-
schrittweite benötigt.
Die Klasse der cG-Verfahren in der Zeit hat die gerade beschriebenen Sta-
bilitätsprobleme nicht, da es sich um implizite Verfahren handelt. Die Um-
setzung eines lokalen Zeitschrittes hat einen anderen Sinn, der mit der Diffe-
rentialgleichung und zunächst nicht mit der Geometrie des Problems zusam-
menhängt. Wie wir zuvor gesehen haben, besitzt unsere nichtlineare Wel-
lengleichung nur für eine endliche Zeit eine Lösung. Anhand der Beweise,
aber auch anhand der numerischen Simulationen kannman sehen, dass diese
endliche Existenzzeit häufig durch einen blow-up der H1-Norm der Funkti-
on charakterisiert wird, das heißt die örtliche Ableitung strebt gegen Unend-
lich. Der numerische Fehler steigt gegen Ende des Existenzintervalls daher
deutlich an, wenn man nicht die Zeitschrittweite entsprechend verkleinert.
Eine solche Anpassung wäre global zu kostspielig, wir möchten dies auf ein
Intervall im Ort beschränken, in dem dieser blow-up auftritt. Ein anderer
Punkt ist der Fehler, den ein Zeitschrittverfahren bei einer lokal verfeinerten
Geometrie macht. Löst man nicht gleichzeitig höher in der Zeit auf, wenn
sich eine Welle durch ein lokal verfeinertes Gebiet bewegt, dann ist der Feh-
ler der Zeitdiskretisierung in diesen Zeitschritten unter Umständen im Ver-
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gleich zum Ortsdiskretisierungsfehler zu groß und dominiert. Es bietet sich
daher an, den Zeitschritt mit der Ortsdiskretisierung zu koppeln.
Im Gegensatz zur Motivation der zitierten Arbeiten geht es uns also nicht
um Stabilität, sondern um Genauigkeit. Zusätzlich zu einem Verfahren, wel-
ches lokale Zeitschritte erlaubt, wäre eine Strategie vonnöten, die uns sagt,
wo wir wie oft lokal verfeinern müssen. Ersteres möchten wir in den nächs-
ten Abschnitten vorstellen, letzteres kann diese Arbeit nicht leisten.
Die Idee des lokalen Zeitschrittverfahrens in [DG09] und [GM10] besteht
im Wesentlichen aus drei Punkten:
1. Diskretisiere das ganze Problem zunächst mit einem expliziten Zeit-
schrittverfahren in der Zeit und beliebig im Ort.
2. Unterscheide im Lösungsvektor den Anteil z[coarse], in dem ein großer
Zeitschritt durchgeführt werden soll und den Anteil z[fine], in dem ein
kleiner Zeitschritt durchgeführt werden soll.
3. Ersetze z[fine] durch eine Lösung einer modifizierten Differentialglei-
chung, um den feineren Zeitschritt definieren zu können.
Im Finite-Elemente-Kontext kann ein analoges Vorgehen systematischer be-
handelt werden. Eigentlich muss man nur in der Linienmethode jedem Orts-
gitterpunkt einen eigenen Finite-Elemente-Raum in der Zeit zuordnen, um
ein lokales (da für jeden Ortspunkt mit unterschiedlichem Zeitschritt funk-
tionierendes) Zeitschrittverfahren zu erhalten.
In Abschnitt 6.1 definieren wir das lokale Zeitschrittverfahren für die (li-
neare) Wellengleichung. Im zweiten Abschnitt 6.2 erweitern wir dieses Kon-
zept auf unsere nichtlineare Wellengleichung in der Form von (3.25). In Ab-
schnitt 6.3 gehen wir dann darauf ein, wie die Matrizen aufgestellt werden,
die im Zeitschrittverfahren auftauchen und gehen kurz auf die Besetzungs-
struktur dieser Matrizen ein. Die numerischen Beispiele in Abschnitt 6.4 zei-
gen dann, wie gut sich die Methode bei linearen und nichtlinearen Proble-
men verhält. Zu guter Letzt diskutieren wir das Verfahren und die erhaltenen
Ergebnisse in Abschnitt 6.5.
6.1 Lokaler Zeitschritt für lineare Probleme
Wir stellen zunächst die Diskretisierung für ein lineares Problem vor, damit
wir uns auf die Struktur des entstehenden Gleichungssystems konzentrieren
können. Wir unterscheiden dabei drei Stufen in der Diskretisierung:
1. Wir beginnen mit einem Verfahren ohne Verfeinerung.
2. Danach betrachten wir die globale Verfeinerung in der Zeit.
3. Und dann leiten wir daraus das Verfahrenmit lokaler Verfeinerung her.
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6.1.1 Allgemeine Formulierung des Galerkin-Verfahrens
Unser Ausgangsproblem ist die lineare Wellengleichung. Es sei T > 0 und
wir suchen eine Lösung u : (0, T)×Ω → R mit
∂2t u− ∆u = g in (0, T)×Ω,
u = 0 auf (0, T)× ∂Ω,
mit den Anfangsbedingungen u(0, ·) = u0 und ∂tu(0, ·) = v0. Der Einfach-
heit halber setzen wir g = 0. Wir betrachten die schwache Formulierung
auf (0, T) × Ω und suchen u ∈ H1(0, T; L2(Ω)) ∩ L2(0, T;H10(Ω)) und v ∈
H1(0, T; L2(Ω)) mit obigen Anfangsbedingungen u(0) = u0 ∈ H10(Ω) und
v(0) = v0 ∈ L2(Ω), und∫ T
0
(∂tu, φ1) dt =
∫ T
0
(v, φ1) dt, (6.1a)∫ T
0
(∂tv, φ2) dt = −
∫ T
0
a(u, φ2) dt (6.1b)
für alle φ1, φ2 ∈ L2((0, T),H10(Ω)), wobei a(u, φ2) :=
∫
Ω
∇u · ∇φ2 dx. Da u, v
als stetig in der Zeit aufgefasst werden können, sind die Anfangsbedingun-
gen wohldefiniert.
Formulierung mit Verfeinerung
Wir diskretisieren dieses Problem wieder mit Hilfe eines Tensorproduktan-
satzes, wie wir es schon im vorherigen Kapitel 5 getan haben. Das erlaubt
es uns, die Diskretisierung in Ort und Zeit unabhängig voneinander zu be-
trachten. Im Ort verwenden wir einen beliebigen H10-konformen Ansatz mit
dem Ansatzraum Sh und einer Basis {ϕν : ν ∈ Nh} bezüglich der Menge der
inneren Knoten Nh. Die angesprochene Lokalität des Zeitschrittes soll sich
auf Nh beziehen: Wir wählen problembedingt Knoten aus Nh aus, in denen
wir einen kleineren Zeitschritt verwenden möchten.
Zum besseren Verständnis der Struktur des linearen Gleichungssystems,
das wir später erhalten werden, behandeln wir zunächst alle Ortsknoten ν ∈
Nh gleich, beginnen mit einem festen k > 0 und definieren das Grundin-
tervall I = [0, k]. Wir schreiben Ωk := I × Ω. Im vorherigen Kapitel haben
wir im Prinzip ein Galerkin-Verfahren auf diesem Intervall definiert und
in jedem Zeitschritt nur die Anfangswerte geändert. Wir verfeinern dieses
Grundintervall durch wiederholte Bisektion und erhalten zu einem (noch ν-
unabhängigem) Verfeinerungslevel l ∈ N0 das (gleichmäßige) Zeitgitter zum Le-
vel l
T l :=
{
tl,i :=
i
2l
k : i = 0, . . . , 2l
}
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(b) Globale Verfeinerung, l = 2.
Abbildung 6.1: Das Zeit-Ort-Gitter bezüglich des Grundintervalls und das
in der Zeit global zweimal verfeinerte Zeit-Ort-Gitter.
und bezeichnen mit
I l,i := [tl,i, tl,i+1] (i = 0, . . . , 2
l − 1),
die Teilintervalle dieses Gitters. In Abb. 6.1 haben wir das Zeit-Ort-Gitter
einmal ohne Verfeinerung und einmal mit globaler Verfeinerung des Levels
l = 2 dargestellt. Es sei Sk = Sk(I) der Finite-Elemente-Raum der linearen
Elemente auf I bezüglich des Gitters T l und Bl = {ψl,i : i = 0, . . . , 2l} eine be-
liebige Basis von Sk. Den Tensorproduktansatzraum über I ×Ω bezeichnen
wir mit
V l1 := Sk ⊗ Sh = span
{
φ : Ωk → R |
φ(t, x) = ψ(t)ϕν(x), ν ∈ Nh,ψ ∈ Bl
}
. (6.2)
Die indizierte 1 des Raumes kennzeichnet die Wahl linearer Elemente in der
Zeit, darin unterscheidet er sich vom Testraum
V l0 := span
{
φ : Ωk → R |
φ(t, x) = 1Il,i(t)ϕν(x) : i = 0, . . . , 2
l − 1, ν ∈ Nh
}
. (6.3)
Mit diesen Vorbereitungen können wir unser vorläufiges Problem stellen.
Wir suchen ukh, vkh ∈ V l1 mit∫
I
(∂tukh, φ1) dt =
∫
I
(vkh, φ1) dt, (6.4a)∫
I
(∂tvkh, φ2) dt = −
∫
I
a(ukh, φ2) dt, (6.4b)
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für alle φ1, φ2 ∈ V l0. Die Anfangswerte ukh(0, ·), vkh(0, ·) seien geeignet ge-
wählte Approximationen von u0, v0 im Raum Sh, beispielsweise die ellipti-
schen oder L2-Projektionen von u0, v0 auf Sh.
Matrix-Vektor-Form
Wir schreiben ukh, vkh entsprechend des gewählten Ansatzes als
ukh(t, x) = ∑
ν∈Nh
( 2l
∑
i=0
Ul,iν ψ
l,i(t)
)
ϕν(x), (6.5)
vkh(t, x) = ∑
ν∈Nh
( 2l
∑
i=0
V l,iν ψ
l,i(t)
)
ϕν(x) (6.6)
mit den Koeffizientenvektoren U = (Ul,iν )ν∈Nh, i=0,...,2l , V = (V
l,i
ν )ν∈Nh, i=0,...,2l .
Wählen wir als Basis für den Testraum V l0 die Funktionen
{φ : Ωk → R | φ(t, x) = 1I l,j(t)ϕν(x), j = 0, . . . , 2l , ν ∈ Nh}, (6.7)
so können wir (6.4) auch wie folgt schreiben.
∑
ν∈Nh
2l
∑
i=0
Ul,iν
( ∫
I l,j
∂tψ
l,i(t) dt
)
(ϕν, ϕν′)
= ∑
ν∈Nh
2l
∑
i=0
V l,iν
( ∫
I l,j
ψl,i(t) dt
)
(ϕν, ϕν′),
∑
ν∈Nh
2l
∑
i=0
V l,iν
( ∫
I l,j
∂tψ
l,i(t) dt
)
(ϕν, ϕν′)
= − ∑
ν∈Nh
2l
∑
i=0
Ul,iν
( ∫
I l,j
ψl,i(t) dt
)
a(ϕν, ϕν′),
für alle j = 0, . . . , 2l − 1 und ν′ ∈ Nh. Wir sortieren dies ein wenig um und
erhalten
2l
∑
i=0
( ∫
I l,j
∂tψ
l,i(t) dt
)
∑
ν∈Nh
Ul,iν (ϕν, ϕν′)
=
2l
∑
i=0
( ∫
I l,j
ψl,i(t) dt
)
∑
ν∈Nh
V l,iν (ϕν, ϕν′), (6.8a)
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2l
∑
i=0
( ∫
I l,j
∂tψ
l,i(t) dt
)
∑
ν∈Nh
V l,iν (ϕν, ϕν′)
= −
2l
∑
i=0
( ∫
I l,j
ψl,i(t) dt
)
∑
ν∈Nh
Ul,iν a(ϕν, ϕν′),
(6.8b)
Die Zeitintegration und die Ortsintegration sind also wie erwartet nicht ge-
koppelt. Dieses Gleichungssystem möchten wir in Matrix-Vektor-Form brin-
gen. Dazu beachten wir, dassU0 = (Ul,0ν )ν∈Nh , V
0 = (V l,0ν )ν∈Nh bekannt sind,
wir also in der Summe i = 0 herausnehmen können, um uns auf die unbe-
kannten Koeffizienten zu beschränken. Die zu bestimmenden Vektoren seien
durch
U1 := (Ul,iν )ν∈Nh, i=1,...,2l ,
V1 := (V l,iν )ν∈Nh, i=1,...,2l
definiert. Es ist also U1,V1 ∈ R|Nh|2l , im Gegensatz zu U0,V0 ∈ R|Nh|.
6.1 Definition. (Diskretisierungsmatrizen)
Die Massematrix M und die Steifigkeitsmatrix K der Ortsdiskretisierung seien
für die Knoten ν, ν′ ∈ Nh wieder gegeben durch
Mν′,ν := (ϕν, ϕν′), Kν′,ν := −a(ϕν, ϕν′).
Für die Zeitdiskretisierung definieren wir die Zeitschrittmatrizen Zt,Z ∈ R2l ,2l
sowie Zt,0,Z0 ∈ R2l durch
Zt j+1,i :=
∫
I l,j
∂tψ
l,i dt, Zt,0 j+1 :=
∫
I l,j
∂tψ
l,0 dt
und
Zj+1,i :=
∫
I l,j
ψl,i dt, Z0 j+1 :=
∫
I l,j
ψl,0 dt
für i = 1, . . . , 2l und j = 0, . . . , 2l − 1.
Die in (6.8) auftretende Verknüpfung der Orts- und der Zeitdiskretisie-
rungsmatrizen ist das Kroneckerprodukt zweier Matrizen.
6.2 Definition.
Es seien A ∈ Rn1×m1 und B ∈ Rn2×m2 . Dann ist das Kroneckerprodukt dieser
Matrizen gegeben durch
A⊗ B ∈ R(n1n2)×(m1m2),
(A⊗ B)(i1−1)n1+i2,(j1−1)n2+j2 := Ai1,j1Bi2,j2 ,
wobei i1 = 1, . . . , n1, i2 = 1, . . . , n2 und j1 = 1, . . . ,m1, j2 = 1, . . . ,m2.
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Da diese Definition unanschaulich ist und man daher die Struktur der so
definierten Matrix nicht sofort sehen kann, schreiben wir diese Matrix in der
Blockform
A⊗ B =
A1,1B . . . A1,nB... . . . ...
An,1B . . . An,nB
 .
Mithilfe des Kroneckerproduktes könnenwir das Gleichungssystem (6.8) wie
folgt schreiben.
(Zt ⊗M)U1 + (Zt,0 ⊗M)U0 = (Z⊗M)V1 + (Z0 ⊗M)V0, (6.9a)
(Zt ⊗M)V1 + (Zt,0 ⊗M)V0 = (Z⊗K)U1 + (Z0 ⊗K)U0. (6.9b)
Entkopplung der Gleichungen
Unter der Annahme, dass Zt invertierbar ist, lässt sich mit den folgenden
Rechenregeln für das Kroneckerprodukt das vorhergehende System entkop-
peln. Die Annahme ist gerechtfertigt, siehe Proposition 6.9.
6.3 Proposition. (Rechenregeln für das Kroneckerprodukt)
Es seien A1 ∈ Rn1×n2 ,A2 ∈ Rn2×n3 und B1 ∈ Rm1×m2 ,B2 ∈ Rm2×m3 , dann gilt
(A1 ⊗ B1)(A2 ⊗ B2) = (A1A2)⊗ (B1B2). (6.10)
Wenn auch A2 ∈ Rn1×n2 ist, dann gilt
(A1 ⊗ B1) + (A2 ⊗ B1) = (A1 +A2)⊗ B1. (6.11)
Beweis. Siehe [Gra81, Chapter 2]. 
Wir können nun V1 aus (6.9a) eliminieren, indem wir Z˜ := Z(Zt)−1 setzen
und (6.9a) von links mit Z˜⊗ Id multiplizieren, denn dann erhalten wir
(Z⊗M)V1
= −((Z˜Zt,0)⊗M)V0 + ((Z˜Z)⊗K)U1 + ((Z˜Z0)⊗K)U0. (6.12)
Wir setzen (6.12) in (6.9a) ein und erhalten für die Bestimmung von U1 die
Gleichung
(Zt ⊗M− (Z˜Z)⊗K)U1
= ((Z˜Z0 − Zt,0)⊗M)U0 + ((Z0 − Z˜Zt,0)⊗M)V0. (6.13)
Statt mit (6.9) ein gekoppeltes System zu lösen, können wir also auch in zwei
Schritten vorgehen und jeweils ein System der halben Dimension lösen. Zu-
erst bestimmen wir dann U1 über (6.13) und aktualisieren V1 danach über
(6.12) oder (6.9b).
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6.4 Bemerkung.
1. Es stellt sich sofort die Frage, wie teuer die Operationen in der Berechnung
der Produkte von Z˜ mit Zt,0 und Z0 sind. Problematisch sieht insbesonde-
re die Anwendung der Inversen von Zt aus. Wir werden allerdings in Ab-
schnitt 6.3.5 sehen, dass wir durch eine geeignete Basistransformation errei-
chen können, dass Zt eine Diagonalmatrix ist.
2. Die Besetzungsstruktur der durch das Kroneckerprodukt enstandenen Matri-
zen hängt maßgeblich von den Zeitschrittmatrizen ab. Zwar sind die Masse-
matrixM und die SteifigkeitsmatrixK bei der Wahl Finiter Elemente schwach
besetzt, sollten aber die Zeitschrittmatrizen vollbesetzt sein, dann haben die
Matrizen, die aus den Kroneckerprodukten entstehen, 4l mal soviele Einträge
wie die Ortsdiskretisierungsmatrizen. Wir werden in Abschnitt 6.3.5 sehen,
dass die Zeitschrittmatrizen auch schwach besetzt sind.
3. Das Vorgehen in diesem Abschnitt scheint zu einem unnötigen (Speicher-)
Mehraufwand in der Lösung des Problems zu führen. Statt 2l Zeitschritte mit
je zwei Gleichungssystemen der Dimension N durchzuführen, müssen wir
nun zwei Gleichungssysteme der Dimension 2lN lösen. Dies ist allerdings
nicht das Ziel. Wir benötigen die Erkenntnisse über die Struktur des Problems
bei l Bisektionen, um in den nächsten Abschnitten zu erklären, wie man daraus
ein Verfahren mit lokalem Zeitschritt konstruieren kann.
6.1.2 Lokale Verfeinerung
In diesem Abschnitt entfernen wir die Einschränkung, dass das Verfeine-
rungslevel l für alle ν ∈ Nh gleich gewählt wird. Dies führt dann dazu, dass
sich die Zeitschrittweite für verschiedene ν ∈ Nh unterscheiden kann. Wir
werden sehen, dass die Wahl der Basis des Ansatzraumes wichtig ist. Die
kanonische Wahl der Lagrange-Basis führt nicht dazu, dass wir die Ergeb-
nisse des vorhergenden Abschnittes verwenden können, erlaubt aber eine
systematische Berechnung der auftauchenden Matrizen bezüglich der hier-
archischen Basis. Wir betrachten daher zuerst die Lagrange-Basis und gehen
danach über zu einer hierarchischen Basis, dank der wir lokale Zeitschritte
recht einfach mit Hilfe von (6.9) erhalten können.
Wir ordnen also jedem Knoten ν ∈ Nh ein Verfeinerungslevel lν ∈ N0 zu
und definieren den Verfeinerungsvektor ℓ := (lν)ν∈Nh . Entsprechend ändert
sich der Ansatzraum aus (6.2).
V ℓ1 := span
{
φ : Ωk → R |φ(t, x) = ψ(t)ϕν(x), ψ ∈ Blν , ν ∈ Nh
}
.
Die Basis für die Zeitdiskretisierung ist im Gegensatz zur globalen Verfeine-
rung jetzt knotenabhängig. In (6.2) haben wir ein global verfeinertes Gitter
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(b) Lokale Verfeinerung mit variablem Level lν.
Abbildung 6.2: Das Zeit-Ort-Gitter bezüglich des Grundintervalls, einmal
mit globaler Verfeinerung des Levels l = 2 und einmal reduziert auf eine
lokale Verfeinerung. Die schwarzen Punkte geben die Knoten dieses Gitter
an, die roten Knoten sind die hängenden Knoten des Zeitgitters.
auf ein lokal verfeinertes Gitter mit l1 = l4 = 0, l2 = l5 = 1, l3 = 2 re-
duziert, wobei die roten Knoten sogenannte hängende Knoten sind. Das heißt,
dass die Funktionswerte in diesen Knoten durch Interpolation der Werte in
den benachbarten (nicht hängenden) Knoten bestimmt werden.
Weiterhin ändert sich der Testraum (6.3),
V ℓ0 := span
{
φ : Ωk → R |
φ(t, x) = 1Ilν ,i(t)ϕν(x), ν ∈ Nh, i = 0, . . . , 2lν − 1
}
.
Das Variationsproblem (6.4) passen wir entsprechend an:Wir suchen jetzt ukh
und vkh aus V ℓ1 mit∫
I
(∂tukh, φ1) dt =
∫
I
(vkh, φ1) dt, (6.14a)∫
I
(∂tvkh, φ2) dt = −
∫
I
a(ukh, φ2) dt (6.14b)
für alle φ1, φ2 ∈ V ℓ0 .
Existenz und Eindeutigkeit
Wirwissen, dass das Problem (6.4) eindeutig lösbar ist. Es ist nicht sofort klar,
ob sich diese Eigenschaft auch auf das Problem (6.14) übertragen lässt. Tat-
sächlich können wir eine positive Antwort geben, es existiert eine eindeutige
Lösung für jeden beliebigen Verfeinerungsvektor. Bevor wir das beweisen,
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wiederholen wir die Beweisideen zweier Spezialfälle, dann lässt sich die Be-
weisidee für den allgemeinen Fall einfacher nachvollziehen.
Da das Problem (6.14) linear ist, reicht es aus ukh(0) = vkh(0) = 0 zu
folgern, dass ukh und vkh auf ganz I verschwinden.
Im Fall maxν∈Nh lν = 0, also ohne Verfeinerung, haben wir das Problem
(6.4) für l = 0. Um dann aus homogenen Anfangswerten herzuleiten, dass
ukh(k) = vkh(k) = 0 gilt, testet man mit φ1 = AhQ0ukh und φ2 = Q0vkh
mit der L2(I; L2(Ω))-orthogonalen ProjektionQ0 auf P0(I)⊗Sh (siehe (5.7)).
Dabei ist Ah wieder der diskrete Laplace-Operator. Damit folgt∫
I
a(∂tukh, ukh) dt =
∫
I
a(vkh,Q0ukh) dt,∫
I
(∂tvkh, vkh) dt = −
∫
I
a(ukh,Q0vkh) dt.
Nach Addition dieser zwei Gleichungen folgt
‖ukh(k)‖2H1 + ‖vkh(k)‖22 = ‖ukh(0)‖2H1 + ‖vkh(0)‖22 = 0.
Dass die Funktionswerte in t = k im global verfeinerten Problem (6.4) für
l > 0 verschwinden, beweist man ähnlich. Zuerst zeigt man ukh(tl,1) =
vkh(tl,1) = 0, indem man vorheriges Vorgehen auf I l,0 anwendet. Dies geht
aus dem Grund, dass die Funktionen
φ1(t, x) = (Ah(Q00ukh))(t, x)1I l,0(t),
φ2(t, x) = (Q00vkh)(t, x)1I l,0(t)
für (t, x) ∈ Ωk im Testraum liegen, wobei Q00 die L2(I l,0; L2(Ω))-orthogonale
Projektion auf P0(I l,0)× Sh ist.
Im lokal verfeinerten Fall wäre eine erste Idee, genauso vorzugehen wie
zuvor diskutiert. Die Idee des nichtverfeinerten Falles kann beispielsweise
mit einer geeigneten Projektion auf I dazu verwendet werden zu zeigen,
dass die Funktionswerte von ukh und vkh im Endpunkt k verschwinden. Al-
lerdings ist dann zunächst nicht offensichtlich, wie man zeigt, dass die Werte
in den anderen Knoten verschwinden. Die Wahl der Testfunktionen analog
zum global verfeinerte Problem mit l > 0 funktioniert hier nicht, da die in
diesem Fall verwendeten Testfunktionen nicht im Testraum V ℓ0 liegen, wenn
die lokalen Verfeinerungslevel sich voneinander unterscheiden. Wir werden
eine Mischung beider Ideen verwenden.
Für den Beweis benötigen wir L2-Projektionen auf die Testräume bezüg-
lich des lokal verfeinerten Gitters. Wir definieren einen Vektorraum, der ei-
ne Obermenge unserer Ansatz- und Testräume ist, damit wir die Projektion
definieren können und verwenden den Ansatzraum ohne die globale Stetig-
keitsbedingung in der Zeit (daher der zusätzliche Index mit der Bedeutung
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„discontinuous“, unstetig),
V ℓ1,dc := span
{
φ : Ωk → R | φ(t, x) = ψ(t)ϕν(x),
ψ⌊I lν ,i affin linear, ν ∈ Nh, i = 0, . . . , 2lν − 1
}
.
Dann gilt V ℓ1 ⊂ V ℓ1,dc und auch V ℓ0 ⊂ V ℓ1,dc und wir können die L2(I; L2(Ω))-
orthogonale Projektion L0 : V ℓ1,dc → V ℓ0 definieren durch∫
I
(L0w1,w0) dt =
∫
I
(w1,w0) dt
für alle w1 ∈ V ℓ1,dc, w0 ∈ V ℓ0 . Auch L0 lässt sich im L2(I; L2(Ω))-Skalarpro-
dukt wieder wie die Projektion Qq−1n aus Abschnitt 5.1.2.1 vertauschen, es
gilt also mit w1,w2 ∈ V ℓ1,dc∫
I
(L0w1,w2) dt =
∫
I
(L0w1,L0w2) dt =
∫
I
(w1,L0w2) dt. (6.15)
Da wir auch eine lokale Version dieser Projektion benötigen, definieren wir
für eine Teilmenge N˜h der Knotenmenge Nh und ein Intervall I l,j für ein j =
0, . . . , 2l − 1 den Vektorraum V ℓ1,dc(I l,j) bezüglich N˜h durch
V ℓ1,dc(I l,j) := span{φ : I l,j ×Ω → R | φ(t, x) = ψ(t)ϕν(x),
ψ⌊I lν ,i affin linear, ν ∈ N˜h, i = 0, . . . , 2lν mit I lν,i ⊂ I l,j}.
Dies ist einfach nur der Raum V ℓ1,dc eingeschränkt auf die Knoten N˜h und
auf das Intervall I l,j. Genauso bezeichnen wir mit V ℓ0(I l,j) den Raum V ℓ0 ein-
geschränkt auf die Knoten N˜h und auf das Intervall I l,j und analog V ℓ1(I l,j).
Dann können wir analog zu L0 die Projektion Ll,j0 : V ℓ1,dc(I l,j)→ V ℓ0(I l,j) defi-
nieren durch∫
I l,j
(Ll,j0 w1,w0) dt =
∫
I l,j
(w1,w0) dt
für alle w1 ∈ V ℓ1,dc(I l,j), w0 ∈ V ℓ0(I l,j).
6.5 Lemma. (Lösbarkeit des lokal verfeinerten Problems)
Das Problem (6.14) besitzt für jeden beliebigen Verfeinerungsvektor ℓ eine eindeutige
Lösung.
Beweis. Wir setzen voraus, dass ukh(0) = vkh(0) = 0 gilt und zeigen, dass
ukh(t) = vkh(t) = 0 für alle t ∈ I folgt. Weiterhin benutzen wir in der Zeitdis-
kretisierung die Lagrange- oder die hierarchische Basis, so dass die Lösungs-
funktionen ukh und vkh durch Koeffizienten U
lν,i
ν in den Knoten aus T lν für
alle ν ∈ Nh gegeben sind.
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Im ersten Schritt betrachten wir das volle Problem (6.14) und wir möch-
ten ukh(k) und vkh(k) bestimmen. Die Situation ist in Abb. 6.3a veranschau-
licht. Die Anfangswerte sind Null, gekennzeichnet durch rote Knoten, ge-
sucht sind die Koeffizienten bezüglich der blauen Knoten. Wie in der dem
Lemma vorangestellten Diskussion besprochen, testen wir in (6.14) mit φ1 :=
AhL0ukh und φ2 := L0vkh. Nach Definition der Projektion folgt unter Beach-
tung von ∂tukh, ∂tvkh ∈ V ℓ0∫
I
a(∂tukh, ukh) dt =
∫
I
a(vkh,L0ukh) dt,∫
I
(∂tvkh, vkh) dt = −
∫
I
a(ukh,L0vkh) dt.
Wir addieren die beiden Gleichungen unter Ausnutzung der Vertauschungs-
eigenschaft (6.15) und es folgt
‖ukh(k)‖2H1 + ‖vkh(k)‖22 = ‖ukh(0)‖2H1 + ‖vkh(0)‖22 = 0. (6.16)
Bis zu diesem Punkt ist die Argumentation bekannt. Für alle Knoten ν ∈ Nh
mit lν = 0 haben wir damit alle möglichen Koeffizienten bestimmt, sie ver-
schwinden. Zur Bestimmung der restlichen Koeffizienten können wir also
die Level-0-Knoten rausnehmen und den Ansatzraum entsprechend verklei-
nern. Daher brauchen wir auch nicht mehr den vollen Testraum, auch hier
entfernen wir alle Komponenten, die zu Level-0-Knoten gehören. Sei also
N 1h := {ν ∈ Nh : lν ≥ 1}
und verwende im Folgenden die Vektorräume V ℓ1(I1,0), V ℓ1,dc(I1,0), V ℓ0(I1,0)
bezüglich N 1h . Vom Ausgangsproblem (6.14) bleibt dann die folgende For-
mulierung übrig. Wir suchen jetzt ukh, vkh ∈ V ℓ1(I1,0)mit∫
I1,0
(∂tukh, φ1) dt =
∫
I1,0
(vkh, φ1) dt, (6.17a)∫
I1,0
(∂tvkh, φ2) dt = −
∫
I1,0
a(ukh, φ2) dt (6.17b)
für alle φ1, φ2 ∈ V ℓ0(I1,0). Diese Situation ist in Abb. 6.3b dargestellt. Die durch
rote Linien gekennzeichneten Knoten wurden aus der Problemformulierung
entfernt und wir lösen das Problem auf dem blau eingefärbten Teilgebiet
von I × Ω, um die Koeffizienten bezüglich des Zeitknotens t1,1 = k2 zu be-
stimmen. Wir testen (6.17) mit φ1 := AhL1,00 ukh und φ2 := L1,00 vkh, beide
Funktionen liegen in V ℓ0(I1,0). Wie im ersten Schritt des Beweises folgt also
ukh(t1,1) = vkh(t1,1) = 0.
Im dritten Schritt setzen wir
N 2h := {ν ∈ Nh : lν ≥ 2}.
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Abbildung 6.3: Illustrierung Beweis 6.5. Rote Knoten haben Koeffizienten
0, Koeffizienten in blauen Knoten werden bestimmt, rote Linien bezeichnen
xν, die aus dem Problem gestrichen wurden, auf dem blau gefärbten Teilge-
biet wird die Lösung bestimmt.
Wir möchten die Koeffizienten auf den Knoten des zweiten Levels bestim-
men. Dazu müssen wir zwei Probleme lösen, eines auf dem Intervall I2,0 mit
den Räumen V ℓ1(I2,0), V ℓ1,dc(I2,0), V ℓ0(I2,0) bezüglich N 2h und eines auf dem
Intervall I2,2 mit den Räumen V ℓ1(I2,2), V ℓ1,dc(I2,2), V ℓ0(I2,2) bezüglichN 2h , sie-
he auch Abb. 6.3c. Das funktioniert aber genauso wie im zweiten Beweis-
schritt und es folgt ukh(t2,1) = vkh(t2,1) = 0 sowie ukh(t2,3) = vkh(t2,3) = 0.
Indem man dieses Vorgehen iterativ bis maxν∈Nh lν fortführt, erhält man die
Behauptung. 
6.6 Bemerkung. (Energieerhaltung)
Aus dem Beweis des vorhergehenden Lemmas können wir auch direkt die Energieer-
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haltung und damit die unbedingte Stabilität des lokalen Zeitschrittverfahrens able-
sen. Denn die Gleichung (6.16) lautet
‖ukh(k)‖2H1 + ‖vkh(k)‖22 = ‖ukh(0)‖2H1 + ‖vkh(0)‖22 ,
dies liefert die Behauptung.
Als Nächstes stellen wir die Frage, ob die strukturellen Eigenschaften des
Variationsproblems (6.14) mit denen von (6.4) übereinstimmen, ob wir also
die Zeit- und die Ortsdiskretisierung in der Matrix-Vektor-Formulierung in
Form eines Kroneckerproduktes trennen können. Die Antwort auf diese Fra-
ge fällt je nach verwendeter Basis unterschiedlich aus. Wir wollen daher im
Folgenden untersuchen, welche Basis sich am besten zur Verwendung in die-
sem Problem eignet.
Lagrange-Basis
Die Lagrange-Basis (oderKnotenbasis, nodale Basis) linearer Elemente bezüglich
des Gitters T l ist definiert durch
Bl := {ψl,i ∈ C(I) : ψl,i⌊I l,j affin linear (j = 0, . . . , 2l − 1),
ψl,i(tl,j) = δij (j = 0, . . . , 2
l), für alle i = 0, . . . , 2l
}
.
y
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Abbildung 6.4: Die nodalen Basen für zwei verschiedene Verfeinerungsle-
vel.
Die Lagrange-Basis für l = 2 zeigt Abb. 6.4. Das zentrale Problem dieser
Basen in Zusammenhang mit dem Zeitschrittverfahren können wir jetzt be-
schreiben. Gehen wir vor wie im vorherigen Abschnitt, so erhalten wir für
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ukh ∈ V ℓ1 die Darstellung
ukh(t, x) = ∑
ν∈Nh
( 2lν
∑
i=0
Ulν,iν ψ
lν,i(t)
)
ϕν(x). (6.18)
Für vkh müssen wir nurU
lν,i
ν durch V
lν,i
ν ersetzen. Setzen wir diesen Ansatz in
(6.14) ein, so erhalten wir
∑
ν∈Nh
2lν
∑
i=0
Ulν,iν
( ∫
I
l
ν′ ,j
∂tψ
lν,i(t) dt
)
(ϕν, ϕν′)
= ∑
ν∈Nh
2lν
∑
i=0
V lν,iν
( ∫
I
l
ν′ ,j
ψlν,i(t) dt
)
(ϕν, ϕν′),
∑
ν∈Nh
2lν
∑
i=0
V lν,iν
( ∫
I
l
ν′ ,j
∂tψ
lν,i(t) dt
)
(ϕν, ϕν′)
= − ∑
ν∈Nh
2lν
∑
i=0
Ulν,iν
( ∫
I
l
ν′ ,j
ψlν,i(t) dt
)
a(ϕν, ϕν′),
für alle ν′ ∈ Nh und j = 0, . . . , 2lν′ − 1. Der Unterschied zu (6.8) ist die Kopp-
lung aller Faktoren über die Abhängigkeit von ν und dass in den Zeitinte-
gralen die Kopplung zwischen allen auftauchenden Verfeinerungsleveln be-
rechnet wird. Die Struktur ähnelt zwar der des global verfeinerten Falles,
man kann aber die Orts- und Zeitdiskretisierungsmatrizen nicht mehr ent-
koppeln. Stattdessen kann man beispielsweise
∑
ν∈Nh
2lν
∑
i=1
Ulν,iν
( ∫
I
l
ν′ ,j
∂tψ
lν,i(t) dt
)
(ϕν, ϕν′)
für alle ν′ ∈ Nh und j = 0, . . . , 2lν′ − 1 in die FormM1,1Z
t
1,1 . . . M1,NZt1,N
...
. . .
...
MN,1Z
t
N,1 . . . MN,NZtN,N

U
l1
1
...
UlNN

bringen. Dabei sind dieMν,ν′ die Einträge der MassematrixM nach Numme-
rierung der Freiheitsgrade von 1 bis N := |Nh|. Die Zeitschrittmatrizen Ztν,ν′
sind aber knotenabhängig definiert durch
(Ztν,ν′)i,j :=
∫
I
l
ν′ ,j
∂tψ
lν,i(t) dt,
für i = 1, . . . , 2lν und j = 0, . . . , 2lν′ − 1. Ferner ist Ulνν := (Ulν,iν )i=1,...,2lν . Um
diese Matrix aufstellen zu können, müsste man alle Ztν,ν′ berechnen oder
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zumindest eine Matrix für jedes auftretende Paar von Verfeinerungsleveln
(l, l′). Das ist zwar möglich, wir wünschen uns aber mehr Flexibilität. Bei-
spielsweisemöchtenwir ohne viel Aufwand denVektor ℓ in jedemZeitschritt
ändern können. Für die Lagrange-Elemente würde das bedeuten, dass wir
die Matrizen komplett neu aufstellen müssten. Abhilfe bietet eine andere Ba-
sis des Ansatzraumes.
Hierarchische Elemente
Wir definieren jetzt eine hierarchische Basis, das heisst bei jedem Übergang
von einem Verfeinerungslevel auf das nächsthöhere Level ergänzen wir die
vorherige Basis nur, bestimmen sie aber nicht wie bei der Knotenbasis ganz
neu. In diesem Fall setzt man a priori ein maximales Verfeinerungslevel fest,
bestimmt dann bezüglich dieses Levels das Gleichungssystem gemäß Ab-
schnitt 6.1.1 und fügt eine Zwangsbedingung hinzu: Alle Koeffizienten, de-
ren zugehöriges Level höher ist als das gewünschte, werden Null gesetzt.
Ein analoges Vorgehen scheitert für Lagrange-Elemente, ein Übergang auf
ein niedrigeres Verfeinerungslevel erfordert eine ganz andere Basis.
Wir definieren die hierarchischen Basen induktiv. Die Zeitgitter T l sind
nach Definition schon hierarchisch aufgebaut, es gilt also
T 0 ⊂ T 1 ⊂ T 2 ⊂ · · ·
und wir können die Menge der Knoten, die bei jeder Erhöhung des Verfeine-
rungslevels hinzukommt, bestimmen. DieseMenge der Knoten des l-ten Levels
bezeichnen wir mit
Rl := T l r T l−1 (l ∈ N)
und wir setzenR0 := T 0. Dann gilt die Beziehung
T l = T l−1 ∪Rl (l ∈ N).
Die Menge der Indizes der Knoten des l-ten Levels bezeichnen wir mit
Rl := {i ∈ N0 : tl,i ∈ Rl} (l ∈ N0).
Weiterhin benötigen wir diese Indizes auch bezüglich eines höheren Levels,
wir definieren daher die Menge der Indizes der Knoten des l-ten Levels bezüglich
des lˆ-ten Levels (mit lˆ ≥ l) durch
Rlˆ,l := {i ∈ N0 : tlˆ,i ∈ Rl} (lˆ ∈ N0, l ≤ lˆ).
In Abb. 6.5 sind diese Mengen beispielhaft für das Referenzlevel 2 angege-
ben.
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Eine hierarchische Basis bezüglich des Levels l kann dann ausgehend von
den Knotenbasen der Level j ≤ l aufgebaut werden durch
Blhier =
{
ψ˜l,i : i = 0, . . . , 2l
}
:=
l⋃
j=0
{
ψj,i : i ∈ Rj,j
}
,
wobei ψ˜l,i dasjenige ψ ∈ Blhier sei, für das ψ(tl,i) = 1 gilt. Das bedeutet,
dass wir ausgehend von einer Basis Bl−1hier zur Basis Blhier gelangen, indem wir
die Lagrange-Basisfunktionen aus Bl hinzufügen, die den Knoten des l-ten
Levels Rl zugeordnet sind. Diese Konstruktion hat die Eigenschaft, die wir
weiter oben erwähnt hatten: Setzen wir die Freiheitsgrade in den Knoten Rl
gleich Null, so bleibt eine Darstellung der Funktion bezüglich der Basis Bl−1hier
übrig.
y
t
ψ˜2,0 ψ˜2,4
1
k
4
k
2
3k
4 k
(a) Level 0 mitR0 = {0, k},R2,0 = {0, 4}
y
t
ψ˜2,2
1
k
4
k
2
3k
4 k
(b) Level 1 mitR1 = {k/2},R2,1 = {2}
y
t
ψ˜2,1 ψ˜2,3
1
k
4
k
2
3k
4 k
(c) Level 2 mitR2 = {k/4, 3k/4},R2,2 = {1, 3}
Abbildung 6.5: Basiselemente der hierarchischen Basis zu Level 2 aufgeteilt
nach den zugehörigen Leveln
Die Darstellung von ukh bezüglich der hierarchischen Basis auf dem Grund-
129
6. GALERKIN-VERFAHREN MIT LOKALEM ZEITSCHRITT
intervall können wir sortiert nach dem jeweilig aktiven Level angeben.
ukh(t, x) = ∑
ν∈Nh
( 2lν
∑
i=0
U˜lν,iν ψ˜
lν,i(t)
)
ϕν(x)
= ∑
ν∈Nh
( lν
∑
l=0
∑
i∈Rlν ,l
U˜lν,iν ψ˜
lν,i(t)
)
ϕν(x). (6.19)
Wir beginnen zuerst mit der globalen Verfeinerung aus Abschnitt 6.1.1, also
lν = l für alle ν ∈ Nh. Verwenden wir den Ansatz (6.19) in Gl. (6.4a) und
testen mit den aufspannenden Funktionen von V ℓ0 , φ1(t, x) = 1I l′ ,j(t)ϕν′(x)
für ν′ ∈ Nh, l′ = 0, . . . , lˆ, j ∈ Rlˆ,l′ , so erhalten wir
∑
ν∈Nh
( lˆ
∑
l=0
∑
i∈Rlˆ,l
U˜ lˆ,iν
(∫
I l
′ ,j
∂tψ˜
lˆ,i(t) dt
))
(ϕν, ϕν′)
= ∑
ν∈Nh
( lˆ
∑
l=0
∑
i∈Rlˆ,l
V˜ lˆ,iν
(∫
I l
′ ,j
ψ˜lˆ,i(t) dt
))
(ϕν, ϕν′) . (6.20a)
Analog verfahren wir mit Gl. (6.4b) und erhalten
∑
ν∈Nh
( lˆ
∑
l=0
∑
i∈Rlˆ,l
V˜ lˆ,iν
(∫
I l
′ ,j
∂tψ˜
lˆ,i(t) dt
))
(ϕν, ϕν′)
= ∑
ν∈Nh
( lˆ
∑
l=0
∑
i∈Rlˆ,l
U˜ lˆ,iν
(∫
I l
′ ,j
ψ˜lˆ,i(t) dt
))
a(ϕν, ϕν′). (6.20b)
Die Dimension des Ansatzraums unterscheidet sich von der Dimension des
Testraums um 1. Dieser Dimensionsunterschied ist auch hier wieder notwen-
dig, da die Werte U˜ lˆ,0ν , V˜
lˆ,0
ν bekannt sind, also nicht der volle Ansatzraum
verwendet werden kann. Wir müssen daher nur die Werte U˜ lˆ,iν , V˜
lˆ,i
ν für i > 0
bestimmen.
Reduktion der Freiheitsgrade bei variabler Verfeinerung Wir betrachten
nun die Reduktion für eine nicht gleichmäßige Verfeinerung, falls also lν < lˆ
für mindestens ein ν ∈ Nh gilt. Im Falle von lν < lˆ ergeben sich zwei Ände-
rungen in (6.20).
1. Die Levelsumme für ν ∈ Nh läuft nur noch bis lν, dies entspricht der
Reduktion des Ansatzraumes.
2. Aufgrund der Reduktion des Ansatzraumes kann auch der Testraum
reduziert werden. Wir testen nur noch mit den Funktionen φ1(t, x) =
1I l
′ ,j(t)ϕν′(x) für ν′ ∈ Nh, l′ = 0, . . . , lν, j ∈ Rlν′ ,l′ . Diese Funktionen
bilden eine Basis von V ℓ0 .
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Der Unterschied zur Verwendung der Lagrange-Basis ist, dass die Struktur
erhalten bleibt, es werden nur gewisse Teile weggelassen. Mathematisch ent-
spricht das der Anwendung einer geeigneten Projektion.
Wir möchten also das lineare Gleichungssystem Gl. (6.9) hernehmen und
so reduzieren, dass wir eine Version mit lokal verfeinertem Zeitschritt erhal-
ten. Wir beachten dazu die zwei oben beschriebenen Änderungen. Zunächst
entfernen wir aus den Koeffizientenvektoren U1,V1 alle Komponenten, die
durch die Levelbeschränkung Null sein sollen. Das gewährleisten wir durch
Multiplikation mit einer geeigneten Projektion, die wir im Folgenden defi-
nieren. Es bezeichne wieder ℓ = (lν)ν∈Nh den Vektor, der die lokalen Verfei-
nerungslevel beinhaltet, und weiterhin sei
N lh := {ν ∈ Nh : l ≤ lν}
die Menge der Knoten, deren Zeitverfeinerungslevel (mindestens) l ist. Mit-
hilfe dieser Menge können wir den Koeffizientenvektor reduzieren. Wir ord-
nen dem Zeitindex i ∈ Rlˆ,l für Nl := |N lh| den Vektor Uℓ,i ∈ RNl definiert
durch
Uℓ,i := (U˜l,iν )ν∈N lh
zu. Aus diesen Teilvektoren setzen wir dann den vollständigen Koeffizien-
tenvektor U1,ℓ ∈ RNℓ zusammen, wobei Nℓ := ∑lˆl=1 |Rl |Nl . Es sei also
U1,ℓ := (Uℓ,i)
i=1,...,2lˆ .
Der Vektor U0, der die Anfangswerte enthält, ändert sich nicht. Es sei Pℓ ∈
{0, 1}Nℓ,N2lˆ die Projektionsmatrix, die durch
PℓU
1 = U1,ℓ
definiert ist. Dieser Vorgang entspricht der Reduktion des Ansatzraumes.
Wir erhalten U1 wieder, wenn wir U1 = PT
ℓ
U1,ℓ berechnen. In Gl. (6.9) set-
zen wir alsoU1,V1 ein und reduzieren den Testraum durch Anwendung der
Projektionsmatrix Pℓ von links.
Pℓ(Z
t ⊗M)PTℓU1,ℓ + Pℓ(Zt,0 ⊗M)U0
= Pℓ(Z⊗M)PTℓV1,ℓ + Pℓ(Z0 ⊗M)V0, (6.21a)
Pℓ(Z
t ⊗M)PTℓV1,ℓ + Pℓ(Zt,0 ⊗M)V0
= Pℓ(Z⊗K)PTℓU1,ℓ + Pℓ(Z0 ⊗K)U0. (6.21b)
Die Zeitschrittmatrizen wurden hier gemäß der hierarchischen Basis aufge-
stellt. Verwenden wir also eine hierarchische Basis, so können wir die Struk-
tur von Gl. (6.9) im Wesentlichen bewahren. Das bietet den Vorteil der ein-
facheren Implementierung und lässt es zu, dass wir in jedem Zeitschritt die
Knoten, in denen lokal verfeinert werden soll, bequem durch die Änderung
der Projektionsmatrix austauschen können.
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6.7 Bemerkung.
Wir können die Projektion auch auf das entkoppelte System (6.13), (6.9b) anwenden.
6.2 Lokaler Zeitschritt für ein nichtlineares Problem
In diesem Schritt wenden wir uns dem nichtlinearen Problem in semilinearer
Formulierung (3.25) zu. Zwar konnten wir die Konvergenz des zugehörigen
Galerkinverfahrens in Abschnitt 5.3 nicht beweisen, die numerischen Expe-
rimente zeigten aber zumindest im Eindimensionalen das gewünschte Kon-
vergenzverhalten (siehe Abschnitt 5.4). Wir verwenden die semilineare For-
mulierung, weil die Anwendung der Idee des lokalen Zeitschrittverfahrens
mit nur wenigen Anpassungen möglich ist. Prinzipiell könnte man natür-
lich auch die quasilineare Formulierungmit dem qlw-cG(1) cG(p)-Verfahren
(5.27) nehmen, strukturelle Vorteile, wie wir sie in den vorherigen Abschnit-
ten erarbeitet haben, finden sich dann aber nicht mehr. Wir betrachten also
wieder
v = u+ f (u) , (6.22a)
∂tv = w , (6.22b)
∂tw = ∆u . (6.22c)
Wir verwenden zur Zeitdiskretisierung die hierarchische Basis, dann lassen
sich die letzteren beiden Gleichungen mit Hilfe der vorhergehenden Ab-
schnitte sofort diskretisieren. Wir erhalten also vor Anwendung der Projek-
tionen
(Z⊗M)V1 + (Z0 ⊗M)V0 = (Z⊗M)U1 + (Z0 ⊗M)U0
+ F(ukh), (6.23a)
(Zt ⊗M)V1 + (Zt,0 ⊗M)V0 = (Z⊗M)W1 + (Z0 ⊗M)W0, (6.23b)
(Zt ⊗M)W1 + (Zt,0 ⊗M)W0 = (Z⊗K)U1 + (Z0 ⊗K)U0. (6.23c)
Dabei ist für alle ν′ ∈ Nh
Fν′(ukh) =
( ∫
lˆ,j
∫
Ω
f (ukh(t, x))ϕν′(x) dx dt
)
j=0,...,2lˆ−1
. (6.24)
Es bleibt die Frage, wie man (6.24) im Newtonverfahren behandelt. Es wä-
re zu aufwändig, diesen Vektor in jedem Newtonschritt neu zu assemblie-
ren. Würden wir die Produktapproximation (siehe Abschnitt 4.3.1) zur Hilfe
nehmen, dann könnten wir wieder mit den Projektionsmatrizen aus vorhe-
rigem Abschnitt das Gleichungssystem reduzieren und die Idee des lokalen
Zeitschrittverfahrens verwenden. Wie gut die Produktapproximation funk-
tioniert hängt aber von der Basis der Zeitdiskretisierung ab, wie wir jetzt
sehen werden.
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6.2.1 Produktapproximation und hierarchische Basis
Die Anwendung der Produktapproximation in Zeit und Ort unter Verwen-
dung der hierarchischen Basisdarstellung in der Zeit ist gegeben durch
( f (ukh))(t, x) ≈ ∑
ν∈Nh
( lν
∑
l=0
∑
i∈Rlν ,l
f
(
U˜lν,iν
)
ψ˜lν,i(t)
)
ϕν(x).
Eine Implementierung mit Lagrange-Elementen Sh und Verwendung der
Produktapproximation liefert folgendes Ergebnis.
1. Für feste Zeitdiskretisierung und h → 0 konvergiert das Verfahren wie
erwartet, bis der Fehler durch die Zeitdiskretisierung erreicht wird.
2. Für feste Ortsdiskretisierung und lν → ∞ konvergiert das Verfahren
nicht, der Fehler ist sogar im Wesentlichen für alle lν ∈ N0 gleich.
Dieses Verhalten legt nahe, dass die Produktapproximation bezüglich der
Ortsdiskretisierung mindestens die gleiche Fehlerordnung besitzt wie das
Verfahren selber, der Fehler der Zeitdiskretisierung aber durch Erhöhung des
Verfeinerungslevels nicht gegen 0 konvergiert.
Wir möchten daher kurz auf die Ursache dieses Phänomens eingehen.
Dazu betrachten wir ein einfaches Beispiel, welches die zugrundeliegende
Problematik aufzeigt. Wir definieren das Grundintervall I := [0, 1] und dar-
auf eine affin lineare Funktion u : I → R, u(t) := a+ (b− a)t für a, b ∈ R. Al-
so ist u(0) = a, u(1) = b. Diese Funktion können wir exakt durch lineare Ele-
mente auf jedem beliebigen Gitter über I darstellen. Für das Verfeinerungs-
level l mit entsprechendem Gitter T l lässt sich u in Lagrange-Darstellung
schreiben als
u(t) =
2l
∑
i=0
u(tl,i)ψ
l,i(t).
Insbesondere enthält diese Darstellung Informationen über u an allen Stütz-
stellen tl,i. Dies ist bei der hierarchischen Darstellung nicht so, denn es ist
u(t) = aψ˜0,0(t) + bψ˜0,1(t),
unabhängig vom gewählten Verfeinerungslevel. Zunächst sieht die hierar-
chische Darstellung geschickter aus, da sie mit der vorliegenden Informati-
on optimal umgeht, man benötigt nur zwei Parameter zur exakten Beschrei-
bung der Funktion. Diese Eigenschaft stellt sich bei Anwendung der Produk-
tapproximation als problematisch heraus. Denn wir approximieren in der
Lagrange-Darstellung f (u(t)) durch
f (u(t)) ≈
2l
∑
i=0
f (u(tl,i))ψ
l,i(t),
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Dieses Beispiel ist ein Extremfall, in dem überhaupt keine Verbesserung
durch die Wahl eines höheren Levels erreicht werden kann. Doch auch für
Funktionen u, die nicht affin linear sind, treten vergleichbare Probleme auf.
In Abschnitt 6.3.3 werden wir sehen, dass die Koeffizienten der hierarchi-
schen Basisdarstellung im Wesentlichen um einen Faktor 1/2l kleiner sind
als die nodalenWerte. Dies kann ein wünschenswerter Nebeneffekt sein, wie
man in threshold-Verfahren fürWavelets sehen kann (siehe [Li11]), führt hier
aber dazu, dass durch höhere Verfeinerungslevel nicht die erwünschte Ver-
besserung der Konvergenzordnung erreicht wird.
Eine Möglichkeit, das vorgestellte Verhalten zu umgehen, stellen wir jetzt
vor. Wir definieren durch Πhierknot die Transformation eines Vektors in Knoten-
basisdarstellung in den zugehörigen Vektor in hierarchischer Basisdarstel-
lung, umgekehrt sei Πknothier die Transformation eines Vektors in hierarchischer
Basisdarstellung in den Koeffizientenvektor in Knotenbasisdarstellung. Wie
man diese Transformationen berechnet, beschreiben wir in Abschnitt 6.3.3.
1. Bestimme den Koeffizientenvektor U zu ukh in hierarchischer Darstel-
lung.
2. Transformiere U durch Πknothier U auf Knotenbasisdarstellung.
3. Jetzt können wir die nichtlineare Funktion auf diesen Vektor anwen-
den, erhalten also f (Πknothier U).
4. Diesen Vektor können wir dann wieder ohne Verlust von Genauigkeit
in die hierarchische Darstellung transformieren und erhalten den Vek-
tor Πhierknot f (Π
knot
hier U).
Durch dieses Vorgehen bleibt die Kroneckerprodukt-Struktur der Galerkin-
Formulierung erhalten. Ohne die Reduktion aus dem vorherigen Abschnitt
führt das zu dem Gleichungssystem
(Z⊗M)V1 + (Z0 ⊗M)V0 = (Z⊗M)(U1 + Πhierknot f (Πknothier U1))
+ (Z0 ⊗M)(U0 + f (U0)), (6.25a)
(Zt ⊗M)V1 + (Zt,0 ⊗M)V0 = (Z⊗M)W1 + (Z0 ⊗M)W0, (6.25b)
(Zt ⊗M)W1 + (Zt,0 ⊗M)W0 = (Z⊗K)U1 + (Z0 ⊗K)U0. (6.25c)
Die Reduktion auf lokale Verfeinerungslevel funktioniert wie in (6.38) durch
Anwendung der Projektion Pℓ.
Entkopplung der Gleichungen
Auch das System (6.25) lässt sich unter der Annahme, dass Zt invertierbar
ist, entkoppeln. Die Invertierbarkeit zeigen wir in Proposition 6.9.
Wir gehen nun wie folgt vor. Wir lösen (6.25c) nach W1 auf, setzen dies
in (6.25b) ein, lösen die resultierende Gleichung nach V1 auf, und setzen dies
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dann in (6.25a) ein. Dies ergibt dann ein Gleichungssystem fürU1. Haben wir
U1 bestimmt, können wir V1 berechnen und schließlich W1. Multiplizieren
wir (6.25c) von links mit (Z(Zt)−1)⊗ Id, so erhalten wir dank (6.10)
(Z⊗M)W1 + ((Z˜Z0)⊗M)W0 = ((Z˜Z)⊗K)U1 + ((Z˜Z0)⊗K)U0, (6.26)
wobei wir Z˜ := Z(Zt)−1 gesetzt haben. Damit ersetzen wir in (6.25b) den
Term (Z⊗M)W1 und erhalten mit (6.11)
(Zt ⊗M)V1 + (Zt,0 ⊗M)V0
= ((Z0 − Z˜Zt,0)⊗M)W0 + ((Z˜Z)⊗K)U1 + ((Z˜Z0)⊗K)U0.
(6.27)
Wie zuvor multiplizieren wir (6.27) von links mit (Z˜⊗ Id), so folgt
(Z⊗M)V1 = −((Z˜Zt,0)⊗M)V0 + ((Z˜(Z0 − Z˜Zt,0))⊗M)W0
+ ((Z˜2Z)⊗K)U1 + ((Z˜2Z0)⊗K)U0. (6.28)
Dies setzenwir in (6.25a) ein und erhalten die Bestimmungsgleichung fürU1.
(Z⊗M)(U1 + f (U1)) = −(Z0 ⊗M)(U0 + f (U0))
+ ((Z0 − Z˜Zt,0)⊗M)V0
+ ((Z˜(Z0 − Z˜Zt,0))⊗M)W0
+ ((Z˜2Z0)⊗K)U0 + ((Z˜2Z)⊗K)U1. (6.29)
Um einen Zeitschritt zu berechnen, gehen wir also wie folgt vor.
1. Berechne U1 aus (6.29).
2. Setze U1 in (6.27) ein und berechne V1.
3. Setze U1 in Gl. (6.25c) ein und berechneW1.
6.3 Details des Verfahrens
In diesem Abschnitt erläutern wir einige Details des Verfahrens mit lokalem
Zeitschritt. Zuerst beschreiben wir, wie man die Zeitschrittmatrizen Zt,Zt,0
und Z,Z0 am einfachsten berechnet. Zwar benötigen wir diese Matrizen be-
züglich der hierarchischen Basis, es erweist sich aber als einfacher, sie zu-
nächst bezüglich der Lagrange-Basis aufzustellen und dann eine Transfor-
mation auf die hierarchische Basis durchzuführen. Desweiteren lässt sich
dank dieser Diskussion über den Zusammenhang der Zeitschrittmatrizen in
den verschiedenen Darstellungen die Invertierbarkeit von Zt, die für die Ent-
kopplung der System erforderlich ist, einfach nachweisen.
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Zwei weitere Aspekte, die den Basiswechsel zwischen nodaler und hier-
archischer Basis betreffen, besprechen wir danach. Dort geben wir an, wie
man für den im nichtlinearen Problem auftretenden Vektor U einen Basis-
wechsel von der hierarchischen zur nodalen Basis und umgekehrt durch-
führt. Außerdem wollen wir noch einen kleinen Anstoß dafür geben, dass
die Wahl der Basis des Testraumes numerisch auch eine Rolle spielt.
6.3.1 Zeitschrittmatrizen für die Lagrange-Basis
Wir beginnen damit, die Zeitschrittmatrizen für die Lagrange-Basis zu be-
rechnen. Die Definition der Matrizen, Definition 6.1, liefert in diesem Fall
sofort die folgenden Gleichungen. Es sei l ∈ N0, dann sind Zt,Z ∈ R2l×2l
und Zt,0,Z0 ∈ R2l für das Grundintervall [0, k] gegeben durch
Zt =

1
−1 1
. . . . . .
−1 1
−1 1
 , Zt,0 =

−1
0
...
...
0
 (6.30)
und
Z =
k
2l+1

1
1 1
1
. . .
. . . 1
1 1
 , Z
0 =
k
2l+1

1
0
...
...
0
 . (6.31)
6.3.2 Zeitschrittmatrizen für die hierarchische Basis
Umdie Zeitschrittmatrizen auf die hierarchische Darstellung zu transformie-
ren, müssen wir die Basis der Ansatzfunktionen entsprechend transformie-
ren.
Anstatt die hierarchische Basis iterativ ausgehend von der Knotenbasis
auf T 0 zu definieren, kann man auch für ein l ∈ N umgekehrt vorgehen und
die hierarchische Basis zum Level l aus der Knotenbasis desselben Levels
konstruieren. Die Idee der Iteration ist wie folgt.
1. Beginne mit der nodalen Basis auf T l .
2. Lasse alle Basisfunktionen, die zu den Knoten Rl gehören, fest. Diese
Funktionen gehören schon der gesuchten hierarchischen Basis an.
3. Transformiere alle verbleibenden Funktionen in die Knotenbasis be-
züglich T l−1.
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4. Behalte die Funktionen, die zu den KnotenRl−1 gehören.
5. Führe das obige Verfahren iterativ fort.
Wir müssen nun nur noch Schritt 3 genauer ausführen, also beschreiben, wie
die Transformation aussieht. Daher machen wir die folgende Beobachtung.
Wir betrachten die nodale Basis Bl und wollen daraus die Basisfunktionen
aus Bl−1 konstruieren. Es sei i ∈ Rl,l−1, also ist ti,l ∈ T l−1. Dann gilt
ψl−1,i(t) = ψl,i(t) +

1
2ψ
l,i+1(t), i = 0,
1
2ψ
l,i−1(t), i = 2l ,
1
2 (ψ
l,i−1(t) + ψl,i+1(t)), sonst.
Wir benötigen also den linken und rechten Nachbar bezüglich des Ausgangsle-
vels um eine Basisfunktion des nächstniedrigeren Levels zu bekommen. Für
den allgemeinen Fall setzen wir
Kl,j := {m2l−j : m = 0, . . . , 2j} =
j⋃
n=0
Rl,n
für j = 0, . . . , l. Dies sind gerade die Indizes der Knoten in T j bezüglich
des Levels l. Dann definieren wir den linken und den rechten Nachbar zu i =
m2l−j ∈ Kl,j bezüglich j = 1, . . . , l
leftj(i) := (m− 1)2l−j,
rightj(i) := (m+ 1)2
l−j.
Damit haben wir alles beisammen, was wir für die Definition der Trans-
formation benötigen. Wir definieren iterativ eine Folge (ψ˜l,ij )j=0,...,l für alle
i = 0, . . . , 2l . Dabei sei ψ˜l,ij = 0, falls i < 0 oder i ≥ 2l . Das erspart uns die
Fallunterscheidung, ob ti,l ein Randknoten ist oder nicht. Wir setzen zunächst
ψ˜l,il := ψ
l,i für alle i = 0, . . . , 2l und durchlaufen dann rückwärts für j = l − 1
bis j = 0 die Vorschrift
ψ˜l,ij :=
ψ˜l,ij+1 + 12 (ψ˜
l,leftj+1(i)
j+1 + ψ˜
l,rightj+1(i)
j+1 ), i ∈ Kl,j,
ψ˜l,ij+1, sonst.
(6.32)
Am Ende setzen wir ψ˜l,i := ψ˜l,i0 für i = 0, . . . , 2
l . Mittels dieser Vorschrift
können wir Transformationsmatrizen Tj+1 definieren, die unsere Zeitschritt-
matrizen bezüglich der nodalen Basis des Ansatzraumes in die Zeitschritt-
matrizen bezüglich der hierarchischen Basis des Ansatzraumes überführen.
Es sei Tj+1 die Einheitsmatrix mit den zusätzlichen Einträgen
(Tj+1)i,leftj+1(i) =
1
2
, (Tj+1)i,rightj+1(i) =
1
2
, für i ∈ Kl,j. (6.33)
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Das ist gerade die Beziehung (6.32) in Matrixschreibweise. Zur Unterscheid-
barkeit der Zeitschrittmatrizen in den verschiedenen Darstellungen bezeich-
nen wir hier mit Z˜t,0, Z˜t die Zeitschrittmatrizen in hierarchischer und mit
Zt,0,Zt die Zeitschrittmatrizen in Knotenbasisdarstellung und wir definieren
durch [Z˜t,0, Z˜t] die Matrix, die durch Zusammensetzung der zwei Matrizen
entsteht. Dann gilt also
[Z˜t,0, Z˜t] = [Zt,0,Zt]TTl · · ·TT1 . (6.34)
Analog gilt diese Beziehung für die anderen Zeitschrittmatrizen Z und Z0.
6.3.3 Basiswechsel für Vektoren
Für das nichtlineare Problem benötigen wir die Transformationen eines Vek-
tors von der hierarchischen Basisdarstellung in die nodale und umgekehrt.
Das funktioniert so ähnlich wie im vorherigen Abschnitt und wird bei Multi-
Level-Methoden schon lange verwendet, siehe beispielsweise [Yse86, Section
4].
Der Einfachheit halber betrachten wir in diesem Abschnitt nur einen Po-
lygonzug in der Zeit ohne zusätzliche Abhängigkeit vom Ort. Es sei U der
Koeffizientenvektor in nodaler Basisdarstellung von
u(t) =
2l
∑
i=0
Ul,iψl,i(t).
Wir suchen also die Transformation, um aus U den Koeffizientenvektor der
hierarchischen Basisdarstellung U˜ mit
u(t) =
2l
∑
i=0
U˜l,iψ˜l,i(t)
zu bestimmen. Da es einfacher ist, die Koeffizienten der nodalen Darstellung
aus den Koeffizienten der hierarchischen Darstellung zu berechnen als um-
gekehrt, werden wir diesenWeg gehen. Wieder definieren wir eine Folge aus
Vektoren (Ul,ij )j=0,...,l für alle i = 0, . . . , 2
l und setzen
Ul,i0 := U˜
l,i.
Wir gehen levelweise vor und berechnen für j = 1, . . . , l
Ul,ij :=
Ul,ij−1 + 12 (U˜
l,leftj−1(i)
j−1 + U˜
l,rightj−1(i)
j−1 ), i ∈ Rj,l ,
Ul,ij−1, sonst.
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Dann istUl,i = Ul,il . Wie im vorherigen Abschnitt können wir diese Transfor-
mation als Matrix darstellen. Ist Sj die Einheitsmatrix mit den zusätzlichen
Einträgen
(Sj)i,leftj−1(i) =
1
2
, (Sj)i,rightj-1(i) =
1
2
für i ∈ Rj,l ,
so ist
U = Sl · · · S1U˜. (6.35)
Die Transformation Πknothier , die wir für das nichtlineare Problem benötigen, ist
dann durch Sl · · · S1 gegeben. Dabei müssen wir beachten, dass der Eintrag
der Zeile i und der Spalte j in dem Fall dann auf den Vektor (U˜l,jν )ν∈Nh ange-
wendet wird. Die Sj sind invertierbar, denn es ist S
−1
j die Einheitsmatrix mit
den zusätzlichen Einträgen
(S−1j )i,leftj−1(i) = −
1
2
, (S−1j )i,rightj−1(i) = −
1
2
, für i ∈ Rj,l . (6.36)
Daher ist Πhierknot gegeben durch (Sl · · · S1)−1 = S−11 · · · S−1l .
6.3.4 Invertierbarkeit von Zt
In diesem Abschnitt zeigen wir die Invertierbarkeit von Zt in der hierarchi-
schen Basisdarstellung über die einfach zu zeigende Invertierbarkeit dieser
Matrix in Knotenbasisdarstellung. Dazu benötigen wir aber zusätzliche In-
formationen über die Transformation der einen in die andere Darstellung.
6.8 Proposition.
Die Matrizen Tj+1 sind für alle j = 0, . . . , l− 1 invertierbar, wobei die Inversen wie
folgt gegeben sind. T−1j+1 ist die Einheitsmatrix mit den zusätzlichen Einträgen
(Tj+1)i,leftj+1(i) = −
1
2
, (Tj+1)i,rightj+1(i) = −
1
2
, für i ∈ Kl,j.
Beweis. Die Aussage ist einfach, wenn man sich die Beziehung (6.32) an-
schaut, durch welche Tj+1 definiert ist. Um von
ψ˜l,ij+1 +
1
2
(ψ˜
l,leftj+1(i)
j+1 + ψ˜
l,rightj+1(i)
j+1 )
für i ∈ Kl,j die Funktion ψ˜l,ij+1 zurückzuerhalten, muss man wieder
1
2
(ψ˜
l,leftj+1(i)
j+1 + ψ˜
l,rightj+1(i)
j+1 )
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abziehen. Dabei muss man nur beachten, dass
ψ˜
l,leftj+1(i)
j+1 = ψ˜
l,leftj+1(i)
j und ψ
l,rightj+1(i)
j+1 = ψ˜
l,rightj+1(i)
j
gilt, da leftj+1(i) und rightj+1(i) nach Definition in R
j+1,l und somit nicht in
Kl,j liegen. 
6.9 Proposition.
Die Zeitschrittmatrix Zt ist für ein beliebiges Verfeinerungslevel l ∈ N0 invertier-
bar.
Beweis. Wir verwenden die Gleichung (6.34). Wir schreiben die Transfor-
mationsmatrizen in der Form
Tj+1 =
(
1 ej+1
02l T˜j+1
)
,
wobei 02l ∈ R2l×1 der Nullvektor ist und ej+1 ∈ R1×2l der Nullvektor ist bis
auf den Eintrag, der dem rechten Nachbar des Anfangsknoten zugeordnet
ist, dort ist ej+1 gleich 12 . Die erste Spalte verschwindet bis auf den ersten
Eintrag, weil leftj+1(i) 6= 0 für alle i ∈ Kl,j ist. Also ist
[Z˜t,0, Z˜t] = [Zt,0,Zt]TTl = [Z
t,0 + ZteTl ,Z
tT˜Tl ].
Führen wir das iterativ fort, so folgt Z˜t = ZtT˜Tl · · · T˜T1 . Nun ist offensichtlich
det(Zt) = 1 (siehe (6.30)). Es verbleibt also nur noch zu zeigen, dass die T˜j+1
invertierbar sind. Aus Proposition 6.8 wissen wir, dass Tj+1 invertierbar ist
und da det(Tj+1) = det(1)det(T˜j+1) gilt, folgt die Behauptung. 
6.3.5 Basiswechsel des Testraumes
Bisher haben wir nur die Basis des Ansatzraumes dem Problem angepasst.
Die Besetzungsstruktur lässt sich durch die zusätzliche Anpassung des Test-
raumes weiter ausdünnen. Ohneweitere Anpassungen haben die Zeitschritt-
matrizen beispielsweise für l = 2 die Form
Zt =

1 12 0
1
4
−1 12 0 14
0 − 12 1 14
0 − 12 −1 14
 , Z = k32

4 2 0 1
4 6 0 3
0 6 4 5
0 2 4 7
 .
Die Anzahl der verschwindenden Einträge pro Spalte hängt davon ab, zu
welchem Index in Rl,m sich die zur Spalte gehörige Basisfunktion des Ansatz-
raumes befindet. Mit 1 ≤ m ≤ l sind für einen Index in Rl,m genau 2l−m+1
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Einträge ungleich 0 und für die Funktion ψ˜l,2
l
verschwindet keiner der Ein-
träge. Beide Behauptungen ergeben sich sofort aus Definition 6.1. Wählen
wir aber statt (6.7) eine andere Basis des Testraumes, so können wir Verbes-
serungen erreichen. So führt die Wahl{
φ : Ωk → R | φ(t, x) = ∂tψ˜l,j(t)ϕν(x), j = 1, . . . , 2l , ν ∈ Nh
}
auf
Z
t
=

2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 1
 , Z = k16

0 −2 0 −1
4 0 −4 4
0 2 0 1
4 8 4 2
 .
Diese Matrizen erhält man aus Zt,Z durch Linksmultiplikation mit einer ge-
eigneten Transformationsmatrix, für das Level 2 wäre das beispielsweise
P2 =

1 −1 0 0
1 1 −1 −1
0 0 1 −1
1 1 1 1
 .
Die Einträge von Z
t
sind für diese Basis durch
(Z
t
)i,j =
∫
I
∂tψ˜
l,j∂tψ˜
l,i dt =
∥∥∥∂tψ˜l,i∥∥∥2
L2(I)
δij
für i, j = 1, . . . , 2l gegeben. Die Orthogonalität lässt sich einfach einsehen. Es
gibt im Wesentlichen zwei Fälle.
1. Gilt i, j ∈ Rl,m für ein 1 ≤ m ≤ l, gehören also beide Indizes zum
gleichen Level, dann interessiert uns nur der Fall i 6= j. In diesem Fall
sind aber die Träger von ∂tψ˜l,i und ∂tψ˜l,j disjunkt oder schneiden sich
nur in einem Punkt. Daher verschwindet das Integral des Produktes
dieser beiden Funktionen.
2. Gilt i ∈ Rl,m und j ∈ Rl,m+n für 0 ≤ m ≤ l und 1 ≤ n ≤ m− l, so lässt
sich feststellen, dass ∂tψ˜l,i auf dem Träger von ∂tψ˜l,j konstant 1 oder
konstant −1 ist. Das Integral auf I über ∂tψ˜l,j ist aber Null.
In der Matrix Z
t
lassen sich also die einzelnen Verfeinerungslevel komplett
entkoppeln. Es ist nicht möglich, dies simultan auch in Z zu schaffen. Die
Einträge für Z lauten
(Z)i,j =
∫
I
ψ˜l,j∂tψ˜
l,i dt
für i, j = 1, . . . , 2l . Wieviele nichtverschwindende Einträge stehen dann in
der Spalte j? Es sei j ∈ Rl,m und i ∈ Rl,n. Wir unterscheiden die Fälle m < n,
m = n und m > n.
142
6.4. Numerische Ergebnisse
1. Sei m < n. Der Träger von ψ˜l,j ist also größer als der von ∂tψ˜l,i, sogar
genau 2n−m mal so groß. Entsprechend verschwinden genau 2n−m Ein-
träge nicht.
2. Sei m = n. In diesem Fall sind die Träger der zu multiplizierenden
Funktionen entweder bis auf einen Punkt disjunkt oder i = j. In beiden
Fällen ist das Ergebnis der Integration des Produktes Null.
3. Sei m > n. Der Träger von ψ˜l,j ist kleiner als der von ∂tψ˜l,i, es existiert
also genau ein i ∈ Rl,n für welches die Träger von ψ˜l,j und ∂tψ˜l,i nicht
bis auf einen Punkt disjunkt sind.
Wir zählen für j ∈ Rl,m, m ≥ 1 zusammen, wieviele Einträge es gibt. Es sind(
l
∑
n=m+1
2n−m
)
︸ ︷︷ ︸
=∑l−mn=1 2n
+0+
(
m−1
∑
i=0
1
)
= m+ 2l−m+1 − 2.
Also haben wir pro Spaltem− 2 nichtverschwindende Einträge mehr in Z als
in Z, andererseits ist die Diagonalmatrix Z
t
eine deutliche Verbesserung ge-
genüber Zt. In den implementierten Verfahren wurde nicht explizit versucht,
Vorteile aus der speziellen Struktur des Problems zu ziehen. Da für k → 0 die
Matrizenmit Zt oder Z
t
das Problem dominieren, könnte man entsprechende
Vorkonditionierer zur Lösung der Gleichungssysteme im Newton-Verfahren
verwenden.
6.4 Numerische Ergebnisse
Wir werden das Galerkin-Verfahren mit lokalem Zeitschritt an zwei Proble-
men testen. Als erstes diskretisieren wir die Wellengleichung, also ein linea-
res Problem, und zeigen damit, dass lineare Probleme mit der gewünschten
Ordnung k+ hp approximiert werden. Das zweite Problem ist das blow-up-
Problem aus Abschnitt 5.4.1.
Wir diskretisieren beide Probleme auf (0, T)×Ω jeweils mit linearen und
quadratischen Elementen im Ort. Wir werden den Fehler auf verschiedenen
Teilgebieten von Ω berechnen. Zum einen geben wir den Fehler auf Ω und
zum anderen auf Ωloc an, dies ist das Teilgebiet, auf dem wir einen lokalen
Teilschritt durchführen. Alle Konvergenzuntersuchungen werden bezüglich
des lokalen Zeitschrittes kloc = 2−lk für ein vorgegebenes k und variable
Zeitlevel l durchgeführt. Der Fehler, der außerhalb des verfeinerten Gebietes
gemacht wird, ist in beiden Problemen um Größenordnungen kleiner als der
globale Fehler, wie wir in den Fehlerdiagrammen sehen werden. Wir unter-
suchen also die Probleme auf Konvergenz für h → 0 und l → ∞.
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Im Fall linearer Elemente im Ort geben wir den H1-Fehler für die Funk-
tion u zur Zeit T in Abhängigkeit von kloc + h an, im Fall quadratischer Ele-
mente gehen wir vor wie in Abschnitt 5.4. Wir betrachten in diesem Fall die
Konvergenz in der Zeit und im Ort getrennt, wobei wir die jeweils andere
Diskretisierung so genau wählen, dass sie keinen großen Einfluss hat. Auch
hier sind in allen Abbildungen wieder Steigungsdreiecke eingezeichnet, die
einen Vergleich zur Bestimmung der experimentellen Konvergenzordnung
liefern.
6.4.1 Lineare Wellengleichung
Wir betrachten die Wellengleichung in Form eines Systems erster Ordnung.
∂tu = v, (6.37a)
∂tv = ∆u, (6.37b)
auf Ω = (−50, 50) und für t ∈ (0, T), T = 10, mit den Anfangsbedingungen
u0(x) := e−x
2
,
v0(x) := 0,
für x ∈ Ω. Die exakte Lösung ist
u(t, x) =
1
2
(
e−(x−t)
2
+ e−(x+t)
2
)
,
bei passendenDirichlet-Randbedingungen.Wir verwenden eine dynamische
lokale Verfeinerung, das heißt, wir verfeinern nur in Knoten im Bereich
Ωloc(t) := {x ∈ Ω : |x± t| < 5}.
In der Verfahrensdurchführung bedeutet das, dass wir in jedem Zeitschritt
den Vektor ℓ anpassen, im n-ten Zeitschritt sei
ℓ
n :=
{
l , ν ∈ Nh, xν ∈ Ωloc(tn),
0 , sonst.
Das in Gl. (6.38) definierte Verfahren berechnet dann eine Folge von Vekto-
ren Un,ℓ
n
,Vn,ℓ
n
für n = 1, . . . ,N mit Nk = T. Wir setzen k = 0.1. U0,V0
bestimmen wir als Interpolation von u0, v0 in S ph . Wir führen Berechnungen
für p = 1, 2 durch, also diskretisieren im Ort mit linearen und quadratischen
Elementen. Wir lösen also für n = 1, . . . ,N das Gleichungssystem
Pℓn(Z
t ⊗M)PTℓnUn,ℓ
n
+ Pℓn(Z
t,0 ⊗M)Un−1
= Pℓn(Z⊗M)PTℓnVn,ℓ
n
+ Pℓn(Z
0 ⊗M)Vn−1, (6.38a)
Pℓn(Z
t ⊗M)PTℓnVn,ℓ
n
+ Pℓn(Z
t,0 ⊗M)Vn−1
= Pℓn(Z⊗K)PTℓnUn,ℓ
n
+ Pℓn(Z
0 ⊗K)Un−1. (6.38b)
144
6.4. Numerische Ergebnisse
x
u
u(0)
u(10)
Ωloc(0)Ω
−
loc(10) Ω
+
loc(10)
Abbildung 6.7: Lösungen der Wellengleichung zum Zeitpunkt t = 0 (blau)
und t = 10 (blau). Die lokal verfeinerten Teilgebiete Ωloc(t) sind unter der
x-Achse angegeben, wobei Ωloc(10) = Ω
−
loc(10) ∪Ω+loc(10)
Un−1,Vn−1 tragen im Exponenten kein ℓn−1, da das nur dieWerte von ukh, vkh
im Punkt tn−1 sind. Nachdem wirUn,ℓn ,Vn,ℓn berechnet haben, entfernen wir
daher alle Einträge, die zu einem Level l ≥ 1 gehören und behalten nur die
Koeffizientenvektoren des Zeitpunktes tn.
Für lineare Elemente sehen wir in Abb. 6.8 und Tab. 6.1, dass sich der
Fehler auf Ω und Ωloc im Wesentlichen gleich verhält, die Wahl von Ωloc
ist also offensichtlich gut. Weiterhin liegt die experimentelle Fehlerordnung
teilweise deutlich über der erwarteten linearen Ordnung.
Für quadratische Elemente betrachten wir die Konvergenz in der Zeit
und im Ort getrennt. Abb. 6.9a und Tab. 6.2 zeigen ein Verhalten, dass wir
schon in Abschnitt 5.4 beobachten konnten: Die experimentelle Konvergen-
zordnung in der Zeit ist 2, da es sich aber um ein lineares Problem handelt,
war das zu erwarten (vergleiche Bemerkung 5.33). Die experimentelle Kon-
vergenzordnung im Ort, zu sehen in Abb. 6.9b und Tab. 6.3, zeigt eine qua-
dratische Konvergenzordnung und entspricht damit der Theorie.
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Abbildung 6.8: Lineare Wellengleichung: Konvergenz für p = 1 in Abhän-
gigkeit von kloc + h. Blau der Fehler in Ω, rot gestrichelt der Fehler in Ωloc.
l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
0 1.0 1.0 9.09e-01
1 0.5 0.5 5.81e-01 6.49e-01
2 0.25 0.25 2.18e-01 1.42e+00
3 0.125 0.125 7.17e-02 1.60e+00
4 0.0625 0.0625 2.80e-02 1.36e+00
5 0.03125 0.03125 1.28e-02 1.13e+00
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc(T)) eoc
0 1.0 1.0 8.54e-01
1 0.5 0.5 5.81e-01 5.59e-01
2 0.25 0.25 2.18e-01 1.42e+00
3 0.125 0.125 7.17e-02 1.60e+00
4 0.0625 0.0625 2.80e-02 1.36e+00
5 0.03125 0.03125 1.28e-02 1.13e+00
(b) Konvergenz in Ωloc(T).
Tabelle 6.1: Lineare Wellengleichung: Konvergenztabelle für lineare Ele-
mente in Abhängigkeit von kloc + h.
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l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
0 1.0 0.0625 1.07e+00
1 0.5 0.0625 8.10e-01 4.07e-01
2 0.25 0.0625 3.57e-01 1.18e+00
3 0.125 0.0625 1.03e-01 1.80e+00
4 0.0625 0.0625 2.62e-02 1.97e+00
5 0.03125 0.0625 6.60e-03 1.99e+00
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc(T)) eoc
0 1.0 0.0625 9.96e-01
1 0.5 0.0625 8.07e-01 3.03e-01
2 0.25 0.0625 3.57e-01 1.18e+00
3 0.125 0.0625 1.03e-01 1.80e+00
4 0.0625 0.0625 2.62e-02 1.97e+00
5 0.03125 0.0625 6.60e-03 1.99e+00
(b) Konvergenz in Ωloc(T).
Tabelle 6.2: Lineare Wellengleichung: Konvergenz in der Zeit für p = 2.
l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
5 0.003125 2.0 9.10e-01
5 0.003125 1.0 3.45e-01 1.40e+00
5 0.003125 0.5 4.08e-02 3.08e+00
5 0.003125 0.25 7.39e-03 2.47e+00
5 0.003125 0.125 1.78e-03 2.05e+00
5 0.003125 0.0625 4.50e-04 1.99e+00
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc(T)) eoc
5 0.003125 2.0 8.17e-01
5 0.003125 1.0 3.34e-01 1.29e+00
5 0.003125 0.5 4.08e-02 3.03e+00
5 0.003125 0.25 7.39e-03 2.47e+00
5 0.003125 0.125 1.78e-03 2.05e+00
5 0.003125 0.0625 4.50e-04 1.99e+00
(b) Konvergenz in Ωloc(T).
Tabelle 6.3: Lineare Wellengleichung: Konvergenz im Ort für p = 2.
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(a) Konvergenz in der Zeit in Abhängigkeit von kloc, mit h = 0.0625 fest.
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(b) Konvergenz im Ort in Abhängigkeit von h, wobei kloc = 0.003125 fest.
Abbildung 6.9: Lineare Wellengleichung: Konvergenz für p = 2. Blau der
Fehler in Ω, rot gestrichelt der Fehler in Ωloc.
6.4.2 Das blow-up-Problem
Um die nichtlineare Version des lokalen Zeitschrittverfahrens zu überprü-
fen, verwenden wir das gleiche nichtlineare blow-up-Problem wie in Ab-
schnitt 5.4.2. Wir berechnen die Lösung bis T = 10 und benutzen lokal verfei-
nerte Zeitschritte in Ωloc := (10, 60), so dass der Puls imWesentlichen in Ωloc
verläuft. Die exakte Lösung u ist in Abb. 6.10 zum Startzeitpunkt t = 0 sowie
zum Zeitpunkt T = 10 dargestellt, Ωloc ist unter der x-Achse eingezeichnet.
Die numerische Lösung wird durch Gl. (6.25) mit Projektion berechnet, wir
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0 100
x
0
1
u
u(0) u(10)
Ωloc
Abbildung 6.10: Lösung des blow-up-Problems zum Zeitpunkt t = 0 (blau)
und zum Zeitpunkt t = 10 (rot). Unter der x-Achse ist das lokal verfeinerte
Gebiet Ωloc gekennzeichnet.
lösen also das nichtlineare Gleichungssystem
Pℓ(Z⊗M)PTℓVn,ℓ+Pℓ(Z0 ⊗M)Vn−1
= Pℓ(Z⊗M)PTℓ (Un,ℓ + Πhierknot f (Πknothier Un,ℓ))
+ Pℓ(Z
0 ⊗M)(Un−1 + f (Un−1)),
Pℓ(Z
t ⊗M)PTℓVn,ℓ+Pℓ(Zt,0 ⊗M)Vn−1
= Pℓ(Z⊗M)PTℓWn,ℓ + Pℓ(Z0 ⊗M)Wn−1,
Pℓ(Z
t ⊗M)PTℓWn,ℓ+Pℓ(Zt,0 ⊗M)Wn−1
= Pℓ(Z⊗K)PTℓUn,ℓ + Pℓ(Z0 ⊗K)Un
für n = 1, . . . ,N mit Nk = 10 und k = 0.1. Dieses nichtlineare Gleichungs-
system lösen wir durch das ungedämpfte Newtonverfahren (genauere Dis-
kussion siehe Abschnitt 4.3.2) mit den folgenden Parametern
nmax = 20,
TOLU = 10−8,
TOLF = 10−10.
Die Ergebnisse der Experimente decken sich gut mit denen der linearen
Wellengleichung in Abschnitt 6.4.1.
Für lineare Elemente zeigen Abb. 6.11 und Tab. 6.4 wieder eine lineare
Abhängigkeit des Fehlers von kloc + h, wobei hier die experimentelle Fehler-
ordnung immer ganz leicht unter 1 liegt. Der Fehler in ΩrΩloc ist auch wie-
der um Größenordnungen kleiner als der in Ωloc, weshalb der globale Fehler
und der Fehler im lokal verfeinerten Teilgebiet beinahe identisch sind.
Auch bei diesem nichtlinearen Problem ist die experimentelle Konver-
genzordnung in der Zeit für quadratische Elemente in Abb. 6.12a und Tab. 6.5
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wieder deutlich besser als linear. Die experimentelle Konvergenzordnung im
Ort nähert sich für kleine h der 2 an, wieman in Abb. 6.12b und Tab. 6.6 sehen
kann.
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Abbildung 6.11: blow-up-Problem: Konvergenz für lineare Elemente in Ab-
hängigkeit von kloc + h.
l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
0 1.0 1.0 9.32e-02
1 0.5 0.5 4.22e-02 8.09e-01
2 0.25 0.25 1.86e-02 9.37e-01
3 0.125 0.125 8.69e-03 9.54e-01
4 0.0625 0.0625 4.25e-03 9.54e-01
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc) eoc
0 1.0 1.0 9.32e-02
1 0.5 0.5 4.22e-02 8.09e-01
2 0.25 0.25 1.86e-02 9.37e-01
3 0.125 0.125 8.69e-03 9.54e-01
4 0.0625 0.0625 4.25e-03 9.54e-01
(b) Konvergenz in Ωloc.
Tabelle 6.4: blow-up-Problem: Konvergenztabelle für lineare Elemente in
Abhängigkeit von kloc + h.
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l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
0 1.0 0.125 9.72e-02
1 0.5 0.125 3.88e-02 1.33e+00
2 0.25 0.125 1.26e-02 1.63e+00
3 0.125 0.125 3.77e-03 1.74e+00
4 0.0625 0.125 1.39e-03 1.44e+00
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc) eoc
0 1.0 0.125 9.72e-02
1 0.5 0.125 3.88e-02 1.33e+00
2 0.25 0.125 1.26e-02 1.63e+00
3 0.125 0.125 3.77e-03 1.74e+00
4 0.0625 0.125 1.39e-03 1.44e+00
(b) Konvergenz in Ωloc.
Tabelle 6.5: blow-up-Problem: Konvergenz in der Zeit für p = 2.
l kloc h ‖(u− ukh)(T)‖H1(Ω) eoc
4 0.00625 2.0 6.32e-02
4 0.00625 1.0 2.57e-02 1.30e+00
4 0.00625 0.5 8.16e-03 1.65e+00
4 0.00625 0.25 2.25e-03 1.86e+00
4 0.00625 0.125 5.83e-04 1.95e+00
(a) Konvergenz in Ω.
l kloc h ‖(u− ukh)(T)‖H1(Ωloc) eoc
4 0.00625 2.0 6.32e-02
4 0.00625 1.0 2.57e-02 1.30e+00
4 0.00625 0.5 8.16e-03 1.65e+00
4 0.00625 0.25 2.25e-03 1.86e+00
4 0.00625 0.125 5.83e-04 1.95e+00
(b) Konvergenz in Ωloc.
Tabelle 6.6: blow-up-Problem: Konvergenz im Ort für p = 2.
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(a) Konvergenz in der Zeit in Abhängigkeit von kloc, wobei h = 0.125 fest.
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(b) Konvergenz im Ort in Abhängigkeit von h, wobei kloc = 0.00625 fest.
Abbildung 6.12: blow-up-Problem: Konvergenz für p = 2. Blau der Fehler
in Ω, rot gestrichelt der Fehler in Ωloc.
6.5 Zusammenfassung und Fazit
Die Verwendung eines stetigen Galerkinverfahrens erlaubt die Definition ei-
nes lokalen Zeitschrittverfahrens auf eine für Galerkinverfahren natürliche
Art undWeise. Man koppelt die Orts- und Zeitdiskretisierung in den Ansatz-
und Testräumen aneinander und erreicht dadurch, dass die Wahl der Räume
der Zeitdiskretisierung von den Freiheitsgraden der Ortsdiskretisierung ab-
hängig sein dürfen. Durch die Wahl einer hierarchischen Basis für den An-
satzraum in der Zeit wird sogar die Struktur erhalten, die man von Tensor-
elementansätzen kennt.
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Das vorgestellte Verfahren bietet sich an, wenn man weiß, dass sich ein
örtlich begrenzter Puls ausbreitet oder wenn Ω lokal stark aufgelöst werden
muss. Um durch einen uniformen Zeitschritt nicht an Genauigkeit zu verlie-
ren oder zu viel Rechenzeit für einen global feineren Zeitschritt zu brauchen,
kann man in den entsprechend ausgezeichneten Teilgebieten einen lokal fei-
neren Zeitschritt durchführen.
Für beide numerischen Beispiele gilt Ω ⊂ R, das bedeutet aber nicht,
dass das Verfahren nur im Eindimensionalen funktioniert. In der Herleitung
haben wir generell keine Voraussetzungen daran gestellt, in welcher Raum-
dimension wir uns befinden oder was für einen Finite-Elemente-Raum wir
für die Ortsdiskretisierung benutzen. Prinzipiell müsste es sogar möglich
sein, ein lokales Zeitschrittverfahren für höhere Ordnungen der Elemente
der Zeitdiskretisierung zu definieren. Für zweidimensionale oder dreidimen-
sionale Probleme ist die verwendete MATLAB-Implementierung aber nicht
speichereffizient genug.
Es verbleibt die Frage, ob das lokale Zeitschrittverfahren weniger Re-
chendauer benötigt, als wenn man global mehrere aber kleinere Zeitschritte
macht. Dazu lässt sich sagen, dass die bisherige Implementierung des Ver-
fahrens noch nicht darauf angelegt war, besonders effizient zu arbeiten, ins-
besondere wird der Standardlöser für Gleichungssysteme vonMATLAB ver-
wendet. Dennoch ist für das lineare Wellenproblem in den numerischen Er-
gebnissen das lokale Zeitschrittverfahren mit Level l ungefähr doppelt so
schnell wie eine Durchführung ohne lokalen Zeitschritt, aber mit Zeitschritt
2−lk. Die Rechenzeit hängt entscheidend davon ab, wie groß das Teilgebiet
ist, in demman einen lokalen Zeitschritt verwendet und davon, wie groß l ist.
Für große Verfeinerungslevel l werden die auftretenden Gleichungssysteme
zu groß. Für das nichtlineare Problem sind beide Vorgehensweisen ungefähr
gleich schnell. In diesem Fall fällt die Anwendung des Newton-Verfahrens
negativ ins Gewicht. Um dort das lokale Zeitschrittverfahren effizienter zu
machen, müsste man darüber nachdenken, wie man die Struktur der entste-
henden Gleichungssysteme ausnutzen kann, damit man einen schnelleren
Löser erhält.
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