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Abstract
In this paper, we study Giambelli type formula in the KP and the BKP hierarchies. Any
formal power series τ(x) can be expanded by the Schur functions. It is known that τ(x) with
τ(0) = 1 is a solution of the KP hierarchy if and only if the coefficients of this expansion satisfy
Giambelli type formula. It is proved by using Sato’s theory of the KP hierarchy. Here we
give an alternative proof based on the previously established results on the equivalence of the
addition formulae and the KP hierarchy without using Sato’s theory. This method of the proof
can also be applied to the case of the BKP hierarchy.
1 Introduction
Let χλ(x), x = (x1, x2, · · · ) be the Schur function corresponding to a partition λ = (λ1, · · · , λl).
It is known that a formal power series τ(x) can be expanded in terms of the Schur functions as
τ(x) =
∑
λ
ξλχλ(x), ξλ = χλ(∂˜)τ(x)|x=0, (1)
where
∂˜ = (∂˜1, ∂˜2, ∂˜3, · · · ), ∂˜n =
1
n
∂
∂xn
.
If τ(x) is a solution of the KP hierarchy with τ(0) = 1, then the coefficients {ξλ} satisfy Giambelli
type formula for any λ:
ξ(k1,··· ,kn|l1,··· ,ln) = det(ξ(ki|lj))1≤i,j≤n, (2)
where (k1, · · · , kn|l1, · · · , ln) is the Frobenius notation of the partition λ. In fact the converse is
true. Namely if (2) is satisfied for any partition, then the function τ(x) given by (1) with τ(0) = 1
is a solution of the KP hierarchy. This result had been proved using Sato’s theory of the KP
hierarchy [3, 9]. Here we prove a similar result for the BKP hierarchy [2]. In the case of the BKP
hierarchy we need the Schur’s Q- functions instead of the Schur functions.
Let Qλ(x), x = (x1, x3, · · · ) be the Schur’s Q-function corresponding to a strict partition
λ = (λ1, · · · , λl) (see 3.1 for the definition). Then any formal power series τ(x), x = (x1, x3, · · · )
can be expanded using {Qλ(x)} (see appendix C):
τ(x) =
∑
λ
ξλQλ
(x
2
)
, ξλ = Qλ(∂˜)τ(x)|x=0.
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The main result of this paper is to prove that τ(x) with τ(0) = 1 is a solution of the BKP hierarchy
if and only if the coefficients {ξλ} satisfy Giambelli type formula:
ξλ = 2
−nPf
(
ξ(λ′i,λ′j)
)
1≤i,j≤2n
,
for any strict partition λ = (λ1, · · · , λl) where λ
′ = (λ′1, · · · , λ
′
2n) is the partition corresponding to λ
(see (23)). The notation Pf(aij)1≤i,j≤2n denotes the Pfaffian of the determinant A = (aij)1≤i,j≤2n.
Let us briefly explain how we prove the result. We first give an alternative proof in case of the
KP hierarchy. We use the equivalence of the KP hierarchy and the addition formulae proved in
[10, 11]. Since such equivalence is proved also for the BKP hierarchy [10], a similar proof can be
applied to the case of the BKP hierarchy.
Recently Giambelli and Jacobi-Trudi type formulae for the expansion coefficients for solutions
of the KP or the modified KP (mKP) hierarchies attract much attention in the study of solvable
lattice models [1]. It is interesting to study applications of our results to solvable lattice models
[5].
This paper consists of two sections and three appendices. In section 2, we consider Giambelli
type formula in the KP hierarchy. We first review the KP hierarchy and the results related with
the addition formulae in [10]. Using them we give the proof of the equivalence of Giambelli type
formulae for {ξλ} and the KP hierarchy. We consider the BKP hierarchy in section 3. We first
introduce the Schur’s Q-function in this section. Then we review the BKP hierarchy and the
results in [10]. Finally we prove the main result in this paper. In Appendices A and B, necessary
facts on fermions and the boson-fermion correspondence are given. In Appendix C, we prove
that a formal power series of variables (x1, x3, x5, · · · ) can be expanded in terms of the Schur’s
Q-function.
2 KP hierarchy
2.1 Partitions
Let us begin by fixing notation which is used in this paper.
A sequence λ = (λ1, λ2, · · · , λn) of non-increasing non-negative integers is called a partition.
The non-zero λi are called the parts of λ. The number of parts is called the length of λ and is
denoted by l(λ). A partition λ can also be written using the Frobenius notation (see [6] for the
precise definition):
λ = (k1, · · · , kr|l1, · · · , lr),
where k1 > k2 > · · · > kr ≥ 0 and l1 > l2 > · · · > lr ≥ 0.
2.2 The KP hierarchy
Set
[α] = (α,
α2
2
,
α3
3
, · · · ), ξ(x, k) =
∞∑
n=1
xnk
n, x = (x1, x2, x3, · · · ), y = (y1, y2, y3, · · · ).
The KP hierarchy [2] is a system of non-linear equations for a function τ(x) given by∮
e−2ξ(y,k)τ(x− y − [k−1])τ(x+ y + [k−1])
dk
2pii
= 0, (3)
where the integral means taking the coefficient of k−1 in the expansion of the integrand in the
series of k.
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We have the addition formulae for the tau-function of the KP hierarchy [9]:
n+1∑
i=1
(−1)i−1ζ(x;β1, . . . , βn−1, αi)ζ(x;α1, . . . , αˆi, . . . , αn+1) = 0, n ≥ 2, (4)
where
ζ(x;α1, . . . , αn) =
n∏
i<j
αijτ(x+ [α1] + · · ·+ [αn]), αij = αi − αj,
and αˆi denotes to remove αi.
In the case of n = 2, (4) becomes
α12α34τ(x+ [α1] + [α2])τ(x+ [α3] + [α4])
−α13α24τ(x+ [α1] + [α3])τ(x+ [α2] + [α4])
+α14α23τ(x+ [α1] + [α4])τ(x+ [α2] + [α3]) = 0, (5)
which is the simplest addition formula called the three term equation.
Using (5) we obtain the following determinant formula [10]:∏n
i<j αijβji∏n
i,j=1(βi − αj)
τ(x+
n∑
i=1
[βi]−
n∑
i=1
[αi]) = τ(x)
−n+1 det
(
τ(x+ [βi]− [αj ])
βi − αj
)
1≤i,j≤n
, (6)
for n ≥ 2 , where αi and βj are parameters.
The following theorem is proved in [11, 10].
Theorem 1 Equation (5) is equivalent to the KP hierarchy.
2.3 Giambelli type formula in the KP hierarchy
By Cauchy’s identity (see [6] p.63 (4.3)), any formal power series τ(x) can be expanded as
τ(x) =
∑
λ
ξλχλ(x), ξλ ∈ C, (7)
where χλ(x) is the Schur function defined, for any partition λ = (λ1, · · · , λn), as
χλ(x) = det (pλi−i+j(x))1≤i,j≤n , e
∑
∞
m=1 xmz
m
=
∞∑
k=0
pk(x)z
k.
The coefficients {ξλ} can be written as a derivative of τ(x):
ξλ = χλ(∂˜)τ(x)|x=0, ∂˜ = (∂˜1, ∂˜2, ∂˜3, · · · ), ∂˜n =
1
n
∂
∂xn
. (8)
For convenience we extend the definition of χλ(x) to any sequence λ = (k1, · · · , kn|l1, · · · , ln)
of integers as follows.
We define χ(k1,··· ,kn|l1,··· ,ln) = 0 if some ki and lj are negative, and χλ(x) is skew symmetric in
(k1, · · · , kn) and (l1, · · · , ln) respectively.
The following theorem is shown in [3] using Sato’s theory on the universal Grassmann manifold
[9].
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Theorem 2 A formal power series τ(x) with τ(0) = 1 is a solution of the KP hierarchy if and
only if the coefficients {ξλ} satisfy Giambelli type formula:
ξ(k1,··· ,kn|l1,··· ,ln) = det(ξ(ki|lj))1≤i,j≤n, (9)
for any partition (k1, · · · , kn|l1, · · · , ln).
Remark. There is a freedom to multiply the tau function of the KP hierarchy by constants.
Thus, if τ(0) 6= 0, we can always normalize τ(x) as τ(0) = 1.
We prove this theorem directly from the equation (3) without using Sato’s theory.
Lemma 1 Suppose that parameters αi, βj satisfy |βi| < |αj | for any i and j. We have the
following equation: ∏n
i<j αijβji∏n
i,j=1(βi − αj)
e
∑n
i=1 ξ(x,βi)−
∑n
i=1 ξ(x,αi)
=
∑
ki,lj>0
(−1)l1+···+lnχ(k1,··· ,kn|l1,··· ,ln)(x)α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n . (10)
Proof. Consider the vertex operators [2] defined by
X(k) = eξ(x,k)e−ξ(∂˜,k
−1),
X∗(k) = e−ξ(x,k)eξ(∂˜,k
−1).
These vertex operators satisfy the following exchange relations:
X∗(k)X∗(l) = (1−
l
k
)e−ξ(x,k)−ξ(x,l)eξ(∂˜,k
−1)+ξ(∂˜,l−1),
X(k)X(l) = (1−
l
k
)eξ(x,k)+ξ(x,l)eξ(−∂˜,k
−1)−ξ(∂˜,l−1),
X∗(k)X(l) = (1−
l
k
)−1e−ξ(x,k)+ξ(x,l)eξ(∂˜,k
−1)−ξ(∂˜,l−1),
where |k| > |l|.
Applying the vertex operators to 1 we have
X∗(α1) · · ·X
∗(αn)X(βn) · · ·X(β1) · 1
=
∏
i<j
(
1−
αj
αi
)(
1−
βi
βj
) n∏
i,j=1
(
1−
βi
αj
)−1
e
∑n
i=1(ξ(x,βi)−ξ(x,αi))e
∑n
i=1(−ξ(∂˜,β
−1
i )+ξ(∂˜,α
−1
i )) · 1
= (−1)n
∏n
i<j αijβji∏n
i,j=1(βi − αj)
n∏
i=1
(β1−ii α
i
i)e
∑n
i=1 ξ(x,βi)−
∑n
i=1 ξ(x,αi). (11)
Notice that 1 = 〈0|eH(x)|0〉 whereH(x) is given by (A.1). By the boson-fermion correspondence
we have
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X∗(α1) · · ·X
∗(αn)X(βn) · · ·X(β1)〈0|e
H(x)|0〉
=
n∏
i=1
αi−1i β
1−i
i
∑
ki,lj∈Z
〈0|eH(x)ψ∗l1 · · ·ψ
∗
lnψkn · · ·ψk1 |0〉α
−l1
1 · · ·α
−ln
n β
k1
1 · · · β
kn
n
=
n∏
i=1
αiiβ
1−i
i
∑
ki,lj∈Z
〈0|eH(x)ψ∗−l1−1 · · ·ψ
∗
−ln−1ψkn · · ·ψk1 |0〉)α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n (12)
=
n∏
i=1
αiiβ
1−i
i
∑
ki,lj>0
(−1)l1+···+ln+nχ(k1,··· ,kn|l1,··· ,ln)(x)α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n . (13)
In deriving (13) from (12) we use (2.4.11) in [2]:
χY (x) = (−1)
m1+···+mk〈0|eH(x)ψ∗m1 · · ·ψ
∗
mk
ψnk · · ·ψn1 |0〉, (14)
where Y = (n1, · · · , nk| − m1 − 1, · · · ,−mk − 1) for mi < 0 ≤ nj. This Shur function (14) is
skew symmetric in (m1, · · · ,mk) and (n1, · · · , n2) respectively. Thus it satisfies the property of
the extended Schur function. By (11) and (13), we obtain (10).✷
Proof of Theorem 1.
Firstly we prove (9) for a solution τ(x) of the KP hierarchy with τ(0) = 1.
By Lemma 1 we have∏n
i<j αijβji∏n
i,j=1(βi − αj)
τ(x+
n∑
i=1
[βi]−
n∑
i=1
[αi])
=
∏n
i<j αijβji∏n
i,j=1(βi − αj)
e
∑n
i=1 ξ(∂˜,βi)−
∑n
i=1 ξ(∂˜,αi)τ(x)
=
∑
(−1)l1+···+lnχ(k1,··· ,kn|l1,··· ,ln)(∂˜)τ(x)α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n . (15)
The n = 1 case of (15) gives
τ(x+ [β]− [α])
β − α
=
∑
(−1)lχ(k|l)(∂˜)τ(x)α
lβk. (16)
Substituting (15) and (16) to (6) we get∑
(−1)l1+···+lnχ(k1,··· ,kn|l1,··· ,ln)(∂˜)τ(x)α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n
= τ(x)−n+1
∑
(−1)l1+···+ln det
(
χ(ki|lj)(∂˜)τ(x)
)
1≤i,j≤n
αl11 · · ·α
ln
n β
k1
1 · · · β
kn
n .
Thus
χ(k1,··· ,kn|l1,··· ,ln)(∂˜)τ(x) = τ(x)
−n+1 det
(
χ(ki|lj)(∂˜)τ(x)
)
1≤i,j≤n
. (17)
Setting x = 0 in (17) and using (8) we get (9).
Conversely we show that τ(x) given by (7) with τ(0) = 1 is a solution of the KP hierarchy if
{ξλ} satisfy (9).
For λ = (k1, · · · , kn|l1, · · · , ln), substitute the expression ξλ of (8) to (9) and we get
χλ(∂˜)τ(x)|x=0 = det
(
χ(ki|lj)(∂˜)τ(x)|x=0
)
1≤i,j≤n
.
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For parameters αi, βj , we have∑
ki,lj>0
(−1)l1+···+lnχλ(∂˜)τ(x)|x=0α
l1
1 · · ·α
ln
n β
k1
1 · · · β
kn
n
=
∑
ki,lj>0
(−1)l1+···+ln det
(
χ(ki|lj)(∂˜)τ(x)|x=0
)
1≤i,j≤n
αl11 · · ·α
ln
n β
k1
1 · · · β
kn
n . (18)
Here we recall that (15) is valid for an arbitrary formal power series τ(x) not necessarily a solution
of the KP hierarchy. Then using (15) and (16), (18) becomes∏
i<j αijβji∏n
i,j=1(βi − αj)
τ(
n∑
i=1
[βi]−
n∑
i=1
[αi]) = det
(
τ([βi]− [αj ])
βi − αj
)
1≤i,j≤n
. (19)
Let us consider the ∞× n matrix A =
(
τ([βi]−[αj ])
βi−αj
)
1≤i, 1≤j≤n
and the Plu¨cker relations for minor
determinants of this matrix. They are
n+1∑
i=1
(−1)i−1∆(Ki)∆(Li)τ(
∑
r∈Ki
[βr]−
n∑
s=1
[αs])τ(
∑
r∈Li
[βr]−
n∑
s=1
[αs]) = 0, (20)
where
Ki = (k1, · · · , kn−1, li), Li = (l1, · · · , lˆi, · · · , ln+1),
∆(k1, · · · , kn) =
n∏
i<j
(βki − βkj ).
Here we consider Ki as {k1, · · · , kn−1, li} and Li as {l1, · · · , lˆi, · · · , ln+1} as sets if they appear in
the summation symbols.
Set
ln+1 = k1, ln = k2, ln−1 = k3, · · · , l4 = kn−2,
then we have
∆(K4) = ∆(K5) = · · · = ∆(Kn+1) = 0.
Setting x˜ = (x˜1, x˜2, · · · ) = −
∑n
i=1[αi] we obtain
∆(K1)∆(L
′
1)τ(x˜+
n−1∑
i=1
[βki ] + [βl1 ])τ(x˜ +
n−2∑
i=1
[βki ] + [βl2 ] + [βl3 ])
−∆(K2)∆(L
′
2)τ(x˜+
n−1∑
i=1
[βki ] + [βl2 ])τ(x˜+
n−2∑
i=1
[βki ] + [βl1 ] + [βl3 ])
+∆(K3)∆(L
′
3)τ(x˜+
n−1∑
i=1
[βki ] + [βl3 ])τ(x˜+
n−2∑
i=1
[βki ] + [βl1 ] + [βl2 ]) = 0, (21)
where L′i = (l1, · · · , lˆi, · · · , l3, kn−2, · · · , k1). Note that −kx˜k = α
k
1 + · · · + α
k
n is a power sum
symmetric function and x˜1, · · · , x˜n are algebraically independent. Since n is arbitrary, (21) is valid
if x˜ is replaced by an indeterminate x by a similar arguments in [10]. Shifting x to x−
∑n−2
i=1 [βki ]
we get
βkn−1l1βl2l3τ(x+ [βkn−1 ] + [βl1 ])τ(x+ [βl2 ] + [βl3 ])
−βkn−1l2βl1l3τ(x+ [βkn−1 ] + [βl2 ])τ(x+ [βl1 ] + [βl3 ])
+βkn−1l3βl1l2τ(x+ [βkn−1 ] + [βl3 ])τ(x+ [βl1 ] + [βl2 ]) = 0, (22)
which is the three term equation (5). By Theorem 1 (22) is equivalent to the KP hierarchy. Thus
Theorem 2 is proved.✷
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3 The BKP hierarchy
3.1 Schur’s Q-function
Let us consider the Schur’s Q-function before talking about the BKP hierarchy. The Schur’s Q-
function is defined for strict partitions. A partition λ = (λ1, · · · , λl) is strict if parts of λ are
distinct and positive, namely λ1 > · · ·λl > 0.
For a strict partition λ = (λ1, · · · , λl) we set
λ′ =
{
(λ1, · · · , λl, 0), if l is odd,
(λ1, · · · , λl), if l is even.
(23)
Then the length of λ′ is always even.
For a non-negative integer r define the symmetric polynomial qr of α = (α1, · · · , αN ) by
∑
r≥0
qrt
r =
N∏
i=1
1 + tαi
1− tαi
.
For r > s ≥ 0, we set
Qsym(r,s) = qrqs + 2
s∑
i=1
(−1)iqr+iqs−i.
If r < s, we define Qsym(r,s) as
Qsym
(r,s)
= −Qsym
(s,r)
.
For any strict partitions λ = (λ1, · · · , λl), the Schur’s Q-function is defined by
Qsymλ = Pf
(
Qsym
(λ′i,λ
′
j)
)
1≤i,j≤2n
,
where Pf(aij)1≤i,j≤2n denotes the Pfaffian of A = (aij)1≤i,j≤2n. We set xi = (α
i
1+· · ·+α
i
N )/i, N ≥
|λ|. It is known that Qsymλ can uniquely be expressed as a polynomial of x = (x1, x3, x5, · · · ). We
denote this polynomial by Qλ(x). Then we have the relation
Qsymλ (x) = Qλ(x), xi =
αi1 + · · · + α
i
N
i
.
We can expand any formal power series τ(x) of x = (x1, x3, x5, · · · ) as follows (see appendix
C):
τ(x) =
∑
λ
ξλQλ(
x
2
), (24)
ξλ = 2
−l(λ)Qλ(∂˜)τ(x)|x=0, (25)
where λ runs over all strict partitions.
Let us extend the definition of Qλ(x) to any sequence λ = (λ1, · · · , λl) of integers as follows.
We define Q(λ1,··· ,λl)(x) = 0 of some λi is negative, and
Q(λ1,··· ,λl)(x) = sgnσQ(λσ(1),··· ,λσ(l))(x)
if (λσ(1), · · · , λσ(l)) is a strict partition for some permutation σ.
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3.2 The BKP hierarchy
Set
[α]o = (α,
α3
3
,
α5
5
, · · · ), ξ˜(x, k) =
∞∑
n=1
x2n−1k
2n−1, x = (x1, x3, x5, · · · ), y = (y1, y3, y5, · · · ).
We define the BKP hierarchy [2] by∮
e−2ξ˜(y,k)τ(x− y − 2[k−1]o)τ(x+ y + 2[k
−1]o)
dk
2piik
= τ(x− y)τ(x+ y).
Define the components of the skew symmetric matrices A = (aij)0≤i,j≤n and A
′ = (aij)1≤i,j≤n
by
a0,j = τ(x+ 2[αj ]o), ai,j =
αij
α˜ij
τ(x+ 2[αi]o + 2[αj ]o),
where α˜ij = αi + αj . The addition formulae of the BKP hierarchy [10] are, for n odd,
τ(x+ 2
n∑
i=1
[αi]o) = τ(x)
(−n+1)/2A1,2,··· ,nPfA, (26)
and, for n even,
τ(x+ 2
n∑
i=1
[αi]o) = τ(x)
(−n+2)/2A1,2,··· ,nPfA
′, (27)
where
A1...n =
n∏
i<j
α˜ij
αij
.
The following theorem is proved in [10].
Theorem 3 The case n = 3 of (26)
A−1123τ(x)τ(x+ 2
3∑
i=1
[αi]o) =
α23
α˜23
τ(x+ 2[α1]o)τ(x+ 2[α2]o + 2[α3]o)
−
α13
α˜13
τ(x+ 2[α2]o)τ(x+ 2[α1]o + 2[α3]o)
+
α12
α˜12
τ(x+ 2[α3]o)τ(x+ 2[α1]o + 2[α2]o) (28)
is equivalent to the BKP hierarchy. Equation (28) is called the four term equation.
3.3 Giambelli type formula in the BKP hierarchy
Our main theorem is
Theorem 4 A formal power series τ(x) with τ(0) = 1 is a solution of the BKP hierarchy if and
only if the coefficients {ξλ} in (24) satisfy
ξλ = 2
−nPf
(
ξ(λ′i,λ′j)
)
1≤i,j≤2n
, (29)
for any strict partition λ, where λ′ = (λ′1, · · · , λ
′
2n) is defined by (23).
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Lemma 2 We have the following equation:
A−11···2ne
∑2n
i=1
∑
k:odd xkα
k
i =
∑
λi>0
Q(λ1··· ,λ2n)
(x
2
)
αλ11 · · ·α
λ2n
2n , (30)
where parameters α1, · · · , α2n satisfy |α1| > · · · > |α2n|.
Proof. Let
XB(k) = e
∑
n:odd xnk
n
e−2
∑
n:odd ∂˜nk
−n
.
We apply this vertex operator to 1 = 〈0|eHB(x)|0〉.
First, the exchange rule of the vertex operators is
XB(k)XB(l) =
k − l
k + l
e
∑
xnkn+
∑
xnlne−2
∑
∂˜nk−n−2
∑
∂˜nk−n . (31)
Then we have
XB(α1) · · ·XB(α2n) · 1 =
∏
i<j
αij
α˜ij
e
∑2n
i=1
∑
k:odd xkα
k
i . (32)
By the boson-fermion correspondence, we have
XB(α1) · · ·XB(α2n)〈0|e
HB (x)|0〉 = 2n〈0|eHB(x)φ(α1) · · · φ(α2n)|0〉
= 2n〈0|eHB(x)φλ1 · · ·φλ2n |0〉α
λ1
1 · · ·α
λ2n
2n (33)
=
∑
λi>0
Q(λ1··· ,λ2n)
(x
2
)
αλ11 · · ·α
λ2n
2n , (34)
where HB(x) is defined in (B.1). We get (34) from (33) using (1.1.24) of [8] (see also [2, 12]):
〈0|eHB(t)φn1 · · ·φnk |0〉 = 2
−k/2Qλ
(
t
2
)
, (35)
where λ = (n1, · · · , nk). This function (35) is skew symmetric. Thus it satisfies the property of
the extended Schur’s Q-function. By (32) and (34), we have (30).✷
Proof of Theorem 2. The way to prove this theorem is similar to the case of the KP hierarchy.
We shall prove that {ξλ} satisfy (29) if τ(x) is a solution of BKP heirarchy. We consider (27) with
n replaced by 2n, n ≥ 2.
By Lemma 2 we have
A−11···2nτ(x+ 2
2n∑
i=1
[αi]o) = A
−1
1···2ne
∑2n
i=1 ξ˜(2∂˜o,αi)τ(x)
=
∑
Q(λ1··· ,λ2n)(∂˜o)τ(x)α
λ1
1 · · ·α
λ2n
2n , (36)
where ∂˜o = (∂˜1, ∂˜3, ∂˜5, · · · ).
The case of n = 1 in (36) is
αij
α˜ij
τ(x+ 2[αi]o + 2[αj ]o) =
∑
Q(λi,λj)(∂˜o)τ(x)α
λi
i α
λj
j . (37)
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Substituting (36) and (37) to (27), we have∑
Q(λ1,··· ,λ2n)(∂˜o)τ(x)α
λ1
1 · · ·α
λ2n
2n
= τ(x)−n+1Pf
(∑
Q(λi,λj)(∂˜o)τ(x)α
λi
i α
λj
j
)
1≤i,j≤2n
= τ(x)−n+1
∑
Pf
(
Q(λi,λj)(∂˜o)τ(x)
)
1≤i,j≤2n
αλ11 · · ·α
λ2n
2n .
Comparing the coefficient of αλ11 · · ·α
λ2n
2n , λ1 > · · · > λ2n, it follows that
Q(λ1,··· ,λ2n)(∂˜o)τ(x) = τ(x)
−n+1Pf
(
Q(λi,λj)(∂˜o)τ(x)
)
1≤i,j≤2n
(38)
We expand τ(x) as in (24), the coefficient ξλ becomes (25). Setting x = 0 in (38) and using (25)
we have (29).
Conversely we show that τ(x) given by (24) is a solution of the BKP hierarchy if {ξλ} satisfy
(29). By (24), the coefficients {ξλ} are defined as (25).
Substitute (25) to (29) and take the generating function, we have∑
λi≥0
Q(λ1,··· ,λ2n)(∂˜o)τ(x)|x=0α
λ1
1 · · ·α
λ2n
2n
=
∑
λi≥0
Pf
(
Q(λi,λj)(∂˜o)τ(x)|x=0
)
1≤i,j≤2n
αλ11 · · ·α
λ2n
2n . (39)
Using (36) and the case n = 1 of (36), (39) becomes
A−11···2nτ(2
2n∑
i=1
[αi]o) = Pf
(
αij
α˜ij
τ(2[αi]o + 2[αj ]o)
)
1≤i,j≤2n
. (40)
Consider the Plu¨cker relation for the Pfaffians [4, 7] of (40). Then for the odd numbers L and K,
the following addition formulae hold:
L∑
l=1
(−1)lA−1i1,··· ,iK ,jlA
−1
j1,··· ,jˆl,··· ,jL
τ(2
K∑
r=1
[αir ]o + 2[αjl ]o)τ(2
L∑
s=1,s 6=l
[αjs ]o)
+
K∑
k=1
(−1)kA−1
i1,··· ,ˆik,··· ,iK
A−1j1,··· ,jL,ikτ(2
K∑
r=1,r 6=k
[αir ]o)τ(2
L∑
s=1
[αjs ]o + 2[αik ]o) = 0. (41)
We consider the case of L = K and set
jL = i1, jL−1 = i2, jL−2 = i3, · · · , j3 = iL−2.
Setting x˜ = 2
∑L−2
r=1 [αir ]o and replacing (j1, j2, iL−1, iL) by (1, 2, L − 1, L), (41) becomes
αL−1,1
α˜L−1,1
αL,1
α˜L,1
αL−1,L
α˜L−1,L
τ(x˜− 2[αL−1]o + 2[αL]o + 2[α1]o)τ(x˜+ 2[α2]o)
−
αL−1,2
α˜L−1,2
αL,2
α˜L,2
αL−1,L
α˜L−1,L
τ(x˜− 2[αL−1]o + 2[αL]o + 2[α2]o)τ(x˜+ 2[α1]o)
+
α1,2
α˜1,2
α1,L−1
α˜1,L−1
α2,L−1
α˜2,L−1
τ(x˜+ 2[αL]o)τ(x˜+ 2[α1]o + 2[α2]o − 2[αL−1]o)
−
α1,2
α˜1,2
α1,L
α˜1,L
α2,L
α˜2,L
τ(x˜− 2[αL−1]o)τ(x˜+ 2[αL]o + 2[α1]o + 2[α2]o) = 0. (42)
10
Equation (42) is valid if x˜ is replaced by an indeterminate x. Shift x to x + 2[αL−1]o, then (42)
becomes
A−11,2,L−1,Lτ(x)τ(x+ 2[α1]o + 2[α2]o + 2[αL]o + 2[αL−1]o)
=
α1,L
α˜1,L
α2,L−1
α˜2,L−1
τ(x+ 2[α1]o + 2[αL]o)τ(x+ 2[α2]o + 2[αL−1]o)
−
α2,L
α˜2,L
α1,L−1
α˜1,L−1
τ(x+ 2[α2]o + 2[αL]o)τ(x+ 2[α1]o + 2[αL−1]o)
+
αL−1,L
α˜L−1,L
α1,2
α˜1,2
τ(x+ 2[αL−1]o + 2[αL]o)τ(x+ 2[α1]o + 2[α2]o). (43)
Setting αL = 0 we have the four term equation (28). By theorem 3 τ(x) is a solution of the BKP
hierarchy.
A The free fermions
In the appendices we summarize necessary facts on fermions and the boson-fermion correspondence
following [2]. Let ψn and ψ
∗
n satisfy the following anti-commutation relations:
[ψn, ψm]+ = [ψ
∗
n, ψ
∗
m]+ = 0,
[ψn, ψ
∗
m]+ = δnm.
The vacuum state |0〉 and the dual vacuum state 〈0| have the properties
ψn|0〉 = 0, n < 0, ψ
∗
n|0〉 = 0, n ≥ 0,
〈0|ψn = 0, n ≥ 0, 〈0|ψ
∗
n = 0, n < 0.
We use the generating series of free fermionic operators
ψ(z) =
∑
k∈Z
ψkz
k, ψ∗(z) =
∑
k∈Z
ψ∗kz
−k.
Let H(x) be defined by
H(x) =
∞∑
l=1
∑
n∈Z
xlψnψ
∗
n+l. (A.1)
Then the boson-fermion correspondence is valid:
〈m|eH(x)ψ(k) = km−1X(k)〈m− 1|eH(x),
〈m|eH(x)ψ∗(k) = k−mX∗(k)〈m+ 1|eH(x).
B The neutral fermions
Let us consider φn satisfying
[φm, φn]+ = (−1)
mδm,−n.
We have the properties of the vacuum state and the dual vacuum state:
φn|0〉 = 0, n < 0,
〈0|φn = 0, n > 0.
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If n = 0, we have φ20 = 1/2.
Set HB(x) by
HB(x) =
1
2
∑
l:odd
∑
n∈Z
(−1)n+1xlφnφ−n−l. (B.1)
The following the boson-fermion correspondence is valid:
〈0|φ0e
HB(x)φ(k) = 2−1XB(k)〈0|e
HB (x),
〈0|eHB(x)φ(k) = XB(k)〈0|φ0e
HB(x).
C The proof of (24)
The expansion (24) can be proved easily. For α = (α1, α2, · · · ) and β = (β1, β2, · · · ) we have
∏
i,j
1 + αiβj
1− αiβj
=
∑
λ:strict
2−l(λ)Qsymλ (α)Q
sym
λ (β)
from [6] p.255 (8.13). The left hand side becomes
∏
i,j
1 + αiβj
1− αiβj
= e
∑
i,j(log(1+αiβj)−log(1−αiβj))
= e
∑
i,j
∑
∞
k=1
(
(αiβj)
k
k
−
(−αiβj)
k
k
)
= e2
∑
k:odd k
∑
i
αki
k
∑
j
βkj
k .
Set
xk =
∑
i
αki
k
, yk =
∑
j
βki
k
.
Then we have
e2
∑
k:odd kxkyk =
∑
λ:strict
2−l(λ)Qλ(x)Qλ(y).
Replace xk by xk/2 and yk by ∂˜yk = ∂yk/k. We apply it to f(y) and set y = 0. Then we get
f(x) =
∑
λ:strict
2−l(λ)Qλ
(x
2
)(
Qλ(∂˜y)f(y)
)
|y=0.
Setting ξλ =
(
Qλ(∂˜y)f(y)
)
|y=0, we obtain (24).
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