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Abstract
The sparse representation of signals defined on Euclidean domains has been successfully applied in signal processing. Bringing
the power of sparse representations to non-regular domains is still a challenge, but promising approaches have started emerging
recently. In this paper, we investigate the problem of sparsely representing discrete surfaces and propose a new representation
that is capable of providing tools for solving different geometry processing problems. The sparse discrete surface representation
is obtained by combining innovative approaches into an integrated method. First, to deal with irregular mesh domains, we
devised a new way to subdivide discrete meshes into a set of patches using a feature-aware seed sampling. Second, we achieve
good surface approximation with over-fitting control by combining the power of a continuous global dictionary representation
with a modified Orthogonal Marching Pursuit. The discrete surface approximation results produced were able to preserve the
shape features while being robust to over-fitting. Our results show that the method is quite promising for applications like
surface re-sampling and mesh compression.
CCS Concepts
• Computing methodologies → Mesh models; Mesh geometry models;
1. Introduction
Triangle meshes are the de facto standard for representing sur-
face models in computer graphics, thanks to their ability to provide
piecewise-linear approximations of continuous surfaces using only
a finite number of primitives. Despite their advantages, the specific
nature of triangle meshes makes them ill-suited for many common
problems in polygonal mesh processing, which require specialized
representations and the use of particular methods connected to such
representations. Examples of such problems include the extraction
of multiple levels of detail [Hop98], mesh compression and deci-
mation [KCS98], re-sampling [VC04] and the computation of dis-
crete differential information [CP03, DHM03, HP11].
Using a combination of these approaches in the same workflow
is common in practice, but is not practical when multiple different
operations need to be performed on the same surface model, as this
requires storing multiple representations or converting from one to
another that supports the desired operation. This creates a strong
case for a more flexible representation of 3D surface models that
combines the simplicity of triangle meshes with the ability to de-
scribe the underlying surface in a smooth manner. Since 3D shapes
are typically encoded as triangle meshes, the target representation
should be easy to construct from a high-quality input mesh, allow-
ing to discard much of its redundancy in the construction process.
In this context, we investigate the use of sparse representations for
meshes and propose a representation that is a promising way to
solve different geometry processing problems in a unified manner.
Sparse representations have been used extensively for regular
domain signal processing including time-series, image and video
processing. The main issues regarding their use for non-regular do-
mains (especially meshes) lie in how to represent the concept of
patches, how to deal with sampling differences at each patch and
how to adapt or devise new ways to compute sparse codes based on
a chosen basis function or learned dictionary.
In this work, we propose a solution for sparse mesh representa-
tion based on the combination of a feature-aware surface subdivi-
sion and on the use of a continuous, global, dictionary-based sparse
representation sensitive to the sampling of the original mesh. In
particular, we treat the surface underlying a mesh as a collection of
height-fields defined over local tangent domains and express each
of them as a sparse combination of 2D continuous functions. We
show in the experiments that our method can approximate the sur-
face without being impacted by over-fitting problems, which favors
later surface re-sampling. We also obtained quite promising results
in the context of mesh compression, even without using a learned
dictionary. Our work represents a significant first step towards the
development of a sparsity-based unified framework for efficient ge-
ometry processing.
2. Related work
The use of sparse representations has been extensively investi-
gated in computer vision and signal processing, mostly for sig-
nals defined in Euclidean domains. Recently, researchers have
started to extend existing approaches to irregular domains like 3D
meshes and point clouds, leading to new, specialized approaches
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to define the sparse codes, to structure the input data and to
cast the problem as a constrained optimization. We discuss here
only the most relevant works, referring the reader to recent sur-
veys [XWZ∗15, LOM∗18] for a more comprehensive review.
Digne et al. [DCV14] have considered the problem of compress-
ing highly detailed points clouds by leveraging self-similarity: they
express local neighborhoods in a sparse manner, using a dictio-
nary learned from local patches in a resampled version of the input
cloud. We follow a similar general approach, but propose a differ-
ent patch extraction technique that is well-suited to mesh domains
and that does not require costly co-variance computations; more-
over, our patch definition allows for an adaptive coverage of the
input surface that accounts for local detail.
In a more recent work [DVC18], Digne and colleagues use a sta-
tistical method based on local probe fields to define local patches
based on shape self-similarity, using them to create a dictionary
used for sparse representation. The main drawback of this statisti-
cal approach is that important features that do not occur frequently
are not accounted for in their dictionary; to avoid this problem, we
define patches using a feature-aware sampling process.
The closest work to ours is the surface approximation method by
Xu et al. [XWY∗16], which is based on coupled optimization of
sparsity and parameterization transformation. They show that this
technique allows to faithfully represent sharp features, overcoming
overfitting artifacts by the composition of smooth monomials and
non-smooth domain optimization. We deal with a similar problem,
but base our parameterizaton on the partitioning of the surface into
patches that represent 2D functions defined over local tangent plane
of the surface. In this sense, our work uses the patch definition pro-
posed by Guérin et al. [GDGP16] for sparse terrain representation,
but extends it to work with surfaces of arbitrary topology. Like Xu
and colleagues, we also deal with overfitting, but do so using a
simple yet effective adaptation of the Orthogonal Matching Pursuit
(OMP) algorithm, using the Nyquist sampling theorem to correctly
account for the sampling rate of the patches.
3. Method
Our method takes as input a triangular mesh T = (V,F), consisting
of the vertex positions V and indexed triangles F . From the set of
vertices V , we choose a subset of points S that will be the center
points of the patches. We define each center point of a patch as
a seed point sp. A patch P is defined as a set of neighborhood
points within radius rp and must satisfy the conditions of being the
result of sampling a function over a 2D domain with disk topology.
To ensure this, we devised a specialized feature-based sampling
method. Finally, we represent the patches in a sparse manner using
an optimized version of Orthogonal Matching Pursuit (OMP).
3.1. Sampling
Our feature-aware sampling takes as input a set of features of the
mesh ranked according to an importance value. Our method gener-
ates this set of weighted feature points I using the Harris3D algo-
rithm [SB11], since it is robust to various defects on meshes; the
set I, ordered by increasing importance of its points, serves as in-
put for our sampling algorithm. The importance value corresponds
to the Harris operator value; points with higher importance value
are points with higher saliency.
Algorithm 1 Feature sampling algorithm.
Require: Set I of interest points sorted by increasing values of
featureness (Harris3D saliency).
Ensure: Final set S of seed points.
1: S = ∅
2: for p = I1,I2,I3, . . . do
3: if min
q∈S
‖p−q‖ > σ · rq or S == ∅ then
4: P = patch_construction(p)
5: if P 6= ∅ then
6: S = S ∪{p}







Alg. 1 describes the main steps of our feature-based sampling.
A certain degree of overlap between patches is allowed and con-
trolled by σ. The radius rp defines the patch size and represents
an important attribute, since it has a strong influence on the mesh
reconstruction result. When the sizes of the patches are too large,
the results tend to exhibit over-smoothing artifacts. Therefore, we
introduce variable patch radii instead of a single, fixed one, as we
want to maximize the area of patches in smooth regions and limit
the patch size in non-smooth regions. This helps us maintain the
fine details where needed. Note that, besides considering the sheer
distance between vertices, we define a set of additional conditions
in the patch construction process, as described in more detail in the
following section.
3.2. Patch construction
Given a potential seed point s, we compute the neighboring ver-
tices N ordered by distance to s. Then, we calculate the neighbor-
ing triangles T , ordered by increasing distance value. The method
for creating patches is described in Alg. 2 and uses the following
conditions to define whether a point should be included in a patch:
• Smooth variation condition. The angle between the normals
nt1 ,nt2 of two adjacent triangles t1, t2 must satisfy 〈nt1 ,nt2〉 < δ,
where δ is a tolerance angle error for smoothness and it should be
at most π2 because a larger value will lead to point distributions
with abrupt changes. For our experiments we consider δ = π6 .
• Discrete normal cone condition. The angle between the normal
of the central vertex s and every other triangle in the patch must
be less than π2 . This condition guarantees that all points which
belong to the patch can be described by an (injective) function.
• Area condition. Very large patches are prone to introduce errors
when approximated using a set of functions. We therefore limit
the size of each patch to prevent having patches with very un-
balanced sizes. To this purpose, we compute the ratio between
the area Ap of the patch and the total area A of the mesh, and
the ratio between the projected area Aprojp of the patch and Ap. In
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order for a point to be included in a patch, at least one of the two









Intuitively, ρ represents a percentage of the area and η is the
maximum distortion allowed between the area of the patch and
the projected area; note that the projected area is computed over
the plane defined by the normal of the patch np. These two
sub-conditions compensate each other because while the second
tends to create very unbalanced sizes, the first one regulates the
sizes of the patches when possible. The first condition allows a
patch to grow more when it is restricted by the second one. The
second condition ensures that a flat patch region does not stop
growing due to the area restriction of the first condition.
Algorithm 2 Patch construction algorithm.
Require: Let s be the center point.
Require: Let T be a set of neighboring triangles of s with increas-
ing distance.
Ensure: Final set P of patch points.
1: P = s
2: for t = T1,T2,T3, . . . do
3: if t satisfies conditions C then




Having extracted patches that satisfy these conditions, we com-
pute the principal curvature directions (maximal T1, minimal T2)
and the normal vector N of each patch; these define an orthogonal
frame and its corresponding transformation matrix R = (T1,T2,N).
The matrix R defines a local coordinate system, mapping local and
global coordinates for each patch. We use this transformation to
express the points of each patch in the local reference frame, then
re-scale the patches to fit in a disk of radius rp = 1.
Given these normalized patches expressed in their local system,
we regard each patch as a function that maps each patch point to its
height over the patch domain. As described in Sec. 3.3, we com-
pute a sparse representation for each of these functions using a
modified sparse coding technique. Once the sparse codes have been
computed, we compute a separate approximation of each patch, lo-
cally. Since patches are allowed to have overlaps, a given vertex of
the mesh can be included in the approximation of several patches.
To obtain a unique representation of each vertex, we include a fi-
nal blending step in our pipeline. This is done in two steps: first,
we express all patches in the global reference system using the in-
verse of R; then, the final position of each vertex (expressed in the
original coordinate space) is computed by averaging its different
approximate representations defined by the patches in which it is
contained.
3.3. Sparse representation
The main idea of sparse representation is that a signal Y can be
decomposed into a sparse linear combination of functions called
atoms, which are regarded as a base D called dictionary. Sparse
coding is the operation that allows to obtain the coefficients α̂ (i.e.,
the encoding) of the linear combination so that this representation
is as sparse as possible [Ela10]:
α̂ = argmin
α
‖Y −Dα‖ s.t. ‖ α ‖0≤ L . (1)
The minimization ensures that the signal Y is approximated with
the least error possible, under the constraint that few atoms of the
dictionary D are used. The term ‖α‖0 corresponds to the maxi-
mum number of non-zero elements allowed in the sparse encod-
ing, which in turn determines the maximum number of atoms that
contribute to the representation. In this sense, it measures the spar-
sity of the representation, and is controlled by the regularization
term L. As a result of this sparsity constraint on α, only meaning-
ful atoms are considered [Ela10] in the representation. Using the l0
norm, finding a solution to Eq. 1 corresponds to solving an NP-hard
problem. However, relaxing the constraint defined by this choice of
norm allows computing a good approximate solution to the prob-
lem. This can be achieved by using greedy algorithms such as Or-
thogonal Matching Pursuit (OMP), which chooses the best match-
ing projections of multidimensional data onto a dictionary [CW11].
The choice of a proper dictionary has a significant impact on
the performance of the sparse decomposition method. The atoms
of the dictionary are either taken from a pre-defined set or learned
to fit the input signal [AEB06]. In any case, they are chosen so that
they best adapt to patches of the input domain. Both patches and
atoms can be easily defined when working with regular domains
like images or volumes, but their definition becomes problematic
for surfaces: the irregular nature of their domain easily leads to
patches with a variable number of elements, and the atoms must be
therefore defined in a way that allows capturing this irregularity.
To solve this problem, we move from the work of Litany et
al. [LRB16], who have proposed using learned continuous func-
tions as dictionary atoms and using a discretized version of such
atoms to sparsely represent the input signal. In their approach, the
dictionary is defined as D = ΦA, where Φ represents continuous
basis functions and A is the set of learned coefficients used to form
the atoms as linear combinations of the basis functions.
We use a similar strategy based on continuous 2D functions to
deal with the fact that our patches are composed of a variable num-
ber of points located at irregular positions. Specifically, given a
patch Py, we consider the 2D projections of each point of Py on
the tangent plane on which Py itself is defined; we then evaluate
each continuous atom of the dictionary at such 2D projections, thus
obtaining a discrete set of height values. The discrete sets of height
values (one for each continuous atom) yield a discrete dictionary
Dy = Φy A, to be used to represent patch Py in a sparse manner.
In practice, we represent Py as the vector y of the height values
of its points over the patch domain. Its sparse representation is ob-
tained by combining the atoms of Dy in a sparse manner, according
to the formula y ≈ Dy Aαy = Φy Aαy. Differently from the formu-
lation of Litany and colleagues, we do not learn the coefficients in
A, and set instead A to be the identity matrix I. In other words, our
dictionary is represented by the cosine basis functions themselves.
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Besides the use of a continuous dictionary to adapt to the irregu-
lar mesh domains, another key aspect of our work is a modified for-
mulation for the OMP algorithm that avoids overfitting when com-
puting a sparse representation for the patches described in Sec. 3.
In our setting, the signal Y to be approximated corresponds to the
patch points. Inspired by the well-known Nyquist rate relative to
signal sampling, we explicitly limit the frequency of the basis func-
tions corresponding to the atoms that can be used in the sparse rep-
resentation: the maximum frequency used is bound by the average
spacing between samples in the patches computed on the mesh.
We set the maximum atom frequency by defining a lower bound
on the corresponding wavelength λ. Let us denote by µ the median
of the average distance between each point of each patch and its
nearest neighbors (i.e., the 1-ring neighbors in the mesh); then, we
impose the following constraint: 1/2 ·λ > f ·µ.
In the formula, f ∈ [0,1] is a factor that allows a finer control of
overfitting. The value of f = 0 is the default setting for the OMP
algorithm, that is, no limit is set on the frequency of the atoms
used; setting f = 1 restricts the choice of the atoms according to
the standard Nyquist rate. To allow for some degree of overfitting,
f can be set to an intermediate value like f = 12 . In this way, the
method avoids the greedy selection of atoms that oscillate unnatu-
rally and that would excessively increase the total variation of the
signal, leading to noise in resampling. We found this criterion to be






























































(c) f = 0.5
Figure 1: Example of function approximation of a patch.
Fig. 1 shows different examples of sparse patch representation
using our Nyquist-based criterion; in particular, the plots show the
2D function corresponding to the sparse linear combination of the
cosine basis functions in our dictionary. The result in 1a is ob-
tained with the conventional OMP formulation and is a clear case of
overfitting, shown by the excessive oscillation of the function and
caused by the overly high frequencies of the underlying atoms. We
regularize these results by limiting the maximum frequency used
through the parameter f and by using additional points to compute
the sparse approximation, sampling them on the surface defined by
the mesh on the domain of the patch. As a result, we obtain a more
natural function approximation that closely fits the patch points
without overfitting. In our experiments, we set this parameter to an
intermediate value of f ∈ [0,0.5] to prevent an over smoothed patch
fitting. Higher values of f could miss some frequencies necessary
to approximate some parts of the patch when it is more complex.
4. Results
We tested our method on 11 mesh models, which are listed in Tab. 1
together with their vertex count NV . These models are taken from
Figure 2: Visual comparison of approximation results. Original
mesh (a), Approximation result (b). Colormap of error (c). Mod-
els: fandisk, bunny, armadillo and SHRECK models [Mos20]:
109,165,170,202,72.
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(a) (b) (c) (d)
Figure 3: Comparison between different sampling effect on approx-
imation result. (a) Sampling, (b) original, (c) approximation results,
(d) colormap of error.
Figure 4: Comparison between the method proposed in [XWY∗16]
(right) and our approach (center). The original Fandisk mesh with
6475 vertices (left).
common geometry processing benchmarks (including SHRECK
[Mos20]) and were selected to ensure that both smooth and sharp
features are represented in our test suite.
Table 1: Approximation errors (RMSE): no. of vertices NV , no. of
patches M, percentage of area ρ, RMSE, Compression Ratio (C.R.)
Mesh n M ρ RMSE C.R.
fandisk 6475 540 0.001 0.0001266 0.6147
torus 14400 596 0.005 0.0003436 0.3449
kitten 43544 1680 0.0002 0.0004092 0.3215
bunny 72027 4301 0.0001 0.0003269 0.4976
armadillo 172974 10323 0.0001 0.0001895 0.4973
kitten 172974 10323 0.0001 0.0005664 0.4973
SH109 49127 5749 0.0005 0.0004192 0.8625
SH165 49929 5578 0.0005 0.0008189 0.8303
SH170 49956 4742 0.0005 0.0011380 0.7265
SH202 49982 4239 0.0002 0.0003717 0.6897
SH72 49982 4266 0.0002 0.0003266 0.6994
We fixed the value of the parameters δ, η and f to the values
π
6 , 1.01 and 0.5, respectively, because δ and η do not depend on
any global measure of the input mesh. The parameter η depends
solely on the local patch area and the projected area of the patch.
The parameter δ depends on the local deviation angles of neighbor-
ing triangles in the patch. We chose the value of ρ empirically for
Figure 5: Visual comparison of resampling results. Original mesh
(left), low density (middle), higher density (right).
each model (as shown in Tab. 1). This parameter changes for dif-
ferent meshes since it is influenced by the total area of each mesh.
Also ρ is not a fixed parameter, the user can increase it to obtain
larger patches and decrease it to improve the accuracy of the ap-
proximation result, it serves to control the trade-off between error
and compression ratio. For all the experiments, we use a set of 144
cosine basis functions as atoms of our (fixed) dictionary and used a
minimum of 64 samples to compute the sparse approximation.
For each model, we report in Tab. 1 the number M of patches
extracted in the first stage of our method, the Root Mean Square
Error (RMSE) incurred by approximating the input mesh with our
output representation and the Compression Ratio CR. The RMSE is
obtained from the Euclidean distance between corresponding point
pairs in both the original and reconstructed meshes and is given
in distance units [XHFS15]. The value of CR indicates the relative
reduction in size obtained by representing the original model using





In this formula, the numerator denotes the size of our sparse rep-
resentation: besides storing the ‖α‖0 sparse codes for the mesh, we
store for each of the M patches 13 values, corresponding to 9 en-
tries of the global-to-local alignment matrix R, to the 3 coordinates
of the seed points and to a single value for the radius rp of each
patch. The denominator indicates the size of the input representa-
tion; note that we define it only based on the number of vertices,
omitting the storage required to store the face connectivity.
A visual overview of the approximation quality obtained with
our algorithm is shown in Fig. 2. One can clearly see that the out-
put approximation is virtually indistinguishable from the original.
The high quality of our approximation is further confirmed by the
colormap of the error: in this visualization, the error ranges from 0
(blue) to the value emax (red), which is the maximum point-to-point
Euclidean distance error.
Our feature aware sampling can create regions of variable sizes
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that are adaptable to the mesh curvature. Patches with bigger and
smaller sizes are created in smooth and high curvature regions, re-
spectively. An example of the effect of varying the sampling density
is depicted in Fig. 3, where the parameter ρ is set to 0.001 for the
results in the top row and to 0.0002 for those in the bottom row.
As shown in the color-coded visualizations, decreasing the value
of ρ significantly reduces the approximation error, at the cost of
an increased storage requirement for the representation: while only
M = 860 patches are required for ρ = 0.001, this number increases
to 1680 in the case of ρ = 0.0002.
Our technique allows for a faithful representation of sharp fea-
tures, obtaining results comparable or superior to other state-of-the-
art techniques. This can be evinced from the comparison between
our approach and the method of Xu et al. [XWY∗16] shown in
Fig. 4. We can observe that our results exhibit significantly less
noisy sharp features, while at the same time avoiding the need for a
complex sparse representation formulation and for a costly param-
eterization to define the patches in pre-processing.
A natural application of our sparse representation is point-based
mesh resampling. We create random samples in the 2D domain of
each patch and recover the height values using our sparse represen-
tation. Examples of resampling at two different density levels are
shown in Fig. 5 (models bunny and armadillo). Note that, since we
obtain a continuous, smooth representation of the original model,
we are able to generate a point-based sampling at an arbitrary den-
sity level; moreover, we can compute a normal vector for each
point in a straightforward manner from our functional representa-
tion, which allows for a clear, shaded visualization of the resampled
point set without the need for a costly normal estimation step.
5. Conclusions
In this paper we have proposed a practical method for approximat-
ing meshes via sparse representation. Our work is based on two
key ingredients: a feature-aware strategy to organize an input mesh
into a collection of patch-like local domains, over which the mesh
can be defined as a height-field suitable for sparse representation;
a sparse coding formulation to approximate each local height-field
as a sparse combination of cosine basis functions, using a criterion
derived from the well-known Nyquist sampling theorem to robustly
control overfitting.
We evaluated our approach on a selection of mesh models that
contain both smooth and sharp features, and used the resulting
sparse approximation as a single representation to solve three com-
mon geometry processing problems: approximation, resampling
and compression. We obtained good results even though we used
a simple, fixed cosine basis as a dictionary. In its current state,
our method is not able to achieve competitive compression results
on mesh models with a high degree of geometric detail. While the
compression ratio could be improved by increasing the size of the
patches, this would result in an increased complexity of the points
distribution on the patches, making the cosine functions no longer
able to approximate the surface in an adequate manner. As future
work, we plan to improve the approximation by combining differ-
ent types of basis functions and, more importantly, by learning a
dictionary of new basis functions from the input data.
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