This paper is the third in a series whose goal is to develop a fundamentally new way of viewing theories of physics. Our basic contention is that constructing a theory of physics is equivalent to finding a representation in a topos of a certain formal language that is attached to the system. In paper II, we studied the topos representations of the propositional language PL(S) for the case of quantum theory, and in the present paper we do the same thing for the, more extensive, local language L(S). One of the main achievements is to find a topos representation for self-adjoint operators. This involves showing that, for any physical quantity A, there is an arrowδ o (A) : Σ → IR , where IR is the quantity-value object for this theory. The construction ofδ o (Â) is an extension of the daseinisation of projection operators that was discussed in paper II.
Introduction
This is the third in a series of papers whose aim is to construct a general framework within which theories of physics can be developed in a topos other than that of sets. A theme that runs throughout this work is the idea that any 'non-classical' theory, for example, quantum theory, can be presented in a way that 'looks like' classical physics, except that the topos is generally not the topos of sets. This approach provides a new set of tools with which to construct theories of physics. At the conceptual level, the analogue with classical physics leads to the scheme being 'neo-realist'.
In paper I, we introduced the idea of associating a formal language with each physical system S [2] . Constructing a theory of physics is then equivalent to finding a representation of this language in a topos. Two different kinds of language are discussed in paper I: a simple propositional language PL(S); and a more sophisticated, higherorder language (a 'local' language) L(S).
The language PL(S) provides a deductive system (using intuitionistic logic) and hence provides a way of making statements about the system S. However, a purely propositional language is limited in scope: at the very least, one would like to have a 'first-order' language, so that the phrases 'for all' and 'there exists' can be used.
But such a language is still rudimentary in so far as many features of a physical theory would lie outside its scope, and are introduced only when constructing a representation. For example, in classical mechanics, the entities that lie outside the language are (i) the state space S; (ii) the choice of IR as the set in which physical quantities take their values; (iii) the specific subset ∆ ⊆ IR that is used in the proposition "A ε ∆" and (iv) the real-valued functions on S that represent physical quantities.
For this reason, the next step in paper I was to assign to each physical system S, a more powerful, typed language, L(S). Our general scheme can then be understood as the task of finding representations of L(S) in various topoi. The language L(S) has two 'ground-type' symbols, Σ and R, and a set of 'function symbols', written rather suggestively as the string of characters 'A : Σ → R'. These are the linguistic precursors of, respectively, the state object, the quantity-value object, and the arrows between them that represent physical quantities. A symbol∆ can be introduced as a variable of type P R. By these means, the entities that lie outside the propositional language PL(S) are all brought 'inside' the local language L(S).
The second paper in the series dealt with the topos representation of the propositional language PL(S) in quantum theory [3] . In a sense this paper is a side-line to our main programme which is concerned with the local language L(S). In fact, logically speaking, we could have omitted our study of the representations of PL(S). However, the PL(S) material links most closely with the original work on the use of topos ideas in quantum theory. Also, as we will see, the vital concept of 'daseinisation' of propositions has a natural extension to physical quantities in general, and this plays a key role in the remaining papers in the series.
In the present paper, we return to the language L(S) and seek a topos representation, φ, for quantum theory. As discussed in paper II, the topos of the PL(S)-representation is Sets
V(H)
op : the topos of presheaves over the category, V(H), of unital, abelian subalgebras of the algebra B(H) of all bounded operators on the quantum Hilbert space H. We shall use the same topos for the L(S)-representation, with the spectral presheaf, Σ, being identified as the Sets
op -representative, Σ φ , of the ground-type symbol Σ. Thus Σ is the state object, and, therefore, propositions are represented by sub-objects of Σ ; just as, in classical physics, a proposition about the system is represented by a subset of the classical state space.
The steps in finding the representation of L(S) are first to identify the quantityvalue object, R φ ; and then to show how to represent a physical quantity, A, by an arrowδ(A) : Σ → R φ . Both problems are solved in the present paper.
The plan of the paper is as follows. We start in Section 2 by defining the inner and outer daseinisations of an arbitrary self-adjoint operatorÂ ∈ B(H). These constructions utilise the daseinisations of projection operators that were discussed in paper II. The result is two quantities, δ i (Â) and δ o (Â), that can be identified as global elements of two new presheaves: the 'inner-' and the 'outer de Groote presheaf', respectively.
In Section 3, for each stage V ∈ Ob(V(H)), we take the Gel'fand transforms of δ o (Â) V , and show how the target spaces of these transforms fit together to give a new presheaf, sp(Â) , which is a topos extension of the spectrum, sp(Â), ofÂ. For any self-adjoint operatorÂ, the target presheaf sp(Â) can be embedded as a sub-object of a single presheaf IR . In this way, IR is provisionally identified as the quantityvalue presheaf for quantum theory in the topos Sets
op . There is also an isomorphic presheaf, IR , that is constructed using inner daseinisation; and a third presheaf, IR ↔ , that combines both inner and outer daseinisation. This is the presheaf that gives the most natural physical interpretation of the arrowsδ(A) : Σ → IR ↔ .
However, algebraically speaking, IR , IR , and IR ↔ are only additive monoidobjects in the topos, whereas the set of real numbers, IR, employed in standard physics, is an abelian group (in fact, even an abelian ring). This limits what can be done with these presheaves and motivates us to apply a standard trick in algebraic topology. This is the 'Grothendieck completion' of a monoid to give a group, which we adapt to produce a presheaf, k(IR ), that extends the monoid-object IR to a full group-object in the topos Sets
op . We show that the square can be taken of certain elements in k(IR ), which enables us to define a kind of dispersion for daseinised self-adjoint operators. We also show that the presheaf k(IR ) is closely related to IR ↔ .
Finally, in Section 5, we recall the role of unitary operators in standard quantum theory, and show how each such operator,Û , can be made to act as a functor from the topos Sets
op to itself. This leads to the topos analogue of the covariance statements that are associated with unitary operators in quantum theory.
The de Groote Presheaves of Physical Quantities

Background Remarks
Our task is to consider the representation of the local language, L(S), in the case of quantum theory. We assume that the relevant topos is the same as that used for the propositional language PL(S), i.e., Sets
V(H)
op , but the emphasis is very different.
From a physics perspective, the key symbols in L(S) are the ground-type symbols, Σ and R-the linguistic precursors of the state object and the quantity-value object respectively-and the function symbols A : Σ → R, which are the precursors of physical quantities. In the quantum-theory representation, φ, of L(S), the representation, Σ φ , of Σ is defined to be the spectral presheaf Σ in the topos Sets
The critical question is to find the object, R φ (provisionally denoted as a presheaf R), in Sets
op that represents R, and is hence the quantity-value object. One might think that R is the real-number object in the topos Sets
op , but that is wrong, and the right answer cannot just be guessed. In fact, the correct choice for R is found indirectly by considering a related question: namely, how to represent each function symbol A : Σ → R, with a concrete arrow
op , i.e., with a natural transformationȂ : Σ → R between the presheaves Σ and R.
The Outer and Inner Presheaves
The daseinisation operations on projection operators were introduced by de Groote [6] , and exploited by us in [3] . They are defined as follows. Definition 2.1 IfP is a projection operator, and V ∈ Ob(V(H)) is any context/stage, we define:
where ' ' denotes the usual ordering of projection operators, and where P(V ) is the set of all projection operators in V .
Similarly, the 'inner daseinisation' operation is defined in the context V as
Thus δ o (P ) V is the best approximation toP in V from 'above', being the smallest projection in V that is larger than or equal toP . Similarly, δ i (P ) V is the best approximation toP from 'below', being the largest projection in V that is smaller than or equal toP .
Daseinisation was used in paper II in the construction of the 'outer' and 'inner' presheaves O and I, which are defined as follows: Definition 2.2 The outer presheaf, O, is defined over the category V(H) by:
Evidently, the map V → δ o (P ) V defines a global element, δ o (P ), of the presheaf O.
Definition 2.3
The inner presheaf, I, is defined over the category V(H) by:
Evidently, the map V → δ i (P ) V defines a global element, δ i (P ), of the inner presheaf I.
In paper II, we showed that the outer presheaf is a sub-object of the power object P cl Σ (in the category Sets
V(H)
op ), and hence that the global element δ o (P ) of O determines a (clopen) sub-object of the spectral presheaf Σ. By these means, the quantum logic of the lattice P(H) is mapped into the Heyting algebra of the set, Sub cl (Σ), of clopen sub-objects of Σ.
Our task in the present paper is to perform the second stage of the quantum programme: namely (i) identify the quantity-value presheaf, R; and (ii) show that any physical quantity can be represented by an arrow from Σ to R.
The Daseinisation of an Arbitrary Self-Adjoint Operator
Spectral Families and Spectral Order
We now want to extend the daseinisation operations from projections to arbitrary (bounded) self-adjoint operators. To this end, consider first a bounded, self-adjoint operator,Â, whose spectrum is purely discrete. Then the spectral theorem can be used to writeÂ = ∞ i=1 a iPi where a 1 , a 2 , . . . are the eigenvalues ofÂ, andP 1 ,P 2 , . . . are the spectral projection operators onto the corresponding eigenspaces.
A construction that comes immediately to mind is to use the daseinisation operation on projections to define
for each stage V . However, this procedure is rather unnatural. For one thing, the projections,P i , i = 1, 2, . . . form a complete orthonormal set: 5) whereas, in general, the collection of daseinised projections, δ o (P i ) V , 1 = 1, 2, . . . will not satisfy either of these conditions. In addition, it is hard to see how the expression
can be generalised to operators,Â, with a continuous spectrum.
The answer to this conundrum lies in the work of de Groote. He realised that although it is not useful to daseinise the spectral projections of an operatorÂ, it is possible to daseinise the spectral family ofÂ [6] .
Spectral families. We first recall that a spectral family is a family of projection operatorsÊ λ , λ ∈ IR, with the following properties:
2. The net λ →Ê λ of projection operators in the lattice P(H) is bounded above bŷ 1, and below by0. In fact,
3. The map λ →Ê λ is right continuous:
The spectral theorem asserts that for any self-adjoint operatorÂ, there exists a spectral family, λ →Ê
We are only concerned with bounded operators, and so the (weak Stieljes) integral in (2.9) is really over the bounded spectrum ofÂ which, of course, is a compact subset of IR. Conversely, given a bounded spectral family {Ê λ } λ∈IR , 4 there is a bounded self-adjoint operatorÂ such thatÂ = IR λ dÊ λ .
The spectral order. A key element for our work is the so-called spectral order that was introduced in [17] . 5 It is defined as follows. LetÂ andB be (bounded) self-adjoint operators with spectral families {Ê It is easy to see that (2.10) defines a genuine partial ordering on B(H) sa (the self-adjoint operators in B(H)). In fact, B(H) sa is a 'boundedly complete' lattice with respect to the spectral order, i.e., each bounded set S of self-adjoint operators has a minimum S ∈ B(H) sa and a maximum S ∈ B(H) sa with respect to this order.
IfP ,Q are projections, then P sQ if and only ifP Q , (2.11) so the spectral order coincides with the usual partial order on P(H). To ensure this, the 'reverse' relation in (2.10) is necessary, since the spectral family of a projectionP is given by Moreover, ifÂ,B are arbitrary self-adjoint operators, thenÂ sB impliesÂ B , but not vice versa in general. Thus the spectral order is a partial order on B(H) sa that is coarser than the usual one.
Daseinisation of Self-Adjoint Operators.
De Groote's crucial observation was the following. Let λ →Ê λ be a spectral family in P(H) (or, equivalently, a self-adjoint operatorÂ). Then, for each stage V , the following maps:
also define spectral families. 7 These spectral families lie in P(V ) and hence, by the spectral theorem, define self-adjoint operators in V . This leads to the definition of the two daseinisations of an arbitrary self-adjoint operator: 5 The spectral order was later reinvented by de Groote, see [5] . 6 The 'usual' ordering isÂ B if ψ|Â |ψ ≤ ψ|B |ψ for all vectors |ψ ∈ H. 7 The reason (2.13) and (2.14) have a different form is that λ → δ i (Ê λ ) V is right continuous whereas 
respectively.
Note that for all λ ∈ IR, and for all stages V , we have
and hence, for all V , 
Properties of daseinisation.
We will now list some useful properties of daseinisation.
1.
It is clear that the outer, and inner, daseinisation operations can be extended to situations where the self-adjoint operatorÂ does not belong to B(H) sa , or where V is not an abelian subalgebra of B(H). Specifically, let N be an arbitrary, unital von Neumann algebra, and let S ⊂ N be a proper unital von Neumann subalgebra. Then outer and inner daseinisation can be defined as the mappings
A particular case is N = V and S = V ′ for two contexts V, V ′ such that V ′ ⊂ V . Hence, a self-adjoint operator can be restricted from one context to a sub-context.
For the moment, we will let N be an arbitrary unital von Neumann algebra, with S ⊂ N .
By construction,
where the minimum is taken with respect to the spectral order; i.e., δ o (Â) S is the smallest self-adjoint operator in S that is spectrally larger than (or equal to)Â. This implies δ o (Â) S Â in the usual order. Likewise,
S is the largest self-adjoint operator in S spectrally smaller than (or equal to) A, which implies δ i (Â) S Â .
3. In general, neither δ o (Â) S nor δ i (Â) S can be written as Borel functions of the operatorÂ, since daseinisation changes the elements of the spectral family, while a function merely 'shuffles them around'.
4.
LetÂ ∈ N be self-adjoint. The spectrum, sp(Â), consists of all λ ∈ IR such that the spectral family {Ê A λ } λ∈IR is non-constant on any neighbourhood of λ. By definition, outer daseinisation ofÂ acts on the spectral family ofÂ by sendingÊ
for all self-adjoint operatorsÂ ∈ N sa and all von Neumann subalgebras S. Analogous arguments apply to inner daseinisation.
Heuristically, this result implies that the spectrum of the operator δ o (Â) S is more degenerate than that ofÂ; i.e., the effect of daseinisation is to 'collapse' eigenvalues.
5.
Outer and inner daseinisation are both non-linear mappings. We will show this for projections explicitly. For example, letQ :
S is the sum of two non-orthogonal projections in general (and hence not equal to1). For inner daseinisation, we have δ
S . This is due the behaviour of spectral families under the mappingÂ → −Â.
7.
LetÂ be a self-adjoint operator, and letÊ[A ≤ λ] =Ê A λ be an element of the spectral family ofÂ. From (2.15) we get
and thenÊ
where we have used the general result that, for any projectionP , we have1
The de Groote Presheaves
We know that V → δ o (P ) V and V → δ i (P ) V are global elements of the outer presheaf, O, and inner presheaf, I, respectively. Using the daseinisation operation for selfadjoint operators, it is straightforward to construct analogous presheaves for which
One of these presheaves was briefly considered in [6] . We call these the 'de Groote presheaves' in recognition of the importance of de Groote's work.
Definition 2.5 The outer de Groote presheaf, |
O, is defined as follows:
Here we used the fact that the restriction mapping I(i V ′ V ) of the inner presheaf I is the inner daseinisation of projections
Definition 2.6 The inner de Groote presheaf, II, is defined as follows:
It is now clear that, by construction,
De Groote found an example of an element of Γ | O that is not of the form δ o (Â) (as mentioned in [6] ). The same example can be used to show that there are global elements of the outer presheaf O that are not of the form δ o (P ) for any projection P ∈ P(H).
The Presheaves sp(Â) and IR
Background to the Presheaf IR
Our goal now is to construct a 'quantity-value' presheaf R with the property that inner and/or outer daseinisation of an self-adjoint operatorÂ can be used to define an arrow, i.e., a natural transformation, from Σ to R.
8
The arrow corresponding to a self-adjoint operatorÂ ∈ B(H) is denoted for now byȂ : Σ → R. At each stage V , we need a mapping
and we assume that this mapping is given by evaluation on a suitable member of V . More precisely, λ ∈ Σ V is a spectral element 9 of V and hence can be evaluated on operators lying in V . And, whileÂ will generally not lie in V , both the inner daseinisation δ i (Â) V and the outer daseinisation
Let us start by considering the operators δ o (Â) V , V ∈ Ob(V(H)). Each of these is a self-adjoint operator in the commutative von Neumann algebra V , and hence, by the spectral theorem, can be represented by a function, (the Gel'fand transform)
Since the spectrum of a self-adjoint operator is a subset of IR, we can also write δ o (Â) V : Σ V → IR. The question now is whether the collection of maps
, can be regarded as an arrow from Σ to some presheaf R.
To answer this we need to see how these operators behave as we go 'down a chain' of subalgebras V ′ ⊆ V . The first remark is that if
V . When applied to the Gel'fand transforms, this leads to the equation
for all λ ∈ Σ V , where λ| V ′ denotes the restriction of the spectral element λ ∈ Σ V to the subalgebra V ′ ⊆ V . However, the definition of the spectral presheaf is such that
, and hence (3.3) can be rewritten as
It is a standard result that the real-number object, IR, in a presheaf topos Sets C op is the constant functor from C to IR [1] . It follows that the family of Gel'fand transforms,
, cannot define an arrow from Σ to IR, as this would require an equality in (3.4), which is not true. Thus the quantity-value presheaf, R, in the topos Sets
is not the realnumber object IR, although clearly R has something to do with the real numbers. We must take into account the growth of these real numbers as we go from V to smaller subalgebras V ′ . Similarly, if we consider inner daseinisation, we get a series of falling real numbers.
Definition of the Presheaves sp(Â) and IR
The inapplicability of the real-number object IR may seem strange at first, 10 but actually it is not that surprising. Because of the Kochen-Specker theorem, we do not expect to be able to assign (constant) real numbers as values of physical quantities, at least not globally. Instead, we draw on some recent results of M. Jackson [16] , obtained as part of his extensive study of measure theory on a topos of presheaves. Here, we use a single construction in Jackson's thesis: the presheaf of 'order-preserving functions' over a partially ordered set-in our case, V(H). In fact, we will need both order-reversing and order-preserving functions.
Definition 3.1 Let (Q, ) and (P, ) be partially ordered sets. A function
10 Indeed, it puzzled us for a while! is order-preserving if q 1
. We denote by OP(Q, P) the set of orderpreserving functions µ : Q → P, and by OR(Q, P) the set of order-reversing functions.
We note that if µ is order-preserving, then −µ is order-reversing, and vice versa. Adapting Jackson's definitions slightly, if P is any partially-ordered set, we have the following. Definition 3.2 The P-valued presheaf, P , of order-reversing functions over V(H) is defined as follows:
(i) On objects V ∈ Ob(V(H)):
where ↓V ⊂ Ob(V(H)) is the set of all unital von Neumann subalgebras of V .
where µ | V ′ denotes the restriction of the function µ to ↓V ′ ⊆↓V .
Jackson uses order-preserving functions with P := [0, ∞) (the non-negative reals), with the usual order ≤.
Clearly, there is an analogous definition of the P-valued presheaf, P , of orderpreserving functions from ↓V to P. It can be shown that P and P are isomorphic objects in Sets
Let us first consider P . For us, the key examples for the partially ordered set P are (i) IR, the real numbers with the usual order ≤, and (ii) sp(Â) ⊂ IR, the spectrum of some bounded self-adjoint operatorÂ, with the order ≤ inherited from IR. Clearly, the associated presheaf sp(Â) is a sub-object of the presheaf IR . Now letÂ ∈ B(H) sa , and let V ∈ Ob(V(H)). Then to each λ ∈ Σ V there is associated the functionδ
given by
for all V ′ ⊆ V . We note that as V ′ becomes smaller, δ o (Â) V ′ becomes larger (or stays the same) in the spectral order, and hence in the usual order on operators. Therefore,
denote the set of order-reversing functions from ↓V to sp(Â) obtained in this way.
Proof. We only have to prove that, whenever
commutes. Here, the vertical arrows are the restrictions of the relevant presheaves from the stage V to V ′ ⊂ V .
In fact, the commutativity of the diagram follows directly from the definitions. For each λ ∈ Σ V , the composition of the upper arrow and the right vertical arrow gives 15) which is the same function that we get by first restricting λ from Σ V to Σ V ′ and then
In this way, to each physical quantityÂ in quantum theory there is assigned a natural transformationδ o (A) from the state object Σ to the presheaf sp(Â) . Since sp(Â) is a sub-object of IR for eachÂ,δ o (A) can also be seen as a natural transformation/arrow from Σ to IR . Hence the presheaf IR in the topos Sets
V(H)
op is one candidate for the quantity-value object of quantum theory.
In the Appendix, we show that the mapping
is injective. Furthermore, if S denotes our quantum system, then, on the level of the language L(S), we expect the mapping A →Â to be injective, where A is a function symbol of signature Σ → R. It follows that we have obtained a a faithful representation of these function symbols by arrowsδ o (A) : Σ → IR in the topos Sets
Similarly, there is an order-preserving function
Clearly, we can use these functions to define a natural transformationδ i (A) : Σ → IR from the spectral presheaf, Σ, to the presheaf IR of real-valued, order-preserving functions on ↓V . The components ofδ i (A) arȇ
The functions obtained from inner and outer daseinisation can be combined to give yet another presheaf, and one that will be particularly useful for the physical interpretation of these constructions. The general definition is: Definition 3.3 Let P be a partially-ordered set. The P-valued presheaf, P ↔ , of orderpreserving and order-reversing functions on V(H) is defined as follows:
where
where µ| V ′ denotes the restriction of µ to ↓V ′ ⊆↓V , and analogously for ν| V ′ .
As we will see shortly, the presheaf, IR ↔ , of order-preserving and order-reversing, real-valued functions is closely related to the 'k-extension' of the presheaf IR .
denote the set of all pairs of order-preserving and order-reversing functions from ↓V to IR that can be obtained from inner and outer daseinisation. It is easy to see that we have the following result:
Inner and Outer Daseinisation from Functions on Filters
There is a close relationship between inner and outer daseinisation, and certain functions on the dual ideals/filters in the projection lattice P(H) of B(H). We only give a very brief sketch here: details can be found in de Groote's work [6, 7] , the article [9] , and a forthcoming paper [10] . This subsection serves as a preparation for the physical interpretation of the arrowsδ(A) : Σ → IR ↔ .
Spectral elements and ultrafilters. Let V ∈ Ob(V(H)), and let λ ∈ Σ V be a spectral element of the von Neumann algebra V . For all projectionsP ∈ P(V ), we have
and so λ(P ) ∈ {0, 1}. Moreover, λ(0) = 0, λ(1) = 1, and if λ(P ) = 0, then λ(1−P ) = 1 (since λ(P ) + λ(1 −P ) = λ(1)). Hence, for eachP ∈ P(V ) we have either λ(P ) = 1 or λ(1 −P ) = 1. The family
is an ultrafilter in P(V ). 11 Conversely, each λ ∈ Σ V is uniquely determined by the set {λ(P ) |P ∈ P(V )} and hence by an ultrafilter in P(V ). This shows that there is a bijection between the set Q(V ) of ultrafilters in P(V ) and the Gel'fand spectrum Σ V .
Given a filter base F in P(H), the cone over F in B(H) is defined as
This is the smallest filter in P(H) that contains the filter base F . We write C(F ) for C B(H) (F ).
Observable and antonymous functions. Let N be a unital von Neumann algebra, and let D(N ) be the set of filters in the projection lattice P(N ) of N . De Groote has shown [7] that to each self-adjoint operatorÂ ∈ N , there corresponds a, so-called, 11 Let L be a lattice with zero element 0. A subset F ⊂ L is a 'filter base' if (i) 0 / ∈ F and (ii) for all a, b ∈ F , there is some c ∈ F such that c ≤ a
A maximal dual ideal/filter F in a complemented, distributive lattice L is called an 'ultrafilter'. It has the property that for all a ∈ L, either a ∈ F or a ′ ∈ F , where a ′ is the complement of a.
'observable function' fÂ :
is just the Gel'fand transform ofÂ. However, it is striking that fÂ can be defined even if N is non-abelian; for us, the important example is N = B(H).
If {Ê
A µ } µ∈IR is the spectral family ofÂ, then fÂ is defined as fÂ :
Conversely, given a bounded function f : D(H) → IR with certain properties, one can find a unique self-adjoint operatorÂ ∈ B(H) such that f = fÂ.
Prop. 3.1 in [6] shows that, for all V ∈ Ob(V(H)) and all filters D in D(V ),
We saw above that to each λ ∈ Σ V there corresponds a unique ultrafilter F λ ∈ Q(V ).
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Since δ o (Â) V ∈ V , the observable function f δ o (Â) V is the Gel'fand transform of δ o (Â) V , and so, on identifying the ultrafilter F λ with the spectral element λ, we have
From (3.31) we have
for all V ∈ Ob(V(H)) and for all λ ∈ Σ V . In this sense, the observable function fÂ encodes all the outer daseinisations
There is also a function, gÂ, on the filters in P(H) that encodes all the inner daseinisations δ i (Â) V , V ∈ Ob(V(H)). This function is given for an arbitrary unital von Neumann algebra N by
and is called the 'antonymous function' ofÂ [9] . If N is abelian, then gÂ is the Gel'fand transform ofÂ (and coincides with fÂ). One can show [10] that for all V ∈ Ob(V(H)) and all filters D in D(V ),
Let λ ∈ Σ V , and let F λ ∈ Q(V ) be the corresponding ultrafilter. Since δ i (Â) V ∈ V , the antonymous function g δ i (Â) V is the Gel'fand transform of δ i (Â) V , and we have
for all V ∈ Ob(V(H)) and all λ ∈ Σ V . Thus the antonymous function gÂ encodes all the inner daseinisations δ i (Â) V , V ∈ Ob(V(H)), ofÂ. There is a maximal filter F |ψ in P(H), 13 given by
whereP |ψ is the projection onto the one-dimensional subspace of H generated by |ψ . As shown in [9] , the expectation value ψ|Â |ψ can be written as
In an instrumentalist interpretation, 14 one would interpret gÂ(F |ψ ), resp. fÂ(F |ψ ), as the smallest, resp. largest, possible result of a measurement of the physical quantity A when the state is |ψ . If |ψ is an eigenstate ofÂ, then ψ|Â |ψ is an eigenvalue of A, and in this case, ψ|Â |ψ ∈ sp(Â); moreover,
If |ψ is not an eigenstate ofÂ, then
Let V be an abelian subalgebra of B(H) such that Σ V contains the spectral element, λ |ψ , associated with |ψ . 15 The corresponding ultrafilterF |ψ in P(V ) consists of those projectionsQ ∈ P(V ) such thatQ P |ψ . Hence the cone C(F |ψ ) consists of all projectionsR ∈ P(H) such thatR P |ψ ; and so
This allows us to write the expectation value as
Equations (3.32) and (3.37) show that
In the language of instrumentalism, for stages V for which λ |ψ ∈ Σ V , the value ψ| δ i (Â) V |ψ ∈ sp(Â) is the smallest possible measurement result forÂ in the quantum state |ψ ; and ψ| δ o (Â) V |ψ ∈ sp(Â) is the largest possible result.
If λ ∈ Σ V is not of the form λ = λ |ψ , then the cone C(F λ ) over the ultrafilter F λ corresponding to λ cannot be identified with a vector in H. Nevertheless, the quantity C(F λ ) is well-defined, and (3.31) and (3.36) hold. If we go from V to a subalgebra
We can interpret the function
as giving the 'spread' or 'range' of the physical quantity A at stages
The intuitive idea is that at stage V , given a point λ ∈ Σ V , the physical quantity A 'spreads over' the subset
and for V ′ ⊂ V , over the (potentially larger) subset
All this is local in the sense that these expressions are defined at a stage V and for subalgebras, V ′ , of V , where λ ∈ Σ V . No similar global construction or interpretation is possible, since the spectral presheaf Σ has no global elements, i.e., no points (while the set Σ V does have points).
As we go down to smaller subalgebras V ′ ⊆ V , the spread gets larger. This comes from the fact thatÂ has to be adopted more and more as we go to smaller subalgebras V ′ . More precisely,Â is approximated from below by
This approximation gets coarser as V ′ gets smaller, which basically means that V ′ contains less and less projections.
It should be remarked thatδ(A) does not assign actual values to the physical quantity A, but rather the possible range of such values; and these are independent of any state |ψ . This is analogous to the classical case where physical quantities are represented by real-valued functions on state space. The range of possible values is state-independent, but the actual value possessed by a physical quantity does depend on the state of the system.
Properties of IR .
From the perspective of our overall programme, Theorem 3.1 is a key result and suggests strongly that IR is an appropriate choice for the quantity-value object for quantum theory. To explore this further, we note the following elementary properties of IR . 16 1. The presheaf IR has global elements: namely, order-reversing functions on the partially-ordered set Ob(V(H)) of objects in the category V(H); i.e., functions µ : Ob(V(H)) → IR such that:
2. (a) Elements of ΓIR can be added: i.e., if µ, ν ∈ ΓIR , define µ + ν at each
. Thus the definition of µ + ν in (3.54) makes sense. Obviously, addition is commutative and associative. (b) However, it is not possible to define 'µ − ν' in this way since the difference between two order-reversing functions may not be order-reversing. This problem is addressed in Section 4. (c) A 'zero/unit' element can be defined for the additive structure on ΓIR as 0(V ) := 0 for all V ∈ Ob(V(H)), where 0 denotes the function that is constantly 0 on Ob(V(H)). It follows from (a) and (c) that ΓIR is a commutative monoid (i.e., a semigroup with a unit).
The commutative monoid structure for ΓIR is a reflection of the stronger fact that IR is a commutative-monoid object in the topos Sets
there is an arrow + : IR × IR → IR defined by + V (µ, ν) := µ + ν for all µ, ν ∈ IR V , and for all stages V ∈ Ob(V(H)). Here, µ + ν denotes the realvalued function on ↓V defined by
3. The real numbers, IR, form a ring, and so it is natural to see if a multiplicative structure can be put on ΓIR . The obvious 'definition' would be, for all V , (µν)(V ) := µ(V )ν(V ) (3.56)
for µ, ν ∈ ΓIR . However, this fails because the right hand side of (3.56) may not be order-reversing. This problem arises if µ(V ) and ν(V ) become negative: then, as V gets smaller, these numbers get closer and closer to 0, and then their product is a function that is order-preserving.
The Representation of Propositions From Pullbacks
In paper I [2], we introduced a simple propositional language, PL(S), for each system S, and discussed its representations for the case of classical physics. Then, in [3] we analysed the, far more complicated, quantum-theoretical representation of this language in the set of clopen subsets of the spectral presheaf, Σ, in the topos Sets
V(H)
op . This gives a representation of the primitive propositions "A ε ∆" as
where 'δ o ' is the (outer) daseinisation operation, andÊ[A ∈ ∆] is the spectral projection on the subset ∆ ∩ sp(Â) of the spectrum, sp(Â), of the self-adjoint operator A.
We now want to remark briefly on the nature, and representation, of propositions using the 'local' language L(S).
In any classical representation, σ, of L(S) in Sets, the representation, R σ , of the quantity-value symbol R is always just the real numbers IR. Therefore, it is simple to take a subset ∆ ⊆ IR of IR, and construct the propositions "A ε ∆". In fact, if We should consider the analogue of these steps in the representation, φ, of the same language, L(S), in the topos τ φ := Sets
op . In fact, the issues to be discussed apply to a representation in any topos.
We first note that if Ξ is a sub-object of R φ , and if A φ : Σ φ → R φ , then there is an associated sub-object of Σ φ , denoted A −1 φ (Ξ). Specifically, if χ Ξ : R φ → Ω τ φ is the characteristic arrow of the sub-object Ξ, then A −1 φ (Ξ) is defined to be the sub-object of Σ φ whose characteristic arrow is χ Ξ • A φ : Σ φ → Ω τ φ . These sub-objects are analogues of the subsets, A −1 σ (∆), of the classical state space Σ σ : as such, they can represent propositions. In this spirit, we could denote by "A ε Ξ" the proposition which the sub-object A −1 φ (Ξ) represents, although, of course, it would be a mistake to interpret "A ε Ξ" as asserting that the value of something lies in something else: in a general topos, there are no such values.
In the case of quantum theory, the arrows A φ : Σ φ → R φ are of the formδ o (A) : Σ → IR where R φ := IR . 17 It follows that the propositions in our L(S)-theory are represented by the sub-objectsδ o (A) −1 (Ξ) of Σ, where Ξ is a sub-object of IR .
To interpret such propositions, note first that in the PL(S)-propositions "A ε ∆", the range '∆' belongs to the world that is external to the language. Consequently, the meaning of ∆ is given independently of PL(S). This 'externally interpreted' ∆ is then inserted into the quantum representation of PL(S) via the daseinisation of propositions discussed in paper II.
However, the situation is very different for the L(S)-propositions "A ε Ξ". Here, the quantity 'Ξ' belongs to the particular topos τ φ , and hence it is representation dependent. The implication is that the 'meaning' of "A ε Ξ" can only be discussed from 'within the topos' using the internal language that is associated with τ φ , which, we recall, carries the translation of L(S) given by the topos-representation φ.
From a conceptual perspective, this situation is 'relational', with the meanings of the various propositions being determined by their relations to each other as formulated in the internal language of the topos. Concomitantly, the meaning of 'truth' cannot be understood using the correspondence theory (much favoured by instrumentalists) for there is nothing external to which a proposition can 'correspond'. Instead, what is needed is more like a coherence theory of truth in which a whole body of propositions is considered together [18] . This is a fascinating subject, but further discussion must be deferred to later work. This implies that the quantity-value object, R φ , is the presheaf, IR . However, although such an identification is possible, it does impose certain restrictions on the formalism. These stem from the fact that IR is only a monoid -object in Sets
The Presheaf k(IR )
and ΓIR is only a monoid, whereas the real numbers of standard physics are an abelian group; indeed, they are a commutative ring.
In standard classical physics, Hom Sets Σ σ , IR is the set of real-valued functions on the manifold Σ σ ; as such, it possesses the structure of a commutative ring. On the other hand, the set of arrows Hom Sets V(H) op Σ, IR has only the structure of an additive monoid. This additive structure is defined locally in the obvious way: i.e., if α, β ∈ Hom Sets V(H) op Σ, IR we define, for all stages V ∈ Ob(V(H)), and all λ ∈ Σ V , (c.f. (3.55 
where both sides of (4.1) are elements of IR V , i.e., order-reversing functions from ↓V to IR. It is clear that the right hand side of (4.1) is an order-reversing function, so that α + β is well defined.
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Arguably, the fact that Hom Sets V(H) op Σ, IR is only a monoid 20 is a weakness in so far as we are trying to make quantum theory 'look' as much like classical physics as possible. Of course, in more obscure applications such as Planck-length quantum gravity, the nature of the quantity-value object is very much open for debate. But when applied to regular physics, we might like our formalism to look more like classical physics than the monoid-only structure of Hom Sets V(H) op Σ, IR . There are also more practical reasons for wanting to extend our current formalism. For example, given the arrowsδ o (A 2 ) andδ o (A), it would be interesting to define an 'intrinsic dispersion' 21 :
but this is meaningless because (i) the square,δ o (A) 2 , of the arrowδ o (A) : Σ → IR is not well-defined; and (ii) even if it was, the difference between two arrows from Σ to IR is not well-defined. Thus we need to be able to take the square of an element in Hom Sets V(H) op Σ, IR , and to subtract such arrows. The need for a subtraction, i.e. some sort of abelian group structure on IR , brings to mind the well-known Grothendieck k-construction that is much used in algebraic topology and other branches of pure mathematics. This gives a way of 'extending' an abelian semi-group to become an abelian group, and we want to see if this technique can be adapted to the present situation. The goal is to construct a 'Grothendieck completion', k(IR ), of IR that is an abelian-group object in the topos Sets
Of course, what we want is more, namely a well-defined operation of taking squares. We will see that, in a limited sense, this is obtained at no extra cost. 
The Grothendieck k-Construction for a Semi-Group
Let us briefly review the Grothendieck construction for an abelian monoid M. 
e., we have the commutative diagram
19 To avoid confusion we should emphasise that, in general, the sum
. 20 An internal version of this result would show that the exponential object IR Σ is a monoid object in the topos Sets
V(H)
op . This could well be true, but we have not studied it in detail. 21 The notation used here is potentially a little misleading. We have not given any meaning to 'A 2 ' in the language L(S); i.e., in its current form, the language does not give meaning to the square of a function symbol. Therefore, when we writeδ o (A 2 ) this must be understood as being the Gel'fand transform of the outer daseinisation of the operatorÂ 2 . 22 Ideally, we might like k(IR ) to be a commutative-ring object, but this is not true.
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It is easy to see that any such k(M) is unique up to isomorphism.
To prove existence, first take the set of all pairs (a, b) ∈ M × M, each of which is to be thought of heuristically as a − b. Then, note that if inverses existed in M, we would have a − b = c − d if and only if a + d = c + b. This suggests defining an equivalence relation on M × M in the following way:
Definition 4.2 The Grothendieck completion of a monoid M is the pair (k(M), θ) defined as follows: (i) k(M) is the set of equivalence classes [a, b], where the equivalence relation is defined in (4.3). A group law on k(M) is defined by
where 0 M is the unit in the abelian monoid M.
(ii) The map θ :
for all a ∈ M.
It is straightforward to show that (i) these definitions are independent of the representative elements in the equivalence classes; (ii) the axioms for a group are satisfied; and (iii) the map θ is universal in the sense mentioned above.
It is also clear that k is a functor from the category of abelian monoids to the category of abelian groups. For, if f :
Functions of Bounded Variation and ΓIR
These techniques will now be applied to the set, ΓIR , of global elements of IR . As was discussed in Section 3.2, global elements of IR are in one-to-one correspondence with order-reversing functions on the category V(H); i.e., with functions µ : Ob(V(H)) → IR such that, for all (3.53) . The monoid law is given by (3.55).
Since ΓIR is an abelian monoid, the Grothendieck construction can be applied to give an abelian group k(ΓIR ). This is defined to be the set of equivalence classes [λ, κ] where λ, κ ∈ ΓIR , and where (λ 1 , κ 1 ) ≡ (λ 2 , κ 2 ) if, and only if, there exists α ∈ ΓIR , such that
Intuitively, we can think of [λ, κ] as being 'λ − κ', and embed ΓIR in k(ΓIR ) by λ → [λ, 0]. However, λ, κ are IR-valued functions on Ob(V(H)) and hence, in this case, the expression 'λ − κ' also has a literal meaning: i.e., as the function
This is not just a coincidence of notation. Indeed, let F Ob(V(H)), IR denote the set of all real-valued functions on Ob(V(H)). Then we can construct the map,
which is well-defined on equivalence classes.
It is easy to see that the map in (4.9) is injective. This raises the question of the image in F Ob(V(H)), IR of the map j: i.e., what types of real-valued function on Ob(V(H)) can be written as the difference between two order-reversing functions?
For functions f : IR → IR, it is a standard result that a function can be written as the difference between two monotonic functions if, and only if, it has bounded variation. The natural conjecture is that a similar result applies here. To show this, we proceed as follows.
Let f : Ob(V(H)) → IR be a real-valued function on the set of objects in the category V(H). At each V ∈ Ob(V(H)), consider a finite chain
of proper subsets, and define the variation of f on this chain to be
where we set V n := V . Now take the supremum of V f (C) for all such chains C. If this is finite, we say that f has a bounded variation and define
Then it is clear that (i) V → I f (V ) is an order-preserving function on Ob(V(H)); (ii) f −I f is an order-reversing function on Ob(V(H)); and (iii) −I f is an order-reversing function on Ob(V(H)). Thus, any function, f , of bounded variation can be written as
which is the difference of two order-reversing functions; i.e., f can be expressed as the difference of two elements of ΓIR .
Conversely, it is a straightforward modification of the proof for functions f : IR → IR, to show that if f : Ob(V(H)) → IR is the difference of two order-reversing functions, then f is of bounded variation. The conclusion is that k(ΓIR ) is in bijective correspondence with the set, BV(Ob (V(H) ), IR), of functions f : Ob(V(H)) → IR of bounded variation.
Taking Squares in k(ΓIR ).
We can now think of k(ΓIR ) in two ways: (i) as the set of equivalence classes [λ, κ], of elements λ, κ ∈ ΓIR ; and (ii) as the set, BV(Ob(V(H)), IR), of differences λ − κ of such elements.
As expected, BV(Ob(V(H)), IR) is an abelian group. Indeed: suppose α = λ 1 − κ 1 and β = λ 2 − κ 2 with λ 1 , λ 2 , κ 1 , κ 2 ∈ ΓIR , then
(4.14)
Hence α + β belongs to BV(Ob(V(H)), IR) since λ 1 + λ 2 and κ 1 + κ 2 belong to ΓIR .
The definition of [λ, 0]
2 . We will now show how to take the square of elements of k(ΓIR ) that are of the form [λ, 0]. Clearly, λ 2 is well-defined as a function on Ob(V(H)), but it may not belong to ΓIR . Indeed, if λ(V ) < 0 for any V , then the function V → λ 2 (V ) can get smaller as V gets smaller, so it is order-preserving instead of order-reversing. This suggests the following strategy. First, define functions λ + and λ − by
However, (i) the function V → λ + (V ) 2 is order-reversing; and (ii) the function V → λ − (V ) 2 is order-preserving. But then V → −λ − (V ) 2 is order-reversing. Hence, by rewriting (4.17) as
In terms of k(ΓIR ), we can define
which belongs to k(ΓIR ). Hence, although there exist λ ∈ ΓIR that have no square in ΓIR , such global elements of IR do have squares in the k-completion, k(ΓIR ).
On the level of functions of bounded variation, we have shown that the square of a monotonic (order-reversing) function is a function of bounded variation.
On the other hand, we cannot take the square of an arbitrary element [λ, κ] ∈ ΓIR , since the square of a function of bounded variation need not be a function of bounded variation. The next step is to translate these results about the set k(ΓIR ) into the construction of an object k(IR ) in the topos Sets
V(H)
op . We anticipate that, if this can be done, then k(ΓIR ) ≃ Γk(IR ).
As was discussed in Section (3.2), the presheaf IR is defined at each stage V by
(4.20)
If i V ′ V : V ′ ⊆ V , then the presheaf map from IR V to IR V ′ is just the restriction of the order-reversing functions from ↓V to ↓V ′ .
The first step in constructing k(IR ) is to define an equivalence relation on pairs of functions, λ, κ ∈ IR V , for each stage V , by saying that (λ 1 , κ 1 ) ≡ (λ 2 , κ 2 ) if, and only, there exists α ∈ IR V such that
Definition 4.3 The presheaf k(IR ) is defined over the category V(H) in the following way.
where [λ, κ] denotes the k-equivalence class of (λ, κ).
It is straightforward to show that k(IR ) is an abelian group-object in the topos Sets
It is easy to see that (i) Γk(IR ) ≃ k(ΓIR ); and (ii) IR is a sub-object of k(IR ) in the topos Sets
op .
The Presheaf k(IR ) as the Quantity-Value Object.
We can now identify k(IR ) as a possible quantity-value object in Sets 
The relation between IR ↔ and k(IR ). In Section 3.2, we considered the presheaf IR ↔ of order-preserving and order-reversing functions as a possible quantity-value object. The advantage of this presheaf is the symmetric utilisation of inner and outer daseinisation, and the associated physical interpretation of arrows from Σ to IR ↔ .
It transpires that IR ↔ is closely related to k(IR ). Namely, for each V , we define an equivalence relation ≡ on IR The 'invariance' aspect of unitary operators arises when the operator commutes with the Hamiltonian, giving rise to conserved quantities.
Daseinisation of unitary operators. As a side remark, we first consider the question if daseinisation can be applied to a unitary operatorÛ. The answer is clearly 'yes', via the spectral representation:
where λ → EÛ λ is the spectral family forÛ . Then, in analogy with (2.15-2.16) we have the following:
The outer daseinisation, δ o (Û ), resp. the inner daseinisation, δ i (Û ), of a unitary operatorÛ are defined as follows:
3)
4)
at each stage V .
To interpret these entities 24 we need to introduce a new presheaf defined as follows.
Definition 5.2
The outer, unitary de Groote presheaf, | U, is defined by:
Clearly, (i) there is an analogous definition of an 'inner', unitary de Groote presheaf; and (ii) the map
This definition has the interesting consequence that, at each stage V ,
A particular example of this construction is the one-parameter family of unitary operators, t → e itĤ , whereĤ is the Hamiltonian of the system.
Of course, in our case everything commutes. Thus suppose g →Û g is a representation of a Lie group G on the Hilbert space H. Then these operators can be daseinised to give the map g → δ o (Û g ), but generally this is not a representation of G (or of its Lie algebra) since, at each stage V we have
for all g 1 , g 2 ∈ G. Clearly, there is an analogous result for inner daseinisation.
Unitary Operators and Arrows in Sets
In classical physics, the analogue of unitary operators are 'canonical transformations'; i.e., symplectic diffeomorphisms from the state space S to itself. This suggests that should try to associate arrows in Sets As a first step, ifÛ ∈ U(H) and V ∈ Ob(V(H)) is an abelian von Neumann subalgebra of B(H), let us define
It is clear that ℓÛ (V ) is a unital, abelian algebra of operators, and that self-adjoint operators are mapped into self-adjoint operators. Furthermore, the mapÂ →ÛÂÛ −1 is continuous in the weak-operator topology, and hence, if {Â i } i∈I is a weakly-convergent net of operators in V , then {ÛÂ iÛ −1 } i∈I is a weakly-convergent net of operators in ℓÛ (V ), and vice versa.
It follows that ℓÛ (V ) is an abelian von Neumann algebra (i.e., it is weakly closed), and hence ℓÛ can be viewed as a map ℓÛ : Ob(V(H)) → Ob(V(H)). We note the following:
1. Clearly, for allÛ 1 ,Û 2 ∈ U(H),
ThusÛ → ℓÛ is a realisation of the group U(H) as a group of transformations of Ob(V(H)).
2. For all U ∈ U(H), V and ℓÛ (V ) are isomorphic subalgebras of B(H), and ℓ
Hence, each transformation ℓÛ preserves the partial-ordering of the poset category V(H).
From this it follows that each ℓÛ : Ob(V(H)) → Ob(V(H)) is a functor from the category V(H) to itself.
4. One consequence of the order-preserving property of ℓÛ is as follows. Let S be a sieve of arrows on V , i.e., a collection of subalgebras of V with the property that if
is a sieve of arrows on ℓÛ (V ).
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25 In the partially ordered set V(H), an arrow from V ′ to V can be identified with the subalgebra V ′ ⊆ V , since there is exactly one arrow from V ′ to V .
The Effect of ℓÛ on Daseinisation
We recall that ifP is any projection, then the (outer) daseinisation,
where we have resorted once more to using the propositional language PL(S). Thuŝ
where we used the fact that the mapQ →ÛQÛ −1 is weakly continuous.
Thus we have the important result
for all unitary operatorsÛ, and for all stages V . There is an analogous result for inner daseinisation.
Equation (5.16) can be applied to the de Groote presheaf
for unitary operatorsÛ, and all stages V .
We recall that the truth sub-object, T |ψ , of the outer presheaf, O, is defined at each stage V by
The neo-realist, physical interpretation of T |ψ is that the 'truth' of the proposition represented byP is
for all stages V . We then get
Thus we get the important result
This can be viewed as the topos analogue of the statement in (5.1) about the invariance of the results of quantum theory under the transformations |ψ →Û |ψ ,Â →ÛÂÛ −1 .
TheÛ -twisted Presheaf
Let us return once more to the definition (5.10) of the functor ℓÛ : V(H) → V(H). As we shall see in the next paper, [4] , any such functor induces a 'geometric morphism' from Sets
op . The exact definition is not needed here: it suffices to remark that part of this geometric morphism is an arrow ℓ * U : Sets
Since this is true for all functors F in Sets
op , we deduce that
and hence the mapÛ → ℓ where, at each stage V ,
for all λ ∈ Σ V , and allÂ ∈ V sa .
The proof, which just involves chasing round the diagram above using the basic definitions, is not included here.
Even simpler is the following theorem:
Here, we recall µ ∈ IR V is a function µ :↓V → IR such that if
, an order-reversing function. In (5.31) we have used the fact that there is a bijection between the sets ↓ℓÛ (V ) and ↓V . 
The analogue of unitary operators for a general topos. It is interesting to reflect on the analogue of the above constructions for a general topos. It soon becomes clear that, once again, we encounter the antithetical concepts of 'internal' and 'external'.
For example, in the discussion above, the unitary operators and the group U(H) lie outside the topos Sets V(H) op and enter directly from the underlying, standard quantum formalism. As such, they are external to both the languages PL(S) and L(S). We anticipate that notions of 'covariance' and 'symmetry' have applications well beyond those in classical physics and quantum physics. However, at the very least, in a general topos one would presumably replace the external U(H) with an internal group object in the topos concerned. And, of course, the notion of 'symmetry' is closely related to the concept to time, and time development, which opens up a Pandora's box of possible speculation. These issues are important, and await further development.
Conclusion
In this, the third in our series of papers on topos theory and physics, we have completed the work begun in the second paper where we showed how propositions can be represented by clopen sub-objects of the spectral presheaf, Σ, of toposified quantum theory. This is equivalent to finding a topos representation of the propositional language PL(S), and is the natural completion of the earlier work on quantum theory and topoi.
In the present paper we have gone well beyond this earlier work by finding a representation of the full local language L(S). In particular, we identified the quantityvalue object as being the presheaf IR ; or, possibly, its k-extension k(IR ) or, IR ↔ . This enabled us to find a representation of a physical quantity, A, with an arrow δ o (A) : Σ → IR .
However, we reiterate that our main interest is not to find a new interpretation of quantum theory, but rather to develop a general framework in which new types of theories of physics can be developed; and in which both classical and quantum physics arise as special cases.
It follows that an important challenge for future work is to show that our general topos scheme can be used to develop genuinely new theories of physics, not just to rewrite old ones in a new language. Of particular interest is the problem with which we motivated the scheme in the first place: namely, to find tools for constructing theories that go beyond quantum theory and which do not use Hilbert spaces, path integrals, or any of the other familiar entities in which the continuum real and/or complex numbers play a fundamental role.
As we have discussed, the topoi for quantum systems are of the form Sets
V(H)
op , and hence embody contextual logic in a fundamental way. One way of going 'beyond' quantum theory, while escaping the a priori imposition of continuum concepts, is to use presheaves over a more general 'category of contexts', C, i.e., develop the theory in the topos Sets C op . Such a structure embodies contextual, multi-valued logic in an intrinsic way, and in that sense might be said to encapsulate one of the fundamental insights of quantum theory. However, and unlike in quantum theory, there is no obligation to use the real or complex numbers in the construction of the category C.
Of course, although true, this remark does not of itself give a concrete example of a theory of this type. However, it is certainly a pointer in a novel direction, and one at which we would not have arrived if the challenge to 'go beyond quantum theory' had been construed only in terms of trying to generalise Hilbert spaces, path integrals, and the like.
From a more general perspective, other types of topoi are possible realms for the construction of physical theories. One simple, but mathematically rich example arises from the theory of M-sets. Here, M is a monoid and, like all monoids, can be viewed as a category with a single object, and whose arrows are the elements of M. Thought of as a category, a monoid is 'complementary' to a partially-ordered set. In a monoid, there is only one object, but plenty of arrows from that object to itself; whereas in a partially-ordered set there are plenty of objects, but at most one arrow between any pair of objects. Thus a partially-ordered set is the most economical category with which to capture the concept of 'contextual logic'. On the other hand, the logic associated with a monoid is non-contextual as there is only one object in the category.
It is easy to see that a functor from M to Sets is just an 'M-set': i.e., a set on which M acts as a monoid of transformations. An arrow between two such M-sets is an equivariant map between them. In physicists' language, one would say that the topos Sets M -usually denoted BM-is the category of the 'non-linear realisations' of M.
The sub-object classifier, Ω BM , in BM is the collection of left ideals in M; hence, many of the important constructions in the topos can be handled using the algebraic language. The topos BM is one of the simplest to define and work with and, for that reason, it is a popular source of examples in texts on topos theory. It would be intriguing to experiment with constructing model theories of physics using one of these simple topoi. One possible use of M-sets is discussed in [11] in the context of reduction of the state vector, but there will surely be others.
which is the principal filter in P(H) generated byP ∈ P(H). We havȇ = fÂ(C( HP )) (6.6) = fÂ(HP ).
(6.7)
Here, we used (3.32) and (3.31). LettingP vary over P(H), we get the values of the observable function fÂ at all principal filters HP .
De Groote has shown [7] that there is a bijection denote the natural transformation from the spectral presheaf to the abelian groupobject k(IR ), given by first sendingÂ toδ o (A) and then taking the k-equivalence classes at each stage V . The monoid IR is embedded into k(IR ) by sending µ ∈ IR V to [µ, 0] ∈ k(IR ) V for all V , which implies thatÂ is also uniquely determined by [δ o (A)].
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On the level of the local language L(S), we will assume that L(S) contains function symbols A : Σ → R corresponding bijectively to a set of self-adjoint operatorŝ A ∈ B(H) sa . Hence, these function symbols are faithfully represented by the natural transformationsδ o (A).
Interestingly, these results all carry over to an arbitrary unital von Neumann algebra N ⊆ B(H). In this way, the formalism is flexible enough to adapt to situations where we have symmetries (which can described mathematically by a von Neumann algebra N that has a non-trivial commutant) and super-selection rules (which corresponds to N having a non-trivial centre).
