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Reinforcement Learning (RL) is a promising technique for creating agents that can be applied to real world 
problems. The most important features of RL are trial-and-error search and delayed reward. Thus, agents 
randomly act in the early learning state. However, such random actions are impractical for real world problems. 
Therefore, a design of practical reinforcement learning that can be learned in high speed has been desired. 
Prom this point of view, we have designed primary knowledge that humans intrinsically have in a process until 
a goal state is attained by using Analytic Hierarchy Process (AHP), and shown AHP Reinforcement Learning 
that integrates the primary knowledge as AHP module into standard RL algorithms. 
The AHP module picks out necessary information from states of environment that agent recognized, and 
makes use of it in decision making such that agent has suitable actions. Therefore, the performance difference 
by depths that agent can recognize is expected. In this paper, we investigate the learning performance of the 
AHP-RL by the depth for the multi-task problem that exists much in real world. 
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