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https://doi.org/10.1016/j.devcel.2020.09.001SUMMARYCell fate transitions are key to development and homeostasis. It is thus essential to understand the cellular
mechanisms controlling fate transitions. Cell division has been implicated in fate decisions in many stem cell
types, including neuronal and epithelial progenitors. In other stem cells, such as embryonic stem (ES) cells,
the role of division remains unclear. Here, we show that exit from naive pluripotency in mouse ES cells gener-
ally occurs after a division. We further show that exit timing is strongly correlated between sister cells, which
remain connected by cytoplasmic bridges long after division, and that bridge abscission progressively accel-
erates as cells exit naive pluripotency. Finally, interfering with abscission impairs naive pluripotency exit, and
artificially inducing abscission accelerates it. Altogether, our data indicate that a switch in the division ma-
chinery leading to faster abscission regulates pluripotency exit. Our study identifies abscission as a key
cellular process coupling cell division to fate transitions.INTRODUCTION
During embryonic development and in adult tissue homeostasis,
cell fate transitions allow the generation and maintenance of the
diversity of cells constituting a functioning organism. The zygotic
cell is totipotent, as it can give rise to all the embryonic and extra-
embryonic tissues, and embryonic development relies on a se-
ries of precisely controlled fate transitions. In the adult organism,
stem cells, for example in the gut or the skin, produce the cell
types needed for tissue maintenance (Simons and Clevers,
2011). Understanding the cellular processes underlying fate
transitions is thus of fundamental importance for development
and physiology.
Cell division has been proposed to act as a switch during
cellular fate transitions (Williams and Fuchs, 2013). A canonical
example of mitotic control of cell fate is the first division of the
C. elegans embryo, where cortical cues drive asymmetric spin-
dle positioning, leading to asymmetries between daughter cells
crucial for antero-posterior axis specification (Cowan and Hy-
man, 2004). In most oocytes, size asymmetry during meiosis is
essential to ensure that the fertilized oocyte retains the reserves
essential for embryo development, while the tiny polar body de-
generates (Almonacid et al., 2014). In Drosophila and C. elegans
neuroblasts, asymmetries in polarity determinant distribution
correlate with size asymmetries between daughter cells, and in
C. elegans, these size asymmetries have been proposed to
directly control daughter cell fate after division (Cabernard andDevelopmental CDoe, 2009; Ou et al., 2010). During embryonic development of
the multicellular green alga Volvox carteri, cell size differences
due to asymmetric divisions are also thought to dictate fate
choice (Matt and Umen, 2016).
During early mammalian embryonic development, asymme-
tries at cell division can also lead to acquisition of distinct fates
by the two daughter cells (Saini and Yamanaka, 2018). For
instance, asymmetric inheritance of apical domains in the 8-to-
16-cell mouse embryo leads to differences in cell mechanics,
which in turn control positioning and fate acquisition (Maıˆtre
et al., 2016). In culture, the importance of division for fate deci-
sions of embryonic stem (ES) cells remains unclear. ES cells
are derived from the early blastocyst and can indefinitely self-
renew while retaining the capacity to give rise to all the cell types
in the organism (Martello and Smith, 2014). Cell division has been
linked to fate choice in human ES cells: when human ES cells
exposed to primitive streak inducing signals divide, the two
daughters cells often adopt different fates with one being resis-
tant to differentiation (Brown et al., 2017). In mouse ES cells, ar-
tificially induced asymmetric division triggered by local applica-
tion of beads coated with the signaling molecule Wnt3a leads to
the daughter cell distal from the Wnt signal, expressing differen-
tiation markers shortly after division (Habib et al., 2013). Howev-
er, a number of studies suggest that in the absence of such
external cues, lineage priming after naive pluripotency exit oc-
curs in G1 phase (Liu et al., 2017; Pauklin and Vallier, 2013;Wais-
man et al., 2017). Nonetheless, overall inhibition of cell divisionell 55, 1–14, October 26, 2020 ª 2020 Published by Elsevier Inc. 1
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changes of some key pluripotency and differentiation markers,
but not others (Waisman et al., 2017). Whether blocking cell divi-
sion affects exit from naive pluripotency functionally has not
been tested. Altogether, the importance of cell division for cell
fate decisions in ES cells remains poorly understood.
Here, we investigate the role of cell division in exit from naive
pluripotency usingmouse ES cells as amodel system. Using sin-
gle-cell tracking, we show that naive pluripotency exit generally
occurs after cell division. We then show that sister cells display
highly correlated naive pluripotency exit timings, prompting us
to test whether they remain connected even after division.
Indeed, we find that abscission, the last stage of cell division,
when sister cells become physically separated, is slow in naive
ES cells, which remain connected by cytoplasmic bridges for a
long time after division. Interestingly, abscission duration sharply
decreases after naive pluripotency exit is triggered; our data
suggest that this is due to a faster thinning of intercellular bridges
in cells exiting the ES cell state, leading to faster recruitment of
ESCRT-III components, which mediate the membrane scission
itself. Finally, we show that interfering with abscission impairs,
while inducing abscission by laser ablation speeds up naive plu-
ripotency exit. Altogether, our findings unveil a rewiring of the di-
vision machinery, leading to faster abscission, as a key step in
exit from naive pluripotency.
RESULTS
ES Cells Exit Naive Pluripotency after Mitosis
To investigate the role of cell division in exit from naive pluripo-
tency, we first tested the effect of inhibiting cell division alto-
gether. We used ES cells expressing a short half-life naive plurip-
otency reporter REX1-GFPd2 expressed from the endogenous
REX1 locus (Kalkan et al., 2017; Strawbridge et al., 2020), since
REX1 downregulation correlates with naive pluripotency exit
(Kalkan et al., 2017; Mulas et al., 2017). ES cells were cultured
in N2B27 medium supplemented with the MEK inhibitor
PD0325901, the GSK-3 inhibitor CHIRON, and leukemia inhibi-
tory factor (2i/LIF culture medium), and naive pluripotency exit
was initiated by placing cells in N2B27 medium alone (differenti-
ation medium hereafter) (Mulas et al., 2019). We blocked cell di-
vision with the CDK1 inhibitor RO-3306 and monitored REX1-
GFPd2 (hereafter REX1-GFP) intensity after placing the cells in
differentiationmedium.While control cells showed a clear reduc-
tion of REX1-GFP intensity 40 h after inhibitors removal, consis-
tent with previous reports (Kalkan et al., 2017;Mulas et al., 2017),
cells that did not undergo cell division maintained higher REX1-
GFP levels (Figures S1A and S1B). The efficiency of the division
block was confirmed by comparing bulk proliferation of control
and RO-3306-treated ES cells (Figure S1C). Furthermore, the
RO-3306-treated cells were considerably larger than controls,
as expected for cells blocked in G2 (Figures S1D and S1E).
These data suggest that cell division is important for naive plurip-
otency exit, consistent with a previous study that had shown that
downregulation of Nanog, another key naive pluripotency gene,
was impaired in RO-3306-treated cells (Waisman et al., 2017).
To further test the importance of cell division, we asked how its
timing relates to exit from the ES cell state. We used the onset of
REX1-GFP downregulation as a readout of naive pluripotency2 Developmental Cell 55, 1–14, October 26, 2020exit timing, as Rex1 is one of the last naive pluripotency genes
to be downregulated in cells exiting the ES cell state (Kalkan
et al., 2017). We first verified REX1 downregulation dynamics
at the population level. We observed that after 25–40 h in differ-
entiation media, all cells had downregulated REX1-GFP (Fig-
ure S1F; Video S1), consistent with previous reports (Kalkan
et al., 2017). Furthermore, after 24 h in differentiation media,
the cells had downregulated key genes of the naive pluripotency
network (Rex1, Klf2, Nanog, and Klf4) and upregulated genes
typical of early differentiation (Fgf5 and Otx2) (Figure S1G). We
then followed individual cells and their progeny to explore the
correlation between cell division and REX1-GFP downregulation
(Figures 1A–1D). The timing of REX1-downregulation was deter-
mined automatically, as the time of the first inflection of the curve
in a sigmoidal fit to the time course of REX1-GFP intensity. Cell
division appeared to correlate with the timing of REX1 downre-
gulation (Figures 1A and 1B; Video S1). Interestingly, some of
the cells did not downregulate REX1-GFP after the first division
but did so after undergoing a second division (Figures 1C and
1D; Video S1). As a control, we verified that the levels of REX1-
GFP in naive cells displayed little variability over the cell cycle,
thus, confirming that the drop in REX1-GFP intensity after divi-
sion in cells exiting the ES cell state was not the result of cell-cy-
cle-linked changes in protein levels (Figure S1H). Taken
together, we found that at the individual cell level, the time of
naive pluripotency exit strongly correlated with the time of the
latest division (Figure 1E). Finally, we confirmed that the correla-
tion between time of REX1 downregulation and time of division
was unlikely to be due to chance (Figure S1I and STARMethods).
Altogether, these results show that the timing of exit from naive
pluripotency in ES cells correlates with cell division.
ES Cells Go through Most of a Cell Cycle and a Division
before Exiting the ES Cell State
Since we observed that exit from naive pluripotency occurred
shortly after a cell division, we hypothesized that placing cells in
differentiation mediumwhen they are about to enter mitosis could
result in faster exit from the ES cell state. To test this hypothesis,
we used FUCCI2a ES cells (Mort et al., 2014), which express
different fluorescent markers in different phases of the cell cycle,
and sorted cells in distinct cell-cycle phases. In order to function-
ally assess the effectiveness of exit from the ES cell state, we
cultured cells in differentiation medium for 26 h and performed a
clonogenicity assay (Figure 2A). In this assay, cells that have
been cultured in differentiation medium for a determined period
of time are placedback in 2i/LIF, where only naive pluripotent cells
survive; a low number of cells surviving in the assay is thus a
readout of efficient naive pluripotency exit (Figure 2A; Mulas
et al., 2017). Interestingly, we found that cells placed in differenti-
ation media at mitosis exit or while in G1 phase, exited naive plu-
ripotency faster than control cells or cells synchronized in S/G2
phase, which are about to undergo cell division (Figure 2B).
To confirm these results at the single-cell level, we sorted wild-
type ES cells by size, as small cells largely correspond to cells that
just exited mitosis or are in G1 phase (Figure S2A). We then per-
formed single-cell RNA sequencing on the small (‘‘early cell-cy-
cle’’) cells and on the unsorted population (‘‘ungated’’) after 6 h
in differentiation media, in order to capture the first transcriptional
changes of naive pluripotency exit. We first verified that sorting
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Figure 1. ES Cells Exit Naive Pluripotency after Mitosis
(A) Representative example of an ES cell expressing REX1-GFP (green) and GAP43-mCherry (magenta) undergoing one division before exiting naive pluripo-
tency. Top, images of the cell division; bottom, time-lapse of the two daughter cells (D1 and D2) highlighted with stars in images at the top. 0 h: end of cytokinesis.
A single Z plane around the center of the cell is shown. Scale bars: 10 mm.
(B) Plot of REX1-GFP mean intensity in the cells pictured in (A), as a function of time. 0 h: time of 2i/LIF removal. Black, mother cell; gray, daughter D1; yellow,
daughter D2. Lines are sigmoidal decay fits; the time of REX1 downregulation (t) is defined as the first inflection of the curve (see STARMethods). The black arrow
highlights the time of cell division.
(C) Representative example of an ES cells expressing REX1-GFP (green) and GAP43-mCherry (magenta) undergoing two divisions before exiting naive plu-
ripotency. Top: images of the two cell divisions. Bottom: time-lapses of the daughter (D1 and D2) and granddaughter (GD1 andGD2) cells highlightedwith stars in
images at the top. 0 h: end of the first cytokinesis. A single Z plane around the center of the cell is shown. Scale bars: 10 mm.
(D) Plot of REX1-GFP mean intensity in the cells pictured in (C) as a function of time. 0 h: time of 2i/LIF removal. Black, mother cell; dark gray, daughter D1; blue,
granddaughter GD1; light gray, granddaughter GD2. Lines are sigmoidal decay fits; the time of REX1 downregulation (t) is defined as the first inflection of the
curve (see STAR Methods). The black arrows highlight the times of the divisions.
(E) Scatter plot representing the time of REX1-GFP downregulation t (readout of the time of naive pluripotency exit), as a function of the time of the latest division.
The latest division is determined as the division that happens before or up to 2.5 h after (to account for experimental uncertainties in determining t) the time of
REX1-GFP downregulation. 0 h: time of 2i/LIF removal.
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doi.org/10.1016/j.devcel.2020.09.001conserved the cell-cycle structure of the population and observed
that 6 h after sorting and placing cells in differentiation media, the
majority of cells from the initial ‘‘early cell-cycle’’ population were
in G1 or S phase, whereas the ungated population comprised
mostly S phase and G2/M cells (Figure S2B). We then compared
the expression levels of key pluripotency genes and found that af-
ter 6 h in differentiation media, the cells for which naive pluripo-tency exit was triggered early in the cell cycle displayed overall
stronger downregulation of pluripotency genes than the ungated
population (Figure S2C). Furthermore, a cluster analysis sepa-
rating the cells based on expression levels of two of the earliest
genes downregulated during naive pluripotency exit, Tfcp2l1
and Tbx3 (Kalkan et al., 2017), indicated that ‘‘early cell-cycle’’
cells displayed a stronger downregulation of these early genesDevelopmental Cell 55, 1–14, October 26, 2020 3
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Figure 2. ES Cells Go through Most of a Cell Cycle before Exiting Naive Pluripotency
(A) Schematic of clonogenicity analysis assay (see STAR Methods).
(B) Dot plot representing the number of ES cell colonies surviving in a clonogenicity assay performed on cells synchronized in different phases of the cell cycle.
FUCCI2a ES cells were synchronized by fluorescence-activated cell sorting (FACS), based on fluorescence (see schematic): cells in G1 express mCherry-Cdt1,
cells in S, G2, and M phases express mVenus-hGeminin; cells at the G1/S transition are double positive and cells exiting mitosis are double negative. Control:
ungated population. The mean and standard error of the mean are shown. N = 6 to 8 depending on the cell cycle stage.
(C) Percentage of cells downregulating REX1-GFP around the time of the first division (±4 h, black), around the time of the second division (±4 h, dark gray), or in
between two divisions (light gray) for cells where naive pluripotency exit is triggered early in the cell cycle (the first division happens more than 12 h after 2i/LIF
removal, left) or late in the cell cycle (the first division happens less than 12 h after 2i/LIF removal, right). N = 3, n = 200.
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consistent with a previous report showing that when naive plurip-
otency exit is triggered in cells synchronized in G1 phase, down-
regulation of key naive pluripotency genes is initiated earlier than
for cells where exit is induced later in the cell cycle (Waisman et al.,
2017). Taken together, these results indicate that cells exit naive
pluripotency faster when exit is triggered in cells that just finished
mitosis (Figures 2A, 2B, and S2), yet mitosis itself appears to be
important for loss of naive pluripotency (Figure 1).
To understand this, we further analyzed the correlation between
cell division and REX1 downregulation (Figure 1). We separated
the cell population into cells that divided shortly after 2i/LIF
removal (less than 12 h), meaning 2i/LIF was removed late in the
cell cycle, and cells that divided late after 2i/LIF removal, which
means 2i/LIF was removed early in the cell cycle. Cells for which
naive pluripotency exit was triggered early in the cell cycle mostly
downregulated REX1-GFP at the first division, and cells for which
exit was triggered late in the cell cycle predominantly downregu-
lated REX1-GFP at the second division (Figure 2C). Altogether,
these results suggest that ES cells go through most of a cell cycle
and a division before exiting naive pluripotency.
ES Cells Present Strong Size Asymmetries between
Daughter Cells at Cell Division, but Naive Pluripotency
Exit Dynamics Are Insensitive to These Asymmetries
We then explored how division affects naive pluripotency exit.
Since asymmetric divisions, in particular in size, are important
for fate specification in a number of stem cell types (Brown4 Developmental Cell 55, 1–14, October 26, 2020et al., 2017; Cabernard and Doe, 2009; Cowan and Hyman,
2004; Ou et al., 2010), we asked if ES cells display cell division
asymmetries. We monitored cell divisions in ES cells stably ex-
pressing H2B-RFP to label DNA (Cannon et al., 2015) and
labeled with CellMask to mark the plasma membrane. Using
3D segmentation (Smith et al., 2017), we noticed that ES cells,
in particular when dividing in colonies, displayed strong size
asymmetries between daughter cells (Figures 3A and 3B). As a
reference, HeLa cells, heavily derived cancer cells with great
variability in chromosome count, which are thus not thought to
control their size and division very precisely, divided much
more symmetrically than mouse ES cells in colonies (Figure
3B). However, we did not observe significant differences in
REX1-GFP intensity dynamics or downregulation timings be-
tween daughter cells, even when division was very asymmetric
in size (Figures 3C and 3D). In fact, the timing of REX1 downre-
gulation was strongly correlated between sister cells (Figure 3E)
and the variance of REX1-GFP levels was very low between sis-
ters (Figure 3F), consistent with a recent study analyzing REX1
dynamics in single cells during pluripotency exit (Strawbridge
et al., 2020). These data indicate that sister cells exit the ES
cell state in a highly correlated manner and suggest that size
asymmetries at cell division do not influence the timing of naive
pluripotency exit.
To directly test this, we induced strongly asymmetric divisions
by confining ES cells in microchannels, as confinement has been
shown to induce asymmetries at cell division in other cell types
(Cadart et al., 2014, 2018). Confinement reliably induced division
Exit
All pairs Sisters
0
10
20
D
iff
er
en
ce
in
 ti
m
es
of
 e
xi
t 
(h
)
E
GF
0.0
0.1
0.2
0.3
0.4
V
ar
ia
nc
e
Pair PairGlobal Global
First 
division
Second 
division
Exit
4.4
-10
25
Exit
R
at
io
 o
f t
im
e
s 
o
f 
e
xi
t
0.5 0.6 0.7 0.8 0.9 1.0
0.8
0.9
1.0
1.1
Ratio of daughter cell volumes
first division
second division
Exit
Ratio of daughter cell lengths
R
a
tio
 o
f R
E
X
1
-G
F
P
 In
te
n
si
ty
 d
e
cr
e
a
se
0
1
2
3
0.0 0.5 1.0
C
Exit
0 10 20 30
0
200
400
600
R
E
X
1
-G
F
P
 In
te
n
si
ty
  (
a
.u
.)
Time after 2i/LIF removal (h)
D
D1
D2
GD1
GD2
GD1
GD2
Asymmetric
division 
H
Time (h after division)
8x5 Channel, exit
R
E
X
1
-G
F
P
H
3
.3
 D
e
n
d
ra
T
ra
n
s
1 2 3 4 5 6
7 8 9 10 11
13 14 15 16 17
12
18
A
Time relative to NEBD (min)
-10 -5 5 10 200 15
25 40 45 55503530
H
2
B
-R
F
P
 (
D
N
A
)
C
e
ll 
m
a
sk
 (
m
e
m
b
ra
n
e
)
B
0.0
0.5
1.0
A
sy
m
m
e
tr
y
ra
tio
S-HeLa Isolated Colony
ES
Naïve
p=0.0209
p=0.0015
Figure 3. Daughter Cells Display Correlated Naive Pluripotency Exit Dynamics
(A) Representative time-lapse of a colony of naive ES cells expressing H2B-RFP (red) and labeled with CellMaskTM deep red (cyan) with one cell dividing
asymmetrically (white box). Time in min; 0 min: time of nuclear envelope breakdown (NEBD). A single Z plane is shown. Scale bar: 10 mm.
(B) Dot plot representing the ratio between the volumes of the smaller and bigger daughter cell (asymmetry ratio) 15 min after cytokinesis for suspension HeLa
cells (S-HeLa, used as a reference, black), single ES cells (‘‘isolated,’’ light gray) and ES cells dividing in the colony (‘‘colony,’’ dark gray). Mean and standard
deviation are plotted. N = 3.
(C) Example plot of REX1-GFPmean intensity for cells exiting naive pluripotency after a very asymmetric division (ratio of volumes: 0.59) as a function of time. 0 h:
time of 2i/LIF removal.
(D) Plot showing the ratio between the times of REX1-GFP downregulation after 2i/LIF removal (times of exit) for sister cells exiting naive pluripotency at the first
(black) or second (gray) division, as a function of the ratio of the volumes of the sister cells. N = 3, n = 18 pairs of sisters.
(E) Dot plot showing the absolute difference in naive pluripotency exit time for pairs of cells chosen at random (left) and pairs of sister cells (right). Mean and
standard deviation are plotted. N = 3.
(F) Dot plot showing the variance (averaged over time) in intensity of the REX1-GFP signal, for cells exiting naive pluripotency at the first division (left) or the second
division (right), comparing variance for pairs of sister cells (‘‘pair’’) and the global average variance of all cells (‘‘global,’’ see STAR Methods for details). N = 3.
(G) Time-lapse of an ES cell expressing Dendra2-H3.3-N-14 (H3.3 Dendra, to visualise DNA) and REX1-GFP (fire, upper panel) dividing in an 83 5 mm channel in
N2B27. The transmitted light channel for monitoring cell length is shown in the bottom panel. One picture is shown every 1 h. 0, anaphase. One Z plane is shown.
Scale bar: 10 mm.
(H) Plot showing the ratio of the decrease in REX1-GFP cytoplasmic intensity as a function of the ratio of daughter cell lengths 6 h after cell division in the channels.
N = 6.
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Figure 4. Naive ES Cells Remain Connected after Division
(A) Representative confocal image of a naive ES cell colony stained for a-tubulin (black, inverted contrast). A maximum Z projection is shown. Scale bar: 10 mm.
(B) Representative time-lapse of a fluorescence recovery after photobleaching (FRAP) experiment in ES cells expressing cytoplasmic GFP, the two cells at the top
are sister cells. GFP intensity levels are displayed. Photobleaching is performed at 0 s in the sister cell on the right (red lightning bolt). GFP intensity is then
monitored in the bleached cell (dark gray box), the sister cell (red box) and an unconnected neighbor (blue box). One Z plane is shown, time in seconds, scale
bar: 10 mm.
(C) Left panel: plot showing the mean GFP intensity over time (smoothed over a 4 point, 4.5 s, window) in the boxes in the cells depicted in (B) Dotted lines
highlight minimum fluorescence levels for the two unbleached cells. Right panel: transmitted light image and fluorescent Z projection (inverted contrast) of the 3
cells displayed in (B) and labeled with SIR-tubulin prior to the FRAP experiment, highlighting the tubulin bridge connecting the two cells at the top.
(D) Dot plot showing the minimum GFP levels in the sister cell of the ES cell where GFP was bleached (red) and for an unconnected neighboring cell at a similar
distance (blue). Mean and standard error of the mean are plotted. N = 3.
(E) Dot plot showing theminimumGFP levels following photobleaching in one cell with a bridge, in its unbleached connected sister cell (data fromD), as a function
of the width of the bridge connecting the two cells. N = 3.
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doi.org/10.1016/j.devcel.2020.09.001asymmetries in ES cells (Figures S3A and S3B; Video S2). We
found that in the hours following cell division in microchannels,
REX1-GFP levels displayed similar levels in the two daughter
cells (Figures 3G, 3H, and S3C), and no correlationwas observed
between the size ratio of the daughter cells and the ratio of REX1-
GFP intensity decrease in the two daughter cells 6 h after cell di-
vision (Figure 3H). In conclusion, size asymmetries between
daughter cells at cell division do not appear to influence the
timing of naive pluripotency exit.Sister Cells Remain Connected after Division in ES Cells
The strong correlation in REX1 downregulation dynamics be-
tween daughter, and in some cases granddaughter cells (Figures
3E and 3F) led us to ask whether daughter cells might remain
connected after division. We thus imaged microtubules and
observed that naive ES cell colonies displayed a high number
of tubulin bridges, remnants of mitotic spindles, still connecting
daughter cells (Figure 4A). We then asked if sister cells con-
nected by a bridge could still exchange cytoplasmic material.
We expressed cytoplasmic GFP and used photobleaching to
abruptly decrease cytoplasmic intensity. We found that photo-
bleaching in one sister cell led to a decrease in cytoplasmic
GFP intensity in the other sister, but not in a nearby unconnected
cell positioned at a similar distance, indicating exchange of cyto-
plasmic material between the two connected sister cells (Figures6 Developmental Cell 55, 1–14, October 26, 20204B–4D; Video S3). Finally, we observed no correlation between
bridge width and the apparent amount of transfer of cytoplasmic
GFP (using the amplitude of fluorescence decay in the sister cell
as a proxy) between the two sister cells (Figure 4E). As bridge
width decreases over time (Mierzwa and Gerlich, 2014), this sug-
gests that the daughter cell cytoplasms remainconnected even
late after cell division. Taken together, these results suggest
that abscission is slow in ES cells and that sister ES cells remain
physically connected and exchange cytoplasmic material after
cell division.Abscission Duration Decreases during Exit from Naive
Pluripotency
Since sister cells remain physically connected by intercellular
bridges after division and appear to exit the ES cell state with
similar dynamics, we hypothesized that abscission, the last
step of cell division when sister cells physically separate, could
be important for naive pluripotency exit. To explore changes in
abscission during naive pluripotency exit, we immuno-stained
tubulin and the midbody marker Citron Rho-interacting kinase
(CRIK) (Hu et al., 2012) to identify abscission bridges and mid-
bodies in ES cells and cells at various stages of naive pluripo-
tency exit. All bridges were found to display CRIK foci, but
some CRIK foci were not associated with bridges, suggesting
they mark midbody remnants (Figure 5A). We found that the
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Figure 5. Abscission Duration Decreases during Naive Pluripotency Exit
(A) Representative confocal images of cells at different stages of naive pluripotency exit and stained for a-tubulin (white) and CRIK (magenta). Pink arrowhead,
example of a bridge with a CRIK spot; white arrowhead, example an isolated CRIK spot, suggesting a midbody remnant. Cells are cultured on laminin to facilitate
the visualization of the bridges. Scale bars: 10 mm.
(B) Dot plot showing the fraction of cells with bridges (number of bridges divided by number of cells in a given analysis frame) in H2B-RFPES cells and during naive
pluripotency exit on laminin. Mean and standard error of the mean are shown. N = 2.
(C) Representative time-lapses of a colony of ES cells expressing H2B-RFP and labeled with SIR-tubulin (black, inverted contrast, maximum Z projection across
the colony is shown). Time in min. 0 min: end of cytokinesis. Top, naive cells; Middle and bottom, cells 25 and 45 h after induction of naive pluripotency exit,
respectively. Red arrows: abscission. Scale bars: 10 mm.
(D) Dot plot showing the duration of abscission for HeLa cells expressing tubulin-GFP dividing on elongated linemicropatterns to standardize cell shape (blue) and
for naive ES cells and cells exiting naive pluripotency labeled with SIR-tubulin (gray and black dots). Mean and standard error of the mean are shown. N = 3.
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doi.org/10.1016/j.devcel.2020.09.001fraction of cells with bridges decreased (Figures 5A and 5B),
while the density of midbody remnants increased (Figure S4A)
during naive pluripotency exit, suggesting that bridge abscissionmay progressively become faster. To further characterize
abscission dynamics, we acquired time-lapse videos of cells
treated with low doses of SIR-tubulin (Lukinavicius et al.,Developmental Cell 55, 1–14, October 26, 2020 7
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Figure 6. Bridge Thinning and CHMP4B Recruitment Accompany Shortening of Abscission Duration during Naive Pluripotency Exit
(A) Representative confocal images showing cells stained for a-tubulin (white) and CHMP4B (red) during naive pluripotency exit. Inset: zoom of representative
bridges. Scale bars: 10 mm.
(legend continued on next page)
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abscission (time between cytokinesis and bridge abscission,
Figures 5C and 5D; Video S4). Of note, we used the time of
microtubule bridge dissolution as a readout of abscission timing,
whichmight precede the time of actual membrane severing (Gui-
zetti et al., 2011). We found that naive ES cells maintained tubulin
bridges much longer than HeLa cells, used as reference (1.5 ±
0.5 h in HeLa cells, consistent with Guizetti et al. [2011] versus
8.2 ± 3.8 h in naive ES cells; Figures 5C and 5D), further indi-
cating that abscission takes a long time in ES cells. Abscission
duration then decreased during exit from naive pluripotency (Fig-
ures 5C and 5D). Together, these results indicate that abscission
is slow in naive ES cells, and that abscission duration decreases
during naive pluripotency exit.
CHMP4B Recruitment and Accelerated Bridge Thinning
Accompany Exit from Naive Pluripotency
We then explored the mechanisms underlying the change in
abscission dynamics during naive pluripotency exit. Previous
work in fibroblasts showed that abscission duration decreases
with increasing cell density (Lafaurie-Janvore et al., 2013). Signif-
icantly changing cell density is challenging in ES cells, which
spontaneously form aggregates. Nonetheless, we observed a
slight inverse correlation between the fraction of cells with bridges
and naturally occurring cell densities (Figure S4B), suggesting that
increasing cell density might accelerate abscission. We then
asked whether the faster abscission dynamics as cells exit the
ES cell state could result from molecular changes in bridge
composition. Notably, the expression levels of key known abscis-
sion regulators do not extensively change during naive pluripo-
tency exit (Table S1, data from Kalkan et al. [2017] and Yang
et al. [2019]). We thus probed changes in localization, focusing
on the ECRT-III protein CHMP4B. CHMP4B performs the last
step of abscission by polymerizing into circular filaments that
are thought to cut the bridge (Chiaruttini et al., 2015; Mierzwa
et al., 2017) and as such can be used as a readout of bridgematu-
rity. We found that only 33% of the bridges in naive ES cells dis-
played CHMP4B foci (Figures 6A and 6B). The fraction of bridges
with CHMP4B foci increased during pluripotency exit (Figures 6A
and 6B),with a particularly strong increase between 4 and 8 h after
triggering exit from naive pluripotency (Figure 6B).
To investigate what could modulate CHM4B recruitment, we
asked whether bridge structure changed between ES cells and
cells exiting the ES cell state. Indeed, abscission relies on two
consecutive steps: first, an actin-dependent constriction that
corresponds to cytokinesis, leading to bridge and midbody for-(B) Dot plot showing the fraction of bridges displaying a CHMP4B spot near the br
standard error of the mean are shown. N = 2.
(C) Representative electron microscopy images of bridges connecting two nai
bars: 1 mm.
(D) Dot plot showing bridge width measured from electron microscopy images o
mean are plotted. N = 2.
(E) Dot plot showing the size of the electron dense midzone of the bridge, corresp
and cells exiting naive pluripotency. Mean and standard error of the mean are p
(F) Representative time-lapses of tubulin bridges in ES cells (top) or cells after 24
contrast), Z projections are shown. Time in min. The pink arrowheads point to th
(G) Time course of bridge width after cytokinesis for naive cells (black) and cells af
error of the mean are shown. N = 2, n = 22 for naive cells and 55 for cells after 24
bridge width in exiting cells (characteristic times: 45 min in naive cells versus 15mation; second, a bridge maturation phase, during which bridge
thinning precedes ESCRT-III components recruitment (reviewed
inMierzwa andGerlich, 2014).We thus analyzed bridge structure
using electron microscopy (Figure 6C). We observed that bridge
width and the size of the central electron dense zone were signif-
icantly smaller in cells exiting the ES cell state than in naive cells
(Figures 6D and 6E), suggesting that the bridge maturation
phase, during which the bridge narrows, might be faster. We
then analyzed the dynamics of bridge thinning (Figures 6F and
6G) and found that when cells exit naive pluripotency, the bridge
gets thinner faster than in naive cells (Figure 6G). Together, these
results strongly suggest that abscission bridges are structurally
different between naive cells and cells exiting the ES cell state
and that the bridge-thinning phase is accelerated when cells
exit naive pluripotency, leading to a faster recruitment of
ESCRT-III components (Figures 6A and 6B), which in turn drive
the final stage of abscission.
Abscission Gates Exit from Naive Pluripotency
Finally, we asked whether interfering with abscission affects
naive pluripotency exit. First, we depleted ALIX, which regulates
the recruitment of ESCRT-III components to the bridge. ALIX
depletion is expected to interfere with abscission (Carlton and
Martin-Serrano, 2007; Morita et al., 2007), without significantly
affecting intercellular trafficking processes (Adell and Teis,
2011). In naive ES cells, siRNA against Alix did not affect the
expression of key pluripotencymarkers but efficiently decreased
ALIX expression (Figure S4C). ALIX depletion impaired the
decrease in bridge density after induction of naive pluripotency
exit, suggesting that it effectively targets abscission (Figures
7A and 7B). We then performed a clonogenicity assay and found
that ALIX depletion impaired exit from naive pluripotency (Fig-
ure 7C). We further found that 24 h after triggering naive pluripo-
tency exit, the pluripotency genes Nanog and Klf4 maintained
high expression levels in ALIX-depleted cells compared with
controls (Figure S4D). We verified that knocking down Alix did
not impair cell proliferation (Figure S4E). We also verified that
the effect of abscission on naive pluripotency exit was not due
to the specific culture conditions and repeated these experi-
ments using an alternative pluripotency-promoting culture
medium (serum/LIF). We found that when ES cells exited naive
pluripotency from serum/LIF, they also presented a decrease
in bridge density (Figure S5A), an increase in midbody density
(Figure S5B), and ALIX siRNA also impaired naive pluripotency
exit (Figure S5C). Finally, we depleted the midbody protein
CEP55, which is responsible for targeting ALIX and ESCRT-Iidge center in cell colonies during naive pluripotency exit on laminin. Mean and
ve cells (left) and two cells after 48 h in differentiation medium (right). Scale
f ES cells and cells exiting naive pluripotency. Mean and standard error of the
onding to the midbody, measured from electron microscopy images of ES cells
lotted. N = 2.
h in differentiation medium (bottom) labeled with SIR-tubulin (black, inverted
e bridges. Scale bars: 10 mm.
ter 24 h in differentiation medium (blue). 0 min: cytokinesis. Mean and standard
h in differentiation medium. Exponential fits (yellow) show a faster decrease in
min in exiting cells, p < 0.0001).
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Figure 7. Abscission Regulates Exit from Naive Pluripotency
(A) Confocal images of H2B-RFP ES cells treated with scrambled siRNA (SCR, top) or siRNA against Alix (bottom) for 24 h in 2i/LIF, then plated on laminin in 2i/LIF
or N2B27 (24 and 48 h exit), and stained for a-tubulin (white) and CRIK (magenta). A maximum Z projection over the volume of the colony is shown. Scale
bars: 10 mm.
(B) Dot plot showing the fraction of cells with bridges (number of bridges divided by number of cells in a given analysis frame) in ES colonies pre-treated with
siRNA Scrambled (SCR, gray) or Alix (orange) for 24 h in 2i/LIF, during naive pluripotency exit on laminin. Mean and standard error of the mean are shown. N = 2.
(C) Dot plot representing the number of colonies surviving in a clonogenicity assay (see Figure 2A) for ES cells treated with siRNA Scrambled (SCR, gray) or Alix
(orange) for 24 h in 2i/LIF, then placed in differentiation media for 24 h. The mean and standard deviation are shown. N = 6.
(legend continued on next page)
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doi.org/10.1016/j.devcel.2020.09.001components to the bridge (Figure S5D). Knockdown of Cep55
was sufficient to maintain a high number of bridges during exit
from naive pluripotency and a lowmidbody remnant density (Fig-
ures S5E–S5G). Furthermore, CEP55 depletion impaired exit
from naive pluripotency (Figure S5H). Altogether, these results
suggest that a quicker resorption of intercellular bridges after
removal of pluripotency-promoting media promotes exit from
naive pluripotency.
To directly test whether bridge resolution promotes naive plu-
ripotency exit, we disrupted bridges by laser ablation 5 h after 2i/
LIF removal (Figures 7D and 7E; Video S5). Laser ablation did not
impair cell viability as ablated cells continued to divide normally
(Figure 7F; Video S6). Strikingly, in caseswhere themidbodywas
not destroyed, the cells that retained the midbody after ablation
displayed a timing of REX1 downregulation comparable to non-
ablated controls, whereas cells for which ablation led to loss of
midbody because it was either destroyed (Figures 7F and 7G;
Video S5, left) or retained by the other cell (Video S5, right), dis-
played significantly faster REX1 downregulation dynamics (Fig-
ures 7H, S6A, and S6B). Altogether, these results suggest that
triggering premature midbody release speeds up naive pluripo-
tency exit.
DISCUSSION
Using a combination of functional assays and single-cell
tracking, we have shown that naive pluripotency exit, as as-
sessed by the timing of REX1 downregulation (Kalkan et al.,
2017), occurs after cell division. When exit is induced early in
the cell cycle, cells downregulate REX1 after the first division,
whereas when exit is induced later in the cell cycle, cells gener-
ally undergo two divisions before REX1 downregulation (Figures
1 and 2). We conclude that cells need to go throughmost of a cell
cycle and a division to effectively exit the ES cell state. Linking
fate decisions to the cell cycle is a common feature in numerous
types of multipotent cells. For instance, in human pluripotent
stem cells, G1 phase has been proposed to act as a ‘‘window
of opportunity’’ for dissolution of the pluripotency state (Pauklin
and Vallier, 2013; Gonzales et al., 2015); subsequent lineage
priming also generally occurs in G1 phase but could be affected
by mitotic bookmarking, which maintains epigenetic marks dur-
ing mitosis allowing for rapid gene activation in G1 phase (re-
viewed in Soufi and Dalton [2016]). In mouse ES cells, G1 phase
is often considered a key stage for triggering pluripotency exit,
because it allows for differentiation signals to subsequently re-
wire gene expression during DNA replication in S phase (Wais-(D) Schematic representation of the laser ablation experiment: 5 h after inducing
pulsed laser (red thunderbolt), and REX1-GFP levels in the 2 cells (dark gray and
(E) Representative example of a bridge laser ablation experiment in cells labeled w
and the location of the ablated bridge and destroyed midbody is marked with a
(F) Time-lapse confocal microscopy images of the REX1-GFP (green) GAP43-mC
star: location of the ablated bridge. Time in hours. Ablation took place at 5.30 h afte
sister cells initially connected by the bridge; light gray, blue, brown, and orange s
(G) REX1-GFP mean intensity for the ablated cells pictured in (E and F) as a func
REX1-GFP downregulation is determined from the first inflection point (see STAR
(H) Dot plot showing the time of REX1-GFP downregulation for controls cells (gray)
(red, either because themidbody was destroyed or because it stayed associated w
for controls, n = 15 cells for ‘‘ablation keeps midbody’’ and n = 15 cells for ‘‘ablaman et al., 2017), and because G1 Cyclin-CDKs have been
shown to directly stabilize the core pluripotency network (Liu
et al., 2017). However, so far, most studies have focused on
exploring how transcriptional network rewiring is affected by
cell-cycle signaling. In contrast, whether the cellular processes
associated with the cell cycle could also affect fate transitions
has received little attention.
Our study identifies the last cellular process of cell division,
abscission, which can happen in G1 phase or later (Gershony
et al., 2014), as a permissive cue for naive pluripotency exit. We
found that abscission is slow in mouse ES cells, leading to cells
remaining connected by cytoplasmic bridges for a long time after
cell division, and that abscission accelerates during naive pluripo-
tency exit. This is in line with previous observations that enhanced
midbody release, and thus enhanced abscission, accompany cell
differentiation in a number of cell types (Ettinger et al., 2011). Here,
we show that maintaining bridges impairs naive pluripotency exit
(Figures 7A–7C and S5D–S5H), while premature abscission and
midbody release accelerates REX1-GFP downregulation (Figures
7D–7H). Interestingly, a link between the presence of stable cyto-
kinetic bridges and cell potency can be highlighted in various spe-
cies and at various developmental stages, including in mouse,
frog, insect, and ctenophore germ cells, in cnidaria interstitial
cells, and in the early mouse embryo (Alie´ et al., 2011; Coggins,
1973; David, 2012; Matias et al., 2015; Pepling and Spradling,
1998; Pepling et al., 1999; Zenker et al., 2017). Early mouse em-
bryos have been shown to retain tubulin bridges throughout inter-
phase from the 2-cell stage up to the blastocyst stage, and these
interphase tubulin bridges have been proposed to act as a plat-
form for E-cadherin transport toward cell-cell junctions (Zenker
et al., 2017). E-cadherin has been implicated in pluripotencymain-
tenance (Soncin et al., 2009); thus, long-lived tubulin bridges
could help maintain pluripotency in ES cells by ensuring E-cad-
herin targeting to cell-cell contacts. Furthermore, the midbody it-
self has been implicated in controlling proliferation via EGF and in-
tegrin signaling in HeLa cells (Peterman et al., 2019) and in
controlling stemnessof neural progenitors via themidbodyprotein
prominin-1 (Dubreuil et al., 2007). The exact mechanisms by
which intercellular bridges and midbodies affect ES cell fate will
be an interesting question for future studies.
It will also be interesting to further explore how the abscission
machinery is remodeled as cells exit the ES cell state. Our data
suggest a role for the ESCRT-III protein CHMP4B, a key driver
in the physical resolution of the bridge (reviewed in Stoten and
Carlton [2018]), which is progressively recruited to the bridges
after induction of naive pluripotency exit. Our data also suggestnaive pluripotency exit, a tubulin bridge connecting two cells is ablated using a
yellow) are monitored.
ith SIR-tubulin (inverted contrast). Ablation is highlighted with a red thunderbolt
red star. One Z plane is shown. Scale bar: 10 mm.
herry (magenta) expressing ES cells pictured in (E) after bridge ablation. Red
r 2i/LIF removal. A single Z plane is shown. Dark gray and yellow stars highlight
tars highlight granddaughter cells after one further division. Scale bar: 10 mm.
tion of time. 0 h: time of 2i/LIF removal. Lines are fitting curves and the time of
Methods).
and cells with ablated bridges that keep themidbody after ablation (pink) or not
ith the other cell). Mean and standard error of themean are plotted. n = 30 cells
tion does not keep midbody,’’ from n = 18 divisions. N = 4.
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doi.org/10.1016/j.devcel.2020.09.001that the faster recruitment of CHMP4Bduring exit from naive plu-
ripotency results from faster structural changes of the bridge.
Indeed, in naive cells, bridge thinning is slower than in cells exit-
ing the ES cell state. Since recruitment of ESCRT-III compo-
nents, including CHMP4B, is thought to depend on the bridge
becoming sufficiently narrow, accelerated bridge thinning in
cells exiting naive pluripotency could directly result in faster
CHMP4B recruitment. Interestingly, in a recent study we also
identified a decrease in plasmamembrane tension as a key regu-
lator of naive pluripotency exit (De Belly et al., 2019). High mem-
brane tension has been shown to act as a negative regulator of
abscission in HeLa cells by preventing the recruitment of
ESCRT-III proteins (Lafaurie-Janvore et al., 2013). It is tempting
to speculate that the membrane tension decrease during naive
pluripotency exit could contribute to the regulation ESCRT ma-
chinery recruitment to the bridge. Importantly, membrane ten-
sion regulating naive pluripotency exit directly, via endocytosis
(De Belly et al., 2019), and abscission affecting pluripotency
exit directly, as shown here, are notmutually exclusive.We spec-
ulate that De Belly et al. (2019) and the current study identify two
distinct, though possibly partly co-regulated, cellular processes
contributing to naive pluripotency exit regulation.
In conclusion, our data uncover how changes in a key cell
biology process, the separation of sister cells during abscission,
acts as a permissive cue for naive pluripotency exit. These re-
sults shed light on how modulating the dynamics of specific
cell-cycle processes can contribute to cell fate transitions.STAR+METHODS
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Antibodies
a-Tubulin Thermo Fischer Cat#62204; RRID: AB_1965960
a-Tubulin Thermo Fischer Cat#MA180017; RRID: AB_2210201
CRIK Insight Biotechnology Cat#611376; RRID: AB_398899
Alexa Fluor 647-AffiniPure Donkey
Anti-Rat IgG
Stratech Scientific Cat#712-605-153-JIR; RRID: AB_2340694
Donkey anti-Mouse IgG (H+L) Highly
Cross-Adsorbed Secondary Antibody,
Alexa Fluor 488
Thermo Fisher Scientific Cat#A-21202; RRID: AB_141607
Chemicals, Peptides, and Recombinant Proteins
SIR-Tubulin Tebu-bio Cat#SC002
B27 Life technologies Cat#12587010
CHIRON Cambridge Bioscience Cat#CAY13122
PD 0325901 Sigma-Aldrich Cat#PZ0162
LIF Merck Millipore Cat# ESG1107
Insulin zinc Sigma-Aldrich Cat#I9278
Apotransferrin Sigma-Aldrich Cat# T1147
Putrescine Sigma-Aldrich Cat#P5780
Sodium Selenite Sigma-Aldrich Cat#S5261
Progesterone Sigma-Aldrich Cat#P8783
CellMaskTM deep red Thermofisher
Scientific
Cat# C10046
Laminin Sigma-Aldrich Cat#11243217001
LipofectaminTM RNAimax Thermofischer Scientific Cat# 13778075
Accutase Sigma-Aldrich Cat#A6964
DMEM/F-12, 1:1 mixture Sigma-Aldrich, Cat#D6421-6
Neurobasal medium Life technologies Cat#21103-049
RO-3306 Sigma Aldrich Cat#SML0569
5MG-Lipofectamine 2000 Transfection
Reagent
Life technologies Cat#11668-027
Critical Commercial Assays
High-Capacity cDNA Reverse
Transcription Kit
Thermofischer Scientific Cat#4368814
SsoAdvanced Universal SYBR Green
Supermix
BioRad Cat#172-5271
Deposited Data
Single cell RNA seq: GEO accession
number GEO: GSE14181
https://www.ncbi.nlm.nih.gov/geo/query/
acc.cgi?acc=GSE141811
N
Experimental Models: Cell Lines
Mouse embryonic stem cells: E14 Chalut lab (Cambridge Stem cell Institute,
Cambridge, UK)
N/A
Mouse embryonic stem cells: E14H2B-RFP Chubb lab (MRC LMCB, University College
London, UK)
Cannon et al., 2015
Mouse embryonic stem cells: E14 REX1-
GFP, GAP43-mCherry
Smith lab (Cambridge Stem Cell Institute,
Cambridge, UK)
Strawbridge et al., 2020
Mouse embryonic stem cells: E14 Fucci2a Jackson lab (the University of
Edinburgh, UK)
Mort et al., 2014
(Continued on next page)
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HeLa cells: H2B-mCherry Tubulin-GFP Baum lab (MRC LMCB, University College
London, UK)
Dimitracopoulos et al., 2020
E14 REX1-GFP Chalut lab (Cambridge Stem Cell Institute,
Cambridge, UK)
Kalkan et al., 2017
S-HeLa cells Paluch lab (MRC LMCB, University College
London, UK)
Chugh et al., 2017
Oligonucleotides
SMARTpool:ON-TARGETplus Pdcd6ip Dharmacon Cat#L-062173-01-0005
SMARTpool:ON-TARGETplus Cep55 Horizon Discovery Cat# L-044799-01-0005
ON-TARGETplus Non-targeting Pool Dharmacon Cat#D-001810-10-05
Primers for Rex1, Klf2, Nanog, Klf4, Fgf5,
Otx2, ESRRB, Alix, Cep55, ActB : see
Table S2
Integrated DNA technologies NA
Software and Algorithms
DeformingMesh3D (Smith et al., 2017) https://github.com/PaluchLabUCL/
DeformingMesh3D-plugin
ImageJ/Fiji (Schneider et al., 2012; Schindelin
et al., 2012)
https://imagej.nih.gov/ij/
Mouse genome build GRCm38/mm10,
GSNAP version 2015-09-29
(Wu and Nacu, 2010) https://www.ncbi.nlm.nih.gov/assembly/
GCF_000001635.20/
Ensembl release 81 (Cunningham et al., 2015) https://www.ebi.ac.uk/about/news/
service-news/ensemblversion-81-release
HTSeq (Anders et al., 2015) https://htseq.readth edocs.io/en/master/
scran package in R (Lun et al., 2016) https://www.rdocumentation.org/
packages/scran/versions/1.0.3
DESeq2 package in R (Love et al., 2014) https://bioconductor.org/packages/
release/bioc/html/DESeq2.html
Prism 7 Graphpad software, Inc N/A
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Lead Contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Ewa K
Paluch (ekp25@cam.ac.uk).
Materials Availability
This study did not generate new unique reagents.
Data and Code Availability
The accession number for the single-cell RNA sequencing data reported in this paper is GEO: GSE141811 (accessible through
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE141811)
EXPERIMENTAL MODEL AND SUBJECT DETAILS
In this study, the cells used were: E14 wild type ES cells, E14 ES cells stably expressing H2B-RFP, a kind gift from Jonathan Chubb
(Cannon et al., 2015), E14 ES cells stably expressing REX1-GFP and GAP43-mCherry (a kind gift from Carla Mulas and Stanley
Strawbridge, Austin Smith lab, Stem Cell Institute, University of Cambridge (Strawbridge et al., 2020)), E14 cells stably expressing
REX1-GFP (Kalkan et al., 2017), E14 cells expressing the Fucci2a system (Mort et al., 2014) (a kind gift from Ian James Jackson,
the University of Edinburgh), HeLa cells expressing H2B-mCherry and Tubulin-GFP (Dimitracopoulos et al., 2020) (a kind gift from
Buzz Baum, MRC LMCB, University College London), and suspension HeLa cells (Chugh et al., 2017).e2 Developmental Cell 55, 1–14.e1–e5, October 26, 2020
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Cell Culture, Transfection and Live Imaging
HeLa cells were cultured in Dulbecco’s Modified Eagles Medium (DMEM GlutaMAX; Sigma #D5796) supplemented with 10% FBS
and 50 U/ml penicillin and 50 mg/ml streptomycin at 37 C under 5% CO2.
Mouse ES cells were routinely cultured as described in (Mulas et al., 2019) (and see below) on 0.1% gelatin in PBS (unless other-
wise stated) in N2B27+2i+LIF + penicillin and streptomycin, at a controlled density (1.5-3.0 104 cells/cm2) in Falcon flasks and
passaged every other day using Accutase (Sigma-Aldrich, #A6964). They were kept in 37C incubators with 7% CO2. Cells were
regularly tested for mycoplasma.
The culture medium was made in house, using DMEM/F-12, 1:1 mixture (Sigma-Aldrich, #D6421-6), Neurobasal medium (Life
technologies #21103-049), 2.2 mM L-Glutamin, home-made N2 (see below), 1:50 B27 (Life technologies #12587010), 3 mM Chiron
(Cambridge Bioscience #CAY13122), 1 mM PD 0325901 (Sigma-Aldrich #PZ0162), 10 ng.mL-1 LIF (Merck Millipore # ESG1107),
50 mM b-Mercapto-ethanol, 12.5 ng.mL-1 Insulin zinc (Sigma-Aldrich #I9278). The 200 X home-made N2 was made using
0.791 mg.mL-1 Apotransferrin (Sigma-Aldrich #T1147), 1.688 mg.mL-1 Putrescine (Sigma-Aldrich #P5780), 3 mM Sodium Selenite
(Sigma-Aldrich #S5261), 2.08 mg.mL-1 Progesterone (Sigma-Aldrich #P8783), 8.8% BSA. Exit from naı¨ve pluripotency was triggered
by passaging the cells and seeding them in N2B27. When indicated RO-3306 (Sigma-Aldrich #CatSML0569) was added at a final
concentration of 6 mM.
For colony imaging, the cells were typically plated on 35 mm IbidI dishes (IBI Scientific, #81156) coated with gelatin (unless other-
wise stated) the day before the experiment, and imaged on a Perkin Elmer Ultraview Vox spinning disc (Nikon Ti attached to a Yo-
kogawa CSU-X1 spinning disc scan head) using a C9100-13 Hamamatsu EMCCDCamera. Samples were imaged using a 60X water
objective (CFI Plan Apochromat with Zeiss Immersol W oil, Numerical Aperture 1.2). Typically, the samples were imaged acquiring a
Z-stack with DZ = 2 mm.
siRNA treatment was performed using 2.5 mL LipofectaminTM RNAimax (Thermofischer Scientific, # 13778075) and 1 mL siRNA
(20 mmol.L-1 for a final concentration of 20 nmol.L-1) each mixed in 250 mL OptiMEM for 5 min, then mixed together and incubated
at room temperature for 20 min. 300,000 cells were then resuspended, and plated in a 12-well plate in 500 mL media total + siRNA
mix. The cells were incubated with siRNA for 24h before experiments and qPCR. The RNA used were SMARTpool:ON-TARGETplus
Pdcd6ip (Dharmacon #L-062173-01-0005) for ALIX depletion, SMARTpool:ON-TARGETplus Cep55 (Horizon Discovery # L-044799-
01-0005) for CEP55 depletion, and ON-TARGETplus Non-targeting Pool (Dharmacon #D-001810-10-05) as a scrambled control.
When indicated Dendra2-H3.3-N-14 (Addgene #57725) was transfected with a similar protocole using Lipofectamine 2000 Trans-
fection Reagent (Life technologies #11668-027).
For live imaging of the spindle and post-mitotic bridges, tubulin was labeled using SIR-Tubulin (Tebu-bio #SC002, diluted in media
to 20 nM and incubated for 6h then rinsed). These conditions were chosen because they allowed an optimal tubulin staining while not
stabilizing the microtubules (as assessed by a normal duration of cell division).
When specified, Ibidi dishes (IBI Scientific, #81156) were incubated overnight with 10 mg.mL-1 Laminin (Sigma, #11243217001)
at 37C.
Cell Sorting
Cells were sorted according to the fluorescence levels or forward scatter and side scatter to sort the cells by size (this recapitulates
cell-cycle sorting (see Figure S2A)) using FACSAria III Cell Sorter at the UCL flow cytometry core facility at UCL Great Ormond Street
Institute of Child Health.
Clonogenicity Analysis
To test for speed and efficiency of exit from naı¨ve pluripotency, replating assays were performed. After various treatments such as
sorting or siRNA treatments, the cells were plated at low density (30,000 cells per well of a 24-well plate) onto plates coatedwith 0.1%
gelatin in N2B27 for 26 hours. Then the cells were resuspended, counted, and replated at low density (200 cells per well of a 12-well
plate) on 0.1% gelatin in N2B27+2i+LIF. After 5 days, the number of colonies was manually counted.
REX1-GFP Intensity Measurements in Colonies and Analysis
ES cells stably expressing REX1-GFP and GAP43-mCherry were plated in N2B27 on 0.1% gelatin-coated IbidI dishes and 4 hours
after plating, Z-stacks withDZ = 2 mmwere acquired. REX1-GFPmean intensity wasmanually measured in the cytoplasm at themid-
plane of the cell using a rectangular region of interest for each cell at each time point using Fiji (Schindelin et al., 2012).
To determine whether the correlation between division and naı¨ve pluripotency exit (Figure S1I) could be due to chance, we used a
non-parametric bootstrapping method. We first fitted the REX1 intensity curves to a sigmoidal decay function and extracted the time
of naı¨ve pluripotency exit t. We discarded the time courses for which this time could not be accurately determined (i.e. those where
fitting the REX1 time course gave an error of fit for t that was on the order of the value of t itself). We then calculated the coefficient of
determination R2 of the linear regression between the time of naı¨ve pluripotency exit and the time of cell division (in cases where there
were two events of division, the one closest to the time of naı¨ve pluripotency exit was picked). This gave R2=0.73 for the points that
passed the criterion. We then bootstrapped the dataset by randomly assigning the time of naı¨ve pluripotency exit of a cell i to the
time(s) of cell division of a randomly selected cell j (the procedure was done with replacement) and calculated the coefficient ofDevelopmental Cell 55, 1–14.e1–e5, October 26, 2020 e3
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relation values. Importantly, we found that the observed correlation occurred just less than 5% of the time, underlying its statistical
significance (Figure S1I).
To determine the extent to which the dynamics of REX1 downregulation in daughter cells were correlated (Figures 3E and 3F), we
first separated cells exiting naı¨ve pluripotency at the first division (where correlation between daughters was analyzed prior to them
dividing again), and cells exiting naı¨ve pluripotency at the second division (where correlation between grand-daughters was consid-
ered). To avoid artefacts due to differences in REX1 expression levels between cells, we first normalized all REX1 curves so that their
first time point is of intensity 1. We first calculated for each time point, the average decrease of REX1 intensity across all cells, as well
as the standard deviation around it. This gave us a population-average of the variance (‘‘global variance’’) that would be observed if
cells had no correlation frombeing sisters.We then computed the variance at each time point between the REX1 curves of two sisters
(‘‘local variance’’). In both ‘‘global’’ and ‘‘local’’ case, we then averaged across time the variances, and compared the results. We only
found two cases in which sister-sister variance was larger than the population average, which were the only two cases in which two
sisters exited naı¨ve pluripotency at different times. Importantly, looking at the full dataset, we found that the average variance be-
tween sisters was typically 2-3-fold smaller than the global population variance (Figure 3F), showing that sisters display significant
correlation in REX1 downregulation dynamics.
Immunofluorescence
Cells were fixed in IbidI dishes (IBI Scientific, #81156) in 4% formaldehyde in PHEM buffer with 0.125% Triton. Primary antibodies
against a-Tubulin (Thermo Fischer #62204 or Thermo Fischer Scientific #MA180017), CRIK (Insight Biotechnology #611376) were
incubated 1:200 in PBS with 5% non-fat dry Milk for 2h at room temperature, and the secondary antibody was incubated 1:500
for 1h at room temperature. Secondary antibodies were: Alexa Fluor 647-AffiniPure Donkey Anti-Rat IgG (Stratech Scientific,
#712-605-153-JIR), Donkey anti-Mouse IgG (H+L) Highly Cross-Adsorbed Secondary Antibody, Alexa Fluor 488 (Thermo Fisher Sci-
entific, #A-21202). The cells were mounted using ProLong Gold Antifade Mountant with 1:10,000 DAPI (Thermofisher Scientific,
#P36941) and imaged using a 63X HCX PL APO (Numerical Aperture 0.6 - 1.4) on a confocal microscope (Leica DMI6000
Microscope).
Microchannel Experiments
PDMSmicrochannels were fabricated as previously described (Bergert et al., 2015). Briefly, PDMS was polymerized over wafers for
8 mm * 5 mm or 10 mm * 10 mm channels and over 35 -mm coverslips and pre-baked at 60C. Holes were punched on top of the chan-
nels then all the parts were coated with PDMS and attached to a dish and baked overnight at 60C. The channels were filled with
media using syringes and left to equilibrate for 1h at 37 C and all bubbles were removed by softly pushing the gel down before
the cells were injected using syringes.
For cells in microchannels, REX1-GFP mean intensity was manually measured in the midplane of the cell every hour using a rect-
angular selection in the cell cytoplasm for each cell using Fiji (Schindelin et al., 2012).
Single Cell RNA Sequencing
RNA Sequencing and Analysis
Library preparation was done by the Stem Cell Institute Genomics Facility using SmartSeq2 method and Nextera XT kits (Illumina)
(Picelli et al., 2014). Paired-end sequencing was performed on Illumina HiSeq4000 yielding 380 Million reads per lane.
RNA Data Processing and Transcriptome Analysis
Mouse genome build GRCm38/mm10 was used to align reads using GSNAP version 2015-09-29 (Wu and Nacu, 2010). Genes were
annotated using Ensembl release 81 (Cunningham et al., 2015) and read counts were quantified using HTSeq (Anders et al., 2015).
Quality control and downstream analyses were performed using scran package in R (Lun et al., 2016). Expression was computed
using DESeq2 package in R (Love et al., 2014) with p-adjusted<0.05. Log-transformed normalized counts were used for subsequent
heatmaps and expression plots. The cyclone function of the scran package was used to assign a cell-cycle phase to individual cells
(Scialdone et al., 2015). In Figure S2C, the expression levels of the top 50 highly expressed genes involved in stem cell population
maintenance genes (GO: 0019827) were assessed.
Clustering of Cells Based on Expression of Two Pluripotency Genes Tfcp2l1 and Tbx3
The two genes Tfcp2l1 and Tbx3 were selected because they are among the first genes to be downregulated during exit from naı¨ve
pluripotency (Kalkan et al., 2017), and they had the highest variation among all naı¨ve pluripotency genes when compared to naı¨ve
cells. Cells were assigned to one of 4 clusters using the k-mean clustering method, which minimizes the sum of squares of distance
of each point to its cluster center. The clusters were then identified as high or low expression of each gene. Clustering was computed
on normalized expression using DESeq2 (Love et al., 2014) on both naı¨ve cells and cells exiting naı¨ve pluripotency together.
Volume Measurements
Cell volumes were measured from Z-stacks using the 3D mesh plugin we previously published (Smith et al., 2017), https://github.
com/PaluchLabUCL/DeformingMesh3D-plugin. The far-red membrane dye CellMaskTM (Thermofisher Scientific, # C10046) was
used for cell segmentation. The parameters used for segmentation were determined as the best by visual analysis. The parameters
chosen were: gamma: 1000; alpha: 5; pressure: 0; normalize: 5; image weight: 1.0E-4; divisions: 3; curve weight: 0; beta: 0. Themeshe4 Developmental Cell 55, 1–14.e1–e5, October 26, 2020
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ume seemed resolved by visual assessment.
qPCR
RNA extraction was performed using the RNAEasyQiagen kit according to themanufacturer’s instructions. The reverse transcription
was performed using the High-Capacity cDNA Reverse Transcription Kit (Thermofischer Scientific #4368814). qPCR was performed
using SsoAdvanced Universal SYBR Green Supermix (BioRad, #172-5271), loading 2.3 mg per lane. Primers were bought from
Integrated DNA technologies.
Photobleaching Experiments
Cells were transfected with EGFP the day before the experiment and plated on laminin. Photobleaching was performed using an
Olympus FluoView FV1200 Confocal Laser Scanning Microscope with 70% 405 nm laser on an ROI comprising most of the cyto-
plasm of the cell using the laser light stimulation (SIM) scanner with a 60X objective (UPLSAPO60XS, Numerical Aperture 1.3). Images
were acquired at full speed (every 1.1s). The mean GFP intensity in a ROI of fixed size was measured on the images. To quantify the
amplitude of fluorescence loss following photobleaching, we measured the minimum intensity reached in a sister cell still connected
to the photobleached cell by a bridge, or in an unconnected neighbor (Figure 4D). Fluorescence levels were normalized to the initial
fluorescence levels, to take into account cell-to-cell variability in GFP expression.
Electron Microscopy
Cells were cultured on gridded coverslip–bottom dishes (MatTek) coated with laminin to facilitate correlation between light and elec-
tronmicroscopy. Bridgeswere identified by phase contrast in lightmicroscopy. Sampleswere then prepared for electronmicroscopy
following a protocol adapted from (Deerinck et al., 2010). Briefly, samples were fixed in 2% PFA/2.5 % Glutaraldehyde solution (EM
grade, TAAB) for 30 min at room temperature. Samples were washed in 0.1 M sodium cacodylate buffer and post-fixed in 1% OsO4
for 1h at 4C. Samples were then stained by application of 1% thiocarbohydrazide for 20 min at room temperature, 2% OsO4 for
30 min at room temperature, 1% uranyl acetate overnight at 4C and lead aspartate for 30 min at 60C, with intermediate washing
in dH2O. This was followed by dehydration of the samples by graded ethanol incubations in 70%, 90% and 100% ethanol and
embedding in epon resin (TAAB). Coverslips removed from the dishes were inverted onto prepolymerized epon stubs and polymer-
ized by baking at 60C overnight. Coverslips were removed from the polymerized resin by plunging into liquid nitrogen, and the cells
of interest were found on the block surface by using the grid marks transferred from the coverslip, and the light microscopy images.
Serial 70 nm thin sections were cut with a 45 diamond knife (DiatomeDiATOME) using an ultramicrotome (UC7; Leica). Ribbons of
sequential sections were collected on 1 3 2 mm Formvar-coated slot grids, and imaged using a transmission electron microscope
(Tecnai G2 Spirit; FEI) and a charge-coupled device camera (SIS Morada; Olympus).
Tomeasure thewidth of the bridge and the size of the densemidzone of the bridge, we selected themid-section of the bridge out of
the 3D sectioning.
Post-mitotic Bridge Ablation
Cells were plated on laminin the day before the experiment in medium supplemented with 20 nM SIR-Tubulin. Exit from naı¨ve plu-
ripotency was triggered 5h before ablation by changing the medium for N2B27 supplemented with SIR-Tubulin. Ablation was per-
formed using a LSM880 Multiphoton microscope with a Plan Apochromat 40X oil objective (Numerical Aperture 1.3) with the
760 nm pulsed Chameleon Vision II TiSa laser at 50% laser power. The position of the ablation spot with respect to the midbody
and the localization of the midbody after ablation were visually assessed using the SIR-Tubulin and transmitted light channels.
QUANTIFICATION AND STATISTICAL ANALYSIS
Prism 7 (Graphpad software, Inc) was used for all statistical analysis. The D’Agostino & Pearson test was used to test for the normal
distribution of data. To compare means, a Student t-test, a Student t-test with Welch correction or a Mann-Whitney test were per-
formed if the data were normally distributed with similar standard deviations, normally distributed but with different standard devi-
ations or not normally distributed, respectively. For contingency data, c2 tests were performed. For bridges and midbody counting,
the data were blinded. In figure legends, N indicates the number of independent experiments, and n the number of points (not stated
for dot plots). Pooled independent experiments are presented in dot plots; before pooling experiments, we compared the means of
the different replicates using appropriate tests (as listed above).Developmental Cell 55, 1–14.e1–e5, October 26, 2020 e5
