This paper addresses the design of system-based component test plans for demonstrating reliability of a series system. There are two primary contributions of this work. First, unlike most of the prior work in this area which has relied on the component failure times being exponentially distributed, this paper examines another common failure time distribution, namely the Weibull distribution and develops a test plan that exploits the relationship between the Weibull and the exponential distributions. Second, it introduces the notion of imperfect interfaces between components within the system which is another issue that all prior work has ignored, and results in plans that also call for system level tests.
Introduction
Dedicated programs of testing are an integral part of the process by which new systems are designed and developed. The purpose of such programs is to ensure that the system will satisfy performance criteria, prior to their actual deployment in the field. While there are many different formats that such test plans could follow, the two basic options are (a) system testing, and (b) component testing. With the first option, the entire system is assembled and then tested in order to draw inferences on its reliability, while in the latter case the components that make up the system are tested, and then based on the results of these component tests one draws inferences about the system reliability. Several variations of these two basic options are possible. For instance, one may conduct tests at the level of subassemblies (or subsystems) that are composed of individual components, and that are themselves part of the entire system. Alternatively, one could adopt some combination of system, subsystem and component testing.
The choice of an appropriate test plan depends on the characteristics of the specific system under consideration, as well as cost and feasibility. System level tests are typically more expensive as well as more inconvenient than component tests. There are several reasons for this. First, the instrumentation, test fixtures and facilities, materials and the actual test units all usually cost more for systems than for components. Second, and perhaps most importantly, with component tests the entire system need not be assembled prior to testing. This results in significant savings both with respect to costs as well as the times associated with system development. Third, testing may proceed independently at different times and locations. This is an important issue since components (or subsystems) of many large systems are typically contracted to different organizations who develop these components independently. Fourth, component tests tend to be more informative in that the behavior of individual components can often be understood better than in the case where they are assembled into a larger system. Finally, component testing goes well with the notions of total quality since the final system is assembled only after a performance guarantee is obtained.
Conversely, system testing is preferable when the component failures are highly dependent on each other since component testing assumes independence of component failure times, and the availability of a mathematical model that expresses system reliability in terms of component reliabilities. Another situation where system testing may be preferable is when the interfaces between components are inherently unreliable; however, in such situations it may still be more economical to use a combination of system and component testing.
In this paper we concentrate on situations where component testing is appropriate. In designing a component test plan the major issue to keep in mind is that the plans must be system-based. What this means is that if the plan is not designed with explicit consideration given to the mathematical model that relates the system reliability to component reliabilities, the resulting inferences about system reliability can be very misleading. This point is discussed in [1] . Unfortunately, it is not always considered in practice, and often for testing purposes, the total system reliability is allocated arbitrarily among components. Much of the research in component testing has concentrated on the design of system-based component test plans. Some of the papers that have addressed various issues relating to such plans include references [1] through [11] . The problem of designing optimal test plans leads to a formulation which is a two stage mathematical program. The "inner" stage searches for the maximum probability of an erroneous decision for a given set of test parameters, while the "outer" stage searches for the most desirable set of parameter values among those that yield maximum error probabilities that are within acceptable limits.
System-Based Component Test Plans
As with any test plan, the objective is to minimize the total cost of the test program while ensuring that they offer sufficient protection from errors that result from making wrong decisions. Specific examples of reliability test plans can be found in the Department of the Navy document MIL-HDBK-781 [12] which offers protection from the probabilities of Type I error (α) and Type II error (β). In this document values are specified for α and β (with α+β<1), and for R 0 and R 1 (with 0<R 0 <R 1 <1) where a system with reliability less than R 0 over its mission time would be considered definitely unacceptable and a system with reliability higher than R 1 over its mission time would be considered definitely acceptable. Suppose R S denotes the reliability of the system over its mission time. Then the two constraints to be met by any test plan are:
Pr (Plan rejects the system | R S ≥ R 1 ) ≤ α (1) Pr (Plan accepts the system | R S ≤ R 0 ) ≤ β
In general, there may be many different test plans that meet the above constraints. Each such plan could have its own format (test procedure, acceptance rule, etc.) and associated total test cost, and ideally, one would like to select the plan that is the least expensive. Unfortunately, it is not possible to exhaustively list all procedures that will lead to feasible test plans. Therefore, we take the approach of deciding in advance upon a plan format that is plausible for the specific system under consideration, and then searching for plan parameters which minimize total test costs.
A Component Test Plan for the Weibull Distribution
Most of the prior work in this area (including the references listed at the end of Section 1) have assumed that the failure times of the components are exponentially distributed. This assumption is justified on the basis of the fact that the exponential distribution is indeed a valid one for many situations and also because it leads to analytical models that are tractable and lead to minimum cost plans. Easterling et al. [1] and Rajgopal and Mazumdar [8] have also examined binomial and gamma failure time distributions, respectively; however, the models in these cases do not possess the same degree of analytical tractability. In this paper we examine under certain assumptions, another failure time distribution, namely the Weibull distribution. We consider this distribution because of its widespread use in reliability applications. It is also analytically more challenging than the exponential distribution and we focus on a series system.
Consider a system of n independent components in series. It is assumed that • The failure time of component i is a random variable that follows the Weibull distribution with scale parameter b i and shape parameter a i .
• The value of b i is unknown, but that of a i is known.
• The interfaces between the components are perfect.
• Component failures are mutually independent.
• Without loss of generality, the mission time is equal to one unit of time so that the reliability of the system is given by
• Two numbers R 0 and R 1 (0<R 0 <R 1 <1) are specified such that the system is considered definitely unacceptable if R S ≤R 0 and definitely acceptable if R S ≥R 1 .
• Two small fractions α and β corresponding to the maximum acceptable levels of Type I and Type II error respectively are specified, with α+β<1.
The assumption that a i is known while b i is unknown is made in order to make the problem tractable. It may also be justified on the basis of the fact that the parameter a i determines whether the failure rate is increasing or decreasing (or constant if equal to 1) over time, and usually this characteristic is known for a component with a specific task. On the other hand the scale parameter b i relates more to the magnitude of the failure rate and is more likely to be unknown. In order to analyze the above system we make use of a property of the Weibull distribution. Specifically, suppose that the time to failure of component i in the system is denoted by W i and the quantity ( / ) 1 b a i i is denoted by λ i (note that the value of λ i is unknown). Then it follows that the random variable T i =W a i i . follows an exponential distribution with mean λ i -1 and the system reliability is given by R S = exp(-∑ i λ i ).
We use the above property to develop a test plan that is an adaptation of the plan based on the so-called sum rule that has been used in our earlier work with exponentially distributed failure times [8] . With this rule the procedure was to (a) test each component i (with replacement of failed components) for t i units of time, (b) observe the number of failures X i observed for component i, (c) compute X = X 1 +X 2 +...+X n , the total number of failures observed, and (d) accept the system if X does not exceed some integer m, otherwise reject it. The plausibility of the sum rule for series systems has been discussed by Easterling et al. [1] , and it has the significant feature of leading to tractable mathematical derivations.
In which is equal to the total number of renewals observed over all n components is now computed, and if X exceeds m the system is rejected, otherwise it is accepted. We now address the constraints required to be met by the test plan. First we introduce some notation. Define F m (λ) as the distribution function of a Poisson random variable Y with mean λ, i.e., F m (λ)=Pr(Y≤m). Also, given 0≤γ≤1, define φ m (γ) as the mean of a Poisson random variable Y for which Pr(Y≤m)=γ, i.e., 
Since each X i is Poisson with mean λ i t i it follows that X=∑ i X i is Poisson with mean ∑ i λ i t i . Using (5) we may rewrite (6) as
Since the Poisson distribution function F m (γ) is strictly decreasing in γ, (7) may be rewritten as
In summary (8) states that given the nonnegative parameters t 1 ,t 2 ,...,t n and the integer m, in order to satisfy the constraint on Type I error the LHS of the inequality in (8) cannot exceed φ m (1-α) for any nonnegative vector λ∈R n which also satisfies ∑ i λ i ≤ -ln R 1 . In particular, the maximum value of this LHS across all such λ should be no higher than φ m (1-α). Thus constraint (2) reduces to solving the following linear programming subproblem in λ:
and requiring the maximum to be less than or equal to φ m (1-α). Along identical lines the Type II error constraint given by (2) reduces to solving the following linear programming subproblem in λ:
and requiring the minimum to be greater than or equal to φ m (β). The overall problem is to find nonnegative values of t 1 ,t 2 ,...,t n and the integer m for which the above feasibility requirements are met and some economic criterion (such as the total test cost) is optimized. Before proceeding further we examine the solutions to subproblems (9) and (10) Thus constraints (1) and (2) reduce to (-ln R 1 ) t i max
respectively, and hence via (11) to the following constraints in the plan parameters m and t 1 ,t 2 ,...,t n .
where we define
It is clear that for both (12) and (13) 
This in turn requires
Since R 1 >R 0 the LHS of this last inequality is strictly less than 1, and it has been shown [13] that if α+β<1 as assumed, the ratio in the RHS is strictly increasing in m and approaches 1 as m approaches ∞. Therefore we can find t 1 ,t 2 ,...,t n that satisfy (12) and (13) for all m≥m * where m * is defined as
Moreover, although t i is not equal to the actual time on test for component i it is clear that its test time increases with t i . Since it is reasonable to assume that test costs are proportional to test times, it follows that in general, one would like to choose t i to be as low as possible. Thus from (13) the optimum value of t i for each component will be the same and equal to B(m). Moreover, B(m) strictly increases with m so that the optimum value for m would be m * as defined by (16). These results are consistent with those obtained for the exponential distribution: for a series system which is only as good as its weakest link, each component has the same optimum value for its test parameter (with the exponential distribution this was the actual time on test).
Unlike with the exponential distribution, there is no clear objective function that can be used to translate the above test times into costs for the test procedure that we have proposed. The total test cost is the sum of the costs for each component, where the cost associated with component i is the product of its time on test and the cost per unit time on test. Unfortunately, with the above analysis for the Weibull distribution, the time on test for component i is a random variable and while its value is related to t i there is no closed form expression for deriving it. While it has been possible to obtain a welldefined set of parameters for the test plan, it is by no means clear that the test procedure satisfies any "optimum" properties according to well-established statistical criteria. How to combine information on component test data for the purpose of making inferences on system reliability appears to be a valid topic for statistical research.
Imperfect Interfaces
A criticism often leveled against component test plans is that it ignores failures that occur at the interfaces between components of the system, e.g., failures in the welding that attaches one component to another or failures in the wiring that connects two components of a system. Practitioners are often uncomfortable with plans that call only for component tests, and often prefer to supplement these with system tests as well. This combination of system and component tests in the context of imperfect interfaces has not received attention in the research literature and in this section we present some results relating to this issue. We restrict ourselves to the case where a=1 for all components so that they all have exponentially distributed times to failure and denote the mean for component i by λ i -1 . Now consider a system where the interfaces are also failure prone; specifically, we assume that the failure time of the interfaces taken together is also exponentially distributed with unknown mean λ I -1 . The system reliability here is now given by R S =exp(-λ I -∑ i λ i ). The test plan has parameters t 1 , t 2 ,... t n ,t S and m, where component i is tested for t i and the system for t S units of time. The number of system failures (X S ) and the number of component failures (X i ) are observed and we use the following test procedure: "if X= X S +∑ i X i does not exceed m, the system is accepted, otherwise it is rejected". We use this test procedure mostly for its mathematical advantage. The Type I and Type II error constraints for this test plan may be stated as { }
To develop these, we first note that X is a Poisson random variable with a mean given by
Using logic identical to that in Section 3, for a given vector of times, (17) and (18) are equivalent to
and these in turn are equivalent to
where A(m) and B(m) are given by (14) and (15). Once again, (21) and (22) are feasible for all m≥m * , where m * is given by (16) and it is clear that for feasible m, if test costs are positive and proportional to test times then t S =B(m), and t i =0 for all i. The optimum value of m is given by m * . Thus for a system with imperfect interfaces the optimum strategy is to test only the system (and not the components) for B(m * ) units of time where m * is given by (16) and accept the system as long as the number of system failures observed is no higher than m * . The fact that with imperfect interfaces it is optimal to test only the system is not surprising. This is because in a series system the interfaces are just as important as each of the individual components. Since the interfaces cannot be tested individually, the only option is a system test, which of course obviates the need for individual component tests since the components are implicitly tested as part of the larger system. However, this assumes that one has no knowledge about the relative reliability of the interfaces as compared to the components. In practice, this need not be the case, and in general, one would expect the interfaces to be much more reliable than the individual components. Thus one may have an upper bound on the failure rate of the interfaces; this may be in the form of an absolute value or as a function of the individual component failure rates. In such situations, the constraint space of the subproblems defining the LHS of (19) and (20) are different and the solutions to these will not necessarily lead to simple constraints such as (21) and (22). Furthermore, the actual optimum test times will depend on the relative magnitudes of the system and component test costs. Such situations are currently being studied by the authors and some preliminary results may be found in reference [14] .
