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Welcome dear reader, to my journey in becoming a PhD. I hope that I can 
be your guide through this complex maze consisting of polymer 
crystallization, fast experiments (aka fast scanning calorimetry) and difficult 
X-ray patterns and that you find inspiration from it. Before starting, I would 
like to spend the first pages of this thesis to express my gratitude to several 
people, including my advisors, my colleagues, my friends and my family, as 
it is only thanks to their support and encouragement that I could successfully 
complete this project.  
First of all, my utmost gratitude goes to my promotor, prof. Bart Goderis, 
for your support (and time) throughout this PhD project. To say it in polymer 
crystallization terms, you are the nucleation agent triggering this complex 
ordering process which started as an entangled network of ideas, hypotheses 
and raw X-ray data (a lot of raw data !). Your input was essential to lower 
the activation energy barrier and to deliver a dense package of new 
information in the form of this manuscript. Several obstacles (science is 
never easy) could only be conquered thanks to your extensive knowledge in 
the field – especially guidance was needed through the SAXS and WAXD 
data processing jungle. I thank you for always believing in me and making 
me a better scientist. I would like to end with one of your quotes describing 
my feelings at this particular moment:  
I love it when a plan comes together – Colonel John “Hannibal” Smith  
Bart Goderis (Grenoble, nov 2014) 
My apologies to prof. Peter Van Puyvelde for not being able to summarize 
my acknowledgements in one (or maybe two) pages. That is why I will keep 
it short for you: Thank you, Peter, for being my co-supervisor! Together 
with my assessors – prof. Mario Smet and prof. Martine Wevers – you 
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guided me through these four research years, amongst other by being critical 
during occasional presentations. Mario and Martine, although in the end this 
thesis is maybe a too-far-from-your-bed-show, I really appreciate your 
acceptance of being part of my examination committee. I would like to thank 
you and the other members of the jury – prof. Erik Nies, prof. Vincent 
Mathot, prof. Gerrit Peters and prof. Giuseppe Portale – for spending 
some of your valuable time in reading this manuscript and for the insightful 
suggestions and comments on this work.  
Vincent, it has been an honor collaborating with you. I can proudly say that 
I consider you as my second (co-)supervisor as you helped me ploughing 
my way through the thermal analysis world. Together with Thijs Pijpers, 
you form an inseparable duo. Thijs, thank you for helping me with Flash 
DSC related (practical) questions and for all the small talk between the (fast) 
DSC experiments. Thank you, SciTe B.V. (the Netherlands), for providing 
the necessary infrastructure to accomplish my research work. Special thanks 
goes to Paul van Grinsven and Archi Leenaers of Anatech B.V. (the 
Netherlands) for designing the triggering electronics of the Flash DSC 1 
prototype. I am also truly grateful to the guys from the mechanical workshop 
– Tony Debecker, Peter Serverius and Kevin Wierinckx – for fixing each 
technical problem, no matter the complexity, and consequently making sure 
that our experiments kept running. Especially Peter, thank you for 
constructing the different sample holders which without, this research not 
possible was.  
Since I spent some time performing experiments at two different beamlines 
in the ESRF, it fits now to acknowledge the people making sure that my 
experiments were running smoothly. I thank the complete DUBBLE team, 
for their expertise and their friendly faces in the morning after a long night 
of experiments. Especially Giuseppe (beamline scientist, at least for the two 
first beam times), dr. Daniel Hermida Merino (beamline scientist), 
dr. Aleksei Bytchkov (software scientist) and Florian Ledrappier 
(technician) deserve my appreciation. Giuseppe and Daniel, thank you for 
aligning and focusing the beam on my (very) tiny sample and for answering 
the phone in the middle of the night when yet another problem popped up. 
Also the staff members of the ID13 beamline are acknowledged for their 
assistance. Special thanks to dr. Martin Rosenthal, for preparing the set-
up and for sharing some useful insights in the simultaneous FSC and 
SAXS/WAXD approach. 
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A big thank you goes to all of my group members past and present; Maja 
Vanhalle, dr. Lien Telen, dr. Ellen Bertels, Kevin Bogaerts, dr. Thomas 
Langstraat, Olivier Verkinderen and Maarten Colaers. Maja, thank you 
again for guiding me through my master thesis project. I am curious to see 
if some of my results will make it into your PhD thesis. Lien, we do quite 
well managing the (temperature in) office 02.505 and surviving (or better 
ignoring) the nonsense from our office-boys. But it are these office-boys 
who really deserve the most sincere (group)hug ever imaginable. Olivier and 
Maarten, thank you for accompanying me to Grenoble for once again 
another beam shift, for doing night shifts when I was sleeping or day shifts 
when I was trying to sleep and for performing the experiments as instructed 
by me without any complaints. Olivier, you evolved from my very first 
master thesis student to best friend, you could put a smile on my face when 
I was down and was always available when I needed a hand or a listing ear. 
Maarten, also thank you for serving as my private driver on Friday evening 
to the most beautiful part of this country (for the ignorant amongst us, 
Limburg of course). Lien, Olivier and Maarten my apologies if I was not 
enjoyable as colleague during the last few difficult writing months. Elke De 
Zitter, although not really part of our laboratory, you are a priceless asset 
to our group. I really appreciate your everlasting enthusiasm and contagious 
happiness which you brought over us during the lunch breaks. Thank you 
all for your contributions in creating memorable moments during the 
Christmas parties, summer BBQs, BPGs, housewarmings, pizza + board 
games evenings, …  
The members of the SMaRT division are acknowledged for the interesting 
discussions during the lunch breaks and for the very tasteful cakes, pies, 
cookies, … which we could enjoy during several occasions. Thank you, dr. 
Anja Vananroye and Nico Coenen, for keeping the laboratories running 
and taking care of the safety issues. Michael Van den Eynde, a big thank 
you for creating the illustrative technical images of my sample holders. Dr. 
Stijn Coertjens, your help during the first two – not so successful – years 
of my PhD is highly appreciated. In the context of these two years I may not 
forget to thank dr. Helge Pfeiffer – for his extensive knowledge about 
ultrasound – and Johan Vanhulst and Herman Tollet – for their technical 
skills. 
During my PhD I have had the pleasure to guide several thesis students – 
Olivier, Maarten, Eline Baes and Eline Deprez – and one internship 
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student, Michèle Moris, with their research projects. Working together with 
all of you was very rewarding and I sincerely hope that you take some 
aspects of my guidance – e.g. my enthusiasm for research, patience, 
perfectionism, … – with you to your own working environment. 
Furthermore, I really enjoyed teaching some basic principles of chemistry 
to first year Bachelor students in Bio-engineering during many practical 
sessions. This educational experience was only made possible by the 
administrative and technical help of dr. Nele Knoops and Ilse Goris.  
Marcel Lasker, you cannot imagine the emptiness you left behind when 
you traded your job as lab-dad to become a train driver. You were always 
there for us; solving lab problems, filling liquid nitrogen dewars, ordering 
lab products/equipment, assisting us with the formulation of risk 
assessments, … For some of your tasks, we found a valuable replacement – 
thank you Karel Duerinckx and Dominik Gerrits – but for teasing Olivier, 
I still miss my partner in crime. In addition I would like to show my 
appreciation for those working behind the scene of the Chemistry 
department and making our lives as PhD students more easy. Thank you, 
Ann Petré, Greet Duerinckx and dr. Raf Goossens. 
During my PhD I was privileged to present my research at different 
international conferences where I met some wonderful people. To my 
conference buddies – Isis van Wetten, Emanuele Parodi and Fabio 
Paolucci –: it was always a pleasure to see each other again, to discuss 
relevant Flash DSC issues and end a long conference day with some small 
talk around the swimming pool. I wish you all the luck with your PhD 
projects, but I am sure that you will do all great! Also prof. Dario Cavallo 
deserves a small word of appreciation; thank you for the scientific 
discussions about polymer crystallization, for your help during one of my 
beam shifts and for meeting my expectations by being the stereotype 
(confused) Italian professor.  
Besides work, there is play. The list of people below – not being part of my 
professional network – do a great job in distracting me from work related 
struggles and giving me more energy for tackling any kind of problem on 
my road to a PhD. All the members of Nautilus Hasselt Vinzwemmen – I 
will not call names – are acknowledged for the chitchat before, during (sorry 
Free Duerinckx) and after the training. For me, the (almost) weekly training 
was the ideal occasion to swim away any work related frustrations. At the 
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start of my academic carrier I made some wonderful friends with whom I 
had an amazing student time. Amongst them, the most important friend is 
Anja Bourgeois. Although we do not see each other that often, I really enjoy 
each moment we share together; from walking between the penguins in 
Planckendael, to playing a board game after a plate of good food made by 
my love. I know I can rely on you, which makes this friendship one out of 
the thousands. In addition, I am also fortunate to have friends like Sanne 
Feyen and Ine Vrijsen in my life. Although we are growing separately, I 
am convinced that our friendship will never grow apart. Thank you both, for 
the motivating words, the pleasant girls-dates and for just being you.  
Besides work and play, there is love. This all was never possible without the 
love and support from my family. Mama and papa, I can consider you as 
the most perfect role models a daughter could ask for. No one else could 
teach my brother and me all the valuable lessons of life in the way you do. 
Thanks to you I learned to work hard to achieve my goal, to never be 
satisfied with the least and to have faith no matter what. Thank you for all 
your sacrifices – if any – in raising my brother and me to the persons we are 
today and thank you for being so supportive during these years. Thank you, 
Ruben, for being not only the best brother I could wish for, but also for your 
moral support and your (silly) jokes through which you could always cheer 
me up. Every day, you make me proud to be your sister!   
Finally, I am arrived at the most difficult lines of this acknowledgement in 
which I would like to express my gratitude to my beloved Geert. They often 
say, you are not obtaining a PhD on your own, but it is something you 
accomplish with two. In our case we can take this quite literally. During this 
period, you was always there to calm me down when I was stressing out 
again, no matter if you were experiencing troubles with your own research 
as well. For your love for me, for your patience with me, for your trust in 
me, for your never-ending support, ... for that and for much more, I thank 
you. A quick glimpse into our near future shows already some wonderful 
moments waiting for us. P.S.: I love you. 




End properties of polymers are influenced by the imposed thermal and 
mechanical processing conditions. In these processes, often very high 
cooling rates are involved which affect the solidification behavior and 
morphology of the material. Studying the thermal behavior of polymers 
exposed to such high cooling rates is very relevant. However, the scanning 
rates of the standard differential scanning calorimeter (DSC) (typically 
around 10 °C/min) are much lower than the cooling rates used in industrial 
processing. The need of having laboratory instruments operating at high 
scanning rates was recently fulfilled by the development of fast scanning 
(chip) calorimeters (FSC). Especially thanks to the introduction of the 
commercial Flash DSC 1, laboratories now have access to a wide range of 
scanning rates (heating rates up to 40000 °Cs-1 and higher and cooling rates 
up to 5000 °Cs-1). With such calorimeters it is possible to realize 
temperature-time treatment as applied in real industrial processes and to 
investigate the ensuing material thermal properties.  
Very often DSC experiments are combined with structural investigation 
techniques to make a correlation between material thermal properties and 
structure. Although feasible for standard DSC, different obstacles need to 
be overcome to couple FSC with other analytical techniques in in-situ mode.  
In this thesis, a unique device, combining FSC with in-situ synchrotron X-
ray diffraction, is proposed, validated and used to study the polymorphism 
of polyamide 11 (PA11) during crystallization at different degrees of 
supercooling and its melting and recrystallization behavior during a 
subsequent heating run. The setup consists of an external FSC-sensor-
bearing holder which is connected to a prototype FSC instrument and 
positioned in front of an intense synchrotron X-ray beam. Synchronization 
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between FSC and Small Angle X-ray Scattering (SAXS) and/or Wide Angle 
X-ray Diffraction (WAXD) measurements was realized via a triggering 
pulse sent from the FSC instrument to the X-ray data acquisition system. 
The melting and crystallization of high-density polyethylene at scanning 
rates up to 200 °Cs-1 was studied to illustrate the capabilities of the combined 
approach and to address some FSC instrumental issues (thermal lag, 
baseline curvature and sample mass determination).  
Studying the isothermal crystallization of PA11, a semi-crystalline polymer 
often used in high-performance applications, at low and very high 
supercooling (between 60 and 170 °C) was the main purpose of this thesis. 
The crystallization rate of PA11 follows a bimodal course as a function of 
temperature with the intersection of the two bell-shaped curves situated 
around 100 °C. This peculiar crystallization behavior has been observed for 
other polymers as well but researchers fail to elucidate its origin, having to 
rely on FSC data alone. Our simultaneous SAXS/WAXD-FSC approach 
demonstrated that at high supercooling (below 70 °C) and low supercooling 
(above 130 °C) exclusively ’-mesomorphic and -crystalline phase are 
formed, respectively. At intermediate supercoolings (between 70 and 
130 °C) co-existence of both phases is observed at a ratio proportional to the 
supercooling. At all investigated temperatures the SAXS data were fitted to 
a morphological model composed of liquid-like amorphous layers 
sandwiched between solid lamellae. The solid lamellae are composed of 
rigid amorphous and crystalline patches of which the location alternates 
between neighboring solid layers. Time-resolved WAXD measurements 
demonstrated that the mesomorphic and crystalline phases form 
simultaneously at the same rate in the temperature range where both phases 
are present. The minimum in crystallization rate as a function of temperature 
is believed to be caused by direct and indirect self-poisoning. Obstruction 
of the crystal growth by attachment of a different crystal or mesomorphic 
fragment to its growth front is referred to as direct self-poisoning. Indirect 
self-poisoning is related to the hindrance of crystal growth by rigid 
amorphous matter, originating from material that crystallized in a 
neighboring solid layer.  
Heating isothermally crystallized PA11 samples lead to FSC traces showing 
multiple endothermic melting peaks, which is a signature of 
recrystallization. Increasing the heating rate up to 2000 °Cs-1 was not enough 
to avoid recrystallization. During heating, the material recrystallizes and 
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gains stability by enlarging the crystalline or mesomorphic patches within 
the solid layers or by transforming the mesomorphic patches into crystalline 
ones. These reorganization processes are retarded for solid layers enriched 
in mesomorphic phase. In that case the transformation into the more stable 
crystalline phase is believed to be hindered by the presence of chain 
entanglements in the surrounding liquid-like amorphous layers and 
randomly distributed H-bonds in the mesomorphic phase. The 
transformation process therefore requires the melting of complete layer 
stacks and massive polymer chain reconfigurations. Realizing these 
conformational changes is a slow process in particular if chain fragments 
are still attached to remaining solid phases. 
In general, this setup allows obtaining high quality calorimetric and 
structural information on sub-microgram samples at very short time scales 
under well controlled thermal conditions. Further improvements of the setup 
and the coupling of FSC with other analytical techniques will increase the 
relevance of this approach also in the context of future research in other 




Eindeigenschappen van polymeren worden beïnvloed door de opgelegde 
thermische en mechanische verwerkingscondities. Tijdens deze processen 
zijn heel vaak hoge koelsnelheden betrokken die een effect hebben op het 
uithardingsgedrag en de morfologie van het materiaal. Het bestuderen van 
het thermisch gedrag van polymeren tijdens het aanleggen van zulke hoge 
koelsnelheden is zeer relevant. Echter zijn de scansnelheden van standaard 
differentiële scanning calorimeters (DSC) (typisch rond 10 °C/min) veel 
lager dan de koelsnelheden die gebruikt worden tijdens de industriële 
verwerking. De nood aan laboratoriuminstrumenten werkend aan hoge 
scansnelheden was recentelijk opgelost door de ontwikkeling van snel 
scanning (chip) calorimeters (FSC). In het bijzonder dankzij de introductie 
van de commerciële Flash DSC 1 hebben laboratoria nu toegang tot een 
groot bereik aan scansnelheden (opwarmingssnelheden tot 40 000 °Cs-1 en 
sneller en koelsnelheden tot 5 000 °Cs-1). Met deze calorimeters is het 
mogelijk om de temperatuurs-tijdsbehandeling, zoals toegepast in reële 
industriële processen, te realiseren en om de resulterende thermische 
eigenschappen van het materiaal te onderzoeken.  
Zeer vaak worden DSC-experimenten gecombineerd met structurele 
onderzoekstechnieken om een correlatie te maken tussen de thermische 
eigenschappen en de structuur van een materiaal. Hoewel haalbaar voor 
standaard DSC, moeten er verschillende obstakels overwonnen worden om 
FSC te koppelen aan andere analytische technieken in in-situ modus.  
In dit proefschrift wordt een uniek apparaat, dat FSC met in-situ synchrotron 
X-stralen diffractie kan combineren, voorgesteld, gevalideerd en gebruikt 
om het polymorfisme van polyamide 11 (PA11) tijdens kristallisatie aan 
verschillende maten van onderkoeling en zijn smelt- en 
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rekristallisatiegedrag tijdens het daaropvolgende opwarmingssegment te 
bestuderen. De opstelling bestaat uit een externe FSC-sensor-dragende 
houder die geconnecteerd is aan een prototype FSC-instrument en 
gepositioneerd voor een intense synchrotron X-stralen bundel. 
Synchronisatie tussen de FSC en de kleine hoek X-stralen verstrooiing 
(SAXS) en/of grote hoek X-stralen diffractie (WAXD) metingen is 
gerealiseerd door het verzenden van een trigger puls van het FSC-instrument 
naar het X-stralen data acquisitie-systeem. Het smelten en kristalliseren van 
hoge densiteit polyethyleen (HDPE) aan scansnelheden tot 200 °Cs-1 was 
bestudeerd om het potentieel van de gecombineerde aanpak te illustreren 
alsook enkele FSC instrumentele werkpunten (thermische vertraging, 
basislijnkromming en bepaling van de staalmassa).  
Het bestuderen van de isotherme kristallisatie van PA11, een semi-kristallijn 
polymeer dat vaak gebruikt wordt voor hoogperformante applicaties, op lage 
en zeer hoge onderkoeling (tussen 60 en 170 °C) was het hoofddoel van dit 
proefschrift. De kristallisatiesnelheid van PA11 volgt een bimodaal verloop 
als functie van temperatuur met de intersectie van de twee klokvormige 
curves gesitueerd rond 100 °C. Dit eigenaardig kristallisatiegedrag is ook 
geobserveerd voor andere polymeren maar onderzoekers slagen er niet in 
om de oorzaak te verklaren gezien ze alleen kunnen terugvallen op de FSC-
data. Onze simultane SAXS/WAXD-FSC aanpak toont aan dat exclusief ’-
mesomorfe en -kristallijne fases gevormd worden op respectievelijk hoge 
onderkoeling (onder 70 °C) en lage onderkoeling (boven 130 °C). Op 
intermediaire onderkoeling (tussen 70 en 130 °C) worden beide fases 
geobserveerd in een verhouding die proportioneel is met de onderkoeling. 
Voor alle onderzochte temperaturen is de SAXS-data gefit aan een 
morfologisch model dat bestaat uit amorfe lagen die geklemd zitten tussen 
lamellen. Deze lamellen zijn samengesteld uit alternerend rigide amorf en 
kristallijn gebieden waarvan de locatie alterneert tussen naburige lamellen. 
Tijdsgeresolveerde WAXD-metingen toonden aan dat, in het 
temperatuursbereik waar beide fases aanwezig zijn, de mesomorfe en 
kristallijne fases tegelijkertijd en aan dezelfde snelheid vormen. Het 
minimum in kristallisatiesnelheid als functie van de temperatuur wordt 
waarschijnlijk veroorzaakt door directe en indirecte self-poisoning. Directe 
self-poisoning verwijst naar de verhindering van de kristalgroei door de 
aanhechting van verschillende kristallijne of mesomorfe fragmenten aan 
zijn groeifront. Indirect self-poisoning is gerelateerd aan de 
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kristalgroeiverhindering door de vorming van de rigide amorfe fractie dat 
ontstaat door materiaal dat kristalliseert in een naburige lamel.  
Het opwarmen van isothermisch gekristalliseerde PA11 stalen resulteert in 
FSC-data bestaande uit meerdere endotherme smeltpieken, wat de 
aanwezigheid van rekristallisatie aanduidt. Het verhogen van de 
opwarmsnelheid tot 2 000 °Cs-1 was niet genoeg om de aanwezigheid van 
rekristallisatie te vermijden. Het materiaal rekristalliseert en zijn stabiliteit 
neemt toe tijdens de opwarming door enerzijds een vergroting van de 
kristallijne of mesomorfe gebieden in de lamel of door de transformatie van 
de mesomorfe in de kristallijne fase. Deze reorganisatie processen worden 
vertraagd in lamellen die verrijkt zijn aan mesomorfe fase. In dat geval 
wordt er aangenomen dat de transformatie in de stabielere kristallijne fase 
wordt verhinderd door de aanwezigheid van fysische verknopingen in de 
naburige vloeistofachtige amorfe lagen en door de willekeurig geordende 
waterstofbruggen in de mesomorfe fase. Het transformatieproces bevat 
daarom het smelten van volledige lagen van vast materiaal en grootschalige 
polymeerketenreconfiguraties. Het realiseren van deze conformationele 
veranderingen is een traag proces, in het bijzonder als de ketenfragmenten 
nog steeds vasthangen aan de overblijvende vaste fases.  
Samengevat: deze setup laat toe om, op een zeer korte tijdsschaal onder goed 
controleerbare thermische condities, calorimetrische en structurele 
informatie van hoge kwaliteit te verkrijgen van sub-microgram stalen. Het 
doorvoeren van verdere verbeteringen aan de setup en de koppeling van FSC 
met andere analytische technieken zullen de relevantie van deze aanpak in 
de context van toekomstig onderzoeksdomeinen vergroten (bv. voedsel, 
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AgBh   silver behenate 
AuNP   gold nanoparticle 
HDPE   high-density polyethylene 
iPP   isotactic polypropylene 
iPS   isotactic polystyrene 
LPE   linear polyethylene 
PA   polyamide 
PBA   poly(butylene adipate) 
PBT   poly(butylene terephthalate) 
PCL   poly(ε-caprolacatone) 
PEEK   poly(ether ether ketone) 
PET   poly(ethylene terephthalate) 
PHP   poly(3-hydroxypropionate) 
PP   polypropylene 
PVDF   polyvinylidene fluoride 
sPS   syndiotactic polystyrene 
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Greek symbols 
α   development of crystallinity 
+β, H   heating rate 
ΔF*   activation barrier for the nucleation process 
Δg(T)   specific driving force 
ΔG   Gibbs free energy 
Δh(T)   specific sample enthalpy  
Δha(T) specific enthalpy of amorphous material  
Δhc(T) specific enthalpy of crystalline material  
Δh(Tm) specific enthalpy of fusion/melting 
Δh(𝑇𝑚
0 ) equilibrium specific enthalpy of fusion 
Δh(Tt)   specific transition enthalpy 
ΔS   entropy 
ΔT   degree of supercooling 
Γ   gamma function 
λ   wavelength 
ρa   electron density of the amorphous layer 
ρc    electron density of the crystalline layer 
ρr    electron density of the rigid amorphous layer 
ρt   electron density of the transition layer 
3σ   thickness of sigmoidal transition zone 
σ   lateral surface free energy 
σe   fold surface free energy 
σp standard deviation of the Gaussian defining the Lp 
distribution 
ϕa   SAXS based amorphous volume fraction 
ϕc   SAXS based crystalline volume fraction 
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ϕr   SAXS based rigid amorphous volume fraction 
ϕs   SAXS based solid volume fraction 
2θ   scattering angle 
 
Relating to X-ray pattern processing 
d   interplanar distance 
D   crystallite size 
d001   Bragg spacing of the 001 reflection 
f   profile function parameter 
F(q)   form factor of the repeated motive 
I(q)   scattered intensity 
k   numerical Scherrer constant 
la   amorphous layer thickness 
lc   crystalline layer thickness 
<Lp>   average long period 
<lr> average rigid amorphous layer thickness 
lt transition layer thickness 
n positive integer value  
N   number of hydrogen bond layers 
q   scattering vector 
S(q) interference function describing the paracrystalline 
stacking of the motif 
w, β0   peak width at half height 
xc, 2θ0   center of the peak 
 
Others 
AFM   atomic force microscopy 
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At   area under DSC peak from t = 0 to t = t 
A∞   area under DSC peak from t = 0 to t = ∞ 
b0   width of the chain 
BM   bending magnet 
DAF   dense amorphous fraction 
DSC   differential scanning calorimetry 
DTEM   dynamic TEM 
DUBBLE  Dutch-Belgian beamline 
ED activation energy for the molecular transport to the 
crystal growth phase 
ESRF   European synchrotron radiation facility 
f   correction factor 
FSC   fast scanning calorimetry 
g   substrate completion rate 
G   growth rate 
G0   growth rate constant 
HPer DSC  high performance DSC 
HSE   health, safety and environment 
i   secondary nucleation rate 
I   nucleation rate 
ID   insertion device (undulator) 
j   operating regime 
k   Boltzmann constant 
K   Avrami parameter 
LH   Lauritzen and Hoffman 
MAF   mobile amorphous fraction 
MEMS   micro-electro-mechanical system 
Mn   number average molecular weight 
Abbreviations | xix 
 
Mw   weight average molecular weight 
n   Avrami parameter  
NMR   Nuclear Magnetic Resonance 
POM   polarized optical microscopy 
r*   critical nucleus size 
R   gas constant 
rc   crystallization rate 
RAF   rigid amorphous fraction 
SALS   small angle Light scattering 
SAXS   small angle X-ray scattering 
SEM   scanning electron microscopy 
s-NMR   solid state NMR 
t   time 
T   temperature 
t1/2   half time of crystallization 
Ta   annealing temperature 
TB   Brill transition temperature 
Tc   crystallization temperature 
TEM   transmission electron microscopy 
tend   endset of the isothermal crystallization process 
Tg   glass transition temperature 
Tm   melting temperature 
𝑇𝑚
0    equilibrium melting temperature 
ton   onset of the isothermal crystallization process 
tp   peak maximum time 
Tt   transition temperature 
TTL   transistor-transistor logic 
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TZEP   ZEP Temperature 
U*   activation energy for polymer diffusion 
v   number of degrees of freedom 
WAXD   wide angle X-ray scattering 
wc(T)   enthalpy-based mass fraction crystallinity 
Wc(T)   crystallinity expressed as a percentage 
XRD   X-ray diffraction 
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The development of synthetic polymers, such as polyolefins, profoundly 
changed the quality of life in the modern world. From the decade 1940-1950, 
synthetic polymers started to be used as substitutes for a number of 
traditional materials. Nowadays a life without polymeric products is 
unthinkable. Especially interesting is the versatility to tune their structure 
and properties in such a way that a wide range of different applications is 
possible. Because of their economic importance, research at academic and 
industrial level is highly stimulated. Research in polymer technology is 
obviously focused on generating the most functional end product for the 
intended application. For example, depending on the application an 
amorphous or (semi-)crystalline polymer is required. The properties of 
products made of semi-crystalline polymers strongly depend on the material 
morphology, which in turn depends on the composition, polymer molecular 
structure and the thermo-mechanical processing conditions. In particular, 
the morphology and crystallinity of crystallizable polymers are sensitive to 
the processing conditions that readily lead to altered mechanical, thermal, 
optical, barrier or other properties.  
2 | Introduction 
 
Thermal analysis – often in combination with structure or morphology 
sensitive techniques – is an important technique to examine the product 
characteristics. Materials can be examined with traditional calorimetric 
methods, either isothermally at high crystallization temperatures or non-
isothermally employing scanning rates in the range of 10 to 20 °Cmin-1. 
Non-isothermal methods are most standard in an industrial environment. 
However, although the heating and cooling rates are often increased up to 
50 °Cmin-1, the adopted laboratory rates do not match the gradients 
encountered in typical industrial processes, which readily reach 1000 °Cs-1 
when e.g. a hot polymer melt gets into contact with the cooled mold during 
injection molding or with the chill roll during film extrusion.1 Although 
standard thermal analysis methods are important tools to collect complex 
information about the physical transitions, structure of material, kinetics and 
enthalpies of reactions under standard conditions, they are insufficient to 
model technical production processes. As polymeric materials behave 
differently when cooled at fast industrial rates when compared with low 
standard laboratory rates, laboratory experiments often yield irrelevant data 
which cannot readily be extrapolated to real life situations. The recently 
developed Fast Scanning Differential Scanning Calorimetry (DSC) 
method2–10 bridges the gap between standard methods and industrially 
relevant temperature-time profiles. This technique is thus a promising tool 
for industries, seeking to gain a deeper understanding of the processing 
conditions affecting the end product properties.  
After the commercialization of the fast scanning DSC method (in 2010: 
Flash DSC 1 by Mettler-Toledo)11–14, the interest in Fast Scanning 
Calorimetric (FSC) research in academic and industrial laboratories has 
increased enormously. From the annual increase in number of publications 
and citations, it is clear that more and more researchers worldwide discover 
the advantages of the FSC technique. These include a fast throughput, 
smaller sample size, high reproducibility, increased sensitivity, etc. 
However, although new insights on the material are achieved, very often 
researchers fail to assign the thermal transitions with certainty to a particular 
change in structure or morphology because this information needs to be 
retrieved from ex-situ or in-situ structural characterization techniques such 
as Small Angle X-ray Scattering (SAXS), Wide Angle X-ray diffraction 
(WAXD), Polarized Optical Microscopy (POM) or Atomic Force 
Microscopy (AFM).15 Although feasible for standard DSC, the coupling of 
FSC with other analytical techniques in in-situ mode, is not that 
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straightforward as several obstacles need to be overcome. Only a few 
research groups – including our laboratory – took up the challenge of 
developing an approach to combine FSC with structural investigation 
techniques. This thesis will describe the efforts taken to design such an 
effective, powerful tool that eventually will open new horizons in polymer 
research. 
1.2 Aim 
Knowledge of the structure development under industrial processing 
conditions is highly relevant as explained in the previous paragraph. The 
primary goal is thus to develop a versatile set-up in which fast scanning 
calorimetry can be combined with structural characterization techniques in 
in-situ mode. The main objective is to construct a setup which is accessible 
to an X-ray beam to allow SAXS/WAXD investigations under FSC 
conditions. Preferably the setup should also be compatible with other 
techniques such as POM or Small Angle Light Scattering (SALS). After the 
instrument development and validation, it is anticipated that that this setup 
will be crucial in many different follow up research projects. 
In this thesis project, the crystallization and melting behavior of polyamide 
11 (PA11) is investigated under relevant processing conditions using the in-
house developed setup. The focus is on PA11 because of its relevance in the 
context of 3D printing applications, the selective laser sintering of small 
polymer grains in particular. In addition, polyamide, also known as nylon, 
is probably the most widely spread engineering thermoplastic material. 
Around 2000, the global consumption of polyamide materials was about 1.5 
billion tons per year, with a third being used in Europe16. It finds applications 
in the form of synthetic fibers (clothing, fishing lines and carpets), films 
(food packaging) and molding and extrusion compounds (car engine 
compounds, insulator, cable ties, …). Since there is a considerable industrial 
interest for polyamides, knowing how to tailor the processing conditions for 
inducing desirable product properties, is of significant importance. With this 
innovative setup, unique information regarding the PA11 structure 
development during isothermal crystallization over a large temperature 
range and during subsequent melting at fast rates is obtained.




The thesis is structured into two main parts, in line with the two main 
research objectives. The first part contains chapters 3 and 4 and focuses on 
the development of the sample holder for in-situ FSC and synchrotron 
SAXS/WAXD experiments as well as a description of the very first results 
obtained with this setup using high-density polyethylene (HDPE). In the 
second part (chapters 5 and 6), the results obtained from the crystallization 
(at high supercooling) and melting behavior (at fast heating rates) of 
polyamide 11 are described, focusing on the structural changes of the 
material induced by thermal excursions.  
Chapter 2 contains a short review of the state of the art regarding polymer 
crystallization under standard conditions as well as when subjected to fast 
cooling rates or high supercooling degrees. The relevant technique, i.e. fast 
scanning calorimetry, for investigating polymer crystallization under these 
conditions will be described in more detail. Furthermore, different examples 
are given on combinations of FSC with techniques to collect morphological 
information induced by FSC-typical temperature-time protocols, both in in-
situ and ex-situ mode.  
The experimental methods that were used throughout the project are 
presented in detail in chapter 3. This includes a description of the 
commercially available equipment as well as the development of the in-situ 
FSC/SAXS/WAXD sample box. The different setups are presented in 
chronological order of development and their integration at the beamlines 
of the European Synchrotron Radiation Facility (ESRF) are elucidated. This 
chapter also describes the first steps of the data processing.  
In chapter 4, the first results dealing with the structure of crystallizable 
polymers under FSC typical conditions are described. The capabilities of the 
designed setup are explored and FSC instrumental issues are addressed. 
New insights on the supercooling dependent polymorphism of PA11 are 
presented in chapter 5. This chapter discusses temperature dependent 
crystallization/ordering rates obtained from FSC in relation to the crystal 
structure formation probed via both SAXS and WAXD experiments. These 
results could only be obtained thanks to our unique setup. 
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Chapter 6 provides information about the thermal stability of the solid 
phases generated under conditions as described in chapter 5. The heating 
traces at high rates are analyzed with the focus on the recrystallization, 
reorganization and melting behavior of PA11.  
Finally, chapter 7 summarizes the conclusions of this work and presents 




Chapter 2  
 
State-of-the art  
2.1 Polymer crystallization  
2.1.1 General principle 
In the melt, polymers are believed to be in a disordered state, coiled and 
entangled with each other (see Figure 2-1, right). Depending on the 
molecular regularity of the polymer backbone and the applied cooling 
conditions, crystallization or vitrification can occur. In the latter case, the 
polymer melt will transform into a disordered amorphous solid (see Figure 
2-1, left) characterized by its glass transition temperature (Tg). Below this 
temperature, the polymer chains lose their mobility and behave glassy. At 
the glass transition temperature upon heating, the amorphous solid 
transforms from a brittle, glassy material into a more soft (rubberlike) 
material. A completely amorphous material does not exhibit a melting 
temperature (Tm).  
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Figure 2-1: Schematic representation of the different states of matter, relevant to 
thermoplastic polymers: glassy state (left), semi-crystalline state with crystalline layers 
(lamellae) and amorphous layers (middle), melt or liquid state (right). 
On the other hand, when the cooling conditions are in favor of inducing 
crystallinity, transition from the random melt state to an ordered, crystalline 
structure occurs (see Figure 2-1, middle). At any temperature, polymers tend 
to approach their thermodynamically most stable state. Supercooled 
polymers, i.e. when brought to temperatures below the equilibrium melting 
temperature, 𝑇𝑚
0 , urge to adopt a fully extended chain conformation and to 
align parallel to one another over great distances into defect-free crystals. 
However, the ability to form such an ideal state is limited by the mobility of 
the chains because of their length and stiffness and the entanglements 
present in the melt.17 As a result, crystalline order is achieved only partially 
by chain folding, creating crystalline lamellae. These thin layers are 
composed of short parallel sections of chains which fold at the lamellar 
surface and re-enter the crystal or they can enter adjacent lamellae, forming 
tie-molecules in the intervening amorphous regions (see Figure 2-2). The 
crystalline lamellae are stacked almost parallel to each other with in between 
some amorphous regions, resulting in a semi-crystalline morphology.  
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Figure 2-2: Arrangement of polymer molecules in a spherulite and indication of length scales 
(Adapted from 17 with permission of Taylor & Francis). 
Polymer crystallization follows a typical nucleation-growth mechanism. 
Primary nucleation is the formation of a stable crystalline nucleus in the melt 
state and is usually the rate-determining factor in the crystallization process. 
Nucleation can either be homogeneous or heterogeneous. In homogeneous 
nucleation nuclei formation takes place spontaneously in the supercooled 
medium. Whereas in heterogeneous nucleation, a second surface (from a 
foreign particle or from a crystal of the same polymer) is needed. It is 
however not always known whether the system has nucleated on its own or 
whether it has started on a foreign substance. Once the nucleus is formed 
crystalline lamellae develop and form a three-dimensional super structure. 
The most common semi-crystalline morphology is a spherulite which forms 
under quiescent crystallization conditions.17,18 In a spherulite the lamellar 
crystalline substructures radiate from a center and branch sufficiently often 
to occupy the spherical volume (see Figure 2-2). Other superstructures such 
as hedrites (square or hexagonal)19 or cylindrites (rod-like)20–22 exist as well. 
For these structures to form, specific crystallization conditions are required. 
For example, hedrites form under low degrees of supercooling  
(Δ𝑇 = 𝑇𝑚
0 − 𝑇𝑐) and cylindrites are observed when macroscopic flow is 
applied. Crystallization does not stop when the three-dimensional structures 
impinge on each other, but a process called ‘secondary crystallization’ takes 
over. This process involves the growth of new lamellae within the existing 
superstructures or the annealing (thickening) and perfection of existing 
crystals.  
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Notwithstanding the high relevance of polymer crystallization, the exact 
mechanism of homogeneous nucleation is still not clear. Although the 
nucleation length scales are experimentally accessible, the presumed nuclei 
are mostly present in such low amounts that they escape detection. This 
equally holds for thermal methods as only very small heat effects are 
associated with nucleation. As a result, a considerable disagreement on the 
nucleation process exists. In the classical theory of polymer nucleation and 
crystal growth23–27, nuclei are built up from random fluctuations in the 
organization of the polymer melt and can only exist when a critical size (𝑟∗) 
is reached, beyond which the nucleus spontaneously grows. Subcritical 
nuclei tend to dissociate rather than to grow. At the critical size, a free 
energy barrier is passed (as illustrated in Figure 2-3). This barrier results 
from the combination of the free energy decrease associated with the 
creation of crystalline volume and the increase associated with the formation 
of crystal/liquid interface. The surface contribution is only overtaken by the 
volume contribution at sufficiently large sizes. 
More recently however, experimental data suggest some kind of ordering in 
the melt prior to crystallization, leading to novel nucleation mechanisms. 
Experiments were reported showing SAXS peaks appearing before any 
wide-angle signal.28 This was not in agreement with the classical nucleation 
and growth theory since crystallites should be present from the beginning of 
the ordering process resulting in WAXD peaks prior to interference 
scattering in SAXS. Some authors29,30 link these observations to the 
development of phase separation via a spinodal decomposition mechanism, 
while others31–35 argue for the formation of nuclei via a mesomorphic phase. 
It falls out the scope of this thesis to discuss the different alternative 
nucleation mechanism in more detail. Especially since some authors27,36–39 
claim that in most cases nucleation phenomena can still best be explained in 
terms of the classical nucleation & growth theory.  
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Figure 2-3: Illustration of the specifically overall excess free energy as a function of crystal 
size40  
The most widely accepted theory for crystal growth of polymers is described 
by Lauritzen and Hoffman (LH).41 The equation of the growth rate consists 
of two factors, the first one describes the transport of chain units across the 
liquid/crystal interface (transport) while in the second factor, the activation 
energy for formation of a secondary nucleus with critical dimensions on the 
growing crystal surface is taken into account (formation)42,43:  
where G is the growth rate; G0, the growth rate constant; U
*
,
 the activation 
energy for polymer diffusion; R, the gas constant; Tc, the crystallization 
temperature; 𝑇∞ = 𝑇𝑔 − 30 
43; b0, the width of the chain; σ, the lateral 
surface free energy; σe, the fold surface free energy; k, the Boltzmann 
constant; T, the temperature and Δg(T), the specific driving force as listed in 
the ATHAS database for a number of polymers44. The parameter j is defined 
by the operating regime and is equal to 4 for regime I and III and equal to 2 
for regime II. In the LH model, polymer molecules are assumed to attach to 
the growth front in stems with a length equal to the lamellar thickness. 
According to LH there are two key processes in crystal growth: the 
attachment of the first stem (with a rate i) on the lateral surface of the 
growing lamellae and the lateral growth rate (g) for the deposition of second 
and subsequent stems. Depending on the relative magnitudes of i and g, 
three regimes can be distinguished (Figure 2-4). Regime I occurs at very low 
supercoolings when secondary nucleation controls the linear growth rate G 
(i << g). Regime III is found at very high supercoolings where multiple 
nucleation controls G. Regime II is a crossover regime at moderate 
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supercoolings where g is more rapid than in regime I and less than in regime 
III.  
 
Figure 2-4: Schematic of regime analyses42 (Reprinted from Physical Properties of Polymers 
Handbook, Crystallization kinetics of polymers, 2007, p. 626, Patki R., Mezghani K., Phillips 
P.J., with permission of Springer)  
Depending on the polymer material, crystal growth can occur in one of the 
three regimes described above. For example crystallization of cis-
polyisoprene42,45 shows all the regimes, while polyethylene42,46,47 shows 
regime I and II and polypropylene42,47,48 regime II and III. Furthermore, the 
occurring crystallization regime depends on the crystallization conditions. 
At atmospheric pressure high molar mass polypropylene shows regime II 
and III, whereas the same material can crystallize in all regimes at elevated 
pressures.42,47  
2.1.2 (Non-)isothermal polymer crystallization 
Polymer crystallization can occur isothermally or non-isothermally. In the 
former case the external conditions are constant, which makes the 
theoretical analysis relatively easy. However in real situations 
crystallization is much more complex due to changing cooling rates and 
thermal gradients. 
Polymer crystallization and melting are often studied by using DSC. This 
technique is based on measurements of heat released or taken up by a 
polymeric sample during respectively its crystallization or its melting. 
Vitrification and devitrification can also be monitored. DSC enables 
studying transition temperatures (Tm, Tc and Tg), thermal stability, 
crystallization behavior, degree of crystallinity, … The enthalpy-based mass 
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fraction of crystallinity, wc(T), of a semi-crystalline polymer from a DSC 
heating run is usually determined using the following equation49: 
with ha(T) and hc(T) the specific enthalpy of amorphous and crystalline 
material at temperature T and h(T) the specific sample enthalpy at 
temperature T. For a large number of polymer the temperature dependent 
reference transition enthalpy (Δh=ha(T)-hc(T)) is listed in the ATHAS 
database44. h(T) can be calculated by integration of the experimental heat 
capacity values. In isothermal crystallization experiments the crystallinity 
development can be followed as a function of time: 
where At is the area under the DSC peak from t = 0 (induction time) to t = t 
(at a specific time t) and A∞ is the total area under the crystallization peak 
from t = 0 to t = ∞ (end time of crystallization). This will typically lead to a 
sigmoidal shape in time, which is characteristic for nucleation-dependent 
crystallization. From this sigmoidal curve the half time of crystallization, 
which is defined as the time needed to complete 50% of relative crystallinity 
upon isothermal crystallization, can be determined at 0.5 conversion. 
Similarly, the crystallinity development can be studied in non-isothermal 
experiments. Note that if, Δℎ(𝑇𝑚
0 ) (reference value representing the enthalpy 
of melting for a 100% crystalline polymer) is used as denominator in Eq. (3) 
instead of A∞, one obtains the absolute material crystallinity as a function of 
time, Wc(t), rather than a relative crystallinity, (t), which runs from 0 to 1. 
2.1.2.1 Isothermal crystallization 
A certain degree of supercooling is needed to allow isothermal 
crystallization of semi-crystalline polymers. The effect of the degree of 
supercooling on the (isothermal) crystallization of polymers can be clearly 
seen by looking at Figure 2-5, where the growth rate (Eq. (1)) and the 




  (2) 
   














  (3) 
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increasing supercooling both the nucleation and crystal growth rate increase, 
pass through a maximum and then decrease (Figure 2-5).  
 
Figure 2-5: Temperature dependence of the nucleation rate (I) and the linear crystal growth 
rate (G) for poly(ethylene succinate) with a molar mass of 877050 (Reprinted from Progress 
in Understanding of Polymer Crystallization, Temperature and Molecular Weight 
Dependencies of Polymer Crystallization, 2007, p. 392, Okui N., Umemoto S., Kawano R., 
Manun A., with permission of Springer) 
In general the temperature dependence of the crystallization rate follows the 
Turnbull-Fisher equation51,52: 
with rc, the crystallization rate; t1/2 the crystallization half time; ED, the 
activation energy for the molecular transport to the crystal growth phase; 
ΔF*, the activation barrier for the nucleation process and R, the gas constant. 
The crystallization rate is reciprocally proportional to the half time of 
crystallization. t1/2 is described by two factors showing opposing 
temperature dependence: the thermodynamically determined factor 
(exp -ΔF*/RT) increases with the temperature and the mobility determined 
factor (exp -ED/RT) decreases with temperature. For experimental reasons, 
isothermal crystallization kinetics are usually studied at high temperatures, 
i.e. at low supercooling. At low supercooling, the period of time between 
the achievement of supercooling and the appearance of nuclei, referred to as 
the induction period, can be very long since the formation of a nucleus is 
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density and consequently a long time for the completion of crystallization. 
With increasing supercooling, nuclei can be more easily formed resulting in 
a higher nucleation density and a decrease in crystallization times. However, 
for slowly crystallizing polymers (e.g. poly(lactic acid)53,54 and 
poly(ethylene terephthalate (PET))55) even at high supercooling the 
crystallization process can take very long due to a large induction time or a 
slow crystal growth rate. At extremely high supercooling, when the 
temperature is close to the glass transition temperature, the viscosity is too 
high which impedes the establishment of molecular order. The polymer 
chains will solidify into a glassy state while maintaining their melt chain 
conformation.  
This crystallization behavior leads to the typical bell-shaped curve for the 
crystallization rate or the inverse (positively bend curve) for the 
crystallization time as a function of temperature, as depicted in Figure 2-6. 
In the inset of this figure, a typical isothermal DSC crystallization curve is 
shown (exothermic heat flow). The peak maximum time (tp) has about the 
same value as t1/2. This makes that often in literature the (reciprocal) peak 
times instead of the (reciprocal) half times of crystallization are shown as a 
function of temperature. The main crystallization process happens between 
the onset and endset of the isothermal crystallization process, symbolized 
by the related curves ton and tend. The dash-dot lines represent cooling 
experiments at constant cooling rates (increase from 1 to 8). To study 
isothermal crystallization kinetics at high supercooling, cooling of the melt 
should be performed at a critical cooling rate (= amorphization rate) which 
is much faster than the maximum rate of nucleation and crystallization and 
depicted by line 8. For some polymers this cooling rate might be of the order 
of thousand K/s.  
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Figure 2-6: Schematic representation of the temperature dependence of the crystallization 
process. ton, t1/2 and tend are the temperature dependencies of the onset, crystallization half 
time and the endset of crystallization respectively. The temperature behavior of the cooling 
experiments at constant cooling rates are depicted as dash-dot lines (from 56 with permission 
of John Wiley and Sons) 
The Kolmogorov-Johnson-Mehl-Avrami equation describes the 
development of crystallinity in terms of nucleation and linear growth.57 The 
simplified version – Avrami equation – is usually used to fit the evolution 
of the relative crystallinity, , obtained by DSC: 
The parameter n is a characteristic of the nucleation type (athermal or 
thermal) and the crystal growth geometry (1-, 2- or 3-dimensional growth 
resulting in fibrillary, circular or spherical crystals or crystal aggregates). In 
athermal nucleation, nuclei are active from the beginning of crystallization, 
while thermal nucleation refers to nuclei forming sporadically in time and 
space. The parameter K includes information on the nucleation and growth 
rate. To evaluate n and K, Eq. (5) is rewritten as:  
Plotting Eq. (6) results in a linear fit with a slope representing n and from 
the intercept K can be determined. This Avrami equation can be extended to 
 1 − 𝛼 = exp(−𝐾𝑡𝑛) (5) 
   
 log (− ln(1 − 𝛼)) = log 𝐾 + 𝑛 log 𝑡 (6) 
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non-isothermal crystallization for the estimation of the parameters of 
crystallization kinetics.58 
2.1.2.2 Non-isothermal crystallization 
In industrial processes, non-isothermal conditions are generally used. 
Instead of polymer crystallization at one specified temperature between Tm 
and Tg, nuclei will form at a range of temperatures. This will lead to non-
uniform polymer crystallization, since nuclei formed first will become larger 
than nuclei which are formed at lower temperatures. The degree of non-
uniformity is largely dependent on the cooling rate. The effect of cooling 
rate on the non-isothermal crystallization process can be deducted from 
Figure 2-6. Upon increasing the cooling rate, the crystallization onset shifts 
to lower temperatures (intersection of the cooling lines (dash-dot lines) and 
the onset crystallization time line), up to a point where by using very high 
cooling rates no crystallization is observed. At low cooling rates (lines 1-4), 
the cooling experiments cross both ton and tend, which means that the 
crystallization process is finished during cooling. The final crystallinity of 
the end products are identical in good approximation. By increasing the 
cooling rate (lines 5-7), the crystallization is started upon cooling, but the 
end of crystallization is not reached. This will lead to materials with a lower 
end crystallinity, in which the crystallinity is reduced when higher cooling 
rates are used. Ultimately, amorphous materials are achieved by cooling at 
the critical cooling rate (line 8) to a temperature below the glass transition. 
However although the polymer does not crystallize, crystal nucleation is 
difficult to avoid since it is a much faster process. Therefore upon 
subsequent heating, polymers can crystallize after devitrification. This 
crystallization process is better known as ‘cold’ crystallization and is usually 
faster than crystallization from the melt (‘hot’ crystallization) as more nuclei 
are created before crystallization. Therefore much higher heating rates are 
required to avoid crystallization on heating as compared with crystallization 
on cooling.  
2.1.3 Polymorphic and mesomorphic phases  
Polymorphism (Greek: poly = many, morphe = form) is a widespread 
phenomenon in polymer science, as almost all semi-crystalline polymers are 
polymorphic. It represents the crystallization into two or more chemically 
identical but crystallographically distinct forms. Polymorphism in polymers 
may arise from (i) different conformations or (ii) the different packing 
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modes of a molecular chain in the unit cell. An example of the former is 
syndiotactic polystyrene (sPS), which exists in two crystalline forms (α and 
β) with a trans-planar conformation of the chains as well as a third 
crystalline form (γ) with a s(2/1)2 helical conformation of the chains.59 The 
latter on the other hand can be found in isotactic polypropylene (iPP) 
displaying three crystalline forms (α, β and γ) 60 which are always in the 
conformation of a threefold helix (s(3/1)1 symmetry) but are packed in 
different ways in monoclinic61, hexagonal62, and orthorhombic63 unit cells, 
respectively. Various conditions in the crystallization process are 
responsible for the development of different polymorphic forms: 
crystallization methods (melt, cold or solution crystallization), temperature 
and pressure at which the crystallization occurs, stress, molecular weight, 
microstructure of the polymer chain (e.g. stereoregularity, regioregularity, 
regiodefects and stereodefects), nucleating agents, …64  
In addition to polymorphs, some semi-crystalline polymers can also 
crystallize (under certain conditions) into solid forms lacking order to a 
substantial degree. These solid forms are called mesomorphic (Greek: mesos 
= middle, morphe = form) phases or solid mesophases and are defined as 
materials having intermediate characteristics between crystalline and liquid 
(amorphous) states. They arise from defects along the polymer backbone, 
unsuited conformations of neighboring repeating units or chain segments 
hindering the crystalline packing and inducing a large amount of structural 
disorder.  
The thermodynamic properties of polymorphic phases can be described by 
isobaric energy-temperature and isothermal energy-pressure relationships. 
At a specified pressure or temperature only one of the polymorphs is 
thermodynamically stable. The other phases are defined as 
thermodynamically metastable. Generally, the formation of the stable phase 
is thermodynamically controlled, while mesomorphic phase formation is 
due to kinetic effects. In terms of thermodynamics, one can distinguish 
between two types of polymorphism: monotropic and enantiotropic systems. 
In the latter, the phases transform reversibly without passing the liquid phase 
at specific interconversion temperatures. If such conversion temperatures do 
not exist, the system is monotropic. The energy-temperature diagrams of 
both systems are presented in Figure 2-7. Monotropic phase behavior occurs 
when the less-ordered phase is metastable over the entire temperature range 
(phase 2 in Figure 2-7, right). There is no intersection of the G isobars 
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between the two monotropically forms below the melting point. In 
enantiotropic systems on the other hand the G isobars intersect before 
reaching the melting point of the lower melting modification. At this 
transition point (Tt in Figure 2-7, left) the stable phase transforms into a 
metastable phase and vice versa. A transition enthalpy can be determined 
experimentally (Δh(Tt)) when a polymorph transforms into another.  
 
Figure 2-7: Fundamental energy-temperature diagrams of a dimorphic enantiotropic (left) 
and monotropic (right) system 65 (Adapted from International Journal of Pharmaceutics, Vol 
129, Grunenberg A., Henck J.-O., Siesler H.W., Theoretical derivation and practical 
application of energy/temperature diagrams as an instrument in preformulation studies of 
polymorphic drug substance, pp. 147-159, Copyright 1996, with permission from Elsevier) 
Polymorphism has an effect on the physical properties of the polymers. As 
demonstrated in Figure 2-7, the crystal modifications of a given polymer 
have different thermal properties, such as Tm and specific melting enthalpy 
(Δh(Tm)). Also the mechanical, electrical, solvent resistance and degradation 
behavior are affected by the solid-state structure. In the case of mechanical 
properties, the β-form iPP has an improved toughness, drawability and 
impact resistance compared to the usual α-form.66 An example of difference 
in electrical properties can be found in polyvinylidene fluoride (PVDF). The 
β-form of PVDF is the most polar phase among the various modifications 
(α-, β-, γ- and δ-form) and is thus predominantly responsible for the 
piezoelectric and pyroelectric properties.67 Furthermore, the enzymatic 
biodegradation kinetics of biodegradable polyesters, such as poly(3-
hydroxybutyrate) and poly(3-hydroxypropionate) (PHP), are mainly 
influenced by the molecular conformation (degree of steric hindrance) and 
the packing within the crystal lattice (differences in molecular mobility). 
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Due to the steric hindrance and lower molecular mobility, it is more difficult 
for the enzyme molecules to attack the polymer chains.64 One can 
understand that in some cases the presence of polymorphism can be 
inconvenient for possible applications. For instance, when end products 
show a spontaneously and gradually solid-solid transition between the 
different polymorphs in a few days thereby changing the material properties. 
A precise knowledge about the formation conditions of the different 
polymorphs is thus needed to obtain reproducible end products. Especially 
since small variations in processing conditions can already lead to different 
crystalline forms. 
2.2 Polymer crystallization studied by fast scanning 
calorimetry 
Polymer crystallization under industrial processing conditions is different 
from that observed in a laboratory environment. Instead of the classical 
spherulite/lamellae morphology, developed under quiescent conditions, 
highly oriented/highly crystalline structures are observed in an industrial 
environment. This originates from the thermo-mechanical conditions to 
which the polymer melt is subjected. The polymeric materials are melted at 
elevated temperatures, exposed to high stresses during flow through a 
geometrically complex die and subjected to a cooling step to consolidate the 
desired shape, morphology and structure. During this last cooling step the 
polymer comes into contact with the low temperature environment, e.g. air 
(extrusion) or mold wall (injection molding). The cooling rates in the 
industrial processes are usually very high and vary along the cross-section 
of the object. For example, in injection molding, the cooling rate changes 
from very high (about 100 K s-1) at 15 µm below the surface to almost zero 
at the product core. Also with melt injection, the local cooling rate on the 
material surface can reach several thousand Kelvin per second. As briefly 
mentioned above, the applied crystallization conditions will affect the 
crystallization trajectory. In this paragraph a recently developed technique 
is presented which is used to study polymer crystallization at high cooling 
rates/high supercoolings and some examples are given.  
2.2.1 Fast scanning calorimetry: technique 
As mentioned above, polymer crystallization kinetics are often studied by 
using DSC. With a conventional DSC, experiments can be performed under 
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isothermal conditions at a limited degree of supercooling or under constant 
‘low’ cooling rates. 
In order to study crystallization at higher supercooling, several research 
groups developed their own quenching devices.68,69 With these devices, the 
melt can be cooled very fast to the temperature of interest or even to below 
the glass transition temperature. However, such devices have many 
disadvantages, such as a limited control over the cooling rate, low 
reproducibility and most importantly, decreasing cooling rates on 
approaching the target temperature. Due to these restrictions, the 
information collected at the transition temperatures should be interpreted 
with care. In the last decennia different high-speed calorimetry techniques 
have been developed, allowing linear fast cooling and heating of materials 
with simultaneous recording of sample heat flow data. Pijpers et al.70 
reported the characteristics and use of one of the first high-speed calorimetry 
techniques: High Performance DSC (HPer DSC). This HPer DSC can 
realize higher scan rates than the standard DSC and is commercially 
available at PerkinElmer, given the name ‘HyperDSC’, operating at 
scanning rates up to 750 °C/min and at TA Instruments from the RHC 
project up to 2000 °C/min. Another break-through was the development of 
fast-operating chip based calorimeters with scanning rates from kK/sec up 
to MK/sec.8–10 With the realization of the commercially available Mettler-
Toledo Flash DSC 111–14, laboratories now have access to a huge range of 
scanning rates.  
For the Flash DSC 1, the samples are not measured in a crucible but placed 
directly onto a calorimeter chip with a twin sensor, based on MEMS (Micro-
Electro-Mechanical Systems) sensor technology (Figure 2-8).11–14 The Flash 
DSC chip thus contains two separate furnaces with diameters of 0.5 mm – 
one furnace heats/cools the sample while the other is the reference without 
a sample. The actual sensor consists of two identical quadratic silicon-
nitride/oxide membranes with a length of 1.6 mm and a thickness of 2 µm. 
These membranes are mounted on a 300 µm-thick silicon frame. To achieve 
a homogeneous temperature distribution, the sample and reference area are 
coated with aluminium. The chip sensor has 16 thermocouples of which 8 
are symmetrically arranged around the reference area and 8 around the 
sample spot. Furthermore, each sample area has two resistance heaters, a 
main heater for realizing the general temperature protocol and a 
compensation heater to allow operation in power compensation mode. The 
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signal time constant, which is a measure of the temperature resolution, is 
about 1 ms. The lower this value, the better the temperature of close-lying 
thermal transitions can be separated. This low value makes that typical 
heating rates between 0.5 and 40000 °Cs-1 are allowed. Cooling rates are 
about one magnitude lower and a cooling unit is needed. The Flash DSC 1 
is equipped with an IntraCooler, by which a temperature window from -100 
to 450 °C can be achieved. To measure samples at very high scanning rates, 
the sample mass needs to be decreased drastically (nanogram scale) 
compared to in conventional DSC. Minimizing the sample mass reduces the 
temperature gradient (thermal lag) inside the sample and decreases the heat 
flow rate needed to provide or remove heat from the sample for heating or 
cooling. The samples are usually also measured in an inert atmosphere as it 
can avoid condensation of water from the environment, prevent oxidative 
degradation and flush away volatiles. Furthermore it also improves the heat 
transfer between sensor and surroundings. Depending on the type of purge 
gas as well as the flow rate used, the temperature window-to-operate 
changes. In the case of dry nitrogen the maximum programmed temperature 
of 450 °C can be reached at all scanning rates and at all flow rates, while the 
lower temperatures of -85 °C (flow rates of 10 and 20 mL min-1) and -90 °C 
(flow rate of 1 mL min-1) can be achieved with constant scanning rates up 
to 1000 °Cs-1. In contrast, when using helium, which is the recommended 
purge gas when working in a cold environment, -90 °C is reached up to a 
cooling rate of 1000 °Cs-1 at all flow rates. The maximum temperature of 
450 °C however can only be reached using a flow rate of 1 mL min-1 
(425 °C (10 mL min-1) and 310 °C (20 mL min-1)).11–14 
 
Figure 2-8: Schematic cross section (not to scale) of the XI-400 chip (one membrane shown) 
with 1) ceramic plate, 2) silicon frame, 3) connecting wire, 4) resistance heater, 5) aluminum 
plate (sample area), 6) thermocouple.71  
2.2.2 Fast scanning calorimetry: some examples 
With a fast scanning calorimeter the kinetics of various processes under 
realistic conditions can be studied. Processing at higher cooling rates results 
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in a lower effective crystallization temperature which is understandable 
since the formation of nuclei requires time (remember Figure 2-6). For 
example for polypropylene (PP) a moderate cooling rate of 100 °Cmin-1 
lowers the crystallization temperature by approximately 12 degrees 
compared with cooling at 10 °Cmin-1.70 In contrast, a PET sample, cooled at 
100 °Cmin-1 remains amorphous while it partially crystallizes at 10 °Cmin-1. 
This demonstrates that in this case, the rapid cooling process does not allow 
the sample to nucleate in the time given.70 For amorphization of PP to occur 
a higher cooling rate of about 1000 °Cs-1 is needed.72 The crystallization 
behavior of iPP cooled at different rates can also be deduced from Figure 
2-9 (left). The decrease of crystallization temperature with increasing 
cooling rate is clearly visible. Furthermore, at cooling rates above 50 °Cs-1 
an additional low temperature crystallization peak is observed. This peak is 
associated with the formation of the mesomorphic phase. At 500 °Cs-1 the 
cooling is so fast that the sample shows only weak crystallization effects. 
Calculation of the crystallization enthalpy teaches us that the crystallinity is 
almost constant up to 100 °Cs-1, and decreases by increasing the cooling 
rates further. The crystallization enthalpy of the mesomorphic phase on the 
other hand increases with increasing cooling rate, goes over a maximum and 
decreases again in the cooling rate range between 50 °Cs-1 and 500 °Cs-1. 
The crystallization enthalpy value of the mesomorphic phase is 
approximately 10 times lower than the crystallization enthalpy of the 
crystals.72  
  
Figure 2-9: Cooling curves of iPP72 (left) and PVDF73 (right) using different cooling rates. 
The exothermal direction is up. (Reprinted from Journal of Thermal Analysis and 
Calorimetry, Influence of processing conditions on polymer crystallization measured by fast 
scanning DSC, Vol. 116, Schawe J., with permission of Springer and reprinted from 
Thermochimica Acta, Vol. 461, Gradys A., Sajkiewicz S., Adamovsky S., Minakov A., Schick 
C., Crystallization of poly(vinylidene fluoride) during ultra-fast cooling, pp 153-157, 
Copyright (2007), with permission from Elsevier) 
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The decrease in crystallization temperature upon increasing the cooling rate 
is also noticed for PVDF crystallization (Figure 2-9, right). At cooling rates 
below 150 °Cs-1 there is only one crystallization peak present, while at rates 
between 150 and 1500 °Cs-1 an additional shoulder appears at the low 
temperature side. From literature it is expected that the high crystallization 
peak corresponds to crystallization of the α form, while the low temperature 
peak represents β form crystallization.73 At rates higher than 2000 °Cs-1 only 
the low temperature peak is present. Both examples demonstrate that 
varying the cooling rates can lead to the occurrence of different polymorphic 
(e.g. PVDF) or mesomorphic phases (e.g. iPP).  
Next to non-isothermal crystallization, FSC enables studying the isothermal 
crystallization rate of semi-crystalline polymers in the entire temperature 
range between the Tg and Tm. The ability to cool a polymer at a cooling rate 
above its critical amorphization rate is necessary to suppress crystallization 
during cooling before reaching the isothermal crystallization temperature at 
high supercooling. Figure 2-10 represents isothermal crystallization 
parameters as a function of temperature for iPP74 and PVDF75. One can 
notice that for both polymers the crystallization kinetics are presented using 
different parameters. For iPP the crystallization rate (in s-1) is depicted as 
the half-time of crystallization (in s) while PVDF shows the Avrami 
parameter K (in s-1) (determined using Eq. (6)). Only two approaches are 
shown here, but other ways are also reported in the literature. Some authors 
prefer showing the crystallization kinetics by determining the (reciprocal) 
peak time or the (reciprocal) half-time of crystallization, while others prefer 
performing an Avrami analysis on their data. The representation mode is 
however not that critical as from all the methods one can get a clear view on 
the isothermal crystallization kinetics. For both materials reported in Figure 
2-10, a bimodal crystallization rate dependence on temperature is reported. 
This behavior is different from the classical crystallization theory51,52 as 
explained above, in which the crystallization rate (in s-1) shows only one 
maximum between Tg and Tm. After passing the maximum instead of a 
decrease in crystallization rate due to decreasing polymer segments 
mobility, an increase is observed resulting in a second peak at lower 
temperatures. This peculiar dependence has been reported for several 
polymers including isotactic polypropylene homo- and copolymers74,76–79, 
polyesters (poly(ε-caprolactone), PCL80 and poly(butylene terephthalate), 
PBT81,82), PVDF75 and polyamides (e.g. PA683, PA6684 and PA1185). 
Disagreement exist on the origin of the low-temperature crystallization rate 
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maximum. In a first attempt, it was linked to a transition from heterogeneous 
(at high temperatures) to homogeneous (at low temperatures) 
nucleation.80,84–87 At homogeneous nucleation, the rapid formation of a high 
number of nuclei compensate for the decreasing linear growth rate due to 
the increasing viscosity. The experimentally observed increase in nucleation 
density upon decreasing the temperature is considered as evidence for a 
change in nucleation mechanism.85,88 Moreover, the addition of nucleation 
agents only affects the crystallization rate in the low-supercooling 
temperature range. The high-supercooling temperature range is not/less 
affected by the purposely addition of heterogeneous nuclei.9,82,86,89,90 The 
case for a number of polymers is however complicated by the simultaneous 
formation of a different crystal polymorph or mesomorph while the nuclear 
density is increasing.76,84,85,91 Therefore, it cannot be excluded that the low-
temperature crystallization enhancement is also caused by an increase in 
crystal growth rate linked to a change in crystal structure. Another reason 
for this peculiar behavior might be the presence of amorphous fractions of 
different mobility (mobile and rigid amorphous fractions, MAF and RAF 
respectively) each characterized by a specific glass transition temperature 
(range). At the minimum of the crystal growth rate, the RAF has been said 
to vitrify, generating a less mobile layer surrounding the growing crystal, 
thus slowing down the crystal growth rate. At the end of this glass transition, 
a stable growth mechanism has again been reached leading to the low-
temperature crystallization rate maximum and subsequent decrease of 
crystal growth by approaching the glass transition of the MAF. Also a 
change of crystal morphology with temperature and thereby the occurrence 
of usual and unusual (optical axes of the indicatrix oriented 45° off the 
spherulites radius) spherulites could lead to the two crystallization rate 
maxima at different temperatures. This morphological curiosity is specific 
for PBT. However, the transition temperature from usual to unusual 
spherulites does not match the temperature range of the crystallization rate 
minimum, which makes it unlikely that differences in crystal morphology 
are the origin of this bimodal crystallization rate dependence on 
temperature.81 The exact origin could be dependent on the polymer studied 
but undisputable conclusions cannot be drawn solely from FSC data. 
Additional structural information is needed to support any of the suggested 
hypotheses.  
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Figure 2-10: Isothermal crystallization parameters of iPP (left)74 and PVDF (right)75 as a 
function of temperature. In the case of iPP the half-time of crystallization/ordering is plotted 
against temperature, while for PVDF the Avrami parameter K is shown. In both cases the 
circles and represent measurements done using FSC and DSC respectively. (Adapted from 
Journal of Molecular Structure, Vol. 1078, Cocca M., Androsch R., Righetti M., Malinconico 
M, Di Lorenzo M. L., Conformationally disordered crystals and their influence on material 
properties: The cases of isotactic polypropylene, isotactic poly(1-butene), and poly(l-lactic 
acid), pp. 114-132, Copyright (2014), with permission from Elsevier and adapted from 
Polymer, Vol. 82, Gradys A., Sajkiewicz P., Zhuravlev E., Schick C., Kinetics of isothermal 
and non-isothermal crystallization of poly(vinylidene fluoride) by fast scanning calorimetry, 
pp. 40-48, Copyright (2016), with permission from Elsevier) 
The ability to measure samples at very high heating rates is as important as 
performing fast cooling experiments or isothermal experiments at high 
supercooling. Melting temperatures are linked to the preceding 
crystallization event and carry therefore information about the sample’s 
thermal history, provided the applied measurement conditions are right. 
Indeed, often the melting temperatures do not relate to the crystallization 
temperatures observed in the preceding cooling step since reorganization 
phenomena happen during heating. During reorganization, endothermic 
processes (melting of existing crystals) and exothermic processes 
(formation of perfected crystals) occur simultaneously and induce melting 
of the newly formed crystals at high temperatures. Measuring polymers at 
heating rates much higher than the applied cooling rates can avoid or 
minimize reorganization effects.70 For the relatively slowly crystallizing 
PET, heating rates of several hundred Kelvin per minute are sufficient to 
suppress reorganization of crystals formed at a supercooling of about 80 °C, 
while for a supercooling of 150 °C heating rates of thousand Kelvin per 
second are necessary to avoid the much faster reorganization during 
heating.92 By avoiding reorganization effects, the interpretation of the 
heating curves is highly simplified.  
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2.2.3 Fast scanning calorimetry combined with structural 
investigation techniques 
Although FSC is a powerful tool to study the effect of different scanning 
rates or/and the variation in degree of supercooling on the crystallization and 
melting of polymers, it cannot provide answers to the following questions: 
What is really happening during fast scanning? What is the origin of the 
different crystallization peaks upon fast cooling (e.g. iPP)? What is the exact 
structure of the mesomorphic phase? Why do we observe a bimodal 
crystallization rate dependence on temperature for a selection of polymers? 
Does the mesomorphic phase transform into a stable polymorph on (fast) 
heating? … 
Other techniques are needed in conjunction with FSC to provide such 
detailed information. Very often structural investigation techniques are 
combined with differential scanning calorimetric experiments to make a 
correlation between structure and thermal properties.15 Structural 
information of crystallizable polymers is typically collected by 
(synchrotron) X-ray, neutron or light scattering and optical, atomic force or 
electron microscopy.  
In order to relate the calorimetric temperature/time dependent events 
measured by fast scanning calorimetry to (nano)structural changes in the 
sample, one can examine specimen that are still on the calorimetric chip 
sensor, after having been subjected to a FSC thermal protocol.83,88,93 The 
more interesting approach, however, would be the in-situ combination of 
FSC with structurally sensitive techniques for a real time morphological 
characterization. However with the commercial setup it is not that 
straightforward to perform in-situ experiments. First of all, the sample 
environment is integrated within the Flash DSC 1 housing which makes it 
unaccessible for other techniques. Next, the very small sample size, needed 
to apply very high scanning rates, limits the choice in structural investigation 
technique as they often requires measuring in bulk. Finally, also the time 
scales in which the two techniques operate are usually not compatible. With 
FSC a sampling frequency of a couple kHz is possible, while detectors for 
example need more time to collect the data. Those limitations make that in 
literature mainly examples are found in which FSC is combined with ex-situ 
structural investigation techniques. 
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2.2.3.1 Ex-situ experiments 
AFM. In a first example88, correlation between crystallization conditions and 
morphology is achieved by combining FSC analysis with AFM. AFM is 
very often used to investigate the structure of semi-crystalline polymers.94 
Thanks to the high-resolution (sub 10 nm), observations are possible at the 
typical length scale of polymer lamellar crystals. Other advantages are the 
very straightforward sample preparation and the non-destructive nature of 
the technique. However, AFM also has some drawbacks. Images are 
acquired very slowly, which makes it an unsuitable in-situ technique since 
the rapid (crystallization) kinetics are incompatible with the slow imaging 
rates. Moreover, since AFM is a surface technique, information about the 
bulk cannot be collected.  
In one example, AFM analysis was done on a PA6 sample which was still 
attached to the sensor. The removal of the polymer from the membrane was 
not attempted, in order to not destroy or affect its structure. Thermal 
protocols were imposed to the sample, after which it was brought the room 
temperature for a morphological AFM investigation of the formed 
crystals/mesomorphic phase. Isothermal crystallization at 343 K, 
irrespective of whether the sample came from the melt or from below Tg, 
resulted in a morphology composed of particle-like domains (5-10 nm) 
forming a loose network, which is typical for mesomorphic phase formation. 
On the other hand AFM images of PA6 (melt or cold) crystallization at 
453 K reveal lamellar crystals, specific for spherulite formation. In this work 
it was concluded that α-crystals are formed at low supercooling, while a less 
stable mesomorphic phase is generated at high supercooling.88 Similarly, 
AFM can be used to inspect samples after a non-isothermal crystallization 
protocol. 
This example demonstrates that specimens with a mass of a few nanograms 
and dimensions in the micrometer range on an FSC chip are accessible for 
morphological evaluation by AFM. Hence, valuable information about the 
structures formed at different supercoolings can be gained. 
POM. POM can be used to probe the absence or presence of spherulites as 
a results of a specific crystallization history. Similar to the AFM analysis, 
structural information was gained on samples while being attached to the 
FSC sensor membrane. After each isothermal crystallization, POM images 
were collected in transmission mode by placing the sample and sensor 
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between crossed polarizers. The same sensor can then be re-inserted into the 
Flash DSC instrument for the next isothermal crystallization experiment at 
a different temperature. 
Figure 2-11 shows POM micrographs of PBT samples isothermally 
crystallized at different temperatures between 60 and 180 °C.81 Images were 
taken after fast cooling to 25 °C, i.e. below the PBT Tg, in order to suppress 
changes of the structure. Upon decreasing the supercooling degree, at a 
temperature of 100 °C, the transparency disappeared and the sample became 
opaque. These images suggest that at low temperatures crystallization is 
non-spherulitic, while above 100 °C µm sized spherulites are formed. 
However, due to the small size of the spherulites and the curvature of the 
upper surface of the droplet, spherulites could not be resolved.  
The ex-situ combination of FSC with POM is thus not ideal, as additional 
experiments had to be done to confirm the above hypothesis. In this 
example, thin PBT films confined between glass cover slips were cooled to 
room temperature after transferring the molten sample to a hot-stage with a 
temperature fixed at 70 or 130 °C to induce crystallization. At 130 °C, 
indeed space-filling spherulitical superstructures (5-20 µm) were observed, 
while for crystallization at 70 °C no such structures could be observed.  
 
Figure 2-11: POM micrographs of PBT samples showing a variation in transparency as a 
function of isothermal crystallization temperature81 (Reprinted from European Polymer 
Journal, Vol. 66, Androsch R., Rhoades A. Stolte I., Schick C., Density of heterogeneous and 
homogeneous crystal nuclei in poly(butylene terephthalate), pp. 180-189, Copyright (2015), 
with permission from Elsevier)  
WAXD. WAXD gives information about the crystallinity, crystal structure 
and the polymorphism of crystallizable polymers. In a first example, 
reported in 2013, WAXD patterns were collected by using synchrotron 
radiation directly after having imposed a certain FSC thermal protocol to the 
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sample.83 The sensor with sample attached was transferred from the sample 
environment of the Flash DSC 1 to an x-y sample stage such that the incident 
X-ray beam was perpendicular to the membrane surface. Just like for ex-situ 
AFM or POM analysis, a polymeric sample can be crystallized isothermally 
or non-isothermally in the FSC, after which it is brought to room 
temperature for WAXD analysis in transmission mode. In this way, it was 
demonstrated that iPP produces crystalline material after slowly cooling at 
40 °C/s, but converts into a mesomorphic phase during fast cooling at 
200 °C/s (remember also Figure 2-9, left). This approach was also used to 
rationalize the bimodal crystallization rate dependence of PA6 on Tc. 
Depending on the supercooling used, WAXD reflections were assigned to 
the formation of mesomorphic phase or crystals. In a more recent study 
(2016)95, standard lab X-ray equipment was used to collect X-ray data on γ-
quinacridone nucleation iPP, cooled at different rates in the FSC to 
investigate the α/β-crystal polymorphism. Room temperature X-ray 
measurements (during 600s) on a large polymer sample (24 µm thick and 
300 µm lateral size), could confirm the hypotheses made in literature. More 
specificly it was found that the nucleating agent promotes the β-
crystallization and that this promotion of β-crystal formation depends on the 
concentration of the nucleating agent and the cooling rate. Although this 
type of WAXD analysis allows linking the formation of a specific phase to 
a phase transition in FSC, in-situ experiments are required to follow these 
transitions in real time. 
2.2.3.2 In-situ experiments 
In-situ experiments are very challenging due to the problems listed above. 
However some researchers managed to get around these problems and were 
able to perform in-situ experiments.  
First of all, sophisticated instrumentation is needed to integrate structural 
investigation techniques with FSC and – most importantly – to synchronize 
the techniques. Furthermore, the additional characterization technique needs 
to be able to obtain information from nanogram scale samples with 
micrometer physical dimensions. In principle, this requirement is not an 
issue for X-ray diffraction (XRD) and transmission electron microscopy 
(TEM). As the sample environment is integrated in the Flash DSC 
instrument and also protected from the outer atmosphere with insulation 
material, calorimeters had to be (re)built to the purpose or external sample 
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holders had to be made as an add on to existing instruments. These devices 
needed to be extended with an interface to trigger the electron image or 
diffraction pattern capturing at appropriate times during the FSC 
experiment. The last challenge is that the characterization techniques usually 
operate at time scales that are much slower than the ones typical of FSC. 
Obviously, the heating and cooling rates can be reduced to match the 
experimental time scales but this is only meaningful if lowering the scanning 
rates does not impact the scientific relevance of the investigation.  
Vlassak et al.96,97 successfully performed in-situ (synchrotron) X-ray 
experiments with heating rates up to 300 °C/s and Zhang et al.98 showed 
results from coupling FSC with TEM, although at low rates (120 °C/s). The 
former example is of particular interest, as similar experiments were 
performed in the context of the present thesis. The nanocalorimetric 
measurements were performed using a parallel nano-scanning calorimeter 
consisting of 25 independently controlled calorimeter sensors and XRD 
patterns were collected simultaneously in transmission mode. Due to the 
small sample mass and the short XRD image acquisition times (0.1 s), the 
XRD images revealed only weak diffraction peaks. Therefore multiple 
identical experiments were performed and the patterns were summed to 
increase the signal to noise ratio. Melting and solidification of thin Bi, In 
and Sn films were studied at a maximum average scanning rate of 300 °C/s, 
implying that only every 30 °C a XRD image could be obtained. This 
combined approach demonstrated that the solidification process differs 
significantly between the three samples. Crystallization of Bi happened over 
a narrow temperature range at a significant supercooling, while no 
supercooling was observed for In. Solidification of the Sn sample, on the 
other hand, started at the melting temperature and extended over a broad 
temperature range. In-situ XRD measurements proved efficient in 
identifying calorimetric signals such as melting and crystallization. Some 
weaknesses in the approach, however, remain. A careful data treatment and 
interpretation is mandatory due to the low scattering intensities and the large 
temperature intervals between the consecutive XRD images. These 
problems can in principle be circumvented by using more intense X-ray 
beams and faster X-ray detectors. One should, however, be careful when 
using more intense beams as radiation damage can occur. Ivanov et al.99 
detected this problem via an increase in SAXS background within about 2 s 
of irradiation. Therefore they collected a 2D raster scan of a sample using 
exposure times limited to 0.5 s/raster point. Transformations to a colloidal 
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gold nanoparticle (AuNP) were probed by performing a linear raster scan 
with an X-ray nanobeam for collecting SAXS and WAXS patterns while 
increasing the temperature in steps of 10 °C. Each scan line was displaced 
0.5 µm normal to the scanning direction to minimize radiation damage. This 
approach revealed the structure/transformation process of AuNP upon 
heating while passing the associated nanocalorimetric signal. In another 
example Ivanov et al.100 performed a simultaneous nanocalorimetric and 
X-ray diffraction experiment on an In particle during heating and cooling at 
20 °C/min  
However, in studies where high heating and cooling rates are important, the 
nanocalorimeter has to be coupled in setups capable of characterization on 
much shorter timescales. An early example of a high rate combination is the 
integration of FSC with a dynamic transmission electron microscope 
(DTEM).101 This time-resolved TEM is capable of sub-µs temporal 
resolution and theoretically scanning rates up to the maximum heating rate 
of the nanocalorimeter can be applied. The sensors used for this study are 
based on the original design of Allen and coworkers7 but upgraded for the 
use in TEM experiments. Electron transparent regions were created by 
adding three 100 µm x 100 µm square holes in the center of the platinum 
strip. The silicon nitride support is amorphous and electron-transparent, so 
no adaptions were needed here. Among other adaptions to the sample holder 
and data acquisition system, also triggering lines were added so that the 
signal generation and measurement trough the FSC and DTEM could be 
precisely synchronized. Preliminary experiments on the melting of 
aluminum thin films at 1000 K/s (Tm = 933 K) were conducted to test this 
in situ nanocalorimetric system. DTEM operated in electron diffraction 
mode with pulse times of 500 ns occurring every 100 ms. By varying the 
time between the nanocalorimeter trigger and the laser pulse, a DTEM 
image is collected at different temperature/time points during the 
measurement. This approach is thus not really a time/temperature resolved 
technique as the system is limited to single-shot electron imaging. This 
means that many identical samples (irreversible reaction) and different 
iterative measurements were required to fully characterize the structure 
development of aluminum during heating.  
The in-situ experiments listed above prove to be very promising in relating 
the calorimetric signals to structural changes happening inside the nanogram 
sample. However different shortcomings could be detected: 
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o the inability to measure at sufficient small temperature/time intervals,  
o the need to perform multiple measurements on identical samples and 
subsequently summing the patterns together due to the low X-ray 
intensities in combination with low detector acquisition times, 
o the occurrence of radiation damage when using higher X-ray 
intensities. 
At the start of activities related to this PhD thesis, no experiments were 
reported in which polymer melting and crystallization were followed 
simultaneously with structural characterization techniques and FSC 
although this approach could lead to new insights on polymer crystallization 
at high supercooling or during cooling (and heating) at high scanning rates. 
For completeness, however, it needs to be remarked that very recently, the 
Ivanov research group102,103, could increase the scanning rate in their FSC/X-
ray system up to 2000 °C/s thanks to the availability of a very fast detector 
(Eiger 4M from Dectris), which allowed collecting consecutive 4 ms long 
scattering patterns. Combining the mentioned scanning rate with the data 
acquisition frequency leads to a temperature resolution of 8 °C. This in-situ 
setup was used to explore the double melting behavior of the polymer 
poly(trimethylene terephthalate). These papers, however, appeared in 
literature after we published our own work of which all the details are 
provided in the chapters 4 and 5. 
2.3 Conclusions 
In this introduction, the basic concepts of polymer crystallization and 
melting were introduced. Studying polymer crystallization behavior is 
essential for industries to guide their thermo-mechanical processing 
conditions and to relate the developed morphology and crystallinity to the 
(thermal, mechanical, optical, barrier, …) end properties of the material. 
However the crystallization trajectories accessible to standard laboratory 
equipment highly differs from the industrial reality. One of the main 
differences is the higher heating and cooling rates in the industrial processes. 
While standard laboratory instruments can adopt rates up to several °C/min, 
industrial rates easily can reach several °C/s. Undoubtedly variation in 
cooling rate leads to differences in crystallinity and semicrystalline 
structure, ultimately affecting the polymer properties. Thanks to the recent 
development of a commercial fast scanning calorimeter by Mettler-Toledo, 
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laboratories have the possibility to mimic industrial processing conditions 
and to study polymer crystallization behavior at high cooling rates or high 
supercooling. Although a lot of information about the crystallization 
kinetics, crystallinity development and melting can be obtained from the 
associated exo- and endothermic signals, calorimetry measurements cannot 
reveal structural information. To explain the thermal signals and some 
peculiar crystallization features such as e.g. the bimodal crystallization rate 
dependence on temperature, there is a need to combine FSC with 
morphology sensitive techniques, preferably in an in-situ mode although 
from the ex-situ combination also valuable information can be retrieved.  
Examples in the literature of FSC combined with in-situ structural 
investigation techniques are scarce and the existing examples suffer from 
some limitations, including the inability to measure at sufficiently small 
time/temperature intervals and the need of performing multiple iterative 
measurements on an identical sample to obtain good quality structural 
images. In addition, at the start of this PhD trajectory, polymer 
crystallization studies using an in-situ approach have not been reported yet 
in the literature. The purpose of the present work was to design and validate 
a setup with performance at least as effective as proposed in the literature 
but preferentially even better for use in polymer crystallization studies 
during fast cooling or at high supercooling and for examining the subsequent 
melting behavior at high scanning rates. 
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Chapter 3  
 
Materials and Methods  
3.1 Materials 
The high-density polyethylene (HDPE) sample was Stamylan 9089s 
(Mw = 77 000 g mol-1; Mn = 13 000 g mol-1), supplied by DSM, The 
Netherlands.  
PA11 (Atochem, Serquigny, France; currently Arkema, Colombes, France) 
was dried under vacuum at 70 °C for at least 4h and stored inside an exicator 
up to use. The samples were extruded at 100 rpm for 30 min at 350 °C under 
nitrogen atmosphere using a 5 cm³ twin-screw mini extruder (DSM Xplore, 
Geleen, The Netherlands). 
3.2 Methods 
3.2.1 Differential scanning calorimetry 
Non-isothermal as well as isothermal experiments were conducted using a 
Q2000 Differential Scanning Calorimeter (DSC, TA Instruments, New 
Castle, DE, USA) coupled to a RCS90 cooling device. The samples 
(2-5 mg) were transferred in Tzero aluminum pans without cover and 
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constantly flushed with nitrogen during the DSC measurement. Calibration 
of temperature and heat of fusion was executed using known values for 
Indium (Tm = 156.60 °C and ∆h(𝑇𝑚
0 ) = 28.45 Jg-1)104. The Universal Analysis 
software was used to determine phase transitions. 
3.2.2 Fast scanning chip based calorimetry 
The fast scanning calorimetry (FSC) measurements were performed using 
the Flash DSC 1 (Mettler-Toledo, Zürich, Switzerland) equipped with a 
Huber TC100 intercooler (Huber, Offenburg, Germany). For more 
information regarding the capabilities of this instrument, the reader is 
referred to chapter 2 (State-of-the-Art). A MultiSTAR UFS 1 Sensor based 
on MEMS technology was inserted into the sample compartment consisting 
of 14 golden spring-loaded contacts to make a connection with the system 
board of the Flash DSC 1. This sensor acts as crucible as well as oven for 
the sample. Before measuring, the chip was annealed for 30 minutes at 450 
°C to release the stress of the sensor wires which otherwise would lead to 
excessive noise during the measurements. The samples (powder, film, 
pellet, …), with a mass between 10 ng – 10µg, were prepared by using a 
microscope and a cutting knife and positioned on the hotspot of the sensor 
using an eyelash (Figure 3-1). A pre heating step, in which the sample was 
slowly (0.5 °Cs-1) brought above its melting temperature, is essential to 
secure optimal thermal contact between the sample and the sensor. In 
principle, when knowing the sample mass, the sample thickness can be 
estimated from the density and the estimated geometry of the sample on the 
sensor. Based on fig. 1.16 in Schawe et al.105 the sample can be modelled to 
have a cylindrical shape. For example, from Figure 3-1 the radius of the 
sample can be approximated to be 60 µm. Assuming a fictive sample mass 
of 200 ng and with the known density of HDPE Stamylan 9089s of 
0.963 g.cm-3, the thickness of the sample is calculated to be 18 µm. The 
optimum sample thickness is 10 µm or less for calorimetry. The sample was 
constantly flushed with dry nitrogen gas (20 ml min-1). Temperature 
calibration was done by heating an indium sample at different rates. 
Extrapolation of the onset melting temperature to a fictive heating rate of 
0 °Cs-1 determined the calibration set. The Mettler-Toledo STARe software 
was used for instrument control and initial data processing.  
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Figure 3-1: HDPE sample situated on the hotspot of the sensor. 
3.2.3 In-house wide angle X-ray diffraction 
Structural information after isothermal crystallization at low supercooling 
was obtained using in-house SAXS/WAXD equipment (XeuSS, Xenocs, 
Sassenage, France), comprising a GeniX 3D Molybdenum ultra-low 
divergence X-ray beam delivery system (wavelength, λ = 0.71 Å) at a power 
of 50 kV – 1mA, a collimating assembly based on scatterless slits, a helium 
flushed flight tube and a Mar345 image plate detector (MARresearch, 
Norderstedt, Germany). The scattering angles were calibrated using silver 
behenate (AgBh).106 The SAXS/WAXD instrument was equipped with a 
Linkam DSC600 hotstage for temperature control. The samples were 
presented in holders, comprising a copper tube enclosed on the bottom and 
top side by 15 µm thick aluminum foil through which the X-ray beam 
passed. The 2D scattering patterns were azimuthally averaged using the 
ConeX program.107 Next, the averaged patterns were corrected for 
background scattering by subtracting empty holder contributions, taking 
into account transmission differences probed by measuring the transmitted 
beam intensity downstream from the sample with a photodiode. 
SAXS/WAXD patterns are presented as a function of the scattering angle, 
2θ, with 2θ values as if a wavelength of 1.033 Å was used.  
3.2.4 Fast scanning chip based calorimetry combined with in-situ 
synchrotron small and wide angle X-ray scattering 
The measuring cell of the commercial Flash DSC 1 is embedded within the 
instrument, making the chip inaccessible for, e.g. simultaneous transmission 
X-ray diffraction. For this reason, different sensor units were developed, 
placing the chip sensor and its support outside the calorimeter. The 
construction has the great advantage that standard chip sensors can be used 
without making any changes to the electronics of the XI-400 chips. For these 
measurements, a prototype of the Flash DSC 1 was used. Similar to the 
commercial Flash DSC 1 the chip sensor in the external holder was pinned 
38 | Materials and Methods 
 
with 14 golden spring-loaded contacts which were further linked to the 
system board of the Flash DSC prototype through an insulated 15 pin AUI 
connector (one ground connection).  
Synchronization between the calorimetric and WAXD experiments was 
achieved by extending the Flash DSC 1 proto-type system board with a 
5V TTL (Transistor-Transistor Logic) pulse generator. At the start of the 
calorimetric experiment, the rising edge of the 5V pulse triggered the 
WAXD data acquisition (Figure 3-2). The dead time of the pulse was below 
1 µs which is negligible compared to the sampling frequency of 1 kHz. 
 
Figure 3-2: Schematic representation of the synchronization pulse (not to scale) 
3.2.4.1 Different sample holders 
Three different sample holders were constructed during this research. 
Adaptations to the first sample holder were needed to meet the requirements 
of the experimental protocols (e.g. the ability to cool to below room 
temperature) and those of the beamline (e.g. the need for compactness to 
install a He flushed flight tube with beam stop at ID13). The sample holders 
will be described below in chronological order. 
The first sensor unit (= sample holder v1.0) consists of a metal box (115 x 
90 x 55 mm³) surrounding the sensor chip fixed on top of a support to 
position the sensor in front of the X-ray beam (Figure 3-3A). This metal box 
is not only a support for the sensor, it also shields the sensor from 
environmental influences such as electric fields and air draught. 
Furthermore since it is equipped with a purge gas inlet, a specific 
atmosphere can be created. At the front side of the box a hole of 1 cm 
diameter is made to allow X-ray beam access. This beam hits the sample at 
the chip membrane. The sample itself is situated at the back side of this 
membrane, which is the standard sample position. The sensor is thus 
positioned with the sample facing the X-ray detector at a sample-detector 
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distance of 5 cm. After transmission through the sensor and the sample, the 
scattered X-rays leave the metal box via a conically shaped outlet, allowing 
acquiring data at 2θ up to 50°. This outlet was in actual experiments either 
covered by a thin Kapton foil or was connected to a He flight tube. 
The design of the second sensor unit (= sample holder v1.1) is based on the 
design of sample holder v1.0 (Figure 3-3B). Compared to the first design, 
the sample box is decreased in size (90 x 90 x 35 mm³) and the purge gas 
inlet is extended to guide the purge gas directly onto the sample. 
Furthermore this sample holder is extended with an external cooling unit 
based on liquid nitrogen. Through the copper tubing, installed in the sample 
holder, cold nitrogen gas coming from a liquid nitrogen storage dewar can 
flow. The purge gas inside the sample holder is in contact with the cold 
copper tubing by which the surrounding temperature can be effectively 
lowered to 0 °C. Since the surrounding temperature is lower than room 
temperature, a thermocouple is installed to measure the standby temperature 
before the start of a FSC measurement. All other components are equal to 
sample holder v1.0.  
 
Figure 3-3: Exploded view of the interior of A) sample holder v1.0 and B) sample holder v1.1 
with (1) the sample on the chip sensor, (2) the metal box, (3) the sensor support, (4) the front 
lid with hole ( 1 cm), (5) the conical X-ray outlet, (6) a 50 µm Kapton film, (7) the purge 
gas inlet, (8) the connection to the prototype Flash DSC 1 system board, (9) the incoming X-
ray beam, (10) the liquid nitrogen gas circuit, and (11) the thermocouple (panel A from 108 
with permission of John Wiley and Sons). 
The third sensor unit (= sample holder v2.0) is completely different from the 
two units described above (Figure 3-4). The metal box (85 x 75 x 8 mm³) 
surrounds the chip sensor and is fixed on top of a support to position the 
sensor in front of the X-ray beam. A printed circuit board with the 14 golden 
spring-loaded contacts is attached to the front lid (with a hole of 1 cm in 
diameter) of the sample box. The advantage of using a printed circuit board 
40 | Materials and Methods 
 
is that the electrical wires, connecting the sensor to the system board of the 
prototype Flash DSC 1, are situated at one side. This is a clear improvement 
compared to sample holder v1.0 and v1.1 as the electrical wires cannot block 
the incoming beam anymore and the wires are more tightly attached to the 
contacts. The latter problem often led to a bad contact between the sensor 
and the instrument and time loss during synchrotron session because of 
having to repair broken connections. In addition, there is an option to create 
an inert atmosphere by positioning the purge gas cover against the back 
cover (increasing the total thickness of the sample holder to 12 mm). A 
groove in the metal plate allows the purge gas to flow over the sample.  
 
Figure 3-4: Exploded view of the interior of sample holder v2.0 with (1) the sample on the 
chip sensor, (2) the sensor support, (3) the printed circuit board with 14 golden spring-loaded 
contacts, (4) the front lid with hole ( 1 cm), (5) the back cover, (6) the purge gas cover with 
conical X-ray outlet, (7) the purge gas inlet and (8) the 14 electrical wires connecting the 
printed circuit board to the prototype Flash DSC 1 system board and (9) the incoming X-ray 
beam. 
3.2.4.2 Sample holders integrated at the beamlines 
WAXD SETUP AT DUBBLE. The implementation of sample holder v1.0 at 
the BM26B (DUBBLE) SAXS/WAXD beamline at the European 
Synchrotron Radiation Facility in Grenoble (France) is presented in Figure 
3-5 (same for sample holder v1.1). Downstream from the Kapton film at the 
box outlet, the scattered X-rays travelled through air towards the detector, 
thereby reducing the WAXD data quality by air scattering. To diminish the 
air scattering, a helium flushed X-ray flight path was set up by removing the 
Kapton film and bridging the space between the sample (box) and the 
detector with a plastic bag. The effect of using helium on the quality of the 
X-ray patterns will be shown in Chapter 4. The sample-detector distance 
was about 5 cm. The noiseless solid state photon counting Pilatus 300 K-W 
WAXD detector (Dectris, Baden, Switzerland) is a very fast and sensitive 
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detection system. Acquisition times as short as 17 ms (with a dead time of 3 
ms) were used for this research. 
 
Figure 3-5: Integration of (1) sample holder v1.0 at the DUBBLE beamline with (2) the 
incoming X-ray beam, (3) the Pilatus 300K-W detector, (4) the beamstop and (5) the purge 
gas inlet (from 108 with permission of John Wiley and Sons). 
The wavelength, λ, of the X-rays was 1.033 Å and the horizontal and vertical 
beam dimensions at the sample were around 150 µm. These small beam 
dimensions were obtained by placing the focal point of the beam directly 
onto the sample. This was achieved by following the method as illustrated 
in Figure 3-6. The sample holder was placed in front of the beam, in which 
the sensor chip was replaced by a gold foil partly covering the hole through 
the sensor support (n°3 in Figure 3-3A). The horizontal beam dimension was 
determined by performing a horizontal grid scan while monitoring the 
scattered intensity at the WAXD detector (Figure 3-6, middle). By shifting 
along the x axis, the X-ray intensity increased as a smaller part of the beam 
was blocked by the gold foil. From the derivative of this intensity plot 
(Figure 3-6, right), the horizontal beam dimension was given by the full 
width at half maximum dI/dx. By repeating this protocol at different sample 
box-detector distances, the smallest horizontal beam thickness could be 
found. At the minimum of the horizontal beam size, this protocol was 
repeated for the vertical beam size (z scan). After adjusting the beam size, a 
horizontal and vertical grid scan was performed to align the samples on the 
chip with respect to the X-ray beam using high precision motorized stages.  
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Figure 3-6: Schematic illustration of the beam size determination. The middle panel shows 
the intensity as a function of scan direction. In the right panel its derivative is shown with an 
indication of the full width at half maximum (FWHM). 
The scattering angle range was calibrated by using the HDPE 110 and 200 
reflections of a sample cooled at 10 °Cmin-1 of which a cross-calibration 
using laboratory equipment proved that its crystalline reflection and related 
crystal unit cell density correspond to the values reported by Swan109. 
SAXS/WAXD SETUP AT DUBBLE. An attempt was made at DUBBLE to 
collect SAXS besides WAXD on a single Pilatus 300 K-W detector. The 
sample holder v1.0 was positioned at 20 cm from the detector (similar to 
Figure 3-5). To allow collecting SAXS data (starting from 0.3 ° 2θ, q = 
0.031 Å-1) the beam size was reduced by a post-focusing Kirkpatrick-Baez 
System to a spot size of 25x25 µm. This change in the setup resulted in a 
much lower scattering intensity due to several factors: 
o less photons present in the microfocus beam (25x25 µm instead of 
150x150 µm), 
o a smaller volume of the sample is irradiated due to the smaller beam, 
o the sample-detector distance increased from 5 to 20 cm.  
Due to the lower intensities in the SAXS/WAXD setup, longer acquisition 
times (± 10 s was the absolute minimum) were needed to obtain reasonably 
clear SAXS/WAXD patterns. Therefore it was not possible to perform 
time/temperature resolved experiments at the intended scanning rates. 
Obviously no results using this setup can be presented in this thesis.  
SAXS/WAXD SETUP AT ID13. A small size of the X-ray beam together with 
a high flux is difficult to obtain on bending magnet (BM) beamlines (such 
as DUBBLE). Therefore it was decided to perform the time/temperature 
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resolved SAXS/WAXD experiments at ID13, which is positioned at an 
undulator source of the ESRF. The implementation of sample box v2.0 in 
the experimental hutch 44 m downstream from the undulator source is 
presented in Figure 3-7. The X-ray beam was focused using a set of 
Beryllium lenses arranged in a vacuum transfocator. A collimator setup 
situated at 100 mm downstream from the transfocator, consisting of two 
30 µm pinholes, removed the parasitic scattering originating from the 
optical elements. A lead aperature at 2 mm upstream from the sample box 
ensured a low background in the SAXS region. The sample box was situated 
at 10 cm from a single photon counting pixel array detector, Eiger 4M 
(Dectris, Baden, Switzerland). Acquisition times as short as 4 ms (dead time 
of 3µs) were used for this research. To enhance the signal quality of these 
short time frames, a flight tube filled with helium (closed with a silicon 
nitride sheet at its entrance and a PP film at its exit) was inserted between 
the sample box and the detector. The beam stop blocked the incident beam 
as well as the scattering signals originating from the PP film.  
 
Figure 3-7: Integration of (1) sample holder v2.0 at the ID13 beamline with (2) the helium 
flight tube, (3) the beamstop, (4) the Eiger 4M detector, (5) the transfocator, (6) two pinholes, 
(7) the lead aperature and (8) on-axis optical microscope.  
The sample was positioned in front of the X-ray beam using an on-axis 
optical microscope (50x Olympus objective). The horizontal and vertical 
beam dimensions at the sample were about 22 µm and the wavelength was 
0.955 Å. The scattering angles were calibrated by using the first reflection 
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of AgBh and the HDPE 110 and 200 reflections of a sample cooled at 
10 °Cmin-1. 
3.2.4.3 Data collection protocols 
MEASUREMENTS AT DUBBLE. The WAXD acquisition times were as 
short as 17 or 47 ms, depending on the FSC scanning rate used. In order to 
achieve high WAXD counting statistics, measurements were conducted in a 
stroboscopic way, implying that multiple, identical heating-cooling runs 
were stacked together. This was allowed because the repeated heating and 
cooling runs were extremely reproducible, as judged form the FSC thermal 
signals. The experimental protocol is illustrated in Figure 3-8 for a rate of 
20 °Cs-1. The dotted and dashed vertical lines refer to sequential X-ray 
patterns collected during the heating and cooling runs respectively. 
Measurements with identical numbers (heating) or letters (cooling) were 
added to obtain a reasonable WAXD signal to noise ratio. A MATLAB-
based software (developed by Anatech) was used for instrument control and 
initial FSC data processing. 
 
Figure 3-8: Heating-cooling-heating-cooling sequence on HDPE at 20 °Cs-1 using the Flash 
DSC 1 sample box. The dotted vertical lines refer at sequential X-ray patterns, collected 
during the heating runs. The dashed ones are related to the cooling runs. Measurements with 
identical numbers (heating) or letters (cooling) were added to obtain a reasonable signal to 
noise ratio. 
MEASUREMENTS AT ID13. Although the SAXS/WAXD acquisition times 
were as short as 4 ms, the high X-ray flux allowed collecting high quality 
data in a single run. However, focusing the high intensity X-ray beam on a 
small sample region led to severe X-ray radiation damage, which is clearly 
visible in Figure 3-9. On this figure the sample is shown before and after 
measurement with the center of the incoming beam indicated by the red dot. 
After measurements (total acquisition time of about 1 s) a feature is visible 
on the irradiated area, likely as a result of radiation induced crosslinking. 
The sample is most susceptible to radiation damage while being in the melt, 
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as experienced by M. Rosenthal, the ID13 beam line scientist. This visible 
radiation damage however did not affect reference heating-cooling FSC runs 
at 100 °Cs-1, likely because the thermal signals were dominated by the non-
irradiated material. Note that at DUBBLE, the entire sample is irradiated, 
by which FSC reference runs can effectively be used to monitor radiation 
damage. Because of the rather instantaneous radiation damage at ID13, only 
very short experiments could be performed. Hence, for every new 
experiment a new sensor chip needed to be prepared. A MATLAB-based 
software (developed by Anatech) was used for instrument control and initial 
FSC data processing. 
  
Figure 3-9: Sample situated at the hotspot of the sensor before (left) and after (right) 
irradiation by the high intensity X-ray beam at ID13. The red dot indicates the center of the 
incoming beam and in the left lower corner a scale bar is added. 
3.2.4.4 XRD data processing 
In this paragraph the different steps to process the XRD patterns as obtained 
from the experiments at DUBBLE and ID13 are given. At DUBBLE the 
data were limited to the WAXD angular range, whereas at ID13 also part of 
the SAXS was recorded. From the WAXD patterns information regarding 
polymorphic phases, crystallinity, crystal sizes, … can be determined. From 
the SAXS parts, information on the semicrystalline structure can be 
retrieved. Information on how this was done, is provided in the chapters 
describing these results.  
MEASUREMENTS AT DUBBLE. In Figure 3-10 the WAXD pattern after 
3 s isothermal crystallization at 130 °C for PA11 is presented after azimuthal 
averaging of the 2D patterns using the Conex software107 and subsequent 
intensity normalization (curve 1). The main signal in curve 1 is due to 
background scattering. As a first step in the background correction 
procedure, the pattern at the hotspot of an empty FSC sensor was smoothed 
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and scaled under the samples’ WAXD curve (curve 2). This background 
pattern was subtracted from curve 1, resulting in curve 3. This was followed 
by a summation of the intensities (curve 4) belonging to the same 
temperature, as explained in Figure 3-8. Next, the stacked WAXD data were 
corrected by subtracting an additional background (resulting in curve 5). 
This additional background was approached by taking the difference 
between an averaged PA11 melt pattern and a fit to this pattern by a Lorentz 
function on top of a second order polynomial as shown in the following 
equation: 
with C0, C1 and C2 constants, A the height, 2θ0 the center and w the width of 
the peak. This extra background removed contributions that were not 
covered in the initial background pattern (such as the peaks around 18°). In 
the final step, a linear background connecting intensities at 8 and 18° 2θ was 
subtracted and the WAXD patterns were normalized to the area enclosed by 
the pattern in this angular window. This operation assumes constancy of the 
scattering mass and accounts for intensity drifts of the primary beam. This 
ultimately resulted in curve 6, presented in Figure 3-10.  
 
Figure 3-10: Illustration of the background subtraction procedure and the effect of adding 
multiple WAXD data sets of the data obtained at DUBBLE. The different steps start from 
curve labelled 1 (raw data of a single acquisition), over the steps 2-5 to ultimately the final 
curve, labelled 6. The different steps are explained in the text. 
MEASUREMENTS AT ID13. The processing procedure of the data obtained 
at ID13 (Figure 3-11) starts with the azimuthal averaging of the 2D patterns 
using Conex software107 (curve 1). Next, an empty FSC sensor background 
pattern (curve 2) was subtracted (curve 3). An additional linear background 
connecting intensities at 3 and 19 ° (i.e. the WAXD range) was subtracted 






4(2𝜃 − 2𝜃0)2 + 𝑤2
) (7) 
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(curve 4 and 5) and in this angular window a normalization factor was 
determined. In the final step the XRD patterns over the entire angular 
window (between 0.2 and 19°) was divided by this normalization factor, i.e. 
including the SAXS parts at the lowest angles (curve 6). The data presented 
in Figure 3-11 were collected at 130 °C after isothermal crystallization of 
PA11. 
 
Figure 3-11: Illustration of the background subtraction procedure of the data collected at 
ID13. The different steps start from curve labelled 1 (raw data), over the steps 2-5 to 
ultimately the final curve, labelled 6. The different steps are explained in the text. 
A first comparison between the raw data (curve 1) obtained at DUBBLE 
(single acquisition of 47 ms) (Figure 3-10) and ID13 (single acquisition of 
20 ms) (Figure 3-11) clearly demonstrates the superior quality of the data 
collected at ID13. Clearly, the shorter acquisition times used at ID13 were 
overcompensated by the higher beam intensity. In contrast, a stroboscopic 
approach (Figure 3-8) was definitely needed for the data collected at 




Chapter 4  
 
Simultaneous synchrotron WAXD and 
Fast Scanning (Chip) Calorimetry 1: 
On the crystallization and melting of 
HDPE at scanning rates up to 
200 °Cs-1 
4.1 Introduction 
Thanks to the development of the FSC technology, studying the formation 
of specific phases during cooling at high rates or at high supercooling is 
                                                     
1 The content of this chapter is based on the following publications: 
 
Baeten D., Mathot V.B.F., Pijpers T.F.J., Verkinderen O., Portale G., Van Puyvelde P., 
Goderis B. (2015), Simultaneous Synchrotron WAXD and Fast Scanning (Chip) Calorimetry: 
On the (Isothermal) Crystallization of HDPE and PA11 at High Supercoolings and Cooling 
Rates up to 200 °Cs-1, Marcomol. Rapid. Commun., 36, 1184-1191 
 
Baeten D., Cavallo D., Portale G., Androsch R., Mathot V., Goderis B., Combining fast 
scanning chip-calorimetry with structural and morphological characterization techniques,In 
C. Schick & V. B. F. Mathot (Eds.) Fast scanning calorimetry (first edition, pp. 327-359) 
Switzerland, Springer International Publishing 
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possible in a controlled way. However, without confirmation from 
morphological characterization techniques, one can only speculate on the 
exact nature of these phases. Ideally, morphology sensitive techniques are 
combined with FSC in-situ as this allows for the undisputable assignment of 
unidentified exothermic and endothermic signals to the formation of specific 
phases. Moreover, by following the solid-solid or solid-liquid transitions in 
real time one can obtain mechanistic insights. 
In this chapter, the first temperature-resolved experiments reported in 
literature on polymer phase transitions using an in-situ combination of FSC 
and synchrotron WAXD are described. The crystallization and melting of 
HDPE at high temperature resolution are discussed. The experimental setup 
involves a sample holder with a (chip) sensor which is controlled by a Flash 
DSC 1 prototype of Mettler-Toledo and which is accessible to an X-ray 
beam for WAXD measurements in transmission mode. The experiments 
described in this chapter prove that the combination of FSC with WAXD is 
meaningful and that the obtained results can be relevant for gaining new 
insights in polymer crystallization and melting behavior. Furthermore, some 
instrument related issues are disclosed. 
4.2 Experimental approach 
As a testing material HDPE is chosen, since it shows two intense sharp 
crystalline reflections in WAXD at known scattering angles. To investigate 
the capabilities of this new combined approach, the sample is subjected to 
different cooling and heating rates while monitoring the WAXD data quality 
and its temperature resolution. 
4.2.1   Experimental details 
HDPE on a sensor chip was presented in sample box v1.0 (described in 
section 3.2.4.1) integrated at the DUBBLE beamline (described in section 
3.2.4.2). The HDPE sample was subjected to four different scanning rates 
under two different atmospheric conditions, resulting in a total of six 
experiments, of which the characteristics are summarized in Table 4-1. A 
stroboscopic approach was used to increase the signal-to-noise ratio of the 
WAXD patterns as explained in section 3.2.4.3. 
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Table 4-1: Overview of the experiments with their setup characteristics, applied scanning 
rates and WAXD parameters 
a The 60 repeats were split into two sets of 30 repeats since the temperatures 
of the two sets were out of phase. This reduced the temperature resolution 
from 4 to 2 °C and the total acquisition time to 0.5 s per WAXD pattern 
instead of 1 s.  
In experiment 1 to 4, the Flash DSC 1 box was continuously flushed with 
nitrogen gas, which is common practice in FDSC to prevent sample 
degradation and to provide the sample housing with a constant atmosphere 
at the benefit of the data quality. To further protect the sensor from 
environmental influences, an X-ray transparent 50 µm thin Kapton film was 
attached to the conical outlet (n°6 in Figure 3-3A). Downstream from the 
Kapton film, the scattered X-rays travelled through air towards the detector, 
thereby reducing the WAXD data quality by air scattering. Therefore, in the 
second set of experiments (5 and 6) the air scattering was diminished by 
setting up a helium flushed X-ray flight path. In this setup the Kapton film 
was removed and the space between the sample (box) and the detector was 
bridged with a plastic bag. This small adaptation remarkably improved the 
WAXD data quality without any noticeable effect on the FDSC quality as 
shown in Figure 4-1. Note that in these experiments no nitrogen purge gas 
was used inside the Flash DSC 1 box. In this chapter, the two sets of 















   [°Cs-1] [ms] [-] [°C] 
1 N2 Air 20 47 22 1 
2 N2 Air 50 17 60 1 
3 N2 Air 100 17 60 2 
4 N2 Air 200 17 60 2a 
5 / He 20 47 22 1 
6 / He 50 17 60 1 
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Figure 4-1: The influence of the X-ray flight path on the quality of the data 
The FSC sensors were prepared using the standard annealing protocol and a 
good sample-sensor contact was achieved by heating the HDPE sample at 
0.5 °Cs-1 to above its melting temperature. Two different sensors were 
prepared for respectively the air and helium experiments. To FSC standards, 
a fairly large amount of sample was deposited on the sensor. This was done 
to facilitate locating the sample with the X-ray beam and to increase the 
WAXD intensity. Obviously, the high sample mass has an effect on the 
FDSC data as it increases the thermal lag. This aspect will be covered further 
in this chapter. As shown in Table 4-1, for the air experiments the HDPE 
sample was subjected to four different scanning rates: 20, 50, 100 and 
200 °Cs-1, while this was limited to 20 and 50 °Cs-1 for the helium 
experiments. Between each set of repeats, the sample was subjected to a 
20 °Cs-1 reference heating and cooling run, to thermally monitor potential 
thermo-oxidative degradation or crosslinking due to the irradiation.110 No 
significant changes in onset and peak maximum temperatures were 
observed, demonstrating that the samples were left largely intact and that a 
stacking of the data according to the protocol outlined in Figure 3-8 is 
meaningful.  
4.2.2  WAXD data processing 
The WAXD patterns are processed according to the procedure described in 
section 3.2.4.4. The polyethylene 110 and 200 reflections were separated 
from the amorphous halo by linear sectors and approached by Gaussians to 
retrieve the peak position, area and width. From the peak positions of the 
110 and 200 reflections, the a and b dimensions of the orthorhombic unit 
cell were calculated. Together with temperature dependent literature values 
for the c dimension111 and the mass within the unit cell, the crystal mass 
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density was determined. The crystallinity was deduced from the ratio of the 
area covered by the crystalline peaks to the total area of the normalized 
WAXD pattern in the 8 to 18° scattering angle range. 
4.3 Results and discussion 
The normalized HDPE WAXD patterns are shown in Figure 4-2 for three 
different scanning rates. The experiments at 20 and 50 °Cs-1 are helium 
experiments, while the one at 200 °Cs-1 is an air experiment (Table 4-1, 
experiment number 5, 6 and 4). The poorer WAXD quality for the air 
experiment is apparent and is due to having a small signal on top of a heavy 
air scattering background, with a very short accumulation time. 
Nevertheless also in this experiment, the crystalline 110 and 200 reflections 
at approximately 14.5° and 16° 2θ and the amorphous halo can clearly be 
distinguished. The intensities of the crystalline 110 and 200 reflections 
decrease with increasing temperature and ultimately convert into an 
amorphous halo due to the crystal-liquid transition. Furthermore the 
crystalline reflections (the 200 reflection in particular) shift to lower angles 
with increasing temperature due to the crystal unit cell thermal expansion.  
 
Figure 4-2: Stacked and normalized WAXD patterns of HDPE subjected to scanning rates of 
20, 50, and 200 °Cs-1 during heating (upper row) and cooling (bottom row). The WAXD 
intensities are top viewed and grey-scaled coded. 
low intensity                               high intensity 
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In Figure 4-3A, the orthorhombic crystal unit cell densities are displayed for 
the 20 and 50 °Cs-1 He experiments and the 200 °Cs-1 air experiment together 
with the unit cell density for linear polyethylene (LPE) reported in the 
literature by Swan.109 The density development during heating and cooling 
is presented by the full and dashed lines respectively. Note that the poorer 
WAXD quality for the 200 °Cs-1 experiment results in a higher noise level 
for the crystal densities.  
 
Figure 4-3: WAXD based crystal unit cell mass densities during heating (full lines) and 
cooling (dashed lines) at 20 (circle), 50 (diamond) and 200 °Cs-1 (triangle). In panel A), data 
are plotted as a function of the recorded DSC temperatures. In panel B), temperatures are 
corrected for thermal lag. The reference mass density by Swan 109 for linear polyethylene is 
depicted by the square. Data beyond 130 °C are represented by a dotted line since these 
values are extrapolations based on the actual data by Swan. (from 108 with permission of 
John Wiley and Sons) 
The slopes of the experimental HDPE and Swan’s LPE density data are 
comparable and reflect the thermal contraction and expansion during 
cooling and heating respectively. The crystal densities are lower for higher 
scanning rates, likely due to the increased presence of crystal defects. It is 
remarkable that the densities in cooling and heating at a fixed temperature 
are not equal. The difference between heating and cooling is roughly 
constant over the whole temperature range and becomes bigger with 
increasing scanning rates. These differences result from thermal lag effects. 
Thermal lag effects have been shown to be very moderate for Indium, 
showing lags of the order of zero for low rates up to 0.3 °C for heating at 
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200 °Cs-1, (see Fig. C.5 in Annex C of reference 112). For the less conductive 
polymeric samples, stronger thermal lag effects are expected, especially 
when fairly large sample masses are deposited on the chip.112 In Table 4-2, 
the thermal lags for the three experiments are summarized. These values 
correspond to the shifts along the temperature axis, required to make the 
densities of the heating and cooling runs coincide (see Figure 4-3B). These 
thermal lags are assumed to be symmetric in cooling and heating and thus 
identical in absolute terms. The values seem realistic as they are comparable 
to the thermal lags reported for the BCH-52 liquid crystal transitions (see 
Fig. D.6 in Annex D of reference 112 and Fig. 4 in reference 12). Without the 
simultaneous WAXD experiments, these thermal lag effects would probably 
have been left unnoticed or wrongly corrected if based on indium or BCH-
52 results. This demonstrates that the Flash DSC 1 and WAXD combination 
allows identifying and solving thermal lag related problems.  
Table 4-2: Summary of the melting and crystallization temperatures for experiment 4,5 and 
6 without and with taking into account the thermal lag.  
 
In Figure 4-3B, at the highest temperature, a rapid crystal density increase 
during cooling at the crystallization onset is observed. This densification – 
occurring on top of the reversible thermal expansion – continues during 
heating at the highest temperatures and tends to approach the reference 
values by Swan. Furthermore, note that outside these high temperature 
ranges, the crystal densities progressively deviate more from the Swan 
reference values at decreasing temperatures for both the cooling and heating 
runs. It has been suggested earlier that the amorphous fractions in highly 
crystalline polyethylene tends to vitrify below 17 °C.113 It is speculated that 




Tm (°C) Tc (°C) ΔT (°C) 
Meas. Lag corr. Meas. Lag corr. Lag corr. 
5 
(20 °Cs-1) 
0.94 138.24 137.3 122.83 123.77 13.55 
6 
(50 °Cs-1) 
1.15 136.21 135.06 119.03 120.18 16.03 
4 
(200 °Cs-1) 
3.35 136.04 132.69 111.92 115.27 20.77 
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as a result hampers the densification of molecular fragments within the 
crystallites.  
In Figure 4-4, the thermal lag corrected FSC signals are shown for the three 
discussed experiments. The peak values for HDPE melting and 
crystallization prior to and after the lag corrections are presented in Table 
4-2. The right side column in Table 4-2 represents the supercooling as 
calculated from the difference between the melting and crystallization peak 
temperature. Clearly, the supercooling increases with increasing rate.  
 
Figure 4-4: Flash DSC 1 data at scanning rates of 20 °Cs-1 (left), 50 °Cs-1 (middle) and 
200 °Cs-1 (right). The Flash DSC 1 specific heat flow data are depicted upwards and 
downwards for the heating and cooling runs, respectively. The dashed and dotted lines 
through the heating and cooling runs represent the base lines used for the integration and 
crystallinity calculation. 
Figure 4-4 also reveals that the FSC measurements suffer from a 
considerable instrument related base line curvature. Mainly at rates lower 
than 1000 °Cs-1, a significant curvature occurs which is not caused by 
enthalpy changes of the sample.114 Usually DSC based crystallinities are 
determined by integrating the signal enclosed between the experimental 
curve and a linear extrapolation from the melt. Obviously, with baseline 
curvature an alternative needs to be found. The baselines are estimated by a 
third order polynomial and are illustrated together with the specific heat 
flow data in Figure 4-4. The parameters of the polynomial are determined 
by imposing the constraint that the DSC based crystallinities have to match 
the WAXD based crystallinities over the entire temperature range. The 
required baselines are determined using a least-squares fitting algorithm 
with the sample mass as an additional variable. More specifically, the 
baselines of the two He experiments (both in heating and cooling) were 
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determined simultaneously using one polymer mass parameter for both. This 
combined procedure was also used for the air experiments. This resulted in 
sample masses of 710 and 720 ng for the air and He experiments 
respectively. The sample masses cannot accurately be measured using mass 
scales as they are of sub-microgram level. In literature, different methods 
are described for the estimation of the sample mass from a thermal event, 
for example melting or the glass transition.114 The above described matching 
procedure using simultaneously recorded WAXD crystallinities, is thus an 
additional method to determine the sample masses on a Flash DSC 1 chip.  
The agreement between the WAXD based crystallinities (symbols) and the 
Flash DSC 1 based crystallinities (full lines) is illustrated in Figure 4-5 for 
three different scanning rates during cooling (panel A) and heating 
(panel B). The WAXD crystallinity was deduced from the ratio of the area 
covered by the 110 and 200 reflections to the total area of the normalized 
WAXD pattern in the 8 to 18 ° scattering angle range. Note that the poorer 
WAXD counting statistics for the 200 °Cs-1 experiment is reflected in the 
higher noise level of the crystallinity estimates. Higher cooling rates results 
in lower crystallinity values in cooling as well as during the subsequent 
heating. This is expected since reorganization and cold crystallization 
phenomena are hindered in the high scanning rate Flash DSC 1 curves. The 
crystallinity decrease for higher cooling rates is comparable to what has 
been observed earlier for linear polyethylene cooled at different rates.115 A 
continuous decrease in crystallinity prior to the steep drop at higher 
temperatures is observed on increasing temperature. A combination with 
small angle X-ray scattering would be needed to understand whether this 
continuous slow decline is due to (reversible) crystal surface melting or the 
sequential melting of crystals with increasing stability.  
58 | On the crystallization and melting of HDPE at scanning rates up to 
200 °Cs-1 
 
Figure 4-5: WAXD (symbols) and Flash DSC 1 based crystallinities (full lines) during A) 
cooling and B) heating at 20 (square), 50 (circle) and 200 °Cs-1 (triangle). Data are plotted 
as a function of the thermal lag corrected temperatures. (from 108 with permission of John 
Wiley and Sons)
4.4 Conclusions 
In this chapter, an experimental method was presented in which high quality 
calorimetric and structural information of samples can be obtained by using 
high scanning rates in combination with modern, sensitive structural 
characterization techniques. The success of this simultaneous approach 
relies on the excellent reproducibility of the FSC thermal ramps, the robust 
synchronization of FSC and WAXD data acquisition systems, and the high 
counting rate of the X-ray detector. Not only the melting and crystallization 
behavior of a HDPE sample (< 1 µg) at scanning rates up to 200 °Cs-1 could 
be followed, it also revealed some FSC instrumental issues, such as baseline 
curvature and thermal lag. For obtaining more complete morphological 
information, one should also include SAXS in the combined FSC X-ray 
approach. Moreover, also real-time combinations with probes for features in 
the µm range, such as small angle laser light scattering or (polarized) optical 
microscopy, can offer new opportunities for the study of polymer 
crystallization. In the next chapters, this combined FSC/WAXD technique 
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will be used to study the cooling rate/supercooling dependent polymorphism 
of an industrially relevant polymer, namely polyamide 11. 
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Chapter 5  
 
On the crystallization rate and 
polymorphism of Polyamide 11 2 
5.1 Introduction 
The crystalline structure and polymorphism of polyamides (PA) have been 
extensively studied and is known to be very sensitive to the crystallization 
conditions.85,108,116,117 Hydrogen bonds between the amide groups of 
neighboring polyamide chains play a dominating role in the molecular 
packaging of polyamide crystals. Thermal analysis and X-ray diffraction 
experiments show two stable crystalline forms for PA11, depending on the 
crystallization temperature (Figure 5-1). At high temperatures (low 
supercooling) a hexagonal δ phase (indicated in red in Figure 5-1) is 
observed, which is composed of hydrogen-bonded (H-bonded) molecular 
sheets, held together by van der Waals interactions, in which the interchain 
distance within the sheet and the intersheet distance are equal.118 This equal 
                                                     
2 The content of this chapter is partially based on the following publication: 
 
Baeten D., Mathot V.B.F., Pijpers T.F.J., Verkinderen O., Portale G., Van Puyvelde P., 
Goderis B. (2015), Simultaneous Synchrotron WAXD and Fast Scanning (Chip) Calorimetry: 
On the (Isothermal) Crystallization of HDPE and PA11 at High Supercoolings and Cooling 
Rates up to 200 °Cs-1, Marcomol. Rapid. Commun., 36, 1184-1191 
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distance results in one clearly dominating crystalline WAXD reflection 
around 21° 2 Cu Kα. For odd-numbered nylons, creation of H-bonded 
sheets is possible when the polymer chains are arranged in a parallel85,118–120 
as well as in an antiparallel fashion.121–124 Although forming H-bonds is 
equally easy in both configurations, the antiparallel arrangement is probably 
preferred as this allows for chain folding within one sheet (presented by the 
double arrows in Figure 5-1). The δ phase is unstable at room temperature 
and transforms upon cooling at the Brill temperature (TB)125 to the stable 
triclinic α form (indicated in blue in Figure 5-1). A Brill transition has also 
been reported for other polyamides125–129 and has a reversible character, 
which means that upon heating α phases will transform back into δ phases. 
Several factors influence the temperature at which this transition occurs, 
such as the crystallization conditions, thermal history and heating or cooling 
rates.130 The triclinic α form is characterized by a decreased intersheet 
distance compared to in the δ form.118–120,122–124 This difference in intersheet 
and interchain distance results in the angular split of the WAXD reflection, 
in which the peak at higher angles corresponds to the decreased intersheet 
distance while the (nearly) stationary peak represents the interchain 
distance. The H-bonded sheets, with polymer chains arranged in an 
antiparallel fashion, are stacked side-by-side with a progressive shift.119  
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Figure 5-1: Schematic representation of the crystalline structure of PA11 (in red: 
pseudohexagonal unit cell and in blue: triclinic unit cell) in which the hydrogen bounds are 
indicated by the green dotted lines. 
On the other hand, the quenching or very fast cooling of a PA11 melt leads 
to the formation of a kinetically favored metastable pseudohexagonal δ’ 
phase in which the H-bonds are randomly distributed, forming a hydrogen-
bonded network (Figure 5-2).85,108,121,131 Since the polymer chains are 
entangled with each other in the melt and fast cooling prevents thorough 
reorganizations, chain folding does not lead to sheets but occurs randomly 
throughout the crystal. No (reversible) transition between the δ’ and α phase 
can occur, which makes it possible to discriminate the δ’ from the δ phase 
using temperature dependent WAXD. 
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Figure 5-2: Schematic representation of the mesomorphic structure of polyamide 11 
Based on experimental data from literature117 Gibbs free energy lines of the 
different PA11 phases have been constructed and are presented together 
with their possible liquid-solid, solid-solid and solid-liquid transitions in 
Figure 5-3. This figure gives a good overview of the complex polymorphism 
of PA11. The phase transitions (crystallization, Brill transition and melting) 
can be read from this figure knowing that the most stable phase is the one 
with the lowest Gibbs free energy. Upon cooling two liquid-solid transitions 
(depicted in orange) are possible depending on the degree of supercooling. 
A certain supercooling at high temperatures is needed (n° 1, Tc,δ), to 
transform the liquid to the more stable δ-phase. Upon further cooling, this 
δ-phase changes into the more stable α-phase at the Brill transition (TB,α). 
The solid-solid δ-to-α transition should be exothermic, since the slope of 
𝜕𝐺/𝜕𝑇 is higher for the α than for the δ phase. In addition, the α/δ system is 
enantiotropic since the transition occurs without passing the liquid phase. 
On the other hand at a higher supercooling degree, the liquid transforms into 
the metastable δ’-phase (n° 2, Tc,δ’). Upon heating the δ’-mesomorphic 
phase, irreversible reorganization into the more organized δ-phase occurs 
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(TB,δ’) at a temperature close to TB,α. Although the α-phase is the most stable 
one at this temperature, a δ’-to-δ transformation occurs since it is more easy 
to form the δ-phase compared to the α-phase due to symmetry 
considerations.117 This diagram also shows that the melting temperature of 
α-crystals is lower than that of the δ-crystals. 
 
Figure 5-3: Gibbs free energy diagram of the PA11 phases117 (adapted with permission from 
Macromolecules, Vol. 49, Pepin J., Miri V., Lefebvre J.-M., New insights into the Brill 
Transition in Polyamide 11 and Polyamide 6, pp. 564-573, Copyright (2016) American 
Chemical Society) 
In the considerations made above, contributions to the crystal stability 
related to their size, was not taken into account. This diagram thus either 
relates to (large) equilibrium sizes or to situations in which the crystal sizes 
for all considered polymorphs are equal. 
The formation of mesomorphic material is characterized by the absence of 
any high-order superstructure.85 AFM images show particle like domains, 
approximately 10 nm across, when PA11 is quenched from the melt.85 It is 
believed that each individual particle represents a nucleus and that the 
particles appear independently from each other. This sets mesomorphic 
phase formation apart from crystal formation, which leads to spherulitic 
crystal aggregates with concentric rings, as observed by POM85. In that case, 
AFM shows 10-20 nm thick lamellae that are several hundreds of 
nanometers long.85 
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It was only thanks to the development of FSC that the kinetics of 
crystallization/mesomorphic phase formation at high supercooling could be 
quantified85 and that the associated morphologies could be analyzed ex-situ 
on the chip. Mollova et al.85 observed two crystallization peaks when 
cooling rates between 100 and 500 °Cs-1 were used. The one below 80 °C 
was associated with mesomorphic phase formation. In addition, peak times 
of isothermal crystallization as a function of temperature produce two 
minima at about 107 and 67 °C85, similar to as in the examples of iPP and 
PVDF shown in Chapter 2. In the literature, this behavior has been suggested 
to relate to a change of the nucleation mechanism from heterogeneous to 
homogeneous nucleation, a change of the crystal structure or the presence 
of amorphous fractions of different mobility.85 All these suggestions, 
however, remained hypothetical due to a lack of morphological information. 
In this chapter, the morphology of PA11 at temperatures between the glass 
transition and melting point during isothermal crystallization will be 
investigated in-situ using synchrotron WAXD and SAXS. 
5.2 Experimental approach 
5.2.1 Non-isothermal crystallization 
To explore the PA11 crystallization and melting behavior at conventional 
cooling and heating rates, a standard DSC was used. PA11, inside an open 
Tzero aluminum pan, was heated and cooled at 10 °Cmin-1 between 0 and 
250 °C with 5 min isothermal time at the extremes. This run was executed 
twice. The first heating merely served at wiping out the thermal history of 
the sample. The first cooling and second heating run were used to actually 
address the crystallization and melting behavior. As the second cooling run 
was identical to the first cooling run, it was deduced that no degradation had 
occurred during the earlier runs. Open pans were used to ensure contact with 
nitrogen up to the highest temperatures. Hermetically sealing samples under 
ambient conditions was not preferred as this leads to enclosed oxygen and 
water vapor, which might be harmful to the samples. 
Furthermore, also non-isothermal crystallization experiments were 
conducted with the Flash DSC 1 to explore effects on the crystallization 
behavior induced by increasing the cooling rate. The sample was heated to 
the melt at 220 °C, isothermally kept at this temperature for 0.1 s, and then 
cooled at rates between 50 and 2000 °Cs-1 to 25 °C. Note that no intercooler 
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was used in these experiments. This was also not so for the isothermal 
crystallization measurements. 
5.2.2 Isothermal crystallization at low supercooling 
The isothermal crystallization behavior at low supercooling was 
investigated by regular DSC. The PA11 sample was cooled at 10 °Cmin-1 
from 250 °C to the required Tc and kept there for sufficient time to allow 
full crystallization. Afterwards, the sample was heated at 10 °Cmin-1 to 
250 °C and the protocol was repeated for crystallization at another Tc. The 
exact isothermal times for the different temperatures are given in Table 5-1. 
Isothermal crystallization at 160 °C was studied with the commercial Flash 
DSC 1. The PA11 sample was cooled at 2000 °Cs-1 from 200 °C to 160°C 
and kept there for sufficient time to allow full crystallization.  
Table 5-1: Conditions applied during the isothermal experiments using DSC and FSC. In the 
temperature range between 170 and 177.5 °C, measurements were executed every 2.5 °C.  
Structural information after isothermal crystallization at 160 and 170 °C was 
obtained from measurements with the in-house SAXS/WAXD instrument. 
The samples were cooled at 100 °C min-1 from the melt to Tc for 30 min 
isothermal crystallization. Subsequently SAXS/WAXD patterns were 
collected over a time span of 30 min at Tc. Next, the samples were cooled at 
100 °C min-1 to room temperature for the collection of another 
SAXS/WAXD pattern during 30 min. 
5.2.3 Isothermal crystallization at high supercooling 
MEASUREMENTS AT DUBBLE. PA11 on a sensor chip was presented in 
sample box v1.1 (described in section 3.2.4.1) at the DUBBLE beamline 
(described in section 3.2.4.2). Although the box temperature can be cooled 
to 0 °C, this option was not used. The isothermal experiments involved 
cooling at the amorphization rate (= 1000 °Cs-1) to the desired Tc, an 
isothermal stay of 3 s to allow crystallization, cooling at 1000 °Cs-1 to room 
temperature followed by an isothermal stay of 1 s, reheating at 500 °Cs-1 to 
220 °C. Crystallization was studied every 10 °C between 60 and 140 °C. 
Technique Tc (°C) Time (s) 
DSC 
180 5400 
170 – 177.5 360 
FSC 160 120 
  
68 | On the crystallization rate and polymorphism of Polyamide 11 
 
WAXD patterns were collected during the isothermal stays at Tc and at room 
temperature. The acquisition time of consecutive WAXD patterns was 
47 ms. Each experiment at a given Tc was repeated 20 times, following the 
stroboscopic approach as explained in section 3.2.4.3. After each complete 
set of 20 repeats at a specific Tc, the sample was subjected to a 100 °Cs-1 
reference heating and cooling run to thermally monitor potential thermo-
oxidative degradation or crosslinking due to the irradiation.110 After one set 
of 20 experiments, a new set was started at a next Tc. Crystallization 
temperatures were selected in random order. 
MEASUREMENTS AT ID13. PA11 on a sensor chip was presented in 
sample box v2.0 (described in section 3.2.4.1) at the ID13 beamline 
(described in section 3.2.4.2). PA11 was cooled from 220 °C at 1000 °Cs-1 
to the desired Tc (every 10 ° between 60 and 150 °C) for 15 s isothermal 
crystallization (30 s was allowed at 150 °C) followed by cooling at 
1000 °Cs-1 to room temperature. One SAXS/WAXD pattern of 20 ms was 
collected at the end of the isothermal period and one at room temperature. 
One sensor chip was used for all crystallization temperatures in this set of 
experiments. Thermal or oxidative degradation or damage by the very 
intense X-ray beam was negligibly small as judged from the invariant 
reference heating and cooling runs at 100 °Cs-1 executed before and after 
each isothermal crystallization measurement. 
5.3 Results and discussion 
5.3.1 Non-isothermal crystallization and melting behavior 
Figure 5-4 shows the first cooling of PA11 and its subsequent heating at 
10 °Cmin-1. During cooling, besides one large exothermic crystallization 
peak at 163 °C, a small exothermic signal is observed close to 100 °C (right 
panel indicated by the arrow). The former signal corresponds to δ-phase 
crystallization, while the latter is the δ-to-α transition. This conclusion is 
based on earlier work by Telen et al.116 who performed temperature resolved 
DSC/synchrotron WAXD experiments on exactly the same sample. The 
solid-solid transition is followed by a broad glass transition below 50 °C, 
which seems to be preceded by another small exothermic signal between 50 
and 75°C, most likely as a result of some ’-phase formation.  
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Figure 5-4: DSC thermogram of PA11 heated and cooled at 10 °Cmin-1(left) and 
magnification of the cooling curve within the dashed rectangle in the left panel (right) 
The heating curve shows a glass transition around 50 °C and a bimodal 
melting signal with the high-temperature peak situated at 186 °C. Cold 
crystallization signals are absent, demonstrating that crystallization is 
complete during the previous cooling run. Experiments at increasing heating 
rates after cooling at 10 °Cmin-1 reported by Telen et al.116 demonstrated that 
the bimodal melting behavior results from a melting-recrystallization-
remelting phenomenon. Upon increasing the heating rate, the second 
endothermic peak decreased in favor of the first one. The endothermic signal 
close to 100 °C, expected for the α-to-δ Brill transition seen in earlier 
WAXD heating experiments, must be rather broad as no clear endothermic 
peak is observed in that temperature range.116  
Figure 5-5 shows cooling curves at different rates measured with the Flash 
DSC 1. Cooling curves at low rates show severe baseline curvature at the 
low temperature side, which is common in FSC experiments.114 In addition 
oscillations are visible in the curves at lower temperatures, indicating loss 
of temperature control. Judging from the onset of these oscillations, it seems 
that linear cooling is possible until 35 °C when using a cooling rate of 
50 °Cs-1, while only 85 °C can be reached linearly at 2000 °Cs-1. Cooling 
PA11 at 50 and 100 °Cs-1 leads to one major crystallization event, which 
shifts to a lower temperature upon increasing the cooling rate. Cooling at 
200 °Cs-1 leads to two crystallization peaks, probably corresponding to 
crystallization of δ-crystals around 95 °C and δ’-mesomorphic phase 
formation around 65 °C.85 The latter temperature matches the temperature 
range where in the regular DSC experiments a small exothermic signal was 
seen. In fact, as some δ’-mesomorphic phase seems to be formed during 
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cooling at 10 °Cmin-1 it is conceivable that this phase is also formed to a 
small amount when cooled at 50 and 100 °Cs-1. The signals are probably too 
small to be discriminated form the curved FSC base lines. Cooling at 
500 °Cs-1 leads to one low temperature exothermic event. At this rate the δ-
crystal formation seems to be fully suppressed and only δ’-mesomorphic 
phase is formed. Cooling PA11 at 1000 °Cs-1 or higher does not lead to 
exothermic signals in the investigated temperature range, indicating that 
crystal and mesomorphic phase formation are both suppressed. 1000 °Cs-1 
can thus safely be classified as the critical cooling rate (amorphization rate) 
for studying the isothermal crystallization behavior of PA11 at temperatures 
down to 60 °C.  
 
Figure 5-5: Cooling curves of PA11 measured at different rates between 50 and 2000 °Cs-1 
5.3.2 Isothermal crystallization kinetics 
The isothermal crystallization curves measured with regular DSC are 
presented in Figure 5-6. The lowest temperature is chosen above the 
crystallization onset temperature (= 165.5 °C) measured during cooling at 
10 °Cmin-1, thus ensuring that no crystallization occurred during the cooling 
run toward Tc. Upon increasing Tc, the crystallization slows down 
considerably, as expected. Crystallization above 180 °C was not studied as 
this would require very long isothermal stays.  
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Figure 5-6: Isothermal crystallization curves at different low supercooling degrees using 
regular DSC. The temperatures for isothermal crystallization are indicated in the figure. 
For studying isothermal crystallization below 170 °C higher cooling rates 
need to be used to avoid crystallization during the cooling run. Relying on 
the data presented in Figure 5-5, a cooling rate of 1000 °Cs-1 is sufficient to 
fully suppress crystallization during cooling. The isothermal crystallization 
curves at different high supercooling degrees (reached by cooling at 
1000 °Cs-1) are displayed in Figure 5-7. These data were collected at the 
DUBBLE beamline using sample box v1.1 connected to the prototype Flash 
DSC. 
 
Figure 5-7: Isothermal crystallization curves at different high supercooling degrees obtained 
using FSC. 
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From the experimental data, the peak time of crystallization was determined 
and the crystallization rate was estimated by taking the reciprocal of this 
value. The resulting crystallization rate values are plotted in Figure 5-8. 
Note that the isothermal crystallization experiments at high supercooling 
were performed twice, one time using sample box v1.1 at the DUBBLE 
beamline (see Figure 5-7) and a second time using sample box v2.0 at the 
ID13 beamline. The FSC crystallization rates shown in Figure 5-8 are the 
average values of these two measurements. An error bar, corresponding to 
the standard deviation is added as well. Crystallization at 150 °C was only 
performed once at ID13 and the FSC experiment at 160 °C was executed 
once while not being at any of the beam lines. The FSC experiment at 120 °C 
conducted at ID13 was not used as it suffered from a noisy baseline. For that 
reason the data at 150, 160 and 120 °C do not have an error bar in Figure 
5-8. 
 
Figure 5-8: Crystallization/ordering rate (= reciprocal exothermic peak time) as a function 
of temperature measured with FSC (open symbols) and DSC (closed symbols). Error bars 
are standard deviations of two measurements. 
A first observation is that the crystallization rate values from DSC (solid 
symbols) and FSC (open symbols) link up into a single trend, demonstrating 
that the techniques are complementary. Crystallization rate values in the 
temperature range between 160 and 170 °C could in principle be collected 
using a HPer DSC, but this was not attempted in this thesis. A clear bimodal 
dependence of the crystallization rate on Tc is observed with a minimum 
between a low and high temperature maximum situated around 100 °C. The 
high temperature crystallization rate maximum is situated around 110 °C. 
The low temperature maximum at 60 °C is somewhat uncertain since data 
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at lower temperatures are missing. This behavior is identical to what has 
been reported in literature85 for PA11 where it has been associated with the 
superposition of two different crystallization mechanisms. In the following 
pages, the origin of this behavior will be addressed in more detail. 
5.3.3 Isothermal crystallization kinetics linked to polymorphism 
Figure 5-9 shows the WAXD patterns at the end of the isothermal segment 
collected at beamline ID13. Two clear reflections are seen besides a broad 
amorphous halo centered at about 13 °: a low angle reflection (001 
reflection) situated around 4 ° and a high angle reflection on top of the 
amorphous halo at about 13.8 °. The former reflection is related to the 
monomeric repeat distance and is fairly constant with Tc. The latter clearly 
changes shape with Tc, suggesting the formation of different phases. Both 
reflections will be discussed more closely in the next pages, starting with 
the high angle reflection.  
 
Figure 5-9: WAXD patterns collected at ID13 at the end of the crystallization period at 
different Tc’s. 
5.3.3.1 Time-resolved WAXD experiments 
In the left panel of Figure 5-10 the WAXD patterns – collected using 
conventional laboratory X-ray equipment – at the end of the 160 and 170 °C 
isothermal stays are presented. The patterns are decomposed into their 
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amorphous (black) and δ-crystalline (blue) shares. The different 
contributions are also presented individually by the white curves. The 
respective peak areas represent the mass fractions of the different phases: 21 
and 20 % δ-crystals at 160 and 170 °C respectively. In this decomposition, 
the amorphous halo was approach by a combined Gaussian and Lorentzian 
function132:  
with A the peak height, w the peak width at half height, xc the peak position, 
x the scattering angle 2θ and f the profile function parameter which assumes 
a value between 0 (for a completely Lorentzian function) and 1 (for a 
completely Gaussian function). The remaining sharp reflection was 
attributed to the δ-crystalline phase. In Figure 5-10, the white curve 
associated with the crystalline contribution is the difference between total 
intensity and the amorphous halo approach by Eq. (8). This sharp reflection 
was fitted by a Pearson VII function (t-distribution): 
with parameters as in Eq. (8), Γ the gamma function ν the number of degrees 
of freedom. The shape of this Pearson function was used to model the 
phase contributions at other crystallization temperatures.  
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Figure 5-10: WAXD patterns at 160 and 170 °C (left) and after cooling to 25 °C (right) split 
in their amorphous (black) and crystalline (blue/green) shares.  
In the right panel of Figure 5-10 the WAXD patterns at 25 °C after cooling 
from Tc, are presented. The single, high-temperature δ-crystal reflection 
splits into two peaks as a result of converting into triclinic α-crystals (green). 
The green curves in Figure 5-10 represent the signal that is left after 
subtracting an amorphous halo with a shape like that in the time-resolved 
isothermal experiment at 70 °C after such short times that no crystallinity 
had developed yet (see further below). This amorphous halo was assumed 
to closely resemble that of glassy PA11 at 25 °C and was maximized to just 
not obtain negative intensities in the left-over signal. As mentioned in the 
introduction, the stationary and shifted reflections correspond to the fixed 
interchain and the decreased intersheet distance respectively. Note that 
additional crystallization upon cooling from Tc could not be avoided due to 
the slow cooling rate (100 °Cmin-1), resulting in an increased crystalline 
content at room temperature.  
At higher supercooling, the decomposition of the high angle reflection in the 
different phases is much more complicated, due to the presence of a 
δ’-mesomorphic phase fraction. The model curve of this δ’ phase was 
determined as follows. At 60 °C, one expects only amorphous and 
mesomorphic phases to be present. The amorphous share was approximated 
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by the above mentioned combined Gaussian-Lorentzian profile that 
describes the fully amorphous pattern at 70°C. This halo was scaled to touch 
but not to overtake the WAXD pattern. The remaining, uncovered intensity 
for the 60 °C experiment was attributed to the δ’-mesomorphic phase and 
was fitted by a Lorentzian function (Eq. (8) with f = 0). This Lorentzian was 
used to cover the mesomorphic δ’ phase contributions at other temperatures. 
The WAXD patterns in Figure 5-9 were collected at ID13 at high 
temperatures after the isothermal crystallization. In these cases only 
amorphous,  and ’ fractions were present. The  phase only appeared after 
cooling. Consequently, the patterns in Figure 5-9 were resolved into 
fractions by making use of an amorphous Gaussian-Lorentz profile (Eq. (8)), 
the δ’-mesomorphic phase Lorentzian from the 60 °C experiment and the 
Pearson function from the 170 °C experiment after proper scaling. All 
parameters of Eq. (8) were left free to allow for a best approximation of the 
amorphous halo. The widths of the ’ and  model peaks were preserved but 
their xc values were allowed to shift. The constraint was, however, applied 
that the xc values for the ’ and  peaks were identical. The evolutions of the 
positions and widths of the different peaks are presented in Figure 5-11. All 
peak positions decrease with increasing Tc due to thermal expansion. The 
widths of the mesomorphic and crystalline phase reflection were fixed at the 
values indicated in the right panel of Figure 5-11, while an increase is 
noticed for the amorphous share (middle). This increase is not very 
systematic but might reflect a broadening intermolecular distance 
distribution with increasing temperature.  
 
Figure 5-11: Evolution of the peak position (left) and width (middle and right) of the 
individual fractions (amorphous: square, mesomorphic: circle and crystalline, cross) as a 
function of Tc.  
The result of the WAXD profile decomposition for the different 
crystallization temperatures is given in Figure 5-12. The experimental 
profiles (symbols) are decomposed into their amorphous (black), 
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δ’-mesomorphic phase (red) and δ-crystalline (blue) shares. The different 
contributions are also presented individually by the white curves. At very 
low temperatures (60 °C) only δ’-mesomorphic phase is present, while at 
low supercooling (140 and 150 °C) δ-crystals are exclusively formed next 
to the amorphous phase. The WAXD patterns at intermediate temperatures 
are superpositions of amorphous, δ’-mesomorphic and the δ-crystal shares. 
The respective peak areas represent the mass fractions of the different 
phases, which will be discussed in more detail further down in this chapter.  
 
Figure 5-12: Experimental WAXD patterns (open symbols) at Tc (between 60 and 150 °C) 
and after cooling to 25 °C split into their amorphous (black), mesomorphic (red) and 
crystalline (blue/green) shares. 
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The WAXD patterns after rapid cooling to 25 °C are also presented in Figure 
5-12. Since 1000 °Cs-1 is rapid enough to prevent (additional) 
crystallization, amorphous (black) and mesomorphic (red) shares were 
assigned to these patterns as large as those in the corresponding high 
temperature patterns. As a starting point in the analysis, the pattern at 25 °C 
after crystallization at 60°C was decomposed into an amorphous and 
’ phase share with the peak areas fixed at the 60°C values, but with the 
’ phase peak position and amorphous phase shape parameters (Eq. (8)) as 
free fitting parameters. The as obtained amorphous and mesomorphic phase 
profile shapes and positions were fixed at these values in the analysis of the 
other room temperature measurements. After scaling to the areas obtained 
at high temperature and after subtracting these contributions from the 
experimental pattern, a residual curve (green in Figure 5-12) is obtained that 
corresponds to the crystalline fraction. After crystallization at low 
supercooling, a clear split into two crystalline reflections is observed, due to 
δ-to-α crystal transition upon cooling. Interestingly, the angular separation 
of this split decreases when crystallization was executed at lower 
temperatures. This reduced angular split correlates well with the increased 
δ’-mesomorphic share found after crystallization at lower temperatures. It 
thus seems that the δ’-mesomorphic phase, for which no reflection split 
upon cooling exists due to its non-sheet like hydrogen bond configuration, 
transfers its characteristics to the co-existing  phase. It thus seems that  
and ’ phase patches are connected in such a way that the ’ phases prevent 
the  phase inter-sheet contraction. The higher the ’ fraction is, the stronger 
is the locking effect. Put differently, the angular split is most pronounced 
after crystallization at 110 °C or above where the crystalline fraction is equal 
to or higher than the mesomorphic fraction.  
Because of the high beam intensity at ID13, following the processes over a 
few seconds during isothermal crystallization was not possible because of 
extensive radiation damage. At DUBBLE this was possible, using the 
stroboscopic approach. Comparing the data collected at DUBBLE with 
those at ID13 revealed that an extra background correction (taking the form 
of a small Gaussian curve) was needed to have the DUBBLE data matching 
those collected at ID13. Furthermore, the small 001 reflection (around 4 °) 
was not distinguishable from the background in the DUBBLE data and 
could thus not be analyzed.  
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In Figure 5-13 the (corrected) WAXD data during isothermal crystallization 
in the FSC at different crystallization temperatures and collected at the 
DUBBLE beamline are presented. The WAXD intensities are top viewed 
and grey-scaled coded (with black the highest intensity and white the 
lowest). The same scales (WAXD intensity, FSC power and time) are used 
for the nine different experiments. The first WAXD patterns at the start of 
the isothermal period correspond to fully liquid-like material, indicating that 
the crystallization happened strictly isothermally. Although not clearly 
visible in this figure, this is also the case for the experiments at 60 and 70 
°C. The number of fully amorphous WAXD patterns at the start of the 
isothermal period increases with increasing temperature due to a delayed 
crystallization process at lower supercooling. When the sample solidifies a 
single reflection around 13.8 ° appears for each temperature. These 
reflections grow most rapidly at the peak maxima of the FSC curves. For all 
temperatures, the crystallization process is over in less than a second. No 
change in peak position or intensity is observed for the crystalline reflection 
after 1 s, indicating that the formed solid phase is stable at this temperature.  
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Figure 5-13: WAXD and Flash DSC 1 data (black curves, right side ordinate) during 
isothermal crystallization at different temperatures The WAXD intensities are top viewed and 
grey-scaled coded. 
To decompose the WAXD patterns into the amorphous, mesomorphic and 
crystalline shares, the temperature specific model curves of the 
mesomorphic and crystalline phases were borrowed from the analysis of the 
data collected at ID13 (see Figure 5-11). The width and position of the 
amorphous model curve (Eq. (8)) were left as free parameters, anticipating 
crystallinity dependent variations. Whether or not systematic changes 
actually exist can however not be decided from the data as their evolutions 
might be hidden in the noise as illustrated for the crystallization at 70, 100 
and 130 °C in Figure 5-14. The evolution of the amorphous, mesomorphic 
and crystalline fractions during the isothermal crystallization at these 
temperatures is given in the left panel of Figure 5-14. Interestingly, the 
mesomorphic (red) and crystalline (blue) phases develop at the same rate, 
and once formed stay constant for the duration of the isothermal segment. 
For comparison, the fractions of the different contributions extracted from 
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the ID13 measurements are also provided by the green solid lines in Figure 
5-14. The fact that the δ-crystals and δ’-mesomorphic phases are formed at 
equal rate, supports the notion that these solids are formed side by side. The 
systematics of the WAXD angular split at the δ-to-α crystal transition was 
the first argument.  
 
Figure 5-14: Time evolution of amorphous (black), mesomorphic (red) and crystalline (blue) 
fractions during isothermal crystallization at 70, 100 and 130 °C (left). The green solid lines 
correspond to the fractions extracted from the ID13 measurements. Time evolution of the 
width (middle) and position (right) of the amorphous curve..  
Figure 5-15 summarizes the results discussed up to now. The FSC based 
crystallization rate is presented as open symbols (same as Figure 5-8) 
together with the WAXD based amorphous, mesomorphic and crystalline 
fractions extracted from the ID13 experiments. Following Mollova et al.85, 
mesomorphic phase formation should be excluded at temperatures above 
approximately 100°C (the boundary between the two regimes in the 
crystallization rate) and likewise, also no crystals could have formed below 
this critical temperature. The present results suggest, however, that the 
temperature regimes for isothermal δ’-mesomorphic phase and δ-crystal 
formation are not sharply defined. We argue that the bimodal crystallization 
rate distribution over the temperature axis is due to a reduction in the 
solidification rate when the mesomorphic and crystalline phase formations 
are in competition. Indeed around the minimum in crystallization rate, the 
contributions of the mesomorphic and crystalline phases are equal. A 
minimum in the crystallization rate has been observed earlier for polymers, 
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long alkanes and small organic molecules where competing crystallization 
mechanisms are relevant. This effect is often referred to as self-poisoning.  
 
Figure 5-15: WAXD mass fractions and crystallization/ordering rate (FSC) as a function of 
crystallization temperature 
Self-poisoning in polymer systems has been reported for both melt133,134 and 
solution135,136 crystallization. For poly(butylene adipate), PBA134 (Figure 
5-16A) and PHP133 (Figure 5-16B), two different polymorphs develop from 
the melt at temperatures away from the minimum in crystallization rate 
while in the vicinity of this critical temperature a mixture of two forms is 
obtained. The minimum at the intersection between the two bell-shaped 
curves is due to a hindering effect on crystal growth by the simultaneous 
formation of the two solid phases. A similar case was found in the solution 
crystallization of sPS136 (Figure 5-16C) and iPS137 (Figure 5-16D). It should 
be emphasized that this reduction in crystallization rate is not a consequence 
of decreased mobility. For PBA and PHP the minimum in the crystallization 
rate is found at temperatures much higher than the glass transition. Also in 
solution crystallized sPS and iPS the increase in solution viscosity with 
decreasing temperature is minimal. Keller137 reported that this bimodal 
crystallization rate dependence on temperature resembles examples of self-
poisoning of growing crystals of long alkanes.138 These systems can 
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crystallize in chain-extended (low supercooling) or chain-folded (high 
supercooling) conformation and the minimum in the growth rate results 
from a competition of different conformations of segments at the growth 
front. Chain stems in extended conformation can only deposit on the growth 
face of extended-chain crystals, while folded-chain nuclei can form on both 
the extended-chain as the folded-chain growth front. In the presence of a 
folded-chain crystal on the growth front, before a next extended-chain 
segment can attach on this growth front, the detachment of the folded-chain 
segment must occur, slowing down the overall growth process.139,140 The 
hindering effect on the growth rate by chains wrongly attached to the crystal 
surface was examined by deliberately adding shorter alkanes (C98H198) to a 
mixture of C162H326 alkanes. The drop in crystal growth rate was in this case 
not due to self-poisoning but rather to poisoning by the C98H198 chain 
attachments blocking the growth front of the host crystals.138 Another 
hindering effect is the so called “polymorphic self-poisoning” originating 
from different chain conformations of the different, developing crystals. For 
a polar steroid crystal it was shown that the growth mechanisms at the two 
opposite polar faces of the monoclinic polymorph differ. At one face, a thin 
layer of the metastable polymorph covered the surface (resulting in rough 
patterns observed by scanning electron microscopy (SEM) imaging) thus 
acting as an impurity changing the growth rate.141 Recently, Cavallo et al.142 
reported structural and morphological evidence for the polymorphic self-
poisoning in iPP at large supercooling. Crystallization at 60 °C shows the 
growth of lamellae in a background of highly dense irregular mesomorphic 
objects (AFM imaging). The presence of two polymorphic forms 
(mesomorphic phase and α-crystals) was also confirmed from room 
temperature WAXD patterns after crystallization at 60 °C. This temperature 
is slightly higher than the critical temperature (50 °C) at which the transition 
between two different crystallization mechanism is observed (see Figure 
2-10). In the transition regime (between 40 – 60 °C) the growth rate of the 
α-crystals may be faster than that of the mesomorphic phase, but if the 
nucleation of the mesomorphic phase on the growth front happens at a faster 
or comparable rate, the overall process of structure formation will proceed 
more slowly. At higher (80 °C) and lower (23 °C) temperatures, AFM and 
WAXD show only α-crystals and mesomorphic phase formation, 
respectively. The retardation effect on the growth is thus coupled to the 
simultaneous evolution of two polymorphic structures.142 The same 
conclusions could probably also be drawn from our data on the supercooling 
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dependent polymorphism of PA11 (Figure 5-15). At temperatures between 
110 and 130 °C, small patches of disturbing mesomorphic phase are 
tolerated at the growth front and the overall crystallization rate will be 
dominated by the nucleation and growth rate of the crystalline phase. Upon 
decreasing the temperatures below 110 °C, the crystallization rate starts to 
decrease because the mesomorphic fraction becomes as important as the 
crystalline fraction. At those temperatures, the incorporation of 
mesomorphic patches inside the crystalline phases will slow down the δ-
crystal growth rate. At 90 °C or lower the crystalline fraction is the minority 
phase or is even absent such that the overall crystallization rate will resemble 
the mesomorphic phase nucleation and growth rate. 
 
Figure 5-16: Growth rates as a function of crystallization temperature for (a) PBA and (b) 
PHP. (c) Onset time for crystallization in a 10 wt% solution of sPS in cis-decalin at different 
temperatures. (d) Rates of crystallization/gelation as a function of temperature for a solution 
iPS in trans-decalin.143 (Advances in Polymer Science, Concomitant crystallization and 
cross-nucleation in polymorphic polymers, 2015, p.20, Cavallo D., Alfonso G.C. with 
permission of Springer) 
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5.3.3.2 Time-resolved SAXS experiments 
The SAXS patterns corresponding to the WAXD signals in Figure 5-10 are 
presented in Figure 5-17. The red and green curves are the patterns at the 
end of the isothermal segment at 160 and 170 °C, respectively. The blue and 
the black patterns correspond to the patterns after cooling from 160 and 
170 °C to 25 °C, respectively.  
 
Figure 5-17: SAXS patterns collected with the in-house X-ray instrument at the end of the 
crystallization period at 160 (red) and 170 °C (green) and after cooling to 25 °C (black and 
blue for cooling from 160 and 170°C respectively).  
In the right panel of Figure 5-17, the 001 reflection of the different 
measurements is magnified. From this reflection the thickness of the crystals 
in a direction perpendicular to the H-bond containing plains is calculated. 
Using a least-squares procedure, the scattered intensity in the 001 reflection 
range, I(q), was fitted by Eq. (10), describing the scattering of powders from 
one-dimensional lattices with N motives repeated over distance d001. The 
repeated motive is an H-bond containing plain. This function rests on top of 
a linear background. The number of hydrogen bond layers (N) across the 
lamellar thickness was constraint to be an integer value:  
In Eq. (10), q is the scattering vector, d001 the Bragg spacing of the 001 
reflection, A a scaling factor, B the slope and C the intercept of the linear 
background. The best fits are obtained with N equal to 5. The d001 values are 
equal to 12.2 Å at Tc (both at 160 and 170 °C) and 12.0 Å at 25 °C. The d001 
spacing reported in literature for the δ-crystals and α-crystals are 11.3 and 
12.1 Å, respectively.131 The d001 value measured at room temperature 
corresponds to the literature value. In general the d001 value is also lower 







+ 𝐵𝑞 + 𝐶 (10) 
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than the actual monomeric length (14.9 Å) because of chain tilting in the 
crystal lattice.118,124 
From the 001 reflection in Figure 5-9, the number of H-bond containing 
plains and the d001 Bragg spacing are determined by using Eq. (10). In 
contrast to the experiments at low supercooling, the lamellar thickness is 
composed of 4 H-bonded planes. A slight increase in d001 value is observed 
upon decreasing Tc (from 12.1 Å at 150 °C to 12.4 Å at 60 °C). After cooling 
to room temperature, the d001 values increase slightly, thereby extending the 
increasing trend with decreasing temperature. 
The SAXS measurements at higher supercooling, collected after the 
isothermal segment at ID13 and thus corresponding to the WAXD data in 
Figure 5-9, are presented in Figure 5-18 by open squares.  
 
Figure 5-18: Experimental SAXS intensities collected at ID13 at the end of the crystallization 
period at different Tc’s (symbols) and the fitted SAXS patterns (solid line).  
Interpreting the SAXS patterns of polyamides is not trivial for several 
reasons. Interpretations in terms of two-phase lamellar models, composed 
of alternating, parallel amorphous and crystalline layers132 must be 
inadequate as several characterization techniques (SAXS, WAXD, DSC, 
nuclear magnetic resonance (NMR), vibrational spectroscopy and density 
analyses) point at the existence of a third phase with characteristics in 
between those of amorphous and crystalline matter.144–146 Although the 
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existence of this third phase seems beyond dispute, literature does not agree 
on the position and density of this phase. Some authors describe polyamides 
in terms of a crystalline, an amorphous and a rigid amorphous fraction 
(RAF). This RAF is located as a transition layer at the interface between the 
crystalline and amorphous layers with a gradually changing density and 
mobility.145,147 Goderis et al.144 casted doubt on this interpretation, arguing 
that maltreatment of the high-q tail of SAXS patterns readily leads to 
artificially introduced transition layers. These authors proposed a model in 
which the third fraction is present as inclusions within the crystalline 
lamellae. The structure can be imagined as alternating solid and liquid-like 
layers with the former consisting of crystalline grains separated by rigid 
amorphous matter. In this model the third phase was referred to as a dense 
amorphous fraction (DAF) since the density was assumed to be comparable 
to that of the crystalline phase.144  
The SAXS data in the present thesis were interpreted in terms of a new 
model. It assumes the presence of stacks in which a sequence of crystalline, 
liquid-like amorphous, rigid (dense) amorphous and liquid-like amorphous 
layers is repeated. The assumed electron density profile across the layer 
stack is illustrated in Figure 5-19. 
 
Figure 5-19: Electron density profile across a lamellar stack as assumed in the SAXS model 
used in this chapter (left). Symbols of structural parameters are explained in the text. 
Theoretical SAXS pattern corresponding to the electron density profile depicted in the left 
side image (right) 
In Figure 5-19, lc, la and <lr> represent the thickness of the crystalline, 
amorphous and rigid amorphous layer thickness. The parameters lc and la 
are assumed to be monodisperse whereas the rigid amorphous layer 
thickness is characterized by a Gaussian thickness distribution. For that 
reason, the rigid amorphous thickness is characterized by its average value 
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<lr>. Consequently, the periodicity in the system, <Lp> also is defined 
through an average, which can be calculated as: 
The standard deviation of the Gaussian that defines the LP distribution is P. 
The electron densities of the crystalline, amorphous and rigid amorphous 
layer are c, a and r respectively. In the model, the crystals have lower 
density borders with thickness lt and density t (see Figure 5-19). Interfaces 
between the different crystalline zones are assumed sharp. In contrast, the 
transition from the amorphous to rigid amorphous layer is modelled to 
happen gradually via a sigmoidal transition zone with thickness 3.  
The SAXS pattern, corresponding to the electron density profile in Figure 
5-19 is depicted in the right side panel of Figure 5-19. It is characteristic for 
the SAXS patterns of many polyamides: a fairly sharp isolated peak without 
higher order maxima. It can be shown that the sharp peak is not a 
consequence of the stack repeat, but of the characteristics of the repeated 
motif, composed of stacked crystalline, amorphous and rigid amorphous 
layers. The peak shape at high q-values is dominated by the stepwise change 
at the crystal borders. 
The actual SAXS patterns, I(q), were fitted using a least squares method 
(that minimizes errors in real and reciprocal space) to the following 
equation, which is a translation of the structural model depicted in Figure 
5-19:  
In this equation, C is a scaling constant, F(q) is the form factor of the 
repeated motive, S(q) is the interference function describing the 
paracrystalline stacking of the motif. The second and third term have been 
added to describe the remaining background. The second term, with 
constants K1 and K2, describes the excess scattering at low q-values whereas 
the third term accounts for a constant background and the intensity raise 
relate to the onset of the amorphous halo at high q-values. These background 
terms realistically describe the SAXS patterns of the melt. 
 〈𝐿𝑃〉 = 𝑙𝑐 + 2𝑙𝑎 + 〈𝑙𝑟〉 (11) 
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The form factor, F(q) is defined as:  
The interference function, S(q), reads: 
During fitting, the parameters, A, B, K1, K2, C, la, lt, r, P and  were 
allowed to vary. The parameters c and a were fixed at 1 and 0, respectively 
as absolute density values are of less interest. Furthermore, lc was defined 
as: 
with N and d001, as extracted from the analysis of the 001 reflection with Eq. 
(10). It was also assumed that <lr> is equal to lc. This assumption is in line 
with the model by Goderis et al.144 where both fractions together are thought 
to make up one type of solid layer. At the end of this chapter it will be 
explained why such a morphology can be described as stacks in which 
crystalline and rigid amorphous layers – separated by liquid amorphous 
material – alternate. This assumption leads to the following definition for 
<LP>: 




𝐹(𝑞) = 2(𝜌𝑡 − 𝜌𝑎)
𝑠𝑖𝑛(0.5𝑞𝑙𝑐)
𝑞













1 + 𝑒𝑥𝑝(−𝑞2𝜎𝑃2) + 2𝑒𝑥𝑝(−0.5𝑞2𝜎𝑃2)𝑐𝑜𝑠(𝑞〈𝐿𝑃〉)
 (14) 
   
 𝑙𝐶 = 𝑁𝑑001 (15) 
   
 〈𝐿𝑃〉 = 2(𝑙𝑐 + 𝑙𝑎) (16) 








≤ 0.4 (18) 
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The structures extracted from a SAXS pattern analysis in terms of Eq. (12) 
can be discussed in terms of the structural parameters, but also in terms of 
the electron density profile, (x), that corresponds to it. The associated 
electron density profile was calculated via an inverse Fourier 
transformation: 
The NP containing factor in the integral, resembles Eq. (10). Here NP was 
given an odd integer number, typically 15. This number equals the number 
of repeats in the layer stack. These electron density profiles do not account 
for the distribution in the rigid amorphous layer thickness. The parameter 
<> is the average electron density within the stack. Note that the electron 
density profile in Figure 5-19 was actually calculated using Eq. (19). The 
fine oscillations in the pattern are due to truncation errors as a result of 
integrating only up to limited q-values. 
Finally, the crystalline, amorphous and rigid amorphous volume fractions 
(represented by c, a and r, respectively) were calculated as lc/<LP>, 2la/LP 
and <lr>/<LP>. Obviously, since <lr> was assumed equal to lc, the crystalline 
and rigid amorphous fractions are also equal. The sum of c and r is the 
total solid fraction, s. 
Figure 5-20 shows the electron density profiles as a function of 
crystallization temperature for the SAXS patterns depicted in Figure 5-18. 
Note that these profiles are not on absolute scale and are always confined 
between 1 and 0, representing the crystalline and liquid amorphous electron 
densities respectively. Drifts in actual electron density contrast will not be 
discussed in this thesis and are incorporated within the scaling constant C. 
Figure 5-18 also displays the theoretical curves obtained by fitting Eq. (12) 
to the experimental patterns. The theoretical patterns approach the 
experimental ones rather faithfully. This seems to at least imply that indeed 
the crystal borders have layers of lower density, probably originating from 
chains spreading out to alleviate the density mismatch with the adjacent 
liquid amorphous layer. These borders of lower density should nevertheless 
be considered as truly crystalline as the H-bond plains which reside in these 
layers contribute to the 001 reflection. The evolution of t is not very 
systematic with Tc but seems to approach the density of the rigid amorphous 
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phase in the center of the neighboring solid layer. The electron density 
profiles obtained after cooling to 25°C, are qualitatively similar (profiles not 
shown).  
 
Figure 5-20: Crystallization temperature dependent density profile of the corresponding 
three-phase structures  
The sizes of the different fractions as a function of crystallization 
temperature are summarized in Figure 5-21. The parameters lc, la and <LP> 
are presented by closed black squares, blue lozenges and red circles 
respectively. The characteristics of the transition zone at the crystal borders 
are not discussed in detail. The thickness remains close to one unit cell.  The 
density of these zones seems to not follow a systematic trend with 
temperature, likely because this information stems from the high q-tail of 
the SAXS peaks where the signal to noise ratio is rather low. The parameter 
lc remains fairly constant up to 150 °C. At 160 °C, lc suddenly jumps to 
approximately 60 Å due to the increase in number of unit cells across the 
crystal thickness from 4 to 5. The amorphous layer thickness, la, increases 
with temperature, except for at 160 and 170 °C where the increase in lc is 
accompanied by a decrease of la. The increase of <Lp> with Tc largely 
follows the la increase, in particular after multiplying this la increase by two. 
Recall that there are two amorphous layers in one repeat. This increase in la 
is clearly not related to thermal expansion, because cooling to room 
temperature (open symbols in Figure 5-21) hardly brings any change to la, 
except for when crystallization happened at high Tc. This observation 
suggests that the nature of the amorphous phase depends the crystallization 
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temperature. At low supercooling, crystal formation and hence chain folding 
dominates, whereas no regular folding is associated with the mesomorphic 
phase formation at high supercooling. The absence of regular folding may 
also lead to a higher concentration of tie molecules which put constraints on 
the amorphous fraction, preventing it from contracting thermally. The 
amorphous fraction created at low supercooling does not convert into 
crystalline or mesomorphic material upon cooling (given that the WAXD 
crystallinity estimates remain unchanged upon cooling), but is able to 
contract thermally.  
 
Figure 5-21: SAXS based sizes as a function of crystallization temperature for the patterns 
collected at Tc (closed symbols) and after cooling down to room temperature (open symbols). 
The SAXS based crystalline, c, and solid, s, volume fractions are depicted 
in Figure 5-22 as function of Tc. These data correspond to the situation at 
the end of the solidification at Tc. This Figure also includes the WAXD 
based mass fractions and the FSC based estimates for the crystallization 
rates, shown earlier in Figure 5-15.  
In general c follows the WAXD based crystallinity (sum of mesomorphic 
and crystalline phase) quite well, except at very high and very low 
temperatures. This resemblance suggest that an analysis in terms of the new 
SAXS model is meaningful. The sudden increase in ϕc is attributed to the 
increase of lc. The fact that this increase is not reflected in the WAXD 
crystallinity estimate, suggests that some amorphous material is segregated 
outside the layer stacks seen by SAXS. This idea aligns with the earlier made 
remark that the amorphous fraction might be less tightly linked to the 
crystals when crystallization happens at low supercooling. 
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The SAXS based solid fraction combines the crystalline and rigid 
amorphous fraction and seems quite high. Solid state NMR (s-NMR) work 
in our laboratory on regularly cooled PA11 samples indicates that these solid 
fractions are very realistic. Furthermore, Telen et al.116 argued for the 
existence of a rigid amorphous fraction as large as that of the crystalline 
fraction, based on a study of PA11 copolymerized with polyamide 12. The 
question now remains how the SAXS model and the different other 
observations can be combined into a single morphological picture.  
 
Figure 5-22: SAXS volume fractions and WAXD mass fractions and crystallization/ordering 
rate (FSC) as a function of crystallization temperature 
The thesis is defended that the PA11 morphology might look like what is 
depicted in Figure 5-23 for three different cases at representative 
crystallization temperatures. The black areas represent volumes occupied by 
the mesomorphic and crystalline phases, represented by the small and large 
hexagons, respectively. The sizes of these hexagons, D, are calculated by 




  (20) 
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In Eq. (20) k is the numerical Scherrer constant, set equal to 1, λ is the X-
ray wavelength, β0 is the width at half height of the reflection expressed in 
radians and θ is half the scattering angle. Based on this equation the size of 
mesomorphic δ’-phases is typically 45 Å while the crystalline δ-phase size 
is more than three times bigger, i.e. 142 Å. From Bragg’s law: 
the interplanar distance (d) corresponding to that reflection is calculated. 
This distance equals 4.26 Å, resulting in almost 11 and 33 planes inside each 
crystallite for the δ’ and δ-phase respectively. Assuming that this number of 
planes is present in each of the three lozenges that make up a hexagonal 
crystal or mesomorphic unit, one arrives at mesomorphic and crystalline 
blocks that are considerably different in full size, as depicted in top view in 
the upper pictures in Figure 5-23. 
These blocks (represented in black) together with rigid amorphous material 
(represented in grey) make up the solid layers. In top views of flat-on layers 
the black (mesomorphic and/or crystalline phases) and grey (rigid 
amorphous phase) areas each cover 50 % of the total area. At 60 °C small 
mesomorphic blocks are randomly distributed within a rigid amorphous 
matrix. In reality, these mesomorphic blocks might well be more connected 
to one another. At 150 °C, the top view reveals connected crystalline blocks 
of which the connectivity is a prerequisite to form spherulitic crystal 
aggregates. These crystalline patches are surrounded by rigid amorphous 
material within the larger layers. The morphological representation at 100 
°C is in line with the WAXD estimates, revealing that 62 % of the total 
(black) solid area is occupied by the mesomorphic phase and 38 % by the 
crystalline phase. Again the black area represents 50% of the total top 
surface. The other 50% is covered by rigid amorphous material.  
In a lateral view (at the bottom of Figure 5-23), the layers composed of 
crystalline, mesomorphic and rigid amorphous solid are alternated with 
amorphous layers, which are depicted in white in Figure 5-23. From Figure 
5-21 it is known that the lamellae thickness is around 50 Å irrespective of 
the temperature while the amorphous layer thickness increases from 11 to 
55 Å with Tc increasing from 60 to 150 °C. These sizes are used in the lateral 
views. 
 𝑛𝜆 = 2𝑑𝑠𝑖𝑛(𝜃)  (21) 
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In line with the SAXS model, the crystalline/mesomorphic (black) patches 
alternate with rigid amorphous (grey) patches in neighboring solid layers. A 
top view of the solid lamellae that are next to the ones depicted in top view 
in Figure 5-23 would therefore have swapped grey and black patches. This 
morphological picture accounts for the 50/50 ratio of 
crystalline/mesomorphic and rigid amorphous material. The length scale of 
the morphology due to the lateral positioning of the crystalline and rigid 
amorphous patches, in particular when connected into larger aggregates as 
illustrated in Figure 5-23 is assumed to be too large to contribute to the 
SAXS patterns.  The irregularity and low contrast between crystalline and 
rigid amorphous patches further reduce their contribution. Consequently, 
this lateral morphology was neglected in the SAXS model. 
Of course one may wonder about the physical ground for such an alternating 
morphology. Obviously, the ordering of the chains in the crystalline and 
mesomorphic patches is only possible when entanglements and chain end 
are segregated into the flanking liquid amorphous layers. It is believed, 
however, that (on an average basis) these amorphous layers are too narrow 
and too congested with chain conformational defects to allow for a complete 
re-ordering in the next solid layer. In other words the presence of a 
crystalline patch in a given solid layer induces rigid amorphous material in 
the neighboring solid layer. 
96 | On the crystallization rate and polymorphism of Polyamide 11 
 
 
Figure 5-23: Schematic representation of potential morphological models at three different 
crystallization temperatures (both in top and side view) with the black, grey and white areas 
representing the crystalline, rigid amorphous and amorphous phases. The small hexagons 
represent the δ’-phase with a size of 45 Å and randomly distributed H-bonds. The large 
hexagons represent the δ-phase with a size of 142 Å and H-bonds distributed in layers.  
Given this model, self-poisoning gets another dimension. Not only are the 
crystalline δ-phases directly hindered by the formation of mesomorphic 
δ’-phases at their growth front, also their indirect obstruction can result in a 
decrease of crystallization rate. It is very acceptable that the granular 
’-phases are formed by homogeneous nucleation. This means that these 
granules are generated rather randomly throughout the material volume. The 
higher the amount of homogeneously created ’ granules, the higher the 
disturbing effect on the growing crystals, hence the stronger the indirect 
poisoning effect, which contributes to the minimum in the crystallization 
rate as a function of Tc.  
A final remark needs to be made about two aspects that in fact might be 
linked. All SAXS patterns, irrespective of Tc, could by analyzed in terms of 
a lamellar model. This is in contrast with the AFM images reported in 
literature85, which clearly show particle like domains after crystallization at 
high supercooling instead of lamellae. The second thing is that - except for 
crystallization at very low supercooling – all crystals are 4 unit cells thick. 
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For crystals and mesomorphic phases to so rapidly (in particular at high 
supercooling) assemble stems of 4 unit cells, one needs to consider that the 
melt might already be organized into stems with that length. If these stems 
in the melt would be arranged in a layer like fashion, mesomorphic granules 
are bound to sprout into these layer like templates and hence produce layer 
like scattering in SAXS. It goes without saying that crystal formation would 
also follow these melt trajectories and that homogenously nucleated 
mesomorphic granules within these melt layers would readily contribute to 
poisoning. 
5.4 Conclusions 
In this chapter, results were reported regarding the isothermal crystallization 
of PA11 at very high supercooling. PA11 is a semi-crystalline polymer 
showing a bimodal crystallization rate dependence on temperature. The 
minimum in crystallization rate is situated around 100 °C. In the literature 
one attributes this minimum to the border between crystal growth at high 
temperatures and mesomorphic phase formation at low temperatures. We 
demonstrated that this boundary is not so sharply defined. Our simultaneous 
SAXS/WAXD-FSC approach demonstrated that the crystalline δ-phase is 
not exclusively formed above 100 °C and that small amounts are present at 
lower temperatures too. Likewise, some traces of the mesomorphic δ’-phase 
are observed at temperatures above 100 °C. The electron density profiles 
show that all SAXS data – irrespective of the temperature – can be fitted by 
a three phase lamellar model. This model consist of alternating liquid-like 
amorphous and solid layers. The solid layers are composed of rigid 
amorphous and crystalline patches of which the location alternates between 
neighboring solid layers. Time-resolved WAXD measurements demonstrate 
that the mesomorphic and crystalline phases form simultaneously at the 
same rate in the temperature range where both phases are present. 
The thesis is defended that the minimum in crystallization rate as a function 
of Tc is caused by direct and indirect self-poisoning. Direct self-poisoning 
relates to a crystal growth disturbing effect when a different crystal or 
mesomorphic fragment is attached to its growth front. Indirect self-
poisoning is a new concept and relates to the progression of melt disorder 
induced by crystallization or mesomorphic phase formation. This melt 
disorder stretches out to within the neighboring solid layer where it hinders 
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crystal growth and induces the formation of rigid amorphous patches. It was 
suggested that the melt might be organized into layer like features composed 
of molecular stems of 4 monomeric units. 
In the next chapter, the reorganization and melting behavior of isothermally 
crystallized PA11 will be examined using our SAXS/WAXD-FSC 
approach. 
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Chapter 6  
 
On the complex melting behavior of 
isothermally crystallized Polyamide 11 
6.1 Introduction 
Interpretation of the melting behavior of polymer crystals is not very 
straightforward. Often broad or multiple melting peaks can be seen in DSC 
because various processes happen simultaneously such as melting, 
recrystallization and reorganization. Reorganization refers at the 
perfectioning and thickening of crystals while being in the solid state. 
Recrystallization in a heating process involves melting of the original 
crystals and the formation of new, more stable ones. It clearly is a liquid-
solid transition.  
The melting temperature depends on the stability of the crystal phases. The 
more stable the solid phase, the lower the value of the Gibbs free energy. 
The change of the Gibbs free energy at temperature T for the creation of an 
infinitely large perfect crystal from the melt is equal to149:  
Δ𝐺𝑓
∞(𝑇) =  𝐺𝑙(𝑇) − 𝐺𝑠(𝑇)
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With Gl (Hl, Sl) and Gs (Hs, Ss) the Gibbs energy (enthalpy, entropy) of the 
component in the liquid and solid state, and Δ𝐻𝑓
∞(𝑇) and Δ𝑆𝑓
∞(𝑇) the 
enthalpy and entropy of fusion at temperature T on an infinitely large perfect 
crystal. At temperatures not too different from 𝑇𝑚
0  (low supercooling), we 
can assume the following CP0 approximations49:  
The Gibbs energy of fusion for a chain folded, lamellar crystal with lateral 
dimensions X, Y and lamellar thickness lc can be expressed as149:  
with σe and σ the fold and lateral surface free energy. For lamellar crystals 
with finite dimensions, Eq. (26) can be rewritten with the approximation for 
Δ𝐺𝑓
∞(𝑇), Eq. (25): 
The melting temperature of the lamellar crystal can be derived from Eq. (27) 




∞(𝑇) =  Δ𝐻𝑓
∞(𝑇𝑚
















0 ΔT (25) 
  
 Δ𝐺𝑓(𝑇) =  𝑋𝑌𝑙𝑐Δ𝐺𝑓
∞(𝑇) − 2𝑋𝑌𝜎𝑒 − 2𝑋𝑙𝑐𝜎 − 2𝑌𝑙𝑐𝜎 (26) 
   
 
Δ𝐺𝑓(𝑇) =  𝑋𝑌𝑙𝑐Δ𝐻𝑓
∞(𝑇𝑚




−2𝑋𝑌𝜎𝑒 − 2𝑋𝑙𝑐𝜎 − 2𝑌𝑙𝑐𝜎  
 
(27) 
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Since the lateral dimensions are orders of magnitude larger than lc and 
σ << σe, Tm can be given by:  
This equation is known as the Gibbs-Thomson equation149–152 and correlates 
the melting temperature (stability) with the crystalline lamellar thickness. 
Note that this equation is only valid at low ΔT since assumptions are used 
which only hold at low supercooling. For higher degrees of supercooling, 
the temperature dependence of the heat capacity, enthalpy, entropy and 
driving force has to be taken into account. However, even at high 
supercooling Eq. (29) can be used to qualitatively discuss the factors that 
affect the melting temperature. Melting of a folded chain crystal will thus 
occur at lower temperatures than melting of infinitely large perfect crystals 
(at T0m). The thicker the lamella, the higher the melting point will be, so 
thicker crystals are more stable. Defects in polymeric crystals such as e.g. 
included chain defects, lead to a melting point reduction because 
imperfections lead to lower Δ𝐻𝑓
∞(𝑇𝑚
0 ) values. Furthermore, the melting 
point is also polymorph sensitive as Δ𝐻𝑓
∞(𝑇𝑚
0 ) is different for different 
polymorphic forms. The melting temperature is – besides depending on the 
crystal stability – also influenced by the applied heating rate (+β). Higher 
heating rates will shift the peak temperatures to higher values153,154:  
with A a constant and TZEP the melting point of chain-folded polymer crystals 
at zero heating rate, the so called zero-entropy-production (ZEP) melting 
point. ZEP melting refers to the melting of metastable crystals at their 
stability limit, i.e. in absence of superheating. Linear fitting of the melting 
peak temperature against the heating rate with the fractional power z gives 
TZEP as the intercept at zero heating rate. This is thus the melting point of 
crystals in equilibrium with the surrounding melt. Note that the application 
of this method is only possible using fast heating rates when reorganization 
and recrystallization are avoided. Eq. (30) suggests superheating of crystals 
beyond their TZEP. Superheating in a melting experiment is the counterpart 
of supercooling in a crystallization experiment and suggests the existence of 
kinetic restrictions to the melting process. The degree of superheating is 






 ) (29) 
   
 𝑇𝑚 =  𝑇𝑍𝐸𝑃 + 𝐴𝛽
𝑧 𝑤𝑖𝑡ℎ 0 < 𝑧 ≤ 0.5 (30) 
   
102 | On the complex melting behavior of isothermally crystallized 
Polyamide 11 
defined as T-TZEP. The power z gives the strength of dependence of the 
degree of superheating on the melting rate. In addition, the shift in melting 
peak can also be attributed to differences in sample mass. Therefore Eq. (30) 
can be completed as follows153,154: 
Here, the power w ranges between 0.5 and 1 and reflects the importance of 
thermal lag. Thermal lag is thus more pronounced at higher heating rates.  
Very often semi-crystalline polymers exhibit a very complex thermal 
behavior in DSC upon heating with thermograms displaying double (or 
multiple) melting peaks. The potential explanation for this complexity is 
manifold and includes correlations with the crystallization conditions 
(temperature and time of crystallization), crystal populations of different 
thickness (see Eq. (29)), a broad molecular weight distribution, structure of 
chain folding, molecular and crystalline defects, reorganization or 
recrystallization behavior, … Reorganization and recrystallization is very 
relevant to semi-crystalline polymers, especially when prior crystallization 
happened during fast cooling or at high supercooling as this leads to 
imperfect crystals. These metastable chain-folded lamellae will tend to 
increase their stability. The driving force to improve the crystal stability is 
stronger for less stable crystals. For different engineering polymers (e.g. 
PET155, PA6156, iPP157, iPS158)) very fast heating is required to avoid 
reorganization and recrystallization processes. For PA6, the reorganization 
time for very imperfect crystals was estimated to be as short as 0.01-0.1 s.156 
Large-scale molecular motions are probably not relevant to crystal-crystal 
and/or crystal-melt-crystal transitions because that would require larger time 
scales. Due to the short time scales allowed during fast heating, structural 
improvements are bound to happen at small length scales only.159  
Isothermally crystallized PA6 starts melting already at temperatures slightly 
above Tc, after which reorganization to more stable crystals follows.160 The 
critical heating rate to avoid reorganization was reported to depend on Tc. 
At a Tc of 90 °C, the critical heating rate was in the range of several 10³ Ks-
1, while a heating rate of about 50 °Cs-1 was enough to avoid reorganization 
during melting after crystallization at 180 °C.160 Even in the absence of 
reorganization phenomena, the melting behavior of isothermally 
 
𝑇𝑚 =  𝑇𝑍𝐸𝑃 + 𝐴𝛽
𝑧 + 𝐵𝛽𝑤  
𝑤𝑖𝑡ℎ 0 < 𝑧 ≤ 0.5 & 0.5 ≤ 𝑤 ≤ 1  
(31) 
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crystallized PA6 exhibits multiple endothermic peaks. In literature four 
possible origins for this multiple melting behavior were given and other 
polymers were listed to which a given explanation might also apply160:  
1. Crystals grown during primary and secondary crystallization (e.g. 
bisphenol-A polycarbonate161, ethylene/1-octene copolymers162, 
poly(aryl ether ether ketone)163).  
2. Crystals grown in the bulk and nucleated at the surface/substrate 
(e.g. polyamide/layered silicates nanocomposites164). 
3. Crystals which are subjected to different local stress originating 
from heterogeneities in the interlamellar regions (e.g. 
poly(trimethylene terephthalate)102). 
4. Crystal/mesomorphic phase polymorphism. 
FSC experiments on isothermally crystallized poly(ether ether ketone) 
(PEEK) also revealed two distinct crystal populations with different TZEP 
situated about 20 and 30 °C above Tc.165 The authors argue that the 
difference in TZEP results from differences in crystal stability or “local” 
differences in free energy of the surrounding melt.165 Polymorphism is 
relevant to PEEK  
Many other examples of semi-crystalline polymers exhibiting multiple 
melting peaks can be given. In many cases the explanation for this thermal 
behavior remains highly speculative. It goes without saying that combining 
FSC with in-situ morphology sensitive tools might shed new light on this 
matter. 
The processes of recrystallization, reorganization and melting during 
heating at conventional rates after crystallizing PA11 isothermally at low 
supercooling have been described extensively.116,166,167 Up to now, no 
reports in literature are available describing the DSC heating curves of PA11 
after crystallization at high supercooling. The aim of this chapter is to gain 
information on the stability of PA11 crystals developed during isothermal 
crystallization at high supercooling by analyzing the melting behavior and 
possible recrystallization or reorganization processes. 
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6.2 Experimental approach 
6.2.1 In-house experiments 
FSC measurements were carried out using the commercially available Flash 
DSC 1 without intercooler. The first isothermal experiments were identical 
to those described in Chapter 5, except for the variation of heating rate after 
crystallization (Figure 6-1 left). The experiments consisted of cooling at the 
amorphization rate (1000 °Cs-1) to the crystallization temperature (every 
10 °C between 60 and 150 °C), an isothermal period of 3 s (15 s for 150 °C) 
to allow crystallization, cooling at 1000 °Cs-1 to room temperature followed 
by an isothermal stay of 0.1 s and finally heating at a desired heating rate to 
220 °C. Heating rates of 500, 1000 and 2000 °Cs-1 were used to address the 
potential effect on reorganization, recrystallization and melting. 
In the second set of experiments (Figure 6-1 right), the protocol consisted of 
cooling at 1000 °Cs-1 to 60 °C, an isothermal segment of 3 s, cooling to 
25 °C at 1000 °Cs-1, an isothermal segment of 0.1 s, heating at 500 °Cs-1 to 
the annealing temperature (Ta, every 10 °C between 70 and 150 °C), an 
isothermal segment of 10 s, cooling to 25 °C at 1000 °Cs1, an isothermal 
segment of 0.1 s followed by the final heating run at the desired heating rate. 
In this protocol the heating rates were also chosen to be 500, 1000 and 
2000 °Cs-1. 
 
Figure 6-1: Temperature-time protocol for the two different sets of experiments discussed in 
this chapter 
6.2.2 Simultaneous FSC and SAXS/WAXD experiments 
Two different kinds of experiments were performed to examine the 
reorganization/recrystallization/melting behavior of PA11 crystallized at 
high supercooling. In the first set of experiments PA11 was cooled from 
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220 °C at 1000 °Cs-1 to 60 °C, followed by an isothermal crystallization 
segment of 3 s, heated at 500 °Cs-1 to the annealing temperature (Ta, every 
10 °C between 70 and 150 °C), followed by an isothermal segment of 20 s, 
after which the sample was cooled to room temperature. One SAXS/WAXD 
pattern of 20 ms was collected at the end of the annealing period and a 
second one at room temperature. One sensor chip was used to investigate 
the morphologies formed at different annealing temperatures. Possible 
thermal or oxidative degradation of the sample or beam damage by the very 
intense x-ray beam was monitored by performing heating and cooling runs 
at 100 °Cs-1 before and after the each isothermal crystallization 
measurement. In a second set of experiments, PA11 was subjected to a 
specific crystallization protocol after which SAXS/WAXD patterns were 
acquired during heating at 500 °Cs-1 to 220 °C. The acquisition time was 
reduced to 4 ms to capture one SAXS/WAXD pattern every 2 °C. For each 
run another sensor with sample was used not to accumulate irradiation 
damage. Four different experiments were performed. The first two 
experiments consisted of cooling PA11 at 1000 °Cs-1 to Tc (100 or 130 °C), 
an isothermal segment of 10 s, cooling to 25 °C at 1000 °Cs-1, an isothermal 
segment of undefined duration, followed by the final heating run at 
500 °Cs-1. The other two experiments consisted of cooling PA11 at 
1000 °Cs-1 to 60 °C, an isothermal segment of 3 s, cooling to 25 °C at 
1000 °Cs-1, an isothermal segment of 1 s, heating at 500 °Cs-1 to the 
annealing temperature (100 or 130 °C), an isothermal segment of 10 s, 
cooling to 25 °C at 1000 °Cs1, an isothermal segment of undefined duration 
followed by the final heating run at 500 °Cs-1.
6.3 Results and discussion 
6.3.1 Heating after isothermal crystallization from the melt 
Figure 6-2 shows FSC heating curves for isothermally crystallized PA11 at 
heating rates of 500 (bottom), 1000 (middle) and 2000 (top) °Cs-1. 
Depending on the crystallization temperature and heating rate either one 
asymmetric endothermic peak with some shoulders or two completely 
separated peaks are observed during the heating process. Heating at 
500 °Cs-1 after isothermal crystallization at 140 °C or lower, leads to two 
separated melting peaks. The second endothermic peak has a shoulder at its 
high temperature side. For Tc’s above 140 °C, one endothermic peak is 
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observed with a shoulder on both sides of the peak. The two melting peaks 
seen after crystallization at high supercooling are also visible when heated 
at 1000 or 2000 °Cs-1 but these peaks merge after crystallization at and 
above 130 when 1000 °Cs-1 is used and at and above 110 °C for heating at 
2000 °Cs-1. One can conclude from the presence of multiple endothermic 
signals and the asymmetry of the peaks that the adopted heating rates are too 
low to prevent reorganization/recrystallization of the original crystals. The 
critical heating rate for PA11 is thus expected to be higher than 2000 °Cs-1. 
Note that a small exothermic signal is present for the heating curves after 
crystallization at 140 and 150 °C (indicated by the arrows). This most likely 
is due to cold crystallization of material that was left amorphous after the 
crystallization at 140 and 150 °C. 
 
Figure 6-2: Heating curves at different rates (500 (bottom), 1000 (middle) and 2000 °Cs-1 
(top)) for PA11 crystallized at temperatures between 60 and 150 °C and cooled to room 
temperature. 
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Figure 6-3 summarizes the peak temperatures – derived from Figure 6-2 – 
as a function of the crystallization temperature for the different heating rates. 
Note that no temperatures could be associated with the peak shoulders. 
Instead, a temperature area is highlighted (dashed lines) where the shoulder 
occurs. The solid line in Figure 6-3 shows temperatures where Tm = Tc. 
The low temperature melting peak lays about 25 °C higher than Tc when 
heated at 500 °Cs-1. The crystal stability thus increases with the 
crystallization temperature. According to Eqs. (28) and (29), the melting 
point (thus crystal stability) depends on the crystalline lamellar thickness, 
the lateral dimensions, the melting enthalpy and the lateral and surface free 
energy. From Chapter 5 (Figure 5-21) is known that the crystal thickness is 
constant in the investigated crystallization regime (between 60 and 150 °C), 
implying that other factors are responsible for the increase in crystal stability 
with increasing Tc. Upon increasing the heating rate, the temperature of the 
low temperature peak shifts to higher values, likely due to increased 
superheating and/or thermal lag effects (Eq. (31)). The effect of thermal lag 
could be investigated by varying the sample mass, but this was not attempted 
for this thesis. 
The temperature of the second melting peak is more or less constant (up to 
a Tc of 120 °C), irrespective of the crystallization temperature. This strongly 
suggests that it represents the melting of reorganized/recrystallized crystals 
of equal thermodynamic stability. In addition at Tc’s of 120 °C and lower, 
an increasing heating rate leads to a shift in temperature of the second 
endothermic peak to lower values. This confirms the occurrence of 
reorganization and/or recrystallization during heating, as increasing the 
heating rate hinders reorganization/recrystallization which leads to less 
extensively reorganized crystals that melt at lower temperatures. Note that 
the melting peak temperatures are expected to increase as a result of 
superheating and thermal lag effects if the heating rate would be increased 
even more (Eq. (31)).168 At the heating rates used in this research, the 
suppression of reorganization and/or recrystallization dominates over 
potential superheating or lag effects. 
At crystallization temperatures where the second melting peak values 
intersect the evolution of the first melting peak, a second endotherm no 
longer is observed and only the first melting peak trend is preserved. This 
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occurs at approximately 120 °C for heating at 2000 °Cs-1, at 130 °C for 
heating at 1000 °Cs-1 and at 140 °Cs-1 for heating at 500 °Cs-1.  
  
Figure 6-3: Melting peak temperatures measured at different rates (black square, 500 °Cs-1; 
red circle, 1000 °Cs-1; blue triangle, 2000 °Cs-1) plotted against crystallization temperature. 
The dashed areas on the plot represents regimes where shoulders are observed on top of the 
main endothermic peak. 
It makes sense to associate the low temperature endothermic peak to the 
melting of crystals or mesomorphic phases formed in the isothermal 
crystallization period. The stability of the material that takes part in this 
melting process systematically shifts with Tc. How can this be explained? 
At constant thickness and for infinite lateral sizes, it is expected (see Figure 
5-3) that crystals have a higher melting temperature than mesomorphic 
phases. From Figure 5-3 it can furthermore be derived that this higher 
melting point for the crystals is related to their higher Δ𝐻𝑓
∞(𝑇𝑚
0 ) value (to 
be read from the differences in Gibbs free energy intercepts). In fact, the 
Δ𝑆𝑓
∞(𝑇𝑚
0 ) value (to be read from the difference in Gibbs free energy slopes) 
for crystals is larger than for mesomorphic phases and contributes to a 
lowering of the melting temperature for the crystals. This lowering is, 
however, overtaken by the rather high Δ𝐻𝑓
∞(𝑇𝑚
0 ) for crystal melting. 
Following the Eq. (28) and (29) the systematic shift in melting point 
necessarily needs to be related to a systematic shift in crystal (or 
mesomorphic phase) dimensions. In Chapter 5 it was furthermore disclosed 
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that the crystal or mesomorphic phase thickness, lc, remained constant at 4 
unit cells irrespective of Tc. This leaves the lateral dimensions as option. 
However, rather than the lateral dimensions of the solid layers, we suggest 
to consider the lateral dimensions of the crystalline or mesomophic phase 
patches within the solid layers as melting point determining factors. These 
phase-specific lateral dimensions are expected to be larger for crystallization 
at lower supercooling but are undoubtedly also affected (reduced) by 
poisoning effects (see Figure 5-23). 
The question now arises if, at Tc’s where the solid phase consist out of both 
mesomorphic and crystalline fractions, the low temperature peak should be 
attributed to the melting of the mesomorphic phase only or rather to a 
combined melting of mesomorphic and crystal phases. Likely both 
contribute.  For the crystalline phase in particular, the smaller patches are 
expected to take part whereas the larger ones might only melt at higher 
temperatures. 
It is very clear that mesomorphic/crystalline ratio on its own cannot explain 
the systematic shift of the first melting peak, although this ratio 
systematically shifts with Tc (see Chapter 5). After all, at very high (60 and 
70 °C) or very low supercooling (140 and 150 °C) either only mesomorphic 
or crystalline phases are formed but still the first melting peak shifts with Tc, 
supporting the idea that the lateral patch sizes are essential to the (first) 
melting point of PA11.  
The overall signal beyond the first melting peak seems to remain 
endothermic, suggesting that part of the material that melts at low 
temperature does not recrystallize into more stable structures. For the 
material that recrystallizes, the gain in stability can be realized either by a 
lateral expansion of the patches or by a conversion from mesomorphic to 
crystalline material during the heating run. In fact, smaller patches can be 
tolerated if mesomorphic patches are converted into crystalline ones, as the 
intrinsic stability of crystals is higher than that of mesomorphic phases 
(assuming comparable lateral surface free energies for the two phases). At a 
given recrystallization temperature lateral sizes will be created that are (at 
least) stable up to slightly higher temperatures. When these slightly higher 
temperatures are reached, these patches will melt again and might 
recrystalllize into larger patches. This process can be repeated up to 
temperatures at which the driving force (supercooling) for crystal formation 
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is too low. At this point the (second) final melting endotherm will be 
observed. 
In that scenario, a sample crystallized at 60 °C – which purely consists out 
of mesomorphic phase – would pass through every solid morphology with 
mesomorphic and crystalline fractions as characterized in Figure 5-22 and 
with a stability reflected in the corresponding first melting endotherm. This 
process would go on until reaching its ultimate stability, characterized by a 
melting temperature around 160 °C (the second melting peak). Would that 
be a situation with layers consisting of crystalline phase only? Figure 5-22 
suggests that this is the case since material crystallized at 140 °C is fully 
crystalline and according to Figure 6-3 melts at 160 °C. All transitions 
would happen while preserving a solid layer thickness of 4 unit cells. All the 
time, rigid amorphous material might be present within the solid layers.  
The temperature resolved X-ray patterns are given in Figure 6-4. For 130 °C, 
the two α-crystal reflections merge at the Brill transition temperature into 
one peak. This Brill temperature is situated around 70 °C. Above this 
temperature the reflection of the δ-crystals remains unchanged up to the final 
melting point after which only an amorphous halo remains. Also for the 
heating after crystallization at 100 °C, a Brill transition is observed although 
situated at slightly lower temperatures. Because of the higher δ’ share after 
crystallization at 100 °C, the angular separation of the  phase is only 
moderate. Moreover, the two  reflections together with the δ’ peak 
underneath produce a single broad reflection on top of the amorphous halo 
at temperatures below the Brill transition. This lumped reflection clearly 
sharpens up at the Brill transition close to 50 °C. This is due to a merging of 
the two  peaks into one δ reflection. A single reflection due to the δ’ and δ 
phases remains up to the end of melting. Without quantitative analysis it 
cannot be decided whether or not in this trajectory δ’ material converts into 
the δ-phase. For both heating runs, the intensities in the SAXS region 
(visible in the waterfall plots) clearly change at the temperature of the first 
melting endotherm, suggesting structural changes (around 120 and 140 °C 
for Tc equal to 100 and 130 °C, respectively). This observation will be 
investigated more in depth in this chapter.  
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Figure 6-4: SAXS/WAXD waterfall (left) and WAXD contour (right) plots during heating at 
500 °Cs-1 after isothermal crystallization at 100 (top) and 130 (bottom) °C and subsequent 
cooling to 25 °C . In the case of the waterfall plots, the blue and red pattern are at 25 and 
220 °C, respectively. The intensities in the contour plots are grey-scaled coded.  
The FSC heating curves collected together with the temperature resolved 
X-ray patterns are presented in Figure 6-5 together with the heating curves 
measured in-house (already presented Figure 6-2). Heating curves from in-
house and ID13 measurements resemble each other, except for the 
endothermic peak around 50 °C for the ID13 measurements. This peak 
might be an enthalpy-recovery peak since it is situated directly after the glass 
transition.169 The only difference between the two measurements is that the 
heating for the in-house measurements was started directly after the 
isothermal crystallization and cooling protocol, while at ID13 the time at 
room temperature prior to heating varied between one and five minutes. This 
waiting time could not be avoided, since this experiment had to be split into 
two protocols. This was necessary because the synchronization pulse 
between FSC and X-ray data collection could only be given at the start of 
the measurement and X-ray irradiation during the complete protocol 
(including the crystallization and cooling steps) would lead to severe 
radiation damage. The isothermal crystallization was thus completed in the 
first protocol without collecting SAXS/WAXD data. The data collection 
was triggered at the start of the heating run in the second protocol. Between 
two protocols the software and laptop need some uploading and saving time. 
During this waiting time, the sample was stored at room temperature, i.e. 
close to the glass transition where the remaining amorphous fraction can 
relax. This relaxation is characterized by a decrease in the excess enthalpy 
and entropy as well as the free volume. When the material is reheated above 
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the Tg, the lost enthalpy is regained which can be observed as the 
endothermic enthalpy-recovery peak on top of the glass transition. It thus 
seems that aging effects are already important even for waiting times of only 
a couple of minutes.170,171  
 
Figure 6-5: Heating curves at 500 °Cs-1 after isothermal crystallization at 100 (left) and 
130 (right) °C measured in-house (grey) and at ID13 (black). 
The SAXS data were analyzed following the procedure described in 
Chapter 5. This analysis was performed every 5 °C. The electron density 
profiles are very similar to the ones obtained from the static experiment 
(Figure 5-20) and are therefore not shown. The fractions and sizes of the 
amorphous and crystalline layers of the crystals formed at 100 and 130 °C 
during heating at 500 °Cs-1 are presented in Figure 6-6 and Figure 6-7, 
respectively. Recall that the SAXS model assumes the rigid amorphous 
fraction and thickness to be identical to that of crystalline material. Both the 
fractions and the layer thicknesses remain constant until reaching the onset 
of the first melting peak (Figure 6-5). There is a good agreement between 
these constant values and those derived from the static experiments at either 
100 or 130°C (Figure 5-22 and Figure 5-21). The first melting process is 
accompanied by a decrease in c (which given the model also holds for r) 
and hence an increase in a. These changes are due to an increase of la. The 
value of lc remains virtually constant. In the temperature interval between 
the first and second melting peak, where the material is supposed to 
reorganize, the volume fractions and layer dimensions at a given 
temperature very well agree with the values obtained after isothermal 
crystallization at a given temperature.  This observation supports the 
hypothesis that all earlier observed isothermal morphologies are visited 
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during the reorganization process. This observation also implies that such 
reorganizations happen very fast.  
 
Figure 6-6: Fractions and sizes during heating at 500 °Cs-1 of the morphology formed during 
isothermal crystallization at 100 °C. The results are derived from fitting the SAXS shares in 
the patterns depicted in Figure 6-4. 
 
Figure 6-7: Fractions and sizes during heating at 500 °Cs-1 of the morphology formed during 
isothermal crystallization at 130 °C. The results are derived from fitting the SAXS shares in 
patterns depicted in Figure 6-4. 
6.3.2 Heating after isothermal recrystallization from the 
mesomorphic phase 
Additional heating experiments were performed on samples which only 
contain mesomorphic and no crystalline material to get more insight into the 
reorganization/recrystallization behavior. Samples solidified at 60 °C were 
heated to an annealing temperature, Ta, and allowed to 
recrystallize/reorganize during a 10 s isothermal segment (right panel in 
Figure 6-1). Afterwards the samples were cooled again to room temperature. 
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Annealing temperatures were selected that were also used for isothermal 
crystallization, Tc, in section 6.3.1. The subsequent FSC heating runs from 
room temperature at different rates (500, 1000 and 2000 °Cs-1) are 
represented by the solid lines in Figure 6-8 next to the heating curves from 
Figure 6-2 represented by the dashed lines. In Figure 6-9 the peak 




Figure 6-8: Heating curves at different rates (500 (top), 1000 (bottom left) and 2000 °Cs-1 
(bottom right)) for PA11 after crystallization at temperatures between 60 and 150 °C (dashed 
lines) and after reorganization of the δ’-mesomorphic phase for 10 s at the same 
temperatures (solid lines). 
For Tc or Ta below 140 °C, Figure 6-8 demonstrates that – independently on 
the heating rate used – the onset of the first melting peak for the annealing 
experiment coincides with that of the heating traces after isothermal 
crystallization. This suggests that (at least a fraction of) the solid phases 
formed in the two experiments are equally stable. However, a larger area 
under the first endothermic peak for the annealing experiments is observed 
compared to after isothermal crystallization from the melt. Since more mass 
is involved in this transition, also the peak temperature of this first melting 
transition is shifted to higher temperatures. It seems that for the annealing 
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experiment less material that melts in the first endotherm, actually takes part 
in the immediate recrystallization/reorganization such that the net 
endothermic signal is larger. Exothermic reorganization seems to be 
postponed to higher temperatures because independently on the temperature 
protocol used, an identical second melting peak is generated, indicating an 
equal ultimate crystal stability. Upon increasing the heating rate, the 
reorganization or recrystallization is postponed more strongly and for high 
Ta even prevented. Indeed, for a Ta of 130 °C two melting peaks are seen 
when heated at 500 °Cs-1, while one broad endotherm is present upon 
heating at 2000 °Cs-1. Note that by increasing the heating rate the merging 
of the two endotherms occurs after annealing at lower Ta’s compared to the 
Tc’s in the isothermal crystallization experiments. It thus seems that the 
structure realized by solidification at high supercooling and subsequent high 
temperature annealing is less susceptible to reorganization compared to 
when crystallized isothermally at Tc = Ta.  
Employing a Tc or Ta of 140 or 150 °C, results in a slightly different melting 
behavior. The melting onsets do not exactly coincide with the onsets after 
isothermal crystallization being at higher temperatures compared to after 
annealing. This difference grows at increased heating rates. It seems that the 
crystal stability after crystallizing at Tc is higher compared to after 
recrystallization from a mesomorphic state. In both cases only one (broad) 
endotherm is observed, barely showing any signs of 
reorganization/recrystallization. Finally, it can be remarked that the small 
exothermic signal at 70 °C is not present in the heating run after annealing. 
Apparently, reorganization from a mesomorphic phase leads to a completed 
crystallization more rapidly than when crystallization was induced 
isothermally. 
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Figure 6-9: Melting peak temperatures measured at different rates (black square, 500 °Cs-1; 
red circle, 1000 °Cs-1; blue triangle, 2000 °Cs-1) plotted against annealing temperature. The 
dashed areas on the plot represent regimes where shoulder signals are observed on top of 
the main endothermic peak. 
The differences in susceptibility to reorganization during heating, point at 
morphological differences between isothermally crystallized and annealed 
samples. Figure 6-10 shows the SAXS/WAXD patterns collected at the end 
of the annealing segment (black) and after subsequent cooling to room 
temperature (grey). The biggest difference between these patterns and the 
patterns from the isothermal crystallization experiment (Figure 5-12) is the 
less pronounced angular split at room temperature for a Ta of 130, 140 and 
150 °C. This indicates a decreased α-crystal/’ phase ratio compared to in 
the isothermal crystallization experiment. It will be shown quantitatively 
further below that this holds for the δ-crystal/’ phase ratio at high 
temperatures before cooling to room temperature. 
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Figure 6-10: SAXS/WAXD patterns collected at ID13 at the end of the annealing period at 
different Ta’s (black) and after cooling at 1000 °Cs-1 to 25 °C (grey). The left panels show 
the SAXS region with in the inset a zoom-in of the 001 reflection. The right panels show the 
WAXD pattern. The scale arrows on the left and right sight, corresponding with the SAXS 
and WAXD intensities respectively, indicate equal intensity spans. 
The WAXD patterns (Figure 6-10) were decomposed into the constituent 
individual fractions by making use of an amorphous Gauss-Lorentz profile 
(Eq. (8)) and the model curves of the mesomorphic and crystalline phases 
from the crystallization experiment in Chapter 5. The three model curves 
needed to be shifted along the 2θ axis for adequate coverage of the patterns. 
The positions of the mesomorphic and crystalline phase reflections were 
constrained to be identical. The result of this decomposition is shown in 
Figure 6-11. In this figure the fractions from the annealing experiment 
(dashed columns) are compared with those from the crystallization 
experiment (Figure 5-15, solid columns). 
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Clearly, the total fraction of ordered phase (sum of crystalline and 
mesomorphic) after high temperature annealing is larger than after 
crystallizing isothermally at the same temperature. This total fraction 
remains constant at about 45 % over the temperature range from 70 to 
130 °C. At 140 and 150 °C, this value drops. For all temperatures, the 
ordered phase fraction after annealing is larger than after isothermal 
crystallization. This most likely is a real effect, related to the crystallization 
protocol.  However, it should be noted that the mesomorphic phase formed 
at 60°C was able to transform during an annealing period of 10 seconds at 
high temperatures whereas crystallization from the melt was restricted to 3 
seconds. The effect of extending or decreasing the crystallization and/or 
annealing time on the formation of the solid phase was not further 
investigated.  
The total fraction of ordered phase after annealing is systematically higher 
than the original fraction of mesomorphic material present at 60 °C. 
Annealing does not only transform the original mesomorphic phase into 
crystalline phase but also converts some of the (rigid) amorphous phase. 
For all temperatures (except for the highest and lowest temperatures studied) 
the fraction of the δ-crystalline phase and the δ-crystal/’ phase ratio are 
lower after annealing compared to after isothermal crystallization directly 
from the melt. This leads to the less pronounced angular split in the WAXD 
patterns after cooling as observed in Figure 6-10. Upon increasing the 
annealing temperature, the δ-crystal/’ phase ratio increases. This implies 
that the δ’ phase progressively reorganizes into the δ phase at progressively 
increasing temperatures.  This most likely not only applies high temperature 
annealing, but also to what happens in a regular heating scans. In general, 
this observation supports the hypothesis that materials with mixed 
mesomorphic and crystalline fractions rapidly reorganize during heating up 
to a state where mesomorphic material no longer is present and the gained 
crystalline material melts at the final high temperature endotherm. Very high 
heating rates are needed to prevent this fast restructuring from happening. 
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Figure 6-11: Fractions (WAXD as columns and SAXS as symbols) as a function of 
crystallization or annealing temperature. The solid columns and black symbols are fractions 
from the isothermal crystallization experiments (Figure 5-15) while the fractions indicated 
by the dashed columns and green symbols are derived from the annealing experiments.  
In Figure 6-11 the SAXS based solid, ϕs, and crystalline, ϕc, fractions of the 
annealing experiments (green triangles and green squares respectively) 
follow the same downwards trend with increasing temperatures as for the 
crystallization experiments. From the SAXS based electron density profiles, 
depicted in Figure 6-12, the evolution of the sizes of the three fractions can 
be deduced. The actual lc (= <lr>), la and <Lp> values as a function of the 
annealing temperature are summarized in Figure 6-13 by the black squares, 
blue lozenges and red circles, respectively. The increase of <Lp> and la with 
increasing annealing temperature is less pronounced in the low temperature 
range compared to after melt crystallization. In addition these values are also 
lower compared to after isothermal melt crystallization in accordance with 
the increasing solid fraction (Figure 6-11).  
Combining the WAXD data of Figure 6-11 and the SAXS data of Figure 
6-13 suggests that annealing at temperatures up to about 120 °C mainly 
results in changes within the solid layers. At first, in going from 60 to 70 °C, 
the mesomorphic phase fraction increases to about 45% and at higher 
temperatures this mesomorphic phase is gradually replaced by crystalline 
matter. Annealing above 120 °C leads to an increase of <Lp> and la, which 
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probably points to a more global reorganization process compromising the 
melting of complete solid layers and severe melt structure rearrangements. 
After all, the formation of larger crystalline patches requires sheet formation 
and hence chain folding over larger distances. The decrease in <Lp> and la 
after cooling to room temperature for the high temperature cases is likely 
due to thermal contraction of the amorphous material that – because of chain 
folding at the crystal borders – is decoupled from the solid phase (recall the 
discussion related to Figure 5-21). 
 
Figure 6-12: SAXS based density profiles across the PA11 layer stacks after annealing a 
sample that was crystallized at 60°C at the indicated temperatures. 
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Figure 6-13: SAXS based sizes as a function of annealing temperature for the patterns 
collected at Ta (closed symbols) and after cooling down to room temperature (open symbols). 
The annealed sample was PA11 crystallized at 60°C. 
Similar to the crystallization experiments, two annealing temperatures were 
chosen and the melting at 500 °Cs-1 after annealing and cooling was 
followed with in-situ SAXS/WAXD. The temperature resolved X-ray 
patterns are presented in Figure 6-14 in the form of waterfall and contour 
plots. The pattern evolution is very similar to that seen for the crystallization 
experiments in Figure 6-4. 
 
Figure 6-14: SAXS/WAXD waterfall (left) and WAXD contour (right) plots during heating at 
500 °Cs-1 after annealing at 100 (top) and 130 (bottom) °C. In the case of the waterfall plots, 
the blue and red pattern are at 25 and 220 °C, respectively. The intensities in the contour 
plots are grey-scaled coded. 
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The heating curves corresponding to the temperature resolved X-ray 
patterns are presented in Figure 6-15 together with the heating curves 
measured in-house (already presented in Figure 6-8). Once again, the 
heating curves taken at ID13 exhibit an enthalpy-recovery peak around 
50 °C. In addition, the heating curves after annealing at 130 °C deviate in 
shape. As the second melting peak in the ID13 experiment is somewhat 
increased it seems that reorganization/recrystallization is more present in the 
ID13 measurement. The origin of this (minor) difference is not clear. 
 
Figure 6-15: Heating curves at 500 °Cs-1 after annealing at 100 (left) and 130 (right) °C 
measured in-house (grey) and at ID13 (black). 
The SAXS based fractions of the different phases and the sizes of the 
amorphous and crystalline layers during heating at 500 °Cs-1 after annealing 
at 100 and 130 °C are presented in Figure 6-16 and Figure 6-17, 
respectively. The fractions and layer thicknesses remain constant until 
reaching the onset of the first melting peak (Figure 6-15). A decrease in c 
and r is observed in the high temperature range, starting at the first 
endothermic process. Just like for the static annealing experiments this is 
accompanied by an increase in amorphous layer thickness indicating that 
layers are massively reorganizing.  
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Figure 6-16: Fractions and sizes during heating at 500 °Cs-1 of the crystals formed during 
annealing at 100 °C. The results are derived from fitting the SAXS patterns depicted in Figure 
6-14 
 
Figure 6-17: Fractions and sizes during heating at 500 °Cs-1 of the crystals formed during 
annealing at 130 °C. The results are derived from fitting the SAXS patterns depicted in Figure 
6-14 
From a structural point of view no large mechanistic differences in the 
melting process after isothermally crystallization or annealing can be 
observed. Only the values of the fractions and sizes differ. The clear 
difference in FSC heating traces between the crystallized and annealed 
samples must thus be related to the values of the fractions and sizes. 
Recrystallization/reorganization of the annealed samples during heating was 
less pronounced compared to after isothermal crystallization from the melt. 
It is suggested that mainly the increased amount of mesomorphic phase in 
the annealing experiments hampers the reorganization/recrystallization 
process. The transformation into the more stable crystalline phase is 
hindered by the presence of amorphous phase entanglements and randomly 
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distributed H-bonds in the mesomorphic phase. It is believed that the 
transformation process requires the melting of complete layer stacks and 
massive polymer chain reconfigurations. Realizing these conformational 
changes is a slow process in particular if chain fragments are still attached 
to remaining solid phases. Increasing the heating rate will leave less time for 
recrystallization. In the case of the crystallized samples the mesomorphic 
fraction is lower, thus the recrystallization process will occur faster and will 
be even faster than the applied heating rates.
6.4 Conclusions 
This chapter provides information about the melting, reorganization, 
recrystallization and remelting of isothermally crystallized PA11. 
Depending on the heating rate and Tc, the FSC data show a complex melting 
behavior consisting of multiple melting peaks with occasionally some 
shoulders. Such complex melting behavior insinuates severe reorganization 
during heating. It was derived that PA11 reorganizes very rapidly during 
heating as increasing the heating rate up to 2000 °Cs-1 was not able to 
prevent it. 
The lateral dimensions of the crystalline or mesomophic phase patches 
within the solid PA11 layers were considered to strongly affect the thermal 
stability of these layers, which in general are composed of crystalline, 
mesomorphic and rigid amorphous matter. The size of these patches is larger 
for higher crystallization temperatures and accordingly the melting point of 
the isothermally formed crystals increases progressively with the 
crystallization temperature. 
For the material that recrystallizes during heating, the gain in stability can 
be realized either by a lateral expansion of the patches or by a conversion 
from mesomorphic to crystalline material during the heating run. At a given 
recrystallization temperature lateral sizes will be created that are (at least) 
stable up to slightly higher temperatures. When these slightly higher 
temperatures are reached, these patches will melt again and might 
recrystalllize into larger ones. This process can be repeated up to 
temperatures at which the driving force (supercooling) for crystal formation 
is too low. At this point the (second) final melting endotherm will be 
observed. This temperature coincides with the melting temperature of layers 
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in which only crystalline matter is present besides rigid amorphous material. 
During the entire reorganization process, the solid layer thickness remains 
constant. 
A decreased extent of reorganization/recrystallization was observed for 
samples that were cooled to 60°C and annealed at different high 
temperatures. This reduced reorganization was related to an increased solid 
fraction and a decreased crystal/’ phase ratio compared to in the isothermal 
crystallization experiment. The transformation into the more stable 
crystalline phase is believed to be hindered by the presence of amorphous 
phase entanglements and randomly distributed H-bonds in the mesomorphic 
phase. The transformation process in these cases requires the melting of 
complete layer stacks and massive polymer chain reconfigurations. 
Realizing these conformational changes is a slow process in particular if 
chain fragments are still attached to remaining solid phases.
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Chapter 7  
 
Conclusions & Outlook 
7.1 Conclusions 
A major break-through in the field of thermal analysis was the 
commercialization of a fast scanning chip calorimeter able to operate at rates 
up to 105 °Cs-1. This makes it possible to mimic industrial processing 
conditions and to gain new fundamental insights related to the 
(re)crystallization, melting and vitrification of a large range of materials. 
However, revealing the underlying mechanisms of these complex processes 
is impossible based on calorimetric signals alone. Thanks to the unique 
development in this research project of a set-up in which FSC can be 
combined with structural characterization techniques in in-situ mode, 
studying and describing complex processes in terms of structural changes 
has become accessible.  
A sample holder was built in which the sample sensor was placed in the 
center of the metal box, connected to the prototype Flash DSC and where 
holes in the box allowed X-ray beam access. The sample box was installed 
at the BM26B beamline at the ESRF. Experience with the first setup led to 
some improvements regarding the positioning of the nitrogen purge gas inlet 
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and the possibility to cool to temperatures below room temperature. 
Restrictions at the ID13 beamline even resulted in a completely other design 
of which the reduced thickness and the use of a printed circuit board were 
the main adaptations. Synchronization between the FSC and SAXS/WAXD 
measurements was assured via a triggering pulse, sent from the prototype 
Flash DSC to the X-ray detection system. The quality of the SAXS/WAXD 
patterns was improved by creating a helium flight path between the sample 
and the detector. A stroboscopic approach – stacking multiple, identical 
WAXD patterns – was needed to improve the signal-to-noise ratio for the 
measurement performed at the BM26B beamline, while the quality of a 
single shot measurement at the ID13 beamline was sufficient due to the 
much higher intensity of the X-ray beam.  
The first experiments – with HDPE as testing material – were performed to 
deliver a proof of concept. Collecting structural information was feasible at 
rates up to 200 °Cs-1 leading to a WAXD-pattern acquisition frequency of 
one pattern every 2 °C. Increasing the scanning rate was possible but would 
result in a reduction of the WAXD data quality. In the WAXD signals, the 
liquid-to-solid (or reversely solid-to-liquid) transformation was clearly 
visible and the temperature and scanning rate dependent material 
crystallinities and crystal densities were determined. In addition, some FSC 
instrumental issues were revealed: (i) thermal lag, (ii) baseline curvature and 
(iii) sample mass determination. Discrepancies between the cooling and 
heating based crystalline mass densities revealed thermal lag (i). The FSC 
curves were corrected for thermal lag using shift values that resemble those 
reported earlier for indium melting onsets and BCH-52 liquid crystal 
transitions. Especially at rates below 1000 °Cs-1 significant baseline 
curvature (ii) can be present, which is not caused by enthalpy changes of the 
sample. The baseline of the FSC runs was approximated by a third order 
polynomial, which was obtained from matching the resulting DSC based 
crystallinities to those based on WAXD. In this fitting procedure, the sample 
mass was added as an additional variable. This method was proposed as a 
third approach to determine the sample mass (iii), next to reported methods 
using the melting or the glass transition event.  
In numerous recent reports, FSC analyses of some polymers showed a strong 
acceleration of the ordering/crystallization process at temperatures close to 
Tg without certainty about their origin. This unique setup combining FSC 
with X-ray diffraction allowed us to study polymer crystallization at those 
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large supercoolings and to elucidate its bimodal crystallization behavior. 
The isothermal crystallization of PA11 shows two crystallization rate 
maxima and in between a retardation process close to 100 °C. Time resolved 
WAXD analyses over the complete range of supercoolings revealed that 
mesomorphic phase was produced in less than a second at high 
supercooling, whereas at very low supercooling crystals were obtained. At 
intermediate supercooling, mixtures of δ’ mesomorphic and δ crystalline 
material were generated with an increasing mesomorphic/crystalline ratio 
with increasing supercooling. Time-resolved WAXD measurements pointed 
out that, in the temperature range where both fractions are present, ’- and 
-phase form simultaneously at the same rate. In addition, analysis of the 
SAXS data supported the existence of another fraction, i.e. the rigid 
amorphous fraction. This fraction has characteristics in between these of the 
crystalline and amorphous phase and is present as inclusions within the solid 
lamellae. A Tc dependent morphology was proposed comprising solid 
layers, composed of crystalline, mesomorphic and rigid amorphous patches, 
alternated with liquid-like amorphous layers. Moreover, the model assumes 
that the crystalline/mesomorphic patches alternate with rigid amorphous 
patches in neighboring layers. The fraction of rigid amorphous material 
within the solid layers was assumed equally large as the fraction of ordered 
(crystalline or mesomorphic) fraction. Based on the X-ray data and their 
analysis is was suggested that the two maxima in the PA11 crystallization 
rate could be due to a two-fold crystallization retardation process close to 
100 °C. The first crystallization growth impeding process is referred to as 
direct self-poisoning and comprises the competition between mesomorphic 
and crystalline phase formation at the crystal growth front. Indeed, equal 
amounts of crystalline and mesomorphic material are present at 100 °C. 
Secondly, a new concept was introduced, referred to as indirect self-
poisoning, which is linked to the presence of rigid amorphous material and 
also contributes to the crystallization retardation. This rigid amorphous 
material is formed together with the crystalline or mesomorphic phase in a 
neighboring solid layer where it obstructs the crystal growth.  
It was found that isothermally crystallized PA11 reorganizes very rapidly 
during subsequent heating as increasing the heating rate up to 2000 °Cs-1 
was not able to prevent it. Material that recrystallizes during heating, gains 
stability either by a lateral expansion of the crystalline or mesomorphic 
patches or by a conversion from mesomorphic to crystalline material. These 
reorganization processes are retarded for solid layers rich in mesomorphic 
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phase. In that case the transformation into the more stable crystalline phase 
is believed to be hindered by the presence of amorphous phase 
entanglements and randomly distributed H-bonds in the mesomorphic 
phase. The transformation process therefore requires the melting of 
complete layer stacks and massive polymer chain reconfigurations. 
Realizing these conformational changes is a slow process in particular if 
chain fragments are still attached to remaining solid phases. 
In general, it can be concluded that with rather small changes to existing 
FSC equipment we managed to expand its research capabilities enormously. 
Especially, the fact that most researchers worldwide use the same 
commercial instrument as we modified is an asset as – at least in principle - 
it allows repeating and verifying what we found and will find in the future.  
No direct verification is possible of results obtained from recent 
nanocalorimeter setups which are built up from scratch and are too unique. 
The feasibility of the in-situ approach was clearly demonstrated in this 
thesis. This has also been published in the first scientific paper ever dealing 
with the in-situ, time-resolved structural development of polymeric 
materials under FSC conditions.   
7.2 Outlook 
The originality of this research project lead to several invites for presenting 
the setup and some of its applications at international meetings and 
conferences. The work was well received by the audience and even resulted 
in collaborations. Most of the interest came from polymer scientists. 
However, also researchers in the area of metals and glassy alloys saw the 
relevance of combining FSC with in-situ structural or morphological 
characterization techniques. For the latter group of researchers, the 
bottleneck is the too low upper temperature reachable by the chip sensor, 
e.g. 450 °C. This limitation is known by the producers of the sensor and at 
this moment new chips are being developed with the aim of reaching higher 
temperatures. Once these chips are available, their integration in the 
combined FSC/X-ray setup should be tested but no problems are expected. 
At the other extreme, reaching temperatures lower than room temperature is 
already possible with the chips if a cooling device is attached. As discussed 
in the materials and methods section, sample box v1.1 can be extended with 
a cooling unit by which it is possible to cool the surrounding temperature to 
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0 °C. For some research projects, especially in polymer science, this 
temperature is not low enough. For some polymers the glass transition 
occurs at -80 °C, implying that cooling to such temperatures is mandatory.172 
The cooling device connected to sample box v1.1 is insufficient to cool to 
these low temperatures and alternatives should be proposed. Preferably, the 
alternative cooling device should be coupled to sample box v2.0 as this 
would result in the possibility to also collect SAXS images (at the ID13 
beamline) at low temperatures. 
In addition, it would be interesting to investigate polymer crystallization and 
melting under FSC conditions covering the complete size range (from 
aggregates of spherulites, over spherulites and lamellae, to crystalline unit 
cells). SAXS and WAXD gives information about the lamellae and unit 
cells, respectively. Information on how the spherulites are distributed in the 
medium can be obtained with POM and SALS. Especially setup v2.0 is 
suitable to be combined with POM and SALS. This setup is designed to fit 
on the microscope stage such that the objectives can reach the sample easily. 
For both techniques a fast camera is needed to follow the very fast transitions 
during the short isothermal segments or during fast heating and cooling. 
POM and SALS are available in the laboratory of prof. B. Goderis, and the 
fast camera in the laboratory of prof. P. Van Puyvelde. 
Next to adaptations of the sample box or the setup, one can think of 
performing FSC-SAXS/WAXS experiments on other samples than the ones 
reported in this thesis. At this moment, different measurements have already 
been executed and both SAXS as WAXD data are waiting to be processed. 
Some of these experiments are performed in collaboration with other 
research groups. 
In general, many research projects can benefit from the combination of FSC 
with morphological characterization techniques. This innovative approach 
will undoubtedly lead to many new fundamental insights in different fields 
of science and engineering, such as material science, pharmacy, chemistry, 
metallurgy, … Elucidating fast structural changes may reveal mechanistic 
pathways, involving the discovery of metastable and transient structures and 
processes that remained unnoticed at longer time and length scales. The 
present thesis is only the nucleus of a new and exciting era.  
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Appendix: Health and Safety 
All experimental work was executed in compliance with the code of good 
laboratory practices. The health, safety and environment (HSE) orientation 
and introduction in the new research infrastructure (Leuven Chem&Tech 
and Leuven NanoCentre) is organized in levels and modules. Level 1 is 
mandatory for all persons working in the building and comprises among 
other things the emergency procedures. To get access to unrestricted areas 
in the building an online test need to be successfully evaluated. 
Independently performing a lab activity in the research infrastructure is only 
permitted after following level 2 of the HSE introduction & orientation. This 
level includes all regulations about HSE procedures (e.g. risk assessment, 
continuous activities, waste collection), collective protective measures 
(ventilation, gas detection) and wearing personal protective equipment (lab 
coat, safety glasses, nitrile gloves) when signalized at the entrance of the 
laboratory. In addition, permission for working with X-ray equipment and 
cryogenic liquids is granted after passing level 3 with for each activity some 
specific HSE guidelines. More specifically, in the case of X-ray experiments 
at the KU Leuven, a safety training is followed, organized by the HSE 
department, and entering the X-ray room is only allowed when wearing a 
dosimeter. In addition, each year the medical service (idewe) takes a blood 
sample to check if the allowed radiation dose is not exceeded. Before 
experiments at the ESRF are allowed, all users need to pass an on-line safety 
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